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vAbstract
In this thesis we re-examine two established ideas in theoretical physics: Lorentz invariance
and cosmic inflation.
In the first four chapters, we (i) propose a way to hide large extra dimensions by coupling
standard model fields with Lorentz-violating tensor fields with expectation values along the
extra dimensions; (ii) examine the stability of theories in which Lorentz invariance is spon-
taneously broken by fixed-norm ‘aether’ fields; (iii) investigate the phenomenological prop-
erties of the sigma-model aether theory; and (iv) explore the implications of an alternative
theory of gravity in which the graviton arises from the Goldstone modes of a two-index
symmetric aether field.
In the final chapter, we examine the horizon and flatness problems using the canonical
measure (developed by Gibbons, Hawking, and Stewart) on the space of solutions to Ein-
stein’s equations. We find that the flatness problem does not exist, while the homogeneity
of our universe does represent a substantial fine-tuning. Based on the assumption of unitary
evolution (Liouville’s theorem), we further dispute the widely accepted claim that inflation
makes our universe more natural.
vi
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1Chapter 1
Introduction
1.1 Spontaneous Violation of Lorentz Invariance
Ever since Einstein’s theory of special relativity, the Lorentz symmetry — the invariance of
the laws of physics under boosts and rotations — has been a guiding principle for physicists
in the formulation of physical theories. In recent years, however, there has been a resur-
gence of interest in the idea of spontaneous violation of Lorentz invariance through tensor
fields with non-vanishing vacuum expectation values. The phenomenology of these so-called
‘aether’ theories is exceedingly rich, and constitutes the subject of investigation in the first
four chapters of this thesis.
1.1.1 Chapter 2: Aether compactification
In 1921, Kaluza proposed a unified theory of gravity and electromagnetism by extending
general relativity to a five-dimensional spacetime. This raised an imminent question: Why
don’t we see the extra dimension? Five years later, Klein offered a solution: The extra
dimension is compactified on a manifold of a sufficiently small size, so that the Kaluza-Klein
excitations become very massive and thus difficult to excite. Since then, extra dimensions
have become an essential ingredient in the construction of many physical theories (especially
2so after string theory has become a central part of mainstream theoretical physics), and
considerable effort has been devoted to search for them in experiments.
More recently, the development of braneworld scenarios, in which Standard Model fields
are confined to a brane embedded in a larger bulk, opens up the possibility that extra
dimensions can actually be much larger (even infinite in size). This way, extra dimensions
can be large and yet evade detection, simply because we cannot get there.
In Chapter 2, we propose an alternative way to hide large extra dimensions based
on Lorentz-violating tensor fields, without invoking branes. To illustrate the scheme, we
consider a scenario in which a single vector ‘aether’ field acquires a vacuum expectation
value along an extra dimension that is compactified on a circle. Interactions with the
aether modifies the dispersion relations of other fields, thereby increasing the mass of their
Kaluza-Klein excitations, without having to make the extra dimension small. A unique
signature of this scenario is the possibility of completely different spacings in the Kaluza-
Klein towers of each species of scalars, fermions, and gauge bosons. In general, fermions
will experience greater mass enhancement than bosons, while gravitons can be naturally
less massive.
Chapter 2 was completed in collaboration with Sean Carroll, and has been published as
[1].
1.1.2 Chapter 3: Instabilities in the aether
All realistic physical theories must be stable. This is the motivation behind our analysis
in Chapter 3, in which we examine the stability of ‘aether’ theories in which a fixed-norm
vector field acquires a vacuum expectation value and violates Lorentz invariance sponta-
neously. The potential instability of such theories originates from the fact that the metric
3has an indefinite signature in a Lorentzian spacetime. In the spirit of effective field theory,
we restrict our attention in this chapter to theories in which the kinetic term is at most
quadratic in derivatives. The nonzero vev of the aether is enforced by a Lagrange multiplier
constraint.
We first examine the boundedness of the Hamiltonian of the theory and find that, for a
generic kinetic term, the Hamiltonian is unbounded from below. The sole exception is the
sigma model, which has the kinetic term,
Lσ = −12(∂µAν)(∂
µAν). (1.1)
If the vector field takes on a timelike vev, the model has a globally bounded Hamiltonian,
and is guaranteed to be stable.
The unboundedness of the Hamiltonian alone, however, does not necessarily imply an
instability, as the dynamical degrees of freedom might not evolve along the unstable direc-
tions. This leads us to perform a linear perturbative analysis about constant background
configurations. We find that there are only three choices of kinetic terms for which linear
perturbations are non-negative in energy and do not grow exponentially in any frame: the
Maxwell (LM = −14FµνFµν), scalar (LS = 12(∂µAµ)2), and sigma-model Lagrangians.
1.1.3 Chapter 4: Sigma-model aether
Chapter 4 is an extension of the previous chapter, and contains an analysis of the phe-
nomenological properties of the timelike sigma model, which is the only stable aether model
found in Chapter 3. In the presence of gravity, the theory contains five massless degrees
of freedom. If modes are superluminal, then the theory is tightly constrained by limits
4from gravi-Cherenkov radiation. For a unique choice of parameters, all modes are sublu-
minal, and limits on the PPN preferred frame parameter places strong constraints on the
parameters of the theory.
In a Friedmann-Robertson-Walker background dominated by a cosmological fluid, we
find that the aether evolves dynamically to be purely timelike in the rest frame of the
background fluid. In the presence of a non-expanding extra dimension during a deSitter
expansion phase, we show that it is possible for the aether to have a nonzero component
along the extra dimension. However, this component will decay away when the cosmological
evolution is dominated by a perfect fluid with w > −1.
Chapters 3 and 4 were done in collaboration with Sean Carroll, Tim Dulaney, and Moira
Gresham, and they are published in [2, 3].
1.1.4 Chapter 5: Lorentz violation in Goldstone gravity
According to Goldstone’s theorem, the excitations arising from the spontaneous violation
of a continuous symmetry are massless. This opens up the possibility that the photon and
graviton, whose masslessness is traditionally associated with gauge and differomorphism in-
variance, are instead Nambu-Goldstone bosons of spontaneously broken Lorentz invariance.
Kraus and Tomboulis examined this possibility in the case of the photon and concluded
that this is viable. In Chapter 5, we generalize their analysis onto the case where Lorenz
invariance is broken spontaneously by a two-index symmetric tensor. We demonstrate that
if the vev breaks all the generators of the Lorentz group, six Goldstone modes emerge,
and two linear combinations of which have properties that are identical to the graviton in
general relativity at lowest order.
Integrating out the massive degrees of freedom in the theory yields an infinite number
5of Lorentz-violating radiative correction terms in the low-energy effective Lagrangian. We
examine a representative subset of these radiative corrections and find that they modify
the dispersion relation of the Goldstone graviton modes such that (i) their phase velocity is
anisotropic, and (ii) they oscillate test particles in their vicinity longitudinally (in addition to
the transverse motion as predicted by general relativity). If the phase velocity is subluminal,
then gravi-Cherenkov radiation becomes possible, and observations of high-energy cosmic
rays can be used to constrain the radiative corrections.
The discussion presented in Chapter 5 was completed in conjunction with Sean Carroll
and Ingunn Wehus, and has been published in [4].
1.2 Inflation
Cosmic inflation, a period of accelerated expansion in the very early universe, has by now
been accepted by most cosmologists as a cornerstone of the standard Big Bang paradigm. It
is heralded as an elegant solution to a host of problems in cosmology (the flatness, horizon,
and monopole problems). Quantum fluctuations during the inflationary era are believed
to seed the large-scale structure of our universe today, and the nearly scale-invariant and
Gaussian primordial power spectrum predicted by inflation is found to be in remarkable
agreement with a large number of experimental probes.
In the last chapter of this thesis, we challenge the purported role that inflation plays in
solving the flatness and horizon problems.
1.2.1 Chapter 6: Unitary evolution and cosmological fine-tuning
Despite its numerous successes, some cosmologists became concerned about the purported
ability of inflation to solve the flatness and horizon problems. They came to the realization
6that, if inflation is highly unnatural itself, it cannot possibly be used to make our fine-
tuned current condition more natural. After all, the requirements of having a fairly uniform
patch dominated by potential energy over a region larger than the corresponding Hubble
length and the slow-roll conditions that guarantee at least 60 e-folds of expansion are very
finely tuned conditions. This led Gibbons, Hawking, and Stewart to introduce a canonical
measure on the set of classical universes in phase space (the GHS measure) to calculate the
probability of inflation. The measure derives from the Hamiltonian (symplectic) structure
of general relativity, and has the nice properties that it is (i) independent of the choice of
time-slicing, (ii) is always positive, and (iii) respects the underlying symmetry of the theory.
In Chapter 6, we examine the flatness and horizon problems using the GHS measure.
To our surprise, we find that in minisuperspace the measure diverges when the curvature
vanishes. The moral of the lesson is that caution must be exercised in the discussion of the
naturalness—in particular, we should consider initial conditions using a mathematically
well-defined measure rather than relying on intuition. Following our analysis of the flatness
problem, we generalize our calculation by including perturbations to quantify the fine-tuning
involved in the horizon problem, and find that the homogeneity of the observable universe
does correspond to a highly fine-tuned condition.
Under the assumption of measure-preserving evolution, we argue that it is impossible
for inflation to make our universe more natural. The Liouville theorem forbids inflation
(or, in fact, any dynamical process) from evolving a large number of initial conditions to a
small number of final states. By formal time-reversibility and entropy arguments, we know
that there exists an overwhelming larger set of wildly inhomogeneous initial conditions that
can evolve into our current state, as compared with the smooth initial conditions that give
rise to inflation. Consequently, if inflation is to offer a satisfactory explanation for why our
7universe is natural, it must be accompanied by a corresponding theory of initial conditions
that favor these smooth states.
Chapter 6 was coauthored with Sean Carroll.
8Chapter 2
Aether Compactification
2.1 Introduction
If spacetime has extra dimensions in addition to the four we perceive, they are somehow
hidden from us. For a long time, the only known way to achieve this goal was the classic
Kaluza-Klein scenario: compactify the dimensions on a manifold of characteristic size ∼ R.
Momentum in the extra dimensions is then quantized in units of R−1, giving rise to a
Kaluza-Klein tower of states; if R is sufficiently small, the extra dimensions only become
evident at very high energies. More recently, it has become popular to consider scenarios in
which Standard Model fields are localized on a brane embedded in a larger bulk [5, 6, 7, 8].
In this picture, the extra dimensions are difficult to perceive because we can’t get there.
In this chapter, we consider a new way to keep extra dimensions hidden, or more gen-
erally to affect the propagation of fields along directions orthogonal to our macroscopic di-
mensions: adding Lorentz-violating tensor fields (“aether”) with expectation values aligned
along the extra directions. Interactions with the aether modify the dispersion relations of
other fields, leading (with appropriate choice of parameters) to larger energies associated
with extra-dimensional momentum.1 We should emphasize that we have no underlying rea-
1After this work was completed, we became aware of closely related work by Rizzo [9]. He enumerated
a complete set of five-dimensional Lorentz-violating operators that preserve Lorentz invariance in 4D, and
calculated their effect on the spectrum of the Kaluza-Klein tower. In contrast, our starting point is the
9son for choosing any particular values of the relevant parameters; in particular, obtaining
very large mass splittings requires unnaturally large parameters. Mass splittings that are
different for different species are, however, generic predictions of the model.
This scenario has several novel features. Most importantly, it allows for completely
different spacings in the Kaluza-Klein towers of each species. If the couplings are chosen
universally, the extra mass given to fermions will be twice that given to bosons. There will
also be new degrees of freedom associated with fluctuations of the aether field itself; these
are massless Goldstone bosons from the spontaneous breaking of Lorentz invariance, but
can be very weakly coupled to ordinary matter. There is a sense in which the effect of
the aether field is to distort the background metric, but in a way that is felt differently by
different kinds of fields. The extra dimensions can be “large” if the expectation value of the
aether field is much larger than the inverse coupling. In contrast to brane-world models, we
expect no deviation from Newton’s inverse square law even if the extra dimensions are as
large as a millimeter, as the gravitational source will be distributed uniformly throughout
the extra dimensions rather than confined to a brane. The model has no obvious connection
to the hierarchy problem; indeed, hiding large dimensions requires the introduction of a new
hierarchy. New physical phenomena associated with the scenario deserve more extensive
investigation.
2.2 Aether
For definiteness, consider a five-dimensional flat spacetime with coordinates xa = {xµ, x5}
and metric signature (−++++). The fifth dimension is compactified on a circle of radius
expectation value of a dynamical aether field, and its lowest-order couplings to ordinary matter. The
modified dispersion relations we derive recover in large measure Rizzo’s phenomenological results.
10
R. The aether is a spacelike five-vector ua, and we can define a “field strength” tensor
Vab = ∇aub −∇bua . (2.1)
This field is not related to the electromagnetic vector potential Aa or its associated field
strength Fab = ∇aAb − ∇bAa, nor will the dynamics of ua respect a U(1) group of gauge
transformations. Rather, the aether field will be fixed to have a constant norm, with an
action
S =M∗
∫
d5x
√−g
[
−1
4
VabV
ab − λ(uaua − v2) +
∑
i
Li
]
. (2.2)
The Li’s are various interaction terms to be considered below, and M∗ is an overall scaling
parameter. Note that λ is not a fixed parameter, but a Lagrange multiplier enforcing the
constraint
uaua = v2 . (2.3)
We choose conventions such that ua has dimensions of mass. The equation of motion for
ua, neglecting interactions with other fields for the moment, is
∇aV ab + v−2ubuc∇dV cd = 0 , (2.4)
where we have used the equations of motion to solve for λ. Any configuration for which
Vab = 0 everywhere will solve this equation. In particular, there is a background solution
of the form
ua = (0, 0, 0, 0, v) , (2.5)
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so that the aether field points exclusively along the extra direction. We will consider this
solution for most of this chapter.
Constraints on four-dimensional Lorentz violation via couplings to Standard Model fields
have been extensively studied [10, 11, 12, 13]. The dynamics of the (typically timelike)
aether fields themselves and their gravitational effects have also been considered [14, 15,
16, 17, 18, 19, 20, 21, 22, 23]. More recently, attention has turned to the case of spacelike
vector fields, especially in the early universe [24, 25].
The particular form of the Lagrangian (2.2) is chosen to ensure stability of the the-
ory; for spacelike vector fields, a generic set of kinetic terms would generally give rise to
negative-energy excitations2. This specific choice propagates two positive-energy modes:
one massless scalar, and one massless pseudoscalar [25]. For purposes of this chapter we
will not investigate the fluctuations of ua in any detail. Although the modes are light,
their couplings to Standard Model fields can be suppressed. Nevertheless, we expect that
traditional methods of constraining light scalars (such as limits from stellar cooling) will
provide interesting bounds on the parameter space of these models.
2.3 Energy-Momentum and Compactification
A crucial property of aether fields is the dependence of their energy density on the spacetime
geometry. The energy-momentum tensor takes the form
Tab = VacVbc − 14VcdV
cdgab + v−2uaubuc∇dV cd . (2.6)
2The stability of aether theories turns out to be a very tricky issue; for more details see Chapter 3.
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In particular, Tab vanishes when Vab vanishes, as for the constant field configuration in flat
space (2.5). The non-vanishing expectation value for the aether field does not by itself
produce any energy density. In the context of an extra dimension, this implies that the
aether field will not provide a contribution to the effective potential for the radion, so the
task of stabilizing the extra dimension must be left to other mechanisms.
When the background spacetime is not Minkowski, however, even a “fixed” aether field
can give a non-vanishing energy-momentum tensor. In [17] it was shown that a timelike
aether field would produce an energy density proportional to the square of the Hubble
constant, while in [24] a spacelike aether field was shown to produce an anisotropic stress.
We should therefore check that an otherwise quiescent aether field oriented along an extra
dimension does not create energy density when the four-dimensional geometry is curved.
Consider a factorizable geometry with an arbitrary four-dimensional metric and a radion
field b(xσ) parameterizing the size of the single extra dimension,
ds2 = gµν(x)dxµdxν + b(x)2dx25 , (2.7)
where x here stands for the four-dimensional coordinates xσ. In any such spacetime, there
is a background solution
ua =
(
0, 0, 0, 0,
v
b(x)
)
. (2.8)
It is straightforward to verify that this configuration satisfies the equation of motion (2.4),
as well as the constraint (2.3), even though Vab does not vanish:
Vµ5 = −V5µ = v∇µb . (2.9)
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We can then calculate the energy-momentum tensor associated with the aether:
T (u)µν =
v2
b2
(
∇µb∇νb− 12gµν∇σb∇
σb
)
T
(u)
µ5 = 0
T
(u)
55 = v
2
(
∇σ∇σb− 12∇σb∇
σb
)
. (2.10)
The important feature is that T (u)ab will vanish when∇µb = 0. As long as the extra dimension
is stabilized and the aether takes on the configuration (2.8), there will be no contributions
to the energy-momentum tensor; in particular, neither the expansion of the universe nor
the spacetime geometry around a localized gravitating source will be affected.
2.4 Scalars
We now return to flat spacetime (gab = ηab) and consider the effects of interactions of the
aether on various types of matter fields, beginning with a real scalar φ. We impose a Z2
symmetry, ua → −ua. The Lagrangian with the lowest-order coupling is then
Lφ = −12(∂φ)
2 − 1
2
m2φ2 − 1
2µ2φ
uaub∂aφ∂bφ , (2.11)
with a corresponding equation of motion
∂a∂
aφ−m2φ = µ−2φ ∂a(uaub∂bφ) . (2.12)
Expanding the scalar in Fourier modes,
φ ∝ eikaxa = eikµkµ+ik5x5 , (2.13)
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yields a dispersion relation
− kµkµ = m2 +
(
1 + α2φ
)
k25 , (2.14)
where
αφ = v/µφ . (2.15)
Note that with our metric signature, −kµkµ = ω2 − ~k2.
This simple calculation illustrates the effect of the coupling to the spacelike vector field.
Compactifying the fifth dimension on a circle of radius R quantizes the momentum in that
direction, k5 = n/R. In standard Kaluza-Klein theory, this gives rise to a tower of states
of masses m2KK = m
2 + (n/R)2. With the addition of the aether field, the mass spacing
between different states in the KK tower is enhanced,
m2AC = m
2 + (1 + α2φ)
( n
R
)2
. (2.16)
The parameter αφ is a ratio of the aether vev to the mass scale µφ characterizing the
coupling, and could be much larger than unity. If the vev is v ∼ Mpl, and the coupling
parameter is µφ ∼ TeV, the masses of the excited modes are enhanced by a factor of 1015.
The extra dimension could be as large as R ∼ 1 mm, and the n = 1 state would have a
mass of order TeV. Admittedly, we have no compelling reason why there should be such a
hierarchy between v and µφ at this point, other than that it is interesting to contemplate.
We will examine the effects of aether compactification on gravitons below, but it is al-
ready possible to see that we should not expect any small-scale deviations from Newton’s
law, even if the extra dimensions are millimeter-sized. Unlike braneworld compactifications,
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here the sources are not confined to a thin brane embedded in a large bulk; rather, light
fields are zero modes, spread uniformly throughout the extra dimensions. Therefore, the
gravitational lines of force do not spread out from the source into the higher-dimensional
bulk; the sources are still of codimension three in space, and gravity will appear three di-
mensional. There is correspondingly less motivation for considering macroscopic-sized extra
dimensions in this scenario, as they would remain undetectable by tabletop experiments.
One may reasonably ask whether it is appropriate to think of such a scenario as a “large”
extra dimension at all, or whether we have simply rescaled the metric in an unusual way.
In the Lagrangian (2.11) alone, the effect of the aether field is simply to modify the metric
by a disformal transformation, gab → gab + uaub. There is a crucial difference, however, in
that the interaction with the aether vector is generically not universal. Different fields will
tend to have different mass splittings in their Kaluza-Klein towers. Indeed, we shall see
that while the splittings for gauge fields follow the pattern of that for scalars, the splittings
for fermions are of order α4 rather than α2, and the splittings for gravitons do not involve a
mass scale µ at all. Thus, aether compactification is conceptually different from an ordinary
extra dimension.
Finally, we point out that if we have not imposed the Z2 symmetry, the lowest-order
coupling becomes µ−1ua∂aφ. By integration by parts, this is equivalent to −µ−1(∂aua)φ,
which vanishes given our background solution for ua in (2.5).
16
2.5 Gauge Fields
Consider an Abelian gauge field Aa, with field strength tensor Fab. The Lagrangian with
the lowest-order coupling to ua is
LA = −14FabF
ab − 1
2µ2A
uaubgcdFacFbd , (2.17)
with equation of motion
∂aF
ab = µ−2A
(
ucu
b∂aF
ca − ucua∂aF cb
)
. (2.18)
We can decompose this into b = 5 and b = ν components in the background (2.5):
∂µF
µ5 = 0 , (2.19)
∂µF
µν = −(1 + α2A)∂5F 5ν , (2.20)
where
αA = v/µA . (2.21)
We can take advantage of gauge transformations Aa → Aa + ∂aλ to set A5 = 0. This
leaves some residual gauge freedom; we can still transform Aµ → Aµ + ∂µλ˜, as long as
∂5λ˜ = 0. In other words, the zero mode retains all of its conventional four-dimensional
gauge invariance.
Choose A5 = 0 gauge, and go to Fourier space, Aν ∝ νeikµxµ+ik5x5 , where ν is the
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polarization vector. Then (2.19) and (2.20) imply
k5kµ
µ = 0 , (2.22)
[
kµk
µ + (1 + α2A)k
2
5
]
ν − kνkµµ = 0 . (2.23)
When k5 = 0, we obtain the ordinary dispersion relation for a photon. When k5 is not zero,
(2.22) implies kµµ = 0, and the dispersion relation is
− kµkµ = (1 + α2A)k25 . (2.24)
Precisely as in the scalar case, the Kaluza-Klein masses are enhanced by a factor (1 + α2A),
although there is no necessary relationship between αA and αφ. The same reasoning would
apply to non-Abelian gauge fields, through a coupling uaubTr(GacGbc).
2.6 Fermions
Next we turn to fermions, taken to be Dirac for simplicity. Given the symmetry ua → −ua,
we might consider a coupling of the form uaubψ¯γaγbψ. But because uaub is symmetric in
its two indices, this is equivalent to uaubψ¯γ(aγb)ψ = uaubψ¯gabψ = v2ψ¯ψ, so this interaction
doesn’t violate Lorentz invariance.
The first nontrivial coupling involves one derivative,
Lψ = iψ¯γa∂aψ −mψ¯ψ − i
µ2ψ
uaubψ¯γa∂bψ , (2.25)
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leading to an equation of motion
iγa∂aψ −mψ − i
µ2ψ
uaubγa∂bψ = 0 . (2.26)
Going to Fourier space as before, we ultimately find a dispersion relation
− kaka − 2
µ2ψ
(uaka)2 − 1
µ4ψ
uaua(ubkb)2 = m2 . (2.27)
Plugging in the background (2.5) and defining
αψ = v/µψ , (2.28)
we end up with
− kµkµ = m2 + (1 + α2ψ)2k25 . (2.29)
Although the form of this equation is identical to the scalar and gauge-field cases, it is
quantitatively different: for large α the enhancement goes as α4 rather than α2. If (in the
context of some as-yet-unknown underlying theory) all of the mass scales µ are similar, we
would expect a much larger mass splitting for fermions in an aether background than for
bosons.
Similar to the scalar case, if we do not impose the Z2 symmetry, we are led to consider the
following two lower-order couplings: uaψ¯γaψ and iµu
aψ¯∂aψ. Following the same procedure
as before, the first term leads to the dispersion relation
− kµkµ = m2 + v2 + k25 + 2vk5 = m2 + (v + k5)2. (2.30)
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As usual, coupling to ua enhances the mass spacing of the KK tower, but now the spacing
will depend on the direction of the 5th-dimensional momentum as well as its magnitude.
Meanwhile, the second term leads to the dispersion
− kµkµ = m2 − 2mαk5 + (1 + α2)k25 (2.31)
= (m− αk5)2 + k25, (2.32)
where α = v/µ. Interestingly, if (1 + α2)/α < 2mR, this coupling results in a reduction in
m2 for small n. However, it can be checked that these negative mass corrections are never
sufficiently large to lead to tachyons. For n large, the mass spacing is enhanced, as usual.
2.7 Gravity
The aether field can couple nonminimally to gravity through an action
S =M∗
∫
d5x
√−g
[
M2pl
2
R+ αguaubRab
]
, (2.33)
where Mpl is the 4-dimensional Planck scale and αg is dimensionless. The gravitational
equation of motion takes the form
Gab =
αg
2M2pl
Wab , (2.34)
where Gab = Rab − 12Rgab and
Wab = Rcducudgab +∇c∇a (ubuc) +∇c∇b (uauc)
−∇c∇d(ucud)gab −∇c∇c(uaub) . (2.35)
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Now we consider small fluctuations of the metric,
gab = ηab + hab . (2.36)
The choice of background field ua = (0, 0, 0, 0, v) spontaneously breaks diffeomorphism
invariance, so not all coordinate transformations are open to us if we want to preserve that
form. Under an infinitesimal coordinate transformation parameterized by a vector field,
xa → x¯a = xa + ξa, the metric fluctuation and aether change by hab → hab + ∂aξb + ∂bξa
and ua → ua + ∂5ξa. Therefore, we should limit our attention to gauge transformations
satisfying ∂5ξa = 0. We can, for example, set hµ5 = 0. We then still have residual gauge
freedom in the form of ξµ, as long as ∂5ξµ = 0. This amounts to the usual 4-d gauge freedom
for the massless four-dimensional graviton.
Taking advantage of this gauge freedom, we can partly decompose the metric perturba-
tion as
hµν = h¯µν +Ψηµν ,
h55 = Φ , (2.37)
where ηµν h¯µν = 0. In this decomposition, h¯µν represents propagating gravitational waves,
Ψ represents Newtonian gravitational fields, and Φ is the radion field representing the
breathing mode of the extra dimension. The zero mode of this field is a massless scalar
coupled to matter with gravitational strength; in a phenomenologically viable model, it
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would have to be stabilized, presumbably by bulk matter fields. The Einstein tensor becomes
Gµν =
1
2
[
−∂λ∂λh¯µν − ∂25 h¯µν + ∂µ∂λh¯λν (2.38)
+∂ν∂λh¯λµ − 2∂µ∂νΨ− ∂µ∂νΦ
−
(
∂ρ∂σh¯ρσ − 2∂λ∂λΨ+ 3∂25Ψ− ∂λ∂λΦ
)
ηµν
]
,
Gµ5 =
1
2
(
∂5∂
λh¯λµ − 3∂µ∂5Ψ
)
, (2.39)
G55 =
1
2
(
−∂ρ∂σh¯ρσ + 3∂λ∂λΨ
)
, (2.40)
and (2.35) is
Wµν = v2
(
∂25 h¯µν − 3∂25Ψηµν − ∂25Φηµν
)
, (2.41)
Wµ5 = v2∂µ∂5Φ , (2.42)
W55 = −2v2(2∂25Ψ+ ∂25Φ) . (2.43)
We have already argued that there will be no macroscopic deviations from Newton’s law
on the scale of the extra-dimensional radius R, because the zero-mode fields are distributed
uniformly through the extra dimensions. However, we can also inquire about the Kaluza-
Klein tower of propagating gravitons. To that end, we set Φ = 0 = Ψ and consider transverse
waves, ∂λh¯λµ = 0. The gravity equation (2.34) becomes
− 1
2
∂c∂
ch¯µν =
αgv
2
2M2pl
∂25 h¯µν . (2.44)
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This implies a dispersion relation
− kµkµ =
(
1 +
αgv
2
M2pl
)
k25 . (2.45)
As before, there is an altered dispersion relation for modes with bulk momentum. However,
the dimensionless coupling αg appears directly in the Lagrangian, rather than arising as a
ratio α = v/µ. It is therefore consistent to imagine scenarios with αg ∼ 1, while the other
αi’s are substantially larger. In that case, KK gravitons will have masses that are close to
the conventional expectation, m ≈ n/R, even while other fields are much heavier. In the
scenario with a single extra dimension, the underlying quantum-gravity scaleM3QG =M∗M
2
P
will still be substantially larger than a TeV, and we do not expect graviton production at
colliders; but such a phenomenon might be important in extensions with more than one
extra dimension.
2.8 Conclusions
The presence of Lorentz-violating aether fields in extra dimensions introduces novel effects
into Kaluza-Klein compactification schemes. Interactions with the aether alter the rela-
tionship between the size of the extra dimensions and the mass splittings within the KK
towers. With appropriately chosen parameters, modes with extra-dimensional momentum
can appear very heavy from a four-dimensional perspective, even with relatively large extra
dimensions.
A number of empirical tests of this idea suggest themselves. The most obvious is the
possibility of KK towers with substantially different masses for different species. While
scalar and gauge-boson mass splittings follow a similar pattern, fermions experience greater
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enhancement, while gravitons can naturally be less massive. In addition, although we have
not considered the prospect carefully in this chapter, oscillations of the aether field itself are
potentially detectable. Their couplings will be suppressed by the mass scales µi, without
being enhanced by the vev v; nevertheless, searches for massless Goldstone bosons should
provide interesting constraints on the parameter space.
Our investigation has been phenomenological in nature; we do not have an underlying
theory of the aether field, nor any natural expectation for the magnitudes of the parameters
v, µi, and αg. The possibility of a hidden millimeter-sized dimension requires a substantial
hierarchy, v/µi ∼ 1015; even in the absence of such large numbers, however, interactions
with the aether may lead to subtle yet important effects. It would certainly be interesting
to have a deeper understanding of the possible origin of these fields and couplings.
Numerous questions remain to be addressed. We considered a vector field in a single
extra dimension, but higher-rank tensors in multiple dimensions should lead to analogous
effects. It would also be interesting to study the gravitational effects of the aether fields
themselves in non-trivial spacetime backgrounds. The idea of modified extra-dimensional
dispersion relations in the presence of Lorentz-violating tensor fields opens up a variety of
possibilities that merit further exploration.
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Chapter 3
Instabilities in the Aether
3.1 Introduction
The idea of spontaneous violation of Lorentz invariance through tensor fields with non-
vanishing expectation values has garnered substantial attention in recent years [12, 14, 15,
16, 17, 18, 19, 25, 26, 27, 28, 29]. Hypothetical interactions between Standard Model
fields and Lorentz-violating (LV) tensor fields are tightly constrained by a wide variety of
experimental probes, in some cases leading to limits at or above the Planck scale [12, 17,
30, 31, 32, 33, 34].
If these constraints are to be taken seriously, it is necessary to have a sensible theory
of the dynamics of the LV tensor fields themselves, at least at the level of low-energy
effective field theory. The most straightforward way to construct such a theory is to follow
the successful paradigm of scalar field theories with spontaneous symmetry breaking, by
introducing a tensor potential that is minimized at some nonzero expectation value, in
addition to a kinetic term for the fields. (Alternatively, it can be a derivative of the field
that obtains an expectation value, as in ghost condensation models [23, 35, 36].) As an
additional simplification, we may consider models in which the nonzero expectation value
is enforced by a Lagrange multiplier constraint, rather than by dynamically minimizing a
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potential; this removes the “longitudinal” mode of the tensor from consideration, and may
be thought of as a limit of the potential as the mass near the minimum is taken to infinity.
In that case, there will be a vacuum manifold of zero-energy tensor configurations, specified
by the constraint.
All such models must confront the tricky question of stability. Ultimately, stability prob-
lems stem from the basic fact that the metric has an indefinite signature in a Lorentzian
spacetime. Unlike in the case of scalar fields, for tensors it is necessary to use the spacetime
metric to define both the kinetic and potential terms for the fields. A generic choice of
potential would have field directions in which the energy is unbounded from below, lead-
ing to tachyons, while a generic choice of kinetic term would have modes with negative
kinetic energies, leading to ghosts. Both phenomena represent instabilities; if the theory
has tachyons, small perturbations grow exponentially in time at the linearized level, while
if the theory has ghosts, nonlinear interactions create an unlimited number of positive- and
negative-energy excitations [37]. There is no simple argument that these unwanted features
are necessarily present in any model of LV tensor fields, but the question clearly warrants
careful study.
In this chapter we revisit the question of the stability of theories of dynamical Lorentz
violation, and argue that most such theories are unstable. In particular, we examine in detail
the case of a vector field Aµ with a nonvanishing expectation value, known as the “aether”
model or a “bumblebee” model. For generic choices of kinetic term, it is straightforward
to show that the Hamiltonian of such a model is unbounded from below, and there exist
solutions with bounded initial data that grow exponentially in time.
There are three specific choices of kinetic term for which the analysis is more subtle.
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These are the sigma-model kinetic term,
LK = −12∂µAν∂
µAν , (3.1)
which amounts to a set of four scalar fields defined on a target space with a Minkowski
metric; the Maxwell kinetic term,
LK = −14FµνF
µν , (3.2)
where Fµν = ∂µAν −∂νAµ is familiar from electromagnetism; and what we call the “scalar”
kinetic term,
LK = 12(∂µA
µ)2 , (3.3)
featuring a single scalar degree of freedom. Our findings may be summarized as follows:
• The sigma-model Lagrangian with the vector field constrained by a Lagrange multi-
plier to take on a timelike expectation value is the only aether theory for which the
Hamiltonian is bounded from below in every frame, ensuring stability. In Chapter
4, we examine the cosmological behavior and observational constraints on this model
[3]. If the vector field is spacelike, the Hamiltonian is unbounded and the model
is unstable. However, if the constraint in the sigma-model theory is replaced by a
smooth potential, allowing the length-changing mode to become a propagating degree
of freedom, that mode is necessarily ghostlike (negative kinetic energy) and tachy-
onic (correct sign mass term), and the Hamiltonian is unbounded below, even in the
timelike case. It is therefore unclear whether models of this form can arise in any full
theory.
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• In the Maxwell case, the Hamiltonian is unbounded below; however, a perturbative
analysis does not reveal any explicit instabilities in the form of tachyons or ghosts.
The timelike mode of the vector acts as a Lagrange multiplier, and there are fewer
propagating degrees of freedom at the linear level (a “spin-1” mode propagates, but
not a “spin-0” mode). Nevertheless, singularities can arise in evolution from generic
initial data: for a spacelike vector, for example, the field evolves to a configuration in
which the fixed-norm constraint cannot be satisfied (or perhaps just to a point where
the effective field theory breaks down). In the timelike case, a certain subset of initial
data is well-behaved, but, provided the vector field couples only to conserved currents,
the theory reduces precisely to conventional electromagnetism, with no observable
violations of Lorentz invariance. It is unclear whether there exists a subset of initial
data that leads to observable violations of Lorentz invariance while avoiding problems
in smooth time evolution.
• The scalar case is superficially similar to the Maxwell case, in that the Hamiltonian is
unbounded below, but a perturbative analysis does not reveal any instabilities. Again,
there are fewer degrees of freedom at the linear level; in this case, the spin-1 mode
does not propagate. There is a scalar degree of freedom, but it does not correspond
to a propagating mode at the level of perturbation theory (the dispersion relation is
conventional, but the energy vanishes to quadratic order in the perturbations). For
the timelike aether field, obstacles arise in the time evolution that are similar to those
of a spacelike vector in the Maxwell case; for a spacelike aether field with a scalar
action, the behavior is less clear.
• For any other choice of kinetic term, aether theories are always unstable.
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Interestingly, these three choices of aether dynamics are precisely those for which there is
a unique propagation speed for all dynamical modes; this is the same condition required to
ensure that the Generalized Second Law is respected by a Lorentz-violating theory [38, 39].
One reason why our findings concerning stability seem more restrictive than those of
some previous analyses is that we insist on perturbative stability in all Lorentz frames, which
is necessary in theories where the form of the Hamiltonian is frame-dependent. In a Lorentz-
invariant field theory, it suffices to pick a Lorentz frame and examine the behavior of small
fluctuations; if they grow exponentially, the model is unstable, while if they oscillate, the
model is stable. In Lorentz-violating theories, in contrast, such an analysis might miss an
instability in one frame that is manifest at the linear level in some other frame [32, 40, 41].
This can be traced to the fact that a perturbation that is “small” in one frame (the value
of the perturbation is bounded everywhere along some initial spacelike slice), but grows
exponentially with time as measured in that frame, will appear “large” (unbounded on
every spacelike slice) in some other frame.
As an explicit example, consider a model of a timelike vector with a background config-
uration A¯µ = (m, 0, 0, 0), and perturbations δaµ = µe−iωtei
~k·~x, where µ is some constant
polarization vector. In this frame, we will see that the dispersion relation takes the form
ω2 = v2~k2 . (3.4)
Clearly, the frequency ω will be real for every real wave vector ~k, and such modes simply
oscillate rather than growing in time. It is tempting to conclude that models of this form
are perturbatively stable for any value of v. However, we will see below that when v > 1,
there exist other frames (boosted with respect to the original) in which ~k can be real but
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ω is necessarily complex, indicating an instability. These correspond to wave vectors for
which, evaluated in the original frame, both ω and ~k are complex. Modes with complex
spatial wave vectors are not considered to be “perturbations,” since the fields blow up at
spatial infinity. However, in the presence of Lorentz violation, a complex spatial wave vector
in one frame may correspond to a real spatial wave vector in a boosted frame. We will show
that instabilities can arise from initial data defined on a constant-time hypersurface (in a
boosted frame) constructed solely from modes with real spatial wave vectors. Such modes
are bounded at spatial infinity (in that frame), and could be superimposed to form wave
packets with compact support. Since the notion of stability is not frame dependent, the
existence of at least one such frame indicates that the theory is unstable, even if there is no
linear instability in the aether rest frame.
Several prior investigations have considered the question of stability in theories with
LV vector fields. Lim [18] calculated the Hamiltonian for small perturbations around a
constant timelike vector field in the rest frame, and derived restrictions on the coefficients
of the kinetic terms. Bluhm et al. [42] also examined the timelike case with a Lagrange
multiplier constraint, and showed that the Maxwell kinetic term led to stable dynamics on
a certain branch of the solution space if the vector was coupled to a conserved current.
It was also found, in [42], that most LV vector field theories have Hamiltonians that are
unbounded below. Boundedness of the Hamiltonian was also considered in [43]. In the
context of effective field theory, Gripaios [44] analyzed small fluctuations of LV vector fields
about a flat background. Dulaney, Gresham, and Wise [25] showed that only the Maxwell
choice was stable to small perturbations in the spacelike case assuming the energy of the
linearized modes was nonzero.1 Elliot, Moore, and Stoica [31] showed that the sigma-model
1This effectively eliminates the scalar case.
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kinetic term is stable in the presence of a constraint, but not with a potential.
In the next section, we define notation and fully specify the models we are considering.
We then turn to an analysis of the Hamiltonians for such models, and show that they are
always unbounded below unless the kinetic term takes on the sigma-model form and the
vector field is timelike. This result does not by itself indicate an instability, as there may
not be any dynamical degree of freedom that actually evolves along the unstable direction.
Therefore, in the following section we look carefully at linear stability around constant
configurations, and isolate modes that grow exponentially with time. In the section after
that we show that the models that are not already unstable at the linear level end up having
ghosts, with the exception of the Maxwell and scalar cases. We then examine some features
of those two theories in particular.
3.2 Models
We will consider a dynamical vector field Aµ propagating in Minkowski spacetime with
signature (−+++). The action takes the form
SA =
∫
d4x (LK + LV ) , (3.5)
where LK is the kinetic Lagrange density and LV is (minus) the potential. A general kinetic
term that is quadratic in derivatives of the field can be written2
LK = −β1(∂µAν)(∂µAν)− β2(∂µAµ)2 − β3(∂µAν)(∂νAµ)− β4A
µAν
m2
(∂µAρ)(∂νAρ) . (3.7)
2In terms of the coefficients, ci, defined in [16] and used in many other publications on aether theories,
βi =
ci
16piGm2
(3.6)
where G is the gravitational constant.
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In flat spacetime, setting the fields to constant values at infinity, we can integrate by parts
to write an equivalent Lagrange density as
LK = −12β1FµνF
µν − β∗(∂µAµ)2 − β4A
µAν
m2
(∂µAρ)(∂νAρ) , (3.8)
where Fµν = ∂µAν − ∂νAµ and we have defined
β∗ = β1 + β2 + β3 . (3.9)
In terms of these variables, the models specified above with no linear instabilities or negative-
energy ghosts are:
• Sigma model: β1 = β∗,
• Maxwell: β∗ = 0, and
• Scalar: β1 = 0,
in all cases with β4 = 0.
The vector field will obtain a nonvanishing vacuum expectation value from the potential.
For most of the chapter we will take the potential to be a Lagrange multipler constraint
that strictly fixes the norm of the vector:
LV = λ(AµAµ ±m2) , (3.10)
where λ is a Lagrange multiplier whose variation enforces the constraint
AµAµ = ∓m2 . (3.11)
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If the upper sign is chosen, the vector will be timelike, and it will be spacelike for the lower
sign. Later we will examine how things change when the constraint is replaced by a smooth
potential of the form LV = −V (Aµ) ∝ ξ(AµAµ ± m2)2. It will turn out that the theory
defined with a smooth potential is only stable in the limit as ξ →∞. In any case, unless we
specify otherwise, we assume that the norm of the vector is determined by the constraint
(3.11).
We are left with an action
SA =
∫
d4x
[
−1
2
β1FµνF
µν − β∗(∂µAµ)2 − β4A
µAν
m2
(∂µAρ)(∂νAρ) + λ(AµAµ ±m2)
]
.
(3.12)
The Euler-Lagrange equation obtained by varying with respect to Aµ is
β1∂µF
µν + β∗∂ν∂µAµ + β4Gν = −λAν , (3.13)
where we have defined
Gν =
1
m2
[
Aλ(∂λAσ)Fσν +Aσ(∂λAλ∂σAν +Aλ∂λ∂σAν)
]
. (3.14)
Since the fixed-norm condition (3.11) is a constraint, we can consistently plug it back into
the equations of motion. Multiplying (3.13) by Aν and using the constraint, we can solve
for the Lagrange multiplier,
λ = ± 1
m2
(β1∂µFµν + β∗∂ν∂µAµ + β4Gν)Aν . (3.15)
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Inserting this back into (3.13), we can write the equation of motion as a system of three
independent equations:
Qρ ≡
(
ηρν ± AρAν
m2
)
(β1∂µFµν + β∗∂ν∂µAµ + β4Gν) = 0. (3.16)
The tensor ηρν±m−2AρAν acts to take what would be the equation of motion in the absence
of the constraint, and project it into the hyperplane orthogonal to Aµ. There are only three
independent equations because AρQρ vanishes identically, given the fixed norm constraint.
3.2.1 Validity of effective field theory
As in this chapter we will restrict our attention to classical field theory, it is important to
check that any purported instabilities are found in a regime where a low-energy effective field
theory should be valid. The low-energy degrees of freedom in our models are Goldstone
bosons resulting from the breaking of Lorentz invariance. The effective Lagrangian will
consist of an infinite series of terms of progressively higher order in derivatives of the fields,
suppressed by appropriate powers of some ultraviolet mass scale M . If we were dealing
with the theory of a scalar field Φ, the low-energy effective theory would be valid when the
canonical kinetic term (∂Φ)2 was large compared to a higher-derivative term such as
1
M2
(∂2Φ)2 . (3.17)
For fluctuations with wavevector kµ = (ω,~k), we have ∂Φ ∼ kΦ, and the lowest-order
terms accurately describe the dynamics whenever |~k| < M . A fluctuation that has a low
momentum in one frame can, of course, have a high momentum in some other frame, but
the converse is also true; the set of perturbations that can be safely considered “low-energy”
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looks the same in any frame.
With a Lorentz-violating vector field, the situation is altered. In addition to higher-
derivative terms of the form M−2(∂2A)2, the possibility of extra factors of the vector ex-
pectation value leads us to consider terms such as
L4 = 1
M8
A6(∂2A)2 . (3.18)
The number of such higher dimension operators in the effective field theory is greatly reduced
because AµAµ = −m2 and, therefore, Aµ∂νAµ = 0. It can be shown that an independent
operator with n derivatives includes at most 2n vector fields, so that the term highlighted
here has the largest number of A’s with four derivatives. We expect that the ultraviolet
cutoff M is of order the vector norm, M ≈ m. Hence, when we consider a background
timelike vector field in its rest frame,
A¯µ = (m, 0, 0, 0) , (3.19)
the L4 term reduces to m−2(∂2A)2, and the effective field theory is valid for modes with
k < m, just as in the scalar case.
But now consider a highly boosted frame, with
A¯µ = (m cosh η,m sinh η, 0, 0) . (3.20)
At large η, individual components of A will scale as e|η|, and the higher-derivative term
schematically becomes
L4 ∼ 1
m2
e6|η|(∂2A)2 . (3.21)
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For modes with spatial wave vector k = |~k| (as measured in this boosted frame), we are
therefore comparing m−2e6|η|k4 with the canonical term k2. The lowest-order terms there-
fore only dominate for wave vectors with
k < e−3|η|m. (3.22)
In the presence of Lorentz violation, therefore, the realm of validity of the effective field
theory may be considerably diminished in highly boosted frames. We will be careful in
what follows to restrict our conclusions to those that can be reached by only considering
perturbations that are accurately described by the two-derivative terms. The instabilities
we uncover are infrared phenomena, which cannot be cured by changing the behavior of the
theory in the ultraviolet. We have been careful to include all of the lowest order terms in
the effective field theory expansion—the terms in (3.8).
3.3 Boundedness of the Hamiltonian
We would like to establish whether there are any values of the parameters β1, β∗, and
β4 for which the aether model described above is physically reasonable. In practice, we
take this to mean that there exist background configurations that are stable under small
perturbations. It seems hard to justify taking an unstable background as a starting point
for phenomenological investigations of experimental constraints, as we would expect the
field to evolve on microscopic timescales away from its starting point.
“Stability” of a background solution X0 to a set of classical equations of motion means
that, for any small neighborhood U0 of X0 in the phase space, there is another neighborhood
U1 of X0 such that the time evolution of any point in U0 remains in U1 for all times. More
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informally, small perturbations oscillate around the original background, rather than grow-
ing with time. A standard way of demonstrating stability is to show that the Hamiltonian
is a local minimum at the background under consideration. Since the Hamiltonian is con-
served under time evolution, the allowed evolution of a small perturbation will be bounded
to a small neighborhood of that minimum, ensuring stability. Note that the converse does
not necessarily hold; the presence of other conserved quantities can be enough to ensure
stability even if the Hamiltonian is not bounded from below.
One might worry about invoking the Hamiltonian in a theory where Lorentz invariance
has been spontaneously violated. Indeed, as we shall see, the form of the Hamiltonian for
small perturbations will depend on the Lorentz frame in which they are expressed. To search
for possible linear instabilities, it is necessary to consider the behavior of small perturbations
in every Lorentz frame.
The Hamiltonian density, derived from the action (3.12) via a Legendre transformation,
is
H = ∂LA
∂(∂0Aµ)
∂0Aµ − LA (3.23)
=
β1
2
F 2ij + β1(∂0Ai)
2 − β1(∂iA0)2 + β∗(∂iAi)2 − β∗(∂0A0)2
+ β4
AjAk
m2
(∂jAρ)(∂kAρ)− β4A
0A0
m2
(∂0Aρ)(∂0Aρ), (3.24)
where Latin indices i, j run over {1, 2, 3}. The total Hamiltonian corresponding to this
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density is
H =
∫
d3xH
=
∫
d3x
(
β1(∂µAi∂µAi − ∂µA0∂µA0) + (β1 − β∗)[(∂0A0)2 − (∂iAi)2]
+ β4
AjAk
m2
(∂jAρ)(∂kAρ)− β4A0A0
m2
(∂0Aρ)(∂0Aρ)
)
. (3.25)
We have integrated by parts and assumed that ∂iAj vanishes at spatial infinity; repeated
lowered indices are summed (without any factors of the metric). Note that this Hamiltonian
is identical to that of a theory with a smooth (positive semi-definite) potential instead of
a Lagrange multiplier term, evaluated at field configurations for which the potential is
minimized. Therefore, if the Hamiltonian is unbounded when the fixed-norm constraint
is enforced by a Lagrange multiplier, it will also be unbounded in the case of a smooth
potential.
There are only three dynamical degrees of freedom, so we may reparameterize Aµ such
that the fixed-norm constraint is automatically enforced and the allowed three-dimensional
subspace is manifest. We define a boost variable φ and angular variables θ and ψ, so that
we can write
A0 ≡ m coshφ (3.26)
Ai ≡ m sinhφfi(θ, ψ) (3.27)
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in the timelike case with AµAµ = −m2, and
A0 ≡ m sinhφ (3.28)
Ai ≡ m coshφfi(θ, ψ) (3.29)
in the spacelike case with AµAµ = +m2. In these expressions,
f1 ≡ cos θ cosψ (3.30)
f2 ≡ cos θ sinψ (3.31)
f3 ≡ sin θ , (3.32)
so that fifi = 1. In terms of this parameterization, the Hamiltonian density for a timelike
aether field becomes
H(t)
m2
= β1 sinh2 φ∂µfi∂µfi + β1∂µφ∂µφ+ (β1 − β∗)
[
(∂0φ)2 sinh2 φ− (coshφfi∂iφ+ sinhφ∂ifi)2
]
+ β4 sinh2 φ
[
(fi∂iφ)2 + sinh2 φ(fi∂ifl)(fj∂jfl)
]− β4 cosh2 φ [(∂0φ)2 + sinh2 φ(∂0fi)2] ,
(3.33)
while for the spacelike case we have
H(s)
m2
= β1 cosh2 φ∂µfi∂µfi − β1∂µφ∂µφ+ (β1 − β∗)
[
(∂0φ)2 cosh2 φ− (sinhφfi∂iφ+ coshφ∂ifi)2
]
− β4 cosh2 φ
[
(fi∂iφ)2 − cosh2 φ(fi∂ifl)(fj∂jfl)
]
+ β4 sinh2 φ
[
(∂0φ)2 − cosh2 φ(∂0fi)2
]
.
(3.34)
Expressed in terms of the variables φ, θ, ψ, the Hamiltonian is a function of initial data
that automatically respects the fixed-norm constraint. We assume that the derivatives
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∂µAν(t0, ~x) vanish at spatial infinity.
3.3.1 Timelike vector field
We can now determine which values of the parameters {β1, β∗, β4} lead to Hamiltonians
that are bounded below, starting with the case of a timelike aether field. We can examine
the various possible cases in turn.
• Case One: β1 = β∗ and β4 = 0.
This is the sigma-model kinetic term (3.1). In this case the Hamiltonian density
simplifies to
H(t) = m2β1(sinh2 φ∂µfi∂µfi + ∂µφ∂µφ) . (3.35)
It is manifestly non-negative when β1 > 0, and non-positive when β1 < 0. The sigma-
model choice β1 = β∗ > 0 therefore results in a theory that is stable. (See also §6.2 of
[28].)
• Case Two: β1 < 0 and β4 = 0.
In this case, consider configurations with (∂0fi) 6= 0, (∂ifj) = 0, ∂µφ = 0, sinh2 φ 1.
Then we have
H(t) ∼ m2β1 sinh2 φ(∂0fi)2. (3.36)
For β1 < 0, the Hamiltonian can be arbitrarily negative for any value of β∗.
• Case Three: β1 ≥ 0, β∗ < β1, and β4 = 0.
We consider configurations with ∂µfi = 0, fi∂iφ 6= 0, ∂0φ = 0, cosh2 φ  1, which
gives
H(t) ∼ m2(β∗ − β1) cosh2 φ(fi∂iφ)2. (3.37)
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Again, this can be arbitrarily negative.
• Case Four: β1 ≥ 0, β∗ > β1, and β4 = 0.
Now we consider configurations with ∂µfi = 0, fi∂iφ = 0, ∂0φ 6= 0, sinh2 φ 1. Then,
H(t) ∼ m2(β1 − β∗) sinh2 φ(∂0φ)2, (3.38)
which can be arbitrarily negative.
• Case Five: β4 6= 0.
Now we consider configurations with ∂µfi 6= 0, ∂µφ = 0 and sinh2 φ 1. Then,
H(t) ∼ m2β4
[
sinh4 φ(fi∂ifl)(fk∂kfl)− sinh2 φ cosh2 φ(∂0fi)2
]
, (3.39)
which can be arbitrarily negative for any nonzero β4 and for any values of β1 and β∗.
For any case other than the sigma-model choice β1 = β∗, it is therefore straightforward to
find configurations with arbitrarily negative values of the Hamiltonian.
Nevertheless, a perturbative analysis of the Hamiltonian would not necessarily dis-
coverthat it was unbounded. The reason for this is shown in Fig. 3.1, which shows the
Hamiltonian density for the theory with β1 = 1, β∗ = 1.1, in a restricted subspace where
∂yφ = ∂zφ = 0 and θ = φ = 0, leaving only φ, ∂tφ, and ∂xφ as independent variables. We
have plotted H as a function of ∂tφ and ∂xφ for four different values of φ. When φ is suffi-
ciently small, so that the vector is close to being purely timelike, the point ∂tφ = ∂xφ = 0
is a local minimum. Consequently, perturbations about constant configurations with small
φ would appear stable. But for large values of φ, the unboundedness of the Hamiltonian
becomes apparent. This phenomenon will arise again when we consider the evolution of
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H
∂xφ
∂tφ
H
∂xφ
∂tφ
φ = 0 φ = 0.8φcrit
H
∂xφ
∂tφ
H
∂xφ
∂tφ
φ = φcrit φ = 1.2φcrit
Figure 3.1: Hamiltonian density (vertical axis) when β1 = 1, β∗ = 1.1, and θ = ψ = ∂yφ =
∂zφ = 0 as a function of ∂tφ (axis pointing into page) and ∂xφ (axis pointing out of page)
for various φ ranging from zero to φcrit = tanh−1
√
β1/β∗, the value of φ for which the
Hamiltonian is flat at ∂xφ = 0, and beyond. Notice that the Hamiltonian density turns over
and becomes negative in the ∂tφ direction when φ > φcrit.
small perturbations in the next section. At the end of this section, we will explain why such
regions of large φ are still in the regime of validity of the effective field theory expansion.
3.3.2 Spacelike vector field
We now perform an equivalent analysis for an aether field with a spacelike expectation
value. In this case all of the possibilities lead to Hamiltonians (3.34) that are unbounded
below, and the case β1 = β∗ > 0 is not picked out.
• Case One: β1 < 0 and β4 = 0.
Taking (∂µφ) = 0, ∂jfi = 0, ∂0fi 6= 0, we find
H(s) ∼ m2β1 cosh2 φ(∂0fi)2. (3.40)
• Case Two: β1 > 0, β∗ ≤ β1, and β4 = 0.
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Now we consider ∂µfi = 0, ∂iφ 6= 0, ∂0φ = 0, giving
H(s) ∼ m2 [−β1∂iφ∂iφ+ (β∗ − β1) sinh2 φ(fi∂iφ)2] . (3.41)
• Case Three: β1 ≥ 0, β∗ > β1, and β4 = 0.
In this case we examine (∂0φ) 6= 0, ∂µfi = 0, ∂iφ = 0, which leads to
H(s) ∼ m2(β1 − β∗) cosh2 φ(∂0φ)2. (3.42)
• Case Four: β4 6= 0.
Now we consider configurations with ∂µfi 6= 0, ∂µφ = 0 and sinh2 φ 1. Then,
H(s) ∼ m2β4
(
cosh4 φ(fi∂ifl)(fk∂kfl)− cosh2 φ sinh2 φ(∂0fi)2
)
. (3.43)
In every case, it is clear that we can find initial data for a spacelike vector field that makes
the Hamiltonian as negative as we please, for all possible β1, β4, and β∗.
3.3.3 Smooth potential
The usual interpretation of a Lagrange multiplier constraint is that it is the low-energy
limit of smooth potentials when the massive degrees of freedom associated with excitations
away from the minimum cannot be excited. We now investigate whether these degrees of
freedom can destabilize the theory. Consider the most general, dimension four, positive
semi-definite smooth potential that has a minimum when the vector field takes a timelike
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vacuum expectation value,
V =
ξ
4
(AµAµ +m2)2, (3.44)
where ξ is a positive dimensionless parameter. The precise form of the potential should not
affect the results as long as the potential is non-negative and has the global minimum at
AµA
µ = −m2.
We have seen that the Hamiltonian is unbounded from below unless the kinetic term
takes the sigma-model form, (∂µAν)(∂µAν). Thus we take the Lagrangian to be
L = −1
2
(∂µAν)(∂µAν)− ξ4(AµA
µ +m2)2. (3.45)
Consider some fixed timelike vacuum A¯µ satisfying A¯µA¯µ = −m2. We may decompose
the aether field into a scaling of the norm, represented by a scalar Φ, and an orthogonal
displacement, represented by vector Bµ satisfying A¯µBµ = 0. We thus have
Aµ = A¯µ − A¯µΦ
m
+Bµ , (3.46)
where
Bµ =
(
ηµν +
A¯µA¯ν
m2
)
Aν and Φ =
A¯µA
µ
m
+m. (3.47)
With this parameterization, the Lagrangian is
L = 1
2
(∂µΦ)(∂µΦ)− 12(∂µBν)(∂
µBν)− ξ
4
(2mΦ+BµBµ − Φ2)2. (3.48)
The field Φ automatically has a wrong sign kinetic term, and, at the linear level, propagates
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with a dispersion relation of the form
ω2Φ = ~k
2 − 2ξm2. (3.49)
We see that in the case of a smooth potential, there exists a ghostlike mode (wrong-sign
kinetic term) that is also tachyonic with spacelike wave vector and a group velocity that
generically exceeds the speed of light. It is easy to see that sufficiently long-wavelength
perturbations will exhibit exponential growth. The existence of a ghost when the norm of
the vector field is not strictly fixed was shown in [31].
In the limit as ξ goes to infinity, the equations of motion enforce a fixed-norm constraint
and the ghostlike and tachyonic degree of freedom freezes. The theory is equivalent to one
of a Lagrange multiplier if the limit is taken appropriately.
3.3.4 Discussion
To summarize, we have found that the action in (3.12) leads to a Hamiltonian that is globally
bounded from below only in the case of a timelike sigma-model Lagrangian, corresponding
to β1 = β∗ > 0 and β4 = 0. Furthermore, we have verified (as was shown in [31]) that if the
Lagrange multiplier term is replaced by a smooth, positive semi-definite potential, then a
tachyonic ghost propagates and the theory is destabilized.
If the Hamiltonian is bounded below, the theory is stable, but the converse is not
necessarily true. The sigma-model theory is the only one for which this criterion suffices to
guarantee stability. In the next section, we will examine the linear stability of these models
by considering the growth of perturbations. Although some models are stable at the linear
level, we will see in the following section that most of these have negative-energy ghosts, and
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are therefore unstable once interactions are included. The only exceptions, both ghost-free
and linearly stable, are the Maxwell (3.2) and scalar (3.3) models.
We showed in the previous section that, unless β∗ − β1 and β4 are exactly zero, the
Hamiltonian is unbounded from below. However, the effective field theory breaks down
before arbitrarily negative values of the Hamiltonian can be reached; when β∗ 6= β1 and/or
β4 6= 0, in regions of phase space in which H < 0 (schematically),
H ∼ −m2e4|φ|(∂Θ)2 where Θ ∈ {φ, θ, ψ}. (3.50)
The effective field theory breaks down when kinetic terms with four derivatives (the terms
of next highest order in the effective field theory expansion) are on the order of terms with
two derivatives, or, in the angle parameterization, when
m2e4|φ|(∂Θ)2 ∼ e8|φ|(∂Θ)4. (3.51)
In other words, the effective field theory is only valid when
e2|φ||∂Θ| < m. (3.52)
In principle, terms in the effective action with four or more derivatives could add positive
contributions to the Hamiltonian to make it bounded from below. However, our analysis
shows that the Hamiltonian (in models other than the timelike sigma model with fixed norm)
is necessarily concave down around the set of configurations with constant aether fields. If
higher-derivative terms intervene to stabilize the Hamiltonian, the true vacuum would not
have H = 0. Theories could also be deemed stable if there are additional symmetries that
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lead to conserved currents (other than energy-momentum density) or to a reduced number
of physical degrees of freedom.
Regardless of the presence of terms beyond leading order in the effective field theory
expansion, due to the presence of the ghost-like and tachyonic mode (found in the previ-
ous section), there is an unavoidable problem with perturbations when the field moves in a
smooth, positive semi-definite potential. This exponential instability will be present regard-
less of higher-order terms in the EFT expansion because it occurs for very long-wavelength
modes (at least around constant-field backgrounds).
3.4 Linear Instabilities
We have found that the Hamiltonian of a generic aether model is unbounded below. In this
section, we investigate whether there exist actual physical instabilities at the linear level—
i.e., whether small perturbations grow exponentially with time. It will be necessary to
consider the behavior of small fluctuations in every Lorentz frame,3 not only in the aether
rest frame [32, 40, 41]. We find a range of parameters βi for which the theories are tachyon-
free; these correspond (unsurprisingly) to dispersion relations for which the phase velocity
satisfies 0 ≤ v2 ≤ 1. In §3.5 we consider the existence of ghosts.
3.4.1 Timelike vector field
Suppose Lorentz invariance is spontaneously broken so that there is a preferred rest frame,
and imagine that perturbations of some field in that frame have the following dispersion
3The theory of perturbations about a constant background is equivalent to a theory with explicit Lorentz
violation because the first-order Lagrange density includes the term, λA¯µδAµ, where A¯
µ is effectively some
constant coefficient.
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relation:
v−2ω2 = ~k · ~k. (3.53)
This can be written in frame-invariant notation as
(v−2 − 1)(tµkµ)2 = kµkµ, (3.54)
where tµ is a timelike Lorentz vector that characterizes the 4-velocity of the preferred rest
frame. So, in the rest frame, tµ = {1, 0, 0, 0}. Indeed, in the Appendix A, we find dispersion
relations for the aether modes of exactly the form in (3.54) with tµ = A¯µ/m and (A.27)
v2 =
β1
β1 − β4 (3.55)
and (A.28)
v2 =
β∗
β1 − β4 . (3.56)
Now consider the dispersion relation for perturbations of the field in another (“primed”)
frame. Let’s solve for k′0 = ω′, the frequency of perturbations in the new frame. Expanded
out, the dispersion relation reads
ω′2(1 + (v−2 − 1)(t′0)2) + 2ω′(v−2 − 1)t′0t′ik′i − ~k′ · ~k′ + (v−2 − 1)(t′ik′i)2 = 0 (3.57)
where i ∈ {1, 2, 3}. The solution for ω′ is:
ω′ =
−(v−2 − 1)t′0t′ik′i ±
√
D(t)
1 + (v−2 − 1)(t′0)2 , (3.58)
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where
D(t) = ~k
′ · ~k′ + (v−2 − 1)
(
(t′0)2~k′ · ~k′ − (t′ik′i)2
)
. (3.59)
In general, t′0 = cosh η and t′i = sinh η nˆi, where nˆinˆi = 1 and η = cosh−1 γ is a boost
parameter. We therefore have
D(t) = ~k
′ · ~k′
{
1 + (v−2 − 1)
[
cosh2 η − sinh2 η (nˆ · kˆ′)2
]}
, (3.60)
where kˆ′ = ~k′/|~k′|. Thus D(t) is clearly greater than zero if v ≤ 1. However, if v > 1 then
D(t) can be negative for very large boosts if ~k′ is not parallel to the boost direction.
The sign of the discriminant D(t) determines whether the frequency ω′ is real- or
complex-valued. We have shown that when the phase velocity v of some field excitation is
greater than the speed of light in a preferred rest frame, then there is a (highly boosted)
frame in which the excitation looks unstable—that is, the frequency of the field excitation
can be imaginary. More specifically, plane waves traveling along the boost direction with
boost parameter γ = cosh η have a growing amplitude if γ2 > 1/(1− v−2) > 0.
In Appendix A, we find dispersion relations of the form in (3.54) for the various massless
excitations about a constant timelike background (tµ = A¯µ/m). Requiring stability and thus
0 ≤ v2 ≤ 1 leads to the inequalities,
0 ≤ β1
β1 − β4 ≤ 1 (3.61)
and
0 ≤ β∗
β1 − β4 ≤ 1 . (3.62)
Models satisfying these relations are stable with respect to linear perturbations in any
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Lorentz frame.
3.4.2 Spacelike vector field
We show in Appendix A that fluctuations about a spacelike, fixed-norm, vector field back-
ground have dispersion relations of the form
(v2 − 1)(sµkµ)2 = −kµkµ, (3.63)
with sµ = A¯µ/m and (A.27)
v2 =
β1 + β4
β1
(3.64)
and (A.28)
v2 =
β1 + β4
β∗
. (3.65)
In frames where sµ = {0, sˆ}, v is the phase velocity in the sˆ direction.
Consider solving for k′0 = ω′ in an arbitrary (“primed”) frame. The solution is as
in (3.58), but with v−2 → 2− v2 and t′µ → s′µ. Thus,
ω′ =
(v2 − 1)s′0s′ik′i ±
√
D(s)
1 + (1− v2)(s′0)2 , (3.66)
where
D(s) = ~k
′ · ~k′ − (v2 − 1)
[
(s′0)2~k′ · ~k′ − (s′ik′i)2
]
. (3.67)
In general, s′0 = sinh η and s′i = cosh η nˆi where nˆinˆi = 1 and η = cosh−1 γ is a boost
parameter. So,
D(s) = ~k
′ · ~k′
{
1− (v2 − 1)
[
sinh2 η − cosh2 η (nˆ · kˆ′)2
]}
, (3.68)
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which can be rewritten,
D(s) = ~k
′ · ~k′
{
v2 + (1− v2) cosh2 η
[
1− (nˆ · kˆ′)2
]}
. (3.69)
It is clear that D(s) is non-negative for all values of η if and only if 0 ≤ v2 ≤ 1. The theory
will be unstable unless 0 ≤ v2 ≤ 1.
The dispersion relations of the form (3.63) for the massless excitations about the space-
like background are given in Appendix A. The requirement that 0 ≤ v2 ≤ 1 implies
0 ≤ β1 + β4
β1
≤ 1 (3.70)
and
0 ≤ β1 + β4
β∗
≤ 1 . (3.71)
Models of spacelike aether fields will only be stable with respect to linear perturbations if
these relations are statisfied.
The requirements (3.62) or (3.71) do not apply in the Maxwell case (when β∗ = 0 = β4),
and those of (3.61) or (3.70) do not apply in the scalar case (when β1 = 0 = β4), since the
corresponding degrees of freedom in each case do not propagate.
3.4.3 Stability is not frame-dependent
The excitations about a constant background are massless (i.e., the frequency is proportional
to the magnitude of the spatial wave vector), but they generally do not propagate along
the light cone. In fact, when v > 1, the wave vector is timelike even though the cone
along which excitations propagate is strictly outside the light cone. We have shown that
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such excitations blow up in some frame. The exponential instability occurs for observers
in boosted frames. In these frames, portions of constant-time hypersurfaces are actually
inside the cone along which excitations propagate.
Why do we see the instability in only some frames when performing a linear stability
analysis? Consider boosting the wave four-vectors of such excitations with complex-valued
frequencies and real-valued spatial wave vectors back to the rest frame. Then, in the rest
frame, both the frequency and the spatial wave vector will have nonzero imaginary parts.
Such solutions with complex-valued ~k require initial data that grow at spatial infinity and
are therefore not really “perturbations” of the background. But even though the aether
field defines a rest frame, there is no restriction against considering small perturbations
defined on a constant-time hypersurface in any frame. Well-behaved initial data can be
decomposed into modes with real spatial wave vectors; if any such modes lead to runaway
growth, the theory is unstable.
3.5 Negative Energy Modes
We found above that manifest perturbative stability in all frames requires 0 ≤ v2 ≤ 1. In
Appendix A, we show that there are two kinds of propagating modes, except when β∗ = β4 =
0 or when β1 = β4 = 0. Based on the dispersion relations for these modes, the 0 ≤ v2 ≤ 1
stability requirements translated into the inequalities for β∗, β1, and β4 in (3.61)–(3.62) for
timelike aether and (3.70)–(3.71) for spacelike aether. We shall henceforth assume that
these inequalities hold and, therefore, that ω and ~k for each mode are real in every frame.
We will now show that, even when these requirements are satisfied and the theories are
linearly stable, there will be negative-energy ghosts that imply instabilities at the nonlinear
level (except for the sigma model, Maxwell, and scalar cases).
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For timelike vector fields, with respect to the aether rest frame, the various modes
correspond to two spin-1 degrees of freedom and one spin-0 degree of freedom. Based on
their similarity in form to the timelike aether rest frame modes, we will label these modes
once and for all as “spin-1” or “spin-0”, even though these classifications are only technically
correct for timelike fields in the aether rest frame.
The solutions to the first-order equations of motion for perturbations δAµ about an
arbitrary, constant, background A¯µ satisfying A¯µA¯µ ±m2 = 0 are (see Appendix A):
δAµ =
∫
d4k qµ(k)eikµx
µ
, qµ(k) = q∗µ(−k) (3.72)
where either,
qµ(k) = iανkρ
A¯σ
m
µνρσ and β1kµkµ + β4
(A¯µkµ)2
m2
= 0 and ανA¯ν = 0 (spin-1) (3.73)
where αν are real-valued constants or
qµ = iα
(
ηµν ± A¯µA¯ν
m2
)
kν and
(
β∗ηµν + (β4 ± (β∗ − β1)) A¯µA¯ν
m2
)
kµkν = 0 (spin-0)
(3.74)
where α is a real-valued constant.
Note that when β1 = β4 = 0, corresponding to the scalar form of (3.3), the spin-1
dispersion relation is satisfied trivially, because the spin-1 mode does not propagate in this
case. Similarly, when β∗ = β4 = 0, the kinetic term takes on the Maxwell form in (3.2) and
the spin-0 dispersion relation becomes A¯µkµ = 0; the spin-0 mode does not propagate in
that case.
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The Hamiltonian (3.25) for either of these modes is
H =
∫
d3k
{[
β1(ω2 + ~k · ~k) + β4(−(a¯0ω)2 + (a¯iki)2)
]
qµq∗µ + (β1 − β∗)(ω2q∗0q0 + kiq∗i kjqj)
}
,
(3.75)
where k0 = ω = ω(~k) is given by the solution to a dispersion relation and where a¯µ ≡ A¯µ/m.
One can show that, as long as β1 and β4 satisfy the conditions (3.61) or (3.70) that guarantee
real frequencies ω in all frames, we will have
q∗µq
µ ≥ 0 (3.76)
for all timelike and spacelike vector perturbations. We will now proceed to evaluate the
Hamiltonian for each mode in different theories.
3.5.1 Spin-1 energies
In this section we consider nonvanishing β4, and show that the spin-1 mode can carry
negative energy even when the conditions for linear stability are satisfied.
Timelike vector field. Without loss of generality, set
A¯µ = m(cosh η, sinh η nˆ), (3.77)
where nˆ · nˆ = 1. The energy of the spin-1 mode in the timelike case is given by
H =
∫
d3k(~k · ~k)q∗µqµ
[
2X ∓ β4 sinh(2η)(nˆ · kˆ)
√
X
β1 − β4 cosh2 η
]
, (3.78)
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where
X = β1
{
β1 + β4
[
(nˆ · kˆ)2 sinh2 η − cosh2 η
]}
. (3.79)
Looking specifically at modes for which nˆ · kˆ = +1, we find
H =
∫
d3k(~k · ~k)q∗µqµ
[
2β1(β1 − β4)∓ β4 sinh(2η)
√
β1(β1 − β4)
β1 − β4 cosh2 η
]
. (3.80)
The energy of such a spin-1 perturbation can be negative when |β4 sinh(2η)| > 2
√
β1(β1 − β4).
Thus it is possible to have negative energy perturbations whenever β4 6= 0. Perturbations
with wave numbers perpendicular to the boost direction have positive semi-definite energies.
Spacelike vector field. Without loss of generality, for the spacelike case we set
A¯µ = m(sinh η, cosh η nˆ) , (3.81)
where nˆ · nˆ = 1. The energy of the spin-1 mode in this case is given by
H =
∫
d3k(~k · ~k)q∗µqµ
[
2X ∓ β4 sinh(2η)(nˆ · kˆ)
√
X
β1 − β4 sinh2 η
]
, (3.82)
where
X = β1
{
β1 + β4
[
(nˆ · kˆ)2 cosh2 η − sinh2 η
]}
. (3.83)
Looking at modes for which nˆ · kˆ = +1, we find
H =
∫
d3k(~k · ~k)q∗µqµ
[
2β1(β1 + β4)∓ β4 sinh(2η)
√
β1(β1 + β4)
β1 − β4 sinh2 η
]
. (3.84)
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Thus, the energy of perturbations can be negative when |β4 sinh(2η)| > 2
√
β1(β1 + β4).
Thus it is possible to have negative energy perturbations whenever β4 6= 0. Perturbations
with wave numbers perpendicular to the boost direction have positive semi-definite energies.
In either the timelike or spacelike case, models with β4 6= 0 feature spin-1 modes that can
be ghostlike.
We note that the effective field theory is valid when k < e−3|η|m, as detailed in §3.2.1.
But even if η is very large, the effective field theory is still valid for very long wavelength
perturbations, and therefore such long wavelength modes with negative energies lead to
genuine instabilities.
3.5.2 Spin-0 energies
We now assume the inequalities required for linear stability, (3.62) or (3.71), and also that
β4 = 0. We showed above that, otherwise, there are growing modes in some frame or there
are propagating spin-1 modes that have negative energy in some frame. When β∗ 6= 0, the
energy of the spin-0 mode in (3.74) is given by
H = 2β1α2
∫
d3k (a¯ρkρ)2
(
ω2(~k)
[±1− (1− β1/β∗)a¯20]+ ω(~k) a¯0(1− β1/β∗)a¯iki) (3.85)
for A¯µA¯µ ±m2 = 0 and a¯µ ≡ A¯µ/m.
Timelike vector field. We will now show that the quadratic order Hamiltonian can
be negative when the background is timelike and the kinetic term does not take one of
the special forms (sigma model, Maxwell, or scalar). Without loss of generality we set
a¯0 = cosh η and a¯i = sinh η nˆi, where nˆ · nˆ = 1. Then plugging the freqency ω(~k), as defined
56
by the spin-0 dispersion relation, into the Hamiltonian (3.85) gives
H = β1α2
∫
d3k (a¯ρkρ)2
[
2X ± (1− β1/β∗) sinh 2η(nˆ · kˆ)
√
X
1 + (β1/β∗ − 1) cosh2 η
]
, (3.86)
where
X = 1 + (β1/β∗ − 1)[cosh2 η − (nˆ · kˆ)2 sinh2 η]. (3.87)
If nˆ · kˆ 6= 0, the energy can be negative. In particular, if nˆ · kˆ = 1 we have
H = β1α2
∫
d3k (a¯ρkρ)2
[
2
β1/β∗ ± (1− β1/β∗) sinh 2η
√
β1/β∗
1 + (β1/β∗ − 1) cosh2 η
]
. (3.88)
Given that β1/β∗ − 1 ≥ 0, H can be negative when | sinh 2η| > 2
√
β1/β∗/(β1/β∗ − 1).
We have thus shown that, for timelike backgrounds, there are modes that in some frame
have negative energies and/or growing amplitudes as long as β1 6= β∗, β1 6= 0, and β∗ 6= 0.
Therefore, the only possibly stable theories of timelike aether fields are the special cases
mentioned earlier: the sigma-model (β1 = β∗), Maxwell (β∗ = 0), and scalar (β1 = 0)
kinetic terms.
Spacelike vector field. For the spacelike case, without loss of generality we set a¯0 =
sinh η and a¯i = cosh η nˆi, where nˆ · nˆ = 1. Once again, plugging the frequency ω(k) into the
Hamiltonian (3.85) gives
H = β1α2
∫
d3k (a¯ρkρ)2
[
−2X ± (1− β1/β∗) sinh 2η(nˆ · kˆ)
√
X
1 + (1− β1/β∗) sinh2 η
]
, (3.89)
where
X = 1 + (1− β1/β∗)
[
sinh2 η − (nˆ · kˆ)2 cosh2 η
]
. (3.90)
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Upon inspection, one can see that there are values of nˆ · kˆ and η that make H negative,
except when β∗ = 0 (Maxwell) or β1 = 0 (scalar). Again, the Hamiltonian density is less
than zero for modes with wavelengths sufficiently long (k < e−3|η|m), so the effective theory
is valid.
3.6 Maxwell and Scalar Theories
We have shown that the only version of the aether theory (3.12) for which the Hamiltonian is
bounded below is the timelike sigma-model theory LK = −(1/2)(∂µAν)(∂µAν), correspond-
ing to the choices β1 = β∗, β4 = 0, with the fixed-norm condition imposed by a Lagrange
multiplier constraint. (Here and below, we rescale the field to canonically normalize the
kinetic terms.) However, when we looked for explicit instabilities in the form of tachyons or
ghosts in the last two sections, we found two other models for which such pathologies are
absent: the Maxwell Lagragian
LK = −14FµνF
µν , (3.91)
corresponding to β∗ = 0 = β4, and the scalar Lagrangian
LK = 12(∂µA
µ)2 , (3.92)
corresponding to β1 = 0 = β4. In both of these cases, we found that the Hamiltonian is
unbounded below,4 but a configuration with a small positive energy does not appear to run
away into an unbounded region of phase space characterized by large negative and positive
balancing contributions to the total energy.
These two models are also distinguished in another way: there are fewer than three
4Boundedness of the Hamiltonian was considered in [45].
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propagating degrees of freedom at first order in perturbations in the Maxwell and scalar
Lagrangian cases, while there are three in all others. This is closely tied to the absence
of perturbative instabilities; the ultimate cause of those instabilities can be traced to the
difficulty in making all of the degrees of freedom simultaneously well-behaved. The drop
in number of degrees of freedom stems from the fact that A0 lacks time derivatives in the
Maxwell Lagrangian and that the Ai lack time derivatives in the scalar Lagrangian. In
other words, some of the vector components are themselves Lagrange multipliers in these
special cases.
Only two perturbative degrees of freedom—the spin-1 modes—propagate in the Maxwell
case (cf. (3.73) and (3.74) when β∗ = 0 = β4). The “mode” in (3.74) is a gauge degree of
freedom; at first order in perturbations the Lagrangian has a gauge-like symmetry under
δAµ → δAµ + ∂µφ(x) where A¯µ∂µφ = 0. As expected of a gauge degree of freedom, the
spin-0 mode has zero energy and does not propagate. Meanwhile, the spin-1 perturbations
propagate as well-behaved plane waves and have positive energy. We note that the Dirac
method for counting degrees of freedom in constrained dynamical systems implies that there
are three degrees of freedom [42].5 The additional degree of freedom, not apparent at the
linear level, could conceivably cause an instability; this mode does not propagate because
it is gauge-like at the linear level, but there is no gauge symmetry in the full theory.
In the scalar case, there are no propagating spin-1 degrees of freedom. The spin-0
degree of freedom has a nontrivial dispersion relation but no energy density (cf. (3.73),
(3.74), (3.86), and (3.89) when β1 = 0 = β4) at leading order in the perturbations. Essen-
tially, the fixed-norm constraint is incompatible with what would be a single propagating
scalar mode in this model; the theory is still dynamical, but perturbation theory fails to
5For a discussion of constrained dynamical systems see [46].
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capture its dynamical content.
Each of these models displays some idiosyncratic features, which we now consider in
turn.
3.6.1 Maxwell action
The equation of motion for the Maxwell Lagrangian with a fixed-norm constraint is
∂µF
µν = −2λAν . (3.93)
Setting AµAµ = ∓m2, the Lagrange multiplier is given by
λ = ± 1
2m2
Aν∂µF
µν . (3.94)
For timelike aether fields, the sign of λ is preserved along timelike trajectories since, when
the kinetic term takes the special Maxwell form, there is a conserved current (in addition
to energy-momentum density) due to the Bianchi identity6:
0 = ∂ν(∂µFµν) = −2∂ν(λAν). (3.95)
In particular, the condition that λ = 0 is conserved along timelike Aν [15, 42]. In the
presence of interactions this will continue to be true only if the coupling to external sources
takes the form of an interaction with a conserved current, AµJµ with ∂µJµ = 0.
If we take the timelike Maxwell theory coupled to a conserved current and restrict
to initial data satisfying λ = 0 at every point in space, the theory reduces precisely to
6If λ > 0 initially, then it must pass through λ = 0 to reach λ < 0—but λ = 0 is conserved along timelike
trajectories, so λ can at best stop at λ = 0.
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Maxwell electrodynamics—not only in the equation of motion, but also in the energy-
momentum tensor. We can therefore be confident that this theory, restricted to this subset
of initial data, is perfectly well-behaved, simply because it is identical to conventional
electromagnetism in a nonlinear gauge [21, 43, 47].
In the case of a spacelike vector expectation value, there is an explicit obstruction to
finding smooth time evolution for generic initial data. In this case, the constraint equations
are
−A20 +AiAi = m2 and ∂i∂iA0 − ∂0∂iAi = −2λA0. (3.96)
Suppose spatially homogeneous initial conditions for the Ai are given. Without loss of
generality, we can align axes such that
Aµ(t0) = (A0(t0), 0, 0, A3(t0)), (3.97)
where −A20 +A23 = m2. If AiAi 6= m2, the equations of motion are
∂µF
µ
ν = 0. (3.98)
The ν = 3 equation reads
∂µF
µ
3 = −∂
2A3
∂t2
= 0, (3.99)
whose solutions are given by
A3(t) = A3(t0) + C(t− t0), (3.100)
where C is determined by initial conditions. A0 is determined by the fixed-norm constraint
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A0 = ±
√
A23 −m2. If C 6= 0, A0 will eventually evolve to zero. Beyond this point, A3
keeps decreasing, and the fixed-norm condition requires that A0 be imaginary, which is
unacceptable since Aµ is a real-valued vector field. Note that this never happens in the
timelike case, as there always exists some real A0 that satisfies the constraint for any value
of A3. The problem is that A3 evolves into the ball A2i < m
2, which is catastrophic for the
spacelike, but not the timelike, case. An analogous problem arises even when the Lagrange
multiplier constraint is replaced by a smooth potential.
It is possible that this obstruction to a well-defined evolution will be regulated by terms
of higher order in the effective field theory. Using the fixed-norm constraint and solving for
A0, the derivative is
∂µA0 =
Ai√
AjAj −m2
∂µAi. (3.101)
As AjAj approaches m2, with finite derivatives of the spatial components, the derivative of
the A0 component becomes unbounded. If higher-order terms in the effective action have
time derivatives of the component A0, these terms could become relevant to the vector field’s
dynamical evolution, indicating that we have left the realm of validity of the low-energy
effective field theory we are considering.
We are left with the question of how to interpret the timelike Maxwell theory with intial
data for which λ 6= 0. If we restrict our attention to initial data for which λ < 0 everywhere,
then the evolution of the Ai would be determined and the Hamiltonian would be positive.
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We have
H =
1
2
∫
d3x
(
1
2
F 2ij + (∂0Ai)
2 − (∂iA0)2
)
(3.102)
=
1
2
∫
d3x
(
1
2
F 2ij + F0iF0i − 2(∂iA0)Fi0
)
(3.103)
=
1
2
∫
d3x
(
1
2
F 2ij + F0iF0i + 2A0∂iFi0
)
(3.104)
=
1
2
∫
d3x
(
1
2
F 2ij + F0iF0i − 4λA20
)
, (3.105)
which is manifestly positive when λ < 0. However, it is not clear why we should be restricted
to this form of initial data, nor whether even this restriction is enough to ensure stability
beyond perturbation theory.
The status of this model in both the spacelike and timelike cases remains unclear. How-
ever, there are indications of further problems. For the spacelike case, Peloso et. al. find a
linear instability for perturbations with wave numbers on the order of the Hubble parameter
in an exponentially expanding cosmology [48, 49]. For the timelike case, Seifert found a
gravitational instability in the presence of a spherically symmetric source [50].
3.6.2 Scalar action
The equation of motion for the scalar Lagrangian with a fixed-norm constraint is
∂ν∂µA
µ = 2λAν . (3.106)
Using the fixed-norm constraint (AµAµ = ∓m2), we can solve for the Lagrange multiplier
field,
λ = ∓ 1
2m2
Aν∂
ν∂µA
µ. (3.107)
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In contrast with the Maxwell theory, in the scalar theory it is the timelike case for which
we can demonstrate obstacles to smooth evolution, while the spacelike case is less clear.
(The Hamiltonian is bounded below, but there are no perturbative instabilities or known
obstacles to smooth evolution.)
When the vector field is timelike, we have four constraint equations in the scalar case,
A20 −AiAi = m2 and ∂i(∂µAµ) = 2λAi. (3.108)
Suppose we give homogeneous initial conditions such that A0(t0) > m. Align axes such
that,
Aµ(t0) = (A0(t0), 0, 0, A3(t0)) , (3.109)
where A3(t0)2 = A0(t0)2 −m2. Note that, since A3(t0) 6= 0, we have that λ = 0 from the
ν = 3 equation of motion. The ν = 0 equation of motion therefore gives,
d2A0
dt2
= 0. (3.110)
We see that the timelike component of the vector field has the time-evolution,
A0(t) = A0(t0) + C(t− t0). (3.111)
For generic homogeneous initial conditions, C 6= 0. In this case, A0 will not have a
smooth time evolution since A0 will saturate the fixed-norm constraint, and beyond this
point A0 will continue to decrease in magnitude. To satisfy the fixed-norm constraint, the
spatial components of the vector field Ai would need to be imaginary, which is unacceptable
since Aµ is a real-valued vector field. This problem never occurs for the spacelike case since
64
there always exist real values of Ai that satisfy the constraint for any A0.
Again, it is possible that this obstruction to a well-defined evolution will be regulated
by terms of higher order in the effective field theory. The time derivative of A3 is
∂µA3 =
A0√
A0A0 −m2
∂µA0. (3.112)
As A0A0 approaches m2, with finite derivatives of A0, the derivative of the spatial com-
ponent A3 becomes unbounded. If higher-order terms in the effective action have time
derivatives of the components Ai, these terms could become relevant to the vector field’s
dynamical evolution, indicating that we have left the realm of validity of the low-energy
effective field theory we are considering.
Whether or not a theory with a scalar kinetic term and fixed expectation value is viable
remains uncertain.
3.7 Conclusions
In this chapter, we addressed the issue of stability in theories in which Lorentz invariance
is spontaneously broken by a dynamical fixed-norm vector field with an action
S =
∫
d4x
(
−1
2
β1FµνF
µν − β∗(∂µAµ)2 − β4A
µAν
m2
(∂µAρ)(∂νAρ) + λ(AµAµ ±m2)
)
,
(3.113)
where λ is a Lagrange multiplier that strictly enforces the fixed-norm constraint. In the
spirit of effective field theory, we limited our attention to only kinetic terms that are
quadratic in derivatives, and took care to ensure that our discussion applies to regimes
in which an effective field theory expansion is valid.
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We examined the boundedness of the Hamiltonian of the theory and showed that, for
generic choices of kinetic term, the Hamiltonian is unbounded from below. Thus for a generic
kinetic term, we have shown that a constant fixed-norm background is not the true vacuum
of the theory. The only exception is the timelike sigma-model Lagrangian (β1 = β∗, β4 = 0
and AµAµ = −m2), in which case the Hamiltonian is positive-definite, ensuring stability.
However, if the vector field instead acquires its vacuum expectation value by minimizing
a smooth potential, we demonstrated (as was done previously in [31]) that the theory is
plagued by the existence of a tachyonic ghost, and the Hamiltonian is unbounded from
below. The timelike fixed-norm sigma-model theory nevertheless serves as a viable starting
point for phenomenological investigations of Lorentz invariance; we explore some of this
phenomenology in Chapter 4.
We next examined the dispersion relations and energies of first-order perturbations
about constant background configurations. We showed that, in addition to the sigma-model
case, there are only two other choices of kinetic term for which perturbations have non-
negative energies and do not grow exponentially in any frame: the Maxwell (β∗ = β4 = 0)
and scalar (β1 = β4 = 0) Lagrangians. In either case, the theory has fewer than three
propagating degrees of freedom at the linear level, as some of the vector components in
the action lack time derivatives and act as additional Lagrange multipliers. A subset of the
phase space for the Maxwell theory with a timelike aether field is well-defined and stable, but
is identical to ordinary electromagnetism. For the Maxwell theory with a spacelike aether
field, or the scalar theory with a timelike field, we can find explicit obstructions to smooth
time evolution. It remains unclear whether the timelike Maxwell theory or the spacelike
scalar theory can exhibit true violation of Lorentz invariance while remaining well-behaved.
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Chapter 4
Sigma-Model Aether
4.1 Introduction
Models of fixed-norm vector fields, sometimes called “aether” theories, serve a useful purpose
as a phenomenological framework in which to investigate violations of Lorentz invariance
at low energies [12, 14, 15, 16, 17, 18, 19]. For a recent review, see [34]. In Chapter 3, we
argue that almost all such models are plagued by instabilities. For related work on stability
in aether theories, see [25, 29, 30, 31, 40, 42, 45, 48].
There is one version of the aether theory that is stable under small perturbations and
in which the Hamiltonian is globally bounded when only two-derivative terms are included
in the action. This model is defined by a kinetic Lagrange density of the form
Lkineticσ = −
1
2
(∇µAν)(∇µAν) , (4.1)
where Aµ is a dynamical four-vector aether field. (The spacelike version has an unbounded
Hamiltonian and is unstable.) We refer to the theory defined by this action as “sigma-
model aether,” due to its resemblance to a theory of scalar fields propagating on a fixed
manifold with an internal metric, familiar from studies of spontaneous symmetry breaking.
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The aether theory is not identical to such a σ-model—in particular in curved space where
covariant derivatives act on the vector—but the nomenclature is convenient.
Even though this theory is stable, it has an important drawback. It is conventional
in aether models to give the vector field an expectation value by means of a Lagrange
multiplier, which enforces the fixed-norm constraint
AµA
µ = −m2 . (4.2)
We take m2 to be positive and use a metric signature (− + ++), so that this defines a
timelike vector field. Despite the convenience of this formulation, it seems likely that a more
complete version of the theory would arise as a limit of a theory in which the expectation
value is fixed by minimizing a smooth potential of the form V (Aµ) = ξ(AµAµ +m2)2. As
we showed in [2], any such theory would be plagued by ghosts and tachyons. As far as we
can tell, therefore, the sigma-model aether theory cannot be derived from models with a
smooth potential.
Nevertheless, as it is the only globally well-behaved example of any of the aether theories,
examining the dynamics and experimental constraints on this model is worthwhile. We
undertake such an investigation in this chapter.
First we examine the degrees of freedom in this theory, taking into account the mixing
with the gravitational field. There are three different massless modes, of spins 0, 1, and 2 in
the aether rest frame.1 Demanding that none of the modes propagate faster than light fixes
a unique value for the coupling of the vector field to the Ricci tensor. We use experimental
constraints on the preferred frame parameters α1,2 in the Parameterized Post-Newtonian
1The lack of rotational symmetry in frames other than the aether rest frame make classification of modes
by spin in such frames impossible. But the aether rest frame has rotational symmetry, which allows for the
spin classification with respect to this frame.
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(PPN) expansion to limit the magnitude of the vacuum expectation value, m. The spin-2
mode can propagate subluminally for some values of the vector field/Ricci tensor coupling;
in such cases very tight restrictions on the vacuum expectation value, m, due to limits from
vacuum Cherenkov radiation from gravitons come into play.
Finally, we consider the cosmological evolution of the vector field in two different back-
grounds. We study the evolution of the timelike vector field in a general flat-Friedmann-
Robertson-Walker (FRW) background and find that the vector field tends to align to be
orthogonal to constant density hypersurfaces. In a background consisting of a timelike
dimension, three expanding spatial dimensions, and one compact (non-expanding) extra-
dimension, we find that the vector field can evolve to have a nonzero projection in the
direction of the compact extra-dimension if the large dimensions are de Sitter-like. We take
this as evidence that a timelike vector field with the Lagrangian that satisfies the aforemen-
tioned theoretical and experimental constraints would not lead to any significant departure
from statistical isotropy.
4.2 Excitations in the Presence of Gravity
We would like to understand the experimental constraints on, and cosmological evolution of,
the sigma-model aether theory. For both of these questions, it is important to consider the
effects of gravity. But whereas the flat-space model with a kinetic Lagrangian of the form
(4.1) is unique, in curved space there is the possibility of an explicit coupling to curvature.
The full action we consider is
S =
∫
d4x
√−g
[
1
16piG
R− 1
2
(∇µAν)(∇µAν) + α2RµνA
µAν +
λ
2
(AµAµ +m2)
]
. (4.3)
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Here, λ is the Lagrange multiplier that enforces the fixed-norm constraint (4.2), α is
a dimensionless coupling, Rµν is the Ricci tensor and R is the curvature scalar. Note
that, given the fixed-norm constraint, there are no other scalar operators that could be
formed solely from Aµ and the Riemann tensor Rρσµν . By integrating by parts and using
RµνA
µAν = Aν [∇µ,∇ν ]Aµ, this curvature coupling could equivalently be written purely in
terms of covariant derivatives of Aµ; the form (4.3) has the advantage of emphasizing that
the new term has no effects in flat spacetime.
In [2] we showed that the sigma-model aether theory was stable in the presence of small
perturbations in flat spacetime; the possibility of mixing with gravitons implies that we
should check once more in curved spacetime. The equations of motion for the vector field
are,
−∇µ∇µAν = λAν + αRµνAµ, (4.4)
along with the fixed norm constraint from the equation of motion for λ. Assuming the fixed
norm constraint, the equations of motion can be written in the form
(
gσν +
1
m2
AσAν
)
(∇ρ∇ρAσ + αRρσAρ) = 0. (4.5)
The tensor (gσν + AρAν/m2) acts to take what would be the equation of motion in the
absence of the constraint, and project it into the hyperplane orthogonal to Aµ.
The Einstein-aether system has a total of five degrees of freedom, all of which propagate
as massless fields: one spin-2 graviton, one spin-1 excitation, and one spin-0 excitation.
Each of these dispersion relations can be written (in the short-wavelength limit) in frame-
invariant notation as,
kµk
µ =
(
1− v2
v2
)(
A¯µk
µ
m
)2
, (4.6)
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Figure 4.1: Aether rest frame mode phase velocities squared, v2, minus the speed of light in
units of 8piGm2 as a function of α. The solid line corresponds to spin-0, the small dashed
line to spin-1, and the large dashed line to spin-2. Only for α = −1 do none of the modes
propagate faster than light (v2 − 1 > 0).
where v is the phase velocity in the aether rest frame. The squared phase velocities of the
gravity-aether modes are [16],
v2 =
1
1− 8piGm2(1 + α) ≈ 1 + 8piGm
2(1 + α) (spin-2) (4.7)
v2 =
2− 8piGm2(1 + α)(1− α)
2 (1− 8piGm2(1 + α)) ≈ 1 + 4piGm
2(1 + α)2 (spin-1) (4.8)
v2 =
2− 8piGm2
(1− 8piGm2(1 + α)) (2 + 8piGm2(1− 2α)) ≈ 1 + 16piGm
2α (spin-0) (4.9)
where G is the gravitational constant appearing in Einstein’s action. The approximate
equalities hold assuming 8piGm2  1.2
These squared mode phase velocities minus the squared speed of light are plotted in
Fig. 4.1 as a function of α. It is clear that the only value of α for which none of the modes
2The relationship between the parameters in Eq. (4.3) (α, m2) and those in [16] (c1, c2, c3, c4) is:
c1 = 8piGm
2, −c2 = c3 = α8piGm2, c4 = 0. (4.10)
71
propagate superluminally (v2 > 1) is
α = −1 . (4.11)
We therefore have a unique version of a Lorentz-violating aether theory for which the
Hamiltonian is bounded below (in flat space) and that is free of superluminal modes when
coupled to gravity: the sigma-model kinetic term with an expectation value fixed by a
Lagrange-multiplier constraint and a coupling to curvature of the form in (4.3) with α = −1.
In what follows, we will generally allow α to remain as a free parameter when considering
experimental limits, keeping in mind that models with α 6= −1 are plagued by superluminal
modes. We will find that the experimental limits on m are actually weakest when α = −1.
Before moving on, however, we should note that the existence of superluminal phase
velocities does not constitute prima facie evidence that the theory is ill-behaved. There are
two reasons for suspecting that superluminal propagation is bad. First, in [2], we showed
that such models were associated with perturbative instabilities: there is always a frame
in which small perturbations grow exponentially with time. Second, acausal propagation
around a closed loop in spacetime could potentially occur if the background aether field were
not constant through space [17, 31]. But in the presence of gravity, these arguments are
not decisive. There now exists a scale beyond which we expect the theory to break down:
namely, length scales on the order of M−1pl . Perhaps there is some length scale involved in
boosting to a frame where the instability is apparent (or, equivalently, in approaching a
trajectory that is a closed timelike curve) that is order M−1pl .
Again, in a background flat spacetime with a background timelike aether field A¯µ = con-
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stant, the dispersion relations have the generic form
(v−2 − 1)(tµkµ)2 = kµkµ, (4.12)
where tµ = A¯µ/m characterizes the 4-velocity of the preferred rest frame. The velocity v2 is
given by Eqs. (4.7)–(4.9). In a boosted frame, where tµ = (− cosh η, sinh η nˆ), the frequency
is given by
ω
|~k|
=
−(1− v−2) sinh η cosh η(kˆ · nˆ)±
√
1− (1− v−2)(cosh2 η − sinh2 η(nˆ · kˆ)2)
1− (1− v−2) cosh2 η . (4.13)
Let us parametrize the boost in the standard way as,
cosh2 η =
1
1− β2 0 ≤ β
2 < 1. (4.14)
Then
ω
|~k|
=
−(1− v−2)β(kˆ · nˆ)±
√
1− β2
√
v−2 − β2 + β2(1− v−2)(nˆ · kˆ)2
v−2 − β2 . (4.15)
There is a pole in the frequency at β2 = v−2. The pole is physical if v > 1 and, (in the
limit as nˆ · kˆ → 0) as β passes through the pole (β2 → β2 > v−2), the frequency acquires
a nonzero imaginary part, which corresponds to growing mode amplitudes. (The frequency
becomes imaginary at some β2 < 1 as long as nˆ · kˆ 6= 1.) The time scale on which the mode
grows is set by 1/Im(ω). In frames with a boost factor greater than the inverse rest-frame
mode speed, β > v−1, the time scale on which mode amplitudes grow is maximal for modes
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with wave vectors perpendicular to the boost direction (nˆ · kˆ = 0) and is given by
TMAX(β) =
1
|Im(ω)| = |
~k|−1
√
β2 − v−2√
1− β2 when v
2 > 1. (4.16)
We generically expect the linearized gravity analysis that led to the propagation speeds
in Eqs. (4.6)–(4.9) to be valid for wave vectors that are much greater in magnitude than the
energy scale set by other energy density in the space-time—generally, the Hubble scale, H.
Thus the analysis makes sense for |~k|−1  H−1 and (as long as 1− β2 is not infinitesimal)
there will be instabilities on time scales less than the inverse Hubble scale and (unless
β2 − v−2 is infinitesimal) greater than M−1Pl .
Thus, not only could superluminal propagation speeds lead to closed timelike curves
and violations of causality, but the existence of instabilities on an unremarkable range
of less-than-Hubble-radius time scales in boosted frames indicates that such superluminal
propagation speeds lead to instabilities. If v > 1, it appears as if instabilities can be accessed
without crossing some scale threshold beyond which we’d expect the model to break down.
4.3 Experimental Constraints
We now apply existing experimental limits to the sigma-model aether theory, keeping for
the moment α as well as m2 as free parameters. Direct coupling of the aether field to
standard model fields fits into the framework of the “Lorentz-violating extension” of the
standard model considered in [12]. Such couplings are very tighly constrained by various
experiments (for a discussion of experimental constraints, see [32]). The relevant limit from
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Cherenkov radiation in [31] translates to,3
−8piGm2(1 + α) < 1× 10−15. (4.18)
Limits on PPN parameters give some of the strongest constraints on α and m2 when α ≈
−1 (since the constraint in Eq. (4.18) is automatically satisfied). The preferred frame
parameters must satisfy |α1| < 10−4 and |α2| < 10−7 [33]. We have the limits [34],
|α1| ≈ |4α2(8piGNm2)| < 10−4 and |α2| ≈ |(α+ 1)(8piGNm2)| < 10−7, (4.19)
where GN is the gravitational constant as measured in our solar system or table-top exper-
iments. This gravitational constant is related to the parameter in the action G by,
GN =
G
1− 4piGm2 . (4.20)
If we require that all modes have phase speeds v that satisfy v2 ≤ 1, then we must have
α = −1 and
8piGNm2 < 10−4. (4.21)
All relevant constraints (allowing modes to have larger than unity phase velocities) are
summarized in Fig. 4.2. Constraints from big bang nucleosynthesis [17] are significantly
weaker than the PPN and Cherenkov constraint above.
3[31] uses the same parameters as in [16, 34], thus the translation between our parameters and the
parameters used in [16, 34, 31] is (as stated in a previous footnote),
c1 = 8piGm
2, −c2 = c3 = α8piGm2, c4 = 0. (4.17)
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Figure 4.2: Parameter space allowed (shaded region) by constraints from Cherenkov ra-
diation and PPN. The strongest constraint in the α < −1 region is from Eq. (4.18), and
for most of the α > −1 region the strongest constraint is from the second inequality in
Eq. (4.19). The plot on the right is a blowup of the small range of α for which the first
constraint in Eq. (4.19) is strongest—when α = −1 to within a couple of parts in 100.
4.4 Cosmological Evolution
We now turn to the evolution of the sigma-model aether field in a cosmological background.
It is usually assumed in the literature that the aether preferred frame coincides with the
cosmological rest frame—i.e., that in Robertson-Walker coordinates, a timelike aether field
has zero spatial components, or a spacelike aether field has zero time component. Under this
assumption, there has been some analysis of cosmological evolution in the presence of aether
fields [24, 25, 51, 52]. Cosmological alignment in a de Sitter background was considered in
[53]. Evolution of vector field perturbations in a more general context, including the effect
on primordial power spectra, was considered in [18, 54].
Here, we relax the aforementioned assumption. We determine the dynamical evolution
of the aether alignment with respect to constant density hypersurfaces of flat-FRW back-
grounds, assuming that the aether field has a negligible effect on the form of the background
geometry. Unlike Minkowski space, a Robertson-Walker metric features a preferred frame
in which the density of the cosmological fluid is the same everywhere. We will show that
a homogeneous timelike vector field tends to align in the presence of a homogeneous cos-
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mological fluid such that its rest frame coincides with the rest frame of the cosmological
fluid.
Take the background spacetime to be that of a flat Friedmann-Robertson-Walker (FRW)
cosmology,
ds2 = −dt2 + a(t)2(dx2 + dy2 + dz2) . (4.22)
We take the equation state of the cosmological fluid to be pfluid = wρfluid. The Friedmann
equation then implies a(t) = t2/3(1+w) for w 6= −1, and a(t) = eHt (with H constant)
for w = −1. We assume that m2/M2P is small, so that the back reaction of the vector
field on the FRW geometry will be small, and the evolution of the vector field will be well
approximated by its evolution in the FRW background.
Suppose the vector field is homogeneous. This is a reasonable assumption given that the
background spacetime is homogeneous and therefore should only affect the time evolution
of the vector field. We may use the rotational invariance of the FRW background to choose
coordinates such that the x-axis is aligned with the spatial part of the vector field. Then,
without loss of generality, A0 = m cosh(φ(t)) and Ax = ma(t) sinh(φ(t)). In this case the
equations of motion reduce to,
φ′′(t) + 3H(t)φ′(t) + (H2(t) + αH ′(t)) sinh(2φ(t)) = 0, (4.23)
where H(t) = a′(t)/a(t). Expanding to first order in the angle φ we have for w 6= −1,
φ′′ +
(
2
(1 + w)t
)
φ′ +
(
8− 12α(1 + w)
9(1 + w)2t2
)
φ = 0. (4.24)
It is a simple exercise to show that φ behaves as a damped oscillator for all −1 < w < 1
77
and α < 23(1+w) . For the case of a constant Hubble parameter (w = −1),
φ(t) = Ae−Ht +Be−2Ht. (4.25)
One can see even for large φ(t) that |φ(t)| generically decreases when −1 < w < 1 and
α < 23(1+w) because, since sinh(φ) = − sinh(−φ), the essential features of the full equation
mirror those of the linearized equation.
We conclude that a timelike vector field will generically tend to align to be purely
timelike in the rest frame of the cosmological fluid, thereby restoring isotropy of the cos-
mological background. We do not examine the case of a spacelike aether field, since that is
perturbatively unstable.
4.5 Extra Dimensions
Consider now the evolution of the vector field in a background spacetime with metric,
ds2 = −dt2 + a(t)2(dx2 + dy2 + dz2) + dr2. (4.26)
This metric is the local distance measure for a spacetime in which the infinite spatial
dimensions expand as a usual flat FRW metric, for general equation of state parameter w
as discussed in the previous section, and a compact extra dimension with coordinate r does
not expand. A scenario in which a spacelike aether is aligned completely along the compact
fifth extra-dimension was considered in [1].
The equations of motion are once again,
(gσν +AσAν/m2)(∇ρ∇ρAσ + αRρσAρ) = 0. (4.27)
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and AµAµ = −m2. Consider homogeneous configurations where, without loss of generality,
A0 = m coshφ(t), Ax = a(t)m sinhφ(t) cos θ(t), Ay = Az = 0, and Ar = m sinhφ(t) sin θ(t).
(4.28)
The ν = 0 equation of motion (Eq. (4.27)) reads,
(
1
2
(5− cos 2θ)(H2(1 + α) + αH ′)− 2αH2 cos2 θ − (θ′)2
)
sinh 2φ+6Hφ′+2φ′′ = 0. (4.29)
When θ′2  H2, we can treat θ as being essentially constant and then the above equation
determines the evolution of φ. Numerical simulations indicate that φ decays to zero, what-
ever the value of θ, if −1 < α < 23(1+w) . One can see the decay of φ (given the bounds on
α) explicitly by expanding about φ = 0 and θ = constant when φ is small.
If H is constant (i.e., the non-compact dimensions are de Sitter-like ) and the vector field
is aligned entirely along the spacelike dimension and the compact dimension (so θ = pi/2),
then the equation of motion for φ(t) is,
φ′′(t) + 3Hφ′(t) +
3
2
(1 + α)H2 sinh(2φ(t)) = 0, (4.30)
the solution to which is
φ(t) = A+e−α+Ht/2 +A−e−α−Ht/2, where α± = 3
(
1±
√
1− 4
3
(1 + α)
)
(4.31)
when |φ(t)|  1. If 1 + α > 0 then φ decays to zero. If α = −1, φ decays to a (generically
nonzero) constant, and φ can grow with time if α < −1. It is interesting to see that, for
the case where no perturbative modes propagate superluminally—the case where α = −1—
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the fixed-norm vector field can evolve during a de Sitter expansion phase so that it has a
nonzero component in the compact fifth dimension while otherwise aligning so that isotropy
is restored in the rest frame of the cosmological fluid. However, when the Universe enters a
phase of expansion where a(t) = t2/3(1+w) and w is strictly greater than −1 (and less than
1), then the component of the vector field in the fifth dimension will decay away.
4.6 Conclusions
We investigated the dynamics of and limits on parameters in a theory with a fixed-norm
timelike vector field whose kinetic term takes the form of a sigma-model. We argued in
Chapter 3 that such sigma-model theories are the only aether models with two-derivative
kinetic terms and a fixed-norm vector field for which the Hamiltonian is bounded below.
In the presence of gravity, the action for sigma-model aether is:
SA =
∫
d4x
√−g
[
1
16piG
R− 1
2
(∇µAν)(∇µAν) + α2RµνA
µAν +
λ
2
(AµAµ +m2)
]
. (4.32)
We showed that the five massless degrees of freedom in the linearized theory will not propa-
gate faster than light only if α = −1 and we argued that faster-than-light degrees of freedom
generically lead to instabilities on less-than-Hubble-length time scales. In this special case
α = −1, the vacuum expectation value, m2, must be less than about 10−4M2p , where Mp is
the Planck mass, in order to comply with limits on the PPN preferred frame parameter, α2.
Relaxing the α = −1 assumption, we summarized the strongest limits on the parameters
{α,m} (from gravitational Cherenkov radiation and the PPN preferred frame parameters)
in Fig. 4.2.
We also showed that the aether field tends to dynamically align such that it is orthogonal
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to constant density hypersurfaces for the theoretically and experimentally relevant portion
of the parameter space. The dynamics forces the rest frame of the aether and that of the
perfect fluid dominating the cosmological evolution to coincide. Finally, we showed that
the dynamics allows for the possibility of a nonzero spatial component in a non-expanding
fifth dimension during a de Sitter era. Even a spatial component in a non-expanding
fifth dimension will decay away during non-de Sitter eras, e.g., in a matter- or radiation-
dominated era. We take this as evidence that aether fields with well-behaved (semi)classical
dynamics will not lead to any significant departure from isotropy.
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Chapter 5
Lorentz Violation in Goldstone
Gravity
5.1 Introduction
The existence of massless particles is conventionally explained by the requirement to pre-
serve gauge symmetries. In the case of electromagnetism, the masslessness of the photon is
required so that local U(1) gauge invariance is maintained; in the case of general relativity,
the masslessness of the graviton has its origin in diffeomorphism invariance.
In 1963, Bjorken proposed an alternative viewpoint: the photon can be a Goldstone
boson associated with the spontaneous breaking of Lorentz invariance [55, 56, 57, 58, 59].
The idea was subsequently generalized and applied to the case of gravity by Phillips and
others [60, 61, 62, 63, 64].
In ordinary Maxwell electrodynamics, gauge invariance reduces the four components of
the vector potential Aµ down to the two propagating degrees of freedom of a massless spin-1
particle. Gauge invariance forbids a potential V (Aµ), which keeps the photon massless and
prohibits a longitudinal mode, and it also forbids kinetic terms such as (∂µAµ)2, which
would allow a spin-0 mode to propagate. In the Goldstone approach, there is no gauge
invariance, and the vector field acquires a vev via a potential. Regardless of the form of the
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vev, there are always three massless Goldstone excitations, all of which would propagate for
a generic choice of kinetic term. To avoid the extra degree of freedom, we can choose the
Maxwell kinetic term, even though it is not required by gauge invariance. Then two linear
combinations of the Goldstone modes have exactly the same properties as the photon in
electromagnetism. The remaining longitudinal mode is auxiliary, and does not propagate, so
that the theory is indistinguishable from electromagnetism in the low energy limit. (In the
presence of Lorentz violation, Goldstone’s theorem no longer ensures one propagating mode
for each broken symmetry generator.) This identification can be overturned by radiative
corrections, since there is no gauge invariance to protect the form of the propagator.
The graviton case is similar, except that now it is a symmetric two-index tensor that
acquires a vev. A propagating massless spin-2 particle has two degrees of freedom. Because
the Lorentz group has six generators, there are sufficient degrees of freedom in the Goldstone
bosons to reproduce the graviton. However, we will see that this is not automatic, as in the
photon case; whether we get the correct Goldstone modes to recover the transverse-traceless
oscillations of conventional gravitons will depend on the choice of vev. The case where all
six generators are broken was examined by Kraus and Tomboulis in [62], where they also
discussed how such a modified theory of gravity can possibly evade the cosmological constant
problem.
Recently, Kostelecky and Potting examined in detail the scenario in which a symmetric
two-index tensor acquires a vev via a potential [65]. With a kinetic term quadratic in
derivatives and preserving diffeomorphism invariance, they found that, just as in the photon
case, two linear combinations of the resulting six Goldstone bosons obey the linearized
Einstein’s equations in a special gauge (which they termed the ‘cardinal’ gauge), while the
remaining four linear combinations do not propagate. Together with four additional massive
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modes, they account for the ten degrees of freedom contained in the two-index symmetric
tensor. By requiring self-consistent coupling to the energy-momentum tensor, they also
demonstrated that the theory can be used to construct a nonlinear theory via a bootstrap
procedure (analogous to the way in which general relativity is obtained from the linearized
theory). We expect the massive modes to be near the Planck scale, outside the low-energy
theory, so the nonlinear theory is equivalent to general relativity with conventional coupling
to matter.
Kraus and Tomboulis [62] pointed out that these massive modes nevertheless have a
crucial effect: integrating them out introduces an infinite number of radiative-correction
terms to the low-energy Lagrangian, which can change the theory in important ways. Since
these corrections are not controlled by gauge invariance, in general they will modify the
dispersion relations of the Goldstone modes. At higher order, therefore, the Goldstone
bosons arising from Lorentz violation can, in principle, be distinguished from the graviton
in linearized general relativity.
In this chapter, we examine some of these correction terms and study their effects on
the properties of the Goldstone bosons. (The terms we consider are those that are most
straightforward to analyze, but their impacts should be generic.) We find that, for a general
vev, these terms modify the dispersion relations of the Goldstone modes in such a way that
their speed of propagation is anisotropic. If the speed is subluminal in some directions, gravi-
Cherenkov radiation by cosmic rays becomes possible. Observations of high-energy cosmic
rays thus allow us to constrain these higher-order radiative corrections. These corrections
also effect the polarization tensors of the conventional gravitons, leading to longitudinal
oscillations in the motion of test particles, in addition to the conventional transverse + and
× patterns predicted in general relativity. This could lead to novel experimental tests of
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the theory, although we do not know of any constraints on this phenomenon from currently
available data.
Another difference between Goldstone gravity and general relativity is that the former
predicts the existence of other massless particles in addition to the two conventional massless
spin-2 polarizations. This is reminiscent of the photon case, in which a longitudinal mode
(in addition to the two transverse modes) becomes dynamical in the presence of the radiative
corrections induced by integrating out the massive modes. Analogously, we expect that there
should be four longitudinal Goldstone bosons that can become dynamical. The polarization
tensors of these modes can be written as a sum of eight symmetric tensors constructed from
kµ and the vev. By imposing the four cardinal gauge conditions, we can relate these eight
coefficients, leaving four independent parameters for the four Goldstone modes.
In the next section, we briefly review the case of Goldstone photons, including the effects
of radiative corrections as emphasized in [62]. We then carry out an analogous analysis for
gravitons, showing how radiative corrections bring to life new massless modes. In Section
5.4 we concentrate on the two modes of the graviton, demonstrating that they propagate
anisotropically in the presence of a generic vev and considering some experimental limits
on the corresponding parameters. In Section 5.5 we examine models where the vev doesn’t
completely break the Lorentz group, and gravitons are only partially constructed from
Goldstone bosons, or they originate from residual diffeomorphism invariance. Appendix B
describes the relationship between different patterns of symmetry breaking and the modes
corresponding to gravitons.
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5.2 Goldstone Electromagnetism
5.2.1 Photons as Goldstone bosons
Before we delve into the graviton case, we first discuss the scenario in which the photon
arises as a Goldstone boson of spontaneous Lorentz violation, commonly known as the
‘bumblebee’ model [62, 66]. We will see below that the graviton case mirrors the vector
case.
We consider the Lagrangian for a vector field Aµ,
L = −1
4
fµνf
µν − V (A¯µ, aµ), (5.1)
where Aµ = A¯µ + aµ and fµν = ∂µAν − ∂νAµ = ∂µaν − ∂νaµ is the corresponding field-
strength tensor. The potential V gives Aµ a vev A¯µ (with ∂µA¯ν = 0), thereby violating
Lorentz invariance spontaneously. For a thorough analysis of the case for which A¯µ is
spacelike, see [62].
We consider here the usual Maxwell kinetic term, which by itself preserves gauge invari-
ance, as our aim is to have a theory that reproduces electromagnetism at lowest order. The
stability of theories with more generic kinetic terms was considered in [2].
The Goldstone boson fields can be constructed from the vev by the action of spacetime-
dependent infinitesimal Lorentz transformations,
aµ = −Θµν(x)A¯ν . (5.2)
86
Here, Θµν is an antisymmetric tensor of the form

0 β1 β2 β3
−β1 0 θ3 −θ2
−β2 −θ3 0 θ1
−β3 θ2 −θ1 0

, (5.3)
where βi = β¯ieikαx
α
are the infinitesimal rapidities corresponding to boosts, and θi = θ¯eikαx
α
are the infinitesimal angles corresponding to rotations. Note that the three Goldstone modes
aµ are orthogonal to the vev A¯µ. The remaining length-changing mode (parallel to A¯µ) is
massive.
We can consider vevs A¯µ that are timelike or spacelike. When it is timelike, without
loss of generality we can boost to a frame in which only A0 6= 0. This breaks the original
SO(3, 1) to SO(3), preserving rotational invariance. From Eq. (5.2), the three Goldstone
bosons come from the three broken boost generators, and are given by
aµ = −Θµ0 (5.4)
=

0
β1
β2
β3

. (5.5)
Each choice of the vev corresponds to a particular gauge in electromagnetism. Having
a timelike vev is equivalent to the Coulomb gauge, in which we set the scalar potential
to zero (A0 = 0). That is, the physics of the theory is completely equivalent to that of
free Maxwell electrodynamics, but with a particular gauge condition imposed. This gauge
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choice is compatible with the transverse condition (kµAµ = 0) that we usually impose in
electromagnetism. Together these are consistent with the Lorenz gauge, making a timelike
vev a natural gauge choice to describe a free photon. For example, if we want to describe
a photon moving in the xi direction, we can just set Ai to zero.
If instead A¯µ is spacelike, we can rotate axes such that only A¯3 6= 0. This reduces the
SO(3, 1) symmetry that we begin with to SO(2, 1), resulting in three Goldstone modes (one
boost and two rotations):
aµ = −Θµ3 (5.6)
=

β3
θ2
−θ1
0

. (5.7)
Having a spacelike vev is equivalent to imposing the axial gauge (~s ·~a = 0), where ~s is a
unit spatial vector. In order to describe a photon that propagates in a direction orthogonal
to A¯µ, aµ is necessarily unbounded somewhere at spatial infinity. There is thus a question
whether the Lorentz-violating theory, as an effective field theory, is capable of describing
a photon in the axial gauge. Since the field value can be large, we should, in the spirit of
effective field theory, retain higher-order kinetic terms in the Lagrangian. We won’t pursue
this issue in this chapter.
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5.2.2 Radiative corrections and dispersion relations of the Goldstone
modes
As we have seen, the vev A¯µ always leads to three Goldstone bosons, which can be classified
into two transverse modes and one longitudinal mode. The transverse modes satisfy the
condition kµaµ = 0. With the kinetic term in (5.1), they satisfy the dispersion relation
kµkµ = 0, and thus propagate isotropically at the speed of light. Hence, they have the right
properties to be identified as the photon.
The remaining longitudinal degree of freedom is orthogonal to the two transverse modes.
This allows us to specify its polarization as
(longitudinal)µ = kµ −
(A¯αkα)
AβAβ
A¯µ. (5.8)
At lowest order, this longitudinal mode does not propagate, and corresponds to the pure-
gauge mode in electromagnetism.
As we will see later, this way of decomposing the Goldstone modes into transverse and
longitudinal degrees of freedom will be highly similar in the graviton case. Expressing
the longitudinal mode in the basis kµ and A¯µ makes it automatically orthogonal to the
transverse modes.
As was pointed out in [62], we expect that there would be higher-order radiative correc-
tion terms induced in the low-energy effective Lagrangian as we integrate out the massive
fluctuations of Aµ. These terms will in general modify the dispersion relations of the Gold-
stone bosons. If we restrict our attention to only two derivatives, there are seven such
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terms, which are listed in [62] and which take the form:
f1(A2)∂µAν∂µAν
f2(A2)∂µAν∂νAµ
f3(A2)AµAα∂µAν∂αAν
f4(A2)AνAα∂µAν∂αAµ (5.9)
f5(A2)AνAα∂µAν∂µAα
f6(A2)AµAνAα∂µ∂νAα
f7(A2)AµAνAαAβ∂µAν∂αAβ ,
where fi(A2) are scalar functions of AµAµ. This list exhausts all possible such terms, since
AµAµ is a constant. The situation will be different in the two-index case, where infinitely
many such terms can be generated in the effective Lagrangian, as we will discuss later.
If we assume that A¯µaµ is small, the first three terms in (5.9) dominate over the rest.
They modify the dispersion relations of the two transverse Goldstone bosons to
(1 + d1)kµkµ + d2(A¯µkµ)2 = 0, (5.10)
where d1 and d2 are undetermined coefficients and are presumably small. The additional
term implies that the phase velocity of the two transverse modes is anisotropic.
Meanwhile, in the presence of these radiative corrections, the longitudinal mode becomes
dynamical and has the dispersion relation
kµkµ + d3(A¯µkµ)2 = 0, (5.11)
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where d3 is an undetermined coefficient.
5.3 Goldstone Gravity
5.3.1 Gravitons as Goldstone bosons
The analysis of spontaneous Lorentz violation via a symmetric two-index tensor is in many
ways similar to the vector case that we previously discussed. In particular, we will focus
on a model called ‘cardinal gravity’, introduced recently by Kostelecky and Potting [65].
They showed that when a two-index symmetric tensor acquires a vev which breaks all six
generators of the Lorentz group in Minkowski spacetime, two linear combinations of the
resulting Goldstone modes have properties that are identical to those of the graviton in a
special (cardinal) gauge in linearized general relativity. We have included our own version
of this argument in Appendix B.
As in the photon case, higher-order radiative correction terms resembling (5.9) will
generically appear in the low-energy effective Lagrangian as we integrate out the four mas-
sive modes to extract their contribution to the low energy physics. In the two-index case,
there are infinitely many such terms. In this chapter, we will focus on a representative sub-
set of these terms, and examine their resulting Lorentz-violating effects on the Goldstone
modes. For example, in the presence of these higher-order terms, two linear combinations
of the six Goldstone modes that are to be identified as the graviton will now propagate at
different phase velocities in different directions. In addition, the four remaining linear com-
binations that are originally auxiliary will now become dynamical, just like the longitudinal
mode in the vector case.
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We begin with the Lagrangian
L = 1
2
[(∂µh˜µν)(∂ν h˜)− (∂µh˜ρσ)(∂ρh˜µσ)
+
1
2
ηµν(∂µh˜ρσ)(∂ν h˜ρσ)− 12η
µν(∂µh˜)(∂ν h˜)]
+(radiative corrections)− V (h˜µν h˜µν), (5.12)
where h˜µν is a symmetric two-index tensor field defined on a spacetime with Minkowski
metric ηµν . In analogy to the electromagnetic case, we have chosen the linearized Einstein-
Hilbert kinetic term, which by itself preserves diffeomorphism invariance (h˜µν → h˜µν +
∂(µξν), for some vector ξµ).
As in the vector case, the field h˜µν acquires a vevHµν via the potential V . The Goldstone
modes that result are given by acting spacetime-dependent infinitesimal Lorentz transfor-
mations on this vev [66, 67]:
hµν = −ΘµαHαν −ΘναHµα, (5.13)
where h˜µν = Hµν + hµν and Θµν is as defined in (5.3). Unless stated otherwise, from now
on we assume that Hµν breaks all six generators of the Lorentz group, and thus gives rise
to six potential Goldstone bosons.
Note that in the form of (5.13), the Goldstone bosons automatically fulfill four condi-
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tions, dubbed ‘cardinal’ by Kostelecky and Potting in [65]:
ηµνµν = 0 (5.14)
Hµνµν = 0 (5.15)
HµαH
ναµν = 0 (5.16)
HµαHαβH
βνµν = 0, (5.17)
where hµν = µνeikαx
α
. Since we could diagonalize Hµν via an appropriate orthogonal trans-
formation, there can be at most four such independent constraints, one for each eigenvalue.
Contracting µν with terms of higher order in Hµν (e.g., HµαHαβHβγHγν) also yields zero,
but the resulting constraints are not independent.
The cardinal conditions are very similar to that (A¯µaµ = 0) in the vector case, but now
there are four orthogonality conditions instead of one. They can be viewed as ‘directions’
along which the massive modes reside (just as the length-changing mode of the vector is
parallel to the vev). There are thus in general four massive degrees of freedom in the theory.
Kostelecky and Potting demonstrated that the cardinal gauge is attainable for generic
kµ in general relativity. In Appendix B we derive necessary and sufficient conditions under
which the cardinal gauge is a valid gauge choice.
Starting with the ten independent components in hµν , imposing the four cardinal gauge
conditions reduces that to six, which is exactly the right number to accomodate the six
Goldstone modes. The situation becomes more complicated when the vev does not break
all six generators. In that case, there are fewer Goldstone bosons, as well as fewer gauge
conditions. However, there might also be residual diffeomorphism invariance. The theory
can contain massless excitations that originate from spontaneous Lorentz violation and/or
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diffeomorphism invariance.
As in the photon case, it is most convenient to decompose the six Goldstone modes into
two linear combinations that are transverse, and four other orthogonal linear combinations.
The two transverse modes obey the linearized Einstein’s equations and have the dispersion
relation
kµkµ = 0, (5.18)
corresponding to masseless particles propagating isotropically at the speed of light. These
can therefore be identified as the graviton. The remaining four modes are auxiliary and do
not propagate. At this order, the theory is thus equivalent to linearized general relativity
in the cardinal gauge, if we treat the massive modes as absent at low energies.
5.3.2 Radiative corrections and dispersion relations
Corrections to the effective field theory arise from integrating out the massive modes. As in
the photon case, the resulting radiative-correction terms induce additional Lorentz-violating
effects when h˜µν acquires a vev. As before, we restrict our attention to only terms that
are quadratic in derivatives of hµν . We will demonstrate that these terms will modify
the dispersion relations of the two transverse linear combinations that correspond to the
graviton. We also argue that, just as the longitudinal mode in the vector case, the four
remaining Goldstone modes become dynamical.
There are four types of kinetic terms that are independent of Hµν . The terms and their
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corresponding contributions to the equation of motion are as follows:
∂ρhµν∂
ρhµν → 22hµν (5.19)
∂µh
µν∂νh → ∂µ∂νh+ ηµν∂ρ∂σhρσ (5.20)
∂µh
ρσ∂ρh
µ
σ → 2∂(µ|∂σhσ |ν) (5.21)
∂µh∂
µh → 2ηµν2h. (5.22)
Each of these terms already appears in the Lagrangian (5.12), with specific numerical co-
efficients. The corrections will change the value of these coefficients, generically leading to
violations of diffeomorphism invariance.
At linear order in Hµν we have the following possible kinetic terms, and their contribu-
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tions to the equation of motion:
Hαβ∂αhρσ∂βh
ρσ → 2Hαβ∂α∂βhµν (5.23)
Hαβ∂ρhαρ∂
σhβσ → 2H(µ|β∂|ν)∂σhβσ (5.24)
Hαβ∂σhαβ∂ρh
ρσ → Hµν∂α∂βhαβ
+Hαβ∂µ∂νhαβ (5.25)
Hαβ∂ρhασ∂
ρhβσ → 2H(µ|σ2hσ|ν) (5.26)
Hαβ∂ρhαβ∂
ρh → Hµν2h+ (Hαβ2hαβ)ηµν (5.27)
Hαβ∂αhβσ∂ρh
ρσ → H(µ|α∂α∂βhβ|ν)
+Hαβ∂(µ|∂αhβ|ν) (5.28)
Hαβ∂αhβρ∂
ρh → H(µ|α∂α∂|ν)h
+(Hαβ∂σ∂αhβσ)ηµν (5.29)
Hαβ∂αh∂βh → 2Hαβ∂α∂βhηµν . (5.30)
Unlike the photon case, there are infinitely many radiative correction terms that can be
generated at higher orders in the vev. Assuming that Hµν is in general small compared to
the background metric, we will focus only on those that either do not depend on, or those
linear in, Hµν . We will later discuss a possible experimental test to constrain Hµν .
We first consider the four auxiliary modes. In the form of (5.13), they obey the four
cardinal gauge conditions (5.14). They are also orthogonal to the two transverse degrees of
freedom that correspond to the graviton,
(aux)µν 
µν
(trans) = 0. (5.31)
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Together, these are six conditions that reduce the ten independent components of (aux)µν to
four degrees of freedom. In analogy to (5.8) in the photon case, we can express these four
modes in terms of the wave vector and the vev as
(aux)µν = b1ηµν + b2Hµν + b3Hµ
αHαν
+b4HµαHαβHβν + b5kµkν
+b6H(µ|αkαk|ν) + b7H(µ|αHαβkβk|ν)
+b8H(µ|αHαβHβγkγk|ν), (5.32)
where the eight coefficients bi are constrained by imposing the four cardinal gauge conditions
(5.14) – (5.17). This leaves four independent coefficients for the four modes.
The basis polarization tensors (aux)µν are chosen so that the conditions (5.31) are auto-
matically satisfied. At lowest order, these four modes do not propagate (as is demonstrated
in Appendix B). However, in the presence of the radiative correction terms, we expect that
they become dynamical, similar to the longitudinal mode in the vector case. There will
now be a contribution from (5.19), which adds the term kµkµ to their dispersion relation.
We do not pursue the calculation of the dispersion relations of these auxiliary modes in
this chapter. The method to do so can be found in [62], in which the dispersion of the
longitudinal mode in the photon case is computed.
5.4 Anisotropic Propagation
Now we consider the effects of the radiative correction terms on the two transverse prop-
agating linear combinations, which will be the main focus of this chapter. We will not be
considering all of the terms, however, as the task of diagonalizing the resulting equations
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of motion is highly nontrivial. Rather, we focus on a number of representative terms and
see what are some of the Lorentz-violating effects typical in this theory. This will provide a
guide on how we can experimentally differentiate the theory from general relativity, given
that the two theories are identical at lowest order.
5.4.1 Dispersion relations
Of the four terms (5.19)→ (5.22), only the first term modifies the dispersion relation, which
becomes
(1 + c1)kµkµ = 0, (5.33)
where c1 is some undetermined constant. In the absence of other terms in the dispersion
relation, this correction is immaterial. We can divide by 1 + c1 and obtain the usual
kµkµ = 0, so excitations propagate isotropically along the light cones.
If we also incorporate the radiative corrections that are linear in Hµν , the equations
of motion are still easily diagonalizable except for Eq. (5.26) and Eq. (5.28). We will
thus focus on the effects of the other six terms. The polarization tensors of the transverse
Goldstone modes remain unchanged, but their dispersion relations are now modified:
kµk
µ − c2Hµνkµkν = 0, (5.34)
where c2 is some undetermined coefficient that is expected to be small.
As in (5.10), the effect of the additional term in the dispersion relation is to make the
phase velocity of the transverse modes become anisotropic for a generic vev. The phase
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velocity is given by the ratio of the frequency ω and magnitude of the momentum k,
v =
ω
|~k|
= 1− c2
2
nµH
µνnν , (5.35)
where nµ = (1, ~n) and ~n = ~k/|~k|.
Note that in the case where Hµν can be written as tµtν , where tµ is timelike, we can
always boost to a frame in which the speed of the graviton is isotropic, and the dispersion
relation has the form
ω2 + v2~k · ~k = 0, (5.36)
where the propagation speed is different from the speed of light. Hµν = tµtν thus defines a
preferred rest frame, in which tµ = (1, 0, 0, 0).
5.4.2 Motion of test particles
We now want to investigate how the modified dispersion affects the motion of test particles in
the presence of the transverse Goldstone modes. Consider nearby particles with separation
vector Sµ. The geodesic deviation equation of the test particles is
D2
dτ2
Sµ = RµνρσUνUρSσ, (5.37)
where Rµνρσ is the Riemann tensor, τ is the proper time, and Uµ is the four-velocity of the
test particles. The notation Ddτ =
dxµ
dτ ∇µ denotes the directional covariant derivative.
To first order, we can set Uµ = (1, 0, 0, 0). Likewise, we can replace the Riemann tensor
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by its linearized version and the proper time τ by t. Eq. (5.37) then becomes
∂2
∂t2
Sµ = R(1)
µ
00σS
σ, (5.38)
where
R(1)µνρσ =
1
2
(∂ρ∂νhµσ + ∂σ∂µhνρ − ∂σ∂νhµρ − ∂ρ∂µhνσ). (5.39)
For simplicity, we assume that the transverse modes propagate in the z direction, so
that kµ = (ω, 0, 0, k). Note that ω 6= k, since the dispersion is no longer kµkµ = 0. As is
shown in Appendix B (B.24), the polarization tensor of the two transverse modes is
pµν =

p00 p10 p20 −p00
p10 h+ h× −p10
p20 h× −h+ −p20
−p00 −p10 −p20 p00

, (5.40)
where hµν = pµνeikαx
α
. The constants p00, p10, and p20 can be determined by imposing
the cardinal gauge conditions.1 Because we do not start from a diffeomorphism-invariant
formulation, we do not have the gauge freedom to set these coefficients to zero.
In Fourier space, Eq. (5.38) becomes
ω2δSµ =
1
2
(ω2pµσ + kσk
µp00 +
kσωp
µ
0 + ωk
µp0σ)Sσ(0), (5.41)
1In Appendix B, we give an explicit formula for p00, p10, and p20 in terms of components of Hµν . The
constants as they appear in (5.40) are of the form k(µξ|ν). They are therefore just gauge modes, so they are
not physically observable if the theory is diffeomorphism invariant (as in general relativity). In Goldstone
gravity, however, diffeomorphism invariance is broken, so the cardinal gauge mode components p01 and p02
in (5.44) and (5.45) can actually effect the motion of test particles, once radiative corrections are included.
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where Sµ(xµ) = Sµ(0) + δSµ(xµ), and Sµ(0) = Sµ(t = 0, ~x = ~0) is the initial position of
the test particle.
With hµν ∝ eikµxµ , the zeroth component of Eq. (5.41) reads
ω2δS0 =
1
2
(ω2p0σ + kσk
0p00
+kσωp00 + ωk
0p0σ)Sσ(0)
= 0, (5.42)
which is identically zero. There is no deflection in the time direction, as expected.
For µ = 1, we have
ω2δS1 =
1
2
(ω2h+S1(0) + ω2h×S2(0)
+(−ω2 + kω)p01S3(0)). (5.43)
If the dispersion relation is simply kµkµ = 0, the last term is zero. However, with the
modification cHµνkµkν in the dispersion, ω 6= k, and
δS1 =
1
2
[
h+S
1(0) + h×S2(0)
−c2
2
(H33 +H00 + 2H03)p01S3(0)
]
. (5.44)
Following the same procedure, the µ = 2 equation reads
δS2 =
1
2
(h×S1(0)− h+S2(0)
−c2
2
(H33 +H00 + 2H03)p02S3(0)). (5.45)
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The first two terms in (5.44) and (5.45) correspond to the usual + and × polarizations.
However, both δS1 and δS2 are now also functions of the longitudinal separation S3(0).
Similar to Eq. (5.42), the µ = 3 equation is normally identically zero. However, because
of the modified dispersion, we have
δS3 = −c2
2
(H00 +H33 + 2H03)(p01S1(0) + p02S2(0)). (5.46)
Thus, the test particles will also undergo longitudinal oscillations. Notice that the amplitude
of the oscillation is a function of the transverse position of the test particles. Hence the
motion is not uniform along z.
Similar to the graviton in general relativity, the two transverse modes have two polariza-
tions (conveniently labelled + and × here). The novel feature is that now both polarizations
are accompanied by transverse oscillations that depend on longitudinal separation, and lon-
gitudinal oscillations that depend on transverse separation.
5.4.3 Experimental constraints
If the speed of gravity vgraviton is less than the speed of light, ultra-high energy cosmic rays
will be able to emit ‘gravi-Cherenkov radiation’. This is analogous to the way in which a
light source emits Cherenkov radiation in a medium. The fact that we observe ultra-high-
energy cosmic rays puts a limit on the effectiveness of gravi-Cherenkov radiation, thereby
placing a stringent lower bound on the propagation speed of the Goldstone modes (if they
are to be interpreted as the graviton). We will use this to constrain the magnitude of the
correction term c2Hµνkµkν in the graviton dispersion relation (5.34).
In [68], it was found that, if gravi-Cherenkov radiation occurs, the maximum travelling
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time of a cosmic ray is
tmax =
M2Pl
(n− 1)2p3 , (5.47)
where p is the final momentum (when detected on Earth) and n = vcosmic/vgraviton is the
refractive index.
Using estimates in [68], this translates to
n− 1 ≈ c2
2
nµH
µνnν < 2× 10−15. (5.48)
The speed of the Goldstone graviton can thus only be very slightly less than the speed of
light.
5.4.4 Corrections to the energy-momentum tensor
The correction to the dispersion relation also has an effect on the energy-momentum tensor
of the transverse Goldstone modes.
We define the energy-momentum tensor to be
tµν = − 18piG
(
R(2)µν [h
(1)]− 1
2
ηρσR(2)ρσ [h
(1)]ηµν
)
, (5.49)
where R(i)µν [h(j)] is the parts of the expanded Ricci tensor that are ith-order in the metric
perturbation, while hj is the jth-order expansion of the field hµν . Hence, R
(i)
µν [h(j)] is of
order h(i×j).
As tµν is not diffeomorphism invariant, we should average over several wavelengths to
obtain a reasonable measure of the energy-momentum. Imposing the cardinal conditions
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obeyed by the transverse Goldstone modes, Eq. (5.49) simplifies to
t(0)µν =
1
64piG
kµkν
(trans)
ρσ 
ρσ
(trans). (5.50)
With the modification to the dispersion relation of the gravitons, kµ changes as kµ →
kµ + c22 Hµνk
ν up to first order. The energy-momentum tensor (5.49) becomes
tµν = t(0)µν +
c2pi
16G
(h2+ + h
2
×)Hµαk
αHνβk
β. (5.51)
The flux of energy and momentum carried by the transverse Goldstone modes are therefore
anisotropic, depending on Hµν . This makes sense, as the modes propagate at different phase
velocities in different directions.
It has been estimated that the energy flux due to a typical supernova explosion at cos-
mological distances is approximately 10−19erg/cm2/s. Given the experimental constraint
from gravi-Cherenkov radiation on the size of c2Hµν , the corrections are undetectable with
current technologies.
5.5 Vevs That Do Not Break All Six Generators
5.5.1 Gravitons are not necessarily Goldstone
For vector fields, an expectation value along with the Maxwell kinetic term naturally leads
to photon-like Goldstone modes, regardless of the form of the vev. We start out with four
degrees of freedom in the vector Aµ. The direction parallel to the vev is a massive mode,
while the three orthogonal directions are the massless Goldstone excitations. We can further
form two linear combinations of the Goldstone modes, such that they are transverse and
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obey the dispersion relation kµkµ = 0. The longitudinal mode does not propagate.
A similar story holds in the graviton case, as long as all six generators of the Lorentz
group are broken, giving rise to six Goldstone bosons. (See Table 1 for a comparison
with the photon case.) In this case, diffeomorphism invariance is also completely broken,
and the counting proceeds analogously. We start with ten degrees of freedom in hµν .
The four cardinal gauge conditions define four ‘directions’ along which the massive modes
live. This leaves six degrees of freedom for the six Goldstone bosons. Imposing the four
transverse conditions kµhµν = 0 leaves us with two linear combinations that obey the
dispersion relation kµkµ = 0. The remaining four longitudinal modes are auxiliary and do
not propagate.
This particularly straightforward case is the one that we have been focusing on so far.
In this section, we will explore what happens when not all six generators are broken by
the vev. In this case, there can be residual diffeomorphism invariance in the theory. The
Lorentz-violating theory might still contain two massless modes to be interpreted as the
graviton, which now originate from diffemorphism invariance rather than Lorentz violation
(so they are more like the gravitons in general relativity). This can never happen in the
photon case, because the vev always completely breaks gauge invariance.
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5.5.2 An example: Three Goldstone bosons only
We now wish to examine in detail a theory whose vev gives rise to three Goldstone modes
only. Consider the Lagrangian
L =
1
2
[(∂µh˜µν)(∂ν h˜)− (∂µh˜ρσ)(∂ρh˜µσ)
+
1
2
ηµν(∂µh˜ρσ)(∂ν h˜ρσ)− 12η
µν(∂µh˜)(∂ν h˜)]
+λ(h˜µν h˜µν −m2), (5.52)
where, for simplicity, we choose the potential to be a Lagrange multiplier instead of a
smooth potential. This fixes the length of h˜µν = Hµν + hµν . The corresponding equations
of motion are
QµνρσG
ρσ = 0, (5.53)
where
Gµν =
1
2
(∂σ∂νhσµ + ∂σ∂µhσν − ∂µ∂νh
−2hµν − ηµν∂ρ∂λhρλ + ηµν2h) (5.54)
is the usual linearized Einstein tensor, and Qµνρσ = ηµρηνσ − 1m2HµνHρσ is a projection
operator. Thus, (5.53) is essentially Einstein’s equations projected onto the hypersurface
orthogonal to Hµν . Note that we do not consider radiative corrections in this section.
Since the equations are linear, it is more convenient to switch to Fourier space (∂µ →
ikµ), turning the differential equations into algebraic ones, which can then be written as a
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9× 9 matrix equation. Assume that m2 > 0 in (5.52), one possible vev that minimizes the
potential is
Hµν =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

, (5.55)
which leads to three Goldstone modes (three boosts):
h(Goldstone)µν =

0 −β1 −β2 −β3
−β1 0 0 0
−β2 0 0 0
−β3 0 0 0

. (5.56)
As we demonstrate in Appendix B (where we give the most general polarization tensor of
a graviton propagating in the z direction), it is impossible for a graviton to have all vanishing
spatial components. Thus, no linear combinations of these three Goldstone modes in (5.56)
can possibly behave like the graviton.
Nonetheless, the theory does contain two massless degrees of freedom, as we now demon-
strate by directly solving the equations of motion. The first-order fixed-norm constraint
Hµνh
µν = 0 (essentially the second cardinal gauge condition) implies that h00 = 0. The
linearized equations of motion in momentum space are then
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
k22 + k
2
3 −k1k2 −k1k3 0 k0k2 k0k3 −2k0k1 0 −2k0k1
−k1k2 k21 + k23 −k2k3 −2k0k2 k0k1 0 0 k0k3 −2k0k2
−k1k3 −k2k3 k21 + k22 −2k0k3 0 k0k1 −2k0k3 k0k2 0
0 −2k0k2 −2k0k3 0 0 0 2(−k20 + k23) −2k2k3 2(−k20 + k22)
k0k2 k0k1 0 0 k
2
0 − k23 k2k3 0 k1k3 −2k1k2
k0k3 0 k0k1 0 k2k3 k
2
0 − k21 −2k1k3 k1k2 0
−2k0k1 0 −2k0k3 2(−k20 + k23) 0 −2k1k3 0 0 2(−k20 + k21)
0 k0k3 k0k2 −2k2k3 k1k3 k1k2 0 k20 − k21 0
−2k0k1 −2k0k2 0 2(−k20 + k22) −2k1k2 0 2(−k20 + k21) 0 0


h01
h02
h03
h11/2
h12
h13
h22/2
h23
h33/2

= 0.
(5.57)
Without loss of generality (since rotational invariance is preserved), we align axes such
that kµ = (ω, 0, 0, k). The equations of motion (5.57) have three zero eigenvalues, which is
consistent with the fact that there are three residual gauge degrees of freedom. Meanwhile,
there are two eigenvalues ω2 − k2, and setting them to zero yields the dispersion relation
−ω2 + k2 = kµkµ = 0. The corresponding eigenvectors have polarization tensors
pµν =

0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

, (5.58)
and
pµν =

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

. (5.59)
These are exactly the + and × polarizations of a graviton propagating in the z direction in
general relativity. Thus, the theory does contain two massless gravitons, but they do not
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arise as Goldstone bosons of spontaneous Lorentz violation.
Photon Graviton
Number of Goldstone Modes 3 6
Equivalent Gauge Conditions Temporal or Axial Cardinal
Number of Gauge Conditions/Massive Modes 1 4
Number of Transverse Modes 2 2
Number of Longitudinal Modes 1 4
Kinetic Term Maxwell Einstein-Hilbert
Table 5.1: Comparison between Goldstone Photons and Gravitons
The origin of these massless excitations are more appropriately associated with residual
diffeomorphism invariance. With the chosen ground state (5.55), the Lagrangian remains
invariant under the transformation hµν → hµν+∂µξν+∂νξµ for three independent functions
ξi (corresponding to the three zero eigenvalues of the equations of motion). This guarantees
the lack of mass terms for the components h+ and h× in the Lagrangian.
Furthermore, the simple vev (5.55) gives only two, rather than four, cardinal gauge
conditions. There are thus fewer massive ‘directions’ in spacetime. Of the four conditions
in (5.14), only two are independent. Since Hµν ∝ HµρHρν ∝ HµρHρσHσν , the last two
gauge conditions in (5.14) are equivalent to the second. There are thus two, rather than
four, massive modes.
Let’s compare this theory with the one that we have been considering in earlier sections.
Before, the vev broke both Lorentz invariance and diffeomorphism completely. There are
four cardinal gauge conditions, which implies that there are four massive modes. The
remaining six degrees of freedom correspond to the six broken generators of the Lorentz
group. Two linear combinations of the six propagate, while the remaining four are auxiliary.
Together, they add up to the ten degrees of freedom in hµν .
In contrast, the theory that we consider in this section has a vev that breaks diffeomor-
phism invariance only partially. There are three remaining pure gauge modes. Because the
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vev preserves rotational invariance, only the three boost generators are broken, resulting in
three Goldstone modes; none of them propagates, however. There are also only two massive
modes, as the vev gives rise to only two independent cardinal gauge conditions. Together
with the remaining two massless excitations that are identical to the graviton in general
relativity, they account for the ten degrees of freedom that we started with in hµν .
The possibilities are thus far richer in the graviton case than the photon case. In the
former, there are three possibilities: the vev can break three, five, or six generators of the
Lorentz group (We only discuss the first and the last case in this chapter.) When there are
fewer than six Goldstone bosons, it is possible that the theory has residual diffeomorphism
invariance, which can also result in massless excitations with the right properties to be
interpreted as the graviton.
5.6 Conclusions
Recently, Kostelecky and Potting [65] examined in detail a scenario in which a symmetric
two-index tensor acquires a vev via a potential. Two linear combinations of the six resulting
Goldstone modes are dynamical and have properties identical to those of the graviton in
general relativity. Because they originate in spontaneous symmetry breaking, this would
provide a natural explanation for why the graviton is massless, without the need to invoke
gauge invariance.
It was pointed out in [62] that, if we view the theory as an effective field theory, we
should integrate out the massive modes, which would generate an infinite number of ra-
diative correction terms in the low-energy effective Lagrangian. These terms are covariant
in form, but involve the vev Hµν , thereby inducing additional Lorentz-violating effects. In
this chapter, we examined the phenomenological properties of a subset of these radiative
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correction terms. In particular, we showed that they modify the dispersion relation of the
two dynamical degrees of freedom, which becomes
kµk
µ − c2Hµνkµkν = 0. (5.60)
This implies that the phase velocity of the dynamical modes is in general anisotropic.
Another interesting consequence of the modified dispersion (5.60) is that test particles
in their vicinity would be deflected differently from those near the graviton in general
relativity. They would undergo both transverse and longitudinal oscillations that depend
on the longitudinal and transverse separation, respectively.
We also investigated the relationship between different forms of the vev Hµν and the
corresponding Goldstone modes. Unlike in the photon case, for gravity there exist vevs for
which there are not enough Goldstone modes to construct the conventional graviton — the
gravitons may exist, but not as broken-symmetry generators acting on the vev.
Our analysis of the radiative-correction terms is by no means complete. For one thing,
we have left out their effects on the four remaining Goldstone modes that become dynamical
when they are present. Also, we only discussed terms that are linear in Hµν and ignored
higher-order corrections, which we believe to be sub-dominant, since Lorentz invariance has
been verified to great accuracy at low energies. However, it is conceivable that the higher-
order corrections would lead to interesting effects in addition to those that are discussed
in this chapter, so they certainly merit further investigation. Finally, it would also be
worthwhile to check whether the presence of the radiative corrections destabilize the theory.
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Chapter 6
Unitary Evolution and
Cosmological Fine-Tuning
6.1 Introduction
Inflationary cosmology [69, 70, 71] has come to play a central role in our modern understand-
ing of the universe. Long appreciated as a solution to the horizon and flatness problems, the
success of inflation-like perturbations (adiabatic, Gaussian, approximately scale-invariant)
at explaining a multitude of observations has led most cosmologists to believe that some
implementation of inflation is likely to be responsible for determining the initial conditions
of our observable universe.
Nevertheless, our understanding of the fundamental workings of inflation lags behind
our progress in observational cosmology. Although there are many models, we do not have
a single standout candidate for a specific particle-physics realization of the inflaton and its
dynamics. The fact that the scale of inflation is likely to be near the Planck scale opens
the door to a number of unanticipated physical phenomena. Less often emphasized is our
tenuous grip on the deep question of whether inflation actually delivers on its promise:
providing a dynamical mechanism that turns a wide variety of plausible initial states into
the apparently finely tuned conditions characteristic of our observable universe.
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The point of inflation is to make the conditions of the hot, dense, smooth Big Bang seem
natural. One can take the attitude that the initial conditions of the universe are simply to
be accepted, rather than explained — we only have one universe, and should learn to deal
with it, rather than seek explanations for the particular state in which we find it. In that
case, there would never be any reason to contemplate inflation. The reason why inflation
seems compelling is because we are more ambitious: we would like to understand why the
universe seems to be one way, rather than some other way. By its own standards, the
inflationary paradigm bears the burden of establishing that inflation is itself natural (or at
least more natural than the alternatives).
It has been recognized for some time that there is tension between this goal and the
underlying structure of classical mechanics (or quantum mechanics, for that matter). A
key feature of classical mechanics is conservation of information: the time-evolution map
from states at one time to states at some later time is invertible and volume-preserving, so
that the earlier states can be unambiguously recovered from the later states. This property
is encapsulated by Liouville’s theorem, which states that a distribution function in the
space of states remains constant along trajectories; roughly speaking, a certain number of
states at one time always evolves into precisely the same number of states at any other
time. In quantum mechanics, an analogous property is guaranteed by unitarity of the time-
evolution operator; most of our analysis here will be purely classical, but we will refer to
the conservation of the number of states as “unitarity” for convenience.
The conflict with the philosophy of inflation is clear. Inflation attempts to account for
the apparent fine-tuning of our early universe by offering a mechanism by which a relatively
natural early condition will robustly evolve into an apparently finely-tuned later condition.
But if that evolution is unitary, it is impossible for any mechanism to evolve a large number
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of states into a small number, so the number of initial conditions corresponding to inflation
must be correspondingly small, calling into question their status as “relatively natural.”
This point has been emphasized by Penrose [72], and has been subsequently discussed
elsewhere [73, 74, 75, 76, 77, 78, 79, 80, 81]. As long as it operates within the framework
of unitary evolution, the best inflation can do is to move the set of initial conditions that
creates a smooth, flat universe at late times from one part of phase space to another part;
it cannot increase the size of that set.
As a logical possibility, the true evolution of the universe may be non-unitary. Indeed,
discussions of cosmology often proceed as if this were the case, as we discuss below. The
justification for this perspective is that a comoving patch of space is smaller at earlier times,
and therefore can accommodate fewer modes of quantum fields. But there is nothing in
quantum field theory, or anything we know about gravity, to indicate that evolution is
fundamentally non-unitary. The simplest resolution is to imagine that there are a large
number of states that are not described by quantum fields in a smooth background (e.g.,
with Planckian spacetime curvature or the quantum-mechanical version thereof). Even if we
don’t have a straightforward description of the complete set of such states, the underlying
principle of unitarity is sufficient to imply that they must exist.
It seems clear that inflation does something. If nothing else, the conditions required to
begin inflation (a patch of space dominated by potential energy over a region larger than
the corresponding Hubble length [82]) are algorithmically simple; they are easy to specify,
in contrast with a wildly inhomogeneous early universe with conditions delicately tuned
so that the inhomogeneities would smooth out as it evolved forward in time. It may very
well be that, while proto-inflationary initial conditions are an extremely small subset of the
space of all possible initial conditions, they are nevertheless what is naturally produced in
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some theory of quantum cosmology or multiverse dynamics. We argue that this is the best
way to understand the role of inflation, rather than as a solution to the horizon and flatness
problems.
This chapter has two goals. First, we use the canonical measure on the space of solutions
to Einstein’s equations developed by Gibbons, Hawking, and Stewart [73] to quantify the
amount of fine-tuning involved in the flatness and homogeneity of the universe. Second,
we attempt to clarify what is “nice” about the initial conditions required for inflation, in
contrast with those of the conventional Big Bang cosmology. We do this by studying how
classical trajectories leave the domain of validity of classical physics by entering a regime
where quantum effects are necessarily important. A history of the universe, extrapolated
into the past, will ultimately reach a point of Planckian curvatures where we should put a
cutoff on our ability to describe it classically. But there is more than one kind of cutoff,
depending on which quantity first reaches the Planck scale: the Hubble parameter, the
background energy density, or the size of perturbations. Inflation acts to divert trajectories
(evolving toward the past) so that they hit the perturbation cutoff before the Hubble cutoff;
therefore, all inflationary trajectories starting at the Hubble cutoff (with sub-Planckian
perturbations) lead to smooth universes at late times.
Along the way we encounter a surprise: the flatness problem doesn’t exist. Considering
the measure on purely Robertson-Walker cosmologies (without perturbations) as a function
of spatial curvature, there is a divergence at zero curvature. In other words, curved RW
cosmologies are a set of measure zero. This divergence has been noticed previously [73, 80],
but was characterized as a feature that arose at large scale factors, rather than small
curvatures. We argue for the most straightforward interpretation of the result: the flatness
problem does not exist, as almost all solutions are spatially flat. Our intuition to the
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contrary is due to choosing an ill-defined measure on the space of initial conditions.
This divergence has no physical relevance, as the real world is not described by a per-
fectly Robertson-Walker metric. Nevertheless, it serves as a cautionary example for the
importance of considering the space of initial conditions in a mathematically rigorous way,
rather than relying on our intuition. We therefore perform a similar analysis for the case of
perturbed universes, to verify that there is not any hidden divergence at perfect homogene-
ity. We find that there is not; any individual perturbation can be written as an oscillator
with a time-dependent mass, and the measure is flat in the usual space of coordinate and
momentum. The homogeneity of the universe represents a true fine tuning; there is no
reason for the universe to be smooth.
The lesson of our investigation is that the state of the universe does appear unnatural
from the point of view of the canonical measure on the space of trajectories, and that no
choice of unitary evolution can alleviate that fine-tuning, whether it be inflation or any
other mechanism. Inflation can alter the set of initial conditions that leads to a universe
like ours, but it cannot make it any larger. Inflation does not remove the need for a theory
of initial conditions, it simply brings that need into sharper focus.
6.2 The Evolution of Our Comoving Patch
Ever since Isaac Newton, the paradigm for fundamental physics has been information-
conserving dynamical laws applied to initial data. A consequence of information conserva-
tion is reversibility: the state of the system at any one time is sufficient to recover its initial
state, or indeed any state in the past or future.
Both quantum mechanics and classical mechanics feature this kind of unitary evolution.1
1The collapse of the wave function in quantum mechanics is an apparent exception. We will not address
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In the Hamiltonian formulation of classical mechanics, a state is an element of phase space,
specified by coordinates qa(t) and momenta pa(t). Time evolution is governed by Hamilton’s
equations,
q˙a =
∂H
∂pa
, p˙a = −∂H
∂qa
, (6.1)
where H is the Hamiltonian. In quantum mechanics, a state is given by a wave function
|ψ(t)〉 which defines a ray in Hilbert space. Time evolution is governed by the Schro¨dinger
equation,
Hˆ|Ψ〉 = i∂t|Ψ〉, (6.2)
where Hˆ is the Hamiltonian operator, or equivalently by the von Neumann equation,
∂tρˆ = −i[Hˆ, ρˆ] , (6.3)
where ρˆ(t) = |ψ(t)〉〈ψ(t)| is the density operator. In either formalism, knowledge of the
state at any one moment of time is sufficient (given the Hamiltonian) to determine the
state at all other times. Even though we don’t yet know the complete laws of fundamental
physics, the most conservative assumption we could make would be to preserve the concept
of unitarity. Even without knowing the Hamiltonian or the space of states, we will see
that the principle of unitarity alone offers important insights into cosmological fine-tuning
problems.
Although the assumption of unitary evolution seems like a mild one, there are challenges
to applying the idea directly to an expanding universe. We can only observe a finite part
of the universe, and the physical size of that part changes with time. The former feature
this phenomenon, implicitly assuming something like the many-worlds interpretation, in which wave function
collapse is only apparent and the true evolution is perfectly unitary.
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implies that the region we observe is not a truly closed system, and the latter implies
that the set of field modes within this region is not fixed. Both aspects could be taken
to imply that, even if the underlying laws of fundamental physics are perfectly unitary, it
would nevertheless be inappropriate to apply the principle of unitarity to the the part of
the universe we can observe.
In this chapter we will take the stance that it is nevertheless sensible to proceed under the
assumption that the degrees of freedom describing our observable universe evolve according
to unitary dynamical laws, even if that assumption is an approximation. In this section
we offer the justification for this assumption. In particular we discuss two separate parts
to this claim: that the observable universe evolves autonomously (as a closed system), and
that this autonomous evolution is governed by unitary laws.
6.2.1 Autonomy
We live in an expanding universe that is approximately homogeneous and isotropic on large
scales. We can therefore consider our universe as a perturbation of an exactly homogenous
and isotropic (Robertson-Walker) background spacetime. Defining a particular map from
the background to our physical spacetime involves a choice of gauge. Nothing that we
are going to do depends on how that gauge is chosen, as long as it is defined consistently
throughout the history of the universe. Henceforth we assume that we’ve chosen a gauge.
The map from the RW background spacetime to our universe provides two crucial ele-
ments: a foliation into time slices, and a congruence of comoving geodesic worldlines. The
time slicing allows us to think of the universe as a fixed set of degrees of freedom evolving
through time, obeying Hamilton’s equations. At each moment in time there exists an exact
value of the (background) Hubble parameter and all other cosmological parameters.
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Figure 6.1: The physical system corresponding to our observable universe. Our comoving
patch is defined by the interior of the intersection of our past light cone with a cutoff surface,
for example the surface of last scattering. This illustration is not geometrically faithful, as
the expansion is not linear in time. Despite the change in physical size, we assume that the
space of states is of equal size at every moment.
The notion of comoving worldlines, orthogonal to spacelike hypersurfaces of constant
Hubble parameter, allows us to define what we mean by our comoving patch. If there is a
Big Bang singularity in our past, there is a corresponding particle horizon, defined by the
intersection of our past light cone with the singularity. However, independent of the precise
nature of the Big Bang, there is an effective limit to our ability to observe the past; in
practice this is provided by the surface of last scattering, although in principle observations
of gravitational waves or other particles could extend the surface backwards. The precise
details of where we draw the surface aren’t important to our arguments. What matters is
that there exists a well-defined region of three-space interior to the intersection of our past
light cone with the observability surface past which we can’t see. Our comoving patch, Σ,
is simply the physical system defined by the extension of that region forward in time via
comoving worldlines, as shown in Figure 6.1.
Our assumption is that this comoving patch can be considered as a set of degrees of
119
freedom evolving autonomously through time, free of influence from the rest of the universe.
This is clearly an approximation, as an observer stationed close to the boundary of our patch
would see particles pass both into and out of that region; our comoving patch isn’t truly a
closed system. However, the fact that the observable universe is homogenous implies that
the net effect of that flux of particles is very small. In particular, we generally don’t believe
that what happens inside our observable universe depends in any significant way on what
happens outside.
Note that we are not necessarily assuming that our observable universe is in a pure
quantum state, free of entanglement with external degrees of freedom; such entanglements
don’t affect the local dynamics of the internal degrees of freedom, and therefore are com-
pletely compatible with the von Neumann equation (6.3). We are, however, assuming that
the appropriate Hamiltonian is local in space. Holography implies that this is not likely to
be strictly true, but it seems like an effective approximation for the universe we observe.
6.2.2 Unitarity
Autonomy implies that we can consider our comoving patch as a fixed set of degrees of
freedom, evolving through time. Our other crucial assumption is that this evolution is
unitary (reversible). Even if the underlying fundamental laws of physics are unitary, it is
not completely obvious that the effective evolution of our comoving patch evolves this way.
Indeed, this issue is at the heart of the disagreement between those who have emphasized
the amount of fine-tuning required by inflationary initial conditions [72, 76, 78, 79] and
those who have argued that they are natural [77, 81].
The issue revolves around the time-dependent nature of the cutoff on modes of a quan-
tum field in an expanding universe. Since we are working in a comoving patch, there is a
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natural infrared cutoff given by the size of the patch, a length scale of order λIR ∼ aH−10 ,
where a is the scale factor (normalized to unity today) and H0 is the current Hubble pa-
rameter. But there is also an ultraviolet cutoff at the Planck length, λUV ∼ LP = 1/
√
8piG.
Clearly the total number of modes that fit in between these two cutoffs increases with time
as the universe expands. It is therefore tempting to conclude that the space of states is
getting larger.
We can’t definitively address this question in the absence of a theory of quantum gravity,
but for purposes of this chapter we will assume that the space of states is not getting larger
— which would violate the assumption of unitarity — but the nature of the states is
changing. In particular, the subset of states that can usefully be described in terms of
quantum fields on a smooth spacetime background is changing, but those are only a (very
small) minority of all possible states.
The justification for this view comes from the assumed reversibility of the underlying
laws. Consider the macrostate of our universe today — the set of all microstates compatible
with the macroscopic configuration we observe. For any given amount of energy density,
there are two solutions to the Friedmann equation, one with positive expansion rate and
one with negative expansion rate (unless the expansion rate is precisely zero, when the
solution is unique). So there is an equal number of microstates that are similar to our
current configuration, except that the universe is contracting rather than expanding. As
the universe contracts, each of those states must evolve into some unique future state;
therefore, the number of states accessible to the universe for different values of the Hubble
parameter (or different moments in time) is constant.
Most of the states available when the universe is smaller, however, are not described
by quantum fields on a smooth background. This is reflected in the fact that spatial in-
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homogeneities would be generically expected to grow, rather than shrink, as the universe
contracted. The effect of gravity on the state counting becomes significant, and in particular
we would expect copious production of black holes. These would appear as white holes in
the time-reversed expanding description. Therefore, the overwhelming majority of states
at early times that could evolve into something like our current observable universe are not
relatively smooth spacetimes with gently fluctuating quantum fields; they are expected to
be wildly inhomogeneous, filled with white holes or at least Planck-scale curvatures.
We do not know enough about quantum gravity to explicitly enumerate these states,
although some attempts to describe them have been made (see e.g., [83]). But the point is
that we don’t have to know how to describe them; the underlying assumption of unitarity
implies that they are there, whether we can describe them or not. (Similarly, the Bekenstein-
Hawking entropy formula is conventionally taken to imply a large number of states for
macroscopic black holes, even if there is no general description for what those individual
states are.)
This argument is not new, and it is often stated in terms of the entropy of our comoving
patch. In the current universe, this entropy is dominated by black holes, and has a value of
order SΣ(t0) ∼ 10104 [84]. If all the matter were part of a single black hole it would be as
large as SΣ(BH) ∼ 10122. In the radiation-dominated era, when inhomogeneities were small
and local gravitational effects were negligible, the entropy was of order SΣ(RD) ∼ 1088 . If
we assume that the entropy is the logarithm of the number of macroscopically indistinguish-
able microstates, and that every microstate within the current macrostate corresponds to
a unique predecessor at earlier times, it is clear that the vast majority of states from which
our present universe might have evolved don’t look anything like the smooth radiation-
dominated configuration we actually believe existed (since exp[10104] exp[1088]).
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This distinction between the number of states implied by the assumption of unitarity and
the number of states that could reasonably be described by quantum fields on a smooth
background is absolutely crucial for the question of how finely-tuned are the conditions
necessary to begin inflation. If we were to start with a configuration of small size and very
high density, and consider only those states described by field theory, we would dramatically
undercount the total number of states. Unitarity could possibly be violated in an ultimate
theory, but we will accept it for the remainder of this chapter.
6.3 The Canonical Measure
With these considerations in mind, we turn to a quantitative examination of the space of
solutions in classical general relativity. Despite subtleties associated with coordinate invari-
ance, GR can be cast as a conventional Hamiltonian system, with an infinite-dimensional
phase space and a set of constraints. In classical mechanics the state of the system is de-
scribed by a point γ in a phase space Γ, with canonical coordinates qa and momenta pa.
The index a goes from 1 to n, so that phase space is 2n-dimensional. Evolution according
to Hamilton’s equations (6.1) is generated by a Hamiltonian phase flow with tangent vector
V =
∂H
∂pa
∂
∂qa
− ∂H
∂qa
∂
∂pa
, (6.4)
where H is the Hamiltonian.
Phase space is a symplectic manifold, which means that it naturally comes equipped
with a symplectic form, which is a closed 2-form on Γ:
ω =
n∑
a=1
dpa ∧ dqa , dω = 0 . (6.5)
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Here Γ is 2n-dimensional, where n is the number of coordinates qa. The existence of the
symplectic form provides us with a unique measure on phase space,
Ω =
(−1)n(n−1)/2
n!
ωn . (6.6)
This is the Liouville measure, a 2n-form on Γ. It corresponds to the usual way of integrating
distributions over regions of phase space,
∫
f(γ)Ω =
∫
f(qa, pa)dnqdnp . (6.7)
The Liouville measure is conserved under Hamiltonian evolution. If we begin with a
region A ⊂ Γ, and it evolves into a region A′, Liouville’s theorem states that
∫
A
Ω =
∫
A′
Ω . (6.8)
The infinitesimal version of this result is that the Lie derivative of Ω with respect to the
vector field V vanishes,
LV Ω = 0 . (6.9)
These results can be traced back to the fact that the original symplectic form ω is also
invariant under the flow:
LV ω = 0 , (6.10)
so any form constructed from powers of ω will be invariant.
In classical statistical mechanics, the Liouville measure can be used to assign weights
to different distributions on phase space. That’s not equivalent to assigning probabilities
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to different sets of states, which requires some additional assumption. However, since the
Liouville measure is the only naturally-defined measure on phase space, it is natural to
assume that it is proportional to the probability in the absence of further information;
this is essentially Laplace’s “Principle of Indifference.” Indeed, in statistical mechanics we
typically assume that microstates are distributed with equal probability with respect to the
Liouville measure, consistent with known macroscopic constraints.
In cosmology, we don’t typically imagine choosing a random state of the universe, subject
to some constraints. When we consider questions of fine-tuning, however, we often consider
what a randomly-chosen history of the universe would be like. In other words, we implicitly
assume a measure on the space of solutions to Einstein’s equations, with respect to which we
can argue that a certain class of solutions (such as spatially flat universes, or universes that
are approximately homogeneous on large scales) are unnaturally finely tuned, suggesting
some deeper explanation than random chance. The assumption of some sort of measure
is absolutely necessary for making sense of cosmological fine-tuning arguments; otherwise
all we can say is that we live in the universe we see, and no further explanation is needed.
(Note that this measure on the space of solutions to Einstein’s equation is conceptually
distinct from a measure on observers in a multiverse, which is sometimes used to calculate
expectation values for cosmological parameters based on the anthropic principle.)
Gibbons, Hawking, and Stewart (GHS; [73]) showed how the Liouville measure on phase
space could be used to define a unique measure on the space of solutions (see also [74, 75,
80]). In general relativity we impose the Hamiltonian constraint, so we can consider the
(2n− 1)-dimensional constraint hypersurface of fixed Hamiltonian,
C = Γ/{H = H∗} . (6.11)
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Γ
C=Γ/{H=0}
M=C/V
Σ
Figure 6.2: Γ is the phase space of the system. C is the constraint hypersurface of constant
Hamiltonian (here chosen to be zero). M is the set of all classical trajectories in C, and Σ
is a transverse surface through which each trajectory passes only once. Physical quantities
should be independent of the choice of surface.
For Robertson-Walker cosmology, the Hamiltonian precisely vanishes for either open or
closed universes, so we can take H∗ = 0. Then we consider the space of classical trajectories
within this constraint hypersurface:
M = C/V , (6.12)
where the quotient by the evolution vector field V means that two points are equivalent if
they are connected by a classical trajectory. Note that this is well-defined, in the sense that
points in C always stay within C, because the Hamiltonian is conserved. The construction
is shown in Fig. 6.2.
As M is a submanifold of Γ, the measure is constructed by pulling back the symplectic
form from Γ to M and raising it to the (n− 1)th power. GHS constructed a useful explicit
form by choosing the nth coordinate on phase space to be the time, qn = t, so that the
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conjugate momentum becomes the Hamiltonian itself, pn = H. The symplectic form is then
ω = ω˜ + dH ∧ dt , (6.13)
where
ω˜ =
n−1∑
a=1
dpa ∧ dqa . (6.14)
The pullback of ω onto C then has precisely the same coordinate expression as (6.14), and
we will simply refer to this pullback as ω˜ from now on. It is automatically transverse to the
Hamiltonian flow (ω˜(V ) = 0), and therefore defines a well-defined symplectic form on the
space of trajectories M . The associated measure is
Ω˜ =
(−1)(n−1)(n−2)/2
(n− 1)! ω˜
n−1 . (6.15)
We will refer to this as the GHS measure; it is the unique measure on the space of trajectories
that is positive, independent of arbitrary choices, and respects the appropriate symmetries
[73].
To evaluate the measure we need to define coordinates on the space of trajectories. We
can choose a hypersurface Σ in phase space that is transverse to the evolution trajecto-
ries, and use the coordinates on phase space restricted to that hypersurface. An important
property of the GHS measure is that the integral over a region within a hypersurface is
independent of which hypersurface we chose, so long as it intersects the same set of tra-
jectories; if S1 and S2 are subsets, respectively, of two transverse hypersurfaces Σ1 and Σ2
in C, with the property that the set of trajectories passing through S1 is the same as that
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passing through S2, then ∫
S1
Ω˜ =
∫
S2
Ω˜ . (6.16)
The property that the measure on trajectories is local in phase space has a crucial
implication for studies of cosmological fine-tuning. Imagine that we specify a certain set
of trajectories by their macroscopic properties today; e.g., cosmological solutions that are
approximately homogeneous, isotropic, and spatially flat, suitably specified in terms of
canonical coordinates and momenta. It is immediately clear that the measure on this set is
independent of the choice of Hamiltonian. Therefore, no choice of Hamiltonian can make
the current universe more or less finely tuned. No new early-universe phenomena can change
the measure on a set of universes specified at late times, because we can always evaluate
the measure on a late-time hypersurface without reference to the behavior of the universe
at any earlier time. At heart, this is a direct consequence of Liouville’s theorem.
Gibbons and Turok interpreted the measure as the flux of a divergence-free “magnetic
field,” which is thereby converted into a surface integral [80]. The magnetic field is a one-
form given by the Hodge dual (defined on the (2n− 1)-dimensional constraint hypersurface
C) of the two-form ω˜ raised to the (n− 1) power:
B ≡ ∗C(ω˜)n−1 . (6.17)
In components, where i ∈ {1, · · · 2n− 1} is a coordinate label on C,
Bi =
1
2n−1(n− 1)!ij1j2···j2n−2(ω˜)j1j2(ω˜)j3j4 · · · (ω˜)j2n−2j2n−1 . (6.18)
The magnetic field B is divergenceless (from dω˜ = 0), and parallel to the evolution vector V .
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The integral of B projected into a hypersurface in C is independent of deformations of the
hypersurface, and is equal to the integral of Ω˜. Hence, given some transverse hypersurface
Σ in C representing M , the measure can be written in either of two forms,
µ =
∫
Σ
Ω˜ =
∫
Σ
Bin
i , (6.19)
where ni is a unit vector in C orthogonal to Σ. With this formalism established, we can
apply the measure to cosmological spacetimes.
6.4 Flatness
In this section, we evalute the measure on the space of solutions to Einstein’s equations in
minisuperspace (Robertson-Walker) cosmology with a scalar field. The metric is given by
ds2 = −N2dt2 + a2(t)
[
dr2
1− kr2 + r
2dΩ2
]
(6.20)
where the spatial curvature parameter k can be normalized to −1, 0, or +1 (so that a(t0)
is not normalized to unity). N is the lapse function, which acts as a Lagrange multiplier.
The energy density of the scalar field φ is
ρ =
1
2
φ˙2 + V (φ) . (6.21)
The Lagrangian for this system is
L = −3N−1aa˙2 + 3Nak + 1
2
N−1a3φ˙2 −Na3V (φ) , (6.22)
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where we have chosen units where 8piG = 1. The canonical coordinates can be taken to
be the lapse function N , the scale factor a, and the scalar field φ. We can do a Legendre
transformation to get the conjugate momenta,
pN = 0 , pa = −6N−1aa˙ , pφ = N−1a3φ˙ . (6.23)
The Hamiltonian is then given by
H = N
(
− p
2
a
12a
+
p2φ
2a3
+ a3V (φ)− 3ak
)
. (6.24)
Varying with respect to N gives the Hamiltonian constraint, H = 0, which is just the
Friedmann equation,
H2 =
1
3
(
ρφ˙ + ρV + ρk
)
, (6.25)
where we have defined
ρφ˙ =
1
2
φ˙2 , ρV = V (φ) , ρk = −3 k
a2
. (6.26)
Henceforth we will set N = 1, and we are left with a four-dimensional phase space,
Γ = {φ, pφ, a, pa} , (6.27)
with the canonical measure
ω = (dpa ∧ da+ dpφ ∧ dφ)|H=0, (6.28)
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which is just the Liouville measure subject to the constraint that H = 0. To enforce the
constraint, we can use the Friedmann equation to eliminate a from the measure, which
yields
a =
√
3k
V + φ˙2/2− 3H2 . (6.29)
Upon substitution into (6.28), the measure simplifies to
ω =
1
|k|
(
3k
V + φ˙2/2− 3H2
)5/2(1
3
(V − φ˙2 − 3H2)dφ˙ ∧ dφ+ (V ′ + 3Hφ˙)dH ∧ dφ+ φ˙dH ∧ dφ˙
)
.
(6.30)
The corresponding magnetic field is
Bi ≡
(
Bφ, Bφ˙, BH
)
=
1
|k|
( −3k
3H2 − V − φ˙2/2
)5/2(
−φ˙, V ′ + 3Hφ˙,−1
3
(V − φ˙2 − 3H2)
)
.
(6.31)
We are now left with a three-dimensional reduced phase space, and a two-dimensional
space of trajectories. The measure is defined by choosing some transverse surface Σ, and
integrating the B-field dotted into an orthogonal one-form ni.
µ =
∫
Σ
Bin
i . (6.32)
One possible choice of the transverse surface Σ is to fix the Hubble parameter,
Σ : {H = H∗} . (6.33)
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The measure evaluated on a surface of constant H is then
µ =
∫
H=H∗
BHdφ˙ dφ (6.34)
=
∫
H=H∗
1
|k|
( −3k
3H2∗ − V − φ˙2/2
)5/2
(V − φ˙2 − 3H2∗ )dφdφ˙ . (6.35)
It is convenient to rewrite this by changing variables from (φ, φ˙) to (ρ{˙φ, ρk), and using the
Friedmann equation (6.25). For simplicity, we will look at the potential V (φ) = m2φ2/2,
although our results don’t depend on this choice. The measure then becomes
µ =
33/2
2m|k|
∫
H=H∗
(−k
ρk
)5/2 3ρφ˙ + ρk
ρφ˙
1/2(3H2∗ − ρφ˙ − ρk)1/2
dρφ˙dρk (6.36)
It is clear that the integrals over both ρφ˙ and ρk diverge. The divergence with respect
to ρφ˙ occurs at large values, and is easily regulated by limiting our attention to densities
smaller than some fixed number. With respect to curvature, however, there is a divergence
as
ρk → 0 , (6.37)
where the integrand goes as ρ5/2k . We might imagine regularizing this divergence by removing
a region of size  around ρk = 0, and letting → 0. We would find that all of the measure
is dominated by nearly flat universes, in the following sense: Let µ(a, b) be the measure
obtained by integrating over all values of ρφ˙ less than the cutoff, and values of ρk with
a < ρk < b. Then we have
lim
→0
µ(a, b)
µ(, a)
= 0 (6.38)
for any b > a > 0. (An analogous conclusion holds for negative curvatures.) In other words,
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solutions with ρk 6= 0 are a set of measure zero.
There is a straightforward interpretation of this result: the flatness problem does not
exist. If we were to somehow imagine randomly choosing a Robertson-Walker universe,
it would be spatially flat with probability one. We feel that this interpretation is the
most sensible one, even though it runs counter to the conventional presentation of the
flatness problem.2 The usual statement of the flatness problem notes that even a very small
deviation from flatness at early times grows into an appreciable amount of curvature at
late times. While this is true, it only becomes a “problem” when we presume a measure —
in particular, some approximately-flat measure over values of the curvature parameter on
some initial-condition surface in the early universe. The lesson of the GHS measure is that
this reasonable-seeming intuition is wrong; the correct measure is very far from flat, and is
strongly concentrated on precisely flat universes.
Notice that the hypersurface H = H∗ intersects all trajectories exactly once if k ≤ 0.
However, our conclusion remains valid even for closed universes, since the divergence ρ−5/2k
is present in all three components of (6.31). In principle, one can imagine deforming the
H = H∗ surface to one that intersects all trajectories exactly once, and the divergence
still remains. Alternatively, we could have chosen to eliminate pa or pφ instead of a in the
measure. In this case, since ddt(φ˙a
3) = V ′a3, the transverse surface φ˙a3 = constant would
intersect all trajectories once, as long as the potential V for φ is monotonic. However, the
physical meaning of this transverse surface is less intuitive, so we use instead the H = H∗
surface in our analysis.
2This divergence was noted in the original GHS paper [73], where it was attributed to “universes with
very large scale factors” due to a different choice of variables. This seems to be beside the point, as any
open universe will eventually have a large scale factor. It is also discussed by Gibbons and Turok [80],
who correctly attribute it to nearly-flat universes. However, they advocate discarding all such universes as
physically indistinguishable, and concentrating on the non-flat universes. To us, this seems to be throwing
away almost all the solutions, and keeping a set of measure zero.
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We should be clear about the implications of this result. The real world is not perfectly
Robertson-Walker. If there are super-Hubble-radius perturbations (which are not sup-
pressed, according to the analysis in the next section), in any one patch the measured value
of the curvature parameter will deviate from unity. However, we draw the lesson that it is
worthwhile doing a careful analysis of cosmological fine-tuning using a well-defined measure
on the space of histories, as the results can differ substantially from a naive analysis.
6.5 Homogeneity
We now generalize our previous analysis of minisuperspace cosmology by including scalar
perturbations to examine the horizon problem. Although the horizon problem is usually
formulated in terms of the absence of causal contact between widely separated points in
the early universe, for our purposes we can think of it as the statement that perturbation
modes with large wavelengths have small amplitudes. While the set of all perturbations
defines a large-dimensional phase space, we can keep things simple by looking at a single
mode at a time. We will find that, in contrast with the surprising result of the last section,
the measure on perturbations is just what we would expect.
To calculate the measure for scalar perturbations, we need to first compute the corre-
sponding action. For the cases pertinent to our discussion (background domination by a
perfect fluid or a scalar field), the calculation of the action has already been done in [85],
which we will follow closely below. After obtaining the action, we can isolate the dynamical
variables and construct the symplectic two-form on phase space, which can then be used to
compute the measure on the set of solutions to Einstein’s equations.
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6.5.1 Action for a perfect fluid background
We will first calculate the measure for the solutions of scalar perturbations to Einstein’s
equations for a flat FRW background filled with a perfect fluid. The metric for this setting
is
ds2 = a2(η)
[−(1 + 2φ)dη2 + 2B,idηdx2 + ((1− 2ψ)δij + 2E,ij)dxidxj] , (6.39)
where φ, ψ, E,ij , and B,i are scalar perturbations to the metric. In this section, we will be
using the conformal time η in addition to t. Derivatives with respect to η are denoted by
the superscript ′.
Up to second order in the perturbations, the gravitational part of the action is
δ(2)Sgr =
1
2
∫
d4xa2(−6ψ′2 − 12H¯(φ+ ψ)ψ′ − 9H¯2(φ+ ψ)2
−2ψ,i(2φ,i − ψ,i)− 4H¯(φ+ ψ)(B − E′),ii + 4H¯ψ′E,ii
−4ψ′(B − E′),ii − 4H¯ψ,iB,i + 6H¯2(φ+ ψ)E,ii
−4H¯E,ii(B − E′),jj + 4H¯E,iiB,jj + 3H¯2E2,ii + 3H¯2B,iB,i)
+total derivatives, (6.40)
where H¯ = a′/a (while H = a˙/a). The dynamical quantity for hydrodynamical matter
is ξα(xβ), the deviation of test particles from their trajectory in the unperturbed FRW
universe. From this we can compute the matter part of the action,
δ(2)Sm =
∫
d4x[
1
2
ρφ2 + p(
3
2
ψ2 − 3φψ + φE,ii − ψE,ii + 12E,iiE,jj
−E,ijE,ij + 12B,iB,i) + (ρ+ p)(
1
2
ξi
′
ξi
′ +B,iξi
′ + φξi,i)
−1
2
c2s(ρ+ p)(3ψ − E,ii − ξi,i)2]a4 + total derivatives, (6.41)
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where cs is the adiabatic speed of sound in the fluid; β ≡ H¯2 − H¯ ′; and ρ and p are the
unperturbed energy density and pressure of the fluid. Combining (6.41) with (6.40), we
obtain the total action quadratic in the scalar perturbations,
δ(2)S = δ(2)Sgr + δ(2)Sm
=
1
2
∫
d4x(a2(−6[ψ′2 + 2H¯φψ′ + (H¯2 − β
3c2s
)φ2]
−4(ψ′ + H¯φ)(B − E′),ii − 2ψ,i(2φ,i − ψ,i)
+2β(ξi′ +B,i)(ξi
′ +B,i)− 2βc2s(3ψ − E,ii − ξi,i +
1
c2sφ
2
)2)
+total derivatives. (6.42)
We now introduce the Mukhanov-Sasaki variable v:
v =
1√
2
(φv − 2zψ), (6.43)
where z ≡ aβ1/2/H¯cs and φv = −2a(ψ′+ H¯φ)/(csβ1/2) is the velocity potential of the fluid.
Using constraints obtained by varying (6.42) with respect to φ, ψ, and E,ii, the action takes
on the simple form
δ(2)S =
1
2
∫
d4x
(
v′2 − c2sv,iv,i +
z′′
z
v2 + total derivatives
)
. (6.44)
This is the just the action for a scalar field with a time-varying mass. The fact that the
we can express the action in terms of the Mukhanov-Sasaki variable v alone implies that
there is only one dynamical degree of freedom present. The momentum pv conjugate to v
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is simply v′, and the Hamiltonian is given by
H = p
2
v
2
−
(
csk
2 +
z′′
z
)
v2. (6.45)
6.5.2 Action during inflation
We now repeat the calculation for the case where the background is filled with a canonical
scalar field S instead of a perfect fluid. The gravitational part of the action remains the
same. The scalar-field contribution to the action is
SS = d4x
√−g
(
1
2
S;αS ;α − V (S)
)
. (6.46)
Expanding all quantities to second order in the perturbations, we have
δ(2)S = δ(2)Sgr + δ(2)SS
=
1
2
∫
a2[−6ψ′2 − 12H¯φψ′ − 2ψ,i(2φ,i − ψ,i)− 2(H¯ ′ + 2H¯2)φ2
+(δS ′2 − δS,iδS,i − V,SSa2δS2) + 2(S¯ ′(φ+ 3ψ)′δS − 2V,Sa2φδS)
+4(B − E′),ii(S¯δS/2− ψ′ − H¯φ)] + total derivatives. (6.47)
As before, we introduce a gauge-invariant quantity analogous to the Mukhanov-Sasaki
variable,
v = a(δS + (S¯ ′/H¯)ψ). (6.48)
In terms of v, the action (6.47) simplifies to
δ(2)S =
1
2
∫ (
v′2 − v,iv,i + z
′′
z
v2 + total derivatives
)
, (6.49)
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where z = aS¯ ′/H¯. Similar to the perfect fluid case, the action is just that for a scalar field
with a time-varying mass, only that we now have c2s = 1.
6.5.3 Computation of the measure
Given the actions (6.42) and (6.47), we can straightforwardly compute the invariant mea-
sure on phase space. One caveat is that now the Hamiltonian is time-dependent, so the
carrier manifold of the Hamiltonian has an odd number of dimensions. We can retain
the symplecticity of a time-dependent Hamiltonian system (which requires an even num-
ber of dimensions) by promoting time to be an addition canonical coordinate qn+1 = t.
The conjugate momentum is then the negative value of the Hamiltonian, pn+1 = −H.
We can then construct an extended Hamiltonian H+ = H(p, q, t) + pn+1, which is explic-
itly time-independent, and from which we can derive the original Hamiltonian’s equations
(q˙i = ∂H+/∂pi and p˙i = −∂H+/∂qi), plus two additional trivial equations t˙ = 1 and
H˙ = ∂H/∂t.
With t promoted to a coordinate, the time-dependent Hamiltonian system also comes
equipped naturally with a closed symplectic two-form, now with an additional term:
ω =
n∑
a=1
dpa ∧ dqa − dH ∧ dt. (6.50)
The invariance of the form of Hamilton’s equations ensures that the Lie derivative of ω
with respect to the vector field generated by H+ vanishes. The top exterior power of ω
is then guaranteed to be conserved under the extended Hamiltonian flow, and can thus
play the role of the Liouville measure for the augmented system. The GHS measure can
then be obtained by pulling-back the Liouville measure onto a hypersurface intersecting the
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trajectories and satisfying the constraint H+ = 0.
In our case, the original system, with coordinate v and conjugate momentum pv, is
augmented to one with two coordinates v and η, and their conjugate momenta pv and
−H. The extended Hamiltonian, H+ = p2v/2− (c2sk2− z′′(t)/z(t))v2−H, is explicitly time-
independent (identically zero), and its conservation is analogous to the Friedmann equation
constraint in the analysis of the flatness problem. Using (6.50), the GHS measure ωGHS for
the perturbation is
ωGHS = dpv ∧ dv − (dH ∧ dη)|H=p2v/2−(c2sk2−z′′(t)/z(t))v2
= dpv ∧ dv − d
(
p2v
2
−
(
c2sk
2 +
z′′
z
)
v2
)
∧ dη
= dpv ∧ dv − pv(dpv ∧ dη) + 2v
(
c2sk
2 +
z′′
z
)
dv ∧ dη . (6.51)
One convenient hypersurface in which we can evalute the flux of trajectories is η =
constant. As dη = dt/a is always positive, this surface intersects all trajectories exactly
once. The flux of trajectories crossing this surface is unity, the coefficient of the first term
in (6.51). This implies that all values for v and pv are equally likely. There is nothing in
the measure that would explain the small observed values of perturbations at early times.
Hence, the observed homogeneity of our universe does imply considerable fine-tuning; unlike
the flatness problem, the horizon problem is real.
6.6 Tracing Perturbations Backwards
Having established that the nearly homogeneous nature of our present universe represents
a true fine-tuning problem, we turn to the relationship of inflation to this problem. Before
delving into a general discussion, in this section we address a specific calculation: the
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evolution of perturbations backwards from the present day to the early universe. This
will help us understand the difference between universes with and without inflation; in
particular, how trajectories intersect cutoff surfaces defined at the Planck scale.
For the purpose of illustration, we will consider a highly-simplified picture, in which we
compare the evolution of the energy density of perturbations in two scenarios — one where
the universe is matter-dominated throughout its history and another where the universe
undergoes a period of inflation prior to matter domination. Our analysis in this section
draws on results from [86] and [87].
6.6.1 Relation to Planck-scale cutoffs
All of our discussion has been in the context of classical general relativity. We know that such
a description can’t be valid in all regimes; in particular, in cosmology, physical quantities
will inevitably reach the Planck scale at some early time. This can be accounted for by
imposing appropriate cutoffs, denoting boundaries of the phase space past which classical
gravity no longer applies. In a smooth background, either the Hubble parameter or the
energy density could reach the Planck scale; in principle we could also consider spatial
curvature, but according to the Friedmann equation it will always be sub-Planckian if
the Hubble parameter and the (positive) energy density are sub-Planckian. If we restrict
ourselves to flat universes, a single cutoff when H = mPl suffices. For perturbations, the
classical equations fail when the gauge-invariant energy density δ˜ρ becomes larger thanm4Pl.
We therefore have two separate cutoff surfaces, for the Hubble parameter and for the
perturbations. A universe that looks like ours at late times will, when evolved backwards
in time, intersect one or the other of these surfaces. An important feature of inflation is
that it changes which surface is relevant. Without inflation, trajectories typically hit the
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Hubble parameter cutoff long before they hit the perturbation cutoff; with inflation, they
typically hit the perturbation cutoff first.
To see this explicitly, we derive equations to evolve scalar perturbations in the cur-
rent universe backwards in time. Although the canonical variables in the measure are
the Mukhanov-Sasaki variable v and its conjugate pv, we will focus instead on the gauge-
invariant energy density δ˜ρ, since its physical meaning is much clearer. In terms of v and
pv, δ˜ρ for a perfect-fluid background can be expressed as
δ˜ρ =
1
D
[(
f1g1 + f1g′2 + f1g2h2 − f2g′1 − f2g2h1
)
v + (−f1g2 + f2g1) pv
]
, (6.52)
where
f1 = − 2
a2
(k2 + 3H¯2), (6.53)
f2 = − 6
a2
H¯, (6.54)
g1 = − 2a√
2
(
H¯
β1/2cs
+
β1/2
H¯cs
)
, (6.55)
g2 = − 2a√
2β1/2cs
, (6.56)
h1 = −(c2sk2 + 2H¯ ′ + (1 + 3c2s)H¯2), (6.57)
h2 = −3(1 + c2s)H¯. (6.58)
For simplicity we assume that the perfect fluid is matter rather than radiation, although
qualitatively similar results would be obtained for a more detailed calculation. In this case
(6.52) simplifies to
δ˜ρ =
1458
√
3
η8
(2v − ηpv). (6.59)
Likewise, we can relate δ˜ρ during inflation, which can be calculated using (6.70) and
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(6.89), to v and pv:
δ˜ρ =
[(
f1 − f2h1
h2
)
φ¯′
2k2a
z′
z
+
f2
h2
]
v −
[(
f1 − f2h1
h2
)
φ¯′
2k2a
]
pv, (6.60)
where f1, f2 are as defined above, and
h1 = a
(
2H¯
φ¯′
+
φ¯′
H¯
)
(6.61)
h2 =
2a
φ¯′
. (6.62)
6.6.2 Evolution of perturbations in a matter-dominated universe
For the case in which the universe is matter-dominated throughout its history, the scale
factor and Hubble parameter are given by
a =
(
t
t0
)2/3
=
(
η
3t0
)2
(6.63)
H¯ =
2
η
, (6.64)
where t0 is the age of the universe.
The evolution of perturbations is most easily described by considering the gauge-invariant
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form of Einstein’s equations. We first define the following gauge-invariant quantities:
Φ = φ− 1
a
[a(B − E′)]′, (6.65)
Ψ = ψ +
a′
a
(B − E′), (6.66)
δ˜ρ = δρ− ρ′(B − E′), (6.67)
δ˜p = δp− p′(B − E′). (6.68)
(6.69)
In terms of these variables, Einstein’s equations become
− k2Ψ− 3H¯(Ψ′ + H¯Ψ) = 1
2
a2δ˜ρ (6.70)
Ψ′′ + 3H¯Ψ′ + (2H¯ ′ + H¯2)Ψ =
1
2
a2δ˜p, (6.71)
where we have used the fact Φ = Ψ (due to the absence of anisotropic stress) to simplify
the equations.
Combining these two equations and considering only adiabatic perturbations, we have
Ψ′′ + 3(1 + c2s)H¯Ψ
′ + c2sk
2Ψ+ (2H¯ ′ + (1 + 3c2s)H¯
2)Ψ = 0. (6.72)
For non-relativistic matter (cs = 0), this equation simplifies to
Ψ′′ +
6
η
Ψ′ = 0, (6.73)
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which admits the solution
Ψ = a1 +
a2
η5
= b1 + b2H5/3 (6.74)
where a1, a2, b1, and b2 are constants of integration.
Using (6.70), we can now solve for the gauge-invariant energy density of the perturbation
δ˜ρ,
δ˜ρ = − 2
a2
(
k2
a2
Ψ+ 3H¯Ψ˙ + 3H¯2Ψ
)
= −2b1k2H4/3 − 2b2k2H3 − 6b1H2 + 9b2H11/3. (6.75)
Of the two modes present, we are interested in the growing mode (terms with coefficient
b1):
δ˜ρg = −2b1(k2H4/3 + 3H2)
=
3H20
k2 + 3H20
(
δ˜ρ(H0)
ρ
)(
k2
(
H
H0
)4/3
+ 3H2
)
, (6.76)
where H0 is the current Hubble parameter.
6.6.3 Evolution of perturbations in a matter-dominated universe pre-
ceded by inflation
For perturbations during inflation, we choose a model of inflation in which the inflaton is
a canonical scalar field S in a potential that has the form of an exponential, so that all
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relevant quantities can be calculated analytically. In particular, the potential for the S is
V (S) = ge−λS , (6.77)
where g and λ are constants.
With this potential, the background scalar field S¯ obeys
S¯ = 1
λ
ln
(
8piGg2t2
3− 
)
, (6.78)
where the slow-roll parameter  = −H˙/H2 = λ2/2, and
˙¯S = 2
λt
=
2H
λ
. (6.79)
This potential leads to power-law inflation, with a ∝ t1/, and H = 1/t.
The parameter z as defined above is given by
z =
a ˙¯S
H
=
aS¯ ′
H¯
=
2t1/
λ
∝ a, (6.80)
Perturbations during inflation are, again, most simply described by the gauge-invariant
form of Einstein’s equations. We introduce the following gauge-invariant variables
u =
2Ψ
(ρ+ p)1/2
=
2Ψ
˙¯S
, (6.81)
θ =
1
z
=
√
1
3
1
a
(
1 +
p
ρ
)−1/2
, (6.82)
where ρ and p are the energy density and pressure of the background.
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Using these gauge-invariant variables, two of Einstein’s equations simplify to
∇2u = z
(v
z
)′
, (6.83)
v = θ
(u
θ
)′
(6.84)
where z and v have been defined in (6.49) and (6.48). Note that we have switched back to
the conformal time η. For the exponential potential, as t and a run from zero to infinity,
η = −/(1− )t−(1−)/ increases from negative infinity to zero.
Combining the two equations yields, in Fourier space,
u′′ +
(
k2 − θ
′′
θ
)
u = 0. (6.85)
Defining U = u/θ, (6.85) becomes
U ′′ + 2
θ′
θ
U ′ + k2U = 0, (6.86)
which has the solution
U = (−kη)− 1+2(1−)
[
c3J 1+
2(1−)
(−kη) + c4J 1+
2(1−)
(−kη)
]
, (6.87)
where c3 and c4 are integration constants, and Jα(x) is the Bessel function of the first kind
of order α.
Applying the initial condition that Ψ → η −11− e−ikη at very large −kη (which can be
obtained from solving Einstein’s equations in the WKB approximation), c4 = ic3, implying
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that
U = d3(−kη)−
1+
2(1−)Han 1+
2(1−)
(−kη), (6.88)
where Hanα(x) is the Hankel function of order α, and d3 is a constant of integration. The
scalar perturbation Ψ then becomes
Ψ =
˙¯S
2
θU = d4 ˙¯S 1
a
(−kη)− 1+2(1−)Han 1+
2(1−)
(−kη), (6.89)
where d4 is a constant and ˙¯S is given in (6.79). The gauge-invariant energy density of the
perturbation δ˜ρi can now be calculated by substituting Ψ and Ψ′ into (6.70). We omit the
explicit expression here, as it is very lengthy, and not particularly illuminating.
To describe the evolution of perturbations for a matter-dominated universe preceded by
inflation, we can match solutions obtained in this section with those found in Section 6.6.2.
In particular, at the transition, a, H, and δ˜ρ have to be continuous.
6.6.4 Results
Our results are shown in Fig. 3, which extrapolates a set of trajectories backwards from the
present day to the early universe, both with and without inflation. For the universe that
is entirely matter-dominated, the trajectories reach the H = mPl cutoff before intersecting
the δ˜ρ = m4Pl cutoff, while the opposite is true for the universe that inflated prior to the
matter-domination era. It is important to keep in mind that, although the trajectories
intersect the Placnkian cutoff surface very differently in these two scenarios, the number of
trajectories contained in each band are identical by Liouville’s theorem. Inflation merely
diverts the trajectories, rather than increasing the number of states that evolve into our
current universe.
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Figure 6.3: Log plot of the energy density of perturbation versus the Hubble parameter in a
universe that is matter-dominated entirely (lower curve), and a universe that first undergoes
inflation and then becomes matter-dominated (upper curve). The wavenumber shown here
is 10−55mPl. Energy densities in the range of 10−122 to 10−121mPl today (H0 = 10−60mPl)
are plotted. For the upper bands, inflation ends at Hi = 10−3mPl. The slow-roll parameter,
, is chosen to be 0.1. This corresponds to λ = 2.24, and results in approximately 70 e-folds.
This result will seem more familiar if we turn it around: to obtain a universe with
small perturbations at late times, in a purely matter-dominated cosmology we would have
to start with extremely small perturbations when the Hubble parameter is near the Planck
scale. With inflation, in contrast, we can start with the Hubble parameter at the Planck
scale and any sub-Planckian value of the perturbations. (In our classical analysis, any such
perturbations will be inflated to incredibly small values; in the real world, we expect that
the observed perturbations are due to quantum fluctuations.)
6.7 What is Inflation Good For?
We have used the invariant measure on cosmological solutions to Einstein’s equation to
quantitatively investigate the amount of fine-tuning required to explain the initial conditions
for our universe. Interestingly, we find that a careful analysis makes the flatness problem
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disappear; in the context of purely Robertson-Walker cosmologies, the measure diverges on
flat universes. In the case of deviations from homogeneity, however, we recover something
closer to the conventional result; in appropriate variables, the measure on the phase space
of any particular mode of perturbation is flat, so that a generic universe would be expected
to be highly inhomogeneous.
Now let’s turn to the implications of this analysis for inflation. As we have discussed, the
assumptions of unitarity and autonomy when applied to our comoving patch imply that any
set of states at late times necessarily corresponds to an equal number of states at early times,
as implied by Liouville’s theorem. The situation is illustrated in Fig. 6.4. The diagram
portrays the space of states for our comoving patch, foliated into slices corresponding to
states with specific values of the Hubble parameter. As long as we restrict our attention to
approximately Robertson-Walker universes, this is a valid description. For realistic values of
the cosmological parameters, the Hubble parameter evolves monotonically in time, so that
time evolution moves states through the foliation without doubling back. Furthermore,
within this approximation trajectories that start with the same Hubble parameter at an
initial time with have equal Hubble parameters at all times, since they share identical
background cosmologies.
Liouville’s theorem then implies that a given number of states on one slice through phase
space will evolve into an equal number of states at any other time. In the figure we illustrate
this schematically for two different choices of Hamiltonian: both have exactly the same field
content and general form of the action, but in one there is a scalar field potential that allows
for inflation, while in the other the corresponding potential does not support inflation. The
canonical variables and the invariant measure on phase space will be the same for these two
models, so they can be directly compared. It is clear that, assuming unitary evolution for
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Figure 6.4: Γ is the space of states for the system defined by our comoving patch. For
universes that are approximately Robertson-Walker, it can be foliated into subspaces of
states with particular values of the Hubble parameter. Liouville’s theorem implies that the
choice of Hamiltonian does not affect the volume of a region of phase space as it evolves
through time; this is illustrated schematically in the case of two theories with the same
number of degrees of freedom, but different scalar-field potentials. Even with a potential
that allows for inflation, the fraction of universes that actually inflate is very small. (This
depiction is not to scale.)
our comoving patch, the different choice of scalar potential can only deflect the trajectories
in some overall way. It cannot serve to focus or spread the trajectories, which would violate
Liouville’s theorem. Therefore, whether or not a theory allows for inflation has no impact
on the total fraction of initial conditions that lead to a universe that looks like ours at late
times.
Moreover, even with a Hamiltonian that permits inflation, the vast majority of cosmo-
logical solutions do not pass through an inflationary phase [74, 76, 80]. This is easily seen
by imagining collapsing universes; it is extremely unlikely that a thermal plasma of fields
will “anti-reheat” into a coherent inflaton field that then rolls slowly up its potential. Even
if we restrict to the minisuperspace approximation, most trajectories roll quickly down the
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potential or start at the bottom of the potential, rather than the 60 or more e-folds of
slow-roll phase that is required.
It is sometimes claimed that inflation is an “attractor” (see e.g., [88]), which would seem
to be at odds with this picture. It is a basic feature of Hamiltonian mechanics that there
are no attractors for closed systems; attractors only occur for systems with dissipation.
Inflation appears to be an attractor if we only consider the behavior of the scalar inflaton
field, without including gravity; the scalar sector by itself is dissipative due to Hubble
friction. If the entire phase space is considered, it follows immediately that there are no
attractors.
6.7.1 The universe is not chosen randomly
This basic argument has been appreciated for some time; indeed, its essential features were
outlined by Penrose [72] even before inflation was invented. Nevertheless, it has failed
to make an important impact on most discussions of inflationary cosmology. Attitudes
toward this line of inquiry fall roughly into three camps: a small camp who believe that the
implications of Liouville’s theorem represent a significant challenge to inflation’s purported
ability to address fine-tuning problems [76, 78, 79, 80]; an even smaller camp who explicitly
argue that the allowed space of initial conditions is much smaller than the space of later
conditions, in apparent conflict with the principles of unitary evolution [77, 81]; and a very
large camp who choose to ignore the issue or keep their opinions to themselves.
We would like to stake out a judicious middle ground. On the one hand, we believe that
unitary evolution is to be respected, even at early times when the vast majority of states
are not described by quantum field theory on smooth spacetime backgrounds. Therefore,
inflation does not increase the fraction of states that evolve into reasonable universes; it
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merely alters their trajectories. On the other hand, the way in which the trajectories are
altered by inflation is extremely suggestive. Even though the number of states that undergo
inflation is much smaller than the number that do not, even when we restrict attention to
trajectories that evolve into universes like the one we see, the character of those states is
very different. We believe that the benefit of inflation is not that it makes universes like ours
more numerous in the space of all possible universes, but that it provides a more reasonable
target for a true theory of initial conditions, from quantum cosmology or elsewhere. (This
is a possible reading of [77, 81], although those authors seem to exclude non-smooth initial
conditions a priori, rather than relying on some well-defined theory of initial conditions.)
We have mentioned that, in the space of all trajectories that pass through states similar
to our universe today, ones that include a period of inflation are a very small fraction. But
it should be noted that something similar (although not quantitatively as strong) could
be said about ordinary Big Bang cosmologies. Given the coarse-grained features of our
universe today — the spatial geometry, distribution of matter and radiation, and so on
— the overwhelming majority of microstates with those features did not arise from much
smoother earlier states. This holds true even if the coarse-grained description includes our
specific observations along our past light cone, such as the temperature anisotropies of the
cosmic microwave background. Given only this information and no additional assumptions
about the microstate, far more trajectories describe universes in which the apparent ho-
mogeneity of early times arises as a conspiracy of accidental cancelations between different
effects, rather than an actually smooth early state. At the level of cosmological perturba-
tions, this arises from the fact that we simply discard the decaying solution of every single
mode; keeping them would admit universes that were more inhomogeneous in the past,
and smoothed out to our present state. More generally, this can be seen by considering
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universes like ours that are collapsing rather than expanding; we would generically expect
inhomogeneities to grow during the collapse. Most universes that look like ours today are
simply time-reversed versions of such solutions, describing long series of thermodynamically
unlikely coincidences.
However, we can admit that such universes seem bizarre to us. If we picked a trajectory
for the universe randomly according to the canonical measure, most would never look like
our present universe. Of those that did, only a very small minority would start smooth and
evolve in what we think of as the conventional matter. However, those that do start smooth
have a certain advantage over the others: we can easily say which ones they are, simply by
referring to their macroscopic features at early times. (Namely, “they start smooth.”) In
contrast, the majority of initial states that grow into our universe today show no signs of
being ready to do so at early times; there is no way to know which ones they are. The fact
that they will ultimately smooth out is hidden in extremely subtle correlations between a
multitude of degrees of freedom.3 It seems much easier to imagine that an ultimate theory
of initial conditions will produce states that are simple to describe rather than ones that
feature an enormous number of mysterious and inaccessible correlations. In other words,
it’s true that a randomly-chosen universe like ours will begin in a wildly inhomogeneous
state; but there’s good reason to think that our universe was not chosen at random.
6.7.2 Inflation as an easy target
Given that we need some theory of initial conditions to explain why our universe was not
chosen at random, the question becomes whether inflation provides any help to this unknown
3For a more familiar example, consider a glass of water with an ice cube that melts over the course of an
hour. At the end of the melting process, if we reverse the momentum of every molecule in the glass, we will
describe an initial condition that evolves into an ice cube. But there’s no way of knowing that, just from
the macroscopically available information; it looks just like a regular glass of water.
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theory. We would like to suggest that it does, in two familiar ways: the required initial
state does not need to be as big, or as smooth, as in conventional Big Bang cosmology.
First, inflation allows the initial patch of spacetime with a Planck-scale Hubble param-
eter to be physically small, while conventional cosmology does not. If we extrapoloate a
matter- and radiation-dominated universe from today backwards in time, a comoving patch
of size H−10 today corresponds to a physical size ∼ 10−26H0 ∼ 1034m−1Pl when H = mPl. In
contrast, with inflation, the same patch needs to be no larger than the Planck length when
H = mPl, as emphasized by Kofman, Linde, and Mukhanov [77, 81]. If our purported the-
ory of initial conditions, whether quantum cosmology or baby-universe nucleation or some
other scheme, has an easier time making small patches of space than large ones, inflation
would be an enormous help.
The other advantage is in the degree of smoothness required. At the end of the previous
section we calculated that a perfect-fluid universe with Planckian Hubble parameter would
have to be extremely homogeneous to be compatible with the current universe, while an
analogous inflationary patch could accommodate any amount of sub-Planckian perturba-
tions. While the actual number of trajectories may be smaller in the case of inflation, there
is a sense in which the requirements seem more natural. Within the set of initial condi-
tions that experience sufficient inflation, all such states give us reasonable universes at late
times; in a more conventional Big Bang cosmology, the perturbations require an additional
substantial fine tuning. Again, we have a relatively plausible target for a future theory
of initial conditions: as long as inflation occurs, and the perturbations are not initially
super-Planckian, we will get a reasonable universe.
These features of inflation are certainly not novel; it is well-known that inflation allows
for the creation of a universe such as our own out of a small and relatively small bubble
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of false vacuum energy. We are nevertheless presenting the point in such detail because we
believe that the usual sales pitch for inflation is misleading; inflation does offer important
advantages over conventional Friedmann cosmologies, but not necessarily the ones that are
often advertised. In particular, inflation does not by itself make our current universe more
likely; the number of trajectories that end up looking like our present universe is unaffected
by the possibility of inflation, and even when it is allowed only a tiny minority of solutions
feature it. Rather, inflation provides a specific kind of “nice” set-up for a true theory of
initial conditions — one that is yet to be definitively developed.
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Appendix A
Solutions to the Linearized
Equations of Motion
We start by finding the solution to the equations of motion, linearized about a timelike,
fixed-norm background, Aµ. Then, showing less details, we find the solutions to the equa-
tions of motion linearized about a spacelike background. Finally, we put the solutions in
both cases into the compact form of (A.26)–(A.28). Our results agree with the solutions
for Goldstone modes found in [44].
The equations of motion for a timelike (+) or spacelike (−) vector field are (3.16),
Qµ ≡
(
ηµν ± AµAν
m2
)
(β1∂ρ∂ρAν + (β∗ − β1)∂ν∂ρAρ + β4Gν) = 0, (A.1)
where Gν is defined in (3.14) and AµQµ = 0 identically.
Timelike background. Consider perturbations about an arbitrary, constant (in space
and time) timelike background Aµ = A¯µ that satisfies the constraint: A¯µA¯µ = −m2. Define
perturbations by Aµ = A¯µ + δAµ. Then, to first order in these perturbations, A¯µQµ = 0
identically, and ηµνA¯µδAν = 0 by the constraint. We can define a basis set of four Lorentz
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4-vectors nα, with components
n0µ = A¯µ/m , n
i
µ ; i ∈ {1, 2, 3} , (A.2)
such that
ηµνnαµn
β
ν = η
αβ . (A.3)
The independent perturbations are δaα ≡ ηµνnαµδAν for α = 1, 2, 3. (δa0 is zero at
first order in perturbations due to the constraint.) It is then clear that there are three
independent equations of motion at first order in pertubations (assuming the constraint)
for the three independent perturbations,
δQi ≡ niν
(
β1∂ρ∂
ρδAν + (β∗ − β1)∂ν∂ρδAρ + β4n0µn0ρ∂µ∂ρδAν
)
= 0, (A.4)
where i ∈ {1, 2, 3}. We look for plane wave solutions for the δA:
δAµ =
∫
d4k qµ(k)eikνx
ν
. (A.5)
Since ηµνn0µδAν = 0, at first order,
qµ = cjnjµ where j ∈ {1, 2, 3}. (A.6)
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The equations of motion become the algebraic equations:
0 =
(
β1kρk
ρniνn
jν + (β∗ − β1)niνkνnjµkµ + β4n0µn0ρkµkρniνnjν
)
cj (A.7)
=
(
β1kρk
ρδij + (β∗ − β1)niνkνnjµkµ + β4n0µn0ρkµkρδij
)
cj (A.8)
≡M ijcj . (A.9)
The three independent solutions to these equations are given by setting an eigenvalue of
the matrixM to zero and setting ci to the corresponding eigenvector. Setting an eigenvalue
of M equal to zero gives a dispersion relation,
β1kρk
ρ + β4(n0µk
µ)2 = 0, (A.10)
with two linearly independent eigenvectors,
(e2)i = 2ijnjµk
µ ; (e3)i = 3ijnjµk
µ. (A.11)
The second eigenvalue of M gives the dispersion relation,
β∗kρkρ + (β∗ − β1 + β4)(n0µkµ)2 = 0, (A.12)
with corresponding eigenvector,
ci = niµk
µ. (A.13)
158
Spacelike background. The first-order linearized equations of motion about a spacelike
background are:
δQa ≡ naν
(
β1∂ρ∂
ρδAν + (β∗ − β1)∂ν∂ρδAρ + β4n3µn3ρ∂µ∂ρδAν
)
= 0 (A.14)
where a ∈ {0, 1, 2} and where, similarly to the timelike case, we have defined the set of four
Lorentz 4-vectors, nαµ, to be
n3µ = A¯µ/m and n
a
µ; a ∈ {0, 1, 2} (A.15)
such that
ηµνnαµn
β
ν = η
αβ . (A.16)
The independent perturbations are δaα ≡ ηµνnαµδAν for α = 0, 1, 2. (δa3 is zero at first
order in perturbations due to the constraint.)
Again we look for plane wave solutions of the form in (A.5). But now, since ηµνn3µδAν =
0, at first order,
qµ = canaµ where a ∈ {0, 1, 2}. (A.17)
The equations of motion become the algebraic equations:
=
(
β1kρk
ρnaνn
bν + (β∗ − β1)naνkνnbµkµ + β4n3µn3ρkµkρnaνnbν
)
cb (A.18)
=
(
β1kρk
ρηab + (β∗ − β1)naνkνnbµkµ + β4n3µn3ρkµkρηab
)
cb (A.19)
≡Mabcb. a, b ∈ {0, 1, 2} (A.20)
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Two independent solutions correspond to the dispersion relation (a ∈ {0, 1, 2})
β1kρk
ρ + β4(n3µk
µ)2 = 0 , (A.21)
with corresponding eigenmodes
(e1)a = a1b3nbµk
µ ; (e2)a = ab23nbµk
µ. (A.22)
The third solution corresponds to the dispersion relation
β∗kρkρ − (β∗ − β1 − β4)(n3µkµ)2 = 0 , (A.23)
with corresponding eigenmode
ca = ηabnbµk
µ. (A.24)
General expression. We can express the solutions in the timelike and spacelike cases in
a compact form by using the orthonormality of the nαµ, (A.3), along with (A.2), (A.15), and
the fact that,1
αβρσn
α
µn
β
ν = µναβn
α
ρn
β
σ. (A.25)
Then plugging (A.6) and (A.17) into (A.5) yields the solutions,
δAµ =
∫
d4k qµ(k)eikνx
ν
(A.26)
1This follows from the invariance of the Levi-Civita tensor,
αβγδn
α
µn
β
νn
γ
ρn
δ
σ = µνρσ
plus orthonormality, (A.3).
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where either,
qµ(k) = iανkρ
A¯σ
m
µνρσ and β1kρkρ + β4
(
A¯µk
µ
m
)2
= 0 and ανA¯ν = 0, (A.27)
where αν are real-valued constants or,
qµ = iα
(
ηµν ± A¯µA¯ν
m2
)
kν and β∗kρkρ ± (β∗ − β1 ± β4)
(
A¯µk
µ
m
)2
= 0, (A.28)
where α is a real-valued constant. The reality of the α’s follows from the condition, qµ(k) =
q∗µ(−k), that holds if and only if δAµ in (A.5) is real. In (A.28), the “+” sign corresponds
to the timelike background and the “−” sign to a spacelike background.
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Appendix B
Additional Properties of the
Goldstone Modes
B.1 Polarizations of Goldstone Modes
We enumerate here the Goldstone modes that arise when a symmetric two-index tensor
acquires various forms of vacuum expectation values. Linearity implies that the Goldstone
mode corresponding to a general vev is a superposition of these modes.
B.1.1 Time-time
Let’s first consider the case where only the 00 component of Hµν does not vanish. In that
case, the three boost generators are broken, and we therefore have three Goldstone modes.
Hµν =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

→ hµν =

0 −β1 −β2 −β3
−β1 0 0 0
−β2 0 0 0
−β3 0 0 0

. (B.1)
Obviously, this choice of the vacuum expectation value preserves rotational invariance.
Hence, none of the θ modes is excited.
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B.1.2 Time-space
Now consider the case where one of the 0i components is nonzero. This breaks all three
boosts, but only two of the three rotation generators. There are thus five Goldstone modes.
Hµν =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

→ hµν =

−2β1 0 θ3 −θ2
0 −2β1 −β2 −β3
θ3 −β2 0 0
−θ2 −β3 0 0

. (B.2)
Hµν =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

→ hµν =

−2β2 −θ3 0 θ1
−θ3 0 −β1 0
0 −β1 −2β2 −β3
θ1 0 −β3 0

. (B.3)
Hµν =

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

→ hµν =

−2β3 θ2 −θ1 0
θ2 0 0 −β1
−θ1 0 0 −β2
0 −β1 −β2 −2β3

. (B.4)
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B.1.3 Diagonal space-space
Now consider the case where one of the diagonal spatial elements does not vanish. This
breaks one of the three boosts, and two of the rotations.
Hµν =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

→ hµν =

0 −β1 0 0
−β1 0 θ3 −θ2
0 θ3 0 0
0 −θ2 0 0

. (B.5)
Hµν =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

→ hµν =

0 0 −β2 0
0 0 −θ3 0
−β2 −θ3 0 θ1
0 0 θ1 0

. (B.6)
Hµν =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

→ hµν =

0 0 0 −β3
0 0 0 θ2
0 0 0 −θ1
−β3 θ2 −θ1 0

. (B.7)
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B.1.4 Off-diagonal space-space
Finally, we consider the case in which one of the off-diagonal spatial components is non-zero.
This breaks two boosts and all rotations.
Hµν =

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

→ hµν =

0 −β2 −β1 0
−β2 −2θ3 0 θ1
−β1 0 2θ3 −θ2
0 θ1 −θ2 0

. (B.8)
Hµν =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

→ hµν =

0 −β3 0 −β1
−β3 2θ2 −θ1 0
0 −θ1 0 θ3
−β1 0 θ3 −2θ2

. (B.9)
Hµν =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

→ hµν =

0 0 −β3 −β2
0 0 θ2 −θ3
−β3 θ2 −2θ1 0
−β2 −θ3 0 2θ1

. (B.10)
Notice that not all ten modes are independent. We can, for example, perform a rotation
to diagonalize the three modes in B.1.4, so that they become a linear combination of the
modes in B.1.3.
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B.2 Proof That Gravitons Can Be Goldstone Bosons
We present here a proof that when all six generators are broken, two linear combinations
of the resulting six Goldstone bosons have properties that agree with those of the graviton
at lowest order.1 The propagating Goldstone modes obey the dispersion relation kµkµ = 0,
the transverse conditions kµhµν = 0, and the four cardinal gauge conditions.
First consider the most general vacuum expectation value
Hµν =

d e f g
e a h i
f h b j
g i j c

, (B.11)
where the ten constants a, b, c, d, e, f , g, h, i, j are presumably determined by the
potential V in (5.12). This choice of the vev might seem unnecessarily complicated (as it
can be simplified by boosts and rotations). However, as will be shown below, Eq. (B.11)
will simplify our analysis later on.
This vacuum expectation value gives the following Goldstone excitations:
1During the preparation of this manuscript, we became aware of the recent work by Kostelecky and
Potting [65], in which they gave a proof that a version of this Lorentz-violating theory of gravity is identical
to linearized gravity in the cardinal gauge.
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h00 = −2eβ1 − 2fβ2 − 2gβ3 (B.12)
h01 = −(a+ d)β1 − hβ2 − iβ3 + gθ2 − fθ3 (B.13)
h02 = −hβ1 − (b+ d)β2 − jβ3 − gθ1 + eθ3 (B.14)
h03 = −iβ1 − jβ2 − (c+ d)β3 + fθ1 − eθ2 (B.15)
h11 = −2eβ1 + 2iθ2 − 2hθ3 (B.16)
h22 = −2fβ2 − 2jθ1 + 2hθ3 (B.17)
h33 = −2gβ3 + 2jθ1 − 2iθ2 (B.18)
h12 = −fβ1 − eβ2 − iθ1 + jθ2 + (a− b)θ3 (B.19)
h13 = −gβ1 − eβ3 + hθ1 + (c− a)θ2 − jθ3 (B.20)
h23 = −gβ2 − fβ3 + (b− c)θ1 − hθ2 + iθ3. (B.21)
We would now like to demonstrate that it is possible for the Goldstone modes resulting
from a completely general vev to have a polarization tensor that agrees with that of a
graviton (in GR) propagating in the z direction in some gauge. In general relativity, we have
the freedom to add to any solution of the linearized Einstein’s equations the pure gauge
mode k(µ|ξ|ν). Therefore, the familiar + and × polarizations in the transverse-traceless
gauge,
hTTµν =

0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

eikαx
α
, (B.22)
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are not the most general form that the graviton in general relativity can take.
For a graviton propagating in the z direction, we have kµ = (ω, 0, 0, ω). If we set
ξµ = 1ω (−p00,−p01,−p02,−p03), the polarization p
(gauge)
µν of the most general gauge mode
h
(gauge)
µν = p
(gauge)
µν eikαx
α
can be written as
p(gauge)µν =

p00 p01 p02 (p03 − p00)/2
p01 0 0 −p01
p02 0 0 −p02
(p03 − p00)/2 −p01 −p02 −p03

, (B.23)
where p00, p01, p02, and p03 are constants. Thus, the most general form that the graviton
can assume in GR is the sum of (B.22) and (B.23)2:
h(general)µν =

p00 p01 p02 −p00
p01 h+ h× −p01
p02 h× −h+ −p02
−p00 −p01 −p02 p00

eikαx
α
. (B.24)
Note that because the Goldstone modes are all traceless, we have also set p00 = −p03 above.
We now want to see if the polarizations of the Goldstone bosons resulting from the most
general vev (B.11) can be matched onto (B.24).
2Here, we are restricting ourselves to graviton solutions of the form eikαx
α
. If we relax this assumption,
it is conceivable that there are other possible functional forms. This is analogous to electromagnetism in the
axial gauge, in which Aµ ∝ zeikαxα is needed to describe a plane-wave photon in the z direction. Thus, the
field becomes unbounded at spatial infinity, and it is questionable whether our effective theory is valid.
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To match (B.11) onto (B.24), we have to satisfy the following conditions:
h00 = −h03
h01 = −h31
h02 = −h32
h00 = h33. (B.25)
These four conditions leave in the six Goldstone modes two degrees of freedom, exactly the
right number to describe the graviton, which has two polarizations.
At this point, it is convenient to define new fields by linearly combining the Goldstone
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modes:
M1 = −(h00 + h33)
= (2e+ i)β1 + (2f + j)β2 + (2g + c+ d)β3
−fθ1 + eθ2 (B.26)
M2 = −(h01 + h31)
= (a+ d+ g)β1 + hβ2 + (i+ e)β3
−hθ1 − (g + c− a)θ2 + (f + j)θ3 (B.27)
M3 = −(h02 + h32)
= hβ1 + (b+ d+ g)β2 + (j + f)β3
+(g + c− b)θ1 + hθ2 − (e+ i)θ3 (B.28)
M4 = −h00 + h33
= 2eβ1 + 2fβ2 + 2jθ1 − 2iθ2 (B.29)
M5 = h11 ≡ h+
= −2eβ1 + 2iθ2 − 2hθ3 (B.30)
M6 = h12 ≡ h×
= −fβ1 − eβ2 − iθ1 + jθ2 + (a− b)θ3. (B.31)
In this new basis, the physical degrees of freedom are made very transparent: M5 and M6
are the usual + and × gravitons. The four conditions (B.25) now become M1 = M2 =
M3 =M4 = 0.
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These six linear equations relating the two bases can be written as a matrix equation
A~ζ = ~M, (B.32)
where ~ζ = (β1, β2, β3, θ1, θ2, θ3) and ~M = (M1,M2,M3,M4,M5,M6) are the Goldstone
modes in the original basis and new basis, respectively. This gives immediately the con-
straint det(A) 6= 0, since otherwise the matrix A is singular and the new basis spanned by
~M is incomplete.
To express hµν in the new basis spanned by ~M , we first invert Eq. (B.32) to solve for
~ζ = A−1 ~M , which can then be substituted into Eqs. (B.12) – (B.21).
B.2.1 The two transverse linear combinations of the six Goldstone modes
We now proceed to show that two linear combinations of the Goldstone modes (M5 andM6)
obey the dispersion relation kµkµ = 0 and are transverse to the momentum (kµhµν = 0).
Setting all Mi = 0 except for M5, all the conditions in (B.25) would be satisfied, and
we have
h(5)µν =

c500 c
5
01 c
5
02 −c500
c501 1 0 −c501
c502 0 −1 −c502
−c500 −c501 −c502 c500

M5, (B.33)
which has exactly the form of (B.24) if h× = 0. M5 therefore corresponds to the + polar-
ization of the graviton. The constants c5ij are computed straightforwardly using Eqs. (B.12)
– (B.21).
Similarly, if we turn off all the Mi’s except M6, all the conditions (B.25) are satisfied,
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and the polarization tensor of the Goldstone mode M6 becomes
h(6)µν =

c600 c
6
01 c
6
02 −c600
c601 0 1 −c601
c602 1 0 −c602
−c600 −c601 −c602 c600

M6, (B.34)
which agrees with (B.24) if h+ = 0, and therefore represents the × polarization. As before,
the constants c6ij are computed using Eqs.(B.12) – (B.21). Note that because M5 and M6
are nonzero, it is in general impossible to set all c5ij and c
6
ij = 0. That is, no choice of Hµν
corresponds to the transverse-traceless gauge conventionally used to describe the graviton.
Because the kinetic terms in the Lagrangian of our theory are those in the Einstein-
Hilbert action, the equations of motion of these Goldstone modes (valid for all six modes
M1→6) to leading order are simply given by the linearized Einstein equation in vacuum
∂σ∂νh
σ
µ + ∂σ∂µhσν −2hµν − ηµν∂ρ∂λhρσ = 0. (B.35)
Substituting the + mode, Eq. (B.33), into Eq. (B.35) and setting the 4-momentum to
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kµ = (ω, 0, 0, k) gives
2G00 = 0 (B.36)
2G01 = c501k(ω − k) = 0 (B.37)
2G02 = c502k(ω − k) = 0 (B.38)
2G03 = 0 (B.39)
2G11 = (ω2 − k2)− (ω − k)2c500 = 0 (B.40)
2G12 = 0 (B.41)
2G13 = c512ω(k − ω) = 0 (B.42)
2G22 = −(ω2 − k2)− (ω − k)2c500 = 0 (B.43)
2G23 = c523ω(k − ω) = 0 (B.44)
2G33 = 0. (B.45)
In general, c5ij do not vanish and Eqs. (B.36) – (B.45) imply that ω = k. That is, h
(5)
µν
propagates along the z direction at the speed of light, as expected.
If instead we substitute the × mode (Eq. (B.34)) into Eq. (B.35) and again set the
4-momentum kµ = (ω, 0, 0, k), we obtain the same equations, except that now
2G11 = −(ω − k)2c600 = 0 (B.46)
2G12 = (ω2 − k2) = 0 (B.47)
2G22 = −(ω − k)2c600 = 0, (B.48)
and c5ij → c6ij in (B.36) – (B.45). Clearly, the solution is still ω = k. Thus, h6µν also
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propagates along z at the speed of light.
Finally, the fact that these modes are transverse can be shown by direct computation:
kµh(general)µν = k
µ(hTTµν + p
gauge
µν e
ikαxα)
=
1
2
kµ(kµξν + kνξµ)
=
1
2
(k2ξν + kνkµξµ)
= 0, (B.49)
since the graviton obeys k2 = 0 and the gauge modes are traceless (i.e., kµξµ = 0).
In summary, we have shown that there are two special linear combinations (M5 andM6)
of the six Goldstone modes that have a polarization tensor identical to that of a graviton
in general relativity; obey the normal dispersion relation k2 = 0; and are transverse to the
momentum kµ.
B.2.2 The remaining four linear combinations
In this section, we demonstrate that the remaining four linear combinations do not prop-
agate upon imposing the equations of motion. The four remaining modes (M1 to M4) are
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given respectively by
h(1)µν =

c100 c
1
01 c
1
02 c
1
03
c101 0 0 −c101
c102 0 0 −c102
c103 −c101 −c102 c100

M1 (B.50)
h(2)µν =

c200 c
2
01 c
2
02 −c200
c201 0 0 c
2
13
c202 0 0 −c202
−c200 c213 −c202 c200

M2 (B.51)
h(3)µν =

c300 c
3
01 c
3
02 −c300
c301 0 0 −c301
c302 0 0 c
3
23
−c300 −c301 c323 c300

M3 (B.52)
h(4)µν =

c400 c
4
01 c
4
02 c
4
03
c401 0 0 −c413
c402 0 1 c
4
23
c403 c
4
13 c
4
23 c
4
00 − c433

M4, (B.53)
where c1ij , c
2
ij , c
3
ij , c
4
ij are constants determined by Eqs. (B.12) – (B.21).
Again, using the linearized Einstein’s equations, the mode M1 (B.50) has the following
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equations of motion:
2G00 = −(c100ω2 + 2kc103ω + c100k2) = 0 (B.54)
2G01 = c101k(ω − k) = 0 (B.55)
2G02 = c202k(ω − k) = 0 (B.56)
2G03 = 0 (B.57)
2G11 = c100ω
2 + 2kc103ω + c
1
00k
2 = 0 (B.58)
2G12 = 0 (B.59)
2G13 = c101ω(k − ω) = 0 (B.60)
2G22 = c100ω
2 + 2kc103ω + c
1
00k
2 = 0 (B.61)
2G23 = c102ω(k − ω) = 0 (B.62)
2G33 = 0. (B.63)
In general, the constants c1ij do not vanish and the only way to satisfy all these conditions is
to set ω = k = 0. This mode therefore does not propagate. It is straightforward to repeat
the analysis for the other three modes, and it can be shown that their equations of motion
lead to ω = k = 0.
This analysis is thus in agreement with that by Kostelecky and Potting [65]: in this
Lorentz-violating theory, only two linear combinations of the six Goldstone modes propagate
and obey the dispersion relation kµkµ = 0 and the transverse condition kµµν = 0. Also,
because of the form (5.13) of the Goldstone modes, the cardinal gauge conditions are all
satisfied. The four remaining linear combinations do not propagate. Thus, at lowest order,
the theory contains two propagating modes with properties identical to the graviton in
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linearized general relativity.
B.3 Proof of the Necessity of Breaking All Six Generators
to Get Goldstone Gravitons
We now discuss a systematic way of determining the number of Goldstone modes that result
for a given vev. We construct a 10× 6 matrix N where each row corresponds to one of the
ten components of hµν , and each column corresponds to one of the six generators of the
Lorentz group (θi and βi, i ∈ 1, 2, 3).
N =

−2H01 −2H02 −2H03 0 0 0
−(H00 + h11) −H12 −H13 0 H03 −H02
−H12 −(H00 +H22) −H23 −H03 0 H01
−H13 −H23 −(H00 +H33) H02 −H01 0
−2H01 0 0 0 2H13 −2H12
−H02 −H01 0 −H13 H23 H11 −H22
−H03 0 −2H01 H12 H33 −H11 −H23
0 −2H02 0 −2H23 0 2H12
0 −H03 −H02 H22 −H33 −H12 H13
0 0 −2H03 2H23 −2H13 0

. (B.64)
The entriesN are the coefficients of the θi and βi in the ten components of hµν . The rank of
this matrix is the number of Goldstone modes. The possible ranks of this matrix are three,
five, and six. This is different in the vector case, in which the rank of the corresponding
4× 6 matrix is always three, consistent with the fact that there are always three Goldstone
modes.
We found in Appendix B that a necessary and sufficient condition for the theory to
contain two linear combinations of the Goldstone modes is
det(A) 6= 0, (B.65)
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which is equivalent to Rank(A) = 6. Since the rows of A are just linear combinations of
those of N, the rank of the former is necessarily less than or equal to the latter. Thus, for
vevs that do not break all six generators, the number of Goldstone modes < 6, implying
that
Rank(N) < 6 (B.66)
⇒ Rank(A) < 6 (B.67)
⇔ det(A) = 0, (B.68)
violating the condition (B.65). This implies the lack of two linear combinations of the Gold-
stone modes that behave like the graviton in general relativity. However, as was discussed,
it is still possible that the theory contains massless excitations that behave like the graviton;
they are just not Goldstone in origin.
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