Wireless Sensor Networks (WSNs) for Critical Applications: analysis and enhancements by De Guglielmo, Domenico
 
 
 
 
DOTTORATO DI RICERCA IN  
INFORMATICA, SISTEMI E TELECOMUNICAZIONI 
Indirizzo: INGEGNERIA INFORMATICA MULTIMEDIALITA' E 
TELECOMUNICAZIONI 
 
CICLO XXVII 
 
 
 
COORDINATORE Prof. Luigi Chisci 
 
 
 
Wireless Sensor Networks (WSNs) for Critical Applications: analysis and enhancements 
 
 
 
Settore Scientifico Disciplinare ING-INF/05 
 
 
 
 Dottorando  Tutori 
       De Guglielmo Domenico Prof. Anastasi Giuseppe 
 
 
 
                                                                                             Prof. Vicario Enrico 
 
 
 
                                                                                             Ing. Francavilla Gianpiero 
 
 
 
 
Coordinatore 
Prof. Luigi Chisci 
 
 
 
 
 
 
Anni 2012/2014 
 
iii
Abstract - In this thesis we study the suitability of Wireless Sensor Networks (WSNs)
for suppporting critical applications, i.e. applications where, in addition to energy ef-
ficiency, other requirements such as reliability, timeliness, security and scalability must
be taken into consideration. We organize the thesis into three main parts. First, we
consider WSNs compliant to the IEEE 802.15.4 standard that is currently the most
popular technology for commercial WSNs. We show that 802.15.4 WSNs suffer from
severe limitations in terms of reliability and scalability that make them unsuitable for
critical applications. Since these limitations are mainly due to an improper setting of the
CSMA/CA algorithm used to regulate channel access in 802.15.4 networks, we propose
JIT-LEAP, an adaptive and learning-based algorithm that adaptively tunes the 802.15.4
CSMA/CA parameters so as to provide the level of reliability required by the application
with the minimum energy consumption. JIT-LEAP makes 802.15.4 networks suitable
for applications having reliability as the main concern. However, it is not a viable so-
lution for time-critical applications since the increase in reliability comes at the cost
of increased packet latency. When low and predictable latencies are required, a Time
Division Multiple Access (TDMA) scheme is typically used for channel access. Hence,
the second part of this thesis focuses on TDMA-based WSNs. Despite TDMA provides
guaranteed bandwidth, high energy efficiency, low and predictable latency, it also has
a number of limitations (e.g. it requires a strict synchronization between sensor nodes,
an allocation of slots to sensor nodes and, suffers from selective jamming attack). Thus,
we provide original solutions to overcome some of them. We first propose LOCALL,
a localized algorithm for allocation of transmission slots to sensor nodes. Thanks to
its localized approach, LOCALL does not require the exchange of messages to establish
a communication schedule and, hence, minimizes energy consumption of sensor nodes.
Then, we propose JAMMY, a distributed solution to contrast the selective jamming
attack in TDMA-based WSNs. The solutions we propose in the first two parts of the
thesis significantly improve the performance/robustness of both 802.15.4 and TDMA-
based networks. However, the fact that these technologies rely on one single channel
for communication can significanlty degrade their performance in real-world scenarios.
WSNs share the wireless spectrum with other ambient technologies such as WiFi, Blue-
tooth and, hence, suffer from external interference. Moreover, the performance of WSNs
is usually affected by multi-path fading since any object in their surroundings acts as
a reflector for RF signals. Using multiple channels for communication and a channel
hopping scheme, has been shown to be an effective way to mitigate both external inter-
ference and multi-path fading. For this reason, IEEE has recently proposed the IEEE
802.15.4e Time Slotted Channel Hopping (TSCH) mode, a new channel access mecha-
nism that combines time slotted access, with channel hopping capabilities. Given these
characteristics TSCH is one of the most promising technologies to support real-world
WSN critical applications. Therefore, the last part of the thesis is devoted to analyze it.
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Chapter 1
Introduction
A Wireless Sensor Network (WSN) is composed of a (large) number of sensor devices
deployed over a certain geographical area and interconnected through wireless links.
Sensor devices gather information from the physical environment or a monitored system
(e.g. temperature, pressure, vibrations), optionally perform a preliminary local process-
ing of acquired information, and send (raw or processed) data to a central controller.
Based on the received information, the controller takes intelligent decisions and performs
appropriate actions, through actuator devices, to change the behavior of the physical
environment or the monitored system.
Nowadays, WSNs are used in many applications domains ranging from environmental
monitoring and location/tracking applications to industrial [1] and healthcare applica-
tions [2]. In the industrial field WSNs are used in factory automation [3], distributed
and process control [4–6], real-time monitoring of machinery health, detection of liquid/-
gas leakage, radiation check [7] an so on. In the healthcare domain WSNs have been
considered for the monitoring of physiological data in chronicle patients and transparent
interaction with the healthcare system.
Energy efficiency is usually the main concern in the design of WSNs-based systems.
This is because sensor devices are typically powered by batteries, with a limited energy
budget, and their replacement can be very expensive or, even, impossible [8]. However,
in many relevant applications, hereafter referred to as critical applications, additional
requirements such as reliability, timeliness, scalability and security must be considered
as well [1, 9]. Reliability and timeliness are critical issues in industrial and healthcare
1
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applications. In fact, in these kinds of applications, if data packets are not correctly
delivered to the final destination within a pre-defined deadline, the correct behavior of
the system (e.g. the timely detection of a critical event) may be compromised. The
maximum allowed latency depends on the specific application and ranges from tens of
milliseconds (e.g for discrete manufacturing and factory automation), to seconds (e.g.
for process control) and even minutes (e.g. for asset monitoring) [9]. Security merits
special attention in WSNs-based systems since sensor devices are often deployed in
open, unattended, possibly hostile environments that makes them extremely prone to
both cyber and physical attacks. Finally, scalability of algorithms and protocols for
WSNs is also very important since WSNs may be composed of a large number of sensor
nodes (e.g. for the monitoring of large geographical areas).
In this thesis we study the suitability of WSNs for supporting critical applications. The
thesis is organized into three main parts. First, we consider WSNs compliant to the IEEE
802.15.4 standard [10] that is currently the most popular technology for commercial
WSNs. We show that 802.15.4 WSNs suffer from severe limitations in terms of reliability
and scalability that make them unsuitable for critical applications. Also, we highlight
that these limitations are mainly due to an improper setting of the CSMA/CA algorithm
used to regulate channel access in 802.15.4 networks. Therefore, we propose JIT-LEAP,
an adaptive and learning-based algorithm that adaptively tunes the 802.15.4 CSMA/CA
parameters so as to provide the level of reliability required by the application with the
minimum energy consumption for sensor nodes. JIT-LEAP makes 802.15.4 networks
suitable for applications having reliability as the main concern. However, it is not a viable
solution for time-critical applications since, the increase in reliability comes at the cost of
increased packet latency. In scenarios where low and predictable latencies are required, a
Time Division Multiple Access (TDMA) scheme is typically used for regulating channel
access. Hence, in the second part of the thesis we focus on TDMA-based WSNs. We
highlight that, despite TDMA provides guaranteed bandwidth, high energy efficiency,
absence of collisions (i.e. high reliability), low and predictable latency, it also has a
number of limitations (e.g. it requires a strict synchronization between nodes and an
allocation of communications slots). Hence, we provide original solutions to overcome
some of them. Specifically, we first propose LOCALL, a localized algorithm for allocation
of transmission slots to sensor nodes that, thanks to its localized approach, does not
require the exchange of messages to establish a communication schedule. This minimizes
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energy consumption of sensor nodes and makes LOCALL particularly suitable both for
environments where packets can be corrupted or missed and dynamic networks. Then,
we propose JAMMY, a distributed and self-adaptive solution to contrast the selective
jamming attack [11, 12] in TDMA-based WSNs. Selective jamming is a particularly
insidious form of Denial-of-Service (DoS) that allows an adversary to completely thwart
the communication of a victim node with a very low probability to be detected.
Although the proposed solutions significantly improve the performance/robustness of
both 802.15.4 and TDMA-based networks, the fact that these networks rely on one single
channel for communication can significanlty degrade their performance in real-world
applications. WSNs typically share their radio medium with other ambient technologies
such as WiFi [13], Bluetooth [14] or even cordless phones and microwave ovens [15] and,
hence, suffer from external interference. In addition, when WSNs operate in indoor
environments, their performance is affected by multi-path fading since any wall, person,
object in their surroundings acts as a reflector for RF signals [16]. Using multiple
channels for communication, together with a channel hopping scheme, has been shown to
be an effective way to mitigate both external interference and multi-path fading [16, 17].
For this reason, channel hopping is adopted by many industrial wireless technologies such
as ISA [18] and WirelessHART [19]. In this perspective, IEEE has recently proposed the
IEEE 802.15.4e Time Slotted Channel Hopping (TSCH) mode [20], a new channel access
mechanism that combines time slotted access, with multi-channel and channel hopping
capabilities. Given these characteristics TSCH is one of the most promising technologies
to support real-world WSNs critical applications. For this reason, the last part of the
thesis is devoted to analyze it. In the following, we describe the contributions of each
single part of this thesis in detail and we outline its structure.
1.1 Contributions of this thesis
Part I. Analysis of 802.15.4 WSNs
In the first part of this thesis, we analyze the suitability of IEEE 802.15.4 WSNs for
supporting critical applications. Products compliant to the IEEE 802.15.4 standard are
largely available on the market and it is considered the reference technology for commer-
cial WSNs applications. The 802.15.4 standard defines the physical (PHY) and Medium
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Access Control Layer (MAC) of the protocol stack. In order to cope with different ap-
plication requirements the IEEE 802.15.4 provides two different MAC operation modes
namely the Beacon-Enabled (BE) mode and the Non-Beacon-Enabled (NBE) mode. The
BE mode relies on a periodic superframe bounded by beacons, which are special syn-
chronization frames generated by the coordinator nodes. In BE mode each sensor node
waits for the reception of a beacon and, then, starts transmitting its data frames using
a slotted carrier sense multiple access with collision avoidance (CSMA/CA) algorithm.
Conversely, in the NBE mode there is no superframe; nodes are not synchronized, and an
unslotted CSMA/CA algorithm is used for frame transmissions. The 802.15.4 standard
and the CSMA/CA algorithms used in BE and NBE mode are described in chapter 2
of this thesis.
The performance of 802.15.4 MAC has been thoroughly investigated in the literature
through analysis [21, 22], simulations [23–27] and real experiments [27, 28]. However,
the majority of studies focused on the BE mode of operation only, while significant less
attention has been devoted to analyze the performance of the NBE mode. Specifically,
literature still lacks an analytical model of the unslotted 802.15.4 CSMA/CA algorithm
(used in NBE mode) that is both accurate and tractable. Since the NBE mode is the
most suitable access method for applications generating sporadic and/or irregular traf-
fic (e.g event-driven WSNs and upcoming IoT applications) having an accurate and
tractable analytical model of the unslotted CSMA/CA algorithm is imperative to in-
vestigate the quality of service that can be provided to this kind of applications. For
this reason, in chapter 3 of this thesis we present a new analytical model of 802.15.4
unslotted CSMA/CA algorithm that, unlike previous proposed analytical models, does
not introduce over-simplifying assumptions, is able to investigate the performance of
WSNs composed of a large number of sensor nodes, and allows to compute a number of
different performance metrics such as delivery ratio, average packet latency and energy
consumption of sensor nodes.
The results presented in chapter 3 highlight that the unslotted 802.15.4 CSMA/CA
algorithm suffers from serious limitations in terms of reliability and scalability that
make it unsuitable for critical applications. Specifically, the delivery ratio provided by
the protocol is very low even when the number of contending nodes is not so high. In
addition, it sharply drops when the number of contending nodes increases. A similar
behavior has been observed also for the slotted 802.15.4 CSMA/CA algorithm used in
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BE mode as reported in [27]. Our results, and those reported in [27], demonstrate
that the reliability provided by the 802.15.4 CSMA/CA algorithm (both slotted and
unslotted) can be significantly increased by using higher CSMA/CA parameter values.
However, this comes at the cost of a higher latency and/or energy consumption.
Regarding the BE mode, a number of approaches [22, 29, 30] have been proposed in
the literature to provide the optimal setting of CSMA/CA parameter values, i.e. the
set of values for CSMA/CA parameters through which it is possible to satisfy the ap-
plication requirements (in terms of reliability) with the minimum energy consumption
for sensor nodes. In real WSNs the identication of such optimal setting is not a trivial
task, as reliability strongly depends on time-varying factors - such as number of sensor
nodes, offered load and packet error rate (PER) - that can neither be controlled nor pre-
dicted. In chapter 4 of this thesis we compare (through simulation) the most relevant
approaches presented in the literature for the tuning of 802.15.4 CSMA/CA algorithm
parameters values. Then, in chapter 5, we present the Just-in-Time LEarning-based
Adaptive Parameter tuning (JIT-LEAP) algorithm, an adaptive algorithm for the tuning
of 802.15.4 CSMA/CA parameters that, leveraging a learning-based approach and using
a theoretically-grounded Change Detection Test (CDT), outperforms all the previous
solutions presented in the literature for the tuning of 802.15.4 CSMA/CA parameters.
Our results demonstrate that through the use of JIT-LEAP is possible to significantly
increase the reliability of 802.15.4 networks, making them suitable for applications hav-
ing reliability as the main concern. However, JIT-LEAP is not a viable solution for
time-critical applications since, in addition to reliability, it also increases packet latency.
When applications have stringent requirements in terms of both reliability and timeli-
ness, TDMA is typically used for regulating channel access. Therefore, the second part
of this thesis is dedicated to analyze TDMA-based WSNs.
Part II. Analysis of TDMA-based WSNs
Many application domains require very high reliability and, at the same time, low and
predictable latencies as well as energy efficiency. In such scenarios a Time Division
Multiple Access (TDMA) scheme is typically used for regulating channel access. As well
known, in TDMA-based systems time is divided into a sequence of periodic superframes,
each one of which consists of a fixed number of transmission slots. Slots are allocated
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to sensor nodes so that each node needs to be active only during its own slot(s), while
it can sleep for the rest of the time. Therefore, TDMA provides guaranteed bandwidth,
high energy efficiency, absence of collisions (i.e., high reliability), low and predictable
latency. On the other side, TDMA has also a number of limitations. First of all, a
strict synchronization among sensor nodes is needed [31, 32]. Second, TDMA has a
limited flexibility since an allocation of slots to sensor nodes has to be performed in
order for the network to operate [33] and a different slot allocation pattern (and hence
a re-execution of the slot allocation procedure) is usually required if a change in the
network topology occurs. Finally, TDMA suffers from selective jamming attack [12, 34],
a particularly insidious form of Denial-of-Service (DoS) that allows an adversary to
completely thwart the communication of a victim node with a very low probability to
be detected. In this thesis we present two original proposals to both provide a flexible
solution to the problem of slot allocation and to contrast selective jamming attacks
in TDMA-based WSNs. Specifically, in chapter 7 we propose LOCALL, a localized
slot allocation algorithm which allows sensor nodes of a TDMA-based WSN to select
their own transmission slot(s) in a completely autonomous way, just relying on local
information. Thanks to its localized approach LOCALL does not require the exchange
of messages to establish a communication schedule. This minimizes energy consumption
of sensor nodes and makes LOCALL particularly suitable both for environments where
packets can be corrupted or missed and dynamic networks. In chapter 8, we propose
JAMMY, a novel distributed and self-adaptive solution against selective jamming attacks
in TDMA-based WSNs. Unlike previous approaches, JAMMY is completely distributed,
i.e. it does not suffer from typical limitations of centralized solutions (e.g. single point
of failure). Moreover, JAMMY introduces a negligible computation overhead and no
communication overhead at all.
Although the solutions proposed in part I and II of this thesis significantly improve the
performance/robustness of both 802.15.4 and TDMA-based networks, the fact that these
networks rely on one single channel for communication can significanlty degrade their
performance in real-world applications. WSNs typically share their radio medium with
other ambient technologies such as WiFi [13], Bluetooth [14] or even cordless phones
and microwave ovens [15] and, hence, suffer from external interference. In addition, the
performance of indoor WSNs is affected by multi-path fading since any wall, person,
object in their surroundings acts as a reflector for RF signals [16]. Using multiple
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channels for communication, together with a channel hopping scheme, has been shown
to be an effective way to mitigate both external interference and multi-path fading
[16, 17]. For this reason, many industrial wireless technologies such as ISA [18] and
WirelessHART [19] adopt channel hopping. In this perspective, IEEE has recently
proposed the IEEE 802.15.4e Time Slotted Channel Hopping (TSCH) mode [20], a new
channel access mechanism that combines time slotted access, with multi-channel and
channel hopping capabilities. Given these characteristics TSCH is expected to be one
of the major enabling technologies for future real-world WSNs applications. For this
reason, the last part of the thesis is devoted to analyze it.
Part III. Analysis of IEEE 802.15.4e TSCH
The IEEE 802.15.4e standard [20] enhances and adds functionalities to the 802.15.4 MAC
layer, in order to address the emerging needs of embedded industrial applications. IEEE
802.15.4e defines a number of MAC (Medium Access Control) behavior modes, to support
specific application domains, and some general functional improvements not tied to any
specific application domain. A general description of the new mechanisms introduced
by the standard is reported in chapter 9. In this thesis we focus on the Time Slotted
Channel Hopping (TSCH) behavior mode of IEEE 802.15.4e, which combines time slotted
access, with multi-channel and channel hopping capabilities, thus providing increased
network capacity, high reliability and predictable latency, while maintaining very low
duty cycles (i.e., energy efficiency). These unique characteristics make TSCH one of the
most promising technologies for future real-world WSNs applications. In chapter 9, 10
and 11 of this thesis we focus on analyzing TSCH networks. The majority of studies
on TSCH focus on link scheduling [35][36][37], i.e. on the assignment of communication
links to sensor nodes and, hence, consider a fully operative network. Conversely, in this
thesis we investigate the mechanisms offered by TSCH to bootstrap/build the network.
Specifically, in chapter 10 we analyze the network formation process of IEEE 802.15.4e
TSCH network. We define a simple random-based network advertisement algorithm and
analyze its performance, through both analysis and simulations, in terms of joining time,
i.e. the total time taken by a new device to join the TSCH network. Then, in chapter 11,
we focus on TSCH shared links, i.e special communication slots assigned to more than
one transmitter. Shared links are expected to play a key role in future TSCH networks
since they will be used - in combination with, or as an alternative to, dedicated links
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(i.e. slots assigned to one single transmitter) - during the network formation process
(e.g. to exchange routing/scheduling information) and also in case of network failure
(e.g. when a free-of-collision communication schedule is not available). We analyze
the CSMA/CA algorithm used by TSCH nodes to concurrently access shared slots.
Specifically, we develop an analytical model of TSCH CSMA/CA, based on Discrete
Time Markov Chains (DTMC) and use it to predict the performance experienced by
nodes when accessing shared links. Since capture effect - i.e. the ability of some radios
to correctly receive a strong signal from one transmitter, despite significant interference
from other transmitters - has a significant impact on the performance of real wireless
networks, we also consider this aspect in our model [38]. Our model has been validated
through both simulation experiments and measurements in a real testbed. The obtained
results clearly show the limitations of the TSCH CSMA/CA algorithm and the impact of
different parameters on its performance. Also, it is shown that capture effect significantly
improves the performance of the algorithm.
We conclude the thesis in chapter 12 by drawing conclusion and outlining possible di-
rections of future work.
1.2 Outline of the thesis
This thesis is organized as follows. In chapters 2, 3, 4 and 5 we analyze the suitability
of IEEE 802.15.4 WSNs for supporting critical applications. In chapter 2 we introduce
the IEEE 802.15.4 standard, review literature on IEEE 802.15.4 and motivate the work
we present in chapters 3, 4 and 5. In chapter 3 we present a new analytical model
of the IEEE 802.15.4 unslotted CSMA/CA algorithm that, differently from previous
analytical models, is both accurate and tractable. Through the model it is possible
to compute a number of different performance metrics such as delivery ratio, average
packet latency and energy consumption of sensor nodes and to investigate the impact
of different parameters on the network performance. In chapter 4 we compare the
performance of the different strategies that have been proposed in the literature for the
tuning of 802.15.4 CSMA/CA algorithm parameters. The analysis highlights the pros
and the cons of the various approaches but, also, reveals some limitations of current
solutions. For this reason in chapter 5 we present JIT-LEAP, a new learning-based and
adaptive algorithm for the tuning of 802.15.4 CSMA/CA parameters that overcomes
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the limitations of previous solutions and outperforms their performance. JIT-LEAP
makes 802.15.4 networks suitable for applications having reliability as the main concern.
However, it is not a viable solution for time-critical applications.
In scenarios where low and predictable latencies are required TDMA is typically used
for regulating channel access. Hence, the second part of this thesis (chapters 6, 7 and
8) focuses on TDMA-based WSNs. In chapter 6 we highlight the limitations of TDMA-
based WSNs. Then, in chapters 7 and 8 we present two solutions to overcome some of
them. Specifically, in chapter 7 we present LOCALL, a localized slot allocation algorithm
which allows sensor nodes of a TDMA-based WSN to select their own transmission slot(s)
in a completely autonomous way, just relying on local information. This minimizes
energy consumption of sensor nodes and makes LOCALL particularly suitable both
for environments where packets can be corrupted or missed and dynamic networks.
Then, in chapter 8 we propose JAMMY, a novel distributed and self-adaptive solution
against selective jamming attacks in TDMA-based WSNs. Unlike previous approaches,
JAMMY is completely distributed, i.e. it does not suffer from typical limitations of
centralized solutions (e.g. single point of failure). Moreover, JAMMY introduces a
negligible computation overhead and no communication overhead at all.
The solutions we propose in part I and II of this thesis significantly improve the perfor-
mance of both 802.15.4 WSNs and TDMA-based WSNs. However, the fact that these
networks rely on one single channel for communication significantly limits their perfor-
mance in real environments. The last part of this thesis (chapters 9, 10, 11) analyzes the
IEEE 802.15.4e TSCH MAC behavior mode, a new multi-channel MAC protocol speci-
fically designed to support critical industrial applications. In chapter 9 we introduce the
IEEE 802.15.4e standard with a special emphasis on the Time Slotted Channel Hopping
(TSCH) MAC behavior mode. Then, in chapter 10 and 11 we present our contributions.
Specifically, in chapter 10 we study the nework formation process of TSCH networks.
We define a simple random-based network advertisement algorithm and analyze its per-
formance, through both analysis and simulations. Then, in chapter 11 we propose an
analytical model of the TSCH CSMA/CA algorithm, i.e. the algorithm used by nodes
of TSCH networks to access shared links.
Chapter 12 concludes this thesis with a summary of our research work, and points out
some future research directions.
 
Part I
IEEE 802.15.4 WSNs

Chapter 2
IEEE 802.15.4 WSNs:
background and literature review
2.1 Introduction
The first part of this thesis is devoted to analyze the suitability of 802.15.4 networks
for supporting critical applications. In this chapter we first describe the IEEE 802.15.4
standard and the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
algorithms it uses for regulating channel access. Then, we review the most relevant works
analyzing the performance of 802.15.4 networks and motivate the work we present in
chapters 3, 4 and 5.
2.2 IEEE 802.15.4 standard
The IEEE 802.15.4 [10] is a standard for low-rate, low-power, and low-cost Personal
Area Networks (PANs). It defines the physical (PHY) and Medium Access Control
(MAC) layer of the protocol stack. Products compliant to the IEEE 802.15.4 standard
are largely available on the market and 802.15.4 is considered the reference technology
for commercial WSNs.
A PAN is formed by one PAN coordinator which is in charge of managing the whole
network, and, optionally, by one or more coordinators that are responsible for a subset
13
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of nodes in the network. Regular nodes must associate with a (PAN) coordinator in
order to communicate. The supported network topologies are star (single-hop), cluster-
tree and mesh (multi-hop) (see Figure 2.1). The standard defines two different channel
access methods: a beacon enabled (BE) mode and a non-beacon enabled (NBE) mode
(see Figure 2.2). The beacon enabled mode provides a power management mechanism
based on a duty cycle. It uses a superframe structure (see Figure 2.3) which is bounded
by beacons, i.e., special synchronization frames generated periodically by the coordinator
node(s).
Figure 2.1: IEEE 802.15.4 network topologies
MAC
Non-beacon enabled Beacon enabled
Superframe Structure
Contention free
Reserved time slot
Contention based
Slotted CSMA-CA
Contention based
Unslotted CSMA-CA
Figure 2.2: IEEE 802.15.4 MAC operation modes
The time between two consecutive beacons is called Beacon Interval (BI), and is defined
through the Beacon Order (BO) parameter (BI = 15.36 · 2BO ms, with 0 ≤ BO ≤ 14).
Each superframe consists of an active period and an inactive period. In the active pe-
riod nodes communicate with the coordinator they are associated with, while during
the inactive period they enter a low power state to save energy. The active period is
denoted as Superframe Duration (SD) and its size is defined by the Superframe Order
(SO) parameter (SD = 15.36 · 2SO ms, with 0 ≤ SO ≤ BO ≤ 14). It can be further
divided into a Contention Access Period (CAP) and a Contention Free Period (CFP).
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During CAP a slotted CSMA/CA algorithm is used for channel access, while in the
CFP communication occurs in a TDMA (Time Division Multiple Access) style by us-
ing a number of Guaranteed Time Slots (GTSs), pre-assigned to individual nodes. In
the non-beacon enabled mode there is no superframe, nodes are always active (energy
conservation is delegated to the layers above the MAC protocol) and use an unslotted
CSMA/CA algorithm for channel access.
GTS GTS
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
CAP CFP
SD = aBaseSuperFrameDuration*2SO sym
BI = aBaseSuperFrameDuration*2BO sym
Inactive
Active
Beacon Beacon
Figure 2.3: IEEE 802.15.4 Superframe
2.3 IEEE 802.15.4 CSMA/CA algorithm
The CSMA/CA algorithm is used in both the beacon enabled mode (during the CAP
portion of the active period) and the non-beacon enabled mode. In the beacon enabled
mode a slotted scheme is used - i.e., all operations are aligned to backoff period slots
(whose duration is 320µs) - while in the non-beacon enabled mode there is no such
alignment. Upon receiving a data frame to be transmitted, the CSMA/CA algorithm
performs the following steps.
1. A set of state variables is initialized, i.e., the contention window size (CW = 2,
only for the slotted variant), the number of backoff stages carried out for the
on-going transmission (NB = 0), and the backoff exponent (BE = macMinBE).
2. A random backoff time, uniformly distributed in the range [0, 2BE − 1] · 320µs, is
generated and used to initialize a backoff timer. In the beacon-enabled mode, the
starting time of the backoff timer is aligned with the beginning of the next backoff
slot. In addition, if the backoff time is larger than the residual CAP duration, the
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backoff timer is stopped at the end of the CAP and resumed at the beginning of
the next superframe. When the backoff timer expires, the algorithm proceeds to
step 3.
3. A Clear Channel Assessment (CCA) is performed to check the state of the wireless
medium.
a If the medium is busy, the state variables are updated as follows: NB = NB+1,
BE = min(BE + 1, macMaxBE) and CW = 2 (only for the slotted variant).
If the number of backoff stages has exceeded the maximum admissible value
(i.e. NB > macMaxCSMABackoffs), the frame is dropped. Otherwise, the
algorithm falls back to step 2.
b If the medium is free and the access mode is unslotted, the frame is immediately
transmitted.
c If the medium is free and the access mode is slotted, then CW = CW − 1. If
CW = 0 then the frame is transmitted 1. Otherwise the algorithm falls back to
step 3 to perform a second CCA.
The complete CSMA/CA algorithm, both in the slotted and unslotted version, is de-
picted in Figure 2.4. The 802.15.4 CSMA/CA algorithm also includes an optional
retransmission mechanisms for improving reliability. When retransmissions are en-
abled, the destination node must send an acknowledgement whenever it correctly re-
ceives a data frame (the acknowledgement is not sent in case of collision and corrupted
frame reception). On the sender side, if the acknowledgment is not (correctly) re-
ceived within the pre-defined timeout, a retransmission is scheduled. The frame can
be re-transmitted up to a maximum number of times, specified by the MAC parameter
macMaxFrameRetries. Upon exceeding this value, the data frame is rejected and a
failure notification is sent by the MAC sublayer to the upper layers.
2.4 Literature review
In this section we review the most relevant works analyzing the performance of 802.15.4
networks. Specifically, in section 2.4.1 we review works analyzing the unslotted 802.15.4
1In the beacon-enabled mode, before starting the frame transmission, the algorithm calculates
whether it is able to complete the operation within the current CAP. If there is not enough time,
the transmission is deferred to the next superframe.
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CSMA/CA algorithm used in non-beacon enabled (NBE) WSNs. We highlight that an
accurate and tractable analytical model of the unslotted 802.15.4 CSMA/CA algorithm
is still missing in the literature. Therefore, in chapter 3 of this thesis we present a new
analytical model that does not introduce simplifying assumptions in the modeling of
the CSMA/CA algorithm and is able to study WSNs composed of a large number of
sensor nodes. In section 2.4.2 we focus on the 802.15.4 beacon-enabled (BE) mode of
operation. First, we survey studies regarding the analysis of the 802.15.4 BE WSNs.
Then, we describe a number of approaches proposed in the literature to improve the
Figure 2.4: IEEE 802.15.4 CSMA/CA
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performance of 802.15.4 BE WSNs. A performance comparison of these approaches is
performed in chapter 4. Then, in chapter 5 we propose a solution outperforming all the
previous proposed approaches.
2.4.1 Literature on 802.15.4 NBE networks
Although the 802.15.4 NBE mode of operation is a suitable access method for applica-
tions generating sporadic and/or irregular traffic such as event-driven WSN applications
and upcoming IoT applications, little attention has been devoted to analyze its perfor-
mance. In the following, we describe the most relevant studies analyzing the unslotted
802.15.4 CSMA/CA algorithm (used in NBE mode) and highlight their limitations.
One of the earliest studies of the unslotted CSMA/CA was carried out by Latre´ et al.
in [39]. However, this analysis is based on simplifying assumptions, e.g. one transmitter
and one receiver only, which make the study not completely realistic.
In [40], a star network operating in non-saturated conditions is considered, where the
authors developed a model based on a discrete-time Markov chain (DTMC) to derive
performance metrics of interest. They used this model to find the optimal number of
nodes satisfying some pre-defined QoS requirements. However, as in [39], the analy-
sis is not completely realistic. Specifically, the authors consider two consecutive clear
channel assessment (CCA) operations, instead of a single one (as stated in the 802.15.4
standard). Goyal et al. [41] proposed a stochastic model of the unslotted CSMA/CA
algorithm assuming that packet inter-arrival times follow an exponential distribution,
and considering the effect of packet retransmissions. Finally the authors in [42] analyzed
the unslotted CSMA/CA algorithm in single and multi-hop scenarios, by proposing an
accurate model based on a DTMC, and investigated the joint impact of the routing and
MAC protocols.
In [40–42] the authors assume that sensor nodes generate data packets following a given
probability distribution. However, this assumption does not apply to the majority of
practical WSN scenarios, as sensor nodes typically follow either a periodic or event-driven
reporting paradigm.
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Regarding single-hop, event-driven WSNs, the most relevant works are [43] and [44].
In [43] the authors derive the packet latency and delivery ratio experienced by N sen-
sor nodes attempting to transmit a packet simultaneously to the sink node using the
unslotted 802.15.4 CSMA/CA algorithm. However, they do not consider the effects of
acknowledgements and retransmissions in their analysis. In [44], Gribaudo et al. provide
a very accurate and complete analytical model of the unslotted CSMA/CA algorithm
using stochastic automata networks (SANs) [45]. The analysis is mainly aimed at de-
riving the packet delay distribution and on-time delivery ratio (percentage of packets
received by the sink node within a pre-defined threshold). As in [43], the analysis of
the energy consumption of sensor nodes is neglected. Furthermore, although the use of
SANs makes the analysis very accurate, it also raises serious complexity issues. In fact,
the analysis in [44] is limited to WSNs with a low number of nodes (i.e. n less than 6).
This is because the size of the WSN global descriptor (i.e., a matrix) increases expo-
nentially with the network size. Hence, the computation time, as well as the memory
needed to solve the model, increases accordingly.
From the previous discussion it emerges that existing studies of the unslotted CSMA/CA
algorithm do not provide accurate analysis of large-scale WSNs, due mainly to tractabil-
ity issues and/or simplifying assumptions. For this reason in chapter 3 we propose a new
analytical model of the unslotted 802.15.4 CSMA/CA algorithm. Likewise the models
proposed in [43, 44] our model considers event-driven applications. Also, it is very accu-
rate since it considers acknowledgements and retransmissions, and no over-simplifying
assumptions are made on the CSMA/CA algorithm. In terms of performance metrics,
through the model is possible to derive delivery ratio, packet latency, and energy con-
sumption of sensor nodes. However, the most important contribution is that the model
is able to analyze WSNs with a large number of nodes. This is because the model is not
matrix-based (like DTMCs or SaNs). Instead it undertakes an approach called Event
Chains Computation (ECC), that makes the analysis very accurate yet computationally
tractable. As we will show in chapter 3, ECC is scalable and, unlike previous techniques,
is particularly suitable for parallelization, due to its intrinsic concurrent structure. This
contributes to drastic reduction of computation time. Table 2.1 compares past work
with ours.
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Table 2.1: Comparison of Related Works and ours.
Papers Traffic ACKs RTXs Delay Energy Scalable
Latre´[39] Single node X × × × X
Kim[40] Bernoulli X X X X X
Goyal[41] Exponential X X X × X
DiMarco[42] Poisson X X X X X
Buratti[43] Event-Driven × × X × X
Gribaudo[44] Event-Driven X X X × ×
Our model Event-Driven X X X X X
2.4.2 Literature on 802.15.4 BE networks
The performance of 802.15.4 networks operating in beacon enabled (BE) mode has
been extensively investigated in the past. First studies on 802.15.4 used an analyti-
cal approach to investigate its performance. However many of them fail in properly
characterizing the protocol due to simplifying assumptions on the CSMA/CA algorithm
and/or on the packet generation process. For instance, the model proposed in [46] does
not match simulation results since the authors used the same assumptions of Bianchi’s
802.11 model [47] despite the 802.15.4 protocol significantly differs from 802.11. In [48]
the authors assume that the probability to find the channel free during the first and sec-
ond CCA are independent. This approximation causes significant differences between
simulative and analytical results. Finally, the models presented in [21, 49] assume that
packets are generated according to an exponential distribution. This way they do not
consider the case of simultaneous transmissions by part of many sensor nodes as for
example occurs after an inactive period. This aspect has been emphasized in [50] where
the authors propose to introduce a random delay before channel access to avoid potential
congestion after an inactive period.
Problems of reliability and scalability of 802.15.4 have been observed in [26, 51–53].
In [51] the authors consider a star network topology and assume that all nodes in the
network try to transmit a packet at the beginning of the active period. They show that
the packet drop probability is very high in this case. However, their analysis does not
consider the effects of using acknowledgements and retransmissions. Also, no solutions
to the problem are proposed.
In [52] the authors analyze the performance of an 802.15.4 network in terms of through-
put and energy consumption. They show that 802.15.4 has poor performance when
the number of contending nodes is high. In addition, they propose an enhanced MAC
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protocol which offers better scalability. However, they do not consider the impact of
CSMA/CA parameters on protocol performance.
Both in [26] and [53] a star network topology and saturated traffic conditions are consid-
ered. Both studies report that a large fraction of packets is dropped during the channel
access and that the drop probability increases with the number of contending nodes.
Also, they both show that increasing the backoff windows can alleviate the problem.
A comprehensive analysis of 802.15.4 MAC based on both simulations and real experi-
ments is reported in [27]. The authors highlight that the IEEE 802.15.4 operating in BE
mode suffers from severe limitations in terms of reliability and scalability that are mainly
due to its CSMA/CA algorithm. They show that the performance of 802.15.4 degrades
sharply when the number of sensor nodes increases. However, they point out that in
802.15.4 this degradation is very strong due to the default CSMA/CA parameter values
suggested by the standard. The authors demonstrate that these default values are not
appropriate, even for a network composed of a low number of sensor nodes. Also, they
show that the packet delivery probability (and, hence, reliability) can be significantly
increased by using higher CSMA/CA parameter values. However, this comes at the
cost of a higher latency and/or energy consumption. Hence, an appropriate parameters
setting should be found, depending on the application requirements.
Ideally, the CSMA/CA parameter setting should be chosen in such a way to guarantee
the reliability level required by the application with the minimum energy consumption
for sensor nodes. However, in real WSNs the identication of such optimal setting is not
a trivial task, as reliability strongly depends on time-varying factors - such as number of
sensor nodes, offered load and packet error rate (PER) - that can neither be controlled
nor predicted. Several solutions have been proposed to identify the optimal CSMA/CA
setting in 802.15.4 WSNs. They can be broadly classified as model-based offline com-
putation [22], model-based adaptation [29] and measurements-based adaptation [30]. A
detailed description of these strategies is reported in the following. Then, in chapter 4
we compare their performance in order to better understand pros and cons of the various
approaches.
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2.4.2.1 802.15.4 CSMA/CA Parameters Setting
From the description of the CSMA/CA algorithm reported in section 2.3 it emerges that
the 802.15.4 CSMA/CA behavior is regulated by four parameters that are summarized
in Table 2.2, along with the corresponding values allowed by the standard. The problem
to address is: how to select the optimal parameter setting, i.e., the set of values that
can provide the reliability level required by the application with the minimum energy
consumption for the sensor nodes (under time-varying operating conditions). To solve
this problem three solutions have been proposed [22, 29, 30] namely model-based offline
computation [22], model-based adaptation [29], and measurement-based adaptation [30].
Table 2.2: CSMA/CA Parameters and allowed values
Parameter Values Description
macMaxFrameRetries Range: 0-7
Default: 3
Maximum number of retrans-
missions
macMaxCSMABackoffs Range: 0-5
Default: 4
Maximum number of backoff
stages -1
macMaxBE Range: 3-8
Default: 5
Maximum backoff window ex-
ponent
macMinBE Range: 0-7
Default: 3
Minimum backoff window ex-
ponent
Model-based Offline Algorithm
The solution proposed in [22] takes an offline computation approach and leverages on an
analytical model of the IEEE 802.15.4 CSMA/CA algorithm, based on a Discrete Time
Markov Chain (DTMC). For the details of the analytical model please refer to [22]. The
model considers a sensor network with a star topology and assumes that the operating
conditions (number of sensor nodes, packet size) are known. In addition, the wireless
medium is assumed to be ideal. Under such hypothesis, the analytical model is able to
provide, for any CSMA/CA parameter setting, the following performance indexes: (i)
packet delivery ratio, (ii) average packet latency, and (iii) average energy consumed by
a sensor node for correctly delivering a packet to the sink. Then, the optimal parameter
setting can be easily identified as the setting capable of providing the delivery ratio
required by the application with the minimum energy consumption.
In practice, the effectiveness of the algorithm is strongly influenced by the accuracy of
the analytic model it leverages on. In other words, the parameter setting computed by
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the algorithm may not be optimal if the underlying model is not accurate. Furthermore,
we need to point out that the analytical model developed in [22] assumes that the
communication channel is ideal (i.e., transmission errors never occurs). In addition, it
assumes the following packet generation process:
1. At any sensor node, after a frame transmission (and at startup time) a new packet
is generated with a probability equal to (1-q0), while, after a frame transmission,
the transmission queue remains empty with probability q0;
2. if there are no packets to transmit, the node goes to the idle state. While in this
state, a new packet is generated with a probability equal to (1-q0).
From assumptions (i) and (ii) it follows that q0=0 corresponds to a saturated traffic
condition, i.e., all sensor nodes always have a packet ready for transmission.
Model-based Adaptive Algorithm
The model-based algorithm described in the previous section works offline and, in ad-
dition, it requires to know the operating conditions of the sensor network. Hence, this
solution is not suitable for real environments where operating conditions typically vary
over time and are, often, difficult to predict in advance. Finally, the algorithm requires
a significant amount of time to solve the model and to derive the optimal parameter
setting. To overcome these limitations in [29] a model-based adaptive algorithm is pro-
posed by the same authors. The latter algorithm is still based on a DTMC model of
the sensor network. However, the model is a simplified version of the one developed in
[22] and, thus, it can be solved by sensor nodes with limited computational and memory
resources. In particular, sensor nodes estimate some congestion indexes through online
measurements, instead of deriving them analytically from the model. Operationally,
at the beginning of each Beacon Interval, a generic sensor node performs the following
steps:
1. Estimates the probability to find the channel busy during the first and second
CCA (referred to as α and β, respectively), as well as the probability τ that the
node will attempt the first CCA in a generic backoff slot; to this end, it uses local
measurements collected in previous Beacon Intervals.
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2. Introduces α, β, and τ in the analytical model and derives delivery ratio, average
packet latency and energy consumption, for any CSMA/CA parameter set;
3. Selects the optimal parameter setting.
To improve the accuracy of the estimates derived at step (i), each index is estimated
on the basis of m samples (collected in previous Beacon Intervals), using the moving
average method. Since the previous actions are repeated at each Beacon Interval, the
algorithm is able to react to possible changes in the operating conditions.
Measurement-based Adaptive Algorithm
The main limitation of a model-based approach is that (i) its effectiveness strongly
depends on the accuracy of the related model, and (ii) it typically takes a long time
to solve the model and provide the optimal solution. An alternative strategy is using a
measurement-based approach, as in the ADaptive Access Parameters Tuning (ADAPT)
algorithm presented in [30]. ADAPT is a heuristic algorithm that dynamically adapts
the CSMA/CA parameter setting, based on local measurements of the performance
index that must be guaranteed. The algorithm presented in [30] focuses on reliability
and tries to guarantee a packet delivery probability ddes, specified by the application,
with minimum energy consumption.
In [29] it is shown that the packet delivery probability increases monotonically with
the minimum contention window size (macMinBE ), the number of backoff trials (mac-
MaxCSMABackoffs), and the number of retransmissions (macMaxFrameRetries). How-
ever, increasing macMaxCSMABackoffs results in a higher energy consumption than
increasing macMinBE, while increasing macMaxFrameRetries results in a higher en-
ergy consumption than macMaxCSMABackoffs. On the basis of these results, ADAPT
dynamically increases and decreases the value of the above-mentioned parameters, de-
pending on the measured delivery probability, which also depends on the time-varying
operating conditions. Specifically, on the basis of ddes, ADAPT identifies the following
two thresholds that define the reliability region within which the delivery ratio should
be confined:
dlow= ddes · (1+σ)
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ADAPT Algorithm
1 If desti < d
low then
2 If macMinBE < macMinBEmax then
3 macMinBE = min(macMinBE + 2,macMinBEmax)
4 Else If macMaxCSMABackoffs < macMaxCSMABackoffsmax
then
5 macMaxCSMABackoffs = min(macMaxCSMABackoffs + 2 ,
macMaxCSMABackoffsmax)
6 Else If desti > d
high then
7 If macMaxCSMABackoffs > macMaxCSMABackoffsmin then
8 macMaxCSMABackoffs = macMaxCSMABackoffs− 1
9 Else If macMinBE > macMinBEmin then
10 macMinBE = macMinBE − 1
dhigh= ddes · (1+σ+γ) , σ, γ ∈ [0, 1]
Then, at each Beacon Interval i, the algorithm estimates the current delivery probability
desti experienced by the sensor node as follows
desti =δd
est
i−1+ (1−δ) · dmeasi (2.1)
where dmeasi is the delivery probability measured during the i -th Beacon Interval (ratio
between number of acknowledged packets and number of transmitted packets), and δ
is a memory factor in the range [0, 1]. To guarantee the reliability constraint ddes,
ADAPT compares the estimated delivery probability desti against the two thresholds
dlow and d
high
, and applies the tuning strategy reported by ADAPT Algorithm to
compensate possible variations in the delivery probability, due to congestion. ADAPT
also includes an additional module to contrast the effect of packets dropped due to
transmission errors. Basically, each sensor node also measures the packet loss probability
lesti due to transmission errors, using an approach similar to eq. 2.1. If (1− lesti ) < ddes
it is not possible to guarantee the required delivery ratio even using the maximum values
for macMinBE and macMaxCSMABackoffs. Hence, the retransmission mechanism
must be enabled.

Chapter 3
Modeling the unslotted 802.15.4
CSMA/CA Algorithm
The 802.15.4 non-beacon enabled (NBE) mode of operation is a suitable access method
for applications generating sporadic and/or irregular traffic such as event-driven WSN
applications and upcoming IoT applications. In order to investigate the quality of ser-
vice that can be provided to this kind of applications, in this chapter we develop an
accurate and tractable analytical model of the unslotted 802.15.4 CSMA/CA algorithm
through which it is possible to derive performance metrics of interest such as delivery
ratio, packet latency and energy consumption of sensor nodes. In order to deal with the
significant complexity of the algorithm, we use an approach called Event Chains Com-
putation (ECC). ECC relies on the idea that outcomes of the CSMA/CA algorithm can
be represented as a sequence (chain) of transmissions (events) that subsequently occur
in the network. ECC is able to iteratively build all the possible sequences of events that
can be experienced by sensor nodes while transmitting a data packet. However, to re-
duce complexity, only the event chains whose probability to occur is above a predefined
threshold are considered. By an appropriate selection of the threshold, it is possible to
reduce the model complexity, which in turn reduces the computational resources needed
to calculate the performance metrics, with a limited loss of accuracy. In addition, the
computation of each single event chain is done independently from the others. Hence,
it is possible to parallelize the algorithm, which further reduces the computation time.
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To summarize, this chapter makes the following contributions. First, we introduce the
Event Chains Computation (ECC) approach that leverages the analysis of the most
likely events, thus reducing drastically the computation time. Next, we use ECC to
derive performance metrics of interest such as delay, energy consumption, and packet
reception probability. Finally, we validate our model through simulation and analyze
the performance of the unslotted 802.5.4 CSMA/CA algorithm as a function of different
operating parameters. Our results demonstrate that the ECC approach allows to reduce
drastically the computation time, while guaranteeing a good accuracy for the computed
performance metrics.
The chapter is organized as follows. Next section recalls the details of the unslotted
CSMA/CA algorithm. Section 3.2 presents the model assumptions. Section 3.3 and
3.4 detail the ECC algorithm and derive performance metrics. Section 3.5 presents the
obtained results. Finally, Section 3.6 draws conclusions.
3.1 CSMA/CA Algorithm
According to the IEEE 802.15.4 standard, in WSNs operating in the NBE mode, sensor
nodes must associate with a special coordinator node and send their packets to it, using
the unslotted CSMA/CA algorithm. Unlike regular sensor nodes, coordinator nodes
are energy-unconstrained devices that form a higher-level network aimed at forwarding
data to the final destination. Specifically, coordinator nodes are always on and, thus,
sensor nodes are allowed to start a packet transmission at any time. In addition, no
synchronization is required. The unslotted CSMA/CA algorithm has been described in
section 2.3. However, for reader convenience, below we recall its most important steps.
Upon receiving a data packet, the MAC layer at the sensor node performs the following
steps.
1. A set of state variables is initialized, namely the number of backoff stages carried
out for the on-going transmission (NB = 0) and the backoff exponent (BE =
macMinBE).
2. A random backoff time is generated and used to initialize a timer. The backoff time
is obtained by multiplying an integer number uniformly distributed in [0, 2BE−1]
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by the the duration of the backoff-period (Dbp). As soon as the timer expires the
algorithm moves to step 3.
3. A Clear Channel Assessment (CCA) is performed to check the state of the wireless
medium.
(a) If the medium is free, the packet is immediately transmitted.
(b) If the medium is busy, state variables are updated as follows: NB = NB+1 and
BE = min(BE+1,macMaxBE). If the number of backoff stages has exceeded
the maximum allowed value (i.e. NB > macMaxCSMABackoffs), the packet
is dropped. Otherwise, the algorithm falls back to step 2.
The CSMA/CA algorithm supports an optional retransmission scheme based on ac-
knowledgements and timeouts. When the retransmission mechanism is enabled, the
destination node must send an acknowledgement upon receiving a correct data packet.
On the sender side, if the acknowledgment is not (correctly) received within a pre-defined
timeout, the packet is retransmitted, unless the maximum number of allowed retrans-
missions (macMaxFrameRetries) has been reached. Otherwise, the packet is dropped.
3.2 Model Assumptions
In the following, we focus on the communication between sensor nodes and the coor-
dinator node they are associated with. We assume that there are N nodes associated
with the considered coordinator node. We refer to event-driven applications in which
all nodes start transmitting a data packet simultaneously to their coordinator node, to
report a certain detected physical event. This is the most challenging scenario in terms
of performance and energy consumption. We assume that each sensor node is in the
carrier sensing range of each other and there are no obstacles in the sensing field. This
assures that the hidden node problem never arises. In addition, we assume that the time
between two consecutive physical events ph1 and ph2 is long enough to assure that the
execution of the CSMA/CA algorithm, started by sensor nodes to report ph1, is surely
terminated before ph2 occurs. Hence, in the following, we focus on a single physical
event ph. We indicate as t = 0 the time at which ph occurs and, hence, the time at
which all the N nodes start executing the CSMA/CA algorithm. Finally, we make the
following assumptions:
Part I 30
• Each sensor node transmits a single packet to report the detected event ph.
• Data packets transmitted by different sensor nodes have the same size. In partic-
ular, we assume that the packet size is such that the corresponding transmission
time can assume a value Dtx such that Dtx = Dmax − k · Dbp, for k ≥ 0, where
Dmax is the time required to transmit a maximum-size packet (133 bytes) and Dbp
is the duration of the backoff period.
• The communication channel is ideal, i.e., data/acknowledgement packets are never
corrupted, or lost, due to transmission errors.
3.3 Event Chains Computation
The CSMA/CA algorithm is a random access algorithm whose goal is to minimize the
probability of collision between packets transmitted by different sensor nodes. Due to
its random nature, different executions of the algorithm can yield completely different
outcomes. For instance, if we consider N nodes simultaneously transmitting a single data
packet to their coordinator node, a run of the algorithm can result in a transmission
schedule such that all the N data packets are successfully transmitted to the coordinator
(and, hence, 100% reliability is achieved) while another run can result in no successful
transmissions at all (e.g. due to repeated collisions). Obviously, different outcomes have,
in general, different probabilities to occur.
The ECC algorithm is able to generate all the possible outcomes an execution of CS-
MA/CA algorithm can yield, and the corresponding probabilities. However, to reduce
the complexity of the analysis, it is possible to instruct the ECC algorithm to only
generate the outcomes having a probability to occur greater than or equal to a certain
threshold θ (0 ≤ θ < 1). The set of possible outcomes produced by the algorithm is then
used to calculate the performance metrics of interest such as delivery ratio, latency and
energy consumption.
The ECC algorithm is based on the observation that an outcome of the CSMA/CA
execution can always be represented as a series (chain) of successful/failure transmissions
(events) occurring subsequently in the network. Figure 3.1 shows a possible outcome ox
of CSMA/CA algorithm representing the case when a transmission failure (time t = t1)
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Figure 3.1: ox, a possible outcome of the CSMA/CA.
followed by a successful transmission (time t = t2) occur. Please note that time t = 0
is the instant at which all the nodes start the CSMA/CA execution and that, in this
specific example, no more transmissions occur in the network after those shown in the
figure.
Let us indicate as e1 and e2, respectively, the transmission failure and the successful
transmission depicted in Figure 3.1. Then, the probability that outcome ox occurs can
be calculated as follows:
P{ox} = P{e1 ∧ e2 ∧ no txs} (3.1)
where no txs indicates that no more events (successful/failure transmissions) occur in
the network after e2.
By recursively applying the Bayes’ theorem, eq. 3.1 can be rewritten as:
P{ox} = P{e1 ∧ e2 ∧ no txs}
= P{e1 ∧ e2}P{no txs | e1 ∧ e2}
= P{e1}P{e2 | e1}P{no txs | e1 ∧ e2}
(3.2)
More generally, the probability of an outcome oi, representing the series of events
e1, e2, ..., en, can be calculated as follows:
P{oi} = P{e1 ∧ e2 ∧ ... ∧ en ∧ no txs}
= P{e1 ∧ ... ∧ en}P{no txs | e1 ∧ ... ∧ en}
= P{e1}P{e2 | e1}P{e3 | e1 ∧ e2} · ...
· P{no txs | e1 ∧ ... ∧ en}
(3.3)
Eq. 3.3 suggests that, in order to calculate the probability of outcome oi, n+ 1 different
steps have to be performed. First, P{e1} has to be computed, i.e. the probability that e1
is the first event occurring in the network. Then, at each subsequent step k, 2 ≤ k ≤ n,
the probability P{ek | e1 ∧ ... ∧ ek−1} that event ek occurs, given that all the previous
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k − 1 events have occurred, has to be derived. Finally, P{no txs | e1 ∧ ... ∧ en} has to
be calculated, i.e. the probability that no other events occur in the network after en.
The ECC algorithm follows exactly these n + 1 steps to compute the probability of an
outcome.
Now, by means of a simple example, we give an overview of the actions performed by
ECC to generate all the possible outcomes of a CSMA/CA execution and the corre-
sponding probabilities.
e1
e2
e5
e3
e4
e6
e7
o2
o1
o3 o5
o4
P(o1) = P( e1 
^ e4 
^ )
P(o2) = P( e2 
^ e5 
^ )
P(o3) = P( e1 
^ e3 
^ )
P(o4) = P( e1 
^ e3 
^ e7
^ )
P(o5) = P( e1 
^ e3 
^ e6
^ )
Figure 3.2: Possible outcomes of the CSMA/CA.
Figure 3.2 represents a case where a CSMA/CA execution can produce five possible
outcomes, namely o1, o2, o3, o4, o5. Initially (i.e. just after time t = 0), two possible
events can occur, namely e1 and e2. The ECC algorithm calculates that, with probability
P{e1}, e1 is the first event to occur in the network while, with probability P{e2}, e2
occurs. Then, the algorithm proceeds by checking if there are cases in which no other
events occur in the network after e1 or e2 have occurred, i.e. if there are outcomes of
the algorithm composed only of event e1 or e2. To this end, both P{no txs | e1} and
P{no txs | e2} are calculated. Since there are no outcomes terminating with e1 or e2,
both P{no txs | e1} and P{no txs | e2} are equal to 0.
ECC then derives the events that can occur after e1 or e2. It discovers that, with
probability P{e3 | e1}, e3 will follow e1, while with probability P{e4 | e1}, e4 will follow e1.
Also, event e5 is the only event that can occur in the netwok after e2, i.e. P{e5 | e2} = 1.
As before, ECC checks if there are cases in which no other events occur in the network
after e3, e4 or e5 by computing P{no txs | e1∧e3}, P{no txs | e1∧e4}, P{no txs | e2∧e5}.
It discovers that both P{no txs | e1 ∧ e4} and P{no txs | e2 ∧ e5} are equal to 1, since
no events can occur after e4 and e5, while 0 < P{no txs | e1 ∧ e3} < 1, i.e. there are
cases in which no other events occur in the network after e1 and e3. Thus, the algorithm
stores three different outcomes namely o1, o2, o3 and the corresponding probabilities
P{o1}, P{o2}, P{o3} given by eq. 3.3.
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Since P{no txs | e1∧e3} is not equal to 1, there are cases in which other events may occur
in the network after e1 and e3. Specifically, e6 occurs with probability P{e6 | e1 ∧ e3}
while e7 occurs with probability P{e7 | e1 ∧ e3}. Also, since no other events can occur
after e6 and e7 both P{no txs | e1 ∧ e3 ∧ e6} and P{no txs | e1 ∧ e3 ∧ e7} are equal to
1. Hence, the algorithm stores outcomes o4 and o5 with P{o4} and P{o5} calculated
according to eq. 3.3. Then, it terminates.
As mentioned above, to reduce the complexity of the analysis, the ECC algorithm can
generate only outcomes with probability greater than, or equal to, a certain threshold
θ (0 ≤ θ < 1). In this case, the algorithm stops to analyze a certain sequence of events
as soon as it discovers that its probability to occur is lower than θ. For instance, let us
assume that P{e1} = 0.95 while P{e2} = 0.05. In case θ = 0.1, the algorithm analyzes
only the sequences composed of events highlighted in red in figure 3.2, i.e. the outcomes
starting with event e1. This is because, since P{e2} = 0.05, all the outcomes starting
with event e2 will have a probability to occur lower than or equal to 0.05 < θ.
The actions performed by the ECC algorithm are summarized by the flowchart depicted
in Figure 3.4. Before describing it in detail we need to define the concept of event and
chain of events.
Definition 1. An event ei = {Ti, ti} represents a transmission occurring in the network,
where Ti indicates the type of the event and ti denotes its starting time. The event type
can be either a success (Ti = S) or a failure (Ti = F ). A success occurs whenever a
node successfully transmits its packet, while a failure happens when two or more nodes
transmit their packets simultaneously and, therefore, a collision occurs. The starting
time ti of an event ei is defined as the time instant at which the node(s) causing ei start
their CCA. Each event ei is also associated with a finish time fi, defined as the first
time instant, following ei, at which a new event can occur, i.e. as the time t
∗ > ti such
that a (new) successful CCA can be performed.
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tbta 0fa fb
DccaDtat Dtx Ddiff
Figure 3.3: Events ea and eb.
Figure 3.3 depicts two possible events, i.e., a successful transmission ea and a transmis-
sion failure eb (time is divided in slots of duration equal to the backoff period, Dbp).
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In Figure 3.3, Dcca is the duration of CCA, Dtat is the turnaround time (i.e., the time
needed to switch the radio from receive to transmission mode, or vice versa), Dack is
the time to transmit/receive an acknowledgement and Ddiff = Dbp − (Dtx mod Dbp) is
the time between the end of a packet transmission and the beginning of the next slot.
In this example, the starting time of event ea is 0, while the starting time of event eb is
tb = 2 ·Dbp. Hence, we can refer to ea as {S, 0} and to eb as {F, 2Dbp}.
Definition 2. A chain of events c = {sc, pc, enc} represents a sequence of events that
occur subsequently in the network. It is characterized by:
• the event sequence sc = {e1, ..., em}, where m denotes the total number of events
occurred;
• the aggregate probability pc = P{e1∧e2 ... ∧em} = P{e1}P{e2 | e1} ... P{em | e1∧
e2 ... ∧ em−1} that the event sequence sc occurs;
• the average total energy enc spent by all the nodes in the network during the time
interval [0, fm], where fm is the finish time of the last event in sequence sc.
Please note that a chain c : sc = {e1, ..., em} represents a possible outcome of the
CSMA/CA execution iff P{no txs | e1 ∧ ... ∧ em} > 0.
Hereafter, for brevity, we indicate as P{ex | c} = P{ex | e1∧ ...∧em} the probability that
event ex occurs in the network, given that the sequence of events sc = {e1, ..., em} has
occurred. Also, we denote by P{no txs | c} = P{no txs | e1 ∧ ... ∧ em} the probability
that no other events occur in the network after the sequence represented by chain c.
To derive all the outcomes of the CSMA/CA execution, and the related probability,
ECC follows an iterative approach summarized in Figure 3.4. Initially, ECC creates two
empty sets, namely Lc and Fc. At a given point in time, Lc contains the chains still to be
analyzed by the algorithm, while Fc contains chains representing possible outcomes of
the CSMA/CA execution. ECC starts analyzing the network at time t = 0 and derives
all the possible events ei that can occur just after t = 0. For each such event ei, the
chain c : sc = {ei} is added to set Lc, iff pc = P{ei} ≥ θ. Then, the ECC algorithm
enters a loop that ends when there are no more chains to be analyzed, i.e., Lc = {∅}. At
each iteration, a chain c : sc = {e1, e2, ..., em} is extracted from set Lc to be analyzed.
First, the algorithm checks if c can be a possible outcome of the CSMA/CA execution,
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i.e. if P{no txs | c} > 0. If so, the following operations are performed. First, a copy
cx of chain c is created. Second, since no more events have to occur in the network to
consider cx an outcome, the probability of chain cx is updated as pcx = pc ·P{no txs | c}.
Finally, if pcx ≥ θ, the average energy encx spent by the nodes in the network when the
events reported by cx occur is calculated and cx is added to set Fc since it represents a
possible outcome of the algorithm having a probability to occur ≥ θ.
If P{no txs | c} 6= 1, it means that other events can occur in the network after those in
c. In this case, the algorithm derives all the events ex (and their probability P{ex |c})
that can occur after the last event em in chain c. For each such event ex, the chain
cx : scx = {e1, e2, ..., em, ex} is added to set Lc, provided that the corresponding
probability pcx = P{ex |c} · pc is greater than, or equal to, θ. When the set Lc becomes
empty it means that ECC has generated all the possible outcomes having a probability
START
Lc = {∅}, Fc = {∅}
Initialization of Lc
with the initial chains
is
Lc = {∅}
?
Derivation of performance
metrics using set Fc
END
Extract event chain
c : sc = {e1, e2, ..., em}
from Lc
P{no txs | c}
> 0?
P{no txs | c}
6= 1?
Derive all the possible events ex that can occur after
c, and their probability P{ex | c}. For each ex, add
cx : scx = {e1, e2, ..., em, ex} to Lc iff pcx ≥ θ.
1) cx = c.
2) pcx = pc · P{no txs | c}.
3) If pcx ≥ θ, calculate encx
and add cx to Fc since
it represents an outcome
NO
YES
YES
NO
YES
NO
Figure 3.4: Steps performed by the ECC algorithm.
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to occur greater than, or equal to, θ. Hence, the ECC algorithm proceeds with deriving
the performance metrics of interest, using the chains in set Fc. Then, it terminates its
execution.
3.4 Model derivation
In this section we detail each single step of the ECC algorithm. After performing a
preliminary analysis in section 3.4.1, in Section 3.4.2 we focus on the ECC initialization
phase and derive all the possible events that can occur in the network just after time
t = 0 and the corresponding probabilities. Then, in Section 3.4.3, we focus on the
actions performed by the ECC algorithm inside the loop (chains examination phase).
Finally, in Section 3.4.4 we show how to parallelize ECC while in Section 3.4.5 we derive
performance metrics of interest using chains in set Fc.
3.4.1 Preliminaries
Before proceedings into the ECC algorithm in details, we derive a general formula for
the probability that a sensor node performs a CCA (Clear Channel Assessment) at a
given time t. To this end, we first derive the possible time instants at which a sensor
node could start a CCA. Next, we compute the probability that it actually performs a
CCA in one of these time instants.
As a preliminary step, we need to consider all the actions that may lead a node to
start a CCA at a given time t. Let Bmax = macMaxCSMABackoffs + 1 denote the
maximum number of consecutive CCAs allowed for each transmission attempt, and
Tmax = macMaxFrameRetries + 1 be the maximum number of transmission attempts
allowed per data packet. In addition, let us indicate by Wi, 1 ≤ i ≤ Bmax, the backoff
window size at the i -th backoff stage. For simplicity, hereafter we will use the expression
”the sensor node is in state Bij” to indicate that a sensor node is performing a CCA
during the i -th backoff stage of the j -th transmission attempt. Now we derive the set
Λij of all the possible instants at which a sensor node could start a CCA while in state
Bij .
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Figure 3.6: CCA due to a failed tx attempt
According to the CSMA/CA algorithm, at t = 0, each sensor node waits for a random
number w ∈ [0, W1 − 1] of backoff periods and, then, it performs a CCA. Hence,
Λ11 = {0, Dbp, · · · , (W1 − 1) ·Dbp}. Then, a sensor node can start a CCA after one of
the two following events: (i) a previous CCA during which the channel was found busy
(see Figure 3.5), or (ii) an unsuccessful transmission attempt (see Figure 3.6). In the
former case, the sets Λij , 2 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax, can be recursively derived from
Λi−1j as follows:
Λij ={t | ∃w ∈ [0,Wi − 1] ∧ ∃t∗ ∈ Λi−1j
∧ t = t∗ +Dcca +Dtat + w ·Dbp}
(3.4)
Equation 3.4 derives CCA instants in set Λij by considering all the CCA instants t
∗ ∈
Λi−1j and all the possible random backoff values w ∈ [0,Wi − 1] a node can generate
when it is in the i -th backoff stage and has found the channel busy.
In case (ii) the sensor node performs a CCA due to a previous unsuccessful transmission
attempt and, hence, it is in one of the states B1j , 2 ≤ j ≤ Tmax. Let us denote by
Drtx , Dcca + Dtat + Dtx + Dto the total time needed to perform a CCA (Dcca), turn
the radio in TX mode (Dtat), transmit a data packet (Dtx), and wait for the timeout
(Dto). We indicate as Rij−1 the set of instants at which a node could perform a CCA
after an unsuccessful transmission started at any t∗ ∈ Λij−1, 1 ≤ i ≤ Bmax. It can be
expressed as follows.
Rij−1 ={t | ∃w ∈ [0,W1 − 1] ∧ ∃t∗ ∈ Λij−1
∧ t = t∗ +Drtx + w ·Dbp}
(3.5)
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Equation 3.5 calculates Rij−1 by taking into account all possible time instants t∗ ∈ Λij−1
and all possible backoff values w ∈ [0,W1 − 1] the node can generate at the first backoff
stage. Since a retransmission can occur during every backoff stage, the set Λ1j , 2 ≤ j ≤
Tmax, is computed as the union of all the sets Rij−1, i.e., Λ1j =
⋃Bmax
i=1 Rij−1.
Let Ωtij denote the set of all time instants t
∗ at which a node can perform a CCA before
performing a CCA at time t during state Bij . The following claim holds.
Claim 1. The set Ωtij can be derived as
Ωtij =

{∅}, if i = 1, j = 1
{t∗ ∈ Λi−1j | ∃w ∈ [0,Wi − 1]∧
t = t∗ +Dcca +Dtat + w ·Dbp},
if 2 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax
{t∗ ∈ Λi′j−1, 1 ≤ i′ ≤ Bmax |
∃w ∈ [0,W1 − 1] : t = t∗ +Drtx + w ·Dbp},
if i = 1, 2 ≤ j ≤ Tmax
(3.6)
Proof. The set Ωt11 is empty since no CCA can be performed before those occurring at
time instants in set Λ11. If 2 ≤ i ≤ Bmax, it means that the node performs a CCA
at time t due to a previous failed CCA. In this case, all the CCA instants t∗ ∈ Λi−1j
that can result in a CCA at t are selected (second term of Equation 3.6). In the last
case, a sensing at time t is due to a previous unsuccessful transmission. Therefore, the
set Ωt1j , 2 ≤ j ≤ Tmax, is composed by all the t∗ ∈ Λi′j−1, 1 ≤ i′ ≤ Bmax, which could
cause the node to perform a CCA at t due to an unsuccessful transmission (third term
of Equation 3.6).
Let us now derive the probability P{CCAt} that a sensor node performs a CCA at time
t. To this end, we calculate the probability P{CCAtij} that a node performs a CCA at
time t while in state Bij and, then, we compute P{CCAt} based on P{CCAtij}. Let us
denote by P{CBt} the probability to find the channel busy during a CCA started at
time t, and by P{Ft} the probability that a transmission whose CCA started at time t
fails. The following claims hold.
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Claim 2. The probability P{CCAtij} that a sensor node performs a CCA at t while in
state Bij is
P{CCAtij} =

0 if t 6∈ Λij
1
W1
, if i = 1, j = 1
∑
t∗∈Ωtij P{CCA
t∗
i−1j} · P{CBt
∗} · 1Wi ,
if 2 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax
∑
t∗∈Ωtij
∑Bmax
i′=1 P{CCAt
∗
i′j−1}·
·(1− P{CBt∗}) · P{Ft∗} · 1W1 ,
if i = 1, 2 ≤ j ≤ Tmax
(3.7)
Proof. In case t 6∈ Λij , it is not possible for a node to perform a CCA at time t during
state Bij . Therefore, in this case, P{CCAtij} = 0, ∀(i, j). Let us consider now the cases
when t ∈ Λij . If i = j = 1, it means that t ∈ Λ11. Since there are W1 time instants in
set Λ11 and, while in state B11, each node can start a CCA randomly at one of these
instants, P{CStij} = 1/W1 in this case.
The third term of Equation calculates the probability that a node performs a CCA at
time t while in state Bij , 2 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax, i.e. after an unsuccessful CCA
performed during state Bi−1j . To this end, the term computes P{CCAtij} taking into
consideration all the possible CCA instants t∗ ∈ Ωtij (of the backoff stage i − 1), which
could lead the node to perform a CCA at time t. Specifically, for each t∗ ∈ Ωtij the
term performs the product between (i) the probability P{CCAt∗i−1j} to start a CCA
operation at time t∗ while in state Bi−1j , (ii) the probability to find the channel busy at
time t∗ (P{CBt∗}), (iii) the probability to extract a backoff time such that a new CCA
is performed at time t (1/Wi).
Finally, the fourth term in Equation computes the probability that a node performs a
CCA at time t while in state B1j , 2 ≤ j ≤ Tmax, i.e. after an unsuccessful transmission
attempt. In particular, the outer sum considers all the CCA instants t∗ ∈ Ωt1j which
may lead to a CCA at time t, due to an unsuccessful transmission attempt. Instead,
the inner sum considers all the backoff stages 1 ≤ i′ ≤ Bmax of transmission attempt
j − 1. Then, for each couple (t∗, i′), the formula performs the product between (i) the
probability P{CCAt∗i′j−1} that the node starts a CCA at time t∗ while in state Bi′j−1, (ii)
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the probability to find the channel free during the CCA at time t∗ ((1−P{CBt∗}) (iii) the
probability that the transmission results into a failure, i.e. P{Ft∗}, (iv) the probability
to extract a backoff time such that a new CCA is performed at time t (1/W1).
Claim 3. The probability that a sensor node performs a CCA at a certain time t can be
calculated as:
P{CCAt} =
Bmax∑
i=1
Tmax∑
j=1
P{CCAtij} (3.8)
Proof. P{CCAt} is equal to the probability that a sensor node performs a CCA at
time t in any state Bij . Therefore, Equation 3.8 calculates P{CCAt} as the sum of
P{CCAtij}, 1 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax. Since events ”performing a CCA at time t
while in state Bab” and ”performing a CCA at time t while in state Bcd”, a 6= c | b 6= d,
are always mutually exclusive, it is possible to sum probabilities P{CCAtij}.
3.4.2 ECC Initialization
As shown in Figure 3.4, the first step of the ECC algorithm consists in initializing the set
Lc with chains derived from events occurring immediately after t = 0. In this section,
we will refer to esi (efi) as the success (failure) event starting at time i · Dbp, i ∈ N.
Also, we denote by P{esi} (P{efi}) the probability that event esi (efi) occurs.
According to the CSMA/CA algorithm, at t = 0 each sensor node waits for a random
number w ∈ [0, W1 − 1] of backoff periods and, then, it performs a CCA. Therefore,
the first event occurring in the network can be either a success or a failure with starting
time in the set {0, Dbp, 2Dbp, . . . , (W1 − 1) ·Dbp}.
A successful transmission occurs at time i·Dbp (i = 0, ..,W1−1) when one node generates
a backoff time equal to i · Dbp, and all the other N − 1 nodes extract a backoff time
larger than i ·Dbp. Therefore,
P{esi} = N ·
1
W1
·
(
W1 − i− 1
W1
)N−1
(3.9)
In Equation (3.9), the term 1/W1 is the probability that one node picks up a backoff
time equal to i ·Dbp, while the third term gives the probability that all the remaining
N − 1 nodes generate a backoff time larger than i ·Dbp. Conversely, a failure occurs at
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time i ·Dbp when two or more nodes generate the same backoff time i ·Dbp and, thus,
experience a collision. Hence,
P{efi} =
N∑
k=2
(
N
k
)(
1
W1
)k
·
(
W1 − i− 1
W1
)N−k
(3.10)
The sum in Equation (3.10) takes into account that more than two nodes may collide.
The term inside the sum gives the probability that exactly k nodes randomly pick up a
backoff time of i ·Dbp, while N − k nodes choose a backoff value larger than i ·Dbp.
Using Equations (3.9) and (3.10), ECC initializes Lc by adding chains c: sc = {esi}
(sc = {efi}) and pc = P{esi} (pc = P{efi}). Note that a chain is added to Lc iff pc ≥ θ.
Then, ECC enters the chains examination phase.
3.4.3 Chains examination
In the chains examination phase, ECC executes a loop during which, at each step, a
chain c ∈ Lc with sc : {e1, ..., em} is examined. The goal of the examination is
twofold. First, the algorithm checks if c represents a possible outcome of the CSMA/CA
execution by computing P{no txs | c} and, if so (i.e. P{no txs | c} > 0), it adds c
to Fc. If P{no txs | c} 6= 1 it means that new events can occur after c. Hence, as
a second step, all the events that may occur after em are derived (i.e. after the last
event in c). Hereafter, for simplicity, we will indicate as esi (efi) a success (failure)
event occurring at time ti = fm + i · Dbp, i ∈ N, where fm is the finish time of event
em and as P{esi | c} (P{efi | c}) its corresponding probability. For any esi (efi) a new
chain cx : scx = {e1, ..., em, esi} (scx = {e1, ..., em, efi}) is added to Lc by the ECC
algorithm iff pcx = pc · P{esi | c}(pc · P{efi | c}) ≥ θ.
In the following we show the computation of both P{no txs | c} and P{esi | c} (P{efi | c}).
However, before deriving them, we perform two preliminary steps. Specifically, we first
derive P{CCAt | c}, i.e. the probability that a node, that has not experienced a success
until fm, will perform (has performed) a CCA at a certain time t ≥ fm (t < fm), given
that the events in c occurred. Second, we compute the exact number of nodes that
are still active in the network at time t = fm (i.e. that have not yet terminated the
CSMA/CA execution).
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Derivation of P{CCAt | c}
Hereafter, we take into consideration a generic chain c : sc = {e1, ..., em} and denote by
Ns the number of successful transmissions occurred in chain c (Ns = |{ei ∈ sc : Ti = S}|).
Since each sensor node has to transmit just one data packet, at most Nr = N−Ns nodes
may be still active in the network after time fm. Now our goal is to derive the proba-
bility P{CCAt | c}, that any of the Nr nodes will perform (has performed) a CCA at
time t, given that the sequence of events in c occurred.
First of all, we denote by NPij , 1 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax, the set of all time instants
t < fm at which it is not possible, for any of the Nr sensor nodes, to have performed a
CCA while in state Bij , if the events in c occurred. The derivation of NPij is shown in
the Appendix.
As a second step, we derive, for time instants t < fm,
1, the probability P{CBt | c} that
any of the Nr sensor nodes has found the channel busy during a CCA started at time t.
We also derive P{F t | c}, i.e. the probability that any of the same nodes has experienced
a failure for a transmission whose CCA started at time t. The following equations hold.
P{CBt | c} =
 1 if ∃ei ∈ sc : t ∈ [ti +Dbp, fi)0 otherwise (3.11)
P{F t | c} =
 1 if ∃ei ∈ sc : ti = t ∧ Ti = F0 otherwise (3.12)
The probability that a generic node has found the channel busy during a CCA started
at time t only depends on the specific events in chain c. Specifically, P{CBt | c} = 1
if a success or failure event has occurred at time t, and zero otherwise. Similarly,
P{F t | c} = 1 if a failure occurred at time ti = t, and zero otherwise.
Finally, we indicate as Smax (Smax > fm), the largest time instant at which any of the
Nr nodes can perform a CCA, given that all the events in c occurred. Smax represents
the largest instant at which a new event can occur after em. The following claim holds.
1We assume that both P{CBt | c} and P{F t | c} are equal to 0 ∀t ≥ fm. This allows to calculate
the probability that a node will directly perform a CCA at a time t ≥ fm.
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Claim 4. Smax = fm +Mw ·Dbp, where
Mw =
 WBmax − 1 Tm = Smax{WBmax − 1, 2 + (W1 − 1)} Tm = F (3.13)
Proof. If Tm = S, Smax is derived by considering the worst case shown in fig. 7(a)
where a node (node A) performs a CCA at time t = fm −Dbp during its (Bmax − 1)-th
backoff stage, finds the channel busy, and extracts a value for the backoff time equal to
(WBmax−1)·Dbp. Hence, Smax is given by fm+(WBmax−1)·Dbp. Conversely, if Tm = F ,
two cases must be considered. A node (node A in fig. 7(b)) may perform a CCA at time
t = fm −Dbp during the (Bmax − 1)-th backoff stage, and extract a backoff time value
equal to (WBmax − 1) ·Dbp. At the same time, another node (node B in fig. 7(b)), which
has experienced the collision represented by em, waits for the retransmission timeout Dto
and extracts a backoff time equal to (W1−1)·Dbp. Hence, we need to consider the largest
value for Smax in the two cases, i.e. Smax = fm+max((WBmax−1), 2+(W1−1))·Dbp.
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Figure 3.7: Derivation of Smax
Now, we can show the computation of P{CCAt | c} for time instants t ∈ [0, Smax]. The
following claim holds.
Claim 5. The probability P{CCAtij | c} that any of the Nr nodes has performed a CCA
at time t ∈ [0, fm] or will perform a CCA at a time t ∈ [fm, Smax], while in state Bij ,
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provided that all the events in chain c have occurred, is

0 if t 6∈ Λij ∨ t ∈ NPij
1
|Λ11\NP11 |
, if i = 1, j = 1
∑
t∗∈(Ωtij\NPi−1j )
P{CCAt∗i−1j | c} · P{CBt
∗ | c} · 1|ht∗ij | ,
if 1 < i ≤ Bmax, 1 ≤ j ≤ Tmax
∑Bmax
i′=1
∑
t∗∈(Ωtij\NPi′j−1 )
P{CCAt∗i′j−1 | c} · (1− P{CBt
∗ | c})·
· P{Ft∗ | c} · 1|ht∗1j | ,
if i = 1, 2 ≤ j ≤ Tmax
(3.14)
Proof. If t 6∈ Λij or t ∈ NPij , then P{CCAtij | c} = 0 by definition of Λij and NPij .
Now, we consider cases where t ∈ Λij ∧ t 6∈ NPij . In case i = j = 1, we are considering
CCAs performed in state B11. At the beginning, each node randomly chooses a backoff
time in set {0, Dbp, 2 · Dbp, ..., (W1 − 1)Dbp} and, then, performs a CCA. Since we
are assuming that the events in chain c occurred, we have to exclude CCA instants
contained in set NP11 . Specifically, the number of possible CCA instants during state
B11 can be calculated as |Λ11 \NP11 |, where \ is the set difference operator. Hence, the
second term of the formula computes probability P{CCAt11 | c} as 1|Λ11\NP11 | .
Let us consider now states Bij , 1 < i ≤ Bmax, 1 ≤ j ≤ Tmax. In this case the node
performs a CCA at time t after a previous unsuccessful CCA operation during state
Bi−1j . The third term of the formula takes into consideration all the possible CCA
instants t∗ which could lead the node to perform a CCA at time t. However, we need
to exclude instants when a CCA cannot have occurred while in state Bi−1j . Hence,
only instants in the set (Ωij \ NPi−1j ) are considered in the third term. Then, inside
the sum, the product between 1) the probability that a node has performed a CCA at
time t∗ while state Bi−1j , given that events in c have occurred (P{CCAt∗i−1j | c }), 2) the
probability that the same node found the channel busy at time t∗ (P{CBt∗ | c}), 3) the
probability that the same node has extracted a backoff time such that a new CCA is
performed at time t ( 1|ht∗ij |
) is performed. The set ht
∗
ij contains all possible CCA instants
at which a node may have performed a CCA, while in state Bij , after an unsuccessful
CCA at time t∗ during state Bi−1j . The set ht
∗
ij is calculated by subtracting set NPij to
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set {t : ∃w ∈ [0, Wi − 1]∧ t = t∗ +Dcca +Dtat +w ·Dbp}, i.e. the set of all the possible
CCA instants following a failed CCA at time t∗ during state Bi−1j .
Finally, the last case refer to the case when i = 1, 2 ≤ j ≤ Tmax, i.e. when a node
performs a CCA after a transmission failure. The term is composed of two sums. The
first one considers all the possible backoff stages i′, 1 ≤ i′ ≤ Bmax of the (j − 1)-th
transmission attempt. Instead, the second one considers all the possible CCA instants
t∗ that may generate a CCA at time t due to a previous unsuccessful transmission.
Specifically, the inner sum only considers instants t∗ ∈ (Ωtij \ NPi′j ), i.e., it does not
consider all instants when a CCA cannot occur while in state Bi′j . Then, for each couple
(i′, t∗) the product between 1) the probability P{CCAt∗i′j−1 | c} that the node performs
a CCA at time t∗ during state Bi′j given the events in c occurred, 2) the probability
that the same node has found the channel idle at time t∗, i.e. (1 − P{CBt∗ | c}), 3)
the probability that the transmission results into a collision, i.e. P{Ft∗ | c} and 4) the
probability 1|ht∗1j |
to extract a backoff time such that the node performs a new CCA at time
t, is performed. In the formula, ht
∗
1j = {t : ∃w ∈ [0, W1−1]∧t = t∗+Drtx+w ·Dbp}\NPij
represents the set of all possible instants when a node may have performed a CCA during
state B1j after experiencing a collision for a transmission whose CCA started at t
∗.
Finally, we can derive P{CCAt | c} as follows
P{CCAt | c} =
Bmax∑
i=1
Tmax∑
j=1
P{CCAtij | c} (3.15)
Estimating the number of active nodes at time t = fm
Since Ns nodes experienced a success during the chain c, at most Nr = N − Ns nodes
can be potentiallly active at time t = fm. Each of these Nr nodes can be in one of the
following states at time t = fm: (i) the node is really active, i.e. it has not yet finished
the CSMA/CA execution; (ii) the node has reached the maximum number Bmax of
consecutive CCAs for a data packet transmission; or (iii) the node has reached the
maximum number Tmax of retransmissions for a data packet. Indeed, in the last two
cases the sensor node drops its data packet, according to the CSMA/CA algorithm and,
thus, it is no longer active at time t = fm. To derive the number of sensor nodes that
Part I 46
are really active at time t = fm, we need to calculate the probability, for each of the Nr
nodes, to be in state (i), (ii) or (iii), respectively. The following claims hold.
Claim 6. Let P{FCCA | c} denote the probability that any of the Nr sensor nodes has
exceeded the maximum number Bmax of consecutive CCAs allowed for the transmission
of a data packet before time t = fm. It is
P{FCCA | c} =
fm−Dbp∑
t=0
Tmax∑
j=1
P{CCAtBmaxj | c} · P{CBt | c} (3.16)
Proof. A data packet is dropped by a sensor node due to exceeded number of CCAs when
it performs a CCA during one of the states BBmaxj , 1 ≤ j ≤ Tmax, and finds the channel
busy. Hence, Equation 3.16 considers all the possible CCA instants t ∈ [0, fm − Dbp]
(outer sum) and the last backoff stage of each transmission attempt j (inner sum). Then,
P{FCCA | c} is calculated by summing up, for each time instant t, the probability that
the sensor node: (i) performed a CCA at time t during the last backoff stage, and (ii)
found the channel busy, i.e. P{CCAtBmaxj | c} · P{CBt | c}.
Claim 7. Let P{FRtx | c} denote the probability that any of the Nr sensor nodes has
exceeded the number of retransmissions allowed for a data packet before time t = fm.
It is
P{FRtx | c} =
fm−Dbp∑
t=0
Bmax∑
i=1
P{CCAtiTmax | c} · P{F t | c} (3.17)
Proof. A data packet is dropped by a sensor node, due to exceeded number of retrans-
missions, if it experiences a collision during one of the states BiTmax , 1 ≤ i ≤ Bmax.
Hence, the equation considers all the possible CCA instants t ∈ [0, fm − Dbp] (outer
sum) and any backoff stage i, 1 ≤ i ≤ Bmax, of the last transmission attempt (inner
sum). Then, P{FRtx | c} is calculated by summing up, for each time instant t, the
probability that the sensor node: (i) performed a CCA at time t during the last trans-
mission attempt (during any backoff stage i), and (ii) it experienced a collision, i.e.
P{CCAtiTmax | c} · P{F t | c}.
Claim 8. Let P{Ap | c} denote the probability that any of the Nr nodes: (i) is still
active at t = fm and (ii) it has participated to the last event em in chain c, i.e. it has
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performed a CCA at time t = tm. It is
P{Ap | c} =
 0 Tm = S∑Bmax
i=1
∑Tmax−1
j=1 P{CCAtmij | c} Tm = F
(3.18)
Proof. Equation 3.18 considers two different cases. The first one regards the case when
the last event em in the chain is a successful event, i.e. Tm = S. Since the considered
nodes have not successfully transmitted their packet, it is not possible for any of them
to have performed a CCA at time t = tm. Hence, P{Ap | c} is equal to 0 in this case.
Let us consider now the case when Tm = F , i.e. em is a failure event. In this case, the
probability for a node to be still active in the network and to have participated to event
em can be derived by calculating the probability that the node has performed a CCA at
time tm during a transmission attempt different from the last one. Hence, in this case,
P{Ap | c} is calculated as the sum of probabilities that the node has performed a CCA
at time tm during any backoff stage i and transmission attempt j, j ≤ Tmax − 1.
Claim 9. Let P{Anp | c} denote the probability that any of the Nr sensor nodes: (i) is
still active at time t = fm, and (ii) it has not participated to the last event em in chain
c. Hence,
P{Anp | c} =
Smax∑
t=fm
P{CCAt | c} − P{Ap | c} (3.19)
Proof. The probability that any of the considered sensor nodes is still active at time
t = fm is equal to the probability that the same node can perform a CCA after time
fm, i.e., at any time t ∈ [fm, Smax]. Hence, in the equation, the sum of probabilities
to perform a CCA at any time t ∈ [fm, Smax], during any state Bij , is considered (first
term). However, to compute correctly P{Anp | c}, we need to exclude those cases in
which the sensor node is active after experiencing a collision at time t = tm. Thus, we
must subtract P{Ap | c}, calculated through Equation (3.18), to
∑Smax
t=fm
P{CCAt | c}
Below, we denote by N = [Np, Nnp, Nd] a composition of sensor nodes, where (i) Np
indicates the number of nodes that are still active at fm and have participated to event
em, (ii) Nnp is the number of nodes that are still active at fm but have not participated
to em, and (iii) Nd is the number of sensor nodes that have dropped their packet and,
hence, are no more active at fm. By definition, ∀N, ∀c, Np +Nnp +Nd = Nr. We now
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compute the probability of N , P{N | c}, both when em is a success and when it is a
failure.
If em is a success Tm = S, then P{Ap | c} = 0. This is because it is not possible for
a node to be still active after experiencing a success. Hence, Np = 0, ∀N and the
probability P{N | c} of a composition N is equal to:
P{N | c} =
(
Nr
Nnp
)
· P{Anp | c}Nnp · P{D}Nd (3.20)
In Equation 3.20 P{D} = P{FCCA | c}+P{FRtx | c} is the probability that a sensor node
has dropped its data packet due to either exceeded number of backoff stages or exceeded
number of retransmissions, before fm. In addition, the second and third terms provide
the probability that exactly Nnp nodes are still active in the network, and the probability
that Nd nodes are no more active, respectively. Obviously, all possible combinations are
taken into consideration.
The calculation of N for the case Tm = F follows the same line of reasoning and is
shown in the Appendix.
Claim 10. The probability P{no txs | c} that no other events occur in the network after
em is:
P{no txs | c} = P{N = [0, 0, Nr] | c} (3.21)
Proof. The probability P{no txs | c} that no events occur after em, is equal to the
probability that all nodes have finished their CSMA/CA execution before fm, i.e. P{N =
[0, 0, Nr] | c}.
Derivation of new events after em
When P{no txs | c} 6= 1, it means that there are cases in which at least one sensor node
is still active at time t = fm and, hence, other events may occur in the network. Below,
we consider all the events that may occur in the network after em and, for each of them,
we calculate the corresponding probability. To this end, we first derive the probability
for an active sensor node to perform a CCA at a given time t ∈ [fm, Smax]. We need to
discriminate between active nodes that have participated to event em, and active nodes
that have not participated.
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In the former case, after participating to em, sensor nodes are in one of the states B1j , 2 ≤
j ≤ Tmax, i.e. the first backoff stage of a retransmission attempt. Hence, according to
CSMA/CA, they will perform a CCA after waiting for both the retransmission timeout
Dto and a random number w ∈ [0, W1 − 1] of backoff periods. Since w is uniformly
distributed in [0, W1−1], the probability P{CCAtp | c} that any of the considered sensor
nodes will perform a CCA at time t ∈ [fm, Smax] is equal to 1W1 for t ∈ [fm+2Dbp, fm+
2Dbp + (W1 − 1)Dbp], and zero otherwise (see also figure 3.7(b)).
In the second case we consider sensor nodes that have not participated to event em.
First, we need to correct the computation of P{CCAt1j | c}, 2 ≤ j ≤ Tmax, for time
instants t ∈ [fm+2 ·Dbp, fm+2 ·Dbp+(W1−1) ·Dbp], shown in equation 3.14 as follows.
P{CCAt1j | c} = P{CCAt1j | c} −
Bmax∑
i=1
P{CCAtmij−1 | c} ·
1
W1
(3.22)
This is to exclude those cases that lead the sensor node to perform a CCA at time t
after performing a CCA at time tm. Therefore, the probability P{CCAtnp | c}, for time
instants t ∈ [fm, Smax], can be calculated as:
P{CCAtnp | c} =
P{CCAt | c}
P{Anp} (3.23)
Equation 3.23 can be explained as follows. Since we are considering an active sensor
node, it will surely perform a CCA at a time t ≥ fm. Hence, for such a node, the
probability to perform a CCA at a specific time t ∈ [fm, Smax] can be calculated by
normalizing P{CCAt | c} with probability P{Anp}, i.e., the probability that the node
will perform a CCA at any instant t ≥ fm.
Now, we derive both P{esi | N} and P{efi | N}, i ∈ {0, 1, ..., Mw} where P{esi | N}
(P{efi | N}) denotes the probability that the first event that occurs after em, given the
composition of nodes N , is a success (failure) occuring at time ti = fm + i ·Dbp. Claim
11 holds.
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Claim 11.
P{esi | N} = Nnp · P{CCAfm+i·Dbpnp | c}
·
 Mw∑
j=i+1
P{CCAfm+j·Dbpnp | c}
Nnp−1
·
 Mw∑
j=i+1
P{CCAfm+j·Dbpp | c}
Np
+Np · P{CCAfm+i·Dbpp | c}·
·
 Mw∑
j=i+1
P{CCAfm+j·Dbpp | c}
Np−1
·
 Mw∑
j=i+1
P{CCAfm+j·Dbpnp | c}
Nnp
Proof. In order to have a successful transmission at time t = fm+ i ·Dbp only one sensor
node, among the Nnp + Np active nodes, must start the CCA at time t, while all the
other nodes have to perform a CCA after time fm + i · Dbp. We need to consider two
different cases, depending on whether the sensor node that successfully transmits its
data packet has, or has not, participated to em. The equation provides P{esi | N} as
the sum of two components, referring to the first and second case, respectively. Let us
examine the first term of the equation. P{CCAfm+i·Dbpnp | c} indicates the probability,
for a sensor node that has not participated to event em, to perform a CCA operation
at time t = fm + i · Dbp while
(∑Mw
j=i+1 P{CCA
fm+j·Dbp
np | c}
)Nnp−1
is the probability
that all the other Nnp − 1 sensor nodes perform their CCA operation at a time instant
t > fm + i ·Dbp. Naturally, all possible Nnp combinations are taken into consideration.
Finally, the term
(∑Mw
j=i+1 P{CCA
fm+j·Dbp
p | c}
)Np
indicates the probability that all the
Np sensor nodes that have participated to event em perform a CCA operation at a time
t > fm + i ·Dbp. The second component of the equation has the same structure of the
first one. Hence, we omit its explanation.
Let us focus now on the probability P{efi | N}. We need to point out that a failure can
occur only if Nnp + Np ≥ 2. Hence, P{efi | N} = 0, ∀i ∈ [0, Mw] when Np + Nnp < 2.
Below, we will focus on cases where Np + Nnp ≥ 2. We denote by comp(m) the set of
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possible compositions (m1, m2) of an integer m in two distinct parts m1 and m2 with
m1 +m2 = m.
Claim 12.
P{efi | N} =
Np+Nnp∑
m=2
∑
(m1, m2)∈comp(m):m1≤Np∧m2≤Nnp(
Np
m1
)
· P{CCAfm+i·Dbpp | c}m1 Mw∑
j=i+1
P{CCAfm+j·Dbpp | c}
Np−m1
·
(
Nnp
m2
)
P{CCAfm+i·Dbpnp | c}m2 Mw∑
j=i+1
P{CCAfm+j·Dbpnp | c}
Nnp−m2
Proof. In the equation, the outer sum accounts for all possible numbers m, 2 ≤ m ≤
Np + Nnp, of colliding sensor nodes, while the inner sum considers all the possible
compositions (m1, m2) ∈ comp(m) of colliding nodes. Specifically, m1 denotes the
number of colliding nodes that have taken part to event em while m2 is the number of
colliding nodes that have not. Inside the inner sum, the product between two terms is
performed. The first one indicates the probability that exactly m1 sensor nodes, out of
Np, perform a CCA at time t = fm+ i ·Dbp, while the remaining ones (Np−m1) perform
a CCA at a time t > fm + i ·Dbp. The second term is derived in a similar way.
Finally, using the law of total probability, we derive both P{esi | c} and P{efi | c},
i ∈ [0, Mw] as follows.
P{esi | c} =
∑
N
P{N | c} · P{esi | N} (3.24)
P{efi | c} =
∑
N
P{N | c} · P{efi | N} (3.25)
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3.4.4 Parallelization of ECC algorithm
As shown in Figure 3.4, ECC continuously performs the following steps:
1. extracts a chain c : sc = {e1, e2, ..., em} from Lc;
2. generates all the events ex that can occur after em.
3. ∀ex, adds cx : scx = {e1, e2, ..., em, ex} to Lc.
During the execution of the three steps above only information associated with chain
c is used by the algorithm. Hence, it is possible to speed-up the execution by allowing
more threads to manage different chains in parallel. In section 3.5 we show, through
experimental measurements, that the execution time of the ECC algorithm decreases
almost linearly with the number of used threads. This drastically reduces the computa-
tion time needed to generate all the possible outcomes and makes the analysis of large
networks computationally feasible.
3.4.5 Derivation of performance metrics
When Lc becomes empty, Fc contains all chains c representing possible outcomes of the
CSMA/CA execution with a probability to occur greater than, or equal to, θ. Now, by
using chains c ∈ Fc, we derive the following metrics:
• Coverage (C): portion of the event space covered by chains in set Fc; it characterizes
the accuracy of the analysis.
• Packet delivery ratio (R): fraction of data packet successfully transmitted to the
coordinator node; it measures the reliability provided by CSMA/CA.
• Packet latency (L): delay experienced by a sensor node to successfully transmit
a data packet to the coordinator node; it indicates the timeliness allowed by CS-
MA/CA in reporting an event.
• Energy consumption (E): average total energy consumed by all sensor nodes in
the network to report an event to the coordinator node; it measures the energy
efficiency of CSMA/CA.
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Let ci : sci = {e1, e2, ..., em} be a specific chain in set Fc, and pci its associated
probability. Then, the coverage C can be calculated as follows:
C =
∑
ci∈Fc
pci (3.26)
To derive the delivery ratio R we compute, for each chain ci, the fraction of successful
transmissions Ri occurred in ci. Since there are N nodes in the network and each node
transmits one data packet, Ri can be easily calculated as Ri = Ns
i/N where Ns
i is the
number of successful transmissions in ci. Since each chain ci has probability pci to occur,
the delivery ratio R is given by
R =
∑
ci∈Fc
pci
C
·Ri (3.27)
Similarly, to calculate the average latency, we first derive the average latency Li experi-
enced by data packets successfully transmitted in chain ci, for any ci containing at least
one successful transmission (i.e. ci : ∃ej ∈ sci ∧ Tj = S). Li can be expressed as follows.
Li =
∑
ej∈sci :Tj=S fj
N is
(3.28)
In Equation (3.28), the sum of latencies fj for all packets successfully transmitted in
chain ci is first calculated. Then, the obtained sum is divided by the number N
i
s =
|{ej ∈ sci : Tj = S}|) of successful transmissions in ci. Therefore, the average latency L
is derived as
L =
∑
ci∈Fc: N is>0
pci∑
ci∈Fc: N is>0 pci
· Li (3.29)
We now show the computation of the probability density function (PDF) of packet
latency. The probabilty P (t) to receive one data packet with a delay equal to t can be
calculated as follows:
P (t) =
∑
ci∈Fc:∃ej∈sci |Tj=S∧fj=t
pci (3.30)
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Equation 3.30 calculates P (t) by performing the sum of the probabilities of all chains ci
containing a successful transmission at time t.
Finally, we calculate the average total energy consumption E. Let enci denote the total
energy consumed by all sensor nodes to manage the events occurred in a specific chain
ci. Hence,
E =
∑
ci∈Fc
pci
C
· enci (3.31)
For the derivation of enci see Appendix.
3.5 Results
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Figure 3.8: Delivery
Ratio.
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Figure 3.9: Average
Packet Latency.
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Figure 3.10: Aver-
age Energy Consump-
tion.
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Figure 3.11: La-
tency PDF, 5 nodes.
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tency PDF, 30 nodes.
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Figure 3.13: La-
tency PDF, 50 nodes.
In this section we evaluate the accuracy and tractability of our analytical model. We
also use the model to investigate the performance of CSMA/CA in the considered event-
driven scenario.
3.5.1 Model validation
As a preliminary step, we validate our analytical model through simulation experi-
ments. To this end, we use the ns2 simulation tool [54], which includes the 802.15.4
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module. In our simulations we consider a star network topology with sensor nodes
located in a circle of radius 10m centered at the coordinator node. The transmis-
sion range is set to 15m, while the carrier sensing range is set to 30m. In all the
experiments we assume that the 802.15.4 MAC protocol is operating in NBE mode
with a 250 Kbps bit rate. Power consumption values are derived from the Chipcon
CC2420 radio transceiver [55]. Unless stated otherwise, we use the following set of CS-
MA/CA parameter values: macMinBE = 3, macMaxBE = 4, macMaxBackoffs =
2, macMaxFrameRetries = 1.
For each simulation experiment, we perform 10 independent replications, each of which
consists of 10000 cycles. In each cycle, it is assumed that all sensor nodes have to trans-
mit one packet. We derive confidence intervals by using the independent replications
method and a 95% confidence level. However, they are typically very small and cannot
be appreciated in the plots below.
Figures 3.8-3.10 compare analytical and simulation results, obtained in the same operat-
ing conditions, in terms of delivery ratio, average latency and average energy consump-
tion, respectively, for different network sizes (i.e., number of sensor nodes). In addition,
Figures 3.11-3.13 compare the probability density function (PDF) of packet latency for
three different network sizes (i.e, with 5, 30, and 50 sensor nodes). The analytical results
have been obtained using θ = 0 in the ECC algorithm. As a general remark, we ob-
serve that analytical and simulation results are almost overlapped, in all the considered
scenarios. We also investigated additional scenarios, with different CSMA/CA param-
eter values, and observed a similar agreement. Some of these results are presented in
section 3.5.3, where we investigate the impact of CSMA/CA parameters on the netwok
performance.
Figure 3.8 shows that the delivery ratio drastically reduces with the number of sensor
nodes and it is very low even with a limited number of sensor nodes. This is mainly due
to the 802.15.4 CSMA/CA algorithm that is not able to manage contentions efficiently
even when the number of contending nodes is relatively low, due to its random nature.
In the considered event− driven scenario this limitation is more apparent as all sensor
nodes in the network start reporting data simultaneously, upon detecting an event.
Figures 3.9 and 3.10 show that both the average latency and energy consumption in-
crease with the network size, as expected. This is because when the number of sensor
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nodes contending for channel access increases, the collision probability increases as well.
Hence, sensor nodes consume more energy. In addition, they take more time to transmit
their packets. Specifically, successful transmissions tend to occur some time after the
beginning, when the level of contention is lower because some nodes have already given
up, due to exceeded number of backoff stages or retransmissions (see Section 3.1). This
behavior is confirmed by the results in Figures 3.11-3.13, where the highest spikes in
the PDF gradually shift to the right side of the graphs as the number of sensor nodes
increases.
3.5.2 Impact of θ and multithreading
Table 3.1: Analytical results with different values of θ.
N
θ = 0
C Chains R (%) L (ms) E (mJ) Time (s)
10 1 1842355 19.94 12.33 0.822 14407
30 1 1842355 6.07 17.81 1.970 24768
50 1 1842355 3.40 20.36 3.130 33264
N
θ = 10−7
C Chains R (%) L (ms) E (mJ) Time (s)
10 0.999 27590 19.94 12.32 0.822 398
30 0.999 19536 6.07 17.81 1.970 922
50 0.999 11509 3.40 20.36 3.130 875
N
θ = 10−5
C Chains R (%) L (ms) E (mJ) Time (s)
10 0.970 3814 19.88 12.17 0.811 93
30 0.978 3224 6.04 17.75 1.966 267
50 0.987 2253 3.39 20.34 3.136 316
In order to evaluate the trade-off between tractability and accuracy of our model, Table
3.1 summarizes the analytical results obtained with different values of θ (the network
parameter values are the same as in Section 3.5.1). Specifically, Table 3.1 shows the
number of chains generated by the ECC algorithm, the coverage of the event space
(C), the performance metrics defined in Section 6.5 (i.e., R, L and E) and, finally,
the computation time (in seconds) required to compute the same performance metrics.
When using θ = 0, a coverage of 100% and, hence, the maximum accuracy of results is
obtained. However, the number of generated chains is very large (more than 1800000),
which requires a high computation time (33264s in the case of 50 sensor nodes, i.e. more
than 9 hours).
As expected, the coverage of the event space decreases as the value of θ increases. With
θ = 10−5, it reduces to 97 − 98%, however the model still obtains nearly the same
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accuracy as with θ = 0. Moreover, the computation time reduces by a factor of more
than 100, and the number of generated chains reduces by a factor of more than 500,
with respect to θ = 0, when N = 50. These results can be explained as follows. As
mentioned in Section 3.4, ECC analyzes only events that are most likely to occur in the
network, which are the events that will influence most the performance metrics. This
way, ECC achieves approximately the same accuracy as when θ = 0 while analyzing a
much lower number of events. Therefore, it saves a tremendous amount of computation
time.
Surprisingly, Table 3.1 shows that, when θ > 0, the number of chains generated by ECC
decreases as the network size increases. In addition, the coverage increases although the
number of chains decreases. This apparently counterintuitive behavior can be explained
as follows. When the number of sensor nodes increases, some events become significantly
more likely to occur than others. For instance, if N = 50, collisions are more likely to
occur than successful transmissions. Therefore, when N = 50, ECC will select, at each
step, fewer (yet very likely) events with respect to the case N = 5. Hence, the number
of considered chains decreases (and the coverage increases), as the number of nodes
increases. This property of ECC dramatically reduces the computation effort needed
to calculate the metrics of interest when the network size increases, thus making the
analysis of large networks easier.
Figure 3.14: Avg. computation time vs. number of threads.
Finally, to further assess the model tractability, we measured the average computation
time of the analytical model as a function of the number of threads that are activated.
Figure 3.14 shows that the computation time decreases almost linearly with the number
of threads. This is because the algorithm is implemented in such a way to assign the
computation of the various chains to different threads. Since threads synchronize only
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to modify a global variable (i.e. the list of chains Lc), each thread is almost independent
from the others. Hence, the almost linear decrease of computation time.
3.5.3 Impact of CSMA/CA parameters
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Figure 3.17: De-
livery ratio vs.
macMinBE
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Figure 3.18:
Avg. latency vs.
macMaxFrameRetries
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Figure 3.19:
Avg. latency vs.
macMaxCSMABackoffs
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Figure 3.20:
Avg. latency vs.
macMinBE
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Figure 3.21:
Avg. energy
consumption vs.
macMaxFrameRetries
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Figure 3.22:
Avg. energy
consumption vs.
macMaxCSMABackoffs
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Figure 3.23: Avg.
energy consumption
vs. macMinBE
In this section we evaluate the impact of each single CSMA/CA parameter on the
overall performance. To this end, we focus on a network with 30 sensor nodes and
show the impact of parameters on the delivery ratio, average packet latency and energy
consumption of the network.
Figure 3.15 shows that increasing the maximum allowed number of retransmissions (i.e.
macMaxFrameRetries) does not provide any significant effect on the delivery ratio,
for values larger than one. This is because the majority of packets are dropped by the
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MAC protocol because of exceeded number of backof stages (i.e., consecutive CCAs).
Indeed, increasing the maximum number of backoff stages (i.e. the macMaxBackoffs)
results in an increase of the delivery ratio, as shown in Figure 3.16. Furthermore, we
observe an increase in both the average latency and energy consumption (Figure 3.19 and
3.22). This is because a larger number of packets is successfully transmitted, which takes
more time and more energy. Finally, Figure 3.17 shows that increasing the minimum
backoff window size (i.e. macMinBE) also causes an increase of the delivery ratio. The
motivation is that a larger initial backoff window size reduces the collision probability
at the first backoff stage, thus increasing the probability of successful transmission.
Again, we observe an increase in the average latency (Figure 3.20). Instead, the energy
consumption decreases since less collisions occur (Figure 3.23).
The above results shows that, increasing the CSMA/CA parameter values is surely
beneficial in terms of increased communication reliability. However, it also increases
packet latency and/or the energy consumption, which may not be good for time-critical
applications. Hence, the most appropriate parameter setting depends on the specific
application scenario.
3.6 Conclusions
In this chapter we have presented an analytical model of the unslotted CSMA/CA
algorithm used in 802.15.4 WSNs operating in NBE mode. The proposed model is
both accurate and efficient. It leverages an approach called Event Chains Computation
(ECC), that reduces complexity, with a limited loss of accuracy, by removing event
sequences whose probability to occur is below a given threshold. We have shown that
the computation time required for deriving the performance metrics of interest can be
reduced by a factor of more than 100, and even more, with a negligible impact on
the accuracy of the obtained results. Also, our model can exploit a multi-threading
approach, thus taking advantage of a parallel execution. Since we have introduced no
oversimplifying assumptions, our model allows an accurate analysis of 802.15.4 WSNs
in NBE mode, even when there is a large number of sensor nodes. Our results highlight
that the unslotted CSMA/CA algorithm has severe limitations in terms of reliability
and scalability. Specifically, the delivery ratio provided by the algorithm is very low
even when the number of contending nodes is not so high. In addition, it sharply
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decreases when the number of contending nodes increases. The reliability provided by
the algorithm can be significantly improved by increasing the initial backoff-window
size and/or the maximum number of backoff stages allowed for each packet. However,
this also increases packet latency and/or energy consumption. As we reported in section
2.4.2, similar considerations also apply to the slotted 802.15.4 CSMA/CA algorithm used
in BE mode and a number of approaches [22, 29, 30] (described in section 2.4.2.1) have
been proposed in the literature to provide the optimal setting of CSMA/CA parameter
values, i.e. the set of values for CSMA/CA parameters through which it is possible to
satisfy the application requirements (in terms of reliability) with the minimum energy
consumption for sensor nodes. In the next chapter a comparison of the performance of
the different approaches is reported.
Chapter 4
Comparison of strategies for
802.15.4 CSMA/CA algorithm
parameters setting
4.1 Introduction
In section 2.4.2.1 we described the different approaches (i.e. model-based offline compu-
tation [22], model-based adaptation [29], and measurement-based adaptation [30]), that
have been proposed in the literature for the tuning of 802.15.4 CSMA/CA algorithm
parameters. In order to better understand pros and cons of the various approaches, and
help network designers in choosing the most effective solution, in this chapter we com-
pare their performance. We investigate, through simulation, their capability to satisfy
application requirements, in terms of reliability. However, we also consider their energy
efficiency and ability to adapt to time-varying operating conditions. Our simulation
results highlight the effectiveness and flexibility of the ADaptive Access Parameter Tun-
ing (ADAPT) algorithm proposed in [30]. Motivated by these results, we implemented
ADAPT in a real sensor network and carried out an experimental analysis to confirm
its suitability to operate in a real environment. The experimental results confirmed the
simulation results.
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The rest of this chapter is organized as follows. Next section compares the considered
algorithms both in stationary and dynamic scenarios. Section 4.3 reports an experimen-
tal evaluation of the performance of ADAPT. Finally, conclusions are drawn in section
4.4.
4.2 Performance Comparison
To compare the performance of the three algorithms described in section 2.4.2.1 we
used the ns2 simulation tool [54], which includes an 802.15.4 module. To implement the
analytical model leveraged by the offline algorithm we also used MATLAB [56]. In our
analysis we considered a star network scenario where the sink node acts as the network
coordinator, and sensor nodes are placed in a circle centered at the sink node, 10m far
from it. The transmission range was set to 15m while the carrier sensing range was set
to 30m. We considered a periodic reporting application where sensed data have to be
reported to the sink periodically, i.e., at each Beacon Interval.
To evaluate the performance of the three considered algorithms we derived the following
performance indexes.
1. Packet delivery ratio, defined as the ratio between the number of packets correctly
received by the sink, and the total number of packets generated by all sensor nodes.
It measures the long-term reliability.
2. Miss ratio, defined as the fraction of times the packet delivery probability – cal-
culated over the current Beacon Interval – drops below the threshold required by
the application. It measures the inability to provide short-term reliability (ideally
should be zero).
3. Average energy per packet, defined as the total energy consumed by each sensor
node divided by the total number of generated packets. It measures the energy
efficiency.
4. Average latency, defined as the average time from when the packet transmission
starts at the source node to when the packet is correctly received by the sink. It
characterizes the timeliness.
Part I 63
5. Convergence time, defined as the time when the packet delivery probability –
calculated over the current Beacon Interval – reaches the threshold required by
the application for the first time (from the network startup time). It measures the
ability to adapt to changing conditions.
The energy consumed by a sensor node was calculated using the model presented in
[57], which is based on the Chipcon CC2420 radio transceiver [55]. The model assumes
four radio states, namely transmit, receive, idle and sleep. In addition, the model also
accounts for the energy spent during state transitions.
In our analysis we assumed that the application is critical in terms of reliability and,
hence, it requires a packet delivery ratio >= 80%. In addition, to avoid concentrated
packet losses, the application also requires a miss ratio lower than 10%. This means that
the application can temporarily tolerate a delivery probability lower than 80%. However,
this should occur in a limited number of cases (less than 10% of the beacon intervals).
Hence, the optimal CSMA/CA parameter setting must guarantee the requested reliabil-
ity (in terms of delivery ratio and miss ratio), while minimizing the average energy per
packet. We need to point out that the considered thresholds for delivery ratio and miss
ratio (i.e., 80% and 10%) are somewhat arbitrary as, in practice, they depend on the
specific application. However, we performed other experiments with different thresholds
and we obtained results similar to those presented below.
Table 4.1 summarizes the 802.15.4 MAC protocol parameters used for all the algorithms,
while Table 4.2 shows specific parameters of individual algorithms. For ADAPT, the
considered values of d, σ, and γ are taken from [30]. For the model-based adaptive
algorithm, a window size m=16 was used in [29] to estimate α, β, and τ . We used a lower
value (i.e., m=4), as it still provides accurate estimates and reduces the convergence
time of the algorithm (see below). As anticipated, we considered a periodic reporting
application, which is typical for beacon-enabled sensor networks. We also assumed that
each sensor node generates 10 data packets at every Beacon Interval. This means that all
sensor nodes have a packet to transmit for some time. Hence, the operating conditions
are very close to saturated traffic conditions. Accordingly, we set q0=0 in the model
used by both model-based algorithms.
In our experiments, for each simulated scenario, we performed 10 independent replica-
tions, where each replication consists of 1000 Beacon Periods. For each replication we
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Table 4.1: 802.15.4 MAC Protocol parameters
Parameter Value
Bit Rate 250 Kbps
Data Frame (Payload) Size 109 (100)
bytes
ACK Frame Size 11 bytes
Beacon Order (BO), Super-
frame Order (SO)
11, 8
macMinBEmin,
macMinBEmax
1, 7
macMaxCSMABackoffsmin,
macMaxCSMABackoffsmax
1, 10
macMaxFrameRetriesmin,
macMaxFrameRetriesmax
0, 9
Power Consumption in RX
mode (Prx)
35.46 mW
Power Consumption in TX
mode (Ptx)
31.32 mW
Power Consumption in Idle
mode (Pidle)
0.77 mW
Power Consumption in Sleep
mode (Psleep)
0.036 µW
Table 4.2: Specific parameters
Parameter Value
d(ADAPT) 0.6
σ (ADAPT) 0.03
γ (ADAPT) 0.03
m (Model-based
Adaptation)
4
discarded the initial transient interval (10% of the overall duration) during which nodes
associate to the coordinator node and start generating packets. The results shown below
are averaged over all the different replications. We also derived confidence intervals by
using the independent replication method.
4.2.1 Analysis in stationary conditions
In this section we analyze the performance of the three algorithms in stationary con-
ditions. Specifically, we assume that, for each experiment, the number of sensor nodes
is fixed. Figure 4.1(a) and Figure 4.1(b) show the packet delivery ratio and miss ra-
tio of the considered algorithms, for an increasing number of sensor nodes. We can
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see that all the three algorithms are able to fulfill the application requirements. The
two adaptive algorithms have similar performance in terms of delivery ratio, but the
measurements-based algorithm typically exhibits a larger miss ratio. This is because
it tends to oscillate between adjacent parameter sets, while the model-based adaptive
algorithm is more stable. We can also observe that both the adaptive algorithms provide
a delivery ratio slightly higher than the threshold. Instead, the delivery ratio provided
by the offline algorithm is significantly above the threshold. This is because the adap-
tive algorithms can switch between different parameter sets over time, while the offline
algorithm always uses the same set during the whole experiment. This also reflects into
an high energy consumption and packet latency for the offline algorithm.
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Figure 4.1: Delivery ratio (a), Miss ratio (b) and Convergence time (c) for the different
algorithms
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Figure 4.2: Average Energy per Packet (a), and Average Latency (b) for the different
algorithms.
In terms of energy efficiency 4.2(a) the measurement-based algorithm has the best per-
formance, while the model-based adaptive algorithm is more energy consuming. This
is mainly because the latter algorithm tends to increase the delivery probability by in-
creasing the number of retransmissions (macMaxFrameRetries), while the measurement-
based algorithm achieves the same result by increasing the number of backoff trials
(macMaxCSMABackoffs), which is less expensive in terms of energy consumption (as
highlighted in [30]). On the other side, the strategy used by the model-based adaptive
algorithm results in a lower average latency experienced by packets, as highlighted by
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Figure 4.2(b). This is because, when a packet is re-transmitted the contention window
size is re-initialized to its minimum value. Instead, when a new backoff trial is started,
the contention window size is doubled (unless it has reached its maximum value).
Finally, Figure 4.1(c) shows the convergence time of the three algorithms. For the offline
algorithm we assume as convergence time the time needed to solve the analytical model
at the coordinator/sink node, derive the optimal parameter setting, and communicate it
to the sensor nodes. Obviously, this time strongly depends on the machine used to solve
the model. We found that, with a quad-core PC, this time is approximately 400 s (i.e.,
around 7 minutes). Assuming a Beacon Interval of about 30 s (31.45s with BO=11),
this results in a convergence time of 13 Beacon Intervals, as shown in Figure 4.1(c)
(obviously it depends on the size of the Beacon Interval). The two adaptive algorithms
have significantly lower convergence times. The model-based algorithms converges in
about 5 Beacon Intervals as the optimal setting is derived using the samples measured in
the previous m Beacon Intervals (and we used m=4). The measurement-based algorithm
is the fastest one as, in the considered scenarios, it converges in 3-5 Beacon Intervals.
Unlike the model-based algorithms, in ADAPT the convergence time is not constant
and, generally, tends to increase with the number of sensor nodes. This is because it
starts using the default parameter set and, then, increases the parameter values until an
appropriate parameter configuration is reached. Obviously, the number of steps increases
with the number of nodes as a higher number of contending nodes increases congestion
and, thus, requires higher parameter values to guarantee the same reliability level.
4.2.2 Analysis in dynamic conditions
In this section we analyze the behavior of the three algorithms in dynamic conditions. To
this end, we vary over time the number of active sensor nodes. We assume that, initially,
there are 10 nodes. Then, this number increases to 20 at Beacon Interval 200, and to 40
at Beacon Interval 500. Finally, it reduces again to 10 at Beacon Interval 800. All the
sensor nodes, when active, generate 10 packets per period and, hence, the offered load
increases accordingly with the number of nodes. We restricted the following analysis to
adaptive algorithms only, as the offline algorithm is not able to adapt itself to changing
conditions. Also, we need to point out that the model-based adaptive algorithm requires
the number of nodes as an input parameter. This may be problematic when the number
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of active nodes cannot be predicted in advance. In our analysis we ran two different
set of experiments for the model-based algorithm, with two different input values for
the number of nodes. In the first case the algorithm uses the initial number of nodes
(i.e., 10), while in the second case it uses the maximum number of nodes (i.e., 40).
Figure 4.3(a) and Figure 4.3(b) show the delivery ratio, as a function of the Beacon
Interval, experienced in the two cases (we show here a single run for each case, however
we observed similar results in all the runs we performed). As expected, in the first case
the algorithm exhibits very bad performance when the number of sensor nodes is higher
than 10. The miss ratio is 15.6% and 53.3% with 20 and 40 nodes, respectively. In
the second case the algorithm performs well in all the considered conditions and the
observed miss ratio is always less than 2%.
(a) (b) (c)
Figure 4.3: Delivery ratio, as a function of time, provided by the model-based adap-
tation algorithm with input equal to 10 nodes (a) and 40 nodes (b). Delivery ratio, as
a function of time, provided by the measurement-based adaptation algorithm (c).
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Fi ure 4.4: Delivery ratio, Miss ratio, and Convergence Time for the measuremen -
based adaptation algorithm: Experimental vs. Simulation Results.
The measurement based algorithm does not require to know in dvance the number of
sensor nodes. The results for it are shown in Figure 4.3(c). Apart from spikes due to the
sudden changes in the number of sensor nodes, the algorithm performs well in all the
consid red condi ions. Th miss ratio is always lower than 10% and, on average, equal
to 4.3%.
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4.2.3 Learned Lesson
A number of considerations follow from the previous analysis. First, the model-based
offline algorithm is not able to adapt to changing operating conditions and, hence, it
is not suitable for dynamic scenarios. Also, since the related analytical model makes
some assumptions (e.g., on the packet generation process), it may not always provide
the optimal setting in practical scenarios (e.g., periodic reporting applications). The
latter consideration also applies to the model-based adaptive algorithm.
Both the adaptive algorithms perform similarly in terms of delivery ratio. The measure-
ment based algorithm tends to oscillate more, but it takes a lower time to converge. The
model-based algorithm provides a lower average latency, while the measurement-based
algorithm is more energy efficient. This is an important point as sensor nodes are typi-
cally energy constrained. Finally, it should be emphasized that the model-based adaptive
algorithm requires to know in advance the number of sensor nodes in the network and
assumes that the wireless channel is ideal. This makes it unsuitable for practical sce-
narios where operating conditions (including the number of active nodes) may vary over
time and transmission errors cannot be neglected. The measurement-based algorithm
does not suffer from these limitations.
4.3 Experimental Analysis
Motivated by the previous remarks, we implemented the measurement-based adaptive
algorithm (ADAPT) in real sensor nodes and performed an experimental analysis aimed
at (i) showing that ADAPT is a viable solution for a real environment, and (ii) validating
the previous simulation results for it. Our testbed consists of Tmote Sky sensor nodes
[58] with TinyOS 2.x operating system [59]. Tmote Sky sensor nodes use the Chipcon
CC2420 radio transceiver [55] that is compliant to the 802.15.4 physical layer. Instead
of using the default MAC protocol shipped with the TinyOS software, we used TKN15.4
[60], an implementation of the 802.15.4 MAC protocol for TinyOS 2.x developed at TU
Berlin, and implemented ADAPT on top of it. In our experimental analysis, we referred
to the same star network scenario and parameters setting considered in the simulation
analysis. We measured all the performance indexes considered in the simulation analysis
but energy consumption. The results obtained are shown in Figure 4.4. It can be
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observed that delivery ratio, miss ratio and convergence time obtained in simulations
and experiments are quite similar. We also measured packet latency and we observed an
experimental latency slightly higher than that measured in simulations. This is due to
additional re-transmissions triggered by collisions caused by non-perfectly synchronized
clocks and possible transmission errors (which are unavoidable in a real environment).
4.4 Conclusions
In this chapter we have compared three different algorithms for deriving the optimal set-
tings of 802.15.4 sensor networks so as to guarantee the reliability requirements of the ap-
plication with minimum energy consumption. The considered algorithms take different
approaches, namely offline computation, model-based adaptation and measurement-based
adaptation. We have found that both the adaptive algorithms perform well, however the
model-based approach has some limitations that make it unsuitable for practical scenar-
ios, where operating conditions typically vary over time and transmission errors cannot
be neglected. Instead, the heuristic measurement-based algorithm does not suffer from
such limitations. Hence, we have implemented it in a real sensor network and validated
the simulation results for it through experimental measurements.
We want to highlight that the measurement-based algorithm still has some limitations.
First, due to its nature, it typically tends to oscillate between two or more parameter
sets and never stabilizes, thus consuming more energy than necessary. Second, it is
memory-less and does not take advantage of previously derived optimal settings. If the
same operating conditions repeat over time, the algorithm re-executes the adaptation
procedure. This motivated us to design a new adaptive algorithm, called JIT-LEAP,
that overcomes all these limitations. We present it in the next chapter.

Chapter 5
A Just-in-Time Adaptive
Algorithm for Optimal
Parameters Setting in 802.15.4
WSNs
5.1 Introduction
In the previous chapter we compared the performance of different solutions, namely
model-based strategies [22] [29], and measurement-based strategies [30], that have been
proposed in the literature to identify the optimal CSMA/CA setting in 802.15.4 WSNs.
Our analysis highlighted that model-based approaches have a number of limitations.
First, their effectiveness in providing the optimal setting depends on the accuracy of
the underlying model. Typically, simplifying assumptions are introduced to make the
model tractable. Furthermore, the model requires some input parameters, which may
not be available in a real environment. For instance, the model used in [22] and [29]
assumes ideal channel conditions and requires knowing in advance the number of network
nodes. Conversely, measurement-based approaches, like ADAPT [30], do not suffer from
these problems. However, they still have some limitations. ADAPT, due to its nature,
typically tends to oscillate between two or more parameter sets and never stabilizes, thus
consuming more energy than necessary. Furthermore, it is memory-less and does not
71
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take advantage of previously derived optimal settings. If the same operating conditions
repeat over time, the algorithm re-executes the adaptation procedure.
To overcome these limitations, in this chapter we propose a Just-in-Time LEarning-based
Adaptive Parameter tuning (JIT-LEAP) algorithm. JIT-LEAP follows a measurement-
based approach, does not make any assumption on the channel conditions, and does not
require any a-priori information about the WSN (e.g., number of nodes). This makes
it suitable for real-life scenarios. JIT-LEAP allows nodes to derive the optimal setting
autonomously, i.e., only basing on local measurements. Furthermore, it avoids unneces-
sary energy wastes and, learning from the past history, is able to speed up the selection
of the optimal setting. JIT-LEAP belongs to the class of active adaptive algorithms [61]
since it relies on a trigger mechanism to activate the adaptation phase only when needed.
Differently from passive algorithms (e.g., [29]) – where the adaptation mechanism is al-
ways on – active algorithms are generally prompter in adapting to new conditions, hence
providing better performance and lower energy consumption. Formally, also ADAPT
is an active algorithm as the adaptation mechanism is activated only when the locally-
estimated packet delivery probability is below/over a predefined threshold. In practice,
ADAPT tends to change the parameters setting (almost) at each step, thus behaving
similarly to passive algorithms.
The detection/adaptation mechanism proper of active algorithms is inspired by recent
studies on human brain that model brain mechanisms as a hierarchy of subsystems.
Active adaptive algorithms inspired by this detection/adaptation mechanism have been
successfully applied to classification problems [62], cognitive fault detection/diagnosis
systems [63], and adaptive sampling in WSNs [64].
JIT-LEAP relies on a theoretically-grounded mechanism to detect changes in the op-
erating conditions, based on a statistical Change Detection Test. This allows reducing
significantly the number of false positive detections and identifying even small variations
in the operating conditions. Hence, the parameters setting provided by JIT-LEAP is
stable and accurate, resulting in low energy consumption. We show, by simulations,
that JIT-LEAP outperforms all the previous algorithms meant to identify the optimal
CSMA/CA setting in 802.15.4 WSNs.
The rest of this chapter is organized as follows. Next section formulates the problem
addressed in this chapter in a formal way. Section 5.3 presents the JIT-LEAP algorithm.
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Section 5.4 describes the simulation setup, while Section 5.5 presents the simulation
results. Conclusions are drawn in Section 5.6.
5.2 Problem Formulation
In the following we refer to a WSN with a star topology, including a sink node (acting as
the PAN coordinator) and a number of sensor nodes. We consider a periodic reporting
application where data gathered by a sensor node are reported to the sink at each
Beacon Interval. We assume that data/acknowledgement frames transmitted by nodes
may be corrupted or lost. Despite that, the application requires a certain reliability level
(expressed as percentage of data packets correctly delivered to the sink), that must be
guaranteed with minimum energy consumption. To formulate the problem in a more
formal way, we define the following indexes:
1. Packet delivery ratio (RD): ratio between the number of data packets correctly
delivered to the sink by a sensor node, and the total number of packets generated
by that node. It measures the long-term reliability experienced by a sensor node,
and is requested to be higher than a minimum value, RminD .
2. Miss ratio (RM ): fraction of times the packet delivery ratio – calculated by a
sensor node over the current Beacon Interval – drops below RminD . It measures
the inability to achieve short-term reliability and should not exceed a pre-defined
threshold RmaxM .
3. Average energy consumption per packet (EP ): total energy consumed by a sensor
node divided by the total number of packets generated by that node. It measures
energy efficiency.
Let RD(par), RM (par), and EP (par) denote the delivery ratio, miss ratio, and average
energy consumption, respectively, experienced by a sensor node when using a set of
CSMA/CA parameter values denoted by par . Hence, the problem of optimal parameters
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setting can be formulated as

minimize EP (par)
RD (par) ≥ RminD
RM (par) ≤ RmaxM
. (5.1)
A possible approach for solving this problem is deriving an analytical model of the WSN
and calculating the CSMA/CA parameter values that satisfy (5.1). This is very close to
the approach used in [22], where the authors consider delivery ratio and latency (instead
of miss ratio). As emphasized in the previous chapter, the use of a model-based approach
has some limitations that make it unsuitable for real-life scenarios. In this chapter we use
a heuristic solution, following a measurement-based approach, that leverages a change
detection test and a learning algorithm to identify the optimal setting adaptively.
5.3 JIT-LEAP Algorithm Description
In this section we describe the proposed JIT-LEAP algorithm. We start with a high-
level description (Section 5.3.1). Then, we detail the different phases of the algorithm
(Sections 5.3.2-5.3.4). Finally, we describe some optimizations for improving its energy
efficiency (Section 5.3.5).Adaptive Algorithm for 802.15.4 Parameters Setting                                     X:7  
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Fig. 2. JIT-LEAP operating flowchart 
 Figure 5.1: JIT-LEAP operating flowchart
5.3.1 Basic Ideas
JIT-LEAP aims to dynamically select the optimal CSMA/CA setting (depending on the
current operating conditions) that guarantees the reliability required by the application
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with minimum energy consumption. To this end, it also exploits the knowledge learned
in the past history (if any). Figure 5.1 summarizes the main phases of JIT-LEAP.
At each Beacon Interval, a sensor node measures some quantities that characterize the
current network congestion and channel unreliability. Then, the following two phases
can be distinguished:
1. Adaptive Tuning. When no information about the current operating conditions is
available (e.g., at startup), the sensor node executes an Adaptive Tuning similar
to ADAPT [30]. CSMA/CA parameter values are increased when the reliability
experienced by the sensor node (in terms of RD and RM ) does not satisfy the appli-
cation requirements, and decreased otherwise. After a number of steps, the Adap-
tive Tuning algorithm starts oscillating between two parameter sets. This means
that the optimal setting, for the current conditions, has been reached. Hence, this
information is inserted into an appropriate data structure called Learning Table
(see below for details). Then, the algorithm moves to the Change Detection Phase.
2. Change Detection Phase. This phase is aimed at detecting possible changes in
the operating conditions, so as to adapt to the new conditions. To this end, a
Change Detection Test (CDT), i.e., an on-line statistical test, is considered to
detect possible variations in the state variables measuring network congestion and
channel unreliability. The statistical test is executed at each Beacon Interval, until
a change is detected.
When no change is detected, the current CSMA/CA parameter values used by the
sensor node are not updated and no further actions are performed. Whenever a change
is detected, it is necessary to determine the optimal setting for the new conditions. If
similar conditions have been already experienced in the past, the learning mechanism
allows to immediately re-activate the optimal setting previously used. Specifically, upon
detecting a change, the Learning Table is checked and the following two outcomes can
occur.
1. Similar operating conditions have been already experienced in the past and, hence,
the Learning Table contains an entry with the corresponding optimal set. There-
fore, the node sets up the optimal parameter values suggested by the table (just
in one step, or leap). Then, the Change Detection phase restarts.
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2. There is no entry in the Learning Table for the new operating conditions. There-
fore, the Adaptive Tuning phase is performed again. As soon as the Adaptive
Tuning algorithm stabilizes and the optimal set is detected, a new entry is in-
serted in the Learning Table for the current operating conditions. Afterwards, the
Change Detection phase is activated.
In the next subsections we will detail the actions carried out by JIT-LEAP during the
Adaptive Tuning and Change Detection phases, and the data structures it uses.
5.3.2 Status Assessment and Data Structures
We denote by s(t)=[pbusy(t), pfail(t), par(t)] the state of the sensor network, as per-
ceived by a generic sensor node, at a given Beacon Interval t. Specifically, par(t) is the
used set of CSMA/CA parameter values, pbusy(t) denotes the probability to find the
channel busy during a channel access, and pfail(t) gives the probability that a packet
transmission fails (i.e., the sensor node does not receive the related acknowledgment).
In particular, pbusy is a measure of the congestion experienced by the sensor node and
depends on some factors such as number of sensor nodes and offered load. It also de-
pends on the CSMA/CA parameter setting used by the sensor node, i.e., par . On
the contrary, pfail measures the communication unreliability and mainly depends on
the wireless medium unreliability (i.e., PER). However, it also depends on the network
congestion since a transmission can fail also due to a collision.
The state vector s(t) is derived by the sensor node as follows. The CSMA/CA pa-
rameter values (i.e., par) are known. pbusy can be measured locally as pbusy = p
1
busy +(
1− p1busy
)
×p2busy, where p1busy (p2busy) is the probability to find the channel busy during
the first (second) CCA operation. In practice, p1busy and p
2
busy are estimated by calcu-
lating the fraction of CCA operations resulted in a busy channel in the current Beacon
Interval. Similarly, pfail is computed as the fraction of the transmissions for which the
acknowledgment was missed during the current Beacon Interval.
At each sensor node JIT-LEAP uses the following data structures to store information.
1. Data Cluster. A table with an entry for each CSMA/CA parameters setting used
since the last change in the operating conditions (or network startup). The cluster
Part I 77
is cleared whenever a new change is detected. Each entry has the following for-
mat: <par , RD, RM , RF , count>, where RD (RM ) represents the delivery ratio
(miss ratio) experienced by the sensor node with the par parameters set. RF
denotes the Transmission Failure Ratio, defined as the ratio between the number
of transmissions for which the acknowledgment was missed, and the total number
of transmissions performed by the sensor node using the par parameters set. Fi-
nally, count indicates the number of times the corresponding parameter set has
been used so far.
2. Training Buffer. A data structure containing a buffer with the last W states
experienced during the Adaptive Tuning phase, or after the optimal set has been
obtained using the Learning Table. It is needed for the CDT training, both at
network startup and after a change detection.
3. State Sample. Whenever the CDT detects a change in the operating conditions,
it calculates the mean value and standard deviation of pbusy and pfail over the
Beacon Intervals immediately following the change. These values characterize the
new operating conditions. Thus, they are inserted into a proper data structure,
called State Sample, that will be used to build the Learning Table at the end of
the Adaptive Tuning phase.
4. Learning Table. This data structure is created at the end of the first Adaptive
Tuning phase, and updated after each Adaptive Tuning phase, on the basis of the
State Sample. The Learning Table contains information about each operating con-
dition experienced during the past history, and the corresponding optimal setting,
according to the learned knowledge. Each entry in the table has the following for-
mat: <par , elem1, elem2, . . . , elemi, . . .>, where elemi = <
[
pibusy min, p
i
busy max
]
,[
pifail min, p
i
fail max
]
, new set> for any i. Basically, each operating condition is
represented by an element elem, where the two intervals [pbusy min, pbusy max] and
[pfail min, pfail max] indicate the range of pbusy and pfail characterizing that specific
operating condition. Therefore, the table suggests that, whenever the estimated
values of pbusy and pfail fall within the above-mentioned intervals, and the param-
eters set par is used, the new optimal setting must be new set . Examples on
how to access and use the Learning Table will be given below.
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5.3.3 Adaptive Tuning Phase
5.3.3.1 CSMA/CA parameters change
Initially, JIT-LEAP starts with a simple Adaptive Tuning algorithm to dynamically
adjust CSMA/CA parameters, as it has no information about the past history. The
Adaptive Tuning increases or decreases one parameter at a time, depending on the
experienced reliability, as follows. At each Beacon Interval, the sensor node updates
the estimates of delivery ratio RD and miss ratio RM with measurements taken in
the current Beacon Interval (see below). If at least one of these estimates does not
satisfy the application requirements, the value of a CSMA/CA parameter is increased, by
considering first macMinBE and, then, macMaxCSMABackoffs (macMaxBE is kept to
a fixed value, i.e., MaxBEmax). The retransmission mechanism is initially disabled. Only
when both macMinBE and macMaxCSMABackoffs have reached their maximum value,
macMaxFrameRetries is also progressively increased. Conversely, if both RD and RM
satisfy the application requirements, the set of parameter values is tentatively reduced.
The strategy for decreasing parameter is just the opposite. First, macMaxFrameRetries
is reduced up to when it reaches its minimum value. Then, the same procedure is applied
to macMaxCSMABackoffs and, afterwards, to macMinBE. Without loss in generality,
we can assume that CSMA/CA parameter sets are ordered as shown in Table 5.3. Hence,
each parameter set can be identified by the corresponding index in the table and the
Adaptive Tuning algorithm always moves from a set to an adjacent one.
Table 5.1: Ordered CSMA/CA Parameter Sets
index MaxBE MinBE MaxCSMABackoffs MaxFrameRetries
1 MaxBEMAX MinBEMIN MaxCSMABackoffsMIN MaxFrameRetriesMIN
2 MaxBEMAX MinBEMIN+1 MaxCSMABackoffsMIN MaxFrameRetriesMIN
3 MaxBEMAX MinBEMIN+2 MaxCSMABackoffsMIN MaxFrameRetriesMIN
. . . . . . . . . . . . . . .
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMIN MaxFrameRectriesMIN
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMIN+1 MaxFrameRetriesMIN
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMIN+2 MaxFrameRetriesMIN
. . . . . . . . . . . . . . .
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMAX MaxFrameRetriesMIN
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMAX MaxFrameRetriesMIN+1
. . . MaxBEMAX MinBEMAX MaxCSMABackoffsMAX MaxFrameRetriesMIN+2
. . . . . . . . . . . . . . .
Imax MaxBEMAX MinBEMAX MaxCSMABackoffsMAX MaxFrameRetriesMAX
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5.3.3.2 Data Cluster update
As anticipated, CSMA/CA parameter values are increased or decreased depending on
the current estimates of RD e RM . For this reason, for each used set, the algorithm
stores, inside the Data Cluster, the value of RD e RM experienced with that set. At
each Beacon Interval, the entry corresponding to the current set is updated, as follows.
RD =
RD +RD · count
count+ 1
RM =
RM +RM · count
count+ 1
RD and RM represent the delivery ratio and miss ratio measured in the current Beacon
Interval, while count tracks the number of times the corresponding set has been used
so far (it is increased after each update). This way, the estimates of RD e RM get more
and more accurate over time.
If the channel is ideal (i.e., PER = 0), RD can be obtained as RD = PACK/Pgen, where
Pgen is the number of packets generated by the sensor node and PACK is the number of
acknowledgements received from the sink. Furthermore, if RD > R
min
D , then RM = 0;
otherwise RM = 1. If the channel is not ideal (i.e.,PER > 0), the previous formula for
RD underestimates the delivery ratio since a packet may have been delivered correctly
to the sink even if the corresponding acknowledgment was missed by the sensor node.
To correctly estimate the delivery ratio, when PER > 0, we need to take into account
also packets dropped due to exceeded number of retransmissions, but correctly received
by the sink. Let PMFR denote the total number of packets dropped due to exceeded
number of retransmissions and α be the probability that a dropped packet is received
correctly by the sink. The delivery ratio can be estimated as RD =
PACK+PMFR·α
Pgen
. The
value of PMFR is provided by the MAC layer, while α can be derived using the following
claim.
Claim 1. Assuming that (i) packet transmission errors are independent from each
other, and (ii) the PER is the same for both data packets and acknowledgements, then
α= 1−
(
RF−PER
(1− PER)RF
)macMAXFrameRetries+1
where RF denotes the transmission failure ratio, i.e., the probability that a data packet
transmission fails for any reason.
Part I 80
Proof. See Appendix.
The previous claim allows to derive α, once PER and RF are known. PER is estimated
by the sensor node by computing the ratio between the number of missed Beacons and
the number of expected Beacons. Instead, the transmission failure ratio RF is estimated
by taking an approach similar to that used for estimating RD. As mentioned above, for
each used parameter set, the corresponding entry in the Data Cluster also includes a
field RF . The latter is updated, at each Beacon Interval, as RF =
RF+RF ·count
count+1 , where
RF is the ratio between the number of missed acknowledgements and the total number
of transmissions (including retransmissions) performed by the sensor node in the current
Beacon Interval.
5.3.3.3 Training Buffer and Learning Table update
In addition to the Data Cluster, the Training Buffer and Learning Table are also updated
during the Adaptive Tuning phase. At each Beacon Interval t, after estimating pbusy and
pfail, the new state s (t) = [pbusy (t) , pfail (t) , par (t)] is added to the Training Buffer.
Since the Training Buffer has a limited size, when it is full, the new state overwrites
the oldest one, following a FIFO approach. We emphasize that, due to its behavior,
after a (short) transient time the Adaptive Tuning algorithm tends to oscillate between
two adjacent parameter sets. We assume that the Adaptive Tuning phase ends when all
the states stored inside the Training Buffer refer to only two parameter sets. Then, the
Training Buffer is ready to be used for training the CDT as described below. The most
frequent setting within the Training Buffer is assumed to be the most appropriate set
for the current operating conditions, i.e., the “optimal” set according to the Adaptive
Tuning algorithm. Throughout, we will refer to this set as paropt.
Now, a new element can be added in the Learning Table, pointing to the optimal set
paropt. Let us denote by parprev the parameter set used before the current Adaptive
Tuning phase started, i.e. before the operating conditions changed. Also, let us indicate
as µbusy (µfail) and σbusy(σfail) the mean value and standard deviation of pbusy (pfail)
calculated over the Beacon Intervals immediately following the change, inserted by the
CDT into the State Sample. These values characterize the current operating conditions.
Then, a new entry corresponding to set-index parprev is inserted in the Learning Table
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(if there is no entry for this set, a new entry is created). The new added element is
<
[
µbusy − σbusy, µbusy + σbusy
]
, [µfail − σfail, µfail + σfail], paropt >
In the future, if these operating conditions are encountered again, while the set parprev is
used, the algorithm immediately knows that the set paropt has to be used. The update
of the Learning Table concludes the Adaptive Tuning phase. Then, the sensor node
enters the Change Detection phase.
5.3.4 Change Detection Phase
5.3.4.1 Change Detection Test
Detecting changes in the operating conditions is a primary ability of JIT-LEAP. In
particular, it detects possible changes by inspecting variations in pbusy and pfail. To
achieve this goal, among the wide range of CDTs available in the literature [65–69],
we focus on the family of CDTs based on the Intersection-of-Confidence-Interval (ICI)
rule [70], which prove to be particularly effective in several application scenarios [62,
71]. In addition, ICI-based CDTs are theoretically grounded and exhibit a reduced
computational complexity, which makes them particularly suitable for WSNs. Finally,
this family of CDTs follows the “non-parametric” approach, i.e., they do not require any
a-priori information about the measured state variables or changes that might affect the
network. This makes ICI-based CDTs particularly suitable for time-varying and a-
priori unknown environments (such as WSNs). Among ICI-based CDTs, we focus on
the element-wise CDT [72]. This CDT is able to operate in an element-wise manner,
thanks to Gaussian transform of measured variables, providing very prompt detections
to changes. The considered Gaussian transform is the Manly transform [72], i.e.,
pindex (t) =
 e
λpindex(t)−1
λ ; λ 6= 0
pindex (t) ; λ = 0
where pindex (t)can be either pbusy (t) or pfail (t)and λ ∈ R is the transform parameter.
The Manly transform is applied both to pbusy (t) and pfail (t) to generate the approxi-
mately Gaussian variables pbusy (t) and pfail (t). As mentioned above, this CDT requires
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an initial training sequence to configure the test parameters and the parameter λ of the
Manly transform. In our scenario the CDT is configured on the Training Buffer to es-
timate the sample mean and variance of pbusy (t) and pfail (t) stored therein. Details
about the configuration phase of the CDT can be found in [72]. During the operational
life, the ICI-rule is then applied to pbusy (t) and pfail (t) to detect possible variations in
their expected values, with respect to what trained during the training phase.
When a change is detected, the Learning Table is looked up to determine the optimal
set for the new operating conditions. A key requirement for obtaining correct values
from the Learning Table is the ability to correctly characterize the operating conditions
after the change, in terms of the new values of pbusy and pfail. To achieve this goal, once
a change is detected, a Change-Point Method (CPM) is applied to a buffer containing
the last W acquired data to identify the time instant at which the operating conditions
changed. CPMs are statistical hypothesis tests [73] able to assess whether a change
point exists in a given sequence of data and locate it within the sequence. Specifically,
let Tˆ be the Beacon Interval when the change was detected (either in pbusy or pfail), and
let X be the sequence of the corresponding variable up to Tˆ , i.e.,
X =
{
pD
((
Tˆ −W + 1
))
, . . . , pD
(
Tˆ
)}
where pD(t) is either pbusy or pfail. The CPM acts as follows. For each Beacon Interval
t, such that Tˆ −W + 1 ≤ t ≤ Tˆ , the sequence X is split into two parts
At = {pD
(
Tˆ −W + 1
)
, . . . , pD (t)}
Bt = {pD (t+ 1) , . . . , pD
(
Tˆ
)
}
and a test statistics Tt=(At, Bt) is computed for all the Beacon Intervals t (Tˆ −W + 1 ≤
t ≤ Tˆ ). Let TM be its maximum value, i.e.,
TM = max
t=Tˆ−W+1,...,̂T
Tt .
When TM is larger than a predefined threshold Hε,Tˆ (that depends on the test statistic,
Tˆ and a given confidence level) there is enough statistical confidence that a change point
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exists in X . Let τ be the time instant of this change point, i.e.,
τ = argmax
t=Tˆ−W+1,...,̂T
Tt .
Since we are interested in detecting change-points affecting the expected value of X , the
test statistic we are considering is the Mann-Whitney [74]. Other test statistics able to
assess variations in the expected values could be considered as well. We emphasize that
τ represents the Beacon Interval at which a change affected the operating conditions.
Hence, the new operating conditions can be computed as follows:
µ = 1
Tˆ−τ
∑Tˆ
i=τ pD (i)
σ = 1
Tˆ−τ−1
∑Tˆ
i=τ (pD (i)−PD)
2
where u and σ are respectively the sample mean and sample variance of the state variable
pD(t) that detected the change from τ to Tˆ . The values of u and σ, for both pbusy and
pfail (ubusy, σbusy,ufail and σfail), represent the new operating conditions and are stored
inside the State Sample.
5.3.4.2 Learning Table access
Once a change has been detected, the Learning Table is checked to verify whether the
new conditions have been already experienced in the past. To this aim, the current set
index, along with the values of ubusy and ufail contained in the State Sample, are used.
Table 5.2: Example of Learning Table
Current
Set
Elem1 Elem2
pbusy pfail new set pbusy pfail new set
par1 [0.30, 0.33] [0.33, 0.52] par2 [0.64, 0.70] par3
par2 [0.43, 0.51] [0, 0.24] par3
par3 [0.70, 0.75] [0.16, 0.22] par5
par4 [0.64, 0.76] [0.20, 0.43] par8 [0.25, 0.35] [0, 0.15] par1
Table 5.2 shows an example of Learning Table. Let us assume that par4 is the current
parameter set and that µ̂busy and µ̂fail are the values of µbusy and µfail stored in the
State Sample. Based on the past history, the Learning Table suggests to use par8 as
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the new set, if µ̂busy is in the range [0.64, 0.76] and µ̂fail is in the range [0.20, 0.43], or
par1, if µ̂busy is in the range [0.25, 0.35] and µ̂fail in the range [0, 0.15].
When the Learning Table does not contain any entry for the values in the State Sample,
JIT-LEAP infers that the current operating conditions have never been experienced in
the past and a new Adaptive Tuning phase is activated to identify the optimal MAC
parameters set. When the optimal set is determined, at the end of the Adaptive Tuning
phase, a new entry is added to the Learning Table by using the data contained in the
State Sample, as previously explained.
5.3.5 Controlled Tuning Algorithm
The Adaptive Tuning phase allows to identify the parameters setting that guarantees
the reliability required by the application with minimum energy consumption. However,
since CSMA/CA parameters assume discrete values, typically the delivery ratio (miss
ratio) experienced with the obtained parameter set is significantly above (below) RminD
(RmaxM ), thus consuming more energy than necessary. On the other hand, using a lower
set might not guarantee the application requirements.
To optimize the energy consumption while still satisfying the reliability constraints, JIT-
LEAP uses a Controlled Tuning algorithm that finely adjusts the parameters setting on
the sensor node, by switching between two adjacent sets in a controlled way. The idea
is to have a reliability level just above the required value, so as to minimize the energy
consumption. The Controlled Tuning algorithm is detailed in Appendix.
5.4 Simulation Setup
To evaluate the performance of JIT-LEAP we used the ns2 simulation tool [54]. We
considered a star network scenario, where sensor nodes are placed in a circle centered at
the sink node (PAN coordinator), 10m far from it. The transmission range was set to
15m, while the carrier sensing range was set to 30m (according to [75]). In our analysis,
in addition to the reliability and energy efficiency indexes already introduced in Section
5.2 (i.e., packet delivery ratio, miss ratio and average energy consumption per packet),
we also considered the following two performance indexes.
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1. Average latency, defined as the average time since the packet transmission starts
at the source node to when the packet is correctly received by the sink. This index
characterizes timeliness.
2. Transient time, defined as the time instant, after a change in the operating condi-
tions, when the packet delivery probability – calculated over the current Beacon
Interval – reaches the steady-state value for the new operating conditions (with a
tolerance of 3%). This performance index measures the ability to adapt to chang-
ing conditions.
The energy consumed by a sensor node is calculated following the model in [57], which
is based on the Chipcon CC2420 radio transceiver [55].
5.4.1 Algorithms for Comparison
We compared the performance of JIT-LEAP with that of the Model-based offline com-
putation [22], Model-based online adaptation [29] algorithm and ADaptive Access Pa-
rameter Tuning (ADAPT) [30].
5.4.2 Parameter Values and Methodology
Table 5.3 summarizes the operating parameters used in our simulation experiments.
Since the other algorithms do not consider miss ratio when deriving the optimal setting,
the operating parameters for these algorithms have been chosen in such a way to guar-
antee both RminD and R
max
M required by the application. This allows a fair comparison
of the considered algorithms in terms of both energy consumption and latency.
In our experiments we considered both ideal and noisy channels. In the latter case, we
used the Gilbert-Elliot (GE) model to simulate packet errors/losses as it provides a good
approximation of fading in real environments [76]. We used the same values derived in
[27] and inspired from measurements in [76]. Specifically, the PER in the bad (good)
state of the GE model is 100% (0%). Sojourn times in both states are exponentially
distributed and, for a PER equal to 10%, their average values are 5.7 (bad state) and
46.2 ms (good state). We also assumed that each sensor node generates 10 data packets
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Table 5.3: CSMA/CA Parameters and values
Parameter Value
Bit Rate 250 Kbps
Data Frame (Payload) Size 109 (100) bytes
ACK Frame Size 11 bytes
Beacon Order (BO), Super-
frame Order (SO)
13, 8
MinBEmin,max 1, 7
MaxCSMABackoffsmin,max 1, 10
MaxFrameRetriesmin,max 0, 9
Power Consumption
in RX, TX, Idle, Sleep mode
35.46 mW, 31.32 mW,
0.77 mW, 0.036 µW
W 15
γ 1.2
at every Beacon Interval. All these packets are passed together to the MAC layer, for
transmission, at the beginning of the Beacon Interval.
For each simulated scenario, we performed 10 independent replications, each consisting
of 1000 Beacon Intervals. For each replication we discarded the initial transient interval
(10% of the overall duration) during which nodes associate to the PAN coordinator
node and start generating packets. The results presented below are averaged over all
the replications. We also derived confidence intervals using the independent replications
method. They are typically so small that cannot be appreciated in the figures below.
5.5 Simulation Results
Our analysis is divided into two parts. In the first part, we compare the considered
algorithms in stationary scenarios, i.e., we assume that the operating conditions do not
change over time. In the second part we consider dynamic scenarios with time-varying
operating conditions. Since the two model-based algorithms (implicitly) assume ideal
channel conditions, in our analysis – both in stationary and dynamic scenarios – we
initially assume that packet errors/losses never occur (i.e., PER = 0). Then, we restrict
our analysis to ADAPT and JIT-LEAP only, and investigate the impact of PER on their
performance.
In our experiments we assumed that the application requires a packet delivery ratioRD ≥
80% and a miss ratio RM ≤ 20%, for any sensor node (i.e., RminD = 0.80 and RmaxM =
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0.20). Obviously, these thresholds are somehow arbitrary, as they strongly depend on
the specific application. However, we performed additional experiments with different
thresholds, and we achieved results in line with those presented here.
5.5.1 Analysis in stationary conditions
As mentioned above, we start our analysis in stationary conditions assuming ideal chan-
nel conditions. Figure 5.2 shows the delivery ratio and miss ratio of a generic sensor
node, for an increasing size of the WSN. All the four algorithms satisfy the reliability
requirements of the application (both in terms of RD and RM ). The offline algorithm
provides the highest delivery ratio and the lowest miss ratio. However, this results in
a large latency and energy consumption, as shown in Figure 5.3. ADAPT provides a
delivery ratio between the two thresholds, RlowD and R
high
D , that have been determined
to satisfy also the miss ratio constraint. The model-based adaptive algorithm and JIT-
LEAP have similar performance in terms of delivery ratio and miss ratio. However,
thanks to the Controlled Tuning algorithm, JIT-LEAP provides a delivery ratio (miss
ratio) very close to RminD ( R
max
M ). This allows JIT-LEAP to minimize the energy con-
sumption, as shown in Figure 5.3(a). We emphasize that JIT-LEAP is the best solution
in terms of energy consumption. In terms of latency (Figure 5.3(b)), the model-based
adaptive algorithm has the best performance. This is because the latter algorithm
tends to improve the delivery ratio by increasing the number of retransmissions (mac-
MaxFrameRetries), whereas the other algorithms achieve the same result by increasing
the number of backoff trials (macMaxCSMABackoffs). When a packet is re-transmitted
the contention window size is re-initialized to its minimum value. Instead, when a new
backoff trial is started, the contention window size is doubled (unless it has reached its
maximum value). However, the lower latency introduced by the model-based adaptive
algorithm is paid in terms of a higher energy consumption. This is because increasing
the number of re-transmissions is more energy consuming than increasing the number of
backoff trials [30]. Finally, JIT-LEAP performs significantly better than both ADAPT
and the model-based offline algorithm, also in terms of latency.
In the second set of experiments we considered non-ideal channel conditions. The cor-
responding results are in Appendix.
Part I 88
(a) (b)
Figure 5.2: Delivery ratio (left) and miss ratio (right) vs. number of sensor nodes
(a) (b)
Figure 5.3: Average per-packet energy consumption (left), and average latency (right)
vs. number of sensor nodes
5.5.2 Analysis in dynamic conditions
We now turn our attention to dynamic scenarios, where operating conditions vary over
time. We limit our analysis to adaptive algorithms, since the model-based offline algo-
rithm is not suited for dynamic scenarios.
(a) (b)
Figure 5.4: Transient time when the number of active nodes increases (left) and
decreases (right)
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(a) (b)
Figure 5.5: Delivery ratio (left) and energy per packet (right) when the number of
active nodes increases
In the first set of simulation experiments, we consider a scenario where the number of
active sensor nodes changes over time. Specifically, we assume that 10 sensor nodes are
always active, while 50 more sensor nodes are activated and deactivated simultaneously
and periodically, every 300 Beacon Intervals. Our goal is to investigate how the different
algorithms react to such changes. The results presented below refer to nodes that are
always active. Figure 5.4 shows the transient time taken by the various algorithms to
adapt to the new operating conditions. We analyzed separately the transient originated
by an increase and a decrease in the number of active nodes (left and right side in
Figure 5.4, respectively). As a general comment, the transient times experienced by
JIT-LEAP tend to become shorter and shorter over time, while they remain approxi-
mately constant for the other algorithms. This is due to the learning mechanism used
by JIT-LEAP. When the WSN passes through similar operating conditions experienced
in the past, JIT-LEAP is able to find out the optimal setting by exploiting the informa-
tion available in the Learning Table. If we look at deactivation events (Figure 5.4(b)),
after some time, JIT-LEAP becomes significantly faster than the two other algorithms.
In ADAPT the transient time depends on the number of active sensor nodes, as the
algorithm converges to the optimal setting step by step, and a larger network gener-
ally requires higher CSMA/CA parameter values to guarantee the same reliability. The
model-based adaptive algorithm converges in no more than 5 Beacon Intervals as the
optimal setting is derived by using samples measured in the previous m Beacon Intervals
(and we used m=4 in our experiments). However, both ADAPT and the model-based
adaptive algorithm exhibits some drawbacks. The latter assumes to know in advance
the number of (active) sensor nodes in the WSN. This is generally difficult to predict
and may become a serious issue in dynamic scenarios. In our experiments, we ran the
algorithm using the maximum number of sensor nodes (i.e., 60). This means that, when
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there are only 10 nodes, the provided setting is not optimal and sensor nodes consume
more energy than necessary. Conversely, running the algorithm with the minimum num-
ber of nodes (i.e., 10) has negative drawbacks as well. When the number of active nodes
is higher, the algorithm may not satisfy the reliability constraints required by the appli-
cations. Similarly, ADAPT requires the definition of the thresholds RlowD and R
high
D that
strictly depends both on the reliability requirements (RmaxM and R
min
D ) and the network
congestion. When the number of sensor nodes increases, the two thresholds should take
higher values in order to guarantee the same levels of RD and RM . As above, in our ex-
periments, we referred to the worst case (60 active nodes) to define the input parameters,
so as to satisfy the reliability constraints both with 10 and 60 nodes. JIT-LEAP does
not suffer from such limitations, as it does not require any input parameter. This leads
to significant benefits, especially in terms of energy consumption. Figure 5.5 compares
the delivery ratio (left) and energy consumption (right) of the three algorithms, before
and after an increase in the number of sensor nodes has occurred. JIT-LEAP provides
a delivery ratio that is the closest to the application requirement (80%), thus allowing
the lowest energy consumption.
In the second set of experiments we considered a scenario where the PER changes over
time. The corresponding results are shown in Appendix.
5.5.3 Resource Usage
We conclude our analysis looking at the computational resource usage required by the
considered algorithms. As a preliminary remark, we observe that the model-based offline
algorithm does not require any computational/memory resource, since it is run offline.
Thus, we will focus on the other three algorithms.
In terms of computational cost, ADAPT is the lightest one, as it only requires few
simple operations to update the estimates. For the model-based adaptive algorithm,
the authors suggest two implementations. In the first one (used in our experiments)
the optimal setting is obtained by solving the analytical model at the sensor node,
thus resulting in a significant computational load. In the second implementation, the
optimal parameter values are computed offline and stored on the node in a look-up
table. Obviously, the latter approach requires no computational cost but introduces a
high memory occupancy. Finally, JIT-LEAP is particularly suitable to be executed on
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sensor nodes. Like ADAPT, it has a lightweight Adaptive Tuning phase. The CDT
is a light task as well, as it requires few simple calculations over the state variables.
Only the CDT training and CPM are a bit more computationally intensive operations,
however they are performed only when a change is detected. Hence, they introduce a
slight additional computational load just in a small fraction of Beacon Intervals.
JIT-LEAP ADAPT
MODEL-BASED ADAPTATION
OFFL. COMP.
Online Computation Lookup Table
≈ 1 KByte ≈ 10 Bytes ≈ 100 Bytes 1-10 Bytes 0 Bytes
Table 5.4: Memory occupancy
Let us now analyze the memory footprint. Table 5.4 shows the memory occupancy
of the considered algorithms. Among the adaptive algorithms, ADAPT exhibits the
smallest footprint, since it needs to store only some statistics and estimates. As regards
the model-based adaptive algorithm, both the versions require the node to store the
measured congestion indexes (which takes about 100 bytes). When the computation of
the optimal set is carried out offline, the memory occupancy is much higher, due to the
lookup table. The memory occupancy of JIT-LEAP strongly depends on the considered
scenario, as the algorithm stores data about each used parameter set and experienced
operating condition. As shown in Figure 5.6, the Learning Table is the more consuming
data structure and its size increases if the operating conditions change frequently. Let
M denote the maximum number of elem elements for each entry, and N the maximum
number of entries (i.e. the number of possible parameter sets). Hence, the size S of
the Learning Table can be derived as S = N ·M · E, where and E = sizeof(elem). In
JIT-LEAP N is constant and equal to 19, and E = 5 bytes. Assuming M = 10 it yields
S = 950 bytes. Figure 5.6 shows the memory space required by each data structure. In
our experiments, both in stationary and dynamic scenarios, the observed footprint of
JIT-LEAP was well below 1 Kilobyte.
5.6 Conclusions
In this chapter we have proposed a new Just-in-Time learning-based algorithm, called
JIT-LEAP, for deriving the optimal CSMA/CA parameters setting in IEEE 802.15.4
sensor networks. The proposed algorithm adapts the CSMA/CA parameters so as to
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In this paper we have proposed a new Just-in-Time learning-based algorithm, called 
JIT-LEAP, for deriving the optimal CSMA/CA parameters setting in IEEE 802.15.4 
sensor networks. The proposed algorithm adapts the CSMA/CA parameters so as to 
guarantee the reliability constraints required by the application, with minimum 
energy consumption, on the basis of the reliability experienced by the sensor nodes 
(measured locally). Unlike previous similar adaptive algorithms, it also exploits a 
learning mechanism to speed up the transient time when the network operating 
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guarantee the reliability constraints required by the application, with minimum energy
consumption, on the basis of the reliability experienced by the sensor nodes (measured
locally). Unlike previous similar adaptive algorithms, it also exploits a learning mecha-
nism to speed up the transient time when the network operating conditions have been
already experienced in the past and, thus, information about the optimal setting is al-
ready present in a Learning Table. We have analyzed o r algorithm bot in stationary
and dynamic scenarios. Our simulation results have shown that the proposed JIT-LEAP
algorithm outperforms all previous similar algorithms.
Through the use of JIT-LEAP is possible to significantly increase the reliability of
802.15.4 networks, aking them suitable for applications having reliability as the main
concern. However, JIT-LEAP is not a viable solution for time-critical applications since
the increase in reliability comes at the cost of increased packet latency. When applica-
tions have stringent requirements in terms of both reliability and timeliness, TDMA is
typically used for regulating channel access. Therefore, from the next chapter we focus
on analyzing TDMA-based WSNs.
Part II
TDMA-based WSNs

Chapter 6
Background on TDMA-based
WSNs
6.1 Introduction
The second part of this thesis is devoted to the analysis of TDMA-based WSNs. In
this chapter we first highlight the limitations of TDMA-based WSNs. Then, we review
literature on TDMA-based WSNs and motivate the work we present in chapters 7 and
8.
6.2 Limitations of TDMA-based WSNs
Many application domains require very high reliability and, at the same time, low and
predictable latencies as well as energy efficiency. In such scenarios a Time Division
Multiple Access (TDMA) scheme is typically used for regulating channel access. As well
known, in TDMA-based systems time is divided into a sequence of periodic superframes,
each one of which consists of a fixed number of transmission slots. Slots are allocated
to sensor nodes so that each node needs to be active only during its own slot(s), while
it can sleep for the rest of the time. Therefore, TDMA provides guaranteed bandwidth,
high energy efficiency, absence of collisions (i.e., high reliability), low and predictable
latency. For these reasons a number of TDMA-based MAC protocols for WSNs have
been proposed in the literature [77–80]. However, TDMA also suffers from a number of
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limitations that limit its suitability for critical application scenerios. First of all, a strict
synchronization among sensor nodes is needed [31, 32]. Second, TDMA has a limited
flexibility since an allocation of slots to sensor nodes has to be performed in order for the
network to operate [33] and a different slot allocation pattern (and hence a re-execution
of the slot allocation procedure) is usually required if a change in the network topology
occurs. Finally, TDMA suffers from selective jamming attack [12, 34], a particularly
insidious form of Denial-of-Service (DoS) that allows an adversary to completely thwart
the communication of a victim node with a very low probability to be detected.
In this thesis we focus on the two latter limitations. Specifically, we present two origi-
nal proposals to both provide a flexible solution to the problem of slot allocation and to
contrast selective jamming attacks in TDMA-based WSNs. In chapter 7 we propose LO-
CALL, a localized slot allocation algorithm which allows sensor nodes of a TDMA-based
WSN to select their own transmission slot(s) in a completely autonomous way, just re-
lying on local information. Thanks to its localized approach LOCALL does not require
the exchange of messages to establish a communication schedule. This minimizes energy
consumption of sensor nodes and makes LOCALL particularly suitable both for envi-
ronments where packets can be corrupted or missed and dynamic networks. In chapter
8 we propose JAMMY, a novel distributed and self-adaptive solution against selective
jamming attacks in TDMA-based WSNs. Unlike previous approaches, JAMMY is com-
pletely distributed, i.e. it does not suffer from typical limitations of centralized solutions
(e.g. single point of failure). Moreover, JAMMY introduces a negligible computation
overhead and no communication overhead at all.
The remainder of this chapter is organized as follows. In section 6.3.1 we review works
on link scheduling for TDMA-based WSNs and highlight the novelty of LOCALL. In
section 6.3.2 we describe the solutions that have been proposed in the literature to
contrast selective jamming attack and we compare them with JAMMY.
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6.3 Literature review and our contributions
6.3.1 Link scheduling in TDMA-based WSNs
Due to the broadcast nature of the wireless medium, packets transmitted by a sensor
node can be received by any node within its transmission range. Hence, transmission
on one link1 can, in general, interfere with the reception on another link.
In TDMA-based WSNs a link scheduling algorithm is typically used to avoid interfer-
ences between links. Specifically, a link scheduling algorithm has the role to assign to
each link in the network a number of timeslots in the superframe for data transmissions
so that an interference-free communication pattern is established, i.e. every scheduled
transmission has not to result in a collision both at the sender and at the receiver. A
number of link scheduling algorithms have been proposed in the context of WSNs. In
[33] they have been classified in four classes according to their main objective. The four
identified objectives are i) minimizing superframe length [81–86], ii) minimizing latency
[87–90], iii) minimizing energy consumption [91–93], iv) maximizing fairness [94, 95].
Also, algorithms targeting multiple objectives have been proposed [92, 96–98]. Regard-
less of its target(s) any link scheduling algorithm always falls in one of the two following
categories: centralized algorithms or distributed algorithms.
In centralized algorithms a master node collects information about the entire network
topology and on the traffic load at each sensor node. Then, such master node computes
an interference-free schedule for the whole network and provides each node in the network
with its time schedule. A centralized approach requires a multi-hop signaling phase,
which could impair the power efficiency of TDMA. For this reason, centralized algorithms
work very well when the network is (quasi) static [99, 100], while they are not suitable
for dynamic networks where sensor nodes can join and leave frequently and network
topology dynamically changes.
Conversely, distributed algorithms provide that the communication pattern is estab-
lished in a distributed way by part of all the sensor nodes in the network. In distributed
solutions, when a node joins/leaves the network only the nodes in its neighborhood have
to adjust their communication schedule and, hence, the overhead due to the schedul-
ing is reduced. This makes distributed algorithms particularly suitable for dynamic
1With the term link we denote a sender-receiver couple
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networks. However, the majority of distributed algorithms are not localized, as sensor
nodes typically need to exchange special control messages with their neighbors to ac-
quire the right to use one or more slots in a dedicated way. This may be a problem in
many real environments where packet loss is relevant. In addition, sensor nodes must
remain active during the entire slot negotiation phase, to exchange information with
other nodes, thus consuming energy. For these reasons, in the next chapter we propose
LOCALL, a localized slot allocation algorithm which allows sensor nodes of a TDMA-
based WSN to select their own transmission slot(s) in a completely autonomous way,
just relying on local information. Thanks to its localized approach LOCALL does not
require the exchange of messages to establish a communication schedule. This minimizes
energy consumption of sensor nodes and makes LOCALL particularly suitable both for
environments where packets can be corrupted or missed and dynamic networks.
6.3.2 Literature on selective jamming attack in WSNs
The shared and easy-to-access wireless medium makes WSNs particularly vulnerable to
jamming attacks. In fact, jamming is considered one of the most common DoS attacks,
as well as a severe security issue in wireless communication [101][102][103][104][105].
In the context of WSNs, jamming attacks aim at interfering with network’s operational
frequencies. Xu et al. have classified possible jamming attacks in WSNs as constant,
deceptive, random, and reactive [105]. The objective of a constant jammer is to corrupt
all network packets, by continually transmitting random signals. However, such an
“always-on” jamming strategy is based on the continuous presence of a high interference
level, hence it is easy to detect [101][104][105]. On the other hand, a deceptive jammer
injects a constant stream of bytes into the network, making it look as legitimate traffic.
Unlike constant jamming, deceptive jamming is harder to detect using monitoring tools,
since legitimate traffic is sent on the medium. The main disadvantage of both the
aforementioned jamming strategies is their power inefficiency that limits the attacker
ability to be perpetual (i.e. to not depend on an external power source). In this regard,
a more efficient strategy is random jamming. It consists in alternating sleep phases and
jamming phases, thus reducing power consumption, but this is usually less effective than
constant and deceptive jamming. Finally, a smarter and more power efficient approach
is reactive jamming, which performs jamming only when transmissions from other nodes
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take place. Reactive jamming is likely to be confused with regular collisions, hence it
is much more difficult to detect. Also, reactive jamming is efficient in terms of power
consumption.
In [11][12][106], the authors consider selective jamming, a particular form of reactive
jamming aimed at disturbing communication among sensor nodes according to specific
criteria and objectives. With respect to jamming strategies mentioned above, selective
jamming is more difficult to detect, due to the reduced adversary exposure, as well as
more power efficient. In chapter 8, we focus on a specific type of selective jamming,
where the adversary aims at disrupting communication of one particular sensor node.
Such an attack is very easy and effective to perform in a TDMA-based WSN.
This is because since a node of a TDMA-based WSN retains an allocated slot for many
consecutive superframes, an adversary has to monitor communication, detect such a slot
and jam it in order to completely thwart the node communications. Also, the attack is
power efficient, as the adversary has to activate her radio only during slots used by the
victim node.
Solutions against jamming proposed in the literature can be divided into physical-layer
solutions and MAC-layer countermeasures (our proposed solution JAMMY belongs to
the latter class).
Physical-layer solutions try to prevent a jammer from interfering with network oper-
ational frequencies. The most relevant proposals in this class have been surveyed in
[107] by Mpitziopoulos et al.. The authors mainly consider Frequency-Hopping Spread
Spectrum (FHSS ) [108], i.e. a spread-spectrum transmission method that switches a car-
rier among many frequency channels, according to an algorithm shared by transmitter
and receiver. Frequency hopping is based on the premise that operating on a channel
orthogonal to the jammer’s one suppresses the jamming interference. However, since
current commercial systems use only a small number of orthogonal bands, and adjacent
orthogonal channel interference exists, frequency hopping has been shown to be rather
ineffective [109]. Also, Direct Sequence Spread Spectrum (DSSS ) has been considered
[108]. It consists in multiplying data to be transmitted (RF carrier) by a Pseudo-Noise
(PN) digital signal having a frequency (chip rate) much higher than the original signal’s.
This replaces the original RF signal with a wide bandwidth one displaying a spectrum
equivalent to a noise signal’s, so minimizing unauthorized interception and jamming of
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radio transmission between nodes. However, Mpitziopoulos et al. stress that, although
the IEEE 802.15.4 standard [10] relies on DSSS, this does not make it invulnerable to
jamming attack. Morever, the network is likely to be taken down by jamming, due to the
limited supported chip rate, and the restricted transmission power of sensor nodes. The
main drawback of physical layer solutions is that they are not actually able to neutralize
jamming attack.
MAC-layer countermeasures assume that it is always possible for a jammer to inter-
fere with network’s regular transmissions and make use of security schemes to contrast
jamming. The majority of them addresses constant jamming [110][111][104][112], while
considerable less solutions target selective jamming [11][113][12][114].
In the following, we survey only MAC-layer countermeasures addressing selective jam-
ming. Our proposal also falls in this category.
In [114], Law et al. discuss power-efficient jamming attacks operating at the data-link
layer. First, they consider some common Medium Access Control (MAC) protocols for
WSNs (i.e. S-MAC, L-MAC and B-MAC), and derive power-efficient jamming attacks
based on the estimation of the probability distribution function of inter-packet transmis-
sion times. They show that proposed attacks are as effective as constant/deceptive/reac-
tive jamming, but more power-efficient. Then, they propose potential countermeasures
against jamming for the considered MAC protocols (e.g. using a high duty cycle in S-
MAC, and short data packets in L-MAC). While [114] considers contention-based MAC
protocols, we focus on TDMA WSNs.
Wood et al. proposed DEE-JAM [113], a new MAC protocol that provides defense
against jammers using IEEE 802.15.4-based hardware. DEE-JAM relies on techniques
such as frequency hopping, redundant encoding and packet fragmentation, and aims
at hiding packets from a jammer node, so evading its search, and limiting the impact
of packets that are corrupted anyway. DEE-JAM is compatible with existing nodes’
hardware. However, it is a solution specifically tailored to 802.15.4 WSNs. Also, it
introduces significant computational and energy costs in resource constrained sensor
nodes.
Proano et al. analyze a specific selective jamming attack, where the adversary thwarts
the transmission of particularly important kinds of packets [11]. They also propose some
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methods, based on cryptographic primitives, to mitigate the attack effects. Encryption
of transmitted packets is an effective solution against packet classification. However,
it requires that the entire packet, including the header, is encrypted. Usually, it is a
standard practice to leave the header unencrypted, so that receivers can early abort the
reception of packets not destined to them and save energy. In their work, Proano et al.
consider a jammer that continuously senses and classifies packets, in order to perform
selective jamming based on their importance. Instead, we consider a different model
of jammer, where the attacker does not need to continuously monitor the channel to
effectively perform jamming attack.
The closest work to JAMMY is [12], which proposes a countermeasure against the GTS-
based selective jamming in IEEE 802.15.4 networks. GTS is basically a form of TDMA
communication, where up to 7 reserved time slots in different superframes are allocated
to sensor nodes by a central Coordinator. GTS is extremely vulnerable and prone to
selective jamming attacks [10]. In [12], the authors propose a centralized solution where
the slot allocation pattern is computed, and randomly changed at each superframe, by
the Coordinator node. This reduces the attack effectiveness to at most 1/7. However,
the Coordinator node represents a single point of failure, i.e., if it fails, the entire net-
work goes out of service. In addition, the above-mentioned solution is tailored to IEEE
802.15.4 and, hence, is not general.
In chapter 8, we propose JAMMY, a novel distributed and self-adaptive solution against
selective jamming attacks in TDMA-based WSNs. Like in [12] JAMMY randomly per-
mutes the slot allocation pattern on a superframe basis. By doing so, the slot(s) allocated
to a sensor node change(s) unpredictably at each superframe. Hence, the selective jam-
mer is forced to jam slots picked at random in the hope to guess the ones allocated to
the victim node. It follows that, assuming that a single slot per sensor node is allocated
at each superframe, the probability of a successful selective jamming attack becomes
1/N, where N is the number of slots in a superframe. JAMMY is distributed , in that
each sensor node computes the slot to use in the next superframe only using local in-
formation in a consistent way, i.e. without causing collisions. Therefore, no centralized
slot scheduler is necessary. JAMMY is also self-adaptive as it manages dynamic joining
and leaving of multiple nodes. Finally, JAMMY is general in that, although we present
it in the WSNs context, it can be in principle adopted in any TDMA systems. We show
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that JAMMY is also efficient as it introduces a negligible processing overhead for com-
puting the slot to be used in the next superframe, and also no communication overhead.
Furthermore, JAMMY allows new sensor nodes to join the network in a limited time,
with consequent benefits in terms of energy consumption in the joining phase.
Chapter 7
LOCALL: a localized slot
allocation algorithm for
TDMA-based WSNs
In this chapter we present a localized slot allocation (LOCALL) algorithm which al-
lows sensor nodes of a TDMA-based WSN to select their own transmission slot(s) in
a completely autonomous way, just relying on local information. This reduces energy
consumption and makes the algorithm suitable for environments where packets can be
easily corrupted or missed. LOCALL takes an approach similar to the Collision Detec-
tion with Memory (CDM) algorithm presented in [115]. However, our algorithm uses
a different and more efficient strategy for slot selection, which results in a shorter time
for completing the slot allocation phase. Altough in the following we only refer to a
star network topology LOCALL can be in principle extended to also support multi-hop
topologies.
To analyze the performance of LOCALL we develop and solve an analytical model
based on a Discrete Time Markov Chain (DTMC). We validate our model through
simulation, and evaluate LOCALL in terms of convergence time (i.e., time required by
the algorithm to achieve a complete TDMA schedule with a pre-defined probability) and
energy consumption. We show that LOCALL has a lower convergence time with respect
to CDM. In addition, the energy consumed by LOCALL to establish a collision-free
schedule is quite limited.
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The rest of this chapter is organized as follows. Section 7.1 presents the LOCALL
algorithm. Section 7.2 describes the analytical model, while section 7.3 discusses the
obtained results. Finally, Section 7.4 concludes the chapter.
7.1 LOCALL Algorithm
In this section, we provide a description of our LOCALL algorithm. We consider a star
sensor network, where each sensor node has to report data periodically to the sink node
(which is assumed to be always active). Without losing in generality, we can assume
that the reporting period, T, is fixed and common to all sensor nodes in the network.
We also assume that the reporting period is divided into Ns slots, of equal duration,
and sensor nodes have to report one data packet per period. Hence, each sensor node
requires one dedicated slot per reporting period T.
In order to obtain a collision-free schedule, different sensor nodes must select a different
slot in the period. This can be easily achieved if sensor nodes can exploit some centralized
information (e.g., an allocation pattern sent by the sink node), or exchange information
with other nodes. Instead, LOCALL takes a different approach as it provides a simple,
localized, and self adaptive mechanism through which sensor nodes can autonomously
decide their transmission slot, within the period T.
Data Transmission Period
ACK 
Period
Figure 7.1: Slot access pattern during the data reporting phase.
Contention
Period
Transmission 
Period
ACK 
Period 
Figure 7.2: Slot access pattern during the slot acquisition phase.
As shown in Figure 7.1 the size of a slot is such that it can accommodate the transmission
of one data packet and the related acknowledgement (ack). Before using a slot for
data transmission, however, a node has to achieve the right to use it. To this end, a
preliminary slot acquisition phase is carried out where sensor nodes contend for acquiring
the exclusive use of a slot. At the end of this phase, each node has acquired the right
to use one slot. To implement contention, during the slot acquisition phase slots are
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accessed by sensor nodes with a different access pattern, shown in Figure 7.2 (the slot
size is the same in both phases). Basically, sensor nodes contending for a generic slot σ,
try to transmit a fake packet in that slot, using the contention period. If a sensor node
wins the contention (i.e., it transmits successfully), it achieves a priority on that slot over
all the other sensor nodes, and is authorized to access slot σ in all subsequent periods,
without contention, to transmit its data packets. A complete collision-free schedule is
achieved as soon as all sensor nodes in the network have acquired their own slot.
Ideally, we can assume that a contention is always solved (i.e., there is always one winner)
irrespective of the number of competing nodes. Under this assumption, the quickest way
to achieve a collision-free schedule is to allow all sensor nodes to contend for any slot.
As a result of contention for a slot, one node is accommodated in that slot, while the
remaining ones will contend for the next slots. Hence, the slot acquisition phase takes
just one period.
In practice, the previous (ideal) scheme is unfeasible and we can only approximate it. In
our algorithm we use a random backoff time to solve contentions, and we assume that it
can take a number of discrete values (hence, collisions can still occur). After waiting for
the chosen backoff time, a competing sensor node i checks the status of the channel and,
if idle, tries to transmit a (fake) packet. Three possible outcomes can occur, namely
(i) successful transmission, (ii) busy channel, or (iii) collision. In case of a successful
transmission, node i is the winner of the contention and, hence, it acquires the right to
use slot σ in all subsequent periods. To get priority over all the other nodes, in the next
periods node i will access slot σ with a backoff time equal to 0 (i.e., hereafter, slot σ will
be viewed by node i as its own data slot). This also reduces energy consumption and
packet latency at node i. If the channel is found busy after the backoff time (case ii), it
means that one or more sensor nodes have generated a shorter backoff time. Thus, node
i has to try the next slot (i.e., σ + 1) in the current period. Finally, when a collision is
experienced by node i (case iii), it means that one or more other nodes have selected
the same backoff time for contention in slot σ. In principle, node i could either retry
the next slot (i.e., σ+ 1) in the current period, or retry the same slot (i.e., σ in the next
period). The rationale behind the latter option is that, if the number of colliding nodes
is limited, the contention will be very likely solved at the next period. Another option
for a colliding node i, would be re-trying slot σ+1 in the current period with probability
pr and defer contention to slot σ in the next period with probability (1− pr). Also, this
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is the most general case (the previous ones can be derived from it, by using a value of
pr equal to 1 or 0).
Algorithm 1 shows the specific actions performed by a generic sensor node i. Initially,
node i selects a random slot σ, within the current period, to try contention. This random
choice is aimed at spreading contention trials within the whole period T, thus reducing
the number of competitors for each single slot and increasing the success probability.
However, this initial randomization very rarely provides a collision-free schedule. Hence,
the slot acquisition phase follows, as described above. Specifically, node i contends for
slot σ using a random backoff time B, and waits for the corresponding ack message (lines
2-3). Depending on the received notification (line 4), node i either acquires the right to
use slot σ (lines 5-6), or realizes that a failure has occurred. In the latter case it behaves
in a different way, depending on whether a channel-busy (lines 7-8), or collision (lines
9-11) notification has been received.
1: Choose a slot σ in [1, Ns] randomly;
2: Try slot σ (using a random backoff B); // contention slot
3: Wait (Notification);
4: Switch (Notification);
5: Case SUCCESS:
6: Use slot σ in all subsequent periods with backoff B = 0 // data slot
7: Case CHANNEL-BUSY:
8: Re-try slot ((σ + 1)%Ns) (with random backoff B);
9: Case COLLISION:
10: Re-try slot σ + 1 in the current period (with random backoff B) with probability
pr;
11: Defer contention to slot σ in the next period (with random backoff B) with
probability (1− pr);
Algorithm 1: LOCALL algorithm
7.1.1 Slot Allocation in IEEE 802.15.4 sensor networks
In the previous description we made no assumption about the sensor platform where
LOCALL is supposed to run. Actually, it can be implemented on any sensor platform.
However, if the considered sensor platform includes a contention-based MAC protocol
(e.g., 802.15.4 MAC [10]), the algorithm can be customized to take advantage of the
specific contention mechanisms provided by the underlying MAC layer. Below we briefly
describe how LOCALL behaves when it operates on top of the IEEE 802.15.4 MAC layer.
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The 802.15.4 MAC protocol [10] implements an un-slotted CSMA/CA (Carrier Sense
Multiple Access with Collision Avoidance) algorithm, whose behavior can be controlled
through a set of parameters. The following parameters are used by LOCALL.
1. macMaxCSMABackoffs defines the maximum number of carrier sensing operations
(Clear Channel Assessment (CCA)), per packet, that can be performed by sensor
nodes. It is set to 0, i.e. just one carrier sensing is performed. If the channel is
busy a failure notification is received by LOCALL from the underlying MAC.
2. macMaxFrameRetries defines the maximum number of packet retransmission at-
tempts allowed for a packet. It is set to 0, so as to force a failure notification if a
collision occurs.
3. macMinBE defines the initial backoff-window size. Sensor nodes randomly select
a backoff time in the range [0, NB − 1] ·BP , where NB = 2macMinBE, and BP =
320µs. During the slot acquisition phase macMinBE is set to a value larger than
0 (e.g., 3). As soon as a success notification is received (i.e., the slot has been
acquired), LOCALL sets macMinBE=0. This gives priority to that sensor node
over all the other sensor nodes in the network.
C
C
A
Backoff
Frame Ack
Send() Success/Failure
MAC
Layer
Set MAC
parameters
macMaxCSMABackoffs=0
macMaxFrameRetries=0
macMinBE=3
Figure 7.3: Interaction between the LOCALL algorithm and the underlying MAC
layer.
Figure 7.3 shows the interactions between LOCALL and the underlying 802.15.4 MAC
protocol. Protocol parameters are set in advance with respect to packet transmission.
At the beginning of a slot, LOCALL makes a send() operation, thus activating the
underlying MAC protocol. Then, it receives a success/failure notification. A failure may
be caused by either a collision or a busy channel condition. The notification message
received from the MAC layer contains enough information for LOCALL discriminating
between the two events and reacting accordingly (as specified in lines 4-11 of Algorithm
1).
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7.2 Analysis
In this section we derive a Discrete-Time Markov-Chain (DTMC) model of the pro-
posed LOCALL algorithm, under the hypothesis that it is operating on top of the
802.15.4 MAC protocol. To simplify the analysis, throughout we will make the following
assumptions.
1. All sensor nodes start competing for the first slot in a period, i.e., we do not
consider the initial randomization (line 1 in Algorithm 1). This maximizes the
contention and, hence, we model a “worst-case” condition.
2. The number of contending nodes is equal to the number of available slots, i.e.,
N = Ns (for the scheduling process to converge it must be N ≤ Ns).
3. The retry probability pr (line 10 in Algorithm 1) is assumed equal to 0, i.e., after
a collision, all colliding sensor nodes defer their transmission to the next period.
Table 7.1: Main symbols used in our analysis
Symbol Description
NB Number of backoff periods.
BP Length of a backoff period
Psucc(x) Probability of successful transmission, given x contending
nodes.
Pcoll(c|x) Probability that c nodes collide, given x contending nodes.
Pbusy(b|x) Probability that b nodes find the channel busy, given x con-
tending nodes.
PAcoll(c|x) Probability that c nodes collide on a slot already acquired,
given x contending nodes.
si, ni Status of slot i (F/A), Number of nodes that have scheduled
a transmission on slot i in the current period
Ω State space of the Markov chain
P Transition probability matrix
vk State probability vector
Our analysis is split into three parts. In the first part, we consider all the possible events
that can occur during the slot acquisition phase and, for each of them, we derive the
probability to occur. In the second part, we will use these probabilities to model the
slot acquisition process, through a DTMC, and derive the probability distribution of the
convergence time. Finally, in the third part, we will derive the average energy consumed
by LOCALL during the slot acquisition phase and in steady-state conditions. Table 7.1
summarizes the main symbols used in our analysis.
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7.2.1 Event Probabilities
Let us consider a sensor network with N nodes, and assume that, at a given time, M
(with M = N) sensor nodes are contending for the same slot. Contention can result in
one of the following outcomes.
a Success. One sensor node, out of the M contending ones, successfully transmits in
the slot.
b Collision. k (2 ≤ k ≤M) sensor nodes experience a collision.
c Busy channel. h(0 ≤ h ≤ M − 2) sensor nodes find the channel busy and must retry
at the next slot.
We now analyze the different cases individually and, for each of them, we derive analyti-
cally the probability to occur. A successful transmission (i.e., case (a)) occurs when one
sensor node generates a backoff time shorter than that of all the other M −1 contending
nodes. Let Psucc(M) denote the probability that a successful transmission occurs, given
that M nodes are contending for the same slot. Since each node can extract a backoff
time with a discrete value in the range [0, NB − 1] ·BP , the following equation holds.
Psucc (M) = M ·
NB−1∑
b=0
[(
1
NB
)
·
(
NB − 1− b
NB
)M−1]
(7.1)
Equation (7.1) can be explained as follows. For each potential backoff time b that can
be generated by any sensor node (which can occur with probability 1/NB), the second
term inside the sum gives the probability that the remaining M−1 sensor nodes extract
a backoff time larger than b. Finally, all the M possible combinations, corresponding to
the different sensor nodes, are considered.
Let us now consider case (b), where two or more sensor nodes (i) generate the same
backoff time, (ii) start transmitting at the same time and, (iii) experience a collision.
Let Pcoll(k|M) denote the probability that k out of the M contending nodes (with
2 ≤ k ≤M) collide. The following equation holds.
Pcoll(k|M) =
NB−1∑
b=0
 M
k
 · ( 1
NB
)k
·
(
NB − 1− b
NB
)M−k (7.2)
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In equation (7.2), for each potential backoff time b, the term inside the sum gives the
probability that k (out of M ) nodes randomly pick up a value equal to b, and no other
node chooses a value shorter than b. Of course, all the
 M
k
 possible combinations
are considered.
In case (c), h (0 ≤ h ≤ M − 2) sensor nodes experience a busy-channel condition.
Let Pbusy(h|M) denote the probability that h nodes find the channel busy during a
transmission attempt, given that there are M contending nodes. If h (0 ≤ h ≤ M − 2)
sensor nodes find the channel busy, it means that the remaining M − h nodes have
extracted the same backoff time and have collided. Hence,
Pbusy(h|M) = Pcoll (M − h|M) (7.3)
Finally, let us consider another event that may occur after a slot has been assigned.
As described above, when a sensor node successfully transmits in a slot, it acquires the
right to use that slot in all subsequent periods, and sets macMinBE=0. This gives it
a priority, for that slot, over all the other nodes. However, collisions can still occur.
This is because in the 802.15.4 CSMA algorithm, backoff times range in [0, NB − 1] ·BP
and, thus, a collision occurs whenever any other node randomly generates a backoff time
equal to 0. Let PAcoll(k|M) denote the probability that a collision involving k sensor
nodes occurs on a slot already acquired by a node, given that there are M contending
nodes, overall. This probability can be expressed as
PAcoll(k|M) =
 M − 1
k − 1
 · ( 1
NB
)k−1
·
(
NB − 1
NB
)M−k
(7.4)
In equation (7.4), the second term gives the probability that k−1 nodes – in addition to
the slot owner – extract a backoff time equal to 0. The third term gives the probability
that all the remaining M − k nodes pick up a backoff time larger than 0. Finally, the
first term considers all possible combinations.
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7.2.2 Convergence Time Distribution
In this section we develop a DTMC model of the LOCALL algorithm and use it to
derive the probability distribution of the convergence time, i.e., the time required to
achieve a complete schedule. To this end, we will use the event probabilities derived in
the previous section.
We observe the system (i.e., sensor network) at the beginning of each period T. Since
each period consists of Ns = N slots, the system state at the beginning of period
p(p = 1, 2, ..., n) can be represented by a vector Xp = [(s1, n1) , (s2, n2) , ..., (sN , nN )],
whose generic element Xp [i] = (si, ni), i = 1, 2, ..., N, refers to the corresponding slot in
that period. Specifically, si indicates the status of slot i – either Free (F ) or Acquired
(A) by a sensor node – and ni denotes the number of sensor nodes that have scheduled
a packet transmission in slot i of period p.
Given the problem constraints, not all vectors in the form defined above represent pos-
sible states for the system. The state space Ω can be defined as the set of vectors
Xp = [(s1, n1) , (s2, n2) , ..., (sN , nN )] such that the following conditions hold.
C1:
∑N
i=1 ni = N
C2: ∀i ∈ {1, 2, ..., N}, ni = 0 ⇒ si = F
C3: ∀i ∈ {1, 2, ..., N}, ni = 1 ⇒ si = A
C4: ∃j ∈ {1, 2, ..., N} : nj > 0 ⇒ ∀i < j, ni > 0
Condition C 1 states that the total number of transmissions scheduled for all the slots,
in any period p, cannot exceed the number of sensor nodes. It follows from assuming
that each sensor node can transmit, at most, one packet per period. Condition C 2 is
almost obvious as well. It states that, if there is no scheduled transmission for slot
i (i = 1, 2, ..., N) in period p, then slot i is necessarily free (i.e., si = F ). Instead,
Condition C 3 states that, if there is exactly one scheduled transmission for slot i (i =
1, 2, ..., N) in period p, then slot i has been acquired by some sensor node in one of
the previous periods (i.e., its state must be si = A). This statement follows from
the definition of acquired slot. Condition ni = 1 implies that one sensor node has
successfully transmitted on slot i in one of the previous periods. Hence, the slot has
been acquired. Finally, condition C 4 states that if there is a slot j (j = 1, 2, ..., N) for
Part II 112
which the number of scheduled transmissions is larger than zero, then all previous slots
must have, at least, one scheduled transmission. This follows from assuming that sensor
nodes start contending for the first slot and, then, try all the other slots in sequence. As
an example, Figure 7.4 shows all possible states of the Markov chain when the number
of sensor nodes (and available slots) is equal to three. It can be easily verified that all
states satisfy conditions C 1 –C 4.
Now, we need to derive the transition probabilities for the Markov chain, i.e., the prob-
ability of passing from a state X to another state Y , for any X and Y in Ω. As a
preliminary step, let us focus on a generic slot i, with i = 1, 2, ..., N . Let X [i] = (si, ni)
and Y [i] = (s′i, n
′
i) denote the condition of slot i at period p and p + 1, respectively.
Then, the probability of passing from X [i] = (si, ni) to Y [i] = (s
′
i, n
′
i) can be expressed
as follows.
P (Y [i] |X [i]) =
=

1 if n′i = ni = 0 (T1)
1 if n′i = ni = 1 (T2)
Psucc (ni) if (s
′
i = A) ∧ (n′i = 1) ∧ (si = F ) ∧ (ni > 1) (T3)
[(NB − 1) /NB]ni−1 if (s′i = A) ∧ (n′i = 1) ∧ (si = A) ∧ (ni > 1) (T4)
Pbusy (ni − n′i|ni) if (s′i = F ) ∧ (1 < n′i ≤ ni) ∧ (si = F ) (T5)
PAcoll (n
′
i|ni) if (s′i = A) ∧ (1 < n′i ≤ ni) ∧ (si = A) (T6)
0 otherwise (T7)
The previous probabilities can be justified as follows.
In transition T 1 we assume ni = 0, i.e., there are no sensor nodes contending for
slot i in period p. Hence, the status of that slot at period p + 1 will be unchanged.
Similarly, in transition T 2 it is supposed that n
′
i = ni = 1. Since there is just one
contending node, P (Y [i] |X [i]) = 1 in this case. In transition T 3, we suppose to start
with ni > 1 contending sensor nodes (and si = F ). For the final state being (A, 1) –
meaning that the slot has been acquired by a sensor node – a successful transmission
must occur during period p. Thus, the corresponding probability is Psucc (ni). Similarly,
in transition T 4, we assume that there are ni > 1 contending sensor nodes but, now,
si = A. The final state (s
′
i = A,n
′
i = 1) can occur only when all nodes – but the one that
has already acquired the slot (and, hence, uses a null backoff time) – pick up a random
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backoff time larger than zero. The associated probability is thus [(NB − 1) /NB]ni−1. In
transition T 5 we suppose to start from state (si = F, ni > 1) but, now, we move to state
(si = F, n
′
i > 1). This can occur when ni − n′i (with ni − n′i ≥ 0) find the channel busy
during period p. Hence, the corresponding probability is Pbusy (ni − n′i|ni). Finally, in
transition T 6 it is assumed that the initial state is (si = A,ni > 1), while the final state
is (si = A,n
′
i > 1). This transition occurs when n
′
i sensor nodes experience a collision
during period p. According to the notation introduced in section 7.2.1, the corresponding
probability is PAcoll (n
′
i|ni).
[F3, F0, F0]
[F2, A1, F0]
[A1, F2, F0]
[A1, A2, F0]
[A1, A1, A1]
1
Pcoll(3|3)
Pcoll(2|3)
Psucc(3)Pcoll(2|2)
Psucc(3) Psucc(2)
Pcoll(2|2)
Psucc(2)Pcoll(2,2)
Psucc(2){1-Pcoll(2,2)}
Pcoll(2|2)
Pcoll(2|2)
A
A
A
1-Pcoll(2|2)
A
Psucc(2)
Figure 7.4: Markov Chain when N = Ns = 3.
We are now in the position to derive the transition probability PXY for any X and Y in
Ω, starting from P (Y [i] |X [i]) , i = 1, 2, ..., N.. To this end, let us observe that the tran-
sition probability PXY is given by the joint probability that each slot i (i = 1, 2, ..., N)
passes from X [i] = (si, ni) to Y [i] = (s
′
i, n
′
i). Hence,
PXY = P (Y [1] |X [1]) ·
N∏
i=2
P {Y [i] | [si, ni + nri ]} (7.5)
where nri =
∑i−1
j=1(nj−n′j). In equation (7.5), for slots with index i ≥ 2, the term inside
the product is not P [Y [i] | (si, ni)], but P {Y [i] | [si, ni + nri ]} because we need also to
take into consideration possible nodes that experience a busy channel at slot i − 1 and,
thus, retry at slot i. Figure 7.4 shows the transition probabilities for the simple case
when N = Ns = 3.
Once we have derived the transition probability PXY for any X and Y in Ω, we
can obtain the transition probability matrix P of the Markov chain. To this end,
let us sort the states of the Markov chain in such a way that the initial state I =
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[(F,N) , (F, 0) , ..., (F, 0)] and the absorbing state Z = [(A, 1) , (A, 1) , ..., (A, 1)] are, re-
spectively, the first and last state in the sequence. Let v0 denote the initial probability
vector, and vk the vector probability after k periods (k = 1, 2, ...). Without losing in
generality we can assume v0 = [1, 0, 0, ..., 0]. Hence, vk = v0P
k. The probability that
the slot allocation process is over after k periods, Pschedule (k), corresponds to the prob-
ability of being in state Z at step k. Let |Ω| denote the cardinality of Ω (i.e., the total
number of states). Since Z is the last state in the sequence (according to the selected
order), it follows
Pschedule (k) = vk [|Ω|] (7.6)
7.2.3 Energy Consumption Analysis
In this section we derive formulas for computing the average energy consumed by the
network both in a single period and during the entire slot acquisition phase. In the
following we will assume that (i) the power consumption of sensor nodes in idle state is
negligible, i.e., Pidle = 0; and (ii) the power consumption during the turnaround time
is Ptat = (Prx + Ptx)/2, where Prx (Ptx) is the power consumed in receive (transmit)
mode. As a preliminary step, we first derive the energy EXY consumed by the network
to pass from state X to state Y.
Let us assume there are M nodes (M = N ), all contending for the same slot. The total
energy consumed by all nodes depends on the specific outcome following the contention.
If one of the M nodes succeeds in transmitting its packet, the energy consumption
Esucc(M) can be calculated as follows
Esucc(M) = M · PrxDcca + 2 · PtatDtat + PtxDtx + PrxDack (7.7)
where Dcca, Dtat, Dtx, Dack denote the duration of CCA, turnaround time, packet trans-
mission time, and ack reception time, respectively. The first term in Equation (7.7)
accounts for the energy consumed by all the M nodes to perform their CCA, while the
other terms account for the additional energy consumed by the winner node (all the
other nodes find the channel busy and give up). The latter energy is spent for switching
the radio from receive to transmit mode (Dtat ·Ptat), transmitting the packet (Dtx ·Ptx),
switching again to receive mode (Dtat · Ptat), and receiving the ACK (Dack · Prx). Fol-
lowing the same line of reasoning, the total energy Ecoll(k|M) consumed when k out of
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the M competing nodes experience a collision, with 2 ≤ k ≤ M, can be expressed as
follows
Ecoll(k|M) = M · PrxDcca + k · [2PtatDtat + PtxDtx + PrxDto]
where Dto is the timeout interval.
We can now calculate the energy consumed by the network when the state of a certain
slot i (i = 1, 2, ..., N) passes from X [i] = (si, ni) to Y [i] = (s
′
i, n
′
i), i.e., E (Y [i] |X [i]).
E (Y [i] |X [i]) =

Esucc(ni) n
′
i = 1 ∧ n′i ≤ ni
Ecoll(k|ni) n′i = k ∧ n′i ≤ ni
0 otherwise
(7.8)
Equation (7.8) can be justified as follows. In the first case, we assume to start with
ni ≥ 1 competing nodes, one of which will be the winner (n′i = 1). Hence, the energy
consumption is Esucc(ni). In the second case, there are ni ≥ n′i nodes in the initial state
and k (2 ≤ k ≤ M) nodes in the final state. Hence, k out of the ni nodes experience
a collision, and the total energy consumption is given by Ecoll(k|ni). In all other cases,
since there are no nodes accessing the slot, or the transition from X [i] to Y [i] is not
possible, the related energy consumption is 0.
The total energy EXY consumed by the network to pass from state X to state Y can
be derived by considering the energy spent when the state of slot i passes from X [i] =
(si, ni) to Y [i] = (s
′
i, n
′
i), for any slot i = 1, 2, ..., N , i.e.,
EXY = E (Y [1] |X [1]) +
N∑
i=2
E {Y [i] | [si, ni + nri ]} (7.9)
where nri =
∑i−1
j=1(nj − n′j). In Equation (7.9), for slots with index i ≥ 2, the term
inside the sum is not E [Y [i] | (si, ni)], but E {Y [i] | [si, ni + nri ]}. This accounts for
nodes that found the channel busy at slot i − 1 and, thus, retry at slot i.
We are now in the position to derive the average energy Ek consumed by the network
during a period k (k = 1, 2, ...) for transmitting either a contention packet (during the
slot acquisition phase) or a data packet (after acquiring a slot). Let P kX denote the
probability that the system is in state X at period k for any X ∈ Ω (P kX is the component
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of vk associated with state X). The following equation holds.
Ek =
∑
X∈Ω
P k−1X
∑
Y ∈Ω
EXY PXY (7.10)
Equation (7.10) can be justified as follows. To calculate Ek we need to consider all the
possible state changes that can occur from period k − 1 to period k. Hence, the outer
sum considers any possible state X ∈ Ω where the system can be at period k− 1, which
occurs with probability P k−1X . For each state X ∈ Ω the inner sum considers all the
possible states Y ∈ Ω where the system can transit to – which occurs with probability
PXY – and the energy consumption EXY associated with such a transition.
Finally, we derive the average energy spent by the network to achieve a complete sched-
ule, i.e., the total amount of energy consumed by all nodes to contend and acquire
slots. This measures the energy overhead due to slot scheduling. A complete schedule
is achieved when the system enters the absorbing state Z = [(A, 1) , (A, 1) , ..., (A, 1)].
Hence, according to the methodology in [116], the average energy µX consumed by the
network to reach state Z, starting from any state X ∈ Ω, can be obtained by solving
the following system of linear equations with µX as unknowns
µX =
∑
Y ∈Ω
PXY (E
′
XY + µY ),∀X ∈ Ω (7.11)
with µZ = 0. E
′
XY differs fromEXY in that it only considers transitions associated with
the transmission of fake packets. Since we always start from the initial state I we only
need to calculate µI .
7.3 Results
In this section we show the results obtained from the analytical model derived in the
previous section. To validate our analytical results, as well as for comparing the per-
formance of LOCALL with that of the CDM algorithm [115], we also used simulation.
CDM takes a lightweight vertex-coloring approach. Specifically, sensor nodes are sup-
posed to choose a different color from a set of available colors (in our terminology, colors
correspond to slots). Initially, all sensor nodes are in search mode. At each round (pe-
riod) p, a generic node v (i) picks up randomly a color from the set of available colors,
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and (ii) checks whether it has a conflict with any other node. If there is no conflict,
node v enters permanent mode, selects c as its permanent color, and stops. Otherwise,
it waits for a new round and performs the same actions again. The algorithm ends when
all sensor nodes are in permanent mode.
We implemented both LOCALL and CDM using the ns-2 simulation tool [54]. We
considered a single-hop network, where sensor nodes are located at a fixed distance (10
m) from the sink node. The transmission range was set to 15 m, while the carrier sensing
range was set to 30 m. Unless stated otherwise, the other parameter values are as shown
in Table 7.2 (power consumptions were derived from the CC2420 data sheet [55]). In
each experiment, we performed ten independent replications, each of which consisted of
500 different slot acquisition processes. The results shown below are averaged over all the
replications. We also derived confidence intervals by using the independent replication
method and 99% confidence level.
Table 7.2: Parameters used in our analysis
Parameter Value
N, Ns 10
Bit Rate 250 Kbps
Data Frame (Payload) Size 127 bytes
ACK Frame Size 11 bytes
NB (slot acquisition phase) 8
Power Consumption in RX mode (Prx) 35.46 mW
Power Consumption in TX mode (Ptx) 31.32 mW
Power Consumption in Idle mode (Pidle) 0 mW
Figure 7.5 shows the probability distribution of the convergence time, for different num-
ber of sensor nodes, derived both from analysis (i.e., using Equation 7.6) and simulation.
In order to validate the analytical model, the initial randomization performed by the
algorithm has not been considered in simulations. As it can be observed, analytical and
simulation results almost overlap.
We also compared our algorithm with CDM in terms of convergence time. Since an ana-
lytical model for CDM is not available, we used simulation for comparison (for LOCALL
we also considered the initial randomization). Table 7.3 reports the 95-th percentile of
the convergence time distribution, i.e., the number of periods required to provide a
complete schedule with a probability of, at least, 0.95. Our algorithm converges in a sig-
nificantly shorter time due to its more efficient slot (color) selection strategy. In CDM,
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can be at period 1−k , which occurs with probability 1−kPX . 
For each state Ω∈X  the inner sum considers all the 
possible states Ω∈Y  where the system can transit to – 
which occurs with probability XYP  – and the energy 
consumption XYE  associated with such a transition.
  
Finally, we derive the average energy spent by the 
network to achieve a complete schedule, i.e., the total 
amount of energy consumed by all nodes to contend and 
acquire slots. This measures the energy overhead due to 
slot scheduling. A complete schedule is achieved when the 
system enters the absorbing state ( ) ( ) ( )[ ]1,,...,1,,1, AAA=Z . 
Hence, according to the methodology in [12], the average 
energy Xµ consumed by the network to reach state ,Z
starting from any state ,Ω∈X can be obtained by solving 
the following system of linear equations with Xµ as 
unknowns 
),(
Ω∈
+′=
Y
Y EP YXYXX µµ Ω∈∀X                (11) 
with 0=Zµ
.
XYE′  differs from XYE  in that it only considers 
transitions associated with the transmission of fake packets 
(its derivation is omitted for the sake of space). Since we 
always start from the initial state ,I we only need to 
calculate Iµ . 
 
IV. RESULTS 
In this section we show the results obtained from the 
analytical model derived in the previous section. To 
validate our analytical results, as well as for comparing the 
performance of LOCALL with that of the CDM algorithm 
[11], we also used simulation. CDM  takes a lightweight 
vertex-coloring approach. Specifically, sensor nodes are 
supposed to choose a different color from a set of available 
colors (in our terminology, colors correspond to slots). 
Initially, all sensor nodes are in search mode. At each 
round (period) p, a generic node v (i) picks up randomly  a 
color from the set of available colors, and (ii)  checks 
whether it has a conflict with any other node. If there is no 
conflict, node v enters permanent mode, selects c as its 
permanent color, and stops. Otherwise, it waits for a new 
round and performs the same actions again. The algorithm 
ends when all sensor nodes are in permanent mode. 
We implemented both LOCALL and CDM using the ns-
2 simulation tool [13]. We considered a single-hop 
network, where sensor nodes are located at a fixed distance 
(10 m) from the sink node. The transmission range was set 
to 15 m (according to the settings in [14]), while the carrier 
sensing range was set to 30 m, as in [15]. Unless stated 
otherwise, the other parameter values are as shown in 
Table II (power consumptions were derived from the 
CC2420 data sheet [16]). In each experiment, we 
performed ten independent replications, each of which 
consisted of 500 different slot acquisition processes. The 
results shown below are averaged over all the replications. 
We also derived confidence intervals by using the 
independent replication method and 99% confidence level. 
 
TABLE II. PARAMETERS USED IN OUR ANALYSIS 
Parameter Value 
N, Ns 10 
Bit Rate 250 Kbps 
Data Frame (Payload) Size 127(118) bytes 
ACK Frame Size 11 bytes 
NB (slot acquistion phase) 8 
Power Consumption in RX mode (Prx) 35.46 mW 
Power Consumption in TX mode (Ptx) 31.32 mW 
Power Consumption in Idle mode (Pidle) 0 mW 
 
Figure 5 shows the probability distribution of the 
convergence time, for different number of sensor nodes, 
derived both from analysis (i.e., using Equation (6)) and 
simulation. In order to validate the analytical model, the 
initial randomization performed by the algorithm has not 
been considered in simulations. As it can be observed, 
analytical and simulation results almost overlap.  
 
Figure 5. Convergence time of LOCALL for different number of nodes. 
TABLE III. 95% CONVERGENCE TIME (# OF PERIODS). 
# of 
nodes 
LOCALL 
Simulation 
CDM 
Simulation 
2 2.00 (±0.00) 4.8 (±0.34) 
5 3.80 (±0.43) 16.3 (±0.77) 
10 5.10 (±0.32) 34.3 (±1.59) 
20 8.00 (±0.41) 71.1 (±2.53) 
30 10.50 (±0.54) 113.1 (±5.92) 
40 12.70 (±0.50) 150.4 (±7.51) 
50 14.80 (±0.43) 178.1(±9.63) 
 
We also compared our algorithm with CDM in terms of 
convergence time. Since an analytical model for CDM is 
not available, we used simulation for comparison (for 
LOCALL we also considered the initial randomization). 
Table III reports the 95-th percentile of the convergence 
time distribution, i.e., the number of periods required to 
provide a complete schedule with a probability of, at least, 
0.95. Our algorithm converges  in a significantly shorter 
time due to its more efficient slot (color) selection strategy. 
In CDM, at each round (period) any sensor node selects a 
color (slot) at random, and checks for possible conflicts 
with other nodes. If a conflict is detected, the node tries a 
new color (slot) at random in the next round. Hence, a 
complete schedule is reached only after a number of 
rounds, which increases dramatically with the number of 
sensor nodes. Conversely, in LOCALL the contention is 
performed sequentially, for each single slot (color). The 
initial randomization reduces the number of potential 
Figure 7.5: Convergence Time of LOCALL for different number of nodes
Table 7.3: 95% convergence Time (# of Periods).
# of
nodes
LOCALL
Simulation
CDM
Simulation
2 2.00 (±0. 0) 4 8 (±0.34)
5 3.80 (±0.43) 16.3 (±0.77)
10 5.10 (±0.32) 34.3 (±1.59)
20 8.00 (±0.41) 71.1 (±2.53)
30 10.50 (±0.54) 113.1 (±5.92)
40 12.70 (±0.50) 150.4 (±7.51)
50 14.80 (±0.43) 178.1(±9.63)
at each round (period) any sensor node selects a col r (slot) at random, and checks for
possible confli ts with other nodes. If a co flict is detected, the node tries a new color
(slot) at random in the next round. Hence, a complete schedule is reached only after
a numb r of rounds, which increases dramatically with the number of sensor nodes.
Conversely, in LOCALL the contention is performed sequentially, for each single slot
(color). The initial randomization reduces the number of potential competitors for each
slot. Then, if a conflict is detected, the node tries the next slot in the same period, or
the same slot in the next period (round). Table 7.3 shows that, for a sensor network
with 50 nodes, with LOCALL a complete schedule is reached in about 15 periods (with
a probability of 0.95). It should be emphasized that this is the time taken to obtain
a complete schedule. However, individual sensor nodes may achieve their own slot in
considerably less time.
We also investigated analytically the impact of the Contention Period (i.e., the NB
value) on the convergence time. We found that, as expected, increasing the Contention
Period reduces the convergence time. However, to avoid undetected collisions (during
slot allocation phase) the Contention Period must be shorter than the Transmission
Period (see Figure 7.2). For 802.15.4, it can be shown that the maximum allowed value
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for NB is 8.
Figure 7.6 shows the average energy consumed by the network in each period (derived
from Eq. 7.10), when there are 10 nodes. As above, analytical and simulation results
overlap, when there is no initial randomization. The latter reduces the average energy
consumption as it drastically reduces the number of competitors per slot. The consump-
tion in steady-state conditions is the same in both cases.
Finally, we computed (through Eq. 7.11), the total average energy consumed by the
network due to slot allocation (i.e., without considering the transmission of data packets).
The results are shown in Table 7.4 which also includes simulation results. With 10 nodes,
the energy overhead due to slot allocation is 3.32 mJ, which corresponds to the total
energy consumed by the network during the data transmission phase in 2.2 periods (1.5
periods with initial randomization).
competitors for each slot. Then, if a conflict is detected, the 
node tries the next slot in the same period, or the same slot 
in the next period (round). Table III shows that, for a 
sensor network with 50 nodes, with LOCALL a complete 
schedule is reached in about 15 periods (with a probability 
of 0.95). It should be emphasized that this is the time taken 
to obtain a complete schedule. However, individual sensor 
nodes may achieve their own slot in considerably less time.  
For LOCALL we also investigated analytically the 
impact of the Contention Period (i.e., the NB value) on the 
convergence time (Eqn. (6)). The obtained results are not 
shown here for the sake of space. We found that, as 
expected, increasing the Contention Period reduces the 
convergence time. How ver, to avoid undetected collisions 
(during slot allocation phase) the Contention Period must 
be shorter than the Transmission Period (see Figure 2). For 
802.15.4, it can be shown that the maximum allowed value 
for BN is 8. 
Figure 6 shows the average energy consumed by the 
etwork in each period (derived from Eqn. (10)), when 
there are 10 nodes. As above, analytical and simulation 
results overlap, when there is no initial randomization. The 
latter reduces the average energy consumption as it 
drastically reduces the number of competitors per slot. The 
consumption in steady-state conditions is the same in both 
cases.  
Finally, we computed (through Eqn. (11)), the total 
average energy consumed by the network due to slot 
allocation (i.e., without considering the transmission of 
data packets). The results are shown in Table IV which also 
includes simulation results. With 10 nodes, the energy 
overhead due to slot allocation is 3.32 mJ, which 
corresponds to the total energy consumed by the network 
during the data transmission phase in 2.2 periods (1.5 
periods with initial randomization).  
 
Figure 6. Average energy consumed by the sensor network when N=10. 
TABLE IV. AVG. ENERGY SPENT FOR SLOT SCHEDULING (mJ) 
# of 
nodes 
Model Simulation 
without Rand. 
Simulation 
with Rand. 
2 0.38 0.38  (±0.01) 0.38 (±0.00) 
5 1.21 1.21  (±0.01) 1.02 (±0.01) 
10 3.32 3.32  (±0.03) 2.28 (±0.02) 
 
 
V. CONCLUSIONS 
In this paper we have proposed a slot allocation 
algorithm for WSNs. Unlike many previous decentralized 
solutions, the proposed algorithm is localized, i.e., sensor 
nodes select their slot basing on local information only. We 
have developed an analytical model of the proposed 
algorithm, based on a Discrete Time Markov Chain, and 
derived the probability distribution of the convergence time 
(i.e., the time to obtain a complete schedule) and the 
average energy consumption. Our results show that (i) the 
proposed algorithm is able to converge much faster than 
another similar algorithm used for comparison, (ii) the 
schedule time increases with the number of nodes with a 
slope less than linear, (iii) the energy overhead due to slot 
scheduling is very limited. In this paper we have referred to 
a single-hop network. As a further step, we plan to extend 
our algorithm to multi-hop topologies.  
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Figure 7.6: Average energy consumed by the sensor network when N = 10.
Table 7.4: Avg. Energy spent for slot scheduling(mJ)
# of
nodes
Model Simulation
without
Rand.
Simulation
with Rand.
2 0.38 0.38 (±0.01) 0.38 (±0.00)
5 1.21 1.21 (±0.01) 1.02 (±0.01)
10 3.32 3.32 (±0.03) (±0.02)
7.4 Conclusions
In this chapter we have proposed a slot allocation algorithm for WSNs. Unlike many
previous decentralized solutions, the proposed algorithm is localized, i.e., sensor nodes
select their slot basing on local information only. We have developed an analytical model
of the proposed algorithm, based on a Discrete Time Markov Chain, and derived the
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probability distribution of the convergence time (i.e., the time to obtain a complete
schedule) and the average energy consumption. Our results show that (i) the proposed
algorithm is able to converge much faster than another similar algorithm used for com-
parison, (ii) the schedule time increases with the number of nodes with a slope less than
linear, (iii) the energy overhead due to slot scheduling is very limited.
Chapter 8
JAMMY: a distributed and
self-adaptive solution against
selective jamming attack in
TDMA-based WSNs
8.1 Introduction
TDMA-based WSNs suffer from selective jamming attack, a particularly insidious form
of Denial-of-Service (DoS) that allows an adversary to completely thwart the commu-
nication of a victim node with a very low probability to be detected. In TDMA-based
WSNs, a sensor node typically retains its allocated slot for a large number of consecu-
tive superframes. Therefore, an adversary could simply monitor communication, detect
the slot allocated to the victim node, and jam only that slot, feigning, for example,
a collision. Such an attack is very effective, energy efficient, and much more difficult
to be detected than a traditional wide-band jamming. Although several methods are
available for jamming detection [105], their application to selective jamming is greatly
complicated by the limited exposure time of the adversary and the limited amount of
traffic that is affected by the attack.
In this chapter, we propose JAMMY, a novel distributed and self-adaptive solution
against selective jamming attacks in TDMA-based WSNs. The proposed methodology is
121
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based on a key idea, i.e. randomly permuting the slot allocation pattern on a superframe
basis. By doing so, the slot(s) allocated to a sensor node change(s) unpredictably at
each superframe. Hence, the selective jammer is forced to jam slots picked at random
in the hope to guess the ones allocated to the victim node. It follows that, assuming
that a single slot per sensor node is allocated at each superframe, the probability of a
successful selective jamming attack becomes 1/N, where N is the number of slots in a
superframe. JAMMY is distributed , in that each sensor node computes the slot to use
in the next superframe only using local information in a consistent way, i.e. without
causing collisions. Therefore, no centralized slot scheduler is necessary. JAMMY is
also self-adaptive as it manages dynamic joining and leaving of multiple nodes. Finally,
JAMMY is general in that, although we present it in the WSNs context, it can be in
principle adopted in any TDMA systems.
We carried out a performance analysis of our proposed solution, both in steady-state and
dynamic conditions. Our results show that JAMMY is also efficient as it introduces a
negligible processing overhead for computing the slot to be used in the next superframe,
and also no communication overhead. Furthermore, JAMMY allows new sensor nodes
to join the network in a limited time, with consequent benefits in terms of energy
consumption in the joining phase.
The rest of the chapter is organized as follows. Section 8.2 introduces the system model
and the attack model. Sections 8.3 and 8.4 introduce JAMMY in two steps. First,
Section 8.3 assumes that the network is in steady state conditions, i.e. no sensor node
joins or leaves, and describes how sensor nodes compute the next slot allocation pattern
in a distributed way. Then, Section 8.4 describes how JAMMY manages joining and
leaving of sensor nodes. Section 8.5 compares the performance of JAMMY with that
of a generic centralized solution. Section 8.6 analyzes performance of the join protocol
used in JAMMY, by means of a Discrete Time Markov Chain (DTMC). The results of
the analysis are presented in Section 8.7. Finally, Section 8.8 draws some conclusions.
8.2 System and adversary model
In this section, we introduce the system and adversary model and describe the selective
jamming attack.
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We consider a WSN where sensor nodes access the wireless medium using a Time Di-
vision Multiple Access (TDMA) method. This means that time is divided into periodic
superframes of equal duration, each one of which is in turn composed by a number of N
equally-sized transmission slots. Slots are allocated to sensor nodes for transmitting/re-
ceiving their data packets. Specifically, each sensor node remains active only during its
allocated slots and sleeps in the remaining time. For the sake of simplicity, and without
losing in generality, we assume that a sensor node may have at most one allocated slot
in any superframe (Uniqueness Property). Also, every slot in the superframe can be
allocated to at most one sensor node (Exclusiveness Property).
The considered WSN has a dynamic membership, i.e. sensor nodes may join and leave
dynamically. Specifically, a sensor node joins the WSN when its mission starts, and
leaves it when its mission terminates. Upon joining the WSN, a sensor node runs a
decentralized slot acquisition algorithm in order to determine a free slot, and acquire
it for subsequent communications. We do not commit to any specific slot acquisition
algorithm, provided that the adopted one satisfies the Uniqueness and Exclusiveness
properties defined above. In a traditional approach, a node retains the allocated slot
until it leaves the network. Upon leaving, the sensor node releases the slot, which
becomes available to possible joining nodes.
In the rest of this chapter, we consider an external adversary whose objective is to disrupt
all communications of a victim node, by performing a selective jamming (SJ) attack, i.e.
by maliciously transmitting during the victim’s transmission slot. We assume that the
adversary does not compromise any sensor node, neither physically nor logically, but she
is able to eavesdrop and jam any communication within the WSN. In addition, while
performing the attack, the adversary is willing to save as much energy as possible and
to be as much invisible as possible, to limit the likelihood of being detected.
Specifically, the considered adversary can easily succeeds in playing the SJ attack under
the aforementioned constraints as follows. First, she monitors communications for one
or more superframes, and identifies the slot allocated to the victim node. The specific
approach that the adversary adopts to perform this task is not important here. Just to
fix ideas, the adversary may exploit some prior knowledge such as the victim’s identifier,
its position in the network, or the type of traffic it produces. Then, starting from the
next superframe, the adversary systematically jams that slot. Since the victim uses the
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same slot in all superframes, the attack is 100% effective. Besides, it is also power-
efficient , as the adversary has to jam only one slot per superframe, while can turn off
her radio during all other slots. Finally, the attack is practically undetectable, as it
exposes the adversary for a very limited amount of time (one slot per superframe).
8.3 The JAMMY algorithm
The SJ attack described above is based on the observation that, in a traditional TDMA
approach, the same slot is allocated to a sensor node until the latter leaves the system.
Hence, one way to contrast the attack is to change the slot allocation pattern at every
superframe making it unpredictable for the adversary. This means that the adversary
must not be able to predict the slot to be used by the sensor node in the next superframe,
even after observing a number of superframes. Thus, the only strategy available to the
adversary is to randomly pick a slot and jam it. It follows that the attack effectiveness
decreases to 1/N .
In order to achieve such a goal, at the end of every superframe we can compute the
next allocation pattern as a random permutation of the current one. However, unpre-
dictability is not sufficient. We also require that sensor nodes are able to compute the
next allocation pattern autonomously , i.e. relying only on local information. Of course,
the computation of slot allocation pattern must be consistent . That is, all nodes in
the system must autonomously compute the same permutation or, otherwise, collisions
would ensue and the Exclusiveness property would not be guaranteed anymore.
In order to fulfill such requirements, we assume that every node executes a random
permutation algorithm. At the end of each superframe, every node randomly permutes
the current slot allocation pattern, thus producing the next one. Typically, a random
permutation algorithm uses a random number generator. In order to prevent collisions,
nodes must compute the same permutation, and thus have to produce the same sequence
of random numbers. It follows that nodes must use pseudo-random number generators,
which must be maintained in the same internal state. This also implies that, when a new
node joins the network, its generator must be initialized into the same internal state as
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the one of the nodes already present in the network. Besides, to fulfill the unpredictabil-
ity requirement, the sequence of psedo-random numbers must also be unpredictable, and
therefore the pseudo-random number generator must be secure [117].
In the following, we present our countermeasure against selective jamming in detail.
Specifically, in Section 8.3.1, we introduce the random permutation algorithm and the
secure pseudo-random number generator (SPRNG) we have used in JAMMY. Then, we
make the simplifying assumption that, after system initialization, the WSN membership
remains in a steady state condition, i.e. no sensor nodes join or leave (Section 8.3.2).
Finally, we remove such an assumption, and show that sensor nodes may join and leave
at any time without jeopardizing the solution (Section 8.4).
8.3.1 On implementing a random permutation
In this section, we introduce the two basic components of our countermeasure against
SJ, namely a random permutation algorithm and a Secure Pseudo-Random Number
Generator (SPRNG). While the literature provides many instances of such algorithms,
we need to design two of them which are affordable on resource constrained sensor nodes.
As to the random permutation algorithm, we have used the Fisher-Yates algorithm [118],
also known as the Knuth shuffle algorithm (Algorithm 2). It takes a vector of n elements
as input, and randomly permutes their values. That is, it swaps the value of the element
in position i, 0 ≤ i ≤ n− 1, and the value of the element in position j, where j is picked
at random between 0 and i− 1. The algorithm runs in O(n) time.
1. /* Returns a random unsigned integer */
2. unsigned random(unsigned m);
3.
4. void permute(unsigned perm[], unsigned n)
5. {
6. unsigned i;
7. for (i = n - 1; i >= 0; i--) {
8. unsigned j = random() % (i + 1);
9. unsigned aux = perm[j];
10. perm[j] = perm[i];
11. perm[i] = aux;
12. }
13. }
Algorithm 2: The Knuth shuffle.
We have implemented the SPRNG by means of a block cipher in the counter mode
(Algorithm 3) [117]. Let E(x, y) denote a cipher which encrypts a plaintext y by means
of a key x. First, we provide the generator with an encryption key K, and initialize a
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counter z to a random seed z0. Then, we apply the cipher to the sequence of values
z, z+1, z+2, . . . so producing the output random sequence E(K, z), E(K, z+1), E(K, z+
2), . . .. In the following, we call counter z the internal state of the generator, and K the
permutation key. Also, we assume that K is kept secret and its length discourages an
exhaustive key search.
Although such a method has not been proven to be cryptographically secure, it ap-
pears sufficient for most applications [117]. Furthermore, it is affordable on resource-
constrained sensor nodes. Actually, commercially-available sensor nodes platforms such
as Tmote Sky [58] provide AES-128 encryption in hardware, with negligible overhead in
terms of delay, storage, and energy consumption [119]. An alternative optimized version
of the permute() function is reported in Appendix.
1. unsigned K; // permutation key
2. unsigned z; // counter
3. unsigned random()
4. {
5. unsigned val = E(K, z);
6. z = (z + 1);
7. return val;
8. }
Algorithm 3: Secure Pseudo-Random Number Generator.
8.3.2 The Secure Slot Permutation Algorithm
We are now in the position to describe the Secure Slot Permutation (SSP) algorithm
used by JAMMY to protect communications against SJ attack. In this section, we
assume that, after system initialization, the system membership remains in steady state
condition, i.e. no sensor nodes join or leave.
Also, we assume that every sensor node maintains a permutation vector , namely a vector
of N unsigned elements, which represents the node’s view of the current slot allocation
pattern. We denote by vu the permutation vector of node u. Every node maintains its
own permutation vector as follows. First of all, vu[i] = 1 iff slot i has been allocated to
node u. Otherwise, vu[i] = 0. Also, the Uniqueness property implies that the permu-
tation vector vu of a node u contains just one element that is equal to 1, whereas all
other elements are equal to 0. More formally, ∀ 0 ≤ i, j < N, vu[i] = vu[j] = 1⇔ i = j.
Finally, the Exclusiveness Property implies that a given element i may be equal to 1
in at most one permutation vector. More formally, for any pair of nodes (t, u), then
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vt[i] = vu[i] = 1⇔ t = u. Notice that element i can be zero in every permutation vector
iff slot i has not been allocated to any node.
Let us assume that the network initially contains NA nodes with NA < N. Also, let us
assume that nodes have been initialized via off-line methods so that they all secretly share
the same permutation key K, and their on-board SPRNGs are all initialized in the same
initial state z0. Finally, an initial slot allocation pattern satisfying the Uniqueness and
Exclusiveness properties has been defined and permutation vectors have been initialized
accordingly. Without any loss of generality, we may assume that this initial allocation
has been defined off-line. Alternatively, it may have been produced by the decentralized
slot acquistion algorithm.
1: permute(v,N)
2: Find i s.t. v[i] = 1
3: return i
Algorithm 4: Secure Slot Permutation.
Since from the initialization, each node protects itself from the selective jamming attack
by periodically performing the Secure Slot Permutation (SSP) algorithm (Algorithm 4)
at the end of every superframe. The SSP algorithm takes a permutation vector as input
argument, (pseudo-) randomly permutes it (line 1), finds the position i of the unique
element with value 1 (line 2), and returns i as the index of the slot to be used in the
next superframe (line 3).
To fix ideas, let us focus on the first execution instance of the SSP algorithm at the end of
the first superframe. When this superframe ends, every node executes the SSP algorithm
passing its permutation vector as input. As all nodes share the same permutation key K
and have the SPRNG in the same state (z0) then they compute the same permutation
(Algorithm 2), so meeting the requirement of consistency. Since the permutation is
based on a SPRNG, then it results unpredictable for an adversary who does not know
the permutation key. Finally, the SSP algorithm operates only on local data and, thus,
each sensor node can autonomously compute the permutation.
It is worth noting that an adversary could still completely jam the network, i.e. perform a
wide-band jamming. Alternatively, she could continuously monitor the network in order
to detect the new slot allocated to the victim node, and then jam it. However, by doing
so, she would compromise her undetectability and power efficiency. Specifically, a wide-
band jamming would make the adversary easily detectable. Furthermore, wide-band
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jamming and continuous monitoring would increase the adversary power consumption,
making the attack inconvenient from the energy point of view.
The SSP algorithm maintains the Uniqueness Property as it simply permutes the per-
mutation vector elements. It follows that only one element of the resulting permutation
vector contains the value 1, while all others have value 0. Also, SSP maintains the
Exclusiveness Property, because a random permutation is a bijective function and thus
it is injective (or one-to-one). In other words let vu and vt be the permutation vec-
tors of any pair of nodes u and t, respectively. Of course, vu 6= vt by virtue of the
Exclusiveness Property. Furthermore, let Π be the same permutation that u and t
compute at the end of the superframe. Let v′u and v′t be the resulting permutation
vectors after that permutation Π has been applied to vu and vt, respectively. That is,
v′u ← Π(vu), v′t ← Π(vt). Then, by virtue of the injective property, it must be v′u 6= v′t,
and hence vu[i] = 1 ∧ vt[i] = 1 =⇒ u ≡ t. A formal proof is reported in Appendix.
Finally, every execution instance of Algorithm 2 causes the counter of the SPRNG to be
incremented by N . As all nodes compute the permutation at the end of the superframe,
then, at the end of the first superframe, all SPRNGs are still in the same state, namely
z = z0 + N. It follows that, in the next execution of the SSP algorithm, which takes
place at the end of the second superframe, nodes will compute the same permutation
once again, and take their generators into the same next internal state. This reasoning
can be iterated for any subsequent superframe, i.e., after r superframes, the internal
state of the SPRNG will be z = z0 + r ×N.
As it turns out, the value of the counter of a SPRNG grows at a speed that is equal
to the number of slots N in a superframe. It is worthwhile to notice that the size of
the counter of the SPRNG establishes an upper bound to the maximum length of the
random output sequence the generator is able to produce. Therefore, the counter size
must be adequately large to avoid the counter to wrap around during the lifetime of the
network (e.g. 64–128 bits). However, one way to deal with the counter wrap around is
to refresh the permutation key and re-initialize generators once again. Since the internal
states of all SPRNGs remain synchronized over time, the counter wrap-around occurs
at the same superframe on all sensor nodes. Hence, at that point in time, all sensor
nodes can simultaneously and autonomously generate a new permutation key K+ as
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K+ = E(K,K). Hereafter, all sensor nodes rely on K+ until the next counter wrap
around occurs.
8.4 Node leave/join
So far we have assumed that the network is in steady state conditions, i.e. the number
of sensor nodes is constant over time. In this section, we describe how JAMMY behaves
when sensor nodes join and leave the network.
In case one or more sensor nodes leave the network, the behavior of the remaining nodes
is not affected at all. Nodes leaving the network just release their own slot, which be-
comes free, while the remaining sensor nodes continue with their normal operations.
However, in order to assure and maintain network security, it is necessary to provide
a new permutation key K to the remaining sensor nodes, by excluding and, thus, logi-
cally evicting the leaving ones. This problem is commonly known as rekeying, and has
been widely discussed in literature [120][121][122][123]. Although we included it in our
solution, this issue is beyond the scope of this work, and we do not further discuss it.
JAMMY allows sensor nodes to join the network at any time. In addition, multiple
sensor nodes can join the network at the same time. Sensor nodes execute a specific join
procedure (described in Section 8.4.2) in order to correctly join the network. As described
later, the join procedure assumes that every joining node performs a Slot Acquisition
algorithm to find and exclusively acquire a free TDMA slot in the superframe. In
principle, any decentralized slot scheduling algorithm could be used to this end. For
our purposes, we assume that joining sensor nodes use the Slot Acquisition algorithm
described in Section 8.4.1.
8.4.1 Slot Acquisition algorithm
We suppose that joining nodes use an approach similar to the one presented in Chap-
ter 7, i.e. a simple, adaptive and distributed strategy through which sensor nodes au-
tonomously find a free slot in the superframe. We consider the general case when Nj
sensor nodes try to join the network simultaneously, and assume that Nj ≤ NF where
NF = N−NA is the number of free slots in the superframe. According to our algorithm,
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sensor nodes compete on free slots to acquire the exclusive privilege of using one slot
in all superframes. Specifically, joining nodes contending for a generic slot s, try to
transmit a fake packet during such a slot. In case a joining node wins the contention,
i.e. it transmits successfully, it acquires the right to use that slot in all subsequent su-
perframes. Once a joining node has acquired a slot, it stops the Slot Acquisition process,
and completes the join procedure (see Section 8.4.2).
The Slot Acquisition algorithm relies on a random backoff time to prevent collisions
among competing sensor nodes accessing the same slot s. After waiting for the selected
backoff time, a joining node u checks the channel status, and, if found idle, tries to
transmit a (fake) packet. Then, three possible outcomes can occur, namely i) successful
transmission; ii) busy channel ; or iii) collision. In case of successful transmission, node
u is the winner of the contention, hence it acquires slot s. If the channel is found busy
after the backoff time (case ii), it means that one or more sensor nodes have selected
a shorter backoff time. Thus, node u tries again during the next slot (i.e. s+1) in
the current superframe. Finally, when a collision is experienced by node u (case iii),
it means that one or more other sensor nodes have selected the same backoff time for
contention during slot s. In principle, node u could either retry at the next slot in the
current superframe, namely s+1, or try again with the same slot s in the next super-
frame. The rationale behind the latter option is that, if the number of colliding sensor
nodes is limited, the contention will be solved very likely during the next superframe.
Another option for a colliding node u would be re-trying during slot s+1 in the current
superframe with probability pr, and defering contention to slot s in the next superframe
with probability (1 − pr). This is the most general case, as the previous ones can be
derived from it using a value of pr equal to 1 or 0, respectively.
1: Choose a slot s in [1, N ] randomly;
2: Contend for s (using a random backoff b);
3: Case SUCCESS:
4: Acquire s and terminate the Slot Acquisition process;
5: Case CHANNEL-BUSY:
6: Re-try s+1 (with random backoff b);
7: Case COLLISION:
8: Re-try s+1 in the current superframe (with random backoff b) with probability pr;
9: Defer contention to s in the next superframe (with random backoff b) with
probability (1− pr);
Algorithm 5: Slot Acquisition.
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Algorithm 5 shows the specific actions performed by a joining node u. Initially, node
u selects a random slot s in the current superframe, in order to try contention. This
random choice is aimed at spreading contention attempts within the whole superframe,
thus reducing the number of competitors for every single slot, and increasing the success
probability. Then, node u contends for slot s using a random backoff time b. As it can be
observed, the Slot Acquisition process can take more than one superframe to complete.
Also, note that the Secure Slot Permutation (described in Section 8.3.2) complicates the
research of a free slot, since the slot allocation pattern changes at every superframe.
8.4.2 Join procedure
In this section, we describe the complete set of actions that any joining node u per-
forms in order to correctly join the network, which includes the execution of the Slot
Acquisition algorithm described in Section 8.4.1.
We assume that, in order to correctly start the join process at superframe Tj , node
u is provided with i) the shared permutation key K; and ii) the value zj to initialize the
generator counter z. Node u can retrieve such security material from an additional entity,
namely Join Manager, which is responsible for the correct initialization of joining nodes.
In principle, the Join Manager can be implemented in both a centralized and distributed
fashion. Intuitively, a distributed version of the Join Manager can leverage the fact that
each node already in the system holds the current values of both the permutation key and
SPRNG state. However, here we consider a centralized version that initializes joining
nodes via off-line methods. The Join Manager keeps itself synchronized with super
frames in order to maintain an up-to-date value of the SPRNG state. Furthermore, it
participates to rekeying in the case of node’s leaving (see above).
1: z ← zj
2: vu ← 0
3: s← SlotAcquisition
4:  handler upon(superframe expiration)
5: z ← z +N
6: vu[s]← 1
Algorithm 6: Join procedure.
Algorithm 6 describes the specific actions performed by node u during the join procedure.
Initially, node u initializes its generator to zj and its permutation vector to 0, i.e. each
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vector element is set to 0 (lines 1-2). Then, u executes the Slot Acquisition algorithm
(Section 8.4.1) in order to acquire a free slot s (line 3). The Slot Acquisition process may
take one or more superframes to be completed. Then, once initialized, the generator
counter has to be kept up-to-date with respect to the one on the other nodes. Therefore,
while the Slot Acquisition process is in progress, we activate a handler (line 4) that
updates the generator counter whenever a superframe expires (line 5). Finally, once the
Slot Acquisition process has been completed, node u accordingly updates its permutation
vector to reflect such a slot acquisition (line 6). Hereafter, at the end of every superframe
Tm, node u locally determines the slot su to be used in the next superframe Tm+1,
according to the Secure Slot Permutation algorithm described in Section 8.3.2.
8.5 Analysis in steady state conditions
In this section, we show that, when the network is in steady state condition, JAMMY dis-
plays a practically negligible overhead. Also, we stress the convenience of our distributed
approach with respect to a generic centralized solution.
From a computational standpoint, JAMMY performs only simple encryption operations,
during the execution of the SSP algorithm (see Section 8.3). Since such operations can be
efficiently performed by common hardware platforms [58][55], the computing overhead
introduced by JAMMY results to be negligible. Most important, from a communication
standpoint, JAMMY does not require sensor nodes to perform any additional transmis-
sion or reception (in addition to the initial reception ofK and zj from the Join Manager).
This results in two main advantages. First, it does not determine any reduction of the
available network bandwidth. Second, it does not affect power consumption of sensor
nodes, so asserting itself as a solution suitable also to energy constrained devices.
Now we highlight the remarkable convenience of JAMMY with respect to a generic
centralized solution against SJ attack. A centralized countermeasure, specifically tar-
geted to IEEE 802.15.4 networks has been proposed in [12]. Such a solution enhances
the Guaranteed Time Slot (GTS ) mechanism provided by the IEEE 802.15.4 standard,
forcing the adversary to perform the attack at random. However, the 802.15.4 standard
limits the usage of GTS to a limited portion of the superframe, i.e. 7 GTS slots. Given
this limitation, we believe it is not fair to consider the solution in [12]. Hence, in the
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following we extend and generalize it. Specifically, we make reference to a general cen-
tralized solution, based on a Coordinator node. At each superframe Tm, the Coordinator
node performs the following two actions: i) generates a random slot allocation pattern,
namely Sm; and ii) broadcasts Sm together with a Message Authentication Code, in
order to assure Sm authenticity and freshness. Then, every sensor node retrieves Sm,
and becomes aware of the specific slot it is supposed to access at Tm. Since a new Sm is
randomly created on a per-superframe basis, selective jamming results to be ineffective.
However, if the adversary interfered with the transmission of Sm performed by the Coor-
dinator node, she would be able to prevent sensor nodes from receiving the current slot
allocation pattern, thus compromising network communication altogether. Conversely,
this cannot happen with JAMMY, as the latter is a distributed solution.
To the purpose of our analysis, we assume that the Coordinator node represents a generic
slot allocation pattern Sm as an array of N elements, where N is the number of slots in
the superframe, which is assumed to be also equal to the number of active nodes in the
network (i.e. NA=N). The i-th element of Sm specifies the slot to be used at superframe
Tm by sensor node i. Hence, each element of Sm has size equal to dlog2Ne bits and the
overall size of Sm is N · dlog2Ne bits. Then, if we denote by C the size, in bits, of
the Message Authentication Code, the energy overhead introduced by the centralized
solution Ecentr is the total energy spent by all sensor nodes, at each superframe, to
receive the slot allocation pattern, i.e.
Ecentr =
N · PRX · ((N · dlog2Ne) + C)
R
(8.1)
where PRX is the radio power consumption in receive mode, and R denotes the data
transmission rate.
Figure 8.1 shows the value of Ecentr for different numbers of sensor nodes (N) and
different sizes of the Message Authentication Code (C). We refer to a power consumption
PRX = 35.46 mW [55] and a data transmission rate R = 250 Kbit/s [10]. As it can be
observed, the more sensor nodes in the network, the more energy is consumed. Also,
as expected, Ecentr is higher for larger values of C. It is worth noting that Ecentr is
the constant amount of energy spent by the network at each superframe, hence the
impact on energy consumption is constant over time. Instead, as discussed above in this
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section, JAMMY does not result in any communication overhead other than the initial
provisioning of K and zj . Thus, its impact on the network lifetime is negligible.
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Figure 8.1: Energy consumed by a centralized solution.
8.6 Analysis in dynamic conditions
In this section, we develop an analytical model of the JAMMY join procedure, and use
it to derive both the duration of the join procedure and the average energy consumed
by sensor nodes to join the network.
We assume there are NA active sensor nodes in the network (i.e. nodes that have already
joined the network) and, hence, NF = N − NA free slots in the superframe. Also, we
assume that NF ≥ 1 and that 1 ≤ Nj ≤ NF sensor nodes start the join procedure (see
Section 8.4.2) at the same superframe Tj . Figure 8.2 depicts a possible situation where:
(i) the superframe is composed of N = 3 slots; (ii) there is a single active node A in
the network; and (iii) two more nodes, namely B and C, start their join procedure at
superframe Tj . Due to the Secure Slot Permutation algorithm, node A uses the second
slot during superframe Tj , and the first one at superframe Tj+1.
A A
s1 s2 s3 s1 s2 s3
Tj Tj+1
B and C start join procedure
Figure 8.2: Nodes B and C join the network.
The analysis is divided into two parts. First, we analyze the slot acquisition phase and
consider all the events that can occur during the contention to acquire a slot in the
superframe. For each event, we derive the occurrence probability and the energy spent
by contending sensor nodes. Then, we use the above-mentioned probabilities to derive a
Part II 135
Discrete Time Markov Chain (DTMC) model of the overall join procedure, and calculate
the probability distribution function of the joining time and the average energy spent
by sensor nodes to join the network. In order to simplify the analysis, we make the
following assumptions.
1. The number of joining nodes Nj is equal to the number of free slots in the super-
frame, i.e. Nj = NF = N −NA. Of course, this is a worst case condition.
2. A simple CSMA/CA (Carrier Sense Muliple Access with Collision Avoidance)
algorithm, based on random backoff delays, is used to solve contention among
sensor nodes trying to acquire the same slot. Specifically, before performing a
channel sensing operation and transmitting a packet, each sensor node waits for
a random backoff time w in the range {0, 1, ..., WB − 1} ·Dbo, where WB is the
backoff window size and Dbo is the backoff unit.
3. All joining nodes start competing at the first slot in the superframe, i.e. we do not
consider the initial randomization in the Slot Acquisition algorithm (Algorithm 5,
line 1). This maximizes the contention and, hence, models a worst case condition.
4. The retry probability pr (Algorithm 5, line 8) is equal to 0, i.e., upon a collision,
all colliding sensor nodes defer their transmission to the next superframe.
8.6.1 Event Probabilities
We start considering all the events that can occur during the contention for a slot and,
for each event, we derive the probability to occur, as well as the energy spent by the
contending sensor nodes. Let us focus on a generic slot s∗ in the superframe and assume
that M , out of Nj , sensor nodes are contending for slot s
∗.
First, let us consider the case when slot s∗ is already used by one of the NA active nodes.
Since active nodes access their slot without any backoff delay, they have priority over
joining nodes. Hence all M joining nodes find slot s∗ already busy and, according to the
Slot Acquisition algorithm (Algorithm 5), wait for the next slot in the same superframe.
Now, let us analyze the case when slot s∗ is free, i.e. it is not currently used by any
active node. Then, the contention can result in one of the following outcomes.
(a) SUCCESS. One of the joining sensor nodes successfully transmits during slot s∗.
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(b) COLLISION. A collision is experienced by k joining nodes, 2 ≤ k ≤M .
(c) BUSY CHANNEL. The channel is found busy by h = M − k joining nodes,
0 ≤ h ≤M − 2, that schedule a retry at the next slot.
Now, we derive the probability of each of the above mentioned events to occur. A
successful transmission (case (a)) occurs when one joining node generates a backoff time
shorter than the one of all the other M − 1 contending nodes. Let PFs (M) denote the
probability that a successful transmission occurs. Given WB the backoff window size,
every node can extract a backoff w, w ∈ {0, 1, ..., WB − 1} ·Dbo, hence the following
equation holds.
PFs (M) = M ·
WB−1∑
w=0
(
1
WB
)
·
(
WB − 1− w
WB
)M−1
(8.2)
Equation 8.2 can be explained as follows. For every possible backoff time w that can be
generated by a joining node with probability 1WB , the second term inside the sum is the
probability that the remaining M −1 sensor nodes extract a backoff time larger than w.
Then, all M combinations, corresponding to the different sensor nodes, are considered.
Let us now consider case (b), where two or more joining nodes generate the same backoff
time, thus starting their transmission at the same time and experiencing collision. Let
PFc (k | M) be the probability that k out of the M contending nodes, k ≤M , experience
collision at the free slot s∗. Then, the following equation holds.
PFc (k | M) =
(
M
k
)WB−1∑
w=0
(
1
WB
)k (WB − 1− w
WB
)M−k
(8.3)
In equation 8.3, for every possible backoff time w, the term inside the sum gives the
probability that k joining nodes randomly pick up a value equal to w, and M − k
sensor nodes choose a value larger than w. Of course, all
(
M
k
)
possible combinations are
considered.
Finally, in case (c), h = M − k nodes, (0 ≤ h ≤ M − 2) find the channel busy. Let
PFb (h | M) be the probability that h joining nodes find the channel busy at the free
slot s∗, in the presence of M contending nodes. Since h nodes have found the channel
busy, then M −h nodes have extracted the same (minimum) backoff value, and collided.
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Hence,
PFb (h | M) = PFc (M − h | M) (8.4)
Now, we derive formulas to compute the energy spent by joining nodes in the differ-
ent considered cases. Let us denote by PRX (PTX) the power consumed by a sensor
node radio in receive (transmit) mode. Also, we assume there are M joining nodes all
contending for the same slot. The energy consumed by all sensor nodes depends on
the specific outcome following the contention. If one of the M joining nodes wins the
contention, the energy Es(M) is:
Es(M) = M · ECS + PTX ·Dtx + PRX ·Dack (8.5)
where Dtx and Dack denote the duration of packet transmission time and ack reception
time respectively, while ECS = PRX ·DCS denotes the energy spent to perform a channel
sensing operation, and DCS is the duration of the channel assessment. The first term in
Equation 8.5 accounts for the energy consumed by all the M joining nodes to perform
their channel sensing operation, while the other terms account for the additional energy
consumed by the winner node (all the other sensor nodes find the channel busy and give
up). The latter energy is spent for transmitting the packet PTX ·Dtx and receiving the
ack PRX ·Dack. Following the same line of reasoning, the energy Ec(k | M) consumed
when k out of the M nodes experience a collision, with 2 ≤ k ≤M , can be expressed as
follows, where Dto is the timeout interval.
Ec(k | M) = M · ECS + k · (PTX ·Dtx + PRX ·Dto) (8.6)
Finally, let us focus on the energy spent by a sensor node to transmit a packet when it
has acquired a slot. Hence, the following equation holds.
Eu = PTX ·Dtx + PRX ·Dack (8.7)
This energy is due to the transmission of packet and reception of the ack.
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8.6.2 Markov Chain Derivation
We are now in the position to derive a Discrete Time Markov Chain (DTMC) model of
the JAMMY join procedure, that we use later in Section 8.6.3 to derive the probability
distribution of the joining time and the average energy consumed by sensor nodes during
the join procedure.
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Figure 8.3: Markov chain for N = 3, NA = 1, Nj = 2.
We observe the system at the beginning of every superframe Tm, and represent the
system state as a vector Xm = [n1, n2, ..., nN ] where element ni (i = 1, 2, ..., N)
refers to the i -th slot of the superframe Tm. Specifically, ni indicates the number of
joining nodes that try contention at slot i during superframe Tm. We recall that we
consider Nj sensor nodes joining the network at the same superframe Tj and assume
that Nj = N −NA, where NA is the number of assigned slots at superframe Tj . Since
there are Nj joining nodes, we have ni ≤ Nj ,∀i. Also, we denote by Sm = [s1, s2, ..., sN ]
the slot allocation pattern at the beginning of a superframe Tm. Specifically, si indicates
the state of slot si at superframe Tm, i.e. if it is free (F) or if it is acquired (A). Obviously,
at superframe Tj , NA slots must have state equal to A. We start to analyze the system
from superframe Tj . In the general case, at the beginning of superframe Tj , the system
state is Xj = [Nj , 0, ..., 0] since all joining nodes contend for the first slot of superframe
Tj (Assumption 3). Now, we derive all possible states in which the network could evolve
starting from the initial state. For the sake of simplicity, in the following we explain
the details of the model focusing on a simple example. Specifically, we consider the case
when the superframe is composed of N = 3 slots, there is 1 active node (i.e. NA = 1),
and Nj = 2 nodes start their join procedure at Tj (see Figure 8.2). A procedure to
derive a DTMC describing the join procedure with arbitrary values of N , NA and Nj is
reported in Appendix.
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With reference to the considered example scenario, the initial system state is Xj =
[2, 0, 0], i.e. the two joining nodes start contending for the first slot of superframe Tj
(see Figure 8.3). Then, the system can evolve in different states, depending on both the
slot allocation pattern at superframe Tj , i.e. Sj , and the specific events that occur during
the contention for each slot in superframe Tj . To properly model the evolution of the
system we have to consider all the possible slot allocation patterns Sj at superframe Tj .
Since there is a single active node at superframe Tj , the possible slot allocation patterns
are S1j = [A, F, F ], S
2
j = [F, A, F ] and S
3
j = [F, F, A]. Also, since the different slot
allocation patterns are due to the SSP algorithm (Algorithm 4), all patterns have the
same probability to occur, i.e. P (S1j ) = P (S
2
j ) = P (S
3
j ) =
1
3 .
Let us assume Sj = S
1
j = [A, F, F ]. In this case, the two joining nodes contend for the
first slot of the superframe, which is already owned by the active node. Hence, they lose
contention and, according to Algorithm 5, they have to retry at the second slot. Then,
there are two possible evolutions for the system, depending on the specific event that
occurs at the second slot. In case of a collision between the two sensor nodes, which
occurs with a probability equal to PFc (2 | 2), the system at superframe Tj+1 will be in
state [0, 2, 0], since the two nodes will retry to contend for the second slot (Assumption
4). Instead, if one of the two joining nodes wins the contention at the second slot,
which occurs with probability PFs (2), it becomes the owner of the slot and ends the join
procedure. Hence, starting from superframe Tj+1, it has to be considered as an active
node. The sensor node which loses the contention at the second slot, retries to contend
for the third slot. Since we are assuming Sj = [A, F, F ], the third slot is free. Hence,
it surely wins the contention and ends the join procedure. Thus, the system state, at
Tj+1, will be [0, 0, 0], i.e. all joining nodes have found their slot and have completed
the join procedure.
Let us now consider the case Sj = S
2
j = [F, A, F ]. In this case there are two possible
transitions for the system. The state of the system could remain the same, i.e. Xj+1 =
Xj = [2, 0, 0], or the system could evolve in state Xj+1 = [0, 0, 0]. Since the first slot
is free in this case, the first transition occurs when the two joining nodes experience a
collision at the first slot, which happens with probability PFc (2 | 2). Instead, the second
transition happens when a success occurs in the first slot, i.e. with probability PFs (2).
Finally, let us analyze the last case, i.e. Sj = S
3
j = [F, F, A]. The possible transitions
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for the system are the same as in the previous case, i.e. the system could transit to state
[2, 0, 0], with probability PFc (2 | 2), or to state [0, 0, 0] with probability PFs (2). Figure
8.3 reports all transitions of the system starting from state [2, 0, 0], along with their
probability. Note that the probability of each transition considers also the probability
of each possible slot allocation pattern to occur.
Following a similar line of reasoning, we can derive all the possible transitions that can
occur when the system is initially in state [0, 2, 0]. When the network is in this state,
there is only one active node in the network, since all the two joining nodes have not
terminated their join procedure yet. Hence, the possible equiprobable slot allocation
patterns Sm are Sm = [A, F, F ], Sm = [F, A, F ], and Sm = [F, F, A]. As shown
in Figure 8.3, there are four possible transitions for the system in this case, namely
[0, 2, 0]→ [0, 0, 0], [0, 2, 0]→ [0, 2, 0], [0, 2, 0]→ [0, 0, 2], and [0, 2, 0]→ [1, 0, 0].
First, we analyze transition [0, 2, 0] → [0, 0, 0]. This transition occurs only when
the second and third slots are free, i.e. Sm = [A, F, F ], and one of the two joining
nodes wins the contention with the other one at the second slot, which happens with
probability equal to PFs (2). Hence, the probability for transition [0, 2, 0] → [0, 0, 0]
to occur is 13 · PFs (2). Transition [0, 2, 0] → [0, 2, 0] occurs when the second slot is
free, i.e. Sm = [A, F, F ] or Sm = [F, F, A], and a collision between the two joining
nodes occurs. Hence, this transition has a probability equal to 23 · PFc (2 | 2) to occur.
Transition [0, 2, 0]→ [0, 0, 2] occurs when the two joining nodes move from the second
to the third slot and, then, they experience a collision. This is possible only if the
second slot is used by the active node, i.e. Sm = [F, A, F ]. Hence the transition has
a probability equal to 13 · PFc (2 | 2). Finally, transition [0, 2, 0] → [1, 0, 0] can occur
in two cases. The first one is when the second slot is acquired by an active node, i.e.
Sm = [F, A, F ], the two joining nodes move to the third slot, and one of them wins
the contention for the third slot. The sensor node winning the contention terminates
the join procedure and becomes an active node. Instead, the sensor node losing the
contention retries to contend at the first slot of the subsequent superframe. This events
occur with probability 13 · PFs (2). The second situation which leds the system to state
[1, 0, 0] is when the second slot is free and the third one is owned by any active node, i.e.
Sm = [F, F, A], and a success occurs at the second slot. In this case, one joining node
wins the contention and becomes an active node while the other one tries to contend
for the third slot. Since the third slot is already allocated, the joining node finds the
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channel busy and schedules a retry at the first slot of the subsequent superframe.
Let us now analyze the transitions originating from state [0, 0, 2]. There are three
possible transitions in this case, namely [0, 0, 2] → [0, 0, 2], [0, 0, 2] → [2, 0, 0],
and [0, 0, 2] → [1, 0, 0]. The first transition occurs when the third slot is free, i.e.
Sm = [A, F, F ] or Sm = [F, A, F ] and a collision between the two joining nodes
occurs at the third slot. The corresponding probability is 23 · PFc (2 | 2). Transition
[0, 0, 2] → [2, 0, 0] is possible only when the third slot is allocated. In fact, in this
case, the two joining nodes find the channel busy at the third slot and retry to the first
slot of the subsequent superframe. This event has a probability equal to 13 to occur.
The last transition is [0, 0, 2]→ [1, 0, 0]. There are two conditions for this transition
to occur. First, the third slot has to be free, i.e. Sm = [A, F, F ] or Sm = [F, A, F ].
Second, a success has to occur at the third slot. Hence, the transition probability is
equal to 23 · PFs (2).
Let us turn our attention to state [1, 0, 0]. In this case one of the two joining nodes
has completed the join procedure in a previous superframe. Hence, the possible slot
allocation patterns are Sm = [A, A, F ], Sm = [A, F, A], and Sm = [F, A, A]. There is
only one possible transition for the system starting from state [1, 0, 0]. In fact, whatever
the slot allocation pattern, the remaining joining node will surely find a free slot in the
current superframe. Hence, the system evolves to state [0, 0, 0] with probability equal
to 1. Finally, when the system reaches state [0, 0, 0], the join procedure is completed.
Hence, the system will never change its state, i.e. state [0, 0, 0] is an absorbing state.
Each transition described above is characterized by an average energy consumed by
joining sensor nodes. We report the derivation of the energy associated to each transition
of the considered example in Appendix.
So far, we have considered a simple system with only three sensor nodes and three avail-
able slots. In the general case, the possible system states, the transition probabilities,
and the average energy consumption of each transition can be derived using the same
line of reasoning. In Appendix we present an algorithm to derive a DTMC in the general
case, i.e., for any value of N, NA, and Nj .
Let Ω be the set of possible states for the system. Once the states of the Markov Chain
are known and the transition probabilities (and associated energy consumptions) have
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been computed, we can derive two matrices, namely P and E. Specifically, P is the
transition probability matrix of the system, i.e. each element PXY , X, Y ∈ Ω, indicates
the probability that the system changes its state from X to Y . Instead, matrix E refers
to the energy consumption of joining nodes, i.e. each element EXY represents the average
energy consumed by joining nodes when the system changes its state from X to Y . In
the following section, we use P and E to derive both the probability distribution of the
joining time and the average energy spent by joining nodes during the join procedure.
Finally, we point out that the general procedure presented in Appendix takes as input
N, NA, and Nj , and produces both P and E.
8.6.3 Computation of performance metrics
Now, we derive the following performance metrics.
Pjoin(k), (k = 0, 1, ...): defined as the probability that the join procedure is over at
the beginning of superframe Tj+k, i.e. the probability that all joining nodes complete
their join procedure in k superframes. Pjoin(k) provides the probability mass function
of joining time.
Ek, (k = 0, 1, ...): defined as the average energy spent by all joining nodes during
superframe Tj+k.
Ejoin: defined as the average energy consumed by all joining nodes during the entire
duration of the join procedure. Ejoin represents the total join overhead in terms of
energy.
To derive Pjoin(k), we sort the states of the Markov Chain so that the initial state of
the system Xj = [Nj , 0, ..., 0] and the final state Xf = [0, 0, ..., 0] are the first and
last one in the sequence, respectively. Also, let v0 be the initial probability vector, and
vk, k ≥ 0, the probability vector related to superframe Tj+k. With no loss of generality,
we can assume that v0 = [1, 0, . . . , 0], thus vk = v0 · P k. Hence, the probability that the
join procedure has been completed after k superframes, i.e. Pjoin(k), corresponds to the
probability that the system state at step k is Xf . Let us denote by |Ω| the cardinality
of the set Ω, i.e. the total number of system states. Since Xf is the last state in the
sequence, it follows that
Pjoin(k) = vk[|Ω|] (8.8)
Part II 143
Let us now derive the average energy Ek spent by all joining nodes during superframe
Tj+k, k ≥ 0. Let P kX denote the probability that the system is in state X at superframe
Tj+k for any X ∈ Ω. Since P kX is the component of vector vk associated to state X, then
the following equation holds.
Ek =
∑
X∈Ω
P kX ·
∑
Y ∈Ω
EXY PXY (8.9)
Equation 8.9 can be justified as follows. In order to calculate Ek, we must consider
all possible state changes that can occur from superframe Tj+k to the next superframe
Tj+k+1. Hence, the outer sum considers any possible system state X, at superfame Tj+k,
whose occurrence probability is P kX . Then, for each state X, the inner sum considers all
possible states Y where the system can evolve to. Such a transition has a probability
occurrence PXY , and is associated to an average energy consumption EXY .
Finally, we derive the average energy spent by all joining nodes during the whole join
procedure, i.e. Ejoin. We recall that the join procedure is over when the system reaches
state Xf = [0, 0, ..., 0]. Thus,
Ejoin = µXj (8.10)
where µXj indicates the average energy consumed by all joining nodes to reach state
Xf starting from state Xj . According to [116], the average energy µX consumed by the
network to reach state Xf , starting from any state X ∈ Ω, can be obtained by solving
the following linear equation system, with µX as unknowns, and µXf = 0:
µX =
∑
Y ∈Ω
PXY · (E′XY + µY ), ∀X ∈ Ω (8.11)
where E′XY differs from EXY , since it does not take into account the energy consumed
by joining nodes after they have completed the join procedure, i.e. when they become
active nodes.
8.7 Results
We now evaluate the overhead introduced by the join procedure, in terms of duration
and energy consumption, by using the equations derived in the previous section. To
Part II 144
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  2  4  6  8  10
J
o
in
 P
ro
b
a
b
ili
ty
k
N=10
Analysis, Nj=1
Simulation, Nj=1
Analysis, Nj=5
Simulation, Nj=5
Analysis, Nj=7
Simulation, Nj=7
Figure 8.4: Pjoin(k) (N = 10).
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Figure 8.5: Ek(N = 10).
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Figure 8.6: Pjoin(k) (Nj = 5).
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Figure 8.7: Ek (Nj = 5).
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Figure 8.8: Pjoin(k) (N = 30).
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Figure 8.9: Ek (N = 30).
validate our analytical results, we also rely on simulation. To this end, we implemented
JAMMY using the ns-2 simulation tool [54].
Parameter Value
Data transmission rate (R) 250 Kbit/s
Power Consumption in TX mode (PTX) 31.32 mW
Power Consumption in RX mode (PRX) 35.46 mW
Slot duration (Dslot) 7.4 ms
Duration of channel assessment (DCS) 128 µs
Packet transmission time (Dtx) 4.256 ms
Ack transmission time (Dack) 352 µs
Timeout interval (Dto) 864 µs
Backoff window size (WB) 8
Table 8.1: Parameters used in our analysis.
Our results refer to a single-hop star network topology, where the number of joining
nodes Nj is always equal to the number of free slots at superframe Tj . Thus, Nj =
Part II 145
N − NA. Unless stated otherwise, the other parameter values are as shown in Table
8.1. The considered values have been inspired by the 802.15.4 standard. For every
simulation experiment we performed ten independent replications, each one of which
consists of 1,000,000 join procedures. Simulation results shown below are averaged
over all replications. We also derived confidence intervals by using the independent
replications method and 95% confidence level. However, confidence interval are very
small and cannot be appreciated in the presented graphs. The analysis is organized into
two parts. In Section 8.7.1, we show our analytical results and validate them through
simulation. Then, in Section 8.7.2, we evaluate, through simulation, the impact of the
initial randomization provided by the Slot Acquisition algorithm on the join procedure.
8.7.1 Analytical results
Figure 8.4 shows the duration of the join phase calculated through Equation 8.8, for
N = 10 and different Nj . In all the considered scenarios the number of assigned slots at
the beginning of the join procedure is always equal to N −Nj . The results are derived,
both through analysis and simulations, without considering the initial randomization of
the Slot Acquisition algorithm. As it can be observed, analytical and simulation results
almost overlap. As expected, the duration of the joining phase significantly increases as
Nj increases. This is because, when many sensor nodes try to join the system simul-
taneously, the probability of collisions in the slot acquisition is very high. However, in
all the considered scenarios the join procedure terminates in few superframes. Precisely,
the 99-th percentile of the distribution is always less than or equal to 5 superframes.
Figure 8.5 shows the average energy consumed by all Nj joining nodes during each
superframe (derived from Equation 8.9), for N = 10 and different numbers of joining
nodes Nj . As above, analytical and simulation results almost overlap. The average
energy consumption exhibits the same trend for all the considered scenarios. At Tj ,
the energy consumption is higher than during the next superframes as all joining nodes
are still contending to acquire a free slot and, hence, there is the maximum level of
contention. However, the consumed energy tends to a constant value once the join
procedure has been completed. Also, note that energy consumption is higher for greater
values of Nj , i.e. in the presence of more joining nodes. From Figure 8.4 it emerges
that, even in the worst case, the 99-th percentile of the join procedure is less than
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six superframes. Hence, from figure 8.5 we can conclude that, apart from the initial
superframe Tj , the energy consumed by joining nodes is only slightly higher than the
energy consumed after the join procedure has been completed (e.g. from Tj+6 onwards).
This means that the additional energy consumed by sensor nodes during the join phase
is very limited, in comparison with the total energy consumed during the entire network
lifetime. Table 8.2 shows the average total energy Ejoin (Equation 8.10) consumed by
all joining nodes during the entire join phase (calculated through Equation 8.9). It
characterizes the total overhead of the join procedure in terms of energy consumption.
As expected, Ejoin increases when Nj increases but remains quite low in all considered
scenarios.
Nj Ejoin (mJ) Ejoin/Nj
1 0.47 0.47
5 3.65 0.73
7 6.93 0.99
Table 8.2: Average total energy consumption at each superframe
Figure 8.6 shows the impact of the number of (already) assigned slots in the superframe,
i.e. NA, on the duration of the join procedure. Specifically, Figure 8.6 shows the
duration of the join phase (calculated through Equation 8.8), for Nj = 5 joining nodes,
and different NA values. We can see that the number of assigned slots in the superframe
does not significantly affect the duration of the join procedure, which is always completed
in a low number of superframes. As above, analytical and simulation results overlap.
Finally, Figure 8.7 reports the average energy consumed by all joining nodes during
each superframe (calculated through Equation 8.9), for Nj = 5 and different numbers of
assigned slots NA. As above, analytical and simulation results almost overlap. Again, for
all the considered scenarios, the average energy consumption is quite high at superframe
Tj , while it reaches a low and steady value after few periods. The number of assigned
slots does not affect at all the average energy consumption of joining nodes. Thus, the
join procedure results to be very efficient even in the presence of a loaded network.
8.7.2 Simulation Results: Initial Randomization
Now, we evaluate the impact of the initial randomization provided by the Slot Acqui-
sition algorithm on the duration of the join procedure. To this purpose, we rely on
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simulation only. Since the possible effects of the initial randomization can be appreci-
ated only for a large number of joining nodes, in this set of experiments we considered
a larger superframe, i.e. N = 30. Figure 8.8 shows the probability mass function of the
join phase duration, for different numbers of joining nodes, namely Nj = {10, 20, 25}.
The curves labelled as NoRand refer to the case without initial randomization, i.e. all
sensor nodes contend for the first superframe slot. Instead, the curves labelled as Rand
refer to the case with initial randomization, i.e. all sensor nodes choose the initial slot at
which to start contention at random. As expected, the initial randomization significantly
reduces the duration of the join phase. This is because, with inital randomization, join-
ing nodes are more likely to start the join procedure at different time slots and, hence,
they are less likely to experience collisions. The benefits of using the initial randomiza-
tion are very clear for any considered value of Nj , and become more and more relevant
as the number of joining nodes increases.
Figure 8.9 shows that the initial randomization also reduces the average energy consumed
during the join procedure. This is because sensor nodes are less likely to experience
collisions and, thus, the energy consumption is reduced, due to i) a lower number of
slots during which collisions occur, and ii) a shorter join duration altogether.
8.8 Conclusion
We have presented JAMMY, a novel and distributed solution against selective jamming
attacks in TDMA WSNs. JAMMY contrasts selective jamming by forcing the adversary
to perform the attack at random, hence reducing its effectiveness to 1/N , where N is the
number of slots in the superframe. To the best of our knowledge, JAMMY is the first
distributed solution against selective jamming in TDMA-based WSNs presented so far.
When the network is in steady state condition, JAMMY does not introduce any com-
munication or energy overhead, regardless the number of sensor nodes in the network.
Hence, it outperforms a generic centralized solution, operating in similar conditions, in
terms of available bandwidth and energy efficiency. We have also derived a DTMC an-
alytical model of the join process in the presence of JAMMY, and validated it through
simulation. Our results show that the join process always terminates in a short number
of superframes, and introduces a limited energy consumption on joining nodes.
 
Part III
IEEE 802.14.e TSCH WSNs

Chapter 9
Background on IEEE 802.15.4e
TSCH
9.1 Introduction
The solutions proposed in part I and II of this thesis significantly improve the perfor-
mance/robustness of both 802.15.4 and TDMA-based networks. However, the fact that
these networks rely on one single channel for communication can significanlty degrade
their performance in real-world applications. WSNs typically share their radio medium
with other wireless technologies such as WiFi [13], Bluetooth [14] or even cordless phones
and microwave ovens [15] and, hence, suffer from external interference. In addition, the
performance of WSNs is affected by multi-path fading since any wall, person, object
in their surroundings acts as a reflector for RF signals [16]. Using multiple channels
for communication, together with a channel hopping scheme, has been shown to be an
effective way to mitigate both external interference and multi-path fading [16, 17]. For
this reason, many industrial wireless technologies such as ISA [18] and WirelessHART
[19] adopt channel hopping. In this perspective, IEEE has recently proposed the IEEE
802.15.4e standard that improves the IEEE 802.15.4 MAC to better address the emerging
needs of embedded industrial applications. The 802.15.4e standard extends the previ-
ous 802.15.4 standard by introducing two different categories of MAC enhancements,
namely MAC behaviors, to support specific application domains, and general functional
improvements that are not tied to any specific application domain.
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The MAC behavior modes defined by the 802.1.5.4e standard are listed below.
• Radio Frequency Identification Blink (BLINK): intended for applications such as
item and people identification, location, and tracking;
• Asynchronous multi-channel adaptation (AMCA): targeted to application domains
where large deployments are required (e.g., process automation/control, infrastruc-
ture monitoring, etc.);
• Deterministic and Synchronous Multi-channel Extension (DSME): aimed to sup-
port industrial and commercial applications with stringent timeliness and reliabil-
ity requirements;
• Low Latency Deterministic Network (LLDN): intended for applications requiring
very low latency requirement (e.g., factory automation, robot control)
• Time Slotted Channel Hopping (TSCH): targeted to application domains such as
process automation.
The general functional enhancements, not specifically tied to a particular application
domain, are as follows.
• Low Energy (LE). This mechanism is intended for applications that can trade
latency for energy efficiency. It allows a device to operate with a very low duty
cycle (e.g., 1% or below), while appearing to be always on to the upper layers.
This mechanism is extremely important for enabling the Internet of Things par-
adigms as Internet protocols have been designed assuming that hosts are always on.
However, it may be useful also in other applications scenarios (e.g., event-driven
and/or infrequent communications, networks with mobile nodes).
• Information Elements (IE). The concept of IEs was already present in the 802.15.4
standard. It is an extensible mechanism to exchange information at the MAC
sublayer.
• Enhanced Beacons (EB). Enhanced Beacons are an extension of the 802.15.4 bea-
con frames and provide a greater flexibility. They allow to create application-
specific beacons, by including relevant IEs, and are used in the DSME and TSCH
modes.
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• Multipurpose Frame. This mechanism provides a flexible frame format that can
address a number of MAC operations. It is based on IEs.
• MAC Performance Metrics are a mechanism to provide appropriate feedback on
the channel quality to the networking and upper layers, so that appropriate deci-
sion can be taken. For instance the IP protocol running on top of 802.15.4e MAC
may implement dynamic fragmentation of datagrams depending on the channel
conditions.
• Fast Association (FastA). The 802.15.4 association procedure introduces a sig-
nificant delay in order to save energy. For time-critical application latency has
priority over energy efficiency. The FastA mechanism allows a device to associate
in a reduced amount of time.
In the last part of this thesis we focus on analyzing the Time Slotted Channel Hopping
(TSCH) MAC behavior mode which combines time slotted access, with multi-channel
and channel hopping capabilities, thus providing increased network capacity, high re-
liability and predictable latency, while maintaining very low duty cycles (i.e., energy
efficiency). These unique characteristics make TSCH one of the most promising tech-
nologies for future real-world WSNs applications.
The remainder of this chapter is organized as follows. In section 9.2 we describe the
details of the IEEE 802.15.4e MAC behavior modes, with a special emphasis on TSCH.
Then, in section 9.3 we motivate the work we present in chapter 10 and 11.
9.2 802.15.4e MAC behavior modes
In this section we describe the MAC behavior modes that have been introduced in the
previous section.
The Radio Frequency Identification Blink (BLINK) mode is intended for application
domains such as item/people identification, location, and tracking and is, thus, very
relevant in the perspective of Internet of Things. Specifically, it allows a device to
communicate its ID (e.g., a 64-bit source address) to other devices. The device can also
transmit its alternate address and, optionally, additional data in the payload. No prior
association is required and no acknowledgement is provided to the sending device. The
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BLINK mode is based on a minimal frame consisting only of the header fields that are
necessary for its operations. The BLINK frame can be used by “transmit only” devices
to co-exist within a network, utilizing an Aloha protocol.
The Asynchronous multi-channel adaptation (AMCA) mode is targeted to application
domains where large deployments are required, such as smart utility networks, infras-
tructure monitoring networks, and process control networks. In such networks using a
single, common, channel for communication may not allow to connect all the devices
in the same PAN. In addition, the variance of channel quality is typically large, and
link asymmetry may occur between two neighboring devices (i.e., a device may be able
to transmit to a neighbor but unable to receive from it). The AMCA mode relies on
asynchronous multi-channel adaptation and can be used only in non Beacon-Enabled
PANs.
The Deterministic and Synchronous Multi-channel Extension (DSME) mode is intended
for the support of industrial applications (e.g., process automation, factory automation,
smart metering), commercial applications (such as home automation, smart building,
entertainment) and healthcare applications (e.g. patient monitoring, telemedicine). This
kind of applications requires low and deterministic latency, high reliability, energy effi-
ciency, scalability, flexibility, and robustness. The 802.15.4 standard provides Guaran-
teed Time Slots (GTSs). However, the GTS mode has a number of limitations. It only
includes up to 7 slots and, thus, it is not able to support large networks. In addition,
it relies on a single frequency channel. DSME enhances GTS by grouping multiple su-
perframes to form a multi-superframe and using multi-channel operation. Like GTS,
DSME runs on Beacon-enabled PANs. All the devices in the PAN synchronize to multi-
superframes via beacon frames. A multi-superframe is a cycle of superframes, where
each superframe includes the beacon frame, the Contention Access Period, and Con-
tention Free Period (i.e., GTS slot). A pair of nodes wakes up at a reserved GTS slot to
exchange a data frame and an ACK frame. In order to save energy, DSME uses CAP
reduction, i.e., the Contention Access Period (CAP) is only in the first superframe of
the multi-superframe, while it is suppressed in subsequent superframes.
The Low Latency Deterministic Network (LLDN) mode is mainly targeted to industrial
Part III 155
and commercial applications requiring low and deterministic latency. Typical applica-
tion domains addressed by LLDN include factory automation (e.g., automotive manufac-
turing), robots, overhead cranes, portable machine tools, milling machines, computer-
operated lathes, automated dispensers, cargo, airport logistics, automated packaging,
conveyors. In this kind of applications typically there is a large number of sensors/ac-
tuators observing and controlling a system, e.g., a production line or a conveyor belt.
In addition, applications have very low requirements in terms of latency (transmission
of sensor data in 5-50 ms, and low round-trip time). To guarantee stringent latency
requirements of target applications LLDN only supports the star (i.e., single hop) topol-
ogy, and uses a superframe, based on timeslots, with small packets. Keeping the size
of packets (and, hence, timeslots) short leads to superframes with short duration (e.g.,
10 ms). Obviously, the number of timeslots in a superframe determines the number of
devices that can access the channel. Since the number of devices may very large (there
may be more than 100 devices per PAN coordinator) LLDN allows the PAN coordinator
to use multiple transceivers on different channels. In the LLDN mode each superframe
consists of a beacon timeslot, management timeslots (if present), and a number of base
timeslots of equal size. Base timeslots include uplink timeslots and bidirectional times-
lots. There are two categories of base timeslot, namely dedicated and shared group
timeslots. Dedicated timeslots are assigned to a specific node (owner) that has the
exclusive access on them, while shared group timeslots are assigned to more than one
device. The devices use the slotted CSMA/CA algorithm described in chapter 2 to con-
tend for shared group timeslots. In addition, they use a simple addressing scheme with
8-bit addresses. The LLDN mode includes a Group ACK (GACK) function to reduce
the bandwidth overhead. GACK is sent by the PAN coordinator in a superframe to
stimulate the retransmission of failed transmission in uplink timeslots.
The Time Slotted Channel Hopping (TSCH) mode is mainly intended for the support of
process automation applications with a particular focus on equipment and process mon-
itoring. Typical segments of the TSCH application domain include oil and gas industry,
food and beverage products, chemical products, pharmaceutical products, water/waste
water treatments, green energy production, climate control. TSCH combines time slot-
ted access, already defined in the IEEE 802.15.4 MAC protocol, with multi-channel and
channel hopping capabilities. Time slotted access increases the potential throughput
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that can be achieved, by eliminating collision among competing nodes, and provides de-
terministic latency to applications. Multi-channel allows more nodes to exchange their
frames at the same time (i.e., in the same time slot), by using different channel offsets.
Hence, it increases the network capacity. In addition, channel hopping mitigates the
effects of interference and multipath fading, thus improving the communication reliabil-
ity. Hence, TSCH provides increased network capacity, high reliability and predictable
latency, while maintaining very low duty cycles (i.e., energy efficiency) thanks to the
time slotted access mode. TSCH is also topology independent as it can be used to form
any network topology (e.g., star, tree, partial mesh or full mesh). It is particularly
well-suited for multi-hop networks where frequency hopping allows for efficient use of
the available resources.
In this thesis we focus on the TSCH MAC behavior mode. Hence, in the next section
we provide a mored detailed description of it.
9.2.1 Time Slotted Channel Hopping (TSCH) mode
In TSCH mode nodes synchronize on a periodic slotframe (Fig. 9.1) consisting of a
number of timeslots (Fig. 9.2). Each timeslot allows a node to send a maximum-size
data frame and receive the related acknowledgement. If the latter is not received, the
retransmission of the data frame is deferred to the next time slot assigned to the same
(sender-destination) couple of nodes.
advertising the network. However, we found that, typically, 
it is not necessary using a large number of different 
channels, unless the network density is extremely high.  
The remainder of this paper is organized as follows. In 
Section II we introduce the 802.15.4e standard, while in 
Section III we focus on the TSCH mode and define our 
advertisement algorithm. In Section IV we model the 
network formation process through a discrete-time Markov 
chain. In Section V we discuss our analytical and 
simulation results. Finally, we draw some conclusions in 
Section VI.  
II. IEEE 802.15.4e STANDARD 
The 802.15.4e standard [17] extends the previous 
802.15.4 standard [12] for low-rate, low-power, and low-
cost Personal Area Networks (PANs), to address embedded 
industrial applications. To this purpose, it introduces two 
different categories of MAC enhancements, namely MAC 
behaviors and general functional improvements. MAC 
behaviors are aimed to support specific applications, while 
general functional improvements are not tied to any 
specific application domain. Like in the original 802.15.4 
standard, a PAN is formed by one PAN coordinator in 
charge of managing the whole network, and, optionally, 
one or more coordinators that are responsible for a subset 
of nodes in the network. Ordinary nodes must associate 
with a (PAN) coordinator in order to communicate, using a 
specific MAC behavior mode. The following MAC 
behavior modes are defined in the 802.1.5.4e standard [17]. 
• Radio Frequency Identification Blink (BLINK): intended 
for applications such as item and people identification, 
location, and tracking; 
• Asynchronous multi-channel adaptation (AMCA): 
targeted to application domains where large deployment 
are required (e.g., process automation/control, 
infrastructure monitoring, etc.); 
• Deterministic and Synchronous Multi-channel Extension 
(DSME): aimed to support industrial and commercial 
applications with stringent timeliness and reliability 
requirements;  
• Low Latency Deterministic Network (LLDN): intended 
for applications requiring very low latency requirement 
(e.g.,  factory automation, robot control) 
• Time Slotted Channel Hopping (TSCH): targeted to 
application domains such as process automation.  
In the following we will focus on the TSCH mode, 
which is the most general and complex one !
III.   TIME SLOTTED CHANNEL HOPPING  
TSCH [17] combines time slotted access with multi-
channel and channel hopping capabilities. Hence, it 
provides large network capacity, high reliability and 
predictable latency, while ensuring energy efficiency, 
thanks to the time slotted access mode. TSCH can be used 
with any network topology (e.g., star, tree, partial mesh or 
full mesh). However, it is particularly well-suited for multi-
hop networks where multi-channel communication allows 
for an efficient use of the available resources.  
A. TSCH Access Mode 
In TSCH nodes synchronize on a periodic slotframe 
consisting of a number of timeslots. Figure 1 shows a 
slotframe with 5 timeslots. Each timeslot allows a node to 
send a maximum-size data frame and receive the 
corresponding acknowledgement (Figure 2). If the 
acknowledge ent is not received within a predefined 
timeout, the retransmission of the data frame is deferred to 
the next time sl t as igned to the same (sender-destination) 
couple of nodes. 
 
 
Fig. 1. Slotframe. 
 
Fig. 2. Timeslot. 
One of the main characteristics of TSCH is multi-
channel communication, based on channel hopping. In 
principle 16 different channels can be used for 
communication, and each channel is identified by a 
	
, i.e., an integer value in the range . 
In practice, the number of available channels  may be 
lower than 16 as some channels could be blacklisted, due 
to low communication quality. In TSCH a link is defined 
as the pairwise assignment of a directed communication 
between devices in a given timeslot on a given channel 
offset [17]. Hence, a link between communicating devices 
can be represented by a couple specifying the timeslot in 
the slotframe and the channel offset used by the devices in 
that timeslot. Let  	
 denote a link 
between two devices. Then, the frequency  to be used for 
communication in timeslot  of the slotframe is derived as 
follows: 
    	
 (1) 
where mod indicates the modulo operation while  is 
the Absolute Slot Number, defined as the total number of 
timeslots elapsed since the start of the network (or an 
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advertising the network. However, we found that, typically, 
it is not necessary using a large number of different 
channels, unless the network density is extremely high.  
The remainder of this paper is organized as follows. In 
Section II we introduce the 802.15.4e standard, while in 
Section III we focus on the TSCH mode and d fine ou  
advertisement algorithm. In Section IV we model the 
network formation process through a discrete-time Markov 
chain. In Section V we discuss our analytical and 
simulation results. Finally, we draw some conclusions in 
Section VI.  
II. IEEE 802.15.4e STANDARD 
The 802.15.4e standard [17] extends the previous 
802.15.4 standard [12] for low-rate, low-power, and low-
cost Personal Area Networks (PANs), to address embedded 
industrial applications. To this purpose, it introduces two 
different categories of MAC enhancements, namely MAC 
behaviors and general functional improvements. MAC 
behaviors are aimed to support specific applications, while 
general functional improvements are not tied to any 
specific application domain. Like in the original 802.15.4 
standard, a PAN is formed by one PAN coordinator in 
charge of managing the whole network, and, optionally, 
one or more coordinators that are responsible for a subset 
of nodes in the network. Ordinary nodes must associate 
with a (PAN) coordinator in order to communicate, using a 
specific MAC behavior mode. The following MAC 
behavior mod s are fined in the 802.1.5.4e standard [17]. 
• Radio Frequency Identification Blink (BLINK): intended 
for applications such as item and people identification, 
location, and tracking; 
• Asynchronous multi-channel adaptation (AMCA): 
targeted to application domains where large deployment 
are required (e.g., process automation/control, 
infrastructure monitoring, etc.); 
• Deterministic and Synchronous Multi-channel Extension 
(DSME): aimed to support industrial and commercial 
applications with stringent timeliness and reliability 
requirements;  
• Low Latency Deterministic Network (LLDN): intended 
for applications requiring very low latency requirement 
(e.g.,  factory automation, robot control) 
• Time Slotted Channel Hopping (TSCH): targeted to 
application domains such as process automation.  
In the following we will focus on the TSCH mode, 
which is the most general and complex one !
III.   TIME SLOTTED CHANNEL HOPPING  
TSCH [17] combines time slotted access with multi-
channel and channel hopping capabilities. Hence, it 
provides large network capacity, high reliability and 
predictable latency, while ensuring energy efficiency, 
thanks to the time slotted access mode. TSCH can be used 
with any network topology (e.g., star, tree, partial mesh or 
full mesh). However, it is particularly well-suited for multi-
hop networks where multi-channel communication allows 
for an effi ient use of the available resources.  
A. TSCH Access Mode 
In TSCH nodes synchronize on a periodic slotframe 
consisting of a number of timeslots. Figure 1 shows a 
slotframe with 5 timeslots. Each timeslot allows a node to 
send a maximum-size data frame and receive the 
corresponding acknowledgement (Figure 2). If the 
acknowledgement is not received within a predefined 
timeout, the retransmission of the data frame is deferred to 
the next time slot assigned to the same (sender-destination) 
couple of nodes. 
 
 
Fig. 1. Slotframe. 
 
Fig. 2. Timeslot. 
One of the main characteristics of TSCH is multi-
channel communication, based on channel hopping. In 
principle 16 different channels can be used for 
communication, and each channel is identified by a 
	
, i.e., an integer value in the range . 
In practice, the number of available channels  may be 
lower than 16 as some channels could be blacklisted, due 
to low communication quality. In TSCH a link is defined 
as the pairwise assignment of a directed communication 
between devices in a given timeslot on a given channel 
offset [17]. Hence, a link between communicating devices 
can be represented by a couple specifying the timeslot in 
the slotframe and the channel offset used by the devices in 
that timeslot. Let  	
 denote a link 
between two devices. Then, the frequency  to be used for 
communication in timeslot  of the slotframe is derived as 
follows: 
    	
 (1) 
where mod indicates the modulo operation while  is 
the Absolute Slot Number, defined as the total number of 
timeslots elapsed since the start of the network (or an 
arbitrary start time determined by the PAN coordinator). It 
Figure 9.2: Timeslot
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One of the main characteristics of TSCH is the multi-channel support, based on channel
hopping. In principle 16 different channels are available for communication. Each chan-
nel is identified by a channelOffset, i.e. an integer value in the range [0, 15]. However,
some of these frequencies could be blacklisted because of low quality channel. In TSCH
a link is defined as the pairwise assignment of a directed communication between devices
in a given timeslot on a given channel offset [20]. Hence, a link between two communi-
cating nodes can be represented by a couple specifying the timeslot in the slotframe and
the channel offset used by the nodes in that timeslot. Let [n, channelOffset] denote
a link between two nodes. Then, the frequency f , to be used for communication in
timeslot n of the slotframe is derived as follows
f = F [(ASN + channelOffset)%Nchannels] (9.1)
where ASN is the Absolute Slot Number, defined as the total number of timeslots elapsed
since the start of the network and % is the modulo operator. The ASN increments glob-
ally in the network, at every timeslot, and is thus used by nodes as timeslot counter.
Function F can be implemented as a lookup table. Thanks to the multi-channel mecha-
nism several simultaneous communications can take place in the same timeslot, provided
that different communications occur on different channel offsets. Also, Equation 9.1 im-
plements the channel hopping mechanism by returning a different frequency for the same
link at different timeslots. This assures that during time all the available channels are
used for communications in a link and, hence, allows to mitigate the negative effect of
external interference.
Figure 9.3 shows a possible link schedule for data collection in a simple sensor network
with a tree topology. For simplicity, we assume that the slotframe consists of 4 timeslots
and there are only 5 channel offsets available. We can see that, thanks to the multi-
channel approach used by TSCH, 8 transmissions are accommodated in a time interval
corresponding to 4 timeslots. In the allocation shown in Figure 9.3 all the links but one
are dedicated links, i.e. allocated to a single (sender-destination) couple. TSCH also
allows shared links, i.e. links intentionally allocated to more senders for transmission
to the same destination. This is the case of the link [1, 0] allocated to sender nodes
E and G. Shared links plays a key role in TSCH networks since they can be used to
exchange routing/scheduling information (e.g. to bootstrap the network), provide basic
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connectivity to nodes when dedicated links are not available or broken and add flexibility
to the network.
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Figure 9.3: A possible link schedule for a WSN with a tree topology. Both dedicated
and shared links (link [1, 0]) are used.
Since shared links are available to more sender nodes, the standard defines a CSMA/CA
algorithm to regulate concurrent access to them and reduce the probability of repeated
collisions. In chapter 11 of this thesis we focus on the TSCH CSMA/CA algorithm.
A key element in TSCH is the link schedule, i.e., the assignment of links to nodes for
data transmissions. Of course, neighboring nodes may interfere and, hence, they should
not be allowed to transmit in the same timeslot and with the same channel offset. The
multi-channel mechanism makes the link scheduling problem easier with respect to the
traditional scenario where a single channel is used. However, finding out an optimal
schedule may not be a trivial task, especially in large networks with multi-hop topology.
The problem is even more challenging in dynamic networks where the topology changes
over time (e.g., due to mobile nodes). It may be worthwhile emphasizing here that the
derivation of an appropriate link schedule is out of the scope of the 802.15.4e standard.
The latter just defines mechanisms to execute a link schedule, however, it does not
specify how to derive such a schedule. This is left to upper layers.
9.3 Our contribution
TSCH has received strong attention from the research community since its release. Re-
searches have focused mainly on link scheduling [35][36][37], i.e. on the efficient as-
signment of dedicated links to nodes for communication. Palattella et al. proposed a
centralized scheduling algorithm taking into consideration both network topology and
traffic conditions of single nodes [35]. Conversely, Tinka et al. [36] and Accettura et
al. [37] focused on distributed scheduling algorithms. Watteyne et al. [124] addressed
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the interaction between TSCH and Internet-of-Things protocols while Stanislowski et
al. [125] studied synchronization issues in TSCH networks. The majority of studies on
TSCH consider a fully operative network. Conversely, in this thesis we investigate the
mechanisms offered by TSCH to bootstrap/build the network. Specifically, in chapter
10 we analyze the network formation process of IEEE 802.15.4e TSCH network. We
define a simple random-based network advertisement algorithm and analyze its perfor-
mance, through both analysis and simulations, in terms of joining time, i.e. the total
time taken by a new device to join the TSCH network. Then, in chapter 11, we focus
on TSCH shared links that can be used to exchange routing/scheduling information
(e.g. to bootstrap the network), provide basic connectivity to nodes when dedicated
links are not available or broken and add flexibility to the network. We analyze the
CSMA/CA algorithm used by TSCH nodes to concurrently access shared slots. Speci-
fically, we develop an analytical model of TSCH CSMA/CA, based on Discrete Time
Markov Chains (DTMC) and use it to predict the performance experienced by nodes
when accessing shared links. Since capture effect - i.e. the ability of some radios to
correctly receive a strong signal from one transmitter, despite significant interference
from other transmitters - has a significant impact on the performance of real wireless
networks, we also consider this aspect in our model. We validate the model through
both simulation experiments and measurements in a real testbed. The obtained results
clearly show the limitations of the TSCH CSMA/CA algorithm and the impact of dif-
ferent parameters on its performance. Also, it is shown that capture effect significantly
improves the performance of the algorithm.

Chapter 10
IEEE 802.15.4e TSCH network
formation process
10.1 Introduction
In this chapter we focus on the TSCH network formation process. This process is
strongly influenced by the policy used to announce the network presence, which is based
on sending special messages named Enhanced Beacons (EBs). However, the standard
does not specify any advertising policy as it is under the responsibility of a layer above
the MAC layer.
We define a random-based advertisement algorithm that is a generalization of the algo-
rithm used in [124]. We also analyze the considered algorithm in terms of joining time,
i.e., total time taken by a device to join the network. Since a device has to keep the radio
always on, while connecting to the network, the joining time is also a measure of the
energy spent by the device to connect. To evaluate the performance of the considered
advertisement algorithm we rely both on analysis and simulation, and investigate its
sensitiveness to different parameters, such as number of used channel offsets, node den-
sity, packet error rate, and number of available frequencies. We found that the joining
time is strongly influenced by the number of channels used for advertising EB messages.
Using more channels reduces the joining time (and, hence, the energy spent to join the
network). On the other side, using more channels for advertising increases the number of
transmitted EBs. Hence, it reduces the bandwidth available for data transmissions and
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increases the energy spent for advertising the network. However, we found that, typi-
cally, it is not necessary using a large number of different channels, unless the network
density is extremely high.
The remainder of this chapter is organized as follows. In section 10.2 we define our net-
work advertisement algorithm. In section 10.3 we model the network formation process
through a discrete-time Markov chain. In section 10.4 we discuss our analytical and
simulation results. Finally, we draw some conclusions in section 10.5.
10.2 TSCH PAN Formation
Like the original 802.15.4 standard [10], TSCH supports two classes of devices, namely
Full Function Devices (FFDs) and Reduced Function Device (RFDs). FFDs implement
all the functionalities defined in the standard and can act as network coordinators.
Instead, RFDs implement only a subset of functionalities and cannot act as coordinators.
The network formation starts when a FFD, typically the PAN coordinator, advertises
the network presence by sending Enhanced Beacons (EBs) at regular times. EB messages
are special TSCH frames containing the following information.
1. Synchronization information (allows new devices to synchronize to the network);
2. Channel hopping information (allows new devices to learn the channel hopping
sequence);
3. Timeslot information (describes when to expect a frame transmission and when
to send an acknowledgment);
4. Initial link and slotframe information (allows new devices to know: (i) when to
listen for transmissions from the advertising device, and (ii) when to transmit to
the advertising device).
A device wishing to join the network starts scanning for possible EB messages. As soon
as it receives a valid EB message from an advertiser node, the MAC layer notifies the
higher layer. The latter initializes the slotframe and links, by exploiting the information
in the received EB message, and switches the device into TSCH mode. At this point the
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device is connected to the network. Then, the device typically goes through a procedure
aimed to allocate communication resources (i.e., slotframes and links) to the joining
device. This procedure may also include a security handshake to mutually authenticate
the joining device, configure encryption keys, and configure routing information. The
mechanism and rules for setting up communication resources and configure security and
routing policies are not defined in the 802.15.4e standard, as they are under the respon-
sibility of the higher layers (e.g., the application or network layer). Once connected and
configured appropriately, devices may send EB messages, on their turn, to announce the
network presence.
The EB advertising policy is not part of the 802.15.4e standard as it is under the
responsibility of upper layers (e.g., the application layer). To define an advertising
policy we need to decide how to advertise (i.e., which nodes should send EB messages)
and when to advertise (i.e., the rate at which EB messages should be sent by advertiser
nodes). The simplest idea is letting all (full function) devices, that have already joined
the network, to advertise EB messages. As far as the advertising rate, there are two
contrasting requirements. On one hand, the advertisement rate should be as high as
possible to allow devices to join the network very quickly and save energy (it may
be worthwhile pointing out that, while waiting for a valid EB message, the joining
device must kept the radio always on). On the other hand, sending EB messages too
often consumes bandwidth and energy at advertiser nodes. Also, in a real setting the
advertising rate should vary dynamically, depending on the operating conditions (e.g.,
node density, packet error rate, available energy). To the purposes of our analysis we
define a simple random-based advertisement algorithm that is a generalization of the
algorithm used in the TSCH implementation described in [124].
10.2.1 Random-based Advertisemt Algorithm
In the random-based advertisement algorithm considered here all FFDs that have al-
ready joined the network act as advertiser nodes and broadcast periodic EB messages
to announce the network. Each node is assigned, through the link scheduling algorithm,
a link in the slotframe given by [timeslot, channelOffset] for the transmission of EB
messages. Timeslots devoted to EB advertisement repeat periodically, with a period
TEB. For any advertiser node, if TEB (expressed in number of slots) and the number of
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available channels Nc are relatively prime, the translation function of the TSCH multi-
hopping mechanism ensures that EB messages are transmitted on different channels in
subsequent cycles, and, above all, all the available Nc channels are used over Nc cycles.
A collision occurs during the transmission of an EB message, in a certain link, if two
or more (advertiser) nodes transmit simultaneously. To reduce the collision probability
each advertiser node transmits its EB message, at a scheduled link, with a probability
pEB (and refrains with probability 1− pEB). The appropriate pEB value is derived
autonomously by each node, depending on the local operating conditions (i.e., number
of neighbors), in such a way to minimize the collision probability. Hence, different nodes
generally use different pEB values. In Section 10.3 we derive the optimal value for pEB.
10.3 Performance Analysis
In this section, we model the node connection process, based on the advertisement
algorithm described in the previous section, through a discrete-time Markov chain, and
derive the joining time, i.e., the total time taken by a node to connect to the network.
We also derive the optimal pEB value to be used by an advertiser node. We consider a
single node u, willing to join the network (throughout referred as the joining node) and
assume that there are N advertiser nodes from which node u can potentially receive an
EB message. For simplicity, we assume that the advertisement period TEB is the same
for all the advertiser nodes (TEB and the number of available channels Nc are assumed
to be relatively prime). In our analysis we consider a worst-case scenario where all
the advertiser nodes send their EB messages in the same timeslot, and using the same
channel offset, at each period. In addition, they all are neighbors of each other.
In the considered scenario a simultaneous transmission of two (or more) advertiser nodes
always results in a collision. As mentioned in the previous section, to reduce the collision
probability each advertiser node actually transmits EB messages with a probability pEB
(and refrains with probability 1 − pEB). Hence, a successful EB transmission occurs
when (i) only one advertiser node transmits its EB message and all the remaining N −1
nodes refrain, and (ii) the transmitted EB message is received correctly by the joining
node. Assuming a packet error rate pERR, the probability that the joining node receives
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a valid EB message can be expressed as.
Pvalid = (1− pERR) · [N · pEB · (1− pEB)N−1] (10.1)
In Equation (10.1), the second term gives the probability that one advertiser node (out of
N) transmits its EB message, while the first term is the probability that the transmitted
EB message is correctly received by the joining node. It can be shown, through simple
algebraic manipulations, that the above probability takes its maximum value at p∗EB =
1/N . Hence, hereafter we will assume pEB = p
∗
EB = 1/N .
According to the TSCH network formation algorithm, a node willing to join the network
turns on its radio and listens for EB messages on a given channel frequency f . Since
TEB (expressed in number of timeslots) and the number of available channels Nc are
assumed to be relatively prime, due to the channel hopping mechanism, EB messages are
transmitted on different frequencies in subsequent cycles of duration TEB (throughout
referred to as EB cycles, or cycles for short). Hence, at a given cycle, the joining node
can receive an EB message only if the latter is transmitted on channel f in that cycle.
message, the joining device must kept the radio always on). 
On the other hand, sending EB messages too often 
consumes bandwidth and energy at advertiser nodes. Also, 
in a real setting the advertising rate should vary 
dynamically, depending on the operating conditions (e.g., 
node density, packet error rate, available energy). To the 
purposes of our analysis we define a simple random-based 
advertisement algorithm that is a generalization of the 
algorithm used in the TSCH implementation described in 
[21]. 
Random-based Advertisemt Algorithm 
In the random-based advertisement algorithm 
considered here all FFDs that have already joined the 
network act as advertiser nodes and broadcast periodic EB 
messages to announce the network. Each node is assigned, 
through the link scheduling algorithm, a link in the 
slotframe given by 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 f r the 
transmission of EB messages. Timeslots devoted to EB 
advertisement repeat periodically, with a period  !. For 
any advertiser node, if  ! (expressed in number of slots) 
and the number of available channels  are relatively 
prime, the translation function of the multi-hopping 
mechanism ensures that EB messages are transmitted on 
different channels in subsequent cycles, and, above all, all 
the available  channels are used over  cycles.  
A collision occurs during the transmission of an EB 
message, in a certain link, if two or more (advertiser) nodes 
transmit simultaneously. To reduce the collision 
probability each advertiser node transmits its EB message, 
at a scheduled link, with a probability " ! (and refrains 
with probability  # " !. The appropriate " ! value is 
derived autonomously by each node, depending on the 
local operating conditions (i.e., number of neighbors), in 
such a way to minimize the collision probability. Hence, 
different nodes generally use different " ! values. In 
Section IV we derive the optimal value for " ! .  
IV. PERFORMANCE ANALYSIS 
In this section, we model the node connection process, 
based on the advertisement algorithm described in the 
previous section, through a discrete-time Markov chain, 
and derive the joining time, i.e., the total time taken by a 
node to connect to the network. We also derive the optimal 
" !value to be used by an advertiser node. We consider a 
single node u, willing to join the network (throughout 
referred as the joining node) and assume that there are  
advertiser nodes from which node u can potentially receive 
an EB message. For simplicity, we assume that the 
advertisement period  !  is the same for all the advertiser 
nodes ( !  and the number of available channels   are 
assumed to be relatively prime). In our analysis we 
consider a worst-case scenario where all the advertiser 
nodes send their EB messages in the same timeslot, and 
using the same channel offset, at each period. In addition, 
they all are neighbors of each other.  
In the considered scenario a simultaneous transmission 
of two (or more) advertiser nodes always results in a 
collision. As mentioned in the previous section, to reduce 
the collision probability each advertiser node actually 
transmits EB messages with a probability " !  (and refrains 
with probability  # " !). Hence, a successful EB 
transmission occurs when (i) only one advertiser node 
transmits its EB message and all the remaining   #  
nodes refrain, and (ii) the transmitted EB message is 
received correctly by the joining node. Assuming a packet 
error rate " $$, the probability that the joining node 
receives a valid EB message can be expressed as. 
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In Equation (2), the second term gives the probability 
that one advertiser node (out of ) transmits its EB 
message, while the first term is the probability that the 
transmitted EB message is correctly received by the joining 
node. It can be shown, through simple algebraic 
manipulations, that the above probability takes its 
maximum value at " !0   1 . Hence, hereafter we will 
assume " !  " !
0   1 .  
According to the TSCH network formation algorithm, a 
node willing to join he network tur s on its radio and 
listens for EB messages on a given channel frequency . 
Since  ! (expressed in number of timeslots) and the 
number of available channels  are assumed to be 
relatively prime, due to the channel hopping mechanism, 
EB messages are transmitted on different frequencies in 
subsequent cycles of duration  !  (throughout referred to 
as EB cycles, or cycles for short). Hence, at a given cycle, 
the joining node can receive an EB message only if the 
latter is transmitted on channel  in that cycle.  
 
 
Fig. 5. Discrete Time Markov Chain. 
We observe the state of the system at the beginning of 
each EB cycle (i.e., just before the transmission of the EB 
message). Let 23 denote the EB cycle when the joining 
node starts listening for EB messages. We define an EB 
cycle as 4556 if node 7 is using the same channel 
frequency as the advertiser nodes in that cycle, and 896 
otherwise. We also distinguish bad cycles as BAD0, if a 
good cycle has not been encountered yet, and 896: 
Figur 10.1: Discret Time Markov Chain
We observe the state of the system at the beginning of each EB cycle (i.e., just before
the transmission of the EB message). Let B0 denote the EB cycle when the joining node
starts listening for EB messages. We define an EB cycle as GOOD if node u is using
the same channel frequency as the advertiser nodes in that cycle, and BAD otherwise.
We also distinguish bad cycles as BAD0, if a good cycle has not been encountered yet,
and BADn otherwise. The state of node u at the beginning of any EB cycle Bi (i =
0, 1, 2, . . . ) can be represented by means of a couple (cycle state, seqnum), where
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cycle state may be GOOD, BAD0, or BADn, while seqnum specifies the number of
consecutive cycles already experienced in that state. We also consider a special state,
referred to as JOIN where node u moves as soon as it received a valid EB message.
Figure 10.1 shows how the state of node u evolves over time. Let Nc denote the num-
ber of channels available for communication. Assuming that the joining node has no
information about the frequency used by the advertiser nodes, initially it starts either
in state (GOOD, 0), with probability 1/NC , or in state (BAD0, 0), with probability
(Nc − 1)/NC .
Assuming that the joining node is initially in state (BAD0, 0), in the next step it moves
to state (GOOD, 0), if it encounters a good EB cycle, which occurs with probability
1/(Nc − 1), or to state (BAD0, 1), if the next EB cycle is bad, which occurs with proba-
bility (Nc − 2)/(Nc − 1). Similarly, let us assume that, at a given time, the joining node
is in state (BAD0, i), for i = 1, 2, . . . , Nc − 3. This means that it has already experi-
enced i consecutive bad cycles. Hence, in the next step it will move to state (GOOD, 0),
if the next cycle is good, i.e., with probability 1/(Nc − i− 1), or to state (BAD0, i+ 1) in
case of another bad cycle, i.e., with probability (Nc − i− 2)/(Nc − i− 1). If the joining
node always experience bad cycles, after Nc − 2 steps it reaches state (BAD0, Nc − 2) .
However, the next cycle will be necessarily a good one, and the joining node will move
to state (GOOD, 0).
Let us now consider the evolution from state (GOOD, 0). Since the EB cycle is good, the
joining node has an opportunity to receive a valid EB message and complete the joining
procedure moving to the absorbing state JOIN, where it remains forever. According to
Equation (10.1), the latter transition occurs with a probability Pvalid. If the joining node
misses the EB message (i.e., with probability 1− P valid) it has to wait for more Nc − 1
cycles to have a new opportunity. Hence, in Figure 10.1, the chain evolves through a
sequence of states, each accessed with probability 1, and finally reaches state (GOOD, 0)
again. This sequence models a deterministic delay equal to (Nc − 1) EB cycles.
The random process described so far, whose transition state diagram is depicted in
Figure 10.1, is a discrete time Markov chain, as (i) state transitions occur at discrete
times, and (ii) the probability to move to a new state only depends on the previous
state. Its transition probability matrix P can be easily derived by using the transition
probabilities shown in Figure 10.1. Through the transition probability matrix, we can
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derive the probability Pjoin(k) , i.e., the probability that the joining node receives a
valid EB message, thus joining the network, after exactly k EB cycles from B0. To this
end, let us denote by Ω the set of states of the Markov chain. We can sort states so
that the initial states (GOOD, 0) and (BAD0, 0) are the first one and the second one
in the sequence, and the absorbing state JOIN is the last one in the sequence. Let v0
denote the initial probability vector and vk the probability vector after k EB cycles from
B0(k = 0, 1, 2, . . . .) . Without losing in generality we can assume
v0 = [1/NC , (Nc − 1)/NC , 0, . . . , 0]
Hence, vk = v0 ·Pk. Let |Ω| denote the cardinality of Ω, i.e. the total number of states.
Since JOIN is the last state in the sequence (according to the selected order) it follows
Pjoin (k) =vk [|Ω|] (10.2)
Let us indicate as µ(GOOD, 0) and µ(BAD, 0) the average time spent by the joining node u
to reach state JOIN when it starts from state (GOOD, 0) and (BAD0, 0), respectively.
The computation of µi, ∀i ∈ Ω , can be performed solving the following system of
equations, with µi as unknowns:
µi = 1 +
∑
j∈Ω
pij ·µj (10.3)
where pij is the transition probability from state i to state j. Then, the average joining
time τjoin can be derived as follows:
τjoin =
1
Nc
· µ(GOOD, 0) +
(Nc − 1)
Nc
· µ(BAD, 0) (10.4)
10.4 Results
In this section we evaluate the performance of the considered advertisement algorithm in
terms of joining time. To this end, we use the analytical formulas derived in the previous
section. We also use simulation to (i) validate our analytical model, and (ii) investigate
the algorithm performance when the advertiser nodes use more than one channel offset
to transmit their EB messages.
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To this end, we implemented the advertisement algorithm using the ns2 simulation
tool [54]. We modeled the same scenario considered in the analysis. However, in our
simulation experiments we relaxed the assumption that all the advertiser nodes use
the same channel offset to transmit their EB messages. Instead, channel offsets are
deterministically assigned to advertiser nodes, so as to ensure a fair utilization of all
channel offsets. Of course, the number of channel offsets (throughout referred to as No),
must be less than, or equal to, the number of available channel frequencies Nc. When
using more channel offsets, the number of (neighboring) advertiser nodes using the same
channel offset reduces with No (on average it is equal to N/No). Hence, the EB collision
probability reduces accordingly. In our experiments pEB is set autonomously by each
advertiser node, depending on the number of neighboring advertiser nodes using the
same offset.
For each experiment we performed several independent replications. The simulation
results shown below are averaged over all replications. We also derived confidence inter-
vals by using the independent replication method and 95% confidence level. However,
in our results, confidence intervals are so small that they cannot be appreciated in the
presented plots. We found that simulation results almost overlap analytical results in
all the considered scenarios. The analytical results, that refer to the case when a single
channel offset is used, represent an upper bound for the joining time experienced by con-
necting nodes. Also, the analytical formulas allows to better understand the behavior
of the system.
In the following discussion, unless stated otherwise, we will assume that there are 3
advertiser nodes from which the joining node can potentially receive an EB message i.e.,
(N= 3), all channels are available for communications (i.e., Nc= 16) and EB messages
are never corrupted, i.e., the packet error rate (pERR) is null. In our analysis we varied
each of the above-mentioned parameters, one at a time, to analyze its influence on the
performance of the considered advertisement algorithm.
Fig. 10.2 shows the average joining time expressed in number of EB cycles (of duration
TEB), as a function of the number of advertiser nodes. We considered different numbers
of channel offsets (No) used by the advertiser nodes to broadcast their EB messages.
As expected, the highest joining time is experienced when a single channel offset is
used. In addition, in this case, the average joining time increases very quickly with the
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When the packet error rate passes from 0% to 30%, the 
joining time increases by about 55% with a single offset, 
while the increase is approximately 25% and 15% with 2 or 
more channel offsets. This is because (i) the percentage of 
non-valid EB transmissions, due to collisions, is higher 
when the number of channel offset is low (e.g., G  , see 
Equation (2)) and (ii) the time a joining node has to wait, 
after each non-valid EB transmission, to have a new 
opportunity, decreases as G increases. Hence, the effects 
of transmission errors are much more severe when using a 
single channel offset. 
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Figure 10.2: Average joining time for an increasing number of advertiser nodes (Nc =
16, pERR = 0%.
number of (neighbori g) advertiser nodes. This is due o rep at d collisions experienced
in the transmissions of EB messag s (se Equatio 10.1). Using more channel offsets
for advertisement reduces significantly the average joini g time and, hence, the energy
spent by devices to join the network. On the other side, it reduces the bandwidth
available for data transmissions. In addition, when using No different channel offsets,
on average, No EB messages are transmitted - instead of one - at each EB cycle, since
advertiser nodes transmit EB messages with a probability pEB depending on the number
of neighbors using the same channel offset. Hence, the total energy spent to advertise
the network presence increases with No.
Fig. 10.2 also shows that ncreas ng the value of No (e. ., passing from 2 to 4, or fro
4 to 8, as in Fig. 10.2) is b neficial only if the number of neighboring advertiser nodes
is larger than the current number of channel offsets. For this reason, in Fig. 6, curves
corresponding to different values of No(No = 2) overlap in the first part. In conclusion,
using many different channel offsets (e.g., more than 4) may be useful only when the
network is extremely dense and, thus, there are many neighboring advertiser nodes.
In the previous set of experiments we assumed that EBs are never corrupted by trans-
mission errors. Of course, this is an optimistic assumption. Fig. 10.3 shows the influence
of the packet error rate on the average joining time when there are 3 advertiser nodes
from which the joining node can potentially receive an EB message (N= 3) and all
channel frequencies are available (Nc= 16). As expected, the joining time increases as
the wireless medium becomes more and more unreliable. The amount of this increase
strongly depends on the number of channel offsets No.
When the packet error rate passes from 0% to 30%, the joining time increases by about
55% with a single offset, while the increase is approximately 25% and 15% with 2 or
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Figure 10.3: Average joining time for different packet error rates (N = 3, Nc = 16).
more channel offsets. This is because (i) the percentage of non-valid EB transmissions,
due to collisions, is higher when the number of channel offset is low (e.g., No = 1, see
Equation (10.1)) and (ii) the time a joining node has to wait, after each non-valid EB
transmission, to have a new opportunity, decreas as No increases. Hence, the effects
of transmission errors are much more severe when using a single channel offset.
int vals are so small that they cannot be app ciated in the
presented plots. We found that simulation results almost
overlap analy ical results in all the considered scenarios.
The analytical results, that refer to the case when a singl
ch nnel offset is u ed, represent an upper bound for 
joining time xperienced by connecting nodes. Also, the 
analytical formulas allows to better understand th
behavior of the syst m. 
In the following discussion, unl ss stated oth rwis , we
will assume that th re r  3 advertiser nodes from which
th  joining node can potentially receive an EB message i. ., 
(  C, all channels are available for communications 
(i.e.,   Z) and EB messages are never corrupted, i.e., 
he packet error rate " $$is null. In our alysis w  
varie  each of the above-mentioned parameters, one at a 
time, to analyze its influence on the performance of the 
considered advertisement algorithm.  
 
Fig. 6. Average joining time for an increasing number of advertiser nodes 
([\  ]^ _`aa  bc. 
Fig. 6 shows h  average joining time expressed in
 of EB cycl s (  duration  !), as a function of the
umber of ver iser nodes. We considered different 
numbers of chann l offsetsGused by the advertis r
nod s to broadcast their EB mess ges. As expected, the
highest joining tim  is experienced w en a single channel
offset is used. In add tion, in this case, the average joining
time i creas s v ry quickly with the nu ber of
n ighboring) advertiser nodes. This is due to r peated
collisions experi nced in the transmissions of EB messages
(see Equation (2)). Using more channel offsets for
advertiseme t reduces significantly th  average joining
time and, hence, the energy spent by evices to join the
network. On the other side, it reduces the bandwidth 
vailable for ata transmissions. In addition, when using
G different channel offsets, on average, G EB messages
are transmitted - inst ad of one - at each EB cycle, inc
advertiser nodes transmit EB messages with a probabil ty 
" !  depending o  the numb r of neighbors using the same 
channel offset. Hence, the total e ergy spent t  advertise 
the netwo k presence increases with G. 
Fig. 6 also shows that increasing the value of G (e.g.,
passing from 2 to 4, or from 4 to 8, as i  Fig. 6) is
beneficial only if the number of n ighboring a vertiser
nodes is larger than the current number of channel offsets. 
For this reason, in Fig. 6, curves corresponding to different 
valu s of GG d /over ap in the first part. In
conclusion, using many different channel offsets (e.g.,
more than 4) may be useful only when the network is 
extremely dense and, thus, there are many neig boring
dvertiser nodes.  
In the previou  set of exper ment  we assumed that EBs
ar never co rupted by ransmission errors. Of course, this
is an optimistic assumption. Fig. 7 shows the influence of
the packet error rate on the average joining time when there
ar  3 advertiser nodes from which the joining node can 
pote tially receive n EB message (  C) and all chann l 
frequencies a avai able (  Z). As expected, th
joining time increases as the wireless medium becomes 
more and more unreliable. The amount of this increase 
strongly depends on the number of channel offsets G. 
 
 
Fig. 7. Average joining time for different packet error rates ([  e[\ 
]^. 
When the packet error rate passes from 0% to 30%, the
joining time increases by about 55% with a single offset,
while the increase i  appr ximately 25% and 15% with 2 o
more c a nel offsets. This is becau e (i) the percentage of 
non-valid EB transmissions, due to collisions, is higher 
when the number of channel off et is l w (e.g., G  , see
Equatio  (2)) and (ii) the time a joining node has to wait,
a te  each non-valid EB trans ission, to have a ew
opportunity, decreases as G increases. Hence, the effects 
of transmission er ors are much more severe when using a 
single channel offset. 
 
Fig. 8. Average joining time for a varying number of available channels 
([  efgh  bc. Figure 10.4: Average joining time for a varying number of available channels N =
3, PER = 0%.
So far we have assumed that all the available channel frequencies can be used for ad-
vertising EBs. In the next set of experiments we assume that only a subset of channel
frequencies are used for this purpose (we also assume that joining nodes are aware of
the subset of frequencies used for EB advertisement). Fig. 10.4 shows that, for any
number of channel offsets, the average joining time increases linearly with the number
of channel frequencies Nc used for advertisement. Obviously, the number of channel off-
sets must be lower than, or equal to, the number of channel frequencies (for this reason
some curves start from a given point in Fig. 10.4). The results show that, using only
a subset of channel frequencies for advertisement would reduce significantly the joining
time. However, joining nodes should be aware of the subset of frequencies that is used.
Also, they should start listening on one of the frequencies in the subset.
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10.5 Conclusions
In this chapter we have investigated the network formation process in 802.15.4e TSCH
WSNs. Since the standard does not specify any algorithm for advertising Enhanced
Beacons in order to announce the network presence, we have defined a simple, random-
based advertisement algorithm. We have analyzed the proposed algorithm in terms of
joining time, by analysis and simulation. We have found that the joining time is mainly
influenced by the number of channel offsets used for advertising Enhanced Beacons.
Using more channel offsets reduces significantly the average joining time and, hence, the
energy spent by devices to join the network. On the other side, it increases the number
of transmitted EB messages and, hence, the energy spent by advertiser nodes. Moreover,
using a large number of different channel offsets for advertisement may be beneficial, in
terms of reduced joining time, only when the network density is extremely high.

Chapter 11
IEEE 802.15.4e TSCH
CSMA/CA Algorithm
11.1 Introduction
In this chapter we focus on TSCH shared links and, specifically, on the CSMA/CA
algorithm used by TSCH nodes to concurrently access shared links. Shared links are
expected to play a key role in future TSCH networks since they will be used - in com-
bination with, or as an alternative to, dedicated links - during the network formation
process (e.g. to exchange routing/scheduling information) and in case of network failure
(e.g. when a free-of-collision communication schedule is not available). We develop an
analytical model of TSCH CSMA/CA, based on Discrete Time Markov Chains (DTMC)
and use it to predict the performance experienced by nodes when accessing shared links.
Since capture effect - i.e. the ability of some radios to correctly receive a strong signal
from one transmitter, despite significant interference from other transmitters [38] - has
a significant impact on the performance of real wireless networks, we also consider this
aspect in our model. We validate our model through simulation experiments and mea-
surements in a real network. Our results show that the capture effect can significantly
increase the packet delivery probability and decrease both packet latency and energy
consumption of nodes using shared links. To summarize, in this chapter we provide the
following contributions:
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• We provide a very accurate analytical model of the TSCH CSMA/CA algorithm.
The analysis allows to understand the behavior of the CSMA/CA algorithm in
great detail. Also, the model represents a powerful tool for industrial practitioners
to both perform a fine grained tuning of TSCH networks and to validate imple-
mentations of TSCH MAC on real hardware.
• A comprehensive evaluation of the TSCH CSMA/CA algorithm based on analysis,
simulation and experiments on a real testbed is performed. The results clearly
show the limitations of the algorithm and the impact of different parameters on
its performance.
• We explicitly consider capture effect while modeling the CSMA/CA algorithm.
The analytical results, validated by experiments, show that it significantly im-
proves the performance of the algorithm since it turns a considerable percentage
of collisions into successful transmissions.
The rest of the chapter is organized as follows. Section 11.2 describes the TSCH CS-
MA/CA algorithm used to access shared links. Section 11.3 describes the analytical
model of TSCH CSMA/CA. Section 11.4 presents the analytical and experimental re-
sults. Finally, Section 11.5 draws some conclusions.
11.2 TSCH CSMA/CA Algorithm
Since shared links are available to more sender nodes, the standard defines a CSMA/CA
algorithm to regulate concurrent access to them and reduce the probability of repeated
collisions. It works as follows. Upon receiving a data frame destined to node r, a sender
node s waits for the arrival of the first (dedicated or shared) link assigned to (s, r),
and, then, transmits its data frame. If a shared link was used, and the transmission
was unsuccessful (i.e. the acknowledgment was not received), very likely a collision
occurred. Hence, the CSMA algorithm is executed by node s to avoid repeated collisions.
Specifically, the following steps are performed.
1. A set of state variables is initialized, namely the number of retransmissions car-
ried out for the on-going frame (NB = 0) and the backoff exponent (BE =
macMinBE).
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2. A random number w ∈ [0, 2BE − 1] is generated.
3. The frame retransmission is deferred for w shared links with destination r, or until
a dedicated link with destination r is encountered.
4. If the retransmission occurs in a shared link and it is successful (i.e. the acknowl-
edgement is received), the backoff exponent BE is reset to macMinBE and the
algorithm terminates. Instead, if the transmission is unsuccessful, state variables
are updated as follows: NB = NB+1, BE = min(BE+1, macMaxBE). Finally,
if the number of retransmissions for the current frame has exceeded the maximum
allowed value (i.e. NB > macMaxFrameRetries), the frame is dropped; other-
wise the algorithm falls back to step 2.
If the frame retransmission is carried out in a dedicated link, and it is successful, BE is
reset to macMinBE, unless there are other frames, destined to the same receiver, ready
for transmission. In the latter case the value of BE is left unchanged.
11.3 Analytical Model
In this section, we develop our analytical model of the TSCH CSMA/CA algorithm
and use it to derive performance metrics of interest such as packet delivery probability,
average packet latency and total energy consumption.
We consider a general network topology and we assume that there are N competing
nodes trying to transmit a data packet to a common receiver, say node r (e.g. their
parent node or the network gateway), using shared timeslots (hereafter referred to as
slots, for brevity) and, hence, executing the TSCH CSMA/CA algorithm. Hereafter,
the following assumptions hold:
1. Each one of the N competing nodes tries to transmit a single data packet to the
receiver node r. Also, all the nodes start transmitting their data packet during
the same shared slot, namely t0.
2. There are no dedicated links assigned to the transmitting nodes and the receiver,
i.e. nodes can only use shared links to transmit their data packet. Hence, we are
modeling a worst-case scenario.
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3. The communication channel is ideal, i.e. data/acknowledgement frames are never
corrupted, or lost, due to transmission errors.
4. Capture effect is modeled through a function PCE(n), 2 ≤ n ≤ N , indicating
the probability that node r correctly receives a data packet when n out of the N
nodes concurrently transmit their packet during a slot (i.e. PCE(n) represents the
probability of capture effect to occur). PCE(n) depends on a number of factors such
as the physical network topology, differences in manufacturing of nodes, antennas
gains, etc. Hence, PCE(n) has to be characterized through extensive measurements
in the real network operating scenario.
The analysis is divided into three parts. First, we perform a single-node analysis, i.e.
we focus on one of the N competing nodes and analyze its behavior in detail. Then,
basing on the single-node analysis, we derive a Discrete Time Markov Chain (DTMC)
describing the behavior of the entire system, i.e. the N competing nodes all together.
Finally, we derive the performance metrics of interest using the DTMC.
11.3.1 Single-node analysis
T0
T1
T2
TmaxR
DROP
S
B11
B21
BmaxR1
B12
B22
BmaxR2
B1W1-1
B2W2-1
BmaxRWmaxR-1
1
1
1
1 1 1 1
1 1 1 1
1 1 1 1
Figure 11.1: States of a competing node u over time. State T0 is the initial state of
the node while states S and DROP are its possible final states.
In this section, we focus our attention on one of the N competing nodes, say node u,
and derive all the possible states through which it may pass during the transmission
of a packet on a shared link. Hereafter, we indicate as t0 the shared slot at which all
the N transmitting nodes start the transmission of their data packet and as t1, t2, ...,
the sequence of shared slots, following t0, that can be used by the N competing nodes
to transmit packets to node r. Note that slots tk (k = 0, 1, ...) do not need to be
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consecutive time slots in the slotframe. Also, they may belong to different slotframes.
For brevity, in the following we will refer to the macMaxFrameRetries parameter as
maxR.
We observe node u at the beginning of each shared slot tk (k = 0, 1, ...). Figure 11.1
shows all the possible states of node u over time. Initially, i.e. during slot t0, node u is
in state T0 and transmits its data packet. In case its packet is successfully received by
node r, despite the N concurrent transmissions (i.e. if its packet experiences capture
effect), node u moves to state S. Otherwise node u has to retry the transmission of
its packet after waiting for a random number w ∈ [0,W1 − 1] of shared slots, where
W1 = 2
macMinBE . In the latter case, since there are W1 different possible values for w,
node u can move to W1 different states. Specifically, if w = 0 the node will retry to
transmit its data packet during t1. Hence, it will move to state T1. Conversely, if w > 0
the node will move to backoff states B1j , 1 ≤ j ≤W1 − 1, meaning that it is at its first
retransmission attempt and has to wait for j shared time slots before retransmitting its
data packet.
Let us now assume that node u is in one of the statesB1j , 2 ≤ j ≤W1−1 at the beginning
of time slot tk. Node u will move from state B1j to state B1j−1 with probability equal to
1. When node u reaches state B11 it will move to state T1 since i) it has finished to wait
for the randomly chosen backoff time and ii) it can proceed to packet retransmission.
Let us now describe the possible state transitions of node u assuming it is in state
T1 at the beginnning of tk. If node u successfully transmits its packet, it will move
to state S. Otherwise, i.e. if its transmission fails due to collision with other pack-
ets, node u will move to one of the states T2, B21, B22, ..., B2W2−1, where W2 =
2min(macMinBE+1,macMaxBE), i.e. the states of its second retransmission attempt.
The possible transitions of node u when in one of the states {Ti, Bij , 2 ≤ i ≤ maxR −
1, 1 ≤ j ≤ Wi − 1}, can be easily derived using the same line of reasoning presented
before and looking at Figure 11.1. Hence, we omit their description. Now, let us focus
our attention on state TmaxR, i.e. the state corresponding to the last retransmission
attempt. There are only two possible state transitions for node u starting from state
TmaxR. Specifically, node u will move to state S in case of a successful transmission or
to state DROP , if it experiences a transmission failure. Note that both state S and
DROP are absorbing states, i.e. node u performs no other action after entering one
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of these states. Also, it can be easily observed that after, at most, Lmax shared slots
from t0 (Lmax = W1 + W2 + ... + WmaxR + 1) node u can only be in one of the two
abovementioned states, i.e. the execution of TSCH CSMA/CA surely terminates after
Lmax slots from t0.
11.3.2 Derivation of the Discrete Time Markov Chain
In this section, basing on the single-node analysis described above, we derive a Discrete
Time Markov Chain (DTMC) modeling the behavior of the entire system (i.e. all the
N competing nodes). In the following, we will indicate the set of all the possible states
of a transmitting node u as Su = {T0, T1, ..., TmaxR, S, DROP, B11, ...}.
We observe the system at the beginning of each shared slot tk. The state of the system,
at time tk, can be represented as a map Xtk whose key values are the elements of set
Su, while mapped values indicate the number of nodes being in the state indicated by
their respective key value at time slot tk. Specifically, Xtk [T0] indicates the number of
nodes in state T0 at tk, Xtk [S] indicates the number of nodes in state S at tk, etc. Since
N nodes are in the system, ∀Xtk ,
∑
g∈Su Xtk [g] = N .
At slot t0, all the nodes are in state T0. Hence, the initial state of the system Xt0 is
such that Xt0 [T0] = N while Xt0 [g] = 0, ∀g 6= T0, g ∈ Su. Our goal is to derive all the
possible states of the system during time as well as the probability of transition from
every state to one another. To this end, we use Algorithm 7 which takes an iterative
approach. First, the algorithm focuses on state Xt0 and generates GXt0 , i.e. the set of
all the possible states where the system can move to, starting from Xt0 . Then, for each
new generated state the process of generation of new possible states is repeated. After
some time, all the possible system states as well as the state transition probabilities are
derived and, hence, the algorithm terminates. Now, we describe all the steps performed
by the algorithm in detail.
Algorithm 7 starts by creating sets Ls and Fs (lines 1-2). Ls is the list of system states
not yet analyzed by the algorithm, while Fs is the set of all the possible system states.
Initially (line 3), Algorithm 7 creates state Xt0 , i.e. the initial system state, and adds it
to both set Ls and set Fs. Then (line 4), the algorithm enters a loop that ends when
Ls = ∅, i.e. when there are no more states to be analyzed. At each step of the loop,
Part III 179
a state Xtk of the system is analyzed. Specifically, for each state Xtk , the set GXtk of
all the possible states where the system can evolve to, starting from Xtk is generated.
Different actions are performed by the algorithm to generate GXtk , depending on the
number n =
∑maxR
x=0 Xtk [Tx] of nodes concurrently transmitting their packet when the
state of the system is Xtk .
In Section 11.3.2.1 we describe the actions performed by the algorithm in case n ≤ 1,
i.e. when there are zero or one nodes transmitting their packet during tk (lines 7-19).
Instead, in Section 11.3.2.2 we analyze the case n ≥ 2, i.e. when there are two or more
transmitting nodes (lines 20-51).
11.3.2.1 Case n ≤ 1
In this section we describe the actions performed by the algorithm to generate GXtk when
n ≤ 1. In this case, since at most one packet is transmitted, no transmission failures
occur. This implies that all the nodes in the system change their state in a deterministic
way. Thus, there is only one possible state, namely Xtk+1 where the system can evolve
to, starting from Xtk .
In order to generate Xtk+1 , the algorithm performs the following actions. First, since
only successful transmissions occur, the number of nodes in state S at time tk+1, i.e.
Xtk+1 [S], is calculated as Xtk [S] + n, i.e. as the sum of all the nodes that have already
experienced a successful transmission and the n nodes transmitting at time tk (line 9).
Also, since no failures occur, the number of nodes in state DROP will not change from
tk to tk+1, i.e. Xtk+1 [DROP ] = Xtk [DROP ] (line 10). Then, the algorithm focuses on
nodes in state Bij , 1 ≤ i ≤ maxR, 1 ≤ j ≤ Wi − 1 during tk (lines 11-15). Specifically,
nodes in state Bi1 move to Ti (line 12), while nodes in state Bij+1 move to Bij (line 13).
In case Xtk+1 has not been generated before, it is added to both set Ls and Fs to be
analyzed later (line 16). Finally (lines 17-18), the algorithm stores that the probability
PXtkXtk+1 to move from state Xtk to Xtk+1 is equal to 1 since only deterministic state
transitions occur. Also, the algorithm calculates and stores the energy EXtkXtk+1 spent
by the system when its state passes from Xtk to Xtk+1 . It is given by:
EXtkXtk+1 = n · Es (11.1)
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1: Ls = ∅
2: Fs = ∅
3: Add Xt0 to Ls and Fs
4: while(Ls 6= ∅)
5: extract Xtk from Ls
6: n =
∑maxR
x=0 Xtk [Tx]
7: if(n ≤ 1) /* At most one node transmits its packet */
8: create Xtk+1
9: Xtk+1 [S] = Xtk [S] + n
10: Xtk+1 [DROP ] = Xtk [DROP ]
11: for i in [1, maxR]
12: Xtk+1 [Ti] = Xtk [Bi1]
13: Xtk+1 [Bij ] = Xtk [Bij+1], j ∈ [1, Wi − 2]
14: Xtk+1 [BiWi−1] = 0
15: end for
16: if(Xtk+1 /∈ Fs) Add Xtk+1 to Ls, Fs
17: PXtkXtk+1 = 1
18: EXtkXtk+1 = n · Es
19: end if
20: if(n ≥ 2) /* Two or more nodes transmit packets */
21: gen. ΩCg : fi = Xtk [Ti],∀i /* When no CE occurs*/
22: for each Cg ∈ ΩCg
23: create Xtk+1
24: Xtk+1 [S] = Xtk [S]
25: Xtk+1 [DROP ] = Xtk [DROP ] + Xtk [TmaxR]
26: for i in [1, maxR]
27: Xtk+1 [Ti] = Xtk [Bi1] + ci−1Ti
28: Xtk+1 [Bij ] = Xtk [Bij+1] + ci−1Bij , j ≤Wi − 2
29: Xtk+1 [BiWi−1] = ci−1BiWi−1
30: end for
31: if(Xtk+1 /∈ Fc) Add Xtk+1 to Ls, Fs
32: PXtkXtk+1 = (1− PCE(n)) · P (Cg)
33: EXtkXtk+1 = n · Ec
34: end for
35: for x in [0, maxR] /* When CE occurs */
36: gen. ΩCg if fx = Xtk [Tx]− 1, fj = Xtk [Tj ], j 6= x
37: for each Cg ∈ ΩCg
38: create Xtk+1
39: Xtk+1 [S] = Xtk [S] + 1
40: Xtk+1 [DROP ] = Xtk [DROP ] + fmaxR
41: for i in [1, maxR]
42: Xtk+1 [Ti] = Xtk [Bi1] + ci−1Ti
43: Xtk+1 [Bij ] = Xtk [Bij+1] + ci−1Bij , j ≤Wi − 2
44: Xtk+1 [BiWi−1] = ci−1BiWi−1
45: end for
46: if(Xtk+1 /∈ Fc) Add Xtk+1 to Ls, Fs
47: PXtkXtk+1 = P
x
CE · P (Cg)
48: EXtkXtk+1 = Es + (n− 1) · Ec
49: end for
50: end for
51: end if
52: end while
53: return P, E
Algorithm 7: Model generation
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where Es = Ptx · Dtx + Prx · Dack is the energy spent to transmit a data packet and
receive the respective acknowledgement and Ptx (Prx) is the radio power in transmit
(receive) mode, while Dtx (Dack) is the data (ack) transmission time.
11.3.2.2 Case n ≥ 2
Now, we describe the actions performed by the algorithm to generate GXtk when n ≥ 2,
i.e. when there are two or more nodes transmitting their packet during tk and, hence,
transmission failures occur. In such a case, there are different states that can be entered
by the system starting from Xtk . This is because nodes experiencing a transmission
failure will change their state in a stochastic manner. Specifically, each node in a state
Ti, 0 ≤ i ≤ maxR − 1, moves randomly to one of the states {Ti+1, Bi+1x, 1 ≤ x ≤
Wi+1 − 1}, when it experiences a transmission failure.
To correctly generate GXtk we need to derive all the possible ways in which nodes
experiencing a transmission failure during tk can evolve. To this end, let us denote by f0,
f1, ..., fmaxR the number of nodes in state T0, T1, ..., TmaxR respectively, experiencing a
transmission failure during tk. The fmaxR nodes in state TmaxR will move to stateDROP
since they exceeded the maximum number of retransmissions for a packet. Instead, the
fi nodes in state Ti, 0 ≤ i ≤ maxR− 1, randomly spread over the states corresponding
to the (i+ 1)-th transmission attempt, as shown in Figure 11.2.
Ti+1
Bi+11 Bi+12 Bi+1Wi+1-1
Ti
fi nodes
cTi+1 cBi+11 cBi+12 cBi+1Wi+1-1
timeslot
tk
tk+1
Figure 11.2: fi nodes moving randomly to the states of the (i+ 1)-tx attempt
Now, we focus on the fi nodes in state Ti and derive all the possible ways they can
spread over states {Ti+1, Bi+1x, 1 ≤ x ≤ Wi+1 − 1}. With reference to Figure 11.2,
let us denote by c = {cTi+1 , cBi+11 , ..., cBi+1Wi+1−1} a possible distribution of nodes
over states {Ti+1, Bi+1x, 1 ≤ x ≤ Wi+1 − 1} so that cTi+1 nodes will be in state Ti+1,
cBi+11 nodes in state Bi+11 and so on. Obviously, cTi+1 + cBi+11 + ... + cBi+1Wi+1−1 = fi.
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It can be observed that c is one of the possible weak compositions of integer fi into
Wi+1 parts. A weak composition of an integer fi into Wi+1 parts is a sequence of Wi+1
non-negative integers that sum to fi. It can be demonstrated that there are
(fi+Wi+1−1
Wi+1−1
)
weak compositions of fi into Wi+1 parts. Let us indicate as Ci(fi) the set of all the
possible weak compositions of integer fi into Wi+1 parts, i.e. the set of all the possible
ways in which the fi nodes in state Ti can spread over the Wi+1 states of transmission
attempt i+ 1. The probability P (c) of c ∈ Ci(fi) to occur can be calculated as:
P (c) =
(
fi
cTi+1 cBi+11 ... cBi+1Wi+1−1
)
·
(
1
Wi+1
)fi
(11.2)
where
(−
−
)
is the multinomial coefficient. The multinomial coefficient provides the total
number of ways the fi nodes in state Ti can distribute at the next transmission attempt.
The second term of eq. 11.2 gives the probability of each single outcome to occur.
It can be observed that the f0 nodes in state T0 can move according to any of the
compositions in set C0(f0), the f1 nodes in state T1 can move in any of the compositions
in set C1(f1), and so on. Also, it must be pointed out that transitions of nodes in state
Ti are completely independent from transitions of nodes in state Tj , j 6= i.
Let us indicate as stochastic system transition Cg = {c0, c1, ..., cmaxR−1} the case in
which the f0 nodes in state T0 distribute over states of transmission attempt 1 according
to composition c0, the f1 nodes in state T1 distribute over states of transmission attempt
2 according to c1, etc, with c0 ∈ C0(f0), c1 ∈ C1(f1), ... . The set ΩCg of all the
possible stochastic system transitions Cg that can occur when f0 nodes in state T0 fail
their transmission, f1 nodes in state T1 fail their transmission, etc., can be derived by
performing the cartesian product between sets Ci(fi), 1 ≤ i ≤ maxR− 1, i.e.
ΩCg =
maxR−1"
i=0
Ci(fi) (11.3)
Also, the probability P (Cg) of a stochastic system transition Cg ∈ ΩCg to occur can be
calculated as
P (Cg) =
maxR−1∏
i=0
P (ci) (11.4)
where P (ci) is calculated through eq. 11.2. Note that the occurrence of each Cg ∈ ΩCg
causes the system to evolve in a different state.
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When n competing nodes transmit simultaneously during slot tk a successful transmis-
sion may or may not occur, depending on the capture effect. Of course, to correctly gen-
erate GXtk , the algorithm needs to consider both the case when capture effect does not
occur (lines 21-34), and when it occurs (lines 35-50). We recall that PCE(n), 2 ≤ n ≤ N ,
indicates the probability that capture effect (CE) occurs when n nodes transmit their
packet in the same slot.
We first focus on the case when no CE occurs (lines 21-34), that happens with probability
equal to (1 − PCE(n)). In such a situation, all the n nodes transmitting during tk
experience a transmission failure. Hence, the number fi of nodes experiencing a failure
while in state Ti is fi = Xtk [Ti], ∀i. Algorithm 7 generates the set ΩCg of all the stochastic
system transitions that can occur when fi = Xtk [Ti], ∀i (line 21) by using eq. 11.3. Then,
for each Cg ∈ ΩCg a new state Xtk+1 has to be generated (lines 23-33). The following
actions are performed to generate Xtk+1 . Since no successes occur during tk in this case,
Xtk+1 [S] = Xtk [S] (line 24). Second, since all the nodes in the transmission state of
the last retransmission attempt will drop their packet, Xtk+1 [DROP ] = Xtk [DROP ] +
Xtk [TmaxR] (line 25). Then, for each retransmission attempt i ∈ [1, maxR] the following
operations are performed. First (line 27), the number of nodes in state Ti at time tk+1
is calculated as the sum of Xtk [Bi1], i.e. the nodes that have finished to wait for the
chosen backoff time and ci−1Ti with ci−1 ∈ Cg, i.e. the nodes in state Ti−1 at time tk
that move to state Ti in case Cg occurs. A similar operation is performed also for states
Bij , i ∈ [1, maxR], j ∈ [1, Wi − 1] (lines 28-29). Then, if state Xtk+1 has not been
generated before, it is added to both set Ls and Fs for further analysis (line 31). Finally,
the algorithm stores that the probability PXtkXtk+1 to go from state Xtk to Xtk+1 is equal
to (1−PCE(n)) ·P (Cg), i.e. state Xtk+1 is generated from state Xtk in case no CE occurs
and the failuring nodes move in the way reported by Cg. In addition, the total energy
EXtkXtk+1 consumed by the system when it passes from Xtk to Xtk+1 is calculated as
EXtkXtk+1 = n · Ec (11.5)
where Ec = Ptx ·Dtx + Prx ·Dto and Dto is the timeout duration.
Let us consider now the case of capture effect (lines 35-50), that occurs with probability
PCE(n). In this case, one of the n transmitting nodes, namely u, successfully transmits
its packet and moves to state S, while all the other n−1 nodes experience a transmission
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failure and have to retransmit their packet. The algorithm considers maxR+ 1 different
situations (line 35) corresponging to all the possible states of node u, i.e. T0, T1, ...,
TmaxR. Let us consider the case in which node u is one of the nodes in state Tx (0 ≤ x ≤
maxR). The probability P xCE , that node u was in state Tx at time tk can be calculated
as:
P xCE = PCE(n) ·
(
Xtk [Tx]
n
)
(11.6)
with
∑maxR
x=0 P
x
CE = PCE(n).
While u moves to S, all the other Xtk [Tx]− 1 nodes in state Tx, as well as the nodes in
state Tj , j 6= x, experience a transmission failure. Hence, in this case, fx = Xtk [Tx]− 1
while fj = Xtk [Tj ], j 6= x.
For each transmitting state Tx, 0 ≤ x ≤ maxR (line 35), the algorithm performs the
following steps. First, it generates ΩCg when fx = Xtk [Tx]− 1 and fj = Xtk [Tj ], j 6= x,
i.e. the set of all the possible stochastic system transitions that can occur when one of the
nodes in state Tx successfully transmits its data packet. Then, for each Cg, a new state
Xtk+1 is generated. Since a successful transmission has occurred Xtk+1 [S] = Xtk [S] + 1
(line 39). Second, all the nodes in state TmaxR that fail their transmission are moved
to state DROP (line 40). For each retransmission attempt i ∈ [1, maxR] the following
steps are performed (lines 41-45). The number of nodes in state Ti, at time tk+1, is
calculated as the sum of Xtk [Bi1] (i.e. the nodes that exhausted their backoff time) and
ci−1Ti with ci−1 ∈ Cg, (i.e. the nodes in state Ti−1 at time tk that move to state Ti in
case the transition Cg occurs) (line 42). A similar operation is performed also for states
Bij , i ∈ [1, maxR], j ∈ [1, Wi − 1] (lines 43-44). Then (line 46), if state Xtk+1 has not
been generated before it is added to both set Ls and Fs to be analyzed. Finally, the
algorithm stores that the probability PXtkXtk+1 to go from state Xtk to Xtk+1 is equal
to P xCE · P (Cg), i.e. the system transits from Xtkto Xtk+1 in case node u is one of the
nodes in state Tx and the stochastic network transition Cg occur. In addition, the energy
EXtkXtk+1 spent by the network when its state passes from Xtk to Xtk+1 is calculated as
EXtkXtk+1 = Es + (n− 1) · Ec (11.7)
since one node succeds in transmitting its packet while all the other n− 1 transmitting
nodes experience a failure.
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Algorithm 7 terminates its execution by returning matrices P and E. P is the transition
probability matrix, i.e. for each couple of states (X, Y ), X, Y ∈ Fs, PXY gives the
probability that the system state changes from X to Y passing from time tk to time
tk+1. Instead, each entry EXY of matrix E with X, Y ∈ Fs indicates the energy spent
by the network when its state passes from X to Y . Note that since i) state transitions
occur at discrete times, and ii) the probability to move to a new state only depends
on the previous state, the random process described so far, is a Discrete Time Markov
Chain (DTMC).
11.3.3 Derivation of performance metrics
In this section we use matrices P and E and the theory of DTMCs to derive the following
performance metrics:
• Delivery Probability (D): defined as the ratio between the number of data frames
correctly received by node r and the total number of transmitted frames.
• Avg. Packet Latency (L): defined as the average time (expressed in timeslots)
between the start of a data frame transmission and its correct reception by node
r.
• Energy Consumption (E): defined as the average total energy consumed by all the
nodes in the network to transmit their data frames.
We sort the states of the Markov Chain so that the initial state of the system, i.e. Xt0 , is
the first one in the sequence. Also, let v0 be the initial probability vector and vk, k ≥ 1
the probability vector related to timeslot tk. With no loss of generality we can assume
that v0 = [1, 0, ..., 0], thus vk = v0 · P k.
To derive the delivery probability D we observe that the execution of the CSMA/CA
algorithm terminates after at most Lmax slots (from t0). Specifically, at slot tLmax , each
transmitting node can be only in state S or DROP . It follows that there are N + 1
possible absorbing states corresponding to the N + 1 different ways the N transmitting
nodes can be spread over the two states S and DROP . We indicate the final states
of the network as Xif , 0 ≤ i ≤ N , where Xif describes a state in which i packets are
correctly received by node r while N − i packets are dropped by transmitting nodes, i.e.
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Xif [S] = i ∧ Xif [DROP ] = N − i ∧ Xif [g] = 0,∀g ∈ Su, g 6= S, DROP . Indicating as
pi, 0 ≤ i ≤ N , the positions of states Xif in the probability vector, D can be calculated
as:
D =
1
N
·
N∑
i=0
i · vLmax [pi] (11.8)
where vLmax = v0 · PLmax is the probability vector after Lmax timeslots from t0.
Let us focus now on the average packet latency L. We first derive the probability P (t)
that one packet is correctly received by node r at slot t. Let us denote by Ωsi =
{Xtk ∈ Fs : Xtk [S] = i}, 0 ≤ i ≤ N , the subset of system states where i packets
have been successfully received by node r. We indicate as P{Ωtsi} the probability for
the system to be in any of the states of set Ωsi at the beginning of timeslot t, i.e.
P{Ωtsi} =
∑
Xtk∈Ωsi vt[pXtk ] where pXtk is the position of state Xtk in the probability
vector.
The probability P (t) that a packet is successfully received during slot t can be derived
as follows:
P (t) =
N−1∑
i=0
P{Ωtsi → Ωt+1si+1} (11.9)
where P{Ωtsi → Ωt+1si+1} indicates the probability that the number of successful transmis-
sions occurred in the system passes from i to i+ 1 during timeslot t. It is calculated as
P{Ωtsi → Ωt+1si+1}
=

P{Ωt+1si+1} −
[
P{Ωtsi+1} − P{Ωtsi+1 → Ωt+1si+2}
]
if i < N − 1
P{Ωt+1sN } − P{ΩtsN }
if i = N − 1
(11.10)
Equation 11.9 can be explained as follows. The probability to receive a packet during
slot t is equal to the probability that the number of successes occurred in the system
increases by 1 from slot t to t+ 1. Hence, P (t) is derived by summing the probabilities
that, from t to t + 1, the number of successes occurred in the system passes from i to
i+ 1 ( 0 ≤ i ≤ N − 1).
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Since a packet can be successfully received during any slot from t0 to tLmax , the average
packet latency L is:
L =
∑Lmax
t=0 t · P (t)∑Lmax
t=0 P (t)
(11.11)
Specifically, L is calculated by performing a weighted sum of timeslots t, t ∈ [0, Lmax],
using P (t) as weights.
Now, we derive the average energy E spent by all the N transmitting nodes during
the execution of the CSMA/CA algorithm. We recall that the execution terminates
when the system reaches one of the absorbing states Xif , 0 ≤ i ≤ N . Thus, E can be
calculated as follows:
E = µXt0 (11.12)
where µXt0 indicates the average energy consumed by all the N nodes to reach any of
the states Xif , 0 ≤ i ≤ N , starting from state Xt0 . According to [116] the average energy
µX consumed by the network to reach any of the states Xif , 0 ≤ i ≤ N , starting from
any state X ∈ Fs, can be obtained by solving the following linear equation system, with
µX as unknowns, and µXif
= 0, 0 ≤ i ≤ N .
µX =
∑
Y ∈Fs
PXY · (EXY + µY ), ∀X ∈ Fs (11.13)
11.4 Results
In this section we evaluate the performance achieved by TSCH nodes when using shared
links using the analytical model derived in the previous section. To validate our ana-
lytical results we rely on simulation experiments and measurements in a real network.
To this end, we implemented the TSCH MAC protocol in the Contiki OS [126]. For
simulations, we used the Contiki simulation tool Cooja [127] that is able to simulate
a network of emulated nodes (Tmote-sky motes [58] in our case). In Cooja, the radio
medium is simulated while emulated nodes run our implementation of TSCH MAC for
Contiki. Experimental measurements have been carried out in a testbed consisting of
Tmote-sky motes equipped with CC2420 radio [55]. Both emulated and real nodes run
exactly the same code. Finally, we point out that the energy consumption of nodes,
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during both simulations and experiments, has been calculated according to equations
11.1, 11.5 and 11.7.
Our results refer to a scenario where a number of nodes try to transmit a single packet
to the same receiver node r. Transmitting nodes are located in a circle around node
r and each of them tries to transmit a single packet. As assumed in the analysis, all
the nodes start their transmission at the same timeslot t0. Unless stated otherwise, the
parameter values used in the analysis are as shown in Table 11.1.
The analysis is organized in two parts. First, we validate our analytical model through
simulation and evaluate the performance of TSCH CSMA/CA with different parameter
values. Then, we investigate the impact of the capture effect in a real environment.
Parameter Value
Data transmission rate (R) 250 Kbit/s
Power Consumption in TX mode (PTX) 52.21 mW
Power Consumption in RX mode (PRX) 59.11 mW
Packet transmission time (Dtx) 4.256 ms
Ack transmission time (Dack) 352 µs
Timeout interval (Dto) 864 µs
Table 11.1: Parameters used in our analysis.
11.4.1 Model Validation
To validate our analytical model we compare the delivery probability (D), average packet
latency (L) and total energy consumption (E) derived from eq. 11.8, 11.11 and 11.12,
respectively – with the corresponding simulation results. For each simulation experiment
we perform 10 independent replications (each replication consists of 100000 simultaneous
transmissions of a single data packet from all the sending nodes). The simulation results
presented below are averaged over all the replications. We also derive confidence intervals
using the independent replications method and 95% confidence level. In these experi-
ments we assume that capture effect cannot occur. This means that both in analysis
and simulations the concurrent transmission of two or more data packets always results
into a transmission failure. Also, for simplicity, we consider macMinBE=macMaxBE,
i.e. the backoff window size (BW ) remains unchanged after each collision. If not stated
otherwise, we use BW = 8 and maxR = 3.
Figures 11.3(a), 11.3(b), 11.3(c) show the delivery probability, average packet latency
and total energy consumption, respectively vs. the number of transmitting nodes N , for
different backoff window sizes (BW). Similarly, Figures 11.4(a), 11.4(b), 11.4(c) show
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Figure 11.3: Effect of the backoff window size (BW ) on performance: Analytical
vs. Simulation results. Increasing the backoff window size improves the reliability of
the protocol (Fig. 11.3(a)) and at the same time decreases energy consumption (Fig.
11.3(c).
the same performance indices for different values of maxR (i.e. the maximum number
of retransmissions). In all these plots, analytical results (lines) and simulation outcomes
(bullets) perfectly overlap. Hence, our model is validated.
As expected, the delivery probability decreases when the number of competing nodes
increases, while the average packet latency and total energy consumption exhibit the
opposite behavior. This is because, when the number of competing nodes grows, the col-
lision probability increases accordingly. Hence, a high percentage of packets is dropped
by the MAC layer due to exceeded number of retransmissions, which justifies the de-
crease in the delivery probability. In addition, collided packets are retransmitted, even
several times, which increases the packet latency and total energy consumption.
Increasing the backoff window size or the maximum allowed number of retransmissions,
for a given number of contending nodes, is beneficial in terms of delivery probability (see
Figures 11.3(a) and 11.4(a)). This is because, in the former case the collision probability
decreases, while in the latter case nodes have more chances to transmit their packets. In
both cases, the increase in the delivery probability comes at the cost of a higher latency.
In terms of total energy consumption, we can observe a different trend for the two cases
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Figure 11.4: Effect of the maximum number of retransmissions (maxR) on perfor-
mance: Analytical vs. Simulation results. Increasing the maximum allowed number of
retransmissions improves the reliability of the protocol (Fig. 11.4(a)) but increases also
energy consumption (Fig. 11.4(c)).
(see Figures 11.3(c) and 11.4(c)). Increasing the maximum number of retransmissions
clearly causes a higher energy consumption at nodes. Instead, using a larger backoff
window size decreases the collision probability and, hence, nodes consume less energy.
Based on the previous results we can draw the following conclusions. The performance
of TSCH CSMA/CA algorithm is very good when at most two nodes are competing for
channel access, while it sharply decreases with more nodes. This suggests that shared
slots have to be used carefully, especially in dense network scenarios. In addition, the
results clearly show that, to increase the delivery probability, it is more effective, in terms
of energy savings, using a larger backoff window rather than increasing the number of
retransmissions.
11.4.2 Experimental evaluation
In this section we evaluate the TSCH CSMA/CA algorithm in a real environment.
Our objective is twofold. We intend to verify the ability of our analytical model to
predict the performance of TSCH CSMA/CA in a real environment and investigate the
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Figure 11.5: Effect of the backoff window size (BW) and capture effect (CE) on per-
formance: Analytical vs. Experimental results. Capture effect improves the reliability
of the protocol and, at the same time, decreases both the avg. packet latency and
energy consumption.
impact of the capture effect on the protocol performance. Our testbed is composed of
4 transmitting motes reporting data to a common receiver mote r. Experiments are
carried out in a laboratory and motes are located over a table, 100cm above the ground.
All the sending motes are placed at the same distance of 50cm from the receiver. Each
packet transmission is repeated 1000 times.
We perform two sets of experiments. In the first set we tune our setup to exclude capture
effect, while in the second one we explicitly consider it. Throughout, the two sets of
experiments will be referred to as no-CE and CE experiments, respectively. In no-CE
experiments the transmission power of the sending motes is appropriately adjusted, so
as to achieve approximately the same received signal strength at node r, for all the
transmitting nodes. Hence, the capture effect can not occur. Conversely, in the CE
experiments all the motes use the same transmission power. Despite the distance from r
is the same for all the transmitting nodes, we observe different received signal strenghts.
Hence, the capture effect might occur. Specifically, we measured the probability PCE(n)
of having capture effect when n motes transmit simultaneously (i.e. a packet is received
correctly despite of collision). We found that PCE(n) is very high for n = 2 (0.84),
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Figure 11.6: Effect of the maximum number of retransmissions (maxR) and capture
effect (CE) on performance: Analytical vs. Experimental results. Capture effect im-
proves the reliability of the protocol and, at the same time, decreases both the avg.
packet latency and energy consumption.
decreases sharply when n = 3 (0.20) and becomes negligible for n = 4 and beyond. We
used the measured value of PCE(n) as an input for our analytical model. This allows us
to compare analytical and experimental results in the same conditions.
Figures 11.5(a), 11.5(b), 11.5(c) compare analytical and experimental results, in terms of
delivery probability, packet latency and energy consumption, respectively, for different
backoff window sizes. Both the cases with and without capture effect are considered.
Similarly, Figures 11.6(a), 11.6(b), 11.6(c) show the same comparison for different values
of the maximum number of retransmissions. As a general remark, we point out that
experimental and analytical results almost overlap, which shows that our analytical
model is able to predict the performance of TSCH CSMA/CA also in a real environment.
The results clearly show that, in a real WSN, the capture effect can significantly improve
the performance of the TSCH CSMA/CA algorithm. In all the considered scenarios it
produces an increase in the delivery probability (up to 100%) and, at the same time,
a reduction of both the average packet latency and total energy consumption. This is
because, when the capture effect occurs, a collision is turned into a successful packet
transmission.
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11.5 Conclusion
In this chapter we have presented an analytical model of the TSCH CSMA/CA algo-
rithm based on Discrete Time Markov Chains, that we validated using both simulations
and experiments performed in a real testbed. We believe that the analysis allows to
understand the behavior of the algorithm in great detail. Also, the model represents
a powerful tool for industrial practitioners for both performing a fine tuning of TSCH
networks and to validate implementations of TSCH MAC on real hardware. The model
has been used to derive the performance achieved by nodes using shared links in terms
of delivery probability, average packet latency and total energy consumption. Our re-
sults show that the performance of the algorithm strongly depends on the CSMA/CA
parameter values. Also, the performance of the algorithm is significantly improved by
the capture effect.

Chapter 12
Conclusions and future directions
In this chapter we summarize the main contributions of this thesis and point out some
directions of future work.
12.1 Conclusions
In this thesis we studied the suitability of Wireless Sensor Networks (WSNs) for sup-
porting critical applications, i.e. applications where, in addition to energy efficiency,
other requirements such as reliability, scalability, timeliness and security need to be
considered.
The thesis has been organized into three main parts. In the first part we analyzed
WSNs leveraging the IEEE 802.15.4 standard, that is considered the reference technol-
ogy for commercial WSNs. First, we provided an analytical model of the unslotted IEEE
802.15.4 CSMA/CA algorithm that, unlike previous proposed analytical models, is both
accurate and tractable. Through the model it is possible to compute a number of differ-
ent performance metrics such as delivery ratio, packet latency and energy consumption
of sensor nodes and investigate the impact of different parameters on the performance of
the CSMA/CA algorithm. However, the most important property of the proposed model
is that it is able to analyze WSNs with a large number of nodes. This is because the
model is not matrix-based. Instead it undertakes an approach called Event Chains Com-
putation (ECC), that makes the analysis very accurate yet computationally tractable.
In chapter 3 we have shown that ECC is scalable and, unlike previous techniques, is
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particularly suitable for parallelization, due to its intrinsic concurrent structure. This
contributes to drastic reduction of computation time. The results presented in Chapter
3 highlight that 802.15.4 WNSs suffer from severe limitations in terms of reliability and
scalability that make them unsuitable for critical applications. A number of different
strategies, leveraging the tuning of 802.15.4 CSMA/CA parameters values, have been
proposed in the literature to increase the reliability of 802.15.4 WSNs. Our second con-
tribution is a detailed comparison of their performance (chapter 4). The analysis we
performed reports the pros and the cons of the various approaches and, hence, can help
a network designer in choosing the most appopriate solution. Also, the analysis high-
lighted a number of limitations of current approaches such as that they are memory-less.
This motivated us in designing a new algorithm, called JIT-LEAP (that we presented in
chapter 5), able to overcome these limitations. JIT-LEAP is the first adaptive algorithm
for the tuning of 802.15.4 CSMA/CA algorithm parameters that leverages a learning-
based approach and uses a theoretically-grounded Change Detection Test (CDT). Our
results demonstrate that it outperforms all the previous solutions presented in the lit-
erature for the tuning of 802.15.4 CSMA/CA parameters and that, through the use of
JIT-LEAP, it is possible to significantly increase the reliability of 802.15.4 networks,
making them suitable for applications having reliability as their main concern. How-
ever, JIT-LEAP is not a viable solution for time-critical applications since the increase
in reliability comes at the cost of increased packet latency.
Since TDMA is typically used when applications have stringent requirements in terms of
timeliness and reliability, the second part of the thesis focuses on TDMA-based WSNs.
We first highlighted that, despite TDMA provides guaranteed bandwidth, high energy
efficiency, absence of collisions (i.e. high reliability), low and predictable latency, it also
has a number of limitations (e.g. it requires a strict synchronization between nodes,
an allocation of communications slots to nodes and suffers from selective jamming at-
tack). Then, we proposed two original contributions to overcome some limitations of
TDMA-based WSNs. First (chapter 7), we presented LOCALL, a localized algorithm
for allocation of transmission slots to sensor nodes that, thanks to its localized approach,
does not require the exchange of messages to establish a communication schedule. This
minimizes energy consumption of sensor nodes and makes LOCALL particularly suitable
both for environments where packets can be corrupted or missed and dynamic networks.
Then, we proposed JAMMY (chapter 8), a novel distributed and self-adaptive solution
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against selective jamming attacks in TDMA-based WSNs. Unlike previous approaches,
JAMMY is completely distributed, i.e. it does not suffer from typical limitations of
centralized solutions (e.g. single point of failure). Moreover, JAMMY introduces a
negligible computation overhead and no communication overhead at all.
Real-world WSNs typically share their radio medium with other wireless technologies
such as WiFi and Bluetooth and, hence, suffer from external interference. Moreover, the
performance of WSNs is usually affected by multi-path fading since any wall, person,
object in their surroundings acts as a reflector for RF signals. Using multiple channels
for communication, together with a channel hopping scheme, has been shown to be an
effective way to mitigate both external interference and multi-path fading. For these
reasons, IEEE has recently proposed the IEEE 802.15.4e Time Slotted Channel Hopping
(TSCH) a new MAC protocol that combines time slotted access, with multi-channel and
channel hopping capabilities, thus providing increased network capacity, high reliability
and predictable latency, while maintaining very low duty cycles (i.e., energy efficiency).
These unique characteristics make TSCH one of the most promising technologies for
future real-world critical WSN applications. Therefore, in the last part of the thesis we
focused on analyzing IEEE 802.15.4e TSCH. Differently from the majority of studies on
TSCH networks we analyzed the mechanisms offered by TSCH to bootstrap/build the
network. Specifically, in chapter 10 we studied the network formation process of IEEE
802.15.4e TSCH networks. We defined a simple random-based network advertisement
algorithm and analyzed its performance, through both analysis and simulations, in terms
of joining time, i.e. the total time taken by a new device to join the TSCH network.
This is the first work analyzing the formation process in TSCH networks. In chapter 11,
we focused on TSCH shared links, i.e special communication slots that are assigned to
more than one transmitter. Shared links are expected to play a key role in future TSCH
networks since they will be used - in combination with, or as an alternative to, dedicated
links (i.e. slots assigned to one single transmitter) - during the network formation process
(e.g. to exchange routing/scheduling information) and also in case of network failure
(e.g. when a free-of-collision communication schedule is not available). We analyzed
the CSMA-CA algorithm used by TSCH nodes to concurrently access shared slots.
Specifically, we developed an analytical model of TSCH CSMA-CA, based on Discrete
Time Markov Chains (DTMC) and used it to predict the performance experienced by
nodes when accessing shared links. Our model also considers capture effect. We validated
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the model through both simulation experiments and measurements in a real testbed. The
obtained results clearly show the limitations of the TSCH CSMA/CA algorithm and the
impact of different parameters on its performance. Also, it is shown that capture effect
significantly improves the performance of the algorithm.
In the next section we point out some directions of future work.
12.2 Future directions
The work presented in this thesis can be extended following two main research directions,
that we describe in the remainder of this section.
In this thesis we mainly considered the impact of the MAC protocol on the WSN perfor-
mance. However, in multi-hop scenarios, the performance of a WSN can be significantly
affected by the routing protocol in use also. Hence, one possible direction to extend this
work of thesis could be to consider the joint impact of the routing and MAC layers to
assess the suitability of a WSN for supporting critical applications. A first step could
be to evaluate the performance of a multi-hop WSN adopting JIT-LEAP at the MAC
layer and perform a comparison with a WSN not using an adaptive MAC. We expect
that a multi-hop WSN will benefit from JIT-LEAP in two different ways. First, JIT-
LEAP improves the reliability of communication links, and, hence, the reliability of the
network overall. Second, having more reliable and stable links can help the routing pro-
tocol in building better network topologies. A second aspect that merits investigation is
the study of mechanisms to allow an efficient interaction between the routing and MAC
layers. WSNs adopting a time-slotted MAC protocol (e.g. TSCH) require a schedule of
links to be established in order to operate. When the routing protocol triggers a change
in the network topology, a new link schedule has usually to be established. Since in
multi-hop WSNs the routing protocol can demand several changes in the network topol-
ogy during time, an efficient mechanism to reduce the overhead to establish a schedule is
needed. One possibility to minimize the scheduling overhead could be that of adopting
a localized solution like LOCALL. Hence, a study evaluating the integration between
the routing layer and a solution similar to LOCALL would be of sure interest.
Another way to extend this work of thesis could be to investigate in more detail the
performance of WSNs composed of sensor nodes with mobility capacity, i.e. nodes
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that can frequently leave and join the network during time. In such scenario, efficient
algorithms to allow sensor nodes to quickly discover, join and leave the network are
needed. One first step in this direction could be to extend the analysis we performed
in chapter 10 of this thesis considering nodes with mobility capacity. It could be worth
to investigate how mobility affects the joining time and the probability of a successful
join. Also, an investigation of what is the optimal network advertising rate, for different
mobility patterns of sensor nodes, could be of interest. Finally, another aspect that
merits attention is how to efficiently manage the traffic generated by mobile nodes since
the amount of traffic generated by a mobile node is difficult to be predicted in advance
and is of bursty nature.

Appendix A
Appendix of Chapter 3
A.1 Derivation of NPij
In this section we derive sets NPij , 1 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax, where NPij is defined
as the set of all time instants t : t < fm at which it is not possible, for any of the
Nr sensor nodes, to have performed a CCA while in state Bij , if the events in chain c
occurred. To this end, we distinguish the three following types of time instants.
• Instants when a successful transmission occurred. If a successful transmis-
sion occurred whose CCA started at t, then ∃ev ∈ sc : tv = t ∧ Tv = S. Since
the Nr nodes have not experienced any success, it is not possible that they have
performed a CCA at time t in any state Bij . Therefore,
if ∃ev ∈ sc : tv = t ∧ Tv = S =⇒ t ∈ NPij ∀i, ∀j
• Instants at which the channel was idle. We observe that if (i) no events
have started at time t and (ii) the channel was idle at time t, then no nodes could
have performed a CCA at time t, irrespective of their state. This is because, if the
channel was idle at a certain time t and, at least one node performed a CCA at
time t, then a successful/failure event would occur at time t. Hence,
∀t < fm, if (@ev ∈ sc : tv = t)∧(@ev ∈ sc : t ∈ [tv+Dbp, fv)) =⇒ t ∈ NPij ∀i, ∀j.
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• Instants when a collision occurred. We observe that if (i) a collision occurred
at time t and the collision is not the last event in the chain c and (ii) all instants
x ∈ [tv + Drtx, tv + Drtx + (W1 − 1)Dbp] are such that a successful transmission
occurred at x or the channel was idle at x, then it is not possible for any of the Nr
nodes to have performed a CCA at time t during a transmission attempt j 6= Tmax.
This is because, in this case, all the nodes that are involved in the collision oc-
curred at time t, have either reached the maximum number of retransmissions for
the data packet or they have successfully transmitted their data packet after the
collision. Since the considered nodes have not experienced a success, only the first
option is possible, i.e. it is only possible for such nodes to have performed a CCA
at time t during the last transmission attempt. Hence,
if (∃ev ∈ sc : ev 6= em ∧ tv = t ∧ Tv = F ) ∧ (∀x ∈ [tv + Drtx, tv +
Drtx + (W1 − 1)Dbp], the channel was idle at x or a success occurred at x)
=⇒ t ∈ NPij ,∀i, 1 ≤ j < Tmax.
A.2 Derivation of P{N | c} when Tm = F
To derive the probability P{N | c} when Tm = F we need to consider the two different
cases, depending on whether a node may (may not) have performed a CCA at time
t = tm during the last transmission attempt (i.e. in state BiTmax , 1 ≤ i ≤ Bmax). The
first case occurs when
∑Bmax
i=1 P{CCAtmiTmax | c} > 0, while the second one occurs when
the same sum is equal to zero.
In the former case, the probability P{N | c} can be calculated as follows:
P{N | c} =
(
Nr
N
)
· P{Ap | c}Np · P{Anp | c}Nnp · P{D}Nd (A.1)
where
(Nr
N
)
is the multinomial coefficient. The second, third and fourth term in equation
A.1 give i) the probability that Np nodes are still active and have participated to em
ii) the probability that Nnp are still active and have not participated to em iii) the
probability that Nd nodes have dropped their packet and are no more active. Finally,
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the multinomial coefficient
(Nr
N
)
considers all possible combinations of nodes that could
lead to the specific composition N = [Np, Nnp, Nd].
Let us consider now the case when
∑Bmax
i=1 P{CCAtmiTmax | c} = 0. In this case, all the
compositions N : Np < 2 cannot occur, i.e. P{N | c} = 0 if Np < 2. Hence, Equation
A.2 shows the computation of P{N | c} for N : Np ≥ 2. It is derived in the same way
as eq. 3.20.
P{N | c} =
(Nr
N
) · P{Ap | c}Np · P{Nnp | c}Nnp · P{D}Nd∑
N :Np≥2
(Nr
N
)
P{Ap | c}NpP{Anp | c}NnpP{D}Nd
(A.2)
Please note that, since we are considering the case N : Np ≥ 2, in eq. A.2 we need
to normalize P{N | c} considering only the probability of possible compositions, i.e.
N : Np ≥ 2.
A.3 Analysis of energy consumption
Given a chain c : sc = {e1, e2, · · · , em} describing a possible outcome of the CSMA/CA
algorithm the average energy consumed by all nodes in the network when the events
reported by sc happen, i.e. enc, can be calculated as:
enc = E(e1) + E(e2) + ...+ E(em) (A.3)
where E(ek) indicates the average energy consumed by nodes during event ek. Hence, in
the following, we focus on deriving E(ek). We have to discriminate between two different
cases depending on ek is or is not the last event in chain c. In the following we describe
the two different cases in detail.
Event ek is not the last event in the chain
Let us consider the chain of events ck−1 derived by chain c eliminating from sc =
{e1, e2, ..., em} all the events occurring in the network after ek−1, i.e., sk−1 = {e1, e2, ..., ek−1}.
Let E(ek | N) denote the average energy spent by nodes in the network when event ek
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occurs, given the composition of nodes N after ek−1. Then, the average energy E(ek)
spent by all nodes in the network when event ek occurs can be calculated as:
E(ek) =
∑
N P{N | ck−1} · P{ek | N} · E(ek | N)∑
N P{N | ck−1} · P{ek | N}
(A.4)
Equation A.4 calculates the average energy spent by all nodes during event ek by con-
sidering all the possible combinations that can lead to the occurrence of event ek after
the sequence of events e1, e2, ..., ek−1. Specifically, the formula considers all the pos-
sible compositions N of nodes after events e1, e2, . . . , ek−1. Then, a weighted sum of
E(ek | N), ∀N is performed using as weights the probabilities P{N | ck−1} · P{ek | N},
i.e. the probability of event ek to occur given the composition of nodes N . Note that
P{N | ck−1} · P{ek | N} is normalized with
∑
N P{N | ck−1} · P{ek | N}.
To solve Equation A.4 we need to derive E(ek | N). In the following, we show its
computation.
Let us consider chain ck−1 and let us assume a specific composition N = (Np, Nnp, Nd)
of nodes after chain ck−1. In general, there are different combination of events that can
lead to the occurrence of event ek given a composition N of nodes. In the following
we indicate as eki a particular combination of events that can lead to the occurrence of
event ek, given a composition N of nodes. Also, we indicate as E(eki | N) the average
energy consumption of the network when situation eki occurs.
For each eki , we indicate as mi ≤ Np + Nnp the number of nodes that participate to
event ek when situation eki occurs. Also, we indicate as [Np + Nnp −mi] the number
of nodes that do not participate to event ek. In addition, we denote as npek−1 and as
nnpek−1 the number of nodes that do not participate to event ek and have (resp. have
not) participated to ek−1.
Energy E(eki | N) can be computed by considering two different components, namely
Efix(eki | N) and Evar(eki | N). In detail, Efix(eki | N) is the amount of energy
consumed by the mi nodes that provoke event ek in eki , while Evar(eki | N) is the
energy consumed by the nodes that do not participate to ek in eki . Let us first focus on
Efix(eki | N). We have to consider two different cases depending on ek is a successful
or failuring event. In case ek is a successful event only one node participates to event
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ek. Hence, in this case, mi = 1, ∀eki and Efix(eki | N) can be computed as:
Efix(eki | N) = Prx ·Dcca + Ptx ·Dtx + Prx ·Dack (A.5)
where Prx (resp. Ptx) indicates the power consumption of the radio while in receive
(resp. transmission) mode. Equation A.5 can be explained as follows. The first term in
the formula, i.e. Prx ·Dcca, accounts for the energy spent by the node involved in ek to
perform a CCA. Instead, the second and third term indicate the energy for transmitting
the packet and receiving the ACK, respectively.
In case ek is a failuring event, Efix(eki | N), for each eki , is derived as
Efix(eki | N) = mi · {Prx ·Dcca + Ptx ·Dtx + Prx ·Dto} (A.6)
Equation A.6 accounts for the energy spent by all the mi nodes participating to ek
during situation eki to perform a CCA operation, transmit mi data packets, wait for an
ACK until the retransmission timeout Dto expires.
Now we can turn our attention on deriving Evar(eki | N), which is the average energy
spent by the nodes that do not participate to event ek during situation eki . Note that,
in general, there could be two different kinds of nodes that do not participate to ek.
Specifically, we have to consider both the case of nodes that have participated to event
ek−1 and the case of nodes that have not participated to ek−1.
First, let us indicate as fek−1 the finish time of event ek−1 and as tek (resp. fek) the
starting (resp. finish) time of event ek. The nodes we are considering do not participate
to event ek. Hence, their energy consumption, during event ek is only due to the CCAs
they perform in the interval [tek , fek). In order to compute the average energy con-
sumption of such nodes, we have to derive the probability for a node to have performed
a number x, 0 ≤ x ≤ Bmax of consecutive CCAs during interval [tek , fek). To this end,
we have first to derive the probability for a node to have performed a CCA operation in
one of the instants t ∈ [fek−1 , fek−1 +Mw ·Dbp) given that i) it has (has not) participated
to event ek−1 and ii) it has not taken part to ek.
Let us first focus on nodes that have participated to event ek−1 and that have not
participated to ek. A node that has participated to event ek−1 is in one of the states
B1j , 2 ≤ j ≤ Tmax, after event ek−1. Hence, it performs a CCA in one of the time instants
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t ∈ [fek−1 + 2 ·Dbp, fek−1 + 2 ·Dbp + (W1− 1) ·Dbp] with a probability of 1/W1 after event
ek−1. However, since we are supposing that (i) event ek has occurred in the network
after ek−1 and (ii) the node has not taken part to ek, the node could only have performed
a CCA operation at a time instant t ∈ [tek +Dbp, fek−1 +2 ·Dbp+(W1−1) ·Dbp]. Hence,
the probability P{CCAtek−1 | nek} for the node to have performed a CCA operation in
one of the time instants t ∈ [tek +Dbp, fek−1 + 2 ·Dbp + (W1− 1) ·Dbp] can be calculated
as:
P{CCAtek−1 | nek} =
1
(fek−1+2·Dbp+(W1−1)·Dbp−tek−Dbp)
Dbp
+ 1
where the fraction at the denominator is the number of possible CCA instants for the
node in the time interval [tek + Dbp, fek−1 + 2 · Dbp + (W1 − 1) · Dbp]. Note that
P{CCAtek−1 | nek} is the probability for the node to “directly” perform a CCA at a
certain time t after event ek−1.
Let us focus now on nodes that have not participated both to event ek−1 and ek. As
before, since we are assuming that (i) event ek occurred in the network after ek−1
and (ii) the nodes have not participated to ek, it is only possible for a node to have
performed a CCA in the time interval τ = [tek +Dbp, fek−1 +Mw ·Dbp]. The probability
P{CCAt,i,jnek−1 | nek} for one of the considered nodes to have performed a CCA during a
certain state Bij , 1 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax can be calculated as:
P{CCAt,i,jnek−1 | nek} =
P{CCAtij | ck−1}∑
t∗∈τ P{CCAt∗ | ck−1}
where P{CCAtij | ck−1} is computed using Equations (3.14) and (3.22). Note that
P{CCAtij | ck−1} is normalized with the probability for a node to perform a CCA,
during any state Bij , at any time instant t
∗ ∈ [tek +Dbp, fek−1 +Mw ·Dbp] since we are
considering the case in which ek occurred in the network and nodes not taking part to
ek.
Now we can focus on deriving the average number of CCA operations performed by
a node during the occurrence of event ek. In the following, we indicate as P
x
ek−1
(resp. P xnek−1), 0 ≤ x ≤ Bmax the probability for a node that has (resp. has not)
participated to ek−1 to have performed a number x of consecutive CCAs during the
occurence of event ek. Let us first calculate P
0
ek−1 and P
0
nek−1 , i.e. the probability for
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the nodes to have performed 0 CCA operations during event ek. Equations A.7 and A.8
hold.
P 0nek−1 =
∑
t≥fek
Bmax∑
i=1
Tmax∑
j=1
P{CCAt,i,jnek−1 | nek} (A.7)
P 0ek−1 =
∑
t≥fek
P{CCAtek−1 | nek} (A.8)
They can be explained as follows. The probability for a node to have performed 0
CCAs during the interval [tek , fek) is equal to the probability for the node to have
performed a CCA after time instant fek . Hence, formulas A.7 and A.8 simply calculate
the probability for a node to perform a CCA after time fek during any state Bij . Let
us focus now on deriving the probabilities P 1nek−1 and P
1
ek−1 , i.e. the probability for a
node to perform exactly one CCA operation during the occurrence of ek. The following
equations show the computation of both P 1nek−1 and P
1
ek−1 .
P 1nek−1 =
∑
t ≥ (tek +Dbp)
t < fek
Tmax∑
j=1
P{CCAt,Bmax,jnek−1 | nek}+
∑
t ≥ (tek +Dbp)
t < fek
Tmax∑
j=1
Bmax−1∑
i=1
P{CCAt,i,jnek−1 | nek}·
Wi+1 − fek−Dbp−tDbp
Wi+1
(A.9)
P 1ek−1 =
∑
t ≥ (tek +Dbp)
t < fek
P{CCAtek−1 | nek}
·
W2 − fek−Dbp−tDbp
W2
(A.10)
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Let us first focus on Equation A.9, which calculates the probability for a node that has
not participated to ek−1 to perform exactly one CCA during the time interval [tek , fek).
There are two different cases that could lead a node to perform one single CCA during
the occurrence of ek. The first one is when the node performs a CCA at any time instant
t ∈ [tek , fek) during one of the states BBmaxj , 1 ≤ j ≤ Tmax, which means during the
last backoff stage of any transmission attempt. In fact, in this case, the node performs
its CCA operation and then terminates its channel access procedure since it reaches
the maximum allowed number of consecutive CCAs. The first term in Equation A.9
computes the probability of this case to occur. The second case we have to consider
is when a node performs a CCA operation at any time instant t ∈ [tek , fek) during
any state Bij , 1 ≤ i < Bmax (i.e. at a backoff stage different from the last one), finds
the channel busy at time t and, then, extracts a value for the backoff time so that it
performs the subsequent CCA operation after time fek . The probability of this second
case to occur can be calculated as reported by the second term in Equation A.9.
As far as Equation A.10 is concerned, it calculates the probability for a node that has
participated to ek−1 to have performed exactly one CCA during the occurrence of ek.
The only case that leads the nodes to perform one single CCA is when they perform a
CCA at any time t ∈ [tek , fek), find the channel busy and, then, perform a CCA after
fek . The formula can be explained following the same arguments used for Equation A.9.
Now, we compute the probability P xnek−1 and P
x
ek−1 , 2 ≤ x ≤ Bmax for a node to perform
a number x ≥ 2 of consecutive CCAs during the occurrence of ek. As a first step, let
us indicate as t0 time tek +Dbp, as t1 time tek + 2 ·Dbp, ..., as tF time fek −Dbp. Also,
let us denote by T = {t0, t1, ..., tF } the set of all the abovementioned time instants.
In order for a node to be able to perform a number x of consecutive CCA operations,
it has to be in one of the states Bij , 1 ≤ j ≤ Tmax, i : (Bmax − i) + 1 ≥ x, i.e. the
node has to be at a backoff stage i so that it can be able to perform x CCAs before
dropping the packet for maximum number of consecutive CCAs. In the following, we
indicate as P{CCAt,inek−1 | nek} =
∑Tmax
j=1 P{CCAt,i,jnek−1 | nek} the probability for a node
that has not participated to ek−1 to perform a CCA operation at a backoff stage i of any
transmission attempt j, 1 ≤ j ≤ Tmax. Note that a node that has participated to event
ek−1 will always be able to perform a number x ≤ Bmax of consecutive CCAs during ek,
since it is in one of the states B1j after event ek−1. Now, we can derive the probability
for a node to perform exactly x CCAs during ek. We have to point out that the node
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could perform its x consecutive CCAs anwhere in the period [tek , fek). Let us indicate
as C the set of all the possible combinations {c1, c2, ..., cx} of x time instants ci ∈ T .
Then, we can compute P xnek−1 as reported below (we only show the formula to compute
P xnek−1 since P
x
ek−1 can be computed in a very similar way).
P xnek−1 =
∑
i:(Bmax−i)+1>x
∑
{c1, c2, ...,cx}∈Cp
P{CCAc1,inek−1 | nek}
·
x−1∏
j=1
1
Wi+j
 ·
Wi+x − fek−cxDbp
Wi+x
+ ∑
i:(Bmax−i)+1=x∑
{c1, c2, ...,cx}∈Cv
P{CCAc1,inek−1 | nek}
x−1∏
j=1
1
Wi+j

(A.11)
Equation A.11 is composed of two different macroterms. The first macroterm considers
backoff stages i : (Bmax−i) > x while the second macroterm only considers backoff stage
i : (Bmax− i) = x. Let us first describe the first macroterm. It calculates the probability
that a node could perform x consecutive CCAs in time interval [tek , fek) and, then,
performs its (x+ 1)− th CCA operation after time fek . As it can be observed, for each
backoff stage i : (Bmax − i) > x the formula takes into consideration all combinations
{c1, c2, ...cx} ∈ Cp where Cp = {{c1, c2, ...cx} ∈ C : cj ≤ cj−1 +Dbp + (Wi+j−1)Dbp, 2 ≤
j ≤ x∧fek ≤ cx+Dbp+(Wi+x−1)Dbp}} i.e. the combinations in set C so that it is possible
for a sensor node to have performed a CCA at time c1 during backoff stage i, and, then,
a CCA operation at time c2 during backoff stage i+1 ..., and, then, a CCA operation at
time cx during backoff stage i+x−1 and, then, a CCA at backoff stage i+x after time fek .
Inside the inner sum there are 3 different terms. The first one indicates the probability
for a node to perform a CCA at time c1 during a backoff stage i. The second one, i.e.(∏x−1
j=1
1
Wi+j
)
indicates the probability for the node to perform a series of CCAs at time
instants c2, c3, ..., cx after having performed a CCA at time c1 during stage i. Finally,
the third term is the probability for the node to perform its (x+ 1)− th CCA operation
after time fek . Let us consider the second macroterm in the equation. It calculates the
probability for a node to perform x CCA operations during time interval [tek , fek) and,
specifically, to perform the x − th CCA operation during the last backoff stage (and
hence to drop the packet due to the maximum number of CCAs). As it can be observed,
also in this case, the formula considers all possible combinations of x time instants in set
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T at which the node could perform its CCAs. Specifically, we consider the combinations
in set Cv where Cv = {{c1, c2, ...cx} ∈ C : cj ≤ cj−1 + Dbp + Wi+j−1Dbp, 2 ≤ j ≤ x}.
The first term in the inner sum indicates the probability to perform a CCA at time c1
during backoff stage i while the second term
(∏x−1
j=1
1
Wi+j
)
is the probability to perform
a CCA at times c2, c3, ..., cx after the CCA at time c1. Note that we have no other
terms in the sum since in this case the node performs a CCA at time cx during the last
backoff stage and, thus, stops the execution of its CSMA/CA algorithm.
Now we are able to calculate the average energy consumed by a node that has (has not)
participated to event ek−1 and that has not participated to ek. Let us denote by E
nek−1
var
and E
ek−1
var the average energy consumptions of a node during event ek given that it has
/ has not participated to ek−1, respectively. They can be calculated as follows.
E
nek−1
var =
Bmax∑
x=0
P xnek−1 · x · (Prx ·Dcca) (A.12)
E
ek−1
var =
Bmax∑
x=0
P xek−1 · x · (Prx ·Dcca) (A.13)
In both Equations, x · (Prx · Dcca) is the energy consumed by a node to perform x
CCA operations. As it can be observed, the formula simply performs a weighted sum of
x · (Prx ·Dcca) using the P xnek−1 and P xek−1 as weights. The average energy Evar(eki | N)
spent by nodes not participating to ek in situations eki can now be easily calculated as
follows:
Evar(eki | N) = npek−1 · E
ek−1
var + nnpek−1 · E
nek−1
var (A.14)
Also, E(eki | N) can be computed as the sum of Efix(eki | N) and Evar(eki | N), i.e.
E(eki | N) = Efix(eki | N) + Evar(eki | N). Finally, E(ek | N) can be calculated as
follows:
E(ek | N) =
∑
eki
E(eki | N) · P{eki | N}
P{ek | N}
(A.15)
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Event ek is the last event in the chain
We consider now the case in which ek is the last event in the chain, i.e. no nodes are
more active in the network after ek. In the following, we will indicate as ck−1 the chain
obtained by c eliminating event ek = em, i.e. ck−1 is characterized by the sequence of
events sk−1 = {e1, e2, ..., ek−1}. In general, there are several situations that can lead
to the occurrence of ek, after the events in ck−1, and cause ek to be the last event in the
chain. Let us consider a specific composition N of nodes after the events e1, e2, ..., ek−1
and let us refer as ek1 , ek2 , ... all the possible situations that lead to the occurence of
ek given N . Also, let us indicate as P{eki | N} the probability of occurrence of situation
eki and as P{D | eki ∧ N} the probability that all nodes in the network terminate the
execution of their CSMA/CA algorithm when situation eki occurs and given N . Hence,
by indicating as E(N ∧ eki ∧D) the average energy consumption of the network when
occurs eki given N , and, all nodes in the network are no more active after ek, we can
calculate E(ek) as:
E(ek) =
∑
N
∑
eki
P{N | ck−1} · P{eki | N} · P{D | eki ∧N} · E(N ∧ eki ∧D)∑
N
∑
eki
P{N | ck−1} · P{eki | N} · P{D | eki ∧N}
(A.16)
Equation A.16 calculates the average energy spent by all nodes in the network during
event ek, when ek is the last event in the chain, by considering all possible situations that
can lead to the occurrence of ek as the last event in the network. Specifically, the formula
considers all the possible compositions N of nodes after the chain of events ck−1 and all
the situations eki that cause event ek to occur. Then, for each couple (N, eki) a weighted
sum of the E(N ∧ eki ∧ D) is performed, using as weights P{N | ck−1} · P{eki | N} ·
P{D | eki ∧ N}, i.e. the probability that situation eki occurs in the network given N ,
and that all nodes are no more active after ek. Note that each P{N | ck−1} ·P{eki | N} ·
P{D | eki ∧N} is normalized with
∑
N
∑
eki
P{N | ck−1} · P{eki | N} · P{D | eki ∧N},
i.e. the probability of event ek to occur and to be the last event in the chain considering
all possible couples (N, eki).
In order to solve equation A.16 we have to derive formulas to compute both P{D | eki∧N}
and E(N ∧ eki ∧D). In the following we show the computation of both of them. Let us
first focus on P{D | eki ∧N}. First, let us indicate, for each couple (N, eki), as mpek−1
(mnpek−1 ) the number of nodes that have (have not) participated to ek−1 and that
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participate to event ek during situation eki . Also, let us indicate as npek−1 (nnpek−1 ) the
number of nodes that have (have not) participated to ek−1 and that do not participate
to ek during situation eki . Now, we derive the following four different probabilities:
1. P{Dekek−1}: the probability for a node that has participated to both ek−1 and ek to
be no more active after ek.
2. P{Deknek−1}: the probability for a node that has not participated to event ek−1 and
that has participated to ek to be no more active after ek.
3. P{Dnekek−1}: the probability for a node that has participated to event ek−1 and not
to ek to be no more active after ek.
4. P{Dneknek−1}: the probability for a node that has not participated to both ek−1 and
ek to be no more active after ek.
Let us first focus on probabilities P{Dekek−1} and P{Deknek−1}, i.e. the case of nodes taking
part to ek. To correctly compute both of them, we have to discriminate between the
case in which ek is a successful event and the case in which ek is a failuring event. In
case ek is a successful event all nodes participating to ek surely terminate the execution
of their CSMA/CA algorithm. Hence both P{Dekek−1} and P{Deknek−1} are equal to 1 in
this case. Let us consider now the case in which ek is a failuring event. In this case,
a node participating to ek is no more active after ek only if it is in one of the states
BiTmax , 1 ≤ i ≤ Bmax (i.e. a backoff stage of the last transmission attempt) during the
carrier sensing operation at instant tek . Hence, in this case, P{Dekek−1} and P{Deknek−1}
can be calculated as follows:
P{Deknek−1} =
∑Bmax
i=1 P{CCA
tek
iTmax
| ck−1}∑Bmax
i=1
∑Tmax
j=1 P{CCA
tek
ij | ck−1}
(A.17)
P{Dekek−1} =
∑Bmax
i=1 P{CCA
tek−1
iTmax−1 | ck−1}∑Bmax
i=1
∑Tmax−1
j=1 P{CCA
tek−1
ij | ck−1}
(A.18)
Equation A.17 takes into consideration nodes that have not participated to ek−1. It
calculates P{Deknek−1} as the ratio between 1) the probability
∑Bmax
i=1 P{CCA
tek
iTmax
| ck−1}
for the node to perform a CCA at time tek during the last transmission attempt and 2)
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the probability
∑Bmax
i=1
∑Tmax
j=1 P{CCA
tek
ij | ck−1} for the node to perform a CCA at time
tek during any state Bij .
Equation A.18 takes into consideration nodes that have participated to ek−1. In this
case, the probability for the node to have performed a CCA at time tek during the last
transmission attempt can be calculated as the probability for the node to have performed
a CCA at time tek−1 during the transmission attempt Tmax−1. Hence, equation A.18 cal-
culates P{Dekek−1} as the ratio between 1) the probability
∑Bmax
i=1 P{CCA
tek−1
iTmax−1 | ck−1}
for the node to have performed a CCA at time tek−1 during the transmission attempt
Tmax−1 and 2)
∑Bmax
i=1
∑Tmax−1
j=1 P{CCA
tek−1
ij | ck−1}, i.e. the probability for the node to
have performed a CCA at time tek−1 during any transmission attempt j, 1 ≤ j ≤ Tmax−1.
Let us focus now on the probabilities P{Dnekek−1} and P{Dneknek−1}. The probability, for
a node that has not participated to ek, to be no more active after ek is equal to the
probability for the node to perform a CCA operation during the last backoff stage of
any transmission attempt, before time fek . As in the previous section, let us indicate as
P{CCAt,iek−1 | nek} and P{CCAt,inek−1 | nek} the probability for a node that has (has not)
participated to event ek−1 and that has not participated to ek to have performed a CCA
operation at time t during backoff stage i. Also, let us indicate as t0 time tek +Dbp, as
t1 time tek + 2 ·Dbp, ..., as tF time fek −Dbp and denote by T = {t0, t1, ..., tF } the set
of all the abovementioned time instants. In addition, we indicate as C the set of all the
possible combinations {c1, c2, ..., cx} of x time instants ci ∈ T . Then, P{Dnekek−1} and
P{Dnoeknek−1} can be calculated as follows:
P{Dnekek−1} =
Bmax∑
i=1
∑
{c1, c2,..., cx}:cj≤cj−1+Dbp+(Wi+j−1−1)Dbp
P{CCAc1,iek−1 | nek}
Bmax−i∏
j=1
1
Wi+j
 (A.19)
P{Dneknek−1} =
Bmax∑
i=1
∑
{c1, c2,..., cx}:cj≤cj−1+Dbp+(Wi+j−1−1)Dbp
P{CCAc1,inek−1 | nek}
Bmax−i∏
j=1
1
Wi+j
 (A.20)
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Since the structure of Equations A.19 and eq. A.20 is very similar to that of Equation
A.11, we omit their description. At this point, we can calculate P{D | eki ∧N}, i.e. the
probability that all nodes are no more active in the network after the occurence of ek,
as follows:
P{D | eki ∧N} = P{Dekek−1}
mpek−1 · P{Deknek−1}
mnpek−1 ·
P{Dnekek−1}
npek−1 · P{Dneknoek−1}
nnpek−1
(A.21)
The formula calculates the probability P{D | eki∧N} by performing the product between
1) the probability P{Dekek−1}
mpek−1 that all the mpek−1 nodes participating to both ek−1
and ek are no more active after ek, 2) the probability P{Deknek−1}
mnpek−1 that all the
mnpek−1 nodes not participating to ek−1 and taking part to ek are no more active after
ek, 3) the probability P{Dnekek−1}
npek−1 that all the npek−1 nodes participating to ek−1 and
not to ek are no more active after ek and 4) the probability P{Dneknek−1}
nnpek−1 that all
the nnpek−1 nodes not participating to both ek and ek−1 are no more active after ek.
Now, we can focus on deriving E(N ∧ eki ∧D), i.e. the average energy spent by nodes in
the network when occurs ek and all nodes are no more active after ek. E(N ∧ eki ∧D)
can be seen as divided into two different components: Efix(eki | N) and Evar(eki | N).
Efix(eki | N) is the energy consumed by nodes participating to event ek during situation
eki . Instead, Evar(eki | N) indicates the average energy consumed by nodes that do
not participate to ek during situation eki . Let us first focus on Efix(eki | N). In
case ek is a successful event there is only one node taking part to ek and its energy
consumption can be calculated as Prx ·Dcca+Ptx ·Dtx+Prx ·Dack. Hence Efix(eki | N) =
Prx ·Dcca + Ptx ·Dtx + Prx ·Dack in this case. Let us consider now the case in which ek
is a failuring event. In such a case all nodes participating to ek spend an energy equal
to Prx ·Dcca + Ptx ·Dtx + Prx ·Dto. Hence, in this case, Efix(eki | N) can be calculated
as:
Efix(eki | N) = (mpek−1 +mnpek−1 ) · (Prx ·Dcca+
Ptx ·Dtx + Prx ·Dto)
(A.22)
Now, we can focus on deriving the average energy consumed by nodes that do not
participate to event ek when they all are no more active after ek. The energy consumed
by nodes not taking part to ek is only due to the CCAs they perform during time
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interval [tek , fek). Let us first focus on deriving the average energy E
ek−1
var consumed by
all nodes that have participated to ek−1. Since all these nodes are in one of the states
B1j , 1 ≤ j ≤ Tmax, after ek−1, they have to perform a number of CCAs equal to Bmax
in order to be no more active after ek. Hence, the energy consumption of such node is
equal to Prx ·Dcca ·Bmax, i.e. the energy spent to perform Bmax CCA operations. Hence
E
ek−1
var can be calculated as:
E
ek−1
var = (Prx ·Dcca ·Bmax) · npek−1 (A.23)
Let us focus now on deriving the average energy consumed by a node that has not taken
part both to ek−1 and ek when it is no more active after ek. A node that has not taken
part to ek−1 can be, ideally, in any state Bij after ek−1. Specifically, the number of
CCAs it performs during the interval [tek , fek) depends on the specific backoff stage
i, 1 ≤ i ≤ Bmax the node is after ek−1. Hence, we need to derive the probability for the
node to be in one specific backoff stage i, 1 ≤ i ≤ Bmax after event ek−1. We start by
doing some considerations. First, given that 1) event ek occurred in the network after
ek−1, 2) the node we are considering has not taken part to ek and 3) the node is no more
active after fek , it is only possible for the node to have performed a CCA operation at a
time instant t ∈ [tek +Dbp, fek). Second, since the node is no more active after fek it is
not possible for it to have performed a CCA operation at a time t during a backoff stage
i if
(fek−t)
Dbp < (Bmax− i), i.e. a sensing at a time t is only possible at a backoff stage i so
that backoff stage Bmax can be reached by the node before fek . By doing an example, it
is not possible for the node to have performed a CCA at time t = fek−Dbp during backoff
stages different from Bmax. Let us indicate as (t, i, j), all the possible combinations
of time instants t ∈ [tek , fek), and states (i, j), 1 ≤ i ≤ Bmax, 1 ≤ j ≤ Tmax not
affected by the previous considerations. Hence, the probability P{CCAt, i, jnek−1 | nek ∧D}
for the node to have performed a CCA at a time t during state Bij given that it has not
participated to both ek−1 and ek and it is no more active after ek can be calculated as:
P{CCAt, i, jnek−1 | nek ∧D} =
P{CCAtij | ck−1}∑
(t, i, j) P{CCAtij | ck−1}
(A.24)
where P{CCAtij | ck−1} is calculated using both equation 3.14 and 3.22. Now, we can
calculate P xcca, i.e. the probability for the node to have performed exactly x, 1 ≤ x ≤
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Bmax CCAs during time interval [tek , fek) as follows:
P xcca =
∑
t∈[tek , fek )
Tmax∑
j=1
P{CCAt, (Bmax−x)+1, jnek−1 | nek ∧D} (A.25)
The formula can be explained as follows. The probability for the node to have performed
exactly x CCA operations is equal to the probability for the node to have performed a
CCA operation at any time instant t ∈ [tek , fek) during backoff stage i = (Bmax−x)+1
(i.e. the backoff stage so that the node has to perform x CCAs to reach backoff stage
Bmax). Hence, the formula simply performs the sum of P{CCAt, (Bmax−x)+1, jnek−1 | nek∧D}
for any t ∈ [tek , fek) and transmission attempt j, 1 ≤ j ≤ Tmax. At this point, the
average energy consumed by the node can be calculated as
∑Bmax
x=1 x · P xcca · (Prx ·Dcca).
Hence the energy E
nek−1
var consumed by all the nnpek−1 nodes not participating to ek−1
can be calculated as follows:
E
nek−1
var = nnpek−1 ·
Bmax∑
x=1
x · P xcca · (Prx ·Dcca) (A.26)
Finally, Evar(eki |N) can be calculated as Evar(eki |N) = Eek−1var + Enek−1var while E(N ∧
eki ∧D) is equal to Efix(eki |N) + Evar(eki |N).
Appendix B
Appendix of Chapter 5
B.1 PROOF OF CLAIM 1
Claim 1. Assuming that (i) packet transmission errors are independent from each other,
and (ii) the PER is the same for both data packets and acknowledgements, then
α= 1−
(
RF−PER
(1− PER)RF
)macMAXFrameRetries+1
where RF denotes the transmission failure ratio, i.e., the probability that a data packet
transmission fails for any reason.
Proof. Under non-ideal channel conditions, a packet transmission failure is experienced
by the sensor node if one of the following disjoint events occur: (i) the data packet expe-
riences a collision; (ii) no collision occurs but the transmitted data packet is corrupted
by the channel; (iii) the data packet is received correctly by the sink but the correspond-
ing acknowledgment is corrupted by the channel. Let pcoll, ptxfail, and pACKfail denote
the probability of event (i), (ii) and (iii), respectively. Hence, the following equations
immediately follow.

RF = pcoll + ptxfail + pACKfail
ptxfail = (1− pcoll) · PER
pACKfail = (1− pcoll) · (1− PER) · PER
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Solving the previous system yields pACKfail =
(1−RF )·PER
(1−PER) . If a data packet transmission
is not acknowledged, the probability that the packet has been received correctly by the
sink is equal to β =
pACKfail
RF
= (1−RF )·PER(1−PER)·RF . Therefore, if a packet is dropped after
macMaxFrameRetries retransmissions, the probability that it has been correctly received
by the sink is equal to
α = 1− (1− β)macMAXFrameRetries+1.
B.2 CONTROLLED TUNING ALGORITHM
In this Appendix we detail the Controlled Tuning Algorithm introduced in Section 5.3.5.
Let j be the identified parameter setting and let RD(i) and RM (i) be the delivery ratio
and miss ratio statistics contained in the Data Cluster for set i, (for i = j − 1, j, j + 1),
provided that an entry for set i is available in the Data Cluster. The Controlled Tuning
algorithm checks whether the reliability constraints are satisfied (line 4). If both reli-
ability indexes are satisfied by using setting j and statistics are available in the Data
Cluster for setting j-1, then the algorithm performs a fine tuning between sets j and j-1
(lines 6-10). Specifically, it computes the distance of RD(j) and RM (j) from the cor-
responding threshold (i.e., RminD and R
max
M , respectively) and considers the index closer
to the threshold. Then, the new parameter set parnext, to be used in the next Beacon
Interval, is changed from j to j-1 with a probability proportional to the distance of the
considered index from its threshold (line 10).
On the contrary, when at least one of the two reliability indexes does not meet the ap-
plication requirements, the algorithm performs a similar fine tuning between sets j and
j+1 (lines 12-17). If no entry is available for set j+1 in the Data Cluster the algorithms
returns j+1 as the set to be used in the next Beacon Interval (line 12). Otherwise, as de-
scribed above, the distance between RD(j) and RM (j) and the corresponding thresholds
is calculated but, in this case, the index with the larger distance is considered and the
set to be used in the next Beacon Interval is changed from j to j+1 with a probability
proportional to the latter distance (line 17).
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1: for i = j − 1 to j + 1
2: RD (i) = Cluster [i] . RD; RM (i) = Cluster [i] . RM ;
3: end for
4: if
((
RD (j) ≥ RminD
)
and (RM (j) ≤ RmaxM )
)
5: if (Cluster [j − 1] = NULL) return j − 1;
6: else
7: pD =
(
RD (j)− RminD
)
/(RD (j)−RD (j − 1));
8: pM = (R
max
M − RM (j))/(RM (j − 1)−RM (j));
9: p = min (pD, pM );
10: return j (j − 1) with probability: (1− p) p
11: else
12: if (Cluster [j + 1] = NULL) return j + 1;
13: else
14: pD =
(
RminD − RD (j)
)
/(RD (j + 1)−RD (j));
15: pM = (RM (j) − RmaxM )/(RM (j)−RM (j + 1));
16: p = max (pD, pM );
17: return j (j + 1) with probability: (1− p) p
Algorithm 8: Controlled Tuning algorithm
B.3 ANALYSIS: UNRELIABLE WIRELESS MEDIUM
This appendix extends section 5.5 where we presented the simulation results. Speci-
fically, below we discuss the results obtained under non-ideal channel conditions (i.e.,
when packet errors/losses can occur), both in stationary and dynamic scenarios.
B.3.1 Analysis in stationary conditions
(a) (b)
Figure B.1: Packet delivery ratio (left) and miss ratio (right) vs. Packet Error Rate
In section 5.5.1 we presented the results obtained in stationary conditions, assuming an
ideal channel (i.e., PER = 0). Here, we consider non-ideal channel conditions. Spe-
cifically, in the set of experiments we present, we assumed a PER in the range [0% -
30%] and considered a fixed number of nodes, i.e. 30. As anticipated in section 5.5, this
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(a) (b)
Figure B.2: Average per-packet energy consumption (left) and average latency (right)
vs. Packet Error Rate
analysis focuses on ADAPT and JIT-LEAP only, as both the model-based algorithms
assume ideal channel conditions. Figure B.1 shows that both JIT-LEAP and ADAPT
satisfy the application requirements (in terms of both RD and RM ). The difference
between the two algorithms is mainly due to the different way ADAPT and JIT-LEAP
estimate the delivery ratio experienced by a sensor node. ADAPT does not consider
the effect of lost/corrupted acknowledgements and, thus, it tends to underestimate the
delivery ratio experienced by the sensor node. Hence, it uses CSMA/CA parameter
values higher than necessary, which results in higher energy consumption and average
latency (see Figure B.2).
B.3.2 Analysis in dynamic conditions
In section 5.5.2 we presented the results obtained in dynamic conditions, i.e., with a
time-varying number of nodes, assuming ideal channel conditions (i.e., PER = 0). Here,
we consider a dynamic scenario where the PER changes over time, whereas the number
of sensor nodes is constant and equal to 30. We assumed that PER changes periodically
(every 300 Beacon Intervals) and abruptly, from 0% to 30% and vice versa. Similarly
to the analysis in stationary conditions with non-ideal channel, this part of the ana-
lysis is limited to ADAPT and JIT-LEAP. As shown in Figure B.3, ADAPT exhibits
shorter transient times than JIT-LEAP. This difference can be explained as follows. In
ADAPT retransmissions are generally disabled (macMaxFrameRetries = 0) and are
enabled only when a packet error/loss rate higher than the RlossD
1 is experienced. When
this occurs macMaxFrameRetries is set to the maximum value allowed by the algorithm
1 In our experiments we considered RlossD = 1− (RlowD + RhighD )/2.
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(i.e., 3). Obviously, such an approach makes ADAPT very reactive. However, since re-
transmissions are very energy consuming [30], this approach also introduces a significant
energy consumption (see Figure B.4(b)). On the contrary, JIT-LEAP derives the exact
value of macMaxFrameRetries in order to satisfy the reliability constraints required by
the application. In addition, as explained above, ADAPT tends to underestimate the
delivery ratio experienced by the sensor node, thus consuming more energy than neces-
sary. For all these reasons JIT-LEAP outperforms ADAPT in terms of energy efficiency
(as shown in Figure B.4(b)).
(a) (b)
Figure B.3: Transient Time when the Packet Error Rate increases (left) and when
decreases (right)
(a) (b)
Figure B.4: Delivery ratio (left) and energy per packet (right) when Packet Error
Rate increases

Appendix C
Appendix of Chapter 8
C.1 Alternative implementation of permute()
In Section 8.3 we considered the Knuth shuffle algorithm to perform a random permu-
tation of slots assigned to active sensor nodes at each superframe. Here, we present an
alternative optimized version of the permute() function, namely permute no vec(). As
shown in Algorithm 9, a generic node u, currently using the i-th slot in the superframe,
invokes permute no vec() providing i as input argument. The function returns the index
of the slot to be used in the next superframe. It does not rely on any actual vector, thus
saving a considerable amount of memory. This is extremely important when dealing
with resource constrained devices such as sensor nodes.
1. int permute_no_vec(unsigned old_index){
2. unsigned i;
3. unsigned n;
4. unsigned new_index = old_index;
5. for (i = N - 1; i >= 0; i--) {
6. n = random() % (i + 1);
7. if (i == new_index)
8. new_index = n;
9. else if (n == new_index)
10. new_index = i;
11. // else new_index = new_index;
12. }
13. return new_index;
14. }
Algorithm 9: permute no vec function.
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C.2 Proof of SSP Algorithm Properties
The Secure Slot Permutation (SSP) algorithm, presented in Section 8.3.2, guarantees
that, at every superframe, each slot is accessed by at most one sensor node, i.e. no
collisions occur. In the following, we formally prove that SSP is collision free. More
precisely, the following claim holds.
Theorem 1. Let us assume that, at the beginning of a superframe Tm, the network is
in steady state condition, with NA ≤ N sensor nodes accessing one slot each, i.e. the
following conditions hold.
P1. Each node u accesses only one slot, say the i-th one in the superframe, i.e. vu[i] = 1
and vu[j] = 0, ∀ j 6= i.
P2. Each slot s in the superframe, is accessed by at most one node, i.e. if vu[s] =
1 ∧ vw[s] = 1 =⇒ u ≡ w.
Then, conditions P1 and P2 hold for any Tn, n > m.
Proof. Let us observe that the network can be represented by a matrix M , M ∈ NN×N ,
such that each row of M , namely Mi, coincides with the permutation vector of the i-th
sensor node. If NA (NA < N) sensor nodes are present, then (N −NA) rows in M are
entirely composed of elements equal to 0. Conversely, each column in M , namely Mj ,
is associated to the j-th slot in the superframe. At superframe Tm, from properties P1
and P2, it follows that
P3. All rows in M include at most one element equal either to 1 or 0. All other elements
are equal to 0.
P4. All columns in M include at most one element equal either to 1 or 0. All other
elements are equal to 0.
At the end of each superframe, every node u considers its permutation vector vu, and
locally performs N swap operations, as described in Section 8.3.1. Specifically, during
the k-th operation, k = {1, . . . , N}, two elements in vu, namely the a-th and the b-th
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one, are swapped. Also, while a ≡ (N − k+ 1), b is a pseudo random number between 1
and N − k+ 1. Since sensor nodes share the same cryptographic key K, and update the
value z over time in a synchronized way, they all consider the same pair {a, b} at each
swap. Hence, swap operations do not take into account values of swapped elements, but
consider only their position in permutation vectors.
If we consider this process from a network standpoint, a single swap operation results
in swapping the a-th and b-th column of M . More formally, let us consider matrix M
at the beginning of superframe Tm, namely M
Tm
0 . Then, we consider a permutation pi
of N elements, i.e. pi : {1, . . . , N} → {1, . . . , N} defined as follows.
pi(x) =

x if x /∈ {a, b}
a if x = b
b if x = a
(C.1)
Finally, let us consider the identity matrix I ∈ NN×N , and define ei as the i-th row of I.
Also, we introduce the permutation matrix Ppi, such that the i-th row of Ppi coincides
with pi(i)-th row of I. More formally, we have Ppi =
[
epi(1); . . . ; epi(N)
]
. Then, swapping
the a-th and b-th column of M , produces a matrix M
′
= MPpi.
After the k-th swap round, k = {1, . . . , N}, we have MTmk = MTmk−1Ppi. That is, the
resulting matrix MTmk is obtained by swapping the a-th and b-th column of M
Tm
k−1. As a
consequence, also MTmk displays properties P1, P2, P3, and P4. Also, this is true after
all N swap operations have been performed. Thus, the above mentioned properties
are valid at the beginning of every superframe, which proves that the SSP algorithm is
collision free.
C.3 Discrete Time Markov Chain
For the sake of simplicity, in Section 8.6.2 we derived a Discrete Time Markov Chain
(DTMC) for the simple case when the superframe consists ofN = 3 slots, there is just one
active node (i.e. NA = 1), and Nj = 2 nodes start their join procedure simultaneously
at superframe Tj . In this section, we derive the DTMC model in the general case, i.e.,
for any values of N , NA, Nj . Specifically, we first define a generate states() function,
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used to generate all possible states of the DTMC. To this end, we refer to the event
probabilities derived in Section 8.6.1. Then, we rely on generate states() to derive the
DTMC.
We recall that we observe the system at the beginning of every superframe Tm. Specifi-
cally, we represent the system state as a vector Xm = [n1, n2, ..., nN ], where element ni
refers to the i-th slot, namely si, of Tm. Specifically, ni indicates the number of joining
nodes that directly try contention at slot si. Since we consider the presence of Nj joining
nodes, we have ni ≤ Nj ,∀ i. In the following, we refer to Tj as the superframe at which
joining nodes start to execute the slot acquisition process, and NA as the number of
acquired slots at the beginning of superframe Tj . Also, we define Sm = [s1, s2, ..., sN ]
as the slot allocation pattern at the beginning of a given superframe Tm. Specifically,
si indicates the status of slot si, i.e. if it is either free (F ) or acquired (A). Of course,
superframe Tj features NA slots whose status is A.
Initially, the system state is Xj = [Nj , 0, ..., 0], i.e. all joining nodes have scheduled
their transmission at the first slot of superframe Tj . Then, the system can evolve in
different states, depending on both the slot allocation pattern Sj and the specific events
that occur during the contention for each slot.
State generation
Algorithm 10 details function generate states(Xm, Sm). Such a function takes two
parameters as input (line 1), namely Xm and Sm, that are the network state and the
slot allocation pattern, at the beginning of superframe Tm, respectively. It returns a set
GXmSm of transition vectors, each one of which includes the following three fields:
• Xm+1 = [n1, n2, ..., nN ] represents one of the possible states where the network
can evolve to from superframe Tm to superframe Tm+1, starting from state Xm
and slot allocation pattern Sm.
• pXmXm+1 is the probability that the system changes its state from Xm to Xm+1,
given the Sm slot allocation pattern at superframe Tm.
• eXmXm+1 is the energy consumed by joining nodes when the system changes its
state from Xm to Xm+1, given the Sm slot allocation pattern at superframe Tm.
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1: GXmSm generate states (Xm, Sm)
2: transition init
3: init.Xm+1 = Xm
4: init.pXmXm+1 = 1
5: init.eXmXm+1 = Eu · (Nj −
N∑
i=1
Xm[i])
6: Ω0 = ∅
7: Ω0 = Ω0 ∪ init
8: for i in 1 ... N
9: for each ω ∈ Ωi−1
10: if ω.Xm+1[i] = 0 then
11: transition gen = ω
12: Ωi = Ωi ∪ gen
13: continue
14: end if
15: if si ∈ Sm = A then
16: transition gen = ω
17:
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + ω.Xm+1[i]
18: gen.Xm+1[i] = 0
19: gen.pXmXm+1 = ω.pXmXm+1 · 1
20: gen.eXmXm+1 = ω.eXmXm+1 + ω.Xm+1[i] · ECS
21: Ωi = Ωi ∪ gen
22: end if
23: if si ∈ Sm = F then
24: transition gen = ω
25:
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + ω.Xm+1[i] − 1
26: gen.Xm+1[i] = 0
27: gen.pXmXm+1 = ω.pXmXm+1 · PFs (ω.Xm+1[i])
28: gen.eXmXm+1 = ω.eXmYm+1 + Es(ω.Xm+1[i])
29: Ωi = Ωi ∪ gen
30: for k = 2 to ω.Xm+1[i]
31: transition gen = ω
32:
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + (ω.Xm+1[i] − k)
33: gen.Xm+1[i] = k
34: gen.pXmXm+1 = ω.pXmXm+1 · PFc (k | ω.Xm+1[i])
35: gen.eXmXm+1 = ω.eXmXm+1 + Ec(k | ω.Xm+1[i])
36: Ωi = Ωi ∪ gen
37: end for
38: end if
39: end for
40: end for
41: return GXmSm = ΩN
42: end function
Algorithm 10: Function generate states()
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In practice, the function generate states() produces GXmSm , i.e. the set of all possible
states Xm+1 where the system can evolve to from state Xm and slot allocation pattern
Sm. For each Xm+1, the transition probability pXmXm+1 and the energy consumption
eXmXm+1 are also reported.
Initialization. The function generate states() relies on an iterative approach to gener-
ate all possible transition vectors. First of all, generate states() creates and initializes
transition init (line 2-7). Specifically, init.Xm+1 is set to Xm, while init.pXmXm+1 is
set to 1, since no events have been considered yet. Instead, init.eXmXm+1 assumes an
initial value equal to Eu · (Nj −
N∑
i=1
Xm[i]), where Eu is the energy spent by joining
nodes that have already completed their join procedure. Since there are Nj = NF join-
ing nodes at superframe Tj , the number of joining nodes that have already completed
their join procedure can be calculated as Nj −
N∑
i=1
Xm[i]. Then, transition init is added
to set Ω0. In general, Ωi, 1 ≤ i ≤ N , represents the set of transitions generated by
generate states() after having examined i slots in the current superframe. During slot
si, 1 ≤ i ≤ N , function generate states() considers all transitions ω ∈ Ωi−1 (lines 8-9).
In case no joining nodes are contending slot si, the current transition is skipped, and
the next one is considered (lines 10-14). Otherwise, it behaves differently depending on
whether slot si is acquired (A) or free (F ).
Acquired slot. First, let us consider the case when slot si is acquired (lines 15-22). In
such a case, all nodes contending for slot si find the channel busy while performing their
carrier sense operation and, thus, schedule a retry at the next slot si+1. Then, for each
transition ω ∈ Ωi−1, a new transition gen = ω is created (line 16), and the following
operations are performed (lines 17-21).
1. All the ω.Xm+1[i] nodes contending for slot si retry at the next slot si+1 (Algorithm
2), during which other ω.Xm+1[(i+ 1)%N ] nodes are going to contend, i.e.
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + ω.Xm+1[i] (C.2)
2. No nodes remain on slot si, then
gen.Xm+1[i] = 0 (C.3)
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3. All contending nodes retry at the next slot for sure, hence the overall transition
probability does not change, that is
gen.pXmXm+1 = ω.pXmXm+1 · 1 (C.4)
4. All the ω.Xm+1[i] nodes perform a channel sensing during slot si. Hence, the
overall energy consumed by joining nodes during slot si is equal to ω.Xm+1[i]·ECS .
More formally, we have
gen.eXmXm+1 = ω.eXmXm+1 + ω.Xm+1[i] · ECS (C.5)
5. Finally, being a possible transition state generated at slot si, gen is added to the
set Ωi, that is
Ωi = Ωi ∪ gen (C.6)
Free slot. Now we consider the case when slot si is free (F ) (lines 23-39). In such a case,
different kinds of events can occur during the contention for slot si. Specifically, for each
ω ∈ Ωi−1, the algorithm considers all the events that can occur at slot si in the presence
of ω.Xm+1[i] sensor nodes trying to access it. Thus, there are exactly ω.Xm+1[i] events
to be considered, which can be classified into two different classes, namely success and
defeat. The former regards the cases when only one sensor node wins the contention and
successfully transmits its packet at slot si, while all other sensor nodes find the medium
busy. The latter refers to the cases when two or more sensor nodes experience a collision
at slot si, while the remaining ones find the medium busy.
Success. First, let us focus on the case when one of the ω.Xm+1[i] contending sensor
nodes successfully transmits its packet (lines 24-29). Then, a new transition gen = ω is
created, and the following operations are performed.
1. All nodes contending slot si but one, i.e. ω.Xm+1[i]−1, retry at the next slot si+1,
during which other ω.Xm+1[(i+ 1)%N ] nodes are going to contend, i.e.
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + (ω.Xm+1[i] − 1) (C.7)
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2. The ω.Xm+1[i]− 1 nodes that have lost the contention at slot si, retry at the next
slot si+1, whereas the winner node terminates its own join procedure. Thus, no
joining nodes remain in slot si, then
gen.Xm+1[i] = 0 (C.8)
3. We have to consider both i) the probabilities of all events occurred before slot si,
i.e. ω.pXmXm+1 ; and ii) the probability of the specific event happened during slot
si, i.e. P
F
s (ω.Xm+1[i]). Hence,
gen.pXmXm+1 = ω.pXmXm+1 · PFs (ω.Xm+1[i]) (C.9)
4. In the presence of ω.Xm+1[i] contending nodes, the overall energy consumed by
joining nodes is equal to Es(ω.Xm+1[i]). Hence, we have
gen.eXmXm+1 = ω.eXmXm+1 + Es(ω.Xm+1[i]) (C.10)
5. Finally, being a possible transition state generated at slot si, gen is added to the
set Ωi, that is
Ωi = Ωi ∪ gen (C.11)
Collision . Now we consider the case when two ore more sensor nodes experience a
collision at slot si (lines 30-37). For each possible number of colliding nodes k, 2 ≤
k ≤ ω.Xm+1[i], a new transition gen = ω is created, and the following operations are
performed.
1. All nodes that have found the medium busy, i.e. ω.Xm+1[i]− k, retry at the next
slot si+1 (Algorithm 2), during which other ω.Xm+1[(i + 1)%N ] nodes are going
to contend. Hence,
gen.Xm+1[(i + 1)%N ] = ω.Xm+1[(i + 1)%N ] + (ω.Xm+1[i] − k) (C.12)
2. All the k colliding nodes remain in slot si, then
gen.Xm+1[i] = k (C.13)
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3. We have to consider both i) the probabilities of all events occurred before slot si,
i.e. ω.pXmXm+1 ; and ii) the probability that k sensor nodes out of the ω.Xm+1[i]
contending ones collide with one another, i.e. PFc (k | ω.Xm+1[i]). Hence,
gen.pXmXm+1 = ω.pXmXm+1 · PFc (k | ω.Xm+1[i]) (C.14)
4. In the presence of ω.Xm+1[i] contending nodes, k of which collide with one another,
the overall energy consumed by joining nodes is equal to Ec(k | ω.Xm+1[i]). Thus,
we have
gen.eXmYm+1 = ω.eXmYm+1 + Ec(k | ω.Xm+1[i]) (C.15)
5. Finally, being a possible transition state generated at slot si, gen is added to the
set Ωi, that is
Ωi = Ωi ∪ gen (C.16)
Epilogue. As it can be observed, when all the N slots in the superframe have been
examined, the set ΩN contains all possible states Xm+1 reachable from state Xm, in
the presence of a slot allocation pattern Sm. Thus, generate states() assigns ΩN to
GXmSm , and returns it (line 41). Note that it is possible that two different transitions
in GXmSm contains the same Xm+1. This is because, in general, state Xm+1 can be
reached from state Xm in different ways, depending on the particular events occurred
during superframe Tm.
Derivation of the DTMC
Algorithm 11 details function generate DTMC(Nj , NA). Such a function takes two
parameters as input, namely Nj and NA, i.e., the number of joining nodes and the
number of already assigned slots, respectively (line 1). The function returns a pair of
matrices (P,E). In particular, P is the transition probability matrix, and each element
PXY indicates the probability that the system state changes from X to Y . Instead,
matrix E indicates the energy consumption of joining nodes. Specifically, each element
EXY represents the average energy consumed by joining nodes when the network state
changes from X to Y .
The generate DTMC() function mainly relies on the following three sets.
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1: (P,E) generate DTMC (Nj , NA)
2: Unprocessed = ∅
3: Examined = ∅
4: F = ∅
5: Xj = [Nj , 0, ..., 0]
6: Unprocessed = Unprocessed ∪Xj
7: while( Unprocessed! = ∅ )
8: extract Xm from Unprocessed
9: Examined = Examined ∪Xm
10: nj =
N∑
i=1
Xm[i]
11: for each Sm : |i : Sm[i] = A| = NA +NF − nj
12: GXmSm = generate states(Xm, Sm)
13: for each g ∈ GXmSm
14: if g.Xm+1 6∈ Unprocessed ∧ g.Xm+1 6∈ Examined
15: Unprocessed = Unprocessed ∪ g.Xm+1
16: end if
17: g.pXmXm+1 = g.pXmXm+1 · 1( NNA+NF−nj)
18: F.insert({Xm, g.Xm+1, g.pXmXm+1 , g.eXmXm+1})
19: end for
20: end for
21: end while
22: P = [ ]
23: E = [ ]
24: for each Xm ∈ Examined
25: for each f in F : f.Xm = Xm
26: PXmXm+1+ = f.pXmXm+1
27: end for
28: end for
29: for each Xm ∈ Examined
30: for each f in F : f.Xm = Xm
31: EXmXm+1+ = f.eXmXm+1 ·
f.pXmXm+1
PXmXm+1
32: end for
33: end for
34: return (P,E)
35: end
Algorithm 11: Function generate DTMC()
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• Unprocessed, a set including all the states that are still to be examined.
• Examined, the set including all network states that have been already examined.
• F : a list of elements f = {Xm, Xm+1, pXmXm+1 , eXmXm+1}, each one of which
represents one of the possible transitions from a given state Xm to state Xm+1.
In particular, f is composed of four elements. Xm and Xm+1 are the initial and
final state of transition f , respectively. Instead, pXmXm+1 and eXmXm+1 are the
occurrence probability of transition f , and the energy spent by joining nodes during
f , respectively.
Initially, the above mentioned sets are created and initialized (lines 2-4). Also, vector
Xj = [Nj , 0, ..., 0], representing the network state at superframe Tj , is created and added
to set Unprocessed (lines 5-6). The join procedure terminates when there are no joining
nodes that have still not acquired a slot, i.e. the network state is Xf = [0, 0, ..., 0].
Then, the function performs a while loop (lines 7-21), that ends when there are no
more states to be analyzed, i.e. when Unprocessed = ∅. At each step of the loop,
one element Xm is extracted from Unprocessed (line 8), and added to Examined (line
9). Thereafter, generate DTMC() generates all possible states Xm+1 where the network
may evolve to from state Xm at a given superframe Tm. The goal is to derive, for
every pair {Xm, Xm+1}, both the probability PXmXm+1 that the system state changes
from Xm to Xm+1, and EXmXm+1, i.e. the average energy consumed by joining nodes
when such a transition occurs. In order to do that, all the possible slot allocation
patterns Sm = [s¯1, s¯2, ..., s¯N ] at superframe Tm are considered (line 11). Since i) the
network state at superfame Tm is Xm; ii) there were exactly NA assigned slots when
the join procedure started; and iii) we have supposed that the number of joining nodes
Nj = NF , then the number of assigned slots at a given superframe Tm is equal to
NA + NF − nj , where nj =
N∑
i=1
Xm[i]. Specifically, such a formula calculates the total
number of assigned slots at the beginning of Tm, by subtracting the number of joining
nodes that are still competing to acquire a slot, i.e. nj =
N∑
i=1
Xm[i], from the total
number of slots in the superframe, i.e. N =NA +NF . Having said that, a slot allocation
pattern Sm is considered if and only if it satisfies the following condition: Sm : |{i ∈
[1, ..., N ] : Sm[i] = A}| = NA + NF − nj , where |{·}| indicates the cardinality of
a given set. That is, considered slot allocation patterns are such that the number of
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assigned slots is equal to NA + NF − nj . So doing, the function generate states() is
invoked for each considered pair {Xm, Sm} (line 12). Such a function returns GXmSm ,
i.e. the set of all possible transitions that can occur given the network state Xm and
the slot allocation pattern Sm. Then, for each transition g ∈ GXmSm , the following
operations are performed. First, if state g.Xm+1 is neither in the set Unprocessed nor
in the set Examined, it is added to Unprocessed, since it still has to be analyzed (lines
14-16). Second, the probability g.pXmXm+1 , i.e. the probability that transition g occurs,
is multiplied by P (Sm | Xm), i.e. the probability that the slot allocation pattern is
Sm at the beginning of Tm, given the network state Xm (line 17). This is because the
probability g.pXmXm+1 is computed considering a specific slot allocation pattern Sm at
superframe Tm. Specifically, the probability P (Sm |Xm) is equal to 1/
(
N
NA+NF−nj
)
where
nj =
N∑
i=1
Xm[i]. In fact, the number of possible slot allocation patterns Sm at superframe
Tm is equal to
(
N
NA+NF−nj
)
and all slot allocation patterns Sm are equiprobable. Finally,
the tuple { Xm, g.Xm+1, g.pXmXm+1 , g.eXmXm+1} is added to list F (line 18). Once the
analysis has been completed, set Examined contains all possible system states Xm. Also,
list F contains all possible transitions from a given state Xm to any other state Xm+1.
Then, generate DTMC() computes matrix P (lines 24-28). Specifically, the probability
to reach state Y ∈ Examined from state X ∈ Examined is computed by considering all
elements f in F such that f.Xm = X ∧ f.Xm+1 = Y . More specifically, the probability
to reach state XY from state X, i.e. PXY , is calculated as:
PXY =
∑
f :f.Xm=X∧f.Xm+1=Y
f.pXmXm+1 (C.17)
Finally, the matrix E is computed (lines 29-33). Specifically, the average energy spent
by joining nodes when the network state changes from X to Y , i.e. EXY , is calculated
as:
EXY =
∑
f :f.Xm=X∧f.Xm+1=X
f.eXmXm+1 ·
f.pXmXm+1
PXY
(C.18)
That is, EXY is calculated as the weighted sum of energies f.eXmXm+1 spent by joining
nodes during each possible transition f . As weight for each f , we consider
f.pXmXm+1
PXY
,
i.e. the probability that the specific transition f occurs, given an occured transition
from X to Y .
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C.4 Analysis of energy consumption
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Figure C.1: Energy consumptions for N = 3, NA = 1, Nj = 2.
Figure C.1 shows the average energy consumption associated with each transition derived
according to Equation 8.5 and 8.6. For the sake of simplicity, we only explain the
computation of the average energy consumption for transitions originating from the
inital state of the system, i.e. [2, 0, 0]→ [2, 0, 0], [2, 0, 0]→ [0, 2, 0], and [2, 0, 0]→
[0, 0, 0]. The average energy spent during all the other transitions can be derived
following the same line of reasoning. Let us focus on transition [2, 0, 0]→ [2, 0, 0]. As
mentioned above, this transition occurs when the two joining nodes experience a collision
at the first slot of the superframe. Hence, according to Equation 8.6, the average energy
consumption is equal to Ec(2 | 2) in this case. Transition [2, 0, 0] → [0, 2, 0] occurs
when: i) the two joining nodes find the channel busy during the first slot and move to the
second slot and ii) they experience a collision. During the first slot the two nodes perform
a channel sensing operation. Hence, they spend an energy equal to 2 · ECS . Instead,
the energy consumed due to the collision at the second slot is equal to Ec(2 | 2). Thus,
the energy consumption for this transition is 2 · ECS + Ec(2 | 2). The last transition
we consider is [2, 0, 0] → [0, 0, 0]. This transition occurs when both joining nodes
success in acquiring a free slot during the superframe. There are three different cases
that cause this transition. The first one happens when i) Sm = [A, F, F ] and ii) two
successes occur, one at the second slot and one during the third slot. The energy spent
in this case is equal to 2 · ECS + Es(2) + Es(1) since the two nodes sense the channel
during the first slot and there are two successful events. Also, the probability for this
case to occur is equal to 13 · PFs (2). The second case is when Sm = [F, A, F ] and two
successful transmissions occur, one at the first slot and one at the third slot. Hence, the
energy spent by the joining nodes is equal to Es(2) + ECS + Es(1). The probability of
this case to occur is 13 · PFs (2). The last case happens when Sm = [F, F, A] and two
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successes occur, one at the first and one at the second slot. The energy spent in this
case is equal to Es(2) +Es(1) while the probability for the case to occur is
1
3 ·PFs (2). As
it can be observed all the three cases have the same probability to occur. Hence, we can
calculate the average energy consumption simply by performing an arithmetic mean of
the energies spent in the three different cases. Thus, the average energy consumption
for this transition is equal to Es(2) + Es(1) + ECS .
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