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Abstract
The work here presented analyzes the performances (in terms of scatter
fraction, spatial resolution, sensitivity, image quality) obtained from a 10-
detectors small-animal PET, simulated via Geant4 Application for Emission
Tomography (GATE), in comparison with other designs studied in previous
works. Particular attention is given to the comparison with the 12-detectors
miniPET II, already built and working, with the ultimate goal to understand if
the removal of two detectors would substantially aﬀect performances. Results
obtained show a clear improvement in count rate and scatter fraction (-4%
with respect to miniPET II and peak NECR of 114 kcps at 60 MBq with
mouse phantom), as well as in sensitivity (maximum value obtained at the
center of the camera with 10.91 cps/kBq); spatial resolution is as good as 1.58
mm FWHM in the transaxial plane, only 10% higher than miniPET II, and
is conﬁrmed by image quality tests on a mini Derenzo phantom. Results are
encouraging and speak in favour of 10-detectors design.iv
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Abbreviations
PET - Positron Emission Tomography
BGO - Bismuth Germanate (Bi4Ge3O12)
LOR - Line Of Response
DOI - Depth Of Interaction
PSF - Point Spread Function
FWHM- Full Width at Half Maximum
FWTM- Full Width at Tenth Maximum
FBP - Filtered Back Projection
MLEM - Maximum-Likelihood Expectation Maximization
OSEM - Ordered Subsets Expectation Maximization
SF - Scatter Fraction
NECR - Noise Equivalent Count Rate
NEMA - National Electrical Manufacturers Association
FOV - Field Of ViewChapter 1
Introduction
1.1 Small-animal PET
In the past few decades, the increasing need to image with more depth and precision
small parts of the body or the physiological processes occurring in small animals
have led to the development of the so called small-animal PET cameras. Those
devices are able, for example, to image the smallest structures of breast or brain,
or to portray with accuracy the physiological processes occurring in mice or ro-
dents during tests of drugs or pharmaceuticals. For these reasons, the importance
of small-animal PET cameras both in the research ﬁeld and in medical practice is
constantly increasing, helped by the recent progresses in computational capabili-
ties, in electronics and in biology.
The design of small-animal PET devices, characterized by small Field Of View and
very high spatial resolution, is however not free of obstacles: the small dimensions
of the camera require a careful choice of the components used to build it up, in order
to collect as much information as possible from those small emitting sources. At
the same time errors, artifacts or distortions of the ﬁnal image have to be avoided.
The components of such sophisticated machines are far from cheap, so the develop-
ment of a new camera has to be carefully thought beforehand. Virtual simulation
of the device, performed before building up the actual machine, is one of the strate-
gies used nowadays to optimize the process that leads to the development of a new
small- animal PET scanner.
1.2 Project aims and objectives
The aim of this project is to analyze the performances of a 10-detectors PET scan-
ner designed for small animals, using a Monte Carlo-based simulation software.
The new geometry will be characterized in terms of sensitivity, scatter fraction,
spatial resolution and image quality. The results will be compared with the ones
obtained with the 12-detectors miniPET, simulated and later built in ATOMKI
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laboratories, in order to obtain guidelines for a new small animal PET scanner that
KTH and ATOMKI are planning to build. In fact, each detecting unit can greatly
inﬂuence the costs of the ﬁnal machine. As a consequence, ﬁnding a lower bound
to the number of detectors that can guarantee good results at the same time is of
outstanding importance.
These simulations will thus make evident either if removing 2 detectors from the
previously evaluated miniPET II [1] is feasible (worth the reduced FOV and the
possibly worse performances) or if the use of 12 detectors represents a lower bound
to detector number, under which performances become unacceptable for a small-
animal scanner.
1.3 Methodology and report outline
The tests listed in the previous sections are performed according to the recom-
mendations of National Electrical Manufacturers Association, an organization that
provides guidelines to test (not only medical) devices in a standardized and com-
parable way. The simulations are performed with a Monte Carlo based simulation
software, speciﬁcally tailored to Tomographic applications (Geant4-based Appli-
cation for Tomographic Emission, GATE). Matlab sofware package was used to
process data coming from the simulations.
In chapter 2, an overview of PET imaging is presented, with particular atten-
tion to the aspects of interest for small-animal PET imaging. Chapter 3 brieﬂy
describes the basics of Monte Carlo simulations, together with the properties, ad-
vantages and disadvantages of the simulation software (GATE) used during this
work. In Chapter 4, the implementative details of the 10-detectors PET here sim-
ulated are discussed, together with materials and methods used to characterize it.
Discussion of the results obtained from the simulation are on Chapter 5. This
chapter also includes the comparison with the miniPET II camera, evaluated in
previous works, and with other (commercial and pre-clinical) devices of the same
category.Chapter 2
Nuclear medical devices: from
radiotracers to image
reconstruction
One of the ﬁrst applications of nuclear imaging goes back to late 40s, when ra-
dioactive iodine was used for the ﬁrst time as a means to diagnose thyroid cancer,
using a point by point scan. From that ﬁrst application, diﬀerent devices have been
designed in order to detect radiation emitted form the body: SPECT and PET are
the main ones. In this chapter, a brief overview on the main principles underlying
the proper working of these devices is presented; particular attention will be given
to PET imaging.
2.1 Principles of molecular imaging
All emission imaging techniques require two main components to properly work: a
radiopharmaceutical and a device that is able to detect the (radioactive) activity
of that component. The radiopharmaceutical is a substance that is introduced in
the patient’s body through inhalation, swallowing or injection. It is made up of a
molecule of interest for the body, combined with a radioactive isotope. The resulting
component is attracted to speciﬁc organs, tissues or body areas; the camera detects
the radiopharmaceutical presence and provides information about the functional
processes that are taking place in that region. In this sense, the information that
emission imaging can give to doctors and specialists diﬀer from what x-rays, CT
or MRI produce: while these techniques are ”anatomical” —and thus just provide
a (very good) morphological description of the area under analysis—, PET and
SPECT techniques might determine the presence of a malignant spot based on
functional biological activities.
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2.2 Positron Emission Tomography (PET)
Positron emission tomography (PET) is one of the main applications of emission
imaging. It is a tomographic technique that computes the three-dimensional dis-
tribution of radioactivity based on the annihilation photons that are emitted by
positron emitter substances. Since the quantity of radiotracer introduced in the
body is usually very low, PET allows to describe biochemical and functional pro-
cesses by relatively safe and non-invasive means. The process by which PET works
Figure 2.1: How PET works: 1) the radioactive molecule decays and a positron is
emitted. 2) the positron travels some distance in the medium (see ”positron range”
further on), then annihilates. 3) annihilation at rest determines the production of
two antiparallel gamma rays. In reality, the annihilation doesn’t happen at rest ⇒
the two photons aren’t emitted at exactly 180°angular span (”acollinearity angle”)
4) each photon hits a crystal. If two photons are detected in the same coincidence
window, a LOR between impinged detectors is identiﬁed. Given a suﬃcient number
of LORs, reconstruction is made possible.
can be summarized in the following steps: ﬁrst of all, the radioactive atoms con-
tained in the radiotracer introduced in the body decay, emitting a positron and a
neutrino:
AZ → AZ−1 + n + e+ + energy (2.1)
The positron (e+) produced by this reaction travels in the medium (organ, tissue,
phantom under examination) and, after a time approximately equal to 10−9 s, en-
counters an electron and annihilates. The annihilation determines the emission of2.2. POSITRON EMISSION TOMOGRAPHY (PET) 7
two gamma rays: they are antiparallel (emitted at 180°angular span, if annihilation
is at rest) and they have an energy of E=511 keV, equal to the mass of the electron
and/or the positron. These rays are emitted simultaneously and should be detected
by the PET scanner.
The PET scanner is traditionally made up of a ring of detectors surrounding
the object; the PET device should detect all photons emitted by the source, but
only those pairs which hit two diﬀerent detectors in the same (very short, i.e.
3 ns) temporal window will be considered as ”coincidences” and will be stored
for image reconstruction: in fact, if the two photons (having 511 keV energy) hit
two scintillators almost simultaneously, this means that the annihilation site lies
somewhere along the line connecting the two crystals (LOR, Line of Response).
If this is done for a suﬃcient number of coincident events, it will be possible to
reconstruct the distribution of the tracer within the FOV. Figure 2.1 sketches the
main steps that lead from the decay of the molecule of interest to the detection of
the respective Line of Response.
Types of coincidences
Figure 2.2: Coincidence events in PET: a) True b) Compton scatter c) Random d)
Multiple. Solid line: photon path; dashed line: reconstructed LOR. Modiﬁed from
[2]
The ideal process described in Section 2.2 would allow us to perfectly reconstruct
a radioactive point source positioned in the FOV of the camera. However, in
reality, other processes can occur in the meanwhile or after annihilation: the PET
device will then also register falsely located coincidence events and, in turn, image
resolution will be degraded. In the following part of this section, a brief explanation
on the diﬀerent events which can be recorded in PET imaging is given:8
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• A true coincidence is found when the two singles that make up the coincident
event come from the same annihilation event.
Scatter coincidences are true coincidences in which one of the two photons
(or both) interacts with the body/phantom before reaching the detector; this
means that the photon gets deviated with lower energy (Compton scattering)
and hits a detector diﬀerent from the one it was supposed to; by consequence,
a wrong LOR will be reconstructed (Figure 2.2 , b).
It has to be noted that this deﬁnition of true coincidences (which includes scatter
events) is often disregarded in everyday speaking. Almost always, true coincidences
are considered as events that occur when both photons from an annihilation event
are detected by detectors in coincidence, neither photon undergoes any form
of interaction prior to detection [3]. This distinction between true and scatter
coincidences is actually adopted by many sources of literature [2, 4]; the National
Electrical Manufacturers Association [5] also suggests the calculation of ’true coin-
cidences’ as
Ctrue = Ctotal − Crandom+scatter
which implicitly assumes that true and scatter coincidences are considered as two
diﬀerent types of event. Figure 2.2 also refers to this ”alternative”, but more
common, way to address trues and scatters.
• Random coincidences are detected when two photons, coming from two dif-
ferent annihilation events, hit two detectors in the same coincidence window;
again, a wrong LOR will be reconstructed (Figure 2.2, c)
• Multiple coincidence events (Figure 2.2, d) occur when more than two pho-
tons interact with detectors in the same coincidence window. In this case,
the choice of which event is stored and which one is rejected depends on the
camera (i.e., it is possible to reject all the events, to keep only the two photons
with highest energy, ..., based on photon energy detection and gating).
It is important to understand the weight of all these components with respect to
the total amount of coincidences detected. In fact, they can add background noise,
decrease SNR and thus aﬀect the quality of the reconstructed image.
Fundamental limits of spatial resolution in PET
Spatial resolution is a parameter of great importance, especially if small-animal
PET cameras are considered. It is deﬁned as the ability to distinguish between two
points after image reconstruction and it is commonly measured by evaluating the
Point Spread Function (PSF) of the reconstructed source.
Apart from spurious coincidence events, for which corrections can be applied, sev-
eral other physical eﬀects control the actual spatial resolution of a PET camera. The2.2. POSITRON EMISSION TOMOGRAPHY (PET) 9
literature [6, 7] shows that contributions can come from detector width, acollinear-
ity of gamma rays and positron range, but also from inaccurate electronic decoding
of signals, penetration of gamma rays into adjacent detectors and reconstruction
errors. Some of these processes can not be avoided, while it is possible to get around
some others by carefully designing the PET device.
Physical limits: acollinearity and positron range
Acollinearity represents one of the main fundamental limits in PET imaging res-
olution: since, after annihilation, the positron-electron pair still has some kinetic
energy left, in order to preserve momentum the rays are not emitted at exactly
180°angular span; to be detailed, the mean accollinearity angle is 0.25°FWHM.
The contribution of accollinearity of the two opposing rays increases with the ring
diameter, so this problem is almost negligible when talking about small-animal
cameras.
Figure 2.3: Positron range for a
18F point source in water. [7]
The second main factor that limits PET reso-
lution is the so called positron range. Before
colliding with an electron and going through the
process of annihilation, the positron emitted by
the nucleus of the radiotracer travels some dis-
tance in the material. This means that there
is a discrepancy between the annihilation point
(reconstructed with LOR) and the actual place-
ment of the nucleus that generated the pho-
ton. The distribution of the actual annihilation
points around the parent nucleus has a cusp-like
shape and its FWHM only depends on the iso-
tope being used; 18F is one of the best choices
since, with its 1.4 mm FWHM, is one of the iso-
topes with the lowest positron range [8].
A formula to analitically calculate spatial reso-
lution G of a point source located at radius r
from the center of the camera was derived some
decades ago:
G = 1.25 ∗
s
(0.0044 × R)2 + (
d
2
)2 + s2 + b2 +
(12.5r)2
r2 + R2
where d is the crystal width, s is the positron range, b is the crystal decoding error
factor (d/3 if optical decoding is used, 0 otherwise) and R is the ring radius. The
factor 1.25 represents the contribution of interpolation and back-projection in the
image reconstruction, and 0.0044 = tan(0.251) (more details can be found on [7]).10
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Figure 2.4: Detection response as a function of source position and crystal size: if
the source is located at the edges of the FOV of the crystal, only coincidences from
a restricted area (painted in green) can be recorded, while all other events are lost.
If the same source is positioned at the center of the FOV, coincidences coming from
a larger area (blue) can be stored. Using two small crystals, instead of a big one,
would have allowed the collection of a higher number of coincidences even for the
oﬀ-centered source.
Let’s consider only the eﬀects of positron range and acollinearity, reduce any other
factor to ideal levels and assume the use of 18F isotope. The fundamental limit
of spatial resolution of a point source located at the center of a a small-animal ring
PET scanner with R=77 mm (like the one simulated in this work) then becomes:
1.25 ∗
p
(0.0044 ∗ 77)2 + (0.55)2 = 0.81 mm FWHM
.
Technological limit: crystal size
The size of the crystals that make up the PET device is another factor that can
play and important role in determining spatial resolution. It has been demonstrated
[6] that the detection of photons is not uniform at every point of the detector, but
it goes from zero when the source is out of the edges of the detector to a maximum
when the source is halfway between the edges, leading to a triangle-like response
of the detection function (Figure 2.4). The triangle-like response of the detection
function would ideally suggest the production of smaller crystals but, on the other
hand, reducing their size would increase the number of crystals needed (and so
the number of electronic channels needed, and therefore the costs); moreover, the2.2. POSITRON EMISSION TOMOGRAPHY (PET) 11
smaller the crystal, the higher the fraction of its volume occupied by the crystal
coating, and this would lead to a reduction of its detection eﬃciency. Finally, for
cameras whose diameter is smaller than 20 cm, signiﬁcant improvements in spatial
resolution would only be achieved if the crystal size is <1mm [7].
All of this to say that detector size is important, but not crucial in spatial reso-
lution evaluation, and that its choice is the result of a compromise between costs,
eﬃciency and spatial resolution ability.
Introducing now a realistic crystal width, the formula used in the previous para-
graph to calculate the minimum spatial resolution of a small-animal PET scanner
(assuming a point source, crystals with Depth Of Interaction capability –see further
on on this paragraph for an explanation of DOI problem– and no decoding errors)
becomes
1.25 ∗
p
(0.0044 ∗ 77)2 + (0.55)2 + (1.27/2)2 = 1.14 mm FWHM
This calculation was done by using 1,27 mm-wide detectors, the same used for the
simulation presented in this work. This value was chosen for comparative purposes
(miniPET II was built up with crystals of the same size), but it also makes sense
since crystal width should be higher than the fundamental limit, but not too big
—in order to reduce the artifacts due to the non-uniform detection of LOR, as said
before.
Talking about crystal dimensions, one more point regarding crystal thickness has
to be highlighted. The ﬁnite thickness of the crystal and the penetrating nature
of photons, together with the fact that the electronics of the detectors is only able
to calculate an integrated signal at the end of the crystal, determines a Depth of
Interaction (DOI) uncertainty(Figure 2.5). The resulting parallax error determines
the reconstruction of a wrong LOR, which in turn degrades the quality of the
reconstructed image.
The factors just listed are those that most aﬀect spatial reslution: for some of
them (acollinearity and positron range) no realistic workarounds have been found
yet. For some others (e.g. crystal front size) the choice is a trade-oﬀ between
opposing needs. All the other factors listed before (reconstruction algorithm, im-
precise electronics, ...) are potential sources of errors aswell, but they can be
ideally avoided by e.g. designing crystals that are able to give information about
the depth of interaction within the crystal or evaluating more sophisticated recon-
struction algorithms.
For a detailed description of all these factors, refer to [7] and [6].
PET detectors
In Section 2.2 a mention to scintillating crystals was made, using this word to
address the smallest detection element of a PET device. In this work we usually
refer to crystals as submodules of a larger structure called detector (i.e., a detector
is an array of crystals) but, literally speaking, crystals are radiation detectors,
that is structures able to detect the amount of radiation emitted by the source.12
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Figure 2.5: Parallax eﬀect due to DOI uncertainty. It could happen that the
detector’s electronics could (incorrectly) assign the LOR based on the front of the
interaction crystal (painted in green), that may not be the same as the one in which
the ray entered (painted in red)
In order to work properly, they require interaction of radiation with matter; this
interaction can be achieved either by ionization (removal of electrons from the atoms
constituting the detector) or by excitation (elevation of electrons to excited states
and subsequent decay with light emission).
Generally speaking, there are several ways to manufacture radiation detectors:
• gas-ﬁlled detectors consist of a volume of gas between two electrodes, with an
electric potential diﬀerence applied between the electrodes. When a charged
particle enters the chamber, it ionizes the gas and an electrical current is
produced. The sensitivity of ion chambers can be increased by ﬁlling them
with a high atomic number gas and by pressurizing the gas itself to increase
its density. The main disadvantage of this kind of crystals is that they have
low eﬃciency for γ rays and it is harder to pack them into tight arrays.
• scintillators are materials that emit visible or ultraviolet light after inter-
action of ionizing radiation with the material. The luminescence that is pro-
duced comes both from ﬂuorescence and phosphorescence: ﬂuorescence is the2.2. POSITRON EMISSION TOMOGRAPHY (PET) 13
prompt emission of light, while phosphorescence (or afterglow) is the delayed
emission of light; ideally, afterglow should be as low as possible. They are
able to measure the energy of the detected photons and they are those that
are most widely used in PET scanners, due to simplicity, relatively low man-
ufacturing costs and possibility to decrease their size down to less than 1mm
[9].
• semiconductor detectors (or Solid-State Detectors, SSD) are essentially the
solid-state version of gas-ﬁlled detectors, with the advantage that less en-
ergy ( 10 times lower [10]) is required in SSDs to create an electron-ion pair.
Semiconductor detectors are seldom used in medical imaging mainly because
of high expense and low intrinsic eﬃciency. However, this type of detectors
could be the best way to achieve high signal output with short decay times
and good linearity of response [11].
When a radiation detector is coupled with electronic circuitry, we can talk about a
detector system. A detector system can work in two modes: pulse mode and cur-
rent mode. In pulse mode, signals from each interaction are processed individually;
the main disadvantage of this type of working modality is that two interactions
must be separated by a ﬁnite amount of time if they are meant to produce two
diﬀerent signals. If the second interaction occurs during this time interval, there
could be dead-time information loss or, even worse, it may even distort the signal
from the ﬁrst interaction. See Section 5.1 on Chapter 5 to have an idea on how
much deadtime can impact on performances of a PET device.
In current mode, signals from several interactions are averaged together to produce
a net current. This working modality is not aﬀected by dead time information loss,
but we lose information on individual interactions.
Scintillation detectors are obtained by optically coupling a scintillator with a
device that converts light into an electrical signal (e.g. a photomultiplier tube,
PMT): ionizing radiations fall on a scintillator, that in turn emits visible or UV
light according to its light yield; a fraction of the light emitted by the scintillator
is collected by the photosensitive cathode of a photomultiplier tube. The photo-
electrons emitted by the cathode are ampliﬁed manyfold by the PMT giving rise
to a large current pulse. With or without further electronic ampliﬁcation, the out-
put pulses are then counted or analyzed (pulse height, pulse time characteristics,..).
There are some properties that have to be taken into consideration in choosing
the right radiation detector for each application: these are eﬃciency, cost, physical
form, chemical stability and mechanical strength. Moreover, there are some other
parameters that are especially important in choosing the scintillator: output wave-
length, light yield, proportionality and decay time. The following of this section
will brieﬂy describe the most important of all these properties; for more details,
refer to [12] and [11].14
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• Detection eﬃciency (or sensitivity, E) is the ability of a detector to detect
radiation.
E = G ∗ I
where G is geometric eﬃciency, given by the ratio between the number of
photons reaching the detector and the number of photons emitted by the
source. I is intrinsic eﬃciency (or Quantum Detection Eﬃciency, QDE),
given by the ratio between the number of photons detected and the number
of photons reaching the detector; it depends on the energy of photons, on
atomic number, density and thickness of the detector. For a detector of
uniform thickness x, I = 1−e−µx, where µ is the linear attenuation coeﬃcient
of the material.
• Light yield (or light gain, or conversion eﬃciency): it is the number of photons
emitted per unit of energy; is it usually measured as photons/eV. The higher
the light yield, the better the accuracy, the spatial resolution and the energy
resolution of the detection device.
• Decay time and afterglow: the decay time of a scintillator is deﬁned by the
time after which the intensity of the light pulse has returned to 1/e of its max-
imum value, while afterglow is the fraction of scintillation light still present
for a certain time after the X-ray excitation stops [3]. Decay time should
be as short as possible, in order to enhance timing resolution (especially in
pulse-mode detectors used in coincidence), to allow high counting rates and
Time-of-Flight modes.
• Cost, usually referred to as the cost of growing the crystal. In fact, the cost
of crystal growth and manufacturing (cutting, polishing, assembling, ...) is
usually much higher than the cost of the raw materials.
• Mechanical strength and physical properties: crystals have to be resistant
not only to humidity, temperature changes and time, but also to the many
phases of manufacturing they have to go through. Moreover, they have to
possess the correct ruggedness in their surface and to minimize light reﬂection.
Their coating doesn’t have to be too thick with respect to the total volume
(otherwise, scintillation volume will decrease) and their shape can be modiﬁed
in order to achieve better results in detection eﬃciency and resolution (e.g.
wedge-shaped scintillators).
Ideally, a good scintillator should have high light output, short decay times and
linearity of response, that is to say it has to be both bright, eﬃcient and fast.
PET detectors have to work at high count-rates, so it is important that the decay
time of the scintillator stays short. Moreover, secondary scintillation and afterglow
should be low, because they can contribute with background light. For a long time,
the scintillator of choice for PET cameras using block-detectors has been Bismuth
Germanate (BGO), which has a high eﬀective atomic number, is humidity-resistant2.2. POSITRON EMISSION TOMOGRAPHY (PET) 15
and does not suﬀer from secondary scintillation components. However, it has a low
light yield and a long response time, so there is much interest in introducing new
scintillator materials, even at the cost of lower intrinsic eﬃciency.
LSO/LYSO and LuAP/LuYAP are very interesting candidates to replace BGO
in PET. Even if the probability of photoelectric eﬀect is smaller, they have attenu-
ation lengths that are comparable to that of BGO, a higher light yield and a much
faster response [10]. Various studies are going on to determine which material is
most suitable for PET applications. An interesting comparison, which especially
addresses to small-animal PET cameras, is on [13]: although not free from disad-
vantages, LYSO crystals look very promising among scintillation detectors.
PET tracers
The radiopharmaceuticals used in PET imaging can aﬀect, even minimally, the
quality of the images obtained. All the molecules used in nuclear medicine have to
satisfy some minimal requirements: they don’t have to be toxic for the patient and
they don’t have to modify the biological processes under examination; they should
be as specﬁc as possible for the process under study (they don’t have to join other
molecules or follow ways other than the one expected). In addition, they should
show high aﬃnity for the target site, in order to generate images with good contrast
and low background noise. Finally, among all other properties, the molecule has to
be easy to synthetize and must have a kinetics and decay time that is compatible
with clinical needs. Too short decay times make it impossible to acquire a suﬃcient
number of coincidences, while a too long half-life wouldn’t be practical in routine
clinical exams. The ﬁrst and most commonly used tracer is the glucose analogue
18F-FDG (also referred to as 18F or FDG), obtained by substituting an atom of
unstable 18F to the hydroxyl group in the 2nd position in the glucose molecule.
Since it was demonstrated that FDG accumulation in tissue is proportional to the
amount of glucose utilization, this molecule has become widespread in everyday
clincal practice. In fact, it is relatively easy to produce, its decay time is ideal in
everyday medical practice (110 min) and, importantly, it is able to pass through the
blood-brain barrier. The increased glycolytic rate and glucose avidity of malignant
cells in comparison to normal tissue is the basis of the importance of FDG-PET in
medicine studies.
However, 18F-FDG is not free from disadvantages, ﬁrst of which the fact that the
increased glucose uptake is not speciﬁc for tumors: inﬂammed lymphnodes or nor-
mal processes in hyperglycaemic people could require an amount of glucose higher
than the normal amount, thus possibly leading to wrong interpretations of PET
output.
Several new PET tracers have thus started to be developed, with the main objective
to target processes that are diﬀerent from glycolysis, and possibly more speciﬁc.
For example, in relation to breast cancer, ideas go towards targeting DNA replica-16
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tion or estrogen or epidermial growth factor receptors, whose altered activity could
be sign of abnormal cell proliferation [14]. To detect Parkinson disease, which is
caused —among all— by insuﬃcient production of dopamine in certain nervous ar-
eas, it was thought to label the membrane D1 transporter or the protein aggregates
which are typical of neurodegenerative disorders [15]. Many other studies are under
development.
The two radiotracers used in this work are some of the simplest radioactive molecules
and they are recommended by NEMA [5]. One is the already cited 18F-FDG, which
is good to simulate a realistic activity within a phantom. The second is 22Na. The
latter has a considerably long half-life (2.602 years) and this fact guarantees sta-
bility throughout the time of measurement. By consequence, it is the molecule of
election to generate radioactive point sources and evaluate spatial resolution and
sensitivity of PET devices.
2.3 Image reconstruction algorithms
The only information that comes from Positron Emission Tomography tests are the
Lines of Response accounting for each annihilation event. If LORs all lie in the
same transaxial plane (this is the case of a single-ring camera — see further on to
see what happens if the camera has an axial extent), the most common and simple
way to use them is to organize them into a sinogram, which is simply an ordered
way to store LORs into sets of parallel projections. Later, the sinogram has to
be reconstructed in order to get an image describing the distribution of the tracer
within the object.
From list-mode data to sinogram
In this work, LORs are obtained from the simulation software output. They are
subsequently translated into the corresponding sinogram using a Matlab program
speciﬁcally written. In a few words, this is how the algorithm works (see Figure
2.6):
1. an empty matrix, which will contain the projections of the tracer distribution
at the diﬀerent projection angles (sinogram), is created
2. each LOR is deﬁned by the (x, y) coordinates of the two impinged crystals.
For simplicity, all LOR are oriented so that the angle they form with x axis
is 0  α  π.
3. the distance (d) of each LOR from the center of the camera is calculated
(point-to line distance)
4. In order to establish if the LOR falls before or after the midpoint of the
projection histogram, the angle (β) formed by the line that connects the ﬁrst2.3. IMAGE RECONSTRUCTION ALGORITHMS 17
Figure 2.6: Sketch of geometry used for sinogram reconstruction. Blue line: LOR
(always oriented upwards). Orange line: vector that connects center of camera with
1st crystal. d= center-to-LOR distance.
crystal and the center of the camera is evaluated: if cos(α) > cos(β), the
LOR falls before the midpoint (and so d=-d). Otherwise, d keeps its sign.
5. the intensity of the bin of the projection column with distance d from the
midpoint is increased by one unit
6. the process is repeated for each LOR
2D sinogram backprojection
The sinogram now contains in each of its columns an intensity proﬁle obtained at
a particular projection angle. This information is very useful but not at a glance:
in order to extract from the sinogram an image that depicts the actual distribution
of the tracer within the scanned FOV, the sinogram has to be reconstructed. The
reconstruction algorithms that have been developed throughout the years are nu-
merous: simple backprojection of the intensity proﬁles onto the considered plane
was the ﬁrst attempt, soon extended and improved by Filtered back Projection18
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(FBP), whose mathematical basis lies on Fourier Slice Theorem. Another group of
eﬀective algorithms makes use of statistical, iterative techniques(i.e. ML-EM, Maxi-
mum Likelihood-Expectation Maximization; OS-EM, Ordered Subsets-Expectation
Maxiamization; ...).
(Filtered) backprojection
The ﬁrst, straightforward method used to reconstruct an image from intensity pro-
ﬁles stored in the sinogram was simple backprojection: considering each intensity
proﬁle, the value of each point in the projection proﬁle is added down to every
point in the corresponding image space. This is done for each intensity proﬁle
stored in a sinogram, eventually reconstructing the image. Simple backprojection
is mathematically supported by Fourier Slice Theorem [16] [3]. Brieﬂy speaking,
this theorem states that the 1D-Fourier Transform of the intensity proﬁle taken at
a certain projection angle corresponds to the 2D-Fourier transform of the imaged
object, evaluated on the radial line from which the projection was taken. This
means that, calculating 1D-FT of each intensity proﬁle and then anti-2DFT it, and
repeating the process for each projection angle, it is possible to extract the image
again. The result of this process is, actually, a heavily blurred version of the original
image. The mathematical interpretation of backprojection, however, comes to help:
if the image is blurred, multiplying the 1D-FT of the intensity proﬁle by a ramp
ﬁlter which emphasizes edges and de-emphasizes low-frequency content is the ﬁrst,
immediate choice; this would work perfectly if data were free from noise, but this
is practically impossible in true acquisitions. The main consequence of ramp-ﬁlter
multiplication is then not only to reduce blurring, but also to increase the contri-
butions of high-frequencies (noise included). To reduce this eﬀect, variants of the
ramp ﬁlter have been studied, which try to remove blurring while keeping low the
noise in the image.
To now, FBP is one of the most used reconstruction algorithms, due to its simplic-
ity and to the fact that it is computationally fast. Its algorithm is implemented
by many software packages, among which Matlab, and its use is recommended by
National Electrical Manufacturers Association (NEMA).
Iterative methods
Iterative methods have been developed to try to overcome the problems of FBP,
mainly the streak artifacts present in the ﬁnal image. While FBP is based on the
idea that there is only one possible solution to the sinogram reconstruction, iterative
methods take into account the possibility that more than one possible reconstructed
image could be available, which is actually much more realistic. The point is to
choose which of the possibilities most resembles the real object, and this is done by
computing multiple reconstructions and implementing an algorithm able to choose
the optimal ﬁt. The main idea that underlies iterative algorithms is summarized on2.3. IMAGE RECONSTRUCTION ALGORITHMS 19
Figure 2.7: Iterative algorithms: ﬂowchart [17]
Figure 2.7: these algorithms compute an initial guess of the reconstructed image,
typically through FBP; this image is then forward-projected1 and the estimated
projections are compared to measured projections. The ”error” between measured
and estimated projections leads to the correction of the estimated object by means
of addition or multiplicative factors. The corrected projections are then backpro-
jected and forward-projected again, the new projections compared with the initial
ones, ...and so on. The process comes to an end when the diﬀerences betweeen
measured and estimated projections is suﬃciently low: the stopping criterion and
the optimization function make the diﬀerence between the diﬀerent algorithms (i.e.
Maximum Likelihood — ML-EM).
Iterative algorithms show improvements in noise reconstruction, are more able to
handle missing-data situations and generally provide images of better quality. How-
ever, they are not free from drawbacks: the iteration parameters have to be carefully
chosen in order to get good results and, most importantly, the computational re-
quirements of these algorithms are more heavy than the ones needed to perform
FBP. To this purpose, however, eﬀorts have been made in order to speed up the
process (e.g. with OS-EM). An overview on the diﬀerent iterative reconstruction
methods can be found on [18].
1Forward projection is the process opposite to backprojection: it leads from the image space
to the set of projections.20
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Handling 3D data: 3D direct reconstruction and rebinning
techniques
Positron Emission Tomography is one of the imaging techniques in which the shift
from 2D to 3D imaging was most successful. In the 80s the ﬁrst multiring PET
devices were introduced: they showed thin septa of lead or tungsten between one
ring and the other in order to avoid collection of coincident events between detectors
which didn’t belong to the same transaxial plane. However, it was soon made
clear that collecting also LOR which were not parellel could have increased the
overall count rate, improved the sensitivity of the scanner and, in turn, the quality
of the images obtained: the septa that separated the detection elements became
retractable, so that it would have been possible to switch from 2D to 3D mode with
ease (Figure 2.9). Nowadays, most data collected from PET acquisition come from
3D mode.
The problem that immediately came out after the introduction of 3D modality
was the reconstruction algorithm which had to be used: the classical 2D methods
were no longer useful since data were coming from the 3-dimensional space. Two
main paths were followed: the ﬁrst to implement true 3D reconstruction algorithms
(like 3DRP), the second to rebin the LORs, that is to sort them into ordinary 2D
sinograms and then recover each 2D sinogram separately.
3DRP
True 3D reconstruction was the most obvious choice to reconstruct images from
3D data. Many algorithms have been studied in order to perform this operation,
but one of the most eﬀective ones was the so called 3DRP (also 3D-FBP) [19],
an analytic direct three-dimensional reconstruction algorithm which tries to make
use of all the information collected from a scan. In this section a very short and
simpliﬁed explanation of its behavior is presented; for further information, refer to
[19] and [20].
3DRP is based on Fourier convolution theorem, which requires the constraint of
shift-invariance, that in turn can be interpreted as follows: only those LORs which
reach the detectors with a polar angle bigger than a pre-deﬁned θmin are accepted.
By doing so, any point source within the FOV would appear equally intense. This
means that the brightness of the point source is invariant of its position within a
certain angular range, which in turn leads to apparent spatial invariancy of the
response of each detector. That is to say, shift-invariance is guaranteed if θmin ≤
θLOR ≤ π − θmin, and only with this constraint Fourier-convolution theorem can
be applied. 3DRP starts from this assumption, and extends it further:
1. a 3D image from the restricted number of LOR (i.e. LORs for which the
angles are within the acceptable range) is formed
2. the resulting image is forward-projected in the remaining subset of projection
planes (those for which θLOR was too small or too big), in order to estimate2.3. IMAGE RECONSTRUCTION ALGORITHMS 21
Figure 2.8: Diﬀerence between 2D and 3D PET modalities. Note the increased
number of LOR generated in 3D mode: coincidences between any pair of rings are
allowed. [3]
data not actually collected by the detectors and improve the statistics of the
reconstructed image. In so doing, spatial-invariance is guaranteed even for
those portions of detectors that previously didn’t satisfy this requirement.
3. the newly estimated data and the original set of data are backprojected to-
gether, in order to obtain the ﬁnal image.
Even from this brief and simple explanation, it is clear that direct 3D backprojection
is complicated and time consuming, since a big number of LOR have to be processed
at the same time. Other algotithms have been developed after 3DRP, but they
weren’t able to signiﬁcantly decrease the computational time required by 3DRP
[21]. This is the main reason why rebinning algorithms have been developed.22
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Figure 2.9: Cross section of two detectors and an object being scanned. In 3DRP,
only those LOR which reach the detectors with a polar angle bigger than a pre-
deﬁned θmin are accepted: in so doing, a point source moved in any point of the
accepted FOV would show the same brightness.
Rebinning
As said before, the process of rebinning implies the sorting of LORs coming from
the three-dimensional space into 2D projection planes, which are later reconstructed
using one of the 2D algorithms described before. This process thus reconducts 3D
reconstruction to several, faster-to-solve 2D reconstruction problems.
Among the main diﬀerent methods used to perform rebinning, two of them are
more common than others: Single Slice Rebinning (SSRB) and Fourier rebinning
(FORE) — together with their respective variants (MSRB, FOREX, FOREPROJ,
...).
SSRB is the simplest rebinning algorithm that can be applied to a 3D set of LOR:
it works by assigning the LOR to the slice that lies midway (in the axial direction)
between the two z-planes in coincidence. Although approximate (it doesn’t take
into consideration the distinction between direct LOR —LOR that truly belong to
that transaxial slice— and oblique LOR —which pass through various axial slices),
this algorithm is quite fast (10 times more than 3DRP) and easy to implement. It
works well expecially if the tracer is distributed in proximity to the central axis of
the scanner.
FORE is a much more complicated algorithm which takes into account the
distinction between direct sinograms (obtained when the axial spacing between the
detectors is ∆ = 0) and oblique sinograms (∆ 6= 0). Through a novel parametriza-
tion of the oblique LORs, it is possible to calculate the continuous Fourier transform
P of each oblique and direct sinogram, for each polar angle; it was demostrated2.4. SMALL-ANIMAL PET IMAGING: WHY? 23
that the inverse 3D Fourier Transforms of P lead to obtain the stack of rebinned
sinograms throughout the whole axial space. Those sinograms can be reconstructed
using any reconstruction algorithm. For detailed explanation on how FORE works,
refer to [21].
In this work, because of implementative simplicity together with the fact that SSRB
requirements were satisﬁed, single-slice rebinning was performed for all acquisitions.
2.4 Small-animal PET imaging: why?
Figure 2.10: Coronal slice
of SSRB OSEM recon-
structed mouse, obtained with
nanoPET/CT [9]. The level of
accuracy is clear: the arrows
show the two lobes of thyroid
perfectly separated.
PET is a non-invasive imaging modality which
has proved to be a useful and reliable tool in ev-
eryday clinical practice. It gives not only mor-
phological, but also functional information on
body parts or organs, and by consequence it is
important in the medical ﬁeld to diagnose tu-
mors or malfunctionings. It is also in use in
the research ﬁeld to describe with more and
more depth and accuracy biological processes,
develop new and more eﬃcient drug treatments
and characterize development and progression
of a disease.
Even considering all these positive aspects, tra-
ditional PET imaging still suﬀers from minor
drawbacks: some tumors, for example breast
cancer, need to be diagnosed at very early stages
if cures want to be eﬀective. This means that
the device should be able to detect even ma-
lignant spots as small as 2 or 3 mm in diam-
eter, if suﬃcient radiotracer is accumulated in
such a small volume. Looking at pre-clinical ap-
plications, interest goes to characterization of
biological processes that happen in small ani-
mals, like rodents and monkeys. Due to their
reduced dimensions, a PET device should be
able to resolve organs and structures very small
and very close in space. Moreover, the develop-
ment of new pharmaceutical products usually
passes through a phase of animal experimen-
tation. The exact knowledge of the processes
that take place once the drug under test is in-
jected would greatly speed up and improve the
speciﬁcity of the drug production process. Fi-
nally, the ﬁeld of molecular imaging, that aims24
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at understanding the dynamics and the kinet-
ics of biochemical processes in vivo, evidently
requires resolutions that can’t be achieved by
normal PET scanners (Figure 2.10).
These are the main reasons why, in the past few decades, the so called ’small
animal PET cameras’ have started to be studied and developed: characterized by
small FOV and very high spatial resolution (down to 1mm or less), they are the
perfect tool to reach all the objectives listed above.
The design of such devices has received a strong boost from the recent technological
advances: better computing resources allow e.g. faster post-processing of signals;
the progresses in material science and electronics helped the development of more
eﬃcient detection elements and faster readout and coincidence processing mod-
ules; progresses in computer science led to the introduction of new, more accurate
reconstruction algorithms.
The process of designing a new small-animal PET device, however, is not free
of obstacles and is still a challenge both for its hardware and for the software part.
Results are so far encouraging, but the quest for the best camera, which mixes good
performances with low costs, is still ongoing.Chapter 3
Monte Carlo Methods in molecular
imaging
Monte Carlo methods are a way to solve problems that involve stochastic processes:
after creating a model of the physical system of interest, Monte Carlo methods
simulate the processes and the interactions that occur in that system by random
sampling the (a priori-known) probability density function of occurrence of that
phenomenon. In the 60s, H. O. Anger was the ﬁrst that tried to apply this method
to simulate the physical response of his novel scintillation camera [22]; from there
on, thanks to the fact that emission, detection and transport of radiation have a
stochastic nature, Monte Carlo-based simulations have become very popular in the
ﬁeld of radiation medicine. A boost to the use of Monte Carlo-based methods came
in the past few years, with the higher computational capabilities and faster execu-
tion times allowed by modern computers.
Speaking about medical applications, Monte Carlo methods are useful to quantify
and describe radiation amounts in order to do better radiation protection, to plan
reasonable treatments in radiation therapy, to reconstruct and model the behavior
of devices used both in diagnostic radiology and in molecular imaging, to optimize
scanner design and protocols. All of this can be done without the need to build
a real machine (expensive) or to take tests using real patients (possibly
dangerous).
Considering simulations of new medical devices, Monte Carlo methods can accu-
rately describe the physics of interaction of particles with matter. Best of all, they
allow to change diﬀerent parameters during the simulation, thus giving the possi-
bility e.g. to test diﬀerent geometrical conﬁgurations or modules arrangements –
an approach that sometimes would be impossible or too expensive to carry on with
real experiments or analytical calculations. By means of simulations, it is therefore
possible to test very diﬀerent or completely innovative machines at low costs and
with high reliability. If the simulation gives good results, it will be relatively easy
to build the real camera.
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The software used for this project has its roots on Monte Carlo simulation of par-
ticles’ behaviour. Hence, in this section, a brief explanation on how Monte Carlo
methods work is presented. In Section 3.2, particular attention will be given to the
software package (GATE) used for our simulations.
3.1 The general idea: how Monte Carlo methods work
In the ﬁeld of particle simulation, the idea is to take a particle, that can represent
an electron, a positron, an ion,...and track its path inside the device under the in-
ﬂuence of an electric ﬁeld and\or of scattering mechanisms. This is done for a lot of
particles and, for each one, their average properties (velocity\energy\position\...)
are computed. The more events are simulates, the better the quality of the reported
average behavior of the system, the lower the statistical uncertainty of the model.
In brief, this is a simple description on how Monte Carlo simulation works consid-
ering, for example, an electron travelling in a medium: the electron, that has some
energy, some momentum etc, starts moving under e.g. an electric ﬁeld following
the equations of motion, until a generic scattering event occurs. It is important
to ﬁgure out how the energy, the position and the momentum of the particle have
changed just after the collision. A Monte Carlo simulation algorithm goes through
the following steps, that have to be performed for each particle being simulated:
1. An electron is chosen and it is followed while it freely moves in a medium for a
certain time; position and momentum are calculated just before the collision
⇒ r1
2. The algorithm randomly decides what scattering event occurred, according
to the probability distribution of all the scattering events available ⇒ r2
3. Energy and momentum of the particle are updated at tc+ ⇒ r3,r4
4. The tracking process starts all over again, and is repeated for many particles
The values for r1(collision time), r2 (scatter event), r3 and r4 (polarization angle
and azimuthal angle of the new momentum vector) have to be chosen randomly by
the algorithm, according to a-priori known probability distribution of each of those
events. Later, it will be necessary to make a proportion between this probability P
of random numbers (0 ≤ P ≤ 1) and e.g. real collision times, in order to get the
actual value for r1. The same happens to calculate r2: knowing the contributions
of the diﬀerent scattering mechanisms at some particular energy and normalizing
them to 1, depending on where the random number generator lands, leads to the
determination of what scattering event terminates the free ﬂight of the particle.
An approach similar to the one just explained is performed when choosing r3 and
r4. In conclusion, the idea is to track every particle for ∆t and after that collect
statistics for that particle at a particular location; statistics are then updated, the
particle is made go again for another ∆t and so on, for each particle simulated.3.2. MONTE CARLO METHODS IN NUCLEAR MEDICINE: GATE 27
3.2 Monte Carlo methods in nuclear medicine: GATE
Simulations of PET devices are based on the principles brieﬂy described before:
each of the particles generated by a virtual, radioactive source is simulated and its
positon, energy and interactions are registered.
There are two diﬀerent approaches used to simulate particles and devices in nuclear
medicine ﬁeld.
Figure 3.1: The two software categories used to track particles in nuclear medicine:
main advantages and disadvantages. Software can be either based on codes written
for generic particle description (e.g. GATE, which is based on Geant4) or it can be
speciﬁcally tailored to nuclear medicine applications.
The ﬁrst approach makes use of general-purpose simulation codes for particle
tracking, like GEANT4, EGS4, MCNP, .... They allow users to handle a wide
range of well-validated physic processes, geometry modelling tools and visualiza-
tion utilities [23]. Hence, users can accurately simulate particle transport and
associated phenomena, tailoring the tracking to their speciﬁc needs; for example,
they can choose the phenomena that are of interest and leave out those that are
negligible to the speciﬁc application. It is evident that this generic-code approach
has a certain number of advantages, among which ﬂexibility, accuracy and relia-
bility. Moreover, a good number of users and developers uses these generic-code
software packages, and documentation and support are thus extended. The main
disadvantages of these general purpouse simulation codes is their complexity, to-
gether with the fact that they are quite slow and that programming is harder, since
the user has to carefully specify every detail of the process(es) to be simulated.
Moreover, sometimes it is diﬃcult to adapt those generic codes to speciﬁc needs,28 CHAPTER 3. MONTE CARLO METHODS IN MOLECULAR IMAGING
like biomedical applications.
The second approach is to use dedicated simulation software, such as PETsim,
SimSET, Eidolon,....These software packages are speciﬁcally created for nuclear
medical imaging applications, and therefore they are easier to use and the processes
are faster to simulate. On the other hand, since they are more speciﬁc, they don’t
have the same ﬂexibility as generic codes(e.g., they have a limited choice of geome-
tries or physic processes among which the user can choose), and this could be a
limitation in trying to model completely innovative scanner geometries. Moreover,
these software packages require, as for every software, continuous manteinance and
upgrades: however, since they have been developed by small groups of researchers
and\or companies, support is not always given for granted. Finally, they can not
rely on a wide community of users nor on good documentation and manuals. [22]
Figure 3.2: Layedred structure of GATE software package [24]
In this work GATE software has been used. GATE (Geant4-based Application
for Tomographic Emission) is a simulation platform for PET/SPECT applications
based on Geant4, a non-speciﬁc C++ software for high energy particle-tracking.
GATE has been developed in order to provide a user-ﬁendly tool to help the design
of devices in the ﬁeld of nuclear medicine, ﬁlling the gap between accurate particle
tracking and biomedical applications. It includes speciﬁc features useful for molec-
ular imaging simulations(for example, a database containing the most commonly
used materials, pre-deﬁned sources, possibility to choose readout levels, ability to
manage time and movement), and allows the ﬁnal user to deﬁne, among all, scanner
geometries, physical processes involved, sources, phantoms of any size and shape,
acquisition conﬁgurations, duration of the acquisition, output to be generated.3.2. MONTE CARLO METHODS IN NUCLEAR MEDICINE: GATE 29
GATE: advantages and disadvantages
GATE has two main advantages: it is object-oriented and script-based. The object-
oriented feature leads to great ﬂexibility, since modules and submodules can be
variously combined together in order to design almost any scanner geometry we
can think of, from small rectangular detectors to multi-ring arches. Moreover, this
feature makes the code re-usable and able to be adapted from one context to another
in a fast and easy way (for example, through the use of ’repeaters’).
The fact that GATE is a script-based toolkit, on the other hand, means that
the ﬁnal user doesn’t have to know C++ in order to proceed with the simulation
design. Figure 3.2 shows GATE’s layered architecture: the core layer contains the
classes that deﬁne which tools are available (Geant4 classes, written in C++, plus
additional GATE classes used for geometry deﬁnition, time management, source
deﬁnition) and how they can be used. The application layer is an extensible set of
C++ classes based on the GATE core, that allows to deﬁne volume geometries or
movement modules. On top of the application layer is the user layer, where ﬁnal
users can simulate experiments using a modiﬁed version of the Geant4 scripting
language. The command interpreter class makes it possible to ”translate” the script
commands into a speciﬁc C++ function provided in the core or application layer.Chapter 4
The ten-detectors camera
simulation
The aim of the present project is to simulate and evaluate the performances (res-
olution in space, uniformity, counting rate, scatter fraction) of a modular PET
scanner, with the ultimate goal to ﬁnd a lower bound to the number of detectors
that could guarantee good results at the same time. These simulations will thus
make evident either if removing 2 detectors from the previously evaluated miniPET
II [1] is feasible or if the use of 12 detectors represents a lower bound to detector
number, under which performances become unacceptable for a small-animal scan-
ner. In fact, the choice of the ring diameter and of the number of detectors is often
crucial and it could deeply inﬂuence costs and performances of a PET apparatus.
To this purpose, knowing the encouraging results obtained from miniPET II [1],
the number of crystals of this camera was set to ten and tests were carried on in
order to check these features and compare them with the 12-detectors design.
In the ﬁrst part of this chapter, a detailed explanation of the simulation outline
is given. Afterwards, the tests performed to check the 10-detectors geometry are
presented.
4.1 The macros
In order to run the simulation, two alternative ways can be followed: the ﬁrst one is
to launch the simulation software and write one script-like command at a time. The
other alternative is to write a sequence of commands in a text ﬁle, called macro,
that can be written ”oﬀ-line” and then launched all at once in GATE, using a
speciﬁc command. This approach has the advantage of being less time-consuming
and more practical when it comes to debug the simulation itself, because it allows
to edit only the wrong line and then re-launch the whole macro, without having
to start from the beginning every time. In the present work, the simulation has
actually been divided into a main macro and several diﬀerent submacros, which are
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called in order of appearance from the main macro. In the following section, a brief
explanation of the content of each macro is presented.
Visualization
One of the ﬁrst things that can be done is the visualization of the camera being
designed; this step is of particular importance when it comes to debug the simula-
tion itself and ﬁnd any possible mistakes in the design of the machine. However, it
is not really useful while the simulation is running; on the contrary, it considerably
slows down the simulation time, especially when tracking of particles is enabled.
This is the reason why, in this work, visualization was almost always kept disabled.
In the visualization ﬁle it is possible to set the viewing angle, the zoom or the vi-
sualization style of the camera. Modiﬁcations at this level only aﬀect visualization,
not the actual positioning/dimensions of the device being simulated.
Geometry
The structure (or geometry)of the camera is then designed. In GATE, the deﬁni-
tion of the geometry of the camera is hyerarchical and consists of diﬀerent levels:
we start from the deﬁnition of the main shape of the scanner (cylindrical, rectan-
gular, ...) and go down with the creation of the detector module(level 1), inside
which smaller detection elements can be inserted(level 2), like a Matryoshka. The
number of levels available depends on the type of the scanner.
In this work, the choice to use a CilindryicalPET is determined by the fact that
this scanner geometry is especially thought for PET scanners. In fact, only with
this type of geometry GATE is able to store coincidences.
The cameras here simulated are both cylindrical; one of them (r77-miniPET from
now on) has a radius of 77 mm, while the other (r106-miniPET) has a radius of
106 mm. Both cameras are made up of 10 detector modules, but in r106-miniPET
they will be more spaced between each other, due to the increased diameter.
Each detector consists of a 35x35 array of crystals.
Each crystal measures 1.27x1.27x12mm3: these values have been chosen according
previous literature concerning small-animal miniPET, and they have been veriﬁed
with two simple simulations using 2 detectors and a point source.
As for crystal thickness (12 mm), the distribution of hits throughout the crys-
tal was observed: it was noted that 50% of the hits within the energy range occur
in the ﬁrst 6mm for BGO and 7.26mm for LYSO. It is well known [12] that the
thinner the crystal, the lower its detection eﬃciency, the lower the singles’ count
rate. Therefore, a too thin crystal would lead to a low rate of detected coincidence
events and, in turn, to poor image reconstruction. On the other hand, thicker crys-4.1. THE MACROS 33
tals —as shown on Figure 2.5 on Chapter 2— are more likely to produce parallax
errors (due to DOI uncertainty), which would increase the noise and reduce the
resolution of the ﬁnal image. In brief, the resolution improves by decreasing the
crystal thickness, but the count rate increases by doing the opposite: the choice of
the ideal thickness is a compriomise between those two opposing needs. The 12-mm
value was considered to be a good choice.
As for the other dimensions of the crystal, the front side of 1.27 mm is suﬃ-
ciently small to guarantee a sharp detection response function. Moreover, this value
is good because it is bigger than the fundamental limit of PET spatial resolution
(0.81 mm, see Chapter 2) [6]: a crystal whose front side was lower than 0.81 mm
wouldn’t oﬀer any beneﬁts in terms of spatial resolution. On the contrary, it would
be more expensive and its fraction of scintillating volume would be reduced.
No DOI corrections were applied, since the objective was to keep the device simple
and, possibly, low cost. The pitch between the crystals is 1.35 mm.
Full speciﬁcations of the simulated scanners are given in table 4.1.
Figure 4.1: Picture of the cylindricalPET system composed of 10 detectors and
1225 crystals (35x35 array) per detector. From left to right: frontal view of ﬁrst
camera (A, r=77 mm); frontal view of second camera (B, r=106 mm). All values
in mm.
Phantoms
After deﬁning the geometry of the scanner, a phantom that simulates the imaged
object has to be deﬁned aswell. Four diﬀerent phantoms have been used in this
work: two scatter phantoms of diﬀerent diameters (mouse-like and rat-like phan-34 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
r77-miniPET r106-miniPET
Axial length [mm] 50 50
Ring diameter [mm] 154 212
No. detectors 10 10
No. crystals/det 35x35 (array) 35x35 (array)
Crystal element size [mm] 1.27x1.27x12 1.27x1.27x12
Crystal material LYSO LYSO
Table 4.1: Geometrical properties of simulated scanner geometries
tom), used to test the scatter fraction and the scattering properties of the camera,
a point phantom and a derenzo phantom. Details on each phantom are provided in
the following section (”The tests”, 4.2 ).
Physical processes
After setting up the camera, the physical processes that will occur during the
simulation are deﬁned. Four processes can occur when an electromagnetic wave
(like a gamma ray) interacts with matter [12] :
1. Photoelectric eﬀect happens when a photon interacts with an electron of
the hitted material. The photon tranfers all of its energy to the electron,
which in turn is ejected from the atom. This process may occur in the object
being imaged and it is the basis of interaction in the crystals.
2. Compton scatter occurs when a photon hits an electron and ejects it from
the atom it was bounded to; the photon doesn’t completely loose its energy
and can keep on travelling in the scattering medium, until all of its energy is
lost. The energy of the scattered photon depends on the scatter angle and on
the energy of the incident photon [12].
Even if this eﬀect is not desirable, neither in the detector nor in the phantom,
it is one the predominant phenomena when talking of interaction between
gamma rays and matter in the PET energy range.
3. Rayleigh scatter is more infrequent and usually occurs at low energy levels,
but it was included in order to make the simulation more realistic.
4. Pair production was not considered since it can only occur at high energies
(at least 511×2 keV). This energy value was never reached in our simulations,
especially considering that an upper energy threshold of 650 keV has been
applied in all of them.
As for photoelectric and Compton eﬀect, the GATE-provided Standard model was
used to describe and track the physics of the particles (this was done because4.1. THE MACROS 35
the energy range is around the usual working range), while the so called ’Livermore
Model’ (GATE v.6.1; ”lowenergy” model in GATE v.5) was used to model Rayleigh
interactions, that in fact occur at low energies.
Once geometry, phantom and physics are deﬁned, initialization must be per-
formed: the initialization process builds up the camera and generates the param-
eters needed to simulate the physical processes listed above (mean free path of
the particle, energy, ...). After initialization, two more components have to be
included before making the simulation run: the digitizer and the sources.
Digitizer
Setting up the digitizer turned out to be one of the most crytical parts of the
whole simulation, and actually it is the one who gave the most interesting results
during the work; all parameters have to be carefully considered in order to produce
results that are reasonable, comparable with previous works and realistic.
Figure 4.2: Hits and singles within a crystal. Hits represent all the physical inter-
actions occurring in a volume; for each of them energy, momentum, position and
interaction type is stored. A single is obtained by considering the history of all hits
and integrating them into a set of ﬁnal physical observables –like real electronics
would do.
First of all, a few words have to be spent on what a digitizer is. Gate oﬀers the
possibility to collect hits, singles and coincidences (Figure 4.2). While hits store
interaction information between the particle and the material, they are not the
output that is actually detected at the opposite side of the crystal. The role of the
digitizer is to simulate the real behavior of the detector and to build, from the hit
information, a cumulative set of physical observables (ﬁnal energy, position, time of36 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
detection, ...). Each single carries information about these physical observables.
Hits and singles haven’t been collected in this work, since the information we need
comes all from the coincidences. However, coincidence analysis is based on singles,
since a coincidence is in fact deﬁned when two singles hit two distinct detectors in
the same time window. In this work, the digitizer includes the following modules:
• adder: since the particles hitting each crystal can interact more than once
with it, and since the real electronics is not able to distinguish between them
(it only calculates an integrated signal), the adder module just sums up all the
hits occurring in the same volume to produce a single pulse. To be detailed,
GATE manual says that the energy of the single is the sum of energies in
each volume, the position is obtained as an energy-weighted centroid of the
diﬀerent hit positions and the time is the one at which the ﬁrst hit occured
[24].
The adder module is necessary if we want to simulate a realistic machine.
• readout: this module sets the geometry level at which the singles are read. In
our case, the detector was considered as the level where the electronic read-
out takes place: this means that the energies of all the singles hitting all the
crystals are further summed up at this level. This reﬂects the behavior of real
machines, in which the Position-Sensitive Photomultiplier Tube (PSPMT) is
usually shared between many crystals (typically, one PSPMT per one thou-
sand crystals).
In the ﬁrst simulations that have been run during these months, a lot of parameters
had been set in order to fully describe the light/energy properties of the LYSO crys-
tals used: transfer eﬃciency, light yield, intrinsic resolution modules were included
to better simulate the properties of the material the crystals are made of. In this
case, the crystals are made of LYSO and the parameters had been set as follows:
transfer eﬃciency coeﬃcient= 30%( [25]), light yield= 33800 quanta/MeV( [26]),
intrinsic resolution= 8.1% ( [26]). However, since the main purpose of the project
is to simulate in ﬁrst approximation how the camera works, and to compare the
results with the miniPET II, these software modules that added extra details were
substituted with some more useful modules, such as the energy blurring module
and the deadtime module – the only ones that were used in the 12-detectors’ sim-
ulation. The ﬁrst one (blurring module) is introduced because the real crystals are
not able to detect the actual energy but have a certain resolution of each energy
level: in the present work, a resolution of 26% was used at 511keV; this value comes
from the simulations performed with the 12-detectors camera, which in turn had
been set after measuring the real energy blurring of the same camera (with real
LYSO crystals + H9500 PSPMT and real electronics). The deadtime module,
on the other hand, mimics the behavior of the electronics: if two pulses reach a
crystal in a too short period of time, it is possible that the second one goes lost,4.1. THE MACROS 37
only because the detecting electronics and the PMT are not able to distinguish it
from the previous one. This loss of detected particles lasts a certain amount of
time, depending on the characteristics of the detectors used as well as of the read-
out electronics. The ”paralyzable” option set for this module assumes that each
photon reaching the PMT prevents further detections for the same amount of time.
In our simulations, deadtime has been set to 200 ns: this value was chosen according
real measurements done with the detection elements of miniPET II. See subsection
5.1 to see how the deadtime inﬂuences performances.
Other modules have been included in the digitizer. First, a low and high en-
ergy cut module, used to threshold the singles and consider as valid only those
ones whose energy falls into a pre-deﬁned energy window, was introduced. Previ-
ous literature [1, 27, 23] shows that a good choice is to set the low enegy cut at
350 keV and the high energy threshold at 650 keV. These values represent a good
compromise: allowing too low energy photons, that may have interacted too many
times with matter, would increase the noise of the image without adding any useful
information. On the other hand, there is the slight probability that the process
of 22Na decay produces gamma rays with energy higher than 1 MeV (1.275 MeV):
those (unwanted in PET) rays could go through Compton interaction and thus in-
crease the total amount of random coincidences detected. For these reasons, only
the rays whose energy was included in the [350-650] keV energy window have been
considered in this work.
Secondly, the ﬁltered pulses were analyzed by the coincidences and delayed
coincidences modules. The coincidence analyzer searches in the list of singles
for those that are detected within a given time interval (the so called ’coinci-
dence window’).In this work, coincidence window was set to 3ns (according to
previous work on miniPET II [1]). Random, scatter and multiple coincidences
are of importance in determining the performance of the scanner: as suggested
in numerous sources of literature, i.e. in [12] and [3], the number of random
events can be measured by introducing a time delay in one of the two channels
of the coincidence circuitry, based on the fact that coincidences that are regis-
tered when one of the two detectors is time-shifted are interpreted as random for
sure. In this work, the same coincidence window was kept for randoms (3ns),
while the delay time was set to 500 ns. As for multiple coincidences, GATE of-
fers the possibility of choosing between diﬀerent multiple policies: in this simu-
lation, if more than two singles occur in the same moment, the coincidence event
that is stored is the one coming from the two pulses with the highest energy (
takeWinnerOfGoods policy). Scatter coincidences are calculated by making the
phantom sensitive (that is, able to store the interactions occurring within it).
Minimum sector diﬀerence
A few words have to be spent on a particular parameter encountered in deﬁning the
last two coincidence modules, the minimum sector diﬀerence parameter: only38 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
Figure 4.3: Simple sketch used to calculate the value of minSectorDiﬀerence
parameter. Red: mouse-like phantom; grey: rat-like phantom. The black lines
draw the extreme LOR that can be formed by each phantom: in rat-like case,
the maximum diﬀerence betweeen detectors, in order to get a good coincidence, is
4 − 1 = 3=minSectorDiﬀerence. All coincidences betweeen, e.g. , detector 3 and 1
are coming from scatter events and therefore ignored.
if the 2 singles are separated by a number of detectors greater than or equal to the
minSectorDiﬀerence value, they are considered to form a good pair; otherwise, the
coincidence event will be rejected. The choice of the minSectorDiﬀerence value has
to be careful: for a 12-detectors-camera, this parameter can be conveniently set to
4 beacuse in this way, knowing that scatter in the phantom usually occurs at wide
angles, it is possible to ﬁlter the good coincidences from the ones most probably
coming from a scattering event. However, this value (4) is not appropriate for the
10-detectors camera, since in this way we would remove more coincidences than
needed (and, most importantly, even good ones), and the default value (2) allows
too many coincidences to be recorded. From a simple sketch of the geometry (see
ﬁgure 4.3 for details), and considering a maximum phantom diameter of 70 mm, a
more suitable and reasonable value for the camera being simulated in the current
job is minSecDiﬀerence=3.4.2. THE TESTS 39
4.2 The tests
Once the structure of the camera was designed and the physical processes were set,
it could be possible to test the performances of the new geometry. Plenty of tests
can be performed in order to assess if the camera is doing well or not, but there are
some that are more important than others. Founded in 1926, the Association of
Electrical Equipment and Medical Imaging Maufacturers (NEMA) provides techni-
cal standards in various ﬁelds of engineeering, included the one of medical imaging.
Among all, its members study which are the most signiﬁcant tests that can be
performed to fully describe a new PET apparatus and which is the best way to per-
form them, in order to deﬁne a standardized procedure. In so doing, the results are
simple, clear, and can be easily compared with the ones obtained from other studies.
In this work, the attempt was to design tests that were as similar as possible to
the ones advised by NEMA for small-animal PET devices [5]. The tests with which
the 10-detector PET has been evaluated are the following:
1. scatter fraction and count rate performance
2. sensitivity, axial and radial
3. spatial resolution (FWHM)
Moreover, in order to check the quality of the images obtained, a test using a
derenzo phantom was done: although it is important to underline that this test is
not included in the NEMA standard, it is a common way to depict the imaging
performances of the camera at a glance.
Scatter fraction and count rate performance
As stated in Chapter 2, it is important to understand the fraction of scatter and
random coincidences with respect to the total count rate. In fact, scatter coinci-
dences add backgound noise to the image, decreasing its overall contrast. Random
coincidences also produce errors in the count rate and, since they do not contain
any spatial information, they can lead to signiﬁcant artifacts in the reconstructed
image [28]. To determine the amount of these two quantities, the scatter test was
set this way: a scatter phantom was positioned at the center of the FOV of the
camera. According to NEMA standards, the scatter phantom is a polyethylene
cylinder (predeﬁned high density =0.96 g/cm3) that covers the whole axial FOV
(height=50 mm).
Since scatter fraction increases with the volume of the object under examination,
phantoms of diﬀerent diameters have been used: the ﬁrst is a mouse-like phantom,
whose diameter is 25 mm, and the second is a rat-like phantom, with diameter=70
mm. A 50-mm-long 18F line source is inserted in each of the phantoms, at a radial
distance of 10 mm and 17.5 mm from the central axis respectively. Acquisitions at40 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
diﬀerent levels of activity were performed for 120s each; the acquisition time was set
this way in order to have a signiﬁcant number of coincidences (>106) while keeping
the size of the output ﬁles reasonably small. The simulations were performed at
diﬀerent activity (A) levels, starting from A=5MBq up, at 10MBq intervals. They
were stopped at A=90MBq because it was noted that, after this level of activity,
the count rate for the r77-miniPET had considerably decreased and the trendline
was already well-shaped. Exceptions were made for the rat phantom and for r106-
miniPET, for which simulations were stopped at 100MBq. For each activity level,
a Matlab program speciﬁcally written was in charge of evaluating the number of
prompt, true, scatter and random coincidences; according to NEMA requirements,
the Noise Equivalent Count Rate (NECR) was also evaluated, since it is a good way
to measure the actual capabilities of the camera, removing the inﬂuence of scatter
and random coincidences.
Prompt counts were calculated as the total number of events collected during each
simulation. Random events were obtained by setting up a delayed channel (de-
lay=500ns), according to the ’delayed channel method’ (Chapter 4, Section 4.1,
digitizer module). The ASCII output of the simulations contains information on
where scatter events have happened (if any): scatter coincidences were evaluated
by counting the coincidence lines in which one (or both) photons had been devi-
ated in the phantom, after annihilation had occurred. Scatter fraction (SF) was
subsequently evaluated as
SF =
s
s + t
where s=number of scatter coincidences and t=number of true coincidences [29].
Finally, NECR was calculated according to the formula expressed in [30]:
NECR =
t2
s + t + 2kR
where R=number of random coincidences and k represents the volume occupied by
the phantom with respect to the total volume of the camera (k =
dphantom
DFOV
).
Sensitivity
For both spatial resolution and sensitivity, a point source has been used: it is 0.3
mm-diameter sphere of 22Na, inserted in a plexiglass cube of 10.0 mm extent on all
sides [5], whose activity was set to 48 kBq. For both spatial resolution and sensi-
tivity measurements, the source was moved at speciﬁc positions within the FOV of
the camera: the positions were chosen according to NEMA recommendations.
Sensitivity is deﬁned as the number of counts per second detected by the device
with respect to the total activity of the source [31]. Since the count losses become
more and more evident in moving the source from the center to the axial edges of
the camera, the ﬁrst test that was performed was to check the axial sensitivity4.2. THE TESTS 41
Figure 4.4: Positions at which spatial resolution and sensitivity were measured.
For axial sensitivity (blue), the source was moved along the central axis of the
camera with steps equal to the crystal pitch(1.35 mm), for a total of 35 acquisitions.
Radial sensitivity and spatial resolution (green) were measured by positioning
the source at diﬀerent radial positions along the FOV: 0mm, 5mm, 10mm, 15mm,
25mm from the center of the camera. Further tests to assess spatial resolution
were done with source at 1/4 of the axial FOV (red).Note 1: due to space issues,
in the ﬁgure only 20 positions for axial sensitivity are drawn. Note 2: not in scale.42 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
of the camera, that is how the count rate changes along the z-axis. The source
was therefore moved along the central axis of the camera, as described on Figure
4.4. Acquisition lasted 60 seconds each (120s for r106-miniPET): this time window
fulﬁls NEMA requirements, since it allows to collect more than 104 events. The
starting activity of the source was kept low (48 kBq) so that the inﬂuence of scatter
coincidences was negligible (<5%) [31] (random coincidences were almost absent,
since the source is practically dimensionless).
Following analogous principles,radial sensitivity was measured by moving the
same puntiform source along the x direction.
Spatial resolution
Spatial resolution represents the ability of an imaging device to distinguish two high-
contrast, adjacent objects. One way commonly used to describe spatial resolution
is to analyze the point spread function (PSF) of a point source: if the source is
point-shaped, in an ideal case this would produce a PSF that is one single spike.
However, in real simulations, the source isn’t perfectly puntiform and many ef-
fects can concur and worsen the spike-shaped ideal PSF. One way that is commonly
used to assess spatial resolution is to calculate the Full Width at Half Maximum
(FWHM) and the Full Width at Tenth Maximum (FWTM) of the PSF, both along
the axial, the transaxial and the radial direction. This procedure is also recom-
mended by NEMA.
In our simulations, the point source is the same as the one used to assess sensitiv-
ity, that is a 0.3mm-diameter sphere, ﬁlled with 22Na and embedded in a Plexiglass
cube of 10.0 mm extent on each side. This source was positioned at diﬀerent radial
positions (see Figure 4.4), and the same tests were taken at 1/4 of the axial FOV
(-11.81 mm from the center). The activity of the source was 48 kBq and simulations
were taken for a time that was suﬃcient to collect around 105 prompt events: 300s
for r77-miniPET camera and axial oﬀset=0, 420s if axial oﬀset was -11.81 mm.
As for r106-miniPET, acquisition times were 420s and 600s respectively.
Coincident events were collected in a ASCII ﬁle as a list of events; a Matlab code
was written in order to go from this list of events to the sinogram (see Chapter
2). Later, the sinogram was used as input of Matlab ’iradon’ function, that per-
formed Filtered Backprojection of the sinogram. The other input parameters of this
function (number of projections and ﬁlter used) had to be carefully chosen: as for
the number of projections, the 0.86mm gaps between detectors that the geometry
inevitably produces require a ﬁner angular sampling. This led to set the number
of angular projections to 560, so that each bin included LOR whose diﬀerence in
inclination was lower than 0.32◦. Setting the number of angular projections to a
higher value wouldn’t produce any diﬀerences in spatial resolution values while, if
this number was lower, the diﬀerence would become signiﬁcant. In fact, setting
the number of angles 180◦ and leaving all the other parameters unchanged would
produce a FWHM along Y of 1.90mm; this value is 16% higher than the one ob-
tained with the 0.32◦ (180◦/560) angular step. As for the ﬁlter used, the one that4.2. THE TESTS 43
Figure 4.5: Example of PSF and parabolic ﬁt of a point source located in the center
of FOV (NEMA standard). Position along y is in [mm].
preserved high frequencies best was chosen, in order to keep good trace of the edges
of the source and obtain images as sharp as possible: the ’Ram-Lak’ ﬁlter was the
one that best accomplished this objective, despite the more noise it leaves on the
image.
The images thus obtained were processed according to NEMA recommenda-
tions: for each direction of measurement, the sum of the intensity values along its
parallel direction was taken, and a one-dimensional intensity proﬁle was obtained.
Data were later ﬁtted into a parabole, whose parameters were calculated using the
peak point and the two nearest neighboring points. The parabole thus obtained
was interpolated with a ﬁner grid (.01 precision) and FWHM and FWTM values
were calculated for all the three orthogonal directions (Figure 4.5).
Image quality
Closely related to spatial resolution are the results obtained from image quality
tests: to this purpose, a Derenzo phantom has been used. This phantom is not
included in the NEMA recommendations, but it is commonly used to visually de-
scribe the properties of a PET device, including both image quality and spatial
resolution: it is a 50-mm diameter, polyethylene phantom, in which holes of dif-
ferent diameters have been drilled (Figure 4.6). Each of these cylinders was ﬁlled
with a 18F-line source, whose activity was proportional to the volume of each rod (544 CHAPTER 4. THE TEN-DETECTORS CAMERA SIMULATION
Figure 4.6: Front face of Derenzo phantom used in our simulation. The diameters
of the holes range from 1.2 mm to 4.8 mm (1.2mm, 1.6mm, 2.4mm, 3.2mm, 4mm
and 4.8mm). The height of the phantom covered the whole axial FOV(50 mm).
µCi/ml). The phantom was positioned at the center of the camera and acquisitions
of it were taken for 30 minutes, in order to collect a suﬃcient number of prompt
coincidences (more than 107 coincidences for r77-miniPET, half of this value for
r106-miniPET).Chapter 5
Results, discussion and comparison
The simulations of r77-miniPET gave encouraging results, while r106-miniPET
proved to have worse performances. Even if it was clear from the scatter tests that
r=77mm was the best choice, all the tests were carried on even for r106-miniPET.
This also allowed to demostrate with more evidence some of the eﬀects that occurred
in r77-miniPET design (e.g. geometry eﬀects on spatial resolution).
5.1 Results
Scatter fraction and count rate performance
The results of count rates tests are presented on Figure 5.1 and 5.2: it can be
observed that count rates for r106-miniPET are lower than the ones obtained
with r77-miniPET, and this could be explained by the fact that the free space
between the detectors determines losses in coincidence detection. Moreover, in
r106-miniPET the peak count rate is reached at a higher level of activity.
A table summarizing the values obtained, together with the corresponding ac-
tivity levels, is on 5.1. The SF value of the r106-miniPET is slightly lower and
the peak is reached at higher levels of activity: this could be a point in favour of
the r-106 geometry; however, the count rate in this kind of geometry is lower at low
levels of activity, and this could be a drawback when trying to image less active(but
still potentially dangerous) areas.
The eﬀects of deadtime
Deadtime turned to be a very delicate parameter to set. As said in the previous
section, deadtime is the time that the detection electronics needs to recover and
be ready to process a new event, after one has been stored. This means that,
if two coincidences occur too close in time one another, it can happen that the
electronics isn’t able to record the second event, that subsequently will be lost.
The deadtime value depends on the components being used and can greatly aﬀect
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Figure 5.1: Count rate curves for r77-miniPET. Top: mouse phantom. Bottom:
rat phantom. The peak NECR is achieved at high levels of activity, 60 MBq for
the mouse phantom and more than 90 MBq for the rat phantom. As expected, the
true, total and noise-equivalent count rates decrease when using the rat phantom.
the count rate performances of a PET device. In this work, the eﬀect of deadtime
was a head scratcher; even if the results presented in the previous paragraph are
obtained by setting the deadtime to 200 ns (realistic value obtained from a real
machine that used the same crystals [1]), the very ﬁrst simulations had been run
with a deadtime of 3 µs, and the results then obtained were way diﬀerent from the5.1. RESULTS 47
Figure 5.2: Count rate curves for r106-miniPET. Top: mouse phantom. Bottom:
rat phantom. The count rate performances are worse than r77-miniPET in terms
of peak NECR; however, the peak activity is higher.
ones here presented. In order to explore the eﬀects of this parameter on count rate,
other simulations were made after setting up the deadtime to 1 µs. Figure 5.3 shows
a comparison of NECR curves, obtained from the same camera but with diﬀerent
deadtime values: decreasing the deadtime moves the peak in the count rate to higher
activity levels; moreover, the count rate itself reaches considerably higher levels.
This behavior is brought to extreme when the deadtime of the detector is completely48 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
r77 r106
mouse rat mouse rat
peak NECR [kcps] 114 46 89 28
peak activity(NECR) [Mbq] 60 60 >90 >90
peak trues [kcps] 134.418 82.493 101.588 46.878
peak activity(trues) [Mbq] 60 90 >90 >90
SF [%] 8.00 22.4 6.00 22.2
Table 5.1: Table summarizing peak values and Scatter Fraction (SF) of the two
diﬀerent geometries tested
removed (data not shown). This fact is of great interest, especially because the
fraction of scatter coincidences doesn’t increase at the same pace. Hence, it is
conﬁrmed that higher count rate performances can be reached if the deadtime in
the detection elements is reduced.
Figure 5.3: Eﬀect of deadtime on count rate performances. The overall behaviour
of the curves is similar: in all cases NECR increases, reaches a peak and eventually
starts decreasing. However, the lower the deadtime, the higher the peak NECR
and the activity at which it is reached.
Sensitivity
The results obtained from sensitivity tests are summed up in ﬁgure 5.4 and in table
5.2: the maximum value of sensitivity is reached at the center of the camera, as5.1. RESULTS 49
expected, and the value obtained with r77-miniPET is similar to the one obtained
with the miniPET II design (10 vs 12.3 cps/kBq, respectively); the simulations using
r=106, on the other hand, show a sensitivity that is almost half of the r77 value:
this is consistent with the fact that the gaps between the detectors determine higher
count losses’ rates, and it deﬁnitely speaks in favour of r77 design.
Figure 5.4: Axial sensitivity proﬁle. Top: r77-miniPET. Bottom: r106-
miniPET. In both cases the maximum count rate is achieved at the center of
the camera and goes down to zero at the edges of the axial FOV. However, the
peak value is higher in r77-miniPET design.50 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
r=77 (10 det) r=106 (10 det) r=106 (12 det)
peak value [cps/kBq] 10 5.6 6.3
variation(0-25 mm) -15% -31% not available
Table 5.2: Peak values and radial variation of sensitivity.
As described in Figure 5.5 and in table 5.5, the r77 camera behaves better when
it comes to test radial sensitivity, too.
Figure 5.5: Radial sensitivity: comparison between r77-miniPET and r106-
miniPET. The loss in sensitivity throughout the radial FOV is bigger if considering
r106 design: -31% vs -15% obtained if using r77-miniPET
Spatial resolution
The results obtained from simulations of spatial resolution for r77-miniPET are
summarized on Figure 5.7, 5.8 and in table 5.3. It is interesting to notice that, along
x (radial) direction, the values show a trend that is opposite to the one expected,
since FWHM is high at the center of the camera and decreases if the source is
moved away from it. This eﬀect is not present along y (tangential) direction. It has
been proved that this eﬀect is due to the geometry of the camera (see Figure 5.6):
rotating the gantry by 90 degrees, acquiring again images of the source and applying
to these new images the same algorithm as before, produces a FWHM(x)=1.54 mm5.1. RESULTS 51
Figure 5.6: Sketch of the geometry and spatial resolution issues: if the source is
positioned at the center of the camera, some LOR are lost due to the spacing
between the detectors and, among those that are recorded, some of them don’t
pass exactly through the center, thus deteriorating spatial resolution. This eﬀect
is lower if the source is moved away from the center (blue line), since the area is
almost always covered by detection elements (even rotating the camera).
and a FWHM(y)=2.04mm, which is almost exactly the opposite as before. The
reconstruction software of the real machine will have to take into consideration this
eﬀect and apply the necessary corrections. Bearing this in mind, the behaviour of
the machine in terms of spatial resolution is satisfying and encouraging. Despite
poor sensitivity, results of spatial resolution tests are pretty encouraging even for
r106-miniPET (Figure 5.9 and 5.10, table 5.4)
Oﬀset[mm] FWHM X FWHM Y FWHM Z FWTM X FWTM Y FWTM Z
0 2.03 1.59 1.50 3.00 2.75 2.70
5 2.01 1.86 1.70 3.00 2.92 2.81
10 1.76 1.89 2.42 2.85 2.92 3.25
15 1.50 2.19 2.79 2.69 3.11 3.59
25 2.58 2.59 3.01 3.65 3.35 3.98
At 1/4 of axial FOV from center
Oﬀset[mm] FWHM X FWHM Y FWHM Z FWTM X FWTM Y FWTM Z
0 2.04 1.57 1.49 3.01 2.73 2.65
5 2.05 1.81 1.59 3.02 2.88 2.67
10 1.81 1.85 2.08 2.88 2.9 2.96
15 1.58 1.89 2.31 2.74 2.93 3.24
25 2.96 2.21 2.86 4.17 3.13 3.83
Table 5.3: Resolution for r77 camera. All values in [mm].52 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
Figure 5.7: Spatial resolution across the radial FOV for r77-miniPET. FHWM
values with no axial oﬀset. FWHM never reaches values lower than 1.50 mm,
and the minimum FWTM is reached at 15mm oﬀset with 2.69 mm. The eﬀect
of non orthogonal axes of symmetry of the 10-detectors geometry is evident along
x-direction.
Image quality
The data collected from image quality tests —see ﬁgure 4.6 on page 44 for the
details of the Derenzo phantom— were backprojected and the results obtained
(central slice only) are shown in Figure 5.11: speaking about r77-miniPET, it is
clear that the bigger rods (up to 2.4mm) are almost completely resolved; it is almost
impossible to discriminate between the cylinders whose diameter is 1.2mm, while
the ones with d=1.6 can be distinguished, but the quality is still too poor to provide
a good image. A diﬀerent reconstruction algorithm could possibly help to improve
SNR, remove artifacts and produce better images (see Chapter 2). As for r106-
miniPET, the same amount of time leads to the collection of fewer coincidences,
reducing image quality even further (Figure 5.11, right).
These results are encouraging, especially if considered that the crystals are sim-
ple (no DOI corrections are applied) and the FBP reconstruction algorithm that
has been used is one of the simplest available.5.1. RESULTS 53
Figure 5.8: Spatial resolution across the radial FOV, FWHM values, for r77-
miniPET. FWHM values at 1/4 of axial FOV (-11.81 mm from center along z
direction).
Figure 5.9: Spatial resolution across the radial FOV for r106-miniPET. FHWM
values with no axial oﬀset.54 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
Figure 5.10: Spatial resolution across the radial FOV for r106-miniPET.FWHM
values at 1/4 of axial FOV (-11.81 mm from center along z direction)
Oﬀset[mm] FWHM X FWHM Y FWHM Z FWTM X FWTM Y FWTM Z
0 2.30 1.81 1.46 3.16 2.89 2.62
5 3.05 1.81 1.57 4.05 2.88 2.73
10 4.06 1.8 2.15 5.32 2.88 3.08
15 1.43 1.49 2.7 2.58 2.66 3.4
25 2.27 1.81 2.92 3.16 2.89 3.82
At 1/4 of axial FOV from center
Oﬀset[mm] FWHM X FWHM Y FWHM Z FWTM X FWTM Y FWTM Z
0 2.32 1.67 1.46 3.2 2.81 2.62
5 3.12 1.81 1.54 4.19 2.88 2.66
10 3.86 1.77 1.84 5.21 2.85 2.81
15 1.53 1.51 2.16 2.71 2.7 3.06
25 2.28 1.66 2.62 3.17 2.79 3.59
Table 5.4: Resolution for r106 camera. All values in [mm].
5.2 Discussion and comparison with other small-animal
cameras
Small animal PET cameras have started to be developed in the last decade, when
the need of new devices able to image smaller and smaller structures has become
impelling, both in medical practice (especially in onchology) and in the research5.2. DISCUSSION AND COMPARISON WITH OTHER SMALL-ANIMAL
CAMERAS 55
Figure 5.11: Reconstructed Derenzo phantom(see ﬁgure 4.6 on page 44 for details).
Left: r77-miniPET; right: r106-miniPET. r77-miniPET produces better im-
ages, but it has to be considered that acquisition times were the same for both
geometries. This implies that, in r106-miniPET, less coincidences have been col-
lected for reconstruction.
ﬁeld. It is interesting to compare the performances of r77-miniPET in comparison
with other scanner designs, in order to understand which are the most important
parameters that inﬂuence the results obtained. Some comparative studies have
already been performed [9]; the scanner chosen here are miniPET II, because it
is the immediate predecessor of the camera simulated in this work, 3 models of
commercial devices (clearPET [27], miniPET Focus 120 [32] and GE Healthcare
eXplore VISTA [33]), because this is the state-of-the-art in today clinical practice,
and two new devices (nanoPET/CT [9] and YAP-(S)PET [34]), the former because
it is one of the latest achievements in the ﬁeld of small-animal imaging so far, the
latter just to have a comparison with a camera with completely diﬀerent design
and still pretty good performances.
The main technical speciﬁcations of the devices here compared are presented
on table 5.2, together with the main results obtained from testing them. Most of
the data presented come from tests performed folllowing NEMA recommendations,
and this fact makes it easier to compare the results obtained with the diﬀerent
geometries. Nevertheless, there are still some parameters that can be freely set
(i.e. coincidence window, energy window) and some hardware details not explicitly
declared (i.e. electronics used, deadtime, speed and size of processing hardware,
i.e. RAM modules [1]). All these factors can deeply aﬀect the results obtained or
lead to wrong conclusions, so each comparative has to be carefully weighted in this56 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
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light. Moreover, all data included in the table come from real cameras and real
acquisitions, so the results obtained with our simulations of r77-miniPET and
r106-miniPET could be slightly diﬀerent from real output 1. In the table, data
coming from simulated cameras are separated with a vertical line from
the ones obtained from real cameras.
The comparison of the results got with our 10-detector design with other ge-
ometries is interesting and instructive. First of all, it has to be noted that all the
cameras here presented are based on a modular geometry: this means that ideally
it should be possible to move the detectors and adapt them to diﬀerent phantom
or object sizes. Moreover, modularity implies more ﬂexibility and leaves room for
possible improvements in design (this is actually the case of miniPET II). Secondly,
the number of detecting elements has to be considered: r77-miniPET (together
with r106-miniPET) has the lowest number of crystals after clearPET; this is of
great importance when it comes to consider the price-to-beneﬁts ratio, since a high
number of detectors generally implies higher costs. In terms of crystal arrange-
ment within the crystal, diﬀerent solutions can be considered: square matrices of
crystals are the most common solution, but putting more crystals along, i.e., the
axial direction can increase axial FOV avoiding the gaps between adjacent rings (it
happens in clearPET, and problems in detecting coincident events are documented
[27]); this problem is not of crucial importance and it can be easily got around by,
for example, moving the bed and performing multiple acquisitions, but at the price
of longer acquisition times.
As for the tested performances, as said before, most of these cameras have been
evaluated following NEMA recommendations.
In terms of scatter fraction, r77-miniPET is one of those that expected to be-
have better, achieving a good 8%. The camera will have less noise in the ﬁnal
image, but it has to be remembered that this value is strongly dependent on the
lower energy threshold applied, so this can bias the comparison with the other
commercial cameras (whose energy window was set to 250-750 keV). However, if
compared with the result obtained with miniPET II, the results got with r77-
miniPET are encouraging and speak in favour of 10-detectors design. Count rate
performances improve too, if compared with miniPET II, since the peak count rate
is achieved at higher levels of activity and the peak itself is more than doubled
(114 kcps vs 55 kcps). This means that the camera will be able to image objects
at lower activity levels, without degradations due to scatter events. Since some of
the tests performed on small animals (e.g. glucose utilization, or bone and heart
metabolism [35])require activity levels lower than 50 MBq , the ability to reach high
count rates at low activity levels is the most desirable outcome: with these regards,
1Many studies have been performed in order to validate GATE simulations of SPECT, PET
and small-animal PET against real data, see for example [23] and [33]. GATE simulations are
a reliable tool in molecular imaging, and the results coming from simulations using this software
follow the real trend with only small variations.58 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
r77-miniPET shows a behavior that is better than miniPET II. r106-miniPET
well behaves aswell, achieving good scatter fraction values (which make sense, since
the solid angle coverage is lower) and realtively high peaks of activity; the count
rate obtained is coherently lower, but still it achieves values higher than miniPET
II. Even if these results are encouraging if compared with 12-detectors design, they
are far from the values obtained using other commercial cameras. Considering
NECR preformances, for example, Focus 120 achieves astonishing results, with a
peak value of 869 kcps at 160 MBq that can be partially explained by considering
the diﬀerent energy window and the diﬀerent geometric eﬃciency (mainly due to
the bigger axial FOV).
Speaking about mean absolute sensitivity, both r77-miniPET and r106-
miniPET here simulated show values that are very encouraging, even if they are
lower if compared to many of the other commercial devices here taken as compar-
ison. In some cases, however, the high values reached by the competitors can be
explained by the extended axial FOV or solid angle coverage(this is the case of
clearPET, Focus 120 and nanoPET), together with the diﬀerent coincidence win-
dow and energy window parameters. In any case, the result of r77-miniPET is in
good agreement with the geometric eﬃciency of the scanner (in turn related with
the solid angle covered by the detection elements), and it’s (coherently) higher than
what was obtained with miniPET II.
Finally, interesting results come from the comparison of spatial resolution
values: ﬁrst of all, it can be noted that not always thinner crystals mean better
performances (cfr. spatial resolution of Focus 120 vs miniPET II). r77-miniPET
achieves a good 1.54mm FWHM in the center of the camera, along x and y di-
rection (assuming corrections for geometry have been applied), which is only 10%
higher than the value got from miniPET II. It deteriorates along the radial FOV
of 59% with respect to its initial value, but this behavior is natural and it is due
to increased parallax eﬀect. Only two cameras keep their FWHM value uniform
throughout the radial FOV, clearPET and VISTA. They actually are the only two
scanners that apply one of the possible methods for parallax error correction (dual
layer crystals with diﬀerent scintillation times); among those that don’t apply any
correction, r77-miniPET is the one that behaves better in the x-y plane. Looking
at axial resolution, on the contrary, the loss in performance with r77-miniPET
is substantial (FWHM value doubled with respect to axial fresolution at CFOV)
and can be partially attributed to the simple rebinning method applied. Regarding
spatial resolution, one last point that has to be emphasized: the reconstruction
algorithm plays an important role in determining FWHM and FWTM values, and
can greatly contribute to improve image quality. All the results presented here are
uniform and comparable, since they all come from Filtered Backprojection with no
smoothing (as NEMA suggests). However, the results in term of spatial resolution
ad image quality could improve if using other reconstruction techniques, such as
OSEM or MLEM, instead of FBP ([35], [36] and [27]). Therefore, it could be pos-5.2. DISCUSSION AND COMPARISON WITH OTHER SMALL-ANIMAL
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sible to image objects with more precision only by working on the post-processing
phase of the test. As a conclusion of this section on comparison of performances,
r77-miniPET clearPET Focus 120
GE Healthcare eXplore VISTA YAP-(S)PET
Figure 5.12: Reconstructed images (FBP) of Derenzo phantom. r77-miniPET,
VISTA and Focus 120 use the same Derenzo phantom (see ﬁgure 4.6 on page 44 ).
YAP-(S)PET uses a phantom where the diameters of the rods are 3.0, 2.5, 2.0, and
1.5 mm. The values for the rods of the phantom used in clearPET are indicated in
the ﬁgure itself.
ﬁgure 5.12 shows a comparison of the Derenzo phantoms, obtained with some of the
cameras here analyzed: even visually, it can be noted that r77-miniPET is able
to portray with accuracy rods up to 1.6mm diameter, and its overall performances
seem comparable with its commercial rivals.
Finally, the comparison with YAP-(S)PET was introduced to show that it’s not
said that high number of detection elements is synonymous with good performances.
YAP-(S)PET is made up of 4 detectors but, thanks to fast readout electronics, and
probably to some other implementative details, it is able to achieve good results,
especially if compared with the very low solid angle coverage. Unfortunately, the
details given for this camera are quite few, but it would be interesting to know
which are the main diﬀerences in order to design a device that best puts together
low cost and more than decent performances.60 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
Figure 5.13: 10 detectors arranged into 2 parallel rings: r77-PENTA
First tests with two other detector arrangements
From these simulations, all things considered, it looks like the results of r77-
miniPET are encouraging: the removal of two detectors from miniPET II shouldn’t
aﬀect too much the performances of the camera, while keeping the costs even lower.
However, it has been demostrated that changing the Axial FOV (AFOV) can inﬂu-
ence the performances of the scanner in terms of scatter fraction, NECR, sensitivity
and spatial resolution [37]. Hence, we tried to keep the ring diameter constant at
d=154 mm, but the 10 detectors were arranged in two rows of 5 detectors each,
shifted one another so that a detector in the second row covered the gap between
two detectors in the ﬁrst row. A sketch of the new geometry, referred to as r77-
PENTA from here on, is presented in Figure 5.13.
Another attempt was made by removing two more detectors from r77-miniPET
(total number of detectors= 8), arranging them in a single row and reducing the
radial FOV to 120 mm (eﬀective FOV 85 mm, which is barely suﬃcient to image
an average rat). The resulting camera (r60-miniPET) is shown on Figure 5.14.
The solid angle coverage in this case increases up to 0.44, which should produce a
high sensitivity but, in turn, higher scatter fraction. The removal of two detectors
was done because the 10 detectors geometry doesn’t show the same symmetry with
respect to any orthogonal axes taken, so possible artifacts could occur in the image
reconstruction phase, which could in turn aﬀect spatial resolution results (Figure
5.6).5.2. DISCUSSION AND COMPARISON WITH OTHER SMALL-ANIMAL
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Figure 5.14: 8 detectors arrangement: r60-miniPET.
A selection of tests was applied to the novel geometries: attention was focused
on those tests that looked more meaningful to understand the overall performances
of the scanners. A summary of the tests taken is given below:
• sensitivity and spatial resolution:
1) No radial(x) oﬀset and no axial(z) oﬀset: (roff = 0mm,aoff = 0mm)
2) 15 mm radial(x) oﬀset and no axial(z) oﬀset:(roff = 15mm,aoff = 0mm)
3) No radial(x) oﬀset and -17.5 mm axial(z) oﬀset:(roff = 0mm,aoff =
−17.5mm)
4) 15 mm radial(x) oﬀset and no axial(z) oﬀset:(roff = 15mm,aoff = −17.5mm)
• scatter fraction at 5MBq activity
• NECR value at 5MBq activity
The same tests were performed both on r77-PENTA and on r60-miniPET.
The only diﬀerence was that, in r60-miniPET, the axial oﬀset was set to aoff =
−11.81 mm (instead of -17.5mm).62 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
F
W
H
M
(
t
r
a
n
s
a
x
i
a
l
)
[
m
m
]
F
W
T
M
(
t
r
a
n
s
a
x
i
a
l
)
[
m
m
]
F
W
H
M
(
a
x
-
i
a
l
)
[
m
m
]
F
W
T
M
(
a
x
-
i
a
l
)
[
m
m
]
s
e
n
s
i
t
i
v
i
t
y
[
c
p
s
/
k
B
q
]
a
o
f
f
=
0
m
m
,
r
o
f
f
=
0
m
m
1
.
5
1
2
.
7
0
1
.
8
9
2
.
9
3
8
.
5
8
a
o
f
f
=
0
m
m
,
r
o
f
f
=
1
5
m
m
2
.
0
2
2
.
9
9
3
.
6
6
5
.
0
4
4
.
9
7
a
o
f
f
=
−
1
7
.
5
m
m
,
r
o
f
f
=
0
m
m
1
.
4
8
2
.
6
9
2
.
4
0
3
.
2
4
2
.
5
5
a
o
f
f
=
−
1
7
.
5
m
m
,
r
o
f
f
=
1
5
m
m
1
.
4
0
2
.
5
6
2
.
3
0
3
.
2
1
2
.
6
8
s
c
a
t
t
e
r
f
r
a
c
t
i
o
n
(
m
o
u
s
e
p
h
a
n
t
o
m
)
7
.
6
%
N
E
C
R
a
t
a
c
t
i
v
i
t
y
=
5
M
B
q
1
5
k
c
p
s
/
M
B
q
T
a
b
l
e
5
.
5
:
T
a
b
l
e
s
u
m
m
a
r
i
z
i
n
g
v
a
l
u
e
s
o
b
t
a
i
n
e
d
f
r
o
m
s
i
m
u
l
a
t
i
o
n
s
o
f
r
7
7
-
P
E
N
T
A
a
t
s
p
e
c
i
ﬁ
c
,
m
o
s
t
m
e
a
n
i
n
g
f
u
l
p
o
s
i
t
i
o
n
s
(
a
s
s
u
m
i
n
g
c
o
r
r
e
c
t
i
o
n
s
f
o
r
g
e
o
m
e
t
r
y
a
p
p
l
i
e
d
)
F
W
H
M
(
t
r
a
n
s
a
x
i
a
l
)
[
m
m
]
F
W
T
M
(
t
r
a
n
s
a
x
i
a
l
)
[
m
m
]
F
W
H
M
(
a
x
-
i
a
l
)
[
m
m
]
F
W
T
M
(
a
x
-
i
a
l
)
[
m
m
]
s
e
n
s
i
t
i
v
i
t
y
[
c
p
s
/
k
B
q
]
a
o
f
f
=
0
m
m
,
r
o
f
f
=
0
m
m
1
.
4
6
2
.
6
2
1
.
5
7
2
.
7
3
1
2
a
o
f
f
=
0
m
m
,
r
o
f
f
=
1
5
m
m
1
.
9
5
2
.
9
5
2
.
7
7
3
.
5
6
1
0
.
4
3
a
o
f
f
=
−
1
1
.
8
1
m
m
,
r
o
f
f
=
0
m
m
1
.
5
3
2
.
7
0
1
.
5
6
2
.
7
1
6
.
6
a
o
f
f
=
−
1
1
.
8
1
m
m
,
r
o
f
f
=
1
5
m
m
1
.
6
2
2
.
6
8
2
.
4
7
3
.
4
2
6
.
2
s
c
a
t
t
e
r
f
r
a
c
t
i
o
n
(
m
o
u
s
e
p
h
a
n
t
o
m
)
9
%
N
E
C
R
a
t
a
c
t
i
v
i
t
y
=
5
M
B
q
2
0
k
c
p
s
/
M
B
q
T
a
b
l
e
5
.
6
:
T
a
b
l
e
s
u
m
m
a
r
i
z
i
n
g
v
a
l
u
e
s
o
b
t
a
i
n
e
d
f
r
o
m
s
i
m
u
l
a
t
i
o
n
s
o
f
r
6
0
-
m
i
n
i
P
E
T
a
t
s
p
e
c
i
ﬁ
c
,
m
o
s
t
m
e
a
n
i
n
g
f
u
l
p
o
s
i
t
i
o
n
s5.2. DISCUSSION AND COMPARISON WITH OTHER SMALL-ANIMAL
CAMERAS 63
r77-PENTA
Table 5.5 shows the results obtained from these simulations. If scatter fraction
is considered, at low activity levels it stays similar to the value obtained from
r77-miniPET(7.6% vs 8%, respectively); moreover, spatial resolution of a point
source positioned in the middle of the camera is as good as 1.60 mm FWHM along
x direction, which is even lower along y direction. This fact can be attributed,
again, to the asymmetry of the geometry. Axial resolution is slightly worse than
r77-miniPET aswell. As for sensitivity, the peak count rate at the center of the
camera is lower (8.58 cps/kBq), but still quite good, especially if compared with the
performances of r106-miniPET. Other tests were done by moving the source away
from the center, at -17.5 mm along z direction and at 15 mm oﬀset alog x direction.
In the ﬁrst case (roff = 0,aoff = −17.5mm) , sensitivity fastly decreases to 2.55
cps/kBq, while spatial resolution stays low both in x and y direction (1.48 mm
FWHM). Along z direction the value is still high (2.40 mm FWHM). Considering,
on the other hand, the results obtained with the source shifted radially(roff =
15mm,aoff = 0mm) , resolution in the transaxial direction is still pretty good
(better than r77-miniPET, with 2.02 mm FWHM), while the problem along the
axial direction is still well present (3.66 mm FWHM). Sensitivity reaches almost
half of its initial value (4.97 cps/kBq), and this would lead to prefer the geometry
of r77 and r106 miniPET, since the radial loss of sensitivity is much lower —
especially with r77-miniPET. Similar results occur when the source is shifted
both radially and axially (roff = 15mm,aoff = −17.5mm): sensitivity and spatial
resolution worsen, thus making this type of geometry uneﬀective for small-animal
PET imaging.
From these ﬁrst tries, the idea of arranging the same number of detectors into
two rows seems uneﬀective: it doesn’t introduce any improvements in terms of
spatial resolution, uniformity of sensitivity or axial resolution. On the contrary
this geometry, characterized by wide gaps between detection modules, produces a
non-uniform sampling of the FOV, thus being uneﬀective to image all areas equally
well. All things considered, better results are obtained with all ten detectors in a
single row.
r60-miniPET
The ﬁrst data obtained with the 8-detectors arrangement look even more encour-
aging than r77-miniPET (Table 5.6). With a source positioned at the center of
the camera, sensitivity reaches a peak of 12 cps/kBq, while spatial resolution in
the transaxial FOV is even better than r77-miniPET (1.46 mm FWHM in the
transaxial plane, 1.57mm FWHM along z direction). Moreover, these results con-
ﬁrm that the octagonal geometry, like the dodecagonal one, is free from the artifacts
produced when using 10 detectors (ﬁgure 5.6).64 CHAPTER 5. RESULTS, DISCUSSION AND COMPARISON
Moving the source radially (roff = 15mm) doesn’t aﬀect too much the perfor-
mances in terms of sensitivity, since the value obtained is 10.43 cps/kBq: the loss
throughout the radial FOV is then lower (-12%) than the one obtained with r77
(-15%). This fact is encouraging since it means that the count rate is more uniform
for all the points in the FOV of the camera. The performances of spatial resolution
in the transaxial plane, however, are slightly worse than those from r77-miniPET.
If the source is moved along z-axis (aoff = −11.81mm,roff = 0mm), spatial reso-
lution stays low, while sensitivity almost halves its initial value (6.6 cps/kBq): this
behaviour is natural and similar to the one of r77-miniPET. Finally, moving the
source both axially and radially, doesn’t seem to aﬀect performances in terms of
transaxial spatial resolution, whereas axial resolution is slightly worse than the one
obtained with r77-miniPET (2.47 mm FWHM vs 2.31 mm FWHM). Table 5.6
summarizes the results obtained.Chapter 6
Conclusions
In the present work, expected performances of a 10-detectors PET device for small-
animal imaging have been tested, according to National Electrical Manufacturers
Association (NEMA) requirements. The results are encouraging, especially if com-
pared to this camera’s immediate predecessor (miniPET II): count rate is higher
and the peak is reached at higher values; spatial resolution is only 10% worse, while
scatter fraction is 4% lower. The number of crystal elements is low, especially if
compared with most clinical PET now used in everyday practice, and the costs
should be kept low if considering that simple LYSO, single-layer crystals have been
simulated. All things considered, the 10-detectors design works well, and the idea
of removing two detectors from miniPET II is possible with no dramatic loss of
performances.
Compared to other PET devices, r77-miniPET doesn’t have exceptional count
rates, neither achieves perfect image quality, but it is a good starting point for
designing a device which is well-performing and relatively low cost at the same
time. Moreover, including a CT module could increase even further the quality
of the images obtained. In fact, it could allow to match the good description
of radiotracer distribution, obtained with r77-miniPET, with a more detailed
anatomical description of the area under examination.
The idea of further decreasing the number of detector modules was consid-
ered, and actually good results were obtained from some simple, preliminary trials
performed with 8 detector modules in a ring. Going down even further with the
number of detector blocks (i.e. 7 or lower) is feasible, but diﬀerent components
(crystals, electronics, ...) should be used in that case. In fact, the eﬀect of paral-
lax phenomenon would become non-negligible and could have increasing inﬂuence
on spatial resolution, especially if no corrections for that were applied. All things
considered, and looking at the goal miniPET was aiming to, these results don’t
speak in favour of the 12-detectors design, but instead suggest the removal of two
detectors from this camera. 10 detectors could then make up a camera with low
costs and decent performances. Further studies should be made in order to assess
6566 CHAPTER 6. CONCLUSIONS
the properties —and/or the possible superiority— of the 8-detectors arrangement.Bibliography
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