We study the impact of Brownian noise on transitions between metastable equilibrium states (or attractors) in a stochastic ice sheet model. Two methods to accomplish different objectives are employed. The maximal likely trajectory by maximizing the probability density function and numerically solving the Fokker-Planck equation shows how the system will evolve over time. We have especially studied the maximal likely trajectories starting near the ice-free metastable state, and examined whether they evolve to or near the ice-covered metastable state for certain parameters, in order to gain insights into how the ice sheet formed. Furthermore, for the transition from ice-covered metastable state to the ice-free metastable state, we study the most probable path for various noise parameters via the Onsager-Machlup least action principle. This enables us to predict and visualize the melting process of the ice sheet if such a rare event ever does take place.
Introduction
Tremendous variety of nonlinear complex dynamical systems are subject to noisy perturbations [6, 7] . These noises usually play a pivotal role on setting up the dynamical behavior of the system. It is incredibly important to study the influence of noise on ice sheets as it is closely connected with the livelihood of human beings [1, 18] . Indeed, with the increasing global mean temperatures over the last decades, the behaviour of ice sheets, such as those on Greenland and Antarctica, become a major topic in climate research [15, 19] . Research studies show that the melting of the Greenland Glaciers has caused the increase of the sea level by 0.5 mm per year in the period 2003-2008 [23] while if the Antarctic glaciers were ever going to melt the sea level would rise by an astonishing 58 meters [11] . All these make the study of the ice sheet more imminent. More results of interactions among atmosphere, ice, land and ocean for feedbacks that are relevant to understandings of climate change could be found in [6, 10] .
In this present paper, we consider an ice sheet model for the development of ice sheets with boundary on the polar sea (such as the Arctic Ocean for the Greenland ice sheet), developed by Weertman [21, 22] , with the accumulation and ablation perturbed by Brownian fluctuations. In the direction of deterministic analysis, Weertman's idea has been further extended and improved through both conceptual and numerical models; see Källén et al. [13] and Oerlemans-Van der Veen [16] . As noise is present, the stochastic model has two metastable states in certain parameter ranges (see Section 2) , which are referred as "ice-covered" state and "ice-free" state respectively. Random fluctuations may lead to switching between these two states, and such transitions occur widely in not only climate model, but also biological, chemical, physical, and other systems [3, 7, 17] . In order to gain insights into the evolution trajectory of the formation and even melting of ice sheet, it is of interest to study the transitions between these two metastable states. The objective of this present paper is to study the maximal likely trajectories and most probable transition paths for such a stochastic system as time goes on. This offers the following information for the ice sheet: (i) The evolution trajectories from ice-free state, indicating the forming routes of this ice sheet. (ii) The Transition paths from ice-covered state to ice-free state, predicting the melting routes on the assumption that the ice sheet will go completely in certain time interval.
We remark that "maximal likely trajectory" and "most probable path" here are two mathematical terms that have essential distinction [4, 17] : Firstly, The maximal likely trajectory is an evolution trajectory starting from one initial state with unknown final state, while the most probable path is a continuous transition trajectory from one metastable state to another metastable state. Secondly, the former is determined by maximizing the probability density function at every time instant, while the latter should be understood as the probability maximizer where sample solution paths lie within a tube. Thirdly, the former is obtained via numerically solving an initial value problem, while the latter is calculated by solving the two-point boundary value problem. This paper is organized as follows. In Section 2, we introduce the stochastic ice sheet model influenced by Brownian motion and present the solutions of the deterministic counterpart. In Section 3, we present the methods used with some preliminary results. We further consider the most probable pathways by simulating exact model solutions under noise and compare these to the maximal likely trajectories. In Section 4, we present final results with varying parameters and noise intensity while also examine examine the transition from one state to another. More specifically we investigate the possibility of a transition from the ice-covered to the ice-free state. Finally, we summarize the above results in Section 5.
Model
We first introduce the height-mass balance feedback in an ice sheet system influenced by the Brownian motion, and then show most probable transition pathways and maximal likely trajectories for such a system.
The development of ice sheets is governed by nonlinear processes [6] . Consider an idealised ice sheet with length X.It is natural to choose the coordinates such that the point x = 0 corresponds to the boundary with the polar sea; see Källén et al. [13] and Oerlemans-Van der Veen [16] . Indeed, we can refer to the Arctic Ocean for the Greenland ice sheet as a practical examples. Note that the ice can be treated as a perfectly plastic material, by horizontal stress balance [6, in the ice, the height (or thickness) of the ice sheet h satisfies
where σ is a yield stress parameter. The maximum height of the ice sheet is indicated by H(t) and given by H(t) = h(X/2, t) = √ σX(t)/2. On the other hand, by the mass balance for the ice cap, we have following continuity equation
where the right-hand side is the mass balance for the ice cap (the difference between accumulation P i and ablation M). Indeed, the mass balance depends on the distance from the polar ocean, represented by r, and the height of the ice sheet. Note that the ice sheet is located on the north of polar sea, we always consider r 0. Some experiments also indicated that both accumulation and ablation are influenced by random fluctuations arising from the complex environment in actual situation [6, 10] . We consider a linear relation of the form
where β > 0, λ > 0 are constants, ξ(t) is a stochastic noise, ε 0 is the strength of the noise. In this paper, we will consider stochastic noise ξ(t) =Ḃ t as a Gaussian white noise, which is a special stationary stochastic process, with mean EB t = 0 and covariance E(B t B s ) = δ(t − s), and, formally, can be understood as the "time derivative" of Brownian motion (also called Wiener process) [7, Page 51] .
Assume that the snow accumulating on the northern half of the ice sheet flows into the Arctic Ocean or melts close to it. The evolution of the ice sheet is then governed by the mass balance conditions on the southern half of the ice sheet.
Substituting G(x, t) into the continuity equation (2.2) and integrating over the southern part of the ice sheet, we obtain (with h = √ σ(X − x) Hence the length X of the ice sheet can be determined by the following stochastic differential equation
the vector field f (X) can be rewritten as −U ′ (X), with the potential function U(X) = βλ √ 2σ
Since there are two control parameters, λ and r, it is desirable to consider beyond codimension-one bifurcation events. The parameter space is now represented jointly by the (r, λ)-plane. A greater perspective to the fold bifurcation is shown in Fig. 1(b) in terms of the cusp catastrophe surface. This cusp codimension-two phenomenon is observed because we have independent control of both r and λ.
Without noise, in certain parameter ranges, equation (2.6) has two stable equilibrium states separated by an unstable equilibrium (which is a saddle node). In one of the stable equilibrium states, the length of ice sheet is 0 and corresponds physically to the ice sheet being melted completely. This state is usually referred to as the ice-free state. In the other equilibrium state the length of ice sheet is large and corresponds to the ice sheet being formed. This state is called ice-covered state. For different initial value of the length of ice sheet, the trajectory of X may lie either in the domain of attraction of the ice-free state or in the domain of attraction of the ice-covered state. That is, the ice-free stable state 0 and ice-covered stable state X + are resilient (see Fig. 1 (a)): the ice length states will locally be attracted to 0 or X + , as time increases for the deterministic system. When noise is present, the system (2.5) may show switches between state 0 and state X + , and then these two states are called metastable states. By passing through the unstable saddle state X − , the ice length starting near the ice-free state 0 in interval (0, X − ) arrives at an ice-covered state (near X + ).
We now examine these system trajectories or orbits for the stochastic ice sheet model: (i) How does the system evolve from ice-free situation (near 0) to ice-covered situation (near X + )? It means that we can try to understand how an ice sheet is formed. (ii) If the ice sheet melted, how would the system transit from ice-covered situation to ice-free situation? We should also wonder how likely is such a transition for this model? , if the discriminant ∆ := 1 + 27r 2σ λ 2 > 0. Note that 0 < ∆ < 1, both of X ± are bigger than 0. Thus, the state X − is an unstable node and the state X + is a stable node. For r = −250km, the reasonable value of λ should be small about 0.0014. The deterministic model with λ = 0.001 has been studied in [6] , in which these two states are X − ≈ 63.9km and X + ≈ 1738.6km.
Methods
Two different methods will be used for te purposes of this paper. I this part they will be reviewed and explained. In the first subsection, we consider the ice sheet system (2.5) with Brownian noise (that is, ξ(t) =Ḃ t ), and use the maximal likely trajectories to discuss the evolution of trajectory starting from different initial states. In the second subsection, we focus on transition paths connecting two special fixed states for this system. The so called most probable path will be proposed via Onsager-Machlup's function.
Maximal Likely Trajectory Based on Fokker-Planck Equation
We consider the maximal likely trajectory [5, 7] for the stochastic system (2.5), starting at an initial state X 0 . This is reminiscent of studying a deterministic dynamical system by examining the evolution of its trajectory starting from an initial state. Each sample solution path starting at this initial state is a possible outcome of the solution path X t . Then an interesting question to raise is: What is the maximal likely trajectory of X t ? To answer this question, we need to decide on the maximal likely position X ml of the system (starting at the initial point X 0 ), at every given future time t, and this would be the maximizer for the probability density function p(X, t) = p(X, t; X 0 , 0) of solution L t . Indeed, the probability density function p(X, t) is a surface in the (X, t, p)-space. At a given time instant t, the maximizer X ml (t) for p(X, t) indicates the maximal likely location of this orbit at time t. Therefore, X ml (t) follows the top ridge or plateau of the surface in the (X, t, p)-space as time goes on, and the trajectory (or orbit) traced out by X ml (t) is called the maximal likely trajectory starting at X 0 . The maximal likely trajectories are also called 'paths of mode' in climate dynamics and data assimilation [4, 14] .
For the stochastic ice sheet system with Brownian noise
the Fokker-Planck equation [7] in terms of the probability density function p(X, t) for the solution process X t given initial condition X 0 is
By numerically solving the Fokker-Planck equation, we can find the maximal likely position X ml (t) as the maximizer of p(X, t) at every given time t. We consider the unit of time as "kyr" and the unit of length as "km" in the numerical calculation throughout this paper. In Fig. 2(a)(b) , from around 100 stochastic simulations of system (3.1) with ε 0 = 0.01 and ε 0 = 0.1, respectively, we observe The maximal likely trajectory (red line) is actually located in the middle of the blue area created from all the possible outcomes. that simulation orbits are more likely to concentrate around the maximal likely trajectory X ml (t) (red line). This result indicates that the orbit according to the Fokker-Planck equation is actually the maximal likely evolution trajectory of the system (3.1). The state which attracts (or repels) all nearby orbits is referred as a maximal likely stable (unstable) equilibrium state [20] , which depends on noise intensity ε 0 as well as the ice sheet system parameters λ, r. Fig. 2 shows that the maximal likely equilibrium states in these two cases are 1736.8km and 1734.7km, respectively. We will exhibit the number and value of maximal likely stable equilibrium states for the stochastic ice sheet model more thoroughly in Section 4.
Most Probable Paths Using Onsager-Machlup's Method
As mentioned above, maximal likely trajectories can help us to understand the dynamics of stochastic ice sheet system starting at different initial states. However this doesn't provide any help if we aim for a particular final state. We would like to investigate how we would go from one initial state to a final state of our choice. This is a matter of finding the most probable path for two fixed points. The two fixed points of course have a particular interest as we choose them to be the metastable states. In this subsection, we use Onsager-Machlup's method [17] to study the most probable transition path connecting initial and final states. From now on we will concentrate exclusively on the transition connecting two metastable states.
Note that system (3.1) is an SDE with multiplicative noise, and the Onsager-Machlup function for SDEs with multiplicative noise can be referred to Bach et al. [2] . However, it is more convenient to apply Onsager-Machlup's method for an SDE with additive noise numerically [17] . To this end, we make a transformation: Z = 2 √ X (X > 0). By Itô formula, the system (3.1) can be suitably converted to an SDE with additive noise:
. Note that, under the variable transformation, F(Z) = 0 is equivalent to f (X) − 1 4 ε 2 = 0. The extra term with respect to ε appears here.
It means that equilibrium states for the deterministic counterpart of additive noise system (3.3) are affected by the strength of the noise. As we assume that the noise strength is small, we next look into the transitions between 2 √ X 0 and 2 √ X + for system (3.3) . By inverse transformation, we then have a better understanding for the transitions between the two metastable states of the original system (2.5).
For 0 t 0 t 1 , let T = {z ∈ C([t 0 , t 1 ]; R) : z(t 0 ) = z 0 , z(t 1 ) = z 1 } denote the set of trajectories connecting a point (t 0 , z 0 ) on 2 √ L 0 and a point (t 1 , z 1 ) on 2 √ L + . Consider an infinitesimally small tubular neighborhood of z,
If z ∈ T is differentiable, then the measure of the transition paths lying in the small tubular neighborhood satisfies
where C(δ) is a constant with respect to δ, µ W [z] is the Wiener measure [7, 17] , symbol ∝ denotes the proportionality relation, and OM(z,ż) is the so called Onsager-Machlup function which is given by:
We remark that the probability of a transition event lying within a tube along a smooth path z ∈ T can be determined by integrating µ ε [z] over this tube. The most probable path or optimal path connecting points (t 0 , z 0 ) and (t 1 , z 1 ) is defined as minimizers of the OM functional I ε : A → R given by
In analogy to classical mechanics, we also call the OM function the Lagrangian function and the OM functional the action functional [8] .
Indeed, if we restrict ourselves to twice differentiable functions z(t), the most probable path can be found by variation of the OM functional I ε . We thus get the Euler-Lagrange equation
i.e.,z twice differentiable solution to the Euler-Lagrange equation, then it is indeed a (local) minimizer.
As this boundary value problem may not have a solution, the most probable transition pathway may not exist. We rewrite equation (3.8) in Hamiltonian forṁ
with Hamiltonian function H(z, p) = Φ 2 2 + F(z)Φ − ε 2 2 F ′′ (z). Here the momentum variable Φ = z − F(z) measures the deviation from the deterministic flow. The corresponding Freidlin-Wentzell functional [3] can be expressed in terms of Φ as I F = t 1 t 0 Φ 2 (t)dt. Therefore, as ε → 0, most probable paths are well approximated by heteroclinic orbits of (3.9) connecting deterministic solutions and minimizers of I ε converge uniformly to minimizers of I F [3, 9] .
In order to illustrate the effectiveness of this method, for a fixed initial point, we choose the final point as that gained by maximal likely trajectory, and choose the transition time as minimal time arriving at the final point. Note that, usually, these two points are not metastable states, we choose them only for the consideration of methodology. Then, we compare the most probable path (red line) for the stochastic system (3.1) connecting these two fixed points (but not necessarily that they are metastable states here) with the corresponding maximal likely trajectory (blue line) in Fig.  3(a) and (b). Some simulations of actual sample paths (green lines) nearby these two trajectories are also presented in the figures. In Fig. 3(a) , maximal likely trajectory and most probable path coincide with each other. But, in Fig. 3(b) , we see that they have obvious difference. 
Result
In the following section, we compute the maximal likely evolution trajectories and most probable transition paths, in order to analyze how the ice sheet is formed and how it melts away. The maximal likely trajectories starting from different initial points and most probable transition paths starting from X 0 = 0 and ending at X + = 1738.6, are deterministic estimators as time goes on. We will examine maximal likely trajectories and most probable transition paths when system parameters change followed by a brief discussion on general behavior of the system.
Maximal Likely Trajectory
The deterministic dynamical system is bistable in some range of ice sheet parameter space that contains λ = 0.001, r = −250. For simplicity, we firstly consider five maximum likely trajectories with initial points X 0 = 1800, 1600, 1000, 100 and 50 to both sides of the equilibria in the deterministic dynamical system. Due to the lengthy computation process time is capped to T = 100. Fig. 4(a) shows only one maximal likely equilibrium state for stochastic ice sheet system (3.1) with ε 0 = 0.01, and the value of this maximal likely stable equilibrium state is 1736.8 which differs slightly from the deterministic stable state X + = 1738.6 due to the effect of noise. It is also noticeable that the other deterministic stable state X 0 = 0 is not a maximal likely equilibrium state. We observe that the maximal likely evolution trajectories starting close to the ice-free state (e.g. the pink line in Fig. 4(a) ) will go to or go close to zero firstly, but they will reach the ice-covered state ultimately. This could be understood as a reason why the ice sheet concerned here has been formed in its local environment initially. As shown in Fig. 4(b) , the maximal likely evolution trajectories will reach zero for some time when the values of initial points are smaller than 61.5. Furthermore we investigate the impacts of different levels noise intensity on the maximal likely trajectory for system (3.1) in figure 5 . For convenience, we consider the initial state X 0 = 1800. The maximal likely stable equilibrium state reduces with the increase of the noise intensity as seen in Fig. 5 . Recall that, in Fig. 1 , the metastable states depend on model parameters λ and r. With different model parameters, the maximal likely stable equilibrium state will also change; see Fig. 6 . We end this section with a short summary of key points. First, while the deterministic model has two metastable states, in the stochastic it's reduced to one. In addition this metastable state is dependent both on the parameters and the noise intensity.
Most Probable Path
While in the previous section we saw how the trajectory of the system evolves over time, we are also interested to see the trajectory it would follow to reach a specific end. For stochastic ice sheet system (3.1), we now examine the most probable transition pathway starting at the ice-covered metastable state X + = 1738.6 and ending at the ice-free state 0. As seen in Fig. 7(a) , the most probable ice sheet height L mp decreases slowly at first, but after 40-50 kyrs from the start the melting rate accelerates. After that it continues to decrease on a downward trend and passes the 'barrier' X − = 63.9 after about 80kyrs, and finally, it reaches the ice-free state. The evolution of such most probable transition pathway depends crucially on the noise intensity ε 0 and the system running time t 1 as seen in Fig. 7(a) and (b). Fig. 7(a) shows the most probable path with different noise intensity whilst Fig. 7 (b) with different running time. Both affect the most probable path. It should be noted that this shows the most probable path for this transition to happen, not the likeliness for this event. The transition from the ice-covered to the ice-free state would be a rare event. As we have seen in the previous section, Fig. 4 , even when starting from very low height the most probable outcome is to reach the metastable state X + . 
Conclusion
In this work, we have established an ice-sheet model with Brownian noise. It was constructed closely to its deterministic predecessor. We examine the maximal likely trajectories and most probable transition paths, i.e., we visualize the trajectories from different initial state (including icefree state) to ice-covered state as well as transition pathways from ice-free state to ice covered state. The maximal likely trajectories are calculated via numerically solving the Fokker-Planck equation for the stochastic ice sheet model (3.1). The most probable transition pathways are computed by numerically solving a two-point boundary value problem.
For a stochastic ice-sheet system, we have observed that the maximal likely trajectories starting from near ice-free state would converge to only one maximal likely stable equilibrium state, which could be recognized as a ice-covered state. It shows that there would always be a very thick ice sheet no matter what the initial situation is, and the length of ice sheet would reach definite value (e.g. 1736.8km in the case of Fig. 4 ) after a long time. At the same time, we have also noticed some peculiar or counter-intuitive phenomena. For example, the initial ice cap might melt for some time and then gradually form a big one, if its initial length is small enough (e.g. smaller than 61km in the case of Fig. 4 ). This phenomenon does not occur in the case of deterministic model.
Although it seems that the total melting of the ice-sheet in this model is a very rare event, it is necessary to study the transition from ice-covered state to ice-free state due to this even is more concerned about the people. The method of most probable transition paths by minimizing the Onsager-Machlup action functional could thus be applied. For certain evolution time scale and system parameters, we have indeed observed that the most probable transition pathway exists under Brownian noise. Furthermore, we have characterized the evolution with varying noise parameters. Therefore, we can predict the melting route at a given future time.
The findings in this work may provide helpful insights for further practical research, to verify the change of an ice sheet and so on. And these two methods applied here could be also used in other practical models.
