A density functional theory (DFT) is presented for describing the distributions of small ions around an isolated infinitely long polyanionic DNA molecule in the framework of the restricted primitive model. The hard-sphere contribution to the excess Helmholtz energy functional is derived from the modified fundamental measure theory, and the electrostatic interaction is evaluated through a quadratic functional Taylor expansion. The predictions from the DFT are compared with integral equation theory (IET), the nonlinear PoissonBoltzmann (PB) equation, and computer simulation data for the ionic density profiles, electrostatic potentials, and charge compensation functions at varieties of solution conditions. Good agreement between the DFT and computer simulations is achieved. The charge inversion phenomena of DNA are observed in a moderately concentrated solution of 2:1 and 2:2 electrolytes using the DFT, IET, and computer simulation, but can never be predicted from the PB equation. The predictions of charge inversion from the DFT prove to be more accurate than those from the IET when compared with computer simulation data. The preferential interaction coefficients from the DFT are also compared with those from the PB equation and Monte Carlo simulation, and it is shown that the DFT is superior to the PB equation.
I. INTRODUCTION
Deoxyribonucleic acid (DNA) is a well-known substance as a carrier of genetic information. Besides its biological function, the polyanionic DNA molecule exhibits typical polyelectrolyte features in aqueous solution. The interactions between the polyion and surrounding small ions are of significance for DNA conformational stability, as well as other thermodynamic and transport properties in solution [1] [2] [3] .
The studies of physical properties of DNA solution started about 35 years ago, when the famous counterion condensation (CC) theory was established by Manning [4] . This theory is based on the experimental phenomenon of CC on the surface of a strongly charged polyion. Manning's work includes two theories: one is proposed to describe the infinitely dilute solution, and is successfully applied to calculating the limiting laws of thermodynamic properties [5, 6] ; the other adopts a simple two-phase model to describe solutions at moderate salt concentrations, in which the corresponding ionic profiles are derived by minimizing the free energy [7] . Recently, the CC theory was extended to take account of both finite CC and actual structure of the array of discrete charges by Schurr and Fujimoto [8] with an alternative auxiliary assumption. A further modification was also carried out to extend the CC theory to cell model and to calculate the osmotic pressure of relatively concentrated DNA solution [9] .
An alternative classical theory is Poisson-Boltzmann (PB) equation, which is the Euler-Lagrange equation corresponding to the mean-field density functional of an electrolyte of point charges [10, 11] . Unlike the CC theory, the PB equation is not confined to polyions of cylindrical symmetry [4] . For example, its linear version has been used to calculate the electrostatic potential around biopolymer with most complicated geometry [12] . However, it has proved that the PB equation is invalid if concentration of added salt is high [13] , since the volume effect between small ions has evident effects on the total excess free energy under these conditions [14] . Large errors were also reported in the PB calculations for multivalent electrolyte even at low ionic concentrations when compared with Monte Carlo (MC) simulations [15, 16] .
Experiments have confirmed that multivalent cations, such as magnesium ͑2+͒ and Putrescine ͑2+͒, play substantial roles in many molecular biological processes involving protein-nucleic acid interactions and conformational transition of functional biopolymers [17, 18] . The nonviral gene transfer in biological studies or gene therapy for clinical treatment also needs DNA condensation induced by multivalent cations or multivalent cationic amphiphiles in aqueous solution [19] [20] [21] [22] . Furthermore, in the systems containing the multivalent counterions at high concentrations, an interesting phenomenon, termed "charge inversion" or "overcharging," was observed [20] , where a strongly charged polyion binds more ions than necessary to neutralize its own charge. This phenomenon was observed in electrophoretic mobility by Strauss, Gershfeld, and Spiera [23] , which is considered to be induced by volume exclusion of small ions [24, 25] . However, the classical PB theory has proved unable to predict charge inversion in above conditions [26] . This deficiency of the PB theory is mainly due to its ignorance of the ionic size. Over the past 40 years, various modifications of the PB equations [15, 27, 28] have been developed in the framework of the restricted primitive model (RPM) of electrolyte solu-tion, where the small ions are modeled as charged particles of uniform size, and the solvent is a continuous dielectric continuum. Incorporating the excluded volume effect, various versions of modified PB theories have been successfully applied to the systems involving planar electrode [29] , spherical macroion [30] , and linear polyelectrolyte [31, 32] with multivalent ions at high salt concentrations.
An alternative way to include ionic correlations is using integral equation theory (IET) or density functional theory (DFT). Both theories involve the hard-sphere (HS) correlation due to ionic size. IET originated from the study of homogeneous electrolyte solution. The original OrnsteinZernike equation of IET is popularly solved using hypernetted chain (HNC) closure [33] . There are two versions of HNC closure proposed for the study of polyelectrolyte solution: hypernetted chain/hypernetted chain ͑HNC/ HNC͒ [34] and hypernetted chain/mean spherical approximation ͑HNC/ MSA͒ [33, 35] . Since the HNC/ MSA theory has proved to be much more convenient and accurate than HNC/ HNC [35] , it has been extensively used in the calculation of ionic profiles and electrostatic potential for the system involving various geometries [33] [34] [35] [36] [37] . Unlike the PB and HNC, DFT starts with the simple thermodynamic principle that the system reaches equilibrium as its grand canonical potential reaches minimum [38] . Many studies of DFT have been carried out for the electrolyte solution next to the charged or uncharged surface with simple geometries, such as planar [39, 40] , spherical [41] , and cylindrical surfaces [42, 43] . It has been reported that the results from DFT agree well with MC simulation, better than those from other theories [41, 42, 44] . Since both of DFT and HNC/ MSA take into account the excluded volume effect of small ions, both of them are adequate for observing the phenomenon of overcharging. However, recent work of Deserno et al. [45] has shown that HNC/ MSA quantitatively overestimates overcharging if the charge density of polyion or the bulk concentration of added salt is high. In contrast, DFT predict overcharging of spherical polyion and planar electrode accurately with respect to MC results, even at high salt concentration or for intensively charged objects [39, 41, 46] .
In the present work, a partially perturbative DFT for an isolated model DNA immersed in an electrolyte solution is proposed. In the standard DFT, the excess Helmholtz energy functional is divided into several parts due to various interactions. The hard-sphere (HS) contribution to total excess free energy is usually evaluated through a weighted-density approximation (WDA) [47] . Recently, Yu and Wu [48, 49] improved Rosenfeld's fundamental measure theory [50] [51] [52] for HS correlation functions. Since this new WDA proves more accurate than other theories [48] , we adopt it in our present work. Similar to the approaches employed by Yu, Wu, and Gao [41] and Patra and Yethiraj [42] , the electrical interaction term is obtained using a quadratic Taylor expansion with respect to a uniform fluid. The established DFT is used to calculate the microscopic properties of mobile ions, i.e., ionic density profiles, electrostatic potential profiles, and charge compensation functions, as well as thermodynamic property of preferential interaction coefficients. These results are compared with those from the PB equation, IET, and molecular simulations [45, [53] [54] [55] .
The rest of this paper is organized as follows. Section II describes the DFT theory for interested systems. Numerical solutions for the ionic density profiles, mean electrostatic potentials, charge compensation functions, and preferential interaction coefficients are presented in Sec. III. The conclusions and perspectives for future work are given in Sec. IV.
II. THEORY

A. Molecular model
We consider an isolated double-stranded DNA molecule in an electrolyte solution. The polyion of DNA is modeled as an infinitely long, impenetrable cylinder with uniformly distributed charges along its central axis. Since there are various conformations of DNA molecules in aqueous solution, we propose a model B-DNA, in which the average charge spacing on the DNA molecule is b = 0.17 nm and the radius of DNA is R = 0.80 nm. All species of ions are modeled as charged hard spheres with equal diameters d ␣ = 0.40 nm, and the minimal separation between ions and axis of the polyion is 1.0 nm. Both the radius and diameter given above have taken into account the effect of hydration. The solvent water is modeled as a continuous structureless media with invariant dielectric constant = 78.4 at any position, corresponding to that of the pure water at T = 298 K. The temperature of system is T = 298 K. All the parameters given above are applied in the main part of this work, but to compare with the molecular simulation data they may be changed in consistence with the corresponding literature and are pointed out in the captions.
B. Density functional theory
In grand canonical ensemble, the system reaches equilibrium when the grand canonical potential ⍀ is at its minimum value ⍀ . By virtue of variational principle, the equilibrium distribution of ion i, ͕ i ͖, is obtained from Euler equation
For the system studied in this work, the grand potential for small ions surrounding a DNA molecule can be expressed as a functional of Helmholtz energy for density profile of certain species ͕ i ͖ through the Legendre transform
where V Pi ͑r͒ is external field due to the DNA molecule, N is the total number of ionic species, i is the chemical potential of ion i, and F͓͕ i ͖͔ represents the Helmholtz energy functional.
Then the problem focuses on finding out an accurate and explicit expression of Helmholtz energy functional. In general, Helmholtz energy functional can be divided into two terms
where the first term on right of Eq. (3) is the ideal-gas contribution, the second term is the excess Helmholtz energy due to the interactions between ions. F id ͓͕ i ͖͔ is obtained accurately from classical statistical mechanics
where ⌳ i is the thermal wavelength of component i and k B is the Boltzmann constant. F ex ͓͕ i ͖͔ can be further decomposed into several parts according to different types of interactions. In the present work, F ex ͓͕ i ͖͔ is divided into three parts, i.e.,
The first term is direct Coulomb contribution calculated by summing the electrostatic potential over the space
The second and the third terms in Eq. (5) denote HS contribution and coupling of Coulombic and HS interactions, respectively. According to the modified fundamental measure theory (MFMT) [48] , F hs ex ͓͕ i ͖͔ takes the form
where ⌽ hs ͓n ␣ ͑r͔͒ is the reduced excess Helmholtz energy density due to HS correlation, and n ␣ ͑r͒ is the weighted density, given by
where the subscripts ␣ = 0, 1, 2, 3, V1, and V2 denote the indices of six weight functions w i ͑␣͒ ͑r͒, i.e.,
where ␦͑r͒ is the Dirac delta function and ͑r͒ denotes the Heaviside step function. w i ͑2͒ ͑r͒, w i ͑3͒ ͑r͒, and w i ͑V2͒ ͑r͒ are directly related to the geometry of a spherical particle. According to the MFMT [48] , the HS Helmholtz energy density is divided into the scalar weighted densities (S) and the vector weighted densities (V)
Both of the terms on the right of Eq. (15) are evaluated as functions of weighted density n ␣ ͑r͒
and
F el ex ͓͕ i ͖͔ is obtained through a second-order functional Taylor expansion of the residual Helmholtz free energy around a uniform fluid [41] :
, and C ij ͑2͒el are direct correlation functions due to the residual electrostatic. The ⌬C i ͑1͒el will finally disappear in Euler equation and
͑r͒ can be evaluated explicitly by the (MSA) [56, 57 ] from
where B is given by
and 1 / is known as Debye screening length calculated from
Incorporating the explicit expressions of Helmholtz energy mentioned above, the Euler equations Eq. (1) becomes
where F hs ex is evaluated from Eq. 
with the constraint of electroneutrality
where r and rЈ are the distances between the ion center and polyion axis, the subscript i denotes the different species of ions, b is the charge spacing of DNA, and e denotes the elementary charge. If the volume exclusion of ions is ignored, F el ex and F hs ex become zeros, then Eq.
Equation (25) is the integral version of the nonlinear PB equation for cylindrical geometry.
III. RESULTS AND DISCUSSION
A. Density profile
We first compare the concentration profiles obtained from the DFT with those from MC simulation [55] and the nonlinear PB equation in Fig. 1 for 1:1 electrolyte solution at the bulk concentration of 51 mM. The curves in this figure show that ionic profiles from both the DFT and nonlinear PB equation agree well with those from MC simulation except the deviation of co-ion profile produced by the DFT in the region near DNA molecule. The similar curves are plotted for 57 mM 2:1 salt in Fig. 2 . The prediction of counterion profile from the DFT is obviously better than that from the PB when compared with the MC results [55] . From Fig. 2 one can see that both the DFT and nonlinear PB are unable to describe the anionic profile accurately. However, it is noted that the deviations of anionic profiles have little effect on electrostatic potential and charge compensation function, since the local concentration of anion in vicinity of DNA is very low. in good agreement with those from MC simulations [53] . This difference is caused by the ionic correlation, which is included in the MC and DFT, but neglected in the PB equation. Figure 5 compares the DFT, HNC [45] , PB, and molecular dynamics (MD) [45] results for 0.49 M 2:2 electrolyte solution. The ionic profiles predicted by the HNC and DFT are almost superposed, and both of them coincide better with the MD data than the PB equation does. As shown in Figs. 4 and 5 , all the MC, MD, HNC, and DFT predict a crossover of the reduced density profile g 2+ ͑r͒ and g 2− ͑r͒ at the position about r Ϸ 1.7, while the nonlinear PB equation fails to describe this phenomenon. Crossover of g 2+ ͑r͒ and g 2− ͑r͒ is an important symbol of overcharging, and we will return to this point later.
The ionic profiles from DFT are plotted in Fig. 6 using semilogarithmic scale for three types of salt at 1.0 M bulk concentration. Only the curves for divalent salt show crossovers of counterion and co-ion profiles.
B. Mean electrostatic potential
Mean electrostatic potential expressed as Eq. (23) is calculated from ionic profiles obtained in the above section. Figure 7 shows the electrostatic potential profiles produced by the DFT, PB, and MC simulation [53] . The curve calculated from the DFT agrees very well with the MC results, especially within r = 3.0 . The difference between the DFT and MC results beyond r = 3.0 is mainly due to the numerical error, which will be discussed later. The zeta potential, defined as the electrostatic potential at the distance of closest approach between ions and polyion, is 1.81± 0.05k B T/e given by MC [53] noticeable. The mean electrostatic potential predicted by the nonlinear PB is more negative than MC results near DNA (the zeta potential predicted from the PB is 2.22 k B T/e). As mentioned in above section, ionic correlation leads to more counterions accumulated around DNA, therefore, if volume exclusion of small ions is included the electrostatic field produced by polyion declines faster along r direction than that predicted without this consideration.
Differences among mean electrostatic potential profiles predicted by the HNC [45] , DFT, PB, and MD [45] are compared in Fig. 8 for 2:2 electrolyte at the bulk concentration of 490 mM. For 1:1 electrolyte, HS contribution only accelerates counterion screen, but if counterions double their charges (such as divalent cation), electrostatic potential will reduce sharply, and even becomes positive. In Fig. 8 , the electrostatic potential curve, produced by MD, goes down through the zero line at about r Ϸ 0.3 from DNA surface, and then maintains positive before it reduces to zero. Since only a positively charged object produces a positive electrostatic field around it, DNA and ions within the distance r Ϸ 0.3 just act integrally as a positively charged object. This is the characteristic of charge inversion or overcharging. This phenomenon can never be predicted by the PB equation [26] , but can be predicted correctly by HNC, DFT, and computer simulation. The negative electrostatic field produced by a polyion causes an accumulated layer of counterions in the closest annular around DNA, while the positive electrostatic potential presenting beyond this layer causes another accumulated layer of co-ion. These two accumulated layers correspond to the cusps of counterion and co-ion profiles at about r = 0 and r Ϸ 2.0, respectively, in Figs. 4 and 5. We also find that the electrostatic potentials computed from the DFT coincide very well with the MD results and are better than those predicted from the HNC. The superiority of the DFT over the HNC will be discussed theoretically in the next section.
As in Fig. 9 , no charge inversion is predicted from either the PB equation or DFT in dilute solution, and the mean electrostatic potentials from the PB equation and DFT are close for 1:1 electrolyte. However, a great difference between the electrostatic potentials from the PB and DFT exists for 2:1 electrolyte even at very low concentrations. Figure 10 gives the electrostatic potentials from the DFT for 1:1, 2:1, and 2:2 salts at the bulk concentration of 500 mM. Curves for 2:1 and 2:2 behave alike in electrostatic potential, and due to that, the extremely low concentrations of co-ion around the DNA have little effect on electrostatic potential. The electrostatic potentials for 2:1 and 2:2 electrolytes are much lower than for 1:1 electrolyte. This is because divalent cation screens the external electrostatic potential much more efficiently than monovalent cation does.
The influence of bulk concentration on the electrostatic potential for 2:1 electrolyte is predicted from the DFT and the results are shown in Fig. 11 . From this figure one can see that zeta-potential decreases as bulk concentration increases. At high concentration (e.g., 1.0 M), there is a second charge inversion that occurs at the second cross of electrostatic potential curve and zero line. 
C. Charge compensation
To describe the process that mobile ions gradually neutralize the fixed charges on DNA surface, a charge compensation function is defined as [54] 
where r and rЈ are the distance from DNA axis. Q͑r͒ represents the integral of the total charges over all species of mobile ions within the annular volume extending radially from central axis to r and axially over a length b. Since every b length on DNA surface bears one unit (elementary charge), Q͑r͒ will finally converge to unity at bulk limit obeying the electroneutrality condition. The charge compensation curves obtained from the nonlinear PB and DFT at bulk concentration of 911 mM are compared with the MC simulation results [54] in Fig. 12 . We also compare the DFT, HNC, [45] , and PB with MD [45] results for 2:2 electrolyte in Figs. 13 and 14 . From Figs. 12-14, one can see that charge compensation functions predicted from the PB vary monotonously along r direction and are qualitatively different from the molecular simulation results. However, the charge compensation functions for 2:2 electrolyte predicted by DFT, HNC, and MD overshoot the unity and reach their maximum. As shown in Fig. 14 , at low bulk concentration, the DFT and HNC predict almost identical curves, but both of them deviate from MD results. At high bulk concentration, the HNC overestimates the charge inversion and predicts a higher peak of charge compensation function than MD does. A similar overestimation of overcharging has also been shown in the electrostatic potentials predicted by HNC in Sec. III B. However, the DFT computes the charge compensation functions correctly with respect to MD results, even at the region around the peak. All above, comparisons show that the DFT is better than the HNC.
As pointed out by Deserno et al. [45] , the overestimations of HNC/MSA with respect to MD data are probably due to two facts: (i) the excluded volume used in HNC/MSA and MD is not identical; (ii) HNC/MSA theory does not take into account all the size and charge correlations. The deviation of HNC/MSA herein are considered to be mainly due to the first reason, because the overestimation of HNC/MSA is also observed under the similar conditions in the study of LozadaCassou, Saavedra-Barrera, and Henderson [33] . In their study, the electrostatic potentials around charged electrode are investigated by HNC/MSA and MC simulation. Although both of the methods take the identical model of ion as charged hard spheres, the HNC/MSA somewhat overestimate the overcharging. On the other hand, excess Helmholtz functional approximation in DFT are almost identical to that in HNC/ MSA, except the HS correlation, which is derived from the Carnahan-Starling equation in the DFT, and is the same as the Percus-Yevick approximation in HNC/ MSA. It has proved that the Percus-Yevick approximation is not as the good as the Carnahan-Starling equation, especially in dense fluid. The HS correlation is crucial for ionic profiles around DNA, for the ions are much more crowded there. Therefore, it is believed that the improvement of the approximation of HS correlation makes DFT a better prediction of overcharging than HNC/ MSA.
Interestingly, in Fig. 15 DFT predicts a minimum of charge compensation function after the maximum for 2:1 electrolyte at the bulk concentration of 1.0 M. To explain why this charge compensation function crosses the unity line twice and why the corresponding electrostatic potential crosses the zero line twice, we discuss the relationships between the ionic profile, electrostatic potential, and charge compensation function in detail. From the knowledge of electromagnetics, the electric field intensity E can be expressed as the inverse of first derivative of the electrostatic potential. We get it from Eq. (23) using electroneutrality condition
At the position where Q͑r͒ crosses unity line, E͑r͒ changes its sign and ͑r͒ reaches its extremum, which is shown at the vertical auxiliary line AB or EF in Fig. 16 . Then we also differentiate Q͑r͒
Similarly, it is easy to find out that the Q͑r͒ reaches its extremum at the place where density profiles of counterion and co-ion cross each other as shown at the vertical auxiliary line CD or GH in Fig. 16 . It is concluded that when one of the three phenomena, overshoot of Q͑r͒, change of the sign of ͑r͒ or ionic profile overcross is found, the other two must occur simultaneously and vice versa. All of the three phenomena have the same meaning of charge inversion. Therefore, there must be something inaccurate for the points below zero in electrostatic potential curve predicted by MC in Fig.  7 , because no crossover is shown in the corresponding ionic density profiles.
D. Preferential interaction coefficient
The preferential interaction coefficient characterizes the interaction between a polyion and its surrounding small ions [43, 55] . For each ion species it is obtained by integrating the difference between its local density and its bulk density over the volume outside the polyions. For a cylindrical polyion one measures it with respect to the length per unit charge, leading to the definition
In practice, we use a large cutoff radius R C as the upper limit of the integral rather than infinity. R C is selected large enough that polyions have negligible effects on small ions at r = R C . If the finite concentration of polyion is considered, finite cell boundary condition is always employed in simulations and theoretical calculations [55] . Therefore, R C must be designated less than the cell radius. In fact, the polyion concentration should be selected sufficiently dilute so that the effect of polyion dispears at cell boundary, otherwise the preferential interaction coefficient defined in Eq. (29) cannot be calculated properly. However, in the present work, each system contains only one isolated DNA molecule, therefore, any large cutoff radius is adequate. R C =40 is designated for the solution with its bulk concentration not more than 100 mM, while R C =30 is applied to more concentrated solution. The preferential interaction coefficients of counterion and co-ion, calculated from the DFT, MC [55] , and PB for pure 2:1 and 1:1 electrolyte at different bulk concentration are compared in Figs. 17 and 18 , respectively. The preferential interaction coefficients from the DFT perform a better consistency with the MC than those from the PB equation for both of counterion and co-ion. The better prediction of the DFT is obviously caused by its better estimation of local density of ions than that from the PB.
IV. CONCLUDING REMARKS
A density functional approach has been proposed to calculate the small ion distribution around a model DNA molecule. A WDA approach developed by Yu and Wu [48] is used to evaluate the HS contribution to the free energy functional, while the electrical interaction is obtained through a perturbation around the corresponding uniform fluid. Compared with previous MC and MD results, ionic profiles computed from the present DFT are in good agreement with those from simulations for monovalent or divalent salt in both dilute and concentrated electrolyte solutions.
Electrostatic potential profiles and charge compensation functions predicted by the DFT also agree excellently with computer simulation results. In the mean time, the difference between the PB and MC presenting in ionic profiles is magnified by integration. The relationships among ionic profile, electrostatic potential curve, and charge compensation function are also discussed. It is concluded that the three phenomena, i.e., overshoot of Q͑r͒, change of the sign of ͑r͒, and ionic profile overcross, have the same meaning of charge inversion. These three phenomena can be predicted by the DFT, HNC, and computer simulations for multivalent salt at moderate bulk concentration, but never be predicted by the PB equation. Charge inversion is usually overestimated by the HNC at high bulk concentration, but can be predicted correctly by the DFT under the same condition. The higher performance of the DFT is then discussed theoretically and attributes to the superior approximation of the HS correlation. At last, the thermodynamic quantity of preferential interaction coefficient is calculated to characterize the interactions between polyion and one species of small ions. The results from DFT are consistent with the MC results, and better than those from the PB equation. The model of DNA and small ions considered in this work is somewhat simple and unable to compare with real molecules directly. The models of DNA, which characterize the DNA geometry more accurately, have been applied in computer simulation [54, 58] . These models as well as the more elaborated models for small ions may be adopted in our future work. Since the modified fundamental measure theory is applicable to mixtures, the system involving mixed electrolyte solution, similar to that in vivo, can be investigated by some modifications. The work for realistic systems along this line is under study.
