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Some properties of languages representable in finite probabilistic 
automata re investigated. It  is shown that the cut-point can always 
be changed arbitrarily. The notion of a probabilistic automaton is 
• generalized, and it is shown that this does not affect the family of 
representable languages. Generalized probabilistic automata re then 
used for two applications. Finally, some results concerning non- 
regular stochastic languages over a one-letter alphabet are men- 
tioned. 
I. DEF IN IT IONS AND NOTATIONS 
The  set of words, including the empty  word  k, over a finite alphabet 
I is denoted by  W(1) .  The  sum or union of two  languages LI and  L~ 
over I is denoted by  LI ~c L2, their intersection by  LI f] L2 and  their 
product by  LIL2. The complement  of a language L with respect to W(1)  
is denoted by  L. In addition, we  use the notation LI - L2 = LI A L2 • 
DEF IN IT ION I. A finite probabilistic automaton over the alphabet I 
is an ordered quadruple PA  -- (S, M,  ~0, F), where  S = {si ,.- -, s,} 
is a finite nonempty  set (the set of internal states), M is a mapp ing  of I 
into the set of stochastic n N n matrices, ~0 is an n-dimensional stochastic 
row vector (the initial distribution) and F is a subset of S (the set of 
final states). 
The domain  of M is extended f rom I to W(I)  by defining 
M(X) = E~ (n X n ident i ty  matr ix ) ,  
M(xlx2...xk) = M(xl)M(x~)...M(x~) 
where/~ > 2 and x~ E [.  
Let  ~ be the n-dimensional  column vector  whose i th  component  
equals 1 if s~ belongs to F and 0 otherwise. The language represented in
PA with the cut-point 7, 0 =< ~ < 1, is defined by  
L(PA, 7) = {P ] TroM(P)~'~ > v}. 
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For 0 =< 7 < 1, a language L is n-stochastic f and only if there exists 
a PA such that L = L(PA,  7). A language L is stochastic if and only if, 
for some 7, L is 7-stochastic. 
I I. THEOREMS CONCERNING STOCHASTIC LANGUAGES 
1. Bukharaev (1967) showed that every 7-stochastic (7 > 0) lan- 
guage is also 7'-stochastic, for any 7' such that 0 < 7' < 7. The follow- 
ing theorem generalizes his result. 
THEOREM 1. Every stochastic language is @stochastic, for any '7' 
such that 0 < 7' < 1. 
Proof. Let L = L(PA,  7), where PA -- ({sl, . . -  , s~}, M, 7r0, F) 
is a finite probabilistic automaton over I. Let 7' be fixed, 0 < 7' < 1. 
By omitting the trivial case 7' = 7, we can suppose that 7' ~ 7. Con- 
sider the finite probabilistic automaton PA' = ({s~, . . . ,  s~, s~+l}, 
M', 7r0', F ') ,  where for each x C I, 
M'(x )= IM~x)~l  (1) 
and ~r0' and F' are defined as follows. If 7' < 7, then ~r0' = ((7'/7)7r0, 
1 - -  7'/7) and F'  = F. If 7' > 7, then 7r0' = (pTro, 1 -- p) and F'  = 
F U {s~+l}, where p = (1 - 7 ' ) / (1 - 7). From (1) it follows that, for 
any P C W(I) ,  
Thus, for any P C W(I) ,  
f(n'/7)~oM(P)r~ if 7' < ,, (2) 
7ro'M'(P)~rF, = ~proM(P)~rv + (1 -- p) if 7' > 7. 
From (2) and the choice of p it follows that in both eases L = L(PA', 7'), 
which implies our theorem. 
According to Theorem 1, every stochastic language is, for example, 
½-stochastic. The restriction 7' > 0 is essential, because every 0-sto- 
chastic language is regular. Conversely, every regular language is 0- 
stochastic, because very finite deterministic automaton can be rewrit- 
ten as a finite probabilistic automaton, where the initial distribution 
and the matrices M(x) (x C I) consist of O's and l 's only. 
2. I t  is not known whether or not the family of stochastic languages 
is closed under any of the Boolean operations. Paz (1966) has constructed 
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a finite probabilistic automaton, where the intersection of a regular 
language and a stochastic language can be represented. In the following 
theorem we construct a more economical probabilistie automaton, where 
both the sum and the intersection of a regular language and a stochastic 
language can be represented. 
TttEORElVl 2. The sum L1 + L~ and the intersection LI N L2 of a sto- 
chastic language L1 and a regular language L2 (over the alphabet I )  are 
both stochastic languages. 
Proof. Let L1 = L(PA ' ,  ~), where 
PA'  --- ({s~ , . . .  , s~}, M', (~-~ , . . .  , 7r~), f ' )  
is a finite probabilistie automaton over I.  Let L2 = L (PA" ,  0), where 
PA" = ({s~+~, . . .  , s~+~,}, M", (1, 0, . . .  , 0), F") 
and each row in each M" (x) is a coordinate vector. Thus, PA"  is a finite 
deterministic automaton, where L2 is represented, rewritten as a prob- 
abilistic automaton. Consider the finite probabilistic automaton 
PA = ({sl, . . -  , s~, s~+l, . . .  , s~+~}, M, ~ro, F) 
over I, where for each x C I, 
M(x)  =IM~ x) M#O(x)l, 
v:o (½~rl , " . .  , 1 F '  F " .  = ~, ,  ½, O, .-- , O) and F = L] Consequently, 
for eachP  E W(I ) ,  
0 M(P)  = IM '~P)  M, , (p ) I .  (3) 
Because 
7rF L 7eF" , 
the following equation holds for any word P E W( I )  : 
• "oM(P)zcr = ½(~rl, . . .  , 7r~)M'(P)zrv, 
(4) 
-b ½(1, 0, . . .  , 0)M"(P)~rF,,. 
Because (1, 0, . . -  , O)M"(P)~rv, equals 1 or 0, depending on whether 
P E L~ or P ~ L2, (4) implies the equations 
L1 -b L2 = L (PA ,  ½~) 
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and 
L1 n L2 = L(PA,  ½(, -~ 1)). 
This proves our theorem. 
As an immediate corollary we obtain the following 
T~EonE~t 3. I f  L1 is a stochastic language and L2 a regular language, 
then the language L1 -- L~ is stochastic. Let L p be a language obtained f irm a 
language L by adding or removing finitely many words. Then L' is sto- 
chastic if and only if L is stochastic. 
Let LI and L2 be as in Theorem 3. From Theorem 2 it follows that the 
languages L1 N L2W(I) and L1 N W(I)L2 are stochastic languages. 
Thus, for instance, the language consisting exactly of such words of 
L1 which end with a given word P C W( I )  is stochastic. 
For a finite probabilistic automaton PA = (S, M, v0, F) and a real 
number 7, 0 = ~ ~ 1, we denote 
L(PA,  7, =) = {P l ~oM(P)v~ = 7}. 
Then the following result concerning closure under complementation 
can be established. 
TnEORE~ 4. Assume that L = L(PA,  7) is a stochastic language and 
that the language L( PA, ~, = ) is regular. Then the complement of L is a 
stochastic language. 
Proof. Let PA = (S, M, ~o, F). Denote by P the complement of F 
with respect o S. Then 
L = {P]~roM(P)~r~, < ~} 
= {P ] ~r0M(P)Tr~ > 1 -- 7} -}- L(PA,  v, =),  
whence Theorem 4 follows, by Theorem 2. 
The hypothesis of Theorem 4 is not satisfied for all stochastic lan- 
guages. Starke (1966) constructed a finite probabilistic automaton 
over the alphabet {0, 1} for which 
L(PA,  7, =)  = {0~10 ~1 ] n _-__ 1} -t- 011. 
This language is not regular. 
I I I .  GENERAL IZED PROBABIL IST IC  AUTOMATA 
1. According to Definition 1, a finite probabilistic automaton has a 
fixed set of final states. Page (1966) has introduced another definition 
in which the components of ~r as well as the cut-point n are allowed to 
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be arbitrary real numbers. An open problem has been whether the 
family of stochastic languages remains unaltered in this generalization. 
In what follows we solve this problem. 
D~F~NITION 2. A generalized finite probabilistic automaton over the 
alphabet I is an ordered quadruple GPA = (S, M, ~ro, fo), where 
S, M and ~r0 are as in Definition 1 and f0 is an n-dimensional column 
vector with real components. If fo is a stochastic olumn vector, then 
GPA is a generalized finite probabilistic automaton with a final distri- 
bution. 
For any real number 7, the language represented in GPA with the 
cut-point ~ is defined to be the set 
L(GPA,  7) = {P l ~roM(P)fo > ~}. 
For a real number 7, a language L is generalized ~-stochastic f and only 
if there exists a GPA such that L =- L(GPA,  7). A language L is 
generalized stochastic if and only if, for some 7, L is generalized ~-sto- 
chastic. 
LEMMA 1. Assume that L = L( GPA, 7), where GPA = (S, M, ~r0 ,f0). 
Then, for any real number c, L = L(GPA' ,  ~ ~ c), where GPA' = 
( S, M, ~o , fo') and 
Proof. For any word P C W( I ) ,  
~,,oM(P)fo' = ~oM(P)fo + c, 
because ~roM(P) is a stochastic vector. Tiffs proves our lemma. 
THEOREM 5. A language L can be represented in a generalized finite 
probabilistic automaton (generalized finite probabilistic automaton with a 
final distribution) if and only if it can be represented in a finite probabilistic 
automaton. 
Proof. To establish the "if"-part, we assume that L = L (PA ,  ~), 
where PA = (S, M, ~ro, F) is a finite probabilistic automaton over I. 
Without loss of generality, we assume that F is not empty and denote 
by/~ the number of its elements. Then the generalized finite probabilistic 
automaton GPA= (S, M, ~-0, /¢-l~rF) has a final distribution and 
L(PA,  7) =- L(GPA,  ~/lc). 
To prove the "only if"-part, we assume that L is a generalized sto- 
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chastic lang!Jage. By  choosing c large enough in Lemma 1, we can as- 
sume that  L = L(GPA,  , / ) ,where  GPA = ({s!, . . .  , sn}, M, 7to, f0) 
and the components of fo are strictly positive. Denote 
fo = P~ 
and p = pl -t- p2 -t- . . . .  -t- p~. Thus, P l ,  "," , p~ and p are strictly 
positive. Let ~5~ = p~/p for each i, 1 < i < n. Consider the following 
finite probabil istic automaton 
PA = ({sl, . . .  , s~ , s~+l, . . .  , s~}, 21/i', 7to', F), 
where 
~0' = n-~(~ro, 7to, . . .  , ~r0) (~r0 occurs n t imes) 
and 
F = {Sl,Sn+2,S2n+3, " ' ' ,Sn2} 
and, for any x C I ,  
M'(x) =/Pl~//(x) /52M(x) ~nM(x)l" 
• • 
[~lM(X) ~2M(x) p,~M(x) I (5) 
Clearly, M'(x )  is a stochastic n 2 X n ~ matrix. Let  P C W( I )  be an 
arb i t rary nonempty  word. F rom the construction of M'(x)  it follows 
that  (5) holds if x is replaced by the word P. Using this result it can 
be verif ied that  
ro 'M'(P)rv = ~_, ~ ~r~p~(P) ,  (6) 
/=I k=l 
where p~k(P) is the (i, k ) th  entry in the matr ix M(P) .  On the other 
hand, 
i~ l  k~l  
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Combining (6) and (7), we obtain 
~ro'M' (P)TrF = p-l~roM(P)fo . 
Consequently, the language L(PA,  V/P) contains exactly the same 
nonempty words as the language L(GPA, ~), whence our theorem fol- 
lows, by Theorem 3. 
As an immediate corollary of Lemma I we obtain the following 
THEOREM 6. Every generalized stochastic language is generalized 7- 
stochastic, for any real number ~?. 
Thus, every generalized stochastic language is, for example, general- 
ized 0-stochastic (el. Theorem 1). 
2. Theorem 5 is a useful tool in constructions involving probabilistic 
automata. In what follows, we give two applications of it. 
A stochastic matrix is called doubly stochastic if and only if also the 
column sums equal 1. A language is termed doubly stochastic if and only 
if it can be represented in a generalized finite probabilistie automaton 
in which, for each x E I, M(x)  is doubly stochastic. In the following 
theorem the mirror image of a language L, i.e., the language obtained 
from L by writing all words backwards, is denoted by mi(L) and the 
transpose of a given matrix A by A r. 
THEOREM 7. A language L is doubly stochastic if and only if the mirror 
image of L is doubly stochastic. 
Proof. Because mi(mi(L)) = L, it is sufficient o prove that, if L 
is a doubly stochastic language, so is mi(L). Let L = L(GPA, v), 
where GPA = (S, M, 70, f0) and, for each x E i, M(x)  is doubly 
stochastic. By the proof of Lemma 1, we can assume that the compo- 
nents of f0 are strictly positive. Denote the sum of these components by 
p. Thus, p > 0. Consider the generalized finite probabilistic automaton 
OPA' = M p- fJ, (S) 
where, for each x C I, Mr(x) = M(x) r. Clearly, Mr(x) is doubly 
stochastic and p-lfor is a stochastic row vector. For each word P E W(I),  
we obtain 
(~coM(P)fo) r = f0rMr(mi(P))~r0 . (9) 
Theorem 7 follows now from (8) and (9), because 
rni(L) = mi(L(GPA,  7)) = L(GPA',  n/p). 
3. The right derivative of a language L over 2" with respee~ to a 
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word P 6W( I )  is defined by 
Lz -~ { Q t QP 6 L}. 
The left derivative can be defined analogously. Bukharaev (1967) 
has shown that a language L is stochastic if ~nd only if, for some k, 
all left derivatives of L with respect o words of length k are stochastic. 
THEOREM 8. All right derivatives of a stochastic language are stochastic 
languages. 
Proof. Let L = 
(S, M, ~0, F). Let 
Lv is represented 
L(PA ,  7) be a stochastic language, where PA = 
P 6 W( I )  be an arbitrary word. Then the language 
in the generalized finite probabilistic automaton 
GPA t = ( S, M, ~-o , M(P)zcv) with the cut-point 7, whence Theorem 8 
follows, by Theorem 5. 
IV. ON NONREGULAR STOCHASTIC LANGUAGES OVER A 
ONE-LETTER ALPHABET 
1. In this part we mention some results concerning nonregular sto- 
chastic languages over the alphabet {x/. I t  is well known (see Salomaa, 
1965 and Paz, 1966) that only regular languages can be represented in
two-state probabilistic automata (over the alphabet Ix/) having a 
fixed initial state. Paz (1966) gave an example of a three-state prob- 
abilistic automaton over a one-letter alphabet with a fixed initial state 
in which a nonregular language can be represented. In Theorem 9 we 
generalize his result. 
The argument of a complex number h ~ 0 is denoted by arg ^ . We 
say that arg h is irrational in degrees if and only if it can be represented 
in the form 2~rz, where z is an irrational number., Otherwise, arg h. is 
rational in degrees. Let M(x)  be a stochastic 3 X 3 matrix. Its eigen- 
values are denoted by },i = 1, ~2 and h3. Let y l ,  y2 and ya be the com- 
ponents of the row eigenvector corresponding to the eigenvalue M = 1. 
We use the following notations: 
7, = yl/(y~ --k y2 -k y~), 
~i~. = ~+ ~j. ( i , j  = 1 ,2 ,3 ;  i~ j ) .  
T~IEOREM 9. Let PA = ({st, s2, s3}, M, (~rl, ~r~, ~3), F) be a three- 
state probabilistic automaton over the alphabet {x}, where F is a proper 
subset of {sl , s~ , s3}. A nonregular language can be represented in PA if 
and only if (1rl , 7r2 , ~r3) =~ (w , ~2 , ~)  and M(x)  has an eigenvaIue 
such that my ~ is irrational in degrees. Moreover, if these two conditions are 
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satisfied, then there is exactly one cut-point ~ such that the language 
L(PA,  v) is nonregular. This cut-point is vi if F = {si} and ~s if F = 
{s~, sj} (i ~ j) .  
For the proof of this theorem see Turakainen (1966). 
COROLLARY 1. I f  at least one of the components of the initial distribu- 
tion ( rl , ¢r2, 7ra) equals O, then a nonregular language can be represented 
in PA if and only if arg k is irrational in degrees for some eigenvalue X 
of M(z). 
The assumption of  Corollary 1 is satisfied, for example, if PA has a 
fixed initial state. 
In  some cases, the question whether or not arg X is irrational in de- 
grees can be solved by the following result (cf. Niven, 1956). 
LEMMA 2. I f  ~ is rational in degrees, then the only rational values of 
cos ~ are cos ~ = O, ~ !2, :~: 1. 
The eigenvalues of  a stochastic 3 X 3 matrix M(x)  =(a i i )  are the 
roots of the equation 
(X - 1)(X ~ - (an + a2~ + a~3 -- 1)X + det M(x) )  = O. 
Suppose that eigenvalues },2 and M are imaginary. Then 
cos(arg M) = (an + a22 + an3 - 1 ) /2%/~(x) .  
According to Lemlaa 2, arg },2 is irrational in degrees if cos(arg M) 
is rational and 
cos(argh2) # 0, ±~,  =~1. 
If, for instance, al~, a22 and an3 are rational and det M(x) is a square 
of a rational number, then cos(arg M) is rational. Theorem 9 and the 
above considerations imply that if h2 is imaginary, cos(arg X2) is rational 
and (~r~, ~r2, ~r3) # (v~, ~2, v3), then L(PA,  7) is regular for every 
cut-point v if and only if 
(a~ + a22 -r aaa - 1) /2~/det  M(x) = O, -4 -1, :~1. 
2. Paz (1966) (Theorem 7) has mentioned sufficient conditions for 
an n-state probabilistic automaton over {x} with a fixed initial state 
and one final state t o represent only regular languages. In Turakainen 
(1967), some necessary conditions and sufficient conditions for the 
representability of nonregular languages in probabilistie automata over 
{X} are presented .. Among • other things, it is shown that the above- 
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mentioned theorem of Paz does not hold if it is modified for probabilistie 
automata of Definition 1. 
It is well-known that even in a two-state probabilistic automaton 
over the alphabet [x, y} an infinite number of nonregular languages can 
be represented. On the other hand, only a finite number of nonregular 
languages can be represented in a finite probabilistie automaton over a 
one-letter alphabet. An upper bound for this number is derived in 
Turakainen (1966). (For another approach to the same question, see 
Salomaa, 1965). This bound depends on the structure Of the matrix 
M(x). For example, if k = 1 is the only eigenvalue ofM(x) with modu- 
lus 1, then this upper bound equals 1. 
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