We provide the proof of a practical pointwise characterization of the set defined by the closure set of the real projections of the zeros of an exponential polynomial ( ) = ∑ =1 with real frequencies linearly independent over the rationals. As a consequence, we give a complete description of the set and prove its invariance with respect to the moduli of the , which allows us to determine exactly the gaps of and the extremes of the critical interval of ( ) by solving inequations with positive real numbers. Finally, we analyse the converse of this result of invariance.
Introduction
Throughout this paper we will consider exponential polynomials of the form
where { 1 , 2 , . . . , } is an ordered set of real numbers, called frequencies of ( ), which are linearly independent over the field of the rational numbers. It is known that ( ) is an entire function of order 1 having infinitely many zeros located on a vertical strip (see, e.g., [1, Lemma 2.5]), the critical strip of ( ), bounded by the real numbers and , where fl inf {Re : ( ) = 0} ,
fl sup {Re : ( ) = 0} .
It is worth noting that the research devoted to studying the zeros of exponential polynomials appears in the first third of the twentieth century in relation to the development of differential equation theory [2] (see also [3, 4] ). In this respect, it is related to the study of the location of the characteristic roots of linear delay differential equations (see, e.g., [5, 6] ), and, more so, the zeros of exponential polynomials are the roots of the characteristic equations of the associated functional difference equations which determine the essential spectrum of the solution operators of the associated neutral functional differential equations [7] .
The study of the zeros of the class of exponential polynomials of type (1) has recently become a topic of increasing interest. In fact, in connection with other areas of study, it allowed to prove that a conjecture on the set of dimensions of fractality associated with a nonlattice fractal string is true in the case of generic nonlattice self-similar strings [8, Theorem 13] , which have a clear correspondence with the exponential polynomials of type (1) .
Given such a function ( ), the bounds and allow us to define an interval fl [ , ] , called critical interval of ( ), which contains the closure of the set of the real parts of the zeros of ( ), denoted by fl {Re : ( ) = 0}.
to the theory of stability for neutral time delay systems. In fact, from the stability point of view, it is important to study the behaviour of the smallest upper bound of the spectrum [7, 9, [19] [20] [21] [22] [23] [24] . It was shown by Avellar and Hale [9] that, in general, the smallest upper bound is not continuous with respect to the delays (i.e., arbitrarily small changes in the delays destabilise the associated neutral functional differential equation). However, the continuity is reached when the delays are rationally independent [9, Theorem 2.2] and, in that case, the set is completely characterized by [9, Theorem 3.1, Corollary 3.2].
In this way, we will suppose in this paper that the frequencies of our exponential polynomials ( ) are rationally independent in order to make good use of the accurate knowledge of the nature of the set . In fact, concerning exponential polynomials of type (1) 
where the are complex numbers. Then a necessary and sufficient condition for ( ) to have zeros arbitrarily close to any line parallel to the imaginary axis inside the strip
is that
for any with + ∈ ." From this result it follows that an open interval ( 0 , 1 ) is included in fl {Re : ( ) = 0} if and only if geometrical principle (7) holds on ( 0 , 1 ). It is worth noticing that Moreno's result (another version of this theorem which can be found in [8, Theorem 1] ) is only applicable to open intervals and hence it does not identify the boundary points of . This characterization was used in [8] in order to establish a bound for the number of gaps of the sets defined in (4) .
On the other hand, the topological properties of the set = {Re : ( ) = 0} associated with the partial sums ( ) = 1 + 2 − + ⋅ ⋅ ⋅ + − , ≥ 2, of the Riemann zeta function have been studied from different approaches. For example, an auxiliary function associated with ( ) was used in [17, Theorem 9] in order to establish conditions to decide whether a real number is in the set . This auxiliary function specifically arises from a known result of Avellar and Hale [9, Theorem 3.1] which leads us to analytical criteria in the case of exponential polynomials whose frequencies are not necessarily linearly independent over the rationals.
In this paper, by following the ideas of [17] and based on inequalities (7), we will get a practical characterization of the points of the set associated with an exponential 
In such a way, related to an exponential polynomial ( ) of type (1), in this paper we specifically prove the following:
(i) Fix 0 ∈ R; the closure of the set Img( ( 0 + )) = { ∈ C : ∃ ∈ R such that = ( 0 + )} coincides with the image set of an auxiliary function, denoted by ( 0 , x), associated with ( ) (see Proposition 3). (ii) A real number 0 ∈ if and only if geometrical principle (35) holds on 0 (see Theorem 6), which constitutes a practical pointwise characterization of the closure set of the real parts of the zeros of exponential polynomials whose frequencies are linearly independent over the rationals.
is the union of, at most, − 1 disjoint nondegenerate closed intervals (see Theorem 9 and its demonstration which constitutes another shorter proof of [8, Theorem 9] 
is invariant with respect to the moduli of the (see Corollary 10), which let us exert a control about the number of gaps of by means of an adequate selection of the moduli of the coefficients associated with ( ). (v) If two exponential polynomials with two or three terms are written in their normalized forms and they have the same set , then the moduli of their coefficients are pairwise equal (see Proposition 12) , which for these cases is a kind of converse assertion to the invariance result formulated in the previous point. This result cannot be extended to exponential polynomials with more than three terms (see Example 13).
An Auxiliary Function Associated with ( )
Let ( ) be of form (1) with = 2.
Hence the zeros of ( ) for = 2 are given by
Therefore, in this case, the set , defined in (4), is equal to the point {log| 1 / 2 |/( 2 − 1 )} and then, from now on, we will suppose that > 2.
We next define an auxiliary function, associated with the exponential polynomials ( ) of form (1), which will be used in this paper in order to find some characterizations of the set defined in (4) . This function is clearly inspired by [9, Theorem 3.1].
Definition 1. Let ( ) = 1
1 + ⋅ ⋅ ⋅ + be an exponential polynomial of type (1) . We define the auxiliary function :
We next introduce the following notation which will be used to show the direct relation between an exponential polynomial of type (1) and the auxiliary function associated with it. Notation 1. Given ( ) an exponential polynomial of type (1) and fixing 0 ∈ R, we consider the following sets of the complex plane:
Fixing 0 ∈ R, we now establish the direct inclusion between the sets above.
Lemma 2. Let ( ) be an exponential polynomial of type (1) and 0 ∈ R; then
Proof. Fixing 0 ∈ R, consider that ( ) = 1 1 +⋅ ⋅ ⋅+ of type (1) and 0 ∈ Img( ( 0 + )), then 0 = ( 0 + 0 ) for some 0 ∈ R; that is,
On the other hand, from Definition 1, for any x = ( 1 , 2 , . . . , ) ∈ R , we have
Therefore, by taking = 0 for = 1, 2, . . . , , expression (14) becomes (13) . Consequently, 0 ∈ Img( ( 0 , x)) and the lemma is proved.
In fact, fixing 0 , by using Kronecker's theorem, we next prove that Img( ( 0 , x)) coincides with the closure of the set Img( ( 0 + )).
Proposition 3. Let ( ) be an exponential polynomial of type (1). Then, for every 0 ∈ R, it is verified that
Proof. Given ≥ 2, consider that ( ) = 1 1 + ⋅ ⋅ ⋅ + , with ∈ C \ {0}, = 1, 2, . . . , , and { 1 , 2 , . . . , } is an ordered set of real numbers linearly independent over the rationals. Fix 0 ∈ R. Notice that Img(
We are going to demonstrate that Img( ( 0 + )) is dense in Img( ( 0 , x) ) or, equivalently, given > 0 and ∈ Img( ( 0 , x)) there exists 1 ∈ R such that
Indeed, if ∈ Img( ( 0 , x)), then there exists a vector x = ( 1 , 2 , . . . , ) such that
Fixing ∈ R and > 0, we next apply Kronecker's Theorem [25, p. 382 ] with the following choice:
Hence there exist some integers 1 , 2 , . . . , and 1 > such that
that is,
with | | < 2 , = 1, . . . , . Therefore, since
from (17) and (20), we have
which goes to 0 when tends to 0 because | | < 2 , for = 1, . . . , . Consequently, we conclude that
Characterizations of the Closure Set of the Real Projections of the Zeros
This section is devoted to showing some pointwise characterizations of the sets defined in (4). We previously need the next lemma (compare with [14, Lemma 3] ). Given = + , we first observe that Proof. For any zero = + of ( ) we have
where w fl ( 1 , 2 , . . . , ) . Assume that ∈ . Then there exists a sequence ( = + ) =1,2,... of zeros of ( ) such that = lim →∞ and, from (27), we get that ( , w) = 0 for each = 1, 2, . . ., which is equivalent to writing for some 2 ∈ [0, 2 ) and so successively for each ∈ {1, 2, . . . , }. Then, by considering (28) for ∈ { ℎ, } ℎ=1,2,... and taking the limit when ℎ → ∞, we obtain
where fl ( 1 , 2 , . . . , ). Conversely, suppose that ( , x) = 0 for some real number and a vector x = ( 1 , 2 , . . . , ) of R . Thus, noticing that the components of the vector
are linearly independent over the rationals, given the numbers (1/2 ) 1 , (1/2 ) 2 , . . . , (1/2 ) ; = 1 and /2 2 , with > 0, by applying Kronecker's theorem [25, p. 382] for each fixed = 1, 2, . . ., there exist > 1 and integers ( , ) =1,2,..., such that for each = 1, 2, . . ., we have
Multiplying by 2 , (31) becomes
which implies that
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Now, by Lemma 4, ∈ and then the theorem follows.
All of this results in a second pointwise characterization, through geometrical principle (35), of the closure set of the real parts of the zeros of exponential polynomials of form (1).
Theorem 6. Let ( ) = 1
1 + ⋅ ⋅ ⋅ + be an exponential polynomial of type (1) 
Proof. Suppose that 0 ∈ , then there exists some vector x ∈ R such that ( 0 , x) = 0 or, equivalently,
and, by taking the modulus, we get
Conversely, suppose that the positive real numbers | | 0 , = 1, 2, . . . , , satisfy inequalities (35). We index them in decreasing order so that 1 is such that | 
Consequently, by taking x ∈ R as the vector so that = + arg( ) for = 1, . . . , , where arg( ) denotes the principal argument of , we have
Hence, from Theorem 5, 0 ∈ .
Note that the proof of the result above includes a generalization of Euclid's theorem on the inequality of the triangle, which leads to geometrical principle (35) that characterizes the sets .
Remark 7.
Alternatively, as one of the referees pointed out, the necessity in Theorem 6 follows from the following fact: if (35) is not true then there exists, by continuity, a number > 0 such that the condition of type (35) is still false for the interval ( 0 − , 0 + ) and thus, by the triangle inequality, there are no zeros with real part in this interval, which means that 0 ∉ .
In any case, note that Theorem 6 has been proved without using [8] (in particular [8, Theorem 9] ).
The Description of the Set
As it will be also shown below, the number of gaps that can have the set defined by {Re : ( ) = 0}, associated with an exponential polynomial ( ) = 1 1 + ⋅ ⋅ ⋅ + of type (1) with > 2, depends on the number of real solutions of the − 2 intermediate equations: Proof. By defining the real functions
the number of changes of the sign of its coefficients, say and , is 1. Then if and are the numbers of zeros of ( ) and ( ), respectively, by Pólya and Szegő's result [27, p. 46] , − and − are even nonnegative integers. Hence, = = 1 and we denote by 0 and 1 the unique simple zeros of ( ) and ( ), respectively. Then, since
. . , and Journal of Function Spaces Analogously, we can deduce that
Therefore, according to Theorem 6, 0 and 1 must coincide with and . Now, from continuity applied on the above strict inequalities we can determine two real numbers 1 and 2 such that any of the corresponding intervals [ , 1 ] and [ 2 , ] satisfies the inequalities (35). Furthermore, ( ) and ( ) are nonpositive real numbers when is in the critical interval. The lemma is proved.
We are now ready to give the description of the set fl {Re : ( ) = 0} associated with an exponential polynomial ( ) of type (1). This leads us to another shorter proof of [8, Theorem 9].
Theorem 9.
Given an exponential polynomial ( ) of type (1) Proof. Note that, fixing ∈ , if we suppose that some of inequations (35) are not satisfied, then we deduce from Theorem 6 that ∉ . Thus, in view of Lemma 8, we next focus our attention on the − 2 intermediate inequations:
Let us define the real functions:
Since the number of changes of sign of their coefficients is 2, by Pólya and Szegő's result [27, p. 46] , each equation ( ) = 0 can have 0 solutions, 1 solution when the zero of ( ) is of second order, or 2 (distinct) solutions, − < + , when ( ) has two simple zeros. Furthermore, since ( ) is clearly positive for | | sufficiently large, then ( ) < 0 is uniquely satisfied in the open intervals of the form ( − , + ) (i.e., when ( ) = 0 has two distinct solutions). Now, by defining the set fl { ∈ {2, . . . , − 1} : ( ) = 0 has two solutions
we have, by continuity, + < − if , ∈ with < . Define also the set
then the complementary set of is
that is, it consists of at most disjoint open intervals and consequently consists of at most − 1 nondegenerate closed intervals.
As a consequence of the theorem above, the set has no isolated point for any exponential polynomial of type (1) with > 2. The following important result is another easy consequence of this characterization theorem.
Corollary 10.
Given an exponential polynomial ( ) = 
whose frequencies {log 2, log 11, log 23, log 37, log 53} are linearly independent over the rationals. From Corollary 10, first notice that = . In this respect, the distribution of their zeros with imaginary part between 0 and 1000 can be observed in Figure 1 , which was performed using Maple.
Furthermore, by using Theorem 9, we can exactly determine the boundary points of the closure set of the real parts of their zeros. In fact, the gaps of = are produced when we find two solutions in some of the following equations: 
Equation (50) 
On the Converse of the Result of Invariance
Given an exponential polynomial ( ) = 1 (1), by dividing by the first term, it is not restrictive to consider, for our purposes, its underlying exponential polynomial: We are now going to study whether the converse of Corollary 10 is true; that is, given two exponential polynomials ( ) and ( ) of type (1) with the same set of frequencies and so that = , are the moduli of the coefficients (in the normalized form ( ) and ( )) the same? It is an elementary check that the answer is affirmative when ( ) and ( ) have two terms. We next prove that the answer is also affirmative when our exponential polynomials have three terms (the case = 3). Proof. If | | = | | for = 1, 2 then, by taking Corollary 10 into account, we easily get = . Conversely suppose that = ; then in particular we have that = and = . Hence, we deduce from the proof of Lemma 8 that 
Equivalently, 
and the result follows.
However, as the following example shows, Proposition 12 cannot be extended to any integer number > 3. 
Notice that | | ̸ = | | for = 1, 2, 3. Nevertheless, it is verified that = . Indeed, 1 , 2 , and 3 have been chosen so that the extremes of the critical interval verify = and = or, equivalently, they satisfy 1 = 1 2 + 2 3 + 3 5 , More so, (40) have no solution for both exponential polynomials and thus = = [ , ] , where ≈ −1.03281 and ≈ 1.22446. That is, = has no gaps. In this respect, the distribution of the zeros of ( ) and ( ) (which are the same as ( ) and ( ), resp.) whose imaginary part is between −5000 and 5000 can be observed in Figure 2 .
