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In this article, discrete variants of several results from vector calculus
are studied for classical finite difference summation by parts operators in
two and three space dimensions. It is shown that existence theorems for
scalar/vector potentials of irrotational/solenoidal vector fields cannot hold
discretely because of grid oscillations, which are characterised explicitly.
This results in a non-vanishing remainder associated to grid oscillations in
the discrete Helmholtz Hodge decomposition. Nevertheless, iterative nu-
mericalmethods based on an interpretation of theHelmholtzHodge decom-
position via orthogonal projections are proposed and applied successfully.
In numerical experiments, the discrete remainder vanishes and the poten-
tials converge with the same order of accuracy as usual in other first order
partial differential equations. Motivated by the successful application of the
HelmholtzHodge decomposition in theoretical plasmaphysics, applications
to the discrete analysis of magnetohydrodynamic (MHD) wave modes are
presented and discussed.
Key words. summation by parts, vector calculus, Helmholtz Hodge decomposition,
mimetic properties
AMS subject classification. 65N06, 65M06, 65N35, 65M70, 65Z05
1 Introduction
The Helmholtz Hodge decomposition of a vector field into irrotational and solenoidal
components and their respective scalar and vector potentials is a classical result that
appears in many different variants both in the traditional fields of mathematics and
physics and more recently in applied sciences like medical imaging [51]. Especially in
the context of classical electromagnetism and plasma physics, the Helmholtz Hodge
decomposition has been used for many years to help analyse turbulent velocity fields
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[4, 26] or separate current systems into source-free and irrotational components [17–
20]. Numerical implementations can be useful for different tasks, as described in the
survey article [6] and references cited therein. Some recent publications concernedwith
(discrete) Helmholtz Hodge decompositions are [2, 3, 28].
The main motivation for this article is the analysis of numerical solutions of hy-
perbolic balance/conservation laws such as the (ideal) magnetohydrodynamic (MHD)
equations. Since the Helmholtz Hodge decomposition is a classical tool for the (theoret-
ical) analysis of these systems, it is reasonable to assume that it can be applied fruitfully
also in the discrete context.
For the hyperbolic partial differential equations of interest, summation by parts (SBP)
operators provide a means to create stable and conservative discretisations mimicking
energy and entropy estimates available at the continuous level, cf. [11, 58] and references
cited therein. While SBP operators originate in the finite difference (FD) community [27,
53], they include also other schemes such as finite volume (FV) [36, 37], discontinuous
Galerkin (DG) [10, 15], and the recent flux reconstruction/correction procedure via
reconstruction schemes [22, 45].
SBP operators are constructed to mimic integration by parts discretely. Such mimetic
properties of discretisations can be very useful to transfer results from the continuous
level to the discrete one and have been of interest in various forms [23, 31, 41]. In
this article, the focus will lie on finite difference operators, in particular on nullspace
consistent ones. Similarly, (global) spectral methods based on Lobatto Legendre nodes
can also be used since they satisfy the same assumptions.
This article is structured as follows. Firstly, the concept of summation by parts
operators is briefly reviewed in Section 2. Thereafter, classical existence theorems
for scalar/vector potentials of irrotational/solenoidal vector fields are studied in the
discrete context in Section 3. It will be shown that these representation theorems cannot
hold discretely. Furthermore, the kernels of the discrete curl and divergence operators
will be characterised via the images of the discrete gradient and curl operators and
some additional types of grid oscillations. After a short excursion to the discrete
characterisation of vector fields that are both divergence and curl free as gradients
of harmonic functions in Section 4, the discrete Helmholtz decomposition is studied in
Section 5. It will be shown that classical SBP operators cannot mimic the Helmholtz
Hodge decomposition u  gradϕ + curl v discretely. Instead, the remainder r  u −
gradϕ − curl v will in general not vanish in the discrete setting. Nevertheless, this
remainder in associated with certain grid oscillations and converges to zero, as shown
in numerical experiments in Section 6. Additionally, applications to the analysis of
MHD wave modes are presented and discussed. Finally, the results are summed up
and discussed in Section 7 and several directions of further research are described.
2 Summation by Parts Operators
In the following, finite difference methods on Cartesian grids will be used. Hence, the
one dimensional setting is described at first.
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The given domain Ω  [xL , xR] is discretised using a uniform grid with nodes xL 
x1 < x2 < · · · < xN  xR and a function u on Ω is represented discretely as a vector
(u(a))a , where the components are the values at the grid nodes, i.e. u(a)  u(xa). Since
a collocation setting is used, the grid is the same for every (vector or scalar valued)
function and both linear and nonlinear operations are performed componentwise. For
example, the product of two functions u and v is represented by the Hadamard product
of the corresponding vectors, i.e. (uv)(a)  u(a)v(a).
Definition 2.1. An SBP operator with order of accuracy p ∈ N on Ω  [xL , xR] ⊂ R
consists of the following components.
• A discrete derivative operator D, approximating the derivative ∂xu as Du with
order of accuracy p.
• A symmetric and positive definite mass matrix1 M, approximating the scalar
product on L2(Ω) via
uTMv  〈u , v〉M ≈ 〈u , v〉L2(Ω) 
∫
Ω
u · v. (1)
• A boundary operator E, approximating the difference of boundary values as in
the fundamental theorem of calculus as u(xR)v(xR) − u(xL)v(xL) via uTEv with
order of accuracy p.
• Finally, the SBP property
MD + DTM  E (2)
has to be fulfilled.
The SBP property (2) ensures that integration by parts is mimicked discretely as
uTMDv + uTDTMv︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸  uTEv ,︸︷︷︸
≈ ≈︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷∫ xR
xL
u (∂xv) +
∫ xR
xL
(∂xu) v 
︷︸︸︷
u v
xR
xL
,
(3)
In the following, finite difference operators on nodes including the boundary points
will be used. In that case, E  diag(−1, 0, . . . , 0, 1).
For the numerical tests, only diagonal norm SBP operators are considered, i.e. those
SBP operators with diagonal mass matricesM, because of their improved properties for
(semi-) discretisations [12, 52, 55]. In this case, discrete integrals are evaluated using
the quadrature provided by the weights of the diagonal mass matrix [21]. While there
1The name “massmatrix” is common for finite elementmethods such as discontinuousGalerkinmethods,
while “norm matrix” is more common in the finite difference community. Here, both names will be
used equivalently.
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are also positive results for dense norm operators, the required techniques are more
involved [7, 9, 42, 44]. However, the techniques and results of this article do not depend
on diagonal mass matrices.
For classical diagonal norm SBP operators, the order of accuracy is 2p in the interior
and p at the boundaries [27, 29], allowing a global convergence order of p + 1 for
hyperbolic problems [54, 56, 57]. Here, SBP operators will be referred to by their
interior order of accuracy 2p.
Example 2.2. The classical second order accurate SBP operators are
D 
1
2∆x
©­­­­­­«
−2 2
−1 0 1
. . .
. . .
. . .
−1 0 1
−2 2
ª®®®®®®¬
, M  ∆x
©­­­­­­«
1
2
1
. . .
1
1
2
ª®®®®®®¬
, (4)
where ∆x is the grid spacing. Thus, the first derivative is given by the standard second
order central derivative in the interior and by one sided derivative approximations at
the boundaries.
SBP operators are designed to mimic the basic integral theorems of vector calculus
(fundamental theorem of calculus, Gauss’ theorem, Stokes’ theorem) in the given do-
mainΩ (but not necessarily on subdomains ofΩ). However, this mimetic property does
not suffice for the derivations involving scalar and vector potentials in the following.
Hence, nullspace consistency will be used as additional mimetic property that has also
been used in [30, 56].
Definition 2.3. An SBP derivative operator D is nullspace consistent, if the null-
space/kernel of D is kerD  span{1}.
Remark 2.4. A consistent derivative operator D satisfies span{1} ≤ kerD. Some un-
desired behaviour can occur if kerD , span{1}, cf. [30, 43, 56].
In multiple space dimensions, tensor product operators will be used, i.e. the one
dimensional SBP operators are applied accordingly in each dimension. In the following,
Ix ,y ,z are identity matrices and Dx ,y ,z ,Mx ,y ,z , Ex ,y ,z are one dimensional SBP operators
in the corresponding coordinate directions.
Definition 2.5. In two space dimensions, the tensor product operators are
D1  Dx ⊗ Iy , D2  Ix ⊗Dy ,
E1  Ex ⊗My , E2  Mx ⊗ Ey ,
M  Mx ⊗My ,
(5)
and the vector calculus operators are
grad 
(
D1
D2
)
, rot 
(−D2
D1
)
, curl 
(
−D2 ,D1
)
, div 
(
D1 ,D2
)
. (6)
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Remark 2.6. In two space dimensions, curl maps vector fields to scalar fields and
rot maps scalar fields to vector fields. In three space dimensions, both operations
correspond to the classical curl of a vector field.
Definition 2.7. In three space dimensions, the tensor product operators are
D1  Dx ⊗ Iy ⊗ Iz , D2  Ix ⊗Dy ⊗ Iz , D3  Ix ⊗ Iy ⊗Dz ,
E1  Ex ⊗My ⊗Mz , E2  Mx ⊗ Ey ⊗Mz , E3  Mx ⊗My ⊗ Ez .
M  Mx ⊗My ⊗Mz ,
(7)
and the vector calculus operators are
grad 
©­­«
D1
D2
D3
ª®®¬ , curl 
©­­«
0 −D3 D2
D3 0 −D1
−D2 D1 0
ª®®¬ , div 
(
D1 ,D2 ,D3
)
. (8)
Remark 2.8. The standard tensor product discretisations of vector calculus operators
given above satisfy div curl  0 (or div rot  0) and curl grad  0, since the discrete
derivative operators commute, i.e. D jDi  DiD j .
3 Scalar and Vector Potentials
Classical results of vector calculus in three space dimensions state that (under suitable
assumptions on the regularity of the domain and the vector fields)
• a vector field u is curl free if and only if u has a scalar potential ϕ, i.e. u  gradϕ,
• a vector field u is divergence free if and only if u has a vector potential v, i.e.
u  curl v.
Using modern notation, these classical theorems can be formulated as follows, cf. [16,
Theorem I.2.9], [49, Corollary 2] and [25, Lemma 4.4]. In the following, Ω is always
assumed to be a bounded rectangle/cuboid in Rd , d ∈ {2, 3}.
Theorem 3.1. A vector field u ∈ L2(Ω)d satisfies curl u  0 if and only if there exists a scalar
potential ϕ ∈ H1(Ω) satisfying u  gradϕ.
Theorem 3.2. A vector field u ∈ L2(Ω)d satisfies div u  0 if and only if
• there exists a potential v ∈ H1(Ω) satisfying u  rot v if d  2,
• there exists a vector potential v ∈ H(curl;Ω) satisfying u  curl v if d  3.
Here, the rotation/curl of a scalar field v is defined as rot v  (∂2v ,−∂1v).
In the rest of this section, discrete analogues of these theorems will be studied for
SBP operators. Before theorems characterising the discrete case can be proved, some
preliminary results have to be obtained at first.
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3.1 Grid Oscillations
For a nullspace consistent SBP derivative operator D, the kernel of its adjoint operator
D∗  M−1DTM will play an important role in the following.
Lemma 3.3. For a nullspace consistent SBP derivative operator D in one space dimension,
dimkerD∗  1.
Proof. For N grid nodes, dimkerD∗  dim(imD)⊥  N − dim imD  imkerD 
dim span{1}  1. 
Definition 3.4. A fixed but arbitrarily chosen basis vector of kerD∗ for a nullspace
consistent SBP operator D is denoted as osc. In two space dimensions,
osc1  oscx ⊗ 1, osc2  1 ⊗ oscy ,
osc12  oscx ⊗ oscy , (9)
and in three space dimensions
osc1  oscx ⊗ 1 ⊗ 1, osc2  1 ⊗ oscy ⊗ 1, osc3  1 ⊗ 1 ⊗ oscz ,
osc12  oscx ⊗ oscy ⊗ 1, osc13  oscx ⊗ 1 ⊗ oscz , osc23  1 ⊗ oscy ⊗ oscz ,
osc123  oscx ⊗ oscy ⊗ oscz .
(10)
The name osc shall remind of (grid) oscillations, since the kernel of D∗ is orthogonal
to the image of D which contains all sufficiently resolved functions.
Example 3.5. For the classical second order SBP operator of Example 2.2,
D∗  M−1DTM  12∆x
©­­­­­­«
−2 −2
1 0 −1
. . .
. . .
. . .
1 0 −1
2 2
ª®®®®®®¬
∈ RN×N , (11)
and kerD∗  span{osc}, where{
osc(1)  osc(3)  · · ·  osc(N)  −osc(2)  −osc(4)  · · ·  −osc(N−1) , N odd,
osc(1)  osc(3)  · · ·  osc(N−1)  −osc(2)  −osc(4)  · · ·  −osc(N) , N even. (12)
Thus, osc represents classical grid oscillations. Grid oscillations for the SBP derivative
operators of [34] are visualised in Figure 1. These grid oscillations alternate between +1
and −1 in the interior of the domain. Near the boundaries, the values depend on the
order and boundary closure of the scheme.
Example 3.6. For a nodal Lobatto Legendre (global) spectral method using polynomials
of degree ≤ p and their exact derivatives, grid oscillations are given by the highest
Legendre mode existing on the grid. Indeed, grid oscillations have to be polynomials
of degree ≤ p, orthogonal to all polynomials of degree ≤ p − 1.
6
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(a) N  50 grid points.
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(b) N  51 grid points.
Figure 1: Grid oscillations for the SBP derivative operators of [34] and N ∈ {50, 51} grid points.
3.2 Two Space Dimensions
In this section, the kernels of the discrete divergence and curl operators will be charac-
terised. It will become clear that scalar/vector potentials of discretely curl/divergence
free vector fields exist if and only if no grid oscillations are present.
Theorem 3.7. Suppose that nullspace consistent tensor product SBP operators are applied in
two space dimensions. Then,
dim imgrad  N1N2 − 1 < N1N2 + 1  dimker curl (13)
and the kernel of the discrete curl operator can be decomposed into the direct orthogonal sum
ker curl  imgrad⊕ span
{(
osc1
0
)
,
(
0
osc2
)}
. (14)
Proof. Since the operator is nullspace consistent, ker grad  span{1} and
dim imgrad  N1N2 − dimker grad  N1N2 − 1. (15)
Similarly,
dimker curl  dimker
(
−D2 ,D1
)
 dim
(
im
(−D∗2
D∗1
))⊥
 2N1N2 − dim im
(−D∗2
D∗1
)
 N1N2 + dimker
(−D∗2
D∗1
)
 N1N2 + 1.
(16)
Since tensor product derivative operators commute, imgrad ≤ ker curl. Additionally,
imgrad  im
(
D1
D2
)

(
ker
(
D∗1 ,D
∗
2
))⊥
 (ker grad∗)⊥ (17)
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and the span in (14) is contained in ker grad∗. 
Theorem 3.8. Suppose that nullspace consistent tensor product SBP operators are applied in
two space dimensions. Then,
dim im rot  N1N2 − 1 < N1N2 + 1  dimker div (18)
and the kernel of the discrete divergence operator can be decomposed into the direct orthogonal
sum
ker div  im rot⊕ span
{(
0
osc1
)
,
(
osc2
0
)}
. (19)
Proof. The arguments are basically the same as in the proof of Theorem 3.7, since
rot 
(−D2
D1
)

(
0 − I
I 0
) (
D1
D2
)

(
0 − I
I 0
)
grad (20)
and
div 
(
D1 ,D2
)

(
−D2 ,D1
) (0 − I
I 0
)
 curl
(
0 − I
I 0
)
. (21)

3.3 Scalar Potentials via Integrals in Two Space Dimensions
Theorem 3.7 shows that not every discretely curl free vector field is the gradient of a
scalar potential and specifies even the orthogonal complement of imgrad in ker curl
in two space dimensions. In the continuous setting of classical vector calculus, scalar
potentials are often constructed explicitly using integrals. Hence, it is interesting to
review this construction and its discrete analogue, yielding another proof of (14).
Classically, a scalar potential of a (sufficiently smooth) curl free vector field u in the
box [0, x1,max] × [0, x2,max] can be defined via
ϕ(x) 
∫ x1
0
u1(ξ, 0)dξ +
∫ x2
0
u2(x1 , η)dη. (22)
Indeed, ∂2ϕ(x)  u2(x) and
∂1ϕ(x)  u1(x1 , 0) +
∫ x2
0
∂1u2︸︷︷︸
∂2u1
(x1 , η)dη  u1(x1 , x2). (23)
Considernowadiscretely curl freevectorfield u perpendicular to span
{(
osc1
0
)
,
(
0
osc2
)}
,
i.e. a discrete vector field u satisfying
D1u2  D2u1 , u1 ⊥ osc1 , u2 ⊥ osc2. (24)
Since the second integral in (22) is the inverse of the partial derivative ∂2, the discrete
u2 must be in imD2 in order to mimic (22) discretely.
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Lemma 3.9. Suppose that nullspace consistent tensor product SBP operators are applied in two
space dimensions. If the discrete vector field u satisfies (24), ui ∈ imDi , i ∈ {1, 2}.
Proof. It suffices to consider the case i  2 (i  1 is similar).
There are v2 , w2 such that u2  D2v2 + w2, where w2 ∈ (imD2)⊥  kerD∗2. To show
that w2  0, use D2u1  D1u2  D1D2v2 + D1w2 and calculate
‖D1w2‖2  〈D1w2 , D2u1 − D1D2v2〉 
〈
w2 , D∗1D2u1 − D∗1D1D2v2
〉

〈
w2 , D2
(
D∗1u1 − D∗1D1v2
)〉
 0. (25)
Therefore, w2 ∈ kerD1  span{1} ⊗ RN2 . However, w2 ∈ kerD∗2  RN1 ⊗ span
{
oscy
}
by
definition. Hence, w2 ∈ span
{
1 ⊗ oscy
}
 span{osc2}. Finally, using u2 ⊥ osc2 yields
0  〈u2 , osc2〉  〈D2v2 + w2 , osc2〉 
〈
v2 , D∗2osc2
〉
+ 〈w2 , osc2〉  〈w2 , osc2〉 , (26)
since osc2 ∈ kerD∗2. Thus, w2  0. 
Next, discrete inverse operators of the partial derivatives are needed in order tomimic
the integrals in (22). At first, the one dimensional settingwill be studied in the following.
Consider a nullspace consistent SBP derivative operator D on the interval [0, xmax]
using N grid points and the corresponding subspaces
V0 
{
u ∈ RN
 u(x  0)  0} , V1  {u ∈ RN  ∃v ∈ RN : u  Dv}. (27)
Here and in the following, u(x  0) denotes the value of the discrete function u at the
corresponding grid points. In the one-dimensional case, u(x  0)  u(1) is the first
coefficient of u. This notation is useful in several space dimensions to refer to values at
hyperplanes and other subspaces.
Clearly, D : V0 → V1 is surjective. Because of nullspace consistency, D : V0 → V1 is
even bĳective and hence invertible. Denote the inverse operator as D−1 : V1 → V0. In
multiple space dimensions, the discrete partial derivative operators and their inverse
operators are defined analogously using tensor products. Now, everything is set to
provide another proof of (14).
Lemma 3.10. Suppose that nullspace consistent tensor product SBP operators are applied in two
space dimensions. If the discrete vector field u satisfies (24), there is a discrete scalar potential ϕ
of u.
Corollary 3.11. Suppose that nullspace consistent tensor product SBP operators are applied in
two space dimensions. Then, dimker curl  dim imgrad+2.
Proof of Lemma 3.10. By Lemma 3.9, ui ∈ imDi and D−1i ui is well-defined for i ∈ {1, 2}.
Define
ϕ  (D−11 u1)(x2  0) ⊗ 1 + D−12 u2. (28)
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Here, (D−11 u1)(x2  0) denotes the value of D−11 u1 in the x2  0 hyperplane. Then,
D2ϕ  (Ix ⊗Dy)ϕ  0 + (Ix ⊗DyD−1y )u2  u2. (29)
Moreover, using D1u2  D2u1,
D1D−12 u2  (Dx ⊗ Iy)(Ix ⊗D−1y )u2  D−12 D1u2  D−12 D2u1. (30)
Since D−12 is the inverse of D2 for fields with zero initial values at x2  0,
D1ϕ  (Dx ⊗ Iy)
(
D−1x u1(x2  0)
) ⊗ 1+D−12 D2u1  u1(x2  0) ⊗ 1+D−12 D2u1  u1. (31)
Hence, ϕ is a scalar potential of u and (22) is mimicked discretely. 
3.4 Preliminary Results in Three Space Dimensions
Here, the kernels of the discrete divergence and curl operators will be studied in three
space dimensions. Since the arguments seem to be more complicated than in the two-
dimensional case because of the different structure of the curl operator, preliminary
results are obtained at first. Theywill be improved using the same techniques presented
in Section 3.3 afterwards.
Lemma 3.12. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. Then,
dim imgrad  N1N2N3 − 1 < N1N2N3 + 2 ≤ dimker curl (32)
and the kernel of the discrete curl operator is a superspace of the direct orthogonal sum
ker curl ≥ imgrad⊕ span

©­­«
osc1
0
0
ª®®¬ ,
©­­«
0
osc2
0
ª®®¬ ,
©­­«
0
0
osc3
ª®®¬
. (33)
Proof. For a nullspace consistent operator, ker grad  span{1} and
dim imgrad  N1N2N3 − dimker grad  N1N2N3 − 1. (34)
Since tensor product derivative operators commute, imgrad ≤ ker curl. Additionally,
imgrad  im
©­­«
D1
D2
D3
ª®®¬ 
(
ker
(
D∗1 ,D
∗
2 ,D
∗
3
))⊥
 (ker grad∗)⊥ (35)
and the span in (33) is contained in both ker grad∗ and ker curl. 
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Lemma 3.13. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. Then,
dim imcurl ≤ 2N1N2N3 − 2 < 2N1N2N3 + 1  dimker div (36)
and the kernel of the discrete divergence operator is a superspace of the direct orthogonal sum
ker div ≥ im curl⊕ span

©­­«
osc23
0
0
ª®®¬ ,
©­­«
0
osc13
0
ª®®¬ ,
©­­«
0
0
osc12
ª®®¬
. (37)
Proof. For a nullspace consistent operator,
dimker div  dim
©­­­«im
©­­«
D∗1
D∗2
D∗3
ª®®¬
ª®®®¬
⊥
 3N1N2N3 − dim im
©­­«
D∗1
D∗2
D∗3
ª®®¬
 2N1N2N3 + dimker
©­­«
D∗1
D∗2
D∗3
ª®®¬  2N1N2N3 + 1. (38)
Since tensor product derivative operators commute, im curl ≤ ker div. Additionally,
im curl  (ker curl∗)⊥ and the span in (33) is contained in both ker curl∗ and ker div. 
3.5 Scalar Potentials via Integrals in Three Space Dimensions
The methods used in Section 3.3 to get scalar potential for discretely curl free vector
fields can also be applied in three space dimensions. They can even be used to extend
the preliminary results of the previous Section 3.4.
Consider a box [0, x1,max] × [0, x2,max] × [0, x3,max]. In the continuous setting, the
analogue of (22) is
ϕ(x) 
∫ x1
0
u1(ξ, 0, 0)dξ +
∫ x2
0
u2(x1 , η, 0)dη +
∫ x3
0
u3(x1 , x2 , ζ)dζ. (39)
As in the two-dimensional case, ui ∈ imDi is necessary tomimic (39) discretely. Here,
the necessary conditions are
∀i , j ∈ {1, 2, 3} : Diu j  D jui , ui ⊥ osci . (40)
Lemma 3.14. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. If the discrete vector field u satisfies (40), ui ∈ imDi , i ∈ {1, 2, 3}.
11
Proof. Consider i  1 for simplicity. The other cases can be handled similarly.
There are v1 , w1 such that u1  D1v1 + w1, where w1 ∈ (imD1)⊥  kerD∗1. To show
that w1  0, use D1u j  D ju1  D jD1v1 + D jw1 for j ∈ {2, 3} and calculate (without
summing over j)D jw12  〈D jw1 , D1u j − D jD1v1〉  〈w1 , D∗jD1u j − D∗jD jD1v1〉

〈
w1 , D1
(
D∗ju j − D∗jD jv1
)〉
 0. (41)
Therefore, w1 ∈ kerD2 ∩ kerD3  RN1 ⊗ span{1} ⊗ span{1}. However, w1 ∈ kerD∗1 
span{oscx} ⊗ RN2 ⊗ RN3 by definition. Hence, w1 ∈ span{oscx ⊗ 1 ⊗ 1}  span{osc1}.
Finally, using u1 ⊥ osc1 yields
0  〈u1 , osc1〉  〈D1v1 + w1 , osc1〉 
〈
v1 , D∗1osc1
〉
+ 〈w1 , osc1〉  〈w1 , osc1〉 , (42)
since osc1 ∈ kerD∗1. Thus, w1  0. 
Using Lemma 3.14 allows to prove
Lemma 3.15. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. If the discrete vector field u satisfies (40), there is a discrete scalar
potential ϕ of u.
Corollary 3.16. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. Then, dimker curl  dim imgrad+3.
Proof of Lemma 3.15. ByLemma3.9, ui ∈ imDi andD−1i ui iswell-defined for i ∈ {1, 2, 3}.
Define
ϕ  (D−11 u1)(x2  x3  0) ⊗ 1 ⊗ 1 + (D−12 u2)(x3  0) ⊗ 1 + D−13 u3. (43)
Here, (D−11 u1)(x2  x3  0) denotes the value of (D−11 u1)(x2  x3  0) in the x2  x3  0
curve and (D−12 u2)(x3  0) is a value in the x3  0 plane. Then,
D3ϕ  (Ix ⊗ Iy ⊗Dz)ϕ  0 + 0 + (Ix ⊗ Iy ⊗DzD−1z )u3  u3. (44)
Using D2u3  D3u2 yields
D2D−13 u3  D
−1
3 D2u3  D
−1
3 D3u2. (45)
Since D−13 is the inverse of D3 for fields with zero initial values at x3  0,
D2ϕ  0 + (Ix ⊗Dy ⊗ Iz)
((Ix ⊗D−1y )u2(x3  0)) ⊗ 1 + D−13 D3u2
 u2(x3  0) ⊗ 1 + D−13 D3u2  u2. (46)
Similarly,
D1ϕ  u1(x2  x3  0) ⊗ 1 ⊗ 1
+ u1(x3  0) ⊗ 1 − u1(x2  x3  0) ⊗ 1 ⊗ 1 + D−13 D3u1  u1. (47)
Hence, ϕ is a scalar potential of u and (39) is mimicked discretely. 
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Remark 3.17. Similarly to the construction of the scalar potential ϕ (39), a vector po-
tential v  (v1 , v2 , 0) of a (sufficiently smooth) divergence free vector field u can be
constructed via
v1(x) 
∫ x3
0
u2(x1 , x2 , ζ)dζ −
∫ x2
0
u3(x1 , η, 0)dη, v2(x)  −
∫ x3
0
u1(x1 , x2 , ζ)dζ.
(48)
Discrete versions can probably be obtained along the same lines.
3.6 Three Space Dimensions Revisited
Using the results of the previous Section 3.5, the following analogues in three space
dimensions of Theorems 3.7 and 3.8 can be obtained. In particular, the inequalities
in Lemmas 3.12 and 3.13 become equalities and scalar/vector potentials of discretely
curl/divergence free vector fields exist if and only if no grid oscillations are present.
Theorem 3.18. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. Then,
dim imgrad  N1N2N3 − 1 < N1N2N3 + 2  dimker curl (49)
and the kernel of the discrete curl operator can be decomposed into the direct orthogonal sum
ker curl  imgrad⊕ span

©­­«
osc1
0
0
ª®®¬ ,
©­­«
0
osc2
0
ª®®¬ ,
©­­«
0
0
osc3
ª®®¬
. (50)
Proof. Apply Lemma 3.12 and Corollary 3.16. 
Theorem 3.19. Suppose that nullspace consistent tensor product SBP operators are applied in
three space dimensions. Then,
dim imcurl  2N1N2N3 − 2 < 2N1N2N3 + 1  dimker div (51)
and the kernel of the discrete divergence operator can be decomposed into the direct orthogonal
sum
ker div  im curl⊕ span

©­­«
osc23
0
0
ª®®¬ ,
©­­«
0
osc13
0
ª®®¬ ,
©­­«
0
0
osc12
ª®®¬
. (52)
Proof. Apply Lemma 3.13 and Corollary 3.16, using that dim imcurl+dimker curl 
3N1N2N3. 
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3.7 Remarks on Numerical Implementations
Theorems 3.7, 3.8, 3.18, and 3.19 show that ker curl  imgrad and ker div  im curl
(or ker div  im rot in two space dimensions) do not hold discretely. However, these
relations become true when the kernels are restricted to the subspace of grid functions
orthogonal to grid oscillations in either coordinate direction.
Hence, if potentials of curl/divergence free vector fields are sought, one has to remove
these grid oscillations, e.g. by an orthogonal projection. Such a projection can be
interpreted as a discrete filtering process, reducing the discrete norm induced by the
mass matrix. For example, the operator filtering out all grid oscillations osci , i ∈
{1, . . . , d}, is given by
F : I−
d∑
i1
oscioscTi M
‖osci ‖2M
. (53)
Theorem 3.20. The filter operator F (53) is an orthogonal projection with respect to the scalar
product induced by M and satisfies ‖F‖ ≤ 1, where the operator norm is induced by the discrete
norm ‖·‖M .
Proof. It suffices to note that grid oscillations in different coordinate directions are
orthogonal, because
1 ∈ imDi ⊥ kerD∗i  span{osci}. (54)

The approaches to construct scalar (and similarly vector) potentials in Sections 3.2 and
3.6 depend crucially on the satisfaction of curl u  0 (or div u  0) discretely. Hence,
they can be ill-conditioned and numerical roundoff errors can influence the results, cf.
[50] for a related argument concerning a “direct” and a “global linear algebra” approach
to compute vector potentials. Moreover, they are not really suited for discreteHelmholtz
Hodge decompositions targeted in Section 5. Hence, other approaches will be pursued
in the following, cf. Section 5.1.
4 Characterisation of Divergence and Curl Free Functions
Combining Theorems 3.7, 3.8, 3.18, and 3.19 yields a characterisation of vector fields
that are both divergence free and curl free. As before, the continuous case is described
at first, cf. [49, Corollary 2, Theorem 2 and its proof].
Theorem 4.1. For a vector field u ∈ L2(Ω)d , the following conditions are equivalent.
i) div u  0 and curl u  0.
ii) u is the gradient of a harmonic function ϕ ∈ H1(Ω), solving the Neumann problem∫
Ω
(gradϕ) · (gradψ) 
∫
∂Ω
(u · ν)ψ, ∀ψ ∈ H1(Ω). (55)
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Note that the right hand side of (55) is well defined, because the trace of ψ ∈ H1(Ω) is
in H1/2(∂Ω) and the normal trace of u ∈ H(div;Ω)  {u ∈ L2(Ω)  div u ∈ L2(Ω)} is in
H−1/2(∂Ω) [16, Theorem I.2.5].
Although the theorems guaranteeing the existence of scalar/vector potentials do not
hold discretely, the characteristation of vector fields that are both divergence and curl
free is similar to the one at the continuous level given by Theorem 4.1.
Theorem 4.2. If nullspace consistent tensor product SBP operators are applied, the following
conditions are equivalent for a grid function u in two or three space dimensions.
i) div u  0 and curl u  0.
ii) u is the discrete gradient of a discretely harmonic function ϕ, i.e. DiDiϕ  0.
If div u  0 and curl u  0, the scalar potential ϕ can be determined as solution of the Neumann
problem
DTi MDiϕ  Eiui . (56)
Proof. Since the grid oscillations appearing in ker div are not in ker curl and vice versa,
ker div∩ker curl ≤ imgrad∩ im rot (57)
in two space dimensions and
ker div∩ker curl ≤ imgrad∩ im curl (58)
in three space dimensions.
“i) ⇐⇒ ii)”: Because of u ∈ imgrad and div u  0, there is a scalar potential ϕ
satisfying ui  Diϕ and 0  Diui  DiDiϕ. Additionally,
DTi MDiϕ  EiDiϕ −MDiDiϕ  Eiui . (59)
Conversely, if ϕ is a discretely harmonic grid function and ui  Diϕ, div u  0  curl u.
A solution of the discrete Neumann problem (56) is determined uniquely up to an
additive constant, since kerDTi MDi  ker grad  {1} for nullspace consistent SBP
operators. Hence, DTi MDi is symmetric and positive semidefinite and a solution of the
Neumann problem exists if and only if the right hand side is orthogonal to the kernel
of DTi MDi (both with respect to the Euclidean standard inner product and not the one
induced by M). This is the case if Diui  0, since
1TEiui  1T(MDi + DTi M)ui  1TMDiui . (60)

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5 Variants of the Helmholtz Hodge Decomposition
There are several variants of the Helmholtz Hodge decomposition of a vector field
u ∈ L2(Ω), i.e. decompositions of u into curl free and divergence free components, e.g.
∀u ∈ L2(Ω)2 ∃ϕ ∈ H1(Ω), v ∈ H1(Ω) : u  gradϕ + rot v (61)
in two space dimensions [16, Theorem I.3.2] and
∀u ∈ L2(Ω)3 ∃ϕ ∈ H1(Ω), v ∈ H(curl;Ω) : u  gradϕ + curl v (62)
in three space dimensions [16, Corollary I.3.4], where additional (boundary) conditions
are used to specify the potentials (e.g. uniquely up to an additive constant for the
scalar potential ϕ) and guarantee that these decompositions are orthogonal in L2(Ω).
Discretely, such decompositions are not possible in general.
Theorem 5.1. For nullspace consistent tensor product SBP operators, there are grid functions
u such that {
u < imgrad+ im rot, in two space dimensions,
u < imgrad+ im curl, in three space dimensions.
(63)
In particular,
span
{(
osc12
0
)
,
(
0
osc12
)}
≤ (imgrad+ im rot)⊥ (64)
in two space dimensions and
span

©­­«
osc123
0
0
ª®®¬ ,
©­­«
0
osc123
0
ª®®¬ ,
©­­«
0
0
osc123
ª®®¬
 ≤ (imgrad+ im curl)
⊥ (65)
in three space dimensions.
Proof. Using Theorems 3.7 and 3.8,
dim(imgrad+ im rot) ≤ dim imgrad+dim im rot  2N1N2 − 2 (66)
in two space dimensions. In three space dimensions, Theorems 3.18 and 3.19 yield
dim(imgrad+ im curl) ≤ dim imgrad+dim imcurl  3N1N2N3 − 3. (67)
Finally, note that grid oscillations are orthogonal to the image of SBP derivative
operators. 
Remark 5.2. In general, there is no equality in the subspace relations of Theorem 5.1. Up
to now, no complete characterisation of (imgrad+ im curl)⊥ or (imgrad)⊥∩(im curl)⊥ 
(ker grad∗) ∩ (ker curl∗) has been obtained. In numerical experiments, some sort of grid
oscillations always seem to be involved.
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Nevertheless, it is possible to compute orthogonal decompositions of the form{
u  gradϕ + rot v + r, r ⊥ imgrad, im rot, in two space dimensions,
u  gradϕ + curl v + r, r ⊥ imgrad, im curl, in three space dimensions. (68)
In the following, only the three dimensional case will be described. In two space
dimensions, some occurences of curl have to be substituted by rot. There are (at least)
two different choices:
1. Firstly, project u onto imgrad, yielding u − gradϕ ⊥ imgrad. Secondly, pro-
ject the remainder u − gradϕ onto im curl, yielding r  u − gradϕ − curl v ⊥
im curl, imgrad.
2. Firstly, project u onto im curl, yielding u−curl v ⊥ im curl. Secondly, project the re-
mainder u−curl v onto imgrad, yielding r  u−curl v−gradϕ ⊥ imgrad, im curl.
The projections onto the closed subspaces imgrad, im curl (with proper choice of do-
main of definition) of L2(Ω)3 commute if and only if the subspaces are orthogonal,
which is not the case. Hence, the order of the projections matters.
Proposition 5.3. Suppose u ∈ L2(Ω)3 and consider the derivative operators grad: H1(Ω) →
L2(Ω)3 and curl : H(curl,Ω) → L2(Ω)3.
1. Projecting u onto imgrad and the remainder onto im curl yields an orthogonal decom-
position (68) with r  0,
∫
Ω
ϕ  0, and div v  0, ν × v |∂Ω  0.
2. Projecting u onto im curl and the remainder onto imgrad yields an orthogonal decom-
position (68) with r  0, div v  0, ν · v |∂Ω  0, and
∫
Ω
ϕ  0, ϕ |∂Ω  0.
Sketch of the proof. The projection of u˜ ∈ L2(Ω)3 onto imgrad is given by the solution of
the associated normal problem, i.e. the Neumann problem∫
Ω
(gradψ) · (gradϕ) 
∫
Ω
(gradψ)u˜ , ∀ψ ∈ H1(Ω), (69)
yielding a unique solution ϕ ∈ H1(Ω)/ker grad. Since ker grad  span{1}, H1(Ω)/ker grad 
H1(Ω)/R can be identified with (ker grad)⊥ 
{
ϕ ∈ H1(Ω)
 ∫
Ω
ϕ  0
}
.
Similarly, the projection of u˜ ∈ L2(Ω) onto im curl is given by the solution of the
associated normal problem, i.e.∫
Ω
(curlw) · (curl v) 
∫
Ω
(curlw)u˜ , ∀w ∈ H(curl,Ω), (70)
yielding a unique solution v ∈ H(curl,Ω)/ker curl.
For both cases, L2(Ω)3  imgrad+ im curl can be used to conclude r  0.
17
For 1, ϕ is specified as required and the boundary condition ν × v |∂Ω  0 is implied
by curl v ⊥ imgrad, since∫
Ω
(curl v) · (gradψ) 
∫
∂Ω
(ν × v) · (gradψ). (71)
The additional condition div v  0 can be obtained by adding a suitable gradient
∈ ker curl to v.
For 2, the conditions div v  0, ν · v |∂Ω  0 can be obtained by adding a suitable
gradient ∈ ker curl, solving an inhomogeneous Neumann problem. The boundary
condition for ϕ is implied by the orthogonality condition gradϕ ⊥ im curl, since∫
Ω
(gradϕ) · (curlw) 
∫
∂Ω
ϕν · (curlw). (72)

Remark 5.4. The Helmholtz Hodge decompositions of Proposition 5.3 are exactly the
ones of [49, Theorem 2], although the (existence) proof given there follows partially
another order and does not mention the projection onto subspaces.
The constraints on ϕ and v given in Proposition 5.3 cannot be mimicked completely
at the discrete level. While it is always possible to choose a discrete scalar potential ϕ
with vanishing mean value (by adding a suitable constant), prescription of boundary
conditions and the divergence of v are not always possible. For example, the Laplacian
of a scalar field can be prescribed inΩ at the continuous level and (Neumann, Dirichlet)
boundary conditions can be prescribed additionally. This is not possible at the discrete
level in all cases, since the system is overdetermined if both the derivative and boundary
values are prescribed at ∂Ω, cf. [47]. Additionally, there is
Theorem 5.5. Suppose that nullspace consistent tensor product SBP operators which are at
least first order accurate in the complete domain are applied in two or three space dimensions.
Then,
dim imdiv > dim imdiv |ker curl. (73)
Hence, it is not always possible to choose a divergence free vector potential.
Proof. Consider at first the case of three space dimensions. Using Theorem 3.19,
dim imdiv  3N1N2N3 − dimker div︸¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨︸
2N1N2N3+1
 N1N2N3 − 1. (74)
Using Theorem 3.18,
ker curl  imgrad⊕ span

©­­«
osc1
0
0
ª®®¬ ,
©­­«
0
osc2
0
ª®®¬ ,
©­­«
0
0
osc3
ª®®¬
. (75)
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Hence,
dim imdiv |ker curl ≤ dim imdiv |imgrad + 3
 dim imDiDi + 3  N1N2N3 − dimkerDiDi + 3, (76)
where DiDi is the discrete (wide stencil) Laplacian defined for scalar fields. Because of
the accuracy of the SBP derivative operator,
span
{
1, x ⊗ 1 ⊗ 1, 1 ⊗ y ⊗ 1, 1 ⊗ 1 ⊗ z , x ⊗ y ⊗ 1, x ⊗ 1 ⊗ z , 1 ⊗ y ⊗ z , x ⊗ y ⊗ z} (77)
is a subspace of kerDiDi and dimkerDiDi ≥ 8. Hence,
dim imdiv  N1N2N3 − 1 > N1N2N3 − 5 ≥ dim imdiv |ker curl. (78)
In two space dimensions, the computations are similar and yield
dim imdiv  N1N2 − 1 > N1N2 − 2 ≥ dim imdiv |ker curl. (79)

Remark 5.6. There are also variants of theHelmholtz Hodge decomposition using three
components, e.g.
u  gradϕ + curl v + h , (80)
where h is both divergence and curl free, i.e. harmonic, cf. [2, 6]. At the continuous level,
the potentials can be determined as solutions of Poisson problems with homogeneous
boundary data. As discussed above, such a prescription of boundary data and deriv-
atives is not always possible discretely. Additionally, this form is not as widespread in
plasma physics, which is the envisioned use case in this article. Hence, only the two
component form is used in this article.
5.1 Numerical Implementation
In order to compute discrete Helmholtz Hodge decompositions, the projections onto
imgrad, im curl are performed numerically. In particular, least norm least squares
solutions will be sought, i.e.
min
ϕ
ϕ2M s. t. ϕ ∈ arg minu − gradϕ2M (81)
and
min
v
‖v‖2M s. t. ϕ ∈ arg min‖u − curl v‖2M . (82)
The same approach is used for scalar potentials of curl free vector fields and diver-
gence free vector fields in three space dimensions (substitute curl by rot in two space
dimensions).
There are several iterative numerical methods to solve these problems such as LSQR
[39, 40] based on CG, LSMR [13] based on MINRES, and LSLQ [8] based on SYMMLQ.
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In order to use existing implementations of these methods which are based on the
Euclidean scalar product, a scaling will be described and applied in the following. This
scaling by the square root of the mass matrix transforms properties of the iterative
methods based on the Euclidean scalar product and norm (such as error/residual
monotonicity) to the norm induced by the mass matrix. Additionally, the projections
become orthogonal with respect to the SBP scalar product. In three space dimensions,
the scalings are
• phi = sqrtM \ linsolve(sqrtMvec*grad/sqrtM, sqrtMvec*u) for scalarpoten-
tials and
• v = sqrtMvec \ linsolve(sqrtMvec*curl/sqrtMvec, sqrtMvec*u) for vector
potentials,
where sqrtM 
√
M, sqrtMvec  I3 ⊗
√
M, linsolve denotes a linear solver such as
LSQR or LSMR, and the other notation should be clear. Note that the computation of
the square root of the mass matrix is inexpensive for diagonal mass matrices.
6 Numerical Examples
In this section, some numerical examples using the methods discussed hitherto will be
presented. The classical SBP operators of [34] will be used, since they are widespread
in applications. Optimised operators such as the ones of [32, 33] would be very inter-
esting because of their increased accuracy. However, a detailed comparison of different
operators is out of the scope of this article.
The least square least norm problems are solved using Krylov methods implemented
in the package IterativeSolvers.jl2 in Julia [5]. To demonstrate that multiple solvers can
be used, LSQR is applied in two space dimensions and LSMR in three space dimensions.
In these tests, LSMR has been more performant than LSQR, i.e. similar errors of the
potentials have been reached in less runtime.
The source code for all numerical examples and figures (including Figure 1) is pub-
lished in [46].
6.1 Remaining Term r and Grid Oscillations
As shown in Theorem 5.1, a discrete Helmholtz decomposition (68) will in general have
a non-vanishing remaining term r , 0, contrary to the continuous case. As mentioned
in Remark 5.2, the remainder r  u − gradϕ − rot v (in two space dimensions) seems to
be linked to some sort of grid oscillations.
Using the test problem of [1], given by
u(x1 , x2)  gradϕ + rot v ,
ϕ(x1 , x2)  sin(pi(x1 + x2)), v(x1 , x2)  1pi sin(pix1) sin(pix2),
(83)
2https://github.com/JuliaMath/IterativeSolvers.jl, version v0.8.1.
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in the domain [−1, 1]2, the irrotational part uirr  gradϕ and the solenoidal part
usol  rot v can be computed exactly. For this problem, the projection onto imgrad
is performed at first.
Applying the sixth order SBP operator of [34] on a grid using N1  N2  60 nodes in
each coordinatedirectionyields the remainder shown inFigure 2. While the components
of the remainder are not simple grid oscillations osc1 , osc2 , osc12, they are clearly of a
similar nature. Additionally, the amplitude of the remainder is approximately four
orders of magnitude smaller than that of the initial vector field u. The results for other
grid resolutions and orders of the operators are similar.
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(a) First component r1.
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(b) Second component r2.
Figure 2: Remainder r  u − gradϕ − rot v of the discrete Helmholtz Hodge decomposition
using the sixth order operator of [34] and N1  N2  60 grid points per coordinate
direction for the problem given by (83).
Because of the scaling by the square root of the mass matrix described in Section 5.1,
the discrete projections are (numerically) orthogonal with respect to the scalar product
induced by the mass matrix M. In this example,〈
u − gradϕ, gradϕ〉M  −2.15 × 10−15 ,〈
u − gradϕ − rot v , rot v〉M  9.26 × 10−15. (84)
6.2 Convergence Tests in Two Space Dimensions
Using the same setup (83) as in the previous section, convergence tests using the second,
fourth, sixth, and eighth order operators of [34] are performed on N1  N2  N nodes
per coordinate direction.
The results are visualised in Figure 3. Both the potentials ϕ, v and the irrota-
tional/solenoidal parts gradϕ  uirr, rot v  usol converge with an experimental or-
der of accuracy of p + 1, as for suitable discretisations of some first order PDEs. The
only exception is given by the vector potential v and irrotational part gradϕ for the
operator with interior order of accuracy 2p  6, which show an experimental order of
convergence of 4.6 instead of p + 1  4.
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| |ϕ − ϕana | |M | |v − vana | |M | |gradϕ − uirr | |M | |rot v − usol | |M | |r | |M
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(a) Interior order 2p  2.
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(b) Interior order 2p  4.
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(d) Interior order 2p  8.
Figure 3: Convergence diagrams of the discrete Helmholtz Hodge decomposition in two space
dimensions using the SBPoperators of [34] andN1  N2  N grid points per coordinate
direction for the problem given by (83).
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6.3 Convergence Tests in Three Space Dimensions
Here, another convergence test in three space dimensions is conducted. The problem is
given by
u(x1 , x2 , x3)  gradϕ + curl v ,
ϕ(x1 , x2 , x3)  1pi sin(pix1) sin(pix2) sin(pix3),
v(x1 , x2 , x3)  1pi
©­­«
sin(pix1) cos(pix2) cos(pix3)
cos(pix1) sin(pix2) cos(pix3)
−2 ∗ cos(pix1) cos(pix2) sin(pix3)
ª®®¬ ,
(85)
in the domain [−1, 1]2. Again, the irrotational part uirr  gradϕ and the solenoidal part
usol  curl v can be computed exactly. For this problem, the projection onto im curl is
performed at first. As before, the second, fourth, sixth, and eighth order operators of
[34] are applied and N1  N2  N3  N nodes per coordinate direction are used.
The results visualised in Figure 4 are similar to the two-dimensional case considered
before: The potentials and irrotational/solenoidal components converge at least with
an experimental order of accuracy p + 1 for an SBP operator with interior accuracy 2p.
Some potentials or parts converge with an even higher order ≈ p + 1.5 for the operators
with 2p ∈ {4, 6, 8} in this test case.
6.4 Analysis of MHD Wave Modes
Here, the discrete Helmholtz Hodge decomposition will be applied to analyse linear
wave modes in ideal MHD. While the envisioned application in the future concerns the
analysis of numerical results obtained using SBPmethods, analytical fields will be used
here to study the applicability of the methods developed in this article.
Consider a magnetic field
B(x1 , x2 , x3) 
©­­«
0
0
1
ª®®¬︸︷︷︸
background
+
©­­«
0
εA sin(k1x1 + k3x3)
0
ª®®¬︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
Alfvén
+
©­­«
0
0
−εm sin(k1x1 + k3x3)
ª®®¬︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
magnetosonic
, (86)
given as the sum of a background field, a transversal Alfvén mode, and a longitudinal
(fast) magnetosonicmode [48, Chapter 23]. Here, εA , εm are the amplitudes of the linear
waves and k  (k1 , 0, k3) is the wave vector.
This magnetic field is discretised on a grid using N1  N2  N3  N nodes per
coordinate direction in the box Ω[−1, 1]3. The current density j  curl B is computed
discretely and evaluated at the plane given by x3  0. There, the first and second
component of j form the perpendicular current j⊥ in the x1-x2 plane. In the setup
described above, the Alfvén mode is linked to j⊥1 and the magnetosonic mode yields j
⊥
2 .
Since magnetosonic current is closed in the plane, the corresponding part of j⊥ is
divergence free. Since the Alfvénmode yields a current parallel to the background field,
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Figure 4: Convergence diagrams of the discrete Helmholtz Hodge decomposition in three space
dimensions using the SBP operators of [34] and N1  N2  N3  N grid points per
coordinate direction for the problem given by (85).
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Figure 5: Errors of the wave mode components obtained via the discrete Helmholtz Hodge
decomposition (projecting at first onto im rot) using the sixth order operator of [34]
and N  101 grid points per coordinate direction with parameters k1  k3  k,
εA  10−3, εm  10−2. The global error is significantly bigger than the one in the
interior (measured in the central quarter of the domain) because of disturbances at the
boundaries.
the corresponding part of j⊥ is not solenoidal but can be obtained via the Helmholtz
Hodge decomposition j⊥  gradϕ + rot v + r, where r , 0 discretely in general.
While the Helmholtz Hodge decomposition is defined uniquely if Ω  Rn is con-
sidered and can be used in plasma theory, there are some problems in bounded domains
because of the boundary effects/conditions. Numerically, discretisation errors will also
play a role.
The following observations have been made in this setup.
• If one of the amplitudes εA , εm vanishes and the projections are chosen in the
correct order (projecting at first onto imgrad if εA , 0 and onto im rot if εm , 0),
gradϕ reproduces the current density of the Alfvén mode and rot v that of the
magnetosonic mode with only insignificant numerical artefacts.
• If the Alfvén and magnetosonic modes have amplitudes of the same order of
magnitude, the order of the projections matters and disturbances are visible at the
boundaries. Such disturbances occur even if one of the amplitudes vanishes but
the projections are done in the wrong order.
In Figure 5, errors of the wave mode components obtained via the discrete Helm-
holtz Hodge decomposition for such a test case are presented. Clearly, the global
error is significantly bigger than the one in the interior (a square, centred in the
middle of the domain, with one quarter of the total area).
• The disturbances from the boundaries are reduced if more waves are contained
in the domain (e.g. if k1 , k3 are increased while keeping the domain Ω constant).
25
For example, five waves in Ω have been sufficient in most numerical experiments
to yield visually good results in the interior, cf. Figure 5.
• If one of the amplitudes is significantly bigger than the other one, e.g. because of
phase mixing, the order of the projections should be chosen to match the order of
the amplitudes to get better results. Thus, one should project at first onto imgrad
if εA  εm and at first onto im rot if εm  εA. Otherwise, the smaller component
is dominated by undesired contributions of the other one to its potential.
• If the ratio of the amplitudes is too big, contributions of the dominant mode can
pollute the potential for the other mode significantly. The size of ratios that can be
resolved on the grid depend on the number of grid nodes (increased resolution
increases visible ratios) and the chosen SBP operator. For example, εA  10−2
and εm  10−4 yields acceptable results for the sixth order operator using N  61
nodes. Choosing instead εm  10−5, undesired contributions of the Alfvén mode
to (rot v)2 are an order of magnitude bigger than the desired contributions of the
magnetosonic mode. This mode is visible again if the resolution is increased, e.g.
to N  101 grid points.
To sum up, the order of the projections has to be chosen depending on the given data
and one should experiment with both possibilities if there are no clear hints concerning
an advantageous choice. Additionally, there should be enough waves in order to yield
useful results that are not influenced toomuch by the boundaries. Finally, the resolution
should be high enough if big ratios of the amplitudes are present.
If these conditions are satisfied, the discrete Helmholtz Hodge decomposition can be
applied successfully to analyse linear MHD wave modes. A typical plot of the results
for a ratio of wave amplitudes of 103 is shown in Figure 6.
7 Summary and Discussion
In this article, discrete variants of classical results from vector calculus for finite differ-
ence summation by parts operators have been investigated. Firstly, it has been proven
that discrete variants of the classical existence theorems for scalar/vector potentials of
curl/divergence free vector fields cannot hold discretely, cf. Theorems 3.7, 3.8, 3.18, and
3.19, basically because of the finite dimensionality of the discrete functions spaces and
the presence of certain types of grid oscillations.
Based on these results, it has been shown that discrete Helmholtz Hodge decompos-
itions u  gradϕ + curl v + r of a given vector field u into an irrotational component
uirr  gradϕ and a solenoidal part usol  curl v will in general have a non-vanishing
remainder r, contrary to the continuous case, cf. Section 5. This remainder r , 0 is
associated to certain types of grid oscillations, as supported by theoretical insights and
numerical experiments in Section 6. There, applications to the analysis of MHD wave
modes are presented and discussed additionally.
26
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
j⊥1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
j⊥2
−1
0
1
×10−4
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(gradϕ)1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(gradϕ)2
−1
0
1
×10−4
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(rot v)1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(rot v)2
−1
0
1
×10−4
(a) Projecting at first onto imgrad.
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
j⊥1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
j⊥2
−1
0
1
×10−4
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(gradϕ)1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(gradϕ)2
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(rot v)1
−1
0
1
×10−1
−1 0 1
x
−1.0
−0.5
0.0
0.5
1.0
y
(rot v)2
−1
0
1
×10−1
(b) Projecting at first onto im rot.
Figure 6: Discrete current density j⊥ and its Helmholtz Hodge decomposition using the sixth
order operator of [34] andN  101gridpoints per coordinatedirectionwithparameters
k1  k3  5pi, εA  10−2, εm  10−5.
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While it does not seem to be a widespread argument in the literature, the Helmholtz
Hodge decomposition can be interpreted as the result of two orthogonal projections in
a Hilbert space, i.e. least square problems. Since the images/ranges of these projections
are not orthogonal, the projections do not commute and their order matters, resulting
in different variants of the decomposition. At the continuous level, these manifest in
different types of boundary/secondary conditions for the potentials in the associated
normal equations of the least square problems, which are elliptic PDEs. Here, comput-
ing the least norm least square solution via iterative methods has been proposed and
applied to compute discrete Helmholtz Hodge decompositions.
The basic argument for the impossibility of a discrete Poincaré lemma (existence of
scalar/vector potentials for irrotational/solenoidal vector fields) uses the finite dimen-
sion of the discrete function spaces and the collocation approach. If staggered grids
are used instead, these arguments do not hold in the same form and potentials exist for
some (low order) operators, e.g. in [50] or for the mimetic operators of [24]. Hence, it
will be interesting to consider staggered grid SBP operators in this context, cf. [14, 35,
38].
At the continuous level, there are two widespread versions of the Helmholtz Hodge
decomposition, characterised by the order of projections onto imgrad  ker curl and
im curl  ker div. Since these relations of the images and kernels do not hold discretely,
there are several other variants. In this article, orthogonal projections onto imgrad and
im curl have been considered. Projecting instead onto ker curl and ker div is another
option that seems to be viable and will be studied in the future.
The iterative methods used for the orthogonal projections in this article are equi-
valent to the application of certain methods such as CG or MINRES to the associated
discrete normal equations in exact arithmetic. At the continuous level, these normal
equations are elliptic second order problems. For example, the scalar potential is as-
sociated to a Neumann problem. These elliptic PDEs could also be solved discretely
using (compatible) narrow stencil operators while the discrete normal problems are
associated to wide stencil operators. There are also other approaches to approximate
Helmholtz Hodge decompositions discretely, e.g. [2, 3]. While a detailed comparison
of all these approaches is out of the scope of this article, it would be interesting for the
community and physicists interested in the application of discrete Helmholtz Hodge
decompositions. Of course, the advantages and drawbacks of different iterative solvers
and possible also preconditioners should be considered for such a detailed comparison
as well.
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