Legendre–Bernstein basis transformations  by Farouki, Rida T.
Journal of Computational and Applied Mathematics 119 (2000) 145{160
www.elsevier.nl/locate/cam
Legendre{Bernstein basis transformations
Rida T. Farouki
Department of Mechanical and Aeronautical Engineering, University of California, Davis, CA 95616, USA
Received 19 December 1999
Dedicated to Prof. Larry L. Schumaker on the occasion of his 60th birthday
Abstract
The Bernstein form of a polynomial oers valuable insight into its geometrical behavior, and has thus won widespread
acceptance as the basis for Bezier curves and surfaces. For least-squares approximation problems, on the other hand,
the use of orthogonal bases, such as the Legendre polynomials, permits simple and ecient constructions for convergent
sequences of approximants. We derive the transformation matrices that map the Bernstein and Legendre forms of a
degree-n polynomial on [0; 1] into each other, and examine the stability of this linear map. In the p=1 and 1 norms, the
condition number of the Legendre{Bernstein transformation matrix grows at a signicantly slower rate with n than in the
well-studied power-Bernstein case, and at a dramatically slower rate than for other common (e.g., Bernstein{Hermite or
power-Hermite) basis conversions. The utility of Legendre representations in approximation problems, and their relatively
stable transformation to Bernstein{Bezier form, argue for more widespread applications of Legendre methods in CAGD
algorithms. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Legendre basis; Bernstein basis; Basis transformations; Orthogonal polynomials; Least-squares approximations;
Condition numbers
1. Introduction
In computer-aided geometric design it is often necessary to obtain polynomial approximations
to more complicated functions, dened over nite domains. The approximation scheme must often
incorporate certain essential features { such as interpolation of boundary values and=or derivatives to
a specied order; guaranteed convergence as the degree of the approximant is increased; satisfaction
of prescribed bounds on the approximation error; computational eciency and numerical stability;
and output of results in a form compatible with CAGD conventions (e.g., the Bernstein{Bezier
representation).
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Many of the approximation schemes employed in CAGD are based upon the interpolation of
discrete data, sampled from the given function f(u) that is to be approximated. 1 Least-squares
approximation schemes, in which one seeks the polynomial Pn(u) of degree n that minimizes
2 =
Z 1
0
[Pn(u)− f(u)]2 du; (1)
have received less attention in this context, despite their superior convergence behavior and ease
of construction. The approximant polynomial Pn(u) may, in principle, be expressed in any chosen
basis. Setting the derivatives of (1) with respect to the coecients of Pn(u) in the adopted basis to
zero yields a system of n+ 1 linear equations for their unknown values.
In the CAGD context, several competing factors inuence the choice of basis for least-squares
polynomial approximations. Choosing an orthogonal basis diagonalizes the linear system, allowing
the least-squares coecients to be simply \written down" in closed form. However, the preferred
output representation { the Bernstein basis { is not orthogonal, and conversions to and from the
Bernstein form can be ill-conditioned [10,11,17]. Furthermore, the smallest degree n of the approx-
imant Pn(u) that will subdue the error (1) below some prescribed bound is not known a priori,
and one prefers a basis that minimizes the eort required to compute approximants of successively
higher degree n until the prescribed error bound is satised.
One approach [18] to direct least-squares approximation by polynomials in Bernstein form relies
on construction of the basis dn0(u); : : : ; d
n
n(u) that is \dual" to the Bernstein basis
bni (u) =

n
i

(1− u)n−iui for i = 0; : : : ; n (2)
of degree n on u 2 [0; 1]. This dual basis is characterized by the propertyZ 1
0
bni (u)d
n
j (u) du= ij =

1 if i = j;
0 if i 6= j
for i; j = 0; : : : ; n. The least-squares coecients of the approximant
Pn(u) =
nX
i=0
cibni (u) (3)
to f(u) on u 2 [0; 1] are then simply
ci =
Z 1
0
dni (u)f(u) du for i = 0; : : : ; n: (4)
Juttler [18] has derived explicit representations
dnj (u) =
nX
k=0
jkbnk(u) for j = 0; : : : ; n
for the dual basis functions, dened by the coecients
jk =
(−1)j+k
n
j

n
k
 min( j; k)X
i=0
(2i + 1)

n+ i + 1
n− j

n− i
n− j

n+ i + 1
n− k

n− i
n− k

1 For simplicity, we assume henceforth that the domain of interest for f(u) is u 2 [0; 1].
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for 06j; k6n. Although the least-squares coecients can then be obtained directly from (4), this
approach is cumbersome since the (n + 1)2 values jk must be computed ab initio each time we
increase the degree n of Pn(u).
The use of an orthogonal basis on [0; 1] allows us to directly obtain the least-squares coecients
of Pn(u) in that basis, and also ensures permanence of these coecients with respect to the degree
n of the approximant { i.e., all the coecients of Pn+1(u) agree with those of Pn(u), except for that
of the newly introduced term. The Legendre polynomials constitute an orthogonal basis that is well
suited [2,6] to least-squares approximation. To emphasize symmetry properties they are traditionally
dened on the interval [− 1;+1], but for our purposes it is preferable to map this to [0; 1].
The Legendre polynomials Lk(u) on u 2 [0; 1] can be generated through the recurrence relation
(k + 1)Lk+1(u) = (2k + 1)(2u− 1)Lk(u)− kLk−1(u) (5)
for k=1; 2; : : : , commencing with L0(u)=1 and L1(u)=2u−1. This gives, in the rst few instances,
L0(u) = 1;
L1(u) = 2u− 1;
L2(u) = 6u2 − 6u+ 1;
L3(u) = 20u3 − 30u2 + 12u− 1;
L4(u) = 70u4 − 140u3 + 90u2 − 20u+ 1;
...
The orthogonality of these polynomials is expressed by the relation
Z 1
0
Lj(u)Lk(u) du=
8><
>:
1
2k + 1
if j = k;
0 if j 6= k:
(6)
When the approximant (3) is expressed in the Legendre form
Pn(u) =
nX
j=0
‘jLj(u); (7)
setting the derivative of (1) with respect to ‘k equal to zero gives the values
‘k = (2k + 1)
Z 1
0
Lk(u)f(u) du for k = 0; : : : ; n
of the Legendre coecients upon invoking (6). Moreover, these values remain unchanged if we
increase the approximant degree to n + 1 by introducing an extra term ‘n+1Ln+1(u) in (7) { only
‘n+1 requires computation.
Motivated by the relative advantages of the Bernstein and Legendre forms of degree-n polyno-
mials, our aim in this paper is to study the transformations between them. In Section 2 we present
some preliminary results concerning the two bases, and then derive explicit forms in Section 3 for
the elements of the matrices that connect the coecients c0; : : : ; cn and ‘0; : : : ; ‘n in (3) and (7). We
show in Section 4 that the condition number of the map (‘0; : : : ; ‘n)! (c0; : : : ; cn) grows at a rela-
tively subdued rate with the polynomial degree n { in comparison, at least, with typical polynomial
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basis conversions. Thus, the construction of approximants in Legendre form and their subsequent
conversion to Bernstein form oers an attractive combination of eciency and accuracy. Finally,
Section 5 oers some remarks on the practical use of Legendre-basis methods.
2. Legendre and Bernstein bases
The Bernstein form (3) of a degree-n polynomial is widely used in computer-aided geometric
design applications. In the guise of Bezier curve and surface representations, it oers many intuitive
geometrical properties and elegant algorithms [3], and also excellent numerical stability [13,15]. We
now recall some basic properties of the basis functions (2) that will be required below; see [16] for
complete details. Their derivatives may be expressed as
d
du
bni (u) = n[b
n−1
i−1 (u)− bn−1i (u)] (8)
in terms of lower-order basis functions (where we take bni (u)  0 if i< 0 or i>n), while their
indenite integrals are given byZ
bni (u) du=
1
n+ 1
n+1X
j=i+1
bn+1i (u):
All the basis functions have the same denite integral over [0; 1], namelyZ 1
0
bni (u) du=
1
n+ 1
for i = 0; : : : ; n: (9)
As an alternative to the recurrence relation (5), the Legendre polynomials may be dened for
k = 0; 1; 2; : : : by Rodrigues’ formula
Lk(u) =
1
k!
dk
duk
(u2 − u)k ; (10)
or by the requirement thatZ 1
0
Lk(u)uj du= 0 for j = 0; : : : ; k − 1
together with the normalization condition Lk(1)=1. An explicit form for the kth Legendre polynomial,
Lk(u) =
bk=2cX
i=0

k
i; i

(u2 − u)i(2u− 1)k−2i (11)
where the trinomial coecients are dened by
n
r; s

=
n!
(n− r − s)!r!s!
can be obtained by setting w = u2 − u and f = wk in the formula [7, p. 50]
dkf
duk
=
kX
i=0
X
j1+j2++jk=i
j1+2j2++kjk=k
j1 ; j2 ;:::; jk>0
dif
dwi
k!
j1!(1!) j1    jk!(k!) jk
kY
r=1

drw
dur
jr
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of Faa di Bruno for the kth derivative of a composite function f(w(u)), i.e., the generalization of
the chain rule to higher-order derivatives. Finally, note that the end-point values of Lk(u) are given
by
Lk(0) = (−1)k and Lk(1) = 1: (12)
Lemma 1. The Legendre polynomial Lk(u) can be expressed in the Bernstein basis bk0(u); : : : ; b
k
k(u)
of degree k as
Lk(u) =
kX
i=0
(−1)k+i

k
i

bki (u): (13)
Proof. From denition (2) of the Bernstein basis functions, we have
(u2 − u)k = (−1)
k
2k
k
b2kk (u): (14)
We shall prove by induction that the rth derivative of (14) is given by
dr
dur
(u2 − u)k = (−1)
k
2k
k
 (2k)!
(2k − r)!
rX
i=0
(−1)i

r
i

b2k−rk−r+i(u): (15)
Clearly, expression (15) reduces to (14) on setting r = 0. Consider a further dierentiation of (15):
applying the derivative rule (8) for the Bernstein basis functions, we obtain
dr+1
dur+1
(u2 − u)k = (−1)
k
2k
k
 (2k)!
(2k − r − 1)!
rX
i=0
(−1)i

r
i

[b2k−r−1k−r+i−1(u)− b2k−r−1k−r+i (u)]:
By re-arrangement of the sum and manipulation of the binomial coecients, the above can easily
be reduced to
dr+1
dur+1
(u2 − u)k = (−1)
k
2k
k
 (2k)!
(2k − r − 1)!
r+1X
i=0
(−1)i

r + 1
i

b2k−r−1k−r−1+i(u);
which is clearly just the instance r ! r+1 of expression (15). The hypothesis (15) is thus established
by induction for all r>0.
Hence, setting r = k in (15) and substituting the result into Rodrigues’ formula (10), we obtain
the stated Bernstein form (13) for Lk(u).
The Bernstein form (13) is an exceptionally elegant representation for the Legendre polynomials
{ the Bernstein coecients of Lk(u) are simply the sequence of binomial coecients of order k,
taken with alternating signs! We begin with a \+" or \−" sign for the rst coecient, according to
whether k is even or odd. This is surely an easier characterization to remember than the recurrence
relation (5) or Rodrigues’ formula (10), and oers greater insight into the geometrical behavior of
the graph of Lk(u) for u 2 [0; 1].
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The basic relation (13) has recently been given by Li and Zhang [19], who also discuss transfor-
mations between the Chebyshev and Bernstein bases { the Chebyshev and Legendre bases are both
particular cases of the family of orthogonal polynomials known as Jacobi polynomials [1,2,9].
3. Basis conversion matrices
Consider a polynomial Pn(u) of degree n, expressed in the degree-n Bernstein and Legendre bases
on u 2 [0; 1]:
Pn(u) =
nX
j=0
cjbnj (u) =
nX
k=0
‘kLk(u): (16)
We are interested in the linear transformation
cj =
nX
k=0
Mjk‘k for j = 0; : : : ; n; (17)
that maps the Legendre coecients ‘0; : : : ; ‘n into the Bernstein coecients c0; : : : ; cn, and its inverse.
Writing c = [c0    cn]T and l = [‘0    ‘n]T, we may express this in vector-matrix form as
c =Ml : (18)
The matrix elements Mjk for 06j; k6n can be determined by constructing the transformation between
the Bernstein and Legendre bases. Writing
Lk(u) =
nX
j=0
kjbnj (u) for k = 0; : : : ; n; (19)
the values kj form an (n+ 1) (n+ 1) basis conversion matrix . Substituting this into (16) and
re-arranging the order of summation, we obtain
cj =
nX
k=0
‘kkj for j = 0; : : : ; n:
By comparison with (17), we see that the coecient-transformation matrix is simply the transpose
of the basis-transformation matrix: M = T.
Lemma 1 describes each Legendre polynomial Lk(u) in the Bernstein basis of corresponding degree
k. To derive the degree-n basis conversion matrix M in (17), however, we need to express each
of L0(u); : : : ; Ln(u) in the Bernstein basis of degree n. This is easily accomplished through degree
elevation.
Proposition 1. The elements of the matrix M that transforms the Legendre coecients of degree-n
polynomials into the Bernstein coecients according to equation (17); are given for 06j; k6n by
Mjk =
1
n
j
 min( j; k)X
i=max(0; j+k−n)
(−1)k+i

k
i

k
i

n− k
j − i

: (20)
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Proof. By (n−k)-fold degree elevation [16], we can express each Bernstein basis function of degree
k in the Bernstein basis of degree n as
bki (u) =
n−k+iX
j=i

k
i

n− k
j − i


n
j
 bnj (u)
for i = 0; : : : ; k. Substituting the above into (13) and re-arranging the order of summation, we nd
that the basis transformation
Lk(u) =
nX
j=0
kjbnj (u) for k = 0; : : : ; n
is dened by the elements
kj =
1
n
j
 min( j; k)X
i=max(0; j+k−n)
(−1)k+i

k
i

k
i

n− k
j − i

of the matrix  for 06j; k6n. By transposition, we obtain the elements (20) of the matrix M that
transforms the Legendre coecients of a degree{n polynomial into its Bernstein coecients.
Note that, by manipulating the binomial coecients, we can also express the matrix elements (20)
as
Mjk =
1
n
k
 min( j; k)X
i=max(0; j+k−n)
(−1)k+i

j
i

k
i

n− j
k − i

:
Remark 1. The latter form for Mjk is convenient for verifying that the rows of the basis conversion
matrix M satisfy the following symmetry property:
Mn−j; k = (−1)kMjk for k = 0; : : : ; n and j = 0; : : : ; bn=2c:
Consider now the inverse of transformation (18), giving the Legendre coecients in terms of the
Bernstein coecients:
l =M−1c:
We denote the elements of the inverse matrix M−1 by M−1jk for 06j; k6n. Instead of attempting
to directly invert the matrix dened by (20), we make use of the orthogonality condition (6) to
determine these elements.
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Proposition 2. The elements of the inverse M−1 of the matrix dened by (20) are given for
06j; k6n by
M−1jk =
2j + 1
n+ j + 1

n
k
 jX
i=0
(−1)j+i

j
i

j
i


n+ j
k + i
 : (21)
Proof. We write the transformation of the Legendre polynomials on [0; 1] into the degree-n Bernstein
basis functions as
bnk(u) =
nX
i=0
−1ki Li(u) for k = 0; : : : ; n: (22)
Clearly, the values −1ki are the elements of the inverse 
−1 of the matrix . To compute them,
we multiply the above expression by Lj(u), integrate over u 2 [0; 1], and invoke the orthogonality
relation (6) to obtain
−1kj = (2j + 1)
Z 1
0
bnk(u)Lj(u) du:
We now substitute (13) into the above and obtain
−1kj = (2j + 1)
jX
i=0
(−1) j+i

j
i
Z 1
0
bnk(u)b
j
i (u) du:
The integrals of the products of Bernstein basis functions may be found using (9) as follows:
Z 1
0
bnk(u)b
j
i (u) du=

n
k

j
i


n+ j
k + i
 Z 1
0
bn+jk+i (u) du=
1
n+ j + 1

n
k

j
i


n+ j
k + i
 :
Hence, −1 has elements
−1kj =
2j + 1
n+ j + 1

n
k
 jX
i=0
(−1)j+i

j
i

j
i


n+ j
k + i

and the elements (21) of M−1 are obtained by transposition.
We can obtain an alternate form for the elements of M−1 by expanding some of the binomial
coecients into factorials and then re-combining them:
M−1jk =
2j + 1
n+ j + 1
1
n+ j
n
 jX
i=0
(−1) j+i

j
i

k + i
k

n− k + j − i
n− k

:
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Remark 2. Using the above expression, one may verify that the columns of the inverse matrix M−1
exhibit the following symmetry property:
M−1j; n−k = (−1)jM−1jk for j = 0; : : : ; n and k = 0; : : : ; bn=2c:
We have not managed to reduce the sums (20) and (21) that dene the elements of M and
M−1 to closed-form expressions in terms of j, k, and n, even after consulting the comprehensive
compilation of binomial coecient summations by Gould [4]. It is also possible [20] to write the
matrix elements in terms of hypergeometric series { using the notation of [5], we have
Mjk = (−1)k

n− k
j


n
j
 F  −k;−k;−j1; n− k − j + 1
 1

;
M−1jk = (−1) j
2j + 1
n+ j + 1

n
k


n+ j
k
F  −j − j; k + 11; k − j − n
 1

:
It seems probable that further simplications are not possible { to quote an authoritative source [5,
p. 171] on these matters:
\What about sums with three or more binomial coecients? If the index of summation is spread
over all the coecients, our chances of nding a closed form aren’t great: Only a few closed
forms are known for sums of this kind : : :"
The peripheral elements of M are particularly easy to evaluate, however. For the rst and last
rows, one can check that (20) reduces to
M0k = (−1)k and Mnk = 1 for k = 0; : : : ; n:
Actually, these elements can be directly deduced by setting u=0 and 1 in (19), and making use of
(12) and the fact that bnj (0)= j0 and b
n
j (1)= jn (note that M =
T). For the rst and last columns,
we have elements
Mj0 = 1 and Mjn = (−1)n+j

n
j

for j = 0; : : : ; n: (23)
The reduction of the peripheral elements of M−1 is somewhat trickier. The rst row is trivial, namely
M−10k =
1
n+ 1
for k = 0; : : : ; n
but for the last row we obtain
M−1nk =

n
k
 nX
i=0
(−1)n+i

n
i

n
i


2n
k + i
 for k = 0; : : : ; n
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and these sums are not amenable to further reduction. Finally, for the rst and last columns, we set
k = n in (21) and make the substitution
j
i


n+ j
n+ i
 =

n+ i
n


n+ j
n
 :
Invoking the identity
jX
i=0
(−1)i

n+ i
n

j
i

= (−1) j

n
j

{ an instance of Eq. (5:24) in [5, p. 169] { then yields the reductions
(−1) jM−1j0 =M−1jn =
2j + 1
n+ j + 1

n
j


n+ j
n
 for j = 0; : : : ; n; (24)
where we use Remark 2 to also identify the elements M−1j0 of the rst column.
Remark 3. By setting u = 0 and u = 1 in (22), invoking Eq. (12), and noting that bnk(0) = k0,
bnk(1) = kn, and M
−1 = (−1)T, we obtain
nX
j=0
(−1)jM−1jk = k0 and
nX
j=0
M−1jk = kn
for k = 0; : : : ; n. The second relation indicates that the elements of M−1 sum to zero across each
column except the last, which sums to unity. If the column elements are summed with alternating
signs, the rst relation indicates that the sums all vanish except the rst column, which yields unity.
4. Condition of basis transformations
We introduce the p-norm of an (n+ 1)-dimensional vector C= [v0    vn]T and the corresponding
subordinate norm for an (n+ 1) (n+ 1) matrix M , as dened by
kCkp =
"
nX
i=0
jvijp
#1=p
; kMkp = sup
C6=0
kMCkp
kCkp :
Note that, in the limit p ! 1, we have kCk1 = maxijvij. For general p, the matrix norm kMkp
is rather dicult to compute or estimate, but the special cases p = 1 and p =1 have particularly
simple reductions [8]:
kMk1 = max
06k6n
nX
j=0
jMjk j and kMk1 = max
06j6n
nX
k=0
jMjk j;
i.e., the greatest of the sums of absolute values of the elements across columns and rows of the
matrix, respectively.
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Suppose now that the \input" x= [x0    xn]T to the linear map
y=Mx
experiences a perturbation x= [x0    xn]T, and y= [y0    yn]T is the corresponding \output"
perturbation in y= [y0   yn]T. Dening the fractional error measures
p(x) =
kxkp
kxkp and p(y) =
kykp
kykp ;
it follows from the denitions of kMkp and kM−1kp that the sensitivity of the output to perturbations
of the input may be characterized by the inequality
p(y)6p(M)p(x); (25)
where the p-norm condition number of the matrix M is dened by
p(M) = kMkpkM−1kp:
Note that the above error bound is sharp { i.e., there exists a perturbation x = [x0    xn]T such
that the equality sign in (25) holds.
For ease of computation, we shall consider only condition numbers under the p= 1 and p=1
norms. The following result, however, indicates that the condition number cannot have a strong
dependence on the chosen norm:
Remark 4. The p-norm condition number of a nonsingular (n + 1)  (n + 1) matrix M satises
p(M)6(n+ 1)2=p1(M) { see [14, Proposition 6].
4.1. Norms and condition numbers
The complicated forms of elements (20) and (21) of M and M−1 makes a closed-form derivation
of the norms of these matrices, as a function of the polynomial degree n, a rather dicult matter.
However, for each n it is easy to directly compute the row and column absolute-value sums
Rj =
nX
k=0
jMjk j; Ck =
nX
j=0
jMjk j
and
R−1j =
nX
k=0
jM−1jk j; C−1k =
nX
j=0
jM−1jk j;
for j; k = 0; : : : ; n, and hence to obtain values for the matrix norms as maxima of these row and
column sums. We have performed these calculations for n up to 50, and exact values for the rst
ten cases are listed in Table 1.
Certain patterns are immediately apparent upon inspecting these values. First, kMk1 is realized
by the last column Cn and has the value 2n, consistent with the form (23) of the elements Mjn for
j = 0; : : : ; n, since
nX
j=0

n
j

= 2n:
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Table 1
Exact p=1 and 1 norms for Legendre{Bernstein transformation matrices M and their inverses
M−1, as a function of polynomial degree for n= 1; : : : ; 10. The corresponding matrix condition
numbers are also shown
n kMk1 kM−1k1 kMk1 kM−1k1 1(M) 1(M)
1 2 1 2 1 2 2.00
2 4 1 3 1 4 3.00
3 8 1 5 13 1
1
5 8 6.40
4 16 1 8 1 15 16 9.60
5 32 1 14 45 1
2
7 32 19.03
6 64 1 23 45 1
2
7 64 30.60
7 128 1 45 57 1
1
3 128 60.95
8 256 1 78 1 4199 256 110.30
9 512 1 152 2021 1
5
11 512 222.48
10 1024 1 271 13 1
67
143 1024 398.46
Indeed, it is not dicult to verify that kMk1 = 2n analytically, by appealing to the following result
Lemma 2. The absolute values of the elements in columns k=0; : : : ; n−1 of the matrix M satisfy
the inequality
jMjk j6jMjnj for j = 0; : : : ; n: (26)
Proof. From expression (20) we may write
jMjk j=

min( j; k)X
i=max(0; j+k−n)
(−1)i

k
i

wi

for each 06j; k6n, where we regard the quantities
wi =

k
i

n− k
j − i


n
j
 for i =max(0; j + k − n); : : : ;min(j; k)
as \weights" satisfying wi > 0 and
P
i wi = 1 (the latter being a consequence of standard binomial
identities; see [5, (5:24) p. 169]). These properties identify Mjk as a convex combination of the
summands (−1)i

k
i

, and we have
jMjk j6 max
max(0; j+k−n)6i6min( j; k)

k
i

:
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It is a straightforward but rather tedious matter to show 2 that the right-hand side never exceeds
n
j

(=jMjnj from (23)), and (26) is thus established.
Unfortunately, no element-by-element inequality analogous to (26) holds for the rows of M or the
rows and columns of M−1. Empirically, we observe that kM−1k1 has the value unity { independent
of n { that is realized by both C−10 and C
−1
n . It is perhaps not so obvious from the expressions (24)
for the elements M−1j0 and M
−1
jn that
nX
j=0
2j + 1
n+ j + 1

n
j


n+ j
n
 = 1:
However, this is a direct consequence of the column-sum property of M−1 in Remark 3. Based on
these observations, we deduce that
1(M) = 2n: (27)
The row sums are more troublesome. From the computed values we observe that, for each n, the
greatest Rj is attained for j = bn=2c, but its value is not amenable to a simple expression in terms
of n. As n increases, the greatest R−1j is attained at dierent rows j, increasing from j=0 for n=1
to j = 5 for n= 50. Although not strictly constant like kM−1k1, it is evident from Table 1 that the
growth of kM−1k1 with n is extremely weak.
The rather enigmatical dependence of kMk1 and kM−1k1 on n precludes empirical identication
of a simple formula, analogous to Eq. (27), for 1(M). However, the feeble growth of kM−1k1
cannot compensate for the slower increase of kMk1 than kMk1 with n, and for n> 1 we observe
that
1(M)<1(M): (28)
4.2. Comparison with other basis conversions
In [11] we have shown that the power-to-Bernstein transformation matrix T has condition number
(see also [10]):
1(T) = 1(T) = (n+ 1)

n


2; where =

2(n+ 1)
3

:
For large n this is accurately approximated by   3n+1p(n+ 1)=4, which clearly indicates a
signicantly faster growth rate with the polynomial degree than (27) and (28) for the Legendre{
Bernstein transformation.
Hermann [17] has investigated the condition of transformations between the Hermite and the power
and Bernstein forms of polynomials of odd degree, n = 2m + 1. For the matrix B that transforms
2 This can be accomplished by separately examining the four regimes (a) j + k6n and j6k; (b) j + k >n and j6k;
(c) j + k >n and j>k; and (d) j + k <n and j> k.
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Fig. 1. Condition numbers for transformations between power, Bernstein, Hermite, and Legendre forms. The cases shown
are: Legendre{Bernstein { circles (p=1) and dots (p=1); power{Bernstein { squares (p=1 and 1); Bernstein{Hermite
{ diamonds (p =1); and power{Hermite { triangles (p = 1). Note the faster-than-exponential growth in the latter two
cases.
the Bernstein form into the Hermite form, he obtains the closed-form expression
1(B) =
2m
(n− m)!
mX
j=0

m
j

(n− j)! 
p
8e

8m
e
m
while for the matrix C that maps the power form to the Hermite form
1(C) =
"
1 +
mX
k=0

m+ k
m

2k
#
nX
j=m+1
n!
j!
 8
3
s
2
m

32m
e
m
:
The asymptotic forms indicate that these condition numbers have faster than exponential growth
with the degree n { these are clearly very ill-conditioned transformations, and should be avoided
except for very small n values.
To illustrate these various cases, we show in Fig. 1 computed values of the condition numbers
for degrees n up to 30. It is evident from this plot that the Legendre{Bernstein transformation is
comparatively well-conditioned.
In practical terms, one can interpret log10 as the maximum number of correct signicant dec-
imal digits that may be lost in a basis transformation. From Fig. 1 we then see that, in ordinary
double-precision oating-point arithmetic, no more than 4{5 digits may be lost in converting a poly-
nomial of degree 20 between the Legendre and Bernstein forms. On the other hand, conversions
between the power and Bernstein forms incur a loss of up to 8{10 digits, while conversions between
the Hermite and power or Bernstein forms may incur the loss of essentially all correct digits.
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5. Closure
We have derived explicit forms for the matrices that map the Bernstein and Legendre forms of
a degree-n polynomial on [0; 1] into each other, and have shown that these transformations are
comparatively well-conditioned. Thus, one can take full advantage of the eciency and simplicity of
Legendre-polynomial least-squares approximation methods in computer-aided design applications, and
be condent of stable conversion of results to the standard Bernstein{Bezier form. A representative
application has been described in [12] { the computation of a convergent sequence of Bernstein-form
polynomial approximations to the inverse of a monotone polynomial function.
In many applications, one does not know the degree n of the polynomial approximant in (1) a
priori. Instead, the degree is successively increased until the approximation error  diminishes below
some desired limit. As noted in Section 1, the Legendre coecients ‘0; : : : ; ‘k−1 remain unchanged
when we proceed from Pk−1(u) to Pk(u); only the new coecient ‘k must be computed. In such
cases, we can perform an \on-the-y" conversion from Legendre to Bernstein form { knowing the
coecients of Pk−1(u) in the Bernstein basis of degree k−1, we perform a unit degree elevation on
them and use (13) to incorporate the contribution of the kth Legendre polynomial in the degree-k
Bernstein basis. Thus, for k = 1; 2; : : : , we write
Pk(u) = [(1− u) + u]Pk−1(u) + ‘k
kX
i=0
(−1)k+i

k
i

bki (u);
where multiplication by (1− u) + u represents degree elevation. The Bernstein coecients of Pk(u)
are thus obtained through a term-by-term addition of the degree-elevated coecients ci of Pk−1(u)
with the quantities (−1)k+i

k
i

‘k for i = 0; : : : ; k. This approach obviates the need for explicit
multiplication by the basis conversion matrix, and should be at least as stable numerically.
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