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Cluster randomized trials (CRTs) are popular in public
health and primary care, among other arenas, and for good
reasons. If individual randomization is impossible or leads
to serious treatment contamination, a CRT is the next best
option as it shares with individually randomized controlled
trials (RCTs) the prevention of confounding.
Unfortunately, CRTs have lower power than RCTs due
to the design effect (DE), that is the inflation of the sam-
pling variance (i.e. the squared standard error) of the treat-
ment effect by intraclass correlation (ICC). Further, the
data from a CRT must be properly analysed, taking into
account the DE plus cluster size variation and the correct
degrees of freedom (df) for testing the treatment effect.
This in turn has consequences for the sample size calcula-
tion for a CRT, which must also take into account these
three factors.
Using a simulation study, Leyrat et al.1 compare the type
I error rate and power of various analysis methods for CRTs
with a quantitative outcome under various conditions con-
cerning the ICC, the number of clusters, the average cluster
size and the amount of cluster size variation. From their re-
sults they derive practical advice about the best methods of
analysis, and they suggest using simulations to adjust the
sample size for the lower-than-nominal power of these best
methods in the case of small number of clusters.
The results of their study are important and we fully
support their aims. However, we would like to point out
that there is a simple alternative to their recommendation
to use simulations to adjust the sample size for the lower-
than-nominal power, and a better method than theirs to
adjust for cluster size variation. Based on publications that
appear to have been overlooked by Leyrat et al., we first
explain why their best methods of analysis are best indeed,
and then show how to adjust for cluster size variation, and
how the lower-than-nominal power for small number of
clusters can be solved without simulations. We first sum-
marize their results and then elaborate our comment.
Leyrat et al. evaluate four methods of analysis based on
cluster means (weighting by cluster size, weighting by in-
verse variance of the cluster mean, parametric unweighted
analysis, non-parametric unweighted analysis), and eight
methods based on individual data, but taking the clustering
into account [mixed regression with five methods to deter-
mine the df for the treatment effect test, and generalized
estimating equations (GEE) with model-based standard
error (SE), robust SE, or robust SE with small sample cor-
rection]. In all conditions, the nominal type I error rate and
nominal power are 5% and 80%, respectively. They find
that, especially for small number of clusters, the type I
error rate is seriously inflated by cluster mean analysis
weighted by cluster size, mixed regression without correc-
tion for small df, and GEE without small sample correc-
tion, whereas all other methods then suffer from lower-
than-nominal power.
Close inspection of the figures in their online supple-
ment shows that cluster means analysis weighted by in-
verse variance, and two versions of mixed regression with
corrected df, perform best, with an actual power between
70% and 80% for a total of 20 clusters and between 60%
and 80% for 10 clusters, depending on the other factors in
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their simulation study: ICC, average cluster size, and coef-
ficient of cluster size variation (CV). GEE with small sam-
ple size correction performed similarly, except for very
small ICC and large CV. All other methods with proper
type I error rate had a lower power than these methods.
These results are reflected in Leyrat et al.’s summary Table
2 of recommended methods of analysis. Further, the au-
thors recommend using simulations to adjust the sample
size for the lower-than-nominal power of these best meth-
ods (see their Discussion).
We believe that many results in Leyrat et al. can be
understood by looking at a few publications in statistical
journals, and that there is a quicker and easier way to man-
age sample size calculation for CRTs than simulations. The
following statistical results are relevant: (i) the relation be-
tween analysis of cluster means and mixed regression; (ii)
the optimality of weighting cluster means by inverse vari-
ance; (iii) the effect of cluster size variation on the required
sample size; and (iv) correcting the sample size calculation
for small df.
First, we comment on the relation between analysis of
cluster means and mixed regression. As shown in our 2003
paper,2 if all clusters have the same size in the sample (so
CV¼ 0), then unweighted analysis of cluster means is
equivalent to mixed regression of the individual data tak-
ing the clustering into account. If clusters vary in size, then
weighting cluster means by inverse variance is equivalent
to mixed regression, at least for large samples.3 For small
samples, the two methods may differ somewhat, depending
on how variance components are estimated.
Now we deal with the issue of weighting cluster means
if clusters do vary in size. As shown previously,3–5 weight-
ing cluster means by inverse variance is more powerful
than unweighted analysis (especially for an ICC near zero),
and also more powerful than weighting by cluster size (es-
pecially for an ICC larger than the inverse mean cluster
size). The lower power of unweighted analysis of cluster
means is visible in most figures of Leyrat et al.’s supple-
ment. The lower power of weighting by cluster size is not
visible in their figures, but this method has an inflated type
I error in those figures which correspond to large CV and
ICC larger than the inverse mean cluster size (see their on-
line figures 8, 11, 12). This may be due to using an incor-
rect standard error. Adjusting for the inflated type I error
risk, whether by SE correction or lowering a, will inevit-
ably lower the power of cluster size weighting.
Next, we clarify the issue of accounting for cluster size
variation in the sample size calculation. As shown else-
where,4–6 the power loss due to cluster size variation can
be restored by increasing the number of clusters with a per-
centage that depends on the CV of cluster size as well as on
mean cluster size and ICC through a simple mathematical
equation. As we have shown,5 this percentage never ex-
ceeds 100%*(CV2/2) or 100%*[CV2/(4-CV2)], depending
on which of two mathematical approximations we use, the
first always giving an overadjustment and the second
sometimes a slight underadjustment. For the CVs in Leyrat
et al., this gives about 8% or 4% extra clusters if CV¼0.4
(small), and 32% or 19% extra clusters if CV¼0.8 (large),
depending on which of the two approximations is used. In
their appendix (page 10, last equation), Leyrat et al. also
adjust their sample size for cluster size variation, appar-
ently using an approximation from Eldridge et al.7 How-
ever, as correctly stated in Eldridge et al.,7 that adjustment
is based on analysis of cluster means weighted by cluster
size. That method is inefficient if the ICC is larger than,
say, the inverse mean cluster size and the CV is large,5 and
it can lead to almost 100%*CV2 extra clusters, which is
twice as much as the overadjustment based on our work.5
So Leyrat et al. overadjust their sample size especially for
large ICC and CV, which correspond to their supplemen-
tary figures 8, 11 and 12 where cluster size weighting has
an inflated type I error rate instead of the expected lower
power (remember that adjusting that analysis method to
get the correct type I error rate will lower its power). Inci-
dentally, there is a typo in the equation in Leyrat et al.
(page 1293) (not in Eldridge et al.7), causing the DE to be
(1-ICC) if CV¼ 0, whereas the correct DE is 1þ(m-1)*ICC
if CV¼ 0, where m¼ cluster size (see elsewhere7–9). Fur-
ther, the adjustment for unequal cluster sizes can be
applied before instead of after rounding the number of
clusters as computed with classical sample size equations
such as in our paper8 upward to the nearest integer. For in-
stance, if the classical computation gives 8.3 clusters per
arm and we need to increase that by 8%, then we may first
multiply 8.3 with 1.08 to get 8.964 clusters which is then
rounded to 9 clusters per arm. If we first round and then
increase with 8%, we get 9*1.08¼ 9.72 clusters, rounded
to 10 clusters per arm.
Finally, there is the df needed for sample size calculation.
As shown elsewhere,10,11 the power loss due to using the t-
distribution with the correct df in data analysis, if the sam-
ple size has been calculated with the standard normal distri-
bution, can be compensated by adding two clusters per
treatment arm. This holds for a nominal power of 80% as
well as of 90%, provided the type I error risk is set at 5%
and the number of clusters per arm according to the stand-
ard normal approximation is at least eight (for less than
eight clusters per arm add three clusters per arm; for a 1%
risk always add four clusters per arm). These results agree
with those in Leyrat et al. According to their supplement,
the actual power of mixed regression with df¼ k-2 (their
between-within correction) varied from 60% to 70% for a
total of k¼10 clusters (i.e. five per arm). From this actual
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power we can compute the number of extra clusters
needed to have an actual power of 80% in a simple way,
as follows. In all sample size equations for two-arm trials,
whether RCT12,13 or CRT,8 the sample size is propor-
tional to a term (tpowerþ talpha)2. Here, tpower is the (1-
beta)-th percentile of the Student t-distribution for a
power (1-beta), and talpha is the alpha/2-th percentile of
that distribution for a type I error risk alpha if we test
two-tailed. For instance, if k¼ 10 so that df¼ 8, then
tpower¼0.89 for 80% power and talpha¼2.31, giving
(tpowerþ talpha)2¼ 10.24. If the actual power is 60% in-
stead of 80%, then tpower¼0.26, giving (tpowerþ
talpha)2¼ 6.60. The ratio 10.24/6.60 is 1.55, which
means that we need to multiply k with a factor 1.55 to get
an actual power of 80%. Given k¼ 10 clusters, we thus
need to increase k to 16, which is three extra clusters per
treatment arm. Similar calculations for other k in Leyrat’s
simulations, taking the actual power of mixed regression
with df¼k-2 from their figures, also lead to two or three
extra clusters per arm, as recommended elsewhere.10,11 In
short:
i. the superior performance of weighting cluster means by
inverse variance and of mixed regression with proper df
follows from results in statistical literature;
ii. the power loss arising from cluster size variation can be
compensated by adding clusters following simple ap-
proximations in our paper5; and
iii. we do not need simulations to find out how many extra
clusters we need in a CRT with a small number of clus-
ters to compensate the power loss arising from the dif-
ference between a z-test and t-test with small df; we
simply add two or three clusters per treatment arm if
alpha ¼ 5% two-tailed, or four if alpha is 1% two-
tailed.
To this summary we add a few notes in response to
questions by the reviewer of this letter. First of all,
researchers are advised to plan at least 10 clusters per treat-
ment arm for two reasons. One reason is the fact that
non-normality of the cluster effect can invalidate the sig-
nificance testing and confidence interval for the treatment
effect, especially if the number of clusters is small. As the
number of clusters goes up, the central limit theorem in
statistics ensures approximate normality of the treatment
effect estimate even if the cluster effect is not normally dis-
tributed. The other reason is that the power of a cluster
randomized trial with fewer than 10 clusters per arm will
often be too low. For instance, for a medium effect size
d¼ 0.50, where d is Cohen’s d,14 a two-tailed alpha of 5%
and a power of 90%, we need 86 persons per treatment in
a classical RCT. In a cluster randomized trial with a typical
ICC of 0.05 and a sample size of 20 persons per cluster,
the design effect (DE) is 1.95, implying a sample size of
1.95*86¼168 persons per arm, giving 8.4 clusters per
arm. Even ignoring cluster size variation, but taking into
account the df adjustment discussed in this letter, we thus
need at least 11 clusters per arm. One might lower this by
accepting a power of 80% (and so a type II error risk of
20%!), but cluster size variation and effect sizes smaller
than 0.50 are omnipresent in health research, and both call
for an increase of the number of clusters.
A second note concerns cluster randomized trials with a
binary instead of quantitative outcome. For binary out-
comes, sample size calculation with an adjustment for
varying cluster size is explained and demonstrated in our
work elsewhere,15 based on mixed logistic regression.
However, the issue of the correct df has not been explored
yet. The analysis of binary outcomes is usually based on
Wald or likelihood ratio tests, both involving the standard
normal instead of t-distribution, and assuming fairly large
samples.
As a last note, the issues in this letter also arise for other
nested designs, of which we here mention two. For multi-
centre trials (with centre as random effect), equations for
sample size calculation and adjustments for varying sample
size per centre are presented elsewhere.4,16–18 For stepped
wedge cluster randomized trials, things are more complex
because of the confounding between treatment and period
that has to be adjusted for, and because allowing for treat-
ment by period interaction can easily lead to unidentifiable
models. There are useful references for sample size plan-
ning of stepped wedge cluster randomized trials assuming
a constant treatment effect.19–22
Conflict of interest: None declared.
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We would like to thank Van Breukelen and Candel for
their comments on our manuscript.1 Although we broadly
agree with them, we would like to clarify several points.
First, they argue that our results can be understood in
light of the existing literature. We agree that some of the
results in our article are well known (e.g. that unweighted
cluster-level analyses lose efficiency). However, these
approaches are still commonly used,2 and so we included
them in order to empirically demonstrate the benefit of
other approaches. Furthermore, we are unaware of any
empirical comparison between generalized estimating
equations (GEEs), mixed-effect models and cluster-level
analyses for continuous outcomes. We agree with Van
Breukelen and Candel that some theoretical results are avail-
able for these approaches; however, these are often based on
approximations which do not always translate to realistic
scenarios (particularly regarding small-sample corrections),
and so it is useful to assess the properties of these approaches
across a range of realistic scenarios using simulation.3
Second, Van Breukelen and Candel take issue with the
sample size formula used in our simulation study. Because
sample size formulas depend on the underlying analysis
model, there is no single formula which is appropriate for
all the analysis methods being compared. However, our aim
was to benchmark the relative performance of each analysis
method in terms of type-I error rate and power. Given that
the specific sample size formula used will have no impact on
which analysis approach performs best, we are unsure why
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