We say a function t in a set H of {0, 1}-valued functions defined on a set X is specified by S ⊆ X if the only function in H which agrees with t on S is t itself. The specification number of t is the least cardinality of such an S. For a general finite class of functions, we show that the specification number of any function in the class is at least equal to a parameter from [21] known as the testing dimension of the class. We investigate in some detail the specification numbers of functions in the set of linearly separable Boolean functions of n variables-those functions f such that f −1 ({0}) and f −1 ({1}) can be separated by a hyperplane. We present general methods for finding upper bounds on these specification numbers and we characterise those functions which have largest specification number. We obtain a general lower bound on the specification number and we show that for all nested functions, this lower bound is attained. We give a simple proof of the fact that for any linearly separable Boolean function, there is exactly one set of examples of minimal cardinality which specifies the function. We discuss those functions which have limited dependence, in the sense that some of the variables are redundant (that is, there are irrelevant attributes), giving tight upper and lower bounds on the specification numbers of such functions. We then bound the average, or expected, number of examples needed to specify a linearly separable Boolean function. In the final section of the paper, we address the complexity of computing specification numbers and related parameters.
Introduction
Recent work [11, 21, 22, 23, 15, 24] in computational learning theory has discussed learning in situations where the teacher is helpful and can choose to present carefully chosen sequences of labelled examples to the learner. In this paper we discuss this framework and investigate the number of cleverly-chosen examples needed. Our main contribution is a fairly detailed analysis, using combinatorial and geometrical techniques, of the number of examples required for the set of linearly separable Boolean functions.
Definitions
A hypothesis space H on an example space X is a set of {0, 1}-valued functions defined on the set X. The individual members of H are called hypotheses or concepts. We use the standard framework of learning from examples, in which there is some hypothesis t in H, known as the target, which is used to classify a sequence of examples presented to a learner. More formally, a sample of length m is a sequence x = (x 1 , x 2 , . . . , x m ) of examples, and the corresponding training sample x(t) for t is this sample, together with the values of t on the examples. We say that x is a positive example of t if t(x) = 1 and that it is a negative example if t(x) = 0. The training sample may conveniently be regarded as an element of the product space (X × {0, 1}) m , where, for each i, b i = t(x i ). The learning algorithm L (which may be deterministic or randomised) produces an output hypothesis L(x(t)) ∈ H which is to be taken as an approximation, in some sense, to the target. Ideally, we have exact learning of the target, in which case the output hypothesis is the same as the target. In general, if h ∈ H and if h(x i ) = t(x i ) for 1 ≤ i ≤ m, then h is said to be consistent with t on the sample x. Clearly, if L always outputs a consistent hypothesis and if the only hypothesis consistent with a sample x is t itself, then the learning algorithm exactly identifies t. If x has this property, we say that x specifies t (in H), and that it is a specifying sample for t. We also say that the set of examples in x specifies t. In this case, no hypothesis in H distinct from the target agrees with the target on these examples. (Goldman and Kearns [11] have used the terminology teaching sequence for what we call a specifying sample, while Shinohara and Miyano [24] have used the term key.) The following parameter quantifies the difficulty of specifying a given hypothesis. Definition 1.1 Let H be a finite hypothesis space. Then for t ∈ H, the specification number of t (in H) is the least length of a specifying sample for t in H.
x(t) = ((x
The specification number of t in H is denoted by σ H (t), or simply by σ(t) when H is clear.
Overview
We start by proving that the specification number of any hypothesis is at least equal to the testing dimension of Romanik and Smith [21] .
We study in some depth the specification of the space H n of linearly separable Boolean functions of n variables. These functions are those for which the positive examples can be separated from the negative examples by a hyperplane. We present two methods for obtaining upper bounds on the specification numbers. We show that hypotheses with small numbers of positive or negative examples are easily specified and we give a characterisation of those t with largest possible value of σ(t) (that is, the most difficult hypotheses to teach). We give a tight upper bound on σ(t) when t depends on all n co-ordinates (that is, there are no irrelevant variables). We prove that σ(t) ≥ n + 1 for all t, and that equality holds if t is nested. We then give a simple proof that for any t there is a unique set of σ(t) examples which specifies t (a fact noted by Cover [9] ; see also [14] ). Next, by a projection method, we determine an expression for σ(t) when t depends only on a certain number of the n co-ordinates. For every k ≤ n, we give a tight lower bound and a tight upper bound on σ(t) for hypotheses depending on k co-ordinates. We then prove that, on average, only at most n 2 examples are needed to specify a hypothesis in H n ; that is, the expected specification number is at most n 2 .
Finally, we discuss the complexity of computing specification numbers and teaching dimensions. We show that these problems are NP-hard, and remain so when restricted to trivalent hypothesis spaces.
Related Work
A recent paper by Goldman and Kearns [11] provides some calculations of specification numbers, for various types of hypotheses. In that paper, they define the teaching dimension of a hypothesis space H. In our terminology, this is the maximum, over all hypotheses of H, of the specification number, TD(H) = max {σ(t) : t ∈ H} .
In [12] , Goldman, Kearns and Schapire discuss a related idea: a universal teaching sequence for H is a sample x such that x specifies each hypothesis in H. That is to say, if t, h ∈ H and t and h agree on x then t = h.
Shinohara and Miyano [24] have studied what we call specification and have described algorithms for producing small specifying samples for the space of Boolean threshold functions (and for monomials). They have also studied the complexity of finding small specifying samples (or keys, as they call them). In their paper, they relate models of teaching and models of learning.
Salzberg et al. [23] have considered 'learning with a helpful teacher' when the learner uses a particular algorithm, which is known to the teacher. Specifically, they consider a learner using the nearest-neighbour classification algorithm and a teacher trying to teach various types of geometric concepts. In our model, the teacher knows nothing of the algorithm the learner is applying; it is for this reason that we use the term specification rather than teaching.
Romanik and Smith [21, 22] , in studying not exact specification, but approximate testing of geometric hypotheses, have introduced the testing dimension, τ (H), of a hypothesis space H. This is the maximum integer k such that all subsets of X of cardinality k are shattered by H; that is, if K ⊆ X has cardinality k, then all 2 k possible classifications of K into positive and negative examples can be achieved by hypotheses of H. (The testing dimension will in general be far less than the VapnikChervonenkis dimension [26] , a parameter which has proven to be of great importance in learning theory [5] . The VC dimension of H is defined as the maximum integer k such that there is a set of k examples shattered by H.) We have the following relation.
Proposition 1.2 For any hypothesis space H and any t ∈ H, σ H (t) ≥ τ (H).
Proof: Let x be any sample of length less than τ (H), and let y be any example not contained in x. Then, since H shatters the set consisting of y and the examples in x, there is h ∈ H such that h and t agree on x, but such that h(y) = t(y). Hence x does not specify t, and the result follows.
Specifying Linearly Separable Functions

Introduction
In this section, we discuss the class of linearly separable Boolean functions on n variables. A Boolean function t defined on {0, 1} n is linearly separable if there are α ∈ R n and θ ∈ R such that
where α, x is the standard inner product of α and x. Given such α and θ, we say that t is represented by [α, θ] and we write t ← [α, θ]. The vector α is known as the weight-vector, and θ is known as the threshold. This class of functions is the set of functions computable by the Boolean perceptron, and we shall denote it by H n . Of course, each t ∈ H n will satisfy t ← [α, θ] for ranges of α and θ. A technical point, which will prove useful in some of the following analysis, is that, since the examples are discrete, for any t ∈ H n , there are α ∈ R n , θ ∈ R and a positive constant c such that
Henceforth, for ease of notation, we denote the specification number of t ∈ H n in H n by σ n (t).
Upper bounds
Clearly, the teaching dimension of H n is at most 2 n , the total number of examples. In fact, it is easy to see that it is this bad.
Proposition 2.1 The teaching dimension of H n is 2 n .
Proof: Observe that the identically-0 function ξ is in H n . But so also are the hypotheses with precisely one positive example. If an example x is not presented, then the hypothesis which has just x as a positive example has not been ruled out. Hence to specify ξ, all 2 n examples must be presented, and σ n (ξ) = 2 n .
We may be more specific and ask what the specification numbers of other, more interesting, linearly separable Boolean functions are. First, we present some general techniques for bounding these specification numbers.
For our first approach, we regard the points in {0, 1} n as the vertices of the ndimensional Boolean hypercube. For any t ∈ H n , pos(t), the set of positive examples of t and neg(t), the set of negative examples of t, are connected subsets (in the graphtheoretic sense) of the hypercube. Let ∆(t) be the set of examples x such that there is y adjacent to x with t(x) = t(y). Thus, ∆(t) may be thought of as the examples on the boundary between pos(t) and neg(t). Let us denote the cardinality of ∆(t) by ∂(t). Then we have the following bound. Proposition 2.2 (Boundary Result) For t ∈ H n , not the identically-0 hypothesis or the identically-1 hypothesis, σ n (t) ≤ ∂(t), where ∂(t) is the number of boundary examples of t.
Proof: If t is non-constant, then it has boundary examples. Any sample which contains the examples in ∆(t) is a specifying sample for t, since such a sample certainly delineates the boundary between positive and negative examples.
The following consequence of this result is useful for hypotheses with small numbers of positive examples or negative examples. Then σ n (t) ≤ m(n − 1) + 2.
Proof: Suppose, without loss, that m = |pos(t)|. Let P be the subgraph of the Boolean hypercube vertex-induced by pos(t). Then P is connected, and so has at least m − 1 edges. It follows, since each positive example has n neighbours, that the number of boundary vertices satisfies ∂(t) ≤ m + mn − 2(m − 1) = m(n − 1) + 2.
We have seen that the identically-0 function ξ has specification number 2 n . Consider the hypotheses of the form t(a 1 , a 2 , . . . , a n ) = 1 ⇐⇒ a i = b, where i is an integer between 1 and n and b is 0 or 1. We call such hypotheses hyperface hypotheses. It is easily seen that any hyperface hypothesis has specification number 2 n . As an application of the Boundary Result, we can characterise the hypotheses of H n which have largest possible specification numbers-that is, those which may be regarded as the most difficult to teach.
Proposition 2.4 If t ∈ H n has σ n (t) = 2 n then t is either the identically-0 function, the identically-1 function, or a hyperface hypothesis.
Proof: Suppose t is neither the identically-0 function nor the identically-1 function and that σ n (t) = 2 n . Then, by Proposition 2.2, ∂(t) = 2 n , and all 2 n examples are boundary examples of t ← [α, θ]. Without loss, assume α i ≥ 0 for 1 ≤ i ≤ n and that θ > 0. (This is an assumption we can make without loss since it is not important which point we define to be the origin; thus, we may take as the origin the negative example furthest from the defining hyperplane.) The negative example (00 . . . 00) is a boundary example of t, and so for some i the example (00 . . . 010 . . . 0) with a 1 in the ith co-ordinate, is a positive example, whence α i ≥ θ. Also, since the positive example (11 . . . 11) is a boundary example, for some j, the example (11 . . . 101 . . . 1) with a 0 in the jth co-ordinate, is a negative example of t. Since α i ≥ θ, we must have i = j. Then α i ≥ θ and j =i α i < θ, so that t is the hyperface hypothesis a i = 1.
For our second approach to bounding specification numbers, we regard the vertices of the hypercube as corresponding to all subsets of an n-set (so that the origin corresponds to the empty set and the examples with k entries equal to 1 correspond to the ksubsets.) Then the examples in {0, 1}
n have a partial order on them, induced by inclusion in the power set lattice of the n-set. In this partial order on {0, 1} n , x y if (x) i = 1 implies (y) i = 1. This is quite different from the partial order used by Hu [14] . We say that t depends on co-ordinate i if there are x (0) , x (1) differing only in their ith entries, such that t(x (0) ) = 0, t(x (1) ) = 1. In this case, the sign of α i can be determined from x (0) and
. Suppose that t depends on all the co-ordinates. Then we may, without loss, suppose that t is increasing, by which we mean that t(x) = 1 and x y imply t(y) = 1. (We can assume without any loss that the hypothesis is increasing because the origin can be taken to be any point and we can determine from t which point is acting as the origin.) Then neg(t) forms a down-set and pos(t) an up-set with respect to . Let D(t) be the set of maximal elements in neg(t) and U (t) the set of minimal elements in pos(t).
Theorem 2.5 Suppose t ∈ H n is increasing and depends on all the co-ordinates. Then the set D(t) ∪ U (t) specifies t.
Proof: Suppose t ← [α, θ]. We claim that the signs of α 1 , α 2 , . . . , α n can be deduced solely from the classification of D(t) ∪ U (t) and the fact that t ∈ H n . Suppose without loss of generality that 0 < α 1 ≤ α 2 ≤ . . . ≤ α n . We prove, by induction on m, that the signs of α 1 , α 2 , . . . , α m can be deduced solely from the classification of the examples in D(t) ∪ U (t) and the knowledge that t ∈ H n . The statement is trivial for m = 0, so we move on to the induction step. Suppose that α 1 , . . . , α m−1 are given to be positive; we show that it can be deduced that α m is positive. Since t depends on co-ordinate m, there are y, y , differing only in that (y) m = 0 and (y ) m = 1, such that α, y < θ and α, y ≥ θ. Then y x for some x ∈ D(t) and (x) m = 0 since otherwise y x. Let x be the example equal to x except that (x ) m = 1; then x is a positive example, since x x and x ∈ D(t). Take z ∈ U (t) with z x and let z be equal to z except that
So α, x − z < α m , and hence x and z do not differ in co-ordinates m+1, m+2, . . . , n. Let C be the set of co-ordinates i such that (x ) i = (z ) i . Now we have
The above inequality can be deduced solely from the facts that z ∈ U (t) and x ∈ D(t), Thus, given additionally the information that α i > 0 for i ∈ C ⊆ {1, . . . , m − 1}, it can be deduced that α m > 0 also. Therefore, given only the classification of D(t) ∪ U (t), one can deduce that t is increasing. Furthermore, t is specified by D(t) ∪ U (t): for any example y, there will be a point x in D(t) with y x or there will be z ∈ U (t) with z y. In the first case, t(y) = 0 and in the second t(y) = 1.
As an immediate corollary of this result, we have the following bound.
Corollary 2.6 If t ∈ H n depends on all the co-ordinates then
Proof: We may, without loss, suppose that t is increasing. (Clearly if t depends on all the co-ordinates but is not increasing, one may simply shift the origin to yield an analogous specifying set. The teacher knows where the origin should be shifted to, so can effect this transformation. Equivalently, the teacher transforms the order and produces as a specifying sample the minimal positive examples and maximal negative examples with respect to the transformed ordering.) Then σ n (t) ≤ |D(t)|+|U (t)|. Now form a set A consisting of all points x1 for x ∈ D(t) and all points y0, for y ∈ U (t). We now show that A is an antichain in the poset ({0, 1} n+1 , ). It is clear that, since the elements of D(t) are incomparable, so are the elements of the form x1 where x ∈ D(t). Similarly, the points y0 for y ∈ U (t) are incomparable. Also, for any x ∈ D(t) and y ∈ U (t), x1 and y0 are incomparable since it cannot be true that y x (since t is increasing). Sperner's Theorem [25, 6, 1] shows that the maximal size of an antichain in ({0, 1} n+1 , ) is the quantity stated, and the result follows since |A| = |D(t) ∪ U (t)|. 
We now show all examples of weight k and of weight k − 1 must be presented to specify g k n .
(Then every specifying sample must contain all such examples, yielding the lower bound.) Let x be an example of weight k − 1, which we may suppose is x = (11 . . . 10 . . . 0). Let α = (11, . . . 11), and let This shows that we can have equality in Corollary 2.6, achieved by the weight-at-least-(n + 1)/2 hypothesis. In fact, we can characterise precisely those linearly separable functions which depend on all the variables and have highest specification number.
Proposition 2.8 Suppose t ∈ H n depends on all the co-ordinates. Then t has maximum possible specification number for such a hypothesis if and only if one of the following holds:
(i) n is odd and there is v ∈ {0, 1} n such that t(x) = 1 if and only if x and v agree on at least (n + 1)/2 entries; (ii) n is even and there is v ∈ {0, 1} n such that t(x) = 1 if and only if x and v agree on at least n/2 entries; (iii) n is even and there is v ∈ {0, 1} n such that t(x) = 1 if and only if x and v agree on at least (n/2 + 1) entries.
Proof: Consider the lattice of subsets of an n-set. It is known (see [1, 6] ) that if n is even then there is exactly one antichain of the maximum possible size n n/2 -namely, the collection of all subsets of cardinality n/2. For n odd, the only antichains of size n n/2 are the collection of all (n − 1)/2-subsets and the collection of all (n + 1)/2-subsets. Consider the proof of Corollary 2.6 in the case n odd. Then we have equality in the bound if and only if the antichain A is the set of all examples of weight (n+1)/2, from which it follows that the maximal negative examples of t are all the examples of weight (n − 1)/2 and the minimal positive examples are all the examples of weight (n + 1)/2. But this means that if n is odd, if t is increasing and depends on all the co-ordinates and we have equality in Corollary 2.6 then t must be the weight-at-least-(n + 1)/2 hypothesis. Conversely, such a hypothesis meets the upper bound. If t is not increasing then we may take some other point y as the origin to transform t to an increasing function. Then t is as described in the statement of this result, with v = (1, 1, . . . , 1) − y. The proof for n even is similar. Theorem 2.5 shows that for increasing t depending on all the co-ordinates, the specification number is at most |D(t) ∪ U (t)|. It is worth remarking that, in general, one does not have equality here. That is, the specification number can be strictly smaller. It is easy to see also that the specification number can easily be less than the number of boundary examples.
A lower bound and its attainment
We have characterised the hypotheses in H n with largest specification numbers. Now we turn our attention to those hypotheses with the lowest possible specification numbers. The testing dimension of H n is just 3, so we cannot obtain any useful lower bound using this approach. However, a straightforward lower bound can easily be obtained. We say that a set of n + 1 points in R n is in general position if the points do not all lie on a hyperplane. Theorem 2.9 For any t ∈ H n , any specifying sample for t contains n + 1 examples in general position, and possibly some others. In particular, σ n (t) ≥ n + 1. Furthermore, equality can hold in this bound.
Proof: Suppose that T is a set of examples not containing (n + 1) points in general position. Then all the points of T lie in some hyerplane with equation β, x = c, for some β ∈ R n and c ∈ R. Let t ← [α, θ] be any hypothesis in H n and let η be any real number. Then if h η ← [α + ηβ, θ + ηc], h η agrees with t on T ; for, if x ∈ T then β, x = c and α + ηβ, x = α, x + η β, x = α, x + ηc, whence, for x ∈ T ,
Now, choose y ∈ {0, 1} n which does not lie on the flat determined by T , so that β, y = c. Then for some values of η, y is a negative example of h η and for some other values, y is a positive example of h η . In other words, the sample T does not specify t, since there are at least two distinct hypotheses consistent with t on the sample. To see that the lower bound can be attained, note that if t has just one positive example, then the sample consisting of this positive example and its n neighbours is a sample of length n + 1 which specifies t.
The fact that at least n + 1 examples are required has been shown in [14] , but the proof presented here is more direct. We have seen that the hypotheses having exactly one positive example or one negative example have the least possible specification number n + 1. But these are not the only such hypotheses, as we now show.
Using the standard formula notation in terms of the literals u 1 , u 2 , . . . , u n (and their negations), let us recursively define a Boolean function to be nested by: both functions of 1 variable are nested, and t n , a function of n variables, is nested if t n = u n t n−1 or t n =ū n t n−1 where is ∨ (the OR connective) or ∧ (the AND connective) and t n−1 is a nested function of n − 1 variables. (Here, we mean that t n−1 acts on the first n − 1 entries of its argument.) Any nested Boolean function is linearly separable. For, if t n−1 ← [α, θ] is nested and in H n−1 , then
for a suitably large M . Examples of nested hypotheses include the hypotheses with formulae u 1 ∧ u 2 ∧ . . . ∧ u n and u 1 ∨ u 2 ∨ . . . ∨ u n , with only one positive example, and one negative example (respectively), and the hypothesis
which is of interest in the context of the perceptron learning algorithm [13, 18, 4] . The next result shows that all nested hypotheses are easily specified.
Theorem 2.10
The specification number of any nested hypothesis in H n is n + 1.
Proof: It suffices to prove that for any increasing nested hypothesis in H n , |D(t) ∪ U (t)| ≤ n + 1. This is clearly true when n = 1, for in this case the total number of examples is 2. Suppose the statement is true for (n − 1) ≥ 1, and consider n. Let t n be nested in H n . If t n = u n ∨ t n−1 , then D(t n ) consists of all examples x0 where x ∈ D(t n−1 ), and U (t n ) consists of all examples y0 where y ∈ U (t n−1 ) together with the single example (00 . . . 01). If t n = u n ∧ t n−1 then D(t n ) consists of all examples x1 where x ∈ D(t n−1 ), together with the example (11 . . . 10), and U (t n ) consists of the examples y1 where y ∈ U (t n−1 ). In either case, σ n (t n ) ≤ |D(t n )| + |U (t n )| ≤ 1 + |D(t n−1 )| + |U (t n−1 )| = 1 + n, as required.
We may extend the definition of nested hypothesis by allowing the variables to be permuted (or re-labelled), so that we would say for example that the function u 2 ∧ (u 3 ∨ u 1 ) is nested. Clearly the above result is true for this more general definition of a nested hypothesis.
One may relate nested hypotheses to particular types of decision lists, introduced by Rivest [20] . It is straightforward to show (inductively) that any nested hypothesis can be realised as a 1-decision list of length n. Conversely, with the more general definition of nested hypothesis in which we allow the variables to be re-labelled, any 1-decision list of length n computes a nested hypothesis.
We conjecture that the only hypotheses in H n which have specification number n + 1 are the nested hypotheses.
Signatures
In calculating the specification number of the weight-at-least-k hypothesis, we used the fact that if x has the property that there is h ∈ H n with h(y) = t(y) for all y = x and h(x) = t(x) then x must belong to any specifying sample for t. We shall say that an example with this property is essential for t. (Cover [9] describes such examples as ambiguous.) Clearly any specifying sample for t must contain all examples which are essential for t. We now give a simple proof of the fact, first observed by Cover [9] , that the essential examples alone are sufficient to specify. (Cover did not present a proof of the result in the paper cited, but refers to work of Mays [19] on boundary matrices. Hu [14] presents a proof based on the work of Mays [19] .) Theorem 2.11 Let t ∈ H n and let S(t) be the set of examples essential for t. Then S(t) specifies t.
Proof: Suppose not. Then there is h agreeing with t on S(t) but disagreeing on some other examples. Let's say t ← [α, θ] and h ← [β, φ], where no example lies on the defining hyperplanes. For 0 ≤ λ ≤ 1, consider the hypothesis
The hypothesis λt + (1 − λ)h correctly classifies any example in S(t) since each of h, t correctly classifies such examples. Suppose y is misclassified by h. Then α, y > θ and β, y < φ, or α, y < θ and β, y > φ. The function
is continuous and strictly increasing or strictly decreasing and f (0), f (1) are of opposite signs, so there is a unique 0 < λ y < 1 such that
Furthermore, it is easy to see that α, β could have been chosen in such a way that if y = z then λ y = λ z . Observe that if λ y > λ z then the hypothesis λ y t + (1 − λ y )h correctly classifies z. Now, since the λ x are distinct, there is some example v such that λ v > λ y for all y = v misclassified by h. Thus (by taking a value of λ very close to λ v ), there is a hypothesis λt + (1 − λ)h which classifies all examples but v correctly. Therefore v ∈ S(t). But this is a contradiction, since we assumed h to be consistent with t on S(t) (in which case, any such convex combination of t and h would classify v correctly).
Corollary 2.12 Let t ∈ H n . Then there is precisely one set of σ n (t) examples which specifies t. This set is S(t).
We shall call the set S(t) of all examples essential for t the signature of t. Any specifying sample contains these examples, and so the signature is the unique minimal specifying set for t.
Projections
From any t ∈ H n , we can form two hypotheses t ↑, t ↓ of H n−1 , as follows: 1 , a 2 , . . . , a n−1 ) = t (a 1 , a 2 , . . . , a n−1 , 1) , t ↓ (a 1 , a 2 , . . . , a n−1 ) = t (a 1 , a 2 , . . . , a n−1 , 0) . Thus, t ↑ is the restriction of t to the hyperface x n = 1 of the Boolean hypercube and t ↓ is its restriction to the hyperface x n = 0. We call t ↑ the up-projection and t ↓ the down-projection of t.
and equality holds when t ↑= t ↓.
Proof: It is easy to see that the inequality holds. Let S(t ↓) be the signature of t ↓ and S(t ↑) the signature of t ↑. For each s = (a 1 , a 2 , . . . , a n−1 ) in S(t ↓), form the example s0 = (a 1 , a 2 , . . . , a n−1 , 0) and for each s = (a 1 , a 2 , . . . , a n−1 ) ∈ S(t ↑), form the example s1 = (a 1 , a 2 , . . . , a n−1 , 1). Then it is clear that these examples specify t, so that σ n (t) ≤ |S(t ↓)| + |S(t ↑)| = σ n−1 (t ↓) + σ n−1 (t ↑).
In order to prove equality when t ↑= t ↓, we first prove that if z is any point in the signature S(t) of t and t(z) = 1 (resp., t(z) = 0) then there are α, θ such that t ← [α, θ] and for any other positive (resp., negative) example x of t, α, x > α, z (resp., α, x < α, z ). Suppose z ∈ S(t) is a positive example of t. Then there is h ← [β, φ] such that h agrees with t on all examples except z, and such that no example x satisfies β, x = φ. We may assume (by the comment at the end of Section 2.1) that there is c > 0 such that α, z ≥ θ + c, β, z ≤ φ − c and such that for x ∈ neg(t), α, x ≤ θ − c and β, x ≤ φ − c, and for z = x ∈ pos(t), α, x ≥ θ + c and β, x ≥ φ + c. Let λ be such that λ α, z + (1 − λ) β, z = λθ + (1 − λ)φ.
Let γ = λα + (1 − λ)β and ψ = λθ + (1 − λ)φ. Then, as can easily be checked, [γ, ψ] represents t. Further, for z = x ∈ pos(t),
The argument when z is a negative example is similar.
Now we show that the set S consisting of all examples z1 and z0, for z ∈ S(t ↓) is the signature of t. As mentioned above, the points of S specify t. We prove that all are essential for t, from which it follows that S = S(t). Without loss of generality, suppose s = z1 where z is a positive example of t ↓. We wish to find h ← [β, φ] where β ∈ R n , φ ∈ R such that h(z0) = 1, h(z1) = 0, h(x1) = h(x0) = 1 for all z = x ∈ pos(t ↓), and h(x1) = h(x0) = 0 for all x ∈ neg(t ↓). By the above, we may assume that t ↓← [α, θ], where for some c > 0,
Let β = (α, −c) and let φ = α, z . Then β, z1 = α, z − c < φ and β, z0 = α, z , so that h(z1) = 0 and h(z0) = 1. For x ∈ pos(t ↓), x = z, we have β, x0 ≥ β, x1 = α, x − c ≥ α, z = φ, whence h(x0) = h(x1) = 1. Also, for x ∈ neg(t ↓), β, x1 ≤ β, x0 = α, x < θ, which is less than φ since α, z > θ and so h(x1) = h(x0) = 0. The result follows.
We now turn our attention to hypotheses in H n which depend on a particular number, k, of the co-ordinates. Such a hypothesis has n − k 'irrelevant attributes' (as defined in [18] ). Suppose that t depends on co-ordinates 1 to k only and denote by t k the function in H k defined by t k ((a 1 , a 2 , . . . , a k )) = t ((a 1 , a 2 , . . . , a k , 0, 0, . . . , 0) ), obtained by projecting t down n − k times. Then we have the following result, an immediate consequence of the Projection Result. Proposition 2.14 If t ∈ H n and t depends only on co-ordinates 1, 2, . . . , k, then the specification number of t equals 2 n−k σ k (t k ).
As an example of this, consider the hypothesis g ∈ H n defined by g(x) = 1 if and only if, of the first k entries of x, at least r are equal to 1. Then g is the r-outof-k hypothesis and is easily seen to be linearly separable. Clearly, g depends only on the first k co-ordinates and g k ∈ H k is the weight-at-least-r hypothesis, so that
We have the following tight bound, from Corollary 2.6, Theorem 2.8, and the Projection Result.
Theorem 2.15 Suppose t ∈ H n depends on exactly k co-ordinates. Then
and equality is possible in both cases.
From Proposition 2.8, it is easy to obtain a characterisation of those t meeting the upper bound above. Furthermore, our work on nested functions enables us to generate a class of hypotheses meeting the lower bound. Note that, since (as we mentioned earlier) any 1-decision list of length n ( [20] ) is a nested linearly separable Boolean function, any hypothesis realisable as a 1-decision list of length k has specification number 2 n−k (k + 1) in the space H n .
A consequence of Theorem 2.15 is that if a linearly separable Boolean function has few relevant attributes then the number of examples needed to specify it is exponential in n.
The expected specification number
We have now seen the extreme values that specification numbers in H n can take. A natural problem is to determine the average or expected specification number, by which we mean the quantity
A set of N points in R n is said to be in general position if no n + 1 of the points lie on a hyperplane. Given any such set X of points, we may define a set of {0, 1}-valued functions on X by the same method we used to define the class of linearly separable Boolean functions; that is, for each hyperplane in R n , assign 1 to the points of X on and on one side of this hyperplane, and 0 to the others. Cover [9] has investigated such sets of functions. He proves that, asymptotically, the expected number of examples needed to specify one of these functions is 2(n + 1). But Cover's analysis cannot be carried over to H n , for here the set X is {0, 1} n , a set of points certainly not in general position. (Indeed, it is easy to see that no set of 2n + 1 examples is in general position, for either n + 1 of these lie on the hyperplane x 1 = 0 or n + 1 lie on the hyperplane x 1 = n.) Therefore we must take an approach very different from that of Cover [9] .
For the purposes of this section we will adapt the previous notation by incorporating the threshold as a weight. Hence a function t ← [α, θ] will be represented by the extended weight vector α = (θ, α 1 , . . . , α n ), while the examples will be augmented by a coordinate with value −1. Hence example x ∈ {0, 1} n is represented by x = (−1, x 1 , . . . , x n ) . In this way we can write
where He(z) is the Heaviside function given by He(z) = 1; if z ≥ 0; 0; otherwise.
Let X ⊆ {−1} × {0, 1} n and consider a set of points
Let H = H(X, Y ) be the set of functions f on X such that there exist linearly separable functions f 1 , . . . , f 2 k which shatter y 1 , . . . , y k with the restriction f i |X of f i to X equal to f for all i. have different signs, so that f 1 (x) = f −1 (x). This is a contradiction, since both these functions are extensions of f . We conclude that H(X, Y ) = ∅.
Consider the relation ∼ on X defined as follows: x 1 ∼ x 2 if and only if there are real numbers µ and λ y , for each y ∈ Y , such that
Lemma 2.17
If H(X, Y ) = ∅, the relation ∼ is an equivalence relation.
Proof: Since H(X, Y ) = ∅, we conclude from the previous lemma that for any x 1 , x 2 ∈ X, with x 1 ∼ x 2 , we have µ = 0 in the equation
Hence the relation is symmetric. It is also clearly reflexive: for x 1 ∼ x 2 and x 2 ∼ x 3 , we combine the two equations to eliminate x 2 and obtain x 1 ∼ x 3 .
For sets X, Y , let X/Y be a set of representatives of the equivalence classes of X under the relation ∼. Note that if |Y | = n and H(X, Y ) = ∅, we have only one equivalence class since Y ∪ {x} forms a basis of R n+1 for any x ∈ X by Lemma 2.16.
There exists w such that w, y = 0 for all y ∈ Y , w, x = 0 for x ∈ X, and
for all x ∈ X, if and only if f belongs to H(X, Y ).
Proof: (=⇒) Suppose we are given w satisfying the above conditions. Let Y + be any subset of Y . Choose δ w such that δ w , y = 1; for y ∈ Y + and δ w , y = −1; for y ∈ Y \ Y + .
This can be done since this represents at most n + 1 linearly independent linear equations in n + 1 unknowns. Now consider w(λ) = w + λδ w , and x ∈ X. Since w, x = 0, there exists x > 0 such that ŵ(λ), x = 0 for |λ| ≤ x . Let = min x∈X ( x ) > 0. Takingŵ =ŵ( ) determines a linearly separable function which agrees with w on X and which computes 1 on Y + and 0 on Y \ Y + . Since Y + was arbitrary, the function defined by w on X is in H(X, Y ).
(⇐=) Suppose f ∈ H(X, Y ). Note first that any linearly separable function on a finite set X can be realised with a weight vector w such that w, x = 0, for x ∈ X, by slightly reducing the threshold if equality holds for some positively classified inputs. We prove the result by induction on |Y |. For |Y | = 0, by the above, there is nothing to prove. Assume now that the result holds in the case |Y | = k − 1 and let Y = {y 1 , . . . , y k }. Let f i have weight vector w i and assume that for i ≤ 2 k−1 , f i (y k ) = 0, while for i > 2 k−1 , f i (y k ) = 1. Consider applying induction to the set H(X ∪ {y k }, Y \ {y k }). We have two functions f 0 , f 1 in this set agreeing with f on X and such that f 0 (y k ) = 0 and f 1 (y k ) = 1. By induction we can find w 0 for f 0 such that w 0 , y i = 0 for i = 1, . . . , k −1, and for x ∈ X ∪{y k }, w 0 , x = 0 with He( w 0 , x ) = f (x). So w 0 , y k < 0. Likewise we find w 1 for f 1 . Taking w(t) = tw 0 + (1 − t)w 1 we can choose t such that w(t), y k = 0 with w(t), x = 0 and He( w(t), x ) = f (x).
In view of this lemma, we introduce the following notation. For a weight vector w satisfying the conditions of the lemma, we denote the corresponding function in H(X, Y ) by f w , while a weight vector obtained from a function f ∈ H(X, Y ) is denoted by w f .
Lemma 2.19 Consider sets X, Y ⊆ {−1} × {0, 1}
n and functions H(X, Y ) as above. Any specifying sample for t ∈ H(X, Y ) in H(X, Y ) can be replaced by a sample of the same length using only examples in X/Y . Hence
Proof: We simply replace any example x in the sample which is not in X/Y by the representative of its equivalence class. It will be sufficient to show that the value of any function in H(X, Y ) on x determines its value on x when x ∼ x . This will also imply that the minimum specifying samples have the same length. Let
Consider any function f ∈ H(X, Y ) and let w f be a weight vector guaranteed by Lemma 2.18. Since w f , y = 0 for all y ∈ Y , we have w f , x = µ w f , x . Hence if µ > 0, f (x) = f (x ), while if µ < 0, f (x) = f (x ). In either case the value of f on one of the two examples determines its value on the other, as required. For a set of functions H and t ∈ H, the error set of a function h ∈ H (with respect to t) is the set of examples on which t and h disagree. For a fixed target t ∈ H, we order the functions of H according to inclusion of their error sets. We will refer to the least non-empty sets in the inclusion ordering of the error sets as minimal error sets and to the corresponding functions as minimal error functions. In order to specify a target function t we must give a set of examples such that each minimal error set contains at least one of the examples. A special case occurs when the minimal error sets are singletons. In this case, as earlieur, we call the examples in these sets essential and the list of essential examples is called the signature of t in H (denoted S H (t)). In this case the signature is clearly the unique minimal specifying sample for t in H.
Using the machinery developed above, we are now ready to tackle our main task of describing specifying samples for linearly separable functions. Proof: We may assume that |Y | < n, since for |Y | > n, we have |H(X, Y )| ≤ 1, while for |Y | = n, |X/Y | = 1. Suppose that t is the target and f is a minimal error function with error set containing x 1 , x 2 , . . . , x m , m > 1. Let w f be the weight vector guaranteed by Lemma 2.18 for f , and let w t be the corresponding weight vector for t.
For all examples not in the error set, the function f w (λ) will agree with both t and f .
Since each x i is differently classified by t and f , there exists λ i such that w(λ i ),
Suppose λ i > λ min . Taking
the function f w(λ) lies strictly between t and f in the error sets ordering, contradicting the minimality of f . Hence λ i = λ min for all i. Now consider
we can find δ w such that
as the k + 2 linear equations (k = |Y | < n) are independent in n + 1 unknowns. Now consider the weight vectorsŵ (λ) = w(λ) + µδ w .
By choosing µ > 0 sufficiently small we ensure that fŵ (1) = f w(1) and fŵ (0) = f w(0) . Now considerλ i such that ŵ(λ i ), x i = 0.
But ŵ(λ min ),
Hence we can choose a value of λ between λ i 1 and λ i 2 to obtain a function fŵ (λ) which is strictly between t and f , contradicting the minimality of f .
Proposition 2.21
For any sets X, Y ⊆ {−1} × {0, 1} n with X ∩ Y = ∅, let H(X, Y ) be the set of linearly separable functions restricted to X while shattering Y . We can bound the sum of the specification numbers of elements of H(X, Y ) as follows.
We first show that the minimal error sets of a target t ∈ H in H i are singletons for i = 0, 1. This is true for H and H by Proposition 2.20. Let f i ∈ H i be a minimal error function for t in H i and let f be the extension of f i to X with f (x) = i. Extend t to t i ∈ H with t i (x) = i (this can be done since t ∈ H ). Take g ∈ H to be a minimal error function for t i in H, with the error set of g (with respect to t i ) a subset of the error set of f . The error set of g is a singleton subset and since f agrees with t i on x, so must g. Hence the error set of g consists of some example not equal to x. It follows that the restriction g of g to X \ {x} has a singleton error set with respect to t, this error set being a subset of the error set of f i . Since f i is presumed minimal, f i = g and so f i has a singleton error set. Hence to specify the target in H i we need only the essential examples in S H i (t). Clearly
We will therefore complete the proof if we show that
implies that y must appear in a specifying sample for t ∈ H . But for such an example y, there exist f i ∈ H, i = 0, 1, such that z = x, y implies f i (z) = t(z), f i (x) = i, and f i (y) = t(y). But then f 0 = f 1 determines a minimal error function in H with singleton error set {y}. Hence y is essential for the specification of t in H as required.
Corollary 2.22
For the set H n of linearly separable Boolean functions on {0, 1} n , we can bound the sum of the specification numbers of functions in H n as follows. t∈Hn σ n (t) ≤ |H n | log |H n |, for all n.
Proof: We can write the set of functions H n as H(X, ∅) where X = {0, 1} n and apply the proposition.
Since, for all n, |H n | is at most 2 n 2 , we have the following bound on the average, or expected, specification number of a linearly separable Boolean function.
Corollary 2.23
For the set H n of linearly separable Boolean functions on {0, 1} n , the average specification number σ n (t) satisfies
for all n.
Given that specification numbers can be exponential in n, this bound is surprisingly close to the absolute lower bound of n + 1. However, we cannot rule out the possibility that σ n (t) ≤ cn for some constant c, and it would be of interest to determine the true rate of growth of σ n (t).
Computational Issues
Goldman and Kearns [11] raised the question of the complexity of computing the teaching dimension of a hypothesis space. We can show this is a difficult problem for a fairly simple class of hypothesis spaces. First we consider the related decision problem for specification numbers:
SPECIFICATION NUMBER Instance A triple (H, t, k), where H is a hypothesis space containing t and k ≤ |H| is an integer. Question Is σ H (t) ≤ k?
Shinohara and Miyano [24] have shown that this problem is NP-hard by reduction to SET HITTING (see also Cherniavsky et al. [8] ). We give here a proof of the NPhardness, reducing from the well-known minimum set covering problem (see [10] ).
An instance of MINIMUM COVER is a collection S = {S 1 , S 2 , . . . , S m } of finite sets and an integer k ≤ m. We denote by U the set U =
The size of such an instance may be taken to be mn. From S we create an instance of SPECIFICATION NUMBER as follows. We take X, the example space, to be a set X = {x 1 , x 2 , . . . , x m } of m elements, and we define H = {h 1 , h 2 , . . . , h n } ∪ {ξ} where ξ is the identically-0 function on X and, for 1 ≤ i ≤ n, h i is the {0, 1}-valued function on X given by h i (x j ) = 1 ⇐⇒ u i ∈ S j (1 ≤ j ≤ m). This instance can be constructed in polynomial time and has size m(n + 1). This reduction was also used in [24] , where it was noted that the well-known set-covering heuristic [16] could be used to give an approximation algorithm for SPECIFICATION NUMBER. Proof: We claim that the sample x = (x i 1 , x i 2 , . . . , x i k ) is a specifying sample for ξ in H if and only if the sets S i 1 , S i 2 , . . . , S i k form a subcovering of the original cover -that is, if and only if their union is the whole of U = {u 1 , u 2 , . . . , u n }. The result follows immediately from this claim. The claim is straightforward once we recall that the positive examples of h i are precisely the examples x j for j such that S j contains u i .
Any specifying sample for ξ must contain examples to rule out any other hypothesis in H and so it must contain a positive example of each of h 1 , h 2 , . . . , h n . Thus, for each i there is φ(i) ∈ {i 1 , i 2 , . . . , i k } such that x φ(i) is a positive example of h i , whence u i belongs to the set S φ(i) . This shows that the collection S i 1 , S i 2 , . . . , S i k covers U . The converse is similar. If this collection covers U then for each i there is ψ(i) ∈ {i 1 , i 2 , . . . , i k } such that u i belongs to S ψ(i) . Then the hypothesis h i is ruled out by the example x ψ(i) in the sample. This holds for each i, so the sample specifies ξ.
Since MINIMUM COVER is NP-complete [10, 17] , we have the following corollary.
Corollary 3.2 SPECIFICATION NUMBER is NP-hard.
Let us now turn our attention to the problem of computing the teaching dimension of a hypothesis space:
TEACHING DIMENSION
Instance Hypothesis space H and integer k ≤ |H|. Question Is the teaching dimension of H at most k?
It is known (see [10] ) that MINIMUM COVER remains NP-complete when the sets S i each have cardinality exactly 3. Let us denote this restricted covering problem by X3C. Using this result, we can prove that computing the teaching dimension is difficult for some fairly simple hypothesis spaces.
We shall say that a hypothesis space T defined on an example space X is trivalent if any example in X is a positive example of exactly three hypotheses in T . (Note that this is not the same as saying that each hypothesis has three positive examples, but is, in a sense, dual to this.) Theorem 3.3 SPECIFICATION NUMBER remains NP-hard when restricted to instances (T ∪ {ξ}, ξ, k) where T is trivalent.
Proof: This follows directly from the reduction given above, and from the fact that X3C is NP-complete. Under the reduction described above, the resulting SPECIFI-CATION NUMBER problem asks whether the specification number of ξ is at most k in a hypothesis space H = T ∪ {ξ} where T is trivalent.
Theorem 3.4 TEACHING DIMENSION is NP-hard, and remains NP-hard when we consider only spaces of the form H = T ∪ {ξ} where T is a trivalent hypothesis space.
Proof: Suppose that S is an instance of X3C in which the union of the sets in S has cardinality at least 9. Since each set in S has cardinality 3 and the union of these sets has cardinality 9, it is clear that any subcovering consists of at least 3 sets. If H is the hypothesis space resulting from the reduction described above, then this means that σ H (ξ) ≥ 3. On the other hand, for any t ∈ H with t = ξ, σ H (t) ≤ 3. For, if we present a positive example of t then, by the trivalent property, there are 3 hypotheses t, h, g in H which agree with t on this example. Now present a positive example of h which is a negative example of t. This rules out h (and possibly also g). If g remains, rule it out in the same way by presenting a negative example of t which is a positive example of g. Since σ(ξ) ≥ 3 and σ(t) ≤ 3 for t = ξ, it follows that TD(H) = σ H (ξ). Thus the answer to the instance of TEACHING DIMENSION is the same as the answer to the instance (H, ξ) of SPECIFICATION NUMBER, and hence answering the TEACHING DIMENSION problem also answers the MINIMUM COVER question. The result follows immediately from the above result.
In summary, computing specification numbers and teaching dimensions is computationally intractable for many hypothesis spaces with some degree of structure.
We finish our discussion of complexity issues by remarking that the problem MINI-MUM UNIVERSAL SEQUENCE (or its associated decision problem) of determining the length of a mimimal universal sequence is NP-hard. This follows from the NPcompleteness of the following problem (see [10] ).
MINIMUM TEST SET
Instance A collection S of subsets of a finite set U , and an integer k ≤ |S|. Question Is there a subset S of S of cardinality at most k with the property that for each u, v ∈ U there is S ∈ S which contains precisely one of u, v? Proposition 3.5 MINIMUM UNIVERSAL SEQUENCE is NP-hard.
Proof: Apply the same reduction as before, reducing from MINIMUM TEST SET.
Conclusions and Further Work
The main contribution of this paper is a fairly detailed study of the number of examples needed to specify exactly a linearly separable Boolean function; that is, to teach it to any consistent learner. There is an easily stated open problem directly related to the work presented here. We showed that nested hypotheses have lowest possible specification number, but the converse of this remains open: if t ∈ H n has specification number n + 1, is t necessarily a nested hypothesis?
The class of linearly separable Boolean functions is but one class of Boolean functions and it may be of interest to carry out similar analyses for other simple classes. Goldman and Kearns [11] have done this for some classes. In addition, Shinohara and Miyano [24] have obtained a simple (polynomial) upper bound on the specification numbers for the class of linearly separable Boolean functions (a subclass of H n , in which the vector α defining the hyperplane must be a {0, 1}-vector and the threshold θ must be a nonnegative integer).
Specification is difficult because all false hypotheses must be ruled out by the sample. It would be interesting to quantify the number of examples needed to teach a hypothesis when a particular learning algorithm is being used; in this case, not all the hypotheses need to be ruled out because the algorithm may not produce them. Salzberg et al. [23] have discussed this in the context of learning geometric concepts by the nearestneighbour algorithm. Another interesting line of research is is to pursue an idea of approximate specification, such as that developed by Romanik and Smith [21, 22] , and to investigate the number of examples needed for approximate specification in various hypothesis spaces. Of course, both these ideas may be combined and we may ask for approximate specification by a teacher who knows the learning algorithm the learner is using. Salzberg et al. have results along this line when the learning algorithm is the nearest-neighbour algorithm.
There are many questions on the complexity of computing specification numbers. For example, is it NP-hard to determine the specification number of a hypothesis in H n , the set of linearly separable Boolean functions? Shinohara and Miyano [24] have produced a polynomial-time algorithm for yielding small specifying samples in the class of Boolean threshold functions (a strict subclass of the linearly separable Boolean functions). Boros et al. [7] have devised a polynomial time algorithm which uses membership queries (see [2] ) to learn the class of 2-monotonic positive Boolean functions (a class which includes the increasing linearly separable functions). This yields an algorithm enabling a teacher to produce small specifying samples for linearly separable Boolean functions. Are there other hypothesis spaces in which specification numbers or small specifying samples can easily be generated? These questions require further work.
