Water distribution systems have become immensely complex due to ever increasing water demand and sporadic availability of water at the sources. Generally, water management issues are handled through human intervention, which naturally leads to incompetent trial and error procedures.
INTRODUCTION
The role of a water distribution system is to supply water from rivers, reservoirs and boreholes to the industrial and domestic users through a network of pipes via gravity flow or pumping. The efficient operation and control of such water supply systems is vital for meeting inconsistent water demand. Operation of water supply systems requires a range of decisions such as development, management, operational, etc. (Brdys & Ulanicki ) . Human controlled operations are a common practice in water supply systems.
For example, a pump configuration can be changed quite effectively by an experienced pump station operator on the basis of the observed water level in a reservoir and current water demands. However, continuously controlling the pipe flow with a changing demand pattern is an expensive, time consuming and tedious task. Also, it may not be feasible if a system is very complex, such as in the case of sequential pump operations and a series of storage reservoirs. A computer model is then certainly desirable for simulating the system to first understand its dynamics and then optimize it by performing complicated iterations to aid optimal operations. (Åström & Hägglund ) . However, when the system consists of many interconnected non-linear subsystems such as pipes, tuning is a challenging task and can lead to non-optimal solutions. In such cases, an efficient tuning method is required.
Particle swarm optimization (PSO) is the latest evolutionary computation technique and has found applications in many areas as it is very simple to execute because of its exceptional computational efficiency (Abido ; Gaing ; Lin et al. ). PSO is considered as a simple concept that is easy to apply because it requires adjusting of very few parameters, and delivers good computing speed and precision when compared with other methods such as machine learning, neural network and genetic computation (Castillo et al. ) . Its algorithm connects the social psychology principles in socio-cognition human agents and evolutionary computations. The algorithm is initiated on the basis of the behavior of organisms such as fish schools and bird flocks. In the beginning, the algorithm arbitrarily generates an initial population, which comprises of a number of candidate solutions. Each candidate solution is called a particle or an individual and such a particle is moved by a velocity updated in accordance with its own experience and other particles' experiences. PSO is a very versatile technique for improving the global and local investigation capabilities as compared to the other optimization techniques. It possesses useful support and shares information reasonably between particles of the population (Abido ) . The PSO algorithm technique has been used to solve the system identification for a class of nonlinear rational filters (Lin et al. ). The algorithm properly predicts the rational filter parameters. The PSO technique has also been employed for multi-machine power system stabilizers to solve its optimal design problem (Abido ).
The DI controller synthesis methodology cancels the undesirable dynamics of the system and substitutes it by specified desirable dynamics. This task is achieved by cautious algebraic selection of the feedback function. Hence, the DI technique is also known as feedback linearization.
Nonlinear DI controls provide better results than linear PID controller (Kumar & Kumar ) . Hence, in the present study, a PSO tuned DI based PID controller is developed for a water distribution system to control pumps and maintain the target water levels in the reservoirs. Furthermore, its performance is compared with the wellknown standard Ziegler-Nichols (Z-N) tuned DI based PID controller for different initial conditions and non-constant demand inputs.
WATER DISTRIBUTION SYSTEM COMPONENTS
The major components of a water distribution network are pipes, valves, pumps, reservoirs, etc.
Pipe
A pipe conveys flow from one node to another in a network.
The energy supplied by gravity or pumps is dissipated in the pipes. Along a pipe section, head drop is linked to flow characteristics in a nonlinear pattern. Equation (1) describes the dynamic behavior of the fluid in the pipeline:
where Q ¼ flow in the pipeline, g ¼ acceleration due to grav-
between two ends of a pipeline and h loss ¼ total loss in a pipe section which is given by Equation (2):
where h lossÀfriction denotes friction loss and h lossÀlocal denotes local losses.
A fundamentally sound method for determining head loss in a closed conduit is the Darcy-Weisbach equation
given in Equation (3), which describes the head loss changes with the flow rate that follows the nonlinear pattern. For the present study, this equation has been used.
where f ¼ Darcy-Weisbach coefficient.
Empirical equations are also often used to calculate the head loss in pipes. Perhaps the most widely used head loss equation is the Hazen-Williams equation, which is given by Equation (4):
where HWC is the Hazen-Williams roughness coefficient.
Pump
From the hydraulic point of view, a pump is described by the head versus flow characteristics. Head h p developed by the variable-speed pumps is given by Equation (5):
where A 0 , B 0 and C 0 are the constants for a particular pump depending on its characteristics, N is the speed of the pump, Q p is the pump flow rate and n p is the number of pumps running in parallel. Here, n p ¼ 1.
Reservoir
When a reservoir discharges under its own head without external pressure, the continuity equation is given by Equation (6):
where Q i and Q 0 denote the reservoir input and output water flow rates, respectively, V is the volume of a particular
, H D is the variable head of particular reservoir, and A R is the area of particular reservoir.
LINEAR AND NONLINEAR CONTROLLERS PID controller
The PID controller is a type of a feedback controller, whose control variable (u), is generally based on the error (e) between the actual output and the desired output. The control variable (u) is given by Equation (7):
The terms on the right hand side of Equation (7) 
DI controller
In general, the dynamics of a system can be expressed as:
Here, x is the state variable. F is a nonlinear state dynamic function and G is a nonlinear control distribution function. It should be noted that F and G are both vector functions whereas h is a scalar function. A scalar function is a function that gives a real number to a set of real variables.
Equation (10) defines an error system:
where y(t) is the system output and x des (t) is the desired response.
The control variable (u) is derived from Equation (8) and takes the form:
Here, the rate of the desired states, x des , is specified and we obtain the final form of DI control law by substituting _ x in Equation (11) to _ x des :
Now, the task is to derive the control variable, u. Since the control variable does not appear in the error dynamics equation, a second order error dynamics is considered as shown in Equation (13). Second order error dynamics can be used to shape the system response (Piazzi & Visioli ) :
METHODOLOGY
The applicability of PSO tuned DI based PID control of pumps is demonstrated on a water supply system by Eker
Description of the water network
The raw data (Table 1) 
denote the lengths of pipes. The water flow rates through pipes are denoted as Q 1 , Q 2 , Q 3 and Q out for pipes 1, 2, 3 and 4, (14) and (15), respectively:
The system dynamics can be written using the above-discussed Equations (1), (3), (5) and (6) in the following equations:
Control synthesis procedure
The goals of the control design are the levels of two target reservoirs and the target outflow rate from the third reservoir. The target value of the third reservoir level is fixed by using the target outflow, Q out *. Since the outflow rate is constant after reaching steady state, the derivative of Q out is zero in _ Q out equation, Equation (16), and hence the only unknown, H D3 * is calculated using Equation (23).
Control gains have been derived through PSO as well as standard Z-N method. Internal dynamics of the system have also been checked. The error, e, defined as the difference between the reference and the actual value of the reservoir level, is calculated by Equation (24):
After substituting the state variables and their derivatives in Equation (13), the modified form is as follows:
In Equation (27), only one control variable, N 3 , is the unknown and is quadratic in nature, and hence the equation is solved for N 3 . Once N 3 is calculated, Equation (26) can be solved for N 2 . Similarly Equation (25) is solved for N 1 .
Tuning methods
To obtain appropriate values for the controller parameters, A potential solution is represented by every particle and its position is represented by position vector, X i (t). The particles go towards the best solution initiated by the neighboring particles and also by the particle itself when the particles are flown into the searching space.
Assume that D-dimensional is the searching space and n is the number of particles forming the colony. The ith particle represents a D-dimensional vector, X i (t) for i ¼ 1, 2, … , n. In searching the space, the position of the ith particle is located
The position is the potential result of every particle. By inputting the position of a particle into the designated objective function, the particle's fitness is calculated. The ith particle's flying velocity is also a D-dimen-
resents the best positions of every particle. Among all the particles, the best particle found up to time t is represented
The performance of the PSO algorithm is based on the following equations:
where v iD is called the velocity of particle i; x iD represents the position of particle i with objective value fitness; p iD is the best historical position of particle i itself; p gD is the global best position; rand 1 (), rand 2 () are uniformly distributed random numbers between interval 0 and 1. c 1 and c 2 are learning rates and have been considered to be equal to 2.
w denotes the inertia weight and its value is dependent on w max , w min and number of iterations. For this study, w max has been taken as 0.9 and w min as 0.4. Five hundred iterations were carried out in the present study. The inertia weight is a user-defined parameter that controls, along with c 1 and c 2 , the previous values of particle velocities on the current one.
On the basis of the particle's best solution, P i (t) and particle's neighbors best solution, P g (t), as calculated by means of Equations (28) and (29), the velocity vector of every particle is adjusted. The objective function guides the PSO algorithm to converge towards the global optimal solution.
Hence, before executing the PSO algorithm, the objective function should be defined properly.
In the present study, the integral of the square error (ISE) is used to define the objective function as:
A search for a set of optimal control gains parameters for water distribution systems using the PSO algorithm has been carried out by minimizing the objective function, ISE of Equation (30).
The following steps summarize the procedure adopted in PSO:
Step 1: Initially, the population is generated randomly at certain interval that contains 'n' particles (population size).
Step 2: The algorithm stops when the prescribed number of generations is achieved.
Step 3: p best and g best are recorded by evaluating the corresponding objective function, ISE of every particle.
Step 4: Velocity updating of Equation (28) and the position updating of Equation (29) is performed for each particle.
Step 5: Each particle's position is checked using the following formula and the search interval is between 0 and 1:
Step 6: Again, it goes back to Step 2.
Z-N tuning
The Z-N frequency response tuning technique is a heuristic method of tuning a PID controller. It is done by setting the integral and derivative gains to zero value. The proportional gain is then augmented until it reaches the ultimate gain, at which the system output has steady and regular oscillations.
Ultimate gain and oscillation period are then used to set the controller parameters.
A description of all the symbols used in this paper can be seen in Appendix I.
RESULTS AND DISCUSSION
The actual time integration of the state equations has been carried out using fourth order Runge-Kutta the ability of the control scheme to reach final set points.
As can be expected, the control action is more intense 
