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ON THE R-BOUNDEDNESS OF SOLUTION OPERATOR FAMILIES FOR
TWO-PHASE STOKES RESOLVENT EQUATIONS
SRI MARYANI AND HIROKAZU SAITO
Abstract. The aim of this paper is to show the existence of R-bounded solution operator families for two-
phase Stokes resolvent equations in Ω˙ = Ω+∪Ω−, where Ω± are uniformW
2−1/r
r domains of N-dimensional
Euclidean space RN (N ≥ 2, N < r < ∞). More precisely, given a uniform W
2−1/r
r domain Ω with two
boundaries Γ± satisfying Γ+∩Γ− = ∅, we suppose that some hypersurface Γ divides Ω into two sub-domains,
that is, there exist domains Ω± ⊂ Ω such that Ω+ ∩ Ω− = ∅ and Ω \ Γ = Ω+ ∪ Ω−, where Γ ∩ Γ+ = ∅,
Γ∩Γ− = ∅, and the boundaries of Ω± consist of two parts Γ and Γ±, respectively. The domains Ω± are filled
with viscous, incompressible, and immiscible fluids with density ρ± and viscosity µ±, respectively. Here ρ±
are positive constants, while µ± = µ±(x) are functions of x ∈ RN . On the boundaries Γ, Γ+, and Γ−, we
consider an interface condition, a free boundary condition, and the Dirichlet boundary condition, respectively.
We also show, by using the R-bounded solution operator families, some maximal Lp-Lq regularity as well
as generation of analytic semigroup for a time-dependent problem associated with the two-phase Stokes
resolvent equations. This kind of problems arises in the mathematical study of the motion of two viscous,
incompressible, and immiscible fluids with free surfaces. The essential assumption of this paper is the unique
solvability of a weak elliptic transmission problem for f ∈ Lq(Ω)N , that is, it is assumed that the unique
existence of solutions θ ∈ W1q (Ω) to the variational problem: (ρ
−1∇θ,∇ϕ)Ω˙ = (f ,∇ϕ)Ω for any ϕ ∈ W
1
q′
(Ω)
with 1 < q < ∞ and q′ = q/(q − 1), where ρ is defined by ρ = ρ+ (x ∈ Ω+), ρ = ρ− (x ∈ Ω−) and W1q (Ω)
is a suitable Banach space endowed with norm ‖ · ‖W1q (Ω)
:= ‖∇ · ‖Lq(Ω). Our assumption covers e.g. the
following domains as Ω: RN , RN
±
, perturbed RN
±
, layers, perturbed layers, and bounded domains, where
R
N
+ and R
N
−
are the open upper and lower half spaces, respectively.
1. Introduction
1.1. Problem. Let Ω be a domain of RN , N ≥ 2, with two boundaries Γ± satisfying Γ+ ∩Γ− = ∅. Suppose
that some hypersurface Γ divides Ω into two sub-domains, that is, there exist domains Ω± ⊂ Ω such that
Ω+ ∩ Ω− = ∅ and Ω \ Γ = Ω+ ∪ Ω−, where Γ ∩ Γ+ = ∅, Γ ∩ Γ− = ∅, and the boundaries of Ω± consist of
two parts Γ and Γ±, respectively. Set Ω˙ = Ω+ ∪ Ω− and Σε,λ0 = {λ ∈ C | | argλ| ≤ pi − ε, |λ| ≥ λ0 } for
0 < ε < pi/2 and λ0 > 0. In this paper, we show the existence of R-bounded solution operator families for
the following two-phase Stokes resolvent equations with resolvent parameter λ varying in Σε,λ0 :
(1.1)

λu− ρ−1DivT(u, θ) = f , divu = g in Ω˙,
[[T(u, θ)n]] = [[h]], [[u]] = 0 on Γ,
T(u, θ)n+ = k on Γ+,
u = 0 on Γ−.
Here the unknowns u = (u1(x), . . . , uN(x))
T † and θ = θ(x) are an N -vector function and a scalar function,
respectively, while the right members f = (f1(x), . . . , fN(x))
T , g = g(x), h = (h1(x), . . . , hN (x))
T , and k =
(k1(x), . . . , kN (x))
T are given functions. Let ρ± be positive constants and µ± = µ±(x) scalar functions defined
on RN , and let χD be the indicator function of D ⊂ RN . Then ρ = ρ+χΩ+ + ρ−χΩ− , µ = µ+χΩ+ + µ−χΩ− ,
and T(u, θ) = µD(u)−θI, where I is the N×N identity matrix andD(u) is the doubled deformation tensor,
that is, the (i, j)-entry Dij(u) of D(u) is given by Dij(u) = ∂iuj+∂jui for i, j = 1, . . . , N and ∂i = ∂/∂xi. In
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addition, n denotes on Γ a unit normal vector, pointing from Ω+ to Ω−, while n+ the unit outward normal
vector on Γ+. For any function f defined on Ω˙, [[f ]] denotes a jump of f across the interface Γ as follows:
[[f ]] = [[f ]](x) = lim
y→x, y∈Ω+
f(y)− lim
y→x, y∈Ω−
f(y) (x ∈ Γ).
Here and subsequently, we use the following symbols for differentiations:
Let f = f(x), g = (g1(x), . . . , gN (x))
T , andM = (Mij(x)) be a scalar, an N -vector, and an N ×N -matrix
function defined on a domain of RN , respectively, and then
∇f = (∂1f(x), . . . , ∂Nf(x))T , ∆f =
N∑
j=1
∂2j f(x), ∆g = (∆g1(x), . . . ,∆gN(x))
T ,
div g =
N∑
j=1
∂jgj(x), ∇2g = { ∂i∂jgk(x) | i, j, k = 1, . . . , N },
∇g =
∂1g1(x) . . . ∂Ng1(x)... . . . ...
∂1gN(x) . . . ∂NgN (x)
 , DivM =
 N∑
j=1
∂jM1j(x), . . . ,
N∑
j=1
∂jMNj(x)
T .
Problem (1.1) arises from a linearized system of some two-phase problem of the Navier-Stokes equations
for viscous, incompressible, and immiscible fluids without taking surface tension into account. There are a
lot of studies of two-phase problems for the Navier-Stokes equations. To see the history of study briefly, we
restrict ourselves to the case where the two fluids are both viscous, incompressible, and immiscible in the
following. Such a situation was treated in several function spaces as follows:
L2-in-time and L2-in-space setting. Denisova [2, 4] treated the motion of a drop Ω+t, which is the region
occupied by the drop at time t > 0, in another liquid Ω−t = R
3 \ Ω+t. More precisely, [2] showed some
estimates of solutions for linearized problems and [4] an unique existence theorem local in time for the
two-phase problem describing the aforementioned situation with or without surface tension. In addition,
Denisova [7] proved the unique existence of global-in-time solutions for small initial data and its exponential
stability in the case where Ω−t is bounded and surface tension does not work. Concerning non-homogeneous
incompressible fluids, Tanaka [30] showed the unique existence of global-in-time solutions for small initial
data when Ω−t is bounded, but surface tension is taken into account.
Ho¨lder function spaces. A series of papers Denisova-Solonnikov [9, 10] and Denisova [3] treated the same
motion as in [2, 4] mentioned above. Especially, [9] and [3] established estimates of solutions for some
linearized problems, and [10] proved an unique existence theorem local in time for the two-phase problem
with surface tension. On the other hand, the unique existence of global-in-time solutions for small initial data
was proved by Denisova [6] without surface tension and by Denisova-Solonnikov [11] with surface tension in
the case where Ω−t is bounded. Furthermore, there are other topics Denisova [5] and Denisova-Necˇasova´ [8],
which consider thermocapillary convection and Oberbeck-Boussinesq approximation, respectively.
Lp-in-time and Lp-in-space setting. Pru¨ss and Simonett [20, 21, 22] treated a situation that two fluids
occupy Ω±t = {(x′, xN ) | x′ ∈ RN−1, ±(xN −h(x′, t)) > 0}, respectively, where h(x′, t) is an unknown scalar
function describing the interface Γt = {(x′, xN ) | x′ ∈ RN−1, xN = h(x′, t)} of the fluids. [21] and [22]
proved the local solvability of the two-phase problem with surface tension and with both surface tension and
gravity, respectively, for small initial data. On the other hand, [20] pointed out that the Rayleigh-Taylor
instability occurs if gravity works and if the fluid occupying Ω+t is heavier than the other one . Furthermore,
Hieber and Saito [15] extended the results of the Newtonian case of [21, 22] to a generalized Newtonian one.
Ko¨hne, Pru¨ss, and Wilke [16] showed the local solvability and the global solvability in the case where Ω±t
are bounded and surface tension is taken into account.
Lp-in-time and Lq-in-space setting. Shibata-Shimizu [28] showed a maximal Lp-Lq regularity theorem for
a linearized system of the two-phase problem considered in [20, 22] mentioned above.
This paper is a continuation of Shibata-Shimizu [28]. Our aim is in the present paper to prove the
existence of R-bounded solution operator families of (1.1) for Ω˙ = Ω+ ∪ Ω− with uniform W 2−1/rr domains
Ω± (N < r <∞), which is introduced in Definition 1.1 below. In addition, the R-bounded solution operator
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families enable us to show generation of analytic semigroup and some maximal Lp-Lq regularity theorem
for a time-dependent problem associated with (1.1), which are provided in Subsection 2.4 and Subsection
2.5, respectively. We want to emphasize that the maximal Lp-Lq regularity theorem extends [28] to uniform
W
2−1/r
r domains and to variable viscosities.
The strategy of this paper follows Shibata [26]. We extend his method for one-phase problem to one for
two-phase problem. For example, a two-phase version of the weak Dirichlet-Neumann problem (it is called a
weak elliptic transmission problem in the present paper) introduced in Definition 1.4 below, which plays an
important role in this paper, and especially in derivation of reduced Stokes resolvent equations (cf. Subsection
2.1 below) and in Lemma 5.7 below. One of the main advantage of the reduced equations is that we can
eliminate the divergence equation: divu = g in Ω˙, which is difficult to treat in localized problems, from the
problem (1.1). On the other hand, Lemma 5.7 enable us to control localized pressure term. There however
is a remark on Shibata’s paper [26]. It seems to be difficult to obtain [26, Theorem 3.1] from [26, Theorem
3.4] and to obtain [26, Theorem 3.8] from [26, Theorem 3.10], because the R-boundedness of λgD(λ), λgN (λ)
was not proved in his paper (cf. [26, Proof of Theorem 3.1, Proof of Theorem 3.4]). We essentially need the
R-boundedness of such operators since the right members f˜ for (3,7), (3.20) of [26] contain λVF (g), λVD(g),
respectively. Natural spaces for ranges of the operators λgD(λ), λgN (λ) are given by negative Sobolev spaces,
which is main difficulty to modify his proof. To overcome this difficulty, we introduce in this paper Proposition
3.10, which allows us to avoid such negative spaces. Following the strategy of Proposition 3.10, we can also
complete his results.
1.2. Notation and main results. We first state notation used throughout this paper.
Let N be the set of all natural numbers and N0 = N∪ {0}. For any multi-index α = (α1, . . . , αN ) ∈ NN0 ,
we set Dαf = ∂α11 . . . ∂
αN
N f . Let G be an open set of R
N . Then Lq(G) and W
m
q (G) with m ∈ N denote the
usual K-valued Lebesgue space and Sobolev space on G for K = R or K = C, while ‖ · ‖Lq(G) and ‖ · ‖Wmq (G)
their norms, respectively. Here we set W 0q (G) = Lq(G). In addition, W
s
q (G) with s ∈ (0,∞) \N denotes the
K-valued Sobolev-Slobodezki space endowed with norm ‖ · ‖W sq (G), and also C∞0 (G) the function space of all
C∞ functions f : G→ K such that supp f is compact and supp f ⊂ G.
For two Banach spaces X and Y , L(X,Y ) is the set of all bounded linear operators from X to Y , and
L(X) the abbreviation of L(X,X). Let U be a domain of C, and then Hol (U,L(X,Y )) stands for the set of
all L(X,Y )-valued holomorphic functions defined on U .
For d ∈ N with d ≥ 2, Xd denotes the d-product space of X . Let ‖ · ‖X be a norm of X , while ‖ · ‖X also
denotes the norm of the product space Xd for short, that is, ‖f‖X =
∑d
j=1 ‖fj‖X for f = (f1, . . . , fd) ∈ Xd.
Let a = (a1, . . . , aN)
T and b = (b1, . . . , bN )
T , and then we write a · b =< a,b >= ∑Nj=1 ajbj and
a⊗b = (aibj) that is an N×N matrix with the (i, j)-entry aibj . On the other hand, for any vector functions
u, v on G, we set (u,v)G =
∫
G
u · v dx and (u,v)∂G =
∫
∂G
u · v dσ, where ∂G is the boundary of G and dσ
the surface element of ∂G.
Given 1 < q < ∞, we set q′ = q/(q − 1). Let Lq,loc(G) be the vector space of all measurable functions
f : G → K such that f ∈ Lq(G ∩ B) for any ball B of RN . We define a homogeneous space Ŵ 1q (G)
by Ŵ 1q (G) = {f ∈ Lq,loc(G) | ∇f ∈ Lq(G)N} with norm ‖ · ‖Ŵ 1q (G) := ‖∇ · ‖Lq(G), where we have to
identify two elements differing by a constant. In addition, let Ŵ 1q,0(G) andW
1
q,0(G) be Banach spaces defined
by X1q,0(G) = {f ∈ X1q (G) | f = 0 on ∂G} (X ∈ {Ŵ ,W}) with norms ‖ · ‖Ŵ 1q,0(G) := ‖∇ · ‖Lq(G) and
‖ · ‖W 1q,0(G) := ‖ · ‖W 1q (G), respectively.
Throughout this paper, the letter C denotes generic constants and Ca,b,c,... means that the constant
depends on the quantities a, b, c, . . . . The values of constants C and Ca,b,c,... may change from line to line.
Secondly, we show some definitions. Uniform W
2−1/r
r domains are defined as follows:
Definition 1.1. Let 1 < r <∞ and D be a domain of RN with boundary ∂D. We say that D is a uniform
W
2−1/r
r domain, if there exist positive constants α, β, and K such that for any x0 = (x01, . . . , x0N ) ∈ ∂D
there are a coordinate number j and a W
2−1/r
r function h(x′) (x′ = (x1, . . . , x̂j , . . . , xN )) defined on B
′
α(x
′
0),
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with x′0 = (x01, . . . , x̂0j , . . . , x0N ) and ‖h‖W 2−1/rr (B′α(x′0)) ≤ K, such that
D ∩Bβ(x0) = {x ∈ RN | xj > h(x′), x′ ∈ B′α(x′0)} ∩Bβ(x0),
∂D ∩Bβ(x0) = {x ∈ RN | xj = h(x′), x′ ∈ B′α(x′0)} ∩Bβ(x0).
Here (x1, . . . , x̂j , . . . , xN ) = (x1, . . . , xj−1, xj+1, . . . , xN ), B
′
α(x
′
0) = {x′ ∈ RN−1 | |x′ − x′0| < α}, and
Bβ(x0) = {x ∈ RN | |x− x0| < β}.
We next introduce the definition of the R-boundedness of operator families.
Definition 1.2. Let X and Y be two Banach spaces. A family of operators T ⊂ L(X,Y ) is called R-bounded
on L(X,Y ), if there exist constants C > 0 and p ∈ [1,∞) such that the following assertion holds: For each
natural number n, {Tj}nj=1 ⊂ T , {fj}nj=1 ⊂ X and for all sequences {rj(u)}nj=1 of independent, symmetric,
{−1, 1}-valued random variables on [0, 1], there holds the inequality:( ∫ 1
0
∥∥∥ n∑
j=1
rj(u)Tjfj
∥∥∥p
Y
du
)1/p
≤ C
( ∫ 1
0
∥∥∥ n∑
j=1
rj(u)fj
∥∥∥p
X
du
)1/p
.
The smallest such C is called R-bound of T on L(X,Y ), which is denoted by RL(X,Y ).
Remark 1.3. The constant C in Definition 1.2 depends on p. On the other hand, it is well-known that T
is R-bounded for any p ∈ [1,∞), provided that T is R-bounded for some p ∈ [1,∞). This fact follows from
Kahane’s inequality (cf. [18, Theorem 2.4]).
Furthermore, we introduce a weak elliptic transmission problem. In the present paper, Γ+ = ∅ or Γ− = ∅
are admissible, but note that Γ 6= ∅. Let W 1q,Γ+(Ω) and Ŵ 1q,Γ+(Ω) be Banach spaces defined by
X1q,Γ+(Ω) =
{ {f ∈ X1q (Ω) | f = 0 on Γ+} if Γ+ 6= ∅,
X1q (Ω) if Γ+ = ∅
for X ∈ {W, Ŵ}, and their norms are given by ‖ · ‖W 1q,Γ+ (Ω) = ‖ · ‖W 1q (Ω) and ‖ · ‖Ŵ 1q,Γ+ (Ω) = ‖∇ · ‖Lq(Ω),
respectively. The unique solvability of the weak elliptic transmission problem is defined in the following.
Definition 1.4. Let 1 < q < ∞ and q′ = q/(q − 1). Let W1q (Ω) be a closed subspace of Ŵ 1q,Γ+(Ω), and
suppose that W 1q,Γ+(Ω) is dense in W1q (Ω). Set ρ = ρ+χΩ+ + ρ−χΩ− for positive constants ρ±. Then we say
that the weak elliptic transmission problem is uniquely solvable on W1q (Ω) for ρ± if the following assertion
holds: For any f ∈ Lq(Ω)N , there is a unique θ ∈ W1q (Ω) satisfying the variational equation:
(1.2) (ρ−1∇θ,∇ϕ)Ω˙ = (f ,∇ϕ)Ω for all ϕ ∈ W1q′(Ω),
which possesses the estimate: ‖∇θ‖Lq(Ω) ≤ C‖f‖Lq(Ω) with a positive constant C independent of θ, ϕ, and f .
Remark 1.5. (1) Let 1 < q <∞, q′ = q/(q−1), and let the weak elliptic transmission problem be uniquely
solvable on W1q (Ω) for ρ+ = ρ− = 1. We define Jq(Ω) and Gq(Ω) by
Jq(Ω) = {f ∈ Lq(Ω)N | (f ,∇ϕ)Ω = 0 for all ϕ ∈ W1q′ (Ω)},
Gq(Ω) = {f ∈ Lq(Ω)N | f = ∇θ for some θ ∈ W1q (Ω)}.
Then, by the standard proof, the so-called Helmholtz decomposition: Lq(Ω)
N = Jq(Ω)⊕Gq(Ω) holds.
(2) In applications, we choose W1q (Ω) in such a way that the weak elliptic transmission problem is uniquely
solvable for ρ±. Typical examples are as follows: W1q (RN) = Ŵ 1q (RN); W1q (RN+ ) = Ŵ 1q (RN+ ) with
Γ+ = ∅ and Γ− = RN0 = {(x′, xN ) | x′ ∈ RN−1, xN = 0}, and W1q (Ω) is analogously defined by
Ŵ 1q (Ω) when Ω is a perturbed R
N
+ ; W1q (RN− ) = Ŵ 1q,Γ+(RN− ) with Γ+ = RN0 and Γ− = ∅, and W1q (Ω) is
analogously defined by Ŵ 1q,Γ+(Ω) when Ω is a perturbed R
N
− ; W1q (Ω) = Ŵ 1q,Γ+(Ω) when Ω is a bounded
domain, a layer, or a perturbed layer. We refer e.g. to [16, Appendix A.1] for the treatment of weak
elliptic transmission problems.
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(3) We set W 1q (Ω˙) + W1q (Ω) = {θ1 + θ2 | θ1 ∈ W 1q (Ω˙), θ2 ∈ W1q (Ω)}. Suppose that the weak elliptic
transmission problem is uniquely solvable on W1q (Ω) for ρ±. Then, for any α ∈ Lq(Ω˙)N , β ∈W 1−1/qq (Γ),
and γ ∈ W 1−1/qq (Γ+), there exists a unique θ ∈W 1q (Ω˙) +W1q (Ω) satisfying the weak problem:
(1.3) (ρ−1∇θ,∇ϕ)Ω˙ = (α,∇ϕ)Ω˙ for all ϕ ∈ W1q (Ω), [[θ]] = β on Γ, θ = γ on Γ+,
which possesses the estimate:
‖∇θ‖Lq(Ω˙) ≤ C
(
‖α‖Lq(Ω˙) + ‖β‖W 1−1/qq (Γ) + ‖γ‖W 1−1/qq (Γ+)
)
with some positive constant C independent of α, β, γ, θ, and ϕ. Thus, it is possible to define a linear
operator K : Lq(Ω˙)N ×W 1−1/qq (Γ)×W 1−1/qq (Γ+)→W 1q (Ω˙) +W1q (Ω) by K(α, β, γ) = θ satisfying (1.3).
If Γ+ = ∅, then we denote K(α, β, γ) by K(α, β, ∅) when Γ− 6= ∅ and by K(α, β) when Γ− = ∅.
We now state our main results. To this end, we introduce a data space for the divergence equation:
divu = g in Ω˙ with boundary conditions: [[u]] · n = 0 on Γ and u · n− = 0 on Γ−, where n− is the unit
outward normal vector on Γ−. LetW−1q (Ω) be the dual space ofW1q′(Ω) for 1 < q <∞ and q′ = q/(q−1), and
let ‖ · ‖W−1q (Ω) and < ·, · >Ω be its norm and the duality pairing between W−1q (Ω) and W1q′(Ω), respectively.
Then we set
Lq(Ω) ∩W−1q (Ω) =
{
g ∈ Lq(Ω) | ∃M > 0 s.t. |(g, ϕ)Ω| ≤M‖∇ϕ‖Lq′(Ω) for any ϕ ∈ W 1q′,Γ+(Ω)
}
.
Let g ∈ Lq(Ω)∩W−1q (Ω), and thus g can be extended uniquely to an element ofW−1q (Ω). Such an extended g is
again denoted by g for short. We can see g as a functional on {∇θ | θ ∈ W1q′(Ω)} ⊂ Lq′(Ω)N , which, combined
with Hahn-Banach’s theorem, furnishes that there is a G ∈ Lq(Ω)N such that ‖g‖W−1q (Ω) = ‖G‖Lq(Ω)
and < g, ϕ >Ω= −(G,∇ϕ)Ω for all ϕ ∈ W1q′(Ω). In what follows, G is restricted to the functional on
{∇θ | θ ∈ W1q′(Ω)}. Let L˜q(Ω) = Lq(Ω)N/Jq(Ω), and let [G] = {G+ f | f ∈ Jq(Ω)} ∈ L˜q(Ω). Then g 7→ [G]
is well-defined, so that we denote [G] by G(g). Especially, we have, for g ∈ Lq(Ω) ∩ W−1q (Ω) and for any
representative g ∈ Lq(Ω)N of G(g),
(1.4) (g, ϕ)Ω = −(g,∇ϕ)Ω for all ϕ ∈W 1q′,Γ+(Ω).
Here we set W−1q (Ω) = Lq(Ω) ∩W−1q (Ω). Then W 1q (Ω˙) ∩W−1q (Ω) is a Banach space endowed with norm
‖ · ‖W 1q (Ω˙)∩W−1q (Ω) := ‖ · ‖W 1q (Ω˙) + ‖ · ‖W−1q (Ω), and the function space is characterized as the data space for
the divergence equation above. The following theorem presents the main result of this paper.
Theorem 1.6. Let 1 < q <∞, 0 < ε < pi/2, N < r <∞, and max(q, q′) ≤ r with q′ = q/(q− 1). Let ρ± be
positive constants. Suppose that the following three conditions holds:
(a) Ω± are uniform W
2−1/r
r domains;
(b) The weak elliptic transmission problem is uniquely solvable on W1q (Ω) and W1q′(Ω) for ρ±;
(c) µ± are real valued uniformly continuous functions defined on R
N and there exist positive constants µ±1,
µ±2 such that
µ+1 ≤ µ+(x) ≤ µ+2, µ−1 ≤ µ−(x) ≤ µ−2 for any x ∈ RN .
In addition, µ± ∈ W 1r,loc(RN ) and ‖∇µ±‖Lr(B) ≤ Kr,τ with some positive constant Kr,τ for any ball
B ⊂ RN with radius τ .
(1) Existence. Set
Xq ={(f , g,h,k) | f ∈ Lq(Ω˙)N , g ∈ W 1q (Ω˙) ∩W−1q (Ω), h ∈W 1q (Ω˙)N , k ∈ W 1q (Ω+)N},
Xq ={(F1, . . . , F11) | F1, F2, F4, F7 ∈ Lq(Ω˙)N , F3 ∈ Lq(Ω˙), F5 ∈W 1q (Ω˙),
F6 ∈ Lq(Ω˙)N2 , F8 ∈W 1q (Ω˙)N , F9 ∈ Lq(Ω+)N
2
, F10 ∈ Lq(Ω+)N , F11 ∈W 1q (Ω+)N}.
Then there exists a constant λ0 ≥ 1 and operator families:
A(λ) ∈ Hol (Σε,λ0 ,L(Xq,W 2q (Ω˙)N )), P(λ) ∈ Hol (Σε,λ0 ,L(Xq ,W 1q (Ω˙) +W1q (Ω)))
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such that, for any λ ∈ Σε,λ0 and for any (f , g,h,k) ∈ Xq and g ∈ G(g), u = A(λ)Fλ(f , g, g,h,k) and
θ = P(λ)Fλ(f , g, g,h,k) are solutions to (1.1), and furthermore,
R
L(Xq,Lq(Ω˙)N˜ )
({(
λ
d
dλ
)l
(RλA(λ)) | λ ∈ Σε,λ0
})
≤ γ0 (l = 0, 1),(1.5)
RL(Xq,Lq(Ω˙)N )
({(
λ
d
dλ
)l
∇P(λ) | λ ∈ Σε,λ0
})
≤ γ0 (l = 0, 1)(1.6)
for some positive constant γ0. Here we have set N˜ = N
3 +N2 +N , Rλu = (∇2u, λ1/2∇u, λu), and
Fλ(f , g, g,h,k) = (f ,∇g, λ1/2g, λg, g,∇h, λ1/2h,h,∇k, λ1/2k,k).
(2) Uniqueness. There exists a λ0 ≥ 1 such that if u ∈ W 2q (Ω˙)N ∩ Jq(Ω) and θ ∈ W 1q (Ω˙) +W1q (Ω) satisfies
the homogeneous equations:
λu− ρ−1DivT(u, θ) = 0 in Ω˙, [[T(u, θ)n]] = 0, [[u]] = 0 on Γ,
T(u, θ)n+ = 0 on Γ+, u = 0 on Γ−
with λ ∈ Σε,λ0 , then u = 0 in Ω˙.
Remark 1.7. The symbols F1, F2, F3, F4, F5, F6, F7, F8, F9, F10, and F11 are variables corresponding to
f , ∇g, λ1/2g, λg, g, ∇h, λ1/2h, h, ∇k, λ1/2k, and k, respectively. The norm of space Xq is given by
‖(F1, . . . , F11)‖Xq = ‖(F1, F2, F3, F4, F6, F7)‖Lq(Ω˙) + ‖(F5, F8)‖W 1q (Ω˙) + ‖(F9, F10)‖Lq(Ω+) + ‖F11‖W 1q (Ω+).
This paper is organized as follows: The next section first tells us some equivalence of (1.1) and two-
phase reduced Stokes resolvent equations, which are obtained by elimination of pressure term from (1.1),
in Subsection 2.1 and Subsection 2.2. Secondly, we state our main result for the two-phase reduced Stokes
resolvent equations in Subsection 2.3, which, combined with what pointed out in Subsection 2.2, allows us
to conclude that Theorem 1.6 holds. Thirdly, we state generation of analytic semigroup and some maximal
Lp-Lq regularity theorem for two-phase problems of time-dependent Stokes equations in Subsection 2.4 and
Subsection 2.5, respectively, with help of Theorem 1.6 and the main result stated in Subsection 2.3. Section
3 proves our main result for the two-phase reduced Stokes resolvent equations in the case where Ω˙ = R˙N =
RN+ ∪RN− , RN± = {(x′, xN ) | x′ ∈ RN−1, ±xN > 0}, with constant viscosity coefficients. Section 4 proves our
main result for the two-phase reduced Stokes resolvent equations with variable viscosity coefficients when Ω˙ is
a perturbed R˙N by using results obtained in Section 3. Section 5 shows the main result stated in Subsection
2.3 by using results obtained in Section 4 together with some localization technique.
2. Generation of analytic semigroup and maximal regularity
In this section, after introducing the Stokes operator in (2.16) below, we consider the following initial-
boundary value problem:
(2.1)

∂tv − ρ−1DivT(v, pi) = f , div v = g in Ω˙× (0,∞),
[[T(v, pi)n]] = [[h]] [[v]] = 0 on Γ× (0,∞),
T(v, pi)n+ = k on Γ+ × (0,∞),
v = 0 on Γ− × (0,∞),
v|t=0 = v0 in Ω˙,
which is called the two-phase Stokes equations in this paper. We discuss the generation of analytic semigroup
associated with (2.1) and some maximal Lp-Lq regularity property for (2.1). To consider the generation of
analytic semigroup, we have to formulate (2.1) in the semigroup setting, that is, we have to eliminate the
pressure term from (2.1). Throughout this section, for some 1 < q <∞ and positive constants ρ±, we assume
that the weak elliptic transmission problem is uniquely solvable on W1q (Ω) for ρ±. The assumption plays an
essential role to eliminate the pressure term from (2.1).
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2.1. Two-phase reduced Stokes resolvent equations. Let 1 < q <∞, q′ = q/(q−1), and u ∈ W 2q (Ω˙)N .
Set K(u) = K(α, β, γ) ∈W 1q (Ω˙) +W1q (Ω), defined in Remark 1.5 (3), with
(2.2) α = ρ−1Div(µD(u)) −∇ divu, β =< [[µD(u)n]],n > −[[divu]], γ =< µD(u)n+,n+ > − divu.
Then u 7→ ∇K(u) is a bounded linear operator from W 2q (Ω˙)N to Lq(Ω˙)N with ‖∇K(u)‖Lq(Ω˙) ≤ C‖u‖W 2q (Ω˙)
for some positive constant C independent of u. We consider the equations as follows:
(2.3)

λu− ρ−1DivT(u,K(u)) = f in Ω˙,
[[T(u,K(u))n]] = [[h]] on Γ,
[[u]] = 0 on Γ,
T(u,K(u))n+ = k on Γ+,
u = 0 on Γ−,
which is called the two-phase reduced Stokes resolvent equations. In this subsection, we construct a solution
to (2.3) on the assumption that (1.1) is solvable. To this end, we treat the following auxiliary problem:
(2.4) (λu, ϕ)Ω˙ + (∇u,∇ϕ)Ω˙ = (f ,∇ϕ)Ω˙ for all ϕ ∈ W 1q′,Γ+(Ω), [[u]] = g on Γ, u = h on Γ+,
which is the weak elliptic transmission problem with resolvent parameter λ. Employing the same argument
as in the proof of our main result in the present paper, we can show the following proposition.
Proposition 2.1. Let 0 < ε < pi/2, 1 < q <∞, N < r <∞, and max(q, q′) ≤ r with q′ = q/(q−1). Suppose
that Ω± are uniform W
2−1/r
r domains. Then there is a positive number λ0 ≥ 1 such that, for any λ ∈ Σε,λ0 ,
f ∈ Lq(Ω˙)N , g ∈W 1−1/qq (Γ), and h ∈W 1−1/qq (Γ+), (2.4) admit a unique solution u ∈ W 1q (Ω˙) ∩W−1q (Ω).
We solve (2.3) by means of solutions to (1.1). Given f ∈ Lq(Ω˙)N , h ∈ W 1q (Ω˙)N , and k ∈ W 1q (Ω+)N , we
choose by Proposition 2.1 some g in such a way that g solves the weak problem:
(λg, ϕ)Ω˙ + (∇g,∇ϕ)Ω˙ = −(f ,∇ϕ)Ω˙ for all ϕ ∈W 1q′,Γ+(Ω),(2.5)
[[g]] =< [[h]],n > on Γ, g =< k,n+ > on Γ+.(2.6)
Let u ∈ W 2q (Ω˙)N and θ ∈ W 1q (Ω˙) +W1q (Ω) be solutions to (1.1) with f , g, h, and k as above. Then, by
the definition of K(u) and Gauss’s divergence theorem together with [[u]] = 0 on Γ, u = 0 on Γ−, we see that
(f ,∇ϕ)Ω˙ =(λu−∇ divu− ρ−1∇K(u) + ρ−1∇θ,∇ϕ)Ω˙
=− (λg, ϕ)Ω˙ − (∇g,∇ϕ)Ω˙ + (ρ−1∇(θ −K(u)),∇ϕ)Ω˙
for any ϕ ∈W 1q,Γ+(Ω). This combined with (2.5) and the denseness of W 1q′,Γ+(Ω) in W1q′(Ω) furnishes that
(ρ−1∇(θ −K(u)),∇ϕ)Ω˙ = 0 for all ϕ ∈ W1q′(Ω).
In addition, it holds that [[K(u)− θ]] = 0 on Γ and K(u)− θ = 0 on Γ+, since g satisfies (2.6) and
< [[h]],n > =< [[µD(u)n]],n > −[[θ]] = [[K(u)− θ]] + [[divu]] = [[K(u)− θ]] + [[g]] on Γ,
< k,n+ > =< µD(u)n+,n+ > −θ = K(u)− θ + divu = K(u)− θ + g on Γ+.
Thus the unique solvability of the weak elliptic transmission problem implies K(u) = θ, which means that the
solution u ∈ W 2q (Ω˙)N of (1.1) solves (2.3) for f ∈ Lq(Ω˙)N , h ∈W 1q (Ω˙)N , k ∈ W 1q (Ω+)N , and g of (2.5)-(2.6).
2.2. Reduced Stokes implies Stokes. In this subsection, we solve (1.1) on the assumption that (2.3) is
solvable. Let 1 < q < ∞ and q′ = q/(q − 1). Given f ∈ Lq(Ω˙)N , h ∈ W 1q (Ω˙)N , and k ∈ W 1q (Ω+)N , let
κ ∈ W 1q (Ω˙) +W1q (Ω) be a solution to the weak problem:
(ρ−1∇κ,∇ϕ)Ω˙ = (f ,∇ϕ)Ω˙ for all ϕ ∈ W1q′(Ω),
[[κ]] = − < [[h]],n > on Γ, κ = − < k,n+ > on Γ+.
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Then the system (1.1) is reduced to
λu− ρ−1DivT(u, θ − κ) = f − ρ−1∇κ, divu = g in Ω˙,
[[T(u, θ − κ)n]] = [[h]]− < [[h]],n > n, [[u]] = 0 on Γ,
T(u, θ − κ)n+ = k− < k,n+ > n+ on Γ+,
u = 0 on Γ−.
It thus suffices to consider (1.1) under the condition that
(2.7) (f ,∇ϕ)Ω˙ = 0 for all ϕ ∈ W1q′(Ω), < [[h]],n >= 0 on Γ, < k,n+ >= 0 on Γ+.
For G = (G1, G2) ∈ Lq(Ω˙)N ×W 1q (Ω˙), we set L(G) = L(G1, G2) = K(G1 − ∇G2,−[[G2]],−G2) by K of
Remark 1.5 (3). Then G 7→ ∇L(G) is a bounded linear operator from Lq(Ω˙)N ×W 1q (Ω˙) to Lq(Ω˙)N .
Given g ∈W 1q (Ω˙)∩W−1q (Ω), we choose a representative g of G(g). For these g, g and for f , h, k satisfying
(2.7), let u ∈W 2q (Ω˙)N be a solution to the two-phase reduced Stokes resolvent equations as follows:
λu− ρ−1DivT(u,K(u)) = f + ρ−1∇L(λg, g) in Ω˙,
[[T(u,K(u))n]] = [[h]] + [[g]]n on Γ,
[[u]] = 0 on Γ,
T(u,K(u))n+ = k+ gn+ on Γ+,
u = 0 on Γ−.
Then, by (1.4), (2.7) and by the definition of K(u), L(λg, g), we have
0 = (f ,∇ϕ)Ω˙ = (λu− ρ−1Div(µD(u)) + ρ−1∇K(u)− ρ−1∇L(λg, g),∇ϕ)Ω˙
= (λu,∇ϕ)Ω˙ − (∇ divu,∇ϕ)Ω˙ + (λg, ϕ)Ω˙ + (∇g,∇ϕ)Ω˙
for any ϕ ∈ W 1q,Γ+(Ω), which, combined with Gauss’s divergence theorem together with [[u]] = 0 on Γ,
u = 0 on Γ−, furnishes that (λ(div u − g), ϕ)Ω˙ + (∇(divu − g),∇ϕ)Ω˙ = 0 for all ϕ ∈ W 1q′,Γ+(Ω). In
addition, we see, by (2.7) and the definition of K(u), that [[g]] =< [[µD(u)n]],n > −[[K(u)]] = [[div u]] on Γ,
g =< µD(u)n+,n+ > −K(u) = divu on Γ+, which implies that [[divu− g]] = 0 on Γ, divu− g = 0 on Γ+.
Thus, by Proposition 2.1, divu = g in Ω˙, which means that u and θ = K(u)− L(λg, g) solves (1.1).
2.3. R-bounded solution operator families of reduced Stokes. According to what was pointed out
in Subsection 2.1 and Subsection 2.2, we consider the two-phase reduced Stokes resolvent equations (2.3)
instead of (1.1) from Section 3 through Section 5. More precisely, we prove the following theorem.
Theorem 2.2. Let 1 < q < ∞, 0 < ε < pi/2, N < r < ∞, and max(q, q′) ≤ r with q′ = q/(q − 1). Let ρ±
be positive constants. Suppose that (a), (b), and (c) stated in Theorem 1.6 hold. For any open set G of RN ,
let XR,q(G) and XR,q(G) be defined as
XR,q(G) ={(f ,h,k) | f ∈ Lq(G)N , h ∈W 1q (G)N , k ∈ W 1q (G ∩ Ω+)N},
XR,q(G) ={(H1, . . . , H7) | H1, H3 ∈ Lq(G)N , H2 ∈ Lq(G)N2 , H4 ∈W 1q (G)N ,
H5 ∈ Lq(G ∩ Ω+)N2 , H6 ∈ Lq(G ∩Ω+)N , H7 ∈W 1q (G ∩ Ω+)N}.
Then there exist a positive number λ0 ≥ 1 and an operator family B(λ) ∈ Hol (Σε,λ0 ,L(XR,q(Ω˙),W 2q (Ω˙)N ))
such that, for any λ ∈ Σε,λ0 and (f ,h,k) ∈ XR,q(Ω˙), u = B(λ)FR,λ(f ,h,k) is a unique solution to (2.3),
and furthermore,
(2.8) RL(XR,q(Ω˙),Lq(Ω˙)N˜ )
({(
λ
d
dλ
)l
(RλB(λ)) | λ ∈ Σε,λ0
})
≤ γ0 (l = 0, 1)
for some positive constant γ0. Here we have set N˜ = N
3 +N2 +N , Rλu = (∇2u, λ1/2∇u, λu), and
FR,λ(f ,h,k) = (f ,∇h, λ1/2h,h,∇k, λ1/2k,k).
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Remark 2.3. (1) The symbols H1, H2, H3, H4, H5, H6, and H7 are variables corresponding to f , ∇h,
λ1/2h, h, ∇k, λ1/2k, and k, respectively. The norm of space XR,q(Ω˙) is given by ‖(H1, . . . , H7)‖XR,q(Ω˙) =
‖(H1, H2, H3)‖Lq(Ω˙) + ‖H4‖W 1q (Ω˙) + ‖(H5, H6)‖Lq(Ω+) + ‖H7‖W 1q (Ω+).
(2) If u satisfies (2.3) with f ∈ Jq(Ω), < [[h]],n >= 0 on Γ, < k,n+ >= 0 on Γ+, and λ ∈ Σε,λ0 , then
divu = 0 in Ω˙. This fact can be obtained in the same manner as in Subsection 2.2 with g = 0. It then
holds that u belongs to Jq(Ω) by Gauss’s divergence theorem together with [[u]] = 0 on Γ, u = 0 on Γ−.
Here and subsequently, we can see Jq(Ω) as a closed subspace of Lq(Ω˙)
N , that is, Jq(Ω) are regarded as
Banach spaces endowed with ‖ · ‖Lq(Ω˙).
At this point, we introduce several propositions used throughout this paper. The following two propositions
are fundamental properties of the R-boundedness (cf. [12, Proposition 3.4], [12, Remark 3.2. (4)]).
Proposition 2.4. (1) Let X and Y be Banach spaces, and let T and S be R-bounded families in L(X,Y ).
Then T + S = {T + S | T ∈ T , S ∈ S} is also R-bounded in L(X,Y ) and RL(X,Y )(T + S) ≤
RL(X,Y )(T ) +RL(X,Y )(S).
(2) Let X, Y , and Z be Banach spaces, and let T and S be R-bounded families in L(X,Y ) and L(Y, Z),
respectively. Then ST = {ST | S ∈ S, T ∈ T } is also R-bounded in L(X,Z) and RL(X,Z)(ST ) ≤
RL(X,Y )(T )RL(Y,Z)(S).
Proposition 2.5. Let 1 ≤ q <∞. Let m(λ) be a bounded function defined on a subset Λ in the complex plane
C, and let Mm(λ) be a multiplication operator with m(λ) defined by Mm(λ)f = m(λ)f for any f ∈ Lq(G)
with an open set G of RN . Then RL(Lq(G))({Mm(λ) | λ ∈ Λ}) ≤ K2q ‖m‖L∞(Λ), where Kq is a positive
constant in Khintchine’s inequality (cf. also [18, Theorem 2.4]).
The next one is used to estimate terms arising from uniform W
2−1/r
r domains, for example unit normal
vectors n, n+.
Proposition 2.6. Let 1 ≤ q ≤ r < ∞ and N < r < ∞. Suppose that Ω± are uniform W 2−1/rr domains.
Then there exists a positive constant CN,q,r such that, for any σ > 0, a ∈ Lr(Ω˙), and b ∈ W 1q (Ω˙), it holds
the estimate:
‖ab‖Lq(Ω˙) ≤ σ‖∇b‖Lq(Ω˙) + CN,q,r
(
σ−
N
r−N ‖a‖
r
r−N
Lr(Ω˙)
+ ‖a‖Lr(Ω˙)
)
‖b‖Lq(Ω˙).
Proof. We first show the following inequality: For q < s ≤ ∞ and N(1/q − 1/s) < 1,
(2.9) ‖u‖Ls(Ω˙) ≤ CN,q,r,s
(
‖∇u‖N(
1
q−
1
s )
Lq(Ω˙)
‖u‖1−N(
1
q−
1
s )
Lq(Ω˙)
+ ‖u‖Lq(Ω˙)
)
for any u ∈W 1q (Ω˙)
with some positive constant CN,q,r,s independent of u. To this end, let E± be extension operators for Ω±,
introduced in [1, Proposition 5.22]†, that is, ‖E±u±‖W lq(RN ) ≤ CN,q,r‖u±‖W lq(Ω±) for l = 0, 1 and for any
u± ∈ W lq(Ω±), respectively. These inequalities combined with Sobolev embedding inequality:
‖f‖Ls(RN ) ≤ CN,q,s‖∇f‖
N( 1q−
1
s )
Lq(RN )
‖f‖1−N(
1
q−
1
s )
Lq(RN )
with q < s ≤ ∞ and N(1/q − 1/s) < 1 yield that
‖u±‖Ls(Ω±) ≤ ‖E±u±‖Ls(RN ) ≤ CN,q,s‖∇E±u±‖
N( 1q−
1
s )
Lq(RN )
‖E±u±‖1−N(
1
q−
1
s )
Lq(RN )
≤ CN,q,r,s‖u±‖N(
1
q−
1
s )
W 1q (Ω±)
‖u±‖1−N(
1
q−
1
s )
Lq(Ω±)
,
respectively. Let u± = uχRN± for u ∈W 1q (Ω˙). Then we have
‖u‖q
Ls(Ω˙)
≤ 2q(‖u+‖qLs(Ω+) + ‖u−‖
q
Ls(Ω−)
) ≤ CN,q,r,s(‖u+‖q/p1W 1q (Ω+)‖u+‖
q/p2
Lq(Ω+)
+ ‖u−‖q/p1W 1q (Ω−)‖u−‖
q/p2
Lq(Ω−)
),
† The book [1, Proposition 5.22] only considered bounded boundary, but we can extend the result to uniformW
2−1/r
r domains
as mentioned in [1, Remark 5.23 (1)].
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where we have set 1/p1 = N(1/q − 1/s) and 1/p2 = 1−N(1/q − 1/s). We combine the last inequality with
Ho¨lder’s inequality: a+b++a−b− ≤ (ap1+ +ap1− )1/p1(bp2+ +bp2− )1/p2 for a± = ‖u±‖q/p1W 1q (Ω±) and b± = ‖u±‖
q/p2
Lq(Ω±)
,
respectively, in order to obtain
‖u‖Ls(Ω˙) ≤ CN,q,r,s‖u‖
N(1q−
1
s )
W 1q (Ω˙)
‖u‖1−N(
1
q−
1
s )
Lq(Ω˙)
,
which implies (2.9). The required estimate of Proposition 2.6 follows from (2.9) in the same manner as in
the proof of [25, Lemma 2.4]. 
We devote the last part of this subsection to the proof of Theorem 1.6.
Proof of Theorem 1.6. We prove Theorem 1.6 under the assumption that Theorem 2.2 holds.
Step 1: Proof of (1.5), (1.6). It will be shown in Remark 5.4 of Section 5 below that the unit normals n,
n+ can be regards as vector functions defined on R
N and that, for any f ∈ Lq(Ω˙) and g ∈W 1q (Ω˙),
(2.10) ‖fν‖Lq(Ω˙) ≤ C‖f‖Lq(Ω˙), ‖g∇ν‖Lq(Ω˙) ≤ C‖g‖W 1q (Ω˙), ‖gν‖W 1q (Ω˙) ≤ C‖g‖W 1q (Ω˙)
with ν ∈ {n,n+} and with some positive constant C.
Let (f , g,h,k) ∈ Xq and g ∈ G(g). Suppose that (f ,h,k) satisfy (2.7)†. Then, in view of Subsection 2.2
and Theorem 2.2, we set
u = B(λ)FR,λ(f + ρ
−1∇L(λg, g),h+ gn,k+ gn+), θ = K(u)− L(λg, g)
to see that (u, θ) solves the problem (1.1). Here,
FR,λ(f + ρ
−1∇L(λg, g),h+ gn,k+ gn+) =
(
f + ρ−1∇L(λg, g),∇h+∇g ⊗ n+ g∇n,
λ1/2h+ λ1/2gn,h+ gn,∇k+∇g ⊗ n+ + g∇n+, λ1/2k+ λ1/2gn+,k+ gn+
)
.
Thus, recalling Remark 1.7, we define A(λ)F, P(λ)F with F = (F1, . . . , F11) as follows:
A(λ)F =B(λ)
(
F1 + ρ
−1∇L(F4, F5), F6 + F2 ⊗ n+ F5∇n, F7 + F3n,
F8 + F5n, F9 + F2 ⊗ n+ + F5∇n+, F10 + F3n+, F11 + F5n+
)
,
P(λ)F =K(A(λ)F) − L(F4, F5),
which furnishes that (u, θ) = (A(λ)Fλ(f , g, g,h,k),P(λ)Fλ(f , g, g,h,k)).
From now on, we show the estimates (1.5), (1.6). By Theorem 2.2, Proposition 2.4, and (2.10), we easily
have (1.5). To prove (1.6), we check the definition of R-boundedness. Let n ∈ N, {λj}nj=1 ⊂ Σε,λ0 , and
{Fj}nj=1 ⊂ Xq with Fj = (F1j , . . . , F11j). Since {λ(d/dλ)}l∇K(A(λ)F) = ∇K({λ(d/dλ)}lA(λ)F) (l = 0, 1),
we have, by Proposition 2.5 and (1.5),∫ 1
0
∥∥∥ n∑
j=1
rj(u)
[(
λ
d
dλ
)l
∇P(λ)
]
λ=λj
Fj
∥∥∥q
Lq(Ω˙)
du
≤ Cγ0
( ∫ 1
0
∥∥∥ n∑
j=1
rj(u)
[(
λ
d
dλ
)l
A(λ)
]
λ=λj
Fj
∥∥∥q
W 2q (Ω˙)
du+
∫ 1
0
∥∥∥ n∑
j=1
rj(u)(F4j , F5j)
∥∥∥q
Lq(Ω˙)N×W 1q (Ω˙)
du
)
≤ Cγ0
{(
λ−q0 + λ
−q/2
0 + 1
) ∫ 1
0
∥∥∥ n∑
j=1
rj(u)Fj
∥∥∥q
Xq
du +
∫ 1
0
∥∥∥ n∑
j=1
rj(u)Fj
∥∥∥q
Xq
du
}
≤ Cγ0,λ0
∫ 1
0
∥∥∥ n∑
j=1
rj(u)Fj
∥∥∥q
Xq
du,
which furnishes (1.6).
†As was discussed in Subsection 2.2, it suffices to consider (f ,h,k) satisfying (2.7). In fact, we can extend it to any
(f ,h,k) ∈ XR,q(Ω˙), similarly to the proof of Step 1, with the help of κ used in Subsection 2.2.
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Step 2: Uniqueness. Let u ∈W 2q (Ω˙)N ∩ Jq(Ω) and θ = θ1 + θ2 ∈ W 1q (Ω˙) +W1q (Ω) satisfy
(2.11)

λu− ρ−1DivT(u, θ) = 0 in Ω˙,
[[T(u, θ)n]] = 0 on Γ,
[[u]] = 0 on Γ,
T(u, θ)n+ = 0 on Γ+,
u = 0 on Γ−.
We prove that u = 0 in Ω˙, which leads to the uniqueness of (1.1). To this end, it suffices to show that
(2.12) (ρu, ψ)Ω˙ = 0 for any ψ ∈ C∞0 (Ω˙)N
in what follows. In fact, it holds that u = 0 in Ω± if we choose ψ ∈ C∞0 (Ω±)N in (2.12), respectively.
The assumption (b), stated in Theorem 1.6, allows us to choose a κ ∈ W1q′ (Ω) satisfying
(ρ−1∇κ,∇ϕ)Ω˙ = (ψ,∇ϕ)Ω˙ for any ϕ ∈ W1q (Ω).
In addition, since the two-phase reduced Stokes resolvent equations (2.3) is solvable for q′ = q/(q − 1), we
have a solution v ∈W 2q′ (Ω˙)N to the equations:
λv − ρ−1DivT(v,K(v)) = ψ − ρ−1∇κ in Ω˙,
[[T(v,K(v))n]] = 0 on Γ,
[[v]] = 0 on Γ,
T(v,K(v))n+ = 0 on Γ+,
v = 0 on Γ−.
Then ψ − ρ−1∇κ ∈ Jq′(Ω) implies that v ∈ Jq′(Ω) as was discussed in Remark 2.3 (2). Setting K(v) =
w1 + w2 ∈ W 1q′(Ω˙) +W1q′ (Ω), we have, by Gauss’s divergence theorem, (u,∇κ)Ω˙ = 0, and (u,∇w2)Ω˙ = 0,
(ρu, ψ)Ω˙ = (ρu, λv − ρ−1DivT(v, w1 + w2 + κ))Ω˙(2.13)
= λ(ρu,v)Ω˙ − (u,Div(µD(v)))Ω˙ + (u,∇w1)Ω˙
= λ(ρu,v)Ω˙ + (D(u), µD(v))Ω˙ − (u, [[µD(v)n]])Γ − (u, µD(v)n+)Γ+
− (divu, w1)Ω˙ + (u, [[w1n]])Γ + (u, w1n+)Γ+ .
Noting that [[w2]] = 0 on Γ and w2 = 0 on Γ+, we see that [[µD(v)n − w1n]] = [[µD(v)n −K(v)n]] = 0 on Γ
and µD(v)n − w1n = µD(v) −K(v)n = 0 on Γ+. In addition, it holds that divu = 0 in Ω˙, since
0 = −(u,∇ϕ)Ω˙ = (div u, ϕ)Ω˙ for any ϕ ∈ C∞0 (Ω˙),
where we have used u ∈ Jq(Ω) and the relation C∞0 (Ω˙) ⊂ W1q′(Ω). Hence, (2.13) implies that
(2.14) (ρu, ψ)Ω˙ = λ(ρu,v)Ω˙ + (D(u), µD(v))Ω˙ .
On the other hand, it holds by the first equation of (2.11) that λρu−DivT(u, θ) = 0 in Ω˙, which, combined
with Gauss’s divergence theorem, furnishes that
0 = (λρu−DivT(u, θ),v)Ω˙
= λ(ρu,v)Ω˙ + (µD(u),D(v))Ω˙ − ([[µD(u)n]],v)Γ − (µD(u)n+,v)Γ+
− (θ1, div v)Ω˙ + ([[θ1n]],v)Γ + (θ1n+,v)Γ+
since (∇θ2,v)Ω˙ = 0 by v ∈ Jq′(Ω). We thus obtain λ(ρu,v)Ω˙ + (µD(u),D(v))Ω˙ = 0 in the same manner as
we have obtained (2.14) from (2.13). The last identity combined with (2.14) implies (2.12), which completes
the proof of the uniqueness. 
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2.4. Generation of analytic semigroup. In this and the next subsection, we discuss time-dependent
problems. We now consider the following initial-boundary value problem:
(2.15)

∂tu− ρ−1DivT(u,K(u)) = 0 in Ω˙× (0,∞),
[[T(u,K(u))n]] = 0 on Γ× (0,∞),
[[u]] = 0 on Γ× (0,∞),
T(u,K(u))n+ = 0 on Γ+ × (0,∞),
u = 0 on Γ− × (0,∞),
u|t=0 = u0 in Ω˙.
To discuss the generation of analytic semigroup associated with (2.15), we formulate (2.15) in the semigroup
setting. For this purpose, we introduce the Stokes operator A and its domain Dq(A) as follows:
Dq(A) ={u ∈W 2q (Ω˙)N ∩ Jq(Ω) | [[Tn(µD(u)n)]] = 0 on Γ,(2.16)
[[u]] = 0 on Γ, Tn+(µD(u)n+) = 0 on Γ+, u = 0 on Γ−},
Au =ρ−1DivT(u,K(u)) for u ∈ Dq(A),
where we have set Tnf = f− < f ,n > n and Tn+f = f− < f ,n+ > n+ that are the tangential parts of
N -vector f with respect to n and n+, respectively. Then it is possible to rewrite (2.15) as follows:
∂tu−Au = 0 (t > 0), u|t=0 = u0.
By Theorem 2.2, the resolvent set ρ(A) of A contains Σε,λ0 . In addition, denoting the resolvent operator of
A by (λ − A)−1 and noting Remark 2.3 (2), we see that, for any λ ∈ Σε,λ0 and f ∈ Jq(Ω), (λ − A)−1f =
B(λ)(f , 0, 0, 0, 0) ∈ Jq(Ω). Since the R-boundedness of B(λ) implies the usual boundedness, it holds that
‖(λ−A)−1‖L(Jq(Ω)) ≤
Mε,λ0
|λ| (λ ∈ Σε,λ0)
with some positive constant Mε,λ0 . By this resolvent estimate, we have the following theorem.
Theorem 2.7. Let 1 < q < ∞, N < r < ∞, and max(q′, q) ≤ r with q′ = q/(q − 1). Let ρ± be positive
constants. Suppose that the conditions (a), (b), and (c) stated in Theorem 1.6 hold. Then the Stokes operator
A generates a C0-semigroup {T (t)}t≥0 on Jq(Ω), which is analytic.
2.5. Maximal Lp-Lq regularity. Since the system (2.1) is linear, we consider the following two problems:
∂tu− ρ−1DivT(u, θ) = 0, divu = 0 in Ω˙× (0,∞),
[[T(u, θ)n]] = 0, [[u]] = 0 on Γ× (0,∞),
T(u, θ)n+ = 0 on Γ+ × (0,∞),
u = 0 on Γ− × (0,∞),
u|t=0 = u0 in Ω˙,
(2.17)

∂tu− ρ−1DivT(u, θ) = f , divu = g in Ω˙× (0,∞),
[[T(u, θ)n]] = [[h]], [[u]] = 0 on Γ× (0,∞),
T(u, θ)n+ = k on Γ+ × (0,∞),
u = 0 on Γ− × (0,∞),
u|t=0 = 0 in Ω˙.
(2.18)
To state maximal regularity theorems for (2.17) and (2.18), we introduce several function spaces. For
a Banach space X , we denote the usual Lebesgue space and Sobolev space of X-valued functions defined
on time interval I by Lp(I,X) and W
m
p (I,X) with m ∈ N, and their associated norms by ‖ · ‖Lp(I,X) and
‖ · ‖Wmp (I,X), respectively. We set for γ > 0
Lp,γ(I,X) = {f : I → X | e−γtf ∈ Lp(I,X)}, Lp,0,γ(R, X) = {f ∈ Lp,γ(R, X) | f(t) = 0 for t < 0},
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Wmp,γ(I,X) = {f ∈ Lp,γ(I,X) | e−γt∂jt f(t) ∈ Lp(I,X) (j = 1, . . . ,m)},
Wmp,0,γ(R, X) =W
m
p,γ(R, X) ∩ Lp,0,γ(R, X).
Let L, L−1, F , and F−1 denote the Laplace transform, the Laplace inverse transform, the Fourier transform,
and the Fourier inverse transform, which are denoted by
L[f ](λ) =
∫ ∞
−∞
e−λtf(t) dt, L−1[g](t) = 1
2pi
∫ ∞
−∞
eλtg(λ) dτ (λ = γ + iτ),
F [f ](τ) =
∫ ∞
−∞
e−iτtf(t) dt, F−1[g](t) = 1
2pi
∫ ∞
−∞
eiτtg(τ) dτ.
Note that L[f ](λ) = F [e−γtf(t)](τ) and L−1[g](t) = eγtF−1[g(γ + iτ)](t). For any real number s ≥ 0, let
Hsp,γ(R, X) be the Bessel potential space of order s defined by
Hsp,γ(R, X) = {f ∈ Lp,γ(R, X) | e−γt(Λsγf)(t) ∈ Lp(R, X)}, (Λsγf)(t) = L−1[λsL[f ]](t).
We also set Hsp,0,γ(R, X) = {f ∈ Hsp,γ(R, X) | f(t) = 0 for t < 0}. For solutions of problems (2.17) and
(2.18), W 2,1q,p,γ(Ω˙× (0,∞)) and W 2,1q,p,0,γ(Ω˙×R) are defined by
W 2,1q,p,γ(Ω˙× (0,∞)) =W 1p,γ((0,∞), Lq(Ω˙)N ) ∩ Lp,γ((0,∞),W 2q (Ω˙)N ),
W 2,1q,p,0,γ(Ω˙×R) =W 1p,0,γ(R, Lq(Ω˙)N ) ∩ Lp,0,γ(R,W 2q (Ω˙)N ).
First we discuss a maximal Lp-Lq regularity theorem for (2.17). Setting u(t) = T (t)u0 and θ(t) = K(u(t)),
we see that divu(t) = 0 in Ω˙ for t > 0 by u(t) ∈ Jq(Ω), and thus u(t) and θ(t) satisfy (2.17). Since {T (t)}t≥0
is analytic, we have, for some λ0 ≥ 1 and for any t > 0,
‖T (t)u0‖Jq(Ω) ≤ Cq,λ0eλ0t‖u0‖Jq(Ω) for u0 ∈ Jq(Ω),
‖∂tT (t)u0‖Jq(Ω) ≤ Cq,λ0 t−1eλ0t‖u0‖Jq(Ω) for u0 ∈ Jq(Ω),
‖∂tT (t)u0‖Jq(Ω) ≤ Cq,λ0eλ0t‖u0‖Dq(A) for u0 ∈ Dq(A)
with some positive constant Cq,λ0 . We then obtain in the same manner as in [27, Theorem 3.9]
‖e−2λ0t(∂tu,u,∇u,∇2u)‖Lp((0,∞),Lq(Ω˙)) ≤ Cp,q,λ0‖u0‖D2(1−1/p)q,p (Ω˙)
for some positive constant Cp,q,λ0 with 1 < p, q <∞, where we have set D2(1−1/p)q,p (Ω˙) = (Jq(Ω),Dq(A))1−1/p,p
with real interpolation functor (·, ·)θ,p (0 < θ < 1, 1 < p <∞). Then, the following theorem holds.
Theorem 2.8. Let 1 < p, q < ∞, N < r < ∞, and max(q, q′) ≤ r with q′ = q/(q − 1). Let ρ± be positive
constants. Suppose that the conditions (a), (b), and (c) stated in Theorem 1.6 hold. Then we have the
following two assertions:
(1) There exists a positive constant γ0 ≥ 1 such that, for any u0 ∈ D2(1−1/p)q,p (Ω˙), the problem (2.17) admits
a unique solution (u, θ) ∈ W 2,1q,p,γ0(Ω˙× (0,∞))× Lp,γ0((0,∞),W 1q (Ω˙) +W1q (Ω)), which satisfies
‖e−γ0t(∂tu,u,∇u,∇2u)‖Lp((0,∞),Lq(Ω˙)) + ‖e−γ0t∇θ‖Lp((0,∞),Lq(Ω˙)) ≤ Cp,q,γ0‖u0‖D2(1−1/p)q,p (Ω˙)
with some positive constant Cp,q,γ0 .
(2) There exists a positive constant γ0 ≥ 1 such that, for any
f ∈ Lp,0,γ0(R, Lq(Ω˙)N ), g ∈ H1/2p,0,γ0(R, Lq(Ω˙)N ) ∩ Lp,0,γ0(R,W 1q (Ω˙) ∩W−1q (Ω))),
h ∈ H1/2p,0,γ0(R, Lq(Ω˙)N ) ∩ Lp,0,γ0(R,W 1q (Ω˙)N ),
k ∈ H1/2p,0,γ0(R, Lq(Ω+)N ) ∩W 1p,0,γ0(R, Lq(Ω+)N )
and for any representative g ∈ W 1p,0,γ0(R, Lq(Ω˙)N ) of G(g), the problem (2.18) a unique solution
(u, θ) ∈W 2,1q,p,0,γ0(Ω˙×R)× Lp,0,γ0(R,W 1q (Ω˙) +W1q (Ω)),
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which possesses the estimate:
‖e−γ0t(∂tu,u,Λ1/2γ0 ∇u,∇2u)‖Lp(R,Lq(Ω˙)) + ‖e−γ0t∇θ‖Lp(R,Lq(Ω˙)) ≤ Cp,q,γ0Np,q,γ0(f , g, g,h,k)(2.19)
for some positive constant Cp,q,γ0 with
Np,q,γ0(f , g, g,h,k) =‖e−γ0t(f ,∇g,Λ1/2γ0 g, ∂tg,∇h,Λ1/2γ0 h)‖Lp(R,Lq(Ω˙)) + ‖e−γ0t(g,h)‖Lp(R,W 1q (Ω˙))
+ ‖e−γ0t(∇k,Λ1/2γ0 k)‖Lp(R,Lq(Ω+)) + ‖e−γ0tk‖Lp(R,W 1q (Ω+)).
In addition, if g = 0, h = 0, and k = 0, then
(2.20) γ‖e−γtu‖Lp(R,Lq(Ω˙)) ≤ Cp,q,γ0‖e−γ0tf‖Lp(R,Lq(Ω˙)) for any γ ≥ γ0.
Proof. We prove the assertion (2). Smooth functions having compact supports with respect to time variable
are dense in the spaces for f , g, g, h, and k, so that we may assume that f , g, g, h, and k are smooth and
supported compactly with respect to time variable. Applying the Laplace transform with respect to time
t ∈ R to (2.18), we have
λv − ρ−1DivT(v, pi) = L[f ](λ), div v = L[g](λ) in Ω˙,
[[T(v, pi)n]] = L[h](λ) [[v]] = 0 on Γ,
T(v, pi)n+ = L[k](λ) on Γ+,
v = 0 on Γ−.
On the other hand, we observe that (L[g](λ), ϕ)Ω = −(L[g](λ),∇ϕ)Ω for all ϕ ∈ W 1q′,Γ+(Ω), because
(g(t), ϕ)Ω = −(g(t),∇ϕ)Ω for t ∈ R by (1.4). This implies that L[g](λ) ∈W−1q (Ω) and L[g](λ) ∈ G(L[g](λ)),
so that we define, in view of Theorem 1.6, u and θ by
u = L−1 [A(λ)Fλ (L[f ],L[g],L[g],L[h],L[k])] , θ = L−1 [P(λ)Fλ (L[f ],L[g],L[g],L[h],L[k])] .
Since we assume that f , g, g, h, and k are supported compactly, it holds that L[f ], L[g], L[g], L[h], and
L[k] are holomorphic functions with respect to λ. Thus u and θ are defined independently of γ ≥ γ0 for
λ = γ + iτ , where γ0 is a positive number greater than λ0 stated in Theorem 1.6. Then,
e−γ0t
(
∂tu,Λ
1/2
γ0 ∇u,∇2u
)
= F−1 [Rµ0A(µ0)F [e−γ0tF]] ,(2.21)
e−γ0tu = F−1 [µ−10 (µ0A(µ0))F [e−γ0tF]] , e−γ0t∇θ = F−1 [∇P(µ0)F [e−γ0tF]]
with µ0 = γ0 + iτ and F = (f ,∇g,Λ1/2γ0 g, ∂tg, g,∇h,Λ1/2γ0 h,h,∇k,Λ1/2γ0 k,k), which, combined with Weis’s
operator valued Fourier multiplier theorem (cf. [31, Theorem 3.4]) together with Theorem 1.6 and Proposition
2.5, allows us to conclude that the estimate (2.19) holds.
Analogously, we can obtain the estimate (2.20) if µ0 is replaced by λ = γ + iτ (γ ≥ γ0) in the second
formula of (2.21). Finally, (2.20) combined with the argumentation used in [24, Section 7] furnishes that
u(t) = 0, θ(t) = 0 for t < 0 and the uniqueness holds. This completes the proof of Theorem 2.8. 
3. Two-phase reduced Stokes resolvent equations in R˙N
In this section, we discuss R-bounded solution operator families to the two-phase reduced Stokes resolvent
equations with an interface condition in R˙N = RN+ ∪RN− , that is, we consider the following resolvent problem
with resolvent parameter λ varying in Σε = {λ ∈ C \ {0} | | argλ| < pi − ε}:
(3.1)

λu− ρ−1DivT(u,KI(u)) = f in R˙N ,
[[T(u,KI(u))n0]] = [[h]] on R
N
0 ,
[[u]] = 0 on RN0 ,
where n0 = (0, . . . , 0,−1)T and T(u,KI(u)) = µD(u) − KI(u)I. Here ρ = ρ+χRN+ + ρ−χRN− for positive
constants ρ±, and suppose that
(d) viscosity coefficient µ is given by µ = µ+χRN+ + µ−χRN− for positive constants µ± satisfying µ±1 ≤ µ± ≤
µ±2, respectively, where µ±1 and µ±2 are the same constants as in Theorem 1.6.
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Furthermore, for 1 < q <∞ and q′ = q/(q − 1), let KI(u) be defined by KI(u) = K(α, β) with
α = ρ−1Div(µD(u))−∇ divu, β =< [[µD(u)n0]],n0 > −[[divu]] for u ∈W 2q (R˙N )N ,
where K(α, β) is given in Remark 1.5 (3) with Ω˙ = R˙N , that is, KI(u) is the unique solution to
(ρ−1∇KI(u),∇ϕ)R˙N = (ρ−1Div(µD(u)) −∇ divu,∇ϕ)R˙N for all ϕ ∈ Ŵ 1q′ (RN ),(3.2)
[[KI(u)]] =< [[µD(u)n0]],n0 > −[[divu]] on RN0 .(3.3)
Especially, we know that ‖∇KI(u)‖Lq(R˙N ) ≤ γ0‖∇u‖W 1q (R˙N ). Here and hereafter, γ0 denotes a generic
constant depending solely on N , q, ρ+, ρ−, µ+1, µ+2, µ−1, and µ−2.
We will prove the following theorem in this section.
Theorem 3.1. Let 1 < q < ∞, 0 < ε < pi/2, and ρ± be positive constants. Suppose that the condition (d)
holds. For any open set G of RN , let YR,q(G) and YR,q(G) be defined as
YR,q(G) = {(f ,h) | f ∈ Lq(G)N , h ∈W 1q (G)N},
YR,q(G) = {(H1, H2, H3) | H1, H3 ∈ Lq(G)N , H2 ∈ Lq(G)N2}.
Then there exists an operator family SI(λ) ∈ Hol (Σε,L(YR,q(R˙N ),W 2q (R˙N )N )) such that, for any λ ∈ Σε
and (f ,h) ∈ YR,q(R˙N), u = SI(λ)GR,λ(f ,h) is a unique solution to the problem (3.1), and furthermore,
RL(YR,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)l
(RλSI(λ)) | λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Here and subsequently, we set N˜ = N3 + N2 + N , Rλu = (∇2u, λ1/2∇u, λu), GR,λ(f ,h) = (f ,∇h, λ1/2h)
and γ1 denotes a constant depending solely on N , q, ε, ρ+, ρ−, µ+1, µ+2, µ−1, and µ−2.
In view of Subsection 2.1, it is sufficient to consider the two-phase Stokes resolvent equations in R˙N :
(3.4)

λρu−Div(µD(u)) +∇θ = ρf in R˙N ,
divu = g in R˙N ,
[[(µD(u) − θI)n0]] = [[h]] on RN0 ,
[[u]] = 0 on RN0 .
Here, the Fourier transform F and its inverse formula F−1 are defined by
(3.5) F [f ](ξ) =
∫
RN
e−ix·ξf(x) dx, F−1[g(ξ)](x) = 1
(2pi)N
∫
RN
eix·ξg(ξ) dξ,
respectively. We first consider the divergence equation: divu = g in R˙N .
Lemma 3.2. Let 1 < q <∞. For g ∈W 1q (R˙N ) ∩W−1q (RN ), we set
(3.6) V (g) = (V1(g), . . . , VN (g))
T , Vj(g) = −F−1
[
iξj
|ξ|2F [g](ξ)
]
(x) (j = 1, . . . , N).
Then V (g) ∈ W 1q (RN )N ∩W 2q (R˙N)N and u = V (g) solves the divergence equation: divu = g in R˙N . In
addition, there are operators
V 1 ∈ L(Lq(R˙N )N , Lq(R˙N )N3), V 2 ∈ L(Lq(R˙N ), Lq(R˙N )N2), V 3 ∈ L(Ŵ−1q (RN ), Lq(R˙N )N )
such that RλV (g) = (V
1(∇g), V 2(λ1/2g), V 3(λg)), where the dual space of Ŵ 1q′(RN ) with q′ = q/(q − 1) is
written by Ŵ−1q (R
N ) endowed with norm ‖ · ‖
Ŵ−1q (RN )
.
Proof. It is clear that u = V (g) solves the divergence equation: divu = g in R˙N and that by the Fourier
multiplier theorem of Mikhlin (cf. [19, Appendix, Theorem 2])
‖∇V (g)‖Lq(RN ) ≤ γ0‖g‖Lq(RN ), ‖∂k∇V (g)‖Lq(RN ) ≤ γ0‖∂kg‖Lq(RN ) (k = 1, . . . , N − 1).
16 SRI MARYANI AND HIROKAZU SAITO
Since div V (g) = g in R˙N , it holds that ∂2NV (g) = ∂Ng − ∂N
∑N−1
k=1 ∂kV (g) in R˙
N , which, combined with
the last inequalities, furnishes that ‖∂2NV (g)‖Lq(R˙N ) ≤ γ0‖∇g‖Lq(R˙N ).
Next we estimate V (g). Let ϕ ∈ C∞0 (RN )N , and then (V (g), ϕ)RN = −(g,F [|ξ|−2iξ ·F−1[ϕ](ξ)])RN . The
Fourier multiplier theorem again yields that
|(V (g), ϕ)RN | ≤ ‖g‖Ŵ−1q (RN )
∥∥∥∥∇F [ iξ · F−1[ϕ](ξ)|ξ|2
]∥∥∥∥
Lq′ (R
N )
≤ γ0‖g‖Ŵ−1q (RN )‖ϕ‖Lq′ (RN ),
which implies that ‖V (g)‖Lq(RN ) ≤ γ0‖g‖Ŵ−1q (RN ). We thus see that V (g) ∈ W 1q (RN )N ∩W 2q (R˙N)N and
the existence of operators V i (i = 1, 2, 3). This completes the proof of the lemma. 
Note that [[V (g)]] = 0 on RN0 since V (g) ∈ W 1q (RN )N by Lemma 3.2. Setting u = V (g) + v in (3.4) and
noting Div(µD(v)) = µ∆v by the condition (d) and by div v = 0 in R˙N , we have
(3.7)

ρλv − µ∆v +∇θ = f˜ in R˙N ,
div v = 0 in R˙N ,
[[(µD(v) − θI)n0]] = [[h˜]] on RN0 ,
[[v]] = 0 on RN0 ,
where f˜ = ρf − ρλV (g) + Div(µD(V (g))) and h˜ = h− µD(V (g))n0.
The following theorem was essentially proved in [28, Theorem 1.1, Theorem 1.2], but we again show them
here from viewpoint of the existence of R-bounded solution operator families of (3.7).
Theorem 3.3. Let 1 < q < ∞, 0 < ε < pi/2, and ρ± be positive constants. Suppose that the condition (d)
holds. Then there exists an operator family SI(λ) ∈ Hol (Σε,L(YR,q(R˙N),W 2q (R˙N )N )) such that, for any
λ ∈ Σε and (f˜ , h˜) ∈ YR,q(R˙N ), v = SI(λ)GR,λ(f˜ , h˜) is a unique solution to the problem (3.7) with some
pressure term θ. In addition,
R
L(YR,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)l
(RλSI(λ)) | λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Proof. Step 1: Reduction to f˜ = 0. We first reduce (3.7) to the case f˜ = 0. To this end, we consider
problems in RN as follows:
ρ+λψ+ − µ+∆ψ+ +∇ϕ+ = f˜ , divψ+ = 0 in RN ,
ρ−λψ− − µ−∆ψ− +∇ϕ− = f˜ , divψ− = 0 in RN .
Then we have the following solution formulas (cf. [28, Section 2]):
ψ± = A±(λ)f˜ := F−1
[
F [˜f ](ξ)− |ξ|−2ξ < ξ,F [˜f ](ξ) >
ρ±λ+ µ±|ξ|2
]
(x), ϕ± = −F−1
[
< iξ,F [˜f ](ξ) >
|ξ|2
]
(x).
By [14, Theorem 3.3, proof of Theorem 3.2],
(3.8) R
L(Lq(RN )N ,Lq(RN )N˜ )
({(
λ
d
dλ
)l
(RλA±(λ)) | λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Here, we set
(3.9) ψ = A(λ)f˜ := (A+(λ)f˜ )χRN+ + (A−(λ)f˜ )χRN− , ϕ = ϕ+χRN+ + ϕ−χRN− .
Note that [[ϕ]] = 0 on RN0 and that D
αA(λ)f˜ = (DαA+(λ)f˜ )χRN+ + (DαA−(λ)f˜ )χRN− in R˙N for any multi-
index α ∈ NN0 with |α| ≤ 2. Thus, by (3.8), Proposition 2.4, and the definition of R-boundedness (cf.
Definition 1.2),
(3.10) RL(Lq(R˙N )N ,Lq(R˙N )N˜ )
({(
λ
d
dλ
)l
(RλA(λ)) | λ ∈ Σε
})
≤ γ1 (l = 0, 1),
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and also setting v = A(λ)f˜ +w and θ = ϕ+ κ in (3.7) yields that
ρλw − µ∆w +∇κ = 0 in R˙N ,
divw = 0 in R˙N ,
[[(µD(w) − κI)n0]] = [[h˜]]− [[µD(A(λ)f˜ )n0]] on RN0 ,
[[w]] = −[[A(λ)f˜ ]] on RN0 .
To analyze this system, it is enough to consider the equations:
(3.11)

ρλu− µ∆u+∇θ = 0 in R˙N ,
divu = 0 in R˙N ,
[[(µD(u) − θI)n0]] = [[h]] on RN0 ,
[[u]] = [[k]] on RN0
for given h = (h1, . . . , hN )
T ∈W 1q (R˙N )N and k = (k1, . . . , kN )T ∈W 2q (R˙N )N with kN = −ψN , where ψN is
the Nth component of ψ defined as (3.9).
Step 2: Solution formulas of (3.11). We rewrite (3.11) as follows:
(3.12)

ρ±λu± − µ±∆u± +∇θ± = 0 in RN± ,
divu± = 0 in R
N
± ,
[[µ(∂Nuj + ∂juN )]] = −[[hj ]] on RN0
[[2µ∂NuN − θ]] = −[[hN ]] on RN0 ,
[[uJ ]] = [[kJ ]] on R
N
0 ,
where u = (u1, . . . , uN )
T , u± = uχRN± , and θ± = θχRN± . Here and subsequently, j and J run from 1 to N −1
and 1 to N , respectively, and we set y′ = (y1, . . . , yN−1) for y = (y1, . . . , yN).
Let f̂(ξ′, xN ) and F−1ξ′ [g(ξ′, xN )](x′) be the partial Fourier transform with respect to x′ and its inverse
formula defined by
f̂(ξ′, xN ) =
∫
RN−1
e−ix
′·ξ′f(x′, xN ) dx
′, F−1ξ′ [g(ξ′, xN )](x′) =
1
(2pi)N−1
∫
RN−1
eix
′·ξ′g(ξ′, xN ) dξ
′.
Apply the partial Fourier transform to (3.12), and we have
(ρ±λ+ µ±|ξ′|2 − µ±∂2N )û±j(ξ′, xN ) + iξj θ̂±(ξ′, xN ) = 0, ±xN > 0,(3.13)
(ρ±λ+ µ±|ξ′|2 − µ±∂2N )û±N(ξ′, xN ) + ∂N θ̂±(ξ′, xN ) = 0, ±xN > 0,(3.14)
N−1∑
j=1
iξj û±j(ξ
′, xN ) + ∂N û±N(ξ
′, xN ) = 0, ±xN > 0,(3.15)
[[µ(iξj ûN + ∂N ûj)]](ξ
′, 0) = −[[ĥj ]](ξ′, 0),(3.16)
[[2µ∂N ûN − θ̂]](ξ′, 0) = −[[ĥN ]](ξ′, 0),(3.17)
[[ûJ ]](ξ
′, 0) = [[k̂J ]](ξ
′, 0).(3.18)
Set A = |ξ′| and B± =
√
(ρ±/µ±)λ+ |ξ′|2. By (3.13)-(3.15), we have (∂2N −A2)θ̂±(ξ′, xN ) = 0 for ±xN > 0,
and applying ∂2N −A2 to (3.13) and (3.14) yields that (ρ±λ+ µ±|ξ′|2 − µ±∂2N )(∂2N −A2)û±J(ξ′, xN ) = 0 for
±xN > 0. Thus, we will look for solutions to (3.13)-(3.18) of the forms:
û±J(ξ
′, xN ) = α±J(e
∓AxN − e∓B±xN ) + β±Je∓B±xN , θ̂±(ξ′, xN ) = γ±e∓AxN (±xN > 0).
Inserting the above formulas into (3.13)-(3.18), we have the following relations:
µ±(B
2
± −A2)α±j + iξjγ± = 0,(3.19)
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µ±(B
2
± −A2)α±N ∓Aγ± = 0(3.20)
iξ′ · α′± ∓Aα±N = 0, −iξ′ · α′± + iξ′ · β′± ±B±α±N ∓B±β±N = 0,(3.21)
µ+ {iξjβ+N + (−A+B+)α+j −B+β+j} − µ− {iξjβ−N + (A−B−)α−j +B−β−j} = −[[ĥj ]](ξ′, 0),(3.22)
[2µ+ {(−A+B+)α+N −B+β+N} − γ+]− [2µ− {(A−B−)α−N +B−β−N} − γ−] = −[[ĥN ]](ξ′, 0),(3.23)
β+J − β−J = [[k̂J ]](ξ′, 0),(3.24)
where we have set α± = (α±1, . . . , α±N ) and β± = (β±1, . . . , β±N).
From now on, we solve the equations (3.19)-(3.24). First, we write iξ′ · α′±, α±N , and γ± by using iξ′ · β′±
and β±N . By (3.21), we have
(3.25) α±N = ±−iξ
′ · β′± ±B±β±N
B± −A , iξ
′ · α′± =
A(−iξ′ · β′± ±B±β±N )
B± −A ,
which, combined with (3.20), furnishes that
(3.26) γ± =
µ±(B± +A)
A
(−iξ′ · β′± ±B±β±N ).
Next, we give exact formulas of α±J and β±J . By (3.22) and (3.25),
µ+
{−(B+ +A)iξ′ · β′+ +A(B+ −A)β+N}(3.27)
− µ−
{
(B− +A)iξ
′ · β′− +A(B− −A)β−N
}
= −iξ′ · [[ĥ′]](ξ′, 0).
In addition, by (3.23), (3.25), and (3.26),
µ+
{
(B+ −A)iξ′ · β′+ −B+(B+ +A)β+N
}
(3.28)
− µ− {(B− −A)iξ′ · β− +B−(B− +A)β−N} = −A[[ĥN ]](ξ′, 0).
It holds by (3.24) that
iξ′ · β′− = iξ′ · β′+ − iξ′ · [[k̂′]](ξ′, 0), β−N = β+N − [[k̂N ]](ξ′, 0),
which, inserted into (3.27) and (3.28), furnishes that
{µ+(B+ +A) + µ−(B− +A)} iξ′ · β′+ + {−µ+A(B+ −A) + µ−A(B− −A)} β+N = P (h,k),
{−µ+(B+ −A) + µ−(B− −A)} iξ′ · β′+ + {µ+B+(B+ + A) + µ−B−(B− +A)} β+N = Q(h,k),
where
P (h,k) = iξ′ · [[ĥ′]](ξ′, 0) + µ−(B− +A)iξ′ · [[k̂′]](ξ′, 0) + µ−A(B− −A)[[k̂N ]](ξ′, 0),
Q(h,k) = A[[ĥN ]](ξ
′, 0) + µ−(B− −A)iξ′ · [[k̂′]](ξ′, 0) + µ−B−(B− +A)[[k̂N ]](ξ′, 0).
We often denote P (h,k) and Q(h,k) by P and Q for short in the following. Let
L =
(
µ+(B+ +A) + µ−(B− +A) −µ+A(B+ −A) + µ−A(B− −A)
−µ+(B+ −A) + µ−(B− −A) µ+B+(B+ +A) + µ−B−(B− +A)
)
,
and then
detL = −(µ+ − µ−)2A3 + {(3µ+ − µ−)µ+B+ + (3µ− − µ+)µ−B−}A2
+
{
(µ+B+ + µ−B−)
2 + µ+µ−(B+ +B−)
2
}
A+ (µ+B+ + µ−B−)(µ+B
2
+ + µ−B
2
−).
The inverse matrix L−1 of L is given by
L−1 =
1
detL
(
L11 L12
L21 L22
)
with
L11 = µ+B+(B+ +A) + µ−B−(B− +A), L12 = µ+A(B+ −A)− µ−A(B− −A),(3.29)
L21 = µ+(B+ −A)− µ−(B− −A), L22 = µ+(B+ +A) + µ−(B− +A).
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Thus we have
iξ′ · β′+ =
1
detL
(L11P + L12Q) , β+N =
1
detL
(L21P + L22Q) ,(3.30)
iξ′ · β′− =
1
detL
(L11P + L12Q)− iξ′ · [[k̂′]](ξ′, 0), β−N = 1
detL
(L21P + L22Q)− [[k̂N ]](ξ′, 0).
These relations yields that
F+(h,k) := − iξ′ · β′+ +B+β+N = −
1
detL
{(L11 −B+L21)P + (L12 −B+L22)Q} ,
F−(h,k) := − iξ′ · β′− −B−β−N
=− 1
detL
{(L11 +B−L21)P + (L12 +B−L22)Q}+ iξ′ · [[k̂′]](ξ′, 0) +B−[[k̂N ]](ξ′, 0),
which, inserted into (3.25) and (3.26), furnishes that
(3.31) α±N = ±F±(h,k)
B± −A , γ± =
µ±(B± +A)F±(h,k)
A
.
By (3.19) and (3.31), we have
(3.32) α±j = − iξjF±(h,k)
A(B± −A) ,
and furthermore, by (3.22) and (3.24),
µ+B+β+j + µ−B−β−j = [[ĥj ]](ξ
′, 0) + µ−iξj [[k̂N ]](ξ
′, 0)
+
(µ+ − µ−)iξj
detL
(L21P + L22Q)− iξj
A
(µ+F+(h,k) + µ−F−(h,k)) ,
β+j − β−j = [[k̂j ]](ξ′, 0).
The last relations imply that
β±j =
1
µ+B+ + µ−B−
(
[[ĥj ]](ξ
′, 0) + µ−iξj [[k̂N ]](ξ
′, 0) +
(µ+ − µ−)iξj
detL
(L21P + L22Q)(3.33)
− iξj
A
(µ+F+(h,k) + µ−F−(h,k)) ± µ∓B∓[[k̂j ]](ξ′, 0)
)
.
By the symbols (3.30)-(3.33), we can give solution formulas of (3.11) as follows:
u±J(x) = −F−1ξ′ [α±J(B± −A)M±(±xN )](x′) + F−1ξ′ [β±Je∓B±xN ](x′),(3.34)
θ±(x) = F−1ξ′ [γ±e∓AxN ](x′), M±(a) =
e−B±a − e−Aa
B± −A .
Step 3: Construction of solution operators for (3.34). Setting
P ′(h,k′) = iξ′ · [[ĥ′]](ξ′, 0) + µ−(B− +A)iξ′ · [[k̂′]](ξ′, 0),
Q′(h,k′) = A[[ĥN ]](ξ
′, 0) + µ−(B− −A)iξ′ · [[k̂′]](ξ′, 0),
PN (kN ) = µ−A(B− −A)[[k̂N ]](ξ′, 0), QN (kN ) = µ−B−(B− +A)[[k̂N ]](ξ′, 0),
F ′+(h,k′) = −
1
detL
{(L11 −B+L21)P ′(h,k′) + (L12 −B+L22)Q′(h,k′)} ,
F ′−(h,k′) = −
1
detL
{(L11 + B−L21)P ′(h,k′) + (L12 +B−L22)Q′(h,k′)}+ iξ′ · [[k̂′]](ξ′, 0),
F+N (kN ) = −µ−[[k̂N ]](ξ
′, 0)
detL
{A(B− −A)(L11 −B+L21) +B−(B− +A)(L12 −B+L22)} ,
F−N(kN ) = −µ−[[k̂N ]](ξ
′, 0)
detL
{A(B− −A)(L11 +B−L21) +B−(B− +A)(L12 +B−L22)}+B−[[k̂N ]](ξ′, 0),
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we see that
P (h,k) = P ′(h,k′) + PN (kN ), Q(h,k) = Q
′(h,k′) +QN (kN ),
F+(h,k) = F ′+(h,k′) + F+N(kN ), F−(h,k) = F ′−(h,k′) + F−N(kN ).
We also define operators S±J (λ) and T±J(λ) by
S±j(λ)(h,k
′) = F−1ξ′
[
e∓B±xN
µ+B+ + µ−B−
[[ĥj ]](ξ
′, 0)
]
(x′)±F−1ξ′
[
µ∓B∓e
∓B±xN
µ+B+ + µ−B−
[[k̂j ]](ξ
′, 0)
]
(x′)(3.35)
+ F−1ξ′
[(
iξj
A
) F ′±(h,k′)
A
AM±(±xN )
]
(x′)
+ (µ+ − µ−)F−1ξ′
[(
iξj
µ+B+ + µ−B−
)
L21P
′(h,k′) + L22Q
′(h,k′)
AdetL
Ae∓B±xN
]
(x′)
− F−1ξ′
[(
iξj
A
)
µ+F ′+(h,k′) + µ−F ′−(h,k′)
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′),
S±N (λ)(h,k
′) = ∓F−1ξ′
[F ′±(h,k′)
A
AM±(±xN )
]
(x′)
+ F−1ξ′
[
L21P
′(h,k′) + L22Q
′(h,k′)
AdetL
Ae∓B±xN
]
(x′),
T±j(λ)kN = F−1ξ′
[(
iξj
A
) F±N(kN )
A
AM±(±xN )
]
(x′)
+ F−1ξ′
[
µ−iξj
µ+B+ + µ−B−
e∓B±xN [[k̂N ]](ξ
′, 0)
]
(x′)
+ (µ+ − µ−)F−1ξ′
[(
iξj
µ+B+ + µ−B−
)
L21PN (kN ) + L22QN (kN )
AdetL
Ae∓B±xN
]
(x′)
− F−1ξ′
[(
iξj
A
)
µ+F+N (kN ) + µ−F−N (kN )
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′),
T±N(λ)kN = ∓F−1ξ′
[F±N(kN )
A
AM±(±xN )
]
(x′) + F−1ξ′
[
L21PN (kN ) + L22QN(kN )
AdetL
Ae∓B±xN
]
(x′)
+
(±1− 1
2
)
F−1ξ′
[
eB−xN [[k̂N ]](ξ
′, 0)
]
(x′).
Then u±J = S±J(λ)(h,k
′) + T±J(λ)kN .
Step 4: R-boundedness of solution operator families (3.35). We show the R-boundedness of the
operator families (3.35). To this end, we introduce two classes of multipliers. Let 0 < ε < pi/2 and γ0 ≥ 0,
and let m(ξ′, λ) be a function defined on (RN−1 \ {0})× Σε,γ0 , which is infinitely many times differentiable
with respect to ξ′ ∈ RN−1 \ {0} and is holomorphic with respect to λ ∈ Σε,γ0 . Here we have set Σε,0 = Σε.
If there exists a real number s such that, for any multi-index α′ = (α1, . . . , αN−1) ∈ NN−10 and (ξ′, λ) ∈
(RN−1 \ {0})× Σε,γ0 , there hold the estimates:
|Dα′ξ′m(ξ′, λ)| ≤ Cs,α′,ε,γ0(|λ|1/2 +A)s−|α
′|,
∣∣∣∣Dα′ξ′ (λ ddλm(ξ′, λ)
)∣∣∣∣ ≤ Cs,α′,ε,γ0(|λ|1/2 +A)s−|α′|
with some positive constant Cs,α′,ε,γ0 , thenm(ξ
′, λ) is called a multiplier of order s with type 1. If there exists
a real number s such that, for any multi-index α′ = (α1, . . . , αN−1) ∈ NN−10 and (ξ′, λ) ∈ (RN−1\{0})×Σε,γ0,
there holds the estimates:
|Dα′ξ′m(ξ′, λ)| ≤ Cs,α′,ε,γ0(|λ|1/2 +A)sA−|α
′|,
∣∣∣∣Dα′ξ′ (λ ddλm(ξ′, λ)
)∣∣∣∣ ≤ Cs,α′,ε,γ0(|λ|1/2 +A)sA−|α′|
with some positive constant Cs,α′,ε,γ0 , then m(ξ
′, λ) is called a multiplier of order s with type 2. In what
follows, we denote the set of all multipliers defined on (RN−1 \ {0})× Σε,γ0 of order s with type l (l = 1, 2)
byMs,l,ε,γ0 . We here give typical examples of multiplies as follows: the Riesz kernel ξj/|ξ′| (j = 1, . . . , N −1)
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is a multiplier of order 0 with type 2. Functions ξj and λ
1/2 are multiplies of order 1 with type 1. We also
introduce the following two fundamental lemmas (cf. [28, Lemma 4.6, Lemma 4.8]).
Lemma 3.4. Let s1, s2 ∈ R, 0 < ε < pi/2, and γ0 ≥ 0.
(1) Given mi ∈ Msi,1,ε,γ0 (i = 1, 2), we have m1m2 ∈Ms1+s2,1,ε,γ0 .
(2) Given li ∈Msi,i,ε,γ0 (i = 1, 2), we have l1l2 ∈Ms1+s2,2,ε,γ0 .
(3) Given ni ∈ Msi,2,ε,γ0 (i = 1, 2), we have n1n2 ∈ Ms1+s2,2,ε,γ0 .
Lemma 3.5. Let s ∈ R and 0 < ε < pi/2. Then the following assertions hold:
(1) Bs± ∈ Ms,1,ε,0, (A+B±)s ∈ Ms,2,ε,0, and (detL)s ∈ M3s,2,ε,0.
(2) As ∈Ms,2,ε,0, provided that s ≥ 0.
(3) For real numbers a, b satisfying a+ b > 0, we have (aB+ + bB−)
s ∈ Ms,1,ε,0.
(4) L11, L12, L21, and L22 defined as (3.29) satisfy L11, L12 ∈ M2,2,ε,0 and L21, L22 ∈M1,2,ε,0.
We start with the following lemma to show the R-boundedness of the operators S±J(λ), T±J(λ).
Lemma 3.6. Let 0 < ε < pi/2, γ0 ≥ 0, and 1 < q <∞. Given multiplies
m1 ∈M−1,1,ε,γ0 , m2 ∈M−2,2,ε,γ0 , m3 ∈M−1,2,ε,γ0 , m4 ∈ M0,1,ε,γ0 , m5 ∈ M0,2,ε,γ0 ,
we define operators K±i(λ) on W
1
q (R˙
N ) and L±i(λ) on W
2
q (R˙
N ) (i = 1, 2, 3) by the formulas:
[K±1(λ)f ](x) = F−1ξ′
[
m1(ξ
′, λ)e∓B±xN [[f̂ ]](ξ′, 0)
]
(x′),
[K±2(λ)f ](x) = F−1ξ′
[
m2(ξ
′, λ)Ae∓B±xN [[f̂ ]](ξ′, 0)
]
(x′),
[K±3(λ)f ](x) = F−1ξ′
[
m3(ξ
′, λ)AM±(±xN )[[f̂ ]](ξ′, 0)
]
(x′),
[L±1(λ)g](x) = F−1ξ′
[
m4(ξ
′, λ)e∓B±xN [[ĝ]](ξ′, 0)
]
(x′),
[L±2(λ)g](x) = F−1ξ′
[
m3(ξ
′, λ)Ae∓B±xN [[ĝ]](ξ′, 0)
]
(x′),
[L±3(λ)g](x) = F−1ξ′ [m5(ξ′, λ)AM±(±xN )[[ĝ]](ξ′, 0)] (x′)
for ±xN > 0 and λ ∈ Σε,γ0 . Then there exist operator families K˜±i(λ), L˜±i(λ) with
K˜±i(λ) ∈ Hol (Σε,γ0 ,L(Lq(R˙N )N+1,W 2q (RN± ))), L˜±i(λ) ∈ Hol (Σε,γ0 ,L(Lq(R˙N )N
2+N+1,W 2q (R
N
± )))
such that K±i(λ)f = K˜±i(λ)(∇f, λ1/2f), L±j(λ)g = L˜±i(λ)(∇2g, λ1/2∇g, λg), and
RL(Lq(R˙N )N+1,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜±i(λ)
)
| λ ∈ Σε,γ0
})
≤ γ1,
RL(Lq(R˙N )N2+N+1,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλL˜±i(λ)
)
| λ ∈ Σε,γ0
})
≤ γ1
for l = 0, 1 and i = 1, 2, 3.
Proof. It was essentially proved in [28, Lemma 5.1, 5.2, 5.3, 5.4]. 
Lemma 3.6 enables us to obtain the following lemma.
Lemma 3.7. Let 0 < ε < pi/2 and 1 < q <∞. Given a multiplier m0 ∈ M0,2,ε,0, we define operators K±i(λ)
on W 1q (R˙
N)N ×W 2q (R˙N )N−1 (i = 1, 2, 3) by the formulas:
[K±1(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′, λ)
L21P
′(h,k′) + L22Q
′(h,k′)
AdetL
Ae∓B±xN
]
(x′),
[K±2(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′, λ)
F ′±(h,k′)
A
AM±(±xN )
]
(x′),
[K±3(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′, λ)
F ′±(h,k′)
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′)
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for ±xN > 0 and λ ∈ Σε. Then there exist operator families K˜±i(λ) ∈ Hol (Σε,L(Lq(R˙N )N ,W 2q (RN± ))) such
that K±i(λ)(h,k′) = K˜±i(λ)(∇h, λ1/2h,∇2k′, λ1/2∇k′, λk′) and
RL(Lq(R˙N )N ,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜±i(λ)
)
| λ ∈ Σε
})
≤ γ1
for l = 0, 1 and i = 1, 2, 3, where N = N2 +N +N2(N − 1) +N(N − 1) + (N − 1).
Proof. We only show the case K±1(λ). Note that
[K±1(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′, λ)
L21
detL
Ae∓B±xN
iξ′
A
· [[ĥ′]](ξ′, 0)
]
(x′)
+ F−1ξ′
[
m0(ξ
′, λ)
L22
detL
Ae∓B±xN [[ĥN ]](ξ
′, 0)
]
(x′)
+ µ−F−1ξ′
[
m0(ξ
′, λ)
(B− +A)L21 + (B− −A)L22
detL
Ae∓B±xN
iξ′
A
· [[k̂′]](ξ′, 0)
]
(x′)
=: [K1±1(λ)h′](x) + [K2±1(λ)hN ](x) + [K3±1(λ)k′](x).
By Lemma 3.4 and Lemma 3.5,
m0
L21
detL
, m0
L22
detL
∈M−2,2,ε,0, m0 (B− +A)L21 + (B− −A)L22
detL
∈ M−1,2,ε,0,
which, combined with Lemma 3.6, furnishes that there exist operator families K˜i±1(λ) (i = 1, 2, 3) with
K˜1±1(λ) ∈ Hol (Σε,L(Lq(R˙N)(N−1)(N+1),W 2q (RN± ))),
K˜2±1(λ) ∈ Hol (Σε,L(Lq(R˙N)N+1,W 2q (RN± ))),
K˜3±1(λ) ∈ Hol (Σε,L(Lq(R˙N)(N−1)(N
2+N+1),W 2q (R
N
± )))
such that
K1±1(λ)h′ = K˜1±1(λ)(∇h′, λ1/2h′), K2±1(λ)hN = K˜2±1(λ)(∇hN , λ1/2hN ),
K3±1(λ)k′ = K˜3±1(λ)(∇2k′, λ1/2∇k′, λk′)
and
RL(Lq(R˙N )(N−1)(N+1),Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜1±1(λ)
)
| λ ∈ Σε
})
≤ γ1,
RL(Lq(R˙N )N+1,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜2±1(λ)
)
| λ ∈ Σε
})
≤ γ1,
RL(Lq(R˙N )(N−1)(N2+N+1),Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜3±1(λ)
)
| λ ∈ Σε
})
≤ γ1
for l = 0, 1. Thus setting
K˜±1(λ)(∇h, λ1/2h,∇2k′, λ1/2∇k′, λk′)
= K˜1±1(λ)(∇h′, λ1/2h′) + K˜2±1(λ)(∇hN , λ1/2hN ) + K˜3±1(λ)(∇2k′, λ1/2∇k′, λk′)
implies, by Proposition 2.4, that we have obtained the required operator K˜±1(λ) of Lemma 3.7. 
To treat T±J(λ), we use the following lemma.
Lemma 3.8. Let 0 < ε < pi/2 and 1 < q <∞. Suppose that kN is given by kN = −ψN , where ψN is the N th
component of ψ = A(λ)f˜ (λ ∈ Σε) defined as (3.9). Given a multiplier m0 ∈ M0,2,ε,0, we define operators
TWO-PHASE STOKES RESOLVENT EQUATIONS 23
K±i(λ) (i = 4, 5, 6) by the formulas:
[K±4(λ)kN ](x) = F−1ξ′
[
m0(ξ
′, λ)
L21PN (kN ) + L22QN (kN )
AdetL
Ae∓B±xN
]
(x′),
[K±5(λ)kN ](x) = F−1ξ′
[
m0(ξ
′, λ)
F±N (kN )
A
AM±(±xN )
]
(x′),
[K±6(λ)kN ](x) = F−1ξ′
[
m0(ξ
′, λ)
F±N(kN )
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′)
for ±xN > 0 and λ ∈ Σε. Then there exist operator families K˜±i(λ) ∈ Hol (Σε,L(Lq(R˙N)N ,W 2q (RN± ))) such
that K±i(λ)kN = K˜±i(λ)f˜ and
RL(Lq(R˙N )N ,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜±i(λ)
)
| λ ∈ Σε
})
≤ γ1
for l = 0, 1 and i = 4, 5, 6.
Proof. We only consider the case K±4(λ). First, we give some special formula of [[k̂N ]] = −(ψ̂+N (ξ′, 0) −
ψ̂−N(ξ
′, 0)). Let f˜ = (f˜1, . . . , f˜N)
T . Since
ψ±N (x) = F−1ξ
[
A2
|ξ|2(ρ±λ+ µ±|ξ|2)F [f˜N ](ξ)
]
(x′)−
N−1∑
j=1
F−1ξ
[
ξNξj
|ξ|2(ρ±λ+ µ±|ξ|2)F [f˜j](ξ)
]
(x),
it holds that
ψ̂±N(ξ
′, xN ) =
∫ ∞
−∞
A2
̂˜
fN (ξ
′, yN )
(
1
2pi
∫ ∞
−∞
ei(xN−yN )ξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN
)
dyN
−
N−1∑
j=1
∫ ∞
−∞
ξj
̂˜
fj(ξ
′, yN )
(
1
2pi
∫ ∞
−∞
ξNe
i(xN−yN )ξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN
)
dyN .
On the other hand, we have, by the residue theorem,
1
2pi
∫ ∞
−∞
eiaξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN =
1
2ρ±λ
(
e−|a|A
A
− e
−|a|B±
B±
)
,
1
2pi
∫ ∞
−∞
ξNe
iaξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN = sign(a)
i
2ρ±λ
(
e−|a|A − e−|a|B±
)
for a ∈ R, where sign(a) = ±1 when ±a > 0 and sign(a) = 0 when a = 0. Inserting these formulas into the
above identity of ψ̂±N (ξ
′, xN ) with xN = 0 yields that
ψ̂±N (ξ
′, 0) =
∫ ∞
−∞
A2
2ρ±λ
(
e−A|yN |
A
− e
−B±|yN |
B±
) ̂˜
fN (ξ
′, yN ) dyN
−
N−1∑
j=1
∫ ∞
−∞
iξj sign(yN )
2ρ±λ
(
e−A|yN | − e−B±|yN |
) ̂˜
fj(ξ
′, yN ) dyN .
By ρ±λ = µ±(B
2
± −A2), we have
ψ̂±N (ξ
′, 0) =
1
2µ±
∫ ∞
−∞
A
B±(B± +A)
e−B±|yN |
̂˜
fN (ξ
′, yN ) dyN
− 1
2µ±
∫ ∞
−∞
A
B± +A
M±(|yN |)̂˜fN (ξ′, yN ) dyN
− 1
2µ±
N−1∑
j=1
∫ ∞
−∞
iξj
B± +A
sign(yN )M±(|yN |) ̂˜fj(ξ′, yN ) dyN .
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Thus, by Lemma 3.4 and Lemma 3.5, there exist m± ∈ (M−2,2,ε,0)N and n± ∈ (M−1,2,ε,0)N such that
[[k̂N ]](ξ
′, 0)
=
∑
s∈{+,−}
{∫ ∞
−∞
Ae−Bs|yN |ms(ξ
′, λ) · ̂˜f(ξ′, yN ) dyN + ∫ ∞
−∞
AMs(|yN |)ns(ξ′, λ) · ̂˜f(ξ′, yN) dyN} ,
which, combined with the formula of K±4(λ), furnishes that
[K±4(λ)kN ](x) =
∑
s∈{+,−}
∫ ∞
−∞
F−1ξ′
[
Ae∓B±xN e−Bs|yN |
l(ξ′, λ)m0(ξ
′, λ)ms(ξ
′, λ)
detL
· ̂˜f(ξ′, yN )] (x′)
+
∑
s∈{+,−}
∫ ∞
−∞
F−1ξ′
[
Ae∓B±xNMs(|yN |) l(ξ
′, λ)m0(ξ
′, λ)ns(ξ
′, λ)
detL
· ̂˜f (ξ′, yN )] (x′) =: [K˜±4(λ)f˜ ](x)
with l(ξ′, λ) = µ−{L21A(B− −A) + L22B−(B− +A)}. By Lemma 3.4 and Lemma 3.5,
l(ξ′, λ)m0(ξ
′, λ)m±(ξ
′, λ)
detL
∈ (M−2,2,ε,0)N , l(ξ
′, λ)m0(ξ
′, λ)n±(ξ
′, λ)
detL
∈ (M−1,2,ε,0)N ,
which, combined with [29, Lemma 5.6] (cf. also [23, Lemma B.2]), shows that K˜±4(λ) is the required operator
in Lemma 3.8. This completes the proof of the lemma. 
We apply Lemma 3.6, Lemma 3.7, and Lemma 3.8 to (3.35) together with Proposition 2.4, Lemma 3.4,
and Lemma 3.5 to see that there exist operator families S˜±J(λ), T˜±J(λ) with
S˜±J (λ) ∈ Hol (Σε,L(Lq(R˙N )N ,W 2q (RN± ))), T˜±J(λ) ∈ Hol (Σε,L(Lq(R˙N)N ,W 2q (RN± )))
such that S±J(λ)(h,k
′) = S˜±J(λ)(∇h, λ1/2h,∇2k′,∇k′, λk′), T±J(λ)kN = T˜±J(λ)f˜ , and
RL(Lq(R˙N )N ,Lq(R±)N2+N+1)
({(
λ
d
dλ
)l(
RλS˜±J (λ)
)
| λ ∈ Σε
})
≤ γ1,
RL(Lq(R˙N )N ,Lq(R±)N2+N+1)
({(
λ
d
dλ
)l(
RλT˜±J(λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1),
where N is the same number as in Lemma 3.7. Thanks to these properties and Proposition 2.4, setting
S±(λ)(h,k
′) = (S±1(λ)(f ,k
′), . . . , S±N (λ)(h,k
′))T , T±(λ)kN = (T±1(λ)kN , . . . , T±N(λ)kN )
T ,
S(λ)(h,k′) = (S+(λ)(h,k
′))χRN+ + (S−(λ)(h,k
′))χRN− , T (λ)kN = (T+(λ)kN )χRN+ + (T−(λ)kN )χRN− ,
we can construct an operator family B(λ) ∈ Hol (Σε,L(Lq(R˙N )N+N ),W 2q (R˙N )N ) such that
B(λ)(∇h, λ1/2h,∇2k′,∇k′, λk′, f˜) = S(λ)(h,k′) + T (λ)kN ,
which solves the problem (3.11), and
R
L(Lq(R˙N )N+N ,Lq(R˙N )N˜ )
({(
λ
d
dλ
)l(
RλB(λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Thus, we define an operator family SI(λ) as
SI(λ)GR,λ(f˜ , h˜) = A(λ)f˜ + B(λ)(∇h, λ1/2h,∇2k′,∇k′, λk′, f˜ )
with h = h˜− µD(A(λ)f˜ )n0 and k = −A(λ)f˜ , which, combined with (3.10) and Proposition 2.4, shows that
SI(λ) is the required operator in Theorem 3.3. This completes the proof of Theorem 3.3. 
Since RλV (g) = (V
1(∇g), V 2(λ1/2g), V 3(λg)) as follows from Lemma 3.2, we have the following theorem
by combining Theorem 3.3 with Lemma 3.2 and by setting
Yq = {(f , g,h) | f ∈ Lq(R˙N )N , g ∈W 1q (R˙N ) ∩W−1q (RN ),h ∈ W 1q (R˙N )N},
Yq = {(F1, . . . , F6) | F1, F4, F6 ∈ Lq(R˙N )N , F2 ∈ Lq(R˙N)N3 , F3, F5 ∈ Lq(R˙N )N2}.
Gλ(f , g,h) = (f , V
1(∇g), V 2(λ1/2g), V 3(λg),∇h, λ1/2h) = (f , RλV (g),∇h, λ1/2h).
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Theorem 3.9. Let 1 < q < ∞, 0 < ε < pi/2, and ρ± be positive constants, and let V be the same
operator as in Lemma 3.2. Suppose that the condition (d) holds. Then there exists an operator family
TI(λ) ∈ Hol (Σε,L(Yq,W 2q (R˙N )N )) such that u = V (g)+TI(λ)Gλ(f , g,h) is a unique solution to the problem
(3.4) with some pressure θ for λ ∈ Σε and (f , g,h) ∈ Yq. In addition,
RL(Yq ,Lq(R˙N )N˜ )
({(
λ
d
dλ
)l(
RλTI(λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Proof of Theorem 3.1. Let 1 < q <∞ and q′ = q/(q − 1). According to what was pointed out in Subsection
2.1, we consider, as an auxiliary problem, the following weak problem:
(3.36) λ(g, ϕ)
R˙N
+ (∇g,∇ϕ)
R˙N
= −(f ,∇ϕ)
R˙N
for all ϕ ∈W 1q′ (RN), [[g]] =< [[h]],n0 > on RN0 .
Concerning this weak problem, we show the following proposition.
Proposition 3.10. Let 0 < ε < pi/2 and 1 < q <∞. Suppose that V is the same operator as in Lemma 3.2.
Then, for any λ ∈ Σε and (f ,h) ∈ YR,q(R˙N), the problem (3.36) admits a unique solution g ∈ W 1q (R˙N ) ∩
W−1q (R
N ). In addition, there exists an operator family V(λ) ∈ Hol (Σε,L(YR,q(R˙N ),W 2q (R˙N )N )) such that
(3.37) R
L(YR,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)l(
RλV(λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1)
and V (g) = V(λ)(f ,∇h, λ1/2h) for any (f ,h) ∈ YR,q(R˙N ), where g is the solution to (3.36).
Proof. We only show the existence of the R-bounded solution operator family V(λ), since the unique solv-
ability of the weak problem (3.36) was already mentioned in Proposition 2.1.
It suffices to consider the case f ∈ C∞0 (R˙N )N in what follows, since C∞0 (R˙N) is dense in Lq(R˙N ). Then
the g satisfying (3.36) is given by g = ϕ+ ψ with
(λ −∆)ϕ = div f in RN ,

(λ−∆)ψ = 0 in R˙N ,
[[ψ]] = [[h]], [[
∂ψ
∂n0
]] = 0 on RN0 ,
where h =< h,n0 > and ∂ψ/∂n0 = n0 · ∇ψ = −∂Nψ.
Step 1: Solution formulas. We give the exact solution formulas of ϕ, ψ. The ϕ is given by
(3.38) ϕ = F−1
[F [div f ](ξ)
λ+ |ξ|2
]
(x) = F−1
[
< iξ,F [f ](ξ) >
λ+ |ξ|2
]
(x).
On the other hand, we rewrite the system for ψ as follows:
(3.39)

(λ−∆)ψ± = 0 in RN± ,
ψ+ − ψ− = [[h]] on RN0 ,
∂Nψ+ − ∂Nψ− = 0 on RN0 ,
where we have set ψ± = ψχRN± . Applying the partial Fourier transform with respect to x
′ ∈ RN−1 to (3.39)
furnishes that 
{
∂2N − (λ+ |ξ′|2)
}
ψ̂±(ξ
′, xN ) = 0, ±xN > 0,
ψ̂+(ξ
′, 0)− ψ̂−(ξ′, 0) = [[ĥ]](ξ′, 0),
(∂N ψ̂+)(ξ
′, 0)− (∂N ψ̂−)(ξ′, 0) = 0.
Solving this system as ordinary differential equations with respect to xN and setting B =
√
λ+A2 with
A = |ξ′|, we obtain ψ̂±(ξ′, xN ) = ±(1/2)[[ĥ]](ξ′, 0)e∓BxN (±xN > 0), which implies that
(3.40) ψ± = ψ±(x
′, xN ) = ±1
2
F−1ξ′
[
[[ĥ]](ξ′, 0)e∓BxN
]
(x′) (±xN > 0)
solves the problem (3.39). Hence, ψ = ψ+χRN+ + ψ−χRN− .
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Step 2: Construction of R-bounded solution operator families. Since V (ϕ + ψ) = V (ϕ) + V (ψ),
we consider V (ϕ), V (ψ) one by one. First we construct a R-bounded solution operator family for V (ϕ). By
(3.6) and (3.38),
V (ϕ) = F−1
[
ξ < ξ,F [f ](ξ) >
|ξ|2(λ+ |ξ|2)
]
(x) =: V1(λ)f .
As was discussed in (3.8), we already know that
V1(λ) ∈ Hol (Σε,L(Lq(RN )N ,W 2q (RN )N )),
RL(Lq(RN )N ,Lq(RN )N˜ )
({(
λ
d
dλ
)l(
RλV
1(λ)
) | λ ∈ Σε}) ≤ γ1 (l = 0, 1).
Next, we consider the term V (ψ). By (3.6), we have, for j = 1, . . . , N − 1,
V̂j(ψ)(ξ
′, xN ) = −
∫ ∞
−∞
iξjψ̂(ξ
′, yN )
(
1
2pi
∫ ∞
−∞
ei(xN−yN )ξN
|ξ|2 dξN
)
dyN ,(3.41)
V̂N (ψ)(ξ
′, xN ) = −
∫ ∞
−∞
ψ̂(ξ′, yN )
(
1
2pi
∫ ∞
−∞
iξNe
i(xN−yN )ξN
|ξ|2 dξN
)
dyN .
Since it holds, by the residue theorem, that
1
2pi
∫ ∞
−∞
eiaξN
|ξ|2 dξN =
e−|a|A
2A
,
1
2pi
∫ ∞
−∞
iξNe
iaξN
|ξ|2 dξN = −sign(a)
e−|a|A
2
(a ∈ R \ {0}),
we insert these formulas into (3.41) in order to obtain
V̂j(ψ)(ξ
′, xN ) = − iξj
2A
∫ ∞
−∞
e−|xN−yN |Aψ̂(ξ′, yN ) dyN ,
V̂N (ψ)(ξ
′, xN ) =
1
2
∫ ∞
−∞
sign(xN − yN )e−|xN−yN |Aψ̂(ξ′, yN ) dyN .
This combined with (3.40) furnishes that
Vj(ψ) = −F−1ξ′
[
iξj
4A
[[ĥ]](ξ′, 0)
∫ ∞
0
(
e−|xN−yN |A − e−|xN+yN |A
)
e−ByN dyN
]
(x′),
VN (ψ) = F−1ξ′
[
[[ĥ]](ξ′, 0)
4
∫ ∞
0
(
sign(xN − yN )e−|xN−yN |A − sign(xN + yN )e−|xN+yN |A
)
e−ByN dyN
]
(x′).
By direct calculations, we have the following lemma.
Lemma 3.11. Let 0 < ε < pi/2 and ξ′ ∈ RN−1 \ {0}. We set
A = |ξ′|, B =
√
λ+ |ξ′|2, M(a) = e
−Ba − e−Aa
B −A (λ ∈ Σε, a > 0).
Then it holds that, for ±xN > 0,∫ ∞
0
(
e−|xN−yN |A − e−|xN+yN |A
)
e−ByN dyN = ∓ 2A
B +A
M(±xN ),∫ ∞
0
(
sign(xN − yN)e−|xN−yN |A − sign(xN + yN)e−|xN+yN |A
)
e−ByN dyN
= − 2A
B +A
M(±xN )− 2
B +A
e∓BxN .
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This lemma yields that, for ±xN > 0 and j = 1, . . . , N − 1,
[Vj(ψ)](x
′, xN ) = ±F−1ξ′
[(
iξj
2A(B +A)
)
AM(±xN )[[ĥ]](ξ′, 0)
]
(x′),
[VN (ψ)](x
′, xN ) = −1
2
F−1ξ′
[
A
B +A
M(±xN )[[ĥ]](ξ′, 0)
]
(x′)− 1
2
F−1ξ′
[
e∓BxN
B +A
[[ĥ]](ξ′, 0)
]
(x′)
=: [V 1N (ψ)](x
′, xN ) + [V
2
N (ψ)](x
′, xN ).
By Lemma 3.6 and h =< h,n0 >, there exist Vj(λ),V
1
N (λ) ∈ Hol (Σε,L(Lq(R˙N )N
2+N ,W 2q (R˙
N ))) such
that Vj(ψ) = Vj(λ)(∇h, λ1/2h), V 1N (ψ) = V1N (λ)(∇h, λ1/2h), and
RL(Lq(R˙N )N2+N ,Lq(R˙N )2(N2+N+1))
({(
λ
d
dλ
)l(
RλVj(λ), RλV
1
N (λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1).
To treat V 2N (ψ), we show the following lemma.
Lemma 3.12. Let 0 < ε < pi/2 and 1 < q <∞. We define a operator K±(λ) on W 1q (R˙N ) by the formulas:
[K±(λ)f ](x) = F−1ξ′
[
e∓BxN
B +A
[[f̂ ]](ξ′, 0)
]
(x′) (±xN > 0, λ ∈ Σε).
Then there exists an operator families K˜±(λ) ∈ Hol (Σε,L(Lq(R˙N )N+1,W 2q (RN± ))) such that K±(λ)f =
K˜±(λ)(∇f, λ1/2f) and
(3.42) RL(Lq(R˙N )N+1,Lq(RN± )N2+N+1)
({(
λ
d
dλ
)l(
RλK˜±(λ)
)
| λ ∈ Σε
})
≤ γ1 (l = 0, 1).
Proof. By using the relation: g(xN )h(0) = −
∫∞
0 d/dyN (g(xN + yN )h(yN )) dyN for functions g, h satisfying
g(xN + yN )h(yN )→ 0 as yN →∞, we rewrite K±(λ)f as
K±(λ)f = ±
∫ ∞
0
F−1ξ′
[
λ1/2
B(B +A)
e∓BxN−ByN
(
λ̂1/2f(ξ′, yN)− λ̂1/2f(ξ′,−yN)
)]
(x′) dyN
∓
N−1∑
j=1
∫ ∞
0
F−1ξ′
[
iξj
B(B +A)
e∓BxN−ByN
(
∂̂jf(ξ
′, yN)− ∂̂jf(ξ′,−yN )
)]
(x′) dyN
±
∫ ∞
0
F−1ξ′
[
1
B +A
e∓BxN−ByN
(
∂̂Nf(ξ
′, yN ) + ∂̂Nf(ξ
′,−yN)
)]
(x′) dyN =: K˜±(λ)(∇f, λ1/2f)
for ±xN > 0, respectively, where we have used B2 = λ + A2. From now on, we show the estimate (3.42).
Noting λ = (B+A)(B−A) and B/(B+A) = 1−A/(B+A), we have, for k, l = 1, . . . , N − 1 and ±xN > 0,(
∂k∂l, ∂k∂N , ∂N∂l, λ
1/2∂k
)
K˜±(λ)(∇f, λ1/2f)
= ±
∫ ∞
0
F−1ξ′
[
λ1/2m(ξ′, λ)
B
Ae∓BxN−ByN
(
λ̂1/2f(ξ′, yN)− λ̂1/2f(ξ′,−yN)
)]
(x′) dyN
∓
N−1∑
j=1
∫ ∞
0
F−1ξ′
[
iξjm(ξ
′, λ)
B
Ae∓BxN−ByN
(
∂̂jf(ξ
′, yN )− ∂̂jf(ξ′,−yN)
)]
(x′) dyN
±
∫ ∞
0
F−1ξ′
[
m(ξ′, λ)Ae∓BxN−ByN
(
∂̂Nf(ξ
′, yN ) + ∂̂Nf(ξ
′,−yN)
)]
(x′) dyN ,(
∂2N , λ
1/2∂N
)
K˜±(λ)(∇f, λ1/2f)
= ±
∫ ∞
0
F−1ξ′
[(
λ1/2
B
)
(n(ξ′, λ)−Al(ξ′, λ)) e∓BxN−ByN
(
λ̂1/2f(ξ′, yN )− λ̂1/2f(ξ′,−yN)
)]
(x′) dyN
∓
N−1∑
j=1
∫ ∞
0
F−1ξ′
[(
iξj
B
)
(n(ξ′, λ)−Al(ξ′, λ)) e∓BxN−ByN
(
∂̂jf(ξ
′, yN)− ∂̂jf(ξ′,−yN )
)]
(x′) dyN
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±
∫ ∞
0
F−1ξ′
[
(n(ξ′, λ)−Al(ξ′, λ)) e∓BxN−ByN
(
∂̂Nf(ξ
′, yN) + ∂̂Nf(ξ
′,−yN)
)]
(x′) dyN ,
λK˜±(λ)(∇f, λ1/2f)
= ±
∫ ∞
0
F−1ξ′
[(
λ1/2
B
)
(B −A)e∓BxN−ByN
(
λ̂1/2f(ξ′, yN)− λ̂1/2f(ξ′,−yN)
)]
(x′) dyN
∓
N−1∑
j=1
∫ ∞
0
F−1ξ′
[(
iξj
B
)
(B −A)e∓BxN−ByN
(
∂̂jf(ξ
′, yN )− ∂̂jf(ξ′,−yN)
)]
(x′) dyN
±
∫ ∞
0
F−1ξ′
[
(B −A)e∓BxN−ByN
(
∂̂Nf(ξ
′, yN ) + ∂̂Nf(ξ
′,−yN)
)]
(x′) dyN ,
where we have set
m(ξ′, λ) =
(
− ξkξl
A(B +A)
,
∓iξkB
A(B +A)
,
∓iξlB
A(B +A)
,
iξkλ
1/2
A(B +A)
)
,
n(ξ′, λ) =
(
B,∓λ1/2
)
, l(ξ′, λ) =
(
B
B +A
,
∓λ1/2
B +A
)
.
Since m(ξ′, λ), l(ξ′, λ) ∈ M0,2,ε,0 and n(ξ′, λ) ∈ M1,1,ε,0, applying [29, Lemma 5.4] with Lemma 3.4, Lemma
3.5 to the above formulas of K˜±(λ)(∇f, λ1/2f) furnishes (3.42). This completes the proof of the lemma. 
By Lemma 3.12 and h =< h,n0 >, there exists V
2
N (λ) ∈ Hol (Σε,L(Lq(R˙N )N
2+N ,W 2q (R˙
N))) such that
V 2N (ψ) = V
2
N (λ)(∇h, λ1/2h) and
RL(Lq(R˙N )N2+N ,Lq(R˙N )N2+N+1)
({(
λ
d
dλ
)l(
RλV
2
N (λ)
) | λ ∈ Σε}) ≤ γ1 (l = 0, 1).
Recalling Remark 2.3 (1), we set, for (H2, H3) ∈ Lq(R˙N )N2 × Lq(R˙N)N ,
V2(λ)(H2, H3) =
(
V1(λ)(H2, H3), . . . ,VN−1(λ)(H2, H3),V
1
N (λ)(H2, H3) +V
2
N (λ)(H2, H3)
)T
.
Then V(λ)H = V1(λ)H1 +V
2(λ)(H2, H3) with H = (H1, H2, H3) ∈ YR,q(R˙N ) satisfies (3.37). Moreover,
for (f ,h) ∈ YR,q(R˙N ), V (g) = V(λ)(f ,∇h, λ1/2h) with the solution g of (3.36). 
We set SI(λ)H = V(λ)H + TI(λ) (H1, RλV(λ)H, H2, H3) for H = (H1, H2, H3) ∈ YR,q(R˙N ). Then,
Theorem 3.9 and Proposition 3.10, together with Proposition 2.4, shows that SI(λ) is the required operator
in Theorem 3.1. This completes the proof of Theorem 3.1. 
4. Reduced Stokes resolvent equations on a bent space
Let Φ : RNx → RNy be a bijection of C1 class and let Φ−1 be its inverse map, where subscripts x, y denote
their variables, here and subsequently. Writing (∇xΦ)(x) = A+B(x) and (∇yΦ−1)(Φ(x)) = A−1+B−1(x),
we assume that A and A−1 are orthonormal matrices with constant coefficients and detA = detA−1 = 1,
and also assume that B(x) and B−1(x) are matrices of functions in W
1
r (R
N ) with N < r <∞ such that
(4.1) ‖(B,B−1)‖L∞(RN ) ≤M1, ‖∇x(B,B−1)‖Lr(RN ) ≤M2.
We will choose M1 small enough eventually, so that we may assume that 0 < M1 ≤ 1 ≤M2 in the following.
Remark 4.1. Since x = Φ−1(Φ(x)), we have I = (∇yΦ−1)(∇xΦ). This implies that (∇yΦ−1)−1 = (∇xΦ),
which is equivalent to (A−1 +B−1(x))
−1 = A+B(x).
Set Ω± = Φ(R
N
± ) and Γ = Φ(R
N
0 ), and let n˜ = n˜(y) be the unit normal vector on Γ, which points from Ω+
to Ω−. In addition, setting Φ
−1 = (Φ−1,1, . . . ,Φ−1,N)
T , we see that Γ is represented by Φ−1,N (y) = 0, since
Γ = Φ({xN = 0}) = Φ ◦Φ−1({y ∈ RN | Φ−1,N (y) = 0}) by xN = Φ−1,N (y). This representation implies that
(4.2) n˜(Φ(x)) = − ∇yΦ−1,N|∇yΦ−1,N | = −
(AN1 +BN1(x), . . . , ANN +BNN (x))
T
(
∑N
i=1(ANi +BNi(x))
2)1/2
=
(A−1 +B−1(x))
Tn0
|(A−1 +B−1(x))Tn0|
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with n0 = (0, . . . , 0,−1)T , where we have set A−1 = (Aij) and B−1(x) = (Bij(x)). In particular, n˜ is defined
on RN by (4.2). Since
∑N
i=1(ANi +BNi(x))
2 = 1+
∑N
i=1(2ANiBNi(x) +BNi(x)
2) by the fact that A−1 is a
orthonormal matrix, we see by (4.1) and (4.2) that ‖∇xn˜‖Lr(RN ) ≤ CNM2. Let µ˜± = µ˜±(y) be a viscosity
coefficient that is defined on RN and satisfies conditions:
(4.3)
1
2
µ±1 ≤ µ˜±(y) ≤ 3
2
µ±2 (y ∈ RN ), |µ˜±(y)− µ±0| ≤M1 (y ∈ RN), ‖∇yµ˜±‖Lr(RN ) ≤ Cr,
where µ±0 are some constant with µ±1 ≤ µ±0 ≤ µ±2, respectively, for the same constants µ±1, µ±2 as in
Theorem 1.6. In addition, we set
µ˜(y) = µ˜+(y)χΩ+(y) + µ˜−(y)χΩ−(y), ρ˜(y) = ρ+χΩ+(y) + ρ−χΩ−(y) (ρ± : positive constants),(4.4)
and also set µ±(x) = µ˜±(Φ(x)), µ(x) = µ˜(Φ(x)), ρ(x) = ρ˜(Φ(x)), and µ0(x) = µ˜0(Φ(x)) with µ˜0(y) =
µ+0χΩ+(y) + µ−0χΩ−(y). It then holds that
ρ = ρ(x) = ρ+χRN+ (x) + ρ−χRN− (x), µ0 = µ0(x) = µ+0χRN+ (x) + µ−0χRN− (x),(4.5)
µ(x) = µ+(x)χRN+ (x) + µ−(x)χRN− (x), |µ(x) − µ0| ≤M1 (x ∈ R˙
N), ‖∇xµ‖Lr(R˙N ) ≤ Cr.
First we consider the two-phase reduced Stokes equation in Ω˙ = Ω+ ∪ Ω− with an interface condition:
(4.6)

λu˜− ρ˜−1Div T˜(u˜, K˜I(u˜)) = f˜ in Ω˙,
[[T˜(u˜, K˜I(u˜))n˜]] = [[h˜]] on Γ,
[[u˜]] = 0 on Γ.
Here T˜(u˜, K˜I(u˜)) = µ˜D(u˜)− K˜I(u˜)I and K˜I(u˜) is a unique solution to the following weak problem:
(ρ˜−1∇K˜I(u˜),∇ϕ˜)Ω˙ = (ρ˜−1Div(µ˜D(u˜))−∇ div u˜,∇ϕ˜)Ω˙ for all ϕ˜ ∈ Ŵ 1q′(RNy ),(4.7)
[[K˜I(u˜)]] =< [[µ˜D(u˜)n˜]], n˜ > −[[div u˜]] on Γ.(4.8)
We then have the following theorem.
Theorem 4.2. Let 0 < ε < pi/2, 1 < q <∞, N < r <∞, and max(q, q′) ≤ r with q′ = q/(q − 1). Suppose
that (4.1), (4.3), and (4.4) hold. Let ZR,q(G) and ZR,q(G), with an open set G of RN , be defined as
ZR,q(G) = Lq(G)
N ×W 1q (G)N ,
ZR,q(G) = {(H1, . . . , H4) | H1, H3 ∈ Lq(G)N , H2 ∈ Lq(G)N2 , H4 ∈W 1q (G)N},
while µ∗ := (1/2)min(µ+1, µ−1, µ+2, µ−2). Then there exist 0 < M1 < min(1, µ
∗), λ0 ≥ 1, and S˜I(λ) ∈
Hol (Σε,λ0 ,L(ZR,q(Ω˙),W 2q (Ω˙)N )) such that, for any λ ∈ Σε,λ0 and (f˜ , h˜) ∈ ZR,q(Ω˙), u˜ = S˜I(λ)HR,λ(f˜ , h˜) is
a unique solution to the problem (4.6), and furthermore,
(4.9) RL(ZR,q(Ω˙),Lq(Ω˙)N˜ )
({(
λ
d
dλ
)l
(RλS˜I(λ)) | λ ∈ Σε,λ0
})
≤ γ2 (l = 0, 1)
with some positive constant γ2. Here and subsequently, N˜ = N
3 +N2 +N , Rλu = (∇2u, λ1/2∇u, λu), and
HR,λ(f˜ , h˜) = (f˜ ,∇h˜, λ1/2h˜, h˜); M1 is a constant depending on N , q, r, ε, ρ+ ρ−, µ+1, µ−1, µ+2, and µ−2;
λ0 is a constant depending on M2, N , q, r, ε, ρ+ ρ−, µ+1, µ−1, µ+2, and µ−2; γ2 denotes a generic constant
depending on M2, λ0, N , q, r, ε, ρ+ ρ−, µ+1, µ−1, µ+2, and µ−2.
The remaining part of this section is mainly devoted to the proof of Theorem 4.2. We rewrite the problem
(4.6) as follows:
(4.10)

λu˜− ρ˜−1µ˜DivD(u˜) + ρ˜−1∇θ˜ − ρ˜−1D(u˜)∇µ˜ = f˜ in Ω˙,
[[(µ˜D(u˜)− θ˜I)n˜]] = [[h˜]] on Γ,
[[u˜]] = 0 on Γ
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with θ˜ = K˜I(u˜). By the change of variable: y = Φ(x), we transform the problem (4.10) to some problem on
R˙N with u(x) = u˜(y) and θ(x) = θ˜(y). Here we note the following fundamental relations:
∂
∂yj
=
N∑
k=1
(Akj +Bkj(x))
∂
∂xk
, ∇y = (A−1 +B−1(x))T∇x,
∂2
∂yj∂yk
=
N∑
l,m=1
AljAmk
∂2
∂xl∂xm
+
N∑
l,m=1
(AljBmk(x) +AmkBlj(x) +Blj(x)Bmk(x))
∂2
∂xl∂xm
+
N∑
l,m=1
(Alj +Blj(x))
(
∂
∂xl
Bmk(x)
)
∂
∂xm
,
and furthermore,
∆y = ∆x +
N∑
k,l,m=1
(Alk +Blk(x))
(
∂
∂xl
Bmk(x)
)
∂
∂xm
+
N∑
k,l,m=1
(AlkBmk(x) +AmkBlk(x) +Blk(x)Bmk(x))
∂2
∂xl∂xm
,
∇y divy u˜ = (A−1 +B−1(x))T∇x divx(A−1u) + (A−1 +B−1(x))T
N∑
j,k=1
∇x
(
Bkj(x)
∂
∂xk
uj
)
,
D(u˜) = ∇xu(A−1 +B−1(x)) + (A−1 +B−1(x))T (∇xu)T .
Thus the first equation of (4.10) is reduced to
f˜ = λu˜− µ˜
ρ˜
(∆yu˜+∇y divy u˜) + 1
ρ˜
∇y θ˜ − 1
ρ˜
D(u˜)∇yµ˜
= λu− µ
ρ
(
∆u+AT−1∇ div(A−1u)
)
+
1
ρ
AT−1∇θ −
µ
ρ

N∑
k,l,m=1
(Alk +Blk(x))
(
∂
∂xl
Bmk(x)
)
∂
∂xm
u
+
N∑
k,l,m=1
(AlkBmk(x) +AmkBlk(x) +Blk(x)Bmk(x))
∂2
∂xl∂xm
u
+B−1(x)
T∇ div(A−1u) + (A−1 +B−1(x))T
N∑
j,k=1
∇
(
Bkj(x)
∂
∂xk
uj
)+ 1ρB−1(x)T∇θ
− 1
ρ
{
(∇u)(A−1 +B−1(x)) + (A−1 +B−1(x))T (∇u)T
}
(A−1 +B−1(x))
T∇µ,
and we have, by setting v = A−1u and f = A−1f˜ ◦ Φ,
(4.11) λv − ρ−1µDivD(v) + ρ−1∇θ + ρ−1F1(v) + ρ−1P1∇θ = f in R˙N .
Here we have the following information for F1(v) and P1:
F1(v) = µ(R1∇2v + S1∇v) + (T 1∇v)∇µ, ‖(P1,R1)‖L∞(RN ) ≤ CNM1,(4.12)
‖(∇P1,∇R1,S1)‖Lr(RN ) ≤ CNM2, ‖(T 1,∇T 1)‖L∞(RN )×Lr(RN ) ≤ CNM2.
Next we consider the interface condition of (4.10). By (4.2),
|(A−1 +B−1(x))Tn0|[[h˜]] = [[(µ˜D(u˜)− θ˜I)(A−1 +B−1(x))Tn0]],
which, multiplied by (A−1 +B−1(x))
−T = {(A−1 +B−1(x))T }−1, furnishes that
|(A−1 +B−1(x))Tn0|(A−1 +B−1(x))−T [[h˜]]
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= [[µ˜(A−1 +B−1(x))
−TD(u˜)(A−1 +B−1(x))
Tn0]]− [[θ˜n0]]
= [[(µD(v) − θI)n0]] + [[µ{((A−1 +B−1(x))−TAT−1 − I}(∇v)n0]] + [[µ(∇v)TA−1B−1(x)Tn0]]
+ [[µ(A−1 +B−1(x))
−TAT−1(∇v)(A−1B−1(x)T +B−1(x)AT−1 +B−1(x)B−1(x)T )n0]].
Since (A−1 +B−1(x))
−TAT−1 = (I+B−1(x)A
T
−1)
−T and (A−1 +B−1(x))
−1 = A+B(x) by Remark 4.1, it
holds that, by (4.1),
‖(A−1 +B−1(·))−TAT−1 − I‖L∞(RN ) ≤ CNM1, ‖∇{(A−1 +B−1(·))−TAT−1 − I}‖Lr(RN ) ≤ CNM2,
‖(A−1 +B−1(·))−TAT−1‖L∞(RN ) + ‖∇{(A−1 +B−1(·))−TAT−1}‖Lr(RN ) ≤ CNM2.
We thus see, by setting h = |(A−1 +B−1(x))Tn0|(A−1 +B−1(x))−T h˜ ◦ Φ, that
(4.13) [[(µD(v) − θI)n0]] + [[F2(v)n0]] = [[h]] on RN0 ,
where F2(v) satisfies the following properties:
(4.14) F2(v) = µR2∇v, ‖R2‖L∞(RN ) ≤ CNM1, ‖∇R2‖Lr(RN ) ≤ CNM2.
Finally, we consider the weak problem (4.7)-(4.8). Let (LHS) and (RHS) stand for the left-hand side and
the right-hand side of (4.7), respectively. Then, for any ϕ˜ ∈ Ŵ 1q′ (RNy ) and for ϕ(x) = ϕ˜(Φ(x)), we have
(LHS) = (ρ−1(A−1 +B−1)
T∇θ, | det∇Φ|(A−1 +B−1)T∇ϕ)R˙N(4.15)
= (ρ−1∇θ,∇ϕ)
R˙N
+ (ρ−1P2∇θ,∇ϕ)
R˙N
,
(RHS) = (ρ−1µDivD(v) − ρ−1F1(v) −∇ div v + F3(v), | det∇Φ|(I +A−1B−1(x)T )∇ϕ)R˙N
= (ρ−1µDivD(v) − ρ−1F1(v) −∇ div v + F3(v),∇ϕ)
R˙N
+ (F4(v),∇ϕ)
R˙N
for some P2, F3(v), and F4(v) satisfying
F3(v) = R3∇2v + S2∇v, F4(v) = R4(ρ−1µDivD(v) −∇ div v − ρ−1F1(v) + F3(v)),(4.16)
‖(P2,R3,R4)‖L∞(RN ) ≤ CNM1, ‖(∇P2,∇R3,∇R4,S2)‖Lr(RN ) ≤ CNM2.
In addition,
(4.17) [[θ]] =< [[µD(v)n0]],n0 > −[[divv]] + [[F5(v)]] on RN0 ,
where F5(v) is given by
(4.18) F5(v) = µR5∇v +R6∇v, ‖(R5,R6)‖L∞(RN ) ≤ CNM1, ‖(∇R5,∇R6)‖Lr(RN ) ≤ CNM2.
Summing up (4.11), (4.13), (4.15), and (4.17), we have obtained the following system:
(4.19)

λv − 1
ρ
DivT(v, θ) − µ− µ0
ρ
DivD(v) +
1
ρ
F1(v) + 1
ρ
P1∇θ = f in R˙N ,
[[T(v, θ)n0]] + [[(µ− µ0)D(v)n0]] + [[F2(v)n0]] = [[h]] on RN0 ,
[[v]] = 0 on RN0
with T(v, θ) = µ0D(v)− θI, and also for any ϕ ∈ Ŵ 1q′ (RN )
(ρ−1∇θ,∇ϕ)
R˙N
+ (ρ−1P2∇θ,∇ϕ)
R˙N
(4.20)
= (ρ−1Div(µ0D(v)) −∇ div v + ρ−1(µ− µ0)DivD(v) − ρ−1F1(v) + F3(v) + F4(v),∇ϕ)R˙N ,
[[θ]] =< [[µ0D(v)n0]],n0 > −[[div v]]+ < [[(µ− µ0)D(v)n0]],n0 > +[[F5(v)]] on RN0 .(4.21)
From now on, we solve (4.19), (4.20), (4.21). Let θ1 = KI(v) given by the solution to (3.2)-(3.3) with
µ = µ0. Setting θ = KI(v) + θ2(v) in (4.20)-(4.21), we have the weak problem for θ2 = θ2(v) as follows:
(ρ−1∇θ2,∇ϕ)R˙N + (ρ−1P2∇θ2,∇ϕ)R˙N(4.22)
= (ρ−1(µ− µ0)DivD(v) − ρ−1F1(v) + F3(v) + F4(v) − ρ−1P2∇KI(v),∇ϕ)R˙N
[[θ2]] =< [[(µ− µ0)D(v)n0]],n0 > +[[F5(v)]] on RN0(4.23)
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for any ϕ ∈ Ŵ 1q′ (RN ). Substituting θ = KI(v) + θ2(v) in the problem (4.19), we have
(4.24)

λv − ρ−1DivT(v,KI(v)) + U1(v) = f in R˙N ,
[[T(v,KI (v))n0]] + [[U2(v)n0]] = [[h]] on RN0 ,
[[v]] = 0 on RN0 ,
where
U1(v) = −ρ−1(µ− µ0)DivD(v) + ρ−1F1(v) + ρ−1P1∇KI(v) + ρ−1(I+ P1)∇θ2(v),
U2(v) = (µ− µ0)D(v) + F2(v) − θ2(v)I = F2(v)− {< (µ− µ0)D(v)n0,n0 > +F5(v)}I.
At this point, we introduce a result about the unique solvablity of the weak problem:
(ρ−1∇θ,∇ϕ)
R˙N
+ (ρ−1P2∇θ,∇ϕ)
R˙N
= (f ,∇ϕ)
R˙N
for all ϕ ∈ Ŵ 1q′(RN ),(4.25)
[[θ]] = [[g]] on RN0 .(4.26)
Lemma 4.3. Let 1 < q <∞. Then there exists a constant M1 ∈ (0, 1) and an operator
Ψ ∈ L(Lq(R˙N )N ×W 1q (R˙N),W 1q (R˙N ) + Ŵ 1q (RN))
such that, for any f ∈ Lq(R˙N )N and g ∈ W 1q (R˙N ), θ = Ψ(f , g) is a unique solution to (4.25)-(4.26),
which possesses the estimate: ‖∇θ‖Lq(R˙N ) ≤ CN,q(‖f‖Lq(R˙N ) + ‖g‖W 1q (R˙N )) with a positive constant CN,q
independent of M2.
Proof. Since the weak problem (3.2)-(3.3) is uniquely solvable, we can prove Lemma 4.3 by the small pertur-
bation method, so that we may omit the detailed proof. 
By Lemma 4.3, we have θ2(v) = Ψ(f , g) with
f = ρ−1(µ− µ0)DivD(v) − ρ−1F1(v) + F3(v) + F4(v)− ρ−1P2∇KI(v),
g =< (µ− µ0)D(v)n0,n0 > +F5(v).
We solve the problem (4.24) by using Theorem 3.1. Substituting v = SI(λ)GR,λ(f ,h) in (4.24) yields that
(4.27)

λv − ρ−1DivT(v,KI(v)) = f − U1(SI(λ)GR,λ(f ,h)) in R˙N ,
[[T(v,KI(v))n0]] = [[h− U2(SI(λ)GR,λ(f ,h))n0]] on RN0 ,
[[v]] = 0 on RN0 .
Set V(λ)(f ,h) = (V1(λ)(f ,h),V2(λ)(f ,h)) with V i(λ)(f ,h) = U i(SI(λ)GR,λ(f ,h)) (i = 1, 2) and
Y λR,q(R˙
N ) = {(f ,∇h, λ1/2h) | (f ,h) ∈ YR,q(R˙N )} (λ 6= 0).
Then, for each λ 6= 0, ϕλ(f ,h) := GR,λ(f ,h) is a bijection from YR,q(R˙N ) onto Y λR,q(R˙N ). Formally, if there
is the inverse operator of (I −ϕλV(λ)ϕ−1λ ), then v = SI(λ)GR,λϕ−1λ (I −ϕλV(λ)ϕ−1λ )−1ϕλ(f ,h) solves (4.24)
since ϕ−1λ (I − ϕλV(λ)ϕ−1λ )−1ϕλ = (I − V(λ))−1.
In what follows, we show the invertibility above and the R-boundedness of the inverse operator. To this
end, we estimate the remainder terms on the right-hand sides of (4.27). We combine Proposition 2.6 for
Ω˙ = R˙N with (4.12), (4.14), (4.16), and (4.18) in order to obtain
‖F i(v)‖Lq(R˙N ) ≤ γ3(M1 + σ)‖∇2v‖Lq(R˙N ) + γσ,M2‖∇v‖Lq(R˙N ) (i = 1, 3, 4),(4.28)
‖F i(v)‖Lq(R˙N ) ≤ γ3M1‖∇v‖Lq(R˙N ) (i = 2, 5),
‖∇F i(v)‖Lq(R˙N ) ≤ γ3(M1 + σ)‖∇2v‖Lq(R˙N ) + γσ,M2‖∇v‖Lq(R˙N ) (i = 2, 5).
‖P i∇KI(v)‖Lq(R˙N ) ≤ γ3M1‖∇v‖W 1q (R˙N ) (i = 1, 2).
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Here and subsequently, γ3 is a generic constant depending, at most, on N , q, r, ρ+, ρ−, µ+1, µ+2, µ+2, and
µ−2; γσ,M2 is a generic constant depending, at most, on M2, σ, N , q, r, ρ+, ρ−, µ+1, µ+2, µ+2, and µ−2. In
addition, by Lemma 4.3, (4.28), and (4.5) together with Proposition 2.6, we have
(4.29) ‖(I + P1)∇θ2(v)‖Lq(R˙N ) ≤ γ3(M1 + σ)‖∇2v‖Lq(R˙N ) + γσ,M2‖∇v‖Lq(R˙N ).
Define operators Vi(λ), i = 1, 2, as Vi(λ)H = U i(SI(λ)H) with H = (H1, H2, H3) ∈ YR,q(R˙N ). Then we
have V i(f ,h) = Vi(λ)GR,λ(f ,h) and have, by Proposition 2.5, (4.28), (4.29), and Theorem 3.1,
RL(YR,q(R˙N ),Lq(R˙N )N )
({(
λ
d
dλ
)l
V1(λ) | λ ∈ Σε,λ0
})1/q
≤ γ1
(
γ3(M1 + σ) + γσ,M2λ
−1/2
0
)
,(4.30)
RL(YR,q(R˙N ),Lq(R˙N )N2+N )
({(
λ
d
dλ
)l (
∇V2(λ), λ1/2V2(λ)
)
| λ ∈ Σε,λ0
})
≤ γ1
(
γ3(M1 + σ) + γσ,M2λ
−1/2
0
)
for l = 0, 1 and for any λ0 > 0. In fact, since F1 is linear, we have, for any λ0 > 0 and for any n ∈ N,
{λj}nj=1 ⊂ Σε,λ0 , and {Hj}nj=1 ⊂ YR,q(R˙N ),(∫ 1
0
∥∥∥ n∑
j=1
rj(u)F1(SI(λj)Hj)
∥∥∥q
Lq(R˙N )
du
)1/q
≤ γ3(M1 + σ)
( ∫ 1
0
∥∥∥ n∑
j=1
rj(u)∇2SI(λj)Hj
∥∥∥q
Lq(R˙N )
du
)1/q
+ γσ,M2
(∫ 1
0
∥∥∥ n∑
j=1
rj(u)∇SI(λj)Hj
∥∥∥q
Lq(R˙N )
du
)1/q
≤ γ1
(
γ3(M1 + σ) + γσ,M2λ
−1/2
0
)( ∫ 1
0
∥∥∥ n∑
j=1
rj(u)Hj
∥∥∥q
Lq(R˙N )
du
)1/q
.
It holds, by the linearity of F1, that
λ
d
dλ
F1 (SI(λ)H) = F1
(
λ
d
dλ
SI(λ)H
)
,
so that we have in the same manner as above
RL(YR,q(R˙N ),Lq(R˙N ))
({(
λ
d
dλ
)
F1(SI(λ)(·)) | λ ∈ Σε,λ0
})
≤ γ1
(
γ3(M1 + σ) + γσ,M2λ
−1/2
0
)
.
Analogously, we can obtain estimates for R-bound of the other terms, and thus we have (4.30). Setting
V(λ)H = (V1(λ)H,V2(λ)H) for H ∈ YR,q(R˙N ) furnishes that
V(λ)(f ,h) = V(λ)GR,λ(f ,h) ∈ YR,q(R˙N ) for (f ,h) ∈ YR,q(R˙N ),(4.31)
RL(YR,q(R˙N ))
({(
λ
d
dλ
)l
(GR,λV(λ)) | λ ∈ Σε,λ0
})
≤ γ1
(
γ3(M1 + σ) + γσ,M2λ
−1/2
0
)
(l = 0, 1).
If we choose σ and M1 so small that γ1γ3σ ≤ 1/8 and γ1γ3M1 ≤ 1/8 and if we choose λ0 ≥ 1 so large that
γσ,M2λ
−1/2
0 ≤ 1/4, then we have by (4.31)
(4.32) RL(YR,q(R˙N ))
({(
λ
d
dλ
)l
(GR,λV(λ)) | λ ∈ Σε,λ0
})
≤ 1
2
(l = 0, 1).
Since it holds by (4.31), (4.32) that
‖ϕλV(λ)ϕ−1λ (f ,∇h, λ1/2h)‖YR,q(R˙N ) = ‖GR,λV(λ)(f ,h)‖YR,q(R˙N )
= ‖GR,λV(λ)GR,λ(f ,h)‖YR,q(R˙N ) ≤
1
2
‖(f ,∇h, λ1/2h)‖YR,q(R˙N ),
there exists the inverse mapping (I − ϕλV(λ)ϕ−1λ )−1 ∈ L(Y λR,q(R˙N )) for any λ ∈ Σε,λ0 . In addition, (I −
GR,λ(λ)V(λ))
−1 =
∑∞
j=0(GR,λV(λ))
j exists by (4.32) and satisfies the estimate:
(4.33) RL(YR,q(R˙N ))
({(
λ
d
dλ
)l
(I −GR,λV(λ))−1 | λ ∈ Σε,λ0
})
≤ 2 (l = 0, 1).
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If we set v = SI(λ)GR,λϕ
−1
λ (I − ϕλV(λ)ϕ−1λ )−1ϕλ(f ,h), then v is a solution to (4.24) as mentioned above.
Noting that ϕλV(λ)ϕ−1λ GR,λ(f ,h) = GR,λV(λ)GR,λ(f ,h) by (4.31), we see that
GR,λϕ
−1
λ (I − ϕλV(λ)ϕ−1λ )−1ϕλ(f ,h) =
∞∑
j=0
(
ϕλV(λ)ϕ−1λ
)j
GR,λ(f ,h) = (I −GR,λV(λ))−1GR,λ(f ,h).
Set SI(λ) = SI(λ)(I −GR,λV(λ))−1, and then v = SI(λ)GR,λ(f ,h) is a solution to (4.24) for any λ ∈ Σε,λ0
and (f ,h) ∈ YR,q(R˙N ). Furthermore, by (4.33) and Theorem 3.1, we have
SI(λ) ∈ Hol (Σε,λ0 ,L(YR,q(R˙N ),W 2q (R˙N)N )),(4.34)
R
L(YR,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)l
(RλSI(λ)) | λ ∈ Σε,λ0
})
≤ γ2 (l = 0, 1).
The uniqueness of solutions to (4.24) can be proved in the same manner as in [26, Section 4].
Setting u˜ = AT−1v ◦ Φ−1 = [AT−1SI(λ)GR,λ(f ,h)] ◦ Φ−1 and noting AT−1 = (A−1)−1, we see that u˜ is a
unique solution to (4.6). Recall that f = A−1f˜ ◦ Φ and h = |(A−1 +B−1(x))Tn0|(A−1 +B−1(x))−T h˜ ◦ Φ,
and set E(x) = |(A−1 +B−1(x))Tn0|(A+B(x))T in view of Remark 4.1. Observing that
GR,λ(f ,h) = (f ,∇h, λ1/2h) =
(
A−1f˜ ◦ Φ, (∇E(x))h˜ ◦Φ +E(x)[(∇h˜) ◦ Φ]∇Φ,E(x)(λ1/2h˜) ◦ Φ
)
,
we define, for H = (H1, H2, H3, H4) ∈ ZR,q(Ω˙), an operator S˜I(λ) by
S˜I(λ)H =
[
AT−1SI(λ)(A−1H1 ◦ Φ,
(∇E(x))H4 ◦ Φ +E(x)(H2 ◦ Φ)∇Φ,E(x)H3 ◦ Φ)] ◦ Φ−1.
Then we can show that S˜I(λ) satisfies (4.9) by (4.34) and Proposition 2.6 with σ = 1, and also u˜ =
S˜I(λ)HR,λ(f˜ , h˜) solves (4.6) uniquely. This completes the proof of Theorem 4.2.
5. A proof of Theorem 2.2
As was discussed in Subsection 2.3, our main result Theorem 1.6 follows from Theorem 2.2, so that we
prove Theorem 2.2 in this section.
5.1. Some preparations for the proof of Theorem 2.2. First we state several properties of uniform
W
2−1/r
r domain (cf. [14, Proposition 6.1], [17]).
Proposition 5.1. Let N < r < ∞ and let Ω± be uniform W 2−1/rr domains in RN . Let M1 the number
given in Section 4. Then there exist constants M2 > 0, 0 < d
i < 1 (i = 1, . . . , 5), at most countably many
N -vectors of functions Φij ∈ W 2r (RN)N (j ∈ N, i = 1, 2, 3), x1j ∈ Γ, x2j ∈ Γ+, x3j ∈ Γ−, x4j ∈ Ω+, and
x5j ∈ Ω− such that the following assertions hold:
(1) The maps: RN ∋ x 7→ Φij(x) ∈ RN (j ∈ N, i = 1, 2, 3) are bijective such that ∇Φij = Aij + Bij(x) and
∇(Φij)−1 = Aij,−1 + Bij,−1(x), where Aij , Aij,−1 are N × N constant orthonormal matrices and Bij(x),
Bij,−1(x) are N×N matrices of W 1r (RN ) functions which satisfy the conditions: ‖(Bij ,Bij,−1)‖L∞(RN ) ≤
M1 and ‖∇(Bij ,Bij,−1)‖Lr(RN ) ≤M2.
(2) Ω =
{⋃
i=1,2,3
⋃∞
j=1(Φ
i
j(H
i) ∩ Bdi(xij))
} ∪ {⋃i=4,5⋃∞j=1 Bdi(xij)} with H1 = RN , H2 = RN+ , and
H3 = RN− , where Φ
i
j(R
N
+ ) ∩ Bdi(xij) = Ω+ ∩ Bdi(xij) (i = 1, 2), Φij(RN− ) ∩ Bdi(xij) = Ω− ∩ Bdi(xij)
(i = 1, 3), Bd4(x
4
j ) ⊂ Ω+, Bd5(x5j ) ⊂ Ω−, and Φij(RN0 ) ∩ Bdi(xij) = Γi ∩ Bdi(xij) (i = 1, 2, 3). Here and
subsequently, we set Γ1 = Γ, Γ2 = Γ+, and Γ
3 = Γ− for the notational convenience.
(3) There exist C∞ functions ζij and ζ˜
i
j (i = 1, . . . , 5, j ∈ N) such that ‖(ζij , ζ˜ij)‖W 2∞(RN ) ≤ c0, 0 ≤ ζij , ζ˜ij ≤ 1,
supp ζij, supp ζ˜
i
j ⊂ Bdi(xij), ζ˜ij = 1 on supp ζij ,
∑
i=1,...,5
∑∞
j=1 ζ
i
j = 1 on Ω, and
∑∞
j=1 ζ
i
j = 1 on Γ
i
(i = 1, 2, 3). Here c0 is a positive constant depending on M2, N , and r, but independent of j ∈ N.
(4) There exists a natural number L ≥ 2 such that any L+1 distinct sets of {Bdi(xij) | i = 1, . . . , 5, j ∈ N}
have an empty intersection.
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Since µ±(x) is uniformly continuous in R
N as was assumed in the assumption (c), choosing di > 0 smaller,
if necessary, allows us to assume that |µ±(x) − µ±(xij)| ≤ M1 for any x ∈ Bdi(xij) with i = 1, . . . , 5 and
j ∈ N. Moreover, after choosing M2 and di according to M1 in Proposition 5.1, we choose M2 again so
large that ‖∇µ±‖Lr(Bdi (xij)) ≤ M2. Here and in the following, constants denoted by C are independent of
j ∈ N. In view of (4.2), we may assume that unit normal vectors nij to Γij = Φij(RN0 ) (i = 1, 2, 3, j ∈ N) are
defined on RN together with ‖nij‖L∞(RN ) = 1, and also they satisfy, by Proposition 5.1 (1), the conditions:
‖∇nij‖Lr(RN ) ≤ CM2. Note that n = n1j on Bd1(x1j ) ∩ Γ and points from Ω+ to Ω−, and besides, the unit
outward normal n± to Γ± satisfy n+ = n
2
j on Bd2(x
2
j ) ∩ Γ+ and n− = n3j on Bd3(x3j ) ∩ Γ−, respectively.
Summing up the above properties, we suppose in this section that
(5.1) µ±1 ≤ µ±(xij) ≤ µ±2, |µ±(x) − µ±(xij)| ≤M1 (x ∈ Bdi(xij)), ‖∇µ±‖Lr(Bdi (xij)) ≤M2.
Let Bij = Bdi(x
i
j) with i = 1, . . . , 5 and j ∈ N for short. Then, by the finite intersection property stated
in Proposition 5.1 (4), we see that, for any s ∈ [1,∞), there is a positive constant Cs,L such that, for any
f ∈ Ls(G) with an open set G of RN and for i = 1, . . . , 5,
(5.2)
( ∞∑
j=1
‖f‖sLs(G∩Bij)
)1/s
≤ Cs,L‖f‖Ls(G).
In fact, when 1 ≤ s <∞,
∞∑
j=1
‖f‖sLs(G∩Bij) =
∫
G
( ∞∑
j=1
χBij (x)
)
|f(x)|s dx ≤
∥∥∥ ∞∑
j=1
χBij
∥∥∥
L∞(RN )
‖f‖sLs(G) ≤ L‖f‖sLs(G).
Next we prepare two lemmas used to construct parametrixes.
Lemma 5.2. Let X be a Banach space and X∗ its dual space, while ‖ · ‖X, ‖ · ‖X∗, and < ·, · > be the norm
of X, the norm of X∗, and the duality pairing between of X and X∗, respectively. Let n ∈ N, l = 1, . . . , n,
and {al}nl=1 ⊂ C, and let {f lj}∞j=1 be sequences in X∗ and {glj}∞j=1, {hj}∞j=1 be sequences of positive numbers.
Assume that there exist maps Nj : X → [0,∞) such that
| < f lj , ϕ > | ≤M3gljNj(ϕ) (l = 1, . . . , n),
∣∣∣〈 n∑
l=1
alf
l
j , ϕ
〉∣∣∣ ≤M3hjNj(ϕ)
for any ϕ ∈ X with some positive constant M3 independent of j ∈ N and l = 1, . . . , n. If
∞∑
j=1
(
glj
)q
<∞,
∞∑
j=1
(hj)
q
<∞,
∞∑
j=1
(Nj(ϕ))q
′ ≤ (M4‖ϕ‖X)q
′
with 1 < q <∞ and q′ = q/(q− 1) for some positive constant M4, then the infinite sum f l =
∑∞
j=1 f
l
j exists
in the strong topology of X∗ and
(5.3) ‖f l‖X∗ ≤M3M4
( ∞∑
j=1
(
glj
)q)1/q
,
∥∥∥ n∑
l=1
alf
l
∥∥∥
X∗
≤M3M4
( ∞∑
j=1
(
hj
)q)1/q
.
Proof. Let F lm =
∑m
j=1 f
l
j . We can show that {Fm}∞m=1 is a Cauchy sequence in X∗, which implies the
existence of f l. Then the estimates (5.3) follow immediately. 
The following lemma follows from Lemma 5.2 and (5.2).
Lemma 5.3. Let 1 < q <∞, q′ = q/(q−1), i = 1, . . . , 5, and m ∈ N0. Let {fj}∞j=1 be a sequence of Wmq (Ω˙)
and let {glj}∞j=1 be sequences of positive numbers for l = 0, 1 . . . ,m. Assume that
∞∑
j=1
(
glj
)q
<∞, |(∇lfj, ϕ)Ω˙| ≤M5glj‖ϕ‖Lq′(Ω˙∩Bij) for any ϕ ∈ Lq′(Ω˙)
with some positive constant M5 independent of j ∈ N and l = 0, 1 . . . ,m. Then f =
∑∞
j=1 fj exists in the
strong topology of Wmq (Ω˙) and ‖∇lf‖Lq(Ω˙) ≤ Cq,LM5(
∑∞
j=1(g
l
j)
q)1/q with some positive contatnt Cq,L.
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Remark 5.4. At this point, we have a remark on unit normals n, n+. We can see n, n+ as vector functions
defined on RN through the relations: n =
∑∞
j=1 ζ
1
jn
1
j , n+ =
∑∞
j=1 ζ
2
jn
2
j . Then it is clear that n = n
1
j in
B1j ∩ Γ and n+ = n2j in B2j ∩ Γ+. Moreover, we have ‖fn‖Lq(Ω˙) ≤ C‖f‖Lq(Ω˙) for any function f ∈ Lq(Ω˙). In
fact, for f ∈ Lq(Ω˙) and ϕ ∈ Lq′(Ω˙)N ,
|(fn, ϕ)Ω˙| ≤
∞∑
j=1
‖f‖Lq(Ω˙∩B1j )‖ϕ‖Lq′(Ω˙∩B1j ) ≤
( ∞∑
j=1
‖f‖q
Lq(Ω˙∩B1j )
)1/q( ∞∑
j=1
‖ϕ‖q′
Lq′(Ω˙∩B
1
j )
)1/q′
,
which, combined with (5.2), furnishes that |(fn, ϕ)Ω˙| ≤ C‖f‖Lq(Ω˙)‖ϕ‖Lq′(Ω˙). This inequality implies that
the required estimate holds. Similarly, for g ∈ W 1q (Ω˙), we can prove ‖g∇n‖Lq(Ω˙) ≤ C‖g‖W 1q (Ω˙), ‖gn‖W 1q (Ω˙) ≤
C‖g‖W 1q (Ω˙) with help of Lemma 2.6. It is clear that we can replace n by n+ in the above inequalities.
5.2. Local solutions. In view of (5.1), we define local viscosity coefficients νi±j(x) by
νi±j(x) =
(
µ±(x)− µ±(xij)
)
ζ˜ij(x) + µ±(x
i
j).
Note that M1 ≤ (1/2)min(µ+1, µ−1, µ+2, µ−2) as was stated in Theorem 4.2. Then, using (5.1) and setting
µi±j = µ±(x
i
j), we have
(5.4)
1
2
µ±1 ≤ νi±j(x) ≤
3
2
µ±2, |νi±j(x)− µi±j | ≤M1 (x ∈ RN ), ‖∇νi±j‖Lr(RN ) ≤ CM2,r
with µ±1 ≤ µi±j ≤ µ±2. In fact, ‖∇νi±j‖Lr(RN ) ≤ C(‖µ± − µi±j‖Lr(Bij) + ‖∇µ±‖Lr(Bij)), which, combined
with the estimate:
‖µ± − µi±j‖rLr(Bij) =
∫
Bdi (0)
∣∣∣µ±(x+ xij)− µ±(xij)∣∣∣r dx
=
∫
Bdi (0)
∣∣∣ ∫ 1
0
(∇µ±)(θx + xij) · x dθ
∣∣∣r dx ≤ (di)r∥∥∥ ∫ 1
0
(∇µ±)(θ ·+xij) dθ
∥∥∥r
Lr(Bdi (0))
≤ (di)r
(∫ 1
0
∥∥(∇µ±)(θ ·+xij)∥∥Lr(Bdi (0)) dθ)r ≤ (di)r‖∇µ±‖rLr(Bij)(
∫ 1
0
dθ
θN/r
)r
,
furnishes that ‖∇νi±j‖Lr(RN ) ≤ CM2,r. The condition (5.4) implies that νi±j(x) satisfy (4.3).
Set H0j = Φ1j(RN ), H1j = H1+j ∪ H1−j (H1±j = Φ1j(RN± )), H2j = Φ2j(RN+ ), H3j = Φ3j(RN− ), H4j = H5j = RN ,
Γ1j = Φ
1
j (R
N
0 ), Γ
2
j = Φ
2
j (R
N
0 ), and Γ
3
j = Φ
3
j(R
N
0 ) in what follows. Let us define ν
i
j(x) and ρ
i
j(x) by
νij(x) =

ν1+j(x)χH1+j (x) + ν
1
−j(x)χH1−j (x), i = 1,
νi+j(x), i = 2, 4,
νi−j(x), i = 3, 5,
ρij(x) =

ρ+χH1+j(x) + ρ−χH1−j (x), i = 1,
ρ+, i = 2, 4,
ρ−, i = 3, 5.
We see that, for i = 1, . . . , 5 and j ∈ N,
(5.5) νij(x) = µ(x) = µ+(x)χΩ+(x) + µ−(x)χΩ−(x), ρ
i
j(x) = ρ(x) = ρ+χΩ+(x) + ρ−χΩ−(x), x ∈ supp ζij ,
because ζ˜ij = 1 on supp ζ
i
j . Moreover, we set T
i
j(u, θ) = ν
i
j(x)D(u) − θI.
Let (f ,h,k) ∈ XR,q(Ω˙). We consider the following problems:
(5.6)

λu1j − (ρ1j )−1DivT1j (u1j ,K1j (u1j)) = ζ˜1j f in H1j ,
[[T1j (u
1
j ,K
1
j (u
1
j ))n
1
j ]] = ζ˜
1
jh on Γ
1
j ,
[[u1j ]] = 0 on Γ
1
j ,
and furthermore,
λu2j − (ρ2j )−1DivT2j (u2j ,K2j (u2j )) = ζ˜2j f in H2j , T2j (u2j ,K2j (u2j ))n2j = ζ˜2j k on Γ2j ,(5.7)
λu3j − (ρ3j )−1DivT3j (u3j ,K3j (u3j )) = ζ˜3j f in H3j , u3j = 0 on Γ3j ,(5.8)
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λu4j − (ρ4j )−1DivT4j (u4j ,K4j (u4j )) = ζ˜4j f in H4j ,(5.9)
λu5j − (ρ5j )−1DivT5j (u5j ,K5j (u5j )) = ζ˜5j f in H5j .(5.10)
Here Kij(u
i
j) (i = 1, . . . , 5, j ∈ N) are given as follows: For u1j ∈ W 2q (H1j )N , K1j (u1j) ∈ W 1q (H1j ) + Ŵ 1q (H0j )
denotes the unique solution to the weak problem:
((ρ1j )
−1∇K1j (u1j ),∇ϕ)H1j = ((ρ1j )−1Div(ν1jD(u1j ))−∇ divu1j ,∇ϕ)H1j for all ϕ ∈ Ŵ 1q′(H0j ),(5.11)
[[K1j (u
1
j )]] =< [[ν
1
jD(u
1
j )n
1
j ]],n
1
j > −[[divu1j ]] on Γ1j(5.12)
with ‖∇K1j (u1j )‖Lq(H1j) ≤ C‖∇u1j‖W 1q (H1j); For u2j ∈ W 2q (H2j )N , K2j (u2j) ∈ W 1q (H2j ) + Ŵ 1q,0(H2j ) denotes the
unique solution to the weak problem:
((ρ2j)
−1∇K2j (u2j),∇ϕ)H2j = ((ρ2j )−1Div(ν2jD(u2j ))−∇ divu2j ,∇ϕ)H2j for all ϕ ∈ Ŵ 1q′,0(H2j ),
K2j (u
2
j) =< ν
2
jD(u
2
j)n
2
j ,n
2
j > − divu2j on Γ2j
with ‖∇K2j (u2j )‖Lq(H2j ) ≤ C‖∇u2j‖Lq(H2j); For uij ∈ W 2q (Hij)N (i = 3, 4, 5), Kij(uij) ∈ Ŵ 1q (Hij) denotes the
unique solution to the weak problem:
((ρij)
−1∇Kij(uij),∇ϕ)Hij = ((ρ
i
j)
−1Div(νijD(u
i
j))−∇ divuij ,∇ϕ)Hij for all ϕ ∈ Ŵ
1
q′(Hij)
with ‖∇Kij(uij)‖Lq(Hij) ≤ C‖∇uij‖Lq(Hij).
We know that the following properties hold for the problems (5.6)-(5.10)†: There exist a positive constant
λ0 ≥ 1 and operator families Sij(λ) ∈ Hol (Σε,λ0 ,L(Ziq(Hij),W 2q (Hij)N )) with
Ziq(Hij) = ZR,q(Hij) (i = 1, 2), Ziq(Hij) = Lq(Hij)N (i = 3, 4, 5)
such that, for any λ ∈ Σε,λ0 ,
(5.13) u1j = S
1
j (λ)HR,λ(ζ˜
1
j f , ζ˜
1
j h), u
2
j = S
2
j(λ)HR,λ(ζ˜
1
j f , ζ˜
1
j k), u
i
j = S
i
j(λ)(ζ˜
i
jf) (i = 3, 4, 5)
are unique solutions to (5.6)-(5.10), respectively, where ZR,q and HR,λ are given in Theorem 4.2. In addition,
(5.14) RL(Ziq(Hij),Lq(Hij)N˜ )
({(
λ
d
dλ
)l(
RλS
i
j(λ)
)
| λ ∈ Σε,λ0
})
≤ γ4 (l = 0, 1)
with some positive constant γ4 depending on λ0, but independent of i = 1, . . . , 5 and j ∈ N. Since the
R-boundedness implies the usual boundedness, we have, by (5.13) and (5.14) with l = 0,
‖Rλu1j‖Lq(H1j ) ≤ γ4
(‖(f ,∇h, λ1/2h)‖Lq(Ω˙∩B1j ) + ‖h‖W 1q (Ω˙∩B1j )),(5.15)
‖Rλu2j‖Lq(H2j ) ≤ γ4
(‖f‖Lq(Ω˙∩B2j ) + ‖(∇k, λ1/2k)‖Lq(Ω+∩B2j ) + ‖k‖W 1q (Ω+∩B2j )),
‖Rλuij‖Lq(Hij) ≤ γ4‖f‖Lq(Ω˙∩Bij) (i = 3, 4, 5)
for any λ ∈ Σε,λ0 , noting |λ|−1/2 ≤ λ−1/20 .
5.3. Construction of parametrices. For (f ,h,k) ∈ XR,q(Ω˙), we consider the two-phase reduced Stokes
equations (2.3). By Lemma 5.3, together with (5.2), (5.15), we see that the infinite sum
∑5
i=1
∑∞
j=1 ζ
i
ju
i
j
exists in the strong topology of W 2q (Ω˙)
N , so that let us define u by
(5.16) u =
5∑
i=1
∞∑
j=1
ζiju
i
j in W
2
q (Ω˙)
N .
†The existence of R-bounded solution operator families S1j (λ), S
2
j (λ), S
3
j (λ) below follow from Theorem 4.2 and [26, Theorem
4.1, Theorem 4.4], respectively. In addition, concerning S4j (λ), S
5
j (λ), we can construct suchR-bounded solution operator families
with variable viscosities in RN under the same condition as (4.3) by using Theorem 3.1 similarly to Section 4.
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Then, noting (5.5), n = n1j on supp ζ
1
j ∩ Γ, and n+ = n2j on supp ζ2j ∩ Γ+, we have
λu− ρ−1DivT(u,K(u)) = f − U0(λ)(f ,h,k) in Ω˙,
[[T(u,K(u))n]] = [[h]]− [[U1(λ)(f ,h,k)]] on Γ,
[[u]] = 0 on Γ,
T(u,K(u))n+ = k− U2(λ)(f ,h,k) on Γ+,
u = 0 on Γ−,
where we have set
U i(λ)(f ,h,k) =V i(λ)(f ,h,k) + P i(λ)(f ,h,k) (i = 0, 1, 2),(5.17)
V0(λ)(f ,h,k) =
5∑
i=1
∞∑
j=1
(ρij)
−1
{
ζij Div(ν
i
jD(u
i
j))−Div(νijD(ζijuij))
}
,
V i(λ)(f ,h,k) =
∞∑
j=1
{
νijD(ζ
i
ju
i
j)n
i
j − ζijνijD(uij)nij
}
(i = 1, 2),
P0(λ)(f ,h,k) =
5∑
i=1
∞∑
j=1
(ρij)
−1
{
∇K(ζijuij)− ζij∇Kij(uij)
}
,
P i(λ)(f ,h,k) =
∞∑
j=1
{
ζijK
i
j(u
i
j)n
i
j −K(ζijuij)nij
}
(i = 1, 2).
Here we have used the fact that
(5.18) ∇K(u) =
5∑
i=1
∞∑
j=1
∇K(ζijuij) in Lq(Ω˙)N , K(u) =
∞∑
j=1
K(ζiju
i
j) in W
1−1/q
q (Γ
i) (i = 1, 2).
In fact, we have the following observation: In view of Subsection 2.1, we see by (5.5) that
K
(
ζiju
i
j
)
= K ((ρij)−1Div(νijD(ζijuij))−∇ div(ζijuij), [[gij ]], hij |Γ+) ,
where · |Γ+ denotes the trace to Γ+ and(
g1j , h
1
j
)
=
(
< ν1jD(ζ
1
j u
1
j)n
1
j ,n
1
j > − div(ζ1j u1j ), 0
)
,(
g2j , h
2
j
)
=
(
0, < ν2jD(ζ
2
j u
2
j)n
2
j ,n
2
j > − div(ζ2j u2j)
)
, gij = h
i
j = 0 (i = 3, 4, 5).
On the other hand, by (5.5) and (5.16),
ρ−1Div(µD(u)) −∇ divu =
5∑
i=1
∞∑
j=1
(
(ρij)
−1Div(νijD(ζ
i
ju
i
j))−∇ div(ζijuij)
)
in Lq(Ω˙)
N ,
< [[µD(u)n]],n > −[[divu]] =
∞∑
j=1
(
< [[ν1jD(ζ
1
j u
1
j)n
1
j ]],n
1
j > −[[div(ζ1j u1j)]]
)
in W 1−1/qq (Γ),
< µD(u)n+,n+ > − divu =
∞∑
j=1
(
< ν2jD(ζ
2
j u
2
j)n
2
j ,n
2
j > − div(ζ2j u2j)
)
in W 1−1/qq (Γ+).
Thus the continuity of K implies (5.18) and K(u) = K(α, β, γ) with (α, β, γ) given by (2.2).
Now it holds that, by (5.13),
u =
∞∑
j=1
ζ1j S
1
j(λ)
(
ζ˜1j f , ζ˜
1
j (∇h) + λ−1/2(∇ζ˜1j )(λ1/2h), ζ˜1j (λ1/2h), ζ˜1j h
)
+
∞∑
j=1
ζ2jS
2
j (λ)
(
ζ˜2j f , ζ˜
2
j (∇k) + λ−1/2(∇ζ˜2j )(λ1/2k), ζ˜2j (λ1/2k), ζ˜2j k
)
+
5∑
i=3
∞∑
j=1
ζijS
i
j(λ)
(
ζ˜ijf
)
,
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so that we set, by H = (H1, . . . , H7)
† ∈ XR,q(Ω˙),
S1j (λ)H = S1j(λ)
(
ζ˜1jH1, ζ˜
1
jH2 + λ
−1/2(∇ζ˜1j )H3, ζ˜1jH3, ζ˜1jH4
)
,(5.19)
S2j (λ)H = S2j(λ)
(
ζ˜2jH1, ζ˜
2
jH5 + λ
−1/2(∇ζ˜2j )H6, ζ˜2jH6, ζ˜2jH7
)
,
Sij(λ)H = Sij(λ)
(
ζ˜ijH1
)
(i = 3, 4, 5).
It then clear that u =
∑5
i=1
∑∞
j=1 ζ
i
jSij(λ)FR,λ(f ,h,k). By (5.14) with Definition 1.2, it holds that
(5.20)
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Rλl(ζ
i
jSij(λl)Hl)
∥∥∥q
Lq(Ω˙)
du ≤ γ4
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙∩Bij)
du
for any n ∈ N, {λl}nl=1 ⊂ Σε,λ0 , and {Hl}nl=1 ⊂ XR,q(Ω˙). The inequality (5.20) with n = 1, together with
Lemma 5.3, yields that the infinite sum
∑∞
j=1 ζ
i
jSij(λ)H exists in the strong topology of W 2q (Ω˙)N , so that let
us define T i(λ)H =∑∞j=1 ζijSij(λ)H for i = 1, . . . , 5. In addition, by Lemma 5.2,∥∥∥ n∑
l=1
alRλlT i(λl)Hl
∥∥∥q
Lq(Ω˙)
≤ γ4
∞∑
j=1
∥∥∥ n∑
l=1
alRλl
(
ζijSij(λl)Hl
)∥∥∥q
Lq(Ω˙)
(i = 1, . . . , 5)
for any n ∈ N, {al}nl=1 ⊂ C, {λl}nl=1 ⊂ Σε,λ0 , and {Hl}nl=1 ⊂ XR,q(Ω˙). The last inequality combined with
(5.2), (5.20) furnishes that, by the monotone convergence theorem,∫ 1
0
∥∥∥ n∑
l=1
rl(u)RλlT i(λl)Hl
∥∥∥q
Lq(Ω˙)
du
≤ γ4
∞∑
j=1
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙∩Bij)
du ≤ γ4
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙)
du,
which implies that, for i = 1, . . . , 5,
T i(λ) ∈ Hol (Σε,λ0 ,L(XR,q(Ω˙),W 2q (Ω˙)N ))‡, RL(XR,q(Ω˙),Lq(Ω˙)N˜ )
({
RλT i(λ) | λ ∈ Σε,λ0
}) ≤ γ4.
Analogously, we have the R-boundedness of {(λ ddλ)(RλT i(λ)) | λ ∈ Σε,λ0} on L(XR,q(Ω˙), Lq(Ω˙)N˜ ). Thus,
setting S(λ)H =
∑5
i=1 T i(λ)H yields that, by Proposition 2.4,
S(λ) ∈ Hol (Σε,λ0 ,L(XR,q(Ω˙),W 2q (Ω˙)N )), u = S(λ)FR,λ(f ,h,k),(5.21)
RL(XR,q(Ω˙),Lq(Ω˙)N˜ )
({(
λ
d
dλ
)l(
RλS(λ)
)})
≤ γ4 (l = 0, 1).
5.4. Estimates of the remainder terms U i(λ)(f ,h,k). In this subsection, we prove the following lemma.
Lemma 5.5. Let λ0 and γ4 be the same numbers as in (5.14). Let U i(λ), V i(λ), and P i(λ) (i = 0, 1, 2) be
the operators defined in (5.17) and set
U(λ)(f ,h,k) = V(λ)(f ,h,k) + P(λ)(f ,h,k),
V(λ)(f ,h,k) = (V0(λ)(f ,h,k),V1(λ)(f ,h,k),V2(λ)(f ,h,k)),
P(λ)(f ,h,k) = (P0(λ)(f ,h,k),P1(λ)(f ,h,k),P2(λ)(f ,h,k)).
Then there exists an operator family U(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙))) such that
U(λ)(f ,h,k) = U(λ)FR,λ(f ,h,k) for (f ,h,k) ∈ XR,q(Ω˙),
RL(XR,q(Ω˙))
({(
λ
d
dλ
)l
FR,λU(λ) | λ ∈ Σε,λ1
})
≤ γ4(σ2 + γσ2σ1 + γσ1γσ2λ−1/21 ) (l = 0, 1)
†As was mentioned in Remark 2.3 (1), the symbols H1, H2, H3, H4, H5, H6, and H7 are variables corresponding to f , ∇h,
λ1/2h, h, ∇k, λ1/2k, and k, respectively.
‡Holomorphic property can be proved in the same manner as in [25, Proposition 5.3 (ii)].
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for any σ1, σ2 > 0 and for any λ1 ≥ λ0. Here and subsequently, γσ1 , γσ2 are positive constants depending on
σ1, σ2, respectively.
Proof. Step 1: Case V i(λ). First we consider V0(λ)(f ,h,k). We write Div(µD(ϕu)) − ϕDiv(µD(u)) =
C1(µ, ϕ)∇u+ C0(µ, ϕ)u for any scalar functions µ, ϕ and for any N -vector function u, where we have set
C0(µ, ϕ)u =< ∇µ,u > ∇ϕ+ < ∇µ,∇ϕ > u+ µ
{
(∇2ϕ)u+ (∆ϕ)u} ,
C1(µ, ϕ)∇u = µ {D(u)∇ϕ+ (∇ϕ) div u+ (∇u)∇ϕ} .
Using the above symbols C0, C1 and (5.19), we write
Div(νijD(ζ
i
ju
i
j))− ζij Div(νijD(uij)) = C1(νij , ζij)∇Sij(λ)FR,λ(f ,h,k) + C0(νij , ζij)Sij(λ)FR,λ(f ,h,k)
for i = 1, . . . , 5 and j ∈ N. By (5.4) and Proposition 2.6 with σ = 1, we have, for H ∈ XR,q(Ω˙),
‖C0(νij , ζij)Sij(λ)H‖Lq(Ω˙) ≤ C‖Sij(λ)H‖W 1q (Hij), ‖C1(νij , ζij)∇Sij(λ)H‖Lq(Ω˙) ≤ C‖∇Sij(λ)H‖Lq(Hij),
which, combined with (5.14) and Proposition 2.5, funishes that∫ 1
0
∥∥∥ n∑
l=1
rl(u)C1(νij , ζij)∇Sij(λl)Hl
∥∥∥q
Lq(Ω˙)
du ≤ (γ4λ−1/21 )q
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙∩Bij)
du,(5.22)
∫ 1
0
∥∥∥ n∑
l=1
rl(u)C0(νij , ζij)Sij(λl)Hl
∥∥∥q
Lq(Ω˙)
du ≤ (γ4λ−11 )q
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙∩Bij)
du
for any λ1 ≥ λ0 and for any n ∈ N, {λl}nl=1 ⊂ Σε,λ1 , and {Hl}nl=1 ⊂ XR,q(Ω˙). Define V0(λ)H as
V0(λ)H =
5∑
i=1
∞∑
j=1
{
C1(νij , ζij)∇Sij(λ)H+ C0(νij , ζij)Sij(λ)H
}
with H ∈ XR,q(Ω˙).
In the same manner as we have obtained (5.21) from (5.20), we can prove, by (5.22), the following properties:
V0(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙), Lq(Ω˙)N )), V0(λ)(f ,h,k) = V0(λ)FR,λ(f ,h,k)(5.23)
RL(XR,q(Ω˙),Lq(Ω˙)N )
({(
λ
d
dλ
)l
V0(λ) | λ ∈ Σε,λ1
})
≤ γ4λ−1/21 (l = 0, 1)
for any λ1 ≥ λ0. Here and hereafter, λ1 denotes any number satisfying λ1 ≥ λ0. Analogously, we can
construct operator families Vi(λ) (i = 1, 2) such that
Vi(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙),W 1q (Ω˙)N )), V i(λ)(f ,h,k) = Vi(λ)FR,λ(f ,h,k),(5.24)
RL(XR,q(Ω˙),X˜R,q(Ω˙))
({(
λ
d
dλ
)l(
F˜R,λV
i(λ)
) | λ ∈ Σε,λ1}) ≤ γ4λ−1/21 (l = 0, 1, i = 1, 2)
for any λ1 ≥ λ0. Here and hereafter, we set
X˜R,q(Ω˙) = Lq(Ω˙)N2 × Lq(Ω˙)N ×W 1q (Ω˙)N , F˜R,λu = (∇u, λ1/2u,u).
Step 2: Case P i(λ). We consider the term:
(ρij)
−1{∇K(ζijuij)− ζij∇K(uij)} = (ρij)−1∇
(
K(ζiju
i
j)− ζijKij(uij)
)
+ (ρij)
−1(∇ζij)Kij(uij).
We start with the following inequalities of Poincare´ type with uniform constant, which are proved in the
same manner as in the proof of [25, Lemma 3.4, Lemma 3.5].
Lemma 5.6. Let 1 < q <∞. Then there exists a constant c1 > 0, independent of j ∈ N, such that
‖ϕ− c1j(ϕ)‖W 1q (H0j∩B1j ) ≤ c1‖∇ϕ‖Lq(H0j∩B1j ) for any ϕ ∈ Ŵ
1
q (H0j ),
‖ψ − c1j(ψ)‖W 1q (Ω∩B1j ) ≤ c1‖∇ψ‖Lq(Ω∩B1j ) for any ψ ∈ W1q (Ω),
‖ψ‖W 1q (Ω∩B2j ) ≤ c1‖∇ψ‖Lq(Ω∩B2j ) for any ψ ∈ W1q (Ω),
‖ψ − cij(ψ)‖W 1q (Ω∩Bij) ≤ c1‖∇ψ‖Lq(Ω∩Bij) for any ψ ∈ W
1
q (Ω), i = 3, 4, 5.
Here c1j(ϕ) and c
i
j(ψ) (i = 1, 3, 4, 5) are suitable constants depending on ϕ and ψ, respectively.
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To handle (ρij)
−1(∇ζij)Kij(uij), we use the following lemma.
Lemma 5.7. Let 1 < q <∞. Then there exists a constant c2, independent of j ∈ N, such that
‖K1j (u)‖Lq(H1j∩B1j ) ≤ c2
(‖∇u‖Lq(H1j) + ‖∇u‖1−1/qLq(H1+j)‖∇2u‖1/qLq(H1+j) + ‖∇u‖1−1/qLq(H1−j)‖∇2u‖1/qLq(H1−j)),(5.25)
‖Kij(v)‖Lq(Hij∩Bij) ≤ c2
(‖∇v‖Lq(Hij) + δi‖∇v‖1−1/qLq(Hij)‖∇2v‖1/qLq(Hij))
for any u ∈ W 2q (H1j )N and for any v ∈ W 2q (Hij)N (i = 2, . . . , 5), respectively, where δi are symbols defined
by δi = 1 (i = 2, 3) and δi = 0 (i = 4, 5).
Remark 5.8. Applying Young’s inequality to (5.25), we have
(5.26) ‖Kij(u)‖Lq(Hij∩Bij) ≤ σ1‖∇2u‖Lq(Hij) + γσ1‖∇u‖Lq(Hij) (i = 1, . . . , 5)
for any σ1 > 0 and for any u ∈ W 2q (Hij)N .
Proof of Lemma 5.7. We here show the case K1j (u)
†. In the following, C stands for generic constants inde-
pendent of j ∈ N, and recall that H0j = Φ1j (RN) = RN , H1j = H1+j ∪ H1−j (H1±j = Φ1j(RN± ), respectively),
and Γ1j = Φ
1
j(R
N
0 ).
Let ηj ∈ C∞0 (H0j∩B1j ) in such a way that
∫
B1j
ηj dx = 1 and ηj ≥ 0. Fix u ∈ W 2q (H1j ) in what follows. Since
K1j (u)+c satisfies the weak problem (5.11)-(5.12) for any constant c, we may assume that
∫
H1j
ηjK
1
j (u) dx = 0.
Given ψ ∈ C∞0 (H0j ∩B1j ), we define a function by ψ˜ = ψ − ηj
∫
B1j
ψ dx. Then,
ψ˜ ∈ C∞0 (H0j ∩B1j ), ‖ψ˜‖Lq′ (H0j) ≤ C‖ψ‖Lq′(H0j),
∫
H0j∩B
1
j
ψ˜ dx = 0
for q′ = q/(q − 1). These properties combined with Lemma 5.6 yields that
|(ψ˜, ϕ)H0j | = |(ψ˜, ϕ− c1j(ϕ))H0j∩B1j | ≤ ‖ψ˜‖Lq′ (H0j∩B1j )‖ϕ− c1j(ϕ)‖Lq(H0j∩B1j ) ≤ C‖ψ‖Lq′(H0j )‖∇ϕ‖Lq(H0j)
for any ϕ ∈ Ŵ 1q (H0j ). Thus ‖ψ˜‖Ŵ−1
q′
(H0j)
≤ C‖ψ‖Lq′ (H0j), where Ŵ
−1
q′ (H0j ) is the dual spaces of Ŵ 1q (H0j ).
Let Ŵ 2q′(H1±j) be function spaces defined as Ŵ 2q′(H1±j) = {θ ∈ Ŵ 1q′(H1±j) | ∇θ ∈ W 1q′(H1±j)N}, respectively.
We choose a Ψ ∈ Ŵ 2q′ (H1+j) ∩ Ŵ 2q′(H1−j) satisfying the following equations:
(5.27) −∆Ψ = ψ˜ in H1j , [[
∂Ψ
∂n1j
]] = 0 on Γ1j , [[ρ
1
jΨ]] = 0 on Γ
1
j
and the estimate: ‖∇Ψ‖W 1q (H1j) ≤ C(‖ψ˜‖Lq′(H0j) + ‖ψ˜‖Ŵ−1q′ (H0j))
‡. Then the estimates of ψ˜ above yields that
‖∇Ψ‖W 1
q′
(H1j)
≤ C‖ψ‖Lq′ (H0j), and furthermore, by Gauss’s divergence theorem,
(∇Ψ,∇θ)H1j −
( ∂Ψ
∂n1j
, [[θ]]
)
Γ1j
= (ψ˜, θ)H1j for any θ ∈W 1q (H1j ) + Ŵ 1q (H0j ).
This identity allows us to see that
(K1j (u), ψ)H0j = (K
1
j (u), ψ˜)H0j = (K
1
j (u), ψ˜)H1j = (∇K1j (u),∇Ψ)H1j −
(
[[K1j (u)]],
∂Ψ
∂n1j
)
Γ1j
†The other cases were already proved in [25, Lemma 5.6].
‡ Since ψ˜ ∈ Ŵ−1
q′
(H0j ), we can construct, by the Hahn-Banach theorem, ω ∈ Lq′ (H
0
j )
N such that (ψ˜, ϕ)
H0j
= (ω,∇ϕ)
H0j
for
any ϕ ∈ Ŵ 1q (H
0
j ) and ‖ψ˜‖Ŵ−1
q′
(H0j )
= ‖ω‖Lq′ (H
0
j )
. Let u ∈ Ŵ 1
q′
(H0j ) be the solution of the weak elliptic transmission problem:
((ρ1j )
−1∇u,∇ϕ)
H1j
= (ω,∇ϕ)
H0j
for any ϕ ∈ Ŵ 1q (H
0
j ), which possesses the estimate: ‖∇u‖Lq′ (H
0
j )
≤ C‖ω‖Lq′ (H
0
j )
. Then
choosing suitable ϕ shows that u satisfies the following strong problem: −(ρ1j )
−1∆u = ψ˜ in H1j , [[(ρ
1
j )
−1∂u/∂n1j ]] = 0 on Γ
1
j ,
[[u]] = 0 on Γ1j , and also u is a unique solution to the strong problem by the unique solvability of the weak elliptic transmission
problem. Thus, by the standard Fourier analysis similarly to Section 3 and Section 4, we have ‖∇2u‖Lq′ (H
1
j )
≤ C‖ψ˜‖Lq′ (H
0
j )
.
If we set Ψ = (ρ1j )
−1u, then Ψ satisfies (5.27) and the required estimates.
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=
(
(ρ1j)
−1∇K1j (u),∇(ρ1jΨ)
)
H1j
−
(
[[Kij(u)]],
∂Ψ
∂n1j
)
Γ1j
,
which, combined with ρ1jΨ ∈ Ŵ 1q′(H0j ) as follows from [[ρ1jΨ]] = 0 on Γ1j , implies that, by (5.11)-(5.12),
(K1j (u), ψ)H0j =
(
(ρ1j )
−1Div(ν1jD(u)) −∇ divu,∇(ρ1jΨ)
)
H1j
−
(
< [[ν1jD(u)n
1
j ]],n
1
j > −[[divu]],
∂Ψ
∂n1j
)
Γ1j
.
Thus, by Gauss’s divergence theorem, we have
(K1j (u), ψ)H0j = −
(
ν1jD(u),∇2Ψ
)
H1j
+
∫
Γ1j
[[< ν1jD(u)n
1
j ,∇Ψ >]] dσ(5.28)
+
(
divu, ρ1j∆Ψ
)
H1j
−
∫
Γ1j
[[< (divu)n1j , ρ
1
j∇Ψ >]] dσ −
(
< [[ν1jD(u)n
1
j ]],n
1
j > −[[divu]],
∂Ψ
∂n1j
)
Γ1j
,
where dσ denotes the surface element of Γ1j .
At this point, we introduce trace inequalities as follows: there exists a positive constant c3, independent
of j ∈ N, such that
‖f±‖Lq(Γ1j) ≤ c3‖f±‖
1−1/q
Lq(H1±j)
‖∇f±‖1/qLq(H1±j) for any f± ∈ W
1
q (H1±j), respectively,(5.29)
‖f‖Lq(Γij) ≤ c3‖f‖
1−1/q
Lq(Hij)
‖∇f‖1/q
Lq(Hij)
for any f ∈W 1q (Hij), i = 2, 3,
which can be proved by Proposition 5.1 and [13, Section 4, Proposition 16.2]. These inequalities combined
with (5.28) furnish that
|(K1j (u1j ), ψ)H0j | ≤ C
(
‖∇u‖Lq(H1j) + ‖∇u‖
1−1/q
Lq(H1+j)
‖∇2u‖1/q
Lq(H1+j)
+ ‖∇u‖1−1/q
Lq(H1−j)
‖∇2u‖1/q
Lq(H1−j)
)
‖ψ‖Lq′(H0j ),
which implies that the required estimate (5.25) holds. This completes the proof of the lemma. 
We consider (ρij)
−1(∇ζij)Kij(uij). By Definition 1.2, (5.26), and (5.14), together with the formulas (5.19),
we have, for any n ∈ N, {λl}nl=1 ⊂ Σε,λ1 , and {Hl}nl=1 ⊂ XR,q(Ω˙),
(5.30)
∫ 1
0
∥∥∥ n∑
l=1
rl(u)(∇ζij)Kij(Sij(λl)Hl)
∥∥∥q
Lq(Ω˙)
du ≤ {γ4(σ1 + γσ1λ−1/21 )}q
∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙∩Bij)
du
for any σ1 > 0 and for any λ1 ≥ λ0. Define K0(λ)H as
K0(λ)H =
5∑
i=1
∞∑
j=1
(ρij)
−1(∇ζij)Kij(Sij(λ)H) for H ∈ XR,q(Ω˙).
In the same manner as we have obtained (5.21) from (5.20), we can prove, by (5.30), the following properties:
K0(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙), Lq(Ω˙)N )), K0(λ)FR,λ(f ,h,k) =
5∑
i=1
∞∑
j=1
(ρij)
−1(∇ζij)Kij(uij),(5.31)
RL(XR,q(Ω˙),Lq(Ω˙)N )
({(
λ
d
dλ
)l
K0(λ) | λ ∈ Σε,λ1
})
≤ γ4(σ1 + γσ1λ−1/21 ) (l = 0, 1)
for any σ1 > 0 and for any λ1 ≥ λ0.
Finally we consider the term: (ρij)
−1∇(K(ζijuij)− ζijKij(uij)). We define a function gij , hij ∈W 1q (Ω˙) by
(g1j , h
1
j ) = (< ν
1
j (D(∇ζ1j )u1j)n1j ,n1j > −E(∇ζ1j )u1j , 0),
(g2j , h
2
j ) = (0, < ν
2
j (D(∇ζ2j )u2j )n2j ,n2j > −E(∇ζ2j )u2j ), (gij , hij) = (0, 0) (i = 3, 4, 5).
Here and hereafter, for the sake of simplicity, we write D(ϕu)− ϕD(u) = D(∇ϕ)u and div(ϕu)− ϕdivu =
E(∇ϕ)u, which satisfy ‖D(∇ϕ)‖W 1∞(RN ) ≤ C‖∇ϕ‖W 1∞(RN ), ‖E(∇ϕ)‖W 1∞(RN ) ≤ C‖∇ϕ‖W 1∞(RN ). Then,
g1j = K(ζ
1
ju
1
j)− ζ1jK1j (u1j ) on Γ1j , h2j = K(ζ2ju2j )− ζ2jK2j (u2j) on Γ2j .
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In addition, for any ϕ ∈ W1q′(Ω), we have
((ρij)
−1∇(K(ζijuij)− ζijKij(uij)),∇ϕ)Ω˙ = ((ρij)−1Div(νijD(ζijuij))−∇ div(ζijuij),∇ϕ)Ω˙
− ((ρij)−1(∇ζij)Kij(uij),∇ϕ)Ω˙ − ((ρij)−1ζij∇Kij(uij),∇(ϕ − cij(ϕ)))Ω˙
= ((ρij)
−1Div(νijD(ζ
i
ju
i
j))−∇ div(ζijuij),∇ϕ)Hij − ((ρij)−1(∇ζij)Kij(uij),∇ϕ)Hij
+ ((ρij)
−1∇Kij(uij), (∇ζij)(ϕ − cij(ϕ)))Hij − ((ρij)−1∇Kij(uij),∇{ζij(ϕ− cij(ϕ))})Hij
= ((ρij)
−1Div(νijD(ζ
i
ju
i
j))−∇ div(ζijuij),∇ϕ)Hij − ((ρij)−1(∇ζij)Kij(uij),∇ϕ)Hij
+ ((ρij)
−1∇Kij(uij), (∇ζij)(ϕ − cij(ϕ)))Hij − ((ρij)−1Div(νij(D(uij)))−∇ divuij ,∇{ζij(ϕ− cij(ϕ))})Hij ,
where cij(ϕ) are constants given in Lemma 5.6 for i = 1, 3, 4, 5 and c
2
j(ϕ) = 0. Let W−1q (Ω) be the dual
space of W1q′(Ω) and < ·, · >Ω denote the duality pairing between W−1q (Ω) and W1q′(Ω). Thus, if we define
Iij ∈ W−1q (Ω) by
< Iij , ϕ >Ω= ((ρ
i
j)
−1C1(νij , ζij)∇uij + C0(νij , ζij)uij ,∇ϕ)Hij − (∇{(∇ζij) · uij}+ (∇ζij) divuij ,∇ϕ)Hij
− 2((ρij)−1(∇ζij)Kij(uij),∇ϕ)Hij − ((ρij)−1(∆ζij)Kij(uij), ϕ− cij(ϕ))Hij
+ ((ρij)
−1νijD(u
i
j),∇{(∇ζij)(ϕ− cij(ϕ))})Hij − (divuij , div{(∇ζij)(ϕ − cij(ϕ))})Hij + [Bij(uij), ϕ],
where we have set [Bij(uij), ϕ] = 0 for i = 2, 4, 5 and
[B1j (u1j), ϕ] = ([[(ρ1j )−1K1j (u1j)]]n1j , (∇ζ1j )(ϕ− c1j (ϕ)))Γ1j
− ([[(ρ1j )−1ν1jD(u1j )]]n1j − n1j [[divu1j ]], (∇ζ1j )(ϕ− c1j (ϕ)))Γ1j ,
[B3j (u3j), ϕ] = ((ρ3j )−1K3j (u3j )n3j , (∇ζ3j )(ϕ− c3j(ϕ)))Γ3j
− ((ρ3j )−1ν3jD(u3j )n3j − n3j divu3j , (∇ζ3j )(ϕ− c3j(ϕ)))Γ3j ,
then we have, for i = 1, . . . , 5,
((ρij)
−1∇(K(ζijuij)− ζijK(uij)),∇ϕ)Ω˙ =< Iij , ϕ >Ω for any ϕ ∈ W1q′(Ω).
Let F be an element of L(W−1q (Ω), Lq(Ω)N ) such that, for θ ∈ W−1q (Ω),
< θ, ϕ >Ω= (F(θ),∇ϕ)Ω for all ϕ ∈ W1q′(Ω), ‖F(θ)‖Lq(Ω) = ‖θ‖W−1q (Ω).
Such a F can be constructed by the Hahn-Banach theorem. Since it holds that ((ρij)
−1∇(K(ζijuij) −
ζijK(u
i
j)),∇ϕ)Ω˙ = (F(Iij),∇ϕ)Ω˙, we see that∇(K(ζijuij)− ζijKij(uij)) is given by the following formula:
(5.32) ∇(K(ζijuij)− ζijKij(uij)) = ∇K(F(Iij), [[gij ]], hij |Γ+).
To see the R-boundedness, for i = 1, . . . , 5, we define operators Iij(λ) by
< Iij(λ)H, ϕ >Ω= ((ρij)−1C1(νij , ζij)∇(Sij(λ)H) + C0(νij , ζij)Sij(λ)H,∇ϕ)Hij
− (∇{(∇ζij) · Sij(λ)H} + (∇ζij) div(Sij(λ)H),∇ϕ)Hij − 2((ρij)−1(∇ζij)Kij(Sij(λ)H),∇ϕ)Hij
− ((ρij)−1(∆ζij)Kij(Sij(λ)H), ϕ − cij(ϕ))Hij + ((ρij)−1νijD(Sij(λ)H),∇{(∇ζij)(ϕ − cij(ϕ))})Hij
− (div(Sij(λ)H), div{(∇ζij)(ϕ − cij(ϕ))})Hij + [Bij(Sij(λ)H), ϕ]
for any H ∈ XR,q(Ω˙) and for any ϕ ∈ W1q′(Ω). In addition, we define operators J ij (λ) by
J ij (λ)H =< νij(D(∇ζij)(Sij(λ)H))nij ,nij > −E(∇ζij)(Sij(λ)H) (i = 1, 2).
By Lemma 5.6 and (5.29), we have
|[B1j (S1j (λ)H), ϕ]| ≤ γ4
(
‖K1j (S1j (λ)H)‖1−1/qLq(H1+j)‖∇K
1
j (S1j (λ)H)‖1/qLq(H1+j)
+ ‖K1j (S1j (λ)H)‖1−1/qLq(H1−j)‖∇K
1
j (S1j (λ)H)‖1/qLq(H1−j) + ‖∇S
1
j (λ)H‖1−1/qLq(H1+j)‖∇
2S1j (λ)H‖1/qLq(H1+j)
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+ ‖∇S1j (λ)H‖1−1/qLq(H1−j)‖∇
2S1j (λ)H‖1/qLq(H1−j)
)
‖∇ϕ‖Lq′(Ω∩B1j ),
which, combined with Young’s inequality and (5.26), furnishes that
|[B1j (S1j (λ)H), ϕ]| ≤ γ4
(
(σ2 + σ1γσ2)‖∇2S1j (λ)H‖Lq(H1j) + γσ1γσ2‖∇S1j (λ)H‖Lq(H1j)
)
‖∇ϕ‖Lq′ (Ω∩B1j )
for any σ1, σ2 > 0. Similarly to the last inequality, we can estimate [B3j (S3j (λ)H), ϕ]. Since [Bij(uij), ϕ] are
linear with respect to uij , the inequalities of [Bij(Sij(λ)H), ϕ] (i = 1, 3) above yields that∣∣∣ < n∑
l=1
alIij(λl)Hl, ϕ >Ω
∣∣∣(5.33)
≤ γ4
{
(σ2 + σ1γσ2)
∥∥∥ n∑
l=1
al∇2Sij(λl)Hl
∥∥∥
Lq(Hij)
+ γσ1γσ2
∥∥∥ n∑
l=1
alSij(λl)Hl
∥∥∥
W 1q (H
i
j)
}
‖∇ϕ‖Lq′ (Ω∩Bij)
with i = 1, . . . , 5 for any ϕ ∈ W1q′ (Ω) and for any n ∈ N, {al}nl=1 ⊂ C, {λl}nl=1 ⊂ Σε,λ1 , and {Hl}nl=1 ⊂
XR,q(Ω˙). The estimate (5.33) with n = 1, together with (5.13) and (5.19), shows that
| < Iij(λ)H, ϕ >Ω | ≤M‖H‖XR,q(Ω˙∩Bij)‖∇ϕ‖Lq′(Ω∩Bij) for all ϕ ∈ W
1
q′(Ω)
for any λ ∈ Σε,λ1 and H ∈ XR,q(Ω˙) with some positive constant M independent of j ∈ N, which, combined
with Lemma 5.2, furnishes that the infinite sum Ii(λ)H =
∑∞
j=1 Iij(λ)H exists in the strong topology of
W−1q (Ω). In addition, by (5.33) with Ho¨lder’s inequality and by Lemma 5.2 again, we have∥∥∥ n∑
l=1
alI
i(λl)Hl
∥∥∥q
W−1q (Ω)
≤ 2q(γ4)q
{
(σ2 + σ1γσ2)
q
∞∑
j=1
∥∥∥ n∑
l=1
al∇2Sij(λl)Hl
∥∥∥q
Lq(Hij)
+ (γσ1γσ2)
q
∞∑
j=1
∥∥∥ n∑
l=1
alSij(λl)Hl
∥∥∥q
W 1q (H
i
j)
}
.
This inequality combined with monotone convergence theorem, Proposition 2.5, and (5.14), together with
the formulas (5.19), yields that, by Definition 1.2 and (5.2),∫ 1
0
∥∥∥ n∑
l=1
rl(u)I
i(λl)Hl
∥∥∥q
W−1q (Ω)
du ≤ γ4
(
(σ2 + σ1γσ2)
q + (γσ1γσ2λ
−1/2
1 )
q
)∫ 1
0
∥∥∥ n∑
l=1
rl(u)Hl
∥∥∥q
XR,q(Ω˙)
du
for any σ1, σ2 > 0 and λ1 ≥ λ0. Thus, setting I(λ)H =
∑5
i=1 I
i(λ)H and using Proposition 2.4, we have
I(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙),W−1q (Ω))), I(λ)FR,λ(f ,h,k) =
5∑
i=1
∞∑
j=1
Iij ,(5.34)
RL(XR,q(Ω˙),W−1q (Ω))
({(
λ
d
dλ
)l
I(λ) : λ ∈ Σε,λ1
})
≤ γ4(σ2 + σ1γσ2 + γσ1γσ2λ−1/21 ) (l = 0, 1).
Analogously, we can prove the existence of operator families J1(λ), J2(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙)),W 1q (Ω˙))
such that
J1(λ)FR,λ(f ,h,k) =
∞∑
j=1
g1j , J
2(λ)FR,λ(f ,h,k) =
∞∑
j=1
h2j ,(5.35)
RL(XR,q(Ω˙),X˜R,q(Ω˙))
({(
λ
d
dλ
)l(
F˜R,λJ
i(λ)
) | λ ∈ Σε,λ1}) ≤ γ4(σ2 + σ1γσ2 + γσ1γσ2λ−1/21 )
with i = 1, 2 and l = 0, 1 for any σ1, σ1 > 0 and for any λ1 ≥ λ0.
In view of (5.32), we define L0(λ)H as L0(λ)H = ∇K(F(I(λ)H), [[J1(λ)H]],J2(λ)H|Γ+) for H ∈ XR,q(Ω˙).
Then, by the continuity of K, (5.34), (5.35), and Proposition 2.4, we see that
L0(λ) ∈ Hol (Σε,λ1 ,L(XR,q(Ω˙), Lq(Ω˙)N )), L0(λ)FR,λ(f ,h,k) =
5∑
i=1
∞∑
j=1
∇ (K(ζijuij)− ζijKij(uij)) ,(5.36)
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RL(XR,q(Ω˙),Lq(Ω˙)N )
({(
λ
d
dλ
)l
L0(λ) | λ ∈ Σε,λ1
})
≤ γ4(σ2 + σ1γσ2 + γσ1γσ2λ−1/21 ) (l = 0, 1)
for any σ1, σ2 > 0 and λ1 ≥ λ0. Summing up (5.23), (5.24). (5.31), (5.35), and (5.36), we define U(λ)H as
U(λ)H = (V0(λ)H +K0(λ)H+ L0(λ)H,V1(λ)H+ J1(λ)H,V2(λ)H+ J2(λ)H) for H ∈ XR,q(Ω˙),
and then U(λ) is the required operator in Lemma 5.5. This completes the proof of the lemma. 
5.5. Proof of Theorem 2.2. In Lemma 5.5, we choose σ1, σ2, and λ1 in such a way that γ4σ2 < 1/8,
γ4γσ2σ1 < 1/8, and γ4γσ1γσ2λ
−1/2
1 < 1/4, successively, and thus
RL(XR,q(Ω˙))
({(
λ
d
dλ
)l
FR,λU(λ) | λ ∈ Σε,λ1
})
≤ 1
2
(l = 0, 1).
These inequalities imply that
RL(XR,q(Ω˙))
({(
λ
d
dλ
)l
(I − FR,λU(λ))−1 | λ ∈ Σε,λ1
})
≤ 2 (l = 0, 1).
Similarly to Section 4, setting B(λ) = S(λ)(I − FR,λU(λ))−1 with (5.21) yields that u = B(λ)FR,λ(f ,h,k)
solves the problem (2.3) and B(λ) satisfies (2.8). The uniqueness of (2.3) follows from the solvablility of the
weak elliptic transmission problem on W1q′(Ω) for ρ± and the solvability of (2.3) for q′ in the same manner
as in the proof of Theorem 1.6. This completes the proof of Theorem 2.2.
Acknowledgments. The authors gratefully acknowledge the many helpful suggestions of Professor Yoshihiro
Shibata during the preparation of the paper. This research was partly supported by JSPS Japanese-German
Graduate Externship and by unit “Multiscale Analysis, Modeling and Simulation”, Top Global University
Project of Waseda University.
References
[1] R.A. Adams and J.J.F. Fournier. Sobolev spaces, volume 140 of Pure and Applied Mathematics. Elsevier/Academic Press,
Amsterdam, 2nd edition, 2003.
[2] I.V. Denisova. A priori estimates for the solution of the linear nonstationary problem connected with the motion of a drop
in a liquid medium. Trudy Mat. Inst. Steklov., 188:3–21; English transl.: Proc. Steklov Inst. Math. (1991), no. 3, 1–24,
1990.
[3] I.V. Denisova. Solvability in Ho¨lder spaces of a linear problem on the motion of two fluids separated by a closed surface.
Algebra i Analiz, 5(4):122–148; English transl.: St. Petersburg Math. J. 5 (1994), no. 4, 765–787, 1993.
[4] I.V. Denisova. Problem of the motion of two viscous incompressible fluids separated by a closed free interface. Acta Appl.
Math., 37(1-2):31–40, 1994.
[5] I.V. Denisova. On the problem of thermocapillary convection for two incompressible fluids separated by a closed interface.
In Trends in partial differential equations of mathematical physics, volume 61 of Progr. Nonlinear Differential Equations
Appl., pages 45–64. Birkha¨user, Basel, 2005.
[6] I.V. Denisova. Global solvability of a problem on two fluid motion without surface tension. Zap. Nauchn. Sem. S.-Peterburg.
Otdel. Mat. Inst. Steklov. (POMI), 348:19–39; English transl.: J. Math. Sci. (N. Y.) 152 (2008), no. 5, 625–637, 2007.
[7] I.V. Denisova. Global l2-solvability of a problem governing two-phase fluid motion without surface tension. Port. Math.,
71(1):1–24, 2014.
[8] I.V. Denisova and Sˇ. Necˇasova´. Oberbeck-Boussinesq approximation for the motion of two incompressible fluids. Zap.
Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 362:92–119; English transl.: J. Math. Sci. (N. Y.) 159
(2009), no. 4, 436–451, 2008.
[9] I.V. Denisova and V.A. Solonnikov. Solvability in Ho¨lder spaces of a model initial-boundary value problem generated by a
problem on the motion of two fluids. Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 188:5–44; English
transl.: J. Math. Sci. 70 (1994), no. 3, 1717–1746, 1991.
[10] I.V. Denisova and V.A. Solonnikov. Classical solvability of the problem of the motion of two viscous incompressible fluids.
Algebra i Analiz, 7(5):101–142; English transl.: St. Petersburg Math. J. 7 (1996), no. 5, 755–786, 1995.
[11] I.V. Denisova and V.A. Solonnikov. Global solvability of the problem of the motion of two incompressible capillary fluids
in a container. Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 397:20–52; English transl.: J. Math.
Sci. (N. Y.) 185 (2012), no. 5, 668–686, 2011.
[12] R. Denk, M. Hieber, and J. Pru¨ss. R-boundedness, Fourier multipliers and problems of elliptic and parabolic type. Mem.
Amer. Math. Soc., 166(788):viii+114 pp., 2003.
[13] E. DiBenedetto. Real analysis. Birkha¨user Advanced Texts. Birkha¨user Boston, Inc., Boston, 2002.
[14] Y. Enomoto and Y. Shibata. On the R-sectoriality and the initial boundary value problem for the viscous compressible
fluid flow. Funkcial. Ekvac., 56(3):441–505, 2013.
46 SRI MARYANI AND HIROKAZU SAITO
[15] M. Hieber and H. Saito. Strong solutions for two-phase free boundary problems for a class of non-Newtonian fluids. sub-
mitted.
[16] M. Ko¨hne, J. Pru¨ss, and M. Wilke. Qualitative behaviour of solutions for the two-phase navier-stokes equations with surface
tension. Math. Ann., 2(356):737–792, 2013.
[17] T. Kubo and Y. Shibata. On the evolution of compressible and incompressible viscous fluids with a sharp interface. 2015.
preprint.
[18] P.C. Kunstmann and L. Weis. Maximal Lp-regularity for parabolic equations, Fourier multiplier theorems and H∞-
functional calculus. In Functional Analytic Methods for Evolution Equations, Lect. Notes in Math. 1855, pages 65–311.
Springer, Berlin, 2004.
[19] S.G. Mikhlin. Multidimensional Singular Integrals and Integral Equations. Pure and Applied Mathematics Monograph.
Pergamon Press, Oxford-New York-Paris, 1965.
[20] J. Pru¨ss and G. Simonett. On the Rayleigh-Taylor instability for the two-phase Navier-Stokes equations. Indiana Univ.
Math. J., 59(6):1853–1871, 2010.
[21] J. Pru¨ss and G. Simonett. On the two-phase Navier-Stokes equations with surface tension. Interfaces Free Bound., 12(3):311–
345, 2010.
[22] J. Pru¨ss and G. Simonett. Analytic solutions for the two-phase Navier-Stokes equations with surface tension and gravity.
In Parabolic Problems, volume 80 of Progr. Nonlinear Differential Equations Appl., pages 507–540. Birkha¨user/Springer
Basel AG, Basel, 2011.
[23] H. Saito. Free boundary problems of the incmopressible Navier-Stokes equations in some unbounded domains. PhD thesis,
Waseda University, 2015.
[24] H. Saito. On the R-boundedness of solution operator families of the generalized stokes resolvent problem in an infinite
layer. Math. Methods Appl. Sci., 38(9):1888–1925, 2015.
[25] Y. Shibata. Generalized resolvent estimate of the Stokes equations with first order boundary condition in a general domain.
J. Math. Fluid Mech., 15(1):1–40, 2013.
[26] Y. Shibata. On the R-boundedness of solution operators for the Stokes equations with free boundary condition. Differential
Integral Equations, 27(3-4):313–368, 2014.
[27] Y. Shibata and S. Shimizu. On the Lp-Lq maximal regularity of the Neumann problem for the Stokes equations in a
bounded domain. J. Reine Angew. Math., 615:157–209, 2008.
[28] Y. Shibata and S. Shimizu. Maximal Lp-Lq regularity for the two-phase Stokes equations; model problems. J. Differential
Equations, 251(2):373–419, 2011.
[29] Y. Shibata and S. Shimizu. On the maximal Lp-Lq regularity of the Stokes problem with first order boundary condition;
model problems. J. Math. Soc. Japan, 64(2):561–626, 2012.
[30] N. Tanaka. Global existence of two phase nonhomogeneous viscous incompressible fluid flow. Comm. Partial Differential
Equations, 18(1-2):41–81, 1993.
[31] L. Weis. Operator-valued Fourier multiplier theorems and maximal Lp-regularity. Math. Ann., 319(4):735–758, 2001.
Faculty of Mathematics and Natural Science, Department of Mathematics, Jenderal Soedirman University,
Indonesia
E-mail address: sri.maryani@unsoed.ac.id
Department of Pure and Applied Mathematics, Graduate School of Fundamental Science and Engineering,
Waseda University, 3-4-1 Ookubo, Shinjuku-ku, Tokyo, 169-8555, Japan
E-mail address: hsaito@aoni.waseda.jp
