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Abstract- An efficient simplification procedure of the optical flow (OF) algorithm as well as its 
hardware implementation using the field programmable gate array (FPGA) technology is presented. 
The modified algorithm is based on block matching of subsets of successive frames, and exploits one-
dimensional representation of subsets as well as the adaptive adjustments of their sizes. Also, an l1-
norm-based correlation function requiring no multiplication/division operations is used. As a result, it 
was possible to reduce the computational complexity of the algorithm without compromising the 
processing accuracy. Both the accuracy and the limitations resulting from the introduced 
simplifications have been verified based on several examples of both synthetic and real movie samples. 
The presented algorithm has been implemented using VirtexII-1000 FPGA to realize a digital 
stabilization system for the CMOS camera images. Experimental results fully confirm the efficiency of 
the presented algorithm when working with limited computational resources. This demonstrates the 
possibility of using our algorithm in the autonomous navigation and other battery-powered systems. 
 
Index terms: Optical flow, correlation algorithm, digital image stabilization, FPGA 
 
I. INTRODUCTION 
 
Practical analysis of the moving objects in the sequence of images is exploited in various 
applications including security and monitoring systems, automatic robot control [1] and many 
others [2]. In some of these applications, the motion analysis is realized in battery-powered 
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systems with limited computational resources. Still, it is required that these systems work in real-
time and provide sufficient accuracy with minimum resource usage. In such cases, it is often 
convenient to exploit a hardware implementation of the analysis procedures, using, e.g., 
FPGA [3]. 
 One of efficient procedures of motion analysis is based on determining so-called field 
optical flow [4]. According to the optical flow (OF) algorithm, the previous frame can be restored 
based on the actual one using appropriate vectors that are determined for each pixel of the latter. 
The concept of the optical flow is shown in Fig. 1. 
 
Figure 1. Optical flow concept. 
 Known OF algorithms can be categorized into three main groups: gradient OF (GOF) [6], 
frequency OF (FOF) [7] and correlation OF (COF) [13] (see also Appendix A). The first two 
groups can be characterized by a better processing accuracy than the correlation method as well 
as other ways of movement detection [5]. However, these methods are complex and their 
hardware realization (e.g., using FPGA [3]) consumes substantial resources. Also, the accuracy of 
the gradient algorithm depends on the number of iterations as well as the accuracy of the floating-
point operations [3]. Additionally, the gradient method requires complex initial filtering (both in 
the time and the spatial domain). 
 Frequency OF algorithms exploit filters detecting the direction of movement in the 
frequency domain [7]. Filtering in the frequency domain is realized through the gradient-spatial 
distribution in the Fourier space. Image transformation from the spatial domain to the frequency 
domain is a complex process with a number of intermediate results (which requires substantial 
amount of memory) and significant number of multiplication operations. Both the amount of 
required memory and the processing accuracy have a great influence on the number of the 
utilized logical cells of the FPGA and the processing time (number of iterations). 
 Correlation optical flow algorithms exploit simple arithmetic operations, i.e., addition, 
subtraction, comparison, min and max. Also, they are memory efficient because only two 
successive frames are stored at any given time. The drawback of the correlation method is its low 
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accuracy. Also, it is not possible of detect the sub-pixel velocity. Processing time depends on the 
image resolution, maximum velocity and the subset’s size. Additional details on the correlation 
algorithm and various correlation functions used in practice can be found in Appendix A.  
Table 1 shows a qualitative comparison of the three aforementioned types of the OF algorithms. 
It follows that although both GOF and FOF algorithms provide the best processing accuracy, 
their high computational complexity, large processing time and memory usage make them 
unsuitable for resource-efficient hardware implementation working in real-time. COF algorithm, 
on the other hand, seems appropriate for such an implementation, provided that certain 
simplifications are introduced with respect to the standard version in order to further reduce its 
complexity and resource usage. 
Table 1: Qualitative Comparison of Optical Flow Algorithms 
 GOF FOF COF 
Reference 
Complexity 
Accuracy 
Memory Usage 
Processing Time 
[14] 
Large 
Subpix 
Large 
Average 
[8] 
Large 
Subpix 
Large 
Large 
[5] 
Small 
Pix 
Small 
Small 
 
In this paper, a modification of the correlation OF algorithm is presented together with its FPGA 
realization. The proposed simplifications allow us to reduce both the computing time and amount 
of resources used by the algorithm. The adaptive procedure for adjusting the sizes of the sub-
regions that are being matched when determining the optical flow was also implemented, which 
results in the improvement of the processing accuracy. Moreover, a substantial reduction in the 
computational resources used by the algorithm is obtained by using a Gray code to store the pixel 
intensity information. The algorithm working in real time is realized using the Virtex-II-1000 
FPGA.  
Reduction of power consumption and computational resources is of primary importance for 
wireless and battery-powered systems including autonomous robots, nodes of sensor networks 
and portable devices. Therefore, the OF algorithm presented here can be useful to realize—in the 
aforementioned systems—functions such as movement detection, time-to-crash estimation, 
segmentation, digital image stabilization as well as image compression. 
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 The paper is organized as follows. In Section II the details of our simplified correlation 
OF algorithm are discussed. Section III presents the results of the numerical verification using 
several synthetic and real movies. In Section IV, the FPGA realization of our algorithm is 
demonstrated and compared to other implementations reported in the literature. Section V 
concludes the paper. 
 
II. RESOURCE-EFFICIENT CORRELATION OPTICAL FLOW ALGORITHM 
 
In this section modifications of the correlation OF algorithm are described that aim at reducing its 
computational complexity and making the algorithm resource-efficient. 
 
A. Correlation Function 
The COF algorithm is based on determining an extremum of a correlation function with respect 
to the two successive frames. In particular, this extremum determines so-called velocity vector 
VOF [5] which estimates the shift of a given pixel between the subsequent frames. The velocity 
vector for the pixel (or the group of pixels) of coordinates x and y is obtained as 
],[minarg],[
,
jiyx
ji
MCVOF   (1) 
where MC is a correlation function. The correlation function affects both the processing 
accuracy, computing time and the resources used by the COF algorithm. Here we exploit a simple 
function of the form [9], based on l1-norm: 


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1,...,0,
],[],[],[
nba
bjaibaji BAMC  (2) 
 
where A is an n×n surround of pixel (or group of pixels) of coordinates x and y in the previous 
frame, B is the corresponding m×m surrounding in the actual frame (m > n), and i, j  {0, 1, ..., 
m – n}. According to (1), a subset A of the previous frame is being matched to a shifted subset B 
of the actual frame; the optimal shift [i,j] that realizes the extremum (here, minimum) of the 
correlation function (2) is determined. This shift is referred to as the velocity vector VOF. The 
process of determining the velocity vector using the correlation function (2) is illustrated in 
Fig. 2. 
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Figure 2. Illustration of determining the velocity vector using a simple correlation function (2): 
The subset A of the previous frame is being matched to a shifted subset B of the actual frame; the 
optimal shift (velocity vector) that realizes the minimum of the correlation function (2) is 
determined. 
 
 The correlation function (2) uses the sum of absolute differences of matrix elements. 
Thus, it avoids multiplication and division operations present in other commonly used functions 
that can be found in the literature (see Appendix A). Therefore, the function (2) realizes an 
efficient way of determining the correlation both with respect to the computational complexity 
and utilization of the system resources. Moreover, as indicated in Section 3, other correlation 
functions give only a marginal improvement of processing accuracy.  
 
B. Gray-Coded Bit-Plane Matching 
The number of bits required to store the pixel intensity has a major influence on the amount of 
resources used by the OF algorithm [11]. One of the basic methods of reducing the bit-resolution 
of images, exploited in this paper, is thresholding [10]. The drawback of this approach is that 8-
bit comparators have to be used in the process. In order to make it more efficient, the pixel 
intensity can be encoded using a Gray code (CG), in which case the image segmentation can be 
implemented using only 2-bit XOR units. Bits of the frame encoded this way retain the 
information about the edges, which is essential for COF algorithms. 
 Figure 3 shows the subsequent bits of the image encoded using CG. CG bits carry various 
useful data that can be efficiently used in the adaptive OF algorithm. In particular, if the 
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correlation between subsequent image frames is below the required threshold, the COF algorithm 
is executed again using a different CG bit which contains different set of edges (see Section 2.D). 
 
Figure 3. Gray code representation of the traffic frame. Pictures marked with numbers 0 to 7 
correspond to the subsequent bits of the image presented in a central picture encoded using a 
Gray code. 
 
C. One-Dimensional Subset Representation 
The next step of simplifying the correlation algorithm is focused on reducing the computation 
time. The drawback of correlation algorithms is the necessity of performing a large number of 
minimizations (1), corresponding to all pixels in the image. The computing time T of COF 
algorithm is given by 
)]()([),( 2minarg
22 kTkTrkrT cor   (3) 
where k = m – n + 1, r is a resolution of the original image, Targmin(x) is the time necessary to 
solve the minimization problem (1) with x being the search space size, whereas the time Tcor 
necessary to determine the correlation matrix (cf. (2)) is  
22 )1()(  nmTkT constcor  (4) 
One of possible ways of reducing the computational complexity of COF algorithm is by using 
one-dimensional representations of subsets A and B (cf. (2)). The computing time is then given 
by  
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)]()([2),( minarg
2
1 kTkTrkrT corD   (5) 
This approach was described in [12], where only the central row and column of the matrix MC 
was determined (winner-take-all or 1D-2D). In this case, the x component of the velocity vector 
VOF is obtained assuming the zero value for the y component of VOF. Similarly, the y 
component is calculated assuming the zero value for the x component. The principal drawback of 
this approach is its larger sensitivity for large velocity (||VOF|| > 3). Moreover, algorithm [12] 
requires substantial sizes of subsets A and B, which affects both the processing time and the 
accuracy (for images with the large number of edges). 
 In this paper, we propose an alternative method of representing two-dimensional sub-
regions in one-dimensional space. Our method is based on summing elements of subsets A and B 
along rows and columns. This approach results in reduced correlation algorithm (RCOF), where 
matrices A and B are replaced by the two vectors H and V given by 
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where i, j = 0, …, n – 1, and k, l = 0, …, m – 1. The correlation between vectors (6) to (9) is 
determined according to (2). Subsequently, the velocity vector VOF is obtained using (1).  
  
D. Adaptive Adjustment of Subset Sizes 
Similarly as for the 1D-2D algorithm, the accuracy of the RCOF algorithm is dependent on the 
proper choice of parameters m and n of subsets A and B. It is expected that too small m and n will 
result in degrading the accuracy of velocity estimation for large shifts, while large m and n may 
degrade the accuracy for the movies with a large number of edges and containing independently 
moving objects. Having this in mind, an adaptive correlation algorithm (ARCOF) has been 
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proposed to address the above issues to some extent. The ARCOF algorithm dynamically adjusts 
the values of parameters n and m according to the following rules: 
 Both n and m are set to their initial values: n = nmin and m = mmin; 
 If the correlation parameter than realizes (2) is smaller than corremin (the user-
defined threshold value), n and m are incremented by 1 and the matrix MC is 
determined again as in (2); 
 Exception 1: If m exceeds a user-defined maximum value mmax, only n is 
incremented; 
 Exception 2: If m = mmax and n = mmax – 1, n and m are reset to n = nmin and m = 
mmin, respectively; the adaptation procedure is restarted with a different CG bit. 
It should be emphasized that the improvement in accuracy due to increasing m and n is obtained 
at the expense of the longer computing time. The trade-off between these two factors is 
determined, in the adjustment procedure used in the ARCOF algorithm, by the assumed accuracy 
level through the threshold value. 
 
III. EXPERIMENTAL RESULTS 
 
In this section we present the results of experiments carried out to verify the performance of the 
modified COF algorithm described in Section 2. 
 
A. Error Measure 
Definition of the processing error is often a problem in case of image processing algorithms. The 
reason is that the analytical relations are not known for the optical flow of the real images, and 
estimators must be used as a reference value of VOF. Therefore, the processing error obtained 
using the OF estimator depends on the quality of this estimator. Moreover, OF algorithms are 
based on assumptions regarding the maximum pixel shift between the subsequent frames, as well 
as the assumptions regarding the frame structure (cf. the aperture problem [6]). Often, these 
assumptions are not satisfied, e.g., in case of insufficient number of good matchable features in 
the image, which results in a large absolute error of the estimator.  
 In this paper, the following formula describing the processing error has been used to 
qualitative analysis of the algorithms 
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where p is an initial frame size, IPrev is the previous frame, whereas  I’Act is a restored previous 
frame obtained as a result of processing the current frame and the corresponding VOF. This 
approach is based directly on the formulation of the OF algorithm where the previous frame can 
be restored (approximated) using the current frame and the optical flow field.  
 In order to permit comparison of our algorithm with other COF approaches described in 
the literature, an additional error measure—so-called average angle error (AAE)—introduced in 
[4] and [20] will also be used. AAE is defined as 

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p
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AAE
0
2 ],[
1 E  (11) 
with EA[i, j] given by 
]),[ˆ],[ˆ(cos],[ 1 jijijiA ecE    (12) 
Here, c is the correct motion vector, e is the estimated optical flow vector. Symbol ˆ denotes 
vector normalization, whereas symbol  denotes the inner product. 
 
B. Test Movies 
The processing quality of the OF algorithms is also affected by the maximum velocity (VOFmax) 
and the number of characteristic elements (e.g., edges, corners). In order to verify the algorithm 
proposed in this work, several types of movies have been used to analyze the processing error. 
Movie #1 contains a piece of road together with the vehicles moving along, whereas Movie #2 
contains the same piece of road, however, without the vehicles. Movie #3 is characterized by 
large shifts, and Movie #4 is a synthetic image sequence for which the ground-truth optical flow 
is known. Figure 4 shows the 8th frame from all the movies.  
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(a)               (b) 
     
(c)               (d) 
Figure 4. The movies used for OF algorithms verification (frame number 8): (a) Movie #1: a 
piece of road together with the vehicles moving along, (b) Movie #2: the same piece of road, no 
vehicles, (c) Movie #3: flower-garden sequence, (d) Movie #4: Yosemite sequence. 
  
C. Results and Discussion 
We have performed a number of experiments in order to verify the influence of the modifications 
of the COF algorithm introduced in Section 2 on the processing accuracy as well as the two 
factors important from the point of view of the hardware realization of the algorithm: the 
computing time and the resource usage. 
Table 2: Exploited Resources and Processing Accuracy for The Correlation Optical Flow 
Algorithm versus Image Resolution 
  Image Resolution 
  1 bit 2 bits 4 bits 8 bits 
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Adder 4 slice 5 slice 5 slice 6 slice 
Comparator 4 slice 5 slice 5 slice 6 slice Resources 
Memory 2 BRAM 4 BRAM 8 BRAM 16 BRAM 
Movie #1 12.1 11.9 10.8 8.1 Processing 
Accuracy* Movie #2 12 11.8 10.4 7.9 
* Accuracy according to formula (10) 
 
Table 2 shows the dependence of the processing accuracy and the required resources on the 
image bit-resolution for the standard COF algorithm. In practice, selection of the image grayscale 
depth is determined by the necessity of reducing the number of exploited memory blocks 
(BRAM) [17], which, in turn, is a consequence of limited resources of fast BRAMs available in 
FPGA circuits. Of course, reduction of exploited BRAM units can be achieved at the expense of 
a processing accuracy as indicated in Table 2. The number of logic units (slices), on the other 
hand, is only slightly dependent on the grayscale depth of the image.  
Based on the data presented in Table 2, a binary (1-bit resolution) image was selected for further 
realization. In this case only 2 BRAM units are necessary. Also, the processing accuracy is 
almost the same as for 2- and 4-bits resolution (cf. Table 2). 
Table 3: Processing Accuracy* of RCOF Algorithm versus m and n 
 Movie 
 #1 #2 #3 #4 
2n = m = 32 13.3 13.2 13.0 12.8 
2n = m = 16 13.4 13.5 14.5 14.1 
4n = m = 32 13.5 13.5 16.6 16.0 
4n = m = 16 13.5 13.6 16.8 16.1 
8n = m = 32 13.5 13.8 18.2 17.9 
8n = m = 16 13.6 13.9 19.0 18.1 
* Accuracy according to formula (10) 
 
Table 3 shows the processing error of the RCOF algorithm for different values of m and n. These 
results indicate that the best accuracy is obtained for large values of m (i.e., large searching 
regions A) and large n (large neighborhoods B). Obviously, the consequence of large m is a large 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 3, NO. 2, JUNE 2010
263
size of MC matrix (2) which influences the processing time (cf. (3) and (4)). For the hardware 
realization of the adaptive OF algorithm (cf. Section 2.D) the following parameters were selected: 
mmax = 16, mmin = 8, nmin = 4. This choice ensures a reasonable trade-off between the accuracy 
and processing time. 
Table 4: Correlation Algorithms: Comparison of Processing Accuracy* 
 Movie 
 #1 #2 #3 #4 
GOF 4.0 3.6 3.7 2.4 
[12] 12.9 12.5 16.1 14.0 
COF 11.2 11.3 11.6 11.1 
RCOF 13.3 13.2 13.0 12.8 
ARCOF** 9.1 9.3 11.0 10.8 
* Accuracy according to formula (10) 
** (corremin = 0.96, mmax = 16, mmin = 8, nmin = 4) 
 
Table 4 compares the processing error for the GOF algorithm, the 1D-2D algorithm [12], as well 
as RCOF and ARCOF algorithms. As expected the GOF algorithm is characterized by the 
smallest error for all four test movies considered. The adaptive procedures used in ARCOF 
algorithm have a clear impact on the processing error as indicated by comparison with the RCOF 
algorithm. Also, the ARCOF algorithm outperforms the 1D-2D algorithm [12]. It should be 
stressed that although the accuracy of ARCOF is not as good as the accuracy of GOF or FOF 
algorithms, the ARCOF approach requires the least amount of resources, and, it is therefore much 
more suitable for hardware implementation. 
 
IV.  HARDWARE REALIZATION IN FPGA 
 
The ARCOF algorithm has been selected for the FPGA realization because it is using the 
minimum amount of resources and provides sufficient accuracy in computing of the optical flow 
field. Based on the OF field obtained by means of ARCOF, a digital image stabilization (DIS) 
algorithm [15] have been realized. The DIS algorithm eliminates unwelcome vibrations in the 
movies.  
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Figure 5. Block diagram of a DIS system realized with FPGA. The image from the camera is 
stored in BRAM. Image segmentation is performed using XOR. The result of comparing 
appropriate subsets of the actual and previous frames is stored in the MC module; then, the 
optical flow vector is determined in the Extremum Function module. Having the optical flow 
field determined, the DIS algorithm is realized in the Rewrite Function module. 
 
Our system is shown in Fig. 4 and consists of the module computing the optical flow field, 
module determining the velocity vector (cf. (1)), as well as the module responsible for changing 
the location of pixel in the output matrix (i.e., actual realization of DIS). The absolute value of 
the difference has been selected as the correlation function (cf. (2)). The ADS operation was 
realized using 2-input XOR gate as well as the adder with D flip-flop.  
 
Figure 6. Block diagram of the ARCOF module. The absolute sum of differences is realized 
using XOR (subtraction) and an adder (with memory implemented with D flip-flops). 
 
A block diagram of the ARCOF algorithm is shown in Fig. 5. The module seeking for the 
maximum of the correlation function stores only a single value of the MC matrix as well as the 
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 3, NO. 2, JUNE 2010
265
corresponding argument. Having found the maximum for a single pixel, a module realizing the 
pixel shift or the change of the CG bit (in case of insufficient correlation) is activated.  
 
Figure 7. Block diagram of the module finding the maximum of the correlation function. The module 
uses comparator as well as D-flip-flop-based memory. 
 
A block diagram of the maximum seeking module is shown in Fig. 6. The last element of the 
system is a module that shifts a pixel from the input frame to the proper position at the output 
frame (according to the velocity vector VOF found using (1)). Figure 7 shows the block diagram 
of the module finding the maximum of the correlation function. The module uses comparator as 
well as D-flip-flop-based memory. 
The input image (resolution 640×480, 30 fps) has been stabilized in real time to the output 
resolution of 128×128 (30 fps). The whole system (DIS + handling the CMOS camera) was using 
3105 slice (which is 60% of available FPGA resources, 5120 slice).  
     
(a)                (b) 
Figure 8. The synthetic movie used for OF algorithms verification (frame number 8): (a) ARCOF 
algorithm, (b) ground-truth optical flow. 
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 For the sake of illustration, Fig. 8 shows the optical flow field determined with our algorithm as 
well as the ground-truth optical flow for the test Movie #4. Figure 9 shows the camera and the 
FPGA circuit used to realize the DIS algorithm. 
  
(a)                                                           (b) 
Figure 9. Hardware components: (a) CMOS imager, (b) Virtex-II-1000-Board. 
 
Table 5 shows a comparison between our algorithm and algorithms presented in [3], [18] and 
[19]. The comparison was performed with respect to the amount of resources necessary to 
implement the algorithm, power consumption as well as the accuracy using error measure (12). It 
should be emphasized that our algorithm uses substantially less resources and is characterized by 
the smallest power consumption which is crucial for low-power and battery-powered systems. 
Obviously, the processing accuracy is somewhat compromised, particularly in comparison with 
[18], however, this was to be expected according to the trade-offs discussed in Section 3. 
Table 5: Exploited Resources and Power Consumption for The Correlation Optical Flow 
Algorithm versus Show In [18], [19], [3] 
Algorithm This work [18] [19] [3] 
OF module 2700 slice 8520 slice 10288 not 
indicated 
Others 315 slice 12961 3681 not 
indicated 
Resources 
Total 3105 slice 21481 slice 13969 slice 19000 slice 
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Power 480 mW not indicated 2 W not 
indicated 
Resolution 640  480 640  480 640  480 320  240 
Frame per sec 30 60 64 30 
Processing Accuracy* for Movie #4 17.3 6.5 12.7 18.3 
* Accuracy according to formula (12) 
V. CONCLUSION 
 
The paper presents the algorithm for determining the field optical flow with reduced 
computational complexity and resource usage. The proposed approach is based on determining 
the correlation between one-dimensional representations of the image subsets and on the adaptive 
adjustment of the subset sizes. It has been demonstrated, using several movie examples, that our 
algorithm ensures processing accuracy only slightly worse than the COF algorithm. The 
presented FPGA implementation exploits substantially less resources and exhibits lower power 
consumption than other implementations reported in the literature. Therefore, our OF algorithm is 
suitable for realizing various functions involving movement detection, digital image stabilization 
as well as image compression in battery-powered systems using limited computational resources.  
 
 
APPENDIX A: CORRELATION FUNCTIONS FOR OPTICAL FLOW ALGORITHMS 
 
The processing accuracy, processing time and the hardware resources used by the COF algorithm 
depend on the correlation function. A simple correlation function (2) using the sum of absolute 
differences of matrix elements has been shown in Section 2. Several commonly used correlation 
functions can be found in the literature. For example, [16] describes the following set of 
functions: 
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(18) 
[ , ] [ , ] [ , ]a b a b i j B B B   (19) 
[ , ] [ , ]a b a b A A A  (20) 
1 1
2
0 0
1[ , ] [ , ]
n n
a b
i j i a j b
n
 
 
 B B 
 
(21) 
1 1
2
0 0
1 [ , ]
n n
a b
a b
n
 
 
 A A
 
(22) 
and i, j = 0, ..., m – n + 1. 
Table 6: Processing Accuracy* of Correlation Optical Flow Algorithms versus Correlation 
Function Used 
Movie Correlation 
Function #1 #2 #3 #4 
(2) 12.1 12.0 12.3 11.9 
(13) 11.8 11.8 11.7 11.5 
(14) 11.8 11.8 11.7 11.3 
(15) 11.5 11.6 11.7 11.2 
(16) 11.4 11.6 11.7 11.2 
(17) 11.4 11.4 11.6 11.1 
(18) 11.2 11.3 11.6 11.1 
* Accuracy according to formula (10) 
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Table 7: Correlation Optical Flow Algorithms: Properties and Exploited Resources 
Resources 
Correlation 
Function 
VOF implementation 
Relative 
Execution 
Time 
Comp Sum Mult 
(2) VOF[x,y] = argmin{i,j : S[i,j]} 1.0 6 slice 6 slice - 
(13) VOF[x,y] = argmin{i,j : S[i,j]} 1.6 11 slice 11 slice 4 slice 
(14) VOF[x,y] = argmin{i,j : S[i,j]} 3.1 11+8 slice 19 slice 8 slice 
(15) VOF[x,y] =argmax{i,j : C[i,j]} 1.7 22 slice 11 slice 4 slice 
(16) VOF[x,y] =argmax{i,j : C[i,j]} 3.3 22+8 slice 19 slice 16 slice 
(17) VOF[x,y] =argmax{i,j : C[i,j]} 1.8 22 slice 11 slice 4 slice 
(18) VOF[x,y] =argmax{i,j : C[i,j]} 3.4 22+8 slice 19 slice 16 slice 
 
The above expressions contain multiplication and division operations, which, in case of FPGA 
realization, is a serious problem because of a limited number of modules performing 
multiplication [17]. Table 6 shows the processing accuracy for the correlation functions (2) and 
(13)-(18), whereas Table 7 summarizes the resources used in their realization. This data shows 
that accuracy improvement is not proportional to the amount of resources. Moreover, the 
normalized functions (12), (14) and (16) give a marginal improvement of accuracy. The 
correlation function (2) is the most efficient method of determining the MC matrix both with 
respect to the processing time and utilization of the system resources. 
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