Hexagonal grids use a hierarchical subdivision tessellation to cover the entire plane or sphere. Due to the 6-fold rotational symmetry, hexagonal grids have some advantages (e.g. isoperimetry, equidistant neighbors, and uniform connectivity) over quadrangular and triangular girds, which makes them suitable to tackle tasks of geospatial information processing and intelligent decision-making. In this paper, we first introduce some applications based on the hexagonal grids. Then, we introduce the planer and spherical hexagonal grids and analyze the group representations for them, we review geometric deep learning, some Convolutional Neural Networks (CNNs) for hexagonal grids, and group-based equivariant convolution. Next in importance, we propose the HexagonNet for hexagonal grids, and define a new convolution operator and pooling operator. Finally, in order to evaluate the effectiveness of the proposed HexagonNet, we perform experiments on two tasks: aerial scene classification on the aerial image dataset (AID), and 3D shape classification on the ModelNet40 dataset. The experimental results verify the practical applicability of the HexagonNet given some fixed parameter budgets.
I. INTRODUCTION
Hexagonal grids have some advantages (e.g. isoperimetry, additional equidistant neighbors, and uniform connectivity) over quadrangular and triangular girds [1] , which have implications for processing information defined on them. Inspired by these advantages and the ubiquitous occurrence in nature (e.g. the visual systems of insect and human, honey-combs), hexagonal grids have been extensively used in the area of astrophysical and cosmological research [2] , and visual systems [3] , etc. As illustrated in Fig. 1 , the past few years have witnessed the widespread application of hexagonal grids in digital image processing [1] , [4] , [5] , geospatial information subdivision organization [6] , combat environment modeling [7] , new economic geography [8] , and intelligent transportation system [9] , etc.
Convolutional neural network (CNN) as an extensivelyused representation learning method for Computer Vision and Big Data, and has attracted enormous attention in the past decade. Remarkable progresses have been achieved in the design of network architectures and convolution operations, in which increasing efforts have been made The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Xiao . [1] , (b) Discrete Global Grids [6] , (c) Cherenkov Telescope Array [10] .
to generalize the CNN to multiview [11] , non-Euclidean spaces [12] and smooth manifolds [13] . Also, CNN is capable of learning equivariant/invariant representations to common object/context transformations, some equivariant/invariant CNNs have been investigated by some researchers based on Group-based convolution operations [14] . Besides, combined with reinforcement learning, CNN as the feature representation learning part has shown great practicability in deep reinforcement learning.
In this paper, we concentrate on designing CNNs for hexagonal grids and developing some novel frameworks to process the information defined on them. As for planar hexagonal representations, we rely on a specific indexing scheme for hexagonally sampling information, which allows for Cartesian tensors computation. As for spherical hexagonal representations, we use an icosahedron-based spherical grids as the initial representation of the spherical information. This efficient geodesic grid representation supports fast computation of the locally-supported spherical convolution operation. We start by introducing some applications based on the hexagonal grids. Then, we present the planer and spherical hexagonal grids and analyze the group representations for them, we review geometric deep learning, some new convolutions for hexagonal CNNs, and group-based equivariant convolution. Next in importance, HexagonNet, one novel CNN framework is defined to learn hexagonal representations. The hexagonal convolution kernel is decomposed into multiple rectangular sub-kernels, and the convolution operation is redesigned as a kernel expansion (KE) step followed by a planar hexagonal convolution (HexConv). Finally, in order to evaluate the feasibility of the proposed HexagonNet with increased degree of symmetry, we perform experiments on two tasks: aerial scene classification on the aerial image dataset (AID) [15] , and 3D shape classification on the ModelNet40 dataset. The experimental results verify the practical implications of the HexagonNet.
The rest of the paper is organized as follows: Sec.II introduces the background and related work. Subsequently, in Sec.III, the main framework of HexagonNet is introduced and the detail implementation of hexagonal convolution are demonstrated. Sec.IV presents the experimental environment, settings, and results of aerial scene classification, and 3D shape classification using the HexagonNet. Finally, conclusion and future work are summarized in Sec.V.
II. BACKGROUND AND RELATED WORK
Hexagonal grids have gained extensive attention due to the advantages of reduced anisotropy and increased degree of symmetry.
A. HEXAGONAL GRIDS
The isoperimetry and uniform connectivity of hexagonal grids makes it a naturally excellent method to tile a plane [1] . Current research on hexagonal grids has made considerable progress in grid construction, encoding, indexing, storage, and related operations [16] . Many coordinate systems have been proposed for addressing hexagonal structure, such as 2-Axes ''Offset, Doubled, Axial'' coordinates and 3-Axes symmetrical ''Cube'' coordinate. The coordinate systems mentioned above are shown in Fig. 2 .
Hexagonal grids can be indexed using the above coordinate systems. These systems differ by three important characteristics: memory efficiency when stored in a rectangular memory region, the availability of a mapping between convolution in the coordinate system and conventional 2D convolution, the possibility of reusing square convolution kernels for hexagonal convolution, and the ease of computing rotations and flips in the coordinate system [5] . Many indexing schemes have been proposed to process hierarchical data, such as GBT (Generalized Balanced Ternary) [18] , ASA (Array Set Addressing) [19] , HIP (Hexagonal Image Processing) [1] , PYXIS [20] , HQBS (Hexagonal Quadternary Balanced Structure) [21] , and radixbased algebraic encoding scheme [16] , etc. Many of these structures are based on group arithmetic with redefined add and multiply tables.
Hexagonal grids have many kinds of storage schemes. Usually, a rectangular area in the hexagonal grid corresponds to a parallelogram in memory. Fig. 3 shows one typical storage scheme for hexagonal grids based on the Axial coordinate system.
As shown in Fig. 4 , three kinds of subdivision aperture proposed by previous researchers are mostly used to generate multiple resolution discrete grids, i.e. aperture 3, 4 and 7 with centroid-aligned and vertex-aligned variants.
As for spherical hexagonal grids, the traditional discrete grids include latitude and longitude grid, Yin-Yang grid [22] , triangle grid (QTM) [23] , diamond grid (HEALPix) [24] , hexagon grid (PYXIS) [25] , and Voronoi/TIN grid [26] . Geodesic polyhedron-based subdivision bound with projection into a sphere is the existing most-frequently employed routine. As shown in Fig. 5 , octahedron, and icosahedron are highly-adopted alternatives for spherical hexagonal grids.
B. GROUP REPRESENTATION 1) GROUP
A mathematical abstraction with compositional structure and mathematical operators, such as transformations. For group elements g, h, k ∈ G, it has four main properties:
• closure: chained transformations are transformations, e.g. gh ∈ G.
• associativity: g(hk) = ghk = (gh)k.
• identity: there exists a transformation e ∈ G (sometimes written 0) such that eg = ge = g, ∀g ∈ G.
• invertibility: every transformation g has an inverse g −1 , so gg −1 = g −1 g = e, for instance, rotations and translations are both examples of groups.
2) PLANAR HEXAGONAL GRID
An infinite hexagonal grid discretizes the 2 dimensional uniform space, the symmetry of the finite n × n hexagonal girds can be described by the group composed of the dihedral group D 6 expressing local regular-hexagonal symmetry and the group Z 2 ×Z 2 (direct product of two cyclic groups of order n) expressing translational symmetry in two directions. In this paper, the oblique basis vectors are adopted to represent the grid:
where d > 0 means the vector length. The infinite and finite hexagonal grids are expressed as: To represent different aperture of the hexagonal grids H, we consider the upsampled hexagonal grids spanned by:
where α and β are integer parameters with (α, β) = (0, 0). The upsampled hexagonal gird H(α, β) can be expressed as:
The symmetry of the finite hexagonal grid H n is characterized by invariance:
• r : counterclockwise rotation around the origin at an angle of π/3, • s : reflection y → −y, • t 1 : preiodic translation along the l 1 axis, and • t 2 : preiodic translation along the l 2 axis. Fig. 6 portrays the finite hexagonal grids and the upsampled grids with different apertures.
Consequently, the symmetry of the hexagonal grid H n can be described by the group:
where G contains the dihedral group r, s D 6 , cyclic groups t 1 Z n , t 2 Z n , and G has the semi-direct product structure of D 6 by Z n × Z n , which means, G = D 6 (Z n × Z n ).
Here, the dihedral group D 6 refers to the dihedral symmetry, which contains six rotations and one flip, the rotation cyclic symmetry can be represented as one cyclic group C 6 .
3) SPHERICAL HEXAGONAL GRIDS
A spherical hexagonal grid can be achieved by projecting the sphere into five platonic polyhedra (tetrahedron, cube, octahedron, dodecahedron, and icosahedron). Usually, an icosahedron-based spherical hexagonal grid is adopted as the discrete representations of some spherical signals. As shown in Fig. 7 , the icosahedron is a regular solid with 20 faces, 30 edges, and 12 vertices. Icosahedral-based spherical meshes are the most uniform and accurate discretizations of the sphere manifold [27] , in which we can progressively i =1 . The original spherical hexagonal grids is upfolded onto a 2D plane with five charts, each chart is covered with 4 triangles. The colored hexagonal grid are shared by the neighbor chart. For shared hexagonal grids p ∈ S i ∩ S i , the transition can be depicted by a gauge transformation between charts. By rotating the skew axes into orthogonal axes, the flattened icosahedron can be stretched into a rectilinear grid structure represented by five 2D matrices with shape 2 i +1 × 2 i . subdivide each face of the unit icosahedron into hexagonal grids and re-project the mesh vertex to the unit sphere.
The subdivision scheme provides a natural multiresolution (coarsening and refinement) representation way for the hexagonal grids, which allows for easy implementations of pooling and upsampling routines. Here we adopt aperture 4 for subdivision and begin with a spherical hexagonal grid H 0 consisting of the corners of the unit icosahedron itself. Each progressive spherical hexagonal grid H i+1 is one level above the previous H i . Hence, for a level-i spherical hexagonal grid, the numbers of vertices, edges, and faces (hexagonal or pentagonal) are as follows:
The information reorganization procedure of spherical hexagonal grids produces a hierarchical subdivision of a spherical surface where the central point (pixel) of each grid covers the same surface area as every other pixel. For each non-corner hexagonal pixel, it has 6 neighbors, but each corner pentagonal pixel has 5 neighbors.
We can employ I (a non-abelian subgroup of the rotation group SO (3) , which is isomorphic to the alternating group A5) to denote the set of global orientation-preserving symmetries (60 rotations). The symmetries of the I can be divided into sets of rotations around the axes (5 rotations around each axis passing through vertices or 3 rotations around each axis passing through its face centers). In addition, the 2D Cartesian coordinate system is employed to store the icosahedron-based spherical grid as one regular data structure. The icosahedral group I is the group of symmetries on the icosahedron, which consists of 60 rotations, the Cayley Table is shown in Fig. 8 , we can see that the group I is non-abelian since the table is not symmetric.
In this paper, the icosahedron is unfolded with five charts
For shared hexagonal grids p ∈ S i ∩ S i , the transition can be depicted by a gauge transformation between charts. By rotating the skew axes into orthogonal axes, we define the maps ϕ i (c i ) = x i between the corner points c i in H i and points x i in the planar grid Z 2 . This transformation has two main advantages: within each chart, shifting kernels on the sphere is approximately equivariant to the translation in the skew axes; features on the planar hexagonal grids can be naturally expressed using tensors. The flattened icosahedron can be stretched into a rectilinear grid structure represented by 2D matrices with shape 2 i+1 × 5 · 2 i .
C. GEOMETRIC DEEP LEARNING
Many network architectures and convolution operators have been proposed for sets [28] , homogeneous spaces [29] and other non-Euclidean manifolds [30] . Geometric representation-based CNNs (e.g. Geometric CNN (gCNN) [31] , ShapeNet [32] , SplatNet [33] , VoxNet [34] , OctTree [35] , PointNet [36] and PointNet++ [37] ) provide information processing defined on regular mesh, grid, voxel, or raw irregular point cloud. View-based CNNs (e.g. Multi-View [38] , GVCNN [11] , DeepPano [39] , EMVN [40] , Omnidirectional CNN [41] ) represent the scenes by sets of views or rendered panoramic views, these novel approaches aggregate views ''outside-in'' for 3D shapes and ''inside-out'' for panoramic scene understanding. Spherical CNNs (e.g. Spherenet [42] , SphConv [43] , Spherical CNN [44] , Clebsch-Gordan Net [45] , Kernel Transformer Network [46] , DeepSphere [24] , S 2 CNN [47] , a 3 S-CNN [44] , Spherical U-Net [48] ) focus on processing the data defined on the sphere. Group-based CNNs (e.g. CubeNet [49] , HEXACONV [5] ) utilize symmetrical equivariance and invariance, which enable them to considerably outperform other methods. As for planar representations, the property of nonalignment with Cartesian coordinates drives the increasing efforts to design convolution operations for the non-Cartesian data defined on them. By exploiting groups of symmetries and replacing convolutions with groups convolution, in which a filter transformation (FT) step is followed by a planar hexagonal convolution, HEXACONV shows better accuracy than square filters [5] . Combined with a special indexing scheme, HexagDLy facilitates access to CNN [50] . H-CNN devises a framework which combines the local prediction with hexagon-based ensemble mechanism [9] . IndexedConv [51] presents indexed convolution and pooling for the indexed hexagonal grids.
As for spherical representations, most recent researchers adopted icosahedron subdivision based representation for spherical information. The icosahedron is one regular convex polyhedron with 20 triangular faces, which can be progressively subdivided. Triangle is the dual graph of hexagon, some researchers adopted triangle for convolution design. UGSCNN [52] implements mesh based convolution with a reparameterized differential operator on unstructured grids. SpherePHD [53] defines convolution on the triangle faces subdivided by one icosahedron. HexUNet [54] introduces fast interpolation for orientation-aware convolutions on the sphere. a 3 S-CNN [44] proposes an azimuth-zenith anisotropic CNN for 3D shape classification and retrieval. EMVN [40] takes advantage of the finite nature of multiple views and the finite rotation groups like the icosahedron to design equivariant multiview network. Gauge CNN [55] designs one gauge equivariant CNN by enforcing weight sharing across multiple orientations.
D. GROUP EQUIVARIANT CONVOLUTION
Equivariance to symmetry transformations drives the equivariant networks to show great performance and data efficiency on medical image segmentation, 3D shape classification, and climate pattern prediction. Recent research has shown that CNN can exploit other sources of invariance, such as rotation invariance, by using group convolutions instead of planar convolutions. For the sake of performance and ease of implementation, it is necessary to limit the group convolution with transformations. There are four kinds of equiviriant networks: adopting new filter representations [56] , changing to equivariant coordinate [40] , employing the group based equivariant filter [49] , and using gauge equivariant transformation [55] . Previous research has shown that convolutional networks can be made equivariant by exploiting richer groups of symmetries [57] - [59] . For a hexagonal tiling of the plane with 6-fold rotational symmetry, only integer translations, rotations by multiples of 60 degrees, and reflections are admissible.
1) EQUIVARIANCE
Given a space X and a transformation group G. Consider a function map : X → Y. For any g ∈ G, we can define the group action applied to the space, L X g : X → X , which has property of homomorphism, L X g L X h = L X gh . So the function is said to be equivariant to G if
where L X denotes a group action in the corresponding space, X and Y are the spaces of input and feature representations respectively. If L Y = id, then equivariance is invariance and is invariant to G without preserving information about g. In this paper, such degenerate case is not considered.
2) GROUP CONVOLUTION
As for planar convolution between f , h : R 2 → R, the main operation of CNN can be seen as an operation over the group of translations on the plane, where the group action is an addition of coordinate values expressed as:
Planar convolution operation is equivariant to translation. The operation can be generalized to any group G and f , h : G → R, which is equivariant to group actions from G, as expressed by:
By changing the translation to a transformation from a larger group G, given the input space X (e.g. the square or hexagonal grids), a group convolution is defined by:
where k denotes the input channel, f k and ψ k are the signals defined on X , and g is a transformation in G. So, given the translate action L t that translates a feature map f : Z 2 → R K by t ∈ Z 2 , and given a kernel h. Translation equivariance is then expressed as a translation followed by convolution equals convolution followed by a translation:
However, convolution is not rotation equivariant. If we instead consider the feature map f : G → G, the group convolution is equivariant to transformations.
III. HEXAGONNET
In order to use hexagonal grids in convolutional neural networks, a number of challenges must be addressed. Firstly, resampling is performed on hexagonal grids, as for planar quadrangular, triangular or non-regular girds, that can be easily achieved using bilinear interpolation. Secondly, in order to improve computational efficiency, there is a need to employ efficient storage, indexing schemes that assist a practical implementation of hexagonal convolution. In fact, we can leverage highly-optimized square convolution routines to design hexagonal convolution. In this paper, we mainly focus on the image classification task on real datasets, where there are usually three steps for preparation:
• Hexagonal reorganization: as for planar hexagonal grids, we can resample the square grids-based images by using bilinear interpolation, as for spherical hexagonal grids, we can project the spherical images to the icosahedronbased grids;
• Choosing of coordinate system, indexing and storage scheme: choose the memory efficient indexing and storage scheme for image operations;
• Convolution operations design: convolution kernel decomposition and square convolution routines design for fast hexagonal convolution implementation. In addition, one typical CNN is composed of four main building blocks, i.e. (1) a convolution operation, (2) a nonlinear or optional activation function, (3) a pooling operation, and (4) a normalization. Among the four building blocks, the convolution and pooling operations need to be designed. Many methods define convolutional operations on the Fourier domain with point-wise operations, spherical harmonics or whole spherical domain, whereas spatially-localized or locally-supported kernels show more computational efficiency and allow for the learning of hierarchical features as stacked layers. In this paper, we define the HexagonNet with locally-supported kernels on groups.
A. HEXAGONAL REORGANIZATION
From the perspective of information organization, data can be hexagonal organized through hexagonal quantifying or resampling. Such as the Cherenkov Telescope Array, the hexagonal collected data are quantified for every hexagon. But for non-hexagonal organized data, in order to employ the hexagonal girds, we usually need to resample the dataset for hexagonal reorganization with bilinear interpolation.
As shown in Fig.9 , there are many resampling schemes, such as re-bining, over-sampling, and interpolation. In this paper, as for planar hexagonal grids resample, we chose the interpolation scheme with half pixel shift [60] . Compared to a rectangular grid, the one line of two in a hexagonal grid is shifted by half a pixel. So, we only need to interpolate the hexagonal grid with an average of two consecutive horizontal square grids.
As for icosahedron-based spherical hexagonal grids, spherical parameterization [61] and spherical projection [62] are two different methods widely employed as one preporcessing step to generate spherical representation. Such as for 3D objects, we can generate representations of level-r spherical hexagonal grids, which are neither too redundant (voxel) nor too sparse (multiview). Spherical parameterization, such as area-preserving mapping using optimal mass transport and angle-preserving map using conformal map, can be used to generate some intrinsic shape descriptors [63] : principal curvatures (PC), average geodesic distance (AGD), Laplace-Beltrami operator (LBO), and heat kernel signature (HKS). But, this method only works for genus-0 closed object, in which the high genus of many mesh-based objects is the main hurdle needs repairing. Spherical projection by ray-mesh intersection can be used to project the 3D object onto an enclosing sphere using ray casting for every grid from the center. Two extrinsic spherical descriptors are often used [44] , [63] : spherical extent function (SEF), normal deviation function (NDF).
B. HEXAGONAL CONVOLUTION
Equivariant networks have shown excellent performance and data efficiency in problems that exhibit symmetries. The main hurdle of a practical implementation of equivariant VOLUME 7, 2019 convolution is the requirement of interpolation. As for hexagonal grids, we can transform the skew coordinate to Cartesian coordinate and redesign the convolution operations. It is possible to rotate a kernel by any multiple of 60 degrees without interpolation, which allows us to define group convolutions that contains integer translation, rotation with multiples of 60 degrees, and flip.
Group based hexagonal convolution (HexConv) is defined on the group representations of the hexagonal grids. As for group G, the group convolution can implemented as one kernel expansion in G followed by one planar convolution in Z 2 . HexConv generally should tackle two kinds of group convolutions: one for planar convolution to group represented feature layer and one for group represented feature layers. The unified formation can be illustrated by introducing G in and G out . Usually for the first convolution layer, G in = {e} is the trivial group containing only the identity expansion of kernel, while G out = G is typically a group of discrete rotations. As for higher convolution layers, we have G in = G out = G.
As shown in Fig. 10 , group C 6 based kernel expansion step for weight sharing. The kernels K : R 2 → R R in G in ×R out G out are stored in an array of shape (R in G in , R out G out ), with a 1-ring hexagonal kernel. The complete convolution operation can be formulated based on hexagonal reorganization (HR) and kernel expansion (KE) as follows:
where f and HR(f ) both have shape (G in R in , B) , the kernel k have shape (G in R in , G out ), and the expanded kernel has shape (G in R in , G out R out ). The output of HexConv has shape (G out R out , B). Many CNNs employ decomposed convolution operators [50] , [64] . Fig. 11 shows the hexagonal convolution kernel and the memory matrix in Cartesian coordinate.
The natural shape of the locally-supported kernel related to the hexagonal grid is one kernel with different ring sizes (As for spherical hexagonal grid, the locally-supported kernel corresponds to the local cap region). To improve the computational efficiency, there is a need to design an efficient data structure which is self-sufficient to support convolution, 
Algorithm 1 Hexagonal Convolution (HexConv)
if planar hexagonal grids then
pooling, and other CNN operators. Efficient planar hexagonal convolution) is tightly related with the hexagonal kernel. In this paper, the hexagonal kernel is decomposed into multiple rectangular sub-kernels. So, the hexagonal convolution operation can be performed by a combination of multiple square convolution routines of the input tensor with subkernels. The decomposition of ring size 1 kernel and the convolution operator are illustrated in Fig. 12 . For every square convolution operation with one sub-kernel, different paddings and strides are applied, and the non-violating symmetry convolution operator is realized by combining the decomposed sub-convolutions.
Our hexagonal convolution operation is given in Alg. 1, in which the planar hexagonal convolution can be computed with sub-kernels, the spherical hexagonal convolution can be FIGURE 12. The hexagonal convolution operation (HexConv) with a kernel of ring size 1: (a) planar hexagonal grid, the kernel is divided into two sub-kernels, different paddings and strides are applied to the input tensor for every sub-kernel, the resulting sub-convolutions are then merged and added to receive the hexagonal convolved tensor; (b)spherical hexagonal grids, the kernel with one mask operator that zeros the top-right and bottom-left. 
Algorithm 2 Padding With Cross Chart
computed with one mask step to zero the right-top and leftbottom of the kernel. As shown in Fig. 7 , to prepare for convolution operation, we need to pad every chart with shared hexagonal grids. In this paper, we use convolution kernel with ring size 1, as described in Fig. 13 , the details of cross-neighbor padding operation are illustrated in Alg. 2, where we pad all boundaries with cross charts.
C. HEXAGONAL POOLING
The function of HexPool (hexagonal pooling) operator is to progressively reduce the spatial size and reduce the number of parameters. The most common form of a square pooling layer applies a kernel size of 2 × 2 with a stride of 2 to downsample the input. Compared to max pooling or even L2-norm pooling, average pooling has shown to be permutation invariant. The HexPool operator with a kernel of size 1 and a stride 2 for hexagonal grids is performed as illustrated in Fig. 14. 
IV. EXPERIMENTAL EVALUATION
This section provides a concise and precise description of the experimental results on some datasets. In order to validate our implementation, the accuracy and parameters of our HexagonNet had been evaluated with state-of-the-art methods on the different datasets. The label function of each image is invariant to rotations, that is the labels dose not change when the image is rotated. We focus on classification tasks.
A. EXPERIMENTS SETUP
All the experiments are executed on one Alienware that runs Ubuntu 16.04 with 4 CPU cores, NVIDIA GeForce GTX1080 GPUs with 16GB of RAM, CUDA 8.0, and cuDNN 5.0. Our algorithms are implemented in Python.
B. AERIAL SCENE CLASSIFICATION
For sensory perception tasks, deep neural networks have mostly replaced handcrafted features. The evaluation of our HexagonNet was performed on the AID dataset, and the details are as follows:
1) AID
The AID (Aerial Image Dataset) [15] is a dataset consisting of 10000 satellite images, each with pixels of 400 × 400, and 30 classes. These images are collected from the Google Earth imagery under varying conditions (time and seasons) and cover different countries. After resampling each images to 64 × 64 pixels, the dataset was transformed to a hexagonal dataset. All the images are standardized and whitened using a PCA. Fig. 15 shows some original and resampled samples of the AID dataset. The task is aerial scene classification.
2) CLASSIFICATION
In deep neural networks, convolution layers are often associated with pooling layers.
a: ARCHITECTURE
The Resnet [65] architecture of the HexagonNet that we use in this paper consists of 1 convolution layer, 3 ResBlocks, 1 pooling layer between ResBlocks, 1 fully-connected layer and 1 softmax layer. Each ResBlock has 2 residual blocks, and 1 skip connection from the input to the output. The pooling operation between 2 stacks was achieved with a stride of 2. Some parameters of the architectures are shown in Tab. 1.
b: RESULTS AND ANALYSIS
The baseline models we choose include normal VGG-VD-16 [15] , binary patterns encoded CNN [66] , two-stream deep fusion CNN [67] , and hexagon based HEXACONV [10] , IndexedConv [51] . Our experiments are conducted with 80%/20% splits to obtain better estimates and fair comparison.
As shown in Tab. 2, the BPECNN with mid-level features and TSDFCNN with saliency detection show higher accuracy improvement, which can be attributed to the fusion of highlevel feature information, but our HexagonNet outperforms these hexagon based methods which mainly benefit from weight sharing across different kernel. Last, the Resnet-Our with same architecture without original images resampling is outperformed by our HexagonNet, which can be attribute to owing the increase of symmetries C. 3D SHAPE CLASSIFICATION For 3D shape classification, the performance is dependent on the input representation. Recently, by rendering multiview of the 3D input, we can leverage the image oriented CNNs to 3D shape classification. Here, we evaluate our HexagonNet on the ModelNet40 dataset.
1) ModelNet40
The ModelNet40 contains 12,311 non-aligned CAD objects of 40 categories ranging from airplane to xbox, where the orientations are not aligned. Fig. 16 shows some samples of the ModelNet40 dataset.
2) CLASSIFICATION
We adopt spherical projection to generate spherical descriptors for 3D shapes as many 3D objects are not genus-0. we augment the channels with re-generating spherical descriptors on the convex hull of the input 3D shapes.
a: SPHERICAL DESCRIPTORS
We employ the level-5 spherical hexagonal grids to encapsulate the 3D models. Let d be the distance from the center to the last point of intersection for a ray at direction {φ j , ψ j }. We may employ two spherical descriptors: SEF, one spherical function that represents the maximal distance d from the object's center as a function of the spherical angle, f (φ j , ψ j ) = d; NDF, one spherical function that represents the sine angle between surface normal at the intersecting face and the ray direction, f (φ j , ψ j ) = sinα.
b: ARCHITECTURE
The architecture contains the same network structure as we use in AID, We use four channels of the spherical descriptors as the input. Some parameters of the architectures are shown in Tab. 3.
c: RESULTS AND ANALYSIS
Here, we use the default training and testing split (9843 models for training and 2468 models for testing). The baseline models we choose include DeepPano [39] , Spherical CNN [44] , UGSCNN [52] , and a 3 S-CNN [63] , which are mainly view-based paradigms.
As shown in Tab. 4, our proposed HexagonNet compares favorably with some view-based models, and achieves relative well performance.
V. CONCLUSION AND FUTURE WORK
This paper presents the HexagonNet for hexagonal grids by leveraging highly-optimized square convolution routines. In order to provide a native solution to process hexagonal grids sampled data, one indexing scheme is employed for the storage structure, which allows 6-fold rotations without the need for interpolation and facilitates the access to CNN for any hexagonally-sampled data. The effectiveness of our HexagonNet is evaluated through tasks of classification on the AID dataset and the ModelNet40 dataset, the experimental results verify the applicability.
Although rotation equivariance is essential in some applications, orientation information plays a crucial role in the prediction capability, such as distinguishing digits ''6'' and ''9''. That is the orientation information from cameras attached to vehicles or drones are very important cues that can be exploited in object detection, semantic segmentation and etc.
In fact, locally-supported and orientation-preserving convolution operators are sometimes indispensable for many vision tasks, but many equivariant CNNs still have difficulties in distinguishing. In the future, more attention will be paid to designing orientation-preserving CNN and extending the HexagonNet to some other potential applications with different task architectures, such as medical image segmentation, taxi supply-demand gap forecasting, astronomical telescope information process, and wargame situation awareness.
