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Re´sume´
Nous montrons un lemme de connexion C1 pour les pseudo-orbites des diffe´omorphismes
des varie´te´s compactes. Nous explorons alors les conse´quences pour les diffe´omorphismes
C1-ge´ne´riques. Par exemple, les diffe´omorphismes conservatifs C1-ge´ne´riques sont transitifs.
Abstract
We prove a C1-connecting lemma for pseudo-orbits of diffeomorphisms on compact man-
ifolds. We explore some consequences for C1-generic diffeomorphisms. For instance, C1-
generic conservative diffeomorphisms are transitive1.
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1 Introduction
1.1 Re´currence des diffe´omorphismes ge´ne´riques
1.1.1 Les divers types de re´currences
On sait depuis le de´but du 20e`me sie`cle que la dynamique globale des diffe´omorphismes ou des
e´quations diffe´rentielles peut eˆtre tre`s complexe meˆme en basse dimension : pour de´crire cette
dynamique globale il ne suffit pas de chercher des e´tats d’e´quilibre (des orbites pe´riodiques) qui
seraient la limite de toute orbite. L’existence d’intersections homoclines transverses, de´couverte
par H. Poincare´ [Po], est un phe´nome`ne simple et re´sistant aux perturbations et G. D. Birkhoff
[Bi2] a montre´ qu’il entraˆıne l’existence d’une infinite´ d’orbites pe´riodiques dont la pe´riode tend
vers l’infini.
Cette complexite´ des syste`mes a amene´ les dynamiciens a` chercher la meilleure notion
d’ensemble qui concentrerait la dynamique non-triviale. De nombreuses de´finitions ont e´te´ uti-
lise´es. En voici quelques unes parmi les plus fre´quentes, exprime´es ici pour un diffe´omorphisme
f d’une varie´te´ compacte M :
– l’ensemble Per(f) des points pe´riodiques,
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– les ensembles des points positivement ou ne´gativement re´currents de f , que l’on note
Rec+(f) et Rec−(f) ,
– les ensembles L+(f) et L−(f) qui sont l’union des ensembles ω-limite et α-limite des points
de la varie´te´, et leur union L(f) = L+(f) ∪ L−(f),
– l’ensemble Ω(f) des points non-errants de f (appele´ e´galement ensemble non-errant), in-
troduit par Birkhoff dans [Bi1] : un point est dit errant s’il admet un voisinage disjoint
de tous ses ite´re´s. Cet ensemble est compact, invariant, et contient l’adhe´rence de tous les
ensembles cite´s ci-dessus.
En ge´ne´ral ces ensembles ne co¨ıncident pas : pour deux quelconques d’entre eux il existe des
diffe´omorphismes pour lesquels ils sont diffe´rents (voir [Sh] pour une exposition de´taille´e sur les
diffe´rents types de re´currence).
Plus re´cemment C. Conley [Co] et R. Bowen [Bo] ont introduit les notions de pseudo-orbites
et de points re´currents par chaˆınes : ce sont les points qui admettent des pseudo-orbites ferme´es,
c’est-a`-dire que l’on peut fermer leur orbite si l’on admet une erreur abitrairement petite faite a`
chaque ite´ration. Cette notion provient d’une vision perturbative de la dynamique : les pseudo-
orbites sont les orbites que l’on voit si l’on ajoute un bruit a` la dynamique.
La diffe´rence entre l’ensemble re´current par chaˆınes R(f) (i.e. l’ensemble des points re´cur-
rents par chaˆınes) et l’ensemble non-errant se comprend bien dans l’exemple des dynamiques
hyperboliques, i.e. ve´rifiant l’Axiome A. Dans ce cas le the´ore`me de de´composition spectrale
de Smale (voir [Sm]) de´compose l’ensemble non-errant Ω(f) en union finie d’ensembles hy-
perboliques transitifs Λi disjoints, appele´s pie`ces basiques. On appelle alors cycle toute suite
pe´riodique de pie`ces basiques telle que la varie´te´ instable de chacune rencontre la varie´te´ stable
de la suivante. Les points errants mais re´currents par chaˆınes sont alors les points d’intersections
des varie´te´s invariantes des pie`ces basiques d’un meˆme cycle. J. Palis [Pa] a montre´ que ces in-
tersections de varie´te´s invariantes formant un cycle sont responsables des Ω-explosions. Dans ce
cadre, R(f) apparaˆıt comme l’accroissement potentiel de Ω(f), ou plus pre´cise´ment comme la
limite supe´rieure des Ω(g) pour g convergeant vers f . C’est donc naturellement l’hyperbolicite´
de l’ensemble re´current par chaˆıne, plutoˆt que celle de l’ensemble non-errant qui est la clef de la
stabilite´ structurelle, et les hypothe`ses de la the´orie de Smale s’expriment plus simplement en
termes de R(f) :
f ve´rifie l’Axiome A et la condition “pas de cycles”⇐⇒
Ω(f) = Per(f), est hyperbolique et ne pre´sente pas de cycles⇐⇒
R(f) est hyperbolique.
Cette condition est e´quivalente a` l’Ω-stabilite´ (stabilite´ structurelle restreinte a` Ω(f)), et e´qui-
valente de fait a` la R(f)-stabilite´, a priori plus forte. La preuve de l’Ω-stabilite´ passe par deux
e´tapes :
– la notion de filtration, qui structure de fac¸on robuste la dynamique globale autour des
pie`ces basiques : la varie´te´ est coupe´e en tranches ordonne´es contenant chacune une unique
pie`ce basique ; les orbites respectent l’ordre sur les tranches : si une orbite sort d’une
tranche c’est pour entrer dans la suivante, et de ce fait elle ne reviendra plus visiter les
tranches ante´rieures (chaque de´part est sans retour) ; une orbite qui entre dans une tranche
et qui n’en sort plus appartient a` la varie´te´ stable de la pie`ce basique correspondante. En
particulier, toute orbite s’accumule (positivement et ne´gativement) sur une unique pie`ce
basique.
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– l’e´tude locale de la dynamique au voisinage de chaque pie`ce basique. Par exemple le lemme
de pistage (shadowing lemma, voir [Bo]) montre que toute pseudo-orbite dont les points
appartiennent a` une pie`ce basique reste voisine de (“est piste´e par”) une unique orbite de
cette pie`ce basique. En conse´quence, tout point dont l’orbite s’accumule positivement sur
une pie`ce basique appartient a` la varie´te´ stable d’un point de cette pie`ce basique.
Des filtrations structurant la dynamique globale existent en toute ge´ne´ralite´, associe´es a`
l’ensemble re´current par chaˆınes :
On de´finit une relation entre les points de R(f) : deux points sont e´quivalents s’il existe
des pseudo-orbites (de sauts arbitrairement petits) joignant l’un a` l’autre et re´ciproquement.
L’ensemble R(f) est ainsi l’union des classes d’e´quivalences qui sont des compacts invariants
(nous les appellerons les classes de re´currence par chaˆınes). C. Conley (voir [Co] et [R2, Fun-
damental Theorem of Dynamical Systems]) montre l’existence de fonctions ψ : M → R, dites
fonctions de Lyapunov, strictement croissantes le long de toute orbite deM \R(f), et constantes
le long de celles de R(f). On peut de plus choisir ψ telle que deux points de R(f) soient dans un
meˆme niveau si et seulement s’ils sont e´quivalents et telle que l’image ψ(R(f)) soit un compact
totalement discontinu de R. Les niveaux d’une telle fonction de Lyapunov ψ permettent alors
de construire des filtrations se´parant les classes de re´currence par chaˆınes.
Cependant une classe de re´currence par chaˆınes n’est pas a priori une “pie`ce e´le´mentaire
de la dynamique” puisqu’elle peut parfois se de´composer en union de compacts invariants plus
petits.
1.1.2 Dynamiques ge´ne´riques
La varie´te´ des comportements possibles d’un syste`me dynamique a amene´ l’ide´e d’e´viter les
pathologies fragiles (ne re´sistant pas a` d’infimes perturbations du syste`me) et de concentrer
l’e´tude sur les comportements ge´ne´riques.
Cette e´tude est intimement lie´e aux re´sultats perturbatifs : ainsi le the´ore`me de transversalite´
de R. Thom se traduit pour les dynamiques ge´ne´riques, en toute topologie Cr, par le the´ore`me de
Kupka-Smale : Cr-ge´ne´riquement, toute orbite pe´riodique est hyperbolique et toute intersection
entre varie´te´s invariantes d’orbites pe´riodiques est une intersection transverse.
Dans cet esprit, un re´sultat essentiel de l’e´tude des dynamiques C1-ge´ne´riques est le ce´le`bre
lemme de fermeture de C. Pugh (Pugh’s Closing Lemma [Pu, PR]). En permettant de cre´er par
(C1-petite) perturbation une orbite pe´riodique passant pre`s d’un point non-errant arbitraire,
il montre que, C1-ge´ne´riquement, l’ensemble non-errant Ω(f) est l’adhe´rence de l’ensemble des
points pe´riodiques. Ceci entraˆıne que, C1-ge´ne´riquement, tous les candidats pour repre´senter
la dynamique non-triviale se valent, sauf e´ventuellement l’ensemble re´current par chaˆınes pour
lequel la question restait ouverte ; en formule :
f est C1-ge´ne´rique =⇒ Per(f) = Rec+(f) = Rec−(f) = L(f) = Ω(f) ⊂ R(f).
Par analogie a` la description donne´e par Smale de la dynamique globale des diffe´omorphismes
Axiome A sans cycles, on aimerait obtenir une “de´composition en pie`ces e´le´mentaires de la dy-
namique non-triviale” d’un diffe´omorphisme ge´ne´rique. Un candidat naturel est bien suˆr l’ensem-
ble re´current par chaˆınes R(f) et sa de´composition en classes d’e´quivalence de la the´orie de
Conley (voir ci-dessus).
L’e´tude des dynamiques C1-ge´ne´riques a connu re´cemment de nombreux de´veloppements
(voir [BD1, Ar1, CMP, CM, MP, Ab, W2]), a` la suite d’un nouveau re´sultat de C
1-perturbation,
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le lemme de connexion de S. Hayashi [Ha] et ses variantes par L. Wen et Z. Xia [WX] et par
M.-C. Arnaud [Ar1]. Ce lemme de connexion permet de faire passer (par une C
1-perturbation
du diffe´omorphisme) l’orbite d’un point x par un point y, si, pour la dynamique initiale, les
orbites positive de x et ne´gative de y s’accumulent sur un meˆme point non-pe´riodique.
Il existe, pour les diffe´omorphismes ge´ne´riques, un second candidat pour la de´composition de
la dynamique non-triviale en pie`ces e´le´mentaires. Graˆce au lemme de connexion, l’ensemble non-
errant d’un diffe´omorphisme ge´ne´rique se de´compose en union disjointe de compacts invariants
faiblement transitifs maximaux : pour tout couple de points d’un tel ensemble, tout voisinage
du premier point posse`de des ite´re´s positifs rencontrant un voisinage arbitraire du second de
ces points, et re´ciproquement. En effet [Ar1, GW] montrent que cette relation sur les couples de
points de Ω(f) est, pour un diffe´omorphisme ge´ne´rique, une relation d’e´quivalence ferme´e dont
les classes d’e´quivalence sont les ensembles faiblement transitifs maximaux (ce n’est pas vrai
pour tous les diffe´omorphismes). Cette nouvelle de´composition en pie`ces e´le´mentaires n’est pas
inde´pendante de celle donne´e par Conley : en effet, un faiblement transitif maximal est toujours
inclus dans une classe de re´currence par chaˆınes. Ces re´sultats ne donnaient cependant pas de
filtrations associe´es a` cette partition de Ω(f) en classes.
Suivant une approche le´ge`rement diffe´rente, [BD1] avait propose´ les classes homoclines (a-
dhe´rence des points homoclines transverses) des orbites pe´riodiques comme e´tant les candidats
naturels a` eˆtre les pie`ces e´le´mentaires de la dynamique : les classe homoclines sont des ensembles
transitifs canoniquement associe´s aux orbites pe´riodiques et co¨ıncident avec les pie`ces basiques
dans le cas des dynamiques hyperboliques. De fait, [Ar1, CMP] montrent que les classes homo-
clines des diffe´omorphismes ge´ne´riques sont des ensemble transitifs sature´s : elles contiennent
tout ensemble transitif qu’elles intersectent (en particulier elles sont disjointes ou confondues) ;
leurs preuves montrent e´galement que les classes homoclines sont (ge´ne´riquement) des ensembles
faiblement transitifs maximaux2. F. Abdenur [Ab] montre alors l’existence de deux C1-ouverts
disjoints S et A dont l’union est C1-dense dans l’ensemble des diffe´omorphismes et tels que :
– les diffe´omorphismes ge´ne´riques de S posse`dent une infinite´ de classes homoclines (on parle
alors de dynamique sauvage) ;
– pour un diffe´omorphisme ge´ne´rique f de A, l’ensemble non-errant Ω(f) est l’union d’un
nombre fini de classes homoclines disjointes, ce nombre e´tant localement constant parmi
les diffe´omorphismes ge´ne´riques ; de plus il existe une filtration de la varie´te´ associe´e a`
cette partition de Ω(f) en classes homoclines. On parle alors de dynamique apprivoise´e.
Pour ces dynamiques apprivoise´es, les ensembles R(f) et Ω(f) co¨ıncident et de plus la
partition de R(f) en classes de re´currence par chaˆınes co¨ıncide avec la partition de Ω(f)
en ensembles transitifs qui sont les classes homoclines.
Les syste`mes apprivoise´s admettent donc une description de leur dynamique globale tre`s
proche de celles des diffe´omorphismes de type Axiome A. La dynamique en restriction aux
classes homoclines n’est cependant pas ne´cessairement hyperbolique : il s’agit bien d’une classe
de diffe´omorphismes plus vaste que celle des Axiome A. Des exemples de dynamiques ap-
privoise´es non-hyperboliques peuvent eˆtre construits a` l’aide d’ensembles robustement transitifs,
pour lesquels il existe de nombreux exemples locaux ou globaux. Il n’est a` ce jour pas connu si
2Une classe homocline H(P, f) d’un diffe´omorphisme ge´ne´rique f est l’intersection de l’adhe´rence des varie´te´s
instable et stable du point P , d’apre`s [Ar1]. Ces adhe´rences sont stables au sens de Lyapunov pour f et f
−1,
respectivement, d’apre`s [CMP], c’est-a`-dire qu’elles admettent une base de voisinages positivement invariants
pour f et f−1, respectivement. On en de´duit que tout ensemble faiblement transitif intersectant H(P, f) est
inclus dans des voisinages arbitrairement petits des adhe´rences des varie´te´s invariantes, et donc dans H(P, f).
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les classes homoclines des dynamiques apprivoise´es sont ne´cessairement robustement transitives
(dans ce cas l’ensemble des dynamiques apprivoise´es serait un ouvert dense de A). Nous verrons
cependant, en conse´quence de nos re´sultats, qu’elles ve´rifient une proprie´te´ proche de la robuste
transitivite´ que nous appellerons robuste re´currence par chaˆınes.
Le fait que le C1-ouvert S est non-vide pour les varie´te´s de dimension supe´rieure ou e´gale
a` 3 (autrement dit, l’existence de dynamiques sauvages) a` e´te´ montre´ dans [BD1]. Ce n’est pas
connu en dimension 2 pour la topologie C1 conside´re´e ici ; rappelons qu’en topologie C2, la
coexistence ge´ne´riques sur les surfaces d’une infinite´ de classes homoclines (en fait, des puits
ou des sources) est connue depuis [N1, N3]. De plus, ruinant les espoirs de [BD1], [BD2] montre
l’existence de diffe´omorphismes localement ge´ne´riques posse`dant une famille non-de´nombrable
d’ensembles transitifs sature´s, stables au sens de Lyapunov pour les temps positifs et ne´gatifs,
et qui ne contiennent aucune orbite pe´riodique : de fait, pour les exemples connus, la dynamique
en restriction a` ces ensembles transitifs est minimale.
Dans cet article, nous montrons un nouveau lemme de perturbation (voir le the´ore`me 1.2) :
si deux points sont joints par des pseudo-orbites de sauts arbitrairement petits, alors il existe des
C1-petites perturbations de la dynamique telles que l’orbite positive du premier point passe par
le second de ces points. De plus, dans le cas conservatif, ces perturbations peuvent eˆtre choisies
pre´servant le volume. En particulier, comme dans le cas des Ω-explosions associe´es aux cycles
des diffe´omorphismes Axiome A, l’ensemble R(f) est l’accroissement potentiel de Ω(f).
Ceci nous permet de montrer que, ge´ne´riquement, les ensembles R(f) et Ω(f) co¨ıncident et
que de plus la partition de R(f) en classes de re´currence par chaˆınes co¨ıncide (ge´ne´riquement)
avec la partition (de´finie ge´ne´riquement) de Ω(f) en ensembles faiblement transitifs. Les deux
candidats que nous proposions comme pie`ces e´le´mentaires de la dynamique sont ge´ne´riquement
les meˆmes. D’apre`s la the´orie de Conley, il existe donc une filtration se´parant les pie`ces e´le´men-
taires, ce qui montre que toute orbite positive ou ne´gative s’accumule sur une unique de ces pie`ces
(en fait, sur une partie de cette pie`ce). Chaque pie`ce e´le´mentaire est faiblement transitive3. De
plus [CM] montrent que pour un diffe´omorphisme ge´ne´rique, les points ge´ne´riques de la varie´te´
ont leur orbite positive (ou ne´gative) qui s’accumule sur toute une pie`ce e´le´mentaire, qui de plus
est stable au sens de Lyapunov.
Nous donnons alors une liste de conse´quences plus ou moins directes, dont la plus spectac-
ulaire est sans doute dans le cas conservatif : les diffe´omorphismes C1-ge´ne´riques d’une varie´te´
compacte connexe qui pre´servent le volume sont transitifs. Ceci est particulie`rement remar-
quable pour les diffe´omorphismes pre´servant l’aire des surfaces, pour lesquels on sait que ce
re´sultat est faux en topologie C4. En effet, la the´orie KAM assure l’existence de C4-ouverts de
diffe´omorphismes posse´dant des disques pe´riodiques (qui empeˆchent la transitivite´) (voir par
exemple [M, section II.4.c] ou [He1, chapitre IV]).
1.2 E´nonce´ pre´cis des re´sultats
1.2.1 E´nonce´ du lemme de connexion pour les pseudo-orbites
Dans tout ce travail nous conside´rons une varie´te´ compacte M , munie d’une me´trique rie-
mannienne arbitraire, et parfois munie d’une forme volume ω (sans relation avec la me´trique).
3Ceci sugge`re d’appeler pie`ce e´le´mentaire de la dynamique d’un diffe´omorphisme f quelconque, toute classe de
re´currence par chaˆınes qui est faiblement transitive.
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Nous notons Diff1(M) l’ensemble des diffe´omorphismes de classe C1 de M muni de la topologie
C1 et Diff1ω(M) ⊂ Diff
1(M) le sous-ensemble de ceux qui pre´servent le volume ω.
Rappelons que, pour un espace me´trique complet, une partie est dite re´siduelle si elle con-
tient une intersection de´nombrable d’ouverts denses. Une proprie´te´ est dite ge´ne´rique si elle est
ve´rifie´e sur un ensemble re´siduel. Nous parlerons ici, par abus de langage, de diffe´omorphismes
ge´ne´riques : la phrase “un diffe´omorphisme ge´ne´rique ve´rifie la proprie´te´ P” signifie que la
proprie´te´ P est ge´ne´rique.
Soit f ∈ Diff1(M) un diffe´omorphisme de M . Pour tout ε > 0, une ε-pseudo-orbite de f
est une suite (finie ou infinie) de points (xi) ve´rifiant d(xi+1, f(xi)) < ε. On de´finit les relations
binaires suivantes pour les paires (x, y) de points de M :
– Pour tout ε > 0, on note x ⊣ε y s’il existe une ε-pseudo-orbite x0 = x, . . . , xk = y avec
k ≥ 1.
– On note x ⊣ y si, pour tout ε > 0, on a x ⊣ε y. On notera parfois x ⊣f y pour pre´ciser le
syste`me dynamique conside´re´.
– On note x ≺ y (ou x ≺f y) si, pour tous voisinages U, V de x et y, respectivement, il existe
n ≥ 1 tel que fn(U) rencontre V .
Voici quelques proprie´te´s e´le´mentaires de ces relations.
1. Les relations ⊣ et ⊣ε sont, par construction, transitives. L’ensemble re´current par chaˆınes
R(f) est l’ensemble des points x de M tels que x ⊣ x.
2. La relation x ≺ y n’est pas a priori transitive. L’ensemble non-errant Ω(f) est l’ensemble
des points x de M tels que x ≺ x.
Marie-Claude Arnaud montre dans [Ar1] que la relation ≺ est transitive pour les diffe´omor-
phismes ge´ne´riques. Par des me´thodes similaires nous montrons :
The´ore`me 1.1. Il existe une partie re´siduelle G de Diff1(M) (ou de Diff1ω(M)) telle que pour
tout diffe´omorphisme f de G et tout couple (x, y) de points de M on a :
x ⊣f y ⇐⇒ x ≺f y.
Ce the´ore`me est la conse´quence pour les dynamiques ge´ne´riques du re´sultat perturbatif
suivant :
The´ore`me 1.2. Soit f un diffe´omorphisme d’une varie´te´ compacte M ve´rifiant l’une des deux
hypothe`ses suivantes :
1. toutes les orbites pe´riodiques de f sont hyperboliques,
2. M est une surface compacte et toute orbite pe´riodique est ou bien hyperbolique ou bien
elliptique irrationnelle (ses valeurs propres sont complexes, de module 1, mais ne sont pas
des racines de 1).
Soit U un C1-voisinage de f dans Diff1(M) (ou dans Diff1ω(M), si f pre´serve une forme volume
ω). Alors, pour toute paire (x, y) de points de M telle que x ⊣ y, il existe un diffe´omorphisme g
dans U et un entier n > 0 tel que gn(x) = y.
Remarque 1.1. Dans le the´ore`me 1.2 ci-dessus, si le diffe´omorphisme f est de classe Cr,
avec r ∈ (N \ {0}) ∪ {∞}, la C1-perturbation g peut eˆtre choisie de classe Cr. En effet le
diffe´omorphisme g est obtenu graˆce a` un nombre fini de C1-perturbations donne´es par le con-
necting lemma (the´ore`me 2.1), chacune de ces perturbations e´tant elle-meˆme de classe Cr.
Voici quelques conse´quences de ces re´sultats :
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Corollaire 1.2. Il existe une partie re´siduelle G de Diff1(M) telle que pour tout diffe´omorphisme
f de G, son ensemble R(f) de points re´currents par chaˆınes co¨ıncide avec son ensemble Ω(f)
de points non-errants.
Corollaire 1.3. Supposons M connexe. Il existe une partie re´siduelle G de Diff1(M) telle que si
f ∈ G ve´rifie Ω(f) =M alors il est transitif. De plus M est alors une unique classe homocline.
Un argument classique (voir [T]) permet de renforcer le´ge`rement l’e´nonce´ du corollaire 1.3 :
un diffe´omorphisme ge´ne´rique f tel que Ω(f) = M est topologiquement me´langeant, i.e. pour
tous ouverts U et V non vides de M , tout ite´re´ positif assez grand de U rencontre V .
1.2.2 De´composition de la dynamique des diffe´omorphismes ge´ne´riques en pie`ces
e´le´mentaires
Conside´rons la relation syme´trise´e ⊢⊣ de ⊣ de´finie par x ⊢⊣ y si x ⊣ y et y ⊣ x. Cette relation
induit une relation d’e´quivalence sur R(f), dont les classes d’e´quivalence sont appele´es classes
de re´currence par chaˆınes.
On dit qu’un compact Λ invariant par f est faiblement transitif si, pour tous x, y ∈ Λ,
on a x ≺ y. Un ensemble Λ est faiblement transitif maximal s’il est maximal pour ⊂ parmi
les ensembles faiblement transitifs. L’adhe´rence d’une union croissante de compacts faiblement
transitifs e´tant faiblement transitive, le lemme de Zorn implique que tout faiblement transitif
est inclus dans un faiblement transitif maximal. Dans le cas ou` la relation ≺f est transitive
(c’est a` dire pour f ge´ne´rique) les faiblement transitifs maximaux sont les classes d’e´quivalence
de la relation syme´trise´e de ≺ induite sur l’ensemble Ω(f). Pour un diffe´omorphisme ge´ne´rique
on obtient alors :
Corollaire 1.4. Il existe une partie re´siduelle G de Diff1(M) telle que pour tout f ∈ G les
classes de re´currence par chaˆınes sont exactement les faiblement transitifs maximaux de f .
Les re´sultats de Conley sur la de´composition de R(f) en classes de re´currence par chaˆınes
vont donc s’appliquer (pour les diffe´omorphismes ge´ne´riques) a` la de´composition de Ω(f) en
ensembles faiblement transitifs maximaux. Rappelons donc ces re´sultats (voir [Co]).
Pour tout espace compact me´trique X et tout home´omorphisme h : X → X, il existe une
fonction continue φ : X → R, appele´e fonction de Lyapunov de h, qui est strictement croissante
le long des orbites de X \R(h), constante sur chaque classe de re´currence par chaˆınes et injective
sur l’ensemble de ces classes. De plus l’image φ(R(h)) est un compact totalement discontinu de
R. Une telle fonction de Lyapunov permet de construire une filtration, adapte´e a` h et se´parant
les classes de re´currence par chaˆınes :
On appelle filtration adapte´e a` h une famille {Xi}i∈I , indexe´e par une partie I ⊂ R, de
compacts de X ve´rifiant les deux proprie´te´s suivantes :
– Xj est contenu dans l’inte´rieur de Xi si j > i ;
– pour tout i, h(Xi) est contenu dans l’inte´rieur de Xi.
On dira que la filtration {Xi} se´pare deux ensembles invariants K1 et K2 s’il existe i tel que
l’inte´rieur de Xi et X \Xi contiennent chacun un et un seul de ces deux ensembles. L’ensem-
ble maximal invariant
⋂
n∈Z h
n(Xi) dans Xi est un attracteur topologique
4 (en ge´ne´ral non-
transitif). De meˆme l’ensemble maximal invariant du comple´mentaire de Xj est un re´pulseur
topologique. L’ensemble maximal invariant dansXi\Xj est donc l’intersection d’un attracteur et
4On appelle attracteur topologique l’ensemble maximal invariant d’un compact U dont l’image est contenue
dans l’inte´rieur de U ; un re´pulseur topologigue est un attracteur topologique pour la dynamique inverse.
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d’un re´pulseur. Plus ge´ne´ralement, toute classe de re´currence par chaˆınes est l’intersection d’un
ensemble Lyapunov stable pour h et d’un ensemble Lyapunov stable pour h−1 (les ensembles
posse´dant cette proprie´te´s sont appele´s ensembles neutres par [CMP]).
Si φ est une fonction de Lyapunov de h, on peut obtenir une filtration de X, adapte´e a` h
et se´parant les classes de re´currence par chaˆınes, de la fac¸on suivante : on conside`re une partie
I de R \ φ(R(h)) telle que toute composante connexe de R \ φ(R(h)) contient exactement un
point de I. La famille {φ−1([i,+∞[)}i∈I est la filtration annonce´e.
Comme conse´quence directe de nos re´sultats et de la the´orie de Conley, nous obtenons donc :
Corollaire 1.5. Il existe une partie re´siduelle G de Diff1(M) telle que tout f ∈ G posse`de une
filtration adapte´e qui se´pare les ensembles faiblement transitifs maximaux.
On aimerait que, pour tout diffe´omorphisme ge´ne´rique, tout point ge´ne´rique appartienne au
bassin d’un attracteur topologique transitif. Nos re´sultats ne semblent pas re´pondre directement
a` ce proble`me. Cependant une version affaiblie de cette question a e´te´ propose´e par M. Hurley
dans [Hu]. Il de´finit un quasi-attracteur comme e´tant l’intersection d’une famille d’attracteurs
topologiques. Il conjecture :
Conjecture 1.6 (Hurley). Pour tout r ≥ 1, il existe une partie re´siduelle G de Diffr(M) telle
que pour tout f ∈ G, l’union des bassins des quasi-attracteurs re´currents par chaˆınes est une
partie re´siduelle de M .
Il a de´montre´ cette conjecture en topologie C0 (pour les champs de vecteurs). [Ar1] puis
[MP] ont donne´ des re´sultats partiels dans ce sens qui nous permettent de montrer la conjecture
en topologie C1, avec le the´ore`me 1.1 et la proposition suivante :
Proposition 1.7. 1. Pour tout home´omorphisme f , un quasi-attracteur re´current par chaˆı-
nes est une classe de re´currence par chaˆınes stable au sens de Lyapunov.
2. Il existe une partie re´siduelle G de Diff1(M) telle que pour tout f ∈ G, une classe de
re´currence par chaˆınes qui est stable au sens de Lyapunov est un quasi-attracteur (bien
suˆr re´current par chaˆınes).
Voici donc la re´ponse positive a` la conjecture de Hurley en topologie C1 :
Corollaire 1.8. Il existe une partie re´siduelle G de Diff1(M) telle que pour tout f ∈ G, l’union
des bassins des quasi-attracteurs re´currents par chaˆınes est une partie re´siduelle de M ; plus
pre´cise´ment, pour tout f ∈ G, l’ensemble des points dont l’ω-limite est une classe de re´currence
par chaˆınes stable au sens de Lyapunov est re´siduel.
Commentons ce re´sultat par quelques remarques :
Remarque 1.9. 1. Pour un compact invariant Λ, on de´finit son ensemble stable comme
l’ensemble des points dont l’ensemble ω-limite est contenu dans Λ. Les varie´te´s stables des
classes de re´currence par chaˆınes forment une partition de M .
2. Comme il a e´te´ remarque´ dans [MP], l’application qui a` un point associe l’adhe´rence de son
orbite positive est semi-continue infe´rieurement, et donc continue sur une partie re´siduelle
de M . On en de´duit qu’il existe une partie re´siduelle de M telle que, en restriction a` cette
partie, les ensembles stables des classes de re´currence par chaˆınes sont ferme´s.
3. De l’item pre´ce´dent on de´duit que, si l’ensemble stable d’une classe de re´currence par
chaˆınes est d’adhe´rence non-maigre, alors l’ensemble stable lui-meˆme est localement re´si-
duel (re´siduel dans un ouvert non-vide). Ceci provient de ce que tout bore´lien non-maigre,
est localement re´siduel dans un ouvert non-vide (voir [Ke, Proposition 8.26]), et que la
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diffe´rence entre l’ensemble stable et son adhe´rence est un ensemble maigre, d’apre`s l’item
pre´ce´dent.
1.2.3 Classes de re´currence par chaˆınes et orbites pe´riodiques
Rappelons que d’apre`s le lemme de fermeture (closing lemma) de C. Pugh, l’ensemble des
points pe´riodiques d’un diffe´omorphisme ge´ne´rique est dense dans Ω(f), et on aimerait utiliser ces
orbites pe´riodiques pour mieux comprendre la dynamique des classes de re´currence par chaˆınes.
Rappelons que la classe homocline H(p, f) de l’orbite d’un point pe´riodique hyperbolique p est
l’adhe´rence de l’ensemble des points d’intersection transverse de ses varie´te´s stable et instable.
C’est un ensemble transitif, et comme nous l’avons vu a` la section 1.2.2, les re´sultats de [CMP]
entraˆınent que, pour un diffe´omorphisme ge´ne´rique, toute classe homocline est un ensemble
faiblement transitif maximal. Ceci montre, d’apre`s le corollaire 1.4 :
Remarque 1.10. Les classes homoclines d’un diffe´omorphisme ge´ne´rique sont des classes de
re´curence par chaˆınes.
Une classe de re´currence par chaˆınes d’un diffe´omorphisme ge´ne´rique qui n’est pas une classe
homocline ne contient donc aucune orbite pe´riodique ; on appellera classe ape´riodique toute classe
de re´currence par chaˆınes sans orbite pe´riodique.
Corollaire 1.11. Il existe une partie re´siduelle G de Diff1(M) telle que, pour tout f ∈ G, toute
composante connexe d’inte´rieur non-vide de Ω(f) = R(f) est pe´riodique et son orbite est une
classe homocline.
Le closing lemma de Pugh et la remarque 1.10 montrent :
Remarque 1.12. Pour f ge´ne´rique, toute classe de re´currence par chaˆınes qui est isole´e dans
R(f) est une classe homocline. C’est en particulier le cas des classes qui sont des attracteurs ou
des re´pulseurs topologiques.
Une classe isole´e est l’ensemble maximal invariant dans un voisinageMi\Mj , appele´ voisinage
filtrant5.
On dit qu’un ensemble compact invariant Λ est robustement transitif s’il admet un voisinage
isolant U tel que, pour tout diffe´omorphisme g suffisamment C1-proche de f , le maximal invariant
Λg de g dans U est encore transitif. On aimerait montrer que, pour un diffe´omorphisme ge´ne´rique,
les classes homoclines isole´es sont robustement transitives. Notre travail donne un re´sultat dans
ce sens :
Corollaire 1.13. Il existe une partie re´siduelle G de Diff1(M) telle que, pour tout f ∈ G, toute
classe homocline Λ de f isole´e dans R(f) est robustement re´currente par chaˆınes : pour tout
voisinage isolant U de Λ, pour tout diffe´omorphisme g suffisamment C1-proche de f , l’ensemble
maximal invariant de g dans U est re´current par chaˆınes.
Pour les classes non-isole´es, un travail re´cent (voir [Cr]) pre´cise la fac¸on dont une classe de
re´currence par chaˆınes est approche´e par les orbites pe´riodiques :
The´ore`me . Il existe une partie re´siduelle G de Diff1(M) (ou de Diff1ω(M)) telle que pour f ∈ G
tout ensemble faiblement transitif maximal est la limite, pour la topologie de Hausdorff, d’une
suite d’orbites pe´riodiques de f .
5Plus ge´ne´ralement, on appelle voisinage isolant d’un compact invariant K tout voisinage ouvert U de K tel
que K est l’ensemble maximal invariant de l’adhe´rence de U . On dira que U est un voisinage filtrant s’il peut
s’e´crire U = U1 \ U2 ou` U1 et U2 sont des ouverts ve´rifiant U2 ⊂ U1, f(U1) ⊂ U1 et f(U2) ⊂ U2.
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De plus les classes de re´currence par chaˆınes ont une proprie´te´ de semi-continuite´ supe´rieure :
si xn ∈ R(f) est une suite de points convergeant vers un point x alors pour n assez grand, la
classe de xn est contenue dans un voisinage arbitrairement petit de la classe de x.
1.2.4 Dynamiques conservatives
Dans le cas conservatif, l’ensemble non-errant co¨ıncide toujours avec la varie´te´M . On obtient
donc :
The´ore`me 1.3. Supposons M connexe. Il existe une partie re´siduelle Gω dans l’ensemble
Diff1ω(M) des diffe´omorphismes pre´servant ω pour laquelle tout diffe´omorphisme f ∈ Gω est
transitif.
De plus M est une unique classe homocline.
Comme pour le corollaire 1.3, un diffe´omorphisme conservatif ge´ne´rique est donc topologique-
ment me´langeant.
Remarque 1.14. Ce re´sultat e´tait de´ja` connu en topologie C0 pour les home´omorphismes
ge´ne´riques. C’est en effet une conse´quence directe du the´ore`me d’Oxtoby et Ulam [OU] qui
montre que pour des home´morphismes conservatifs ge´ne´riques, la mesure de Lebesgue est er-
godique.
Nos re´sultats permettent de re´pondre a` une question pose´e par M. Herman dans [He2] :
Question 1 (Herman). Est-ce que tout diffe´omorphisme f de classe C∞ d’une varie´te´ com-
pacte pre´servant une forme volume ω ve´rifie l’une des deux proprie´te´s suivantes ?
1. ou bien f posse`de une de´composition domine´e6 ;
2. ou bien f n’a pas d’exposants stables : f est approche´ en topologie C1 par une suite de
diffe´omorphismes (gk) de classe C
∞ posse´dant une orbite pk de pe´riode nk telle que tous
les exposants de Dgnkk (pk) (logarithme des valeurs propres divise´ par la pe´riode) sont plus
petits que 1/k en module.
A. Arbieto et C. Matheus nous ont signale´ le raisonnement suivant qui, comme conse´quence
directe de [BDP] et du the´ore`me 1.3, re´pond partiellement a` cette question :
[BDP] montre que si f ne peut pas eˆtre approche´e en topologie C1 par un diffe´omorphisme
ayant un point pe´riodique dont la diffe´rentielle, a` la pe´riode, est l’identite´, alors il existe ℓ tel
que, pour tout diffe´omorphisme g dans un C1-voisinage de f , toute classe homocline posse`de une
de´composition ℓ-domine´e. D’apre`s le the´ore`me 1.3, il existe une suite hk de diffe´omorphismes
de classe C1 convergeant vers f en topologie C1, pour lesquels M est une classe homocline, et
posse`de donc une de´composition ℓ-domine´e. Les de´compositions ℓ-domine´es passant a` la limite
(voir [BDP, Corollary 1.5]), la varie´te´ M he´rite d’une de´composition domine´e pour f .
Ceci donne presque une re´ponse positive a` la question d’Herman : les diffe´omorphismes gk
de l’item 2 obtenus par ce raisonnement ne sont a priori que de classe C1. Le “lissage” des
6On dit qu’un ensemble f -invariant K posse`de une de´composition domine´e si le fibre´ tangent TM |K a` M
au-dessus de K admet un scindement TM(x) = E(x) ⊕ F (x), x ∈ K en somme directe de deux sous-fibre´s Df -
invariants continus tels que l’expansion des vecteurs dans E est uniforme´ment plus petite que dans F : il existe
un entier ℓ tel que, pour tout point x ∈ K et tout couple de vecteurs non-nuls u ∈ E(x) et v ∈ F (x), on ait :
‖Df ℓ(u)‖
‖u‖
≤
1
2
‖Df ℓ(v)‖
‖v‖
.
On dira que cette de´composition est ℓ-domine´e.
11
diffe´omorphismes gk pose une difficulte´ : a` notre connaissance on ne sait toujours pas
7 si les
diffe´omorphismes de classe Cr, r ∈ [2,+∞], pre´servant la forme volume ω sont denses dans
Diff1ω(M). En raffinant le raisonnement de Arbieto et Matheus, nous pouvons cependant donner
une re´ponse comple`te a` la question d’Herman :
The´ore`me 1.4. Soit r ∈ (N \ {0}) ∪ {∞} et f un diffe´omorphisme de classe Cr d’une varie´te´
compacte pre´servant une forme volume ω. Alors, f ve´rifie une des deux proprie´te´s suivantes :
1. ou bien f posse`de une de´composition domine´e,
2. ou bien f est approche´ en topologie C1 par une suite de diffe´omorphismes g de classe Cr
posse´dant une orbite p de pe´riode n telle que Dgn(p) = Id.
Ce re´sultat est a` rapprocher des travaux de J. Bochi (voir [Boc]) qui montre que tout
diffe´omorphisme conservatif ge´ne´rique d’une surface compacte, ou bien est un diffe´omorphisme
d’Anosov, ou bien posse`de un ensemble de mesure totale de points dont les exposants de Lya-
punov sont nuls. J. Bochi et M. Viana (voir [BV]) ont donne´ une ge´ne´ralisation en dimension
plus grande : pour Lebesgue-presque tout point x, ou bien les exposants de Lyapunov de x sont
tous nuls, ou bien la de´composition d’Oseledec (en espaces de Lyapunov) au-dessus de l’orbite
de x est domine´e.
1.3 Proble`mes ouverts
Voici d’abord une liste de questions concernant la dynamique ge´ne´rique des diffe´omorphismes
C1 (non-conservatifs) des varie´te´s compactes :
Proble`me 1 (Cas non-conservatif). Soit f un diffe´omorphisme C1-ge´ne´rique de Diff1(M).
1. Une classe homocline d’inte´rieur non-vide de f co¨ıncide-t-elle avec la varie´te´ ?
On a vu que, si R(f) est d’inte´rieur non-vide, il existe une classe homocline d’inte´rieur
non-vide. Une telle classe est stable au sens de Lyapunov pour f et f−1. On se demande
donc plus ge´ne´ralement :
Une classe homocline stable au sens de Lyapunov pour f et f−1 est-elle e´gale a` toute la
varie´te´ ?
2. Une classe homocline stable au sens de Lyapunov de f est-elle un attracteur topologique ?
Dans le cas ou` la re´ponse serait ne´gative, on peut atte´nuer cette question de la fac¸on
suivante : Sa varie´te´ stable contient-elle un sous-ensemble localement re´siduel ?
3. Une classe homocline de f qui est robustement re´currente par chaˆınes est-elle un ensemble
robustement transitive ?
4. Est-ce que f peut posse`der des ensembles faiblement transitifs maximaux qui ne sont pas
transitifs ? On sait (voir [BD2]) qu’il existe ge´ne´riquement des ensembles faiblement tran-
sitifs maximaux qui ne sont pas des classes homoclines, mais les exemples connus sont
transitifs.
5. Est-ce que f peut avoir un ensemble (infini mais) de´nombrable d’ensembles faiblement
transitifs maximaux ? Si un tel diffe´omorphisme existe, posse`de-t-il des ensembles faible-
ment transitifs maximaux qui ne soient pas des classes homoclines ?
7Cette question est le proble`me 44 de la liste de [PP]. E. Zehnder dans [Z] donne une re´ponse positive dans le
cas ou` M est une surface ; plus ge´ne´ralement il montre la densite´ des diffe´omorphismes symplectiques C∞ dans
l’espace des diffe´omorphismes symplectiques Cr, pour tout r ≥ 1, en toute dimension. Il donne aussi une re´ponse
partielle dans le cas des diffe´omorphismes conservatifs d’une varie´te´ de dimension ≥ 3 : les diffe´omorphismes de
classe C∞ pre´servant ω sont denses en topologie Cr dans Diffr+αω (M), ou` α > 0 et r ≥ 1 est un entier.
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6. Pour tout diffe´omorphisme de Diff1(M), et pour tout point x de M , existe-t-il une C1-
perturbation g pour laquelle x est sur une varie´te´ stable d’orbite pe´riodique ? Ceci aurait
pour conse´quence : ge´ne´riquement, les varie´te´s stables et instables d’orbites pe´riodiques
sont denses dans la varie´te´.
7. Est-ce que l’union des bassins des attracteurs topologiques faiblement transitifs de f est
dense dans la varie´te´ ? Un tel attracteur est une classe homocline et est transitif. Remar-
quons qu’une re´ponse positive impliquerait une re´ponse positive au proble`me pre´ce´dent :
en effet, d’apre`s [CMP] l’adhe´rence de la varie´te´ stable d’une orbite pe´riodique est stable
au sens de Lyapunov pour f−1 ; en conse´quence, la varie´te´ stable de cette orbite est dense
dans le bassin d’attraction de sa classe homocline.
Voici deux remarques allant dans le sens d’une re´ponse positive a` cette question :
– L’union des classes de re´currence par chaˆınes ape´riodiques est maigre : d’apre`s le corol-
laire 1.11, ces classes sont contenues dans le bord de l’ensemble R(f), qui est un ferme´
d’inte´rieur vide.
– Le corollaire 1.8 montre que pour un point x ge´ne´rique d’un diffe´omorphisme ge´ne´rique,
l’ensemble ω(x) est un quasi-attracteur re´current par chaˆınes.
Passons au cas conservatif. Nous avons vu qu’un diffe´omorphisme ge´ne´rique f ∈ Diff1ω(M)
est transitif. Par conse´quent, l’ensemble des points de M d’orbite (positive et ne´gative) dense
dansM est re´siduel dansM . Il est naturel de chercher a` comprendre la mesure de cet ensemble :
Proble`me 2 (Cas conservatif). Soit f ∈ Diff1ω(M) un diffe´omorphisme conservatif ge´ne´rique.
1. L’ensemble des points de M , d’orbites positive et ne´gative par f denses dans M , est-il de
mesure de Lebesgue totale dans M ?
2. La mesure de Lebesgue est-elle ergodique pour f ? Une re´ponse positive a` cette question
impliquerait une re´ponse positive a` la pre´ce´dente. En topologie C0, c’est le the´ore`me
d’Oxtoby-Ulam [OU].
1.4 Pre´sentation de l’article
1.4.1 Ide´e de la preuve du the´ore`me 1.2
A` la base de tous les re´sultats perturbatifs en topologie C1, il y a la remarque que la taille du
support d’une C1-petite perturbation bougeant un point sur une distance δ est proportionnelle a`
δ. A` partir d’un re´sultat d’alge`bre line´aire, Pugh a montre´, pour son “closing lemma”, que, quitte
a` re´partir dans le temps cette perturbation, on peut rendre la constante de proportionnalite´
arbitrairement proche de 1.
Pour fermer un segment d’orbite dont les extre´mite´s sont suffisamment proches, il suffit de
se´lectionner un sous-segment dont les extre´mite´s sont proches l’une de l’autre (a` distance δ) mais
sont “e´loigne´es” (plus que la constante de proportionalite´ fois δ) des autres points interme´diaires
de l’orbite : c’est la strate´gie suivie par Pugh pour le closing lemma.
Pour le connecting lemma, Hayashi a renonce´ a` re´aliser la connexion en une seule perturba-
tion qui ne modifierait pas les orbites sur les points interme´diaires. Nous conside´rons ici la version
donne´e par M.-C. Arnaud dans [Ar1] de ce connecting lemma. E´tant donne´s deux segments d’or-
bites tels que l’extre´mite´ de l’un est proche de l’origine de l’autre, ces segments d’orbites seront
perturbe´s en plusieurs endroits, la strate´gie e´tant de faire de petites perturbations permettant
de raccourcir ces segments chaque fois qu’ils reviennent tre`s pre`s d’eux-meˆmes ou` de l’autre
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segment : lors du premier passage pre`s d’un point, plutoˆt que de poursuivre l’orbite initiale,
on saute directement sur le dernier passage pre`s de ce point, abandonnant le segment d’orbite
interme´diaire.
La difficulte´ est de se´lectionner ces sauts, afin de pouvoir les re´aliser par des perturbations
a` supports disjoints. Une premie`re notion de proximite´ utilise un quadrillage, dans une carte au
voisinage d’un point. Deux passages des orbites seront conside´re´s comme proches s’ils appartien-
nent a` un meˆme carreau de ce quadrillage. L’ide´e est donc, a` chaque passage dans un carreau, de
sauter directement sur le dernier passage dans ce carreau. Une difficulte´ supple´mentaire provient
de ce que les perturbations re´alisant ces sauts peuvent interfe´rer si elles concernent des carreaux
adjacents. Comme nous l’avons dit a` propos du closing lemma, ces perturbations sont re´parties
dans le temps, i.e. le long d’ite´re´s des carreaux. A` chaque instant, les supports des perturbations
sont tre`s petits (bien plus petits que la taille des carreaux). Les interfe´rences ont lieu quand
ces supports se rencontrent : cela signife que les points concerne´s sont tous concentre´s dans une
boule tre`s petite devant la taille des carreaux, ce qui de´finit une nouvelle notion de proximite´.
On applique alors de nouveau l’ide´e de sauter directement sur le point proche correspondant au
dernier passage proche.
Pour re´sumer, le connecting lemma re´alise par une vraie orbite une pseudo-orbite qui ne
pre´sentait qu’un seul saut entre deux orbites initiales. Pour ce faire, il utilise un quadrillage tel
que ce saut se fasse dans un de ses carreaux. Cependant, la preuve utilise, et permet donc, un
nombre arbitraire de sauts pourvu que chacun d’entre eux ait lieu dans un carreau. C’est cette
version du connecting lemma dont nous nous servirons ici. Elle est e´nonce´e pre´cise´ment a` la
section 2 (the´ore`me 2.1).
On aimerait utiliser cette ide´e pour traiter tous les sauts d’une pseudo-orbite. La difficulte´ est
que les sauts d’une pseudo-orbite n’ont aucune raison de se trouver dans les carreaux d’un meˆme
quadrillage. L’ide´e que nous avons suivie est de couvrir l’espace des orbites de la dynamique
initiale par des quadrillages disjoints (c’est le corollaire 4.1). Toute orbite passe d’un carreau a`
un autre en temps fini, ce qui permet, pour toute pseudo-orbite de regrouper ses sauts dans les
diffe´rents carreaux des quadrillages. Quadrillage par quadrillage, le connecting lemma permet
alors de supprimer tous les sauts de la pseudo-orbite. Comme dans le connecting lemma, la
nouvelle orbite est en ge´ne´ral plus courte que la pseudo-orbite initiale, mais ses extre´mite´s
sont les meˆmes. Nous obtenons ainsi un lemme de connexion pour les pseudo-orbites (c’est le
the´ore`me 1.2).
Les perturbations associe´es a` chaque quadrillage sont re´parties sur les N premiers ite´re´s
de ce quadrillage. On cherche de ce fait une famille de quadrillages dont les N premiers ite´re´s
sont deux a` deux disjoints et dont l’inte´rieur des carreaux rencontre toute orbite. La premie`re
e´tape de cette construction consiste a` construire un ouvert U disjoint de ses N premiers ite´re´s
et rencontrant toute orbite (bien suˆr les orbites pe´riodiques de petite pe´riode devront suivre
un traitement spe´cial). On a appele´ “tour topologique” un tel ouvert par analogie aux tours
utilise´es en the´orie ergodique (c’est le the´ore`me 3.1).
Voici le plan de construction de cette tour topologique en supposant ici pour simplifier qu’il
n’y a pas d’orbite pe´riodique : on choisit un entier K bien plus grand que N ; comme il n’y a
pas d’orbite pe´riodique, on peut recouvrir la varie´te´ par une famille finie d’ouverts (Vi) chacun
disjoint de ses K premiers ite´re´s. Pour construire U , on commence par garder V0 et on l’appelle
U0. On oˆte de V1 les points qui rencontrent U0 en temps infe´rieur a` K ite´re´s. Le reste des points
de V1 est recouvert par une famille finie d’ouverts (Wj) et un “lemme de coloriage” permettra
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de choisir des entiers kj ≤ K tels que U1 = U0 ∪
⋃
j f
kj(Wj) soit un ouvert disjoint de ses N
premiers ite´re´s. De la meˆme fac¸on on oˆte de V2 les points rencontrant U1 en moins de K ite´re´s
et on applique le meˆme proce´de´ pour construire un ouvert U2 disjoint de ses N premiers ite´re´s
et rencontrant toutes les orbites des points de V0 ∪ V1 ∪V2. L’ouvert U annonce´ est construit en
incorporant successivement a` l’ouvert Ui les orbites de Vi+1 par la meˆme construction.
1.4.2 Organisation de cet article
L’outil technique essentiel est le lemme de connexion de Hayashi. La version que nous util-
isons est pre´sente´e en de´tail en section 2 : nous de´finissons tout d’abord la notion de boˆıte de
perturbation (de´finition 2.1) ; nous pre´sentons alors le lemme de connexion comme un lemme
d’existence de boˆıtes de perturbation (the´ore`me 2.1). La preuve, tre`s proche de celle de M.-C.
Arnaud est donne´e dans l’appendice A. Elle se fait en deux temps : le premier est un re´sultat
perturbatif e´nonce´ dans [Ar1] et duˆ a` C. Pugh et C. Robinson (section A.1) ; le second s’appuie
sur deux lemmes de se´lection de pseudo-orbites (sections A.2 et A.4) et utilise un re´sultat de
regroupement de points proximaux (section A.3).
L’autre clef de la de´monstration, pre´sente´e en section 3 est un re´sultat d’existence de tours
topologiques (the´ore`me 3.1, section 3.1). La de´monstration (section 3.4) utilise un lemme de
coloriage (section 3.2).
Ceci permet alors (section 4) de montrer le the´ore`me 1.2. A` partir de l’existence des tours
topologiques, on construit un ensemble fini de boˆıtes de perturbations disjointes intersectant
chaque orbite non-pe´riodique (section 4.1). Toute pseudo-orbite ayant des sauts assez petits
peut eˆtre le´ge`rement modifie´e de fac¸on a` concentrer ses sauts dans les carreaux des quadrillages
des boˆıtes de perturbation. La proprie´te´ des boˆıtes de perturbation permet ensuite de refermer
ces pseudo-orbites en vraies orbites (sections 4.4 et 4.6).
Nous avons rassemble´ les conse´quences du lemme de connexion en section 5. Un argument
de cate´gorie de Baire (section 5.1) donne le the´ore`me 1.1. Les autres re´sultats se trouvent en
section 5.2.
Le cas conservatif fait l’objet de la section 6. Lorsque la dimension de la varie´te´ est supe´rieure
ou e´gale a` 3 (section 6.1), les de´monstrations sont presque inchange´es par rapport au cas ge´ne´ral :
ceci provient du fait que ge´ne´riquement les orbites pe´riodiques sont toutes hyperboliques. La
section 6.2 traite du cas de la dimension 2 ou` une e´tude au voisinage des orbites pe´riodiques
elliptiques doit eˆtre re´alise´e.
1.4.3 Remerciements
Nous remercions Franc¸ois Be´guin, Bassam Fayad, Marguerite Flexor, Fre´de´ric Le Roux,
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2 Boˆıtes de perturbation et e´nonce´ du “connecting lemma”
L’outil essentiel de la preuve est une version du connecting lemma que l’on peut extraire de
la preuve donne´e dans [Ar1], et que nous pre´sentons dans cette section.
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Fig. 1 – Cube quadrille´ de R2.
Pour tout i ≥ 0, notons αi = 1 +
∑i
j=0 2
−j . Appelons carreau standard de Rd tout cube C
de´fini de la fac¸on suivante :
– ou bien C = [−1, 1]d,
– ou bien il existe des entiers j0 ∈ {1, . . . , d} et i ≥ 0 ainsi que, pour tout j ∈ {1, . . . , d}, un
entier k(j) ∈ [−2iαi, 2
iαi−1] tels que k(j0) ∈ {−2
iαi, 2
iαi−1} et tels que C est le produit
C =
d∏
j=1
[
k(j)
2i
,
k(j) + 1
2i
]
.
Remarquons que les carreaux standards sont d’inte´rieurs deux a` deux disjoints, que deux
carreaux d’intersection non vide ont des longueurs de coˆte´s qui sont de rapport 2, 1, ou 12 , et
finalement que l’union de tous les carreaux standards est le cube ouvert C =] − 3, 3[d (voir la
figure 1).
La collection de tous les carreaux standards est appele´e le quadrillage standard. Nous ap-
pellerons cube quadrille´ de Rd, l’image du cube ouvert ]− 3, 3[d pave´ de ses carreaux standards,
par la compose´e d’une homothe´tie et d’une translation de Rd.
Pour toute carte ϕ : U → Rd de la varie´te´ M , nous appellerons cube quadrille´ de ϕ l’image
inverse par ϕ d’un cube quadrille´ de Rd contenu dans ϕ(U). Ceci de´finit aussi les carreaux et le
quadrillage de ce cube quadrille´.
De´finition 2.1. Soit f un diffe´omorphisme d’une varie´te´ compacte M , et U un C1-voisinage
de f . Pour tout entier N > 0, on appelle boˆıte de perturbation B d’ordre N (pour (f,U)) tout
cube quadrille´ de M disjoint de tous ses ite´re´s f i(B), i ∈ {1, . . . , N} et ve´rifiant la proprie´te´
suivante.
Pour toute suite finie {(xi, yi)}i∈{1,...,ℓ} de paires de points de B telle que pour tout i ∈
{1, . . . , ℓ} les points xi et yi appartiennent a` un meˆme carreau de B, il existe :
– un diffe´omorphisme g ∈ U co¨ıncidant avec f hors de l’union
⋃N−1
t=0 f
t(B),
– une suite strictement croissante n0 = 1 < n1 < · · · < ns ≤ ℓ,
tels que gN (xnk) = f
N (ynk+1−1) pour tout k 6= s, et g
N (xns) = f
N (yℓ).
On appelle support de la boˆıte de perturbation B l’union supp(B) =
⋃N
0 f
t(B)
Cette de´finition peut sembler abstraite et difficile a` interpre´ter. La remarque ci-dessous ex-
plique la proprie´te´ essentielle des boˆıtes de perturbations :
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Fig. 2 – Perturbation associe´e a` une pseudo-orbite ayant tous ses sauts dans une meˆme B.
Soient x et y deux points hors du support de la boˆıte de perturbation B et soit x0 =
x, x1, . . . , xn = y une ε-pseudo-orbite joignant x a` y.
On dira que la pseudo-orbite pre´serve le quadrillage (de la boˆıte B) si les intersections de
la pseudo-orbite avec le support de B est une union de segments xi, xi+1, . . . , xi+k . . . xi+N de
la forme xi ∈ B, xi+k = f
k(yi), k ∈ {1, . . . , N}, ou` yi est un point de B appartenant au meˆme
carreau que xi.
On dira que cette pseudo-orbite n’a pas de sauts dans supp(B) si les intersections de la
pseudo-orbite avec le support de B est une union de segment xi, xi+1, . . . , xi+k . . . xi+N de la
forme xi ∈ B, xi+k = f
k(xi), k ∈ {1, . . . , N}.
Remarque 2.2. Soit B une boˆıte de perturbation d’ordre N associe´e a` (f,U).
Soient x et y deux points hors du support de la boˆıte B et soit x0 = x, x1, . . . , xn = y une
ε-pseudo-orbite joignant x a` y qui pre´serve le quadrillage de B. Alors, par de´finition d’une boˆıte
de perturbation, il existe un diffe´omorphisme g ∈ U , co¨ıncidant avec f hors de
⋃N−1
t=0 f
t(B), et
une ε-pseudo-orbite z0 = x, z1, . . . , zm = y de g qui n’a pas de saut dans le support de B.
De plus {z0, . . . , zm} \
⋃N−1
1 f
i(B) est forme´ de points de {x0, . . . , xn} (et plus pre´cise´ment,
de segments de la pseudo-orbite (xi) dont l’origine est ou bien x ou bien appartient a` f
N(B) et
l’extre´mite´ est ou bien y ou bien appartient a` B). (La figure 2 pre´sente un exemple de combina-
toire lorsque tous les sauts ont lieu dans la meˆme boˆıte B.)
Si B est une famille de boˆıtes de perturbation de supports deux a` deux disjoints, on dira
qu’une pseudo-orbite n’a pas de saut hors des boˆıtes de B si elle pre´serve les quadrillages et si
pour tout xi n’appartenant pas a` l’une de ces boˆıtes, on a xi+1 = f(xi). Ceci s’applique aux
point xi appartenant a` l’image f
j(B), avec B ∈ B et j ∈ {1, . . . , N}.
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De la remarque ci-dessus, on de´duit imme´diatement :
Lemme 2.3. Soit B une famille de boˆıtes de perturbation de supports deux a` deux disjoints,
soient x et y deux points hors du support de ces boˆıtes et soit x0 = x, x1, . . . , xn = y une ε-
pseudo-orbite joignant x a` y. On suppose que cette pseudo-orbite pre´serve les quadrillages et n’a
aucun saut hors des boˆıtes de B.
Conside´rons une boˆıte B ∈ B d’ordre N . Il existe alors un diffe´omorphisme g ∈ U , co¨ıncidant
avec f hors de
⋃N−1
t=0 f
t(B), et une ε-pseudo-orbite z0 = x, z1, . . . , zm = y de g qui pre´serve les
quadrillages et n’a aucun saut hors des boˆıtes de B \ {B}.
De la preuve du connecting lemma dans [Ar1] on extrait le re´sultat suivant :
The´ore`me 2.1. Soit f un diffeomorphisme d’une varie´te´ compacte M de dimension d. Pour
tout voisinage U de f il existe N > 0 ve´rifiant : pour tout point x ∈M , il existe une carte locale
ϕ : Ux → R
d en x telle que tout cube quadrille´ disjoint de ses N premiers ite´re´s est une boˆıte de
perturbation d’ordre N pour (f,U).
De plus, cette proprie´te´ est encore ve´rifie´e par les cartes proches de ϕ en topologie C1.
Une carte ϕ : U → Rd dont les cubes quadrille´s sont des boˆıtes de perturbation sera appele´e
une carte de perturbation.
Cet e´nonce´ n’est pas e´crit explicitement dans [Ar1] ; de plus, le fait que N est uniforme sur
toute la varie´te´ n’est pas explicite dans [Ar1], mais a e´te´ remarque´ dans [W1]. C’est pourquoi
nous donnerons dans l’Appendice A une preuve comple`te du the´ore`me 2.1.
Remarque 2.4. On peut retrouver a` partir du the´ore`me 2.1 l’e´nonce´ du connecting lemma
de [Ar1] pour les diffe´omorphismes C
1 des varie´te´s compactes :
Soient f un diffe´omorphisme C1 d’une varie´te´ compacte M , U un voisinage de f dans
Diff1(M), p0 un point de M qui n’est pas pe´riodique pour f , et U un voisinage de p0 dans
M . Il existe, d’apre`s le the´ore`me 2.1, un entier N > 0 et une boˆıte de perturbation B d’ordre N
pour (f,U) contenue dans U dont l’un des carreaux C contient p0 dans son inte´rieur. Notons
W l’inte´rieur de C (pour reprendre les notations de [Ar1]). Soient p, q deux points de M hors
du support de la boˆıte B tels que l’orbite positive de p et l’orbite ne´gative de q rencontrent W .
Alors, il existe g ∈ U tel que q appartiennent a` l’orbite positive de p.
En effet, si fnp(p) et f−nq(q) appartiennent a`W , pour np, nq > 0, et si p1, . . . , pn = f
np(p) et
qm = f
−nq(q), . . . q1 sont les passages successifs dans B des orbites respectives de p sur l’intervalle
de temps {0, . . . , np} et de q sur l’intervalle de temps {−nq, . . . , 0} on applique la proprie´te´
de la boˆıte de perturbation aux couples de points (p1, p1), (p2, p2), . . . , (pn−1, pn−1), (pn, qm),
(qm−1, qm−1), . . . , (q1, q1).
Remarque 2.5. – Si le diffe´omorphisme f du the´ore`me 2.1 pre´serve une forme volume ω,
alors les boˆıtes de perturbation construites par ce the´ore`me permettent des C1-perturbations
qui pre´servent ω.
– Si le diffe´omorphisme f du the´ore`me 2.1 est de classe Cr, r ≥ 1 les boˆıtes de perturbation
construites par ce the´ore`me permettent des C1-perturbations qui sont de classe Cr. Ceci
est imme´diat dans le cas non-conservatif, puisque les diffe´omorphismes Cr sont denses
parmi les diffe´omorphismes C1. Dans le cas conservatif, cela provient de la nature des
perturbations e´le´mentaires qui apparaissent dans la de´monstration (voir le lemme A.4 et
la remarque qui suit).
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3 Existence d’une tour topologique
L’une des clefs de la preuve du the´ore`me 1.2 est l’existence d’une famille finie de boˆıtes de
perturbation d’ordre N , de supports disjoints, et dans lesquelles toute orbite entre en temps fini.
Remarquons que l’union de telles boˆıtes de perturbation forme un ouvert U , disjoint de ses N
premiers ite´re´s, et rencontrant tout segment d’orbite suffisamment long. De fait, la construction
d’un tel ouvert (appele´ ici tour topologique) est l’e´tape essentielle qui, avec le the´ore`me 2.1, nous
permettra de construire une telle famille de boˆıtes de perturbation. Le but de cette partie et de
prouver l’existence d’une telle tour topologique.
Clairement, l’existence d’orbites pe´riodiques de pe´riode infe´rieure a` N est une obstruction
incontournable : l’ouvert U devant rencontrer ces orbites, ne peut eˆtre disjoint de ses N premiers
ite´re´s. C’est pourquoi, dans les e´nonce´s suivants, nous particularisons les orbites pe´riodiques (de
pe´riode ≤ N) et leurs varie´te´s invariantes locales8.
Dans le cas d’un compact K sans orbites pe´riodiques, nous montrons l’existence pour tout
N0 ∈ N d’un ouvert U disjoint de ses N0 premiers ite´re´s, par lequel passe toute orbite de K :
la compacite´ de K implique alors que les orbites de K ont un temps de retour uniforme´ment
borne´ dans U . Voici maintenant l’e´nonce´ ge´ne´ral, tenant compte des orbites pe´riodiques :
3.1 E´nonce´ du re´sultat
The´ore`me 3.1. Pour tout entier naturel d, il existe κd ∈ N tel que pour tout diffe´omorphisme
f d’une varie´te´ de dimension d, pour tout N0 ∈ N, pour toute constante δ > 0 et tout compact
invariant K ne contenant pas de point pe´riodique non-hyperbolique de pe´riode infe´rieure a` κdN0,
il existe un ouvert U ayant les proprie´te´s suivantes :
1. Notons PerN0(f) l’ensemble des orbites pe´riodiques de pe´riode infe´rieure a` N0 de K. Pour
tout point x ∈ K tel que x /∈
⋃
p∈PerN0
W sδ (p), il existe n > 0 tel que f
n(x) ∈ U .
2. Pour tout point x ∈ K \
⋃
p∈PerN0
W uδ (p) il existe n > 0 tel que f
−n(x) ∈ U .
3. Les ferme´s U¯ , f(U¯), . . . , fN0(U¯ ) sont deux a` deux disjoints.
De plus, les composantes connexes de U¯ peuvent eˆtre choisies de diame`tre arbitrairement petit.
La de´monstration de ce re´sultat fera l’objet de la section 3.
Corollaire 3.1. Sous les hypothe`ses et conclusions du the´ore`me 3.1, il existe un compact V ⊂ U
tel que :
– Pour tout point x ∈ K tel que x /∈
⋃
p∈PerN0
W s2δ(p), il existe n > 0 tel que f
n(x) ∈ V .
– Pour tout point x ∈ K \
⋃
p∈PerN0
W u2δ(p) il existe n > 0 tel que f
−n(x) ∈ V .
De´monstration : A` partir du the´ore`me 3.1, l’existence d’un tel compact peut se montrer de la
fac¸on suivante : on conside`re pour chaque point pe´riodique de PerN0 un domaine fondamental
compact de sa varie´te´ instable. On peut le choisir contenu dans une varie´te´ instable locale
suffisamment petite pour qu’il ne rencontre pas les varie´te´s W sδ (PerN0). Par conse´quent, chaque
point de ces domaines fondamentaux a un ite´re´ positif rencontrant U . Par compacite´, il existe
8Pour tout point pe´riodique hyperbolique x de f , on rappelle que sa varie´te´ stable locale de taille δ > 0 est
l’ensemble :
W
s
δ (x) = {y ∈M, ∀n ∈ N, d(f
n(x), fn(y)) < δ}.
On de´finit de meˆme la varie´te´ instable locale W uδ (x).
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un voisinage Ou dans M de ces domaines fondamentaux et un compact V u1 de U tel que tout
point de Ou a un ite´re´ positif dans l’inte´rieur de V u1 .
L’union des varie´te´s stables locales W s2δ(x), x ∈ PerdN et des ite´re´s ne´gatifs de O
u contient
un voisinage ouvert Ou de W sδ (PerN0). On remarque que K \ O
u est compact. Par de´finition
de U , tout point de ce compact posse`de un ite´re´ positif dans U et donc dans l’inte´rieur d’un
compact V u2 ⊂ U . Tout point de O
u \W s2δ(PerN0) a par construction un ite´re´ positif dans O
u
et donc un autre ite´re´ positif dans l’inte´rieur du compact V u1 ⊂ U .
On construit de meˆme des compacts V s1 et V
s
2 de U tels que tout point de K \W
u
2δ(PerN0)
posse`de un ite´re´ ne´gatif dans l’inte´rieur de V s1 ∪ V
s
2 . Le compact annonce´ est l’union V
u
1 ∪ V
u
2 ∪
V s1 ∪ V
s
2 . ✷
3.2 Un lemme de coloriage
Soit {V,U1, · · · , Uℓ} un ensemble fini de sous-varie´te´s compactes a` bord d’inte´rieurs non vides
contenues dans une varie´te´ M de dimension d. Un coloriage de V \ ∪iint(Ui) par k couleurs est
la donne´e d’une famille finie V = {Vj}j∈J de sous-varie´te´s compactes a` bord, d’inte´rieurs non
vides, de M et d’une fonction c : j 7→ c(j) ∈ {1, . . . , k} telles que
– la re´union des inte´rieurs des Vi recouvre le compact V \ ∪iint(Ui) ;
– pour toute paire (j, j′), j 6= j′, les couleurs c(j) et c(j′) sont diffe´rentes de`s que Vj et Vj′
se rencontrent.
Nous appellerons γ-peinture de {Ui} a` k couleurs une fonction c0 qui, a` toute varie´te´ Ui,
associe une partie de {1, . . . , k}, de cardinal borne´ par γ. On dira qu’un coloriage (V, c) de
V \ ∪iint(Ui) respecte c0, si pour tout j ∈ J et toute varie´te´ Ui rencontrant Vj, la couleur c(j)
n’appartient par a` la peinture c0(i).
Une suite finie de sous-espace vectoriels d’un espace vectoriel de dimension d sera dite en
position ge´ne´rale si la somme de leur codimension est e´gale a` la codimension de leur intersection.
Remarquons que, si une suite de sous-espaces vectoriels est en position ge´ne´rale, toute sous-suite
l’est e´galement. Une suite E1, . . . , Ei, Ei+1 est en position ge´ne´rale si et seulement si la suite
E1, . . . , Ei est en position ge´ne´rale et si Ei+1 est transverse a` l’intersection
⋂i
1Ej .
Une suite de sous-varie´te´s {Xi}i∈I d’une varie´te´ M de dimension d sera dite en position
ge´ne´rale, si pour toute partie finie J ⊂ I et tout point x ∈
⋂
j∈J Xj, la suite {Tx(Xj)}j∈J des
espaces tangents est en position ge´ne´rale. Pour des sous-varie´te´s de codimensions non-nulles et
en position ge´ne´rale, un point deM appartient a` au plus d de ces sous-varie´te´s. Nous dirons que
les sous-varie´te´s {Xi}i∈I sont en position ge´ne´rale au voisinage d’un compact V ⊂M s’il existe
un ouvert contenant V tel que les intersections des Xi avec cet ouvert sont en position ge´ne´rale.
Le but de cette section 3.2 est de montrer :
Proposition 3.2. [Lemme de coloriage]
Pour tout d ∈ N, il existe kd ∈ N tel que tout k ≥ kd posse`de la proprie´te´ suivante :
Soient V,U1, . . . , Uℓ des sous-varie´te´s compactes a` bord de dimension d d’une varie´te´ de
dimension d telles que les bords ∂V, ∂U1, · · · , ∂Uℓ soient en position ge´ne´rale au voisinage de V .
Pour tout k ≥ kd et pour toute 2-peinture c0 de {U1, · · · , Uℓ} a` valeurs dans {1, · · · , k}, il existe
un coloriage (V, c) de V \ ∪ℓi=1int(Ui) qui respecte c0.
Notons W = V \ ∪ℓi=1int(Ui). Comme les bords ∂V, ∂U1, · · · , ∂Uℓ sont par hypothe`se en
position ge´ne´rale au voisinage de V , on ve´rifie queW est une varie´te´ compacte a` bord et a` coins,
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c’est a` dire que tout point x de W posse`de un voisinage Ox diffe´omorphe a` un ouvert Oˆx du
cadran positif Rd+ = [0,+∞[
d⊂ Rd, chaque bord ∂V ∩Ox, ∂U1 ∩Ox, · · · , ∂Uℓ ∩Ox e´tant ou bien
vide, ou bien correspondant a` l’intersection avec Oˆx de l’un des hyperplans du bord de R
d
+.
Puisque les bords ∂V, ∂U1, · · · , ∂Uℓ sont en position ge´ne´rale au voisinage de V , l’intersection
de s d’entre eux est au voisinage de V une varie´te´ (e´ventuellement vide) de dimension d− s ; les
composantes connexes de l’intersection de cette varie´te´ avecW seront appele´es face de dimension
d − s de W . On ve´rifie que chaque face de dimension d − s est une varie´te´ a` bord et a` coins
incluse dans ∂W . Les composantes connexes de W seront appele´es les faces de dimension d.
Le bord de W est stratifie´ par les faces de diffe´rentes dimensions : le bord d’une face Σ de
dimension j ≥ 1 est la re´union de faces de dimension strictement infe´rieure a` j. Si Σ′ est une
face incluse dans ∂Σ, on dira que Σ est adjacente a` Σ′.
Lemme 3.3. Sous les hypothe`ses de la proposition 3.2, et avec les notations ci-dessus, il existe
pour tout j ∈ {0, . . . , d} une varie´te´ compacte a` bord Oj de dimension d ayant les proprie´te´s
suivantes :
1. Pour chaque composante connexe ∆ de Oj , l’ouvert int(∆) ∪
⋃j−1
j′=0 int(Oj′) contient ex-
actement une face Σ(∆) de dimension j de W = V \ ∪ℓi=1int(Ui). De plus l’application
∆ 7→ Σ(∆) est une bijection de l’ensemble des composantes connexes de Oj sur l’ensemble
des faces de dimension j. On dira que ∆ est la composante associe´e a` Σ(∆).
2. Une composante ∆′ de Oj′, avec j
′ < j, rencontre ∆ si et seulement si Σ(∆′) est contenue
dans le bord de Σ(∆).
3. Si la composante connexe ∆ rencontre une des varie´te´s Ui, i ∈ {1, . . . , ℓ}, alors la face
correspondante Σ(∆) est incluse dans le bord ∂Ui de cette varie´te´.
De´monstration : On construit les varie´te´s Oj par re´currence sur j.
Pour j = 0, O0 est un voisinage des faces de dimension 0 (i.e. des points), constitue´ de disques
centre´ en chacun de ces points. On le choisit suffisamment petit pour qu’une composante ∆ de
O0 ne rencontre qu’une seule face Σ(∆) de dimension 0 et ne rencontre que les faces de dimension
plus grande et les varie´te´s Ui qui contiennent Σ(∆) dans leur bord.
En supposant construits les varie´te´s O0, . . . , Oj−1, on construit Oj de la fac¸on suivante :
Pour toute face Σ de N de dimension j, on peut choisir un compact connexe Σ′ de l’inte´rieur
de Σ qui contient le compact Σ \ ∪j−1j′=0int(Oj′). Les compacts Σ
′ que l’on obtient ainsi sont
deux a` deux disjoints. La varie´te´ Oj est l’union de voisinages connexes deux a` deux disjoints des
compacts Σ′, ou` Σ parcourt l’ensemble des faces de dimension j, et choisis suffisamment petits
pour que :
– Une composante ∆ de Oj ne rencontre qu’une seule face de dimension j, note´e Σ(∆).
– ∆ ne rencontre une composante ∆′ de Oj′ , pour j
′ < j, seulement si ∆′∩Σ(∆) est non-vide
et par hypothe`se de re´currence cela signifie que Σ(∆′) est contenue dans Σ(∆).
– Finalement ∆ ne rencontre que les faces de dimension supe´rieure et les varie´te´s Ui qui
contiennent Σ(∆).
✷
De´monstration de la proposition 3.2 :
Comme on ne cherche pas a` trouver kd minimal, nous allons juste montrer que kd = (2d+1)
2
convient. Nous conside´rons la famille de varie´te´s {Oi} donne´e par le lemme 3.3.
Fixons donc une 2-peinture c0 de {U1, . . . , Uℓ} a` valeurs dans {1, . . . , k} avec k ≥ (2d+ 1)
2.
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Montrons a` pre´sent, par re´currence sur i ∈ {0, . . . , d}, que l’on peut associer a` toute com-
posante ∆ de Oi une couleur c(∆) ∈ {i · (2d + 1) + 1, . . . , (i + 1) · (2d + 1)} de fac¸on que
le coloriage de Oi ainsi obtenu respecte c0. Comme les composantes connexes de Oi sont par
de´finitions disjointes, il n’y a pas de compatibilite´s a` ve´rifier entre les couleurs des diffe´rentes
composantes.
Conside´rons une composante ∆ de Oi, associe´e a` une face Σ(∆) de dimension i.
Il y a, par hypothe`se, au plus d− i faces de dimension d− 1 qui sont adjacentes a` Σ(∆) et,
d’apre`s l’item (3) du lemme 3.3, la composante ∆ rencontre au plus d−i varie´te´s Uj. L’union p(∆)
des peintures associe´es aux Uj rencontrant ∆ est un ensemble de couleurs de cardinal infe´rieur
a` 2d. On peut donc associer a` ∆ une couleur c(∆) dans {i · (2d + 1) + 1, . . . , (i + 1) · (2d + 1)}
(de cardinal 2d+ 1) qui ne soit pas contenue dans p(∆).
Montrons que la collection des composantes ∆ des varie´te´s Oj et la fonction c ainsi construite
de´finissent bien un coloriage respectant c0. Si deux composante ∆ et ∆
′ se rencontrent, les
faces associe´es sont par construction de dimension diffe´rentes i 6= i′. De ce fait les ensembles
{i · (2d+1)+ 1, . . . , (i+1) · (2d+1)} et {i′ · (2d+1) + 1, . . . , (i′ +1) · (2d+1)} sont disjoints et
les couleurs c(∆) et c(∆′) sont donc diffe´rentes. Comme l’union des inte´rieurs des Oi contient
W (item (1) du lemme 3.3), la fonction c induit donc bien un coloriage de W . Par construction,
pour tout ∆, la couleur c(∆) n’appartient pas a` l’union des peintures des Uj qui rencontrent ∆ :
le coloriage c respecte la peinture c0.
✷
3.3 Mise en position ge´ne´rale
Lemme 3.4. Soit n un entier, M d’une varie´te´ de dimension d et f un diffe´omorphisme de M
dont l’ensemble des points pe´riodiques de pe´riode infe´rieure a` n est fini.
Soit S une varie´te´ compacte de dimension d − 1 et soit ψ : S → M un plongement de S. Il
existe ψ′ arbitrairement proche de ψ en topologie Cr, (r ≥ 1 arbitraire si ψ est Cr), tel que la
famille des sous varie´te´s f i ◦ ψ′(S), i ∈ {0, . . . , n} soit en position ge´ne´rale.
De´monstration :
Quitte a` perturber ψ, on peut supposer que ψ(S) ne contient aucun point de Pern(f), qui
est fini par hypothe`se. Tout point x ∈ S posse`de un voisinage Ux tel que ψ(Ux) est disjoint de
ses n premiers ite´res. Il existe donc des collections {Ui}i∈I et {Vi}i∈I d’ouverts de S telles que
V¯i ⊂ Ui pour i ∈ I, que les Vi recouvrent S et que les Ui aient la proprie´te´ suivante :
(∗) Pour tous i, j ∈ I et t ∈ {1, . . . , n} si ψ(U¯i) intersecte f
t ◦ ψ(U¯j) alors U¯i ∩ U¯j = ∅.
On conside`re successivement les n+ 1-uplets (i0, . . . , in) de I
n+1. Pour chacun de ces n+ 1-
uplets, nous allons mettre en position ge´ne´rale les varie´te´s (ψ(Ui0), f ◦ ψ(Ui1), . . . , f
n ◦ ψ(Uin))
au voisinage des compacts (ψ(V¯i0), f ◦ ψ(V¯i1), . . . , f
n ◦ ψ(V¯in)). Cette proprie´te´ persiste par
perturbations de ψ. La mise en position ge´ne´rale pour les n + 1-uplets suivants ne la de´truira
pas. Apre`s un nombre fini de perturbations, on obtiendra le re´sultat voulu.
La mise en position ge´ne´rale de (ψ(Ui0), f ◦ ψ(Ui1), . . . , f
n ◦ ψ(Uin)) est possible car pour
toute sous-famille de ce n+ 1-uplet de varie´te´s, d’apre`s la proprie´te´ (∗) on a :
– soit l’intersection de leur adhe´rence est vide, ce qui est stable par perturbation,
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– soit les adhe´rences des Ui correspondants sont deux a` deux disjointes, ce qui permet de
faire des perturbations inde´pendantes au voisinage de chaque V¯i. Dans ce dernier cas la
mise en position ge´ne´rale est obtenue par le lemme de transversalite´ de Thom.
On applique donc inductivement ce proce´de´ a` l’ensemble des sous-familles du n + 1-uplet
(i0, . . . , in). ✷
Remarque 3.5. Dans le lemme 3.4, si l’on veut seulement que la famille des sous varie´te´s
f i ◦ ψ′(S), i ∈ {0, . . . , n} soit en position ge´ne´rale au voisinage d’un compact V , il suffit de
supposer que f ne posse`de qu’un nombre fini de points pe´riodiques de pe´riode infe´rieure a` n au
voisinage de V (mais peut-eˆtre un nombre infini, loin de V ).
3.4 De´monstration du the´ore`me 3.1
Lemme 3.6. Soient M une varie´te´ compacte de dimension d et kd la constante de la proposi-
tion 3.2. Soient N > 0 un entier et f un diffe´omorphisme de M .
Soient U et V deux sous-varie´te´s compactes a` bord, de dimension d. On suppose que U est
disjoint de ses N premiers ite´re´s positifs, et V est disjoint de ses 2(kd + 1)N premiers ite´re´s
positifs. Alors, il existe W , sous-varie´te´ compacte a` bord de dimension d, disjointe de ses N
premiers ite´re´s, telle que U ⊂W et V ⊂
⋃2(kd+1)·N
i=0 f
−i(W ).
De´monstration : Remarquons que, comme V est disjoint de ses 2(kd + 1)N premiers ite´re´s
positifs, il n’existe aucune orbite de pe´riode infe´rieure ou e´gale a` 2(kd +1)N au voisinage de V .
D’apre`s le lemme 3.4 et la remarque 3.5, on peut augmenter le´ge`rement la varie´te´ a` bord U pour
obtenir une varie´te´ a` bord U˜ telle que la famille ∂f−i(U˜), i ∈ {0, . . . , 2(kd+1)N} soit en position
ge´ne´rale au voisinage de V . De plus, comme U est un compact disjoint de ses N premiers ite´re´s,
quitte a` choisir U˜ ⊃ U suffisamment petit, on peut supposer que U˜ est aussi disjoint de ses N
premiers ite´re´s. Quitte a` augmenter V , on supposera que son bord est en position ge´ne´rale avec
la famille ∂f−i(U˜), i ∈ {0, . . . , 2(kd + 1)N}.
On conside`re l’intersection de V avec les f−i(U˜) pour i ∈ {0, . . . , 2(kd+1)N−1}. On associe
a` Ui = f
−i(U˜) les couleurs c0(i) = {E(
i
2N ), E(
i
2N ) + 1} qui appartiennent a` {0, · · · , kd + 1}, ou`
E( i2N ) repre´sente la partie entie`re de
i
2N .
D’apre`s le proposition 3.2, il existe un coloriage ({Vj}, c) de V \ ∪iUi qui respecte c0 et
a` valeurs dans {1, · · · , kd}. Puisque V est disjoint de ses 2(kd + 1)N premiers ite´re´s, on peut
supposer que l’union ∪jVj est contenue dans un voisinage de V , lui aussi disjoint de ses 2(kd+1)N
premiers ite´re´s. On pose alors
W = U˜ ∪
⋃
j
f2c(j)N (Vj).
Voyons maintenant queW est disjoint de ses N premiers ite´re´s. Supposons par l’absurde que
x et y = f t(x), avec t ∈ {1, . . . , N}, appartiennent a` W . Nous allons raisonner en envisageant
toutes les positions possibles des points x et y :
– Les points x et y ne peuvent appartenir simultane´ment a` U˜ qui est disjoint de ses N
premiers ite´re´s.
– De meˆme, ils ne peuvent pas appartenir a` un meˆme ensemble f2c(j)N(Vj).
– Si x et y appartiennent a` des ensembles f2c(j1)N (Vj1) et f
2c(j2)N (Vj2) diffe´rents, alors,
puisque y = f t(x), les ite´re´s f−2c(j1)N (x) et f t−2c(j2)N (x) de x appartiennent tous deux a`
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∪jVj. Par ailleurs, 2|c(j1)− c(j2)|N + t est infe´rieur a` 2(kd−1)N +N . Ceci contredit donc
le fait que ∪jVj est disjoint de ses 2kdN premiers ite´re´s.
– Traitons enfin le cas ou` x appartient a` f2c(j)N (Vj) et y a` U˜ (le cas ou` y appartient a`
f2c(j)N(Vj) et x a` U˜ lui est similaire) : Vj et f
−(2c(j)N+t)(U˜) se rencontrent. La peinture
associe´e a` U2c(j)N+t = f
−(2c(j)N+t)(U˜ ) est c0(2c(j)N + t) = {c(j), c(j) + 1}. Cependant,
puisque c est un coloriage qui respecte la peinture c0 et que Vj rencontre U2c(j)N+t, la
couleur c(j) ne doit pas appartenir a` c0(2c(j)N + t) = {c(j), c(j) + 1} ce qui est contra-
dictoire.
Par le meˆme raisonnement, les varie´te´s U˜ et f2c(j)N (Vj) sont deux a` deux disjointes. Ceci
montre queW est une sous-varie´te´ compacte a` bord de dimension d. D’autre part, par construc-
tion, U ⊂W et V ⊂
⋃kd·N
0 f
−i(W ), ce qui conclut la de´monstration. ✷
De´monstration du the´ore`me 3.1 : Posons κd = 2kd + 1. Puisque les orbites pe´riodiques
de pe´riode plus petite que κdN0 sont hyperboliques, il existe une varie´te´ compacte a` bord U0,
disjointe de ses N0 premiers ite´re´s et disjointe de PerκdN0(f) telle que
– pour tout x ∈W s(PerκdN0(f)) \W
s
δ (PerκdN0(f)), il existe n > 0 tel que f
n(x) ∈ int(U0) ;
– pour tout x ∈W u(PerκdN0(f))\W
u
δ (PerκdN0(f)), il existe n > 0 tel que f
−n(x) ∈ int(U0).
En d’autres termes, U0 est un voisinage d’une sorte de domaine fondamental (non connexe)
des varie´te´s stables et instables des points de PerκdN0(f). Comme dans la preuve du corol-
laire 4.1, on peut montrer que l’union des ite´re´ positifs de U0 et de la varie´te´ instable locale
W uδ (PerκdN0(f)) contient un voisinage de PerκdN0(f)) (et de meˆme pour ses ite´re´s ne´gatifs).
Par conse´quent, il existe un voisinage ouvert O0 de PerκdN0(f) tel que tout point de O0 \
W sδ (PerκdN0(f)) a un ite´re´ positif dans U0 et tout point deO0\W
u
δ (PerκdN0(f)) a un ite´re´ ne´gatif
dans U0. Choisissons O un voisinage ouvert de PerκdN0(f) tel que pour tout j ∈ {0, . . . , 2κdN0},
son ite´re´ f j(O) est inclus dans O0.
Soit K le compact invariant de l’e´nonce´ du the´ore`me 3.1. Tout point x de K \O posse`de un
voisinage Ux disjoint de ses κdN0 premiers ite´re´s. Par compacite´ de K \ O, il existe donc une
collection finie de varie´te´s a` bord de dimension d, {V0, . . . , Vr}, chacune disjointe de ses κdN0
premiers ite´re´s telles que leurs inte´rieurs recouvrent K \O.
Conside´rons le lemme 3.6 applique´ a` U = U0, V = V0 et N = N0. On obtient une varie´te´ com-
pacte a` bord U1 disjointe de ses N0 premiers ite´re´s contenant U0 et telle que V0 ⊂
⋃κdN0
j=0 f
−j(U1).
On construit par re´currence une suite de varie´te´s compactes a` bord (Ui) disjointes de leurs N0
premiers ite´re´s, contenant U0 et telles que
⋃i
j=0 Vj ⊂
⋃κdN0
j=0 f
−j(Ui).
Pour construire Ui+1, on applique le lemme 3.6 a` U = Ui, V = Vi+1 et N = N0. On obtient
une varie´te´ compacte a` bord Ui+1 disjointe de ses N0 premiers ite´re´s contenant Ui et telle que
Vi+1 ⊂
⋃κdN0
j=0 f
−j(Ui+1). L’hypothe`se de re´currence applique´e a` Ui permet de montrer que U0
est inclus dans Ui+1 et
⋃i
j=0 Vj est contenue dans
⋃κdN0
j=0 f
−j(Ui+1).
Posons U = Ur. Tout point x de K \O a un ite´re´ f
i(x), i ∈ {0, . . . , κdN0}, appartenant a` U .
Tout point x de K \O0 posse`de un ite´re´ positif dans U et par ailleurs, f
−(κdN0+1)(x) appartient
a` K \O par de´finition de O. Il existe donc i ∈ {0, . . . , κdN0} tel que f
−(κdN0+1)+i(x) appartient
a` U . C’est un ite´re´ ne´gatif de x. Ceci montre le re´sultat pour les points de K \O0.
Par de´finition de O0, tout point de O0 \W
s
δ (PerκdN0(f)) a un ite´re´ positif dans U0 ⊂ U
et, de meˆme, tout point de O0 \ W
u
δ (PerκdN0(f)) a un ite´re´ ne´gatif dans U . Ceci conclut la
de´monstration pour les points de K ∩O0.
✷
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4 Lemme de connexion pour les pseudo-orbites : preuve du
the´ore`me 1.2
4.1 Boˆıtes de perturbation recouvrant l’espace des orbites
A` partir du the´ore`me 3.1 on est a` pre´sent capable de construire une famille finie de boˆıtes de
perturbation de supports disjoints et rencontrant toute orbite. Bien suˆr les orbites pe´riodiques
et leurs varie´te´s invariantes locales doivent eˆtre traite´es se´pare´ment :
Corollaire 4.1. Soit f un diffe´omorphisme d’une varie´te´ compacte de dimension d, et U voisi-
nage de f pour la topologie C1. Soient N l’entier associe´ a` l’ouvert U par le the´ore`me 2.1, κd
l’entier donne´ par le the´ore`me 3.1 et soit δ > 0 arbitraire. On note N0 = 10dN .
Pour tout compact invariant K ne contenant pas d’orbite pe´riodique non-hyperbolique de
pe´riode infe´rieure a` κdN0, il existe une famille finie B0 de boˆıtes de perturbation d’ordre N
pour (f,U) et de supports deux a` deux disjoints telle que toute orbite positive de points de
K\
⋃
p∈PerN0
W sδ (p) et tout orbite ne´gative de points de K\
⋃
p∈PerN0
W uδ (p) rencontre l’inte´rieur
d’un carreau d’un quadrillage d’une des boˆıtes de B0.
De plus, pour tout x ∈M , il existe t ∈ {0, . . . , N} tel que f t(x) n’appartienne pas a` l’union
des supports de boˆıtes de B0.
En conse´quence, il existe une famille finie C0 de carreaux associe´s aux boˆıtes de B0 et une
famille finie D0 de compacts contenus dans l’inte´rieur des carreaux de C0 telles que,
– chaque carreau de C0 contient exactement un compact de D0 dans son inte´rieur ;
– toute orbite positive de points de K \
⋃
p∈PerN
W sδ (p), et tout orbite ne´gative de point de
K \
⋃
p∈PerN
W uδ (p) rencontre l’inte´rieur d’un compact de D0.
De´monstration : D’apre`s le the´ore`me 3.1 et le corollaire 3.1 applique´ a` N0 et a` δ/2, il existe
un ouvert U dont l’adhe´rence est disjointe de ses N0 premiers ite´re´s et un compact V ⊂ U
tel que tout point x ∈ K \
⋃
p∈PerN0
W sδ (p) posse`de un ite´re´ f
n(x) ∈ V , n > 0 et tout point
y ∈ K \
⋃
p∈PerN0
W uδ (p) posse`de un ite´re´ f
−n(y) ∈ V , n > 0. De plus on peut choisir U tel que
les composantes de son adhe´rence soient assez petites pour que tous leurs ite´re´s d’ordre infe´rieur
a` N0 soient inclus dans une carte de perturbation donne´e par le the´ore`me 2.1.
Soit U0 une composante de U et notons V0 = U0 ∩ V . Par hypothe`se, U0 est contenue dans
une carte de perturbation ϕ : U0 → R
n. Pavons Rn par des cubes quadrille´s de coˆte´ de meˆme
longueur ℓ. On choisit ℓ de fac¸on que tout cube rencontrant ϕ(V0) soit inclus dans ϕ(U0).
On fait de meˆme pour chacune des composantes de U contenant un point de V . On obtient
ainsi une famille finie P0 de boˆıtes de perturbation, deux a` deux disjointes (une boˆıte de pertur-
bation est un cube ouvert), contenues dans U , et dont l’union des adhe´rences contient V dans
son inte´rieur. Notons Φ0 la famille des cartes de perturbation servant dans la construction de
P0.
En re´pe´tant cette construction pour f2iN (U), f2iN (V ), i ∈ {1, . . . , 10d − 1}, on construit
de meˆme des familles Pi de boˆıtes de perturbations contenues dans f
2iN (U), et dont l’union
des adhe´rences contient f2iN (V ) dans son inte´rieur, et l’on note Φi la famille des cartes de
perturbation correspondantes.
On conside`re les familles de cubes f−2iN(Pi) contenues dans U . Pour tout i, l’union des
adhe´rences des cubes de la famille f−2iN (Pi) contient V dans son inte´rieur. Quitte a` perturber
le´ge`rement les Φi (en topologie C
1), on peut supposer que, pour toute famille de cubes choisis
dans des familles deux a` deux diffe´rentes f−2iN (Pi), leurs bords sont en position ge´ne´rale. En
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particulier un point de V peut appartenir au bord de cubes d’au plus d familles parmi les
f−2iN(Pi). Puisqu’il y a au moins 5d familles de cubes, tout point de V appartient a` l’inte´rieur
d’au moins 4d de ces cubes.
On remplace a` pre´sent dans Rn chaque cube quadrille´ par un cube de meˆme centre, ho-
mothe´tique de rapport ρ < 1 tre`s proche de 1. On obtient ainsi des familles Pi,ρ de boˆıtes de
perturbation qui cette fois sont d’adhe´rences disjointes. Pour ρ assez proche de 1, tout point de
V appartient encore a` l’inte´rieur d’un cube d’au moins 4d familles f−2iN(Pi,ρ).
Par compacite´ de V , on peut extraire, pour tout i, une famille finie Γi de carreaux des
boˆıtes de Pi,ρ telle que l’union Σi de ces carreaux posse`de la proprie´te´ suivante : tout point de
V appartient a` l’inte´rieur d’au moins 4d compacts f−2iN (Σi). Appelons carreaux de f
−2iN (Σi)
l’image par f−2iN des carreaux de la famille Γi.
Quitte a` perturber a` nouveau les Φi, on peut supposer que, pour toute famille de carreaux
choisis dans des familles deux a` deux diffe´rentes f−2iN(Γi), leurs bords sont en position ge´ne´rale.
En particulier un point de V peut appartenir au bord de carreaux d’au plus d familles parmi
les f−2iN(Γi). Puisqu’il y a au moins 4d familles de carreaux, tout point de V appartient a`
l’inte´rieur d’au moins un de ces carreaux.
Ainsi tout point de V appartient a` l’inte´rieur d’un carreau d’une famille f−2iN (Γi). Par
conse´quent, d’apre`s le corollaire 3.1, tout point de K \ W sδ (PerN0) a un ite´re´ positif dans
l’inte´rieur d’un carreau d’une des familles Γi. De meˆme, tout point de K \ f
N0(W uδ (PerN0))
a un ite´re´ ne´gatif dans fN0(V ) et donc dans un des carreaux d’une famille Γi. En appliquant
ce re´sultat a` un δ′ assez petit pour que fN0(W uδ′(PerN0)) ⊂W
u
δ (PerN0), on obtient la proprie´te´
voulue.
Remarquons que par construction, les supports des boˆıtes sont deux a` deux disjoints. Plus
pre´cise´ment, pour toutes boˆıtes distinctes B et B′ choisies dans l’union des familles Pi,ρ et tous
n, n′ ∈ {0, . . . , 2N −1}, les ite´re´s fn(B) et fn
′
(B′) sont disjoints. En particulier, pour tout point
x de M , il existe un entier n ∈ {0, . . . , N} tel que l’ite´re´ fn(x) n’appartienne a` aucune boˆıte des
familles Pi,ρ. L’union des familles Pi,ρ et l’union des familles Γi de´finissent les familles B0 et C0
respectivement.
Finalement, le compact V a e´te´ recouvert par l’inte´rieur des carreaux des familles f−2iN(Γi).
D’un recouvrement d’un compact par des ouverts, on peut choisir un compact inclus dans
chacun de ces ouverts de fac¸on a` obtenir un recouvrement du compact initial par l’inte´rieur de
ces compacts. Ceci permet de choisir la famille D0 annonce´es.
✷
4.2 Au voisinage des points pe´riodiques
Proposition 4.2. Soit f un diffe´omorphisme d’une varie´te´ compacte de dimension d, et U
voisinage de f pour la topologie C1. Soit N l’entier associe´ a` l’ouvert U par le the´ore`me 2.1.
Pour toute orbite pe´riodique hyperbolique γ de f , et tout voisinage V de γ, il existe un voisinage
W de γ, deux familles finies de boˆıtes de perturbations E et S d’ordre N pour (f,U), deux
familles finies de carreaux C(E) et C(S) des boˆıtes de E et S et deux familles finies D(E) et D(S)
de compacts, et un entier n0 tels que :
1. L’ouvert V contient W¯ et le support des boˆıtes de perturbation de E et S.
2. Les supports des boˆıtes de perturbations de E ∪ S sont deux a` deux disjoints.
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3. Chaque compact de D(E) est inclus dans l’inte´rieur d’un carreau C ∈ C(E), et chaque
compact de D(S) dans l’inte´rieur d’un carreau C ∈ C(S). Chaque carreau de C(E) et C(S)
contient exactement un carreau de C(E) ∪ C(S).
4. Pour toute paire De ∈ D(E) et Ds ∈ D(S) de carreaux, il existe n ∈ {0, . . . , n0} tel que
fn(De) ∩Ds 6= ∅.
5. Pour tout point z de W \ W sloc(γ), il existe n > 0 et un compact D ∈ D(S) tel que
fn(z) ∈ int(D) et f j(z) ∈ V pour tout 0 ≤ j ≤ n. De plus, si f(z) 6∈ W , l’entier n est
majore´ par n0.
6. Pour tout point z de W \ W uloc(γ), il existe n > 0 et un compact D ∈ D(E) tel que
f−n(z) ∈ int(D) et f−j(z) ∈ V pour tout 0 ≤ j ≤ n. De plus, si f−1(z) 6∈ W , l’entier n
est majore´ par n0.
De´monstration : De meˆme que dans l’e´nonce´ du corollaire 4.1, on pose N0 = 10dN .
Soit γ une orbite pe´riodique hyperbolique et V un voisinage de γ. Nous choisissons une
varie´te´ stable locale W sloc(γ) dont tous les ite´re´s positifs sont contenus dans V . Il existe un
ouvert U s ⊂ V tel que U s et ses N0 premiers ite´re´s sont deux a` deux disjoints et contenus dans
V et tel que U s∩W sloc(γ) rencontre toute orbite deW
s(γ)\{γ}. De meˆme, on choisit une varie´te´
instable locale W uloc(γ) dont tous les ite´re´s ne´gatifs sont contenus dans V et un ouvert U
u ⊂ V
tel que Uu et ses N0 premiers ite´re´s sont deux a` deux disjoints, disjoints de l’union
⋃N0
j=0 f
j(U s),
contenus dans V et tels que toute orbite de W u(γ) \ {γ} rencontre fN0(Uu) ∩W uloc(γ).
Comme dans la preuve du corollaire 4.1, on peut choisir une famille finie E de boˆıtes de pertur-
bation dont les supports sont deux a` deux disjoints et contenus dans l’inte´rieur de
⋃N0
j=0 f
j(U s),
et ayant la proprie´te´ suivante : il existe une famille finie C(E) de carreaux de l’ensemble de ces
boˆıtes, et pour chaque carreau C un compact D inclus dans l’inte´rieur de C tels que toute orbite
deW s(γ)\γ rencontre l’intersection deW sloc(γ) avec l’inte´rieur d’un des compacts D (le compact
D de´pend de l’orbite). Nous noterons D(E) l’ensemble de ces compacts.
De meˆme, on peut choisir une famille finie S de boˆıtes de perturbation de supports deux a`
deux disjoints et contenus dans l’inte´rieur de
⋃N0
j=0 f
j(Uu), une famille finie C(S) de carreaux
de ces boˆıtes et une famille D(S) de compacts inclus dans l’inte´rieur des carreaux de C(S) (un
compact par carreau) tel que toute orbite de W u(γ) \ γ rencontre l’intersection de W uloc(γ) avec
l’inte´rieur d’un des compacts D ∈ D(S).
Soient De ∈ D(E) et Ds ∈ D(S) deux compacts comme ci-dessus. Remarquons que De et Ds
contiennent dans leur inte´rieur un point de W s(γ) et de W u(γ), respectivement. Le λ-lemma
montre qu’il existe un entier n = n(De,Ds) > 0 tel que f
n(De) ∩Ds 6= ∅.
Notons D(E) et D(S) l’union des e´le´ments de D(E) et D(S). Pour tout n ≥ 0, l’ouvert
Dn(E) = f
n(int(D(E))) ∩
⋂n−1
j=0 f
j(V ), est l’image par fn des points de int(D(E)) dont les n
premiers ite´re´s restent dans V . L’ensemble We =W
u
loc(γ)∪
⋃
n≥0Dn(E) contient un voisinage de
l’orbite γ. Par construction, tout point x de We \W
u
loc(γ) posse`de un ite´re´ ne´gatif f
−n(x) dans
l’inte´rieur d’un compact D ∈ D(E) tel que f−i(x) reste dans V pour tout i ∈ {0, . . . , n}.
De meˆme, l’unionWs deW
s
loc(γ) et, pour tout n, de l’image par f
−n des points de int(D(S))
dont les n premiers ite´re´s ne´gatifs restent dans V contient un voisinage de l’orbite γ. On choisit
un voisinage ouvert W0 de γ contenu dans l’intersection We ∩Ws.
Remarquons que l’orbite positive d’un point x de W0 passe par l’inte´rieur d’un compact
D ∈ D(S) avant de sortir de V si x n’est pas sur la varie´te´ stable locale de γ, et son orbite
ne´gative passe par l’inte´rieur d’un compact D ∈ D(E) avant de sortir de V si x n’est pas sur la
varie´te´ instable locale de γ. On pourrait choisir W =W0 et conclure la preuve de la proposition
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si le temps pour atteindre int(D(S)) ou int(D(E)) e´tait uniforme´ment borne´ pour tout x ∈W0
tel que f(x) /∈ W0 ou f
−1(x) /∈ W0, respectivement. Nous allons choisir W ⊂ W0 ayant cette
dernie`re proprie´te´.
Il existe des domaines fondamentaux Γe et Γs inclus dansW0 des varie´te´s stables et instables
locales de γ, tels que le temps pour atteindre int(D(E)) ou int(D(S)) est uniforme´ment borne´
par un entier n1 pour tout x ∈ Γe ou x ∈ Γs, respectivement. De plus cette borne uniforme
reste valide sur des voisinages tubulaires ∆e et ∆s des adhe´rences Γe et Γs. On peut choisir un
voisinage ouvert W de γ de fac¸on que tout point x ∈ W tel que f(x) /∈ W ou f−1(x) /∈ W
appartient a` de tels voisinages tubulaires ∆s ou ∆e, respectivement.
Pour conclure la preuve de la proposition, il suffit de choisir n0 majorant n1 et tous les entiers
n(De,Ds) de´finis ci-dessus.
✷
4.3 Preuve du the´ore`me 1.2 : pre´paration
Soit f un diffe´omorphisme d’une varie´te´ compacte M , dont toutes les orbites pe´riodiques
sont hyperboliques. Soit U un voisinage de f pour la topologie C1. Soient x et y deux points de
M tels que x ⊣ y.
Remarque 4.3. E´tant donne´ un voisinage U0 de f il existe un ouvert U ⊂ U0 ayant la proprie´te´
suivante :
Soient V1, . . . , Vr des ouvert disjoints de M et g1, . . . , gr ∈ U des diffe´omorphismes tels que
pour tout i ∈ {1, . . . , r}, gi co¨ıncide avec f hors de Vi. Alors le diffe´omorphisme g, e´gal a` gi sur
Vi et a` f hors de
⋃
i Vi, appartient e´galement a` U .
Quitte a` restreindre le voisinage U de f , on supposera de´sormais que U ve´rifie la proprie´te´
de la remarque ci-dessus. On conside`re l’entier N associe´ a` U par le the´ore`me 2.1 et on pose
N0 = 10dN . On choisit une constante δ > 0 telle que les varie´te´s invariantes locales W
s
δ (z) et
W uδ (z
′) de points z, z′ de PerN0(f) ne se coupent qu’aux points de PerN0(f).
Afin de commencer la preuve du the´ore`me, nous allons maintenant fixer une famille de boˆıtes
de perturbations associe´es a` l’ouvert U et aux points x et y. Ceci se fait en deux e´tapes : une
premie`re famille de boˆıtes est choisie a` l’aide du corollaire 4.1. Cette famille sera enrichie de
boˆıtes, au voisinage des orbites pe´riodiques de basse pe´riode, a` l’aide de la proposition 4.2.
Nous allons conside´rer quelques configurations particulie`res des points x et y et montrer
comment elles se rame`nent au cas ge´ne´ral :
Remarque 4.4. 1. Si y est un ite´re´ strictement positif de x : la conclusion du the´ore`me est
alors de´ja` ve´rifie´e.
2. Si x ou y appartiennent pas a` PerN0(f) : si x ∈ PerN0(f) et si y n’est pas sur l’orbite
de x (voir l’item (1) ci-dessus) alors il existe un point x′ (arbitrairement proche de x) sur
la varie´te´ instable locale de x tel que x′ ⊣ y : le point x′ est un point d’accumulation de
points de ε-pseudo-orbites joignant x a` y quand ε tend vers 0. Pour montrer la conclusion
du the´ore`me il suffit dans ce cas de la montrer pour les points x′ et y. En effet, s’il existe
une C1-arbitrairement petite perturbation g de f telle que y soit sur l’orbite positive pour
g de x′, par une conjugaison proche de l’identite´ a` support ne contenant pas le point y,
on envoie x′ sur x, et maintenant l’orbite positive de x passe par y. On traite de la meˆme
fac¸on le cas ou` y ∈ PerN0(f).
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Par la suite nous supposerons de´sormais que x et y n’appartiennent pas a` PerN0(f) et que
y n’est pas un point de l’orbite strictement positive de x.
On fixe une famille B0 de boˆıtes de perturbations donne´es par le corollaire 4.1, applique´ a`
toute la varie´te´ au voisinage U et a` la constante δ. On note C0 et D0 l’ensemble de carreaux C et
l’ensemble de compacts D contenus dans l’inte´rieur des carreaux C, annonce´s par ce corollaire.
Pour toute orbite pe´riodique γ de pe´riode infe´rieure a` N0 on choisit un voisinage V (γ) de
fac¸on que les V (γ) soient deux a` deux disjoints, soient chacun disjoint des supports de boˆıtes
de perturbations de B0 et ne contiennent pas les points x et y (c’est possible puisque ni x
ni y n’appartient a` PerN0(f)). Notons E(γ) et S(γ) les familles de boˆıtes de perturbations
contenues dans V (γ) obtenues a` l’aide de la proposition 4.2. En suivant encore les notation de
cette proposition, on notera C(E , γ) et C(S, γ), (resp. D(E , γ) et D(S, γ)) les familles de carreaux
(resp. de compacts contenus dans l’inte´rieur des carreaux) des boˆıtes de perturbation de E(γ) et
S(γ), respectivement ; finalement on note n0(γ) et W (γ) l’entier et le voisinage de γ annonce´s
par cette proposition. On notera n0 un majorant des entiers n0(γ), pour γ ∈ PerN0(f).
On note B l’ensemble B0 ∪
⋃
γ∈PerN0(f)
(E(γ) ∪ S(γ)) de toutes les boˆıtes de perturbation
ainsi obtenues. On note de meˆme C et D l’ensemble de tous les carreaux et l’ensemble de tous
les compacts contenus dans l’inte´rieur des carreaux, respectivement, ainsi obtenus.
Remarque 4.5. Si x ou y appartient au support d’une boˆıte de perturbation B ∈ B(rappelons
que l’on a suppose´ que y n’est pas un ite´re´ strictement positif de x) : remarquons que la boˆıte
B doit appartenir a` la famille B0 car x et y n’appartiennent pas aux ouverts V (γ).
Puisque y n’est pas un ite´re´ strictement positif de x, pour tout ite´re´ f i(x) et f j(y) on a encore
f i(x) ⊣ f j(y). D’autre part, d’apre`s le corollaire 4.1, on peut choisir i et j dans {0, . . . , N} tels
que f i(x) et f j(y) n’appartiennent pas a` l’union des supports des Bi (si x = y on choisit bien
suˆr i = j). Pour montrer la conclusion du the´ore`me il suffit dans ce cas de la montrer pour les
points f i(x) et f j(y). En effet, s’il existe une C1-arbitrairement petite perturbation g de f telle
que f j(y) soit sur l’orbite positive pour g de f i(x), par une conjugaison proche de l’identite´, on
envoie g−i(f i(x)) sur x et g−j(f j(y)) sur y, et maintenant l’orbite positive de x passe par y.
On supposera de´sormais de plus que les points x et y n’appartiennent pas aux supports des
boˆıtes de perturbation de B. Cette hypothe`se est sans perte de ge´ne´ralite´ d’apre`s la remarque
ci-dessus.
4.4 Retour des pseudo-orbites dans les carreaux
Si une pseudo-orbite retourne en temps borne´ dans les compacts D ∈ D des carreaux et
si ses sauts sont suffisamment petits, on peut regrouper les sauts au moment des passages
dans les carreaux, obtenant ainsi une pseudo-orbite qui pre´serve les quadrillages des boˆıtes de
perturbation (voir la section 2 et la remarque 2.2). Le lemme 4.6 montre que si le retour dans les
carreaux se fait en temps tre`s long, l’orbite passe pre`s des points pe´riodiques de PerN0 et donc
dans les carreaux des familles E(γ) et S(γ). On remplacera alors le segment de pseudo-orbite
pre`s d’une orbite pe´riodique γ par un morceau de vraie orbite entrant et sortant du voisinage
de γ par les meˆmes carreaux de E(γ) et S(γ) que la pseudo-orbite initiale.
Lemme 4.6. Avec les notation de la section 4.3, il existe n1 > 0 et ε0 > 0 avec la proprie´te´
suivante :
Pour toute ε0-pseudo-orbite x0 = x, . . . , xk = y, il existe une suite strictement croissante
t0 = 0, t1, . . . , tr = k telle que, pour tout s /∈ {0, r}, le point xts appartient a` un compact Ds
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de la famille D. De plus, pour tout s ∈ {0, . . . , r − 1}, ou bien ts+1 − ts ≤ n1, ou bien il existe
une orbite pe´riodique γ ∈ PerN0(f) telle que Ds ∈ D(E , γ) et Ds+1 ∈ D(S, γ) (dans ce cas,
s /∈ {0, r − 1}).
De´monstration :
Conside´rons tout d’abord le cas des vraies orbites : tout point z a des ite´re´s positifs et ne´gatifs
dans l’union des ouverts W (γ) et des inte´rieurs des compacts D de D. Les temps de retour sont
uniforme´ment borne´s par un entier n1, par compacite´ de M . On choisit n1 supe´rieur a` l’entier
n0 introduit a` la fin de la section 4.3 (de ce fait, n1 majore tous les entiers n0(γ) pour chaque
orbite pe´riodique γ de PerN0(f)).
Afin d’assurer que les pseudo-orbites visitent l’inte´rieur des compacts D ∈ D, nous intro-
duisons des compacts plus petits D˜ inclus dans l’inte´rieur des compacts D, et visite´s par les
vraies orbites.
Par compacite´ de M , tout point de M retourne, en temps borne´ par n1, dans des compacts
W˜ (γ) et D˜ inclus dans les ouverts W (γ) et les inte´rieurs des compacts D. En utilisant la
de´finition de n0(γ) (voir la proposition 4.2), on montre que l’on peut choisir la famille D˜ de
fac¸on que, si z ∈ W (γ) mais que f(z) /∈ W (γ), il existe un ite´re´ positif infe´rieur a` n0(γ) < n1
de z qui appartient a` l’inte´rieur d’un de ces compacts D˜ contenu dans l’inte´rieur d’un compact
D ∈ D(S, γ). De plus, le segment d’orbite joignant z a` D˜ est inclus dans V (γ). De meˆme, si
z ∈ W (γ) \ f(W (γ)), son orbite ne´gative rencontre, en temps borne´ par n1, l’inte´rieur d’un
compact D˜ contenu dans un compact D ∈ D(E , γ) avant de sortir de V (γ).
On note η l’infimum des distances entre un point de
⋃
γ∈PerN0 (f)
W˜ (γ)∪
⋃
D∈D D˜ et un point
du comple´mentaire de
⋃
γ∈PerN0 (f)
W (γ) ∪
⋃
D∈DD.
Il existe alors ε0 > 0, tel que pour toute ε0-pseudo-orbite z0, . . . , zn1 , et tout i ∈ {0, . . . , n1},
les distances d(f i(z0), zi) et d(f
−i(zi), z0) sont infe´rieures a` η. Par ce qui pre´ce`de, il existe
i ∈ {0, . . . , n1}, tel que f
i(z0) appartienne a` un compact W˜ (γ) ou D˜. On en de´duit que le point
zi appartient a` W (γ) ou a` l’inte´rieur du compact D correspondant.
Soit x0, . . . , xk une ε0-pseudo-orbite dont les extre´mite´s x0, xk ne sont dans aucun V (γ).
Si un point xj appartient a` un W (γ) et si f(xj) n’appartient pas a` W (γ), il existe xj′ avec
0 ≤ j′ − j ≤ n1 tel que xj′ appartienne a` l’inte´rieur d’un compact D ∈ D(S, γ). En effet, par
de´finition de n0(γ) < n1, il existe un ite´re´ f
j′−j(xj) de xj qui appartient a` l’inte´rieur de D˜. De
meˆme, si un point xj appartient a` un W (γ) et si f
−1(xj) n’appartient pas a` W (γ), il existe xj′
avec −n1 ≤ j
′ − j ≤ 0 tel que xj′ appartienne a` l’inte´rieur d’un compact D ∈ D(E , γ).
A` tout point xj appartenant a` l’un des W (γ), on associe un segment de la pseudo-orbite
xe(j), . . . , xs(j) contenant xj de la fac¸on suivante : conside´rons le segment maximal de la pseudo-
orbite contenant xj et inclus dans V (γ). Alors, e(j) est le plus petit indice dans ce segment tel
que xe(j) appartient a` l’inte´rieur d’un compact D ∈ D(E , γ) et s(j) est le plus grand indice dans
ce segment tel que xs(j) appartient a` l’inte´rieur d’un compact D ∈ D(S, γ).
Affirmation 1. Pour tout j tel que xj appartient a` l’union desW (γ), le segment {e(j), . . . , s(j)}
est bien de´fini et contient j. Deux segments {e(j), . . . , s(j)} et {e(j′), . . . , s(j′)} sont disjoints
ou confondus.
De´monstration : D’apre`s ce qui pre´ce`de, il existe un segment de pseudo-orbite xj0 , . . . , xj ,
avec j0 < j, inclus dans V (γ) et tel que xj0 appartienne a` l’inte´rieur d’un compact D ∈ D(E , γ).
Ceci montre que e(j) est bien de´fini et infe´rieur a` j. De meˆme s(j) est bien de´fini et supe´rieur
a` j.
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Soient I = {e(j), . . . , s(j)} et I ′ = {e(j′), . . . , s(j′)} deux segments se rencontrant en un
point. Les V (γ) e´tant deux a` deux disjoints, les points xj , j ∈ I, et xj′ , j
′ ∈ I ′ appartiennent au
meˆme V (γ). On obtient I = I ′ par maximalite´. ✷
Soient t1 < t2 < · · · < tr−1 l’ensemble des indices j pour lesquels :
– soit il existe j′ tel que j = e(j′) ou j = s(j′),
– soit xj appartient a` l’inte´rieur d’un compact D ∈ D et j n’appartient a` aucun segment
{e(j′), . . . , s(j′)}.
En conse´quence, pour tout s ∈ {1, . . . , r−2}, ou bien le segment de pseudo-orbite {xts , . . . , xts+1}
rencontre un ouvert W (γ) et dans ce cas il existe j′ tel que ts = e(j
′) et ts+1 = s(j
′), ou
bien ce segment d’orbite ne rencontre aucun W (γ) et dans ce cas le segment de pseudo-orbite
{xts+1, . . . , xts+1−1} ne rencontre aucun inte´rieur de compact D ∈ D.
Nous devons montrer que tout intervalle de temps {ts, . . . , ts+1} qui n’est pas de la forme
{e(j), . . . , s(j)} est de longueur ts+1 − ts ≤ n1. Le segment de pseudo-orbite correspondant n’a,
par construction, de point dans aucun ouvert W (γ). On conside`re le point xts . Par de´finition de
n1, ce point posse`de un premier ite´re´ positif f
ℓ(xts), avec 0 ≤ ℓ ≤ n1, appartenant a` l’un des
W˜ (γ) ou a` l’un des D˜. Par le choix de ε0, le point xts+ℓ appartient a` W (γ) ou a` l’inte´rieur d’un
compact D ∈ D.
Montrons que ts+1 ≤ ts+ℓ ce qui conclura puisque ℓ ≤ n1 : si xts+ℓ appartient a` unW (γ), on
a remarque´ que la suite {xts , . . . , xts+1} ne contient pas de point dansW (γ) et donc ts+1 < ts+ℓ.
Dans l’autre cas, xts+ℓ appartient a` l’inte´rieur d’un compact D ; nous avons vu que le segment
de pseudo-orbite {xts+1, . . . , xts+1−1} ne rencontre pas l’inte´rieur de D, ce qui implique que
ts+1 ≤ ts + ℓ.
Posons a` pre´sent t0 = 0 et tr = k.
Le point x0 n’appartient a` aucun V (γ) et il existe ℓ ≤ n1 tel que xℓ appartient a` l’inte´rieur
d’un compact D ∈ D ou a` unW (γ). Dans le premier cas, t1 ≤ ℓ. Dans le second cas, 0 < e(ℓ) < ℓ
et t1 ≤ e(ℓ).
Dans tous les cas, t1 ≤ n1. On montre de meˆme que tr − tr−1 ≤ n1.
✷
4.5 Regroupement des sauts dans les carreaux
Notons η1 l’infimum des distances entre un point d’un compact D ∈ D et le bord du carreau
C ∈ C qui contient D. Il existe ε1 ∈]0, ε0[ tel que pour toute ε1-pseudo-orbite x0, . . . , xm de
longueur m infe´rieure a` n1, les distances d (f
−m(xm), x0) et d (f
m(x0), xm) sont plus petites que
η1.
Conside´rons a` pre´sent une ε1-pseudo-orbite x0 = x, . . . , xk = y joignant x a` y. Comme ε1 a`
e´te´ choisi infe´rieur a` ε0, le lemme 4.6 lui associe une suite t0 = 0 < t1 < · · · < tr = k. Par le
choix de ε1 et η1, et comme les points xti , i ∈ {1, . . . , r − 1}, appartiennent tous a` un compact
D ∈ D, on obtient :
Lemme 4.7. Sous ces hypothe`ses, pour tout s ∈ {1, . . . , r − 1} tel que ts+1 − ts ≤ n1, les
points f ts−ts+1(xts+1) et xts sont dans l’inte´rieur d’un meˆme carreau C ∈ C ; de meˆme, pour tout
s ∈ {0, . . . , r − 2} tel que ts+1 − ts ≤ n1, les points f
ts+1−ts(xts) et xts+1 sont dans l’inte´rieur
d’un meˆme carreau C ∈ C.
Rappelons que les temps ts correspondent a` des retours de la pseudo-orbite dans les compacts
D, et que si un segment d’orbite entre deux temps ts, ts+1 conse´cutifs est de longueur plus grand
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que n1, il est contenu dans un voisinage V (γ) d’une orbite pe´riodique γ et a` extre´mite´s dans les
carreaux C(E , γ) et C(S, γ). Nous allons traiter diffe´remment les segments d’orbite de longueur
infe´rieure a` n1 et ceux contenus dans un voisinage V (γ), pour obtenir finalement une pseudo-
orbite y0 = x, . . . , yℓ = y qui pre´serve le quadrillage des boˆıtes de perturbation.
Pour les segments {xts , . . . , xts+1} de longueur infe´rieur a` n1, nous modifions la pseudo-orbite
x0, . . . , xk et de´finissons une nouvelle pseudo-orbite x˜0 = x, . . . , x˜k = y de la fac¸on suivante :
– Pour tout i ∈ {0, . . . , t1} on pose x˜i = f
i(x0). Remarquons que, comme t1 ≤ n1, le point
x˜t1 appartient a` l’inte´rieur du meˆme carreau que xt1 .
– Pour tout s ∈ {1, . . . , r − 1} tel que ts+1 − ts > n1 et tout i ∈ {ts + 1, . . . , ts+1}, on pose
x˜i = xi.
– Pour tout s ∈ {1, . . . , r − 1} tel que ts+1 − ts ≤ n1 et tout i ∈ {ts + 1, . . . , ts+1}, on pose
x˜i = f
i−ts+1(xts+1).
Remarquons que, pour tout s ∈ {0, . . . , r − 1} tel que ts+1 − ts ≤ n1, alors le segment
x˜ts , . . . , x˜ts+1 est une pseudo-orbite n’ayant qu’un seul saut : entre x˜ts et x˜ts+1. De plus ce saut
pre´serve le quadrillage : en effet, d’apre`s le lemme 4.7, x˜ts et f
−1(x˜ts+1) appartiennent tous deux
a` l’inte´rieur du carreau qui contient xts .
Nous pouvons enfin construire la suite y0 = x, y1, . . . , yℓ = y annonce´e :
Pour tout s tel que ts+1 − ts > n1, alors il existe une orbite pe´riodique γ ⊂ PerN0(f) telle
que les points xts et xts+1 appartiennent a` des carreaux Ce ∈ C(E , γ) et Cs ∈ C(S, γ), respec-
tivement (d’apre`s le lemme 4.6). Les points xts et xts+1 appartiennent a` ces meˆmes carreaux,
par construction. D’apre`s la proposition 4.2, il existe un point z de l’inte´rieur de Ce et un entier
n ≤ n1 tel que f
n(z) appartienne a` l’inte´rieur de Cs.
On remplace alors le segment de pseudo-orbite {x˜ts+1, . . . , x˜ts+1} par le segment de vraie
orbite {f(z), . . . , fn(z)}.
La suite obtenue en appliquant ce proce´de´ a` chaque segment {x˜ts+1, . . . , x˜ts+1} de longueur
supe´rieure a` n1 est note´e y0 = x, y1, . . . , yℓ = y. On notera τ0 = 0, τ1, . . . , τr les temps de cette
suite correspondants aux temps t0, . . . , tr de la suite x˜i : formellement, la suite {y0, . . . , yℓ} a
e´te´ obtenue en concate´nant des segments de la forme {yτ0 , . . . , yτ1} ou {yτs+1, . . . , yτs+1} qui
remplacent les segments de la forme {x˜t0 , . . . , x˜t1} ou {x˜ts+1, . . . , x˜ts+1}.
Lemme . La suite y0 = x, . . . , yℓ = y de´finie ci-dessus est une pseudo-orbite pre´servant le
quadrillage de toutes les boˆıtes B de B, et n’ayant pas de saut hors des boˆıtes de B.
De´monstration : Nous devons ve´rifier que pour tout i ∈ {0, . . . , ℓ − 1}, si f(yi) 6= yi+1 alors
yi et f
−1(yi+1) appartiennent a` l’inte´rieur d’un meˆme carreau C ∈ C. Par construction, ceci
n’arrive que lorsque i est de la forme τs, s ∈ {1, . . . , r − 1}. De nouveau par construction, les
points yτs et f
−1(yτs+1) appartiennent a` l’inte´rieur du meˆme carreau que xts (et aussi que x˜ts),
ce qui conclut. ✷
En re´sume´, nous avons montre´ :
Proposition 4.8. Il existe ε1 > 0 tel que, pour tous points x, y hors des voisinages V (γ) et des
supports des boˆıtes de perturbations B ∈ B on ait la proprie´te´ suivante :
Si x ⊣ε1 y, alors il existe une pseudo-orbite pre´servant le quadrillage de toute les boˆıtes de B
et n’ayant pas de sauts hors des boˆıtes de B joignant x a` y.
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4.6 Fin de la preuve du the´ore`me 1.2
Nous pouvons maintenant terminer la preuve du the´ore`me 1.2 : soient x et y deux points
tels que x ⊣ y. D’apre`s la section 4.3, on peut supposer que ces points n’appartiennent pas
a` PerN0(f) et que y n’est pas sur l’orbite positive de x. Soit U un C
1 voisinage de f , que
l’on peut choisir comme dans la remarque 4.3. On note B = {B1, . . . , Bm} la famille de boˆıtes
de perturbation que l’on a associe´e, dans la section 4.3, a` U et a` ces deux points. D’apre`s la
remarque 4.5, on peut supposer que les points x et y sont situe´s hors des boˆıtes B ∈ B (ils sont
par construction hors des voisinages V (γ)).
D’apre`s la proposition 4.8, il existe alors une pseudo-orbite y0 = x, . . . , yℓ = y pre´servant le
quadrillage de toutes les boˆıtes de B et n’ayant pas de sauts hors des boˆıtes de B.
Par le choix de l’ouvert U et puisque les boˆıtes de B sont de supports disjoints, un diffe´o-
morphisme obtenu en composant des perturbations dans U a` support dans chacune des boˆıtes
B ∈ B est encore un diffe´omorphisme de U .
D’apre`s le lemme 2.3 applique´ a` la suite y0, . . . , yℓ et a` la boˆıte B1, on obtient un diffe´omor-
phisme f1 ∈ U et une pseudo-orbite de f1 joignant les points x et y, pre´servant le quadrillage de
toutes les boˆıtes de {B2, . . . , Bm} et n’ayant pas de sauts hors des boˆıtes de {B2, . . . , Bm}.
On applique a` nouveau ce proce´de´ successivement a` chaque boˆıte de {B2, . . . , Bm}. A` la i
e`me-
e´tape, on associe une perturbation de f dans U , respectant les quadrillages de toutes les boˆıtes
et n’ayant aucun saut hors des boˆıtes Bi+1, . . . , Bm. La m
e`me e´tape cre´e un diffe´omorphisme
g ∈ U tel que l’orbite positive de x passe par y, ce qui conclut la de´monstration.
5 Conse´quences du lemme de connexion
5.1 Preuve du the´ore`me 1.1 : argument de ge´ne´ricite´
Soit B une base de´nombrable d’ouverts de M .
Pour tous U, V ∈ B on note O(U, V ) l’ensemble des diffe´omorphismes tels que, ou bien, de
fac¸on robuste, il existe un ite´re´ positif de U qui rencontre V , ou bien, de fac¸on robuste, tout ite´re´
positif de U est disjoint de V . Plus pre´cise´ment, O(U, V ) est l’union O∞(U, V ) ∪
⋃∞
0 On(U, V ),
ou` On(U, V ) est l’ensemble des diffe´omorphismes pour lequel f
n(U) rencontre V , et ou` O∞(U, V )
est l’inte´rieur du comple´mentaire de
⋃∞
0 On(U, V ).
Chacun des On(U, V ) est ouvert car U et V sont ouverts et O∞(U, V ) est ouvert par
de´finition. On en de´duit que O(U, V ) est un ouvert de Diff1(M). Il est dense par construction.
Notons G0 l’ensemble des diffe´omorphismes Kupka-Smale : toutes les orbites pe´riodiques sont
hyperboliques et leurs varie´te´s invariantes sont transverses. Par le the´ore`me de Kupka-Smale,
G0 est un Gδ dense de Diff
1(M). Soit G1 l’intersection G0 ∩
⋂
U,V ∈BO(U, V ). C’est un Gδ dense
de Diff1(M) d’apre`s le the´ore`me de Baire.
Soit f un diffe´omorphisme dans G1, et soit (x, y) une paire de points tels que x ⊣f y. Soient
U ∈ B et V ∈ B des voisinages de x et y, respectivement. D’apre`s le the´ore`me 1.2 tout voisinage
de f contient un diffe´omorphisme g pour lequel un ite´re´ positif de U rencontre V . Par de´finition
de G1, f appartient a` O(U, V ). L’existence de g arbitrairement proche de f interdit que f
appartienne a` l’ouvert O∞(U, V ). Il existe donc un ite´re´ positif de U par f qui rencontre V . On
a montre´ x ≺f y, ce qui conclut la preuve du the´ore`me 1.1.
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5.2 Conse´quences du the´ore`me 1.1
Le corollaire 1.2 est un conse´quence directe du the´ore`me 1.1 : soit G1 le Gδ dense de Diff
1(M)
construit a` la section 5.1, sur lequelle les relations ⊣ et ≺ co¨ıncident. Ω(f) est l’ensemble des
points x tels que x ≺ x donc co¨ıncide avec l’ensemble des points x tels que x ⊣ x qui est R(f).
La premie`re partie du corollaire 1.3 se de´duit du the´ore`me 1.1 et du lemme (sans doute
classique) suivant :
Lemme 5.1. Si f est un diffe´omorphisme d’une varie´te´ connexe M tel que Ω(f) = M alors,
pour tous x, y ∈M on a x ⊣ y.
De´monstration : Pour tout ε > 0 et tous x, y ∈ M choisissons une suite de points x0 =
x, x1, . . . , xk = y tels que d(xi, xi+1) ≤
ε
2 , pour tout i. Pour tout i il existe une ε pseudo-orbite
joignant xi a` xi+1 : en effet, comme xi est non-errant il existe un point x˜i arbitrairement proche
de xi ayant un retour f
ni(x˜i) lui aussi proche de xi ; la suite xi, f(x˜i), f
2(x˜i), . . . , f
ni−1(x˜i), xi+1
est alors une ε-pseudo-orbite. En mettant bout a` bout ces pseudo-orbites on obtient une ε-
pseudo-orbite joignant x a` y. Donc x ⊣ε y pour tout ε > 0 et finalement x ⊣ y. ✷
Si f appartient a` la partie re´siduelle G1 de Diff
1(M) annonce´e par le the´ore`me 1.1 et si
Ω(f) = M , alors pour tous points x, y ∈ M on a x ⊣ y et donc x ≺ y. On en de´duit que pour
tout couple d’ouvert U, V de M il existe un ite´re´ positif de U qui rencontre V , c’est a` dire que
f est transitif : ceci montre la premie`re partie du corollaire 1.3.
Il existe d’autre part, comme conse´quence du lemme de fermeture de Pugh, une partie
re´siduelle G2 de Diff
1(M) sur laquelle l’ensemble non-errant Ω(f), f ∈ G2 est l’adhe´rence de
l’ensemble des points pe´riodiques hyperboliques de f . D’autre part, en conse´quence du lemme
de connexion d’Hayashi, [BD1] montre qu’il existe une partie re´siduelle G3 de Diff
1(M) sur
laquelle deux points pe´riodiques hyperboliques appartiennent a` un meˆme ensemble transitif si et
seulement s’ils ont meˆme classe homocline. En conse´quence, G1∩G2∩G3 est une partie re´siduelle
de Diff1(M) et, si f ∈ G1 ∩ G2 ∩ G3 ve´rifie que Ω(f) = M , alors il est transitif et posse`de au
moins un point pe´riodique p dont la classe homocline doit co¨ıncider avec celle de tous les autres
points pe´riodiques, mais ceux-ci e´tant denses dansM , on obtient que H(p, f) =M . Ceci conclut
la preuve du corollaire 1.3.
5.3 De´composition en pie`ces e´le´mentaires
Le corollaire 1.4 de´coule directement du the´ore`me 1.1 et du fait que, quand la relation ≺ est
transitive (par exemple sur la partie re´siduelle G1 introduite ci-dessus), les ensembles faiblement
transitifs maximaux sont les classes d’e´quivalence de la relation d’e´quivalence obtenue sur Ω(f)
en syme´trisant la relation ≺. Sur G1 cette relation co¨ıncide avec la relation d’e´quivalence ⊢⊣
de´finie sur R(f) = Ω(f) : les classes de re´currences par chaˆınes d’un diffe´omorphisme f ∈ G1 sont
donc exactement les ensembles faiblement transitifs maximaux, ce qui prouve le corollaire 1.4.
Nous utiliserons plusieurs fois par la suite le lemme suivant :
Lemme 5.2. Soit G1 la partie re´siduelle de Diff
1(M) sur laquelle ≺f et ⊣f co¨ıncident. Pour
tout f ∈ G1 et tout compact invariant K, Lyapunov stable pour f , on a :
x ∈ K et x ⊣f y =⇒ y ∈ K. (1)
Si de plus K est re´current par chaˆınes, K est une classe de re´currence par chaˆınes.
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De´monstration : Comme K est stable au sens de Lyapunov, il posse`de des voisinages U
arbitrairement petits qui sont positivement invariant par f (i.e. f(U) ⊂ U). On en de´duit que, si
x ∈ K et y ∈M ve´rifient x ≺ y alors y ∈ K. Comme les relations ≺ et ⊣ co¨ıncident sur M , on a
montre´ l’implication (1). L’ensemble K contient donc toute classe de re´currence par chaˆınes qui
le rencontre. Si K est lui-meˆme re´current par chaˆınes, c’est exactement une classe de re´currence
par chaˆınes. ✷
Afin de montrer le corollaire 1.8 (conjecture de Hurley pour la topologie C1) nous devons
pre´alablement montrer la proposition 1.7. Le premier item de cette proposition est presque une
tautologie : un quasi-attracteur K posse`de des voisinages ouverts U arbitrairement petits qui
sont strictement invariants (i.e. f(U) ⊂ U). Il est donc stable au sens de Lyapunov et de plus
les ε-pseudo-orbites, pour ε assez petit, ne peuvent pas sortir de U . Un quasi-attracteur contient
donc toute classe de re´currence par chaˆınes qu’il rencontre. S’il est lui meˆme re´current par
chaˆınes, il est de ce fait une classe de re´currence par chaˆınes, ce qui montre le premier item.
Le second item de la proposition 1.7 est la re´ciproque ge´ne´rique du premier item : soit f
un diffe´omorphisme appartenant a` la partie ge´ne´rique G1 donne´e par le the´ore`me 1.1, et soit
K une classe de re´currence par chaˆınes de f qui est stable au sens de Lyapunov. On de´finit
pour ε > 0 l’ensemble V (K, ε) = {y ∈ M | ∃x ∈ K,x ⊣ε y}. On remarque que pour tout
ε1 < ε2, l’adhe´rence de V (K, ε1) est incluse dans V (K, ε2). On en de´duit que
⋂
ε V (K, ε) est une
intersection de´croissante de compacts qui est e´gale a`
⋂
ε V (K, ε) et donc e´gale a` {y ∈M | ∃x ∈
K,x ⊣ y}. Finalement, puisque K est suppose´ eˆtre stable au sens de Lyapunov,
⋂
ε V (K, ε)
co¨ıncide avec K d’apre`s le lemme 5.2.
On en de´duit que, pour tout voisinage U de K, il existe ε > 0 tel que l’ensemble V (K, ε) =
{y ∈M | ∃x ∈ K,x ⊣ε y} est inclus dans U . Remarquons que V (K, ε) est un voisinage de K ; de
plus, si y est un point de V (K, ε) et si x0 ∈ K,x1, . . . , xk = y est une ε-pseudo-orbite joignant
un point x0 ∈ K a` y, alors pour tout point z tel que d(f(y), z) < ε, la suite x0 ∈ K,x1, . . . , xk =
y, xk+1 = z est une ε-pseudo-orbite joignant x0 a` z. Ceci montre f(V (K, ε)) ⊂ int(V (K, ε)). La
classe de re´currence par chaˆınes K posse`de donc une base de voisinages strictement invariants
par f , et est donc un quasi-attracteur re´current par chaˆınes, ce qui conclut la preuve de la
proposition 1.7.
D’apre`s [MP], il existe une partie re´siduelle G4 de Diff
1(M) telle que, pour tout f ∈ G4,
il existe une partie re´siduelle R de M telle que, pour tout point x ∈ R, l’ensemble ω(x, f)
est un ensemble re´current par chaˆınes, stable au sens de Lyapunov. Conside´rons f ∈ G4 ∩
G1. Pour tout x ∈ R, l’ensemble ω(x, f) e´tant stable au sens de Lyapunov et re´current par
chaˆınes, d’apre`s le lemme 5.2, il est donc une classe de re´currence par chaˆınes stable au sens de
Lyapunov, et donc un quasi-attracteur re´current par chaˆınes, d’apre`s la proposition 1.7. L’union
des bassins d’attraction des quasi-attracteurs re´currents par chaˆınes de f contiennent donc la
partie re´siduelle R de M , ce qui termine la preuve de la conjecture de Hurley en topologie C1.
5.4 Classes de re´currence par chaˆınes et orbites pe´riodiques
Montrons le corollaire 1.11 : pour tout f , d’apre`s le the´ore`me fondamental des syste`mes dy-
namiques de Conley, toute composante connexe deR(f) est incluse dans une classe de re´currence
par chaˆınes. Si celle-ci est d’inte´rieur non vide, elle contient, pour f ge´ne´rique, une orbite
pe´riodique hyperbolique. Pour f ge´ne´rique, la classe homocline de cette orbite pe´riodique est
une classe de re´currence par chaˆınes (voir la remarque 1.10). Nous avons montre´ que pour f
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ge´ne´rique, toute composante connexe de R(f) d’inte´rieur non-vide est incluse dans une classe
homocline, ce qui conclut la preuve du corollaire 1.11.
Finalement, nous montrons le corollaire 1.13. Nous aurons besoin du lemme suivant, dont la
preuve est calque´e sur celle de [Ab, Theorem A] :
Lemme 5.3. Il existe un ensemble G5 de Diff
1(M) tel que, pour tout f ∈ G5 et toute classe
homocline isole´e H(p, f) d’une orbite pe´riodique hyperbolique p de f , il existe un voisinage U de
f dans Diff1(M) et U de H(p, f) dans M tels que pour tout g ∈ G5 ∩ U , U ne contient qu’une
seule classe homocline de g.
De´monstration : Fixons une base de´nombrable d’ouverts O = {On} deM . Notons G6 la partie
re´siduelle de Diff1(M), donne´e par [CMP] sur laquelle deux classes homoclines sont disjointes ou
confondues et toute classe homocline varie continuˆment avec le diffe´omorphisme (celui-ci variant
dans G6).
A` tout diffe´omorphisme f ∈ G6 et tout ouvert On, nous associons le nombre N(n, f) ∈
N ∪ {+∞} de classes homoclines de f rencontrant On. Par le choix de G6 les applications
f 7→ N(n, f) sont semi-continues en restriction a` G6. La base d’ouverts On e´tant de´nombrable,
il existe une partie re´siduelle G5 ⊂ G6 en restriction a` laquelle les fonctions f 7→ N(n, f) sont
continues donc localement constantes.
Soit H(p, f) une classe homocline isole´e d’un diffe´omorphisme f ∈ G5. Soit U0 un voisinage
de H(p, f) qui ne rencontre aucune autre classe homocline. Soient Oi1 , . . . , Oik un recouvrement
fini de H(p, f) par des ouverts de la base O, contenus dans U0, et soit U un voisinage de H(p, f)
contenu dans l’union
⋃k
1 Oij . Il existe un voisinage ouvert U de f tel que, pour tout g ∈ U ∩ G5
et tout j ∈ {1, . . . , k}, N(ij , g) = N(ij , f), c’est-a`-dire que Oij ne rencontre pas d’autre classe
homocline que H(p, g). Ainsi U ne contient qu’une seule classe homocline de g.
✷
De´monstration du corollaire 1.13 : Soient f ∈ G1∩G5 et H(p, f) une classe homocline isole´e
de f . Supposons par l’absurde que H(p, f) n’est pas robustement re´currente par chaˆınes. Soit
V un voisinage filtrant de H(p, f) (construit a` l’aide d’une fonction de Lyapunov) et soit V un
voisinage de f , choisit assez petit pour que V soit toujours un voisinage filtrant (c’est-a`-dire qu’il
est intersection d’un ouvert strictement invariant pour tout g ∈ V et d’un ouvert strictement
invariant pour tout g−1, g ∈ V).
Pour tout g ∈ V, l’ouvert V e´tant filtrant, l’ensemble R(g) ∩ V est inclus dans l’ensemble
maximal invariant Λg de g dans V¯ et dans V . De plus, les classes de re´currence par chaˆınes de g
incluses dans Λg co¨ıncident avec les classes de re´curence par chaˆınes de la restriction de g a` Λg :
en effet, Λg posse`de une base de voisinages, qui sont des voisinages filtrants. Les pseudo-orbites
joignant deux points de Λg ne peuvent donc pas s’e´loigner de Λg et peuvent donc eˆtre remplace´es
par des pseudo-orbites de points de Λg.
Par hypothe`se, il existe g ∈ V tel que Λg n’est pas re´current par chaˆınes. La the´orie de
Conley permet de montrer que la restriction de g a` Λg posse`de au moins deux classes distinctes
de re´currence par chaˆınes, qui sont, comme nous l’avons vu, deux classes distinctes de re´currence
par chaˆınes de la dynamique de g sur M . Il existe donc une classe de re´currence par chaˆınes
K de g, incluse dans Λg et disjointe de H(p, g). La the´orie de Conley montre l’existence d’un
ouvert de M strictement invariant V ′ tel que V ′ et le comple´mentaire de V¯ ′ contiennent chacun
un et un seul des compacts K et H(p, g) : nous supposerons, pour fixer les ide´es que K ⊂ V ′
et H(p, g) ⊂M \ V¯ ′. L’ouvert V ′ est encore strictement invariant pour tout diffe´omorphisme g′
proche de g. Le closing lemma applique´ a` une orbite re´currente de K permet de construire un
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diffe´omorphisme g′ arbitrairement proche de g, posse´dant une orbite pe´riodique hyperbolique
p′ contenue dans V ′ ∩ V . Pour tout diffe´omorphisme g˜ proche de g, les deux classes homoclines
H(p, g˜) et H(p′, g˜) sont distinctes et contenues dans V ∩ (M \ V¯ ′) et V ∩ V ′ respectivement.
Nous avons montre´ que pour tout diffe´omorphisme g˜ contenu dans un ouvert de diffe´omorphismes
arbitrairement proche de f , le voisinage V de H(p, f), choisi arbitrairement petit, contient deux
classes homoclines distinctes. Ceci contredit le choix initial du diffe´omorphisme f ∈ G5. ✷
6 Le cas conservatif
6.1 Les the´ore`mes 1.2, 1.1 et 1.3 lorsque dim(M) ≥ 3
Le lemme de connection (connecting lemma) de Hayashi, tel qu’il est e´nonce´ au the´ore`me 2.1,
reste valide dans le monde conservatif, sa preuve restant inchange´e (voir les remarques 2.5 et
A.5).
Soit f un diffe´omorphisme d’une varie´te´ compacte M de dimension d pre´servant une forme
volume ω. On de´finit une boˆıte de perturbation d’ordre N pour (f,U , ω), ou` U est un voisinage
ouvert de f dans Diff1(M), en demandant que le diffe´omorphisme g, dans la de´finition 2.1,
pre´serve ω (c’est-a`-dire que g appartient a` U ∩Diff1ω(M)).
The´ore`me 6.1. Soit f un diffe´omorphisme d’une varie´te´ compacte M de dimension d pre´ser-
vant une forme volume ω. Pour tout voisinage U de f dans Diff1(M) il existe N > 0 ve´rifiant :
pour tout point x ∈M , il existe une carte locale ϕ : Ux → R
d en x telle que tout cube quadrille´ de
(Ux, ϕ), disjoint de ses N premiers ite´re´s est une boˆıte de perturbation d’ordre N pour (f,U , ω).
De plus, cette proprie´te´ est encore ve´rifie´e par les cartes proches de ϕ en topologie C1.
La seule pre´caution additionnelle (par rapport au cas non-conservatif) consiste a` ve´rifier
que le lemme A.4 reste valide pour les diffe´omorphismes pre´servant ω ; nous renvoyons a` [Ar2,
proposition 5.1.1] ou` ce lemme est montre´ dans le cadre conservatif.
On transpose alors sans modification la preuve du the´ore`me 1.2 (en utilisant le the´ore`me 6.1
au lieu du the´ore`me 2.1) et on obtient :
The´ore`me 6.2. Soit f un diffe´omorphisme d’une varie´te´ compacte M pre´servant une forme
volume ω. On suppose de plus que toutes les orbites pe´riodiques de f sont hyperboliques. Soit
U un C1-voisinage de f dans Diff1ω(M). Alors, pour toute paire (x, y) de points de M telle que
x ⊣ y, il existe un diffe´omorphisme g dans U et un entier n > 0 tel que gn(x) = y.
Soit M une varie´te´ compacte connexe de dimension d ≥ 3, munie d’une forme volume ω. Il
existe alors (voir [R1]) une partie re´siduelle Gω de Diff
1
ω(M) telle que tout point pe´riodique d’un
diffe´omorphisme f ∈ Gω est hyperbolique. Ceci permet de re´pe´ter sans modificaton la preuve du
the´ore`me 1.1 donne´e a` la section 5.1, et on obtient :
The´ore`me 6.3. Il existe une partie re´siduelle G de Diff1ω(M) telle que pour tout diffe´omorphisme
f de G et tout couple (x, y) de points de M on a :
x ⊣f y ⇐⇒ x ≺f y.
Fin de la preuve du the´ore`me 1.3 dans le cas ou` dimM ≥ 3 : Finalement, pour tout
diffe´omorphisme f ∈ Diff1ω(M), l’ensemble non-errant Ω(f) co¨ıncide avec la varie´te´ ; on a vu que
ceci implique que M est alors une classe de re´currence par chaˆınes pour f . Si f est ge´ne´rique,
on a≺f=⊣f d’apre`s le the´ore`me 6.3 ; ceci implique que f est un diffe´omorphisme transitif ; de
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plus, d’apre`s [PR, R1], ses points pe´riodiques hyperboliques sont denses. D’apre`s [Ar1, corollaire
19] dans le cadre conservatif (quand tous les points pe´riodiques sont hyperboliques, voir [Ar1,
paragraphe 1.5]), il existe une partie re´siduelle de Diff1ω(M) sur laquelle tout compact invariant
transitif deM contenant un point pe´riodique hyperbolique p est contenu dans la classe homocline
de p. Ainsi, pour f ∈ Diff1ω(M) ge´ne´rique (avec dimM ≥ 3), la varie´te´M toute entie`re est incluse
dans la classe homocline de chacune de ses orbites pe´riodiques (qui sont toutes hyperboliques).
Nous avons donc montre´ le the´ore`me 1.3, dans le cas ou` dimM ≥ 3. ✷
Pour les sections suivantes, nous utiliserons le re´sultat classique suivant (adapte´ de [F]) :
Proposition 6.1 (Lemme de Franks conservatif, voir par exemple [BDP], Lemma
7.6). Soit f un diffe´omorphisme de classe Cr d’une varie´te´ compacte M pre´servant une forme
volume ω. Pour tout C1-voisinage U de f dans Diffrω(M), il existe un C
1-voisinage O de f dans
Diffrω(M) et ε > 0 avec la proprie´te´ suivante :
E´tant donne´s un diffe´omorphisme f˜ ∈ O, une partie finie E de M , un voisinage V de E et
en tout point x ∈ E une ε-perturbation Bx : TxM → Tf˜(x)M de Dxf˜ , il existe g ∈ U co¨ıncidant
avec f˜ hors de V et sur E, tel que pour tout point x ∈ E, Dxg = Bx.
Bien que l’e´nonce´ soit le´ge`rement plus fort que celui de [BDP] (g est de classe Cr, la partie E
n’est pas suppose´ invariante et le re´sultat est uniforme pour f˜ ∈ O), la preuve est rigoureusement
identique.
6.2 Diffe´omorphismes conservatifs des surfaces
6.2.1 Au voisinage des points elliptiques
Soit S une surface compacte munie d’une forme volume (forme d’aire) ω. Il existe une
partie re´siduelle Gω de Diff
1
ω telle que, pour tout f ∈ Gω toute orbite pe´riodique est ou bien
hyperbolique, ou bien la diffe´rentielle (a` la pe´riode) de cette orbite est conjuge´e a` une rotation
irrationnelle (voir [R1]). Par conse´quent l’ensemble PerN0(f) des orbites pe´riodiques de pe´riode
infe´rieure a` N0 est fini.
Au voisinage des points pe´riodiques elliptiques, nous avons besoin d’un re´sultat e´quivalent a`
la proposition 4.2.
Proposition 6.2. Soit f un diffe´omorphisme d’une surface compacte pre´servant une forme
volume ω, et U voisinage de f dans Diff1ω(M) pour la topologie C
1. Soit N l’entier associe´ a`
l’ouvert U par le the´ore`me 6.1. Pour toute orbite pe´riodique γ de f dont la diffe´rentielle (a` la
pe´riode) est conjugue´e a` une rotation irrationnelle, et tout voisinage V de γ, il existe un ouvert
U , un voisinage W de γ, une boˆıte de perturbation B, un compact D contenu dans l’inte´rieur
du carreau central de B et un entier n0 tels que (voir la figure 3) :
1. L’ouvert V contient les compacts W¯ , U¯ et le support de la boˆıte de perturbation B. De
plus U¯ et W¯ sont disjoints.
2. Pour tout point z de U , il existe un ite´re´ positif fn(z) avec n ∈ {0, . . . , n0} qui appartient
a` l’inte´rieur de D. De meˆme, il existe un ite´re´ ne´gatif f−n(z) avec n ∈ {0, . . . , n0} qui
appartient a` l’inte´rieur de D. (On pense a` U comme e´tant une re´union de couronnes
autour de chaque point de γ.)
3. Pour toute orbite finie z, · · · , fn(z) rencontrant M \V et W , il existe un ite´re´ fm(z) avec
m ∈ {0, . . . , n} qui appartient a` U .
UV
W
γ
B
D
Fig. 3 – Boˆıte de perturbation au voisinage d’un point fixe elliptique.
De´monstration : Nous noterons q la pe´riode de l’orbite γ. Conside´rons une carte de perturba-
tion ϕ donne´e par le the´ore`me 6.1 applique´ en un point z0 de l’orbite γ. De ce fait, nous pouvons
travailler dans R2 au voisinage du point 0 = ϕ(z0) avec l’application F = ϕ ◦ f
q ◦ ϕ−1.
Nous conside´rons n’importe quel carre´ quadrille´ B1, contenu dans un petit voisinage de 0.
Pour tout t ∈]0, 1[, l’image Bt de B1 par une homothe´tie de rapport t centre´e en 0 est encore
un carre´ quadrille´. Quitte a` choisir B1 assez petit, pour tout t ∈]0, 1[ les boˆıtes ϕ
−1(Bt) sont
disjointes de leur N premiers ite´re´s et de´finissent des boˆıtes de perturbation d’ordre N pour
(f,U , ω). Conside´rons un compact D1 d’inte´rieur non vide contenu dans l’inte´rieur du carreau
central de la boˆıte B1 et Dt son image par l’homothe´tie de rapport t.
Par hypothe`se, la diffe´rentielle A : R2 7→ R2 de l’application F en 0 est conjugue´e a` une
rotation irrationnelle R de R2 par un automorphisme H ∈ GL(2,R) (ainsi A = H−1RH). On
note Ct l’image par H
−1 du cercle de R2 de rayon t. Quitte a` multiplier H par une homothe´tie,
on peut supposer e´galement que C1 contient un point de l’inte´rieur de D1 (et Ct un point de
l’inte´rieur de Dt pour tout t ∈]0, 1[). On fixe une constante η ∈]0, 1[ telle que, pour tout t ∈]0, 1[
et tout t′ ∈]t, (1 + η)t[, la courbe Ct′ rencontre l’inte´rieur de Dt.
L’application A pre´serve chaque courbe Ct. D’autre part, il existe un entier n0 ≥ 0 tel que
pour tout t ∈]0, 1[ et tout t′ ∈]t, (1 + η)t[, tout point z ∈ Ct′ posse`de un ite´re´ positif A
n(z)
par A, avec n ≤ n0, qui appartient a` l’inte´rieur de Dt. Pour ε > 0 suffisamment proche de 0,
l’application F est proche de A en topologie C1 sur la boule de centre 0 et de rayon ε. On en
de´duit que pour t suffisamment petit les deux proprie´te´s suivantes sont satisfaites :
1. Pour tout t′ ∈]t, (1 + η)t[, tout point z de Ct′ posse`de un ite´re´ positif F
n(z) par F avec
n ∈ {0, . . . , n0} appartenant a` l’inte´rieur de Dt.
2. Pour tout n ∈ {0, . . . , n0} et tout point z ∈ Ct, le point F
n(z) appartient a` une courbe Ct′
avec t′ < (1 + η)t.
Les meˆmes proprie´te´s sont encore ve´rifie´es par F−1. Fixons un choix t0 de t de sorte que ces
deux proprie´te´s soient satisfaites simultane´ment pour F et F−1.
Soit W0 un petit voisinage connexe de de 0 qui ne rencontre pas Ct0 , et z un point de W0.
Alors, on est dans un des cas suivants :
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– Ou bien l’orbite positive de z par F ne rencontre aucune courbe Ct avec t ∈]t0, (1 + η)t0[.
Dans ce cas, la seconde proprie´te´ montre que l’orbite de z par F reste contenue dans
l’union des courbes Ct avec t ≤ t0.
– Ou bien l’orbite positive de z par F rencontre une courbe Ct avec t ∈]t0, (1 + η)t0[ et,
d’apre`s la premie`re proprie´te´, intersecte l’inte´rieur de Dt0 .
On obtient encore le meˆme re´sultat pour l’orbite ne´gative de z par F . Soit U0 l’union des courbes
Ct avec t ∈]t0, (1 + η)t0[.
On peut supposer dans cette construction que tous les cercles ϕ−1(Ct), avec t ∈]0, 1[, et leurs
q premiers ite´re´s par f sont contenus dans V (q est la pe´riode de γ). Il suffit pour conclure la
de´monstration de choisir pour B et D l’image de Bt0 et Dt0 par ϕ
−1. L’ouvert U est l’union de
ϕ−1(U0) et de ses q premiers ite´re´s par f . On de´finit de la meˆme fac¸on W a` partir de W0. ✷
Remarque 6.3. Dans l’e´nonce´ de la proposition 6.2, on peut demander de plus que l’adhe´rence
de la boˆıte de perturbation B soit disjointe de ses m premiers ite´re´s ou` m est un entier arbitraire.
6.2.2 Preuve du the´oreme 1.2 pour les diffe´omorphismes conservatifs des surfaces
Afin d’appliquer le corollaire 4.1, il faut se ramener a` un compact invariant ne contenant pas
d’orbite pe´riodique elliptique de basse pe´riode. C’est pourquoi cette fois, nous devons commencer
par traiter le cas des orbites elliptiques en construisant, au voisinage, des boˆıtes de perturbation
graˆce a` la proposition 6.2. Si K est l’ensemble maximal invariant hors d’un voisinage W des
orbites elliptiques de basse pe´riode, le corollaire 4.1 lui associe un nombre fini de boˆıtes de
perturbation de supports disjoints couvrant l’espace des orbites. En proce´dant de cette fac¸on,
il est ne´cessaire de s’assurer que les nouvelles boˆıtes ainsi construites ont leur support disjoint
des boˆıtes que l’on avait pre´lablement introduites pre`s des orbites elliptiques ; ceci nous ame`nera
a` reprendre le´ge`rement la preuve du corollaire 4.1. Comme dans la preuve de la section 4, on
peut alors graˆce a` la proposition 4.2 ajouter de nouvelles boˆıtes de perturbation au voisinage
des orbites pe´riodiques hyperboliques de basse pe´riode. Cette nouvelle collection de boˆıtes de
perturbation permet de terminer la preuve comme dans le cas non-conservatif.
Nous allons de´tailler maintenant les e´tapes de la de´monstration qui sont diffe´rentes du cas
ge´ne´ral.
Adaptation de la preuve du corollaire 4.1 aux diffe´omorphismes conservatifs des
surfaces :
Conside´rons un diffe´omorphisme f ∈ Gω de S et U un voisinage de f dans Diff
1(M). Nous
supposerons, quitte a` le re´duire, que U satisfait la proprie´te´ de la remarque 4.3. Soient enfin x et
y deux points de S tels que x ⊣ y. Comme toujours, nous poserons N0 = 10dN ou` N est l’entier
associe´ a` U par le the´ore`me 2.1. On choisit une constante δ > 0 telle que les varie´te´s invariantes
locales W sδ (z) et W
u
δ (z
′) de points z et z′ de Per3N0(f) soient deux a` deux disjointes.
Nous supposerons (comme cela a e´te´ explique´ par la remarque 4.4) que x et y n’appartiennent
pas a` Per3κdN0(f) et que y n’est pas un point de l’orbite positive de x (la raison pour laquelle
nous avons remplace´ PerN0(f) par Per3κdN0(f) par rapport a` la section 4 vient de l’ordre
le´ge`rement diffe´rent dans lequel nous faisons la preuve).
Pour toute orbite pe´riodique elliptique γ de pe´riode infe´rieure a` 3κdN0, on choisit un voisinage
V (γ) de fac¸on a` ce que les V (γ) soient deux a` deux disjoints et ne contiennent pas les points x
et y. Notons B(γ) la boˆıte de perturbation ainsi que D(γ) le compact contenu dans le carreau
central C(γ) de B(γ) obtenus a` l’aide de la proposition 4.2. Graˆce a` la remarque 6.3 et en
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choisissant les voisinages V (γ) suffisamment petits, on peut demander que les adhe´rences des
boˆıtes B(γ) et leurs 4N0 premiers ite´re´s soient deux a` deux disjointes.
Lemme 6.4. Sous ces hypothe`ses, il existe r > 0 tel que, pour tout point z ∈ M , il existe
n ∈ {0, . . . , 2N0} tel que les ite´re´s f
i(B(z, r)), avec i ∈ {n, . . . , n+N0}, de la boule B(z, r) sont
disjoints des adhe´rences des supports des boˆıtes B(γ).
De´monstration : Soit z un point de M .
– Ou bien, pour tout i ∈ {0, . . . , N0}, le point f i(z) ne rencontre pas l’union des adhe´rences
des supports des boˆıtes B(γ).
– Ou bien il existe i ∈ {0, . . . , N0} tel que f
i(z) appartient a` l’adhe´rence du support d’une
boˆıte B(γ). Alors, les points f i+N+1+k(z) pour k ∈ {0, . . . , N0} sont hors des adhe´rences
des supports des boˆıtes B(γ), par construction de ces boˆıtes.
Nous avons montre´ qu’il existe pour tout point z un entier n ∈ {0, . . . , 2N0} tel que les ite´re´s
f i(z), avec i ∈ {n, . . . , n+N0}, de z sont disjoints des adhe´rences des supports des boˆıtes B(γ).
Il existe donc un rayon r(z) tel que les ite´re´s f i(B(z, r(z))), avec i ∈ {n, . . . , n + N0}, de la
boule B(z, r(z)) sont disjoints des adhe´rences des supports des boˆıtes B(γ). Un argument de
compacite´ de M permet de choisir un rayon r uniforme.
✷
Finalement, on note aussi W (γ), U(γ) et n0(γ) les ouverts et entiers annonce´s par la propo-
sition 6.2.
Soit K l’ensemble des points dont l’orbite n’intersecte pas l’union de ces ouverts W (γ), avec
γ orbite elliptique de pe´riode infe´rieure a` 3κdN0. Le compact K est invariant et ne contient pas
d’orbite pe´riodique non-hyperbolique de pe´riode infe´rieure a` 3κdN0. On applique le the´ore`me 3.1
et le corollaire 3.1 a` l’entier 3N0 afin d’obtenir un ouvert U disjoint de ses 3N0 premiers ite´re´s.
Le the´ore`me 3.1 permet de choisir les composantes connexes de U de diame`tre arbitrairement
petit. On les choisit de diame`tre plus petit que le rayon r du lemme 6.4. Soit C l’une de ces
composantes, et n(C) ∈ {0, . . . , 2N0} un ite´re´ tel que f
n(C)+i(C) est disjoint des supports des
boites B(γ) pour tout i ∈ {0, . . . , N0}. On conside`re U˜ l’ouvert obtenu en remplac¸ant chaque
composante C de U par fn(C)(C). C’est un ouvert, disjoint de ses N0 premiers ite´re´s et disjoint
du support de toutes les boˆıtes B(γ), qui ve´rifie les conclusions du the´ore`me 3.1 (la constante δ
a pu eˆtre modifie´e).
On peut reprendre la preuve du corollaire 4.1 avec le compact K et l’ouvert U˜ afin d’obtenir
une famille de boˆıtes de perturbation B0 ve´rifiant les conclusions du corollaire 4.1 et disjointes
des supports des boˆıtes B(γ). On applique enfin la proposition 4.2 au voisinage des orbites
pe´riodiques hyperboliques de pe´riode infe´rieure ou e´gale a` 3N0 et on note B l’ensemble des
boˆıtes de perturbations introduites.
Adaptation de la fin de la de´monstration du the´ore`me 1.2 :
Afin d’uniformiser les notations avec le cas des orbites pe´riodiques hyperboliques, pour toute
orbite elliptique γ (de pe´riode infe´rieure a` 3κdN0), on note E(γ) = S(γ) = {B(γ)}, de meˆme
C(E , γ) = C(S, γ) = {C(γ)} et D(E , γ) = D(S, γ) = {D(γ)}. La fin de la de´monstration est alors
identique au cas sans orbite elliptique (sections 4.4, 4.5 et 4.6).
6.2.3 Preuve du the´ore`me 1.3 dans le cas des surfaces
La transitivite´ annonce´e par le the´ore`me 1.3 est une conse´quence imme´diate du the´ore`me 1.1
comme en dimension d ≥ 3. La nouvelle difficulte´ du the´ore`me 1.3 consiste a` montrer que la
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surface est une unique classe homocline. Pour cela, nous avons besoin de cre´er des orbites
pe´riodiques hyperboliques.
Voici l’une des clefs de la de´monstration que nous e´nonc¸ons en classe Cr, avec r ≥ 1, pour
pre´parer les sections suivantes9.
Proposition 6.5. Soient r ≥ 1, f ∈ Diffrω(S) et U un C
1-voisinage de f dans Diffrω(S). Il existe
N ≥ 1 tel que pour toute orbite pe´riodique γ de f de pe´riode supe´rieure a` N et tout voisinage
V de γ, il existe g ∈ U , co¨ıncidant avec f hors de V et le long de γ, pour lequel γ est une orbite
pe´riodique hyperbolique.
De´monstration : D’apre`s le lemme de Franks (proposition 6.1), il suffit de montrer que pour
tout ε > 0, il existe N ≥ 1 tel que pour toute orbite pe´riodique de pe´riode supe´rieure a` N , il
existe une ε-perturbation de la diffe´rentielle le long de l’orbite de fac¸on que le produit (le long de
l’orbite) des applications line´aires ainsi obtenues soit hyperbolique. Il s’agit en fait d’un re´sultat
sur les suites finies, de longueur supe´rieure a` N , de matrices de SL(2,R) de norme uniforme´ment
borne´e : le lemme 6.6 ci-dessous permet d’obtenir par une perturbation de la diffe´rentielle, une
valeur propre re´elle. Une perturbation aussi petite que l’on veut permet alors d’obtenir une
valeur propre (re´elle) de module diffe´rent de 1 ce qui, dans SL(2,R), assure l’hyperbolicite´. ✷
Lemme 6.6. Pour tout ε > 0, il existe N ≥ 1 tel que, pour tout n ≥ N et toute suite finie
A0, . . . , An d’e´le´ments finis de SL(2,R), il existe α0, . . . , αn dans ] − ε, ε[ tels que l’on a la
proprie´te´ suivante :
Pour tout i ∈ {0, . . . , n}, on note Bi = Rαi ◦ Ai la compose´e de Ai avec la rotation Rαi
d’angle αi. Alors, la matrice Bn ◦Bn−1 ◦ · · · ◦B0 a ses valeurs propres re´elles.
De´monstration : Les matrices de SL(2,R) agissent sur le cercle SS1 des demi-droites vecto-
rielles de R2. La rotation d’angle α s’e´crit x 7→ x+ α et le demi-tour R1/2 s’e´crit x 7→ x+
1
2 .
Affirmation. Pour tout ε > 0, il existe η > 0 tel que, pour toute matrice A de SL(2,R),
l’une des deux proprie´te´s suivantes est ve´rifie´e :
1. il existe ϕ ∈ SS1 et θ ∈]0, ε[ tels que
Rθ ◦A ◦Rθ(ϕ) = −R−θ ◦ A ◦R−θ(ϕ) ;
2. pour tout ϕ ∈ SS1, la distance entre A(ϕ+ ε) et A(ϕ) est plus grande que η.
De´monstration : En effet, A est la compose´e O1 ◦D ◦O2 ou` O1 et O2 sont des rotations et D
est une matrice diagonale. Puisque les rotations commutent entre elles et sont des isome´tries de
SS1, il suffit de montrer l’affirmation pour les matrices diagonales, de valeurs propres λ, λ−1.
Si λ est supe´rieure a` une constante λ0 (tre`s grande par rapport a` ε
−1), il existe θ ∈]0, ε[ tel
que le vecteur Rθ ◦D ◦ Rθ((0, 1)) est coline´aire a` (1, 0). Par syme´trie on obtient que le vecteur
R−θ ◦D ◦R−θ((0, 1)) est lui aussi coline´aire a` (1, 0) et plus pre´cise´ment : R−θ ◦D ◦R−θ((0, 1)) =
−Rθ ◦D ◦Rθ((0, 1)), ce qui donne le premier cas de l’affirmation.
L’ensemble des matrices diagonales de valeurs propres borne´es par λ0 e´tant compact, il existe
η > 0 tel que pour toute matrice A dans cet ensemble, le second cas de l’affirmation est ve´rifie´.
✷ Posons N > 12η . Soit A0, . . . , An, n ≥ N , une famille finie de matrice de SL(2,R).
9M.-C. Arnaud nous a signale´ que [N2] permet de remplacer avantageusement la proposition 6.5 ainsi que son
corollaire principal, le corollaire 6.7. En effet, S. Newhouse montre le corollaire 6.7 en topologie Cr, ce qui est
suffisant pour les applications que nous donnons (voir la fin de la de´monstration du the´ore`me 1.3 pour les surfaces
ci-dessous et la de´monstration du lemme 6.8.
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Supposons d’abord qu’il existe 1 ≤ k ≤ ℓ ≤ n tels que la matrice A = Aℓ ◦ Aℓ−1 ◦ · · · ◦ Ak
ve´rifie le premier cas de l’affirmation pre´ce´dente. Il existe alors θ ∈]0, ε[ et une demi-droite
ξ ∈ SS1 telle que M1(ξ) = −M−1(ξ) ou` l’on a pose´, pour t ∈ [−1, 1],
Mt = (An ◦ · · · ◦Aℓ+1) ◦Rtθ ◦ (Aℓ ◦ · · · ◦Ak) ◦Rtθ ◦ (Ak−1 ◦ · · · ◦ A0).
Par continuite´ de la famille, quand t parcourt [−1, 1], la demi-droite Mt(ξ) contient un demi-
cercle de SS1 et donc contient ξ ou −ξ. Il existe donc une valeur t ∈ [−1, 1] telle que Mt(ξ) est
coline´aire a` ξ. La matrice Mt a donc ses valeurs propres re´elles. On pose alors αk−1 = αℓ = tθ
et αi = 0 pour i 6∈ {k − 1, ℓ}.
Dans le cas contraire, on pose pour t ∈ [0, 1] et i ∈ {0, . . . , n}.
Mi,t = (An ◦ · · · ◦Ai+1) ◦ (Rtε ◦Ai) ◦ (Rε ◦ Ai−1 · · · ◦RεA1 ◦Rε ◦A0).
Puisque An ◦ · · · ◦ Ai+1 ve´rifie le second cas de l’affirmation (par hypothe`se, il ne ve´rifie pas
le premier cas), on peut montrer que pour tout ϕ ∈ SS1 la diffe´rence Mi,1(ϕ) −Mi,0(ϕ) est
minore´e par η. En remarquant que Mi,0 = Mi−1,1, on forme une famille continue de matrice
joignant M0,0 a` Mn,1. La variation totale de l’image d’un point ϕ ∈ SS
1 le long de cette famille
est minore´e par Nη > 1. Il existe donc une application Mi,t de cette famille qui posse`de un point
fixe sur SS1. Cette matrice a donc une valeur propre re´elle. On pose donc αi = tε, αj = ε pour
j < i et αj = 0 pour j > i. ✷
Corollaire 6.7. Soit S une surface compacte munie d’une forme volume ω. Il existe un ensemble
re´siduel G de Diff1ω(S) tel que, pour tout f ∈ G, l’ensemble des orbites pe´riodiques hyperboliques
de f est dense dans S.
De´monstration : D’apre`s [R1], les orbites pe´riodiques d’un diffe´omorphisme ge´ne´rique f ∈
Diff1ω(S) sont toutes hyperboliques ou elliptiques. Par conse´quent, pour tout n ≥ 1, il existe un
ouvert dense de Diff1ω(S) sur lequel les orbites de pe´riode n sont en nombre fini. D’autre part,
le closing lemma de Pugh entraˆıne que les orbites pe´riodiques d’un diffe´omorphisme ge´ne´rique
sont denses dans S. Donc pour un diffe´omorphisme ge´ne´rique, les orbites pe´riodiques de pe´riode
plus grande qu’une constante arbitraire sont denses dans S.
Fixons ε > 0 et montrons que l’ensemble des diffe´omorphismes dont l’ensemble des orbites
pe´riodiques hyperboliques est ε-dense dans S est un ouvert dense de Diff1ω(S). Puisque les orbites
pe´riodiques hyperboliques peuvent eˆtre suivies localement continuˆment avec f , cet ensemble est
clairement ouvert ; il reste a` montrer la densite´.
Fixons donc un diffe´omorphisme ge´ne´rique f et un voisinage U de f qui ve´rifie la proprie´te´
de la remarque 4.3. Soit N l’entier donne´ par la proposition 6.5. L’ensemble des orbites de f de
pe´riode plus grande que N est dense dans S. On conside`re donc un nombre fini d’entre elles dont
l’union est ε-dense. La proposition 6.5 permet de les rendre chacune hyperbolique en perturbant
f sur des voisinages disjoints de ces orbites. Le choix de U montre que le diffe´omorphisme ainsi
obtenu appartient a` U . Ceci montre la densite´.
L’intersection de ces ouverts denses pour une suite (εn) tendant vers 0 est l’ensemble re´siduel
annonce´. ✷
Conclusion de la de´monstration du the´ore`me 1.3 dans le cas des surfaces : Nous
avons vu qu’il existe une partie re´siduelle G0 de Diff
1
ω(S) forme´e de diffe´omorphismes transitifs
pour lesquels les orbites pe´riodiques hyperboliques sont denses dans S. Puisque nous sommes
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en dimension 2, les orbites pe´riodiques hyperboliques sont des selles de meˆme indice. Il suffit de
voir que pour f ge´ne´rique, elles sont deux a` deux homocliniquement relie´es10.
Pour n ≥ 1, voyons que l’ensemble On des diffe´omorphismes dont les orbites pe´riodiques hy-
perboliques de pe´riode infe´rieure ou e´gale n sont deux a` deux homocliniquement relie´es contient
un ouvert dense de Diff1ω(S). Comme il a e´te´ rappele´ dans la preuve du corollaire 6.7, il existe
un ouvert dense Un ⊂ Diff
i
ω(S) de diffe´omorphismes dont les orbites pe´riodiques de pe´riode
infe´rieure a` n est fini ; le meˆme argument montre que, quitte a` restreindre Un, ce nombre est
localement constant, chacune des orbites peut eˆtre suivie localement continuˆment en restant,
suivant le cas, elliptique ou hyperbolique. Pour deux orbites pe´riodiques selles, la proprie´te´ d’eˆtre
homocliniquement relie´es est ouverte : on en de´duit que On ∩ Un est un ouvert. Il nous reste a`
montrer la densite´ de On∩Un. Pour cela fixons f ∈ Un et un voisinage ouvert V de f dans Un sur
lequel toute orbite pe´riodique de pe´riode infe´rieure a` n peut eˆtre suivie continuˆment. Soient γ et
σ deux orbites selles de pe´riode infe´rieure a` n de f . Nous avons vu qu’il existe f˜ ∈ V arbitraire-
ment proche de f qui est transitif. Le connecting lemma de Hayashi (dans le cas conservatif)
permet de cre´er une intersection transverse entre la varie´te´ instable de γ et la varie´te´ stable de
σ, par une petite perturbation fˆ ∈ V de f˜ . Une nouvelle perturbation f¯ ∈ V de fˆ est transitive
tout en conservant cette intersection transverse. Le connecting lemma d’Hayashi permet enfin
de cre´er l’autre intersection transverse afin de lier homocliniquement γ et σ. En proce´dant ainsi
pour toutes les paires de selles de pe´riode infe´rieure a` n, on obtient la densite´ de On.
L’intersection G1 des On est donc un ensemble re´siduel. Pour tout f ∈ G0 ∩ G1, toutes les
orbites pe´riodiques hyperboliques sont homocliniquement relie´es et leur union est dense, chacune
des classes homoclines co¨ıncide donc avec S. ✷
6.3 Exposants stables et de´composition domine´e : preuve du the´ore`me 1.4
Soit r ≥ 1 et f un diffe´omorphisme de classe Cr d’une varie´te´ compacte M qui pre´serve une
forme volume ω. La de´monstration suit facilement du lemme 6.8 suivant et du the´ore`me 6.4 qui
est une adaptation directe d’un re´sultat de [BDP] :
Lemme 6.8. Soit r ≥ 1 et f un diffe´omorphisme de classe Cr d’une varie´te´ compacte M qui
pre´serve une forme volume ω. Il existe alors une suite (gn) de diffe´omorphismes de classe C
r
de M , convergeant en topologie C1 vers f , et pour tout n un point pe´riodique pn ∈M de gn tel
que la classe homocline H(pn, gn) soit non-triviale
11 et 1n dense dans M .
The´ore`me 6.4 ([BDP], Theorem 5). Soit f ∈ Diffrω(M) un diffe´omorphisme d’une varie´te´
compacte M . Alors :
1. ou bien il existe un C1-voisinage U de f dans Diffrω(M) et ℓ ≥ 1 tels que, pour tout diffe´o-
morphisme g ∈ U , toute classe homocline non-triviale H(p, g) admet une de´composition
ℓ-domine´e ;
2. ou bien pour tout C1-voisinage V de f dans Diffrω(M), il existe g ∈ V et un point pe´riodique
p ∈M pour g de pe´riode n tel que Dgn(p) = Id.
Avant de montrer le lemme 6.8 et d’expliquer comment obtenir cette adaptation de [BDP],
nous terminons la preuve du the´ore`me 1.4.
10Deux orbites pe´riodiques selle de meˆme indice sont homocliniquement relie´es si la varie´te´ stable de chacune
d’entre elles coupe transversalement la varie´te´ instable de l’autre. Dans ce cas, leurs classes homoclines co¨ıncident.
11La classe homocline d’une orbite pe´riodique p est dite non-triviale si elle n’est pas re´duite a` l’orbite pe´riodique
elle-meˆme.
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De´monstration du the´ore`me 1.4 : Conside´rons f ∈ Diffrω(M) un diffe´omorphisme d’une
varie´te´ compacte M . D’apre`s le the´ore`me 6.4,
– ou bien (d’apre`s l’item 2) f est approche´ en topologie C1 par une suite de diffe´omorphismes
g de classe Cr posse´dant une orbite pe´riodique p de pe´riode n telle que Dgn(p) = Id ;
– ou bien (item 1) il existe un C1-voisinage U de f dans Diffrω(M) et ℓ ≥ 1 tels que,
pour tout diffe´omorphisme g ∈ U , toute classe homocline non-triviale H(p, g) admet une
de´composition ℓ-domine´e. Conside´rons des suites (donne´es par le lemme 6.8) : (gn) et (pn).
Pour n assez grand, gn est dans le voisinage U de f . La classe homocline H(pn, gn) est
donc ℓ-domine´e. La suite (H(pn, gn)) converge vers M pour la topologie de Hausdorff et la
suite (gn) vers f en topologie C
1. La ℓ-domination passe a` la limite (voir [BDP, Corollary
1.5]) ce qui montre que M posse`de une de´composition ℓ-domine´e pour f .
Nous avons ainsi montre´ la dichotomie annonce´e par le the´ore`me 1.4. ✷
Pour montrer le lemme 6.8, nous utiliserons les lemmes suivants :
Lemme 6.9. Soient f ∈ Diffrω(M) et γ une orbite pe´riodique et x un point de M . Pour tout
η > 0, il existe un diffe´omorphisme g ∈ Diffrω(M) arbitrairement C
1-proche de f et une orbite
pe´riodique σ de g qui contient γ ∪ {x} dans son η-voisinage.
De´monstration : Notons m la pe´riode de γ. Commenc¸ons par perturber f en diffe´omorphisme
f˜ ∈ Diffrω(M) arbitrairement C
1-proche de f qui ve´rifie les hypothe`ses du the´ore`me 1.2 (les
orbites pe´riodiques sont hyperboliques ou elliptiques). Soit y un point proche de γ qui n’est
pas sur l’orbite positive de x. Remarquons que l’on a : x ⊣f˜ y (voir le lemme 5.1). D’apre`s
le the´ore`me 1.2 et la remarque 1.1, il existe un diffe´omorphisme h ∈ Diffrω(M) arbitrairement
C1-proche de f˜ (et donc de f) tel que y appartient a` l’orbite positive de x. Le segment d’orbite
joignant x a` y e´tant de longueur plus grande que m (sa longueur tend vers∞ lorsque h tend vers
f), il contient les points h−m(y), . . . , y qui sont arbitrairement proches des points de γ. Puisque
l’on a x ⊣h x, il existe un diffe´omorphisme g ∈ Diff
r
ω(M) arbitrairement C
1-proche de h tel
que le point x est pe´riodique. L’orbite σ de x par g passe arbitrairement pre`s de tout point du
segment x, h(x) . . . , y et contient donc dans son η-voisinage a` la fois le point x et l’orbite γ. On
conclut en remarquant que, par construction, le diffe´omorphisme g est arbitrairement C1-proche
de f . ✷
Lemme 6.10. Soient f ∈ Diffrω(M) et σ une orbite pe´riodique hyperbolique. Alors, il existe
g ∈ Diffrω(M) arbitrairement C
1-proche de f tel que la classe homocline de σg est non-triviale,
ou` σg est la continuation hyperbolique de σ pour g.
De´monstration : Quitte a` perturber f , on peut supposer qu’il ve´rifie les hypothe`ses du
the´ore`me 1.2. Soit U un petit C1-voisinage de f dans Diffrω(M) sur lequel la continuation de σ
est bien de´finie. Soit N l’entier associe´ a` ce voisinage par le the´ore`me 2.1. Quitte a` re´duire U ,
on peut supposer que N est supe´rieur a` la pe´riode de σ. On reprend la preuve du the´ore`me 1.2 :
conside´rons une famille de boˆıtes de perturbation B = B0∪
⋃
γ∈PerN0 (f)
(E(γ)∪S(γ)) pour (f,U)
comme aux sections 4.3 et 6.2 (les boˆıtes de E(γ) et de S(γ) correspondent aux voisinages des
orbites pe´riodiques hyperboliques ou elliptiques de basse pe´riode). Puisque σ est de pe´riode
infe´rieure ou e´gale a` N , elle est disjointe des boˆıtes de perturbation.
On choisit deux points x et y de W uδ (σ) et W
s
δ (σ) contenus dans le voisinage W (σ) de σ,
tels que les ite´re´s ne´gatifs de x et positifs de y par f restent dans W (γ). Il existe deux entiers
nx, ny ≥ 1 tels que les points x1 = f
nx(x) et y1 = f
−ny(y) ne soient contenus dans aucune boˆıte
de perturbation de B et n’appartiennent a` aucun ouvert V (γ). Puisque x1 ⊣ y1 (lemme 5.1), il
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existe une pseudo-orbite, joignant x1 a` y1, qui pre´serve les quadrillages de boˆıtes de B et n’ayant
aucun saut en dehors de ces boˆıtes (proposition 4.8). On la comple`te par les segments d’orbite
joignant x a` x1 et y1 a` y pour obtenir une pseudo-orbite qui pre´serve les quadrillages de boˆıtes
de B et n’ayant aucun saut en dehors de ces boˆıtes joignant x a` y. Comme pour la section 4.6, on
supprime boˆıte par boˆıte tous les sauts de cette pseudo-orbite et on obtient un diffe´omorphisme
g ∈ U tel que y est sur l’orbite positive de x et co¨ıncidant avec f sur W (σ).
Comme les ite´re´s ne´gatifs de x et positifs de y par f restent dans W (γ), ils n’ont pas e´te´
modifie´s par la perturbation. Les points x et y appartiennent donc aux varie´te´s instable et stable
de σg respectivement. Ces varie´te´s s’intersectent donc le long de l’orbite de x. On peut rendre
ces intersections transverses par une nouvelle petite perturbation. ✷
De´monstration du lemme 6.8 : En appliquant un nombre fini de fois le lemme 6.9 aux points
{xi}i∈I d’une famille
1
4n dense dansM on montre qu’il existe un diffe´omorphisme hn ∈ Diff
r
ω(M)
arbitrairement C1-proche de f et posse`dant une orbite pe´riodique αn passant arbitrairement
proche des points xi, et donc
1
3n -dense dans M . Une nouvelle C
1-petite perturbation φn ∈
Diffrω(M) de hn (donne´e par le lemme de Franks si dimM ≥ 3 et par la proposition 6.5 dans le
cas des surfaces) permet alors de cre´er une orbite pe´riodique hyperbolique βn de φn, contenant
αn dans son
1
3n -voisinage : en particulier, βn est
2
3n -dense dans M .
Pour terminer la preuve du lemme 6.8, il suffit a` pre´sent de cre´er, a` l’aide du lemme 6.10
une intersection homocline transverse entre les varie´te´s invariantes de βn de fac¸on que la classe
homocline de cette orbite soit non-triviale. ✷
Il reste a` expliquer comment obtenir le the´ore`me 6.4 a` partir de [BDP]. La de´monstration
utilise deux re´sultats. Le premier est le lemme de Franks (proposition 6.1). Le second est la
proposition suivante de [BDP] que nous traduisons dans le langage des classes homoclines.
Proposition 6.11 ([BDP], Proposition 7.3). Soient K > 0 et U ⊂ Diff1ω(M) un ouvert
tels que, pour tout f ∈ U , les normes de Df et Df−1 sont uniforme´ment borne´es par K. Pour
tout ε > 0 il existe un entier ℓ > 0 tel que, pour tout f ∈ U et toute classe homocline H(p, f)
non-triviale, l’une au moins des deux proprie´te´s suivantes est ve´rifie´e :
– H(p, f) admet une de´composition ℓ-domine´e ;
– il existe une orbite pe´riodique γ homocliniquement relie´e a` p et une ε-perturbation (Bx)x∈γ
de la diffe´rentielle de f le long de γ telles que le produit des applications line´aires Bx le
long de γ est l’identite´.
De´monstration du the´ore`me 6.4 : Soit f ∈ Diffrω(M) un diffe´omorphisme ne ve´rifiant pas
l’item (1) du the´ore`me 6.4. Fixons un C1-voisinage V ⊂ Diffrω(M) de f . Quitte a` re´duire V, on
peut supposer que les normes de Dg et Dg−1 sont uniforme´ment borne´es par une constante K
pour g ∈ V. Soient O et ε > 0 le voisinage de f et la constante donne´s par le lemme de Franks
applique´ a` l’ouvert V, et ℓ l’entier associe´ a` la constante K, l’ouvert V et ε par la proposition 6.11.
Comme f ne ve´rifie pas l’item (1) du the´ore`me 6.4, il existe f˜ ∈ O et une classe homocline
H(p, f˜) qui ne posse`de aucune de´composition ℓ-domine´e. D’apre`s la proposition 6.11, il existe
donc une orbite pe´riodique γ de f˜ et une ε-perturbation (Bx)x∈γ de la diffe´rentielle de f˜ le long
de γ telle que le produit des applications line´aires Bx le long de γ soit l’identite´. Finalement,
comme f˜ appartient a` O, le lemme de Franks permet de re´aliser la perturbation (Bx) des
diffe´rentielles par une perturbation g ∈ V de f˜ : l’ensemble γ est une orbite pe´riodique de g,
dont la diffe´rentielle a` la pe´riode est l’identite´. ✷
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A Le Connecting Lemma
Dans cet appendice, nous expliquons comment montrer le the´ore`me 2.1. Cet e´nonce´ n’existant
pas sous cette forme dans la litte´rature (et puisqu’il est difficile d’expliquer au lecteur comment
modifier certaines hypothe`ses dans des preuves longues et techniques), nous avons choisi d’en
redonner une preuve comple`te qui est cependant tre`s proche de [Ar1, pages 359–368].
A.1 Cubes perturbatifs uniformes
L’une des e´tapes clef de la de´monstration est un re´sultat perturbatif (que [Ar1] attribue pour
l’essentiel a` [Pu, PR]).
E´tant donne´e une carte ϕ : V → Rd, nous appellerons cube de la carte tout cubeC plonge´ dans
V tel que ϕ(C) soit obtenu a` partir du cube standard [−1, 1]d par une homothe´tie-translation.
Nous noterons alors (1+ε)C le cube de meˆme centre qui lui est homothe´tique de rapport (1+ε)
(dans les coordonne´es donne´es par ϕ). Pour un cube C de la carte ϕ, le cube (1 + ε)C est bien
de´fini si ε est suffisamment petit. Par la suite (en particulier lorsque nous conside´rerons les cubes
perturbatifs de´finis ci-apre`s) nous supposerons implicitement que le cube 3C est encore un cube
de la carte ϕ.
Soit U un C1-voisinage d’un diffe´omorphisme f . Fixons N ∈ N et des constantes ε, η ∈]0, 1[.
On dira que C est un cube (f,U , ϕ,N, ε, η)-perturbatif si pour toute paire (p, q) de points du
cube C il existe g ∈ U qui a les proprie´te´s suivantes :
– g co¨ıncide avec f hors de
⋃N−1
t=0 (f
t((1 + 2ε)C)) ;
– gN (p) = fN (q) ;
– pour tout t ∈ {0, dots,N − 1}, gt(p) appartient a` f t((1 + ε)C) ;
– pour tout t ∈ {0, dots,N−1}, g ne diffe`re de f sur f t((1+2ε)C) que sur une boule centre´e
en gt(p ∈ f t((1 + ε)C) et de rayon infe´rieur a` η fois la distance entre f t((1 + ε)C) et le
comple´mentaire de f t((1 + 2ε)C).
The´ore`me A.1 ([Ar1], the´ore`me 22 et son addendum). Soit f un diffe´omorphisme d’une
varie´te´ compacte M et U un C1-voisinage de f . Fixons deux nombres ε, η ∈]0, 1[.
Pour tout point p0 ∈ M non-pe´riodique, il existe un entier N et, au voisinage de p0, une
carte ϕ : V → Rd telle que tout cube C de V est un cube (f,U , ϕ,N, ε, η)-perturbatif.
Pour la version annonce´e du connecting lemma que nous utilisons ici, nous avons besoin
d’une version tre`s le´ge`rement plus forte de cet e´nonce´, mais dont la preuve est, en fait, contenue
dans celle donne´e dans [Ar1]. Plus pre´cise´ment nous avons besoin de l’uniformite´ de l’entier N
et d’une formulation qui soit aussi valable au voisinage des points pe´riodiques.
The´ore`me A.2. Soit f un diffe´omorphisme d’une varie´te´ compacte M et U un C1-voisinage
de f . Fixons deux nombres ε, η ∈]0, 1[.
Il existe un entier N et, au voisinage de tout point p0 ∈ M , une carte ϕ : V → R
d ve´rifiant
la proprie´te´ suivante :
Tout cube C de V tel que le cube (1+ 2ε)C est disjoint de ses N premiers ite´re´s est un cube
(f,U , ϕ,N, ε, η)-perturbatif.
Appelons forme de cube de Rd la donne´e d’une base orthogonale (pas ne´cessairement or-
thonorme´e) b de Rd. Le cube standard C(b) de forme b sera l’image du cube standard de Rd par
l’application line´aire envoyant la base standard de Rd sur b.
Le the´ore`me A.1 s’appuie essentiellement sur la proposition suivante (due initialement a`
[PR]) :
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Proposition A.1 (voir [Ar1], proposition 26). Soit (Tt)t∈N une suite dans GL(R, d). Fixons
ε, η ∈]0, 1[. Il existe N et il existe une forme de cube b de Rd tels que pour toute paire (p, q) de
points du cube C(b), il existe une suite (xt)t∈{0,...,N} de points de (1 + ε)C(b) telle que x0 = p
et xN = q et, pour tout t ∈ {1, . . . , N}, la distance d(Tt(xt−1), Tt(xt)) est infe´rieure a` η fois la
distance entre Tt((ε + 1)C(b)) et le comple´mentaire de Tt((1 + 2ε)C(b)).
Dans la de´monstration du the´ore`me A.1, la suite (Tt) de la proposition A.1, correspond a` la
suite (Df t(p0)) exprime´e dans des bases orthonorme´es de Tp0M et Tf t(P0)M .
Remarquons que quitte a` modifier le´ge´rement les constantes ε et η, la conclusion de la
proposition reste ve´rifie´e par des suites (T˜t) proches de (Tt) pour la topologie produit (il suffit
bien suˆr que les N premiers termes T˜t soient proches des Tt correspondants).
Le the´ore`me A.2 a la meˆme de´monstration que le the´ore`me A.1, a` partir d’une version
uniforme de la proposition A.1 :
Proposition A.2. Soient K > 0 et ε, η ∈]0, 1[ fixe´s. Il existe N tel que, pour toute suite
(Tt)t∈{0,...N} avec Tt ∈ GL(R, d) ve´rifiant ‖Tt ◦ T
−1
t−1‖ ≤ K et ‖Tt−1 ◦ Tt−1‖ ≤ K on a la
proprie´te´ suivante :
il existe une forme de cube b de Rd telle que, pour toute paire (p, q) de points du cube C(b),
il existe une suite (xt)t∈{0,...,N} de points de (1 + ε)C(b) telle que x0 = p et xN = q et, pour
tout t ∈ {0, . . . , N − 1}, la distance d(f t(xt), f
t(xt+1)) est infe´rieure a` η fois la distance entre
f t((1 + ε)C(b)) et le comple´mentaire de f t((1 + 2ε)C(b)).
(Cette version uniforme se de´duit de la proposition A.1 par compacite´ de l’ensemble des
suites de matrices borne´es et d’inverses borne´s par K).
On en de´duit la proposition suivante qui avec le lemme A.4 e´nonce´ ci-dessous implique le
the´ore`me A.2. C’est cet e´nonce´ que nous utiliserons finalement par la suite.
Proposition A.3. Soit f un diffe´omorphisme d’une varie´te´ compacte M et U un C1-voisinage
de f . Fixons deux nombres ε, η ∈]0, 1[. Il existe un entier N et, au voisinage de tout point
p0 ∈M , une carte ϕ : V → R
d telle que pour tout cube C de V disjoint de ses N premiers ite´re´s
et toute paire (a, b) de points de C, il existe une suite (at)t∈{0,...,N} de points de (1+ε)C telle que
a0 = a et aN = b et, pour tout t ∈ {0, . . . , N − 1}, la distance d(f
t(at), f
t(at+1)) est infe´rieure
a` η fois la distance entre entre f t((ε+ 1)C) et le comple´mentaire de f t((1 + 2ε)C).
Nous utiliserons e´galement un lemme de perturbation classique.
Lemme A.4 (Voir [Ar2], proposition 5.1.1). Soit M une varie´te´ compacte M et V un
voisinage de l’identite´ dans Diff1(M). Il existe des constantes λ > 1 et δ > 0 telles que pour
tous points p, q de M satisfaisant d(p, q) < δ, il existe une perturbation h de l’identite´, a` support
dans la boule de centre p et de rayon λd(p, q), telle que h ◦ f appartienne a` U et h(p) = q.
Remarque A.5. La C1-perturbation h de l’identite´ peut eˆtre choisie de classe C∞. De plus si
M est munie d’une forme volume ω, alors on peut imposer que h pre´serve ω .
A.2 Fin de la preuve du connecting lemma
On commence par choisir quelques constantes. Nous allons devoir appliquer la proposition A.3
aux carreaux d’un quadrillage. Chaque perturbation peut de´border d’un carreau. Nous aurons
donc besoin de majorer le nombre de carreaux adjacents a` un carreau donne´. Il existe une borne
uniforme N∗ = 4d ou` d est la dimension de M .
Les supports des perturbations associe´es a` des carreaux ne pourront se chevaucher que si les
carreaux sont adjacents. Pour cela nous choisissons la constante ε de la proposition A.3 infe´rieure
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a` 110 : pour tous carreaux C1, C2 du quadrillage standard, si (1 + 2ε)C1 ∩ (1 + 2ε)C2 6= ∅, alors
C1 ∩ C2 6= ∅.
Au voisinage U de f , on peut associer un voisinage V de l’identite´ dans Diff1(M) avec la
proprie´te´ suivante : pour toute famille finie {ψ1, . . . , ψk} de perturbations de l’identite´, contenues
dans V et de supports deux a` deux disjoints, le diffe´omorphisme g, qui co¨ıncide avec f hors de
l’union des supports des ψi et avec f◦ψi sur le support de ψi, pour tout i ∈ {1, · · · , k}, appartient
a` U . Le lemme A.4 associe au voisinage V des constantes λ > 1 et δ > 0. Nous fixons ensuite la
constante η > 0 de la proposition A.3 pour que
1
η
> (6λN∗)N
∗+1.
Ce choix sera justifie´ par la proposition A.9.
On applique alors la proposition A.3. Ceci de´finit l’entier N . Pour tout point x = p0 de M ,
on obtient aussi une carte locale ϕ : V → Rd en x. La carte locale ϕ : Ux → R
d est la restriction
de ϕ a` un voisinage Ux de x sur lequel les applications f, . . . , f
N sont proches des diffe´rentielles
Df(x), . . . ,DfN (x).
Remarque A.6. On choisit Ux assez petit pour que l’on ait de plus que le diame`tre de Ux et
de ses N premiers ite´re´s soit majore´ par la constante δ > 0 du lemme A.4.
Soit C un cube quadrille´ de (Ux, ϕ) disjoint de ses N premiers ite´re´s. Pour voir que c’est
une boˆıte de perturbation pour (f,U), nous conside´rons jusqu’a` la fin de cette section, une suite
de paires de points {(xi, yi)}i∈{1,...,ℓ} de C telle que pour tout i ∈ {1, . . . , ℓ}, les points xi et yi
appartiennent au meˆme carreau de C.
Lemme A.7. Il existe une sous-suite i0 = 0, . . . , im, telle que pour tout n ∈ {0, . . . ,m − 1}
les points an = xin et b
n = yin+1−1 appartiennent a` un meˆme carreau Cn. De meˆme, les points
am = xim et b
m = yℓ appartiennent a` un meˆme carreau Cm. De plus, si n 6= n
′ alors Cn 6= Cn′.
De´monstration : On construit les suites (in) et (Cn) par re´currence sur n. On pose i0 = 0 et
on appelle C0 le carreau contenant xi0 . Soit k0 ≥ i0 le plus grand indice tel que les points xk0
et yk0 appartiennent a` C0. On pose i1 = k0 + 1 et on appelle C1 le carreau contenant xi1 et yi1 .
Ne´cessairement, C1 est diffe´rent de C0.
Supposons maintenant que in et Cn ont e´te´ de´finis. Soit kn le plus grand indice tel que les
points xkn et ykn appartiennent a` Cn. On pose in+1 = kn + 1 et on appelle Cn+1 les carreaux
contenant xin et yin . Ne´cessairement, Cn+1 est diffe´rent des carreaux C0, . . . , Cn. ✷
D’apre`s la proposition A.3, pour tout n ∈ {0, . . . ,m}, il existe une suite an0 = a
n, . . . , anN = b
n
de points dans (1 + ε)Cn telle que pour tout t ∈ {0, . . . , N − 1}, la distance d(f
t(ant ), f
t(ant+1))
est infe´rieure a` η fois la distance entre f t((1 + ε)Cn) et le comple´mentaire de f
t((1 + 2ε)Cn).
L’ide´e na¨ıve (qui ne marche pas) est de conside´rer des perturbations ϕnt a` support dans f
t(C)
telles que ϕnt (f
t(ant ))) = f
t(ant+1) et de remplacer, sur ces supports, f par f ◦ϕ
n
t . Mais en ge´ne´ral,
les supports des perturbation ϕnt s’intersectent. Remarquons que si les supports de ϕ
n
t et ϕ
n′
t
avec n < n′ s’intersectent, les points f t(ant ) et f
t(an
′
t+1) sont proches. Dans ce cas, il semble
avantageux de conside´rer une nouvelle perturbation a` support dans f t(C) envoyant f t(ant ) sur
f t(an
′
t+1) et d’oublier les points interme´diaires entre a
n
t et a
n′
t+1 dans la suite :
a00 = a
0, . . . , a0t , . . . , a
0
N , a
1
0, . . . , a
1
N , . . . , a
m
0 , . . . , a
m
N = b
m.
Le phe´nome`ne pouvant se re´petter plusieurs fois, le lemme suivant produit une nouvelle suite
plus courte pour laquelle les supports des perturbations sont deux a` deux disjoints.
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Lemme A.8. Soit a00 = a
0, . . . , a0t , . . . , a
0
N , a
1
0, . . . , a
1
N , . . . , a
m
0 , . . . , a
m
N = b
m une suite telle que
pour tout n ∈ {0, . . . ,m}, les points an0 , . . . , a
n
N appartiennent a` un meˆme cube (1 + ε)Cn, les
cubes Cn e´tant deux a` deux distincts, et telle que pour tout n ∈ {0, . . . ,m} et t ∈ {0, . . . , N −
1}, la distance d(f t(ant ), f
t(ant+1)) est infe´rieure a` η fois la distance entre f
t((1 + ε)Cn) et le
comple´mentaire de f t((1 + 2ε)Cn).
Alors, il existe s ∈ {0, . . . ,m}, et une suite croissante (non-ne´cessairement strictement crois-
sante) 1 = ν(0), . . . , ν(s(N + 1) +N) = m telle que :
1. Pour tout k ∈ {1, . . . , s}, on a ν(k(N + 1)) = ν(k(N + 1)− 1) + 1.
2. Pour tout t ∈ {0, . . . , N − 1}, les boules Bkt centre´es aux points f
t(a
ν(k(N+1)+t)
t ), de rayon
λd(f t(a
ν(k(N+1)+t)
t ), f
t(a
ν(k(N+1)+t+1)
t+1 )), sont deux a` deux disjointes, pour k ∈ {0, . . . , s}.
3. Pour tout t ∈ {0, . . . , N − 1}, les boules Bkt sont contenues dans f
t(C).
Nous pouvons maintenant terminer la preuve du the´ore`me 2.1. La de´monstration du lemme
A.8 est reporte´e a` la section A.4. Elle utilise la proposition A.9 de la section A.3
De´monstration du the´ore`me 2.1 : De la suite (xi, yi)i∈{1,...,ℓ}, le lemme A.7 a extrait
deux sous-suites (an)n∈{0,...,m} et (b
n)n∈{0,...,m} qui nous ont permis d’obtenir la suite a
0
0 =
a0, . . . , a0t , . . . , a
0
N , a
1
0, . . . , a
1
N , . . . , a
m
0 , . . . , a
m
N = b
ℓ. Nous appliquons ensuite le lemme A.8 qui en
extrait la suite
a
ν(0)
0 = a
0 = x1, a
ν(1)
1 , . . . , a
ν(N)
N , a
ν(N+1)
0 , . . . , a
ν(2N+1)
N , . . . , a
ν((s)(N+1))
0 , . . . , a
ν(s(N+1)+N)
N = yℓ.
L’item 3 du lemme A.8 et la remarque A.6 entraˆınent que les boules Bkt sont de diame`tre
infe´rieur a` δ. Graˆce au lemme A.4, il existe alors des diffe´omorphismes ψkt avec t ∈ {0, . . . , N−1}
et k ∈ {0, . . . , s}, appartenant a` V et a` support dans la boule Bkt de´finie au lemme A.8 tels que
ψkt (f
t(a
ν(k(N+1)+t)
t )) = f
t(a
ν(k(N+1)+t+1)
t+1 ). D’apre`s le lemme A.8, les supports des ψ
k
t sont donc
deux a` deux disjoints. Notons g le diffe´omorphisme co¨ıncidant avec f hors de l’union des supports
des ψkt et avec f ◦ψ
k
t sur chaque B
k
t . Par le choix de V et de U , le diffe´omorphisme g appartient
a` U . Par construction, pour tout k ∈ {0, . . . , s} et t ∈ {0, . . . , N − 1}, on a gt(a
ν(k(N+1))
0 ) =
f t(a
ν(k(N+1)+t)
t ).
Voyons que g est la perturbation annonce´e : on rappelle que a
ν(k(N+1))
0 = a
ν(k(N+1)) = xink
et a
ν(k(N+1)+N)
N = b
ν(k(N+1)+N) = yimk avec nk = iν(k(N+1)) et mk = iν(k(N+1)+N)+1 − 1.
Montrons nk+1 = mk + 1 : d’apre`s l’item 1 du lemme A.8,
nk+1 = iν((k+1)(N+1)) = iν((k+1)(N+1)−1)+1 = iν(k(N+1)+N)+1 = mk + 1.
Les couples (xnk , ymk)k∈{0,...,s} et la suite n0 = 1 < n1 < · · · < ns ≤ ℓ ve´rifient donc :
1. xn0 = x1 et yms = yℓ.
2. gN (xnr) = f
N (ymr) = f
N(ynr+1−1) pour r 6= s et g
N (xns) = f
N (yℓ).
Ceci montre que C est une boˆıte de perturbation. ✷
A.3 Regroupement de points proximaux
Nous e´nonc¸ons un re´sultat ge´ne´ral de regroupement de points qui sera utilise´ pour la de´mons-
tration du lemme A.8.
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Proposition A.9. Soit (X, d) un espace me´trique, {xi}i∈I un ensemble de points et pour chaque
i ∈ I un re´el ri > 0. On suppose qu’il existe des constantes K > 0, λ > 1 et un entier N
∗ tels
que
– pour tout i ∈ I, le cardinal de l’ensemble {i′ ∈ I,B(xi,Kri)∩B(xi′ ,Kri′) 6= ∅} est majore´
par N∗.
– (6λN∗)N
∗+1 < K
Alors, il existe une partition de I en classes E = {Ej , j ∈ J}, telle que l’on ait la proprie´te´
suivante :
Pour tout j ∈ J , notons δ1,j le diame`tre de l’ensemble {xi, i ∈ Ej}, et δ2,j = sup{ri, i ∈ Ej}.
Finalement notons δj = δ1,j + δ2,j . Soit Bj l’union des boules B(xi, λδj), pour i ∈ Ej. Alors les
Bj sont deux a` deux disjoints.
De plus pour tout j ∈ J , il existe i0 ∈ Ej tel que l’ensemble Bj est contenu dans la boule
B(xi0 ,Kri0).
De´monstration : Nous allons de´finir par re´currence sur k des partitions Ek = {Ekj , j ∈ J
k} de
I. Ceci nous permet d’introduire, pour tout j ∈ Jk, le diame`tre δk1,j de l’ensemble {xi, i ∈ E
k
j }.
On notera aussi δk2,j = sup{ri, i ∈ Ej} et δ
k
j = δ
k
1,j + δ
k
2,j . Finalement on notera B
k
j l’union des
boules B(xi, λδ
k
j ), pour i ∈ E
k
j .
La partition E0 est la partition en singleton {{j}, j ∈ I}, c’est-a`-dire que J0 = I. On a donc
δ0j = rj , pour tout j ∈ J
0 = I.
Supposons la partition Ek construite. Nous dirons que xi1 et xi2 sont k + 1-adjacents s’il
existe une suite finie j1, . . . , jℓ ∈ Jk telle que xi1 ∈ E
k
j1
, xi2 ∈ E
k
jℓ
et, pour tout s ∈ {1, . . . , ℓ−1},
on ait Bkjs ∩ B
k
js+1
6= ∅. La relation de k + 1-adjacence est une relation d’e´quivalence, qui est
clairement plus grossie`re que la k-adjacence : tout classe de k-adjacence est incluse dans une
classe de k + 1-adjacence.
On note Ek+1 la partition de I induite par la relation de k+1-adjacence. La proposition A.9
est une conse´quence des lemmes suivants : le lemme A.14 montre que la partition EN
∗
produit
des ensembles (BN
∗
j )j∈JN∗ disjoints. Les lemmes A.10 et A.12 entraˆınent, pour tout j ∈ J
N∗ ,
l’existence d’un indice i0 ∈ E
N∗
j tel que B
N∗
j est contenu dans B(xi0 ,Kri0). ✷
Lemme A.10. Soient k ∈ {0, · · · , N∗} et j ∈ Jk. Supposons que l’on a
δk1,j ≤ (6λN
∗)k δk2,j ,
et que le cardinal de Ekj est fini. Soit i0 ∈ E
k
j tel que ri0 = δ
k
2,j (ceci est possible puisque δ
k
2,j est
la borne supe´rieur d’un ensemble fini).
Alors, le diame`tre de Bkj est majore´ par 6λ (6λN
∗)k ri0 . En conse´quence B
k
j est inclus dans
la boule B(xi0 ,Kri0).
De´monstration : En effet si i ∈ Ekj on a d(xi, xi0) ≤ δ
k
1,j .
La boule B(xi, λδ
k
j ) est donc incluse dans la boule B(xi0 , δ
k
1,j + λδ
k
j ). Or,
δk1,j + λδ
k
j = (1 + λ)δ
k
1,j + λδ
k
2,j ≤
[
(1 + λ) (6λN∗)k + λ
]
δk2,j ≤
[
(1 + λ) (6λN∗)k + λ
]
ri0 .
En particulier Bkj est inclus dans la boule B
(
xi0 ,
[
(1 + λ) (6λN∗)k + λ
]
ri0
)
et donc :
diam(Bkj ) ≤ 2
[
(1 + λ) (6λN∗)k + λ
]
ri0 .
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En remarquant que 1 < λ et que 1 < (6λN∗)k on peut majorer 2
[
(1 + λ) (6λN∗)k + λ
]
ri0
par 6λ (6λN∗)k ri0 .
D’autre part notre choix de K implique K > 6λ (6λN∗)k. Par conse´quent, δk1,j +λδ
k
j ≤ Kri0
ce qui conclut la preuve du lemme. ✷
Lemme A.11. Soit k ∈ {0, · · · , N∗}. Supposons que pour tout j ∈ Jk, on a
δk1,j ≤ (6λN
∗)k δk2,j ,
et que le cardinal de Ekj est fini.
Alors, pour tout j ∈ Jk+1, le cardinal de Ek+1j est majore´ par N
∗.
De plus, conside´rons i0 ∈ E
k+1
j tel que δ
k+1
j,2 = ri0 , alors pour tout i ∈ E
k+1
j on a :
xi ∈ B(xi0 ,Kri0).
De´monstration : Soit I ′ une partie finie de I contenue dans un E ∈ Ek+1.
Affirmation 2. Il existe i0 ∈ E tel que pour tout i ∈ I
′, le point xi est contenu dans B(xi0 ,Kri0)
De´monstration : Remarquons d’abord qu’il suffit de montrer cette affirmation pour une partie
finie de E contenant I ′. Puisque les Ekj sont des ensembles finis, quitte a` rajouter a` I
′ un nombre
fini d’e´le´ments de E, on peut supposer que :
– I ′ est une re´union finie de classes (Ekj )j∈J ′ de E
k ;
– pour tous i1 et i2 de I
′, il existe une suite j1, . . . , js de J
′ telle que, pour tout r ∈ {1, . . . , s−
1}, on ait Bkjr ∩B
k
jr+1
6= ∅ et telle que i1 ∈ E
k
j1
et i2 ∈ E
k
js
.
On choisit maintenant l’indice i0 ∈ I
′ de fac¸on a` ce que ri0 soit maximal parmi les ri,
avec i ∈ I ′. Nous allons montrer par l’absurde que l’affirmation est vraie avec ce choix de i0.
Supposons donc par l’absurde qu’il existe i ∈ I ′ tel que xi n’appartienne pas a` B(xi0 ,Kri0). On
fixe une suite j1, . . . , js de J
′ telle que, pour tout r ∈ {1, . . . , s − 1}, on ait Bkjr ∩ B
k
jr+1
6= ∅ et
telle que i0 ∈ E
k
j1
et i ∈ Ekjs .
Alors il existe un plus petit entier r tel que Bkjr n’est pas inclus dans B(xi0 ,Kri0). Par
conse´quent Bkjr ∩B(xi0 ,Kri0) 6= ∅ : en effet, si r = 1 le point xi0 appartient a` B
k
j1
par de´finition,
et si r > 1 alors Bkjr−1 ⊂ B(xi0 ,Kri0), par de´finition de r, et B
k
jr
∩ Bkjr−1 6= ∅, par choix de la
suite j1, . . . , js.
Remarquons que r ≤ N∗ : en effet l’union des Ekjt pour t ≤ r est de cardinal infe´rieur a` N
∗,
car pour tout t, l’ensemble Bkjt intersecte la boule B(xi0 ,Kri0) ; d’apre`s le lemme A.10, il existe
donc un point xi′ avec i
′ ∈ Ekjt tel que les boules B(xi′ ,Kri′) et B(xi0 ,Kri0) se rencontrent mais
ceci ne peut arriver plus de N∗ fois d’apre`s les hypothe`ses de la proposition A.9.
De plus le diame`tre de chaque Bkjt , pour t ≤ r est majore´ par 6λ (6λN
∗)k ri0 d’apre`s le
lemme A.10 et par de´finition de i0.
De l’hypothe`se Bkjr ∩ B
k
jr+1
6= ∅, on de´duit alors que le diame`tre de l’union des Bkjt , pour
t ≤ r, est majore´ par 6λN∗ (6λN∗)k ri0 et donc infe´rieur a` Kri0 . Ceci montre B
k
jr
⊂ B(xi0 ,Kri0)
contredisant la de´finition de r, et donc notre hypothe`se par l’absurde. ✷
On en de´duit finalement que le cardinal de I ′ est majore´ par N∗. Ceci implique que E lui-
meˆme est fini et de cardinal majore´ par N∗. On peut donc appliquer le raisonnement pre´ce´dent a`
l’ensemble I ′ = E et a` tout indice i0 tel que ri0 = sup{ri, i ∈ E}. On montre ainsi que {xi, i ∈ E}
est contenu dans B(xi0 ,Kri0), ce qui termine la de´monstration du lemme. ✷
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Lemme A.12. Pour tout k ∈ {0, . . . , N∗ + 1} et tout j ∈ Jk, on a
δk1,j ≤ (6λN
∗)k δk2,j ,
et le cardinal de Ekj est borne´ par N
∗.
De´monstration : La preuve se fait par re´currence sur k, sachant qu’elle est ve´rifie´e pour k = 0.
Supposons donc la proprie´te´ montre´e pour k ≤ N∗.
Soit j ∈ Jk+1. D’apre`s le lemme A.11, le cardinal de Ek+1j est majore´ par N
∗. Soit i0 ∈ E
k+1
j
tel que δk+12,j = ri0 . Le lemme A.10 montre que pour tout ensemble E
k
j′ ∈ E
k contenu dans Ek+1j ,
le diame`tre de Bkj′ est majore´ par
diam(Bkj′) ≤ 6λ (6λN
∗)k δk2,j′ ≤ 6λ (6λN
∗)k ri0 .
L’ensemble Ek+1j est une classe de k + 1-adjacence qui regroupe au plus N
∗ classes Ekj′ telles
que les Bkj′ sont de diame`tre majore´ par 6λ (6λN
∗)k ri0 . Par conse´quent, la re´union des B
k
j′ , et
donc a fortiori {xi, i ∈ E
k+1
j }, est de diame`tre δ
k+1
1,j majore´ par
6λN∗ (6λN∗)k ri0 = (6λN
∗)k+1 ri0 .
On conclut en remarquant que ri0 = δ
k+1
2,j , par de´finition. ✷
Lemme A.13. Supposons que pour un entier k il existe une classe Ekj qui n’appartienne pas a`
la partition Ek−1. Alors le cardinal de Ekj est strictement supe´rieur a` k.
De´monstration : La classe Ekj est partitionne´e par les classes de E
k−1 qui sont adjacentes entre
elles, par de´finition. Si toutes ces classes e´taient de´ja` des classes de Ek−2, la de´finition de l’adja-
cence montrerait que tous les points de Ekj seraient k − 1-adjacents, et donc E
k
j appartiendrait
a` Ek−1. Ceci montre que l’une des classes de Ek−1 incluse dans Ekj n’appartient pas a` E
k−2.
L’affirmations se montre a` pre´sent par une re´currence facile sur k. ✷
Lemme A.14. Les partitions EN
∗
et EN
∗+1 sont e´gales.
De´monstration : Supposons, par l’absurde, que ces partitions sont diffe´rentes. D’apre`s le
lemme A.13, il existe alors dans EN
∗+1 une classe de cardinal strictement supe´rieur a` N∗, ce qui
contredit le lemme A.12. ✷
A.4 Preuve du lemme A.8
Afin de montrer le lemme A.8 on conside`re une suite
a00 = a
0, . . . , a0t , . . . , a
0
N , a
1
0, . . . , a
1
N , . . . , a
m
0 , . . . , a
m
N = b
m
ve´rifiant :
– pour tout n ∈ {0, . . . ,m}, les points an0 , . . . , a
n
N appartiennent a` un meˆme cube (1 + ε)Cn,
les cubes Cn e´tant deux a` deux distincts,
– pour tout n ∈ {0, . . . ,m} et t ∈ {0, . . . , N−1}, la distance d(f t(ant ), f
t(ant+1)) est infe´rieure
a` η fois la distance entre f t((1 + ε)Cn) et le comple´mentaire de f
t((1 + 2ε)Cn).
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Les points de la forme fN (anN ) ont un roˆle particulier. De ce fait nous conside´rons la suite
des f t(ant ) pour 0 ≤ t ≤ N − 1 ordonne´e de la fac¸on suivante :
a00, . . . , f
t(a0t ), . . . , f
N−1(a0N−1), a
1
0, . . . , f
N−1(a1N−1), . . . , a
m
0 , . . . , f
N−1(amN−1).
Afin de simplifier les notations, nous notons cette suite ordonne´e {xi}i∈I , indexe´e de fac¸on
croissante, ou` I = {1, . . . , (m+ 1)N}.
Nous allons appliquer la proposition A.9 a` l’ensemble des points xi. Pour cela, l’espace
me´trique (X, d) de cette proposition sera la varie´te´ M munie de sa distance. Les constantes λ et
N∗ de cette proposition sont celles fixe´es au de´but de la section A.2. La constante K est choisie
e´gale a` 1η , ou` η a` e´te´ fixe´e au de´but de la section A.2.
Pour tout point xi = f
t(ant ) on de´finit ri comme d(f
t(ant ), f
t(ant+1)).
Ces choix nous donnent la majoration K > (6λN∗)N
∗+1. L’item (1) du lemme ci-dessous
montre alors que les hypothe`ses de la proposition A.9 sont ve´rifie´es.
Lemme A.15. Avec les notations ci-dessus on a :
1. pour tout i ∈ I , le cardinal de l’ensemble {i′ ∈ I,B(xi,Kri)∩B(xi′ ,Kri′) 6= ∅} est majore´
par N∗ ;
2. si xi = f
t(ant ), la boule B(xi,Kri) est contenue dans l’image f
t(C) du cube quadrille´.
De´monstration : Par de´finition de ri et de K, si xi = f
t(ant ), la boule B(xi,Kri) est contenue
dans l’image f t((1 + 2ε)Cn) ou` Cn est le carreau associe´ a` a
n
t (en particulier cette boule est
incluse dans f t(C) ce qui montre l’item (2).
Donc si B(xi1 ,Kri1) ∩B(xi2 ,Kri2) 6= ∅ alors les cubes f
t1((1 + 2ε)Cn1) et f
t2((1 + 2ε)Cn2)
s’intersectent, ce qui implique que t1 = t2 (les N premiers ite´re´s de C sont disjoints) et, par le
choix de ε, que les carreaux Cn1 et Cn2 sont adjacents. Par de´finition de N
∗, ceci montre l’item
(1). ✷
La proposition A.9 nous donne donc une partition E = {Ej , j ∈ J} de I ve´rifiant :
– Pour tout j ∈ J , notons δ1,j le diame`tre de l’ensemble {xi, i ∈ Ej}, et δ2,j = sup{ri, i ∈ Ej}.
Finalement notons δj = δ1,j+δ2,j . Soit Bj l’union des boules B(xi, λδj), pour i ∈ Ej. Alors
les Bj sont deux a` deux disjoints.
– Pour tout j ∈ J , il existe i0 ∈ Ej tel que l’ensemble Bj est contenu dans la boule
B(xi0 ,Kri0).
L’item (2) du lemme A.15 implique donc que, pour tout j ∈ J , il existe t tel que Bj ⊂ f
t(C).
Notons Pj l’ensemble des points xi avec i ∈ Ej. En particulier Pj ⊂ f
t(C) et tous les points
xi ∈ Pj sont de la forme f
t(ant ).
Notons P l’ensemble P = {Pj , j ∈ J} ; c’est une partition de {xi, i ∈ I}. Pour tout t ∈
{0, . . . , N−1}, la famille des Pj ∈ P inclus dans f
t(C) induit donc une partition Pt de l’ensemble
{ant , n ∈ {0, . . . ,m}} (en effet cet ensemble est f
−t
(
f t(C) ∩ {xi, i ∈ I}
)
). Ainsi, si P est un
e´le´ment de la partition Pt, alors f
t(P ) est un e´le´ment de P.
On de´finit par re´currence une suite ν(0), ν(1), . . . , ν(s(N +1)+N) d’entier de {0, . . . ,m} de
la fac¸on suivante : on pose ν(0) = 0. On suppose a` pre´sent que la suite est construite jusqu’a` un
nombre de la forme k(N + 1) + t, avec t ∈ {0, . . . , N}.
1. Si t < N , on conside`re le point a
ν(k(N+1)+t)
t . Il appartient a` un unique e´le´ment P de la
partition Pt. Alors ν(k(N + 1) + t+ 1) est le plus grand entier r ∈ {0, . . . ,m} tel que a
r
t
appartient a` P .
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2. Si t = N , et si ν(k(N +1)+N) est strictement infe´rieur a` m, on pose ν((k+1)(N +1)) =
ν(k(N + 1) +N) + 1 ; c’est bien un entier de {0, . . . ,m}.
3. Si t = N et ν(k(N + 1) +N) = m, la suite s’arreˆte et on pose s = k.
Remarquons que la suite ν est croissante (non ne´cessairement strictement). De plus la sous-
suite ν(k(N +1)) est strictement croissante ce qui assure que cette suite est finie : s est infe´rieur
a` m.
Le lemme suivant conclut la preuve du lemme A.8.
Lemme A.16. La suite ν(0), . . . , ν(s(N + 1) +N) satisfait les conclusions du lemme A.8.
De´monstration : Nous avons vu par construction que la suite est croissante. De plus l’item (2)
de la construction de ν donne l’item (1) du lemme A.8 : pour tout k ∈ {1, . . . , s}, on a ν(k(N +
1)) = ν(k(N + 1)− 1) + 1.
Montrons d’abord que, pour tout t ∈ {0, . . . , N − 1}, tout ensemble P de la partition Pt
contient au plus un point de la forme a
ν(k(N+1)+t)
t : en effet, soit k ∈ {0, . . . , s} le plus petit entier
tel que a
ν(k(N+1)+t)
t ∈ P . D’apre`s l’item (1) de la construction de ν, l’indice ν(k(N +1) + t+1)
est le plus grand entier r tel que art appartient a` P . La suite ν e´tant croissante, ν(k(N +1)+N)
est supe´rieur ou e´gal a` ν(k(N + 1) + t+ 1). L’item (2) de la construction de ν (et la croissance
de ν) montre ν((k+1)(N +1)+ t) > ν(k(N +1)+ t+1). La suite ν e´tant croissante, pour tout
k′ > k le point a
ν(k′(N+1)+t)
t n’appartient pas a` P , ce qui montre notre affirmation.
En conse´quence, tout ensemble Pj ∈ P contient au plus un point de la forme f
t(aν(k(N+1)+t)),
avec k ∈ {0, . . . , s} et t ∈ {0, . . . , N − 1}.
Pour tout k ∈ {0, . . . , s} et tout t ∈ {0, . . . , N − 1}, notons Bkt la boule centre´e au point
f t
(
a
ν(k(N+1)+t)
t
)
et de rayon λd
(
f t
(
a
ν(k(N+1)+t)
t
)
, f t
(
a
ν(k(N+1)+t+1)
t+1
))
. Afin de conclure la
preuve du lemme A.8, il reste a` montrer les items (2) et (3) c’est-a`-dire que les boules Bkt sont
deux a` deux disjointes et que, pour tout t ∈ {0, . . . , N − 1}, chaque boule Bkt est contenue dans
f t(C).
Soient k ∈ {0, . . . , s} et t ∈ {0, . . . , N − 1}. Le point f t
(
a
ν(k(N+1)+t)
t
)
appartient a` un
ensemble Pj ∈ P associe´ a` une classe Ej ∈ E . Nous allons montrer :
Affirmation 3. Avec ces notations, la boule Bkt est incluse dans l’ensemble Bj associe´ a` la
classe Ej .
Voyons d’abord que cette affirmation conclut la preuve du lemme A.8. En effet, nous avons
vu que l’ensemble Bj est contenu dans f
t(C) ; il en est donc de meˆme pour Bkt (ceci montre
l’item (3)).
Pour montrer l’item (2), rappelons que les Bj sont deux a` deux disjoints, et que Bj contient
l’ensemble Pj . L’ensemble Bj est donc disjoint de Pj′ pour j
′ 6= j. Comme chaque Pj contient
au plus un point de la forme f t(aν(k(N+1)+t)), il en est de meˆme pour les ensembles Bj . Utilisant
l’affirmation 3 et a` nouveau que les Bj sont deux a` deux disjoints, un ensemble Bj rencontre au
plus un ensemble Bkt . Les ensembles B
k
t sont donc deux a` deux disjoints.
Preuve de l’affirmation 3 : Estimons le rayon de la boule Bkt . Pour cela on e´crit :
d
(
f t
(
a
ν(k(N+1)+t)
t
)
, f t
(
a
ν(k(N+1)+t+1)
t+1
))
≤
≤ d
(
f t
(
a
ν(k(N+1)+t)
t
)
, f t
(
a
ν(k(N+1)+t+1)
t
))
+ d
(
f t
(
a
ν(k(N+1)+t+1)
t
)
, f t
(
a
ν(k(N+1)+t+1)
t+1
))
.
(2)
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Le premier terme de la somme est une distance entre deux points de Pj ; en effet, le point
f t
(
a
ν(k(N+1)+t)
t
)
appartient a` Pj par de´finition de j et f
t
(
a
ν(k(N+1)+t+1)
t
)
appartient a` Pj par
de´finition de ν(k(N + 1) + t+ 1), voir l’item (1) de la construction de ν. Ce premier terme est
donc infe´rieur au diame`tre δ1,j de Pj .
Le point f t
(
a
ν(k(N+1)+t+1)
t
)
est un point xi0 , i0 ∈ I, de la suite conside´re´e au de´but de cette
section. Le second terme de la somme dans (2) est le rayon ri0 correspondant a` xi0 . Puisque
xi0 appartient a` Pj , ce second terme est donc infe´rieur a` δ2,j (qui est le plus grand des rayons
associe´s aux points de Pj).
On en de´duit :
λd
(
f t
(
a
ν(k(N+1)+t)
t
)
, f t
(
a
ν(k(N+1)+t+1)
t+1
))
≤ λ(δ1,j + δ2,j) ≤ λδj .
Puisque Bj est la re´union des boules B(xi, λδj), pour i ∈ Ej , et que f
t
(
a
ν(k(N+1)+t)
t
)
peut
s’e´crire de la forme xi, i ∈ Ej, on obtient que B
k
t est contenu dans Bj .
✷
Ceci termine la preuve du lemme A.8, et comple`te donc la preuve du the´ore`me 2.1. ✷
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