Abstract. We consider a generalized version of the Takagi function, which is one of the most famous example of nowhere differentiable continuous functions. We investigate a set of conditions to describe the rate of convergence of Takagi class functions from the probabilistic point of view: The law of large numbers, the central limit theorem, and the law of iterated logarithm. On the other hand, we show that the Takagi function itself does not satisfy the law of large numbers in the usual sense.
Introduction
The tent-map on [ Let ϕ (1) (x) := ϕ(x), and ϕ (n) (x) denote the n-fold iteration of ϕ(x). For x ∈ R, we write ϕ(x) for ϕ(x − ⌊x⌋). Then we can see that ϕ(x) has period 1, and ϕ (n) (x) = ϕ(2 n−1 x) for each n = 1, 2, · · · .
The continuous function defined by
is called the Takagi function. Takagi [12] shows that T (x) has nowhere finite derivative (the above definition is different from but equivalent to the original one given in [12] ). We refer to an excellent survey paper by Allaart and Kawamura [2] for several known properties of T (x) and its generalizations. We say a real sequence {c n } ∈ ℓ p if
If {c n } ∈ ℓ 1 , then for each x ∈ [0, 1], the limit converges for all x ∈ [0, 1], then {c n } ∈ ℓ 1 (Hata and Yamaguti [7] ). The set of all functions defined by (1.1) with {c n } ∈ ℓ 1 is called the Takagi class. Kôno [9] studied the differentiability and the modulus of continuity of Takagi class functions, from the probabilistic point of view: We regard the functions f (x) and f N (x) defined by (1.1) and (1.2) as a random variable on the Lebesgue probability space (Ω, F , P ), where Ω = [0, 1], F is the Borel σ-field of Ω, and P is the Lebesgue measure on Ω. We quote the result on the differentiability proved in [9] .
Theorem ( [9] , Theorem 2). Assume that {c n } ∈ ℓ 1 , and consider the continuous function f (x) defined by (1.1).
(i) If {2 n c n } ∈ ℓ 2 , then f (x) is absolutely continuous -differentiable at almost every x.
is non differentiable at almost every x, but differentiable on an uncountable set.
For results on the modulus of continuity, see [1, 5, 9] . In this paper, we investigate the rate of convergence for Takagi class functions: What is the magnitude of f (x) − f N (x)? Let us begin with a simple observation. The tent-map ϕ(x) has two fixed points x = 0, 2 3 in
• For each dyadic rational x = k 2 m , we have ϕ (n) (x) = 0 for all n > m, and f (x) − f N (x) = 0 for all N > m.
• Since ϕ (n) 2 3 = 2 3 for all n, we have
Our main result, summarized in the following theorem, shows that those points are rather 'exceptional', and describes the magnitude of
Theorem 1.1. Assume that {c n } ∈ ℓ 1 , and ∞ n=N (c n ) 2 > 0 for any N . In (i) and (ii) below, we assume ∞ n=N c n = 0 for any N in addition.
(i) (the L 2 -weak law of large numbers for the ratio)
holds if and only if
for any ε > 0. (ii) (the strong law of large numbers for the ratio) If
holds for any K > 0, then
(iii) (the central limit theorem) If
for any u ∈ R. (iv) (the law of iterated logarithm) Let φ(t) := 2t log log(1/t). If (1.6) holds, then
If (1.6) is strengthened to
then we have lim sup
Remark 1.2. As a corollary of the first half of Theorem 1.1 (iv), another strong law of large numbers is obtained under a mild condition (1.6):
Example 1.3. c n = n −α (α > 1). We use the fact
where a n ∼ b n means that a n /b n converges to 1.
Since sup n≥N (c n ) 2 = (c N ) 2 = N −2α , all the assumptions in Theorem 1.1 are satisfied. Noting that
we have the following corollary of Theorem 1.1 (iii): For any u ∈ R,
Here we use the following (see Appendix):
where a n ≍ b n means that there are positive constants C 1 and C 2 such that
Noting that
we see that the conditions in Theorem 1.1, except (1.7), are satisfied. Note that (1.7) holds only when 0 < β < 1/2. At this point we do not know this gap can be filled. Remark 1.5. By the above calculations, we can see the following conditions are sufficient to apply Theorem 1.1: |c n | ≍ n −α with α > 1, or |c n | ≍ e −Kn β with K > 0 and 0 < β < 1. Example 1.6. Suppose that K > 0 and β ≥ 1. Since
for sufficiently large N , which shows that (1.4) in Theorem 1.1 is not satisfied. Example 1.6 shows that Theorem 1.1 does not cover the Takagi function T (x) itself. In fact, we have the following result when c n = r n with 0 < |r| < 1. Theorem 1.7. Let r be a real number satisfying 0 < |r| < 1. Define
There is a nondegenerate random variable (i.e. a nonconstant measurable function) L r (x) with mean one such that
(ii) lim
∞ n=N r n = 1 for a.e. x and in L 1 .
Example 1.9. It is well-known (see e.g. [13] ) that f 1
and for 0 ≤ u ≤ 6 · (1/4) = 3/2, we have
2. Proof of Theorem 1.1 2.1. Preliminaries. We follow the probabilistic approach to Takagi class functions pioneered by Kôno [9] . It is easy to see that the Lebesgue measure P on [0, 1] is ϕ-invariant, which means that for each n = 1, 2, · · · , the random variable ϕ (n) is uniformly distributed over [0, 1]. Now we introduce
, and E[(ϕ
where E[X] denotes the expectation of X with respect to P :
The binary expansion of x ∈ [0, 1) is denoted by
(If x is a dyadic rational, then we choose the representation with ε n (x) = 0 except finitely many n's.) We define Rademacher functions {R n (x)} by
Then {T N } is a decreasing family of sub σ-fields of F . For each N = 1, 2, · · · , we define
The following fact, which follows from Lemma 2.1, is the starting point of our calculation. (Apparently it plays no major role in [9] .)
for any integer r > 1 and n 1 < n 2 < · · · < n r . In fact, {ϕ (n) * } forms a multiplicative system ( [9] , Theorem 1 (i)): For any integer r > 1 and
Law of Large numbers.
By the orthogonality of reverse martingale differences {d n }, we have
To prove Theorem 1.1 (ii), we use a tail sum analog of Lemma 1 in Azuma [3] , whose proof is quite similar to the original one and is omitted.
By Markov's inequality and Lemma 2.3 with λ = c
n=N (c n ) 2 for any ε > 0. By the assumption of Theorem 1.1 (ii), we have
A standard application of the Borel-Cantelli lemma (see e.g. Theorem 2.1.1 in [11] ) gives Theorem 1.1 (ii).
2.3. The central limit theorem. We try to apply the following result, which is a special case of Corollary 3.4 in Hall and Heyde [6] .
Lemma 2.4 (cf. [6] , Corollary 3.4). Suppose that (M N , T N ) is a squareintegrable reverse martingale. Let
Recalling that d n = c n ϕ
which says that (2.1) follows from (2.3) in the lemma below.
Lemma 2.5. The condition (1.6) implies that
Proof. Set
Noting that lim To show (2.2), we prove
Note that
The numerator is equal to
The first term in the right hand side is
To estimate the second term in the right hand side, we prepare a lemma.
Lemma 2.6. For any positive integers i, j with i < j,
by Lemma 2.1. Let n = j − i. Again by Lemma 2.1,
Using the independence of {R k },
Let us look at the right hand side. The first term is
The second term is 0. The third term is
Thus we have
Using Lemma 2.6, the second term of the right hand side of (2.5) is
, which says that (2.3) implies (2.4). This completes the proof of Theorem 1.1 (iii).
2.4.
The law of iterated logarithm. The first half of Theorem 1.1 (iv) can be obtained by a similar idea as in the proof of Theorem 2 of Azuma [3] (see also p. 238-240 in Stout [11] ). We use the following lemma.
Lemma 2.7 (cf. [3], Lemma 2). Let a and b be positive integers with a < b.
For any real number λ,
Proof. For a reversed martingale (M N , T N ), the sequence (Y n , G n ) n=0,··· ,b−a defined by Y n := M b−n , and G n := T b−n forms a martingale. Using this observation we can prove Lemma 2.7 by a similar argument to Lemma 2 in [3] .
Recall that
We will show that
Fix ε > 0, and p > 1 satisfying (1 + ε)/p > 1. We define a subsequence {N k } by
Noting that (1.6) is equivalent to
Since φ(t) is increasing near t = 0, we can see that
By Lemma 2.7 and Markov's inequality,
for any u > 0. Applying this to
we have
. By (2.7) and (2.8),
and we can find a positive constant C satisfying ( * ) ≤ Ck −(1+ε/2) . The Borel-Cantelli lemma implies (2.6).
To prove the second half of Theorem 1.1 (iv), we use the following lemma, which is a special case of Scott and Huggins [10] , Theorem 6. Lemma 2.8 (cf. [10] , Theorem 6). Assume that (M N , T N ) is a reversed martingale with uniformly bounded differences. If a positive non-increasing sequence {W N } satisfies that
Remark 2.9. We explain the difference between the above lemma and Theorem 6 of [10] . Here we only use a deterministic norming sequence {W N }.
As {M N } has uniformly bounded differences, the sequence {Z n } in [10] , used for truncation, is not needed. Finally, the conclusion of Theorem 6 of [10] is the functional law of the iterated logarithm, while our statement is in an ordinary form for simplicity.
We apply this lemma to W 2 N := s 2 N . As in the first half, (2.11) and (2.12) hold. Using (1.7) and
is T n+1 -measurable, and we have
This means that (2.9) is the almost-sure version of (2.2). Let F 0 denote the trivial σ-algebra, and F n := σ(R 1 , · · · , R n ) for n = 1, 2, · · · . Noting that ϕ (n) * is independent of F n−1 again by Lemma 2.1,
and Theorem 2.15 in [6] implies that
By a tail version of Kronecker's lemma (see Lemma 1 (ii) in [8] ), the right hand side of (2.13) converges to 0 as N → ∞. This completes the proof.
3. Proof of Theorem 1.7
Our proof of Theorem 1.7 relies on the following identity.
Lemma 3.1. For any N = 1, 2, · · · ,
Proof. Recalling that ϕ (n) (x) = ϕ(2 n−1 x), we see
Using this, we have
we obtain the desired identity.
Remark 3.2. The formula for r = 1/2 is
which shows the self-similarity of the graph of the Takagi function
The dyadic transformation of Ω, defined by B(x) = 2x−⌊2x⌋, is one of the fundamental examples in ergodic theory (see e.g. Chapter 1 of Billingsley [4] ). Since B is measure-preserving, for any N , the distribution of
is the same as that of
. This together with Lemma 3.1 gives Theorem 1.7 (i). Moreover, since B is an ergodic transformation of Ω, it follows from Birkhoff's individual ergodic theorem and von Neumann's mean ergodic theorem that
In view of Lemma 3.1, this completes the proof of Theorem 1.7 (ii).
Conclusion
In this article, precise results on the rate of convergence of Takagi class functions f are obtained. It tells us how accurate an approximation of f by its partial sums, and can be applied in drawing an accurate graph of f . It also reveals new aspects of chaotic behavior of the tail sum of Takagi class functions. The reader is invited to explore potential applications of the idea developed in the present paper.
Once one recognizes that (1.8) should hold, it can be quickly obtained by summing up the asymptotics
which can be proved by differentiation of N 1−β e −KN β in N . For the sake of completeness, we give a constructive proof of (1.8).
Lemma A.1. For K > 0 and 0 < β < 1, there exist positive constants C i = C i (K, β) (i = 1, 2) such that For a ≥ 1, we have a 1−iβ ≤ a 1−β for i = 1, · · · , s. Noting that (1/β)−s−1 ≤ 0, for a ≥ 1 satisfying Ka β ≥ 1, the second term in the right hand side is not more than Γ( for sufficiently large N .
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