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1.  Introduction 
Data sharing in today’s globally networked 
systems poses a threat to individual privacy and 
organizational confidentiality. An example of linking 
medication records with a voter list can uniquely 
identify a person’s name and medical information. New  
 
 
privacy acts and legislations are recently enforced in 
many countries. 
Consider a table T about a patient’s 
information on Birthplace, Birth year, Sex, and 
Diagnosis. If a description on of Birthplace Birth year 
Sex is so specific that not many people match it, 
releasing the table may lead to linking a unique record 
to an external record with explicit identity, thus 
identifying the medical condition and compromising 
the privacy rights of the individual . Suppose that the 
attributes Birthplace, Birth year, Sex, and Diagnosis 
must be released (say, to some health research institute 
for research purposes). One way to prevent such linking 
is masking the detailed information of these attributes 
as follows: 
1. If there is a taxonomical description for a 
categorical attribute (for example, Birthplace), we can 
generalize a specific value description into a less 
specific but semantically consistent description. For 
example, we can generalize the cities San Francisco, 
San Diego, and Berkeley into the corresponding state 
California. 
2. If there is no taxonomical description for a 
categorical attribute, we can suppress a value 
description to a “null value” denoted?. For example, we 
can suppress San Francisco and San Diego to the null 
value? While keeping Berkeley  
3. If the attribute is a continuous attribute (for 
example, Birth year), we can discredited the range of 
the attribute into  a small number of intervals. For 
example, we can replace specific Birth year values 
from 1961 to 1965 with an interval [1961-1966]. 
By applying such masking operations, the 
information on Birthplace, Birth year, and Sex is made 
less specific, and a person tends to match more records. 
For example, a male born in San Francisco in 1962 will 
match all records that have the values (CA, [1961- 
1966], M) clearly, not all matched records correspond 
to the person. Thus, the masking operation makes it 
more difficult to tell whether an individual actually has 
the diagnosis in the matched records. 
Protecting privacy is one goal. Making the 
released data useful to data analysis is another goal. In 
this paper, we consider classification analysis. 
Classification is a fundamental problem in data 
Abstract 
In recent days Data mining techniques have been 
widely used in various applications. One of the most 
important applications in data mining is association 
rule mining. For hardware implementation of Apriori-
based association rule mining we have to load 
candidate item sets and a database into the hardware. 
As the hardware architecture capacity is fixed, when 
the number of items or the number of candidate item 
sets in database is larger than the hardware capacity, 
the items are loaded into the hardware separately. 
Which increases the time complexity to those steps that 
require to load candidate item sets or database items 
into the hardware which is proportional to the number 
of candidate item sets multiplied by the number of items 
in the database. As the time complexity is increasing  
because of  many candidate item sets and use of  large 
database , which is finally reflecting the performance 
bottleneck. In this paper, we propose a HAsh-based 
and PiPelIned (abbreviated as HAPPI) architecture to 
enhance the implementation of association rule mining  
on hardware. Hence, we can effectively decrease the 
frequency of loading the database into the hardware. 
HAPPI solves the bottleneck problem in a priori-based 
hardware schemes. Along with this hashing we are 
including here the privacy preservation for the 
sensitive data that is processing in the data mining. It is 
a common problem that is being faced by all Data 
Mining Techniques. 
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collection of data. Releasing person-specific data, such 
as customer data or patient records, may pose a threat 
to an individual’s privacy. Even after removing explicit 
identifying information such as Name and SSN, it is 
still possible to link released records back to their 
identities by matching some combination of non 
identifying attributes such as Sex, Zip, and Birth date. 
A useful approach to combat such linking attacks, 
called k-anonymization, is anonym zing the linking 
attributes so that at least k released records match each 
value combination of the linking attributes. 
 
Apriori  is a classic algorithm for learning 
association rules. Apriori is designed to operate on 
database containing transactions. Apriori finds frequent 
itemsets by scanning a database to check the 
frequencies of candidate itemsets, which are generated 
by merging frequent sub-itemsets. Apriori uses to count 
candidate item sets efficiently.  Apriori-based 
algorithms have undergone bottlenecks because they 
have too many candidate itemsets. So we can’t reduce 
the frequency of loading the database into the 
hardware. 
 
We propose a HAsh-based and PiPelIned 
(abbreviated as HAPPI) architecture for hardware-
enhanced association rule mining. There are three 
hardware modules in our system.  
 
1.  First, when the database is fed into the 
hardware, the candidate itemsets are compared 
with the items in the database by the systolic 
array. 
 
2.   Second, we collect trimming information. 
From this information, infrequent items in the 
transactions can be eliminated since they are 
not useful in generating frequent itemsets 
through the trimming filter. 
3.   Third, we generate itemsets from transactions 
and hash them into the hash table, which is 
then used to filter out unnecessary candidate 
itemsets. 
 
 Our Proposed System solves the bottleneck problem in 
a priori-based hardware schemes. 
 
 
2.  System Overview  
To solve the inconveniences as mentioned 
above, the following system is proposed. The notion of 
k-anonymity was proposed to overcome the drawbacks 
of existing system. In general, a cost metric is used to 
measure the data distortion of anonymization. Two 
types of cost metric have been considered. The first 
type, based on the notion of minimal generalization is 
independent of the purpose of the data release. The 
second type factors in the purpose of the data release 
such as classification. The goal is to find the optimal k-
anonymization that minimizes this cost metric. We 
presented a top-down approach to iteratively refine the 
data from a general state into a special state, guided by 
maximizing the trade-off between information and 
anonymity. 
The proposed system should contain the following 
features: 
1. Top-down refinement masks a given table to satisfy 
broad range of anonymity requirements without 
sacrificing significantly the usefulness to classification. 
 
2. Top-down Refinement is much more efficient than 
previously reported approaches, particularly the genetic 
algorithm. 
 
3. The previous optimal k-anonymization does not 
necessarily translate into the optimality of 
classification; the proposed Top-Down Refinement 
finds a better anonymization solution for classification. 
 
4. The proposed Top-Down Refinement scales well 
with large data sets and complex anonymity 
requirements. 
 
In Fig. 1, among three hardware modules in HAPPI 
Model. First, when the database is fed into the 
hardware, the candidate itemsets are compared with the 
items in the database by the systolic array. Candidate 
itemsets that have  a higher frequency than the 
minimum support value are viewed as frequent 
itemsets. 
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Second, we determine the frequency that each item 
occurs in the candidate itemsets in the transactions at 
the same time. These frequencies are called trimming 
information. From this information, infrequent items in 
the transactions can be eliminated since they are not 
useful in generating frequent itemsets through the 
trimming filter as shown in Fig 2. 
 
 
 
Fig 2: second Module of HAPPI Model: Trimming 
Filter 
 
Third, we generate itemsets from transactions and hash 
them into the hash table, which is then used to filter out 
unnecessary candidate itemsets. After the hardware 
compares candidate itemsets with the items in the 
database, the trimming information is collected and the 
hash table is built as in Fig 3. 
 
 
Fig 3: first Module of HAPPI Model: Hash 
Table Filter 
 
The useful information helps us to reduce the number 
of items in the database and the number of candidate 
itemsets. Based on the trimming information, items are 
trimmed if their corresponding occurrence frequencies 
are not larger than the length of the current candidate 
itemsets. In addition, after the candidate itemsets are 
generated by merging frequent subitemsets, they are 
sent to the hash table filter. If the number of itemsets in 
the corresponding bucket of the hash table is less than 
the minimum support, the candidate itemsets are 
pruned. As such, HAPPI solves the bottleneck problem 
mentioned earlier by the cooperation of these three 
hardware modules. 
 
3.  System Design & Implementation 
 
The System designing is observed by 
considering Usecase Diagrams as follows. 
  
Use Cases for Input and Viewing Data: 
Data to be Anonymized or Classified should be 
given as Input. This Input can be in the form of File or 
Database or a Data Warehouse. The Use cases for 
Providing Input and also viewing this Information are 
given below: 
From File
From DB
From Data Warehousing
Admin
Input
                                 
Fig 4: Use case diagram for Giving Input for 
Anonymizing 
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From DB
From Data Warehousing
Admin
View
 
 
 
Fig 5: Use case Diagram for viewing the information 
given as Input 
 
Identifying and Setting Attributes: 
  In our project we need to identify two attributes 
and also calculate one attribute. These operations can be 
done either by Database Administrator or System 
Administrator. After Identifying the Sensitive and Quasi 
Attributes they are hidden by setting these attributes. 
Initially Sensitive Attribute is identified and is set, and 
then Quasi Attribute must be identified and set. After 
hiding both of these attributes a Virtual identifier is 
calculated and also set. 
 
Identify Sensitive Data
Set Sensitive ID
Identify Quasive ID
Admin
DBA
Set Quasive ID
Calculate Virtual ID
Set Attributes
Set Virtual ID
 
Fig 6: Use case for identifying the Setting the 
attributes 
 
Use case for preserving the Data: 
  The use case Process is for preserving the Data 
by generalizing, discretizing and suppressing. 
Generalization is performed by refining the values set in 
the Datasets according to the Administrators interest. 
Discretization is done by anonymizing the continuous 
attribute values into an interval by Anonymizing. Finally 
suppressing is done by setting the Attributes i.e. sensitive 
and quasi identifiers. The Use case for preserving data is 
given below 
 
Set Attribute
Create DataSets
K- Anonimity
Admin
K - Anonimization
Refinement
Process
 
Fig 7: Use case for processing the Data 
 
Use case for publishing the Data by providing Privacy: 
  The Sensitive data and Quasi Information are 
identified and Hidden by setting them. Invoke, Calculate 
and View the applied Top down Strategy. Finally the 
Classified Output is generated and viewed. The data to be 
analyzed is published by hiding sensitive and quasi 
information thereby providing privacy. The use case for 
providing privacy and publishing the rest of information 
is given below: 
 
Phani Ratna Sri Redipalli et al, Int. J. Comp. Tech. Appl., Vol 2 (5), 1256-1262
IJCTA | SPT-OCT 2011 
Available online@www.ijcta.com
1259
ISSN:2229-6093Invoke TDS
Calculate TDS
View TDS Graphics
Admin
Generate TDS Output
View TDS Output
Privacy
 
Fig 8: Use case for publishing the Data by providing 
Privacy 
 
4.  Results 
 
 
 
Fig 9: To Select the Classification Data 
 
 
 
 
Fig 10: Details Available in Database Created 
 
 
 
Fig 11: K-Anonymizing Fields 
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Fig 12: Refinement Based on Dataset Created on 
Required Attribute 
 
 
 
 
Fig 13: Refined Table 
 
5.  CONCLUSION 
In this project work we have made a modest 
attempt to provide privacy for person-specific 
Information. We feel that we have succeeded in 
achieving the objective of the project.  
Our approach is based on two observations 
specific to classification: Information specific to 
individuals tends to be over fitting, thus of little utility, 
to classification; even if a masking operation eliminates 
some useful classification structures, alternative 
structures in the data emerge to help. Therefore, not all 
data items are equally useful for classification and less 
useful data items provide the room for anonym zing the 
data without compromising the utility. With these 
observations, we presented a top-down approach to 
iteratively refine the data from a general state into a 
special state, guided by maximizing the trade-off 
between information and anonymity.  
This top-down approach serves a natural and 
efficient structure for handling categorical and 
continuous attributes and multiple anonymity 
requirements.  
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