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ABSTRACT
In this work we establish a systematic approach to design op-
timum chip pulse shapes for DS-CDMA systems which are
absolutely bandlimited, whose energy is mainly concentrated
in one chip duration, and that minimize the Cramer-Rao lower
bound for the time-delay. The proposed methodology makes
it possible to formulate the problem of designing optimum
chip pulse shapes in terms of achieving a trade-off between
synchronization accuracy and acquisition and tracking robust-
ness as an optimization problem. This methodology is based
on the prolate spheroidal wave functions (PSWF), which en-
able to transform the primal variational problem into the dual,
tractable parametric optimization problem. This work shows
the interesting capabilities of the presented signal design ap-
proach for DS-CDMA systems. Two design examples for sig-
nal design are shown for global navigation satellite systems
(GNSS) considering different requirements and constraints.
1. INTRODUCTION
Besides the design of the applied pseudo noise (PN) binary se-
quences with regards to cross-correlation properties and jam-
ming margin [1] , the design of the chip pulse shape for these
PN sequences also needs to be considered in order to shape
the autocorrelation function and to control the bandwidth oc-
cupancy of the signal. For precise synchronization the impor-
tant trade-off between achievable synchronization accuracy,
acquisition and tracking robustness needs to be achieved. Es-
pecially in the framework of global navigation satellite sys-
tems (GNSS), the signal shall also provide robustness against
tracking errors induced by multipath signals [2]. Further-
more, various additional constraints regarding signal genera-
tion and spectral separation to other non-interoperable signals
in the same band if any need to be considered as well. Thus,
there is great demand for a systematic approach to signal de-
sign in order to consider all these different requirements and
constraints jointly.
In this work we establish a systematic approach to design
optimum chip pulse shapes for DS-CDMA systems which
are absolutely bandlimited, whose energy mainly is concen-
trated in one chip duration, and that minimize the Cramer-
Rao lower bound (CRLB) for the time-delay. The proposed
methodology makes it possible to formulate the problem of
designing optimum chip pulse shapes in terms of achieving
a trade-off between synchronization accuracy and acquisition
and tracking robustness as a tractable optimization problem.
Previous work by the authors established the basic method-
ology and showed that this approach is very promising and
advantageous [3, 4]. In this work the proposed approach
will be extended and further details will be explored. Ad-
ditional constraints are introduced to the optimization prob-
lem in order to ensure a smooth cut-off of the power spec-
trum at the edges of the signal band and on the other hand
to limit the spectral separation coefficient (SSC) [5] between
the newly designed signals and other non-interoperable sig-
nals which are present in the same band. This methodology is
based on the prolate spheroidal wave functions (PSWF) [6, 7],
which enable to transform the primal variational problem into
the dual, tractable parametric optimization problem. Related
work about using the PSWF for pulse chip shape design con-
sidering various constraints was reported in [8, 9, 10], but
here time limited pulses were favoured, different cost func-
tions were applied than the CRLB and the important trade-off
between synchronization accuracy and acquisition and track-
ing was not considered.
The presented systematic approach to DS-CDMA signal
design is a powerful methodology to accomplish a signal de-
sign which enables to be in full control of all the design pa-
rameters. The derived low complexity optimization problem
can be solved easily and reliably. Especially, for GNSS sig-
nal design this methodology enables to achieve the trade-off
between achievable synchronization accuracy and acquisition
and tracking while considering additional constraints regard-
ing signal generation and spectral separation.
2. SYSTEM MODEL
We assume coherent downconversion of the radio frequency
signal to baseband. The received DS-CDMA baseband navi-
gation signal of one satellite is given by
y(t) =
√
P c(t− τ) + n(t), (1)
where P denotes the signal power, c(t) is the pseudo noise
(PN) binary sequence, τ is the time delay of the user, and
n(t) is white Gaussian noise with power spectral density of
N0/2. Thus, the PN sequence is given by
c(t) =
Nc∑
k=0
ck δ(t− kTc) ∗ p(t), (2)
where p(t) denotes the chip pulse shape, and ck ∈ {−1, 1}
are the code bits of the PN sequence.
In order to perform precise synchronization in a naviga-
tion receiver the delay τ needs to be estimated with high accu-
racy. The variance of the delay estimation error σ2τ of any un-
biased estimator is lower bounded by the Cramer-Rao lower
bound (CRLB). The CRLB can be given [11]
σ2τ ≥
Bn
C/N0 8π2
∫∞
−∞ |P (f)|2 df∫∞
−∞ f
2 |P (f)|2 df , (3)
where Bn denotes the (two-sided) noise bandwidth [12, 13]
of the generic estimator, P (f) is the Fourier transform of the
chip pulse shape p(t), and C/N0 denotes the carrier-to-noise
density ratio of the received signal. For long PN sequences
the autocorrelation function R(ε) can be approximated as
R(ε) ≈
∫ ∞
−∞
p(t)p(t− ε) dt =
∫ ∞
−∞
|P (f)|2ej2πfε df. (4)
3. SIGNAL DESIGN APPROACH
In the following we will outline a systematic approach to op-
timum chip pulse shape design in order to design signals with
defined properties. Our goal is to design chip pulse shapes
p(t) which are absolutely bandlimited to [−B,B], whose en-
ergy mainly is concentrated within [−Tc/2, Tc/2], and which
accomplish a trade-off between synchronization accuracy on
the one hand and tracking and acquisition robustness on the
other hand. Synchronization accuracy is given by the CRLB
defined in (3). Thus, we choose the CRLB as our cost func-
tion which will be minimized. The minimization is subject to
the constraint ∫ ∞
−∞
|P (f)|2 df = 1. (5)
Minimizing the CRLB subject to (5) leads to maximizing∫∞
−∞ f
2 |P (f)|2df , which denotes the second moment of
the power spectrum |P (f)|2. This is equal to maximizing
the curvature of the autocorrelation function R(ε) at ε = 0
as from basic theorems of the Fourier transform and (4)∫∞
−∞ f
2 |P (f)|2df ≈ − 14π2 d
2 R(ε)
d ε2
∣∣∣
ε=0
[14].
Tracking and acquisition robustness is addressed by lim-
iting the side extrema of the autocorrelation function R(ε)
besides the global extremum at ε = 0. This can be defined as
an additional constraint:
∀
i∈N
|νi| ≤ κ, (6)
where νi denote the value of R(ε) at the local extrema besides
the global maximum of R(ε) for ε = 0. Thus, we limit the
absolute value of the local extrema of R(ε) to κ ∈ [0, 1].
The shaping coefficient κ quantifies the trade-off between
synchronization accuracy and tracking and acquisition robust-
ness.
Furthermore, it is desirable to ensure a smooth cut-off of
the power spectrum |P (f)|2 at f = ±B. We define this as a
constraint of our optimization problem:
|P (±B)|2 ≤ γ, (7)
whereas γ ∈ R+ denotes the upper bound for the cut-off of
|P (f)|2 at f = ±B.
In GNSS signal design the spectral separation between
non-interoperable signals in the same band plays an important
role. The spectral separation of two signals can be for exam-
ple quantified by the spectral separation coefficient (SSC) [5]
,
SSC =
∫ ∞
−∞
Φ1(f)Φ2(f) df, (8)
where Φ1(f) and Φ2(f) denote the power spectral density
of the two signals respectively. We now can include another
constraint to our optimization problem. We can give an upper
bound for the SSC in dB/Hz between the new designed signal
and a certain non-interoperable signal in the same band:∫ ∞
−∞
|P (f)|2 Φ(f)df ≤ SSC. (9)
3.1. Prolate Spheroidal Wave Functions (PSWF)
Whereas the resulting optimization problem is not tractable
it is converted to an equivalent discrete formulation with re-
duced dimensions. This will be achieved by expanding the
chip pulse shape p(t) of a PN sequence using an adequate
set of orthogonal basis functions. This approach transforms
the apparent variational problem into a parametric optimiza-
tion problem solving for the expansion coefficients that min-
imize the cost function. Special functions known as the pro-
late spheroidal wave functions (PSWF) are particularly well
suited to form a set of basis functions [6]. They have the very
interesting property of being orthogonal over two different in-
tervals.
For any B > 0 and Tc > 0 the PSWF form an infinite
set of real functions ψ0(, t), ψ1(, t), ψ2(, t), . . .with asso-
ciated real positive eigenvalues λ0() > λ1() > λ2(), . . . .
The ψm and λm are functions of the normalized time-
bandwidth product 2 = 2πTcB. The ψm(, t) are bandlim-
ited to [−B,B] and form a complete and orthonormal set of
functions [6]:∫ ∞
−∞
ψm(, t) ψn(, t) dt =
{
1, m = n
0, m 	= n . (10)
They also form a complete and orthogonal set in the interval
[−Tc/2, Tc/2] [6]:∫ Tc/2
−Tc/2
ψm(, t) ψn(, t) dt =
{
λm(), m = n
0, m 	= n . (11)
The PSWF are solutions of the integral equation [6]
λm ψm(, t) =
∫ Tc/2
−Tc/2
sin(2πB(t− s))
π(t− s) ψm(, s) ds.
(12)
The Fourier transform Ψm(, f) of ψm(, t) can be expressed
in terms of ψm(, t). Following [6, 15] we get
Ψm(, f) =
{
(−j)m
√
Tc
λm 2B
ψm(, f
Tc/2
B ) for |f | ≤ B
0 else
(13)
Applying Parsival’s theorem to (10) we get∫ ∞
−∞
Ψm(, f) Ψ∗n(, f) df =
{
1, m = n
0, m 	= n . (14)
The ψm(, t) are real, even for m even and odd for m odd.
Their Fourier transform Ψm(, f) is real and even for m even
and imaginary and odd for m odd. For the generation of the
PSWF we followed [6, 16, 17].
Finally, we propose the expansion
p(t) =
∞∑
m=0
αmψm(, t), (15)
where {αm}∞m=0 are the expansion coefficients. We now can
transform the primal variational problem into a parametric op-
timization problem by setting P (f) =
∑∞
m=0 αmΨm(, f).
3.2. Optimization Problem
The resulting parametric optimization problem now needs to
be reduced in its complexity in order to make it tractable. The
very interesting property of the PSWF of being orthogonal
over two different intervals enables us to perform the follow-
ing reduction of the optimization problem.
In the following we will restrict ourself to the case  = π.
From (10) and (11), a small value of λm implies that ψm(, t)
will have most of its energy outside [−Tc/2, Tc/2], whereas
a value of λm near 1 implies that ψm(t) contains most of its
energy within [−Tc/2, Tc/2]. For a fixed value of  the λm
fall off to zero rapidly with increasingm oncem has exceeded
2
π . For the case  = π it is sufficient to use m = 0, . . . ,M
with M = 5. Thus, we can formulate the resulting parametric
optimization problem:
{α∗m}Mm=0 = argmin
{αm}Mm=0
{ ∫∞
−∞(
∑M
m=0 αmΨm(, f))
2 df∫∞
−∞ f
2 (
∑M
m=0 αmΨm(, f))2 df
}
(16)
subject to
∫ ∞
−∞
(
M∑
m=0
αmΨm(, f)
)2
df = 1, (17)
∀
i∈N
|νi| ≤ κ, (18)(
M∑
m=0
αmΨm(,±B)
)2
≤ γ, (19)
∫ ∞
−∞
∣∣∣∣∣
M∑
m=0
αm Ψm(, f)
∣∣∣∣∣
2
Φ(f)df ≤ SSC. (20)
4. RESULTS
In order to derive chip pulse shapes p(t) which are absolutely
bandlimited to [−B,B], whose energy mainly is concentrated
within [−Tc/2, Tc/2], and which accomplish a trade-off be-
tween synchronization accuracy on the one hand and track-
ing and acquisition robustness on the other hand, we solve
the optimization problem given by (16), (17), (18), (19) , and
(20). In the following, the proposed systematic approach to
optimum chip pulse shape design is applied within two exam-
ples. For both examples we restrict ourself to the case where
 = π, thus B Tc = 1 and m ≤ 5 (M = 5). We will design
either chip pulse shapes of even or odd symmetry. Whereas
the ψm(, t) are even for m even and odd for m odd we only
need to solve for α0, α2, and α4 for chip pulses of even sym-
metry and for α1, α3, and α5 for chip pulses of odd symmetry.
Thus, our optimization problem can be treated with very low
complexity and we can be absolutely sure that we find the
absolute optimum.
First the case of designing a GNSS signal for an empty
band with B = 10.23 MHz is considered. There are no non-
interoperable signals present in the same band, thus we will
drop the constraint (20) for this case. The results of this ex-
ample clearly show that this methodology can be applied to
design a GNSS signal for example for C band or S band in
order to accomplish the important trade-off in signal design
between synchronization accuracy and acquisition and track-
ing robustness. New navigation signals in C band and S band
are discussed recently [18]. The second example covers the
case where a new GNSS signal shall be designed when al-
ready a non-interoperable signal is present in the same band
and the SSC between the newly designed signal and this non-
interoperable signal shall be limited. Exemplarily, we will
design a new signal for the E1/L1 band and the SSC between
the newly designed signal and the GPS M Code signal shall
be limited.
4.1. Example 1
We assume B = 10.23 MHz, Tc = 1/B, and Bn = 1 Hz.
Whereas to achieve a smooth cut-off we choose γ = 0.01.
As there are no non-interoperable signals present in the same
band we drop the constraint (20). In order to also consider
inter-chip-interference (ICI) we exemplarily use a Gold se-
quences of length 1023 as PN sequence. The designed chip
pulse shapes p(t) are convolved with this PN sequence and
the performance of the signals is evaluated. In this example
we only consider chip pulses of even symmetry.
Fig. 1 and Fig. 2 depict the derived chip pulse shapes
in time and frequency domain respectively. The larger we
choose κ the higher the time-sidelobes of the pulses become
in time domain and the more energy is pushed to the edge of
the band, as minimizing the CRLB is equivalent to maximiz-
ing the second moment of the power spectrum of the pulse∫∞
−∞ f
2 |P (f)|2df . This is bounded by the requirement that
the energy of the optimum pulses shall be mainly concen-
trated within [−Tc/2, Tc/2], which we set up in section 3.
This requirement is justified as we desire to accomplish the
trade-off between synchronization accuracy and tracking and
acquisition robustness, which will be discussed next.
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Fig. 1. Time domain
Fig. 3 shows the autocorrelation function R(ε) for the chip
pulse shapes. The higher we choose κ the higher the cur-
vature d
2 R(ε)
d ε2 at ε = 0 becomes, as discussed in section 3.
However, the higher κ the higher the side extrema of R(ε)
become. Here, we clearly can observe that the parameter κ
−1.5 −1 −0.5 0 0.5 1 1.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
 
 
f/B
N
or
m
al
iz
ed
|P
(f
)|
OPT,κ = 0.1,γ = 0.01
OPT,κ = 0.5,γ = 0.01
OPT,κ = 1.0,γ = 0.01
Fig. 2. Frequency domain
quantifies the trade-off between synchronization accuracy and
acquisition and tracking robustness, as the higher the side ex-
trema of R(ε) become the less robust acquisition and tracking
become. On the other hand the higher we choose κ the better
the synchronization accuracy becomes. This can be clearly
seen in Fig. 4 and Fig. 5 which depict the standard deviation
of the estimation error of the time-delay and the loop S-curve.
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Here, η denotes the tracking error in meters. For higher κ
we notice that the S-curve shows additional stable look points
with the same sign of the slope as in the lock point at η =
0. These additional stable lock points have to be avoided by
appropriate techniques. Thus this results in less robust and
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Fig. 4. Cramer-Rao lower bound for Bn = 1 Hz
more complex tracking. We compared the performance of
the newly design chip pulse shapes to the performance of a
bandlimited rectangular chip pulse with B = 10.23 MHz and
Tc = 1/B. We consider the rectangular pulse as very robust,
as the side extrema in its autocorrelation function are very low
and there are no additional lock points in its loop S-curve.
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Fig. 5. Loop S-curve of an early-late discriminator using a
Narrow correlator
Fig. 6 shows the time-delay estimation error bias for a two ray
scenario, the multipath error envelope. The amplitude of the
multipath is half of the amplitude of the line-of-sight signal
(LOSS). The higher κ, the higher the multipath resistance of
the signal becomes for short delayed multipath.
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4.2. Example 2∗
In this example we exemplarily design a new signal in the
E1/L1 band centered at 1575.42 MHz. In order to achieve
a smooth cut-off we choose γ = 0.01. Further we assume
κ = 1.0, B = 7.116 MHz, and Tc = 1/B. We will con-
sider pulses of even and odd symmetry. The constraint (20)
is considered as a non-interoperable signal, the GPS M code
is present in the same band. The SSC for (20) is chosen to
-81.92 dB/Hz for a reference bandwidth Br = 16.368 MHz.
This SSC is equal to the SSC between the M code signal and
the Galileo MBOC(6,1 1/11) signal for the reference band-
width Br.
Fig. 7 depicts the power spectrum density of the M code,
the MBOC(6,1 1/11), and the resulting optimum signals ap-
plying chip pulse shapes of even and odd symmetry respec-
tively. Fig. 8 shows the resulting optimum chip pulse shapes
in time domain.
In Fig. 7 we can observe that the power of the resulting sig-
nals applying optimized chip pulse shapes of either even or
odd symmetry is concentrated where the power spectrum den-
sity of the M code signal is low, in order to fulfill the con-
straint concerning the bounded SSC between the newly de-
signed signals and the M code signal. Additionally, driven by
the cost function of the presented approach, as much power
of the new designed signals as possible is shifted towards
the edge of the signal band (B = 7.116 MHz) in order to
minimize the standard deviation of the time-delay estimation
error. This example clearly demonstrates the flexibility and
∗Nota bene: The presented examples to show how the presented method
can be used in the practical case study of the E1/L1 band are not consid-
ered by Centre National d’Etudes Spatiales (CNES) as sufficiently spectrally
separated from the GPS M code.
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capabilities of the presented systematic GNSS signal design
approach. Fig. 9 shows the CRLB for Bn = 1 Hz and a
reference bandwidth Br for the MBOC(6,1 1/11) signal.
Fig. 10 depicts the multipath envelope, or the time-delay
estimation bias for a two ray scenario. The amplitude of
the multipath is half of the amplitude of the LOSS. For the
MBOC(6,1 1/11) we used again the reference bandwidth Br.
5. CONCLUSION
In this work we proposed a systematic approach to optimum
chip pulse shape design for DS-CDMA systems. The pro-
posed methodology makes it possible to formulate the prob-
lem of designing optimum chip pulse shapes p(t) in terms of
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achieving a trade-off between synchronization accuracy and
acquisition and tracking robustness, as an optimization prob-
lem. Thus, a systematic and general treatment of this problem
was established. Several additional constraints which on the
one hand quantify the trade-off between synchronization ac-
curacy and acquisition and tracking robustness, and on the
other hand which ensure practical signal generation and suffi-
cient spectral separation were introduced to the optimization
problem. The constraints which are introduced in this work
seem sensible and also necessary, but more constraints can be
easily defined. Thus, this approach can be expanded in a very
efficient and flexible manner. Two examples were discussed
in the section 4. The first example considered the case were a
fixed bandwidth is given (assuming that spillover is not desir-
able here) and there are no non-interoperable signals present
in the defined signal band. This first example clearly demon-
strates the capabilities of the proposed design approach. The
important trade-off between synchronization accuracy and ac-
quisition and tracking robustness was discussed. In the sec-
ond example we designed a signal for which the SSC was
limited with respect to a present non-interoperable signal in
the same band. This second example underlines and extends
the capabilities of the presented signal design approach for
DS-CDMA signals. The presented methodology can be eas-
ily applied for GNSS signal design in C,S, and L band.
Future work may concern several topics, as signal per-
formances with one or two bit receivers, signal optimization
when spillover is possible, transformation of the primal for-
mulation for bandlimited signals into the dual problem for
time limited signals, signal optimization considering a two
bit waveform to be interplexed with other waveforms, and an
exploration of backward compatibility issues in L band.
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