High-resolution nowcasting is an essential tool needed for effective adaptation to climate change, particularly for extreme weather. As Deep Learning (DL) techniques have shown dramatic promise in many domains, including the geosciences, we present an application of DL to the problem of precipitation nowcasting, i.e., high-resolution (1km × 1km) short-term (1 hour) predictions of precipitation. We treat forecasting as an image-to-image translation problem and leverage the power of the ubiquitous U-Net convolutional neural network. We find this performs favorably when compared to three commonly used models: optical flow, persistence and NOAA's numerical one-hour HRRR nowcasting prediction.
Introduction
High-resolution precipitation nowcasting is the problem of forecasting precipitation in the near-future at high spatial resolutions. This kind of forecasting requires the processing of large amounts of data at low latency, a trait well-suited for machine learning. In contrast, most traditional approaches use either an optical flow (OF) model [6] or a numerical model. OF models attempt to identify how objects move through a sequence of images, but are unable to represent the dynamics of storm initiation or decay (which arguably drive most real-world decisions by those using weather forecasts). Numerical methods explicitly simulate the underlying atmospheric physics, and can provide reliable forecasts, but typically take hours to perform inferences, which limits their ability to be used in nowcasting.
As weather patterns are altered by climate change, and as the frequency of extreme weather events increases, it becomes more important to provide actionable predictions at high spatial and temporal resolutions. Such predictions facilitate effective planning, crisis management, and the reduction of losses to life and property. A DL-based infrastructure can provide predictions within minutes of receiving new data, allowing them to be fully integrated into a highly responsive prediction service that may better suit the needs of nowcasting than traditional numerical methods.
In this paper, we focus on the subproblem of predicting the instantaneous rate of precipitation one hour into the future from Doppler radar. Specifically, we provide three binary classifications that indicate whether the rate exceeds thresholds that roughly correspond to trace rain, light rain and moderate rain. Our forecasts are at 1km spatial resolution, are within the continental United States and are based on data from NEXRAD [4] . NEXRAD is a network of 159 high-resolution weather 33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada. We treat forecasting as an image-to-image translation problem where we are given a sequence of n input radar images that start at some point of time, t in1 , and end at t inn . Our task is to generate the radar image at some point in the future, t out . At the time scales we are working with, horizontal atmospheric advection is the primary driver for changes in the radar images, which represent the dynamics we are capturing in our neural network model. More specifically, we use the ubiquitous U-Net Convolutional Neural Network (CNN) [12] . See the appendices for additional details.
Data setup
The multi-radar multi-sensor (MRMS) system, developed by NOAA National Severe Storms Laboratory, provides precipitation rates updated every 2 minutes at a spatial resolution of 1km × 1km. The system combines radar with surface observations and numerical weather prediction methods to get a high resolution map of current conditions. We use MRMS data for the period of July 2017 through July 2019.
Individually, each radar station scans its environment in a radial pattern where the scan time and elevation angle is varied to provide a 3D volumetric reflectivity map. Spatial resolution is generally within 1km radius × 1 degree azimuth. There are many gaps in coverage but also overlapping regions covered by multiple stations. We use the MRMS dataset [16] , which removes non-meteorological artifacts and projects the combined observations onto a rectangular grid.
We transform the data in three ways. First, for our label images, we quantize precipitation rates into four discrete ranges based on our three thresholds of millimeters of rain per hour: [0, 0.1), [0.1, 1.0), [1.0, 2.5)and [2.5, ∞) . Second, as the US is too large to model at once, we partition the US into 256km × 256km tiles and make predictions for each tile independently. Third, as most tiles are rainless, we oversample rainy tiles such that 80% of tiles have at least one pixel of rain. We trained our model on data collected in 2018 and tested on the two half-years of data we had for 2017 and 2019. Figure 1 shows an example of our data. The left image shows the input. The middle image is our quantized 1-hour nowcasting prediction and the right image is the quantized one-hour ground truth.
Evaluation and Results
We evaluate our model on the binary classification performance of our three different thresholds and treat each output pixel as a separate prediction when computing precision and recall (PR) metrics. We compare our results with: MRMS persistence, optical flow (OF) [10] and the HRRR one hour forecast [3] .
MRMS persistence is the trivial identity model in which a location is predicted to be raining in the next hour at the same rate it is raining currently. Comparing to persistence is common as it can be surprisingly difficult to outperform. Optical flow methods are more sophisticated methods that attempt to explicitly model the velocity of objects moving through a history of images and are also commonly used in weather forecasting. HRRR is a rapid-refresh numerical model from NOAA. It We use a nearest-neighbor heuristic to align their 3km grid up with our 1km MRMS grid. We use their Total_precipitation_surface_1_Hour_Accumulation estimate as a baseline, which we found to be the best predictor for MRMS among HRRR's various precipitation forecasts [3] . We only have access to their final predictions, so we cannot provide full PR curves for their results.
Our model performs better than all three of these methods. This is particularly notable when compared to the 1-hour HRRR forecast, which cannot even be used in practice, as it takes more than an hour to compute. Instead, for a 1-hour prediction from now, a user would have to use the 3-hour prediction made 2 hours before now, which will yield even worse HRRR performance than the 1-hour results we are comparing to. However, once the prediction window is increased to approximately 5 hours, the HRRR models consistently outperform our approach.
Future Work
There are several clear avenues for future work, e.g., the incorporation of additional modalities of input data such as ground or satellite measurements. Identifying the most effective means of combining such data in a DL model remains an active area of research.
Another direction could be refinement on the topological structure and hyperparameters of the neural network. In particular, Generative Adversarial Networks (GANs) [1] have shown tremendous promise in image translation problems where the output is required to have some quality to make it valid.
Since we perform predictions on independent geographical tiles, border effects can also be a problem. When areas of rain exist close to the boundaries of a tile, the CNN cannot know the direction from which the rain came from, and thus, where the rain is going to. Figure 1 shows an instance of this where we do not adequately predict rain in the southeast section of the tile.
There are also many types of additional data that, when combined with radar data, could significantly extend the utility of our predictions. E.g., instead of basing predictions solely on radar data, basing predictions on satellite data would allow predictions to be made virtually anywhere on the planet. Indeed, a primary motivation for using CNNs is how simple it is to add and/or swap out various different images as input.
Conclusion
We explore the efficacy of treating precipitation nowcasting as an image-to-image translation problem. Instead of modeling the complex physics involved in atmospheric evolution of precipitation, a time consuming and computational intensive practice, we treat this as a data-driven input/output problem. The input is a sequence of MRMS images providing a short history of rain in a given region and the output is the state of rain one hour afterwards.
We leverage the power of U-Nets, a type of Convolutional Neural Network commonly used in image translation problems, and demonstrate that straight-forward uses can make better predictions than traditional numerical methods, such as HRRR, for short-term nowcasting predictions presuming the window for the prediction is on the order of a few hours. An open question remains as to whether pure Machine Learning data-driven approaches can outperform the traditional numerical methods, or perhaps ultimately, the best predictions will need to come from a combination of both approaches.
Appendices A Related Deep Learning Work
Prior work in applications of DL to precipitation nowcasting falls broadly into two categories-(1) those that explicitly model time, e.g., with a recurrent neural network (RNN), and (2) those that use a CNN to transform input images into a desired output image.
Examples of RNN-based solutions include Shi et al. [14] , who introduced the use of convolutional LSTMs (ConvLSTM) which only parameterizes the more-useful relationships among spatially adjacent regions. Shi et al. [15] further improve this by introducing Trajectory GRU, which explicitly learns spatially-variant relationships in the data, i.e., their model can make different predictions given the same input image based on features differentiating the geographic location of the input. Sato et al. [13] introduce the use of the PredNet architecture, which adds the use of skip-connections and dilated convolutions to further improve training.
Examples of CNN-based approaches include Lebedev et al. [9] , who also use a U-Net architecture. They use their CNN to predict rain at the same instant as the given satellite image, and then use optical flow algorithms to make a prediction of future rain. Ayzel et al. [2] demonstrate a baseline CNN model with comparable performance as state-of-the-art optical flow algorithms. Hernandez et al. [8] also use a CNN to model the images, but then use a simple perceptron model to perform the nowcasting. Qui et al. [11] use a multi-task CNN that explicitly includes features of the various radar stations to improve their CNN's quality. We use CNNs not for estimating rain at the same instant but for nowcasting.
Like Lebedev et al., we experimented with optical flow as well, but unlike them, we found it performed worse. This is likely because optical flow makes assumptions that are clearly violated, e.g., the amount of rain will not change over time.
B Problem Formulation
Ideally, we would estimate a well-calibrated probability distribution of rain quantities for each pixel:
is the precipitation rate at the given latitude and longitude coordinates at time t, M t is the MRMS data at time t, and s is the number of input MRMS images going backwards in time used as input. This could be done via Bayesian methods, but such methods are difficult and often unfeasible in the presence of large quantities of data.
Alternatively, we could perform a regression to come up with the expected instantaneous rate of rain for each pixel. However, this value has limited utility as wildly different atmospheric phenomena can yield the same expectation. For example, a summer shower might occur with 100% probability and result in 1mm of rain. Conversely, a thunderstorm generating 10mm of rain might be predicted with just a 10% probability. Both of these events are expected to generate 1mm of rain per hour, but the actions someone would take in response to these two events are quite different.
So, as a middle ground, we instead provide a series of classifications on various thresholds of rain:
where P i is the probability that the precipitation rate is at least r i at time t. This allows us to, e.g., explicitly indicate that there is a 100% chance of 1mm/hr of rain, and only a 10% chance of 10mm/hr of rain.
C Modeling
Our approach is inspired by the successful application of CNNs to image-to-image translation. In such tasks, the CNN learns to map an input image's pixels to some target image's pixels. For example, the target image could explicitly label salient objects in the image, denoise the input, or even just be the original image itself (in which case the CNN is referred to as an autoencoder). It's possible to model precipitation nowcasting this way as well. Given an MRMS image measuring the instantaneous rate of precipitation, let the target training image be the MRMS image collected one hour after that instant.
Due to its numerous successes, we use the ubiquitous U-Net architecture [12] . Like all U-Nets, ours is a series of convolutional blocks roughly divided into two sections. The first section, is the encoder, and initially applies a basic convolutional block to the image, then iteratively applies several downsample convolutional blocks. The next section is the decoder, which takes the output of the encoder, applies a basic convolutional block, followed by a series of upsampling blocks. Our three fundamental convolution blocks are composed of the following operations:
Conv2D stands for a 2D convolution, BN stands for Batch Normalization, and MaxPooling and LeakyReLU are self explanatory. The upsample operation is resizing via nearest neighbor interpolation.
Skip-connections are used to help more efficiently update gradients during training. These connections come in two forms. First, long skip connections are used to connect each downsample block in the encoding phase with a corresponding upsample block in the decoding phase. This is the standard in U-Nets. Second, short skip connections are provided in every block, as seen in ResNets [7] and some U-Nets as well [5] .
We use cross-entropy loss at each pixel in our predictions, and we use ADADELTA optimization to control our learning rate. We have seven down-and up-sample blocks; 2 × 2 max pooling for downsampling; and 2D convolutions with kernel size of 3 × 3.
