Abstract:
The basic idea of NFV is relatively straightforward: make use of high volume hardware from datacenters instead of custom hardware for the realization of the more the complex network functions needed by network operators. The early challenge was to achieve suitable packet throughput through standard datacenter servers but this is no longer a primary issue as a combination of the latest hardware features and developments in hypervisor and guest OS driver models have largely eliminated the performance bottlenecks. However, the real promise of NFV lies in service automation rather than purely in the hardware and here are still some significant challenges that undoubtedly push the boundaries of the current state of the art. Notable areas include service orchestration and lifecycle management, functional abstraction of a growing number of hardware and software "accelerations", functional specification of automated configurable systems, and resource metrics for generic hosting functions. This paper discusses these areas and approaches that might lead to practical solutions for NFV.
Bio: Andy Reid is currently Chief Researcher, Network Services in British Telecom's Research and Innovation Division and has been involved with NFV prior to the term being coined. He is responsible for developing BT's architecture for NFV. As part of this he is a founding and active member of the ETSI NFV ISG. More recently he has become engaged with the EU FP7 and H2020 programs. In the past, he has had a variety of roles in network architecture and network and has had a particular interest in modeling. The modeling interest continues with a particular interest in functional modeling, information modelling, performance modelling as well as the economic modelling needed for regulation and competition law.
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Applications Enablement on Software-Defined Infrastructures
Speaker: Alberto Leon-Garcia, University of Toronto, Canada Abstract: We envision future application platforms that are built on flexible, versatile and evolvable infrastructure that can readily deploy, maintain, and retire the large-scale, possibly short-lived, distributed applications that will be typical in the future applications marketplace. In this talk we discuss the design of such application platforms built on software-defined infrastructure (SDI). We begin by describing our view of SDI and the role of integrated control and management of converged heterogeneous resources. We motivate SDI in the context of a multi-tier cloud that includes massive-scale datacenters as well as smart converged network edges and virtualized access networks. SDI enables programmability of infrastructure by enabling the support of cloud-based applications, customized network functions, and hybrid combinations of these.
Next we introduce the NSERC Strategic Network for Smart Applications on Virtual Infrastructure, which is a national research network in Canada. We discuss SAVI's investigation on the role of virtualization and SDI in future application platforms. We present SAVI's testbed for a multi-tier computing cloud in which resources in the "Smart Edge" of the network play a crucial role in the delivery of low-latency and data-intensive applications. Resources in the Smart Edge are virtualized and managed using cloud computing principles, but these resources are more diverse than in conventional data centers, including programmable hardware, GPUs, and software-defined radio. We describe SAVI's implementation of the Smart Edge and its integrated resource management system, and the deployment of a nationwide testbed. We present our work on the development of platform1st IEEE Conference on Network Softwarization! wide, adaptive resource-management and orchestration. We conclude with examples of applications that have been deployed on the SAVI testbed. (IoT), there is quite another use of the term. It can refer to the description of all the mechanisms needed to access the Digital Objects (DOs) that represent the physical devices at the edge of the networks. In the conventional Internet, one described only the address of devices at the network edge. The Domain Name Service (DNS) has been an excellent mechanism for this purpose; one could then assume that the object obeyed the protocols defined by the Internet Engineering Task Force (IETF). In the IoT, this is no longer adequate. The object can have very different properties dependent on the authorization of the entity requiring access. The differences are represented, of course, by the network address -but they may also be in the details that can be accessed through the network by a specific entity, and the authorization for various operations -including even recognizing the existence of the object. This talk describes how the use of Identifiers with an appropriate system of identifier storage, registration and identifier resolution can greatly extend the flexibility of a system dealing with IoT.
We will describe why we talk of DOs and not physical devices. We will describe also how this form of SDN is so appropriate to IoT, and allows the properties of the DO, the way it is accessed, and how its data is processed, to be described in a consistent manner. In the conventional Internet, the edge devices are invariant; they sometimes have more than one network address, but these are for very specific purposes. In IoT, they can be regarded as DOs with different identities depending on the Source DO. Of course this may result in radically different Network Addresses, but there may also be many profound consequences. Peter has led many projects in computer networks, communications and applications -US, National and EC. Recently these have included IPv6 activities in public safety systems, videoconferencing, security, sensor networking and the Internet of Things. He led the Networking Work-packages in both U2010 and IoT6 and was the UCL PI for those projects. Abstract: Coined in 2009, the term Software-Defined Networking (SDN) has gained significant momentum in the last years. SDN promises to enable easier and faster network innovation, by making networks programmable and more agile, and by centralizing and simplifying their control. Even if some SDN programmable networking ideas date back to the midle of the 90s, and are not nearly restricted to device-level programmability and to OpenFlow, it is fair to say that OpenFlow is the technology which brought SDN to the real world.
The separation between control and data plane is highlighted as a distinguishing feature of SDN, and sometimes even postulated as the SDN definition itself. But should such a separation necessarily take the form of a physical separation, namely a "smart" controller (or network of controlling entities), which runs the control logic for "dumb" switching fabrics? This was the case with the original OpenFlow, as its "match/action" programmatic abstraction necessarily resorts to an external controller for (reactively or proactively) updating forwarding policies in the switches' flow tables.
Recently, the possibility of enriching the programmatic abstraction of OpenFlow to allow forwarding rules to evolve over time without directly involving the controller has emerged as a major trend in SDN research. This requires an evolution of the data plane that allows incorporating the ability to execute some kind of logic for reacting to events and modifying rules. This tutorial will discuss potential limits of SDN applications fully based on controllers and provide an overview of the trends in data plane evolutions analyzing advantages and potential risks. In the second part some application examples and hands-on activities will be presented. 
Abstract:
The SDN paradigm and its predominant realization, the OpenFlow protocol, have gained rapidly a significant interest from the network community and the approach is currently being introduced in production environments. Nonetheless, deploying SDN functionality in a production network raises significant concerns regarding the performance impact.
The NetFPGA is an open platform enabling researchers and instructors to build high-performance, SDN-enabled networking systems. The NetFPGA is the de-facto experimental platform for line-rate implementations of network research and it has a family of boards, supporting from 1GE to 100GE. This tutorial will provide an introduction to prototyping networking devices on the NetFPGA platform, and focus on the use of NetFPGA for performance evaluation of SDN. The tutorial will elaborate on the available frameworks for each layer (management, control, data plane) in the SDN organisation model and provide an in-depth presentation of a novel switch evaluation tool named OFLOPS-Turbo.
About Tutorial Speakers
Dr. Noa Zilberman is a Research Associate at the University of Cambridge Computer Laboratory in England, where she is part of the Systems Research Group and works on reconfigurable network systems. Zilberman has over 15 years of industrial experience in the telecommunication and semiconductor industries. Her research interests include high-performance networking and computing architectures, high-speed interfaces, network measurements and Internet topology. Zilberman is a Senior Member of IEEE and has a PhD in Electrical Engineering from Tel-Aviv University. As one of the most iconic buildings in the world, no other venue is more instantly recognized than the Palace of Westminster.
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