Abstract-Mobile location estimation is becoming an important value-added service for a mobile phone operator. It is well-known that GPS can provide an accurate location estimation. But it is also a known fact that GPS does not perform well in urban areas like downtown New York and cities like Hong Kong. Then many mobile location estimation approaches based on the cellular radio networks have been proposed to compensate the problem of the lost of GPS signals for providing location services to mobile users in metropolitan areas, but there exists no general solution since each algorithm has its own advantage depending on specific terrain and environmental factors. In this paper, we propose a selector method with LDA among different kinds of mobile location estimation algorithms we had proposed in previous work to combine their merits, then provide a more accurate estimation for location services. And we build up a threelevel binary decision tree to classify these four algorithms. These three levels are named as Stat-Geo level, CG-nonCG level and CT-EPM level. And the success ratios of these three levels are 85.22%, 88.45% and 88.89% respectively. We have tested our selector method with real data taken in Hong Kong and the experiment results have shown that our selector method outperforms other existing location estimation algorithms among different kinds of terrains.
I. INTRODUCTION
Mobile location estimation is receiving considerable attention in the field of wireless communications due to its great potential in different kinds of applications such as fleet and logistic management, tourism and entertainment. The Global Positioning System (GPS) is one of the positioning systems that are mature enough and commercially available [1] , [2] . Although GPS is widely used for location estimation, it may not provide an accurate result in metropolitan areas, like Hong Kong. This is because satellite signals are often reflected, deflected or blocked by high buildings and thus causing inaccurate estimations or no estimation at all. On the other hand, it is also in these populated areas that the cellular radio network is providing an excellent coverage. Hence using a cellular radio network for location estimation could be an alternative approach to mobile positioning and is a more economical solution. Furthermore, the U.S. Federal Communication Commission (FCC) requires all cellular operators be able to estimate the mobile device locations for Enhanced 911 services in 1996 1 [3] . Thus, using a cellular radio network for providing location services has become a popular research topic in the field of mobile computing and ubiquitous computing.
Other proposed location estimation approaches include the Time-Of-Arrival (TOA), Time Difference Of Arrival (TDOA), Enhanced Observed Time Difference (E-OTD) and Angle-Of-Arrival (AOA) [4] . These technologies are based on timing information or angular information. Time based methods, for example, TOA, TDOA and E-OTD, calculate the distance between the Mobile Station (MS) and the Base Station (BS) by measuring the propagation time of the signal and multiply it by the speed of light. By using trilateration, the position of the MS can be estimated. On the other hand, the angular approaches, like AOA, measure the angle between the MS and the BS and then estimate the location of the MS by using triangulation. Although these positioning technologies are simple, these approaches are applicable to the CDMA system only since the system can provide the timing or angular information. Moreover, most of the mobile phone operators have adopted the GSM network instead of the CDMA network. The GSM network does not provide the full spectrum of the signal information like CDMA does. GSM can only provide the loss of the received signal strength (RSS) during signal transmission [5] . Moreover, since the loss of the RSS is the common attribute of all cellular radio networks, including the CDMA network, thus location estimation algorithms based on the RSS can be applicable to all cellular radio networks.
Our research group has proposed several location estimation algorithms based on the RSS [6] - [10] , these methods focus on the model about the RSS and the distance between the BS and the MS, then provide an estimation of the location of the MS based on the geometric method.
The Center of Gravity (CG) algorithm is a weighted mean of the locations of the BSs, and it has the convex hull problem. So the estimation of the CG algorithm is always within a convex hull formed by the locations of the BSs regardless the actual position of the MS is outside or inside this convex hull [6] , [7] . While the Circular Trilateration (CT) algorithm uses the intersection of three circles formed by three BSs [8] . The CT algorithm is an improvement of the CG algorithm since the estimation of the CT algorithm can be outside or inside the convex hull formed by the locations of the BSs. Although the CT algorithm has no the convex hull problem, it has its defect, because these three circles can not be guaranteed to intersect in only one point due to signal fading and fluctuation. Namely, the CT algorithm does not always provide a solution. Moreover, both the CG algorithm and the CT algorithm are simple geometric algorithms based on the free space signal propagation model [4] . These algorithms have not considered the directional transmission property of the antenna. In view of this, we propose a directional transmission propagation model, the Ellipse Propagation Model (EPM), to improve the CG algorithm and the CT algorithm, and we also propose two algorithms, the Geometric Algorithm and the Iterative Algorithm, to provide an accurate estimation based on our directional signal propagation model for application [9] , [10] . These geometric algorithms we proposed are simple and efficient, and experimental results in Hong Kong area have shown that they are useful.
On the other hand, many probabilistic approaches based on the RSS have been proposed to provide an estimation of the location of the MS in order to handle the signal fading and attenuation problem [11] - [15] . We follow the above research threads and presented another statistical propagation model considered the antenna directional transmission property-the Modified Directional Propagation model (MDPM), then use the iterative method to provide the estimation of the model parameters, and then provide a Bayes estimation as the location of the MS based on MDPM [16] .
In this paper, we propose a statistical method as a selector in order to combine their merits of some existing algorithms. We choose a LDA method as our selector. It is a statistical method based on the variance analysis and its main idea is to use projection to separate difference classes data. We build up a three levels binary decision tree to separate these four algorithms. We name these three levels are Stat-Geo level, CG-nonCG level and CT-EPM level. The success ratios of these three levels are 85.22%, 88.45% and 88.89% respectively. The results have shown that our selector method has the best performance among these algorithms we have proposed in our previous work.
The rest of this paper is organized as follows. In section II, we will introduce the motivation of our selector method. Then we describe our selector method, the LDA classifier, in section III. We will depict our experiments and results in section IV. In section V, the conclusion and future work for our research group in location estimation will be given. we will have an overview of some existing location algorithms that are used and be selected by our selector in the last section, section VI.
II. MOTIVATION
Many positioning technologies have been developed to provide the location services, but there is no general solution for the location estimation because of the terrain and environment differences.
Our research group has proposed several approaches for providing the mobile location services within a cellular radio network. We name these algorithms as CG, CT, EPM and MDPM for our convenience discussion in the following section. And these method can be divided into two classes: the statistical model approach and the geometric approach. MDPM is a statistical model approach, which is derived from another statistical model, DPM, and it provides a Bayes estimation as the estimation of the location of the MS. While CG, CT and EPM are all geometric methods to provide the estimation of the location of the MS. CG is a weighted mean of the locations of the BSs, and CT and EPM are all derived from the information of three locations of the BSs and their corresponding signals. CT is the intersection of three circles formed by the information of three BSs and their corresponding signals. EPM is an improvement algorithm of CT. Since CT can not be guaranteed to provide a solution, EPM always has a solution. When these three circles intersect in one point, the results of both CT and EPM are the same. While the CT algorithm has no solution, EPM still can provide a reasonable solution of the estimation of the location of the MS. In general, a statistical method can provide a more accurate estimation but it requires to spend more computing cost, while a geometric approach is simple and efficient to provide a solution of the estimation of the location of the MS, which is good for applications. On the other hand, these four algorithms have their own champion terrain regions in our experiments.
We are required to build up a rule based on the snapshot to combine the merits of these algorithms in order to provide a good location services in applications. We call this rule is a selector. Actually, to construct a selector based on the snapshot is a classification problem. So we are required to build up a selector based on a snapshot in order to choose a "best" algorithm to calculate the location of the MS.
III. SELECTOR METHOD
Our research group has presented several algorithms for providing mobile location estimation within a cellular radio network. Since all these four algorithms have their own champion terrain and regions, we would like to investigate and construct a selector to select the proper algorithm according to the information of strengths and the locations of their corresponding BSs, namely, a snapshot, to do location estimation.
The selector includes two important parts: one part is the factors extracted from the snapshot, the other part is the selection algorithm.
A. Factors Extraction
We extract the important factors to represent the snapshot. While in the GSM network, a mobile phone can receive the signal strengthes from the BSs and the Timing Advance (TA) information from the serving BS, one of the BS that the mobile phone received signal from. The snapshot is a record of the information of the locations of the BSs and theirs corresponding signals and the TA value of serving BS based on a mobile phone in the GSM network at one instance.
When a mobile phone has made a phone call and connected to the network, in addition to receiving signal from the serving BS, it can receive signals from the neighboring BSs as well. The handset we used in our experiment is a Nokia 6150 which can receives up to 9 signals from the surrounding BSs. Within these BSs, the one with the strongest signal is called the serving BS, and the mobile phone can receive Timing Advance (TA) information from it. So for a snapshot, we have up to 9 signals and their corresponding BSs locations and the TA value from the serving BS.
Based on our study, we notice that the algorithm we choose relies on the information of the serving cell and the polygon shape which is formed by the locations of the BSs where the mobile phone receives signal strength. Then we extract some factors from the snapshot to provide a rule to classify these four algorithm classes, and then provide the estimation of the location of the MS. These factors should include the information of the serving cell and the polygon formed by the locations of the BSs from which the MS receives signal strength.
Then we extract five factors from a snapshot based on above observation.
These extracted factors are listed below:
1)
Region: Algorithms are closed tied with terrains like Urban, sub Urban and sea shore. And the terrain is closely related to the region of the user.
Since we can find out where the user is through the CID of the serving cell, the region of the user becomes an important factor for our selector, 2)
Area of the Convex Hull: Our observation is that the area of the convex hull formed by the involved BSs is a major factor for algorithm selection. The CG algorithm is highly accurate where the area of the convex hull is small, and the CT algorithm and the others are more effective at Rural Areas where the area of the convex hull is large. And we can easily obtain this information by the locations of the BSs involved and by the Graham's scan algorithm [17] to calculate the area of the convex hull.
3)
Number of BSs involved: Another observation is that the CG algorithm works perfectly when there is a high density of BS in the neighborhood. Hence, the number of BS involved is significant.
4)
Average area of BSs involved: This factor is used to describe the figure of the convex hull. its value is Area of the Convex Hull Number of BSs involved .
5)
Timing Advance (TA): The TA value is an indicator to describe the distance between the serving BS and the MS. Based on the speed of light and the time of propagation, the distance function (d) in meter in terms of TA value is as follows:
There are two types of variables among these five factors. The region factor is a qualitative variable, and the other four factors are quantitative variables. Thus we extract a 5 × 1 vector from one snapshot. Then we can use a LDA method to provide the projection vectors and then distinguish these classes, namely, we can build up a selector to classify a snapshot into one class of algorithm based on this 5 × 1 vector extracted from a snapshot.
B. Selector with Linear Discriminant Analysis (LDA)
Linear Discriminant Analysis (LDA), sometimes referred to as Fisher's linear discriminant, is a statistical method based on the variance analysis to distinguish the data with its characters [18] . The original idea of the LDA came from R. A. Fisher, which uses projection to classify different types of the observed data [19] . The main idea of the LDA is projection. We introduce the LDA method in detail in the following section. First, we describe the two classes linear discriminant problem, which is to project the observed data onto a one-dimensional space (a real number) to classify these two classes data. Then we introduce the C (C > 2) classes linear discriminant problem, which is an extension of the two classes linear discriminant problem.
1) Two classes linear Discriminant:
Suppose that the observed data X 1 , X 2 , ..., X n are from class A, and
into real numbers in order to separate these two classes data.
It is reasonable to require that the distance between these two classes data is too large, and its distances between among one class are too small after projection. Since we need to satisfy that the distance of two classed is too large and the distances among one class are to small, we choose the projection vector l based on these two distances. We describe this idea clearly in mathematics.
We set {x i } and {y i } are two real values of class A and B after projection, where
They are the centers of these two classes after projection.
We choose the square value of the distance between x and y as a criterion of the distance of two classes observed data A and B, and the variance of data {x i } and {y i } as a criterion of within-class scatter. We denote d 2 = (x−y) 2 , and
So the problem of two classes linear discriminant is to find out a projection vector l in order to maximize λ(l). Namely, argmax {l∈R p } λ(l).
We
By their definitions, B and S all are p square matrices.
So we have
l Sl . In order to find out the maximum of λ, we calculate its first derivative and set its first derivative zero. 
D is called the between-class scatter, and its rank is at most one, while S is the sample covariance matrix of observed data class A and B, it is regarded as a criterion of the within-class scatter. We can use a formula to describe the solution of
We set c = (x+y)/2 as a criterion. For our convenience discussing, we assume that x > y when it never incurs misunderstanding. When a new observed data X 0 comes, we calculate its projection value x 0 = l * X, if x 0 > c, we class it as class A, and if x 0 < c, then we classify it as class B, but if x 0 = c, we can not class it as class A or class B. In this case, we need more information to determine its class.
2) C classes linear Discriminant: The C-classes linear discriminant is similar to the two classes linear discriminant. The C-class linear discriminant problem is an extension of the two classes discriminant problem.
Suppose that we have C classes observed data
Instead of one discriminant function of two class linear discriminant problem, the C-class linear discriminant problem at most requires (C − 1) discriminant functions.
Then we introduce a formula to provide these (C − 1) linear discriminant functions. These (C − 1) projection vectors form a projection matrix. And its projection is from a p-dimensional space onto a (C − 1) dimension space (p > C − 1). So the LDA also can perform dimensionality reduction while preserving as much of the class discriminatory information as possible.
The generalization of the within-class scatter matrix is
X∈ωi X. S W is proportional to the sample covariance matrix.
And the generalization for the between-class scatter matrix is
For our convenience discussion, we assume that rank(S D ) = C−1. So for the C classes problem, we seek C−1 projection vectors l i , l i ∈ R p , which can be arranged by columns into a projection matrix
Similarly, we define the within-class and between-class scatters as:
Then we have the following relationships:
We need to find out a projection that maximizes the ratio between between-class and within-class scatters. Since the projection is not scalar, it is required to use the determinant of these scatter matrices as criterion.
. The C classes problem is required to provide a projection matrix L which maximizes function λ(L). The solution of the C classes problem is that L * = argmaxλ(L). It can be shown that the optimal projection matrix L * is the one whose columns are the eigenvectors corresponding to the largest eigenvalues of S D and S W .
That is:
, which is the eigenvector corresponding to the eigenvalue λ i , and λ i is the i-largest generalized eigenvalue of S D and S W . Each vector l * can build up a discriminant function, since there are C classes data, we need at most (C − 1) discriminant functions to classify them.
Then we find out a projection matrix L * to project the observed data from a p dimensional space onto a C − 1 dimensional space, where C is the number of the classes. And we choose the Mahalanobis distance [20] in this C − 1 dimensional as the criteria to classify the observed data into one of our algorithms classes.
When a new observed data X arrives, we first project it into a C − 1 dimensional space with matrix L * , then calculate the distances in the C − 1 dimensional space. The decision rule is the minimum of the Mahalanobis distance. Therefore, the corresponding classifier is the Figure 1 . The binary decision tree function classify, which is defined as follows:
where
IV. EXPERIMENT
We choose a LDA method as a selector based on one snapshot in order to provide an accurate estimation of the MS for location services. We extract 5 factors from each snapshot, which is described in section III. We have proposed several approaches to provide the estimation of the location of the MS for applications in our previous research work. We name these approaches as CG, CT, EPM and MDPM. Then we build up a database include the extracted factors from a snapshot and the results with four proposed algorithms.
For each snapshot, we classify it into one of algorithms classes based on its error, which is a criteria between the estimation of the location and the actual location of the MS. For example, if the result of MDPM algorithm reaches a minimum error within these algorithms, we classify these factors extracted from this snapshot into the MDPM class. And so on the other algorithms. Then we classify all these snapshots into one of these four algorithms classes based on our previous calculations. Then we have derived a new data source from our database of the extracted factors. We train the parameter of the LDA selector based on this new data source.
With the technical support of two mobile operators in Hong Kong, we have conducted an intensive field test in many regions in Hong Kong in order to validate our method. We choose total 116, 284 sets snapshots to test our LDA selector.
Then the selector based on the information of snapshot is actual a C classes discriminant problem, where C is four in our actual applications. We have discussed LDA method in C classes discriminant, which is just an extension of two classes discriminant. We need to find out three discriminant functions in order to distinguish these four classes. Namely, we need to provide three projection directions to classify these classes data.
Our research group has presented four algorithms for providing mobile location services within a cellular radio network: CG, CT, EPM and MDPM. And these four methods can be divided into two classes: the statistical model approaches and the geometric model approaches. MDPM is a statistical model approach. While CG, CT and EPM are all geometric methods to provide the mobile station location. The CG approach is a weighted mean of the locations of the BSs, thus it has the convex hull problem and CT and EPM have no this restraint. Then we can separate the geometric algorithms into two classes based on the restraint of convex hull problem. The EPM is an improvement algorithm of the CT algorithm. And EPM can always provide a solution while CT does not. So we also can separate the CT algorithm and EPM algorithm.
Then we can build up a three level binary decision tree to classify the snapshot into one of the four algorithms based on the above analysis. The decision can be illustrated in Figure. 1. Following our research thread, we set these three discriminant steps: statistical model and geometric model, CG and non CG methods and CT and EPM algorithm. We change a C classes discriminant problem into a (C −1) two classes discriminant problems in order to look insight into the character of our selector. We can clearly describe our selector in a three-level binary tree. It is a three levels binary tree, the nodes are these four algorithms. We distinguish the statistical model and geometric models in the first level, then classify the CG approach and non-CG approach in the second level within geometric model, then we discriminate the CT algorithm and EPM algorithm in the rest data in third level of this binary decision tree.
We use a table to show the results of our selector. And we choose the success ratio as a criterion to test our selector. success ratio = (1 − error ratio) × 100%, where error ratio = Error Number Total Number ×100%. Table I are shown that the effect of these three discriminant functions. We have a good performance selector method with LDA in I. The success ratio of first level (Stat-Geo) is 85.22%. And the success ratio of second level (CG-nonCG) is 88.45% and the third level (CT-EPM) is 88.89%. As we can see, the success ratio becomes higher when in the deeper level of the binary tree (88.89% > 88.45% > 85.22%).
We also give the result of using a selector method in Hong Kong area. Table II are shown that the result using a selector method among CG, CT, EPM and MDPM algorithms. The selector approach has the best average error among these algorithms and its success ratio is the highest one. As a whole, the selector method has the best performance among these algorithms, since the selector algorithm combines the merits of these algorithms. 
V. CONCLUSIONS AND FUTURE WORK
We have presented a selector method with the LDA among some algorithms in this paper. The idea of selector is to find out a rule based on one snapshot to choose a "best" algorithm to provide an accurate estimation. The LDA is a statistical approach based on the variance analysis. The original idea of the LDA is attribute to R.A. Fisher, a great statistician, who presented a result known as Fisher's Linear Discriminant in 1936. The LDA can be used to separate different classes data using projections, on the other hand, it also can be used to perform dimensionality reduction.
We have presented four algorithms in our previous work, denoted as CG, CT, EPM and MDPM. We are required to form a formula based on one snapshot information to classify the data we have into one of these four algorithms. It is a 4 classes discriminant problem of the LDA. We need to build up at most three discriminant functions in order to separate these four classes. Based on our research thread, CG, CT and EPM are all geometric algorithms. CG is a weighted mean of the locations of the BSs from which the MS receives signal strength, so CG is always inside a convex hull formed by these locations of BSs. CT is an algorithm which uses three BSs to provide the location of the MS. The CT estimation is a intersection of three circles formed by the locations of these three BSs and their received signal strengths. The CT algorithm has overcome the defect of the CG algorithm, which has a convex hull problem, but CT can not always provide a solution, since these three circles can not guarantee a intersection. In view of this, we proposed EPM algorithm to overcome the CT algorithm. EPM is derived from the CT algorithm, which is also using three BSs and their corresponding signal strengths to provide a solution. EPM extends the solution filed of the CT algorithm, then EPM can provide a feasible solution when the CT algorithm has no solution. If the CT algorithm has a solution, it is the same with the one of EPM. While MDPM is a statistical method to provide the location of the MS. First, we use some training data to build up a signal propagation model, then provide a Bayes estimation based on this signal propagation model in test phrase.
Based on the above analysis, we change the C classes LDA problem into "C − 1" two classes LDA problem, and then build up an at most C − 1 steps decision tree to classify one snapshot into a class. It can improve the success ratio with this decision tree since it considers the properties of these algorithms. In our application, We build up a three-level binary tree for our selector. The first level includes two nodes, one is the geometric method, the other is the statistical approach (MDPM). If we can classify a snapshot into geometric method, we are required to have another discriminant. The second level of our binary tree has two nodes, one is the CG algorithm, the other is non-CG algorithm, since the CG estimation is always inside a convex hull, CT and EPM all have no convex hull problem. And the third level is a discriminant between CT and EPM. Each snapshot can be classified into an algorithm class at most three discriminants.
Our selector method is a try to provide a general solution for location services with different terrains and environments. Results have shown that the LDA selector is useful and outperforms other existing algorithms. Although our selector method is useful, it has two defects:
One defect is that we need to build up a decision tree and then use a two-class LDA method to classify the snapshot in order to improve the success ratio. It is a semiautomatic selector since we need to build up a decision tree first, which depends on the properties of our algorithms. We are required to develop an automatic selector, which depends on the information of the snapshot and is independent with our algorithms. The other defect is that we use all the data to train the our selector, and then test it with the same data. It is admitted for academic research, but is unreasonable for application.
So our future work is to develop an automatic selector to provide location estimation services. Selector is an interesting research problem. A good selector method can combine the merits of some existing algorithms. We follow two threads to provide a good selector. One is to abstract more features from a snapshot information. The more features of a snapshot we have, the easier we can classify it. The other is to try another statistical method or AI algorithm as a selector. LDA is one method to classify different classes data, other methods, such as SVM (Support Vector Machine), Bayes's discriminant, ANN(Artificial neural network) and KNN (k-nearest neighbor), can be chosen as a selector to provide an accurate estimation within a cellular radio network.
VI. RELATED WORK
For the completeness of this paper, we list here the main ideas and approaches for each of the location estimation algorithm used for this investigation. Please refer to the following publications [7] - [10] , [16] for the details.
Previously, our group has proposed two general algorithms for location estimation, namely, the Center of Gravity (CG) algorithm and the Circular Trilateration (CT) algorithm [7] , [8] . Both CG and CT are making use of the RSS for estimating the position of a MS. They assumed the relationship between the MS-BS distance (d) and the RSS (s) is s ∝ d −2 based on the Inverse Square Law [21] . However, due to the interference and distortion by buildings, this relationship is remodeled into s ∝ d −α , where α is a variable relating to the environment.
A. Center of Gravity (CG)
The CG approach is defined as: 
where (x, y) is the estimated location of the MS. y 2 ) , ..., (x n , y n ) are the locations of n receiving BSs. s 1 , s 2 , ..., s n are the corresponding RSS from each BS [7] . Although the CG approach has proven its outstanding performance in metropolitan area, it can only estimate a mobile device inside the convex hull of the BSs involved, since the CG estimation is a weighted mean of the locations of the BSs involved.
B. Circular Trilateration (CT)
The basic idea of the CT algorithm is to construct 3 circles from the RSS of the corresponding three BSs. Given the locations of the three BSs and the mapping between the RSS and the MS-BS distance, the intersection of these three circles is the estimated location of the MS. Similar to CG, CT models the relationship between the MS-BS distance (d) and the RSS (s) as d ∝ (N + s) −α , where N is a normalization constant. By making use of this relationship, we can construct three circles as follows,
where, s 1 , s 2 and s 3 are the RSSs from three receiving BSs with their geographic locations as (x 1 , y 1 ), (x 2 , y 2 ) and (x 3 , y 3 ) respectively and k be a common scaling factor. The location of the MS is then estimated as the intersection point of these three circles [8] .
Although CT does not has the convex hull problem, it does not always provide an estimation. This is because the intersection may not always exist due to signal fading and signal fluctuation. Moreover, both CG and CT do not take the transmission direction of the BS into consideration, which is not realistic. Thus, we have designed a more realistic model, the Ellipse Propagation Model (EPM), which is an improvement of the CT algorithm. From our observations, we have found that BSs have directional transmission properties. The antenna transmits the signal in some specific directions. That is, the antenna transmits the largest power in one direction, while transmits small or none power in other directions. We can plot the signal strength with the same radius around an antenna as in Figure 2 . As shown in Figure 2 , the curve of the signal strength for a directional antenna is not a circle.
C. The Ellipse Propagation Model
Thus, we assume that the contour line of the signal strength form an ellipse instead of a circle based on our studies. Furthermore, EPM adopts a different relationship between the MS-BS distance and the RSS. We can use the following mathematical formula to depict EPM.
where d is the distance between the MS and the BS; k is the proportion constant; s 0 is the transmitting power of the BS; s is the signal power received; e is the eccentricity of the ellipse, it describes the figure of the contour line; θ is the deviation between the ellipse principal axis and the line of the MS-BS; α is called the path loss exponent.
We call this relationship as the Ellipse Propagation Model (EPM), where the contour line of the signal strength is an ellipse [9] . The Ellipse Propagation Model (EPM) can be illustrated in Figure 3 .
EPM has four parameters: k, α , e and θ. We consider the parameters of k and α as the region parameter, and the parameter e is used to describe the figure of ellipse, while the deviation θ is a parameter for each MS. We use the field test data to estimate the values of these parameters, then translate the received signal strength (RSS) into a two-point distance.
We further combine this Ellipse Propagation Model (EPM) with the Geometric Algorithm, and with its enhanced algorithm, the Iterative Algorithm, to provide a location of the MS in [9] , [10] . The Ellipse Propagation Model (EPM) considers the directional transmission property of the antenna and assumes that the contour line of the signal strength for one antenna as an ellipse which the BS is at one of the focuses. On the other hand, the Geometric Algorithm derives from the CT algorithm to compensate its defect of not able to provide an estimation every time. We later on further propose the Iterative Algorithm to improve the Geometric Algorithm by choosing the convergence point as the location of the MS for estimation. Details of the Geometric Algorithm and the Iterative Algorithm with the EPM model are presented in the following sections.
1) The Geometric Algorithm under EPM: The Geometric Algorithm is used to provide an estimation of the location of the MS. We choose the value of deviation between the ellipse principal axis and the line of the BS and the center (or the weighted center) of the locations of the BSs as an estimation of θ, which is the deviation between the ellipse principal axis and the line of the MS and the BS. So EPM using the Geometric Algorithm exactly has three parameters: k, α and e. 
Basically, the geometric interpretation of this equation group means three circles in a 2-D space, and the solution is the intersection point of these three circles. However, if an intersection point does not exist, we may not be able to provide an estimation for the location of the MS. In order to solve this problem, the Geometric Algorithm does not solve this equation group directly. Instead, the Geometric Algorithm derives another three equation groups from this equation group (4). As each new equation group can provide a solution, thus, we will have three solutions. The estimation of the location of the MS will then be the center of these three solutions [9] . Thus, the algorithm always provides a solution.
The solution of one equation group from (4) is:
where The Geometric Algorithm uses three distances between the MS location and the locations of BSs to estimate the MS location. The Geometric Algorithm used three lines formed by these three receiving BSs to provide the estimation. In this case, we always obtain a solution if these three receiving BSs are not in a straight line. We can form a straight line by subtracting one circle with another circle. Therefore, we can obtain three combinations of these three straight lines. These three straight lines intersect with each other if and only if they are not parallel. Thus, we have three intersections and then we can estimate the position of the MS as the center of these three intersections. Figure 4 demonstrates the Geometric Algorithm graphically. From Figure 4 , these three vertexes marked by (x 1 , y 1 ), (x 2 , y 2 ) and (x 3 , y 3 ) are the locations of these three receiving BSs while the "cross" point is the estimated location of the MS by the Geometric Algorithm, which is the center of these three intersections.
2) The Iterative Algorithm under EPM: The Geometric Algorithm based on EPM can always provide an estimation whenever the MS receives three or more antenna signals. However, the deviation between the major transmitting direction and the line of the MS-BS, θ, in the Geometric Algorithm is fixed and is depended on the location of the MS. Hence, we present an enhanced algorithm illumined by the Iterative Algorithm to provide an estimation of the location of the MS and the value of deviation θ. Since the θ in the Geometric Algorithm is only an approximate value, some error may be induced in the estimation. Thus, the Iterative Algorithm should 
Then, we depict the Iterative Algorithm by using the Geometric Algorithm structure based on EPM. We can get the following formulas in [10] : 1/α (1 − e 2 )/(1 − e 2 cos(θ 2 ));
1/α (1 − e 3 )/(1 − e 3 cos(θ 3 )); α is the path loss exponent; k is the proportion constant; e 1 , e 2 and e 3 are the eccentricities of the ellipses; θ 1 , θ 2 and θ 3 depend on x and y.
D. The Modified Directional Propagation Model
While CG, CT and EPM are all geometric approaches to provide the estimation of the location of the MS, the Modified Directional Propagation Model (MDPM) is a statistical method to provide an estimation of the location of the MS. Based on our studies, the probabilistic approach has better performance than the geometric approach in terms of accuracy.
The mean of the RSS is defined as: µ(p, d, h, e, δ, β) is the mean received signal strength in decibels; p is the transmitted signal strength in decibels; d is the distance in meter between the MS and the BS; e is the environment index and δ is the deviation between the direction of transmission and the direction of the receiver as measured from the transmitter, the values of δ are clearly between zero and 180 degrees. β = (β 0 , β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) T are the parameters of the signal propagation model, α = β 3 + β 4 e + β 5 log(h) is called the path loss exponent, and h is the height in meter of the antenna.
We use the iterative method to provide the estimation of the model parameter, then provide a Bayes Estimate as the estimation of the location of the MS [16] .
