Phylogenies inferred from independent data partitions usually differ from one another in topology despite the fact that they are drawn from the same set of organisms (Rodrigo et al., 1993) . Some topological differences are due to sampling error or to the use of inappropriate phylogenetic models. These types of topological incongruence do not have their origin in genealogical discordance, i.e., differences between phylogenies underlying the respective data partitions (Baum et al., 1998) . Incongruence that is not due to genealogical discordance can often be addressed by modifying the model used in phylogenetic reconstruction (Cunningham, 1997b) , and combining data is an appropriate way of dealing with random topological differences that are attributable to sampling error. However, other topological differences, e.g., those arising from lineage sorting (Maddison, 1997; Avise, 2000) and hybridization (Dumolin-Lapègue et al., 1997; Rieseberg, 1997; McKinnon et al., 1999; Avise, 2000) , reflect genealogical discordance between the data partitions.
Most systematists consider data partitions to be combinable if and only if they are not strongly incongruent with one another (Sytsma, 1990; Bull et al., 1993; Huelsenbeck et al., 1996; Baum et al., 1998; Johnson and Soltis, 1998; Thornton and DeSalle, 2000; Yoder et al., 2001; Barker and Lutzoni, 2002; Buckley et al., 2002) . Systematists who follow this prior agreement or conditional combination approach to analyzing multiple data partitions (Bull et al., 1993; Huelsenbeck et al., 1996; Johnson and Soltis, 1998) evaluate incongruence using tests such as the incongruence length difference (ILD) test (Farris et al., 1994 (Farris et al., , 1995 or other tests of taxonomic congruence (Templeton, 1983; Kishino and Hasegawa, 1989; Larson, 1994; Shimodaira and Hasegawa, 1999) before deciding whether the partitions should be analyzed in combination. Data that exhibit strong incongruence are then analyzed separately or under assumptions that minimize incongruence (Cunningham, 1997b) .
In their article "Failure of the ILD to determine data combinability for slow loris phylogeny, " Yoder et al. (2001) critiqued the ILD test based on the observation that it will sometimes identify data partitions as incongruent when in fact those partitions combine to produce an accurate estimate of organismal phylogeny. They described the ILD test as a failed test of data combinability, maintaining that the presumed accuracy of trees inferred from combined data indicates the congruence of the data partitions. We have two objections to their argument (2001:421) that "the ILD [should] never be used as a test of data partition combinability." First, what Yoder et al. described as a flaw in the ILD test as applied to their data, i.e., an apparent inverse relationship between phylogenetic accuracy and data partition congruence as measured by the ILD test, turns out to be an artifact of analysis. There is in fact a bimodal relationship between congruence and accuracy: as either data partition is upweighted, homoplasy in the combined data set is swamped by homoplasy within the upweighted data partition, reducing the significance of the ILD test. At the same time, the topology of the combined analysis shifts to reflect the topology of the upweighted data partition. This phenomenon is predictable and can be accounted for in the analysis (Dowton and Austin, 2002) . Second, Yoder et al.'s expectation that ILD test results should predict the phylogenetic accuracy of the combined data analysis is unreasonable. The ILD test is used to evaluate the null hypothesis that characters that make up two or more data partitions are drawn at random from a single population of characters, i.e., a population of characters that reflects a single phylogeny and a single set of evolutionary processes (Farris et al., 1995) . Because accuracy of trees derived from a data set depends on many factors other than congruence among data partitions, the ILD test cannot be used to directly address questions related to phylogenetic accuracy. Genealogically discordant data can be combined to yield accurate phylogenies, whereas data that are congruent (both genealogically concordant and homogeneous in underlying evolutionary process) can be combined to yield phylogenies that do not accurately represent organismal history (Cunningham, 1997a (Farris et al., 1994 (Farris et al., , 1995 is one of the most commonly used statistical measures of character incongruence between phylogenetic data partitions (for reviews, see Huelsenbeck et al., 1996; Mason-Gamer and Kellogg, 1996; Cunningham, 1997a Cunningham, , 1997b Johnson and Soltis, 1998; Dolphin et al., 2000; Thornton and DeSalle, 2000; Yoder et al., 2001; Dowton and Austin, 2002; Barker and Lutzoni, 2002; Darlu and Lecointre, 2002) . The test is based on an expectation that data partitions that reflect different topologies or different underlying evolutionary processes will have higher overall homoplasy in combination than will data partitions that reflect a single topology and evolutionary process. Consequently, combined analysis of incongruent data sets should yield trees that are significantly longer than the sum of the tree lengths inferred from each data partition separately. The ILD test statistic, D, is the difference between tree lengths of combined data partitions and the sum of tree lengths of data partitions analyzed separately:
where L N is the length of the most-parsimonious tree(s) found for each data partition N and L (1+2+···+N) is the length of the most-parsimonious tree(s) for the combined data. By comparing D to a distribution generated by randomly partitioning the combined data according to the number and size of the original data partitions, the ILD test provides a P value that estimates the type I error rate, i.e., the probability of rejecting the null hypothesis that data partitions are congruent with one another when in fact the partitions are congruent with one another (Farris et al., 1994) .
The ILD test as implemented in PAUP * (Swofford et al., 1998) and ARN (Farris et al., 1995) utilizes tree length (parsimony) to calculate the test statistic, but the method could in principle be implemented using likelihood or distance methods (Cunningham, 1997b) . Although the conditions under which the test should return a significant result are probably not all known, recent studies have demonstrated that in addition to character incongruence caused by genealogical discordance the test is sensitive to between-partition differences in among-site rate variation (Darlu and Lecointre, 2002) , overall evolutionary rates (Barker and Lutzoni, 2002; Darlu and Lecointre, 2002) , levels of noise (Dolphin et al., 2000) , and relative size of the data partitions being tested (Dowton and Austin, 2002) . These differences appear to affect the ILD test results through their effect on the amount of phylogenetic structure in the data (Barker and Lutzoni, 2002) , increasing the probability of type I errors (the error of incorrectly rejecting the correct hypothesis of congruence). The ILD test appears to be less susceptible to type II errors when sufficient numbers of informative sites are available (Darlu and Lecointre, 2002) and when data partitions are appropriately weighted relative to one another (Dowton and Austin, 2002) .
ILD TEST PERFORMANCE IN YODER ET AL.'S STUDY There Is No Inverse Relationship Between Phylogenetic Accuracy and ILD P Value
Yoder et al. argued that the slow lorises are monophyletic, a resolution that is supported by the morphological data but not by the molecular data. They performed the ILD test under a variety of weighting strategies and found that in most cases the test detects significant incongruence between the molecular and morphological data partitions (P < 0.01; the two molecular data partitions were congruent with each other). They also found that weighting schemes in which the ILD test returned a low P value (indicating incongruence) were those in which combined analysis supported the supposed correct monophyly of the Loridae, generally with bootstrap values of 85-100% and 66% in one case (Yoder et al., 2001: tables 4, 5) . In contrast, combined analysis supported a paraphyletic Loridae (bootstrap values of 43-63%) under weighting schemes in which the data partitions passed the ILD test. Presuming, based on morphological data, that the Loridae are monophyletic, Yoder et al. (2001:419) considered their result as demonstrating a "complete reversal of congruence and accuracy" and therefore concluded that the ILD test is a failure.
This "reversal," however, is an artifact of not analyzing across a sufficiently broad range of relative data partition weights. To demonstrate this fact, we reanalyzed Yoder et al.'s data using bootstrap and ILD analyses following Yoder et al.'s methods and using data reassembled using IRBP and cytochrome b sequences deposited in GenBank (Yoder et al., 2001 : table 2) and morphological data matrices presented by Yoder (1994: appendix, As the morphological data are weighted more heavily, the increasing "equality" of the data partitions as measured in tree length makes the ILD test increasingly sensitive to heterogeneity between them (Table 1) . This finding appears to contradict Farris et al.'s (1995:318) assertion that difference in number of characters between data partitions "is hardly a problem when assessing incongruence between matrices" but it is in keeping with another recent study that showed that increasing the size of one data partition over the other tends to reduce incongruence as measured by the ILD test (Dowton and Austin, 2002) .
Not surprisingly, even heavier weighting of the morphological data causes ILD test P values to increase above the significance threshold while the topology of the combined analysis continues to reflect the morphology tree (Table 1 ). This is consistent with an expectation Yoder et al.'s (2001) reduced (nine-taxon) data set under a range of relative morphological data partition weights. All analyses were performed as described by Yoder et al. Characters were reweighted evenly within the morphological data partition; characters within each molecular data partition were maintained at a relative weight of 1. The table indicates that there is not, as Yoder et al. described (2001:000) , an "inverse relationship between congruence and accuracy." Rather, the ILD test is sensitive to different weighting strategies: when weighting strongly emphasizes either of the data partitions, the ILD test is focused on within-partition homogeneity rather than the betweenpartition heterogeneity. M = Loridae monophyly, the presumed accurate topology; P − denotes Loridae paraphyly.
that ILD test results will increase in significance as homoplasy in the combined data increases relative to homoplasy in the data partitions analyzed separately. Increasing either data partition strengthens the homoplasy within data partitions relative to that of the combined data partitions. In other words, Yoder et al.'s data demonstrate not that there is an inverse relationship between ILD test P value and accuracy but that (1) the equalization of data partitions' relative weights causes the ILD test to become more sensitive to incongruence between those data partitions and (2) increased weighting of any one data partition increases the chances that the combined data tree will reflect the topology found in that data partition. The conclusion that there is an inverse relationship between phylogenetic accuracy and congruence is a consequence of overlooking the portion of the data weighting spectrum in which morphological data are most heavily weighted. Yoder et al. argued that (2001:421) All of the conclusions with regard to the reliability of the ILD test rest on the assumption that the slow loris clade is real and thus phylogenetically accurate. If this assumption is false, then the ILD test could be said to have performed nearly perfectly, giving accurate results when no heterogeneity was detected and false results when it was.
Phylogenetic Accuracy Is Not a Reliable Indicator of Data Partition Congruence
This argument appears to presuppose that phylogenetic accuracy is a good indicator of data partition congruence, an assumption that would be reasonable if phylogenetic accuracy depended on the congruence of underlying data partitions. However, this is not the case.
Improving the evolutionary model used in phylogenetic inference should increase both congruence between data partitions and the accuracy of the phylogeny recovered (Cunningham, 1997b) but only if those partitions share a common and accurate organismal phylogeny in the first place. Under some conditions, however, independent data partitions for a given set of organisms are expected to misrepresent phylogenetic relationships in the same way. Long-branch attraction, for instance, can produce inaccurate phylogenies despite congruence between seemingly independent data partitions (Felsenstein, 1978; Hendy and Penny, 1989; Swofford et al., 2001) . Likewise, there are conditions under which incongruent data partitions are expected to yield accurate phylogenies in combination, e.g., when a data partition that adheres to the organismal phylogeny is larger or more heavily weighted than the others (e.g., Dowton and Austin, 2002) , exhibits less homoplasy at a level of inquiry relevant to the study at hand, or has a large number of accurate and informative characters at a particularly important node. If one assumes that the slow lorises truly are monophyletic, then this last scenario applies to Yoder et al.'s data.
Thus, the accuracy of a combined data tree does not depend on congruence between the separate data sets that it comprises. When an accurate topology is weighted strongly enough, the combined data tree will be accurate irrespective of incongruence. As Yoder et al. demonstrated, with sufficient weighting a combined data tree can be made to fit the topology of any data partition. In their study, the strong morphological signal for monophyly of the Loridae swamps the weaker molecular signal for paraphyly, producing a tree that matches what Yoder et al. expected of the organismal phylogeny based on morphological observations. We do not take issue with the presumed accuracy of this tree. We maintain, however, that phylogenetic accuracy cannot be used in this way to evaluate the ILD test or any other test of data partition congruence.
USING THE ILD TEST WITH OTHER TESTS
TO EXPLORE INCONGRUENCE The decision to combine data cannot be based on the results of a single test. It has been proposed that the ILD test be used as a starting point for comparing data partitions (Mason-Gamer and Kellogg, 1996) . We see this as the test's most appropriate role. Recent studies have demonstrated that the ILD test is subject to a high rate of type I error when the null hypothesis being addressed is that data partitions are genealogically concordant. This high error rate is due to the test's sensitivity to betweenpartition differences in noise and evolutionary rate and extremes of rate heterogeneity among sites within the data as a whole (Dolphin et al., 2000; Yoder et al., 2001; Barker and Lutzoni, 2002; Darlu and Lecointre, 2002; Dowton and Austin, 2002) . These same studies, however, suggest that data partitions that pass the ILD test exhibit only minor topological incongruence (i.e., incongruence involving at most a relatively small region of the tree or a relatively small number of taxa), contain relatively few variable nucleotide positions (Darlu and Lecointre, 2002) , differ strongly in number of informative characters (Dowton and Austin, 2002) , or possess very high rate heterogeneity among sites (α = 0.06, Darlu and Lecointre, 2002) . In other words, these studies suggest that the ILD test is not overly susceptible to type II errors (regarding the null hypothesis of genealogical concordance between partitions) when data partitions are weighted appropriately relative to one another, are informative for the phylogenetic level under investigation, and are sufficient in number of informative base pairs, except in cases of extreme rate heterogeneity. All these conditions can be evaluated by researchers, suggesting that "passing grades" on the ILD test are meaningful and that the ILD test can serve as a conservative first test of data partition congruence.
Following an initial screen on all taxa, the ILD test can be used to help determine which taxa contribute the most to incongruence between data partitions; changes in ILD test P value for a given data set should reflect changes in congruence within that data set even when the test turns out to be overly conservative for some data sets relative to others. Yoder et al. (2001:416) restricted their study of the behavior of the ILD test to nine species, partly to "focus on incongruence related to the slow lorises." Their subsequent arguments based on the presumed monophyly of the Loridae rest in part on the assumption that they succeeded in this goal. To investigate this assumption and to explore the potential sources of incongruence in their data, we reanalyzed all eight-taxon permutations of Yoder et al.'s reduced nine-taxon data set using bootstrapping and the partition homogeneity test implemented in PAUP * 4.0b8-10 (Swofford, 1998), following methods of Yoder et al. with two exceptions: randomization seeds were not specified, and only heuristic searches (not branch-and-bound searches) were performed. An initial set of trials indicated that this divergence from their methods had no effect on our conclusions.
If the sole source of incongruence in Yoder et al.'s ninetaxon data set were the resolution of the Loridae, removal of taxa not involved in resolution of the Loridae might be expected to increase the significance of ILD test results, because removal of those taxa would focus the test further on the one source of incongruence. To the contrary, removal of either of two taxa not in the Loridae (Lemur catta and Daubentonia madagascariensis) had a substantial effect on the test result, as did removal of the contentious member of the Loridae (Perodicticus potto; Table 2 ). Based on this result, we inferred that the ILD test is picking up on not just differences in how morphological and molecular data resolve the slow lorises but also in how the two types of data resolve relationships within the clade that contains Lemur, Propithecus, and Daubentonia (Fig. 1) .
Once the ILD test has been used to evaluate character incongruence and to identify specific taxa contributing to it, the nature of the incongruence can be more closely investigated using tests of the statistical support within each data partition for alternative topologies. Yoder et al.'s (2001) reduced (nine-taxon) data set under equal weightings. All analyses were performed as described by Yoder et al. Each of the nine taxa of the authors' reduced taxon set was removed one at a time for nine tests of eight taxa each. The results indicate that the reduced-taxon set of Yoder et al. does not focus the ILD test solely on the problematic slow loris group but also on the clade that includes Daubentonia and Lemur. These two taxa differ in relative position between the molecular and morphological data partitions (see Fig. 1 ), and thus it is not surprising that the removal of either one of them raises the ILD test P value to the passing level. In all tests, the Loridae are resolved as monophyletic, with bootstrap values as indicated. The Wilcoxon signed-ranks test is most commonly used in this context (Templeton, 1983; Larson, 1994) . However, because this test was designed to evaluate the support for topologies selected a priori, it is inappropriately applied in situations in which topologies are compared to a most-parsimonious tree (Shimodaira and Hasegawa, 1999; Goldman et al., 2000; Shimodaira, 2002) . Under these conditions, the P value underestimates the confidence interval for the most-parsimonious topology (Shimodaira, 2002) . A correction has been proposed for both this test, and the KH (1999) test, which is subject to the same problem (Goldman et al., 2000) , and multiplecomparison methods appropriate to the evaluation of a posteriori hypotheses have been developed (Shimodaira and Hasegawa, 1999; Goldman et al., 2000; Shimodaira, 2002) .
To further investigate the nature of incongruence in Yoder et al.'s data, we used the Templeton test and the parsimony-based implementation of the KH test, which facilitated the comparison of molecular data with morphological data in the absence of an implemented likelihood model for the latter (although see the model of Lewis, 2001 , as implemented in MrBayes 3; Huelsenbeck and Ronquist, 2001) . P values reported are Bonferroni corrected and one tailed, correcting for multiple comparisons and the fact that one of the topologies in each comparison is known to be optimal (Goldman et al., 2000) . We compared KH and Templeton test results with the likelihood-based SH test for all cases in which molecular data were used to evaluate the differences between topologies. Confidence intervals determined using the SH test vary depending on how many tree topologies are evaluated at a time (Buckley et al., 2001; Shimodaira, 2002) , and the test tends to overestimate the confidence interval around the optimal tree, especially for comparisons that involve many trees (Shimodaira, 2002) . The Templeton and KH tests, however, tend to underestimate the confidence interval around optimal trees (Shimodaira and Hasegawa, 1999; Buckley et al., 2001; Shimodaira, 2002) . Consequently, points of agreement between the tests should provide a robust estimate of the confidence interval about the optimal tree.
Data were divided into two partitions, molecular (IRBP + cytochrome b) and morphological, with all characters weighted equally. The tests were implemented using the appropriate Tree Score options in PAUP * 4.0b8-10. One-tailed Templeton and KH tests are reported with both uncorrected and Bonferroni-corrected P values (Buckley et al., 2001) (Tables 3, 4) . Fully resolved values by the total number of comparisons (n = 15 for the 12-taxon test; n = 6 for the 9-taxon test). Results indicate that molecular data reject one of the two most-parsimonious morphological trees in the 12-taxon test and the only most-parsimonious morphological tree in the 9-taxon tests; morphological data reject the most-parsimonious molecular trees. Neither the morphological nor the molecular data reject the combined data trees. by the total number of comparisons (n = 4). The SH test was performed on a mix of seven a priori and a posteriori trees: (1) The MP molecular tree (same as the maximum likelihood tree); (2) Lemur and Propithecus constrained not to be sister to one another in molecular tree; (3) Loridae constrained to be monophyletic in molecular tree; (4, 5) the two MP morphology trees; (6) Loridae constrained not to be monophyletic in the morphological tree; and (7) Lemur and Propithecus constrained to be sister to one another in morphological tree. Constraint topologies: Loris = Loridae monophyletic; ∼Loris = Loridae nonmonophyletic; (L, P) = Lemur and Propithecus sister to one another; ∼(L, P) = Lemur and Propithecus not sister to one another. most-parsimonious trees were used as constraints. SH tests were implemented in the likelihood tree scores menu, using likelihood parameters reported by Yoder et al. and simulating RELL and full optimization distributions using 1,000 bootstrap replicates (Tables 4, 5) . Maximum parsimony (MP) topologies were compared with constrained MP topologies and unconstrained topologies 5-12 steps longer than the MP topologies for each data partition and for the combined data, for a total of 31 trees (Table 5) ; this set of trees includes the maximum likelihood ML topology for the molecular data, which is not significantly different from the MP topology (Table 5 ). Although this method is an imperfect means of choosing trees for simultaneous comparison in the SH test, it serves to eliminate extremely unlikely topologies from analysis (Shimodaira and Hasegawa, 1999; Buckley et al., 2001 ) and increases the conservativeness of the SH test (Shimodaira, 2002) .
The tests show molecular data to be incompatible with morphological trees and morphological data to be incompatible with molecular trees for the most part, but neither the molecular data nor the morphological data reject the combined tree (Tables 3-5) . As demonstrated by our individual taxon removals using the ILD test (Table 2) , two points of incongruence are apparent between the molecular and morphological data in the ninetaxon tests: the morphological data support monophyly of the Loridae and a sister relationship between Propithecus and Daubentonia, whereas the molecular data support paraphyly of the Loridae and a sister relationship between Propithecus and Lemur.
If support for these relationships were strong for each data partition, the existence of a most-parsimonious tree that neither partition rejects would be surprising. However, test results using constraint trees that reflect the two clades of contention reveal that although the morphological data strongly reject nonmonophyly of the slow lorises, they do not reject the most-parsimonious tree in which Propithecus and Lemur are sister to one another (Table 4) . Similarly, although the molecular data strongly reject the most-parsimonious trees in which Propithecus and Lemur are not sister to one another, they do not reject monophyly of the slow lorises (Tables 4, 5 ). Thus, each of the nine-taxon data partitions strongly supports only one of the two points of incongruence, and the combined nine-taxon tree, which is monophyletic for the Loridae and places Propithecus sister to Lemur, is not rejected by either data set. The 95% confidence interval for the molecular tree determined using the SH test rejects two trees in which Lemur and Propithecus are sister. However, this result probably should not be taken as an indication of incongruence between the morphological and molecular data because these two trees, in which Galago, Galagoides, and Otolemur fail to form a partition, are not among the most-parsimonious morphological trees.
The existence of a set of trees based on combined data that neither data partition can reject may be taken as evidence that Yoder et al.'s data are combinable. At the same time, the strong support in each data partition for a topology rejected by the opposing partition is intriguing and worth exploring further. Use of the ILD test in conjunction with the Templeton, KH, and SH tests appears to have effectively identified the proximal sources of incongruence in Yoder et al.'s data. In the end, the causes of this incongruence must be inferred by other means.
CONCLUSIONS
As has been demonstrated in simulation studies (Dolphin et al., 2000; Barker and Lutzoni, 2002; Darlu and Lecointre, 2002; Dowton and Austin, 2002) and as suggested in Yoder et al., significant ILD test P values should not be taken as a conclusive demonstration that analyzing independent data partitions in combination will produce misleading phylogenies. However, these studies do not support categorical or unqualified rejection of the ILD test. It is probably unreasonable to expect that any test of data incongruence would be capable of identifying cases in which combining data will increase phylogenetic accuracy (Huelsenbeck et al., 1996) . The question of whether to combine data is complex and must be explored using a range of methods (e.g., Mason-Gamer and Kellogg, 1996; Cunningham, 1997a; Johnson and Soltis, 1998; Buckley et al., 2002) . Where the Kishino-Hasegawa (KH) , and Templeton tests of the support for three key partitions in the nine-taxon data set. Tests were performed on MP molecular, morphological, and combined analyses and on trees that were up to 12 steps longer than the MP tree. Morphological data were excluded for all tests; results reflect only the confidence interval around the optimal molecular tree. P values are all one tailed; P values in parentheses are Bonferroni corrected, calculated by multiplying the P values by n − 1, where n = number of topologies (n = 31). Loris = Loridae monophyletic; (L, P) = Lemur and Propithecus sister to one another; (G, G, O) = Galago, Galagoides, and Otolemur form a partition.
precise nature of incongruence between data partitions cannot be inferred, it may be most appropriate to assume Swofford's (1991:329) "admittedly non-Popperian position that an ambiguous solution that contains the truth is, in many situations, preferable to an unambiguous solution that is wrong."
