Abstract
Introduction
In a time interval, the average response time is the mean value of virtual machine service response time [1] . In cloud computing environment, according to the predicted average response time of service, it can timely adjust to the follow-up system, so that the response time of the system is acceptable [2] .
The traditional methods of predicting average response time of serve mainly include the method of gray predicting and neural network model. The former can find out the rule of every period in the case of less data and establish the load forecasting model. The grey forecasting model method is simple, with less data volume, but not suitable for large volatility data [3] . The latter is a multi-level network linked by several basic units according to some rules. Employing the network structure to forecast data will lead to long training time and be easily in local state [4] .
According to these problems, the paper proposes the method of predicting average response time of cloud service based on the MGM (1, N) -BP neural network that combines the MGM(1,N) [5] predicting method and BP neural network predicting method [6] . The method can use less sample information, get highly precise results and predict the volatile system. Experimental results show the feasibility and effectiveness of the method.
The Predicted Process
The predicted process of average response time is mainly divided into four stages, with a virtual machine instance hosting service, for example, predicting the basic process of response time is shown in Figure 2 .1. The average response time of the service on all virtual machine instances is mean value of all virtual machine instance response time. (1)Determine factor: the factors of effecting virtual machine service mainly have: CPU, memory footprint, disk usage and network bandwidth utilization rate and so on. This paper will adopt correlating analysis method to determine the close degree between the average response time and the influencing factors, choosing the factor with larger correlation degree as the independent variable of the subsequent predicting model. The calculation steps are:
 According to the correlation
is the result that data sequence of candidate index factor minuses average response time of service. ρ is resolution function . The value space is [0,1]. Usually, ρ is 0.5.
 Calculating correlation, the formula is:
(2) Collection data: before the starting of the prediction process, it should record datum of CPU utilization, memory footprint, disk usage and network bandwidth.
(3) Pretreatment: on virtual machine, history datum of impacting factor of the service average response time may exist in different dimensions and big data, which can affect the prediction accuracy of the average response time. So it needs pretreatment. Pretreatment has two types. The first one is processing, the next one is data standardization. Pretreatment may remove the influence of different data source. The data processing is used to find and solve uncertain data. The data standardization has two types: data with chemokine and dimensionless processing. The first one may dispose different kinds of data. If the process do not data with chemokine, the result should be wrong. So data with chemokine is significant. The next one may solve the problem about data comparability. Changes of memory and CPU are shown in It can be seen from figure, more service need memory, bigger is changes of memory. Change of memory is between 280000KB and 620000KB. Change of CPU is between 15% and 95%. But it is very difficult for predicting service average response time, dimension of memory and CPU is not consistent. Standardized treatment is needed in the system. Max and min of index data are unknown. The historical data of service indicators may be performed by using Z-score standardized method.
Dealing with data before the system begins is very important. It can input accurate data in the system. Then we can obtain accurate output. Dealing with data before the system begins can unsure system running in read order.
(4) Predicting: according to three stages, we will get the model of predicting average response time of cloud service based on the MGM (1, N) -BP neural network.
The Predicted Model
According to running service on the VM, the intensity of the load may change. Service average response time may change. There will be many noise data in the MGM(1,N) predicted model. The grey model cannot predict shifty data in the system. It may appear error to reduce prediction accuracy. To improve prediction accuracy, residual error correction is needed in the system. Although residual identification method may improve prediction accuracy, it cannot apply the grey model. BP neural network is predicted method that is effective and non-linear. It can dispose data that is random, non-linear and wrong data. The learning process of BP neural network is as follows: (1) Selecting a group of training sample. Each training sample has two parts: input information and output results.
(2) Selecting a training sample in a group of training sample. Input information is inputted to the input layer. (6) Repeating (3)- (5) for each training sample in a group of training sample. It is over until error is acceptable.
The steps of the predicting model are: the average response time and historical data of CPU, memory, network bandwidth are used to construct the forecasting model, namely the MGM(1,N) model; the real value subtracts the value had predicted, so we can get residual error sequence of average response time; we uses BP neural network to forecast the error sequence of the average response time; to get the final forecast, it needs to revise the predicted sequence of original service average response time. The prediction model construction of the average response time process is as follows.
(1) The steps of the structure model Step1: N -1 pieces of factor that monitored of average response time and the historical datum of average response time are as the original sequence, remembering:
Step2: The original sequence of the CPU, memory, and network bandwidth adds the original sequence of the average response time, getting the trend of average response time and service.
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So it shows:
Step3: Setting up N first-order differential equations, getting the changed trend of each index and the average response time:
The matrix is constituted by differential equations, as follows: Among them:
At this point, the system of differential equations (3.3) can be written as the following form:
Integral transformation principle is used, the new time response function is as follows:
The differential equations are discretized by trapezoidal integral formula and the rectangular integral formula: B is also a matrix. There are n lines and 1row in the matrix B. There is n element in the matrix B. Step5: Getting predicting model:
 
Step6: Getting average response time:
(2) The steps of the correction residual of BP neural network Step1: Calculating the residual error sequence of the average response time, formula is as follows:
value of the residual error sequence. min ) (k  is min value of the residual error sequence. Step3: Determining network structure of BP neural network The network of function is predicting residual error sequence of average response time. The structure that is single input and single output is used in the network. It inputs neurons and outputs neurons. The number of connotative neurons is ensured as follows:
Among it, m is the number of inputted neurons, n is the number of outputted neurons, a is constant between 0 and 10.
Step4: Determining training parameters of BP neural network There are 7 parameters in Table 3 .1. 
(4) To get predicted results To get the final results, it needs to revise the predicting sequence of the original service average response time.
The Experimental Results

Experimental Environment
The experimental is performed on IBM servers. According to the needed number of virtual machines, virtual machines are deployed on the server. The hardware configuration is shown in Table 4 .1. Hard disk 500G
OS Linux
The Xen [7] is used to manage and monitor resource that is used by many users on the server. The memory of Xen is 1500M. It is two VCPUs.
The needed servers, virtual machines and configuration of virtual machines are shown in Table 4 .2. 
Experimental Process and Results Analysis
The specific steps are as follows:
(1) Data selection According to above-mentioned analysis about service performance indicators, historical data should be collected as follows: occupancy rate of CPU, memory, disk, network bandwidth, SWAP, average response time. To obtain correlation of many factors, correlation analysis methods should be used. These factors are shown as follows in Table 4 .3. 
Conclusion and Outlook
The paper puts forward the method of predicting average response time of cloud service based on the MGM (1, N) -BP neural network. The method improves previous research results, combines with two predicting methods and achieves better prediction ability. First, we analyze factor that affect service average response time and disposes relevant indicators. Then, we elaborate the method that based on the MGM (1, N) -BP neural network of average response time. Finally, we verify the feasibility and accuracy through experiments. In the next step of research, MGM (1, N) -BP neural network predicting method should combine with regression predicting methods which can increase the predicted accuracy and shorten the predicted time.
