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Abstract
In this paper, we study the existence and multiplicity of solutions of the operator equation Kfu = u in the
real Hilbert space L2(G). Under certain conditions on the linear operator K , we establish the conditions
on f which are able to guarantee that the operator equation has at least one solution, a unique solution, and
infinitely many solutions, respectively. The monotone operator principle and the critical point theory are
employed to discuss this problem, respectively. In argument, quadratic root operator K1/2 and its properties
play an important role. As an application, we investigate the existence and multiplicity of solutions to fourth-
order boundary value problems for ordinary differential equations with two parameters, and give some new
existence results of solutions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we will study the existence of solutions of the following integral equation in the
real Banach space C(G):
u(x) =
∫
G
k(x, y)f
(
y,u(y)
)
dy, x ∈ G, (1.1)
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give some existence results of solutions to the integral equation. Furthermore, we will apply these
results to the following fourth-order boundary value problem of ordinary differential equation
(BVP):⎧⎨
⎩
u(4)(t) + βu′′(t)− αu(t) = f (t, u(t)), t ∈ [0,1],
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0,
(1.2)
where f : [0,1]×R1 → R1 is continuous. Recent years, there have been many papers to study the
existence of positive solutions on BVP (1.2), see [1,6]. They all obtained the existence results of
positive solutions under f is either superlinear or sublinear in u by employing the cone expansion
or compression fixed point theorem. There are also many authors who studied the fourth-order
boundary value problem without parameters by using critical point theory [4,5]. However, few
papers study BVP (1.2) by critical point theory, especially by using linking theorem. In this paper,
by using the strongly monotone operator principle and the critical point theory, respectively, we
establish some conditions on f which are able to guarantee that BVP (1.2) has a unique solution,
at least one nonzero solution, and infinitely many solutions. In argument, K1/2, the quadratic
root operator of a positive linear compact operator K , and its properties play an important role.
2. Preliminary
In this section, we give some necessary notations and lemmas. Let C(G) denote the usual real
Banach space with the norm ‖u‖C = maxx∈G |u(x)| for all u ∈ C(G),L2(G) denote the usual
real reflexive Banach space with the norm ‖u‖ = (∫
G
|u(x)|2 dx)1/2 for all u ∈ L2(G) and the
real Hilbert space with the inner product (u, v) = ∫
G
u(x)v(x) dx for all u,v ∈ L2(G).
We assume that the following basic assumptions hold throughout:
• k :G × G → R1 is symmetric, i.e., k(x, y) = k(y, x) for all x, y ∈ G, nonnegative and con-
tinuous, and k ≡ 0 on G×G;
• f :G×R1 → R1 is continuous.
Define operator K, f :C(G) → C(G) respectively by
Ku(x) =
∫
G
k(x, y)u(y) dy, x ∈ G,∀u ∈ C(G), (2.1)
fu(x) = f (x,u(x)), x ∈ G,∀u ∈ C(G), (2.2)
and A = Kf.
Remark 2.1. It is easy to see that:
(i) max(x,y)∈G×G k(x, y) = M > 0;
(ii) f :C(G) → C(G) is bounded and continuous;
(iii) K :C(G) → C(G) is linear completely continuous.
The operator K defined in (2.1) can also be defined on L2(G). In fact, we have the following
lemma.
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→ L2(G) is also a linear completely continuous operator.
Proof. For any given u ∈ L2(G), we have
∣∣Ku(x)∣∣= ∣∣∣∣
∫
G
k(x, y)u(y) dy
∣∣∣∣M
∫
G
∣∣u(y)∣∣dy M(mesG)1/2‖u‖, x ∈ G. (2.3)
So Ku is a function defined on G. For any given ε > 0, since k is continuous on G × G, there
exists δ > 0 such that |k(x1, y)− k(x2, y)| < ε for all x1, x2, y ∈ G with |x1 − x2| < δ, where | · |
denotes the norm of RN . And then for all x1, x2 ∈ G with |x1 − x2| < δ, we have∣∣Ku(x1)−Ku(x2)∣∣
∫
G
∣∣k(x1, y)− k(x2, y)∣∣ · ∣∣u(y)∣∣dy  ε(mesG)1/2‖u‖. (2.4)
This implies that Ku ∈ C(G). And it follows from (2.3) that
‖Ku‖C M(mesG)1/2‖u‖, u ∈ L2(G). (2.5)
It is easy to see from (2.5) and the definition of K that K :L2(G) → C(G) is linear continuous.
Let B ⊂ L2(G) be a bounded subset. Then there exists R > 0 such that ‖u‖ R for all u ∈ B .
It follows from (2.5) and (2.4) that K(B) is an uniformly bounded and equicontinuous family
on G. According to Arzela–Ascoli theorem, K(B) is a precompact subset of C(G). Therefore
K :L2(G) → C(G) is completely continuous. Since C(G) can be continuously embedded into
L2(G),K :L2(G) → L2(G) is also completely continuous. The proof is completed. 
Lemma 2.2. (Ku,v) = (u,Kv) for all u,v ∈ L2(G), i.e., K is symmetric.
Proof. For any given u,v ∈ L2(G), since∫
G
∫
G
∣∣k(x, y)u(y)v(x)∣∣dy dx M ∫
G
∫
G
∣∣u(y)v(x)∣∣dy dx M(mesG)‖u‖ · ‖v‖,
it follows from Fubini theorem and the symmetric property of k that
(Ku,v) =
∫
G
[∫
G
k(x, y)u(y) dy
]
v(x) dx =
∫
G
∫
G
k(x, y)u(y)v(x) dy dx
=
∫
G
u(y)
[∫
G
k(y, x)v(x) dx
]
dy = (u,Kv).
The proof is completed. 
According to Hilbert–Schmidt theorem, we can suppose that {λk} is all the nonzero eigenvalue
sequence of completely continuous operator K :L2(G) → L2(G) where each eigenvalue is re-
peated according to its multiplicity, {ek} is the corresponding orthonormal eigenvector sequence
in L2(G). According to Lemma 2.1, ek ∈ C(G) for all k ∈N= {1,2, . . .}.
In this paper, we further assume the following condition:
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k=1 λk < +∞ and that there exists a positive constant C > 0 such that ‖ek‖C  C for all
k ∈ N.
Under condition (H0), we may assume
λ1  λ2  · · · λn  · · · > 0.
Since K is linear completely continuous and symmetric by Lemmas 2.1 and 2.2, the following
formulas with K hold:
u =
∞∑
k=1
(u, ek)ek, u ∈ L2(G), (2.6)
‖u‖2 =
∞∑
k=1
∣∣(u, ek)∣∣2, u ∈ L2(G), (2.7)
Ku =
∞∑
k=1
λk(u, ek)ek, u ∈ L2(G). (2.8)
Remark 2.2. It follows from Lemmas 2.1 and 2.2, and (2.8) that K :L2(G) → L2(G) is positive
bounded linear and symmetric. So the square root operator of K , K1/2 :L2(G) → L2(G) exists
and is unique, and is also bounded linear and symmetric with ‖K1/2‖ = ‖K‖1/2. Moreover, we
can also prove that K1/2 :L2(G) → C(G) is completely continuous.
Lemma 2.3. K1/2 :L2(G) → C(G) is a linear completely continuous operator. Then K1/2 :
L2(G) → L2(G) is also linear completely continuous.
Proof. From (2.8), K1/2 :L2(G) → L2(G) is of form as follows
K1/2u =
∞∑
k=1
√
λk (u, ek)ek, u ∈ L2(G). (2.9)
For any given u ∈ L2(G) and positive integers n,p, from (2.7) and condition (H0), we have that
∣∣∣∣∣
n+p∑
k=n
√
λk(u, ek)ek(x)
∣∣∣∣∣ C
n+p∑
k=n
√
λk
∣∣(u, ek)∣∣C
(
n+p∑
k=n
λk
)1/2( n+p∑
k=n
∣∣(u, ek)∣∣2
)1/2
 C‖u‖
(
n+p∑
k=n
λk
)1/2
, x ∈ G.
It follows from condition (H0) that∥∥∥∥∥
n+p∑√
λk(u, ek)ek
∥∥∥∥∥  C‖u‖
(
n+p∑
λk
)1/2
→ 0, n → ∞. (2.10)k=n C k=n
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∑∞
k=1
√
λk(u, ek)ek(x) converges uniformly with respect to x ∈ G, and then K1/2u ∈
C(G). In addition, it is easy to see from (2.10) that
∥∥K1/2u∥∥
C
 C
( ∞∑
k=1
λk
)1/2
‖u‖, u ∈ L2(G). (2.11)
Set Tnu =∑nk=1 √λk (u, ek)ek , u ∈ L2(G), ∀n ∈ N. Then Tn :L2(G) → C(G) is a linear com-
pletely continuous operator for all n ∈N, and it follows from (2.9) and (2.10) that
∥∥Tn − K1/2∥∥C  C
( ∞∑
k=n+1
λk
)1/2
→ 0, n → ∞.
Therefore K1/2 :L2(G) → C(G) is a linear completely continuous operator. And then K1/2 :
L2(G) → L2(G) is also completely continuous since C(G) can be continuously embedded into
L2(G). The proof is completed. 
Remark 2.3. It follows from (2.9) and (2.6) that
(
K1/2u,u
)= ∞∑
k=1
√
λk
∣∣(u, ek)∣∣2, u ∈ L2(G).
This and (2.7) imply that K1/2u = 0 for all u ∈ L2(G) with u = 0. Therefore K1/2u1 = K1/2u2
for all u1, u2 ∈ L2(G) with u1 = u2.
Theorem 2.1. [11, Theorem 4.1, p. 354] Suppose A is a linear compact, symmetric operator, and
A = 0. Then ‖A‖ or −‖A‖ is an eigenvalue of A.
Since all the eigenvalues of K are {λk}∞k=1 and K is a linear compact and symmetric operator
by Lemmas 2.1 and 2.2, it follows from Theorem 2.1 that ‖K‖ = λ1. In the same way, ‖K1/2‖ =√
λ1.
Definition 2.1. Let E be a real Banach space, D an open subset of E. Suppose that a functional
f :D → R1 is Fréchet differentiable on D. If x0 ∈ D and the Fréchet derivative f ′(x0) = 0, then
we call that x0 is a critical point of the functional f and c = f (x0) is a critical value of f .
Let C1(E,R1) denote the set of all functionals that are Fréchet differentiable and their Fréchet
derivatives are continuous on E.
Definition 2.2. Let f ∈ C1(E,R1). If any sequence {un} ⊂ E for which {f (un)} is bounded
and f ′(un) → 0 as n → ∞ possesses a convergent subsequence, then we say f satisfies Palais–
Smale condition (denote by PS condition for short).
Definition 2.3. Let f ∈ C1(E,R1) and c ∈ R1. The function f satisfies the (PS)c condition if
any sequence {un} ⊂ E such that
f (un) → c, f ′(un) → 0, n → ∞,
has a convergent subsequence.
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Theorem 2.2 (Strongly monotone operator principle [2, Theorem 11.2, p. 100]). Let (E,‖ · ‖)
be a real reflexive Banach space. Suppose that T :E → E∗ is a continuous operator and there
exists c > 0 such that
(T u− T v,u− v) c‖u− v‖2, u, v ∈ E.
Then T :E → E∗ is a homeomorphism between E and E∗.
Theorem 2.3. [3, Theorem 1.7, p. 423] Let E be a real reflexive Banach space. If the functional
f :E → R1 is weakly lower semicontinuous and satisfies lim‖x‖→∞ f (x) = +∞, then there
exists x0 ∈ E such that f (x0) = infx∈E f (x). Moreover, if f is also Fréchet differentiable on E,
then f ′(x0) = 0.
Theorem 2.4 (Mountain pass lemma ([7, Theorem 2.2, p. 7]; [10, Theorem 6.1, p. 109])). Let E
be a real Banach space and f ∈ C1(E,R1) satisfying PS condition. Suppose that
(i) f (0) = 0;
(ii) there exist ρ > 0 and α > 0 such that f (u) α for all u ∈ E with ‖u‖ = ρ;
(iii) there exists u1 in E with ‖u1‖ ρ such that f (u1) < α.
Then f possesses a critical value c α. Moreover, c can be characterized as
c = inf
g∈Γ maxu∈g([0,1])
f (u),
where Γ = {g ∈ C([0,1],E): g(0) = 0, g(1) = u1}.
Theorem 2.5. ([7, Theorem 9.12, p. 55]; [10, Theorem 6.5, p. 114]) Let E be an infinite dimen-
sional real Banach space and let f ∈ C1(E,R1) be even, satisfy PS condition, and f (0) = 0.
Suppose that E = V ⊕X, where V is finite dimensional, and f satisfies
(i) there exist α > 0 and ρ > 0 such that f (u) α for all u ∈ X with ‖u‖ = ρ;
(ii) for any finite-dimensional subspace W ⊂ E, there is R = R(W) > 0 such that f (u) 0 for
all u ∈ W with ‖u‖R.
Then f possesses an unbounded sequence of critical values.
Theorem 2.6 (Linking theorem ([8,9]; [12, Theorem 2.12, p. 43])). Let E = V ⊕ X be a real
Banach space with dimV < ∞. Let ρ > r > 0 and let z ∈ X be such that ‖z‖ = r . Define
M = {u = y + λz: ‖u‖ ρ, λ 0, y ∈ V },
M0 =
{
u = y + λz: y ∈ V, ‖u‖ = ρ, λ 0 or ‖u‖ ρ, λ = 0},
N = {u ∈ X: ‖u‖ = r}.
Let f ∈ C1(E,R1) be such that
b = inf f (u) > a = max f (u).
u∈N u∈M0
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c = inf
γ∈Γ maxu∈M f
(
γ (u)
)
, Γ = {γ ∈ C(M,E): γ |M0 = id},
then c is a critical value of f .
3. Main results
In this section, we deal with the existence of one solution and infinitely many solutions for
Eq. (1.1). We will use the strongly monotone operator principle and the critical point theory,
respectively.
Lemma 3.1.
(i) The operator equation
u = Kfu (3.1)
has a solution in C(G) if and only if the operator equation
v = K1/2fK1/2v (3.2)
has a solution in L2(G).
(ii) The uniqueness of solution for these two above equations is also equivalent.
(iii) If (3.2) has a nonzero solution in L2(G), then (3.1) has a nonzero solution in C(G). If
(3.2) has infinitely many solutions in L2(G), then (3.1) has also infinitely many solutions in
C(G).
Proof. (i) Let u ∈ C(G) be any solution of (3.1), i.e., u = Kfu. Then K1/2fu = K1/2fKfu =
K1/2fK1/2(K1/2fu), so v = K1/2fu ∈ C(G) ↪→ L2(G) is a solution of (3.2). On the other hand,
let v ∈ L2(G) be any solution of (3.2), i.e., v = K1/2fK1/2v. Then K1/2v = K1/2K1/2fK1/2v =
Kf(K1/2v), so u = K1/2v ∈ C(G) is a solution of (3.1).
(ii) Assume that (3.1) has a unique solution u in C(G). Let v1 and v2 in L2(G) be both
solutions of (3.2), i.e., v1 = K1/2fK1/2v1 and v2 = K1/2fK1/2v2. Then K1/2v1 = KfK1/2v1
and K1/2v2 = KfK1/2v2. And then K1/2v1 and K1/2v2 are both solutions of (3.1). It follows
from the assumption that K1/2v1 = K1/2v2 = u, so v1 = K1/2fK1/2v1 = K1/2fK1/2v2 = v2.
On the other hand, assume that (3.2) has a unique solution v in L2(G). Let u1 and u2 in C(G)
be both solutions of (3.1), i.e., u1 = Kfu1 and u2 = Kfu2. Then K1/2fu1 = K1/2fK1/2K1/2fu1
and K1/2fu2 = K1/2fK1/2K1/2fu2. And then K1/2fu1 and K1/2fu2 are both solutions of (3.2).
It follows from the assumption that K1/2fu1 = K1/2fu2 = v, so u1 = Kfu1 = K1/2K1/2fu1 =
K1/2K1/2fu2 = Kfu2 = u2.
(iii) It follows from the proof of (i) that if v ∈ L2(G) is any solution of (3.2), then K1/2v
is a solution of (3.1) in C(G). Therefore Remark 2.3 yields the conclusion. The proof is com-
pleted. 
Theorem 3.1. Suppose that for each x ∈ G, f (x,u) is a nonincreasing function in u, i.e.,
f (x,u1)  f (x,u2) for all u1 and u2 in R1 with u1 < u2. Then Eq. (3.1) has a unique solu-
tion in C(G).
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C(G) if and only if (3.2) has a unique solution in L2(G). Therefore, it is also equivalent to
that the operator equation T v = 0 has a unique solution in L2(G), where T = I − K1/2fK1/2.
From Lemma 2.3, K1/2 :L2(G) → C(G) ↪→ L2(G) is continuous, so T :L2(G) → L2(G) is
also continuous. According to Theorem 2.2, it is only necessary to verify that T is a strongly
monotone operator. In fact, for all u and v in L2(G), since f (x,u) is a nonincreasing function
in u for each x ∈ G, it follows that(
fK1/2u− fK1/2v,K1/2u−K1/2v)
=
∫
G
[
f
(
x,K1/2u(x)
)− f (x,K1/2v(x))][K1/2u(x) −K1/2v(x)]dx  0.
And using Remark 2.2, we have that
(T u− T v,u− v) = (u− v − K1/2fK1/2u+ K1/2fK1/2v,u− v)
= ‖u− v‖2 − (K1/2(fK1/2u− fK1/2v), u− v)
= ‖u− v‖2 − (fK1/2u− fK1/2v,K1/2u− K1/2v)
 ‖u− v‖2, u, v ∈ L2(G).
Thus T is a strongly monotone operator. And then Theorem 2.2 implies that T v = 0 has a unique
solution v∗ in L2(G). The proof is completed. 
Theorem 3.2. If there exists a ∈ [0,1/λ1) such that [f (x,u) − f (x, v)][u − v] a|u − v|2 for
all x ∈ G, and u,v ∈R1, then Eq. (3.1) has a unique solution in C(G).
Proof. By the same way as the proof of Theorem 3.1, it is only necessary to note that(
fK1/2u− fK1/2v,K1/2u−K1/2v)
=
∫
G
[
f
(
x,K1/2u(x)
)− f (x,K1/2v(x))][K1/2u(x) −K1/2v(x)]dx
 a
∫
G
∣∣K1/2(u − v)(x)∣∣2 dx = a∥∥K1/2(u− v)∥∥2  aλ1‖u− v‖2, u, v ∈ L2(G).
And then
(T u− T v,u− v) = (u− v − K1/2fK1/2u+ K1/2fK1/2v,u− v)
= ‖u− v‖2 − (fK1/2u− fK1/2v,K1/2u− K1/2v)
 ‖u− v‖2 − aλ1‖u− v‖2
= (1 − aλ1)‖u− v‖2, u, v ∈ L2(G).
The proof is completed. 
Lemma 3.2. Let Φ(u) = ∫
G
∫ u(x)
0 f (x, v) dv dx,u ∈ C(G). Then
(i) the functional Φ :C(G) → R1 is Fréchet differentiable on C(G) and (Φ ′(u))(w) =
(fu,w) = ∫ f (x,u(x))w(x)dx for all u,w ∈ C(G);G
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for all v ∈ L2(G).
Proof. (i) For any given u ∈ C(G), we define a bounded linear functional h(w) = (fu,w) =∫
G
f (x,u(x))w(x)dx,w ∈ C(G), then
Φ(u+w)−Φ(u)− h(w) =
∫
G
u(x)+w(x)∫
u(x)
f (x, v) dv dx −
∫
G
f
(
x,u(x)
)
w(x)dx
=
∫
G
[
f
(
x,u(x) + θw(x))− f (x,u(x))]w(x)dx, w ∈ C(G),
where θ ∈ (0,1). Since f is continuous on G× [−‖u‖C − 1,‖u‖C + 1], we have
lim‖w‖C→0
1
‖w‖C
∫
G
[
f
(
x,u(x) + θw(x))− f (x,u(x))]w(x)dx = 0.
Then Φ is Fréchet differentiable on C(G) and (Φ ′(u))(w) = h(w) = (fu,w) for all u,w ∈ C(G).
(ii) By the chain rule for derivatives of composite operator [14, Proposition 4.10, p. 139],
it follows that the functional ΦK1/2 is Fréchet differentiable on L2(G) and (ΦK1/2)′(v) =
Φ ′(K1/2v)K1/2 for all v ∈ L2(G), that is, ((ΦK1/2)′(v))(k) = (Φ ′(K1/2v)K1/2)(k) =
Φ ′(K1/2v)(K1/2k) = (fK1/2v,K1/2k) = (K1/2fK1/2v, k) for all v, k ∈ L2(G). So (ΦK1/2)′(v)
= K1/2fK1/2v for all v ∈ L2(G). The proof is completed. 
Theorem 3.3. Suppose that
u∫
0
f (x, v) dv  a
2
u2 + b(x)|u|2−γ + c(x), x ∈ G, u ∈ R1, (3.3)
where a ∈ [0,1/λ1), γ ∈ (0,2), b ∈ L2/γ (G), and c ∈ L(G). Then Eq. (3.1) has at least one
solution in C(G).
Proof. From Lemma 3.1 it is only necessary to prove that the operator equation v −
K1/2fK1/2v = 0 has at least one solution in L2(G).
Consider the functional Ψ :L2(G) → R1,
Ψ (v) = 1
2
(v, v)− (ΦK1/2)(v), v ∈ L2(G),
where Φ is defined in Lemma 3.2. Then, using Lemma 3.2, we have that Ψ ′(v) = v −
K1/2fK1/2v for all v ∈ L2(G). It follows from Lemma 2.3 that K1/2fK1/2 :L2(G) → L2(G)
is completely continuous, therefore, by [13, Corollary 41.9, p. 236], Ψ is a weakly semicontinu-
ous functional on L2(G).
For all v ∈ L2(G), it follows from (3.3) that
Ψ (v) = 1
2
(v, v)−
∫ K1/2v(x)∫
f (x,u)dudxG 0
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2
(v, v)− a
2
∫
G
∣∣K1/2v(x)∣∣2 dx − ∫
G
b(x)
∣∣K1/2v(x)∣∣2−γ dx − ∫
G
c(x)dx
 1
2
‖v‖2 − a
2
(
K1/2v,K1/2v
)
−
( ∫
G
∣∣b(x)∣∣2/γ dx
)γ /2( ∫
G
∣∣K1/2v(x)∣∣2 dx
)1−γ /2
− c1
= 1
2
‖v‖2 − a
2
(Kv, v) − b1(Kv, v)1−γ /2 − c1
 1
2
‖v‖2 − aλ1
2
‖v‖2 − b1λ1−γ /21 ‖v‖2−γ − c1
= 1
2
(1 − aλ1)‖v‖2 − b1λ1−γ /21 ‖v‖2−γ − c1,
where b1 = (
∫
G
|b(x)|2/γ dx)γ/2, c1 =
∫
G
c(x)dx. So, lim‖v‖→∞ Ψ (v) = +∞. Therefore, ac-
cording to Theorem 2.3, there exists v0 ∈ L2(G) such that Ψ ′(v0) = 0, i.e., v0−K1/2fK1/2v0 = 0.
The proof is completed. 
Example 3.1. Consider the following integral equation:
u(x) =
∫
G
k(x, y)
[
au(y)+ b(y)∣∣u(y)∣∣p + c(y)]dy, x ∈ G,
where a ∈ [0,1/λ1),p ∈ (0,1), b and c are continuous on G, and c(x) ≡ 0.
It is easy to verify that (3.3) is satisfied. Therefore, it follows from Theorem 3.3 that this
integral equation has at least one solution in C(G). And it is easy to see that this solution is a
nonzero solution since c(x) ≡ 0 on G.
Theorem 3.4. Suppose that:
(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(x,u)
∫ u
0 f (x, v) dv  μuf (x,u) for all
x ∈ G and |u|R;
(A2) lim supu→0 f (x,u)/u < 1/λ1 and lim infu→∞ f (x,u)/u > 1/λ1 uniformly for x ∈ G.
Then Eq. (3.1) has at least one nonzero solution in C(G).
Proof. By (iii) of Lemma 3.1, we only need to prove that the operator equation (3.2) has at
least one nonzero solution in L2(G). We still consider the functional Ψ defined in the proof of
Theorem 3.3. We will verify that Ψ satisfies all the conditions of Theorem 2.4 (Mountain pass
lemma).
First, we will prove that Ψ satisfies PS condition. Since F(x,u) − μuf (x,u) is continuous
on G× [−R,R], there exists C1 > 0 such that
F(x,u) μuf (x,u)+ C1, (x,u) ∈ G× [−R,R].
By assumption (A1), we obtain
F(x,u) μuf (x,u)+ C1, (x,u) ∈ G×R1. (3.4)
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Ψ ′(vn) = (I −K1/2fK1/2)vn → 0. Notice that(
Ψ ′(vn), vn
)= (vn −K1/2fK1/2vn, vn)= ‖vn‖2 −
∫
G
f
(
x,K1/2vn(x)
)
K1/2vn(x) dx.
It follows from (3.4) that
β  Ψ (vn) = 12‖vn‖
2 −
∫
G
F
(
x,K1/2vn(x)
)
dx
 1
2
‖vn‖2 − μ
∫
G
f
(
x,K1/2vn(x)
)
K1/2vn(x) dx −C1 mesG
= (1/2 − μ)‖vn‖2 +μ
(
Ψ ′(vn), vn
)−C2
 (1/2 − μ)‖vn‖2 −μ
∥∥Ψ ′(vn)∥∥ · ‖vn‖ −C2, n ∈N,
where C2 = C1 mesG > 0. Since Ψ ′(vn) → 0, there exists N0 ∈N such that
β  (1/2 −μ)‖vn‖2 − ‖vn‖ − C2, n > N0.
This implies that {vn} ⊂ L2(G) is bounded. Since K1/2 :L2(G) → C(G) is completely continu-
ous, f :C(G) → C(G) is continuous, and vn −K1/2fK1/2vn → 0, we can deduce that {vn} has a
convergent subsequence. Thus we obtain the desired convergence property.
From lim supu→0 f (x,u)/u < 1/λ1 uniformly for x ∈ G, there exist ε ∈ (0,1) and δ > 0 such
that f (x,u) (1− ε)λ−11 u for all x ∈ G and u ∈ [0, δ], and f (x,u) (1− ε)λ−11 u for all x ∈ G
and u ∈ [−δ,0]. So it follows that
F(x,u) =
u∫
0
f (x, v) dv  1
2λ1
(1 − ε)|u|2, x ∈ G, |u| δ. (3.5)
Let ρ = δ/M1, where M1 = C(∑∞k=1 λk)1/2, and α = ερ2/2. Then it follows from (2.11) that‖K1/2v‖C M1‖v‖ = δ for all v ∈ ∂Bρ , where Bρ = {v ∈ L2(G): ‖v‖ < ρ}. So by (3.5), we
have
Ψ (v) = 1
2
(v, v)−
∫
G
F
(
x,K1/2v(x)
)
dx
 1
2
‖v‖2 − 1
2λ1
(1 − ε)
∫
G
∣∣K1/2v(x)∣∣2 dx
= 1
2
‖v‖2 − 1
2λ1
(1 − ε)(Kv, v)
 1
2
‖v‖2 − 1
2λ1
(1 − ε)λ1‖v‖2 = 12ε‖v‖
2, v ∈ ∂Bρ. (3.6)
This implies that infv∈∂Bρ Ψ (v) ερ2/2 = α > 0.
It is obvious from the definition of Ψ and K1/20 = 0 that Ψ (0) = 0.
On the other hand, from lim infu→∞ f (x,u)/u > 1/λ1 uniformly for x ∈ G, there exist ε1 > 0
and τ > 0 such that
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f (x,u) (1 + ε1)λ−11 u, x ∈ G, u−τ.
Since f (x,u) − (1 + ε1)λ−11 u is continuous on G× [−τ, τ ], there exists C3 > 0 such that
f (x,u) (1 + ε1)λ−11 u− C3, x ∈ G, u ∈ [0, τ ],
f (x,u) (1 + ε1)λ−11 u+ C3, x ∈ G, u ∈ [−τ,0].
Thus, the two pairs of inequalities imply that
f (x,u) (1 + ε1)λ−11 u− C3, (x,u) ∈ G× [0,+∞),
f (x,u) (1 + ε1)λ−11 u+ C3, (x,u) ∈ G× (−∞,0].
Therefore,
F(x,u) =
u∫
0
f (x, v) dv  1
2λ1
(1 + ε1)u2 −C3|u|, (x,u) ∈ G×R1.
It follows from the definition of K1/2 that
Ψ (se1) = 12 (se1, se1)−
∫
G
F
(
x, sK1/2e1(x)
)
dx
= 1
2
s2 −
∫
G
F
(
x, s
√
λ1e1(x)
)
dx
 1
2
s2 − 1
2λ1
(1 + ε1)
∫
G
λ1s
2e21(x) dx +C3s
∫
G
√
λ1
∣∣e1(x)∣∣dx
= 1
2
s2 − 1
2
s2(1 + ε1)+ sC4
= −1
2
ε1s
2 + sC4, s > 0,
where C4 = C3
∫
G
√
λ1|e1(x)|dx > 0. So Ψ (se1) → −∞ and ‖se1‖ = s → +∞ as s → +∞.
And then there exists a sufficiently large s0 > ρ such that v1 = s0e1 ∈ L2(G), v1 /∈ B¯ρ , and
Ψ (v1) < 0. Thus, according to the Mountain pass lemma, Ψ has a critical value c∗ > 0, i.e., there
exists v∗ ∈ L2(G) such that Ψ (v∗) = c∗ and Ψ ′(v∗) = v∗ −K1/2fK1/2v∗ = 0. It is obvious that
v∗ = 0 since Ψ (0) = 0. The proof is completed. 
Remark 3.1. From the proof of Theorem 3.4, it is easy to see that if the eigenfunction e1(x) 0
for all x ∈ G, then the condition lim infu→∞ f (x,u)/u > 1/λ1 uniformly for x ∈ G can be
weaken to lim infu→+∞ f (x,u)/u > 1/λ1 uniformly for x ∈ G.
Theorem 3.5. Suppose that f (x,u) is odd in u, i.e., f (x,−u) = −f (x,u) for all (x,u) ∈
G×R1. And suppose that condition (A1) in Theorem 3.4 is satisfied and that
lim sup
u→0
f (x,u)/u < 1/λ1 and lim
u→+∞f (x,u)/u = +∞ uniformly for x ∈ G.
Then (3.1) has infinitely many solutions.
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finitely many solutions in L2(G). We still consider the functional Ψ defined in the proof of
Theorem 3.3, and verify that Ψ satisfies all the conditions of Theorem 2.5. In the proof of Theo-
rem 3.4 we have proved that Ψ satisfies PS condition and Ψ (0) = 0. By the definition of Ψ and
the condition f (x,−u) = −f (x,u) for all (x,u) ∈ G ×R1, it is obvious that Ψ is even. And it
follows from (3.6) that Ψ satisfies the condition (i) of Theorem 2.5 for ρ = δ/M1 and α = ερ2/2.
In the following, we will prove that Ψ satisfies the condition (ii) of Theorem 2.5. If this is not
true, then there exists a finite-dimensional subspace W of L2(G) and a sequence {vn} ⊂ W such
that Ψ (vn) > 0 for all n ∈ N, and ‖vn‖ → ∞ as n → ∞. Without loss of generality, we may
suppose that ‖vn‖ > 0 for all n ∈ N. Let tn = ‖vn‖ and v∗n = t−1n vn for all n ∈ N. Then vn = tnv∗n
and ‖v∗n‖ = 1 for all n ∈ N, and tn → +∞ as n → ∞. Since {v ∈ W : ‖v‖ = 1} is a compact
subset, {v∗n} has a convergent subsequence, without loss of generality, let ‖v∗n − v∗‖ → 0 as
n → ∞, where v∗ ∈ W and ‖v∗‖ = 1. Since K1/2 : L2(G) → L2(G) is completely continuous,
‖K1/2v∗n − K1/2v∗‖ → 0 as n → ∞. It follows from Remark 2.3 that K1/2v∗ = 0. Let u0 =
K1/2v∗ and un = K1/2v∗n for all n ∈ N, and a0 = ‖u0‖ > 0. By limu→+∞ f (x,u)/u = +∞
uniformly for x ∈ G, there exists τ > 0 such that
f (x,u) 4a−20 u, x ∈ G, u τ. (3.7)
And since f (x,u) − 4a−20 u is continuous on G× [0, τ ], there exists C5 > 0 such that
f (x,u) 4a−20 u−C5, (x,u) ∈ G× [0, τ ]. (3.8)
So it follows from (3.7) and (3.8) that
f (x,u) 4a−20 u−C5, (x,u) ∈ G× [0,+∞). (3.9)
Since f (x,u) is odd in u, F(x,u) = ∫ u0 f (x, v) dv is even in u. Thus it follows from (3.9) that
F(x,u) = F (x, |u|)=
|u|∫
0
f (x, v) dv  2a−20 |u|2 −C5|u|, (x,u) ∈ G×R1.
Then
Ψ (vn) = Ψ
(
tnv
∗
n
)= 1
2
∥∥tnv∗n∥∥2 −
∫
G
F
(
x, tnK
1/2v∗n(x)
)
dx
= 1
2
∥∥tnv∗n∥∥2 −
∫
G
F
(
x, tnun(x)
)
dx
 1
2
t2n −
∫
G
(
2a−20
∣∣tnun(x)∣∣2 −C5∣∣tnun(x)∣∣)dx
= 1
2
t2n − 2a−20 t2n‖un‖2 + C5tn
∫
G
∣∣un(x)∣∣dx
 1 t2n − 2a−20 t2n‖un‖2 + C6tn‖un‖, n ∈N, (3.10)2
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Therefore, there exists N0 ∈ N such that ‖un‖2  a20/2 and ‖un‖  2a0 as n > N0. It follows
from (3.10) that
Ψ (vn)
1
2
t2n − 2a−20
a20
2
t2n + 2a0C6tn = −
1
2
t2n + 2a0C6tn, n > N0.
Thus, noticing that tn → +∞ as n → ∞, we have that Ψ (vn) → −∞ as n → ∞. This con-
tradicts with the assumption Ψ (vn) > 0 for all n ∈ N. Then according to Theorem 2.5, Ψ has
infinitely many critical points, i.e., the operator equation (3.2) has infinitely many solutions in
L2(G). The proof is completed. 
Remark 3.2. It follows from [4, Remark 3.1] that if there exist p > 0 and A ∈ (0,+∞] such that
lim
u→∞
f (x,u)
|u|pu = A uniformly for x ∈ G, (3.11)
then condition (A1) holds.
Example 3.2. Consider the following integral equation:
u(x) =
1∫
0
k(x, y)
[
au(y)+ b(y) arctanu(y) ln(1 + u2(y))
+ c∣∣u(y)∣∣pu(y)]dy, x ∈ G, (3.12)
where a ∈ [0,1/λ1), p, c > 0, b is continuous on G. It is obvious that f (x,u) = au +
b(x) arctanu ln(1 + u2)+ c|u|pu, (x,u) ∈ G×R1, is odd in u ∈ R1. By calculation, we have
lim
u→0
f (x,u)
u
= a < 1
λ1
, lim
u→+∞
f (x,u)
u
= +∞,
lim
u→∞
f (x,u)
|u|pu = c > 0 uniformly for x ∈ G.
It follows from Remark 3.2 that condition (A1) holds. According to Theorem 3.5, the integral
equation (3.12) has infinitely many solutions.
Theorem 3.6. Assume that condition (A1) holds, and
(A3) lim supu→0 f (x,u)/u < 1/λn+1 uniformly for x ∈ G;
(A4) F(x,u) u2/(2λn) for all (x,u) ∈ G×R1.
Then (3.1) has at least one nonzero solution in C(G).
Proof. By (iii) of Lemma 3.1, we only need to prove that the operator equation (3.2) has at
least one nonzero solution in L2(G). We still consider the functional Ψ defined in the proof of
Theorem 3.3. We will verify that Ψ satisfies all the conditions of Theorem 2.6 (Linking theorem).
In the proof of Theorem 3.4 we have proved that Ψ satisfies PS condition, so Ψ satisfies (PS)c
condition.
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x ∈ G and u ∈ [0, δ], and f (x,u)  (1 − ε)λ−1n+1u for all x ∈ G and u ∈ [−δ,0]. So it follows
that
F(x,u) =
u∫
0
f (x, v) dv  1
2λn+1
(1 − ε)|u|2, x ∈ G, |u| δ. (3.13)
Let ρ = δ/M1 and α = ερ2/2. Then it follows from (2.11) that ‖K1/2v‖C M1‖v‖ = δ for all
v ∈ ∂Bρ , where Bρ = {v ∈ L2(G): ‖v‖ < ρ}.
Let V = span{e1, e2, . . . , en}, X = V ⊥. So by (3.13), we have on X that
Ψ (v) = 1
2
(v, v)−
∫
G
K1/2v(x)∫
0
f (x,u)dudx
= 1
2
(v, v)−
∫
G
F
(
x,K1/2v(x)
)
dx
 1
2
‖v‖2 − 1
2λn+1
(1 − ε)
∫
G
∣∣K1/2v(x)∣∣2 dx
= 1
2
‖v‖2 − 1
2λn+1
(1 − ε)(Kv, v)
 1
2
‖v‖2 − 1
2λn+1
(1 − ε)λn+1‖v‖2 = 12ε‖v‖
2, v ∈ ∂Bρ. (3.14)
This implies that infv∈X∩∂Bρ Ψ (v) ερ2/2 = α > 0.
By condition (A3), we have on V that
Ψ (v) = 1
2
(v, v)−
∫
G
F
(
x,K1/2v(x)
)
dx  1
2
‖v‖2 − 1
2λn
(Kv,v)
 1
2
‖v‖2 − 1
2λn
λn‖v‖2 = 0. (3.15)
Define z = ρen+1. It follows from assumption (A4) that F(x,R)R2(2λn)−1 and F(x,−R)
 R2(2λn)−1 for all x ∈ G. And then there exists C1 > 0 such that F(x,R)R−1/μ  C1 and
F(x,−R)R−1/μ C1 for all x ∈ G. By assumption (A1), for all x ∈ G and uR, we have that(
F(x,u)
u1/μ
)′
u
= u
1/μf (x,u) − 1/μ · u1/μ−1F(x,u)
u2/μ
= μuf (x,u) − F(x,u)
μu1/μ+1
 0.
So
F(x,u)
u1/μ
 F(x,R)
R1/μ
 C1, x ∈ G, uR.
This implies that F(x,u)  C1|u|1/μ for all x ∈ G and u  R. Similarly, we can prove that
F(x,u) C1|u|1/μ for all x ∈ G and u−R. Since F(x,u) − C1|u|1/μ is continuous on G ×
[−R,R], there exists C2 > 0 such that F(x,u) − C1|u|1/μ  −C2 on G × [−R,R]. Thus we
have
F(x,u)C1|u|1/μ −C2, (x,u) ∈ G×R1. (3.16)
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Ψ (u) = 1
2
‖u‖2 −
∫
G
F
(
x,K1/2u(x)
)
dx
 1
2
‖u‖2 −C1
∥∥K1/2u∥∥1/μ1/μ +C3, u ∈ L2(G), (3.17)
where ‖u‖1/μ denotes the norm (
∫
G
|u(x)|1/μ dx)μ in the space L1/μ(G), C3 = C2 mesG. Since,
on the finite-dimensional space V ⊕R1z, all norms are equivalent, there exists C4 > 0 such that
C4‖u‖ ‖u‖1/μ, u ∈ V ⊕R1z. And then, by Remark 2.3, we have∥∥K1/2u∥∥1/μ  C4∥∥K1/2u∥∥C4C5‖u‖, u ∈ V ⊕R1z,
where C5 = inf‖u‖=1, u∈V⊕R1z ‖K1/2u‖ > 0. So it follows from (3.17) that
Ψ (u) 1
2
‖u‖2 −C1(C4C5)1/μ‖u‖1/μ +C3, u ∈ V ⊕R1z.
Therefore we have
Ψ (u) → −∞ as u ∈ V ⊕R1z and ‖u‖ → ∞.
Hence, noticing (3.15), there exists r > ρ such that
b = inf
u∈X∩∂Bρ
Ψ (u) α > 0 = max
u∈M0
Ψ (u),
where
M0 =
{
u = y + λz: y ∈ V, ‖u‖ = r and λ 0 or ‖u‖ r and λ = 0}.
Thus, according to the Linking theorem, Ψ has a critical value c∗ > 0, i.e., there exists v∗ ∈
L2(G) such that Ψ (v∗) = c∗ and Ψ ′(v∗) = v∗ − K1/2fK1/2v∗ = 0. It is obvious that v∗ = 0
since Ψ (0) = 0. The proof is completed. 
Example 3.3. Let f (x,u) = |u|p−2u + λu for all (x,u) ∈ G × R1, where p ∈ (2,+∞), λ ∈
(1/λn,1/λn+1). Then integral equation (1.1) has at least one nonzero solution in C(G).
4. Applications
In this section, we consider the BVP (1.2) and list the following assumptions:
f : [0,1] × R1 → R1 is continuous, α,β ∈ R1 and satisfy β < 2π2, β2 + 4α  0, α/π4 +
β/π2 < 1.
Let λ1, λ2 be the roots of the polynomial P(λ) = λ2 + βλ− α, namely
λ1, λ2 =
(
−β ±
√
β2 + 4α
)/
2.
Then we have that
u(4)(t)+ βu′′(t) − αu(t) =
(
− d
2
dt2
+ λ1
)(
− d
2
dt2
+ λ2
)
u(t)
=
(
− d
2
dt2
+ λ2
)(
− d
2
dt2
+ λ1
)
u(t), t ∈ [0,1], ∀u ∈ C4[0,1].
(4.1)
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Let Gi be the Green’s function of the linear boundary value problem −u′′(t)+ λiu(t) = 0 for
all t ∈ [0,1] subject to u(0) = u(1) = 0, i = 1,2. Let ωi = √|λi |.
If λi > 0, then Gi is explicitly given by
Gi(t, s) = 1
ωi sinhωi
{
sinhωit · sinhωi(1 − s), 0 t  s  1,
sinhωis · sinhωi(1 − t), 0 s  t  1.
If λi = 0, then Gi is expressed by
Gi(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1.
If λi ∈ (−π2,0), then Gi can be expressed by
Gi(t, s) = 1
ωi sinωi
{
sinωit · sinωi(1 − s), 0 t  s  1,
sinωis · sinωi(1 − t), 0 s  t  1.
See, for example, [6, Lemma 2.1]. It follows from (4.1) that
1∫
0
G1(t, τ )G2(τ, s) dτ =
1∫
0
G2(t, τ )G1(τ, s) dτ, t, s ∈ [0,1]. (4.2)
Let G(t, s) = ∫ 10 G1(t, τ )G2(τ, s)dτ , t, s ∈ [0,1]. Thus, it is easy to see that a solution of BVP
(1.2) in C4[0,1] is equivalent to a solution of the following integral equation in C[0,1]:
u(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds, t ∈ [0,1]. (4.3)
From the expression of Gi , we see that Gi(t, s) > 0 for all t, s ∈ (0,1), and Gi(t, s) = Gi(s, t)
for all t, s ∈ [0,1], i = 1,2. Consequently, G : [0,1] × [0,1] → [0,+∞) is continuous and
maxt,s∈[0,1] G(t, s) = C > 0. It follows from the symmetric property of G1,G2 and (4.2) that
G(t, s) = G(s, t) for all t, s ∈ [0,1].
Let k(t, s) = G(t, s) for all t, s ∈ [0,1], G = [0,1] in (2.1). By simple calculation, we know
that all eigenvalues of K are {λk}k∈N = {1/(k4π4 − βk2π2 − α)}k∈N, which have the corre-
sponding orthonormal eigenfunctions {ek}k∈N = {
√
2 sin kπt}k∈N and λk > 0 for all k ∈ N. Thus
condition (H0) for K is satisfied.
Finally, applying directly the results in Section 3 to BVP (1.2), we obtain the following theo-
rems.
Theorem 4.1. Suppose that for each t ∈ [0,1], f (t, u) is a nonincreasing function in u, i.e.,
f (t, u1) f (t, u2) for all u1 and u2 in R1 with u1 < u2. Then BVP (1.2) has a unique solution
in C4[0,1].
Theorem 4.2. If there exists a ∈ [0,π4 − βπ2 − α) such that [f (t, u) − f (t, v)][u − v] 
a|u− v|2 for all t ∈ [0,1], and u,v ∈ R1, then BVP (1.2) has a unique solution in C4[0,1].
Theorem 4.3. Suppose that
u∫
f (t, v) dv  a
2
u2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈R1,0
226 F. Li et al. / J. Math. Anal. Appl. 323 (2006) 209–227where a ∈ [0,π4 − βπ2 − α), γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L[0,1]. Then BVP (1.2) has at
least one solution in C4[0,1].
Theorem 4.4. Suppose that
(B1) there exist μ ∈ (0,1/2) and R > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  μuf (t, u) for all
t ∈ [0,1] and |u|R;
(B2) lim supu→0 f (t, u)/u < π4 − βπ2 − α and lim infu→+∞ f (t, u)/u > π4 − βπ2 − α uni-
formly for t ∈ [0,1].
Then BVP (1.2) has at least one nonzero solution in C4[0,1].
Theorem 4.5. Suppose that f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all t ∈ [0,1] and
u ∈ R1. And suppose that condition (B1) in Theorem 4.4 is satisfied and that
lim sup
u→0
f (t, u)
u
< π4 − βπ2 − α and lim
u→+∞
f (t, u)
u
= +∞ uniformly for t ∈ [0,1].
Then BVP (1.2) has infinitely many solutions.
Theorem 4.6. Assume that condition (B1) holds, and that:
(B3) lim supu→0 f (t, u)/u < (n + 1)4π4 − β(n+ 1)2π2 − α uniformly for t ∈ [0,1];
(B4) F(t, u) 2−1(n4π4 − βn2π2 − α)u2 for all (t, u) ∈ [0,1] ×R1.
Then BVP (1.2) has at least one nonzero solution in C4[0,1].
Remark 4.1. Let f (t, u) = |u|p−2u + λu for all (t, u) ∈ [0,1] × R1, where p ∈ (2,+∞), λ ∈
(n4π4 − βn2π2 − α, (n + 1)4π4 − β(n + 1)2π2 − α). Then BVP (1.2) has at least one nonzero
solution in C4[0,1].
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