Nonextensive statistics is a formalism of statistical mechanics that describes the ocurrence of power-law distributions in complex systems, particularly the so-called q-exponential family of distributions. In this work we present the use of fluctuation theorems for q-canonical ensembles as a powerful tool to readily obtain statistical properties. In particular, we have obtained strong conditions for the possible values of q depending on the density of states of the system.
Introduction
Several families of systems in nonequilibrium steady states, including plasmas [1, 2, 3] cannot be described by the usual canonical ensembles of statistical mechanics, but instead follow the so-called q-canonical distributions P (x|β, q), which for a system with Hamiltonian H(x) are given by
where q is regarded as an additional, free parameter. Tsallis statistics [4, 5] was proposed originally in 1988 and is widely regarded as an explanation for these q-canonical systems, however there are other alternative frameworks such as superstatistics [6, 7, 8, 9] . Since their introduction, there has been interest in the properties of these q-canonical systems, particularly in the interpretation and possible values of the nonextensive index q [10, 11, 12] . Notably, in the superstatistical framework, the connection has been made between the value of q and the uncertainty of the superstatistical temperature [7] . In this work we want to introduce some recent fluctuation identities in statistical mechanics, namely the conjugate variables theorem (CVT) [15, 16] into this problem. Fluctuation identities can be applied to the standard statistical mechanics successfully, recovering a large number of properties related to the expectation values and the fluctuations of the Hamiltonian and other observables. We show that the use of these theorems can vastly simplify the computations and reveal useful information of systems in qcanonical ensembles.
Results
For a system with microstates x ∈ V we consider the definition for the expectation value of a function f (x) in the state of knowledge I as
Now we will consider the case with f (x) = H(x) the Hamiltonian of the system, which we will assume is bounded from below, that is, H(x) ≥ E 0 . For this Hamiltonian we will denote the density of states by Ω(E), given by
Motivated by the large class of systems with constant specific heat, let us assume the form
where α is a system-dependent exponent, and we have set (without loss of generality) E 0 = 0. This form not only includes the ideal gas and systems of classical harmonic oscillators, but sometimes has been used to describe more complex systems [17] .
We can now determine the probability density for the energy as
and in terms of this, define the expectation value for an arbitrary function of energy g(E) as
Given that the probability density for the energy, P (E|β, q) in Eq. 5 is non-negative and Ω(E) is always positive, it is clear that ρ(E) ≥ 0 and therefore
hence, the energy must also be bounded from above, and we have
This allows us to define
as the maximum allowed value of energy under given β and q. Now the expected energy is
with the normalization constant η given by
Taking into consideration the upper limit E 1 defined in Eq. 9, we finally arrive at
Another quantity of interest is the microcanonical inverse temperature, defined by
whose expected value we can compute in the same manner as before, obtaining
β Ω β,q,α = β((1 − q)(α + 1) + 1).
We could, in principle, compute the variances (δE) 2 and (δβ Ω ) 2 using the same explicit approach. However, we will take a look at a more convenient method of calculating the expectation value and variance of a function.
The conjugate variables theorem
Now, instead of direct integration we will make use of the conjugate variables theorem (CVT) [15] , which for a single continuous random variable x ∈ [a, b] takes the form
where ω(x) is an arbitrary, differentiable function, and we have assumed that P (x|I) vanishes at the boundaries x = a and x = b. The CVT then provides a family of expectation identities where ω can, in principle, be chosen suitably.
The second term in the left expectation corresponds to the microcanonical inverse temperature β Ω (Eq. 13), while the first term is the so-called fundamental inverse temperature [18] 
Let us use the choice ω(E) = (1 − (1 − q)βE)g(E), where g(E) = E m with m an integer. Under this choice, Eq. 16 yields the recurrence relation
which will let us easily calculate the expectation values of both the energy and the microcanonical inverse temperature. Now as a starting point of the recurrence, let us choose m = 1. We have then
which is precisely the same result as Eq. 12, although somewhat rearranged.
In this way, we see that for the energy, the use of the CVT is a simple and consistent alternative method to obtain expectation values. The same holds true for the expectation of β Ω (Eq. 13), for which we choose m = 0 and obtain
In order to calculate the variance of the energy, we take m = 2 to obtain
which can be rearranged as
With this, the variance for the energy is
In the same manner, for the microcanonical inverse temperature β Ω we replace m = −1 in Eq. 18 and obtain
hence the variance will be given by
Finally, let us calculate the expectation value and the variance of the fundamental inverse temperature β F . For this, let us take ω(E) = 1 so that, together with the definition of both inverse temperature estimators, Eq. 16 leads to
For β 2 F β,q let us use the choice
from which it follows that
Here we see that, in order to determine the variance of β F from Eq. 26 we need the expectation of β Ω · β F . For that, let us return to CVT and choose ω(E) = β Ω (E). Then, we have
and finally
The variance of β F can then be obtaining by rewriting Eq. 29 as
Discussion
In order to gain some intuition on the obtained results, let us consider the case of x consisting of n quadratic degrees of freedom, for which the density of states is [19] ,
hence α = n 2 − 1. For instance, this is the case of an ideal gas of N particles in D dimensions, where n = N · D. First, it is straightforward to see that the canonical ensemble expressions are recovered when q → 1. That is, Eq. 19 becomes
which is the canonical equipartition theorem [19] . Together with this, the expectation of the microcanonical inverse temperature given by Eq. 20 becomes simply β Ω β,n = β,
as it should in the case of a canonical ensemble. This also gives the expectation of the fundamental inverse temperature as β. The variance of the energy becomes
corresponding to the well-known formula connecting energy fluctuations with the heat capacity at a constant volume in the canonical ensemble. From all this it is clear that all energy-dependent thermodynamic properties are correctly recovered. An interesting fact arises when we study the variance of the inverse temperature estimators, since in the canonical ensemble, the concept of fluctuations of temperature is unclear, and actually has not been devoid of controversy [20, 21] . As β is strictly fixed it cannot fluctuate, however the variances of both estimators β Ω (E) and β F (E) exist in this model (because E itself is allowed to fluctuate) and have a well-defined expression for q = 1. This may seem paradoxical at first, however there are two ways to approach this apparent contradiction. The first is the traditional interpretation in superstatistics of the variance as a result of spatio-temporal variations on the temperature, motivated by the fact that it is possible to recover q-canonical ensembles from particular assumptions about the microscopic dynamics of a system [22] . The second approach to this point regards the variance as a product of the uncertainty as to the actual value of the (unique) temperature of the system; this is compelling when deriving the q-canonical ensembles through marginalization and Bayesian probability rules [8, 23] . In such interpretation, the nonextensive index q is directly related to the lack of information we have about the system.
Examining the variance of the microcanonical inverse temperature β Ω , given in Eq. 25, we can notice a pole at α = 1, which corresponds to n = 4. This behaviour does not appear in the variance of the fundamental inverse temperature (Eq. 30). Moreover, when taking q → 1, Eq. 25 becomes
which again has a pole at α = 1 and presents negative values below that, which of course cannot be realized for variances. This is an indicator that the microcanonical inverse temperature fails to be a reliable estimator for temperature. On the other hand, when taking q → 1 in Eq. 30, the variance of β F becomes zero as expected, since in the canonical ensemble the fundamental inverse temperature is precisely the constant β.
When taking the thermodynamic limit, i.e. when α → ∞, the variances of both the energy and the microcanonical inverse temperature go to zero. This is to be expected, as β Ω becomes a constant when the fluctuations of E vanish. However, the variance of the fundamental inverse temperature in this limit is
which is not manifestly zero. This is counterintuitive since not only β F is a function of the energy (and should have zero variance as is the case with β Ω ), but also because in the thermodynamic limit, the distributions of any parameter will collapse to its observed value. All of this seems to suggest that the only consistent case in the thermodynamic limit is q = 1. In order to better understand the behavior of this quantity we will expand it as
The first thing to note is that Eq. 37 has been written with the β parameter on the left side so that it can be immediately seen as an dimensionless function of q and α. Now, in the simultaneous limit α → ∞ and q → 1 there is a tradeoff between the growth rate of α and the vanishing of (1 − q), resulting in that the whole expression vanishes because of the higher powers of 1 − q in both terms.
Secondly, the fact that this happens in the variance of the fundamental inverse temperature β F suggests that this inverse temperature has information about the ensemble that the microcanonical inverse temperature β Ω does not possess. Moreover, the variance of β F is always higher than the variance of β Ω , and so the idea that the value of q is a measure of the uncertainty we have on any given thermodynamic quantity, reinforces the previous points and again suggests that the fundamental inverse temperature contains a more accurate depiction of the ensemble.
Another, more fundamental aspect of Eq. 30 is that, being a variance, it has to non-negative, and moreover the square of the expectation value of β F is positive. From this it follows that
For the range 0 < q < 1, Eq. 38 does not deliver any new information. However, for q > 1 some considerations must be taken into account. The first case is
which corresponds to
When taking these conditions, Eq. 38 gives
which however is ruled out, together with the first condition (Eq. 40), because we know the minimum value of α is − 1 2 . Therefore, only the following case must hold,
precisely the upper bound shown recently by Lutsko and Boon [24] , depending on the value of α. With this inequality, Eq. 38 becomes
The characteristic point q LB = 1 + 1/(α + 1) also appears in the plot for the variance of β F , shown in Fig. 1 , where from q LB onwards the variance takes negative values (which is of course not admissible) for any positive α. Having taken a look at the temperature estimators, let us now explore the behavior of the energy. Specifically, we know that
Now, as we know, E max = 1 (1−q)β . Therefore, using this and Eq. 19, the inequality given in Eq. 45 becomes
In the range 0 < q < 1, the bounded quantity in Eq. 46 is always positive for all α, so the lower bound of zero holds true. Moreover, imposing the upper limit in this case gives q ≤ 2, which is also true. For q > 1, given that the bounded ratio in Eq. 45 is always positive we have that
in other words,
With these considerations, Eq. 46 imposes that
This condition is always stronger than the one in Eq. 48, and so all values of q between 1 and 2 are excluded. However, the condition in Eq. 43 tells us that q cannot go over q LB , and since we have to take them into account simultaneously, q is then allowed to exist in the ranges 0 < q ≤ 1 and 2 ≤ q < 1 + 1 α+1 , the latter only for α ≤ 0. Because α ≥ − 1 2 , the maximum value allowed for q is 3 in this case, and for sufficiently large values of α, q has no admissible values over 1.
Concluding remarks
We have obtained several identities valid for a family of systems in the qcanonical ensemble, namely the systems described by densities of states of the form Ω(E) ∝ E α , which is shared by the ideal gas, harmonic oscillators and in general systems with constant heat capacities. Although the systems where q-canonical ensembles are observed may be more complex than this particular form, rather than a depiction of particular systems we aim to explore the use of fluctuation identities such as the conjugate variables theorem as a tool capable of describing a variety of systems given the form of their density of states. In this sense, the usefulness of this tool to calculate properties of a system is clearly shown in the analysis done for the different restrictions that arise naturally on the admissible values of q. As a quick example, the inequality q < 1 + 1 1+α was obtained by Lutsko and Boon through an elaborate analysis of the Hamiltonian and the distribution. Here, the same result was obtained in a straightforward manner by examining the variance of the fundamental inverse temperature β F . Furthermore, a second inequality (q ≥ 2 for − 1 2 ≤ α ≤ 0) was also unveiled from a condition over the expected energy, which again shows the advantages of working with expectation values of the observables of the system. Overall, the use of the conjugated variables theorem alongside a model for the density of states proves to be a very efficient way to study systems described by q-canonical ensembles.
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