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Introduzione
La grafite e` un solido tridimensionale ampiamente studiato sin dagli anni Quaranta, costituito da atomi di
Carbonio disposti su strati debolmente legati fra loro, ciascuno dei quali e` un reticolo esagonale “a nido d’ape”,
detto grafene, compenetrazione di due sottoreticoli triangolari. Il singolo strato di grafene e` un semiconduttore
a “gap” nullo, le cui bande di valenza e di conduzione si toccano al “punto di Dirac” (punto K) in maniera
lineare: questo fa s`ı che il grafene rappresenti un sistema di meccanica quantistica relativistica in 2+1 dimen-
sioni, in fisica della materia condensata. I suoi elettroni infatti sono particelle relativistiche dotate di chiralita`
di “pseudospin” (un numero quantico introdotto per distinguere i due sottoreticoli) e si muovono seguendo
un’equazione formalmente identica a quella di Dirac a due componenti. L’interazione Coulombiana elettrone-
elettrone puo` essere aggiunta in maniera non-relativistica. Fino al 2004 tuttavia, anno in cui il gruppo guidato
da A. Geim (Manchester) e` riuscito ad isolare il singolo strato di grafene grazie al taglio micromeccanico del-
la grafite, l’esistenza di questo materiale allo stato libero era ritenuta impossibile, a causa della sua presunta
instabilita` (perche` bidimensionale) verso la transizione ad uno stato corrugato o arrotolato. Per circa sessanta
anni, dunque, il grafene e` stato ritenuto un semplice esercizio teorico. La scoperta del singolo strato di grafene
allo stato libero ha aperto la strada allo studio delle proprieta` elettroniche di questo nuovo materiale: da questo
punto di vista esso e` estremamente interessante perche`, oltre a esibire una banda lineare al punto K, e` una
membrana dello spessore di pochi Angstrom, i cui elettroni di valenza (negli orbitali 2pz) esibiscono mobilita`
elevate anche a temperatura ambiente. Un altro sistema ampiamente studiato e` il doppio strato di grafene:
quando la probabilita` di “tunneling” da uno strato all’altro e` non nulla, si ottiene (in configurazione AB o di
“Bernal”), a piccoli vettori d’onda, una dispersione parabolica per le bande di valenza e conduzione ed una
piccola massa efficace degli elettroni. Anche il doppio strato di grafene e` un semiconduttore a gap nullo i cui
portatori di carica esibiscono chiralita` J doppia rispetto al singolo strato. Una peculiarita` del doppio strato,
che lo rende molto appetibile per applicazioni nanoelettroniche, e` la possibilita` di aprire un gap di ampiezza
regolabile fra banda di valenza e conduzione mediante l’applicazione di una differenza di potenziale fra gli strati.
In questo lavoro di tesi abbiamo studiato le proprieta` a molti corpi del singolo e del doppio strato di
grafene, puntando l’attenzione sullo studio della funzione di risposta lineare corrente-corrente, che regola il
comportamento del sistema in presenza di un potenziale vettore esterno. Ci siamo occupati anche dello studio
delle eccitazioni collettive degli elettroni (in particolare del plasmone), ricavando, nel caso del doppio strato, le
correzioni alla frequenza di plasma dovute all’interazione elettrone-elettrone.
Nel primo capitolo abbiamo passato in rassegna la teoria del singolo e del doppio strato di grafene, soffer-
mandoci innanzitutto sul calcolo della struttura a bande, in approssimazione “tight-binding” a primi vicini,
per entrambi i sistemi. Abbiamo quindi introdotto i modelli approssimati di bassa energia con cui usualmente
si studiano questi sistemi, ossia il modello di fermioni di Dirac non massivi per il singolo strato e il modello
di fermioni massivi a due bande per il doppio strato in configurazione AB. Siamo passati quindi a considerare
gli effetti a molti corpi nel grafene, presentando innanzitutto la funzione di risposta lineare densita`-densita`.
Abbiamo quindi mostrato come da essa si ricavino la dispersione della frequenza del plasmone e lo schermo
statico in approssimazione “Random Phase” (RPA), puntando poi l’attenzione sulla spiegazione degli spettri
di fotoemissione (ARPES) e sul comportamento del grafene in campo magnetico. Abbiamo concluso il capitolo
riportando risultati sperimentali che dimostrano l’esistenza di fermioni di Dirac non massivi (nel singolo strato)
e massivi (nel doppio strato), quali l’effetto Hall quantistico, e gli effetti a molti corpi di importanza rilevante
(ARPES e spettroscopia ottica).
Nel secondo capitolo abbiamo introdotto innanzitutto le teoria della risposta lineare e la teoria del funzionale
densita` di corrente (CDFT) sviluppata negli anni Ottanta da Vignale e Rasolt per il gas di elettroni convenzionale
con banda a dispersione parabolica. Come risultato originale abbiamo quindi calcolato le funzioni di risposta
corrente-corrente longitudinale e trasversa non-interagenti per il singolo strato di grafene (A. Principi, M.
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Polini, G. Vignale, arXiv:0905.4640). Grazie alla particolarita` dell’Hamiltoniana di Dirac, esse sono collegate
alle rispettive funzioni di risposta pseudospin-pseudospin da una relazione lineare. La risposta longitudinale
ci ha permesso quindi di calcolare la dispersione della frequenza del plasmone in schema RPA, dimostrando
(i) che essa ha un andamento simile a quello “classico” all’ordine dominante (∝ √q per piccoli vettori d’onda
q) e (ii) che il segno della prima correzione dipende dalla forza dell’accoppiamento elettrone-elettrone. Dalla
funzione di risposta trasversa abbiamo ottenuto invece la suscettivita` magnetica orbitale dimostrando come il
grafene non drogato sia di gran lunga piu` diamagnetico di quello drogato: nel limite di temperatura zero si
ottiene una suscettivita` infinita per grafene non drogato, e nulla per quello drogato (in perfetto accordo con
risultati precedenti di McClure). La funzione di risposta corrente-corrente da noi calcolata, inoltre, costituisce un
“input” fondamentale per la costruzione di funzioni di risposta approssimate che tengano conto delle interazioni
elettrone-elettrone e/o di funzionali di scambio-correlazione approssimati per la CDFT.
Infine, nel terzo capitolo, abbiamo affrontato il problema delle eccitazioni collettive plasmoniche nel doppio
strato. Abbiamo ricavato correzioni a molti corpi alla dispersione del plasmone ed al peso di Drude in una
teoria “beyond RPA”, esatta al primo ordine nella costante d’accoppiamento dell’interazione Coulombiana
(teoria Hartree-Fock). Abbiamo trovato una forte rinormalizzazione, dovuta all’interazione elettrone-elettrone,
della risposta in corrente ad un potenziale vettore longitudinale omogeneo e statico. Anche la dispersione del
plasmone ed il peso di Drude, grazie al legame tra la funzione di risposta in corrente e quella in densita`, risultano
rinormalizzati (A. Principi et al., in preparazione). Questo fenomeno deriva dalla rottura dell’invarianza del
modello per trasformazioni di Galileo, dovuta al fatto che gli stati del doppio strato (come quelli del singolo)
sono caratterizzati, oltre che dal valore dell’impulso, da un’orientazione dello pseudospin. Lo spazio reciproco,
dunque, e` interamente coperto da una “texture” di pseudospin orientati con chiralita` J = 2, in direzioni diverse
a seconda della banda considerata. In seguito ad una trasformazione di Galileo, il cerchio di Fermi degli stati
occupati si sposta nella direzione del “boost”. Di conseguenza, l’orientazione degli pseudospin rispetto al suo
centro cambia, provocando la rottura dell’invarianza per trasformazioni di Galileo, che rende l’approssimazione
RPA inefficace a catturare gli effetti delle interazioni a molti corpi anche a grandi lunghezze d’onda.
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Capitolo 1
Introduzione a fatti teorici e
sperimentali rilevanti
Il grafene e` un materiale strettamente bidimensionale, fonte di nuova fisica e di numerose potenziali applicazioni:
grazie al suo insolito spettro elettronico, e` diventato il paradigma di una materia condensata “relativistica”,
dove sono osservabili fenomeni di meccanica quantistica relativistica, impossibili da trovare alle alte energie.
Piu` in generale, esso rappresenta concettualmente una nuova classe di materiali che hanno lo spessore di un
atomo e che, per questo motivo, aprono nuove strade nella fisica a bassa dimensionalita`, che non ha mai cessato
di stupire per gli effetti osservati e che continua a offrire un terreno fertile per le applicazioni.
Il grafene e` costituito da un strato di atomi di carbonio strettamente impacchettati in un reticolo bidimen-
sionale a nido d’ape, ed e` il mattone per costruire materiali di altre dimensionalita`, come si vede in fig. (1.1):
da esso, tramite vari processi, si possono ottenere fullereni (0D), nanotubi (1D) o grafite (3D). Da un punto di
vista teorico, il grefene e` stato studiato per ben sessant’anni [1], ed ampiamente usato per descrivere le proprieta`
di vari materiali a base di carbonio. In seguito si cap`ı che esso sarebbe stato un eccellente analogo, in materia
condensata, di un sistema di elettrodinamica quantistica in 2+1 dimensioni, fatto che ha reso il grafene un
importante modello teorico. Fu tuttavia ritenuto a lungo un materiale puramente “accademico”, la cui esisten-
za allo stato libero era resa impossibile dall’instabilita` rispetto al corrugamento e alla formazione di strutture
curve, quali fullereni o nanotubi. Quando nel 2004 fu inaspettatamente trovato del grafene bidimensionale libero
dal gruppo di A. Geim (Manchester) [2], questo torno` in auge, anche grazie agli esperimenti che confermarono
la sua caratteristica di avere, come portatori di carica, fermioni di Dirac non massivi.
Figura 1.1: In alto: il grafene (2D) e la grafite (3D). In basso: un nanotubo (1D) e una molecola di fullerene
(0D). Adattato dalla referenza [3]
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Figura 1.2: a) cella primitiva del singolo strato di grafene (indicata con WXYZ). b) una delle possibili prime
zone di Brillouin (a massima simmetria). Adattato dalla referenza [4]
1.1 Teoria a bande del singolo e doppio strato di grafene
La grafite e` un reticolo tridimensionale di atomi di carbonio costituito dal ripetersi di strati bidimensionali
alla distanza c ' 3.35 A˚ uno dall’altro. Ciascuno di questi strati bidimensionali, in forma isolata, e` chiamato
grafene.
Il grafene e` un reticolo esagonale a nido d’ape, con una distanza carbonio-carbonio all’interno dello strato
pari ad a = 1.42 A˚ e una cella primitiva composta da due atomi. Dei quattro elettroni di valenza del carbonio,
tre formano legami ibridizzati sp2, con l’asse lungo il foglio di grafene (legami σ e σ∗): si tratta degli elettroni
negli orbitali 2s, 2px e 2py. L’elettrone nell’orbitale 2pz, il cui asse e` perpendicolare al piano, forma ancora un
legame, questa volta di tipo pi e pi∗, parallelo al piano. Si ottengono di conseguenza tre bande di tipo σ (e tre
corrispondenti bande di anti-legame σ∗ ) e una banda di tipo pi (e una pi∗).
La simmetria dei legami pi per riflessione rispetto al piano dello strato e` opposta a quella dei legami σ, e
questa si ripercuote sulla simmetria degli stati sulle rispettive bande. Il legame tra piani paralleli, all’interno
della grafite, e` dovuto ad una debole interazione di Van der Waals: l’energia di legame tra atomi di carbonio
appartenenti a due strati diversi, infatti, e` di un ordine di grandezza inferiore a quella dei legami lungo il piano.
Per questo motivo i tre elettroni negli orbitali σ (e σ∗) non giocano alcun ruolo nella conduzione ed il grafene
ha un solo elettrone di conduzione, nello stato 2pz. E´ facile vedere che il gruppo puntuale di simmetria del
reticolo e` C6v, che comprende le rotazioni di pi/3 attorno ad un asse perpendicolare al piano reticolare e passante
per il centro di un esagono, e le riflessioni rispetto a piani passanti per tale asse e per i punti medi dei legami
carbonio-carbonio. L’inversione e` compresa tra le simmetrie del cristallo.
La cella unitaria del reticolo esagonale, indicata in fig. (1.2) con le lettere WXY Z, contiene due atomi,
che indicheremo con A e B. Il grafene, dunque, non e` un reticolo di Bravais. Esso puo` essere schematizzato
come un reticolo triangolare con due atomi nella cella primitiva o come compenetrazione di due sottoreticoli
triangolari, indicati sempre con le lettere A e B, ciascuno dei quali e` generato a partire da uno dei due atomi
della cella primitiva. Utilizzando le coordinate xˆ e yˆ come in fig. (1.2) e fissando l’origine su un atomo di tipo
A, possiamo scrivere i vettori di traslazione del reticolo diretto come
t1 =
a
2
(−
√
3, 3), t2 =
a
2
(
√
3, 3) , (1.1)
a cui si devono aggiungere due vettori interni alla cella primitiva, per specificare, rispettivamente, la posizione
dell’atomo A o B:
dA = (0, 0), dB = −a(1, 0) . (1.2)
La posizione di una atomo all’interno del reticolo sara` quindi indivuata da tre indici: m1 ed m2, interi che
indicano la cella a cui esso appartiene, e α = A, B, che individua il tipo di atomo. Chiamando m = (m1, m2),
la sua posizione sara` dunque Rm,α = m1t1 +m2t2 + dα.
I vettori generatori del reticolo reciproco sono
b1 =
2pi
3a
(−
√
3, 1), b2 =
2pi
3a
(
√
3, 1) . (1.3)
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In fig. (1.2) vediamo una delle possibili zone di Brillouin, quella a massima simmetria, di forma esagonale, a
cui ci riferiremo. E´ facile vedere che questa zona contiene un elettrone per atomo. Di particolare importanza
per la fisica del grafene sono i due punti K e K ′, agli angoli della zona di Brillouin, le cui posizioni, nello spazio
reciproco, sono
K =
4pi
3a
(1, 0) , K ′ =
4pi
3a
(−1, 0) . (1.4)
Ovviamente, se K appartiene al sottoreticolo A, K ′ appartiene a B: i due punti sono, quindi, non equivalenti
ma ciascuno di essi e` tre volte degenere per simmetria. In questi punti, detti punti di Dirac, le bande pi e pi∗ si
toccano con una dispersione, in prima approssimazione (per eccitazioni di bassa energia), lineare. Il livello di
Fermi, nel grafene non drogato, si fissa esattamente nel punto di contatto delle due bande.
1.1.1 Tight-binding a primi vicini per il singolo strato
Consideriamo ora il problema di calcolare le bande di energia del grafene dal punto di vista di un’appros-
simazione “tight-binding”. Introduciamo innanzitutto l’Hamiltoniana a cui obbedisce un elettrone in questa
approssimazione:
HˆTB = pˆ
2
2m
+
∑
m,α
Vˆ (r −Rm,α) , (1.5)
dove Vˆ (r −Rm,α) e` il potenziale che la particella sente, dovuto a tutti gli atomi del reticolo, simmetrico per
traslazione di un vettore del reticolo diretto. La funzione d’onda della particella, per il teorema di Block,
dipendera` da un vettore d’onda q del reticolo reciproco, cioe` si potra` scrivere Ψ(q, r), e soddisfera` la condizione
Ψ(q, r + t) = exp(iq · t)Ψ(q, r), con t un vettore del reticolo diretto. Costruiamo allora un’approssimazione
tight-binding della funzione d’onda. Sia φi(r) la funzione d’onda normalizzata dell’orbitale i (2s, 2px, 2py, 2pz)
di un atomo isolato: la funzione d’onda totale in approssimazione tight-binding si puo` allora scrivere (tenendo
conto della proprieta` appena enunciata)
Ψ(q, r) =
∑
i
[Ψi,A(q, r) + λiΨi,B(q, r)] , (1.6)
dove
Ψi,α(q, r) =
1√
Np
∑
m
φi(r −Rm,α)eiq·Rm,α , (1.7)
Np e` il numero di celle primitive e la somma e` presa su tutti i punti del sottoreticolo α. Consideriamo allora
l’equazione agli autovalori per l’Hamiltoniana (1.5) e proiettiamo sugli orbitali φi, eliminando i parametri λi.
Si ottiene l’equazione secolare
det(HTBij,αβ − E(q)Sij,αβ) = 0 , (1.8)
dove
HTBij,αβ = 〈Ψi,α(q, r)|HˆTB|Ψj,β(q, r)〉 ,
Sij,αβ = 〈Ψi,α(q, r)|Ψj,β(q, r)〉 . (1.9)
L’elemento di matrice alla prima riga dell’equazione precedente e` dato da
HTBij,αβ =
1
Np
∑
m,α
∑
m′,α′
eiq·(Rm,α−Rm′,α′ )〈φi(r −Rm,α)|HˆTB|φj(r −Rm′,α′)〉 . (1.10)
mentre possiamo supporre che sia trascurabile la sovrapposizione fra le funzioni d’onda, sia centrate su atomi
diversi, che appartenenti ad orbitali differenti, cioe` poniamo∫
drφ∗i (r −Rm,α)φj(r −Rm′,α′) = δmm′δαα′δij , (1.11)
che equivale a dire che la matrice Sij,αβ e` diagonale. Discutiamo brevemente la validita` di questa approssimazio-
ne: le funzioni d’onda che stiamo utilizzando sono quelle del secondo livello energetico dell’atomo di carbonio.
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Il loro andamento puo` essere approssimato, tenendo conto rozzamente dell’effetto di schermo degli elettroni
interni, da exp[−4r/(2aB)]. Ad una distanza di |dA − dB | ' 3aB , la funzione d’onda e` depressa di un fattore
∼ 50. L’approssimazione, dunque, e` piu` che valida.
Per ragioni di simmetria, possiamo considerare separatamente le bande di tipo σ (σ∗) da quelle di tipo pi
(pi∗), che sono le piu` importanti per descrivere le proprieta` di bassa energia di un singolo strato debolmente
drogato. Ci limiteremo a considerare queste ultime: d’ora in avanti ometteremo l’indice di orbitale, i e j,
sottintendendo che considereremo sempre l’orbitale 2pz. L’equazione secolare (1.8) si riduce allora a
det
 HTBAA − E(q)SAA HTBAB
HTBBA HTBBB − E(q)SBB
 = 0 , (1.12)
dove, per simmetria, si ha che HTBAA = HTBBB e HTBAB = HTBBA. Per le ipotesi fatte sulla sovrapposizione delle
funzioni d’onda si ottiene
E(q) = HTBAA(q)± |HTBAB(q)| . (1.13)
Calcoliamo ora gli integrali a secondo membro dell’equazione precedente, facendo uso dell’espressione (1.10),
cominciando da HTBAA. L’ipotesi fondamentale che facciamo ora e` che si possano trascurare gli integrali al lato
destro dell’equazione (1.10) per orbitali centrati su atomi (m′, α′) piu` distanti dei primi vicini (appartenenti
allo stesso sottoreticolo) dall’atomo (m, α). Si ottiene allora
HTBAA(q) = E0 − 2γ′0
[
cos
(√
3qya
)
+ 2 cos
(qya
2
)
cos
(
3qxa
2
)]
, (1.14)
dove
E0 =
∫
drφ∗(r)HˆTBφ(r) ,
γ′0 = −
∫
drφ∗(r − ρ′)HˆTBφ(r) > 0 , (1.15)
e ρ′ e` un vettore che unisce atomi primi vicini appartenenti entrambi al sottoreticolo A (o i secondi vicini del
reticolo esagonale). Lo stesso procedimento applicato ad HTBAB , considerando solo i primi vicini di sottoreticoli
diversi, da` come risultato
HTBAB(q) = −2γ0
[
e−iqxa + 2eiqxa/2 cos
(√
3qya
2
)]
, (1.16)
dove
γ0 =
∫
drφ∗(r − ρ)HˆTBφ(r) ' 3.12eV , (1.17)
e ρ e` un vettore che unisce atomi primi vicini di sottoreticoli differenti. γ0 e γ′0 sono due dei parametri di
Slonkzewski-Weiss [1] o di “hopping”, che descrivono le bande del grafene. Mettendo tutto insieme e ponendo
E0 = 0 si ottiene quindi
E±(q) = ±γ0
√
3 + f(q)− γ′0f(q) , (1.18)
dove q e` un vettore dello spazio reciproco e
f(q) = 4 cos
(√
3qxa
2
)
cos
(√
3qya
2
)
+ 4 cos2
(qxa
2
)
. (1.19)
E´ chiaro dalle equazioni precedenti che lo spettro e` simmetrico attorno allo zero se γ′0 = 0. Per valori di γ
′
0
diversi da zero invece la simmetria elettrone-buca e` rotta e le bande pi e pi∗ diventano asimmetriche.
In fig. (1.3) possiamo vedere le bande pi e pi∗ del grafene, con entrambi i parametri di hopping non nulli.
Nella stessa figura si vede, inoltre, un ingrandimento delle bande in prossimita` di un punto di Dirac. Ponendo
quindi q = K + k ed espandendo l’espressione completa dell’energia al primo ordine si ottiene
ε±(k) ' ±v|k| , (1.20)
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Figura 1.3: Bande di energia pi e pi∗, ottenute per γ0 = 2.7 eV e γ′0 = 0.2γ0. A destra si vede un ingrandimento
della banda nel punto K, dove essa e` lineare. L’energia e` in unita` di γ0, i vettori d’onda di γ0/v. Adattato dalla
referenza [3]
dove v = 3γ0a/2 ' 108cm/s e` la velocita` di Fermi. La differenza piu` interessante fra questo risultato e il gas di
elettroni bidimensionale standard e` che la velocita` di Fermi non dipende ne` dall’energia ne` dall’impulso. Si noti
come le bande approssimate abbiano la forma di un cono a due falde nello spazio delle fasi: la legge di dispersione
lineare suggerisce una analogia tra la particella nel singolo strato di grafene e un fermione relativistico privo di
massa, la cui funzione d’onda e` descritta dall’equazione di Dirac.
1.1.2 Modello MDF e primi risultati
Mostriamo ora che l’Hamiltoniana di particella libera possa essere scritta come quella dei fermioni non massivi
della teoria di Dirac (modello MDF) per le particelle di spin 1/2. Cominciamo riscrivendo l’Hamiltoniana in
approssimazione tight-binding a primi vicini, con γ′0 = 0, come
Hˆ = −γ0
∑
〈i,j〉
aˆ†i bˆj + h.c. , (1.21)
dove aˆ†i e aˆi sono, rispettivamente, gli operatori di creazione e distruzione di un elettrone nel sito Ri del
sottoreticolo A (usiamo una definizione equivalente, con gli operatori bˆ†i e bˆi, per il sottoreticolo B) e 〈·, ·〉 indica
che la somma e` estesa ai primi vicini. La procedura per derivare una teoria valida nelle vicinanze dei punti di
Dirac consiste nell’espandere l’Hamiltoniana di tight-binding attorno ad essi e distinguere i due siti della cella
unitaria con una variabile di tipo spin 1/2, detta pseudospin.
Consideriamo la trasformata di Fourier degli operatori di creazione e distruzione delle particelle sul sottore-
ticolo A
aˆ†n =
1√
Nc
∑
k
eik·Rn aˆ†k ,
aˆn =
1√
Nc
∑
k
e−ik·Rn aˆk , (1.22)
dove Nc e` il numero di celle unitarie; facciamo lo stesso per il sottoreticolo B. Teniamo in considerazione, di
tutta la somma di Fourier, solo i termini che riguardano i punti K e K ′ (gli unici importanti a basse energie) e
scriviamo
aˆ†n ' eiK·Rn aˆK + eiK
′·Rn aˆ†K′ ,
aˆn ' e−iK·Rn aˆK + e−iK′·Rn aˆK′ , (1.23)
dove supponiamo che i nuovi campi varino molto lentamente all’interno della cella unitaria; in maniera analoga,
espandiamo gli operatori bˆ†n e bˆn. Introduciamo ora questi risultati nell’Hamiltoniana del grafene, eq. (1.21), e
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otteniamo, passando ad un modello continuo nello spazio reale:
Hˆ ' −iv
∫
dxdy
[
Ψˆ†K(r)(σ · ∇)ΨˆK(r) + Ψˆ†K′(r)(σ∗ · ∇)ΨˆK′(r)
]
, (1.24)
dove Ψˆ†k = (aˆ
†
k, bˆ
†
k), Ψˆk = (aˆk, bˆk), con k = K, K
′. Abbiamo introdotto per la prima volta l’operatore di
pseudospin, una variabile di tipo spin-1/2 rappresentata dalle matrici di Pauli σ = (σx, σy) [e σ∗ = (σx,−σy)],
che distingue i due sottoreticoli triangolari.
E´ chiaro che l’Hamiltoniana effettiva e` composta da due copie identiche di un’Hamiltoniana per particelle di
Dirac non massive, una per gli stati con impulso vicino a K e una per quelli vicini a K ′. Considerando quindi
solo gli stati in prossimita` del punto K, in un linguaggio di prima quantizzazione, la funzione d’onda a due
componenti dell’elettrone obbedisce all’equazione di Dirac bidimensionale:
vσˆ · pˆψ(r) = εψ(r) , (1.25)
che e` risolta, nello spazio reciproco, da
ψ
(K)
k,λ =
1√
2
(
1
λeiϕk
)
, εk,λ = λv|k| , (1.26)
dove ϕk e` l’angolo formato dal vettore k con l’asse xˆ, cioe` tan(ϕk) = ky/kx, e λ = ±1 e` l’autovalore dell’operatore
hˆ = (σˆ·pˆ)/|pˆ|, che permette di distinguere la banda di valenza (energie negative) da quella di conduzione (energie
positive). Risolvendo l’equazione nel punto K ′ (sostituendo cioe` σ → σ∗) otterremo invece
ψ
(K′)
k,λ =
1√
2
(
1
λe−iϕk
)
, (1.27)
ed energie uguali al caso precedente. Notiamo che le funzioni d’onda a K e K ′ sono legate dalla simmetria
di inversione temporale che nello spazio reciproco coincide, fissando l’origine delle coordinate nel punto Γ della
prima zona di Brillouin [si veda fig. (1.2)], con la simmetria di riflessione rispetto all’asse xˆ, cioe` (kx, ky) →
(kx,−ky).
Una quantita` rilevante utilizzata per caratterizzare gli autostati e` la pseudoelicita` λ: gli stati del sistema
in prossimita` dei punti di Dirac hanno una ben definita chiralita` di pseudospin (da non confondere con quella
reale, associata allo spin). L’elicita` e` un buon numero quantico fintanto che l’Hamiltoniana (1.24) e` valida,
dunque per basse energie e per γ′0 = 0.
Scriviamo quindi l’Hamiltoniana in seconda quantizzazione, che ci sara` utile in seguito
Hˆ = v
∑
k,α,β
ψˆ†k,α(σαβ · k)ψˆk,β . (1.28)
Qui α e β sono indici di valley. Gli operatori ψˆ†k,α e ψˆk,α creano, rispettivamente, un elettrone o una buca di
impulso k nel sottoreticolo α. L’Hamiltoniana libera (1.28) puo` essere diagonalizzata tramite la matrice
U(k) = 1√
2
(
1 1
eiϕk −eiϕk
)
. (1.29)
Il modello appena descritto ha uno spettro in energia non limitato inferiormente e, di conseguenza, la
banda di valenza ospita un numero infinito di particelle. Questo fatto non e` senza conseguenze: nelle quantita`
che calcoleremo compariranno delle divergenze, artificio dell’approssimazione che stiamo considerando, che
renderanno necessaria l’introduzione di un vettore d’onda di “cut-off” ultravioletto, di modulo kmax. Oltre kmax
le bande curvano troppo vistosamente dalla dispersione lineare descritta dall’Hamiltoniana (1.28) e, dunque,
l’approssimazione MDF non vale piu`.
Il modello MDF descrive il grafene come un sistema con bande esattamente coniche su tutto lo spazio degli
impulsi, con degenerazione di spin gs = 2 e di valle gv = 2 (dovuta alla presenza di due punti di Dirac, K e K ′
non equivalenti). L’intersezione della banda ε+(k) con banda ε−(k) avviene in un punto di energia ed impulso
nulli. Grazie al modello MDF si possono utilizzare tutti i risultati della meccanica quantistica relativistica per
studiare le proprieta` del singolo strato. Occorre essere tuttavia cauti: le bande reali sono coniche soltanto in un
piccolo intorno dei punti di Dirac, quindi il modello fornisce una buona descrizione delle eccitazioni nel grafene
soltanto se queste hanno impulso ed energia minore dell’impulso critico kmax.
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Figura 1.4: Doppio strato di grafene in configurazione AA.
Figura 1.5: Doppio strato di grafene in configurazione AB.
E importante ricordare che il sistema fisico del singolo strato ha una densita` di elettroni n0 finita sulla
banda di valenza. Questa si puo` facilmente calcolare dividendo per l’area di un esagono (3
√
3aAB/2) il numero
di elettroni di valenza (uno per ciascun atomo di carbonio), tenendo conto del fatto che ogni carbonio appartiene
a tre diversi esagoni del reticolo (dunque 2 elettroni per esagono). Risulta che n0 = 4/(3
√
3a2AB). Se droghiamo
lo strato, introducendo una densita` di elettroni n+ sulla banda ε+(k), il livello di Fermi nel modello MDF si
puo` ricavare dalla relazione:
n+ =
gsgv
(2pi)2
∫ kF
0
d2k = gsgv
k2F
4pi
. (1.30)
Perche` il modello sia accurato e` necessario che la densita` di elettroni sulla banda di energia positiva del singolo
strato sia molto minore della densita` di elettroni sulla banda di energia negativa: la relazione n+  n0 si puo`
esprimere in modo piu` efficace come kF  kmax, se definiamo n0 = gsgvk2max/(4pi). Il vettore d’onda critico cosi
ottenuto vale kmax ' b/3.5, dove b = 2pi/a e` il modulo del vettore di traslazione del reticolo reciproco: ogni
eccitazione descritta dal modello MDF deve essere ristretta ad una piccola regione della prima zona di Brillouin.
1.1.3 Tight-binding a primi vicini per il doppio strato
La teoria alla base dello studio del singolo strato di grafene si puo` estendere in modo concettualmente semplice
al doppio strato. Questo si ottiene dalla sovrapposizione di due singoli strati, e si puo` presentare in due diverse
configurazioni, che differiscono per la posizione reciproca degli atomi di carbonio dello strato inferiore e di quello
superiore.
La struttura del doppio strato di grafene puo` in principio essere di due tipi, come mostrato nelle figg.
(1.4) e (1.5). Le configurazioni AA e AB (indicata in letteratura come “Bernal stacking”), sono caratterizzate
rispettivamente da una sovrapposizione esatta degli strati e da una sovrapposizione di due strati reciprocamente
ruotati di 60◦ l’uno rispetto all’altro. La grafite nel suo stato piu` stabile e` una sovrapposizione di doppi strati
in configurazione AB. Nelle prossime sezioni ci limiteremo ad una descrizione tight-binding a primi vicini per
entrambe le configurazioni appena introdotte.
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Figura 1.6: Bande del doppio strato di grafene in configurazione AA. L’energia e` rinormalizzata con γ0, mentre
il vettore d’onda con kγ = γ0/(h¯v).
Configurazione AA
Nel caso del doppio strato in configurazione AA, fig. (1.4) l’approssimazione a primi vicini del singolo strato
di grafene si completa includendo nella Hamiltoniana un termine di hopping tra ciascun atomo dello strato
inferiore e l’atomo immediatamente sovrastante nello strato superiore. Indicizziamo i due strati con il numero
quantico τ , che puo` essere specificato allo stesso modo dello spin con ↓ [per lo strato inferiore in fig. (1.4)] e ↑
(per lo strato superiore). Indichiamo sempre con σ le matrici di pseudo-spin, che agiscono sul grado di liberta`
di sottoreticolo. Ogni stato di singola particella puo` essere individuato univocamente dai numeri quantici di
impulso, di pseudospin, di strato, di spin e di valle (omettiamo gli ultimi due per semplicita` di notazione). Se
ci mettiamo in un intorno del punto K e scegliamo come base lo spinore a quattro componenti:
Ψk = {Ψk,A,↓, Ψk,B,↓, Ψk,A,↑, Ψk,B,↑} , (1.31)
possiamo scrivere l’Hamiltoniana del sistema non interagente nella forma
Hˆ =
∑
k,α,β
ψˆ†k,αHαβ(k)ψˆk,β , (1.32)
con
H(k) = v

0 |k|e−iϕk −t˜ 0
|k|eiϕk 0 0 −t˜
−t˜ 0 0 |k|e−iϕk
0 −t˜ |k|eiϕk 0
 , (1.33)
dove t˜ = t/v e` un parametro adimensionale e t e` il tunneling fra gli strati. Si dimostra che, in un intorno
del punto K ′, gli elettroni obbediscono ad un’Hamiltoniana in forma identica alla (1.32), dove si sostituisce
ad H(k) la sua complessa coniugata, cambiata di segno. La diagonalizzazione della (1.33) e` immediata ed il
risultato per le bande consiste in due coni, ciascuno dei quali identico a quello del grafene singolo strato, traslati,
rispettivamente, della quantita` ±t come si vede in fig. (1.6):
Hd(k) = v

k + t˜ 0 0 0
0 −k + t˜ 0 0
0 0 k − t˜ 0
0 0 0 −k − t˜
 . (1.34)
L’accoppiamento tight-binding a primi vicini, tra gli strati di grafene in configurazione AA, sdoppia le bande
del singolo strato senza modificarne la forma.
Oltre alle stesse simmetrie del singolo strato di grafene, tra cui l’inversione spaziale e temporale, il doppio
strato in configurazione AA gode anche di una simmetria per riflessione lungo la direzione zˆ (normale agli strati).
Per fissato vettore d’onda, la matrice che implementa questa trasformazione sula base (1.31) e` la seguente
P =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 . (1.35)
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Figura 1.7: Bande del doppio strato di grafene in configurazione AB. L’energia e` rinormalizzata con γ0, mentre
il vettore d’onda con kγ = γ0/(h¯v).
L’invarianza del sistema per questa trasformazione implica PH(k)P = H(k) (poiche` P† ≡ P). Gli autostati
dell’Hamiltoniana si distinguono, quindi, tra pari e dispari rispetto a questa operazione di simmetria. In
particolare, gli autostati appartenenti al cono superiore sono dispari, mentre quelli appartenenti al cono inferiore
sono pari per reflessione lungo zˆ.
Configurazione AB
Nel caso della configurazione AB, l’hopping a primi vicini degli atomi della cella primitiva del grafene deve essere
completato con un termine di tunneling (di energia t ' 0.377 eV) tra gli atomi di tipo A dello strato inferiore e
gli atomi di tipo B dell’altro strato immediatamente sovrastante. La distanza tra questi atomi vale a ' 3.35A˚
esattamente quanto la distanza tra gli strati. Il fatto che gli atomi di tipo A siano trattati diversamente da
quelli di tipo B introduce una differenza cruciale rispetto alla configurazione AA: gli autostati di pseudo-spin
vengono mescolati dall’interazione.
Se utilizziamo come base quella gia` specificata nell’eq. (1.31), il risultato per la matrice Hamiltoniana a
fissato impulso k, in prossimita` del punto K, e`
H(k) = v

0 |k|e−iϕk 0 −t˜
|k|eiϕk 0 0 0
0 0 0 |k|e−iϕk
−t˜ 0 |k|eiϕk 0
 . (1.36)
Anche qu`ı e` stata adottata la notazione t˜ = t/v. La corrispondente matrice diagonalizzata e`
Hd(k) = v

s+ t˜ 0 0 0
0 −s+ t˜ 0 0
0 0 s− t˜ 0
0 0 0 −s− t˜
 , (1.37)
dove s =
√
k2 + t˜2/4. La dispersione delle nuove particelle, quindi, e` parabolica a piccoli vettori d’onda e lineare
per k  t˜, come si vede in fig. (1.7).
Nel doppio strato in configurazione AB, la simmetria per inversione sopravvive, ma non quella per riflessione
lungo zˆ, che caratterizzava la configurazione AA. L’operatore di inversione ha la forma:
P =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

∗
, (1.38)
dove (*) sottintende la coniugazione complessa del vettore a cui viene applicato. La coniugazione complessa
indica che l’inversione spaziale cambia il punto di Dirac attorno al quale ci si trova, cioe` fa passare da K a K ′ e
viceversa. Insieme allo scambio degli strati e dei due atomi di base, tuttavia, tale operazione lascia globalmente
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invariata l’Hamiltoniana, cioe` PH(k)P = H(−k). Oltre al tunneling t tra un atomo A dello strato inferiore
e l’atomo B sovrastante, e` possibile includere un hopping t′ ' 0.29 eV tra ogni atomo B dello strato inferiore
e gli atomi A piu` vicini sull’altro strato. Nonostante le due energie siano dello stesso ordine di grandezza, le
conseguenze sulla legge di dispersione dell’hopping t′ sono molto piccole: l’isotropia nello spazio reciproco viene
persa, ma attorno al punto di energia zero le differenze tra le bande calcolate nelle due diverse approssimazioni
non superano il meV. Una descrizione tight-binding completa del doppio strato e dei multi-strati di grafene puo`
essere trovata nella referenza [4].
Modello a due bande
La Hamiltoniana (1.36) puo` essere approssimata con una matrice ridotta 2×2 se si suppone di trattare soltanto
la fisica del doppio strato che coinvolge le bande 2 e 3 in fig. (1.7). Analogamente al singolo strato, il doppio
strato di grafene presenta, in assenza di drogaggio, le bande ad energia negativa completamente occupate da
elettroni. Per drogaggio molto lieve, ovvero per εF  t, e per eccitazioni di bassa energia, e` possibile supporre
che le bande di energia massima e minima, cioe` quelle indicate con 1 e 4 in fig. (1.7) influiscano poco sulle
proprieta` di singola particella e a molti corpi del sistema.
L’Hamiltoniana (1.36) puo` essere riscritta, con un opportuno cambio di base, nella forma
H(k) = v

0 0 0 |k|e−iϕk
0 0 |k|eiϕk 0
0 |k|e−iϕk 0 t˜
|k|eiϕk 0 t˜ 0
 . (1.39)
Se ora diagonalizziamo la matrice, con la stessa trasformazione con cui siamo passati dall’eq. (1.36) alla (1.37)
H(k) = v

−t˜/2 + s 0 0 0
0 t˜/2− s 0 0
0 0 −t˜/2 + s 0
0 0 0 t˜/2 + s
 . (1.40)
Gli autovalori corrispondenti alle bande 2 e 3 compaiono, ora, per primi. Possiamo allora definire la funzione
di Green, che descrive l’evoluzione del sistema
G(ε,k) =
1
ε−H(k) =
(
G00(ε,k) G01(ε,k)
G10(ε,k) G11(ε,k)
)
, (1.41)
dove le Gij sono matrici 2× 2. G00 e G11 sono i propagatori di particelle che si trovano, rispettivamente, sulle
bande di energia intermedia o su quelle di massima e minima energia, mentre G01 e G10 descrivono le transizioni
fra queste due coppie di bande. Abbiamo gia` visto che per basso drogaggio, le particelle che contribuiscono
maggiormente allo spettro delle eccitazioni sono quindi descritte da G00. Possiamo quindi scrivere
G(ε,k) =
1
ε−Heff(k) , (1.42)
dove abbiamo introdotto l’Hamiltoniana efficace
Heff(k) =
v2k2
t
(
0 e−2iϕk
e2iϕk 0
)
=
k2
2m
uˆ2(k) · τ , (1.43)
dove τ sono le matrici di Pauli per l’operatore di strato (usiamo questa notazione ancora per un po’, per non
creare confusione con le matrici che descrivono l’operatore di sottoreticolo), uˆ2(k) = [cos(2ϕk), sin(2ϕk), 0] e
m = 2v2/t ' 1.5 × 104eV e` la massa efficace delle particelle. L’Hamiltoniana del doppio strato, dunque, ha
come autovalori due bande paraboliche che si toccano nel punto K, con chiralita` J = 2. Sostituendo nella (1.32)
per la configurazione AB otteniamo
Hˆ =
∑
k,α,β
ψˆ†k,α
[
k2
2m
uˆ2(k) · ταβ
]
ψˆk,β . (1.44)
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L’Hamiltoniana puo` essere diagonalizzata tramite la matrice:
U(k) =
1√
2
(
1 1
e2iϕk −e2iϕk
)
, (1.45)
ottenendo due autovalori, che descrivono due bande paraboliche, di energia rispettivamente ε±(k) = ±k2/2m.
La banda ε+(k) e` dispari per inversione, mentre la banda ε−(k) e` pari. Nel caso di un doppio strato non
drogato, quest’ultima banda e` completamente piena, mentre la prima e` vuota. La relazione tra la matrice
(1.43) e lo pseudospin non e` banale: il termine di hopping mescola sia gli strati, sia gli autostati di pseudospin.
Nella letteratura sul doppio strato di grafene, si indica spesso con il termine pseudospin il numero quantico
che distingue tra loro le componenti degli spinori su cui si applica la matrice (1.43). Si puo` mostrare che
nell’approssimazione di Hamiltoniana efficace tali componenti si riferiscono a particelle su uno o sull’altro
strato. Nella trattazione che seguira` utilizzeremo quindi il termine pseudospin per indicare il numero quantico
di strato, e il simbolo σ per indicare le matrici dell’operatore corrispondente (finora τ ).
Anche questo modello, come quello di MDF per il singolo strato di grafene, soffre della presenza di un mare
infinito di stati di energia negativa. E´ quindi necessario, anche in questo caso, introdurre un cut-off kmax per
evitare le divergenze ultraviolette delle quantita` calcolabili. Il cut-off gioca pero` un ruolo minore nel doppio
strato di grafene, rispetto al singolo strato: il vero cut-off per il modello a due bande e` l’energia di hopping
t, cioe` lo spostamento in energia fra le bande 1 e 3. Quando si considerano energie dell’ordine o maggiori di
t, il modello a due bande non e` piu` valido, perche` il contributo delle eccitazioni nelle bande esterne non e` piu`
trascurabile. Questo corrisponde a considerare densita` di portatori di carica dell’ordine di ∼ 18 × 1012 cm−2.
Per determinare il cut-off basta porre
k2max
2m
= t , (1.46)
che corrisponde a kmax = t/v (per la definizione della massa m). Con questa scelta si ha che d¯ = dkmax ' 0.2
[5].
Introducendo nella teoria il parametro di hopping, t′, cambia qualitativamente lo spettro alle basse energie,
ottenendo una distorsione trigonale delle bande. La simmetria elettrone-buca e` preservata ma, invece di avere
due bande che si toccano a k = 0, abbiamo tre set di bande lineari del tipo incontrato nel singolo strato. Un
punto di Dirac si trova a k = 0, mentre gli altri in tre punti equivalenti della prima zona di Brillouin, tutti ad
energia zero.
Se, infine, senza considerare t′, si introduce una differenza di potenziale V fra i due strati, si rompe la
simmetria per inversione. In questo caso si apre un gap in prossimita` del punto K. La dispersione in energia
diventa
ε2k,± = V
2 + v2k2 + t2/2±
√
4V 2v2k2 + γ20v2k2 + t4/4 , (1.47)
mentre il gap si apre per k2 ' 2V 2/v2. Notiamo che il gap dipende dal potenziale esterno applicato V , quindi
puo` essere misurato sperimentalmente e rende il doppio strato di grafene molto interessante per applicazioni
tecnologiche.
1.2 Effetti a molti corpi nel grafene
A causa della particolare dispersione dell’energia di banda, il grafene esibisce un comportamento dielettrico
significativamente differente rispetto ai convenzionali sistemi bidimensionali. Lo schermo dielettrico dell’inte-
razione Coulombiana, indotto dagli effetti a molti corpi, permette di capire molte delle proprieta` fisiche del
sistema: quello dinamico, ad esempio, determina lo spettro delle eccitazioni elementari e i modi collettivi, men-
tre quello statico influenza le proprieta` di trasporto, a causa dello “scattering” Coulombiano dei portatori di
carica con le impurezze schermate. Riportiamo in questa sezione gli studi sul comportamento della funzione
dielettrica del grafene, nell’approssimazione “random phase” (RPA), mostrando le proprieta` a molti corpi del si-
stema. Troveremo alcune importanti differenze qualitative rispetto a un gas normale di elettroni bidimensionale
(2DEG).
L’approssimazione RPA consiste nell’assumere che ogni elettrone si muova in un campo autoconsistente,
dovuto a tutti gli altri elettroni del sistema e ad un eventuale campo esterno ad esso applicato [6]. Conoscendo
la funzione dielettrica, e` possibile calcolare la dispersione delle frequenze dei modi collettivi (in particolare
del plasmone) per il grafene, e lo schermo statico delle interazioni degli elettroni con altre cariche. Prima di
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cominciare lo studio delle proprieta` a molti corpi del grafene, e` necessario pero` introdurre le interazioni fra gli
elettroni del sistema e la funzione di risposta lineare densita`-densita`.
1.2.1 Interazione elettrone-elettrone nel singolo strato
Tutti i fenomeni che si manifestano in un liquido elettronico non interagente sono ben descritti, per il singolo
strato di grafene, dall’equazione di Dirac. Quando si introducono le interazioni occorre pero` allontanarsi dalla
teoria quantistica relativistica: le quasi-particelle del grafene risentono del potenziale Coulombiano allo stesso
modo degli elettroni in un gas bidimensionale. Il liquido di elettroni nel singolo strato puo` essere definito “liquido
di Fermi chirale”, sintetizzando bene le caratteristiche di un sistema in cui le proprieta` di singola particella sono
relativistiche mentre le interazioni sono quelle presenti nei gas bidimensionali standard.
Introduciamo l’Hamiltoniana dell’interazione Coulombiana: ci limiteremo a considerare quanto accade in
prossimita` del punto K. Essa assume la forma, per spin e valle
Hint = 12S
∑
q 6=0
∑
α,β
vqρˆq,αρˆ−q,β , (1.48)
dove vq = 2pie2/q e` la trasformata di Fourier dell’interazione Coulombiana bidimensionale, S e` la superficie del
campione e {α, β} sono indici di sottoreticolo. L’operatore densita` del sottoreticolo α, in seconda quantizzazione,
si puo` scrivere
ρˆq,α =
∑
k
ψˆ†k−q,αψˆk,α , (1.49)
dove gli operatori sono quelli introdotti nella sez. 1.1.2. Applicando la trasformazione (1.29), l’operatore densita`
diventa
ρˆq =
∑
k
∑
λ,λ′
cˆ†k−q,λ[U†(k − q)U(k)]cˆk,λ′ , (1.50)
dove cˆ†k,λ e cˆk,λ sono, rispettivamente, gli operatori di creazione e distruzione di un elettrone di impulso k e
chiralita` λ. Notiamo esplicitamente che gli indici degli operatori non si riferiscono piu` al sottoreticolo ma alla
banda (di valenza o di conduzione) in cui vengono creati l’elettrone o la buca. Rispetto ad un gas di elettroni in
una eterogiunzione, l’operatore d’interazione contiene una matrice che tiene conto della chiralita` delle particelle.
Introduciamo ora un parametro, f1, che misuri la forza delle interazioni nel singolo strato, analogo al
parametro rs di Wigner-Seitz [6]. Tale parametro dovra` essere proporzionale al rapporto fra l’energia potenziale
e l’energia cinetica (medie) del fluido. Seguendo Barlas et al. [7] scegliamo i fattori numerici di questa grandezza
in modo tale che risulti f1 = gsgvαee, dove
αee =
e2
v
(1.51)
e` la costante di struttura fine del singolo strato di grafene ( e` la costante dielettrica del foglio) e vale αee ' 2.1/,
da cui f1 ' 8.4/. E´ possibile variare la costante di accoppiamento agendo sulla costante dielettrica, , ad
esempio cambiando il substrato su cui e` deposto il grafene: per grafene su SiO2 abbiamo  ' 3.8, mentre per
grafene sospeso  ' 1.
Il drogaggio ha comunque un ruolo nel determinare le correzioni delle grandezze fisiche dovute agli effetti a
molti corpi, anche se molto minore rispetto a quello che la densita` (e quindi rs) ha per un gas bidimensionale.
1.2.2 Funzione di risposta densita`-densita`
In questa sezione mostriamo l’espressione analitica ricavata da Wunsch et al. [8] per la funzione di risposta
densita`-densita` del singolo strato di grafene, per spin e per valley, in assenza di interazioni elettrone-elettrone.
Essa sara` poi sfruttata per calcolare la funzione dielettrica, da cui le proprieta` a molti corpi, e la risposta
corrente-corrente longitudinale.
La risposta in densita` ad un potenziale scalare esterno si puo` ottenere facilmente dagli elementi di matrice
dell’operatore ρˆq, utilizzando l’espressione per la funzione di Lindhard [6], per spin e valle
χ(0)ρρ (q, ω) =
1
S
∑
k,λ,λ′
n
(0)
k,λ − n(0)k+q,λ′
ω + εk,λ − εk+q,λ′ + iη |〈ψk,λ|ρq|ψk+q,λ
′〉|2 , (1.52)
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Figura 1.8: Differenti regioni per il comportamento di χ(0)ρρ (q, ω). Abbiamo introdotto le variabili adimensionali
q¯ = q/kF e ω¯ = ω/εF. Le regioni B.1 e B.2 sono caratterizzate da un continuo elettrone-buca interbanda, mentre
le regioni A.2 e A.3 sono sede di eccitazioni intrabanda. =mχ(0)ρρ (q, ω) = 0 nelle regioni A.1 e B.3. Adattato
dalla referenza [9]
dove ω e q sono, rispettivamente, la frequenza e il vettore d’onda del potenziale esterno, n(0)k,λ e` il fattore di
occupazione di banda non-interagente e l’elemento di matrice al lato destro dell’equazione precedente e` dato da
|〈ψk,λ|ρq|ψk+q,λ′〉|2 = 1 + λλ
′ cos(ϕk+q − ϕk)
2
. (1.53)
Per grafene non drogato, per cui il livello di Fermi giace esattamente al punto di Dirac, l’espressione si puo`
ottenere facilmente ed e` 
<e χ(0u)ρρ (q, ω) = −
q2
16
Θ(v2q2 − ω2)√
v2q2 − ω2 ,
=m χ(0u)ρρ (q, ω) = −sgn(ω)
q2
16
Θ(ω2 − v2q2)√
ω2 − v2q2 .
(1.54)
La risposta densita`-densita` per grafene drogato (per cui εF 6= 0) si puo` sempre scrivere χ(0d)ρρ = χ(0)ρρ + δχρρ.
Possiamo dividere il piano (q, ω) in sei regioni distinte [fig. (1.8)], ciascuna contrassegnata da un’espressione
analitica differente per la funzione δχρρ. Introducendo le variabili
ω± =
2εF ± ω
vq
, (1.55)
possiamo scrivere in forma estesa l’espressione della funzione di risposta densita`-densita` nelle sei regioni.
Regione A.1: ω < vq − 2εF
<e δχρρ(q, ω) = − εF2piv2 +
q2
16pi
√
v2q2 − ω2
[
arcsin(ω+) + arcsin(ω−) + ω+
√
1− ω2+ + ω−
√
1− ω2−
]
, (1.56)
e
=m δχρρ(q, ω) = 0 . (1.57)
Regione A.2: ω > |vq − 2εF|, ω < vq
<e δχρρ(q, ω) = − εF2piv2 −<e χ
(0u)
ρρ (q, ω)−
q2
16pi
√
v2q2 − ω2
[
arccos(ω−)− ω−
√
1− ω2−
]
, (1.58)
e
=m δχρρ(q, ω) = q
2
16pi
√
v2q2 − ω2
[
ln
(
ω+ +
√
ω2+ − 1
)
− ω+
√
ω2+ − 1
]
. (1.59)
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Regione A.3: ω < 2εF − vq, ω < vq
<e δχρρ(q, ω) = − εF2piv2 −<e χ
(0u)
ρρ (q, ω) , (1.60)
e
=m δχρρ(q, ω) = q
2
16pi
√
v2q2 − ω2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
− ω+√ω2+ − 1 + ω−√ω2− − 1
 . (1.61)
Regione B.1: ω > 2εF + vq
<e δχρρ(q, ω) = − εF2piv2 −
q2
16pi
√
ω2 − v2q2
ln
ω+ +
√
ω2+ − 1√
ω2− − 1− ω−
− ω+√ω2+ − 1− ω−√ω2− − 1
 , (1.62)
e
=m δχρρ(q, ω) = 0 . (1.63)
Regione B.2: ω > 2εF − vq, ω < 2εF + vq, ω > vq
<e δχρρ(q, ω) = − εF2piv2 −
q2
16pi
√
ω2 − v2q2
[
ln(ω+ +
√
ω2+ − 1)− ω+
√
ω2+ − 1
]
, (1.64)
e
=m δχρρ(q, ω) = −=m χ(0u)ρρ (q, ω)−
q2
16pi
√
ω2 − v2q2
[
arccos(ω−)− ω−
√
1− ω2−
]
. (1.65)
Regione B.3: ω < 2εF − vq, ω > vq
<e δχρρ(q, ω) = − εF2piv2 −
q2
16pi
√
ω2 − v2q2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
− ω+√ω2+ − 1 + ω−√ω2− − 1
 , (1.66)
e
=m δχρρ(q, ω) = −=m χ(0u)ρρ (q, ω) . (1.67)
Un potenziale esterno puo` accoppiarsi alle fluttuazioni di densita` del sistema e dissipare energia. La dis-
sipazione e` ben descritta dalla parte immaginaria della funzione di risposta densita`-densita`, la quale include
soltanto processi di eccitazione di singola particella. Le regioni dello spazio (q, ω) dove la parte immaginaria
della funzione di risposta e` non nulla [cioe` tutte, ad eccezione di A.1 e B.3, in fig. (1.8)] costituiscono il con-
tinuo elettrone-buca. Esso e` la regione in cui possono avvenire eccitazioni intrabanda (ω < vq) o interbanda
(ω > vq), che portano alla formazione di coppie particella-buca e che determinano l’assorbimento, detto “Landau
damping”, del campo esterno. Per un gas bidimensionale standard, sono possibili solo transizioni intrabanda in-
dirette, cioe` a vettore d’onda non nullo, e i limiti del continuo elettrone-buca sono dati da ω± = q2/2m±qkF/m.
Nel grafene, invece, avvengono entrambi i tipi di transizione, i cui limiti sono quelli che compaiono in fig. (1.8).
Sono quindi possibili transizioni dirette dalla banda di valenza ad uno stato vuoto nella banda di conduzione.
Il continuo elettrone-buca interbanda ha, per motivi cinetici, un gap a piccoli vettori d’onda: nella regione B.3,
infatti, non sono consentite transizioni.
Le eccitazioni elettrone-buca, pur avvenendo in tutte le regioni di fig. (1.8), ad eccezione di A.1 e B.3, non
hanno ovunque la stessa intensita`. Il fattore di peso delle fluttuazioni di densita`, o fattore di chiralita`, che
gioca un ruolo chiave nella fisica degli spettri ARPES e` 1 ± cos(ϕk+q − ϕk), che compare in eq. (1.53), con il
segno piu` ad indicare le transizioni intrabanda e il segno meno quelle interbanda. k e k + q sono i momenti,
rispettivamente, dello stato iniziale e finale. Il peso e` dunque grande, per transizioni intrabanda, quando i
momenti iniziale e finale sono nella stessa direzione. Viceversa, per transizioni interbanda, il fattore di chiralita`
e` massimo quando essi sono opposti. Le caratteristiche principali della funzione di risposta densita`-densita` del
singolo strato sono la divergenza ∝ 1/√vq − ω che si trova vicino al limite superiore del continuo elettrone-buca
intrabanda e il peso relativamente basso al limite inferiore della regione interbanda [il confine fra le regioni B.2
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Figura 1.9: Ordine dominante della dispersione del plasmone all’interno dello schema RPA (rosso) come funzione
di q/kF e ω/εF per αee = 0.5. Qui il continuo elettrone-buca (azzurro) e` rappresentato da −=m [−1(q, ω)].
Si noti come il plasmone resti un’eccitazione ben definita anche quando entra nel continuo elettrone-buca
interbanda, regione B.2. Adattato dalla referenza [10].
e B.3 di fig. (1.8)], entrambi per q < kF. La dispersione lineare dell’energia delle quasiparticelle fissa il massimo
delle eccitazioni intrabanda a vq per tutti i k del mare di Fermi.
Due limiti della funzione di risposta densita`-densita` sono particolarmente importanti: il limite a grandi
lunghezze d’onda, q → 0 con ω > vq fissata, che e` rilevante per la spettroscopia ottica e per la dispersione del
plasmone, ed il limite statico ad ω = 0 e q arbitrario, che e` utile al calcolo dello schemo dielettrico. Vediamo
ora lo sviluppo della funzione nel limite di grande lunghezza d’onda (q → 0):
lim
q→0
χ(0)ρρ (q, ω) =

εF
4pi
q2
ω2
[
1−
(
ω
2εF
)2]
, vq < ω < 2εF ,
εF
2piv2
[
1 + i
ω
vq
]
, ω < vq ,
(1.68)
e nel limite statico (ω = 0):
χ(0)ρρ (q, 0) = −
εF
2piv2
− q
16v
{
1− 2
pi
arcsin
[
1
2
(
1 +
2kF
q
)
− 1
2
∣∣∣∣1− 2kFq
∣∣∣∣]}+ kF4piv
√
1−
(
2kF
q
)2
Θ
(
1− 2kF
q
)
,
(1.69)
detta anche polarizzabilita` statica. Notiamo esplicitamente che essa e` costante per q < 2kF.
Infine, la funzione dielettrica in schema RPA [6] puo` essere scritta:
(RPA)(q, ω) = 1− vqχ(0)ρρ (q, ω) . (1.70)
Con questa definizione e` possibile ricavare gli effetti a molti corpi nel grafene, in particolare la dispersione della
frequenza dei modi collettivi (come funzione del modulo del vettore d’onda q) e lo schermo dielettrico. Vediamo
nelle sezioni seguenti una breve rassegna di questi risultati.
Plasmone in schema RPA
Calcoliamo ora la dispersione del plasmone a grandi lunghezze d’onda per il grafene, dagli zeri della funzione
dielettrica appena introdotta nell’eq. (1.70). Quando la funzione dielettrica si annulla, infatti, il sistema puo`
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Figura 1.10: Densita` di carica indotta δρ(r) (in unita` di ρ0 = k2FZe) come funzione della variabile adimensionale
kFr/pi ( = 2.4). Si noti il decadimento come r−3 a grandi distanze e il fatto che δρ(r) < 0 sempre. Adattato
dalla referenza [8].
dare origine ad una risposta finita auto-indotta e che si auto-sostiene, anche a campo esterno nullo. Combinando
il risultato di eq. (1.68) con l’espressione (1.70), si ottiene la dispersione del plasmone all’ordine dominante
ω2p(q) =
e2εF
2
q , (1.71)
dove  e` la costante dielettrica del sistema e dipende dal “background” in cui e` immerso il reticolo. Si noti come
l’ordine dominante del plasmone abbia esattamente la stessa dispersione del caso del 2DEG (ωp ∝ √q), sebbene
il prefattore non sia puramente “classico”, ma dipenda da h¯.
Anche se il termine dominante della dispersione del plasmone ha lo stesso andamento di quello del 2DEG
standard tenendo conto anche degli ordini superiori dello sviluppo in q, si ottiene un comportamento molto
differente. Nel 2DEG standard, la correzione a ordini superiori porta a un aumento della frequenza di plasma,
cioe`
Ωp(q) = ωp(q)
[
1 +
3
4
q
kTF
]
, (1.72)
dove kTF = me2/0 e` l’usuale vettore d’onda di Thomas-Fermi. Di contro, nel grafene, la correzione non ha
segno definito, ma dipende dall’accoppiamento, come vedremo nel dettaglio nella sez. 2.3.2.
In fig. (1.9) si vede la dispersione del plasmone calcolata all’interno dello schema RPA per il grafene [11],
ottenuta utilizzando come parametri  = 2.5 e ρ = 1012cm−2, confrontata con la corrispondente espressione del
plasmone del 2DEG con parametri per un GaAs n-doped (ρ = 5× 1011cm−2).
Quando il modo collettivo cade all’interno del continuo elettrone-buca, ci aspettiamo che sia soppresso dal
Landau damping. Nel gas di elettroni normale bidimensionale, il plasmone in approssimazione RPA, nel limite di
grandi lunghezze d’onda, si trova sempre sopra il limite superiore del continuo elettrone-buca e, di conseguenza,
non va mai incontro a decadimento per formazione di coppie particella-buca. Nel grafene, invece, il plasmone,
inizialmente nella regione B.3 entra, ad un dato vettore d’onda, nella regione B.2 delle transizioni interbanda,
cominciando a decadere in coppie elettrone-buca.
Poiche` le eccitazioni elettrone-buca sono molto piu` raggruppate in energia, l’accoppiamento Coulombiano
porta a eccitazioni plasmoniche che sono ben definite, in frequenza, fino a vettori d’onda piu` grandi rispetto
al 2DEG standard, e che rubano molto piu` peso spettrale al continuo elettrone-buca. Il plasmone, come si
vede in fig. (1.9), rimane ben definito anche quando entra nella regione delle transizioni interbanda. Questa
persistenza avviene perche` le transizioni vicino al bordo inferiore del continuo elettrone-buca interbanda hanno
impulso iniziale e finale quasi paralleli e quindi un piccolo peso spettrale. L’interazione tra le quasi-particelle e
il plasmone sara`, quindi, piu` forte nel grafene che in un 2DEG standard.
Schermo statico
Consideriamo ora le proprieta` di schermo statico del grafene, seguendo Wunsch et al. [8]. Studiando la funzione
dielettrica statica, calcolata utilizzando le eqq. (1.69) e (1.70). Nel regime di grande impulso trasferito, cioe`
per q > 2kF, lo schermo statico cresce in maniera approssimativamente lineare con q, a causa delle transizioni
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interbanda. Questa e` una notevole differenza di comportamento rispetto al sistema bidimensionale standard,
dove la funzione di risposta decresce rapidamente per q > 2kF, con una cuspide a q = 2kF [6].
Vediamo il caso di un’impurezza introdotta all’interno del reticolo, la cui densita` di carica e` puntiforme e
localizzata nell’origine, cioe` ρext = Zeδ(r). Gli elettroni si muovono per schermarla, a causa dell’interazione
Coulombiana, dando origine ad una fluttuazione della densita` di particelle δρ(r) rispetto al caso omogeneo
(senza impurezza). In approssimazione RPA essa e`
δρ(r) = Ze
∫
dq
(2pi)2
[
1
(RPA)(q, 0)
− 1
]
eiq·r . (1.73)
E´ ora possibile distinguere due contributi alla densita` di carica indotta: il primo, δρ(TF), e` non oscillante e
deriva dal comportamento a grande lunghezza d’onda della funzione di risposta densita`-densita`. Si puo` ottenere
approssimando al primo ordine in q la funzione dielettrica statica (approssimazione di Thomas-Fermi):
δρ(TF)(r) = − 2Ze
gsgvαeekF
1
r3
, (1.74)
Il secondo contributo, analogo delle oscillazioni di Friedel nel 2DEG, e` oscillante e deriva dalla non-analiticita`
della funzione di risposta densita`-densita` del grafene per q = 2kF. Le sue dirivate seconde, infatti, sono
discontinue in questo punto: questo porta ad un comportamento oscillante, come e` possibile vedere in fig.
(1.10)
δρ(osc)(r) ∝ − Ze
kF(− αee/pi)2
cos(2kFr)
r3
, (1.75)
Il comportamento del grafene contrasta con quello del 2DEG, dove le oscillazioni di Friedel vanno a zero, a
grande distanza, come 1/r2. Poiche` il contributo di Thomas-Fermi e` dello stesso ordine di grandezza della parte
oscillante, e` essenziale considerarli entrambi contemporaneamente. Notiamo inoltre che il primo contributo allo
schermo e` indipendente dalla constante dielettrica, , mentre l’ampiezza delle oscillazioni decresce al crescere di
.
Energia di stato fondamentale
L’energia di stato fondamentale per un foglio grafene con N elettroni liberi e` la somma dell’energia libera
di banda e dell’energia di interazione [6]. Per valutare quest’ultima si segue, come fanno Barlas et al. [7],
una strategia familiare, combinando un’espressione per l’energia di interazione valida per modelli continui ed
uniformi [6]
Eint =
N
2
∫ 1
0
dλ
∫
dq
(2pi)2
vq
[
S(λ)(q)− 1
]
, (1.76)
con l’espressione del teorema di fluttuazione-dissipazione per il fattore di struttura statico
S(λ)(q) =
1
piρ0
∫ ∞
0
dωχ(λ)ρρ (q, iω) , (1.77)
dove ρ e` la densita` elettronica totale. Questa forma del teorema di fluttuazione-dissipazione e` vantaggiosa per
via del comportamento analitico della funzione di risposta densita`-densita` lungo l’asse immaginario. χ(λ)ρρ e`
la funzione di risposta (per spin e per valle) in approssimazione RPA di un sistema MDF la cui costante di
accoppiamento riscalata e` λαee :
χ(λ)ρρ (q, ω) =
χ
(0)
ρρ (q, ω)
1− λvqχ(0)ρρ (q, ω)
. (1.78)
E´ possibile derivare, per χ(0)ρρ (q, iω) un’espressione compatta, per un singolo canale del modello MDF:
χ(0)ρρ (q, iω) = −
q2
16
√
ω2 + v2q2
− εF
2piv2
+
q2
8pi
√
ω2 + v2q2
<e
arcsin(2εF + iω
vq
)
+
2εF + iω
vq
√
1−
(
2εF + iω
vq
)2 . (1.79)
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L’energia costruita combinando le equazioni precedenti e` chiaramente divergente, poiche` χ(0)ρρ cresce linearmente
in q e decresce solo come ω−1 per alte frequenze. La divergenza dell’energia, come gia` visto, si spiega per la
presenza di un (non fisico) mare infinito di particelle di energia negativa. Seguendo Barlas et al. [7] scegliamo
quindi l’energia totale del grafene non drogato come lo zero dell’energia. E´ utile separare il contributo al primo
ordine in e2, l’energia di scambio, dagli altri, che costituiscono l’energia di correlazione. Si trova quindi che
l’eccesso di energia di scambio per ogni elettrone aggiunto al sistema non drogato e`
δεx = − 12piρ
∫
dq
(2pi)2
vq
∫ ∞
0
dωδχ(0)ρρ (q, ω) , (1.80)
dove δχ(0)ρρ (q, ω) = χ
(0)
ρρ (q, ω) − χ(0u)ρρ (q, ω). In questa equazione ρ e` la densita` della banda superiore. La
corrispondente variazione di energia di correlazione e`
δε(RPA)c =
1
2piρ
∫
dq
(2pi)2
∫ ∞
0
dω
{
vqδχ
(0)
ρρ (q, ω) + ln
[
1− vqχ(0)ρρ (q, ω)
1− vqχ(0u)ρρ (q, ω)
]}
. (1.81)
Con questa regolarizzazione l’integrale in ω e` finito e l’integrale in q ha una divergenza ultravioletta logaritmica,
che e` fisica e segue dalle interazioni fra gli elettroni in prossimita` dell’energia di Fermi e quelli molto lontani
da questa. Dobbiamo quindi introdurre un vettore d’onda di cut-off kmax, tale che kmax  kF: i risultati
ottenuti nell’approssimazione MDF sono validi solo in questo limite. Le proprieta` del grafene, in questo modo,
dipendono sia dalla costante d’accoppiamento αee che da Λ = kmax/kF. Λ ∼ 10 per i campioni maggiormente
drogati studiati sperimentalmente, altrimenti puo` essere anche (arbitrariamente) piu` grande. Sia δεx che δε
(RPA)
c
hanno la stessa dipendenza dall’energia di Fermi, e quindi dalla densita`, a parte una debole dipendenza da Λ.
L’energia di scambio e` positiva perche` la regolarizzazione, implicitamente, seleziona il potenziale chimico del
grafene non drogato come zero dell’energia. Il drogaggio puo` occupare stati di quasiparticella con energia sia
positiva che negativa. Includendo le correlazioni RPA, si riduce ulteriormente la dipendenza dell’energia totale
di interazione da Λ, cos`ı che si evidenzia maggiormente la sua dipendenza da εF. E´ infine possibile estrarre
analiticamente il comportamento asintotico, a grandi Λ, delle energie di scambio e correlazione espandendo gli
integrandi delle espressioni (1.80) e (1.81) in q e tenendo solo i termini che vanno con 1/q:
δεx =
1
6
αeeεF ln(Λ) + termini regolari ,
δε(RPA)c = −
1
6
gsgvα
2
eeεFξ(αee) ln(Λ) + termini regolari , (1.82)
dove
ξ(αee) = 4
∫ ∞
0
dx
(1 + x2)2(8
√
1 + x2 + gsgvpiαee)
. (1.83)
L’energia di scambio-correlazione, nel limite Λ→∞, vale quindi:
δε(RPA)xc =
1
6
αee[1− gsgvαeeξ(αee)]εF ln(Λ) + termini regolari . (1.84)
L’energia si trova sommando al termine d’interazione dell’equazione precedente l’energia cinetica della banda
superiore (per essere coerenti con la regolarizzazione):
δεkin =
gsgv
ρ
∫
d2k
(2pi)2
vkΘ(kF − k) = 23εF . (1.85)
L’energia totale della banda superiore e` data da
δεtot = δεkin + δεx + δε(RPA)c . (1.86)
Compressibilita` e suscettivita di spin
In un gas elettronico, le osservabili fisiche collegate direttamente all’energia di stato fondamentale sono la
compressibilita` e la suscettivita` di spin [6] nel limite ω → 0 e q → 0, normalmente presentate i forma di rapporti
adimensionali tra i valori del sistema non-interagente ed interagente. La compressibilita` e`
κ0
κ
=
2n
εF
∂2(nδεtot)
∂n2
=
2n
εF
∂µ
∂n
, (1.87)
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Figura 1.11: a) κ/κ0 come funzione della costante d’accoppiamento, per vari valori del cut-off; b) χS/χ0 come
funzione della costante d’accoppiamento, per vari valori del cut-off. Adattato dalla referenza [7].
mentre la suscettivita` di spin
χ
(0)
S
χS
=
2
εF
∂2[δεtot(ζ)]
∂ζ2
∣∣∣∣
ζ=0
, (1.88)
dove ζ ≡ (ρ↑−ρ↓)/(ρ↑+ρ↓). χ−1S misura la rigidita` del sistema rispetto a modifiche nella densita` degli elettroni
con spin ↑ e ↓. In un sistema elettronico bidimensionale la compressibilita` puo` essere misurata capacitativamente
[12], misura che e` piu` facile in un sistema debolmente drogato. L’informazione sullo spin, invece, puo` essere
ottenuta con esperimenti di magneto-trasporto in campi deboli [13], usando un campo magnetico inclinato per
distinguere la risposta di spin da quella orbitale. I risultati sono riassunti nelle fig. (1.11). Per esperimenti fatti
in un range di densita` di portatori di carica tali che Λ ' 10 ÷ 40, i risultati predicono una soppressione della
suscettivita` e della compressibilita` (accompagnata da un apparente aumento della velocita`) pari a circa il 15%.
Questo comportamento e` in contrasto con il comportamento familiare del 2DEG non relativistico: in tal caso
entrambi i rapporti κ0/κ e χS/χ
(0)
S sono fortemente accresciuti dalle interazioni.
1.2.3 Spettri ARPES
La ARPES (“Angle Resolved Photoemission Spectroscopy”) [14] e` una tecnica di spettroscopia che si basa
sull’effetto fotoelettrico, originariamente osservato da Hertz (1887), e in seguito spiegato da Einstein (1905). Lo
sviluppo dei metodi sperimentali che sono alla base della moderna spettroscopia di fotoemissione e` avvenuto
a partire dagli anni Cinquanta, con l’avvento della tecnologia del vuoto spinto e della fisica delle superfici.
L’apparato sperimentale consiste in una lampada a scarica o in un sincrotrone, che forniscono il fascio di fotoni,
che viene fatto incidere sul cristallo campione propriamente allineato. Se i fotoni incidenti hanno una energia
sufficientemente alta, lo scattering con gli elettroni del cristallo causa la loro emissione. Un analizzatore di
energia cinetica riceve gli elettroni risolvendone l’angolo di emissione. In tal modo sono noti modulo e direzione
dell’impulso dei fotoelettroni.
Nell’approssimazione di elettroni non interagenti, utilizzando la conservazione dell’energia e dell’impulso,
e` possibile determinare energia di banda (εk) e momento cristallino parallelo alla superficie del cristallo (k‖)
dell’elettrone emesso:
Ekin = ωph −W − |εk| ,
k‖ =
√
2mEkin sin θ , (1.89)
dove Ekin e θ sono, rispettivamente, l’energia cinetica e l’angolo di emissione dell’elettrone rilevati dall’apparato
sperimentale e W e` il lavoro di estrazione dell’elettrone dal cristallo, che deve essere noto allo sperimentatore.
Per piccoli angoli dell’analizzatore si osservano soltanto gli elettroni nella prima zona di Brillouin, per angoli
maggiori e` possibile osservare anche elettroni con vettore d’onda nelle zone di Brillouin di ordine superiore;
sottraendo poi il corrispondente vettore del reticolo reciproco G si ottiene il momento cristallino ridotto alla
prima zona di Brillouin. Per un campione tridimensionale l’impulso k⊥ non e` conservato, a causa della rottura
dell’invarianza traslazionale nella direzione perpendicolare alla superficie del cristallo. In generale non e` quindi
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Figura 1.12: Valore assoluto della parte immaginaria della self-energia di quasiparticella, calcolata nello schema
RPA (in unita` di εF), di un sistema drogato n come funzione della frequenza ω, per k = 0.0, 0.25, 0.50, 0.75 e
αee = 0.5. Adattato dalla referenza [10].
possibile determinare esattamente il momento cristallino totale. Per un sistema bidimensionale questo problema
non si pone, poiche´ la dispersione nella direzione perpendicolare e` assente, e quello che lo sperimentatore misura
e` esattamente il momento cristallino. Ecco perche´ la ARPES e` particolarmente utile per indagare sistemi di
bassa dimensionalita`.
Vediamo ora in breve come collegare uno spettro ARPES alle proprieta` di un sistema di N elettroni in-
teragenti. La probabilita` di transizione totale, per l’esperimento di fotoemissione descritto, da un fotone di
frequenza ωph ad un elettrone di impulso k ed energia cinetica Ekin, e`
P (k, ωph − Ekin) =
∑
i,f
|Mki,f |2A−(k, ωph − Ekin) , (1.90)
dove i e f indicano gli stati, rispettivamente, iniziale (N elettroni legati) e finale (N − 1 elettroni legati piu`
uno libero), Mki,f e` l’elemento di matrice della transizione di dipolo tra questi due stati e A−(k, ω) e` una delle
funzioni spettrali di un sistema di elettroni. Essa indica la probabilita` che un sistema, da cui viene rimosso un
elettrone di impulso k, si trovi in uno stato di energia compresa fra ω e ω + dω.
Un esperimento di fotoemissione inversa, in cui si inviano elettroni nel cristallo e si misurano i fotoni emessi
dopo l’assorbimento degli elettroni, ha una probabilita` totale di transizione
P (k, ωph − Ekin) =
∑
i,f
|Mki,f |2A+(k, ωph − Ekin) . (1.91)
dove A+(k, ω) e` la funzione spettrale di un sistema a cui viene aggiunta una particella. La quantita` A(k, ω) =
A+(k, ω) + A−(k, ω) e` la funzione spettrale totale di un sistema di N particelle e rappresenta, fisicamente,
la densita` di probabilita` legata all’aumento o alla diminuzione dell’energia di una quantita` compresa tra ω e
ω + dω, aggiungendo o rimuovendo una particella di impulso k. Essa e` proporzionale alla funzione di Green
ritardata del sistema e i suoi poli forniscono lo spettro del sistema elettronico, tenendo conto non solo della
dispersione di banda ma anche della rinormalizzazione dell’energia dovuta alle interazioni.
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La ARPES e` dunque uno strumento potente per ottenere informazioni sulla dispersione di banda e sulle
interazioni a molti corpi del singolo strato di grafene, che per la sua struttura strettamente bidimensionale si
presta particolarmente a questo tipo di spettroscopia. Gli esperimenti mostrano che le interazioni elettrone-
elettrone hanno un’influenza sugli spettri ARPES di questi cristalli e studi teorici offrono una solida base per
interpretare questi contributi [15].
Prima di studiare lo spettro ARPES e` necessario considerare la “self-energia” del sistema di fermioni. Essa
si separa, naturalmente, in un contributo di scambio, dovuto alle interazioni fra stati occupati nel mare di Fermi
statico, e un contributo di correlazione, dovuto alle fluttuazioni quantistiche del mare di Fermi [6]. Il grafene
differisce da un 2DEG standard sia a causa della chiralita` delle sue particelle sia perche` e` senza gap, quindi ha
fluttuazioni quantistiche interbanda sulla scala dell’energia di Fermi.
In fig. (1.12) si vedono i risultati della parte immaginaria della self-energia per una serie di valori in k, per
un grafene drogato n con αee = 0.5. Nello schema RPA essa assume la forma
=m [Σλ(k, ω)] = 12
∑
λ′
∫
dq
(2pi)2
vq=m
{
1
(RPA)[q, ω − ξλ′(k + q)]
}
[1 + λλ′ cos(ϕk+q − ϕk)]
× {Θ[ω − ξλ′(k + q)]−Θ[−ξλ′(k + q)]} , (1.92)
dove (RPA) e` la funzione dielettrica di eq. (1.70). Gli ultimi due fattori al lato destro dell’equazione precedente
esprimono l’influenza, rispettivamente, della chiralita` e della statistica di Fermi sul processo di decadimento.
Si noti che Σλ dipende dall’indice di banda λ solo attraverso il fattore di chiralita`. Per ω > 0 e q fissato,
il processo di decadimento (in RPA) rappresenta lo scattering di un elettrone dal impulso k ed energia ω a
k + q e ξλ′(k + q) (tutte le energie sono misurate dall’energia di Fermi). Poiche` il principio di esclusione di
Pauli richiede che lo stato finale sia non occupato, esso deve trovarsi nella banda di conduzione (λ′ = +1).
Inoltre, poiche` inizialmente il mare di Fermi e` nello stato fondamentale, la quasiparticella puo` solo diminuire
la sua energia, cioe` ξλ′ < ω, decadendo in uno stato ad energia piu` bassa. Per ω < 0, la self-energia esprime il
decadimento di buche all’interno del mare di Fermi, che conduce ad uno stato finale eccitando il mare di Fermi.
In questo caso lo stato finale deve essere occupato, quindi l’indice di banda λ′ puo` assumere entrambi i valori,
e la conservazione dell’energia richiede che le buche decadano in uno stato di energia maggiore.
Gli esperimenti di ARPES che consideriamo sono quelli per cui ω < 0. Si noti che, a causa della simmetria
particella-buca del modello di Dirac, Σλ(k, ω) di un grafene drogato n e` identica a Σ−λ(k, −ω) di un sistema
drogato p. I risultati per la parte immaginaria della self-energia ad ω > 0, quindi, spiegano gli spettri ARPES
di grafene drogato p. Guardando la fig. (1.12) si vede che =m [Σ+(0, ω)] va a zero come ω2 per ω → 0,
una proprieta` universale dei liquidi normali di Fermi. Per ω ∼ 1.2 si trova un picco molto piccolo, che riflette
la presenza del plasmone. Si noti che esso rimane un’eccitazione ben definita, pur trovandosi all’interno del
continuo elettrone-buca interbanda. Per ω < 0, per gli stati finali nella banda di conduzione, l’energia di
transizione e` vicina all’energia d’eccitazione del plasmone in un ampio range di valori di q; questo porta a
caratteristiche molto piu` forti del plasmone per ω < 0 che per ω > 0. In questo caso =m [Σ+(0, ω)] diverge per
ω ∼ −1.3: si ha plasmarone, una quasiparticella accoppiata a un’eccitazione plasmonica. A k finito, il picco di
plasmarone si allarga e si separa, a causa della dipendenza di ξλ′(k + q) dall’angolo di scattering e a causa del
fattore di chiralita`.
Consideriamo ora gli spettri ARPES di fig. (1.13), che misurano la funzione spettrale degli elettroni
dipendente dal vettore d’onda
Aλ(k, ω) = 1
pi
|=m Σλ(k, ω)|
[ω − ξλ(k)−<e Σλ(k, ω)]2 + [=m Σλ(k, ω)]2 . (1.93)
Attorno all’energia di Fermi essa di presenta come una stretta Lorentziana centrata all’energia E che risolve
l’equazione:
E = ξλ(k) + <e Σλ(k, E) . (1.94)
Per piccoli k, ci sono due soluzioni di questa equazione. Per k piu` grandi la soluzione di plasmarone dell’equazione
precedente scompare. In questo limite, la funzione ha solo un debole plasmone alla sommita` del picco di
quasiparticella principale. Per k → 0 l’accoppiamento elettrone-plasmone aumenta e il plasmarone assorbe
molto peso spettrale. Inoltre lo spettro sembra mostrare l’esistenza di un gap, dovuto al peso spettrale ridotto
del picco ad alta energia nella banda di valenza, quando esso attraversa l’energia di Fermi.
Poiche` gli effetti delle interazioni elettrone-elettrone avvengono in una scala di energia dell’ordine di vkF,
possono essere separati, sperimentalmente, dagli effetti dell’interazione elettrone-fonone, variando la densita` di
portatori di carica.
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Figura 1.13: Funzione spettrale A(k, ω) di un foglio di grafene drogato n (ω < 0), per k/kF e ω/εF. Per un
grafene drogato p la funzione spettrale e` specificata da ω > 0. Si noti la presenza di un gap a k = 0, dovuto
all’interazione delle quasiparticelle con un modo plasmonico. Adattato dalla referenza [10].
1.2.4 Singolo strato in campo magnetico
L’effetto Hall quantistico, osservato per la prima volta da Von Klitzing et al in un gas bidimensionale di elettroni
[16], e` una conseguenza dell’accoppiamento del campo magnetico con i gradi di liberta` orbitali degli elettroni:
le componenti dell’impulso nelle due direzioni in cui le particelle sono libere di muoversi cessano di essere
indipendenti, e i nuovi autostati della Hamiltoniana (in cui il campo e` stato introdotto mediante l’accoppiamento
minimale) sono livelli di Landau discreti con degenerazione macroscopica. Se si rompe l’equilibrio chimico tra
due estremi del sistema, si ottiene di conseguenza una corrente elettrica, che in regime balistico utilizza come
canali di conduzione i livelli di Landau stessi. Da questo deriva la quantizzazione della conduttanza, che
viene misurata in multipli discreti di e2/h e la cui entita` dipende dal numero di livelli occupati. Le difficolta`
principali nell’osservare l’effetto Hall derivano dal disordine e dalle impurezze presenti nel cristallo che ospita
il gas bidimensionale. Queste allargano i livelli di Landau rendendo meno evidente la quantizzazione della
conduttanza e diminuiscono il cammino libero medio delle particelle.
Per poter osservare l’effetto Hall, inoltre, e` necessario che l’energia termica sia piu` piccola della separazione
dei livelli, che e` proporzionale all’intensita` del campo magnetico. Nei gas bidimensionali di elettroni che si
ottengono attualmente in eterostrutture di GaAs e AlGaAs il disordine e` molto basso, e alla temperatura
dell’elio liquido l’effetto Hall e` chiaramente osservabile.
Consideriamo il problema di un foglio di grafene in campo magnetico B [17], uniforme e perpendicolare
ad esso. In gauge di Landau il potenziale vettore puo` essere scritto A(r) = B(−y, 0). Il campo magnetico
introduce una nuova scala di lunghezze nel problema [3]
`B =
√
c
eB
, (1.95)
detta lunghezza magnetica. L’unica altra scala nel problema e` la velocita` di Fermi: l’analisi dimensionale mostra
che la sola quantita` con le dimensioni di un’energia che possiamo costruire a partire da esse e` v/`B . Questo
determina la frequenza di ciclotrone dei fermioni di Dirac
ωc =
√
2
v
`B
, (1.96)
dove il fattore
√
2 deriva dalla quantizzazione del problema. L’energia di ciclotrone, dunque, scala come
√
B,
in contrasto con quanto avviene nel problema non relativistico, in cui essa e` lineare in B. Questo implica
che la scala di energia associata ai fermioni di Dirac e` completamente differente da quella del gas elettronico
bidimensionale ordinario. Per esempio, per campi dell’ordine di B ' 10 T, l’energia di ciclotrone del 2DEG e`
dell’ordine di 10 K, mentre quella dei fermioni di Dirac e` dell’ordine di 103 K, cioe` due ordini di grandezza di
differenza. In aggiunta, per B = 10 T l’energia Zeeman e` relativamente piccola (' 5 K) e puo` essere trascurata.
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Consideriamo ora l’equazione di Dirac in presenza di un potenziale vettoreA(r). In accoppiamento minimale
si ottiene
v σˆ ·
[
−i∇+ e
c
A(r)
]
Ψ(r) = εΨ(r) . (1.97)
Nella gauge di Landau la generica soluzione per l’equazione d’onda ha la forma Ψ(x, y) = eikxφ(y), e l’equazione
di Dirac diventa
ωc
(
0 Oˆ
Oˆ† 0
)
φ(ξ) = εφ(ξ) , (1.98)
avendo definito ξ = y/`B − `Bk la variabile adimensionale del sistema, e O = (∂ξ + ξ)/
√
2 l’operatore di
distruzione dell’oscillatore armonico unidimensionale. Esso obbedisce alle regole di commutazione canoniche.
Risolviamo ora l’equazione (1.98). Innanzitutto notiamo che essa ammette una soluzione facile a energia
zero, φ0(ξ): poiche`, infatti, lo spazio di Hilbert generato da σˆ e` di di dimensione due e lo spettro generato da
Oˆ† e` limitato inferiormente, essa dovra` verificare contemporanemente le equazioni Oˆφ0(ξ) = 0 ,
σˆ−φ0(ξ) = 0 .
(1.99)
La soluzione a energia zero e`, ovviamente
φ0(ξ) = ψ0(ξ)| ↑〉 =
(
0
ψ0(ξ)
)
, (1.100)
dove ψ0(ξ) la funzione d’onda di stato fondamentale dell’oscillatore armonico unidimensionale e lo pseudo-
spinore | ↑〉 indica lo stato localizzato sul sottoreticolo A. Tutti gli autostati possono essere costruiti da quello
ad energia nulla, ottenendo
φn,λ(ξ) =
(
ψn−1(ξ)
λψn(ξ)
)
, (1.101)
e i livelli energetici
εn,λ = λωc
√
n , (1.102)
dove ψn(λ) e` l’n-esimo livello dell’oscillatore armonico e λ = ±1 e` l’autovalore dell’operatore di pseudo-spin σz.
Ogni livello ha una degenerazione
NL = gsgv
Φ
2Φ0
= gsgv
S
2pi
eB
c
, (1.103)
dove Φ0 = hc/e e` il quanto di flusso magnetico elementare e S la superficie del campione. I livelli di Landau al
punto di Dirac opposto, K ′, hanno esattamente lo stesso spettro: per questo compare il fattore gv.
Di particolare importanza per il problema di Dirac appena discusso e` l’esistenza di uno stato ad energia
zero (n = 0) che separa gli stati di tipo buca (cono inferiore) da quelli di tipo particella (cono superiore),
ed e` responsabile delle anomalie osservate nell’effetto Hall quantistico. Possiamo conoscere questa particolare
struttura dei livelli di Landau dalle oscillazioni di Shubnikov-de Haas (SdH), di cui vediamo una previsione
in fig. (1.14). Se si introduce una differenza di potenziale ∆V tra i due estremi di un singolo strato, questo
viene percorso da una corrente che utilizza i livelli di Landau come canali di conduzione. Variando la posizione
del livello di Fermi attraverso un potenziale esterno di gate Vg che generi un campo elettrico nella direzione
perpendicolare allo strato, e` possibile riempire i canali di conduzione soltanto con elettroni (Vg < 0), o con
buche (Vg > 0). Il potenziale di gate ha lo stesso effetto di un drogaggio dello strato, ma consente controllare
meglio la posizione del livello di Fermi rispetto al punto di Dirac.
Nel regime di effetto Hall quantistico, la conduttanza trasversale, σxy, esibisce dei paleaux tipici del QHE,
quando εF (che varia in dipendenza da Vg) si trova tra due livelli di Landau, e ha un salto di una quantita` pari
a 4e2/h, quando l’energia di Fermi passa attraverso un livello di Landau. L’invarianza per inversione temporale
garantisce la simmetria particella-buca, da cui si ottiene che σxy e` una funzione dispari nell’energia, rispetto
al punto di Dirac. La sua condizione di quantizzazione e` dovuta alla degenerazione del livello di Landau ad
energia nulla, che contribuisce alla conduzione con un numero di elettroni che e` la meta` di tutti gli altri livelli
(essendo a comune tra due bande). Il primo plateaux, per gli elettroni e le buche rispettivamente, si trova a
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Figura 1.14: Conduttivita` trasversale, σxy, di a) un singolo strato di grafene; b) un 2DEG standard; in regime di
effetto Hall quantistico, in unita` di gsgve2/h, e come funzione della densita` ρ, adimensionalizzata con gsgveB/h.
Si notino, per il singolo strato, i plateaux traslati di un semi-intero e l’assenza di quello intorno a ρ = 0.
Adattato dalla referenza [18]
±e2/(2h). Quando εF attraversa il successivo livello di Landau di elettrone (buca), σxy cresce (decresce) di una
quantita` pari a e2/h. La quantizzazione di σxy avviene secondo
σxy = ±gsgv
(
n+
1
2
)
e2
h
, (1.104)
dove n e` un intero non negativo e il segno e` dovuto alla tipologia di portatore che contribuisce, elettroni o buche
rispettivamente.
L’osservazione dell’effetto Hall nel grafene da parte di Novoselov et al. [2, 19] ha consentito di confermare
la validita` del modello MDF. In questo esperimento si e` registrata una quantizzazione intera traslata di un
semi-intero della conduttanza tipica di particelle che obbediscono all’equazione di Dirac. Si veda la fig. (1.14)
per una previsione teorica della conduttivita` trasversale σxy, come funzione del drogaggio elettronico a campo
magnetico fissato, e un confronto con il 2DEG standard: si noti che la conduttivita` si annulla solo per n = 0 nel
grafene, mentre nel 2DEG questo avviene in un ampio intervallo di densita` di portatori, in un intorno di n = 0.
Diamagnetismo
Nel 1952 Mrozowski [20] studio` il diamagnetismo della grafite policristallina e altri sistemi di materia condensata
ad anello molecolare, concludendo che il loro diamagnetismo ha due contributi: uno dovuto alle bande piene
e uno dovuto agli elettroni e alle buche libere. Quest’ultimo e` proprio il diamagnetismo di Landau e, per la
grafite, e` di gran lunga il contributo dominante. Nel 1956 McClure [17] calcolo` il diamagnetismo di un foglio di
grafene, a temperatura finita T , utilizzando la teoria introdotta da Wallace [1]. Il risultato ottenuto e`
χorb = −I e
2v2
c2
sech2
(
µ
2kBT
)
kBT
, (1.105)
dove µ e` il potenziale chimico e kB e` la costante di Boltzmann. Per il calcolo completo rimandiamo all’app.
(A). Nel limite T → 0, diventa, re-introducendo i fattori h¯ e le degenerazioni di spin e valley
χorb = −4I gsgv e
2v2
c2
δ(εF) , (1.106)
con I calcolato numericamente pari a I ' 0.014. Per la grafite non drogata la suscettivita` diamagnetica e`
anisotropa e la differenza fra quella parallela all’asse principale e quella ad esso perpendicolare e` ∆χ(mis)orb '
−21.5× 10−6 emu/g. La suscettivita` perpendicolare all’asse principale e` circa uguale a quelle dell’atomo libero,
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Figura 1.15: Conduttivita` trasversale, σxy, di un doppio strato di grafene in regime di effetto Hall quantistico,
in unita` di ge2/h e come funzione della densita` adimensionalizzata con geB/h (g e` il fattore di degenerazione).
Si noti il salto di ampiezza doppia tra il plateaux a drogaggio positivo e quello a drogaggio negativo. Adattato
dalla referenza [18]
χ⊥orb ' −0.5 × 10−6 emu/g. Nel modello bidimensionale la suscettivita` risulta molto grande a causa della
presenza di elettroni in rapido movimento, con una velocita` dell’ordine di v ' 108 cm/s, che e` una conseguenza
del grosso valore del parametro di hopping.
La suscettivita` diamagnetica orbitale e` stata ricalcolata in diverse maniere: Safran e DiSalvo [21], interessati
alla suscettivita` dei composti di grafite intercalata (GIC), l’hanno ricalcolata, in un modello tight-binding,
usando la teoria di Fukuyama, che include le transizioni interbanda. Koshino e Ando [22] hanno considerato,
invece, il diamagnetismo di un grafene disordinato, con l’approssimazione auto-consistente di Born, e con un
potenziale di disordine a corto raggio. Per energia di Fermi, εF, finita e a temperatura zero, la suscettivita` del
grafene disordinato e` data da
χorb = −gsgv3pi
e2v2
c2
W
|εF| , (1.107)
dove W e` un parametro adimensionale che tiene conto della forza del disordine. Nel limite in cui W → 0 (cioe`
grafene non disordinato), si ottiene
χorb = −gsgv6pi
e2v2
c2
δ(εF) , (1.108)
che e` compatibile con quello pubblicato da McClure [17].
1.2.5 Doppio strato in campo magnetico
Le conseguenze della legge di dispersione del doppio strato di grafene sono visibili chiaramente nel regime di
effetto Hall quantistico. La differenza piu` evidente tra i comportamenti del singolo e del doppio strato di grafene
in questo regime e` la quantizzazione della conduttanza. Nel doppio strato si ottiene, a differenza del singolo
strato, una quantizzazione intera. Una osservazione interessante e` che nel passare dal regime di conduzione
di elettroni a quello di conduzione di buche non si evidenzia nessun plateau per conduttanza uguale a zero,
esattamente come per il singolo strato.
Per ricavare i livelli di Landau in presenza di un campo magnetico B perpendicolare al foglio del doppio strato
di grafene, utilizziamo l’Hamiltoniana efficace (1.43) in accoppiamento minimale e seguiamo un procedimento
del tutto simile a quello mostrato nella sez. 1.2.4. Introduciamo un potenziale vettore nel piano del foglio,
A(r) = (0, B), e scriviamo l’equazione (1.43) nella forma equivalente:
H(k) =
1
2m
(k · σ)σx(σ · k) , (1.109)
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da cui, in accoppiamento minimale
H(kˆ, rˆ) =
1
2m
[
σx
(
kˆx − eB
c
yˆ
)
+ σykˆy
]
σx
[
σx
(
kˆx − eB
c
yˆ
)
+ σykˆy
]
. (1.110)
Introducendo nuovi operatori e prendendo il quadrato dell’Hamiltoniana, si ottiene un’espressione piu` facile da
diagonalizzare. Essa ci permette di trovare gli autovalori del problema, che possono essere scritti (dopo alcune
manipolazioni):
εn,λ = λωc
√
n(n− 1) , (1.111)
dove ωc ≡ eB/(mc) e λ = ±1. Come nel caso del singolo strato otteniamo un livello di Landau di energia nulla,
e la simmetria per coniugazione di carica ci permette di considerare i livelli appartenenti alla banda di valenza
(λ = −1) come equivalenti a livelli di Landau di buche ad energia positiva. Tutti i livelli di Landau hanno
degenerazione NL = 4ϕ/ϕ0 (dove ϕ0 = hc/e), ad eccezione di quello ad energia nulla, che ha degenerazione
doppia rispetto agli altri. Questo fatto si riflette nella dipendenza della conduttanza di Hall dalla densita` dei
portatori di carica, σxy(n), come si vede in fig. (1.15): essa esibisce dei plateaux a multipli interi di 4e2/h e fa un
salto di ampiezza pari a 8e2/h nel passaggio da elettroni a buche, attraverso n = 0, segno di una degenerazione
doppia del livello di Landau a comune fra le bande di valenza e conduzione. Il salto e` accompagnato da un
massimo di σxx. La degenerazione doppia, del livello di Landau ad energia nulla rispetto agli altri, e` poco usuale
in sistemi bidimensionali ed e` una prova della validita` del modello di fermioni di Dirac massivi, di chiralita` J = 2,
per il doppio strato a basse energie.
1.3 Fatti sperimentali
E´ noto da tempo che strati di grafene possono essere fatti crescere epitassialmente sulla superficie di un metallo,
usando la deposizione di vapori di idrocarburi o di ossido di carbonio [23] su una superficie metallica cataliz-
zatrice. Quando una superficie di questo tipo viene riscaldata, l’ossigeno o l’idrogeno si liberano e gli atomi
di carbonio formano un singolo strato di grafene. Le strutture risultanti raggiungono dimensioni dell’ordine
del micron, con pochi difetti, e vengono caratterizzate in diversi modi. I campioni cresciuti epitassialmente
esibiscono oscillazioni SdH identiche a quelle dei fermioni di Dirac previste per il singolo strato.
Il grafene puo` inoltre essere fatto crescere sulla superficie del carburo di silicio, SiC [24]. Se riscaldato, il
silicio si libera dai livelli superiori e pochi strati di grafene restano sulla superficie. Il numero di strati puo`
essere controllato limitando il tempo o la temperatura del trattamento. La qualita` e il numero di strati ottenuti
dipendono dalla faccia del SiC usata per la loro crescita: quelle che terminano con carbonio producono pochi
strati di bassa mobilita`, mentre quelle che terminano con silicio danno origine a molti strati di alta mobilita`. Il
foglio di grafene a diretto contatto con il substrato e` molto legato ad esso e non presenta bande pi. Il grafene
cresciuto in questo modo e` pesantemente drogato, a causa del trasferimento di carica che avviene dal substrato,
e presenta un potenziale chimico ben al di sopra del punto di Dirac. Tutti i campioni, quindi, presentano forti
caratteristiche metalliche, con una notevole mobilita` elettronica anche a temperatura ambiente.
Un altro metodo che e` stato usato e` l’esfoliazione chimica [25], cioe` l’introduzione di molecole tra gli strati
che compongono la grafite, in modo da provocare l’isolamento di uno o piu` fogli dal resto del solido (dal punto
di vista del trasporto elettronico) o una vera e propria separazione (se si utilizzano molecole sufficientemente
grandi). Questo metodo consente di separare efficacemente strati di grafene a partire da un campione di grafite,
ma non e` mai stata in grado di prevenire la ricombinazione dei singoli strati in film di spessore variabile e in
generale maggiore della decina di atomi.
Nel 2004 sono state ottenute per la prima volta dal gruppo di A. Geim (Manchester) [2] delle strutture
bidimensionali composte da pochi strati di grafene (FLG, “Few Layers of Graphene”), di dimensioni lineari fino
a 10 µm. Fino a questa data, si riteneva impossibile ottenere singoli strati di grafene allo stato libero, essendo
questi instabili, secondo la teoria di Landau e Peierls [26], rispetto a una transizione verso uno stato corrugato
o arrotolato (fullereni, nanotubi). La tecnologia del taglio micromeccanico e` stata raffinata negli ultimi anni
per separare dalla grafite frammenti sempre piu sottili. Dopo il risultato del 2004 e` stata migliorata ulterior-
mente, fino a permettere nel 2005 il taglio efficiente di strati singoli di grafene [19]. La procedura e` semplice
ma efficace [27]: una superficie del cristallo di grafite viene sfregata contro un’altra superficie (virtualmente
qualsiasi superficie solida va bene, ma il grafene puo` essere individuato piu` facilmente su substrati di SiO2),
depositando una varieta` di frammenti. Inaspettatamente, tra i vari frammenti ottenuti, si trovano sempre
singoli strati, la cui prima identificazione avviene attraverso il microscopio ottico. I cristalli bidimensionali,
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Figura 1.16: a) tipica dipendenza della resistenza Rxx del grafene dal potenziale di gate, per differenti tempe-
rature. I dati rappresentanti con la curva blu sono a T = 70 K, mentre quelli in arancione a T = 300 K; b)
resistenza Rxy come funzione del potenziale di gate. Si notino le due strutture (allo stesso potenziale di gate),
il picco in a) e il cambio di segno in b), dovute al passaggio da drogaggio n a p. La struttura di Rxx e Rxy
e` compatibile con il fatto che il foglio di grafene sia drogato n. Adattati dalla referenza [2]; c) σxx = 1/ρxx a
B = 0 e T = 10 K. Si noti l’andamento lineare della conduttanza con la densita`, come previsto teoricamente.
Adattato dalla referenza [19].
benche` naturalmente trasparenti, diventano visibili su un substrato di ossido di silicio: anche un singolo strato
aggiunge sufficiente cammino ottico alla luce riflessa, cos`ı che il colore cambia rispetto al substrato vuoto per
via dell’interferenza. La procedura richiede mezz’ora per essere implementata e per identificare probabili singoli
strati di grafene. L’analisi prosegue con il microscopio a forza atomica, grazie al quale e` possibile selezionare
singoli strati, che esibiscono uno spessore pari a circa la distanza tra gli strati della grafite. I cristalli prodotti
rimangono bidimensionali e monocristallini a condizioni ambiente, e non subiscono degrado per un periodo di
molte settimane.
Nonostante la sua semplicita`, la tecnica descritta ha molte caratteristiche per nulla ovvie: da queste si
capisce perche` il grafene non e` stato scoperto prima. Il singolo strato, infatti, e` (i) in netta minoranza fra
tutti i frammenti che vengono prodotti, (ii) non ha nessuna firma caratteristica per il microscopio elettronico
a trasmissione, (iii) e` trasparente alla luce visibile per la maggior parte dei substrati e (iv) la microscopia a
forza atomica, l’unico metodo che permette la definitiva identificazione del singolo foglio di grafene, ha tempi
di realizzazione molto lunghi.
1.3.1 Effetto Hall quantistico nel singolo strato
L’approccio di A. Geim [2] ha permesso la preparazione di pellicole, di pochi strati di grafene (inclusi il singolo
e il doppio strato), fino a dimensioni lineari dell’ordine di ∼ 10µm. Benche` alcuni campioni siamo dello spessore
di un solo atomo e non siano protetti dall’ambiente esterno, essi rimangono stabili alle condizioni ambientali ed
esibiscono sempre una grande mobilita` dei portatori di carica, anche a temperatura ambiente. Per studiarne
le proprieta` elettroniche, i film vengono posti sopra un substrato di SiO2 e silicio drogato, e viene aggiunto
un numero di elettrodi sufficiente (ad effettuare misure di trasporto) tramite litografia con fascio di elettroni,
seguita dal’evaporazione termica di Au/Cr. In questo modo si puo` applicare un potenziale di gate tra il grafene
e il substrato e, usando una configurazione di elettrodi a barra di Hall, si possono misurare la magnetoresistenza,
Rxx, e la resistenza di Hall, Rxy.
La fig. (1.16), pannelli a) e b), mostra la tipica dipendenza delle resistenze Rxx e Rxy del singolo strato di
grafene dal potenziale di gate Vg [2]. Si noti come Rxx esibisca un picco, del valore di alcuni kΩ e decada ad
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Figura 1.17: a) ρxx e σxy come funzione della densita` di portatori di carica, per B = 14 T e T = 4 K. Adattato
dalla referenza [19]; b)ρxx (in rosso) e ρxy (in nero) a T = 30 mK e Vg = 15 V come funzione del campo
magnetico. Si notano almeno due plateaux nella resistivita` trasversale, in corrispondenza di un annullamento
della magnetoresistenza. Adattato dalla referenza [29].
un valore di circa ∼ 100Ω ad alti potenziali di gate. La conduttanza longitudinale, σxx, in fig. (1.16) pannello
c), cresce linearmente con Vg da entrambi i lati del picco di resistivita`. Essa tocca il suo minimo allo stesso
potenziale di gate per cui Rxx ha il suo picco, Rxy esibisce un improvviso cambio di segno, come in fig. (1.16).
Le misure possono essere spiegate con un modello di metallo bidimensionale con una piccola sovrapposizione,
δε, delle bande di valenza e conduzione. Il potenziale di gate induce uno spostamento dell’energia di Fermi, che
trasforma il semimetallo in un conduttore con soli elettroni o sole buche, dopo averlo fatto passare attraverso
uno stato misto in cui entrambi i portatori sono presenti. Nella regione in cui i portatori di carica sono di un solo
tipo, Rxx e Rxy decrescono all’aumentare della concentrazione di portatori ρ (o, equivalentemente, di Vg). Nella
zona intermedia, σxx cambia poco con il potenziale di gate, come si vede nel pannello c) della fig. (1.16) per un
foglio di grafene non drogato, indicando la sostituzione di un tipo di portatori con un altro, mentre la resistenza
di Hall Rxy cambia segno: questo riflette il fatto che esso e` proporzionale alla differenza delle concentrazioni
di elettroni e buche. L’esistenza di un picco nella magnetoresistenza e` consistente con una ridotta densita` di
portatori si carica al punto di Dirac, dove la densita` degli stati va a zero. Quando il sistema si trova nel vuoto,
il picco di resistivita` si sposta in prossimita` di Vg = 0. L’esposizione a vapore acqueo o ad ammoniaca droga
il FLG rispettivamente, p o n (spostando il picco a destra o sinistra). I singoli strati, studiati da Novoselov
et al., esibiscono oscillazioni SdH molto pronunciate, sia nella resistivita` longitudinale che trasversale. Questo
e` un altro indicatore della qualita` ed omogeneita` del sistema in esame. Gli studi delle oscillazioni SdH hanno
confermato che il trasporto in FLG e` strettamente bidimensionale, come ci si poteva ragionevolmente aspettare.
La mobilita`, µ, dei portatori e` stata determinata da esperimenti di effetto di campo e misure di magnetoresi-
stenza. In entrambi i casi sono stati ottenuti valori che variavano, a seconda del campione, tra µ ' 3×103 cm2/Vs
e µ ' 104 cm2/Vs. La mobilita` e` praticamente indipendente dalla temperatura, ad indicare che essa e` limitata
dallo scattering con le impurezze. Per µ ' 104 cm2/Vs e per densita` tipiche di portatori, ρ = 5 × 1012 cm−2,
il cammino libero medio e` dell’ordine di 0.4 µm, sorprendentemente grande rispetto a quello di un 2DEG, per
cui esso e` dell’ordine di qualche angstrom. I risultati osservati da Novoselov et al. sono in accordo con le alte
mobilita` osservate per grafene intercalato [28], dove la carica e` localizzata vicino al foglio.
La mobilita` relativamente elevata dei campioni di grafene ha permesso a Novoselov et al. [2, 19] ed a
Zhang et al. [29] di investigare i fenomeni di trasporto ad alti campi magnetici e di evidenziare l’effetto Hall
quantistico (QHE) intero, traslato di un semi-intero, previsto teoricamente. La fig. (1.17), pannello a) mostra
la magnetoresistenza e la conduttivita` trasversa, σxy, del grafene in funzione della concentrazione di portatori di
carica (elettroni o buche), a campo magnetico fissato. Si vedono chiaramente i plateaux traslati di un semi-intero
rispetto a quelli del 2DEG standard [si confronti con la fig. (1.14), pannello a)]. Si noti inoltre che la transizione
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Figura 1.18: Massa di ciclotrone di elettroni e buche come funzione della loro concentrazione (o del potenziale
di gate). Il fit estrapola una massa nulla al punto di Dirac. Adattato dalla referenza [19].
tra due livelli di Landau qualsiasi coinvolge sempre lo stesso numero di portatori di carica, cioe` tutti i livelli
hanno la stessa degenerazione. Per questo motivo i livelli sono tutti equispaziati fra loro. La fig. (1.17), pannello
b), mostra invece Rxy e Rxx di un singolo strato in funzione del campo magnetico, B, a fissato potenziale di
gate (tale da ottenere grafene drogato n). Ad alti campi magnetici Rxy esibisce dei “plateaux”, mentre ρxx
tende a zero, fatto tipico del QHE. Si vedono almeno due plateaux di valori (2e2/h)−1 e (6e2/h)−1, seguiti da
un altro piu` corto a (10e2/h)−1, prima che la curva dia origine alle oscillazioni SdH a bassi campi magnetici.
Benche` il QHE sia stato osservato in molti sistemi bidimensionali, quello osservato nel grafene differisce per la
condizione di quantizzazione, che e` spostata di un semi-intero rispetto a quella del 2DEG.
Le misure di oscillazioni SdH hanno permesso a Zhang et al. di estrarre la massa effettiva dei portatori di
carica. L’analisi a differenti potenziali di gate porta a una forte soppressione della massa effettiva in prossimita`
del punto di Dirac. Essa e` stata misurata essere m ' 0.007m0, con m0 la massa nuda dell’elettrone, in prossimita`
del punto di Dirac per n ' 2×1011 cm−2. Interpolando la massa effettiva osservata in dipendenza dal voltaggio,
come in fig. (1.18), si estrapola una massa nulla al punto di Dirac.
E´ stata infine determinata, da misure di resistivita` fatte da Novoselov et al. [2] a fissata concentrazione dei
portatori o dalla dipendenza della concentrazione dalla temperatura, la sovrapposizione delle bande, δε, in FLG,
che varia fra 4 meV e 20 meV, a seconda del numero di strati coinvolti. δε si e` rivelata molto piu` piccola della
sovrapposizione nella grafite tridimensionale (' 40 meV). E´ stato mostrato come δε diminuisca al diminuire
del numero di strati di grafene coinvolti: la minor sovrapposizione si ha per il singolo strato di grafene che, in
teoria, e` un semiconduttore a gap nullo.
1.3.2 Effetto Hall quantistico nel doppio strato
Novoselov et al. [18] hanno studiato anche il doppio strato di grafene, ottenuto sempre con l’esfoliazione
micromeccanica, in regime di effetto Hall quantistico.
La fig. (1.19) mostra i risultati ottenuti. Si noti innanzitutto, nel pannello a), la conduttivita` trasversa,
σxy, come funzione della densita` di portatori. Essa e` quantizzata in multipli interi di 4e2/h (ripristinando il
fattore h e la degenerazione gsgv = 4) ed esibisce un salto di ampiezza doppia (rispetto agli altri) nel passaggio
attraverso il punto ρ = 0. Nello stesso punto la magnetoresistenza (Rxx) ha un picco di ampiezza doppia
rispetto agli altri, come si vede nel pannello b). Questi risultati somigliano a quelli ottenuti per il singolo strato,
in particolare l’assenza di un plateaux attorno a ρ = 0. Essi sono compatibili con la presenza di un livello di
Landau, ad energia zero, di degenerazione doppia rispetto a tutti gli altri, esattamente come prevede la teoria.
La conduttivita` trasversa, quindi non si annulla se non in un punto (ρ = 0), dove Rxy cambia segno, esattamente
come accade in un singolo strato. Il pannello c) mostra invece l’andamento tipico del QHE in un doppio strato,
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Figura 1.19: a) σxy (in unita` di gsgve2/h) a fissato campo magnetico B = 12 T e B = 20 T; b) Rxx per
B = 12 T e T = 4 K. Entrambi sono funzioni della densita` di portatori di carica, ρ; c) Rxx e Rxy misurate come
funzione del campo magnetico B a fissata concentrazione di particelle, ρ = 2.5× 1012 cm−2. Si notino in a) la
totale assenza di plateaux attorno a ρ = 0 e il salto di ampiezza doppia nel passaggio da drogaggio p a n; in b)
la larghezza del picco a ρ = 0, doppia rispetto agli altri. Questi fatti indicano l’esistenza di un livello di Landau
di energia nulla e degenerazione doppia rispetto agli altri; in c) l’andamento inizialmente lineare (classico) di
Rxy e due plateaux ad alti campi, in corrispondenza dell’annullarsi di ρxx. Adattati dalla referenza [18]
a fissata densita` di portatori come funzione del campo magnetico. Si vedono chiaramente i plateaux nella
resistenza di Hall, ad alti campi magnetici, accompagnati da un azzerarsi della resistivita` longitudinale. La
sequenza dei plateaux osservata e` descritta da
Rxy =
h
gsgvne2
, (1.112)
con n intero non nullo. Si noti come la struttura dei plateaux sia la stessa di quella che si osserva in un 2DEG
(a parte la degenerazione di spin e di valley).
1.4 Osservazione sperimentale di effetti a molti corpi
1.4.1 Spettri ARPES
Abbiamo visto che gli spettri ARPES permettono un’analisi diretta della struttura elettronica attraverso l’in-
formazione sull’impulso e sull’energia degli elettroni uscenti. Vediamo ora gli esperimenti che sono stati fatti e i
risultati ottenuti. Nonostante essi confermino appieno l’esistenza di bande a dispersione lineare, lungo direzioni
che passano per il punto K, sono state notate strane strutture: delle “kink” della banda vicino al livello di
Fermi ed un “gap” in prossimita` dell’energia del punto di Dirac. In questa sezione tutte le energie sono riferite
al livello di Fermi, lo zero naturale per esperimenti di ARPES.
Bostvick et al. [30] e Zhou et al. [31] hanno studiato le bande pi di un foglio di grafene cresciuto epitas-
sialmente su una superficie di SiC, usando la ARPES lungo una linea che attraversa il punto K, ottenendo
un buon accordo dei risultati con la dispersione delle bande per fermioni di Dirac. Allo stesso tempo hanno
evidenziato delle importanti differenze. La fig. (1.20), pannelli a)-c) mostra la mappa di intensita` ARPES ad
εD = −0.4 eV, dove εD e` l’energia del punto di Dirac rispetto al livello di Fermi. La mappa di intensita` mostra
un contorno quasi circolare centrato al punto K. Al crescere dell’energia del fotone, la dimensione del contorno
prima decresce, fino a diventare puntiforme ad εD, e poi, passato questo punto, ricomincia a crescere. Questo
comportamento e` consistente con la presenza di fermioni di Dirac. Ad energie di legame ancora maggiori,
come si vede in fig. (1.21), la regione di elevata intensita` devia, rispetto alla forma circolare, mostrando una
distorsione trigonale (di cui si vede solo la parte all’interno della prima zona di Brillouin).
La fig. (1.21), pannelli a)-d), mostra tutta la dispersione della banda pi, misurata lungo un taglio simmetrico
che attraversa il punto K. Seguendo, nella figura, il massimo dell’intensita`, si possono distinguere chiaramente
due coni, uno superiore e uno inferiore, in accordo con il modello MDF. L’energia del punto di Dirac e` anche qui
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Figura 1.20: a)-c) Mappe di intensita` ARPES per un singolo strato ci grafene con εF = 0.4 eV e εF = −1.2 eV ;
d) disegno schematico delle bande al punto K con le energie dei pannelli a)-c). Si noti come la struttura
dello spettro osservata sia compatibile con l’esistenza dibande coniche. Adattati dalla referenza [31]; e) banda
in energia, ottenuta sperimentalmente come funzione dell’impulso lungo le direzioni principali, insieme con la
previsione teorica al modello tight-binding a primi vicini (linea solida). Adattato dalla referenza [30].
εD = −0.4 eV (il campione e` drogato n). Si possono vedere deviazioni dalla dispersione conica nelle vicinanze
del punto di Dirac, un fatto non previsto della teoria. La prima, difficilmente visibile nella scala di energia della
figura, si trova, approssimativamente, a -0.2 eV sotto l’energia di Fermi ed e` dovuta all’accoppiamento con i
fononi. La seconda si trova vicino al punto di Dirac, dove si puo` vedere che la banda di valenza e di conduzione
non si toccano ad εD.
La deviazione dalla dispersione di banda nuda e` sensibile al drogaggio. L’evoluzione della struttura delle
bande al crescere del drogaggio si puo` seguire nei pannelli a)-d) della fig. (1.21). Il drogaggio sposta le bande
piu` o meno rigidamente verso il basso (ad una maggior energia di legame). L’energia della kink a -0.2 eV non
cambia, mentre quella piu` profonda in energia si rafforza e segue εD col drogaggio, dimostrando che e` associata
agli elettroni con energia vicina al punto di Dirac. L’effetto di questa kink sulla struttura a bande e` significativa:
ad alto drogaggio, una interpolazione della curva delle posizioni di banda [fig. (1.21), pannello d)] mostra che
il punto di Dirac e` stato spostato a ∼ −0.13 eV, rispetto alla previsione di singola particella.
Bostwick et al. studiano l’accoppiamento elettrone-plasmone, mostrando come esso giochi un ruolo cruciale
nella rinormalizzazione delle bande al punto di Dirac. Essi attribuiscono alle interazioni a molti corpi l’esistenza
delle kink e del gap. Nello schema di quasiparticella, il portatore di carica e` rappresentato come una singola
particella che e` circondata da una nuvola di altre particelle, per esempio fononi, con cui interagisce. L’intero
complesso si muove come una particella libera, ma con l’energia rinormalizzata, Σ(k, ω). Tutte le kink nelle
bande sono dovute non ai dettagli della struttura della banda di singola particella, ma alle interazioni e molti
corpi. Bostwick et al. hanno considerato tre processi: il decadimento dei portatori per accoppiamento elettrone-
fonone, la generazione di coppie elettrone-buca e l’emissione di un plasmone. I tre processi contribuiscono in
maniera differente alla vita media della quasiparticella e alla rinormalizzazione della banda di energia.
La kink a 0.2 eV sotto il livello di Fermi e` attribuita all’accoppiamento elettrone-fonone, che ha una scala di
energia dell’ordine dell’energia di Debye del grafene. In questo processo, una buca creata da un fotone decade
per emissione di un fonone, come si vede in fig. (1.22), pannello a). La crescita osservata della forza della
kink, all’aumentare della densita` di portatori, e` dovuta all’aumento della dimensione della superficie di Fermi,
mentre la posizione resta la stessa perche` gli atomi di potassio, usati per controllare il drogaggio, non modificano
significativamente lo spettro dei fononi.
Bostwick et al. considerano quindi il decadimento di una coppia elettrone-buca creatasi per eccitazione di
un elettrone alla superficie di Fermi. Una buca, prodotta dal passaggio di un fotone, proprio sopra il punto
Dirac puo` facilmente decadere in molti eventi di creazione di coppie elettrone-buca, come in fig. (1.22) pannelli
b)-d). Una buca che, invece, si origina ad un’energia appena sotto il punto di Dirac ha poche possibilita` di
decadimento per eccitare una coppia elettrone-buca. Solo per energie del fotone incidente ben al di sopra
dell’energia del punto di Dirac, cioe` per ω > 2εD, la generazione di coppie elettrone-buca diventa possibile
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Figura 1.21: a-d) Bande di energia ottenute sperimentalmente lungo una linea per il punto K parallela a ΓM , in
funzione del drogaggio cresciente per adsorbimento di potassio. Le linee tratteggiate sono estrapolazioni della
banda inferiore, e non passano attraverso le bande superiori, suggerendo la presenza di una kink attorno al
punto di Dirac; e-h) bande di energia lungo una linea ortogonale alla precedente, sempre passante per il punto
K. E´ chiaramente visibile la kink. Tratto dalla referenza [30].
(quando cioe` ritornano possibili le transizioni ottiche, a q = 0, interbanda). Il fenomeno, dunque, non entra
nella rinormalizzazione della banda al punto di Dirac.
La struttura osservata in prossimita` del punto K deve quindi essere dovuta all’accoppiamento elettrone-
plasmone, come si vede in fig. (1.22) pannello e). Nel grafene i portatori di carica, in prossimita` del punto
di Dirac, hanno massa effettiva nulla, e viaggiano come fotoni a velocita` v ma hanno carica e sono quindi
soggetti alle oscillazioni collettive. L’interazione elettrone-plasmone puo`, secondo Bostwick et al., aumentare
lo scattering rate ad energie sotto il punto di Dirac. In particolare, calcolando l’energia del plasmone con un
modellino semplice si scopre che una fotobuca che si trovi proprio sotto il punto di Dirac puo` decadere in un
plasmone.
Bostwick et al. riassumono tutto questo nel grafico che riporta le curve di distribuzione dell’impulso (MDC),
riportato nel pannello a) della fig. (1.23), dove sono mostrate anche le curve previste dai semplici modelli appena
citati. Si noti il buon accordo con le curve ottenute sperimentalmente, in particolare per alti drogaggi. Si ottiene
quindi una forte modificazione della dispersione di banda, come mostra schematicamente la fig. (1.22), pannello
f). Questa distorsione avviene non solo vicino al livello di Fermi, come nei metalli convenzionali ma anche
attorno al punto di Dirac, proprio grazie all’accoppiamento elettrone-plasmone. Gli effetti descritti avvengono
non solo ad alti drogaggi, ma fino a drogaggio nullo.
Zhou et al. studiando gli spettri ARPES lungo due linee, una attraverso il punto K e una parallela ad
esso, hanno notato delle somiglianze, in particolare riguardo alla forma della banda al punto di Dirac. Que-
ste somiglianze, secondo Zhou et al., gettano dubbi sulla possibilita` di interpretare il fenomeno come dovuto
all’interazione con un plasmone, e propongono di interpretarlo come semplice apertura di un gap al punto di
Dirac.
Questo risultato, secondo Zhou et al., e` reso ancora piu` evidente dallo studio delle curve a dispersione di
energia (EDC) e dalle MDC, entrambe mostrate nei pannelli b) e c) della fig. (1.23). In prossimita` del punto
K, la EDC mostra sempre due picchi, con separazione minima (il gap) al punto di Dirac. Da queste si deduce
un gap di circa εg ' 0.26 eV. I picchi della MDC sono non dispersivi all’interno della stessa finestra di energia
attorno a εD (linee blu). Una caratteristica di questo gap e` che l’intensita` dello spettro ARPES non e` zero
attorno a εD. Questo accade, tuttavia, anche quando si considera la linea che non passa per il punto K, dove
il gap dovrebbe essere ben definito, ad indicare che la spiegazione di questo fenomeno non sarebbe il contatto
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Figura 1.22: a) decadimento di una fotobuca, di energia ω per emissione di un fonone; b-d) generazione spontanea
di coppie elettrone-buca in prossimita` del livello di Fermi; e) emissione di un plasmone; f) distorsione della banda
per gli effetti a molti corpi descritti. Tratto dalla referenza [30].
tra le bande. Considerando lo spettro EDC nel pannello b) della fig. (1.23), si vede che l’allargamento dei
picchi causa una sovrapposizione delle code d’intensita`. L’apertura del gap, secondo Zhou et al., non puo` essere
dovuta all’interazione fra elettroni-plasmone, in particolare perche` si tratterebbe di un’interazione con elettroni
a εD, lontani dal livello di Fermi.
Il gap, secondo Zhou et al., e` dovuto alla rottura della simmetria di sottoreticolo, dovuta all’interazione con
lo “strato buffer” di grafene, i cui atomi hanno tutti gli orbitali pi ibridizzati con il substrato. Questo porta ad
una nuova ibridazione degli stati della banda di valenza e di conduzione associati allo stesso punto di Dirac.
Una conseguenza di questo fenomeno sarebbe la rottura della simmetria di rotazione per energie vicine al punto
di Dirac.
Per investigare il ruolo del confinamento elettronico nell’aprire il gap, Zhou et al. studiano la dipendenza
del gap rispetto alle dimensioni medie del frammento grafene. Si osserva, come atteso, un leggero aumento del
gap per quelli piu` piccoli. Per dimensioni maggiori di 80 nm, tuttavia, il gap si attesta attorno a 0.18 eV, al
contrario di quanto accade per campioni ottenuti per esfoliazione, dove questo valore tende rapidamente a zero
(gia` per dimensioni pari a circa 30 nm). Questo risultato dovrebbe indicare che il gap e` una proprieta` intrinseca
del grafene cresciuto epitassialmente su un substrato di SiC.
Entrambi gli effetti, probabilmente, sono veri: resta da determinare il peso di ciascuno di essi. Per far cio`
sono necessari ulteriori esperimenti. Recenti calcoli sull’accoppiamento quasiparticella-plasmone [10], citati in
sez. 1.2.3, sembrano confermare l’ipotesi di Bostwick et al.. Essi mostrano come, all’interno di uno schema RPA,
sia possibile un accoppiamento di questo genere e come il grafico delle intensita` ARPES previste teoricamente,
come si vede in fig. (1.13) mostri una struttura a gap, dovuto al fatto che l’emissione plasmonica ha un peso
spettrale molto maggiore delle eccitazioni di quasiparticella.
1.4.2 Spettroscopia ottica
Il singolo strato di grafene presenta una conduttivita` ottica, dovuta a transizioni interbanda a q = 0, indipen-
dente dalla frequenza ω, in un vasto intervallo di energie dei fotoni incidenti (ripristinando per un momento il
fattore h¯ e la degenerazione di spin-valle):
G1(ω) ≡ G0 = e
2
4h¯
' 6.08× 10−5 Ω , (1.113)
dove l’indice ’1’ si riferisce alla parte reale. Si noti che G1 non dipende dai parametri microscopici che nor-
malmente determinano le proprieta` ottiche dei materiali. Questa e` una conseguenza dell’inusuale struttura
elettronica di bassa energia, in prossimita` del punto di Dirac. Una conseguenza diretta di questo fatto e` che tut-
te le proprieta` ottiche del grafene possono essere espresse attraverso costanti fondamentali: la trasmittivita` (T )
e la riflettivita` (R) sono, infatti, univocamente determinate da G0. Anch’esse, quindi, per un singolo strato di
grafene libero, sono indipendenti dalla frequenza e possono essere espresse in termini della costante di struttura
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Figura 1.23: a) Spettro MDC per il singolo strato di grafene, funzione dell’energia di legame e della densita` di
portatori di carica, ρ, in unita` di 1013 cm−2. Si possono notare i contributi dovuti al decadimento in fotoni
(verde), coppie elettrone-buca (rosso) e plasmoni (blu), paragonati con l’ampiezza spettrale MDC del campione
maggiormente drogato. Le regioni sono cos`ı definite: (I) la scala di energia del fonone, ωph < ω < 0; (II)
ωD < ω < 0; (III) 2ωD < ω < ωD; (IV) ω < 2ωD. Adattato dalla referenza [30]; b) curve EDC e c) MDC in
prossimita` del punto K. Le linee blu indicano la regione del gap. Adattato dalla referenza [31]
fine, αee = 4G0/(v):
T =
(
1 +
gsgvpiαee
2
)−2
' 1− gsgvpiαee , R ' gsgvpiαee . (1.114)
Nelle relazioni precedenti abbiamo trascurato l’assorbimento. Il vantaggio di considerare le quantita` T e R e`
che esse sono sperimentalmente osservabili e misurabili direttamente con esperimenti ottici mentre G0 non lo e`.
Misure di trasmittivita` ottica
Nair et al. [32] hanno ottenuto lo spettro ottico del grafene e hanno misurato la sua trasmittivita` T (ω), usando
una lampada allo xeno e misurando l’intensita` della luce trasmessa con uno spettrometro. L’analisi si e` ristretta
allo spettro di lunghezze d’onda tra 500 nm e 800 nm, a causa delle caratteristiche dell’apparato sperimentale. Il
risultato medio ottenuto in questa porzione dello spettro, che corrisponde all’incirca alla regione di luce visibile,
e` stato T = 97.7% e G ' 1.01G0.
Per energie sufficientemente alte, l’approssimazione del grafene come gas di fermioni di Dirac non e` piu`
valida e bisogna tener conto dell’hopping a secondi vicini. Per energie di 2÷ 3 eV, corrispondenti grosso modo
alla regione di luce visibile, paragonabili all’energia di hopping a primi vicini γ0, ci si aspetta un breakdown
dell’approssimazione a fermioni di Dirac usata per calcolare G0. La correzione trovata da Nair et al. e` comunque
piccola: nei pannelli a) e b) della fig. (1.24) si possono vedere le misure di trasmittivita` e conduttivita` ottica
confrontate con quelle calcolate includendo il secondo parametro di hopping. Si vede un incremento in G,
rispetto al valore G0, che non eccede il 2% per luce verde. Nella regione dell’infrarosso, la correzione decresce
lentamente.
Infine, Nair et al. mettono in evidenza come l’opacita` di un multi-strato di grafene sia direttamente pro-
porzionale al numero N di fogli coinvolti, con ottima approssimazione fino a N ' 4. Questa proprieta` e`
sorprendente ed unica fra tutti i materiali multi-strato, che presentano spettri ottici molto piu` complicati del
materiale a singolo strato. Cio` significa che il grafene multi-strato puo` essere considerato come una pila di piani
indipendenti fra loro. L’opacita` risultante e` quindi 1− T ' Npiαee.
Altre misure della conduttivita` ottica, eseguite su campioni di grafene drogato da Li et al. [33], hanno
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Figura 1.24: a) Spettro di trasmittivita` del grafene, in un range di energie dal vicino infrarosso al violetto. I cerchi
blu indicano i dati ottenuti usando spettroscopia standard per una membrana che copre l’intera apertura, mentre
i quadrati rossi sono misure fatte con un microscopio ottico. La linea rossa tratteggiata indica la previsione
teorica; b) conduttivita` dinamica G1 in unita` di G0. La misura da` come risultato G1/G0 = 1.01 ± 0.04, in
ottimo accordo con la previsione teorica. Adattati dalla referenza [32]; c) conduttivita` ottica teorica (linea nera)
e sperimentale (linea blu) del grafene a Vg = 71 V, in unita` di pie2/(2h). Si noti la tipica struttura di soglia,
a 2εF, e la conduttivita` residua al di sotto di questo valore. La linea rossa indica la previsione teorica per un
singolo strato non drogato (a Vg = 0). Il fattore di conversione da cm−1 a eV e`: 103cm−1 = 0.124eV . Adattato
dalla referenza [33].
permesso di vedere una ben definita struttura a soglia per ωtr = 2εF, come si vede nel pannello c) della fig.
(1.24). Essa cresce sistematicamente con il potenziale di gate applicato. Il valore ωtr cresce con la radice
quadrata di Vg, mentre l’ampiezza in frequenza della soglia e` indipendente dal gate (quindi dalla densita` di
portatori).
Questo studio ha rivelato nuove proprieta` del grafene, oltre la struttura di fermioni ideali di Dirac. Innanzi-
tutto Li et al. hanno notato caratteristiche inaspettate della conduttivita` sotto il valore di soglia, che il modello
MDF non prevede: 2εF e` l’energia minima delle eccitazioni del modello, a parte il picco di Drude a ω = 0,
quindi ci si aspetterebbe che la conduttivita` fosse nulla al di sotto di questo valore. Si nota invece una non
trascurabile conduttivita` residua nel pannello c) della fig. (1.24): l’assorbimento residuo previsto teoricamente
e` piccolo rispetto a quello ottenuto dai dati sperimentali, quindi ci devono essere altri meccanismi responsabili
di questo fatto. Uno di questi potrebbe essere la forte dipendenza del rate di scattering di quasiparticelle dalla
frequenza, dovuta alle interazioni elettrone-elettrone ed elettrone-fonone, che porta a un aumento della condut-
tivita`, fatto che e` stato osservato in molti sistemi nel range di frequenze del medio infrarosso [34]. Infine, e`
stato notata una rinormalizzazione della velocita` di Fermi a basse energie, un fatto che era gia` stato notato con
misure magneto-ottiche [35].
Misure di riflettivita` ottica
I primi ad effettuare misure di riflettivita` ottica, su campioni molto puri di grafite pirolitica, sono stati Kuz-
menko et al. [36]. Essi hanno indagato lo spettro della riflettivita` per incidenza normale, R(ω), in un intervallo
di frequenze da 2 meV a 0.8 eV (infrarosso) e di temperature da 10 K a 300 K. Dalle misure hanno ricava-
to la conduttivita` G(ω), dimostrando che essa e` quasi costante e vicina a G0. A basse frequenze, inoltre, si
ha uno svuotamento crescente dello spettro della conduttivita` con la temperatura, che da` origine al picco di
Drude a frequenza nulla. Tutto cio` assomiglia in maniera notevole ai calcoli fatti per grafene non drogato, in
particolare il fatto che la conduttivita` rimanga costante. Lo svuotamento e` da attribuirsi all’effetto della tem-
peratura, che riempie parzialmente la banda di conduzione, rendendo impossibili alcune transizioni ottiche. La
conduttivita` della grafite mostra naturalmente una struttura piu` complicata, dovuta all’hopping nella direzione
perpendicolare ai piani.
Wang et. al. [37] hanno misurato la variazione percentuale di riflettivita` nell’infrarosso, δR/R, di un
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Figura 1.25: Grafico a) misurato e b) calcolato (in tight-binding) di ∂[δR/R]/∂Vg, come funzione del potenziale
di gate e dell’energia dei fotoni, per il singolo strato. La freccia rossa indica la posizione del massimo della
funzione, come funzione di Vg ed ω. La linea tratteggiata indica un taglio della funzione, a fissata frequenza
dei fotoni incidenti, dove e` possibile trovare un eccellente accordo fra teoria e dati sperimentali. Adattato dalla
referenza [37].
campione di grafene su un substrato di silicio e ossido di silicio, rispetto al substrato nudo. La misura ha
permesso di conoscere δR/R come funzione del potenziale di gate Vg e della frequenza della luce ω. Lo spettro
di riflettivita` del singolo strato non presenta particolari caratteristiche, fatto che e` consistente con la teoria che
prevede un coefficiente di assorbimento costante. Lo spettro di δR/R per il doppio strato ha invece un picco
attorno alla separazione fra le bande (t ' 0.4 eV), determinato da un aumento della fotoemissione dovuto alle
transizioni ottiche fra bande dello stesso tipo, permesse in strati drogati.
Considerando, quindi, la dipendenza delle transizioni ottiche dal potenziale di gate, Wang et. al hanno
ottenuto i grafici in fig. (1.25). Questi permettono di confrontare la misura della derivata di δR/R con quella
calcolata teoricamente, come funzione di Vg e della frequenza del fotone incidente. Ad energia fissata, la
funzione misurata ha un massimo per un certo potenziale di gate, come si puo` vedere in fig. (1.25), che decresce
all’aumentare dell’energia del fotone. Pilotando l’energia di Fermi del sistema, attraverso il potenziale di gate,
si modifica la forma dello spettro infrarosso: il massimo della derivata di δR/R si ha per ω2max ∝ v2Vg, che
permette di misurare direttamente la velocita` di Fermi, v = 0.8× 108 cm/s. Il risultato e` paragonabile a quelli
ottenuti con esperimenti di trasporto e fotoemissione. Il grafico teorico, ottenuto da un modello tight-binding a
primi vicini, ha permesso di calcolare le transizioni ottiche e la dipendenza della conduttivita` dalla frequenza,
per diverse energie di Fermi. Si noti l’accordo molto buono fra il dato sperimentale e la previsione teorica.
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Capitolo 2
Risposta lineare del singolo strato ad
un potenziale vettore
Introduciamo ora, in maniera formale, la teoria della risposta lineare, seguendo la ref. [6], con particolare
attenzione allo studio delle funzioni di risposta corrente-corrente longitudinale e trasversa di un sistema a molti
corpi. Cominceremo studiando il caso di un gas di elettroni bidimensionale con banda a dispersione parabolica,
quindi passeremo a considerare il caso del singolo strato di grafene, nel modello MDF non interagente (quello in
cui l’interazione elettrone-elettrone e` trascurabile). Uno studio del genere e` apparentemente poco interessante
dal punto di vista fisico, dall’impulso che gli elettroni in realta` interagiscono fra loro. Anzi, proprio le interazioni
elettrone-elettrone sono all’origine di fenomeni fisicamente molto interessanti ed ampiamente studiati, quali i
modi collettivi o lo schermo dielettrico.
In realta`, e` molto interessante, da un punto di vista teorico, studiare le funzioni di risposta non interagenti:
innanzitutto esse sono le uniche calcolabili in forma completamente analitica, senza bisogno di ricorrere ad
approssimazioni di qualsiasi genere. Inoltre, come vedremo piu` approfonditamente all’interno di questo capitolo,
esse ci permettono di calcolare quantita` fisiche fondamentali, come la conduttivita` ottica (che nel grafene ha la
particolarita` di essere costante) o la suscettivita` magnetica orbitale di Landau, sia a temperatura zero che, con
opportune estensioni della teoria, a temperatura finita. Infine, ancora piu` importante, le funzioni di risposta
corrente-corrente non-interagenti sono fondamentali per costruire funzioni di risposta approssimate del sistema
interagente (in schema RPA o a qualche ordine dello sviluppo perturbativo) e/o per approssimare i funzionali
di scambio-correlazione della teoria del funzionale densita` di corrente (CDFT).
2.1 Teoria della risposta lineare
Consideriamo un sistema, di Hamiltoniana imperturbata Hˆ, su cui agisce un campo esterno dipendente dal
tempo F (t) che si accoppia con l’osservabile Bˆ. L’Hamiltoniana completa del sistema e` quindi
HˆF (t) = Hˆ+ F (t)Bˆ . (2.1)
Possiamo porre, per tempi minori di un certo istante iniziale t0, F (t) = 0 e assumere che il sistema sia all’e-
quilibrio con un bagno termico a temperatura T . Gli autostati |ψn〉 dell’Hamiltoniana, relativi agli autovalori
εn dell’energia, imperturbata sono allora popolati con probabilita` Pn data dall’usuale distribuzione canonica.
Quando, al tempo t0, il campo esterno F (t) viene acceso, il sistema comincia a evolvere secondo l’Hamiltonia-
na completa HˆF . Assumiamo che le probabilita` di occupazione rimangano costanti su scale di tempo molto
maggiori dei tempi tipici d’osservazione del sistema, cioe` che non avvengano transizioni fra stati ortogonali
dell’Hamiltoniana imperturbata.
Consideriamo quindi un’altra osservabile Aˆ: ci chiediamo come vari il suo valore di aspettazione, per tempi
maggiori di t0, a causa dell’accoppiamento del sistema col campo F (t), tramite l’osservabile Bˆ. Ci aspettiamo
che la risposta del sistema non dipenda dall’istante iniziale, ed in particolare da come sia stato acceso il campo,
dunque consideriamo la variazione di Aˆ supponendo che t0 → −∞. Avremo allora che
〈δAˆ〉(t) ≡ 〈Aˆ〉F (t)− 〈Aˆ〉0 =
∫ ∞
0
dτ χAB(τ)F (t− τ) , (2.2)
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dove 〈. . .〉 e` la media su “l’enseble” statistico all’equilibrio termico (i pedici 0 ed F si riferiscono, rispettivamente,
al sistema imperturbato e perturbato) e
χAB(τ) = −iΘ(τ)〈[Aˆ(τ), Bˆ]〉 . (2.3)
Qui [Aˆ, Bˆ] e` il commutatore dei due operatori hermitiani, Aˆ(τ) e` l’operatore in rappresentazione di Heisemberg
al tempo τ e Θ(τ) e` la funzione gradino (zero per τ < 0, uno per τ > 0). La funzione χAB(τ) descrive la risposta
di un’osservabile Aˆ al tempo t ad un impulso che si e` accoppiato all’osservabile Bˆ al tempo t − τ . Per questo
motivo e` chiamata funzione di risposta lineare causale.
2.1.1 Perturbazioni periodiche
Ci chiediamo ora cosa succede considerando, come caso particolare di campo dipendente dal tempo, una per-
turbazione periodica. Subito ci si para davanti un ostacolo: un potenziale strettamente periodico non va a
zero per t → −∞, e sembra quindi che non si possa assumere il sistema all’equilibrio ad un istante iniziale.
Questo problema si supera facilmente, considerando un potenziale periodico la cui ampiezza delle oscillazioni
cresce nel tempo con la legge et, con una scala tipica −1, molto maggiore della scala tipica della perturbazione.
Questo procedimento e` chiamato accensione adiabatica. La presenza di  ci permette di applicare il formalismo
sviluppato in precedenza. Alla fine del calcolo prenderemo il limite → 0+ che, se esiste, descrivera` la risposta
del sistema fisico ad un potenziale periodico che e` rimasto acceso abbastanza a lungo da cancellare la memoria
dell’accensione.
Consideriamo quindi il potenziale reale
F (t) = Fωe−i(ω+i)t + c.c. , (2.4)
che accoppia all’osservabile Bˆ, allora abbiamo che
〈Aˆ〉1(t) = [χAB(ω)Fω] e−i(ω+i)t + c.c. . (2.5)
dove
χAB(ω) = − i
S
lim
→0+
∫ ∞
0
dt 〈[Aˆ(t), Bˆ(0)]〉eiωte−t ≡ 1
S
〈〈Aˆ; Bˆ〉〉ω , (2.6)
e` la trasformata di Fourier della funzione di risposta. L’espressione 〈〈Aˆ; Bˆ〉〉ω denota il prodotto di Kubo [6],
che soddisfa la proprieta`
〈〈Aˆ; Bˆ〉〉ω = 1
ω
〈[Aˆ, Bˆ]〉+ i
ω
〈〈∂tAˆ; Bˆ〉〉ω . (2.7)
Per capire meglio la struttura della funzione di risposta causale, possiamo espandere il commutatore su un
set completo di autostati esatti dell’Hamiltoniana imperturbata. Chiameremo Anm = 〈ψn|Aˆ|ψm〉, ottenendo
cosi
χAB(ω) = lim
→0+
∑
n,m
Pm − Pn
ω + εm − εn + iAmnBnm , (2.8)
che e` analitica nel semipiano complesso superiore e ha poli semplici nel semipiano inferiore. L’espressione
precedente e` detta rappresentazione di Lehmann o in autostati esatti.
Il limite a temperatura zero della funzione di risposta si ottiene ponendo P0 = 1 e Pn = 0 per n 6= 0.
Possiamo inoltre separare la funzione di risposta nelle sue parti reale ed immaginaria: con semplici manipolazioni
e` possibile mostrare che la parte reale e` sempre una funzione pari della frequenza, mentre la parte immaginaria
e` dispari. Tale separazione assume poi una forma particolarmente semplice nel caso in cui Bˆ = Aˆ†
<e χAA†(ω) = P
∑
n,m
|Amn|2
ω + εm − εn (Pm − Pn)
=m χAA†(ω) = −pi
∑
n,m
(Pm − Pn)|Anm|2δ(ω + εm − εn) , (2.9)
e si vede immediatamente che ω =m χAA†(ω) ≤ 0.
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2.1.2 Funzione di risposta corrente-corrente
Consideriamo ora un liquido di elettroni invariante per traslazione soggetto al potenziale vettore A(r, t). E´
noto dall’elettrodinamica classica che i campi elettromagnetici possono essere scritti in termini delle derivate
di due potenziali φ (scalare) e A(r, t) (vettore). Questa descrizione e` tuttavia sovrabbondante poiche` i campi
elettromagnetici, e la fisica da essi derivante, sono invarianti per una trasformazione di gauge dei potenziali.
Il potenziale vettoreA(r, t) e` detto longitudinale se la sua trasformata di Fourier e` sempre parallela al vettore
d’onda q. E´ questo il caso, ad esempio, di un potenziale vettore ottenuto tramite una trasformazione di gauge che
elimini il potenziale scalare φ. Se invece la trasformata di Fourier del potenziale vettore e` sempre perpendicolare
a q, esso e` detto trasverso, come accade nel caso di campi magnetici statici. Il piu` generale potenziale vettore
non sara` ne` longitudinale ne` trasverso, ma potra` sempre essere scritto come una sovrapposizione dei due tipi.
Consideriamo quindi l’Hamiltoniana di N elettroni interagenti, in presenza del potenziale A(r, t). Sappiamo
che, in accoppiamento minimale, essa assume la forma
HˆA(t) = 12m
∑
i
(
pˆi +
e
c
A(rˆi, t)
)2
+ Uˆ(rˆ1, . . . , rˆN ) . (2.10)
Linearizzando rispetto al potenziale vettore si ottiene
HˆA(t) = Hˆ+ e
c
∫
dr jˆp(r)A(r, t) , (2.11)
dove
jˆp(r) =
1
2m
∑
i
[piδ(r − ri) + δ(r − ri)pi] , (2.12)
e` l’operatore di corrente paramagnetica. Notiamo esplicitamente che in generale, per un gas di elettroni bidi-
mensionale a dispersione parabolica, tale operatore non coincide con quello di densita` di corrente fisica (a meno
che il potenziale vettore non sia nullo), il quale soddisfa l’equazione di continuita` e l’invarianza per trasforma-
zioni di gauge. L’operatore di densita` di corrente paramagnetica non soddisfa nessuna di queste proprieta`, ma,
essendo indipendente dal potenziale A(r, t), e` la quantita` ad esso naturalmente accoppiata, in regime di risposta
lineare. Possiamo quindi definire, come dalla teoria generale, la funzione di risposta in corrente paramagnetica
(tensoriale) χjαp jβp (q, ω), dove α e β indicano le componenti cartesiane del vettore densita` di corrente.
La corrente fisica, definita come derivata funzionale dell’Hamiltoniana rispetto al potenziale vettore, contiene
un termine di corrente diamagnetica, che dipende linearmente dal potenziale
jˆ(r) = jˆp(r) +
e
mc
ρˆ(r)A(r, t) . (2.13)
Prendendone la media sullo stato fondamentale si ottiene la funzione di risposta totale
χjαjβ (q, ω) = χjαp jβp (q, ω) +
ρ
m
δαβ , (2.14)
dove ρ e` la densita` media. Se il sistema e` omogeneo e isotropo il tensore puo` essere decomposto nelle componenti
longitudinale e trasversa (sempre relativamente alla direzione di q), ciascuna dipendente solo dal modulo di q,
cioe`
χjαjβ (q, ω) = χ
(L)
jj (q, ω)
qαqβ
q2
+ χ(T )jj (q, ω)
(
δαβ − qαqβ
q2
)
, (2.15)
dove χ(L)jj e χ
(T )
jj sono, rispettivamente, le risposte corrente-corrente nel canale longitudinale e trasverso. E´
evidente che il problema di calcolare la risposta in corrente ad un potenziale vettore contiene, come caso
particolare, quello di calcolare la risposta in densita` ad un potenziale scalare. La formulazione con il potenziale
vettore, tuttavia, e` molto piu` generale e include il calcolo della risposta a campi elettromagnetici trasversi e la
risposta in magnetizzazione orbitale ad un campo magnetico.
Invarianza di gauge
Alcune proprieta` della funzione di risposta corrente-corrente seguono immediatamente dai requisiti di gauge
invarianza. Abbiamo gia` visto che un potenziale vettore longitudinale e` equivalente, per gli effetti fisici, a
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un potenziale scalare. Infatti, il primo induce una densita` di corrente longitudinale, il secondo una densita`
di particelle. Queste due quantita` non sono pero` scorrelate fra loro, ma sono legate una all’altra tramite
l’equazione di continuta`, cosicche` le due descrizioni (quella in termini del potenziale scalare e quella con il
potenziale vettore) risultano equivalenti. E´ possibile mostrare che esiste una relazione semplice anche fra la
risposta corrente-corrente e densita`-densita`
χρρ(q, ω) =
q2
ω2
χ
(L)
jj (q, ω) , (2.16)
che, come caso speciale, implica χ(L)jj (q, 0) = 0 per ogni q finito. La funzione di risposta trasversa, nel limite
statico e a grande lunghezza d’onda, deve coincidere con la risposta longitudinale: un sistema fisico, infatti,
non puo` accorgersi di come sia orientato il potenziale vettore A(q, ω), rispetto al vettore d’onda q, quando la
scala tipica delle sue variazioni (proporzionale a q−1) diventa paragonabile con la dimensione lineare del sistema
stesso. In assenza di ordine a lungo raggio ci si aspetta quindi
lim
q→0
χ
(T )
jj (q, 0) = limq→0
χ
(L)
jj (q, 0) = 0 , (2.17)
che significa che un potenziale vettore statico ed uniforme (equivalente, per gauge, ad un potenziale sempre
nullo) non puo` generare alcuna corrente nel sistema.
Suscettivita` magnetica orbitale
Un’altra proprieta` di fondamentale importanza e` la connessione fra la risposta in corrente trasversa e la suscetti-
vita` magnetica orbitale (o di Landau). Consideriamo un campo magnetico statico orientato lungo zˆ, sinusoidale
di vettore d’onda q = qyˆ. Il potenziale vettore e` allora orientato lungo xˆ
A(y) = −xˆ Bq
q
sin(qy) , (2.18)
tale che B = ∇×A, mentre la corrente trasversa e`
j(y) = −xˆ χ(T )jj (q, 0)
eBq
qc
sin(qy) . (2.19)
In elettrodinamica la corrente di carica, −ej(r) e` legata alla magnetizzazione orbitale Morb(r) dalla relazione
−ej(r) = c∇×Morb(r) . (2.20)
In questo caso, Morb e` lungo l’asse zˆ (come B) e risulta, dall’equazione precedente:
Morb(r) = −zˆ e
2
c2 q2
Bq cos(qy) . (2.21)
da cui, ricordando che, nel limite q → 0, la magnetizzazione orbitale e` legata al campo magnetico dalla relazione
Morb = χorbB, si ottiene
χorb = −e
2
c2
lim
q→0
χ
(T )
jj (q, 0)
q2
. (2.22)
La condizione perche` la suscettivita` orbitale sia finita e` che, nel limite q → 0, vada a zero almeno come q2. Tale
condizione e` soddisfatta nei liquidi standard di elettroni, ma non ad esempio nei superconduttori, che hanno
invece una suscettivita` infinita. Di conseguenza si ha uno schermo perfetto dei campi magnetici applicati, detto
anche effetto Meissner.
Applicazione al gas di elettroni bidimensionale
Mostriamo ora, calcolando la risposta in corrente trasversa, che la risposta magnetica orbitale di un gas bi-
dimensionale di elettroni non-interagenti a dispersione parabolica, dovuta ad un campo magnetico debole, e`
diamagnetica, cioe` la magnetizzazione indotta tende a ridurre il campo applicato. Questo comportamento del
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magnetismo orbitale indotto e` opposto a quello paramagnetico del magnetismo di spin, che tende invece a
rinforzare il campo esterno.
Per calcolare χ(T )jj (q, ω) del sistema, assumiamo innanzitutto che il vettore d’onda si trovi lungo l’asse yˆ,
cioe` q = qyˆ, che il potenziale vettore sia lungo xˆ e calcoliamo la funzione di risposta per l’operatore corrente
paramagnetica jxp . Ci ricordiamo della relazione (2.14) valida in sistemi omogenei
χ
(T )
jj (qyˆ, ω) =
ρ
m
+ χjxp jxp (qyˆ, ω) . (2.23)
L’ingrediente essenziale per calcolare χjxp jxp (qyˆ, ω) e` l’elemento di matrice dell’operatore di corrente paramagne-
tica fra due stati di onda piana di vettore d’onda k e k + q, che e` dato da
〈k, σ|jxp |k + q, σ〉 =
1
m
(
kx +
qx
2
)
. (2.24)
Nel nostro caso qx = 0, quindi l’elemento di matrice e` uguale a kx/m; sostituendo nell’eq. (2.8) si arriva a
χjxp jxp (qyˆ, ω) =
1
m2S lim→0
∑
k,σ
k2x
nk,σ − nk+q,σ
ω + εk,σ − εk+q,σ + i , (2.25)
dove nk,σ e εk,σ sono, rispettivamente, i fattori d’occupazione e l’energia di banda (parabolica) del gas di
elettroni non interagente. Il calcolo di questa espressione e` abbastanza semplice: si ottiene, per un sistema non
polarizzato di spin
χ
(T )
jj (qyˆ, ω) =
ρ
m
+ 2
ν(0)k3F
m2q
[
Ψ
(
ω + i
qvF
− q
2kF
)
−Ψ
(
ω + i
qvF
+
q
2kF
)]
, (2.26)
dove ν(0) e` la densita` degli stati al livello di Fermi, kF e vF sono il vettore d’onda e la velocita` di Fermi e
Ψ(z) =
z(3− 2z2)
6
− sgn(<e z)1− z
2
3
√
z2 − 1 . (2.27)
Consideriamo ora la suscettivita` diamagnetica orbitale, che e` determinata dal limite di eq. (2.22). Una
condizione necessaria per l’esistenza di questo limite e` che tutte le divergenze si cancellino fra loro e sopravviva
solo il termine che va come q2. Un calcolo diretto mostra che la suscettivita` magnetica orbitale e`
χorb = −13
(gµB
2
)
ν(0) , (2.28)
dove µB = e/(2mc) e` il magnetone di Bohr. Questo risultato e` stato ottenuto per la prima volta da Landau con
ragionamenti energetici. Si noti che la suscettivita` orbitale e` diamagnetica, cioe` il momento magnetico indotto
e` opposto al campo magnetico applicato. Il suo valore, inoltre, e` uguale ad un terzo quello della suscettivita`
paramagnetica di Pauli (dovuta allo spin).
Ci si puo` domandare perche`, apparentemente, la suscettivita` diamagnetica violi il teorema di “stiffness” [6],
secondo il quale una funzione di risposta statica deve sempre essere negativa. Il motivo e` che nell’Hamiltoniana
il potenziale vettore entra sia con un termine lineare che con uno quadratico. Tenendo conto di questo, si vede
che il teorema di stiffness richiede che la sola risposta paramagnetica sia negativa, ma consente a χ(T )jj (q, 0) di
essere positiva.
2.2 Teoria del funzionale densita` di corrente
La teoria del funzionale densita` e` uno dei metodi piu` usati per il calcolo delle proprieta` di complessi sistemi
elettronici: molecole, solidi, polimeri. L’idea fondamentale, introdotta da Hohenberg, Kohn e Sham negli anni
sessanta, e` di descrivere il sistema in termini della densita` (di particelle, di spin o di corrente) senza riferirsi
esplicitamente alla funzione d’onda a molti corpi. A prima vista cio` sembra impossibile, ma il teorema di
Hohenberg e Kohn dimostra che l’energia di stato fondamentale di un sistema quantistico puo` essere determinata
minimizzando l’energia come funzionale delle densita` in gioco. Le equazioni autoconsistenti di Kohn e Sham
sono l’implementazione di questo principio. Esse sono piu` semplici delle equazioni di Hartree-Fock e in linea di
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principio esatte. Tutto questo ha un prezzo da pagare: i potenziali effettivi che appaiono in queste equazioni
sono non-locali nella densita`, e devono essere quindi approssimati in qualche modo.
Introduciamo ora la teoria che descrive sistemi non-relativistici di elettroni in presenza di forti campi ma-
gnetici, chiamata Teoria del funzionale densita` di corrente (CDFT) e sviluppata da Vignale e Rasolt nel 1987
[38]. La sua peculiarita` nasce dal fatto che il potenziale vettore A(r) entra nell’Hamiltoniana non relativistica,
tramite l’accoppiamento minimale, con termini sia lineari che quadratici.
Una sua proprieta` fondamentale e` l’invarianza per trasformazioni di gauge: le quantita` fisiche osservabili
rimangono invariate se contemporaneamente aggiungiamo al potenziale vettore il gradiente di una funzione
scalare e moltiplichiamo la funzione d’onda per un opportuno fattore di fase. Intuitivamente questo e` ovvio, dal
momento che la trasformazione non cambia il valore del campo magnetico.
Scriviamo l’Hamiltoniana del sistema sottoposto a un potenziale vettore A(r) in maniera conveniente ai
nostri scopi
Hˆ = Tˆ + Vˆee + e
c
∫
dr jˆp(r) ·A(r) +
∫
dr ρˆ(r)
[
V (r) +
e2
2mc2
A2(r)
]
, (2.29)
dove Tˆ e` l’energia cinetica, definita tramite gli operatori di impulso canonici pˆi, e jˆp(r) e` l’operatore corrente
paramagnetica, definito nell’eq. (2.12). E´ chiaro, quindi, che Tˆ non e` l’energia cinetica fisica (quest’ultima e`
definita tramite l’accoppiamento minimale), come jˆp(r) non e` la corrente fisica. Queste due quantita`, quindi,
non sono gauge-invarianti, sebbene l’Hamiltoniana totale Hˆ lo sia.
L’idea del CDFT e` di utilizzare i valori di aspettazione della densita` e della corrente paramagnetica come
variabili, rispetto alle quali minimizzare il funzionale. Da un punto di vista matematico la scelta della corrente
paramagnetica al posto di quella fisica e` ovvia: essa non dipende, infatti, dal potenziale vettore esterno.
Teorema di Hohenberg e Kohn
Supponiamo che ρ(r) e jp(r) siano le densita` di particelle e di corrente paramagnetica dello stato fondamentale,
date dall’Hamiltoniana Hˆ con potenziali esterni V (r), A(r). Tali potenziali sono unici: nonostante possa
accadere che l’Hamiltoniana Hˆ sia degenere, dunque che esistano, per ogni potenziale, piu` densita` corrispondenti
allo stato fondamentale e degeneri in energia fra loro, potenziali diversi per piu` di una costante non potranno mai
dare come risultato le stesse densita`. Questa e` l’affermazione del teorema di Hohenberg e Kohn nella versione
rivista da Vignale e Rasolt: possiamo dunque conoscere, in linea di principio, date le densita` di particelle e di
corrente paramagnetica, l’Hamiltoniana e la funzione d’onda (insieme a tutte le proprieta` a molti corpi) dello
stato fondamentale.
Il teorema si dimostra per assurdo: supponiamo, infatti, che esistano due set di potenziali V (r),A(r) e V ′(r),
A′(r) che differiscano fra loro per piu` di una costante, tali che le rispettive Hamiltoniane, Hˆ e Hˆ′, costruite con
essi abbiano gli stessi valori di aspettazione per gli operatori di densita` e corrente paramagnetica. Siano |ψ〉 e
|ψ′〉 le funzioni d’onda dello stato fondamentale ed E ed E′ le loro energie. Applicando il principio variazionale
di Rayleigh-Ritz [6] per ciascuna Hamiltoniana, si ottengono le disuguaglianze (strettamente soddisfatte):
E < E′ +
∫
dr ρ(r)[V (r)− V ′(r)] + e
c
∫
dr jp(r) · [A(r)−A′(r)] + e
2
2mc2
∫
dr ρ(r)[A2(r)−A′2(r)] ,
E′ < E +
∫
dr ρ(r)[V ′(r)− V (r)] + e
c
∫
dr jp(r) · [A′(r)−A(r)] + e
2
2mc2
∫
dr ρ(r)[A′2(r)−A2(r)] ,(2.30)
che, sommate, conducono ad un assurdo. Le densita` di particelle e di corrente paramagnetica dello stato
fondamentale, dunque, determinano unicamente i potenziali che le hanno generate.
Teoria gauge-invariante e variabile di vorticita`
Costruiamo ora una teoria gauge-invariante: il funzionale universale F [ρ, jp] sara`
F [ρ, jp] = min
ψ→[ρ(r),jp(r)]
〈ψ|Tˆ + Vˆee|ψ〉 , (2.31)
dove il minimo si intende sul sottospazio delle funzioni d’onda che portano ai valori corretti della densita` e della
corrente paramagnetica. Il funzionale energia totale sara` allora
EV,A[ρ, jp] = F [ρ, jp] +
e
c
∫
dr jp(r) ·A(r) +
∫
dr ρ(r)
[
V (r) +
e2
2mc2
A2(r)
]
, (2.32)
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minimizzando il quale, rispetto a ρ(r) e jp(r), dobbiamo ottenere la densita` e la corrente dello stato fondamentale
con le giuste proprieta` di gauge-invarianza, cioe`, per A(r)→ A(r) +∇Λ(r)
ρ(0)(r)→ ρ(0)(r) ,
j(0)p (r)→ j(0)p (r)−
e
mc
ρ(0)(r)∇Λ(r) . (2.33)
La funzione d’onda, che porta alle densita` ρ(0)(r) e j(0)p (r) e che minimizza Tˆ + Vˆee, per cambio di gauge,
acquista una fase proporzionale a Λ(r), mentre il funzionale F [ρ, jp] trasforma come
F
[
ρ, jp − e
mc
ρ∇Λ
]
= F [ρ, jp]− e
c
∫
dr jp(r) ·∇Λ(r) + e
2
2mc2
∫
dr ρ(r)|∇Λ(r)|2 . (2.34)
Questa proprieta` garantisce che la gauge-covarianza di eq. (2.33) sia soddisfatta. Sara` fondamentale verificare
che ogni approssimazione di F [ρ, jp] la rispetti, per evitare di ottenere risultati sbagliati.
Introduciamo quindi un sistema fittizio di elettroni non interagenti, soggetto ai potenziali effettivi VKS(r) e
AKS(r), tali che la densita` e la corrente siano identiche a quelle del sistema fisico in esame. Sia
Hˆ = Tˆ + e
c
∫
dr jˆp(r) ·AKS(r) +
∫
dr ρˆ(r)
[
VKS(r) +
e2
2mc2
A2KS(r)
]
. (2.35)
Sia EVKS,AKS [ρ, jp] il funzionale energia totale del sistema fittizio, e sia Ts[ρ, jp] il funzionale d’energia cinetica,
analogo al funzionale F [ρ, jp] del sistema interagente. Poniamo
F [ρ, jp] = Ts[ρ, jp] + EH [ρ, jp] + Exc[ρ, jp] , (2.36)
dove il funzionale di Hartree e`
EH [ρ, jp] =
e2
2
∫
drdr′
ρ(r)ρ(r′)
|r − r′| , (2.37)
e Exc[ρ, jp] e` detto funzionale di scambio e correlazione. Esso e` definito proprio come cio` che rimane di F [ρ, jp]
dopo aver sottratto EH [ρ, jp] e il funzionale di energia cinetica libera. Questa definizione, apparentemente, non
offre molti vantaggi: abbiamo spostato il problema dal determinare il funzionale completo F [ρ, jp], a calcolare,
in qualche modo, Exc[ρ, jp]. In realta`, approssimando il funzionale di scambio-correlazione, si ottengono risultati
piu` precisi che non applicando la stessa procedura al funzionale completo, poiche` esso risulta, nella maggior
parte dei casi, molto piu` piccolo degli altri funzionali in gioco.
Esaminiamo ora le implicazioni della gauge-invarianza per il funzionale di scambio e correlazione: il funziona-
le di energia cinetica, Ts[ρ, jp], trasforma esattamente come F [ρ, jp], poiche` e` la sua controparte non interagente
e nell’eq. (2.34) non compare l’interazione elettrone-elettrone, mentre il funzionale di Hartree, EH [ρ, jp], per
le eq. (2.33), e` gauge-invariante. Di conseguenza, anche il funzionale di scambio e correlazione e` invariante di
gauge. Poiche` Λ(r) e` una funzione arbitraria, cio` e` possibile se la dipendenza funzionale di scambio-correlazione
e`
Exc[ρ, jp] = Exc
[
ρ,∇× jp(r)
ρ(r)
]
. (2.38)
La seconda variabile da cui dipende il funzionale di scambio e correlazione, al lato destro dell’equazione
precedente, e` detta vorticita` e si indica con ν(r). Essa e` la variabile naturale rispetto a cui deve essere
espresso il funzionale. Nel caso di un gas elettronico omogeneo soggetto a un campo magnetico B(r) si ha
ν(r) = −eB(r)/mc.
Equazioni di Kohn e Sham
Minimizziamo ora EVKS,AKS [ρ, jp] rispetto ad entrambe le densita`, di particelle e di corrente, ottenendo condizioni
di stazionarieta` per Ts[ρ, jp]: 
δTs[ρ, jp]
δρ(r)
∣∣∣∣
jp
= −VKS(r)− e
2
2mc2
A2KS(r) ,
δTs[n, jp]
δjp(r)
∣∣∣∣
ρ
= −e
c
AKS(r) .
(2.39)
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Ritorniamo ora al sistema di elettroni interagenti dove il funzionale d’energia totale e` EV,A[ρ, jp]. Minimizzando
l’energia anche per questo sistema otteniamo l’analogo delle eqq. (2.39), soddisfatte dal funzionale F [ρ, jp] con
i potenziali reali V (r) e A(r). Facendo uso della decomposizione di eq. (2.36) otteniamo:
δTs[ρ, jp]
δρ(r)
∣∣∣∣
jp
= −V (r)− VH(r)− e
2
2mc2
A2(r)− δExc[ρ, jp]
δρ(r)
∣∣∣∣
jp
,
δTs[ρ, jp]
δjp(r)
∣∣∣∣
n
= −e
c
A(r)− δExc[ρ, jp]
δjp(r)
∣∣∣∣
ρ
.
(2.40)
dove
VH(r) ≡ δEH [ρ]
δρ(r)
, (2.41)
Dal confronto otteniamo l’espressione per i potenziali effettivi VKS(r) e AKS(r)
VKS(r) = V (r) + VH(r) + Vxc(r)− e
c
Axc(r) · j(r)
ρ(r)
− e
2
2mc2
A2xc(r)
AKS(r) = A(r) +Axc(r) , (2.42)
dove
Vxc(r) ≡ δExc[ρ, jp]
δρ(r)
∣∣∣∣
ν
, (2.43)
e
e
c
Axc(r) ≡ δExc[ρ, jp]
δjp(r)
∣∣∣∣
ρ
=
1
ρ(r)
∇× δExc[ρ, jp]
δν(r)
∣∣∣∣
ρ
, (2.44)
entrambi funzionali gauge-invarianti dipendenti dalle variabili ρ e ν. Infine, le equazioni alla Khon e Sham,
ottenute da Vignale e Rasolt, risultano
{
1
2m
[
−ih¯∇+ e
c
AKS(r)
]2
+ VKS(r)
}
φα(r, σ) = εα φα(r, σ) ,
ρ(r) =
∑
α,σ
|φα(r, σ)|2 ,
jp(r) =
h¯
m
∑
α,σ
[φ∗α(r, σ)∇φα(r, σ)− φα(r, σ)∇φ∗α(r, σ)] .
(2.45)
Due proprieta` di quest’equazione sono partircolarmente interessanti: la prima e` la covarianza per trasformazioni
di gauge, che segue dall’invarianza di Vxc, Axc e j. La seconda e` che le sue soluzioni soddisfano automaticamente
l’equazione di continuita` statica, proprieta` che segue immediatamente dall’eq. (2.44).
Approssimazione di densita` locale
L’approssimazione di densita` locale (LDA) per i funzionali si ottiene calcolando l’integrale su tutto lo spazio
dell’energia (cinetica, scambio, ecc.) con le formule del gas omogeneo. Applichiamo questa idea alla costruzione
prima del funzionale energia cinetica, e poi di quello di scambio e correlazione.
Per generare la corrente canonica jp, in un liquido omogeneo di elettroni di densita` ρ, dobbiamo sottoporlo a
un potenziale vettore fittizio Aν = −(mc/e) jp/ρ. Il modo piu` semplice di capire questa formula e` ricordare che
la risposta in corrente, di un sistema omogeneo, a un potenziale vettore indipendente dal tempo ed uniforme A,
e` zero e dunque jp = −eρ/(mc) A. Supponiamo che ρ e jp siano funzioni lentamente variabili della posizione,
cosi che anche Aν lo e`. Il campo magnetico totale e` quindi
B(r) = Bν(r) +
mc
e
∇×
(
j(r)
ρ(r)
)
, (2.46)
dove Bν(r) = ∇×Aν(r) = −(mc/e) ν(r).
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Costruiamo ora l’approssimazione LDA del funzionale Ts[ρ, jp], integrando la densita` di energia cinetica del
gas non-interagente di elettroni nel campo magnetico fittizio Bν(r), e sottraendo la parte di energia dovuta
all’interazione con il potenziale vettore fittizio, cioe`
Ts[ρ, jp] '
∫
dr ρ(r)ε0 [ρ(r), |Bν(r)|]− e
c
∫
dr jp(r) ·Aν(r)− e
2
2mc2
∫
dr ρ(r)A2ν(r) . (2.47)
Allo stesso modo possiamo costruire l’approssimazione del funzionale di scambio e correlazione, integrando
Exc[ρ,ν] '
∫
dr ρ(r)εxc [ρ(r), |Bν(r)|] . (2.48)
Mettendo tutto insieme otteniamo l’approssimazione LDA del potenziale di energia totale:
EV,A[ρ, jp] =
∫
dr ρ(r)ε [ρ(r), |Bν(r)|] + m2
∫
dr
|j(r)|2
ρ(r)
+ EH [ρ(r)] +
∫
dr ρ(r)V (r) , (2.49)
dove ε(ρ,B) e` l’energia totale di stato fondamentale per particella del liquido omogeneo in un campo magnetico
uniforme B. Il secondo termine al lato destro dell’equazione rappresenta l’energia cinetica associata al moto
macroscopico degli elettroni, con velocita` v(r) = j(r)/ρ(r).
Nel limite di campi magnetici deboli, l’energia totale per particella e`
ε(ρ,B) ' ε(ρ, 0)− 1
2
χorb(ρ) B2 , (2.50)
dove χorb(ρ) e` la suscettivita` magnetica orbitale per particella di un gas elettronico omogeneo a B = 0 e densita`
ρ.
2.3 Funzioni di risposta corrente-corrente del grafene
Consideriamo ora il caso del singolo strato di grafene, nel modello MDF, e calcoliamo le sue funzioni di risposta
corrente-corrente, che regolano il comportamento del sistema ad un potenziale vettore A(r, t) [9]. A differenza
del liquido di elettroni bidimensionale, come abbiamo gia` visto nella sez. 1.1.2, lo spettro in energia del grafene
presenta due bande a dispersione lineare e le sue particelle sono dotate di chiralita` di pseudospin. Queste
caratteristiche si riflettono, ovviamente, sulle proprieta` del materiale, tra cui le funzioni di risposta, dando
origine a comportamenti nuovi e inaspettati. Supporremo che A(r, t) vari lentamente rispetto alle scale di
lunghezza del reticolo: spin e valli differenti contribuiranno quindi indipendentemente alla funzione di risposta
del sistema. Ci limiteremo dunque a considerare la risposta di un solo canale, re-introducendo solo alla fine i
fattori di degenerazione gs = 2 (di spin) e gv = 2 (di valle).
L’operatore densita` di corrente jˆq puo` essere facilmente determinato dall’equazione di continuita`, tramite
l’operatore densita` di particelle ρˆq, dato dall’eq. (1.49):
i∂tρˆq = [ρˆq, Hˆ] = q · jˆq . (2.51)
Nel grafene jˆq assume una forma abbastanza insolita [52],
jˆq = v
∑
k,α,β
ψˆ†k−q,ασαβψˆk,β , (2.52)
cioe` e` proporzionale all’operatore densita` di pseudospin: per questo motivo la funzione di risposta corrente-
corrente, χjαjβ (q, ω), e` collegata alla funzione risposta lineare pseudospin-pseudospin dalla relazione
χjαjβ (q, ω) = v
2χσασβ (q, ω) . (2.53)
Notiamo esplicitamente che l’operatore di corrente totale, differentemente da cio` che accade nel gas di elettroni
bidimensionale standard, a causa della particolare dispersione di banda del grafene, coincide con l’operatore di
corrente paramagnetica.
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Calcoliamo ora la funzione di risposta pseudospin-pseudospin longitudinale, cioe` χ(0)σxσx(qxˆ, ω) con q orientato
nella direzione xˆ, q = qxˆ, e trasversa, cioe` χ(0)σxσx(qyˆ, ω) con q lungo l’asse yˆ , q = qyˆ. Seguendo la teoria generale
della risposta lineare, eq. (2.8), queste sono date da
χ(0)σxσx(q, ω) =
1
S lim→0+
∑
k
∑
λ,λ′
n
(0)
k,λ − n(0)k+q,λ′
ω + εk,λ′ − εk+q,λ + i |〈ψk,λ|σx|ψk+q,λ
′〉|2 , (2.54)
dove S e` l’area del sistema, n(0)k,λ sono i fattori d’occupazione di banda non-interagenti e εk,λ e ψk,λ sono quelli
introdotti in eq. (1.26). L’elemento di matrice al lato destro di eq. (2.54) e` dato da
|〈ψk,λ|σx|ψk+q,λ′〉|2 = 1 + λλ
′ cos(ϕk + ϕk+q)
2
. (2.55)
Poiche` anche nel grafene vale un’equazione di continuita`, eq. (2.51), formalmente uguale a quella del 2DEG
standard, la funzione di risposta pseudospin-pseudospin nel canale longitudinale e` legata a quella densita`-densita`
χρρ. Tuttavia, nel caso del singolo strato di grafene, questa relazione e`
χρρ(q, ω) =
vq
ω2
〈[σˆxq , ρˆ−q]〉+
v2q2
ω2
χσxσx(qxˆ, ω) . (2.56)
Questa formula vale solo per ω finita. Il primo termine al lato destro di eq. (2.56) non compariva nel caso del
2DEG, grazie alla sua invarianza per trasformazioni di Galileo. Esso e` un commutatore anomalo puramente
reale, dovuto alla presenza di un mare infinito di stati ad energia negativa, da trattare con molta cura [39, 40].
Come discusso anche in seguito, si puo` vedere che nel limite non interagente, per q → 0
1
vq
〈[σˆxq , ρˆ−q]〉 →
εmax
4piv2
, (2.57)
dove εmax/v = kmax e` il vettore d’onda di cut-off ultravioletto. L’eq. (2.57) e` valida anche all’ordine dominante
nel limite kmax → ∞, lo stesso limite in cui calcoleremo le funzioni di risposta corrente-corrente longitudinale
e trasversa: per ω → 0, tutte le quantita` in gioco, una volta adimensionalizzate, possono dipendere sono dal
rapporto q/kmax e, di conseguenza, il limite q → 0 e` equivalente a kmax →∞.
2.3.1 Grafene non drogato
Calcoliamo innanzitutto la funzione di risposta χ(0u)σxσx del sistema non drogato, cioe` quello in cui l’energia
di Fermi si trova al punto di Dirac. In questo caso la banda εk,− e` completamente piena, con un fattore
d’occupazione n(0)k,− = 1, mentre la banda superiore εk,+ e` tutta vuota (tutti i dettagli del calcolo si trovano in
appendice C.1).
Poiche` il commutatore anomalo di eq. (2.57) e` puramente reale, per la parte immaginaria della funzione di
risposta corrente-corrente longitudinale vale rigorosamente l’invarianza di gauge. Essa e` legata alla funzione di
risposta densita`-densita` dalla relazione:
=m χ(0u)σxσx(qxˆ, ω) =
ω2
v2q2
=m χ(0u)ρρ (q, ω) , (2.58)
che e` formalmente identica a quella per la parte immaginaria del gas elettronico bidimensionale standard, eq.
(2.16). Qui =m χ(0u)ρρ e` la parte immaginaria della ben nota funzione di risposta densita`-densita` di MDF
non interagenti a meta` riempimento, la seconda riga dell’eq. (1.54). Usando le relazioni di dispersione di
Kramers-Kro¨nig si trova immediatamente il risultato per la parte reale <e χ(0u)σxσx(qxˆ, ω):
<e χ(0u)σxσx(qxˆ, ω) = −
εmax
4piv2
+
ω2
v2q2
<e χ(0u)ρρ (q, ω) , (2.59)
dove <e χ(0u)ρρ e` definita alla prima riga di eq. (1.54).
Nel canale trasverso non abbiamo nessuna scorciatoia da seguire, quindi dobbiamo cominciare di nuovo
dall’eq. (2.54). Questa volta, pero`, poniamo q = qyˆ, come gia` fatto con il 2DEG, trovando
=m χ(0u)σxσx(qyˆ, ω) = −sgn(ω)
Θ(ω2 − v2q2)
16v2
√
ω2 − v2q2 . (2.60)
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Si noti che l’equazione precedente puo` anche essere scritta
=m χ(0u)σxσx(qyˆ, ω) =
ω2 − v2q2
v2q2
=m χ(0u)ρρ (q, ω) . (2.61)
Questa relazione ci ricorda l’eq. (2.58), con l’unica differenza che, nel caso trasverso, abbiamo il fattore (ω2 −
v2q2)/(v2q2) anziche` il “fattore di gauge-invarianza” ω2/(v2q2). La semplice relazione tra la funzione di risposta
pseudospin-pseudospin trasversa e quella densita`-densita`, tuttavia, vale solo nel caso di grafene non drogato.
Applicando nuovamente, per la parte reale della funzione di risposta trasversa, le relazioni di Kramers-Kro¨nig,
si trova
<e χ(0u)σxσx(qyˆ, ω) = −
εmax
4piv2
+
ω2 − v2q2
v2q2
<e χ(0u)ρρ (q, ω) . (2.62)
Riassumendo, troviamo che la parte reale e immaginaria della funzione di risposta pseudospin-pseudospin
longitudinali del sistema non drogato, nel modello descritto dall’Hamiltoniana di Dirac (1.28), con un cut-off
ultravioletto kmax, sono date da
<e χ(0u)σxσx(qxˆ, ω) = −
εmax
4piv2
− ω
2
16v2
Θ(v2q2 − ω2)√
v2q2 − ω2
=m χ(0u)σxσx(qxˆ, ω) = −sgn(ω)
ω2
16v2
Θ(ω2 − v2q2)√
ω2 − v2q2
, (2.63)
mentre quelle trasverse non drogate sono
<e χ(0u)σxσx(qyˆ, ω) = −
εmax
4piv2
+
√
v2q2 − ω2
16v2
Θ(v2q2 − ω2)
=m χ(0u)σxσx(qyˆ, ω) = −sgn(ω)
√
ω2 − v2q2
16v2
Θ(ω2 − v2q2)
. (2.64)
Le eqq. (2.63) e (2.64) costituiscono il primo risultato totalmente nuovo di questo lavoro. Si noti che le risposte
longitudinali e trasverse coincidono nel limite statico ed uniforme, ω = 0 e q → 0 (in quest’ordine), e che i
termini anomali, al lato destro delle eqq. (2.63) e (2.64) sono identici.
Due note sono cruciali, a questo punto. Innanzitutto, a causa dell’invarianza di gauge, il sistema fisico reale
non puo` rispondere ad un potenziale vettore longitudinale statico. Piu` precisamente, la funzione di risposta
corrente-corrente longitudinale del sistema fisico deve andare a zero per ω = 0 e per ogni q, mentre la funzione di
risposta trasversa deve andare a zero per ω = 0 e per q → 0. Dopo un rapido sguardo alle eqq. (2.63) e (2.64) si
puo` facilmente vedere che questo non accade alle funzioni di risposta del modello MDF, definito dall’eq. (1.28),
semplicemente per la presenza del termine costante dipendente dal cut-off, −εmax/(4piv2). Come discusso in
Ref. [40] (si veda la nota a pie` di pagina 33), questa risposta finita e` non fisica ed e` dovuta al fatto che l’invarianza
di gauge rigorosa del modello MDF e` rotta dal cut-off ultravioletto kmax. Di conseguenza, le funzioni di risposta
corrente-corrente statiche del modello MDF devono essere corrette ad hoc per ripristinare l’invarianza di gauge:
la quantita` −εmax/(4piv2) va quindi sottratta [40] dalla prima linea in eqq. (2.63) e (2.64).
Nel limite opposto, q = 0 e ω finita, invece, vogliamo rimarcare che il termine costante −εmax/(4piv2) e`
non solo fisico (cioe` descrive la risposta della banda di valenza λ = −1 ad un potenziale vettore uniforme nel
regime in cui la ripopolazione degli stati non e` consentita [40]) ma anche necessario: quando l’eq. (2.63) viene
introdotta nell’eq. (2.56), questo termine cancella esattamente il commutatore anomalo, grazie all’eq. (2.57),
dando una funzione di risposta densita`-densita` che e` indipendente dal cut-off, come deve essere [41].
Possiamo riscrivere, seguendo Wunsch et al. [8], le funzioni di risposta di pseudospin in una forma piu`
compatta usando le seguenti funzioni complesse
FL(q, ω) =
ω2
16piv2
1√
ω2 − v2q2 (2.65)
e
FT(q, ω) =
ω2 − v2q2
ω2
FL(q, ω) . (2.66)
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Si trova allora
χ(0u)σxσx(qxˆ, ω) = −
εmax
4piv2
− ipiFL(q, ω) ,
χ(0u)σxσx(yˆ, ω) = −
εmax
4piv2
− ipiFT(q, ω) . (2.67)
Infine, si noti che la parte reale della conduttivita` longitudinale a grande lunghezza d’onda, σ(ω), del sistema
non drogato e` data da
<e σ(ω) = −v
2e2
ω
lim
q→0
=m χ(0u)σxσx(qxˆ, ω) =
e2
16
. (2.68)
Ripristinando il fattore h¯ ed introducendo nuovamente la degenerazione gsgv = 4 troviamo l’usuale valore
“universale” indipendente dalla frequenza [36, 32, 33, 37] <e σ(ω) = e2/(4h¯).
2.3.2 Caso drogato
Passiamo ora a calcolare le funzioni di risposta χ(0)σxσx del sistema drogato, cioe` quello in cui l’energia di Fermi
si trova, per esempio, sopra il punto di Dirac. In questo caso la banda εk,− e` completamente piena con l’usuale
fattore d’occupazione n(0)k,− = 1, mentre la banda superiore εk,+ e` piena fino al livello di Fermi, εF = vkF, dove
kF =
√
4piρ. Nel caso di drogaggio finito, troviamo piu` conveniente valutare l’eq. (2.54) sull’asse immaginario
delle frequenza (cioe` sostituendo ω → iω) e poi procedere ad una continuazione analitica all’asse reale delle
frequenze (maggiori dettagli sono forniti in appendice C.2).
Canale longitudinale
Anche se, come gia` discusso, la funzione di risposta corrente-corrente longitudinale e` determinata da quella den-
sita`-densita` [7, 8, 11] attraverso l’equazione di continuita` (a parte il fattore non-invariante di gauge, dipendente
dal cut-off), in questa sezione riportiamo, per completezza, le espressioni per χ(0)σxσx(qxˆ, ω).
Il contributo a χ(0)σxσx(qxˆ, ω) dovuto al drogaggio, δχ
(0)
σxσx(qxˆ, ω), e` introdotto secondo l’espressione
χ(0)σxσx(qxˆ, ω) = χ
(0u)
σxσx(qxˆ, ω) + δχ
(0)
σxσx(qxˆ, ω) . (2.69)
Le espressioni esplicite per le parti reale ed immaginaria di χ(0u)σxσx(qxˆ, ω) sono gia` state date, nella sezione
precedente. Di seguito riportiamo solo le espressioni per la quantita` dipendente dal drogaggio δχ(0)σxσx(qxˆ, ω).
Tutta la dipendenza dal cut-off, dovuta al mare di stati ad energia negativa della banda inferiore, si trova in
χ
(0u)
σxσx(qxˆ, ω), quindi δχ
(0)
σxσx(qxˆ, ω) soddisfa esattamente l’invarianza di gauge rigorosa della teoria.
Seguendo nuovamente Wunsch et al. [8] introduciamo la funzione complessa
GL(z) = z
√
z2 − 1− ln(z +
√
z2 − 1) (2.70)
e
ω± =
2εF ± ω
vq
. (2.71)
Usando GL(z) e la funzione FL(q, ω), introdotta nell’eq. (2.65), troviamo
δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2piv2
+ FL(q, ω){GL(ω+)−Θ(ω− − 1)[GL(ω−)− ipi]−Θ(1− ω−)GL(−ω−)} . (2.72)
Scriviamo ora espressioni piu` esplicite per δχ(0)σxσx(qxˆ, ω) in termine di funzioni reali. Riferendosi alla fig. 1.8
troviamo i seguenti risultati analitici.
Regione A.1 Per ω < vq − 2εF:
<e δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2piv2
+
ω2
16piv2
√
v2q2 − ω2
[
arcsin (ω+) + ω+
√
1− ω2+ + arcsin (ω−) + ω−
√
1− ω2−
]
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e =m δχ(0)σxσx(qxˆ, ω) = 0.
Regione A.2 Per ω < vq e ω > |2εF − vq|:
<e δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
v2q2 − ω2 −
ω2
v2q2
εF
2piv2
− ω
2
16piv2
√
v2q2 − ω2
[
arccos(ω−)− ω−
√
1− ω2−
]
(2.73)
e
=m δχ(0)σxσx(qxˆ, ω) =
ω2
16piv2
√
v2q2 − ω2
[
ln
(
ω+ +
√
ω2+ − 1
)
− ω+
√
ω2+ − 1
]
. (2.74)
Regione A.3 Per ω < vq e ω < 2εF − vq:
<e δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
v2q2 − ω2 −
ω2
v2q2
εF
2piv2
(2.75)
e
=m δχ(0)σxσx(qxˆ, ω) =
ω2
16piv2
√
v2q2 − ω2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
− ω+√ω2+ − 1 + ω−√ω2− − 1
 . (2.76)
Regione B.1 Per ω > 2εF + vq:
<e δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2piv2
− ω
2
16piv2
√
ω2 − v2q2
ln
ω+ +
√
ω2+ − 1√
ω2− − 1− ω−
− ω+√ω2+ − 1− ω−√ω2− − 1
 (2.77)
e =m δχ(0)σxσx(qxˆ, ω) = 0.
Regione B.2 Per ω > vq, ω > 2εF − vq, and ω < 2εF + vq:
<e δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2piv2
− ω
2
16piv2
√
ω2 − v2q2
[
ln
(
ω+ +
√
ω2+ − 1
)
− ω+
√
ω2+ − 1
]
e
=m δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
ω2 − v2q2 −
ω2
16piv2
√
ω2 − v2q2
[
arccos (ω−)− ω−
√
1− ω2−
]
.
Regione B.3 Per ω > vq e ω < 2εF − vq:
<e δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2piv2
− ω
2
16piv2
√
ω2 − v2q2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
− ω+√ω2+ − 1 + ω−√ω2− − 1
 (2.78)
e
=m δχ(0)σx,σx(qxˆ, ω) =
ω2
16v2
√
ω2 − v2q2 . (2.79)
Ci ricordiamo ora che tutte le regioni, eccetto A.1 e B.3, sono sede di transizioni intrabanda (ω < vq) o
interbanda (ω > vq). Nelle regioni A.1 e B.3 del piano (q, ω) la parte immaginaria della funzione di risposta
densita`-densita` si annulla, quindi il sistema interagente puo` dare luogo a modi collettivi ben definiti. E´ proprio
cio` che accade nella regione B.3, dove il plasmone non puo` decadere in coppie particella-buca. La sua frequenza
e` ωpl = ωpl(q), che, all’interno della semplice RPA [6], puo` essere trovato risolvendo l’equazione
1− vq<eχ(0)ρρ (q, ω) = 0 , (2.80)
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dove vq = 2pie2/(q) e` la trasformata di Fourier bidimensionale del potenziale Coulombiano ( e` una costante
dielettrica media che dipende dall’ambiente circostante il foglio di grafene, ad esempio dal substrato). Usando
la relazione fra le funzione di risposta densita`-densita` e corrente-corrente longitudinale, eq. (2.56), possiamo
ri-scrivere l’eq. (2.80) in una forma piu` utile al calcolo:
1− vq v
2q2
ω2
[ εmax
4piv2
+ <e χ(0)σxσx(qxˆ, ω)
]
= 0 . (2.81)
Dopo aver sostituito l’equazione microscopica per <e χ(0u)σxσx(qxˆ, ω) dell’eq. (2.63) nell’eq. (2.78), espandiamo
l’espressione nelle parentesi quadre dell’eq. (2.81) in potenze di q/kF fino al quarto ordine e risolviamo l’equa-
zione di secondo grado in ω risultante. A questo punto, introducendo il fattore di degenerazione gsgv = 4 e
ripristinando per un momento h¯, troviamo che la dispersione del plasmone al secondo ordine dello sviluppo e`
data da
ωpl(q → 0) =
√
2pine2q
mpl
(
1 +
12− g2s g2vα2ee
4
q
kTF
+ . . .
)
(2.82)
dove abbiamo introdotto la “massa del plasmone” dipendente dalla densita`
mpl =
4piρ
gsgv
h¯2
εF
, (2.83)
e il vettore di schermo di Thomas-Fermi kTF = gsgvαeekF.
Si noti che mpl tende alla massa nuda dell’elettrone nel vuoto m0 se si considera una dispersione parabolica
dell’energia in funzione dell’impulso, tale che εF = h¯2k2F/(2m0) (considerando inclusi i fattori di degenerazione
di spin e valle). Nel grafene, comunque, mpl = h¯kF/v, che (i) e` ∝
√
n e (ii) dipende banalmente dalla costante di
Planck h¯ poiche´ l’energia di Fermi, in questo materiale, dipende linearmente da h¯ (invece che quadraticamente).
Questa dipendenza “residua” di mpl da h¯ porta ad una frequenza di plasma non classica nel grafene. Come
spiegato in ref. [40] e nel cap. 3 di questa tesi, poiche´ l’Hamiltoniana del modello MDF non e` invariante per
un’ordinaria trasformazione di Galileo, la RPA non e` esatta per sistemi interagenti di MDF, anche nel limite
q → 0 (contrariamente a cio` che accade nell’ordinario gas elettronico bidimensionale a dispersione parabolica [6],
dove per q → 0 il plasmone e` protetto dalle rinormalizzazioni a molti corpi dall’invarianza di Galileo). Quando
le interazioni fra MDF sono trattate oltre la RPA, la massa del plasmone acquista una dipendenza non banale
dalla densita` e dalla costante d’accoppiamento [40].
Infine, si noti che, a differenza di quanto detto nella Ref. [11], la prima correzione alla dispersione del
plasmone in RPA, cioe` il secondo termine in parentesi quadre in eq. (2.82), puo` cambiare segno: e` positivo
(come in un gas elettronico bidimensionale convenzionale a dispersione parabolica) per piccolo accoppiamento,
ma diventa negativo per αee >
√
3/2.
Canale trasverso
In questa sezione riportiamo le espressioni esplicite per la risposta trasversa χ(0)σxσx(qyˆ, ω). Come abbiamo
gia` fatto nella sezione precedente, separiamo il contributo dovuto al drogaggio, δχ(0)σxσx(qyˆ, ω), dal contributo
non-drogato alla funzione di risposta corrente-corrente, secondo la relazione
χ(0)σxσx(qyˆ, ω) = χ
(0u)
σxσx(qyˆ, ω) + δχ
(0)
σxσx(qyˆ, ω) . (2.84)
Di seguito riportiamo solo le espressioni per δχ(0)σxσx(qyˆ, ω), avendo gia` fornito le espressioni per la funzione di
risposta trasversa non drogata.
Seguiamo, nella presentazione dei risultati, lo stesso ordine logico adottato nella sezione precedente. Pertanto
introduciamo innanzitutto la funzione complessa
GT(z) = z
√
z2 − 1 + ln(z +
√
z2 − 1) . (2.85)
Usando quindi GT(z) e la funzione FT(q, ω) di eq. (2.66) troviamo
δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2piv2
− FT(q, ω){GT(ω+)−Θ(ω− − 1)[GT(ω−) + ipi]−Θ(1− ω−)GT(−ω−)} . (2.86)
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Ancora una volta, scriviamo espressioni piu` esplicite per δχ(0)σxσx(qyˆ, ω) in termini di funzioni reali.
Regione A.1 Per ω < vq − 2εF:
<e δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2piv2
−
√
v2q2 − ω2
16piv2
[
arcsin (ω+)− ω+
√
1− ω2+ + arcsin (ω−)− ω−
√
1− ω2−
]
e =m δχ(0)σxσx(qyˆ, ω) = 0.
Regione A.2 Per ω < vq ed ω > |2εF − vq|:
<e δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16v2
+
ω2
v2q2
εF
2piv2
+
√
v2q2 − ω2
16piv2
[
arccos(ω−) + ω−
√
1− ω2−
]
(2.87)
e
=m δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16piv2
[
ln
(
ω+ +
√
ω2+ − 1
)
+ ω+
√
ω2+ − 1
]
. (2.88)
Regione A.3 Per ω < vq and ω < 2εF − vq:
<e δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16v2
+
ω2
v2q2
εF
2piv2
(2.89)
e
=m δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16piv2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
+ ω+√ω2+ − 1− ω−√ω2− − 1
 . (2.90)
Regione B.1 Per ω > 2εF + vq:
<e δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2piv2
−
√
ω2 − v2q2
16piv2
ln
ω+ +
√
ω2+ − 1√
ω2− − 1− ω−
+ ω+√ω2+ − 1 + ω−√ω2− − 1
 (2.91)
e =m δχ(0)σxσx(qyˆ, ω) = 0.
Regione B.2 Per ω > vq, ω > 2εF − vq, ed ω < 2εF + vq:
<e δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2piv2
−
√
ω2 − v2q2
16piv2
[
ln
(
ω+ +
√
ω2+ − 1
)
+ ω+
√
ω2+ − 1
]
(2.92)
e
=m δχ(0)σxσx(qyˆ, ω) =
√
ω2 − v2q2
16v2
−
√
ω2 − v2q2
16piv2
[
arccos (ω−) + ω−
√
1− ω2−
]
. (2.93)
Regione B.3 Per ω > vq and ω < 2εF − vq:
<e δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2piv2
−
√
ω2 − v2q2
16piv2
ln
ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1
+ ω+√ω2+ − 1− ω−√ω2− − 1

e
=m δχ(0)σx,σx(qyˆ, ω) =
√
ω2 − v2q2
16v2
. (2.94)
Nelle figg. (2.1)-(2.4) abbiamo riportato i grafici delle funzioni di risposta trasversa e longitudinale. Si noti
che la funzione di risposta trasversa va sempre a zero ad ω = vq: in questo caso, infatti, l’angolo fra k e q e`
o zero (termine intrabanda) o pi (termine interbanda). Ricordando che, nel caso trasverso, q e` diretto lungo
yˆ, troviamo che o ϕk+q = ϕk = pi/2 (termine intrabanda) o ϕk+q = −ϕk = pi/2 (termine interbanda): in
entrambi i casi l’elemento di matrice di eq. (2.55) scompare. Infine, si noti che entrambe =m χ(0)σxσx(qxˆ, ω) e
=m χ(0)σxσx(qyˆ, ω) divergono linearmente per ω  vq, a causa del mare infinito di stati in banda di valenza.
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Figura 2.1: Parte immaginaria della funzione di risposta di pseudospin longitudinale, −=m χ(0)σxσx(q = qxˆ, ω)
[In unita` della densita` degli stati al livello di Fermi, ν(0) = εF/(2piv2)], come funzione di ω/εF. a) q = 0.5 kF,
b) q = 1.0 kF, c) q = 2.0 kF, e d) q = 3.0 kF. Le singolarita` a ω = vq sono chiaramente visibili [10]. Tratto
dalla referenza [9].
Figura 2.2: Parte immaginaria della funzione di risposta di pseudospin trasversa, −=m χ(0)σxσx(q = qyˆ, ω) [in
unita` di ν(0)], come funzione di ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF, e d) q = 3.0 kF. Tratto dalla
referenza [9].
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Figura 2.3: Parte reale dell funzione di risposta di pseudospin longitudinale, −<e χ(0)σxσx(q = qxˆ, ω) [in unita` di
ν(0)], come funzione di ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF, e d) q = 3.0 kF. I cerchi pieni nei
pannelli a) e b) significano che la funzione −<e χ(0)σxσx(q = qxˆ, ω) prende esattamente il valore 1 [in unita` di
ν(0)] a ω = vq. Tratto dalla referenza [9].
Figura 2.4: Parte reale della funzione di risposta di pseudospin trasversa, −<e χ(0)σxσx(q = qyˆ, ω) [in unita` di
ν(0)], come funzione di ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF, e d) q = 3.0 kF. Tratto dalla referenza
[9].
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2.4 Suscettivita` diamagnetica
La funzione di risposta di pseudospin trasversa ci consente di calcolare la magnetizzazione orbitale indotta in
fogli di grafene da parte di un campo magnetico statico. Come gia` discusso, la suscettivita` magnetica orbitale
non interagente χ(0)orb puo` essere calcolata dalla relazione [si veda l’eq. (2.22)]:
χ
(0)
orb = −
v2e2
c2
lim
q→0
χ
(0)
σxσx(qyˆ, 0)
q2
. (2.95)
Come puntualizzato in precedenza, in sez. 2.3.1, prima di prendere il limite nell’equazione precedente, il con-
tributo non drogato alla risposta statica χ(0)σxσx(qyˆ, 0) deve essere regolarizzato per ripristinare l’invarianza di
gauge, sottraendo il termine costante e dipendente dal cut-off, −εmax/(4piv2). Una semplice analisi delle equa-
zioni riportate nella sezione precedente ci consente di scrivere una espressione compatta per la risposta trasversa
statica:
χ(0)σxσx(qyˆ, 0) =
q
16v
{
1− 2
pi
arcsin [`(q)]
}
+
εF
4piv2
√
1−
(
2kF
q
)2
Θ
(
1− 2kF
q
)
, (2.96)
dove
`(q) =
1
2
(
1 +
2kF
q
)
− 1
2
∣∣∣∣1− 2kFq
∣∣∣∣ . (2.97)
Si vede immediatamente che per εF > 0 e per tutti i vettori d’onda q < 2kF, `(q) = 1 e χ
(0)
σxσx(qyˆ, 0) ≡ 0. Questo
implica che la suscettivita` magnetica orbitale del sistema drogato non interagente di MDF e` esattamente zero.
Invece, se εF = 0, χ
(0u)
σxσx(qyˆ, 0) ∝ q e quindi la suscettivita` magnetica orbitale diverge nel limite di sistema non
drogato. Piu` precisamente, e` possibile mostrare che nel limite q → 0 la funzione χ(0)σxσx(qyˆ, 0)/q2 e` proporzionale
a δ(εF). Di conseguenza, se ϕ(ε) e` una funzione test (qui ε e` una notazione abbreviata per εF),
I ≡ lim
q→0
∫ +∞
−∞
dε
χ
(0)
σxσx(qyˆ, 0)
q2
ϕ(ε)
= 2 lim
q→0
∫ vq/2
0
dε
1
16vq
[
1− 2
pi
arcsin
(
2ε
vq
)
+
2
pi
2ε
vq
√
1−
(
2ε
vq
)2]
ϕ(ε) . (2.98)
Introducendo la variabile adimensionale x = 2ε/(vq) troviamo
I = lim
q→0
{
1
16
− 1
8pi
[∫ 1
0
dx arcsin(x)−
∫ 1
0
dx x
√
1− x2
]}
ϕ(ε¯)
=
1
6pi
ϕ(0) , (2.99)
dove ε¯ ∈ [0, vq/2]. Riassumendo, introducendo il fattore di degenerazione gsgv = 4, troviamo
χ
(0)
orb = −
gsgv
6pi
e2v2
c2
δ(εF) , (2.100)
in perfetto accordo con le ref. [17, 21, 22]. E´ possibile estendere il calcolo appena fatto al caso di temperatura
finita. Consideriamo quindi la funzione di risposta corrente-corrente non-interagente trasversa nel limite statico,
ω = 0, a fissata temperatura T . Dobbiamo innanzitutto introdurre il potenziale chimico, definito da∑
k,λ
n
(0)
k,λ(µ, T ) = N , (2.101)
dove N e` il numero totale di particelle e n(0)k,λ(µ, T ) e` la distribuzione di Fermi-Dirac
n
(0)
k,λ(µ, T ) =
1
exp[β(εk,λ − µ)] + 1 , (2.102)
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con β = 1/(kBT ) (kB e` l’usuale costante di Boltzmann). Si noti che, nel limite T → 0, si recuperano i fattori di
occupazione di banda usati sinora, cioe` n(0)k,λ(µ, T → 0) = n(0)k,λ. La funzione che dobbiamo calcolare e`
χ
(0)
σxσx(qyˆ, µ, T ) =
1
S
∑
k,λ,λ′
n
(0)
k,λ(µ, T )− n(0)k+q,λ(µ, T )
εk,λ − εk+q,λ
1 + λλ′ cos(ϕk + ϕk+q)
2
, (2.103)
Esiste un modo molto elegante di trattare l’eq. (2.103), apparente molto complessa, e consiste nello sfruttare
la relazione [6]
n
(0)
k,λ(µ, T ) =
∫ +∞
−∞
dE
βn
(0)
k,λ(E, 0)
4 cosh2[β(E − µ)/2] . (2.104)
Con semplici passaggi algebrici, si vede che e` possibile riscrivere l’eq. (2.103) come
χ
(0)
σxσx(qyˆ, µ, T ) =
∫ +∞
−∞
dE
βχ
(0)
σxσx(qyˆ, E, 0)
4 cosh2[β(E − µ)/2] . (2.105)
Calcoliamo ora il limite dell’eq. (2.95) per la funzione di risposta corrente-corrente trasversa a T finita. Trala-
sciando il contributo dipendente dal cut-off alla funzione χ(0)σxσx(qyˆ, 0), che deve essere eliminato per ripristinare
la gauge invarianza, si vede che possiamo scambiare il limite q → 0 con l’integrale al lato destro di eq. (2.105).
Sfruttando il fatto che, nel limite q → 0 la funzione χ(0)σxσx(qyˆ → 0, E, 0)/q2 e` proporzionale a δ(E), si ottiene
χ
(0)
orb(µ, T ) = −
gsgv
24pi
e2v2
c2
1
kBT
sech2
(
µ
2kBT
)
, (2.106)
dove abbiamo introdotto sech(x) = 1/ cosh(x) e abbiamo ripristinato il fattore di degenerazione gsgv = 4 e h¯.
Il risultato, ancora una volta, e` in perfetto accordo con quello ottenuto da McClure [17]. Nel limite T → 0 si
recupera il risultato di equazione (2.100).
Come spiegato da McClure [17], l’origine del grosso (infinito a T = 0) diamagnetismo nel grafene non drogato
puo` essere capito qualitativamente. A temperatura finita il campo magnetico B e` tale che h¯ωc  kBT , con
ωc =
√
2v/`B ∝
√
B e` la frequenza di ciclotrone per il modello MDF [`B =
√
c/(eB) e` la lunghezza magnetica].
Quando B viene acceso, gruppi di stati, inizialmente distribuiti in energia, vanno a finire nei livelli di Landau,
ciascuno dei quali ha energia pari alla media delle energie dei livelli iniziali. La peculiarita` del grafene, rispetto
al 2DEG standard, e` la distribuzione di energia non equispaziata dei livelli di Landau [cfr. eq. (1.102)], che
permette l’esistenza di un livello ad energia nulla, responsabile del diamagnetismo.
A T = 0, per campi molto piccoli, B → 0, i livelli di Landau sono molto vicini fra loro, e costituiscono uno
spettro quasi continuo. Consideriamo quindi il caso di εF finita: quando un campo infinitesimo viene acceso, un
certo numero di livelli di Landau si riempie completamente e l’energia totale del sistema non subisce variazioni
significative. Il sistema presenta, quindi, una suscettivita` orbitale nulla. Se invece il campo viene applicato ad
un grafene non drogato, per cui εF = 0, stati ad energia negativa si ritrovano, dopo l’accensione, ad occupare
il livello ad energia nulla, n = 0. In questo modo l’energia del sistema aumenta ed esso rispondera` al campo
magnetizzandosi in senso opposto, quindi con una suscettivita` orbitale negativa (cioe` opponendosi all’aumento
di energia). Lo stesso ragionamento vale a temperatura finita, dove l’energia di Fermi e` sostituita dal potenziale
chimico.
Il diamagnetismo e` molto grande (addirittura divergente a T = 0) nel grafene non drogato perche` sono
coinvolti elettroni veloci (v ' 108cm/s) e per la peculiare dispersione in energia dei livelli di Landau con il
campo magnetico, cioe` εn,λ ∼ B1/2. Infatti, a temperatura zero e in assenza di campo magnetico, l’energia
totale (per superficie unitaria) del gruppo di elettroni che vanno a finire nel livello di Landau ad energia zero e`
E0 =
∫ +ωc/√2
−ωc/
√
2
dε εν(ε)f(ε)
=
∫ +ωc/√2
0
dε εν(ε)[f(ε)− f(−ε)] , (2.107)
dove ν(ε) = |ε|/(2piv2) e` la densita` degli stati a B = 0 e f(ε) e` la funzione di distribuzione di Fermi-Dirac. Gli
estremi di integrazione nella prima riga di eq. (2.107) assicurano che un numero di stati pari ad
N0 =
∫ +λ
−λ
dε ν(ε) =
λ2
2piv2
(2.108)
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possa trovar posto nel livello di Landau a n = 0, che ha degenerazione eB/(2pic) per superficie unitaria, cioe`
λ = ωc/
√
2.
Nel limite di temperatura zero
E0 = − 12piv2
∫ +ωc/√2
0
dε ε2 = − 1
12
√
2piv2
ω3c ∝ −B3/2 . (2.109)
L’energia totale in presenza del campo e` zero (poiche` accendendo il campo B tutti gli elettroni condensano nel
livello di Landau a n = 0, che ha energia zero). Di conseguenza, la variazione in energia dovuta al campo e`
∆E = −E0 ∝ B3/2. La suscettivita`, allora, e`
χ
(0)
orb = − limB→0
1
B
∂(∆E)
∂B
∝ − 1√
B
, (2.110)
che diverge (negativamente) per B → 0.
Introducendo l’usuale magnetone di Bohr, µB = eh¯/(2mc) (con m la massa nuda dell’elettrone nel vuoto e
g = 2 il fattore giromagnetico nel vuoto), e re-introducendo h¯, la suscettivita` magnetica orbitale (2.100) puo`
essere scritta come
χ
(0)
orb = −
(gµB
2
)2 2gsgvm2v2
3pih¯2
δ(εF) . (2.111)
Possiamo confrontare questa espressione con la suscettivita` magnetica di Pauli per un gas bidimensionale di
MDF. Essa puo` essere calcolata a partire dalla funzione di risposta densita`-densita` non-interagente statica (si
veda la sez. 1.2.2) tramite l’espressione:
χ
(0)
P ≡
(gµB
2
)2
lim
q→0
χ(0)ρρ (q, 0) =
(gµB
2
)2 gsgvεF
2pih¯2v2
, (2.112)
Dove abbiamo re-introdotto la degenerazione di spin-valle (gsgv = 4) e i fattori h¯. E` noto che nel gas di elettroni
bidimensionale convenzionale, a dispersione parabolica, χ(0)orb = −χ(0)P /3. Per il modello MDF bidimensionale,
invece, la dipendenza dalla densita` di χ(0)orb e` completamente differente da quella di χ
(0)
P .
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Plasmone intrabanda nel doppio strato
La prima teoria classica delle oscillazioni collettive di densita` elettronica in gas ionizzati, dovuta a Tonk e
Langmuir [42], ha contribuito alla nascita della fisica dei plasmi. Furono Bohm e Pines [43] che elaborarono
una teoria quantistica, a causa delle alte densita` elettroniche coinvolte, dei modi collettivi nei solidi, coniando
il termine plasmone per descrivere queste oscillazioni quantizzate di densita`. Oggi la plasmonica e` una branca
molto attiva dell’optoelettronica, il cui obiettivo e` sfruttare le proprieta` del plasmone per comprimere onde
elettromagnetiche infrarosse alla scala nanometrica dei moderni dispositivi elettronici [44]. L’importanza dei
plasmoni attraversa differenti campi di ricerca della fisica di base e applicata, a causa dell’onnipresenza delle
particelle cariche e della forza delle interazioni Coulombiana a lungo raggio.
L’origine fisica del plasmone e` molto semplice. Quando gli elettroni in un plasma si muovono per schermare
una disomogeneita` di carica tendono ad oltrepassare il bersaglio. Essi vengono nuovamente attirati dalla per-
turbazione ma, muovendosi, la oltrepassano nuovamente. Ne risulta un’oscillazione debolmente smorzata. La
forza responsabile dell’oscillazione e` il campo medio auto-consistente generato da tutti gli elettroni. A causa
della natura a lungo raggio dell’interazione Coulombiana, la frequenza delle oscillazioni tende ad essere alta, ed
e` data, in un gas di elettroni convenzionale e nel limite di grande lunghezza d’onda, da ω2pl(q → 0) = ρq2vq/m0
con ρ la densita` elettronica ed m la massa dell’elettrone nel vuoto. Questa semplice espressione per l’energia del
plasmone e` esatta, poiche` il plasmone a grandi lunghezze d’onda comporta un moto rigido dell’intero plasma,
che e` indipendente dai complessi effetti di scambio e correlazione che “vestono” il moto di un singolo elettrone.
L’espressione esatta per la frequenza del plasmone si trova sia dalla RPA [6] sia da argomenti piu` rigorosi [45],
nei quali la scelta di una particolare posizione del centro di massa rompe l’invarianza di Galileo del sistema, e
fa emergere il plasmone come una sorta di bosone di Goldstone. Nel 2DEG si ha ω2pl(q → 0) =
√
2piρe2q/m.
Il plasmone mantiene la sua dispersione anche nei semiconduttori, nei semimetalli e nei sistemi ad eterogiun-
zione, come ampiamente dimostrato dagli esperimenti di scattering inelastico di luce, nonostante la presenza di
un “background” periodico di carica ionizzata, che rompe l’invarianza traslazionale e di Galileo. Questo accade
perche` la scala di lunghezza tipica del plasmone e` molto maggiore delle distanze interatomiche: l’effetto del
cristallo periodico risulta, quindi, in una semplice rinormalizzazione della massa dell’elettrone (almeno per la
maggior parte dei sistemi a semiconduttori). Gli esperimenti hanno confermato l’assenza di una correzione alla
frequenza del plasmone dovuta alle interazioni elettrone-elettrone in questi sistemi [46].
3.1 Singolo strato di grafene
La situazione cambia radicalmente quando si considera il singolo strato di grafene nel modello MDF. Seguiamo
a questo proposito la spiegazione di Polini et al. [40]. La caratteristica principale del grafene, che e` responsabile
della rinormalizzazione a molti corpi della dispersione del plasmone, e` la rottura dell’invarianza per trasforma-
zioni di Galileo. Infatti nel grafene, come mostra la fig. (3.1), pannello a), ogni stato e` caratterizzato da un
valore dell’impulso e da un’orientazione dello pseudospin, a differenza del 2DEG standard in cui questo grado
di liberta` e` assente. Quando viene applicata una trasformazione di Galileo al sistema di riferimento iniziale,
come si vede nel pannello b), il cerchio degli stati occupati (determinato da kF nella banda superiore o da kmax
in quella inferiore) si sposta nella direzione del “boost”. L’orientazione degli pseudospin relativamente al centro
della sfera di Fermi cambia, come se il sistema fosse soggetto ad un “campo pseudomagnetico” che ne ha pro-
vocato la curvatura nella direzione della velocita` dell’osservatore. Questo e` il segno della rottura dell’invarianza
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Figura 3.1: a) gli stati elettronici occupati nella banda superiore del grafene nello stato fondamentale. Si noti
che essi sono caratterizzati da un valore dell’impulso e dall’orientazione dello pseudospin; b) gli stessi stati dopo
una trasformazione di Galileo: un osservatore si accorge de essere in moto rispetto al sistema, quindi l’invarianza
e` rotta; c-d) confronto con un gas di elettroni bidimensionale convenzionale, invariante per trasformazioni di
Galileo: un osservatore non puo` accorgersi in alcun modo di essere in moto rispetto al sistema. Adattato dalla
referenza [40].
di Galileo. In un sistema invariante per trasformazioni di Galileo [pannelli c)-d) della fig. (3.1)], invece, un
osservatore in moto non si accorge di nessun cambio nelle caratteristiche degli stati occupati.
E´ possibile allora capire perche` la frequenza del plasmone e` affetta dallo scambio e dalla correlazione. In
un modo plasmonico, gli stati occupati all’interno della sfera di Fermi oscillano avanti e indietro, nello spazio
reciproco, sotto l’azione di un campo elettrostatico auto-indotto. Nel grafene, il plasmone e` inevitabilmente
accoppiato ad un moto oscillatorio degli pseudospin, da cui dipende l’interazione di scambio, che contribuisce
quindi a rinormalizzare la frequenza del plasmone persino all’ordine dominante.
Abbiamo visto che il modo collettivo plasmonico puo` essere trovato risolvendo l’equazione
1− vqχ˜ρρ(q, ω) = 0 , (3.1)
dove χ˜ρρ(q, ω) e` la funzione di risposta propria densita`-densita` [6]. E´ noto che χ˜ρρ(q, ω) = χρρ(q, ω)(q, ω),
con χρρ(q, ω) la funzione di risposta causale e fisica del sistema e (q, ω) la funzione dielettrica. Fisicamente
χ˜ρρ(q, ω) descrive la risposta del sistema al potenziale esterno, schermato dalla presenza di tutti gli elettroni.
Nel limite q → 0, (q, ω)→ 1 ed e` possibile trascurare la differenza fra le funzioni di risposta propria e causale.
E´ quindi possibile mostrare che
lim
ω→0
lim
q→0
<e χρρ(q, ω) = v
2q2
ω2
A , (3.2)
dove A e` una costante dipendente dalla densita`. Nel limite αee → 0, A0 = gsgvεF/(4piv2). Bisogna fare
molta attenzione all’ordine dei limiti, come abbiamo visto nella sez. 2.3.1: in questo caso si deve intendere
vq  ω  2εF, cioe` il cosiddetto limite dinamico. Risolvendo quindi l’eq. (3.1) per ω si trova che l’ordine
dominante del plasmone e`
lim
q→0
ω2pl =
2pie2v2

Aq , (3.3)
mentre la parte immaginaria della conduttivita` a bassa frequenza e`
=m σ(ω) = e
2ω
q2
<e χρρ(0, ω)→ e
2v2
ω
A . (3.4)
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La parte reale della conduttivita`, per le relazioni di dispersione di Kramers Kro¨enig, presenta un picco ad ω = 0,
detto picco di Drude (a disordine zero): <e σ(ω) = Dδ(ω), dove il peso spettrale di Drude, D, e`
D = pie2v2A . (3.5)
In presenza di disordine il picco si allarga, ma il suo peso spettrale rimane inalterato [39].
La quantita` A controlla completamente la dispersione del plasmone ed il peso di Drude a grandi lunghezze
d’onda. Passiamo ora a calcolare A in maniera auto-consistente all’interno di uno schema Hartree-Fock, mo-
strando come esso sia fortemente rinormalizzato dalle interazioni elettrone-elettrone. Nel limite in cui queste
sono trascurabili, si ritrovera` il risultato non-interagente RPA.
3.1.1 Risposta di pseudospin e plasmone nel modello MDF
Usando l’equazione del moto (2.56), possiamo esprimere tutto in termini della funzione di risposta pseudospin-
pseudospin longitudinale χσxσx(qxˆ, ω), che descrive la risposta di σxq ad un campo pseudomagnetico Bq orientato
lungo xˆ. Questo entra nell’Hamiltoniana con un termine della forma σxqBq (il segno e` opposto a quello classico
dell’accoppiamento Zeeman).
Valutiamo innanzitutto il commutatore anomalo, primo termine al lato destro di eq. (2.56). Poiche` q = qxˆ
〈[σˆxq , ρˆ−q]〉 =
∑
k,α,β
〈(ψˆ†k−q,ασˆxαβψˆk−q,β − ψˆ†k,ασˆxαβψˆk,β)〉 , (3.6)
dove la media 〈. . .〉 e` presa sullo stato fondamentale esatto del sistema, e α e β sono indici di sottoreticolo. Non
possiamo effettuare a cuor leggero la trasformazione k− q → k nella prima parte al lato destro dell’espressione
precedente, cancellando in questo modo la seconda parte, poiche` abbiamo a che fare con un mare infinito di
stati nella banda inferiore. Possiamo valutare il commutatore passando alla base chirale tramite la matrice
(1.29) e applicando la media, anziche` sullo stato fondamentale esatto, su quello non-interagente. Questa scelta
e` motivata dal fatto che la divergenza del commutatore anomalo e` dovuta all’esistenza di infiniti elettroni nella
banda inferiore e non dalle loro mutue interazioni. Il risultato che si ottiene e`
〈[σˆxq , ρˆ−q]〉 =
∑
k,λ
λ[n(0)k−q,λ cos(ϕk−q)− n(0)k,λ cos(ϕk)] . (3.7)
Supponiamo che il grafene sia, per semplicita`, drogato n. La banda λ = +1, allora, contiene un numero finito
di stati, quindi possiamo applicare la trasformazione k − q → k e dimostrare che non contribuisce al risultato.
La banda inferiore, λ = −1, contiene invece infiniti stati. Introducendo il cut-off kmax e considerando solo il
limite q → 0, si vede che contribuiscono solo gli stati profondi del mare di Fermi. Da cio` risulta, dopo aver fatto
l’integrazione in k
〈[σˆxq , ρˆ−q]〉 = q
kmax
4pi
. (3.8)
Quando si tengono in considerazione le interazioni, i fattori di occupazioni di banda vanno sostituiti con quelli
interagenti e compaiono termini associati alle fluttuazioni dell’orientazione di pseudospin. Questi effetti, tutta-
via, sono del secondo ordine nella costante di accoppiamento, αee. Il risultato ottenuto e` quindi esatto al primo
ordine dello sviluppo in αee.
Come abbiamo visto, il commutatore anomalo cancella esattamente la parte reale della funzione di risposta
pseudospin-pseudospin del sistema non drogato nel limite dinamico (e solamente in questo limite), cioe`
〈[σˆxq , ρˆ−q]〉 = − lim
ω→0
lim
q→0
<e χ(0u)σxσx(qxˆ, ω) , (3.9)
da cui, sostituendo in eq. (2.56), si ottiene l’espressione
A = lim
ω→0
lim
q→0
<e
[
χσxσx(qxˆ, ω)− χ(0u)σxσx(qxˆ, ω)
]
. (3.10)
La quantita` A ha quindi un chiaro significato fisico: e` la suscettivita` di pseudospin del sistema interagente,
regolarizzata sottraendo quella del grafene non drogato, che svolge il ruolo di riferimento.
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3.1.2 Teoria generale autoconsistente Hartree-Fock
Vogliamo ora calcolare la suscettivita` di pseudospin, A, all’interno di una teoria microscopica in approssimazione
di Hartree-Fock dipendente dal tempo. Il risultato ottenuto, che va oltre la RPA, e` esatto al primo ordine nella
costante d’accoppiamento, lo stesso ordine a cui abbiamo calcolato il commutatore anomalo, e tiene conto
esattamente del campo di scambio auto-consistente che accompagna la polarizzazione di pseudospin.
Consideriamo quindi l’Hamiltoniana completa del singolo strato di grafene in presenza di un potenziale
vettore A(t) (indipendente da r, visto che vogliamo il limite q → 0). In seconda quantizzazione, omettendo la
dipendenza esplicita di A dal tempo di ottiene
Hˆ = v
∑
k,α,β
ψˆ†k,α
[
σαβ ·
(
k +
e
c
A
)]
ψˆk,β +
1
2S
∑
q 6=0
vq
∑
k,k′
∑
α,β
ψˆ†k−q,αψˆ
†
k′+q,βψˆk′,βψˆk,α , (3.11)
dove abbiamo riscritto l’Hamiltoniana di interazione di eq. (1.48) con gli operatori di creazione e distruzione.
Si noti che il potenziale vettore si comporta come un campo pseudomagnetico, Bext = (ev/c)A che sia accoppia
allo pseudospin con un termine di tipo Zeeman (ma di segno opposto). Per semplicita` supporremo che il campo
pseudomagnetico sia orientato lungo l’asse xˆ, cioe` Bext = Bextxˆ.
E´ importante realizzare che il limite a frequenza nulla della suscettivita` di pseudospin uniforme e` singolare:
quando Bext e` veramente indipendente dal tempo, il suo effetto e` semplicemente di spostare gli stati occupati
nello spazio reciproco, riorientando contemporaneamente gli pseudospin. Gli effetti dovuti alla ripopolazione
e al riorientamento dello pseudospin a dato k si cancellano tra loro, come richiesto dall’invarianza di gauge,
cos`ı che un campo pseudomagnetico statico e uniforme puo` essere eliminato con una trasformazione di gauge.
L’invarianza di gauge rigorosa e` rotta dal vettore d’onda di cut-off ultravioletto kmax e la risposta statica di
pseudospin e` non nulla, perche` il mare di stati ad energia negativa si sposta rispetto al cut-off simmetrico e
circolare. Questo spostamento, tuttavia, non ha effetto sulla risposta regolarizzata, che va a zero come ci si
aspetta. A frequenza finita, tuttavia, gli stati non possono ripopolarsi (k e` una costante del moto in presenza
di un campo di perturbazione), dunque la ri-orientazione di pseudospin e` l’unico effetto che resta. Questo porta
ad una risposta di pseudospin regolarizzata finita, anche nel limite di frequenza nulla.
Trattiamo ora l’Hamiltoniana di eq. (3.11) per ridurla in una forma piu` semplice. L’idea e` quella di
estrarre, dall’interazione a due corpi, un potenziale di singola particella che promuova un solo elettrone da uno
stato occupato ad uno vuoto. Un potenziale siffatto e` esattamente il potenziale cercato. La rimanente parte
dell’interazione, invece, promuovera` due particelle da stati occupati a stati vuoti e avra` per questo valore di
aspettazione sullo stato fondamentale nullo. Non solo: una piccola variazione dello stato fondamentale introduce
al piu` l’eccitazione di una singola particella; dunque anche la variazione dell’interazione a due corpi rimanente
sara` nulla. Possiamo quindi scordarci, al primo ordine nelle variazioni, quindi al primo ordine dello sviluppo
nella costante d’accoppiamento, del potenziale a due particelle.
L’ordinamento normale [6] ci offre la via migliore per raggiungere il nostro scopo. L’Hamiltoniana di eq.
(3.11) e` gia` ordinata normalmente rispetto al vuoto, ma ora noi considereremo il suo ordinamento normale
rispetto allo stato fondamentale approssimato, che ci permettera` di estrarre la vera interazione a due corpi,
restando con un potenziale che descrive l’interazione dell’elettrone con se` stesso mediata dalla presenza degli
altri elettroni (la sua self-energia). Usando il teorema di Wick possiamo scrivere il prodotto dei quattro operatori
di creazione e distruzione come somma di termini ordinati normalmente rispetto ad uno stato fondamentale
approssimato (ancora indeterminato). Il prodotto dei quattro operatori, senza considerare termini costanti
(siamo interessati alle sole differenze di energia), puo` essere riscritto:
ψˆ†αψˆ
†
βψˆγψˆδ = 〈ψˆ†αψˆ†δ〉 : ψˆβψˆγ : +〈ψˆ†βψˆ†γ〉 : ψˆαψˆδ
− 〈ψˆ†αψˆ†γ〉 : ψˆβψˆδ : −〈ψˆ†βψˆ†δ〉 : ψˆαψˆγ
+ : ψˆ†αψˆ
†
βψˆγψˆδ : (3.12)
dove le parentesi 〈. . .〉 indicano la media sullo stato fondamentale approssimato. L’ultimo termine al lato destro
dell’equazione e` l’operatore a due particelle di cui abbiamo gia` discusso. Questo termine, per le proprieta` del
prodotto normale, ha media sullo stato fondamentale approssimato e variazione al prim’ordine nulla, dunque
contiene le fluttuazioni quantistiche. Cancellare questo termine dall’Hamiltoniana equivale, quindi, a lasciar
perdere le fluttuazioni quantistiche ottenendo un potenziale di interazione quadratico negli operatori di creazione
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e distruzione. Possiamo quindi riscrivere la parte di interazione dell’Hamiltoniana (3.11) come
Hˆint = − 1S
∑
k,k′
∑
α,β
vk−k′ρβα(k′)ψˆ
†
k,αψˆk,β , (3.13)
dove abbiamo introdotto 〈ψˆ†k,αψˆk′,β〉 = δk,k′ραβ(k), che assume semplicemente che l’invarianza traslazionale
non sia rotta. Possiamo quindi parametrizzare (approssimando) la matrice densita` di pseudospin come ρβα(k) =
f+(k)δαβ + f−(k)nˆ(k) ·σβα, dove f±(k) = (n(0)k,+ ± n(0)k,−)/2 e nˆ(k) e` un vettore unitario che indica la direzione
dello pseudospin per uno stato di impulso k.
L’Hamiltoniana totale alla Hartree-Fock puo` essere scritta
Hˆ(HF) =
∑
k,α,β
ψˆ†k,α[δαβB0(k) + σαβ ·B(k)]ψˆk,β , (3.14)
dove i campi B0(k) e B(k) sono definiti da
B0(k) = −
∫
d2k′
(2pi)2
vk−k′
[
f+(k′)− 12
]
, (3.15)
e
B(k) = Bextxˆ+ vk −
∫
d2k′
(2pi)2
vk−k′f−(k′)nˆ(k′) . (3.16)
Si puo` mostrare che nˆ(k′) = B(k)/|B(k)|. L’ultimo termine al lato destro dell’equazione precedente e` il campo
di scambio, dovuto alla presenza di tutti gli altri elettroni. L’Hamiltoniana Hˆ(HF) ha due bande di energia,
date da ε(HF)± = B0(k) ± |B(k)|. Come si vede, al lato destro dell’eq. (3.15), e` stato sottratto un fattore 1/2,
necessario affinche B0 fosse finito, che non rappresenta altro se non una particolare scelta dello zero dell’energia.
3.1.3 Teoria Hartree-Fock di equilibrio
In assenza di campo esterno, cioe` se Bext = 0 in eq. (3.16), gli pseudospin non sono polarizzati, quindi nˆ(k) = kˆ.
Il campo B(k), allora, assume il valore di equilibrio Beq(k), il cui modulo dipende solo da |k| e non dalla sua
direzione. Vediamo innanzitutto la dimostrazione di questi fatti, e ricaviamo la rinormalizzazione della velocita`
di Fermi, seguendo Borghi et al. [5]. L’interazione vk−k′ in eq. (3.16) dipende solo dal modulo del vettore
d’onda, cioe` vk−k′ = v(|k − k′|), e puo` essere decomposta nelle componenti del momento angolare tramite la
relazione
vk−k′ =
+∞∑
m=−∞
Vm(k, k′)eim(ϕk−ϕk′ ) , (3.17)
con
V¯m(k, k′) =
∫ 2pi
0
dθ
2pi
e−imθvk−k′ . (3.18)
Sostituendo questa decomposizione nell’equazione (3.16) e procedendo all’integrazione in ϕk′ si trova che (x =
k/kF)
Beq(k) = εF[x+ Σ¯Λ(x)]kˆ , (3.19)
dove la self-energia ΣΛ(x), contributo di scambio all’equilibrio, e`
Σ¯Λ(x) =
1
2
αee
∫ Λ
1
dx′ x′V¯1(x, x′) . (3.20)
Qui il potenziale d’interazione e` stato adimensionalizzato con 2pie2/(kF) ( e` la costante dielettrica del mezzo che
circonda il singolo strato di grafene) e abbiamo introdotto il vettore d’onda di cut-off ultravioletto kmax = ΛkF,
come limite superiore dell’integrale. Il cut-off e` necessario perche` l’integrale, come tutte le quantita` calcolate
nel modello MDF, e` logaritmicamente divergente. Come ci si aspettava Beq e` orientato lungo kˆ e il suo modulo
dipende solo da |k|. Si noti che la chiralita` delle quasiparticelle nel singolo strato di grafene, J = 1, ha
selezionato, nell’eq. (3.20), il momento primo del potenziale.
61
CAPITOLO 3. PLASMONE INTRABANDA NEL DOPPIO STRATO
Figura 3.2: a) parte dipendente dallo pseudospin della self-energia di Hartree-Fock per il singolo strato, in unita`
di εF = vkF, come funzione di k/kF. Qui αee = 0.5, Λ = 10 e ξ = 10−2 (linea rossa tratteggiata) o ξ = 1 (linea
blu continua). Adattato dalla referenza [5]; b) grafico di uΛ(x) = δBT,1/Bext in funzione di k/kF, per αee = 0.2,
Λ = 20 e ξ = 1. In entrabmi i grafici la linea verticale indica il punto k = kF. Adattato dalla referenza [40].
L’energia di quasiparticella rinormalizzata, nella banda di conduzione (λ = +1) o di valenza (λ = −1) e`
ε
(HF )
λ (x) = εF
[
λx− 1
2
∫ 1
0
dx′ x′V¯0(x, x′) + λΣ¯Λ(x)
]
. (3.21)
La prima correzione d’interazione, simile alla correzione di self-energia che avviene in un gas bidimensionale
ordinario, e` dovuta a B0(k). Quando l’interazione Coulombiana non e` schermata esso predice la divergenza
della velocita` di quasiparticella all’energia di Fermi. Ci focalizziamo ora sulla seconda correzione di self-energia,
che e` responsabile dell’aumento di separazione tra le bande di valenza e conduzione. Per svolgere il calcolo (al
prim’ordine e numerico) della seconda correzione di self-energia, usiamo un potenziale schermato alla Thomas-
Fermi:
v(x) =
2pie2
kF
1
ξαee + x
. (3.22)
La presenza di αee al denomitatore del lato destro dell’espressione precedente e` dovuto al fatto che il vettore
d’onda di schermo di Thomas-Fermi, per il singolo strato di grafene, per spin e valle, e` kTF = kFαee. ξ e` un
parametro che e` stato introdotto nella teoria per tenere conto della forza dello schermo, in particolare alle alte
frequenze, dove esso e` piu` debole: ξ = 1 corrisponde al sistema completamente schermato, mentre ξ = 0 si ha
quando le interazioni sono esattamente quelle Coulombiane nude a lungo raggio.
Nel pannello a) della fig. (3.2) si vede il grafico di Σ¯Λ(x) per Λ = 10 e αee = 0.5, per due valori di ξ. La
divergenza della velocita` di quasiparticella avviene solo per valori piccolissimi di ξ. Per ξ = 0 si puo` espandere
Σ¯Λ(x) per k  kmax, sfruttando l’espansione per il potenziale di Coulomb:
V¯m(x, x′) =
x′m
xm+1
Γ(m+ 1/2)
Γ(m+ 1)Γ(1/2)
F (m+ 1/2, 1/2,m+ 1, x′2/x2) , (3.23)
valida per x > x′. Per x < x′ il risultato e` lo stesso, in cui pero` le variabili sono scambiate. F (a, b, c, z) e`
la funzione ipergeometrica di Gauss. Per Λ grande e ξ non troppo piccolo la rinormalizzazione della velocita`
di quasiparticella e` dovuta essenzialmente a Σ¯Λ: e` quindi possibile trascurare il termine dovuto a B0 dell’eq.
(3.21), ottenendo, per k = kF
v∗
v
= 1 +
∂Σ¯Λ(x)
∂x
∣∣∣∣
x=1
. (3.24)
Con semplici calcoli, sfruttando l’espansione per il potenziale (3.23), nel limite Λ → ∞ si ottiene il risultato
asintotico [47]
lim
Λ→∞
v∗
v
= 1 +
1
4
αee ln(Λ) . (3.25)
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Figura 3.3: Suscettivita` di pseudospin uniforme, A, di un singolo strato di grafene non drogato, in unita` di
A0, come funzione della densita` elettronica ρ e per vari valori della costante di accoppiamento αee. La linea
tratteggiata orizzontale e` la predizione RPA, che non tiene conto del contributo di scambio, A(RPA) = A0 per
ogni ρ e αee. Adattato dalla referenza [40].
3.1.4 Teoria Hartree-Fock di non-equilibrio
Vogliamo ora calcolare cosa succede quando Bext 6= 0, cioe` nel caso di non-equilibrio, e determinare la correzione
di scambio alla suscettivita` di pseudospin. Seguiremo quindi Polini et al. [40]. Per q = 0 la risposta e` data da
transizioni verticali interbanda, di vettore d’onda k > kF. Le transizioni a k < kF sono bloccate dal principio
di esclusione di Pauli.
Sviluppando nˆ(k) al primo ordine nelle perturbazioni di B, si vede che solo le correzioni trasverse, δBT(k) ∝
zˆ× kˆ (con zˆ perpendicolare al piano del grafene), contribuiscono. Considerando le proprieta` di simmetria dello
pseudospin ri-orientato, per riflessione rispetto all’asse del campo pseudomagnetico, si trova che
δBT(k) = −[δBT,1 sin(ϕk)]zˆ × kˆ . (3.26)
Poniamo quindi uΛ = δBT,1(k)/Bext. Sostituiamo ora il risultato precedente nell’eq. (3.16), dopo aver
adimensionalizzato i vettori d’onda con kF e le energie con εF = vkF, e otteniamo quindi le equazioni auto-
consistenti:
uΛ = 1 +
∫ Λ
1
dx′ K(x, x′)uΛ(x′) , (3.27)
dove
K(x, x′) =
1
4
αee
V¯0(x, x′) + V¯2(x, x′)
1 + Σ¯Λ(x′)/x′
. (3.28)
Il grafico di uΛ e` nel pannello b) della fig. (3.2). La self-energia Σ¯Λ e` quella introdotta in eq. (3.20), mentre
i potenziali sono quelli di eq. (3.18), adimesionalizzati sempre con 2pie2/(kF). Consideriamo ora la variazione
di polarizzazione di pseudospin lungo la direzione del campo esterno:
δσx =
1
S
∑
k,α,β
σxαβδραβ(k) , (3.29)
che, dopo alcune manipolazioni, sottraendo il commutatore anomalo, ci permette di determinare il rapporto fra
A e il suo valore non-interagente A0 in termini di uΛ(x) e Σ¯Λ(x):
A
A0 = 1−
∫ Λ
1
dx
[
uΛ(x)
1 + Σ¯Λ(x)/x
− 1
]
. (3.30)
I grafici di A/A0, in funzione della densita` e per diversi valori di αee sono riportati in fig (3.3). Si vede
chiaramente che questa quantita` e` minore dell’unita`, quindi si ha una forte riduzione della frequenza di plasma
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Figura 3.4: Risposta di pseudospin ad un campo pseudomagnetico, Bext, applicato nella direzione xˆ: a) banda
di conduzione; b) banda di valenza. L’origine del comportamento e` da ricercare nel segno anomalo dell’accop-
piamento Zeeman degli pseudospin con il campo e nel bilanciamento tra minimizzazione dell’energia totale e
principio di esclusione di Pauli. Adattato dalla referenza [40].
e del peso di Drude. Tanto maggiore e` l’accoppiamento elettrone-elettrone, tanto piu` questo effetto e` evidente;
la soppressione e` maggiore quanto minore e` la densita`. Addirittura il rapporto A/A0 diventa negativo sotto
una certa densita` critica, dipendente dalla costante di struttura fine. Questo fenomeno potrebbe essere, da un
lato, un artefatto delle approssimazioni usate, dall’altro potrebbe avere un significato piu` profondo, e aprire la
strada ad una miglior comprensione delle conseguenze della chiralita` nel grafene.
Per spiegare il risultato, mostriamo in fig. (3.4) la risposta di pseudospin ad un campo pseudomagnetico
nella direzione xˆ. Si noti innanzitutto che gli pseudospin nella banda inferiore, pannello b), quando viene acceso
il campo, si orientano nella direzione opposta ad esso, mentre quelli della banda superiore, pannello a), hanno un
comportamento esattamente opposto. La spiegazione di questo fatto e` semplice, e si trova nel segno “anomalo”
dell’accoppiamento pseudo-Zeeman: nello stato fondamentale, quando il campo e` spento, gli pseudospin hanno
orientamento opposto rispetto a kˆ; quando il campo viene acceso, per minimizzare l’energia, essi si ri-orientano
allontanandosi dal campo stesso. Gli stati nella banda superiore invece, a causa del principio di Pauli, hanno
gli pseudospin orientati lungo kˆ, e non si trovano nel loro stato fondamentale. Quando il campo viene acceso,
essi rispondono orientandosi lungo il campo stesso.
Poiche` ci sono molte piu` particelle nella banda inferiore che in quella superiore, la risposta totale di pseu-
dospin e` negativa. Solo sottraendo il contributo non drogato si ottiene la quantita` positiva A. Da cio`, se gli
effetti a molti corpi aumentano la risposta totale di pseudospin, A dimuisce. Viceversa, se la risposta totale e`
soppressa da questi effetti, A aumenta.
In queste teoria le interazioni hanno effetto sul valore di A in due modi distinti:
• il contributo di scambio fa si che uΛ sia maggiore di uno, aumentando la risposta totale di pseudospin,
contribuendo quindi negativamente ad A;
• Σ¯Λ > 0 aumenta la separazione tra le bande di conduzione e di valenza, riducendo la risposta di pseudospin
e contribuendo positivamente ad A.
Dai calcoli fatti risulta che il primo contributo domina sul secondo. In effetti si ottiene una soppressione globale
di A, come abbiamo evidenziato anche commentando la fig. (3.3). Gli pseudospin, infatti, guadagnano energia
orientandosi tutti insieme nella stessa direzione, concorde o discorde alla direzione del campo pseudomagnetico,
a seconda della banda.
3.2 Doppio strato di grafene
Consideriamo ora il caso del doppio strato di grafene. Come tutti i sistemi a due strati, esso sara` sede di
due modi normali di oscillazione collettiva delle particelle: uno in fase ed uno fuori fase. Le dispersioni della
frequenza dei due plasmoni per grandi lunghezze d’onda, rispettivamente ω(IP )pl (q) e ω
(OP )
pl (q), sono diverse tra
loro: e` noto [11] che quella del plasmone in fase ha un andamento simile a quella di un gas bidimensionale
standard, cioe` ω(IP)pl (q) ∝
√
q, sebbene abbia un prefattore diverso.
64
3.2. DOPPIO STRATO DI GRAFENE
Il nostro obiettivo e` sviluppare, per il doppio strato di grafene all’interno del modello a due bande, una
teoria auto-consistente di tipo Hartree-Fock dipendente dal tempo (TDHF) che ci permetta di trovare, nel
caso di equilibrio (cioe` in assenza di potenziali esterni applicati) la rinormalizzazione della massa di banda
dell’elettrone [5]. Nel caso di non-equilibrio e nel limite dinamico, cioe` in presenza di un potenziale vettore
A isotropo nel limite ω → 0, la teoria ci permette di calcolare la risposta corrente-corrente e, da questa, la
frequenza del plasmone in fase e il suo peso di Drude, analogo di quanto fatto nella sezione precedente [48].
Vogliamo rimarcare come questi risultati siano totalmente nuovi.
Dobbiamo ora introdurre tutti gli strumenti che ci permetteranno di sviluppare una teoria TDHF della
risposta lineare per il doppio strato di grafene. Cominceremo innanzitutto derivando l’espressione dell’operatore
corrente: a differenza di quanto accade nel singolo strato, ed in analogia con il gas di elettroni parabolico
standard, esso non coincide con l’operatore di corrente paramagnetica, ma presenta un contributo dipendente
dal potenziale vettore applicato. Studieremo quindi la funzione di risposta lineare corrente-corrente totale,
mostrando come, nell’equazione del moto, compaia un contributo “diamagnetico” simile a ρ/m del 2DEG
standard [si veda l’eq. (2.14)]. Deriveremo, infine, un’equazione del moto per la risposta in corrente simile
all’eq. (2.56), in cui comparira un commutatore anomalo dovuto alla presenza di un mare infinito di stati ad
energia negativa, che dovra` essere trattato con cura.
Innanzitutto introduciamo l’interazione elettrone-elettrone che sara`, come sempre, quella Coulombiana non
relativistica. Ci limiteremo a considerare cio` che accade in prossimita` del punto di contatto delle bande per
singolo canale di spin e valle, re-introducendo solo alla fine la degenerazione gsgv = 4. Le particelle interagiscono
tra loro in maniera diversa a seconda che si trovino nello stesso strato o su strati diversi: tra le prime si ha
un’interazione Coulombiana bidimensionale standard, V (S)q = 2pie2/q, mentre le seconde sperimentano un
potenziale ridotto di un fattore e−qd, con d ' 3.35 A˚ (la distanza tra gli strati), cioe` V (D)q = V (S)q e−qd. Il
potenziale dell’interazione Coulombiana e` quindi un tensore a due indici: vαβq = V
(S)
q δαβ + V
(D)
q (1− δαβ) (qui
gli indici individuano lo strato). L’Hamiltoniana di interazione in seconda quantizzazione risulta quindi
Hˆint = 12S
∑
q 6=0
∑
k,k′
∑
α,β
vαβq ψˆ
†
k−q,αψˆ
†
k′+q,βψˆk′,βψˆk,α , (3.31)
dove S e` l’area del campione e ψˆ†k,α e ψˆk,α creano, rispettivamente, un elettrone o una buca di impulso k nello
strato α.
Introduciamo ora un parametro, f2, che misuri la forza delle interazioni nel doppio strato di grafene, esatta-
mente come abbiamo fatto nella sez. 1.2.1 per il singolo strato. Tale parametro deve essere proporzionale al rap-
porto fra l’energia potenziale e l’energia cinetica (medie) del liquido. Consideriamo innanzitutto il rapporto fra le
energie cinetiche al livello di Fermi del singolo e e del doppio strato, ed introduciamo η = εF/(vkF) = kF/(2mv).
Poiche` abbiamo gia` introdotto la costante d’accoppiamento f1 del singolo strato, la maniera piu` semplice per
definire f2 e`
f2 = gsgv
αee
η
, (3.32)
dove αee e` la costante di struttura fine del singolo strato, dipendente dal materiale che circonda il grafene. Si noti
che la costante d’accoppiamento, poiche` kF =
√
4piρ/(gsgv), dipende dalla densita` di particelle (f2 ∝ ρ−1/2).
Tutte le quantita` che calcoleremo saranno controllate dalla costante di accoppiamento f2, come accadeva per il
singolo strato con f1.
Vogliamo ora capire, in maniera formale, l’emergenza dei due modi plasmonici. Per far questo scriviamo
l’Hamiltoniana di interazione distinguendo due contributi, uno dovuto alla densita` e uno all’osservabile Υˆq [49].
I due operatori, nella base chirale, sono [si veda anche l’eq. (1.49)]
ρˆq =
∑
k,λ,λ′
cˆ†k−q,λDλλ′(k, q)cˆk,λ′ ,
Υˆq =
∑
k,λ,λ′
cˆ†k−q,λSzλλ′(k, q)cˆk,λ′ ,
(3.33)
dove
Dλλ′(k, q) = U†(k − q)U(k) , (3.34)
e
Szλλ′(k, q) = U†(k − q)σzU(k) . (3.35)
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Per q = 0, l’operatore densita` si riduce all’operatore di numero totale di particelle, mentre Υq=0 e` lo pseudospin
totale nella direzione zˆ. Con questa definizione l’Hamiltoniana (3.31) puo` essere riscritta come
Hˆint = 12S
∑
q
[
V+(q)ρˆqρˆ−q + V−(q)ΥˆqΥˆ−q
]
, (3.36)
cioe` disaccoppiando i termini della densita` di particelle e di pseudospin lungo zˆ. Si puo` mostrare che i due
operatori si comportano differentemente per inversione spaziale, l’operazione data da ϕk → pi − ϕk e dallo
scambio di strato, in particolare ρˆq e` invariante mentre Υˆq cambia segno. Possiamo quindi introdurre le
funzioni di risposta per le due osservabili, χρρ(q, ω) e χΥΥ(q, ω); si noti che quelle miste, χρΥ(q, ω) e χΥρ(q, ω),
sono identicamente nulle a causa del differente comportamento per inversione spaziale. I poli delle due funzioni
di risposta non nulle definiscono, rispettivamente, le frequenze dei plasmoni in fase e fuori fase.
Deriviamo ora l’espressione per l’operatore corrente totale e paramagnetica. Per far cio` consideriamo l’Ha-
miltoniana di un doppio strato di grafene con N elettroni non-interagenti, in presenza di un potenziale vettore
A(r, t), funzione, per ora, sia dello spazio che del tempo. Sottintenderemo, per semplicita` di notazione, la
dipendenza esplicita dal tempo nelle equazioni che seguiranno:
Hˆ(0) = 1
2m
N∑
i=1
{[
pˆi +
e
c
A(rˆi)
]
· σˆi
}
σxi
{
σˆi ·
[
pˆi +
e
c
A(rˆi)
]}
, (3.37)
Dove i e` l’indice di quasiparticella. Abbiamo scelto questa forma per l’Hamiltoniana del doppio strato di grafene
perche` essa rende piu` semplice la derivazione delle quantita` di nostro interesse. Calcoliamo quindi jˆ(r) come
derivata funzionale di Hˆ rispetto ad (e/c)A(r):
jˆ(r) ≡ c
e
δHˆ
δA(r)
=
1
2m
∑
i
{[piδ(r − ri) · σˆi] σˆxi σˆi + σˆiσˆxi [σˆi · δ(r − ri)pi]}
+
e
2mc
∑
i
δ(r − ri) {σˆiσˆxi [σˆi ·A(r)] + [A(r) · σˆi] σˆxi σˆi}
= jˆp(r) + jˆd(r) . (3.38)
Abbiamo diviso, nell’ultima riga dell’equazione precedente, il contributo paramagnetico all’operatore corrente
da quello diamagnetico. Si noti la forte somiglianza con il gas di elettroni bidimensionale convenzionale a
dispersione parabolica. Consideriamo innanzitutto jˆp(r): passando in trasformata di Fourier e in seconda
quantizzazione si ottiene
jˆxp,q =
1
m
∑
k,α,β
ψˆ†k−q,α
[(
k − q
2
)
· σαβ
]
ψˆk,β ,
jˆyp,q =
1
m
∑
k,α,β
ψˆ†k−q,α
{[(
k − q
2
)
× σαβ
]
· zˆ
}
ψˆk,β .
(3.39)
Consideriamo quindi jˆd(r). Usando le regole dell’algebra delle matrici di Pauli e passando in trasformata di
Fourier, possiamo riscrivere l’operatore di corrente diamagnetica come:
jˆxd =
e
mc
∑
q′
Aq′ · Sˆq−q′ ,
jˆyd =
e
mc
∑
q′
[Aq′ × Sˆq−q′ ] · zˆ ,
(3.40)
Dove Sˆq e` l’operatore di densita` di pseudospin a fissato impulso q, cioe`
Sˆiq =
∑
k,α,β
ψˆ†k−q,ασ
i
αβψˆk,β . (3.41)
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Si noti la particolarita` del doppio strato di grafene rispetto al 2DEG standard: non e` la densita` di particelle,
ma quella di pseudospin, ad accoppiarsi con il potenziale vettore a dare il contributo diamagnetico. Sommando
le espressioni (3.39) e (3.40) si ottiene l’operatore di corrente totale.
L’operatore di corrente paramagnetica, come definito nell’eq. (3.39), in assenza di un campo esterno appli-
cato, obbedisce ad un’equazione di continuita` formalmente identica a quella del 2DEG standard. Per verificare
questo basta considerare l’equazione del moto per l’operatore densita` ρˆq: esso commuta con l’interazione Cou-
lombiana non-relativistica e la sua evoluzione temporale e` generata dalla sola Hamiltoniana non-interagente.
Utilizzando le usuali regole di anti-commutazione degli operatori fermionici si ottiene
i∂tρˆq = [ρˆq, Hˆ] = q · jp,q . (3.42)
Passiamo ora a considerare la funzione di risposta corrente-corrente totale. Essa e` un tensore a due indici,
α e β, le cui componenti sono definite, come sappiamo, dal rapporto fra la media della α-esima componente
dell’operatore corrente e il potenziale vettore nella direzione β. Sfruttando la relazione esistente tra l’operatore
di corrente totale e paramagnetica, possiamo scrivere
χjαjβ (q, ω) = χjαp jβp (q, ω) +
1
m
(
Sx Sy
Sy −Sx
)
(3.43)
dove χjαjβ e χjαp jβp sono le funzione di risposta corrente-corrente, rispettivamente, totale e paramagnetica,
mentre il secondo termine al lato destro e` il contributo diamagnetico. Si noti, ancora una volta, come la densita`
di pseudospin sia la controparte, per il doppio strato di grafene, della densita` di particelle per il gas di elettroni
bidimensionale a dispersione parabolica. Nell’ottenere l’equazione precendente abbiamo assunto che il sistema
sia invariante per traslazione, ponendo q = q′ in eq. (3.40).
Ricordando la proprieta` del prodotto di Kubo enunciata in eq. (2.7), facendo uso della relazione (3.43) e
dell’eq. (2.15) per un sistema omogeneo e isotropo, si trova la seguente relazione fra le funzioni di risposta
lineari densita`-densita` e corrente-corrente:
χρρ(q, ω) =
q2
ω2
χ
(L)
jj (q, ω) +
1
S
q
ω2
· 〈[jˆp,q, ρˆ−q]〉 − 1
mω2
[(q2x − q2y)Sx + 2qxqySy] . (3.44)
Il secondo termine al lato destro dell’equazione precedente e` un commutatore anomalo analogo a quello incon-
trato nel singolo strato. Infatti, come vedremo tra poco, esso diverge per la presenza di un mare infinito di stati
ad energia negativa.
Vogliamo ora calcolare la dispersione del modo collettivo plasmonico in fase. Guardando l’eq. (3.36) si vede
che essa puo` essere determinata risolvendo l’equazione [6]:
1− V+(q)χ˜ρρ(q, ω) = 0 , (3.45)
dove χ˜ρρ(q, ω) e` la funzione di risposta propria densita`-densita`. Nel limite q → 0 possiamo trascurare la diffe-
renza fra questa e la funzione di risposta densita`-densita` causale, introdotta subito dopo l’eq. (3.36). Facciamo
notare che, se volessimo trovare la dispersione del plasmone fuori fase, dovremmo risolvere un’equazione analoga
alla precedente, sostituendo V+(q) con V−(q) e χ˜ρρ(q, ω) con χ˜ΥΥ(q, ω). Come nel caso del singolo strato, e`
possibile mostrare che nel limite uniforme e statico vale la relazione
lim
ω→0
lim
q→0
<e χρρ = q
2
ω2
A , (3.46)
dove A e` una costante dipendente dalla densita`. Guardando l’equazione del moto (3.44), si capisce che A e`
la funzione di risposta corrente-corrente (regolarizzata) longitudinale del doppio strato di grafene, uniforme e
nel limite statico. Come nel singolo strato, la regolarizzazione consistera` nel sottrarre alla funzione di risposta
corrente-corrente del sistema quella non-interagente del sistema non-drogato. La frequenza del plasmone ed il
peso di Drude sono ora definiti come
lim
q→0
ω2pl =
2pie2

Aq , (3.47)
e
D = pie2A . (3.48)
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Si puo` mostrare, con una teoria fenomenologica alla Landau, originariamente creata per descrivere i liquidi di
Fermi normali, che per un sistema non interagente vale A0 = εF/(2pi).
Dobbiamo quindi calcolare la funzione di risposta corrente-corrente longitudinale. Orientiamo l’asse delle
ascisse nella direzione del potenziale vettore, cioe` A = Axˆ, e consideriamo χjxjx(qxˆ, ω). Ci porremo, come
abbiamo fatto per il singolo strato di grafene, nel limite dinamico, per cui vq  ω  2εF, che equivale a
considerare la risposta ad un potenziale A uniforme (cioe` indipendente dal vettore d’onda q) e prendere poi il
limite ω → 0.
3.2.1 Calcolo del commutatore anomalo
Calcoliamo ora il contributo del commutatore anomalo all’eq. (3.44). Possiamo riscriverlo come
1
S
[
jˆxp,q, ρ−q
]
=
1
mS
∑
k,α,β
{
ψˆ†k−q,α [(k − q) · σαβ ] ψˆk−q,β − ψˆ†k,α (k · σαβ) ψˆk,β
}
+
q
2mS
∑
k,α,β
{
ψˆ†k−q,ασ
x
αβψˆk−q,β + ψˆ
†
k,ασ
x
αβψˆk,β
}
= C1(q) + C2(q) . (3.49)
Prendiamone ora la media sullo stato fondamentale esatto (interagente), cominciando con il secondo termine
C2(q). Si trova subito che
〈C2(q)〉 = q2mS
∑
k,α,β
σxαβ [ρβα(k − q) + ρβα(k)] , (3.50)
dove abbiamo definito la matrice densita` di pseudospin, 〈ψˆ†k,αψˆk′,β〉 = δk,k′ραβ(k), non supponendo altro se
non l’invarianza traslazionale del sistema. Considerando allora solo il primo ordine dello sviluppo per q → 0
dell’eq. (3.50) si ottiene
〈C2〉 = qS
x
m
, (3.51)
dove Sx e` la media sullo stato fondamentale dell’operatore di eq. (3.41) con q = 0, cioe`
Sx =
∑
k,α,β
σxαβρβα(k) . (3.52)
Si noti come il risultato ottenuto cancelli, per q orientato lungo xˆ, il terzo termine al lato destro dell’eq. (3.44).
Questo fatto e` generale, ossia accade anche quando q ha una direzione qualsiasi, ed e` analogo a quello che si
ottiene nel gas di elettroni bidimensionale convenzionale come conseguenza della “f-sum rule”. Nel nostro caso
compare tuttavia un termine aggiuntivo, C1(q).
Consideriamo quindi questo termine. Passando alla base chirale, tramite l’applicazione della matrice di eq.
(1.45), e prendendo la media sullo stato fondamentale non-interagente, otteniamo un risultato esatto al primo
ordine dello sviluppo nella costante di accoppiamento:
〈C1(q)〉 = 1
m
∑
k
[kx cos(2ϕk)− (kx − q) cos(2ϕk−q)]
+
1
m
∑
k
ky [sin(2ϕk)− sin(2ϕk−q)] , (3.53)
La scelta di valutare il termine C1(q) sullo stato fondamentale non-interagente, anziche` su quello interagente,
e` dovuto al fatto che, all’origine della divergenza, c’e` il mare infinito di elettroni nella banda inferiore e non
le loro mutue interazioni. Come nel caso del singolo strato, questo risultato e` esatto al primo ordine nella
costante d’accoppiamento. Questo ci basta, dal momento che anche la teoria autoconsistente Hartree-Fock che
svilupperemo sara` esatta allo stesso ordine.
Si noti che solo la banda inferiore contribuisce a questa parte del commutatore anomalo: la banda superiore,
poiche` ospita un numero finito di particelle, non da` alcun contributo divergente. Sviluppando al primo ordine
in q e introducendo un vettore d’onda di cut-off ultravioletto kmax, per regolarizzare il contributo del mare di
stati nella banda inferiore, otteniamo
〈C1(q)〉 = q εmax2pi , (3.54)
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dove εmax = k2max/(2m).
Sommando i risultati ottenuti nelle eq. (3.54) e (3.51) e sostituendo nell’eq. (3.44) si ottiene la relazione:
lim
q→0
χρρ(q, ω) =
q2
ω2
[
lim
q→0
χ
(L)
jj (q, ω) +
εmax
2pi
]
, (3.55)
Simile a quella ottenuta per il singolo strato di grafene. Come mostrato nell’app. D:
lim
ω→0
lim
q→0
χ
(0u,L)
jj (q, ω) = −
εmax
2pi
. (3.56)
Prendendo quindi il limite uniforme e statico (in questo ordine) dell’eq. (3.55) si ottiene allora
A = lim
ω→0
lim
q→0
<e
[
χ
(L)
jj (q, ω)− χ(0u,L)jj (q, ω)
]
, (3.57)
cioe` A e` la risposta corrente-corrente del sistema regolarizzata dalla sottrazione della risposta (dipendente dal
cut-off) della banda inferiore.
3.2.2 Teoria generale Hartree-Fock
Ci poniamo ora il problema di sviluppare una teoria auto-consistente TDHF allo scopo di approssimare la
funzione di risposta lineare corrente-corrente del sistema interagente nel limite dinamico. Per prima cosa,
applicando il teorema di Wick all’Hamiltoniana di eq. (3.31), la riduciamo ad un operatore che rappresenti
il potenziale di interazione della singola particella con se` stessa, mediata dalla presenza degli altri elettroni.
L’interazione siffatta contiene le fluttuazioni quantistiche ed e` esatta al primo ordine dello sviluppo nella costante
di accoppiamento:
Hˆint = − 1S
∑
k,k′
∑
α,β
vαβk−k′ρβα(k
′)ψˆ†k,αψˆ
†
k,β . (3.58)
In analogia con il caso non-interagente, scriviamo la matrice di densita` di pseudospin
ρβα(k) = f+(k)δαβ + f−(k)nˆ(k) · σβα , (3.59)
con f±(k) = (n
(0)
k,+ ± n(0)k,−)/2, dove n(0)k,± sono i fattori di occupazione di banda nell’approssimazione non-
interagente [ad esempio, per un grafene drogato n, n(0)k,+ = Θ(kF − k) e n(0)k,− = 1], e nˆ(k) e` il versore che indica
l’orientazione dello pseudospin di uno stato di impulso k. Stiamo assumendo che il campo esterno applicato al
sistema modifichi esclusivamente l’orientazione degli pseudospin: in sua assenza, infatti, si puo` dimostrare che
nˆ(k) = uˆ2(k).
Aggiungendo l’interazione in approssimazione Hartree-Fock all’Hamiltoniana di eq. (3.37) si ottiene
Hˆ(HF) =
∑
k,α,β
ψˆ†k,α [B0δαβ +B · σαβ ] ψˆk,β , (3.60)
dove abbiamo introdotto i campi pseudomagnetici:
B0(k) = −
∫
d2k
(2pi)2
f+(k′)V
(S)
k−k′ , (3.61)
e
B(k) =
k2
2m
uˆ2(k) +A
ek
mc
kˆ −
∫
d2k′
(2pi)2
f−(k′)V
(D)
k−k′nˆ(k
′) . (3.62)
Anche qui e` possibile mostrare che nˆ(k) = B(k)/|B(k)| e che l’Hamiltoniana totale in approssimazione Hartree-
Fock, una volta diagonalizzata, presenta due bande di energie ε±(k) = B0(k)±|B(k)|. Si noti che, questa volta,
non e` stata fatta nessuna regolarizzazione di B0(k).
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Figura 3.5: La parte dipendente dallo pseudospin della self-energia di Hartree-Fock per il doppio strato, come
funzione di k/kF e in unita` di vkF (questa quantita` ora non coincide con εF). Qui αee = 0.5, Λ = 10 e ξ = 10−2
(linea rossa tratteggiata) o ξ = 1 (linea continua blu). La riga verticale nera indica il punto k = kF. Si noti,
a differenza del singolo strato, l’andamento quadratico per k/kF → 0 e il cambio di concavita` per k/kF = 1.
Adattato dalla referenza [5].
3.2.3 Teoria Hartree-Fock di equilibrio
Studiamo innanzitutto il sistema in assenza di campo applicato, cioe` A = 0 nell’eq. (3.62), seguendo nuovamente
Borghi et al. [5]. Sviluppiamo allora i potenziali del doppio strato
V
(S/D)
k−k′ =
+∞∑
m=−∞
V (S/D)m (k, k
′)eim(ϕk−ϕk′ ) , (3.63)
con
V (S/D)m (k, k
′) =
∫ 2pi
0
dθ
2pi
e−imθV (S/D)k−k′ . (3.64)
Ancora una volta utilizzeremo l’approssimazione di Thomas-Fermi per i potenziali, per evitare gli artefatti della
teoria di campo medio, ponendo
V (S)(k) =
2pie2

1
ξkTF + k
, (3.65)
e V (D)(k) costruito di consequenza. Nel doppio strato (per spin e valle) kTF = e2m/ = tαee/(2v) quindi, una
volta riscalato con kF, sara` dipendente dalla densita`. ξ e` il solito numero puro che indica la forza dello schermo
delle interazioni.
Anche in questo caso e` possibile dimostrare che B(k) ∝ uˆ2(k), cioe` che il campo pseudomagnetico auto-
consistente e` allineato con quello di banda, esattamente come accade (con chiralita` J = 1) nel singolo strato.
Si trova infatti che
Beq(k) =
k2
2m
uˆ2(k)−
∫
d2k′
(2pi)2
f−(k′)V
(D)
k−k′uˆ2(k
′) . (3.66)
Sostituendo la decomposizione (3.64) nell’equazione (3.62) e procedendo all’integrazione in ϕk′ , possiamo
ottenere la self-energia di Hartree-Fock per il doppio strato
Σ(k) = −
∫ kmax
0
dk′
2pi
k′f−(k′)V
(D)
2 (k, k
′) , (3.67)
che differisce da quella del singolo strato, poiche` viene selezionato il momento secondo del potenziale, un effetto
da attribuire alla chiralita` J = 2, anziche` J = 1. Si noti come solo l’interazione inter-strato contribuisca e che
abbiamo introdotto il vettore d’onda di cut-off ultravioletto per evitare la divergenza.
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Figura 3.6: a) La massa rinormalizzata, m∗/m nello schema Hartree-Fock per il doppio strato, come funzione di
alphaee. Qui ξ = 10−2 e Λ = 10 (quadrati), 20 (cerchi), 50 (triangoli), 100 (esagoni). Si noti la forte soppressione
della massa efficace dovuta alle interazione elettrone-elettrone. b) m∗/m in funzione della densita` elettronica ρ,
in unita` di 1012 cm−2, per αee = 0.5 e ξ = 1 (cerchi), 10−2 (quadrati), 10−4 (triangoli). Adattato dalla referenza
[5].
Possiamo a questo punto riscalare tutti i vettori d’onda con kF e le energie con vkF (che non coincide piu`
con l’energia di Fermi). Ponendo kmax = ΛkF, otterremo il risultato
Σ¯Λ(x) ≡ Σ(k)
vkF
=
1
2
αee
∫ Λ
1
dx′ x′V¯ (D)2 (x, x
′) , (3.68)
dove abbiamo riscalato il potenziale con 2pie2/(kF). In fig. (3.5) si puo` vedere il grafico di Σ¯Λ(x) a fissata
costante di struttura fine, αee = 0.5, per Λ = 10 e due valori di ξ: ξ = 0.01 e ξ = 1. Si noti, nonostante la
somiglianza con il pannello a) della fig. (3.2), che Σ¯Λ(x)→ x2 per x→ 0 e che essa cambia concavita` per x = 1
(cioe` k = kF).
Vogliamo ora ricavare un’espressione semi-analitica per la massa rinormalizzata, m∗, per il doppio strato.
Per far cio`, consideriamo il potenziale riscalato
V¯ (D)m (x, x
′) =
∫ 2pi
0
dθ
2pi
e−imθ
1√
x2 + x′2 − 2xx′ cos(θ) exp
(
− d¯
Λ
√
x2 + x′2 − 2xx′ cos(θ)
)
, (3.69)
dove d¯ = dkmax ' 0.2, come abbiamo visto nella sez. 1.1.3. Possiamo quindi sviluppare l’esponenziale in serie
di d¯/Λ (per x, x′  Λ), ottenendo, per m ≥ 1
V¯ (D)m (x, x
′) =
[
1 +
1
2
(
d¯
Λ
)2
(x2 + x′2)
]
V¯m(x, x′)− 12xx
′
(
d¯
Λ
)2
[V¯m−1(x, x′) + V¯m+1(x, x′)] (3.70)
dove V¯m(x, x′) sono quelli di eq. (3.23). Sostituendo l’espressione precedente in eq. (3.68) per V¯
(D)
2 (x, x
′), si
ottiene, nel limite Λ→∞
Σ¯Λ(x) =
3
16
αeex
2 Λ− 1
Λ
− 1
32
αeex
2d¯2
Λ− 1
Λ2
. (3.71)
Si noti che il primo termine al lato destro dell’equazione precedente e` finito nel limite Λ → ∞ (sistema non
drogato), mentre il secondo va a zero. La massa rinormalizzata si ottiene da
kF
m∗
=
∂
∂k
[
k2
2m
+B0(k) + Σ(k)
]∣∣∣∣
k=kF
, (3.72)
da cui
m
m∗
= 1 +
1
4
t
vkF
∂ΓΛ(x)
∂x
∣∣∣∣
x=1
, (3.73)
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dove
ΓΛ(x) ≡ Σ¯Λ(x)− 2
∫ 1
0
dx′ x′V¯0(x, x′)−
∫ Λ
1
dx′ x′V¯0(x, x′) . (3.74)
Nella fig. (3.6), pannello a), si vede il grafico di m∗/m ottenuto numericamente da questa espressione,
ponendo ξ = 10−2 e sostituendo kTF → gsgvkTF, come funzione di αee per vari valori di Λ. In fig. (3.6),
pannello b), invece, si vede m∗/m come funzione della densita` e per vari valori di ξ. E´ facile ricavare la
relazione fra la densita` e Λ: sapendo che dkmax = 0.2 si ottiene kF = 0.2/(dΛ). Ricordando allora che, per
un doppio strato di grafene k2F = piρ (includendo la degenerazione di spin e valle gsgv = 4), si ottiene infine
ρ = 11.6/Λ× 1012 cm−2.
L’intervallo di densita` in cui e` possibile analizzare le quantita` del doppio strato all’interno di questo mo-
dello e` molto piu` ristretto rispetto al caso del singolo strato. Si confrontino, a questo proposito, l’estensione
dell’intervallo di densita` delle figg. (3.3) e (3.6). Questo fatto e` dovuto alla scelta del cut-off, dkmax ' 0.2, che
vincola la densita` ad assumere valori minori di 11.6 × 1012 cm−2, che e` raggiungibile solo ponendo Λ = 1. Ci
ricordiamo, tuttavia, che nella nostra teoria Λ  1. Nel grafico, dunque, non si deve dare troppo credito ai
dati vicini al valore massimo della densita`, che sono stati aggiunti solo per completezza, anche se e` noto che
nel doppio strato il vero cut-off non e` kmax ma l’energia di tunneling inter-strato t. Questo valore, infatti, e`
pari alla distanza tra due bande di conduzione o di valenza nel modello tight-binding completo, e rappresenta
l’energia di “breakdown” del modello a due bande.
3.2.4 Teoria Hartree-Fock di non-equilibrio
Ricaviamo ora il risultato originale di questo lavoro di tesi per il doppio strato di grafene. Consideriamo ora la
situazione in cui il potenziale esterno e` non nullo, A 6= 0, cioe` il caso di non equilibrio: gli pseudospin cambiano
orientazione a causa della presenza del potenziale vettore in maniera non banale. Per conoscere la direzione
punto per punto dello pseudospin, in seguito all’introduzione di A = Axˆ, consideriamo B(k), proporzionale al
versore nˆ(k). Poniamo B(k) = Beq(k) + δB(k), dove δB(k) e` la variazione di orientamento degli pseudospin:
si puo` vedere facilmente che solo la correzione “trasversa”, ∝ zˆ×uˆ2(k) (con zˆ perpendicolare ai fogli di grafene),
contribuisce all’integrale al lato destro di eq. (3.62).
Sostituendo δB(k) in eq. (3.62) si ottiene un’equazione auto-consistente per questa quantita`:
δB(k) = A
ek
mc
kˆ +
∫
d2k′
(2pi)2
f−(k′)V
(D)
k−k′
δBT (k′)
|Beq(k′)| zˆ × uˆ2(k
′) . (3.75)
Si vede che a δB(k) contribuiscono solo termini a chiralita` definita, J = 1 e J = 2. Questi termini hanno
una simmetria in comune tra loro, quella per riflessione rispetto all’asse xˆ. Possiamo allora supporre che la
componente trasversa di δB(k) sia della forma
δBT(k) = −δBT,1(k) sinϕk , (3.76)
che realizza proprio la simmetria cercata.
Come nel caso del singolo strato, ricaviamo le equazioni autoconsistenti adimensionali: poniamo quindi
uΛ = cδBT,1(k)/(eA), sostituiamo l’equazione precedente in eq. (3.62) e normalizziamo tutti i vettori d’onda
con kF e tutte le energie con vkF, ottenendo:
uΛ(x) = 2ηx+
∫ Λ
1
dx′K(x, x′)uΛ(x′) , (3.77)
dove ora
K(x, x′) =
1
4
αee
V¯
(D)
1 (x, x
′) + V¯ (D)3 (x, x
′)
ηx′ + Σ¯Λ(x′)/x′
, (3.78)
e i potenziali sono quelli di eq. (3.69).
Vogliamo ora ottenere la funzione di risposta corrente-corrente nel limite dinamico, per un potenziale omo-
geneo. Per far cio` valutiamo, innanzitutto, il contributo diamagnetico, cioe` il secondo termine al lato destro
dell’eq. (3.43). Nel nostro caso dobbiamo calcolare solo la densita` di pseudospin nella direzione xˆ, Sx:
Sx =
∑
k,α,β
σxαβραβ(k) . (3.79)
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Figura 3.7: Grafico di gΛ(x) come funzione di x = k/kF, per Λ = 10. I dati utilizzati in figura sono stati ottenuti
utilizzando il potenziale dell’intrazione Coulombiana interstato nuda, sviluppato al secondo ordine in d¯/Λ.
Ci ricordiamo che siamo interessati alla risposta in regime lineare: per questo motivo dobbiamo calcolare
Sx all’ordine zero in A, cioe` per A = 0. In tal caso la matrice densita` di pseudospin e` identica a quella del
sistema non-interagente, poiche` il campo esterno fa variare solo l’orientamento degli pseudospin, ed in particolare
nˆ(k) = uˆ2(k). Il risultato che si ottiene e`
Sx = 0 , (3.80)
come ci si puo` aspettare in un sistema non polarizzato. La funzione di risposta corrente-corrente totale, allora,
coincide esattamente con quella paramagnetica. Consideriamo ora la variazione di corrente paramagnetica lungo
xˆ, cioe`
δjxp =
1
mS
∑
k,α,β
(k · σαβ)δραβ . (3.81)
Dopo alcune semplici manipolazioni si ottiene l’equazione
A
A0 = 1−
∫ Λ
1
xdx
[
uΛ(x)
ηx+ Σ¯Λ(x)/x
− 2
]
. (3.82)
Il risultato ottenuto per la risposta corrente-corrente e` calcolabile numericamente in maniera diretta, ottenendo
un comportamento simile a quello di fig. (3.3). Tuttavia, visti i dubbi ancora irrisolti nel caso del singolo strato,
ci limitiamo a considerare uno sviluppo al primo ordine nella costante di accoppiamento αee/η, sufficiente per
gli scopi che ci prefiggiamo.
Espandiamo, quindi, innanzitutto i momenti del potenziale V¯ (D)m (x, x′) in potenze di d¯/Λ tramite la relazione
di eq. (3.70). Possiamo quindi introdurre la funzione fΛ(x), utile per i nostri scopi, dalla relazione
Σ¯Λ(x) =
1
2
αeefΛ(x) . (3.83)
Utilizzando quindi la definizione di Σ¯Λ(x) di eq. (3.68) e lo sviluppo appena citato dei momenti del potenziale
inter-strato, si puo` vedere che la funzione appena introdotta e`
fΛ(x) =
∫ Λ
1
dx′x′
[
1 +
1
2
(
d¯
Λ
)2
(x2 + x′2)
]
V¯2(x, x′)− 12x
∫ Λ
1
dx′x′2
(
d¯
Λ
)2
[V¯1(x, x′) + V¯3(x, x′)] . (3.84)
Analogamente, e` possibile sviluppare la relazione autoconsistente per uΛ(x) al primo ordine in αee. Per far
questo sostituiamo al posto di uΛ(x′), nell’integrale al lato destro di eq. (3.77), la sua espressione indipendente
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Figura 3.8: Coefficiente B(Λ) come funzione di a) Λ e b) della densita` di particelle. Si noti anche qui che,
come nel caso del singolo strato, la rinormalizzazione dovuta alle interazioni e` tanto piu` forte quanto minore e`
il drogaggio.
da αee, ossia poniamo uΛ(x′) = 2ηx′. Si ottiene quindi l’equazione semplificata
uΛ(x) = 2ηx+
1
2
αeegΛ(x) , (3.85)
con
gΛ(x) =
∫ Λ
1
dx′[V¯ (D)1 (x, x
′) + V¯ (D)3 (x, x
′)] . (3.86)
Anche qui, come nell’eq. (3.84) dobbiamo sostituire i momenti del potenziale sviluppati al secondo ordine in
d¯/Λ. Possiamo vedere in fig. (3.7) il grafico per gΛ(x) con Λ = 10.
Infine, possiamo sviluppare A/A0 al primo ordine in αee, ottenendo:
A
A0 = 1−
1
2
αee
η
B(Λ) , (3.87)
dove
B(Λ) =
∫ Λ
1
dx
[
gΛ(x)− 2fΛ(x)
x
]
. (3.88)
Il fattore due al lato destro dell’equazione precedente e` dovuto alla chiralita` J = 2 del doppio strato di grafene.
La funzione B(Λ) puo` essere valutata numericamente in maniera abbastanza semplice. Avendo scelto d¯ = 0.2,
si trova subito che η ' 1.31/Λ, dunque la quantita` dipende dalla densita`. In fig. (3.8) si puo` vedere il grafico di
B(Λ) come funzione di Λ e della densita`: la relazione fra queste due quantita` e` sempre ρ ' 11.6/Λ2×1012 cm−2.
Si noti come tutto il problema di eq. (3.87) sia controllato, giustamente, dalla costante di accoppiamento
αee/η dipendente dalla densita`, e come il rapporto A/A0 sia minore di uno. Ci aspettiamo che anche la frequenza
del plasmone in fase e il suo peso di Drude siano rinormalizzati dalle interazioni. A differenza del singolo strato,
inoltre, la costante d’accoppiamento f2 dipende anche dalla densita`, ed e` tanto piu` grande quanto minore e` il
drogaggio: la rinormalizzazione di A, dunque, sara` molto piu` evidente nel caso del doppio strato.
In fig. (3.9) si puo` vedere cosa accade quando il potenziale vettore A viene acceso: il sistema si comporta
come se fosse soggetto ad un “boost” nella direzione del potenziale stesso, xˆ. Gli pseudospin ruotano, come
se fossero soggetti ad un campo a chiralita` definita, J = 1, il secondo termine al lato destro dell’eq. (3.62).
Anche in questo caso il comportamento della banda inferiore e` opposto a quello della banda superiore e la
spiegazione puo` essere trovata nel segno dell’accoppiamento del potenziale vettore con lo pseudospin e nella
competizione fra la minimizzazione dell’energia totale del sistema ed il principio di esclusione di Pauli. Allo
stato fondamentale, a campo nullo, gli pseudospin della banda inferiore sono orientati, per minimizzare l’energia,
in senso opposto ad uˆ2(k), mentre quelli della banda superiore, a causa del principio di esclusione di Pauli, sono
orientati lungo questa direzione. Quando il campo viene acceso, i primi si orientano in senso opposto al campo
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Figura 3.9: Ri-orientamento degli pseudospin in presenza di un potenziale vettore, A, nella direzione xˆ: a)
banda di conduzione; b) banda di valenza. L’origine del comportamento e` da ricercare nel segno e nella chiralita`
definita, J = 1, dell’accoppiamento dello pseudospin con il potenziale A e nel bilanciamento tra minimizzazione
dell’energia totale e principio di esclusione di Pauli.
campo di chiralita` J = 1, mentre i secondi lo seguono, esattamente come accadeva nel singolo strato di grafene.
Il ri-orientamento degli pseudospin genera una corrente di particelle.
Poiche` kmax  kF, la risposta corrente-corrente della banda inferiore (negativa) domina su quella della banda
superiore (positiva). Solo sottraendo il contributo non-interagente della banda inferiore si ottiene la quantita`
positiva A. Il comportamento di A rispetto agli effetti a molti corpi e` lo stesso del singolo strato: se questi
aumentano la risposta corrente-corrente totale, A dimuisce, se invece la sopprimono, A aumenta. Anche in
questa teoria le interazioni hanno effetto sul valore di A in due modi distinti:
• il contributo di scambio, integrale al lato destro di eq. (3.85), fa si che uΛ sia maggiore di uno, facendo
diminuire A;
• Σ¯Λ > 0, invece, contribuisce positivamente ad A.
Ancora un volta, il primo contributo domina sul secondo: si ottiene quindi una rinormalizzazione globale di A,
ancora piu` forte per la dipendenza della costante d’accoppiamento dalla densita` dei portatori.
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Conclusioni
In questo lavoro di tesi abbiamo studiato le funzioni di risposta corrente-corrente per il singolo e il doppio strato
di grafene. Esse regolano il comportamento del sistema in presenza di un potenziale vettore esterno.
Inizialmente abbiamo calcolato analiticamente le funzioni di risposta pseudospin-pseudospin lineari, longitu-
dinale e trasversa, di un sistema di fermioni di Dirac non massivi dotati di chiralita` J = 1 (il modello continuo
che descrive il singolo strato di grafene) non-interagenti. Queste sono direttamente proporzionali alle rispettive
funzioni di risposta corrente-corrente. Come ci si aspetta dunque, a causa dell’equazione di continuita` che lega
l’operatore densita` all’operatore corrente longitudinale, la funzione di risposta pseudospin-pseudospin longitu-
dinale e` quasi completamente determinata da quella densita`-densita`. Fa eccezione il termine dipendente dalla
scelta del cut-off, puramente reale, che deve essere trattato con molta cura. Nel calcolo della funzione trasversa,
invece, non e` possibile avvalersi di scorciatoie.
La conoscenza delle funzioni di risposta non interagenti ci ha permesso di:
1. ritrovare l’espressione per la parte reale della conduttivita` ottica universale, che presenta, nel caso di
grafene drogato, una soglia per ω = 2εF. Al di sotto della soglia essa e` nulla, mentre al di sopra e` costante
e identica al caso non drogato;
2. ricalcolare la frequenza del modo collettivo plasmonico. Abbiamo visto che l’ordine dominante della
sua dispersione (∝ √q, con q il modulo del vettore d’onda) assomiglia a quella del plasmone nel gas di
elettroni bidimensionale a banda parabolica. Fa eccezione il prefattore, che e` “non-classico” e dipende
da h¯. Abbiamo quindi ricalcolato la prima correzione all’ordine dominante mostrando che il suo segno
dipende dalla forza dell’accoppiamento elettrone-elettrone;
3. trovare la suscettivita` magnetica orbitale, mostrando come essa sia in perfetto accordo con i lavori prece-
denti di McClure, Safran e di Salvo, Ando e Koshino ([17, 21, 22]). Seguendo McClure, abbiamo spiegato
l’origine del comportamento singolare della suscettivita` nel grafene, mostrando come la divergenza del caso
non drogato sia dovuta alla particolare struttura dei livelli di Landau, in particolare alla loro dipendenza
dal campo magnetico.
La funzione di risposta corrente-corrente trasversa non-interagente costituisce inoltre il punto di partenza per
la costruzione di funzioni di risposta approssimate, che tengano conto delle interazioni elettrone-elettrone. Per
esempio, all’interno dell’approssimazione “Random Phase” (RPA) la funzione di risposta pseudospin-pseudospin
del sistema interagente puo` essere scritta come
χσxσx(q, ω) =
χ
(0)
σxσx(q, ω)
1− vqχ(0)σxσx(q, ω)
. (3.89)
Un’altra possibilita` e` sviluppare una teoria perturbativa della funzione di risposta, tramite diagrammi di Feyn-
man [6]. In questo caso si ottiene una serie infinita di correzioni, che si puo` troncare all’ordine voluto. Valutare
i diagrammi di Feynman oltre il primo ordine, tuttavia, e` un’operazione estremamente difficoltosa. La funzione
di risposta trasversa approssimata, inoltre, e` utile in vista di future applicazioni di CDFT a fogli di grafene
drogato, in presenza di potenziali vettori dipendenti dal tempo e dallo spazio. Queste si presentano come la
naturale evoluzione della prima parte di questa tesi.
Ci siamo quindi occupati delle eccitazioni collettive nel doppio strato di grafene, trattato all’interno dell’ap-
prossimazione a due bande paraboliche. Esso si comporta come un sistema di fermioni di Dirac massivi, dotati di
chiralita` J = 2. Abbiamo studiato le correzioni a molti corpi alla dispersione del plasmone ed al peso di Drude nel
limite di grande lunghezza d’onda (che corrisponde a considerare un potenziale vettore uniforme) e di frequenza
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nulla. Per far cio` abbiamo considerato una teoria Hartree-Fock dipendente dal tempo (TDHF), che tenesse
conto dell’interazione di scambio fra gli elettroni, ottenendo un risultato esatto al primo ordine nella costante
d’accoppiamento dell’interazione Coulombiana. Abbiamo trovato una forte rinormalizzazione della funzione di
risposta corrente-corrente del doppio strato di grafene, dovuta all’interazione elettrone-elettrone. Di conseguen-
za, grazie all’equazione del moto che lega la funzione di risposta corrente-corrente a quella densita`-densita`, anche
la dispersione del plasmone ed il peso di Drude risultano fortemente rinormalizzati.
Nel gas di elettroni a dispersione parabolica, il modo collettivo plasmonico emerge come una sorta di bosone
di Goldstone dovuto alla rottura spontanea della simmetria per trasformazioni di Galileo. Infatti, sebbene l’Ha-
miltoniana sia invariante rispetto a questo gruppo di trasformazioni, il sistema ha una posizione e una velocita`
del centro di massa ben determinate. Applicando allora una trasformazione di Galileo, nel limite termodinami-
co, si produrrebbe una modifica infinita in un sistema infinitamente esteso. Non esiste quindi alcun operatore
che possa implementare questa trasformazione sugli stati del sistema e la simmetria risulta spontaneamente
rotta. La caratteristica delle interazioni elettrone-elettrone di essere a lungo raggio e` responsabile della parti-
colare dispersione del plasmone (costante in tre dimensioni, ∝ √q in due). Esse non intervengono tuttavia a
rinormalizzare la frequenza di plasma a grandi lunghezze d’onda, che e` “classica” ed e` prevista correttamente
anche dalla RPA. Il moto del centro di massa di un sistema invariante per trasformazioni di Galileo, infatti,
non e` affetto dalle interazioni (come accade anche nel teorema di Khon). Di conseguenza, il plasmone a q → 0,
che e` un moto collettivo rigido di tutti gli elettroni, non e` influenzato dagli effetti di scambio e di correlazione.
Nel grafene, invece, si ha un accoppiamento di tipo relativistico tra il grado di liberta` di pseudospin e quello
di momento, che provoca la rottura dell’invarianza per trasformazioni di Galileo. Lo spazio reciproco, infatti,
e` interamente coperto da una “texture” di pseudospin orientati con chiralita` J = 2; quando il cerchio di Fermi
si sposta per effetto di un “boost” dell’impulso, l’orientazione degli pseudospin cambia, rispetto al centro del
cerchio degli stati occupati. Questo e` il segno della rottura dell’invarianza per il gruppo di Galileo. In presenza
di un modo plasmonico, il cerchio di Fermi oscilla nello spazio reciproco sotto l’effetto del campo elettrostatico
auto-indotto. Anche gli pseudospin, dunque, compiono un moto oscillatorio (rispetto al centro del cerchio
di Fermi), che influenza l’energia di scambio. La frequenza del plasmone e` allora fortemente rinormalizzata:
l’approssimazione RPA, che non tiene conto dello scambio ed e` valida esattamente (a grandi lunghezze d’onda)
solo in sistemi invarianti per il gruppo di Galileo, risulta inefficace per catturare gli effetti delle interazioni a
molti corpi. La rinormalizzazione, infine, risulta in una soppressione della funzione di risposta corrente-corrente,
a causa del segno dell’accoppiamento fra lo pseudospin ed il potenziale vettore.
Nella seconda parte di questo lavoro di tesi ci siamo quindi soffermati sul calcolo della correzione alla
frequenza di plasma ed al picco di Drude per piccoli valori della costante d’accoppiamento (e quindi della
costante di struttura fine del grafene, αee). L’evoluzione naturale e` capire cosa prevede la teoria TDHF da noi
sviluppata per valori reali di αee (calcolando in maniera completamente numerica le equazioni autoconsistenti)
e/o ad ordini superiori della teoria perturbativa nella costante d’accoppiamento elettrone-elettrone.
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Suscettivita` diamagnetica di Landau
Consideriamo un sistema bidimensionale di NT fermioni di Dirac non massivi, a temperatura T , in presenza di
un campo magnetico B perpendicolare al piano. I suoi livelli energetici e le rispettive degenerazioni (per spin,
valle e unita` di superficie) saranno dati da
εn,λ = λωc
√
n , NL =
1
2pi
eB
c
, (A.1)
dove ωc =
√
2v/`B , con `B =
√
c/eB la lunghezza magnetica. Sia, per spin e per valle, gc = NL/S e supponiamo
che lo spettro di energia sia limitato inferiormente (nella banda di valenza) da εmax < 0. Il granpotenziale di
questo sistema puo` essere scritto
F −NTµ = −KBT
∫ +∞
εmax
dε g(ε) ln
[
1 + e(µ−ε)/kBT
]
, (A.2)
dove µ e` il potenziale chimico e g(x) e` la densita` degli stati, cioe`
g(x) = gc
+∞∑
n=−∞
∑
λ=±1
δ (x− εn,λ) . (A.3)
Con due integrazioni per parti, otteniamo
F −NTµ = ln
[
1 + e(µ−ε)/kBT
] ∫ ε
εmax
dε′ g(ε′)
∣∣∣∣+∞
εmax
+
1
e(ε−µ)/kBT
∫ ε
εmax
dε′
∫ ε′
εmax
dε′′ g(ε′′)
∣∣∣∣∣
+∞
εmax
+
∫ +∞
εmax
dε φT (ε)
(
−∂f
∂ε
)
. (A.4)
I primi due termini al lato destro dell’equazione precedente sono nulli, f(ε) e` la distribuzione di Fermi-Dirac e,
dopo un semplice cambio dell’ordine di integrazione
φT (ε) = −
∫ ε
εmax
dx
∫ x
εmax
dy g(y) =
∫ ε
εmax
dx (x− ε) g(x) . (A.5)
Chiamando ora
N0 =
∫ 0
εmax
dx g(x) ,
E0 =
∫ 0
εmax
dx x g(x) , (A.6)
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cioe` il numero di elettroni e l’energia della banda inferiore, nel limite KBT << µ− εmax, si ottiene l’equazione
F = Nµ+ E0 +
∫ ∞
−∞
dε φ(ε)
(
−∂f
∂ε
)
, (A.7)
dove N e` il numero di elettroni in eccesso (o in difetto) rispetto al sistema non-drogato e
φ(ε) =
∫ ε
0
dx (x− ε)g(x) , (A.8)
Calcoliamo ora φ(ε). Definiamo m come l’intero piu` grande tale che
√
m ≤ |ε|/(vωc). All’integrale contribuira`
solo la banda superiore (inferiore) se ε > 0 (ε < 0), di conseguenza
φ(ε) = −gc
∞∑
n=0
∑
λ=±1
∫ ε
0
dx (ε− x)δ(x− λvωc
√
n)
= −gc
[
|ε|
2
+
m∑
n=1
(|ε| − vωc
√
n)
]
, (A.9)
dove il primo termine alla seconda riga dell’equazione precedente e` dovuto al fatto che stiamo integrando solo
sull’asse reale positivo, anziche` su tutta la retta. Il risultato per φ(ε) e`
φ(ε) = −gc
[(
m+
1
2
)
|ε| −
m∑
n=1
vωc
√
n
]
. (A.10)
Espandiamo ora φ(ε) per grandi ε. Utilizziamo la formula di Eulero-MacLaurin per espandere la sommatoria
m∑
n=1
√
n =
2
3
m3/2 +
1
2
m1/2 +
1
24
m−1/2 −R , (A.11)
dove R > 0 e` il resto della sommatoria (R ' 0.209). Nel limite di grande m (|ε| ≥ vωc) possiamo trascurare il
secondo termine al lato destro dell’equazione. Di conseguenza otteniamo
φ(ε) ' −gc
[
1
3
|ε|3
v2ω2c
+Rvωc
]
. (A.12)
Il primo termine e` indipendente dal campo magnetico (poiche` gc ∝ B e ωc ∝ B1/2), ed e` esattamente il valore
che avrebbe φ(ε) in assenza di campo magnetico. Il secondo termine, invece, una volta integrato, cancella la
parte di E0 che dipende quadraticamente dal campo (l’unica che ci interessa, dato che in seguito deriveremo
l’espressione due volte rispetto a B).
Possiamo ora considerare il valore di ∆(F −Nµ), cioe` la variazione rispetto al caso a campo magnetico nullo.
Allora la parte indipendente dal campo di E0 scompare. Includendo cio` che resta nell’integrale si ottiene
∆(F −Nµ) = gc
∫ +∞
−∞
dε
(
−∂f
∂
) [
φ(ε) +
1
3
|ε|3
v2ω2c
+Rvωc
]
. (A.13)
Il maggior contributo all’integrale si ha in un intorno di ε = 0. Valutando ∂f/∂ε proprio in questo punto e
chiamando I il resto dell’integrale (adimensionalizzato con vωc)
∆(F −Nµ) = gcv2ω2cI
sech2
(
µ
2kBT
)
4kBT
, (A.14)
dove
I =
∫ +∞
−∞
dx
m(x)∑
n=1
√
n−
(
m(x) +
1
2
)
+
1
3
|x|3 +R
 , (A.15)
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ed m(x) = [x2] (la parte intera di x2). Sostituendo ora i valori di ωc e gc e derivando due volte rispetto a B
avremo
χorb = − I2pi
e2v2
c2
sech2
(
µ
2kBT
)
kBT
, (A.16)
Dove sech(x) = 1/cosh(x). Facciamo quindi il limite T → 0: la funzione al lato destro e` una δ(εF), dato che
µ → εF. Determiniamo il suo prefattore considerando l’integrale della funzione su tutto l’asse reale (qui di
seguito α = 2kBT > 0)
2
∫ +∞
−∞
dx
sech2(x/α)
α
= 4
∫ +∞
0
dx sech2(x) = 4 , (A.17)
poiche` sech(x) = 1/cosh(x). Reintroducendo la degenerazione di spin e valle e i fattori h¯, otteniamo
χorb = −2I
pi
g
e2v2
c2
δ(εF) . (A.18)
Ora possiamo sostituire il valore di I ' 0.088, ottenendo per il prefattore un valore pari a 2I/pi ' 0.056, quindi
vicino a 1/(6pi) ' 0.053.
Attenzione: I e` un integrale fortemente oscillante, quindi l’integrazione numerica e` tutt’altro che semplice.
L’integrando pero` e` parecchio smorzato, quindi si puo` prenderne l’integrale su un segmento attorno all’origine
ed ottenere comunque un buon risultato.
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Appendice B
Funzione spettrale e funzione di Green
Una descrizione formalmente rigorosa delle proprieta` di singola particella di un sistema a molti corpi puo` essere
data in termini della funzione spettrale. A temperatura zero e` possibile effettuare la seguente costruzione.
Cominciamo considerando un sistema di N particelle nello stato fondamentale, che denoteremo con |0, N〉, e
aggiungiamo uno stato di singola particella, |ψα〉. Possiamo fare questa operazione applicando l’operatore di
creazione a†α al ground state: il risultato e` una sovrapposizione di autostati esatti dell’hamiltoniana a N + 1
particelle, che puo` essere scritta
aˆ†α|0, N〉 =
∑
n
cαn,N+1|n,N + 1〉 . (B.1)
L’aggiunta di una particella, dunque, lascia il sistema in uno stato ad energia non definita. Possiamo comunque
porci il seguente problema: qual e` la probabilita` di trovare il sistema di N + 1 particelle all’energia εn,N+1
dell’n-esimo stato eccitato? Evidentemente questa e` data da
Pn,N+1 =
|cαn,N+1|2∑
n |cαn,N+1|2
, (B.2)
dove ∑
n
|cαn,N+1|2 = 1− nα (B.3)
e` la costante di normalizzazione. In sistemi estesi (nel limite termodinamico) gli autostati dell’Hamiltoniana
sono molto vicini nelo spazio delle energie e la domanda diventa: qual e` la probabilita` di trovare il sistema in
uno stato di energia compresa tra ε0,N + ω e ε0,N + (ω + dω). Dalle equazioni precedenti si puo` vedere che la
probabilita` e` A+(α, ω)dω, dove
A+(α, ω) =
∑
n
|〈n,N + 1|aˆ†α|0, N〉|2δ(ω − εn,N+1 + ε0,N ) . (B.4)
La condizione di normalizzazione diventa∫ +∞
−∞
A+(α, ω)dω = 1− nα . (B.5)
In maniera completamente analoga possiamo definire la probabilita` che un sistema, a cui abbiamo rimosso
una particella dall’orbitale ψα, si trovi in uno stato di energia compresa fra ε0,N − ω e ε0,N − (ω + dω), come
A−(α, ω)dω, dove
A−(α, ω) =
∑
n
|〈n,N − 1|aˆα|0, N〉|2δ(ω − εn,N−1 + ε0,N ) . (B.6)
con la condizione di normalizzazione ∫ +∞
−∞
A−(α, ω)dω = nα . (B.7)
La funzione spettrale completa, A(α, ω) ≡ A+(α, ω)+A−(α, ω), rappresenta, fisicamente, la densita` di probabi-
lita` associata all’aumento o alla diminuzione dell’energia di un sistema di N particelle di una quantita` compresa
83
APPENDICE B. FUNZIONE SPETTRALE E FUNZIONE DI GREEN
fra ω e ω+ dω, aggiungendo o rimuovendo una singola particella nello stato |ψα〉. Come densita` di probabilita`,
A(α, ω) e` una quantita` positiva e normalizzata:∫ +∞
−∞
A(α, ω)dω = 1 . (B.8)
La funzione spettrale e` collegata alla parte immaginaria della funzione di Green ritardata. La relazione e`
A(α, ω) = − 1
pi
=m Grit(α, ω) , (B.9)
dove
Grit(α, ω) = −i
∫ ∞
0
〈[aˆα(t), aˆ†α(0)]〉eiωtdt , (B.10)
dove 〈. . .〉 indica il valore di aspettazione sullo stato fondamentale interagente e gli operatori sono in rappresen-
tazione di Heisemberg. La dimostrazione dell’eq. (B.9) si puo` ottenere facilmente espandendo il commutatore
al lato destro dell’eq. (B.10) su un set di autostati esatti.
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Appendice C
Risposta corrente-corrente trasversa
del singolo strato
Mostriamo ora i dettagli del calcolo analitico della funzione di risposta corrente-corrente trasversa del singolo
strato. Cominciamo con quella per il sistema non drogato, innanzitutto la parte immaginaria (partendo dalla
definizione di funzione di risposta). Attraverso le relazioni di dispersione di Kramers-Kro¨ing ricaviamo la parte
reale: dobbiamo pero` introdurre un vettore d’onda di cut-off che regolarizzi la divergenza della risposta della
banda inferiore. Tale divergenza e` dovuta alla presenza di un mare infinito di stati di energia negativa. Passeremo
quindi al calcolo della funzione di risposta corrente-corrente del sistema drogato sull’asse immaginario (dove
risulta piu` semplice), prolungando analiticamente il risultato all’asse reale.
C.1 Calcolo della risposta trasversa per grafene non drogato
C.1.1 Parte immaginaria
Nel limite non drogato e per ω > 0, la parte immaginaria della funzione di risposta trasversa e` data da
=m χ(0u)σxσx(qyˆ, ω) = −pi
∫
d2k
(2pi)2
δ (ω − vk − v|k + q|)
× 1− cos(ϕk+q + ϕk)
2
. (C.1)
Questa espressione puo` essere facilmente ottenuta dall’eq. (2.54) considerando solo il termine interbanda, corri-
spondente a λ = + and λ′ = − (poiche` ω > 0). Il termine che contiene il coseno, alla seconda linea di eq. (C.1),
puo` essere facilmente manipolato a dare
cos(ϕk+q + ϕk) =
k(1− 2 sin2 ϕk)− q sinϕk
|k + q| . (C.2)
Per un dato valore di ω la funzione delta nell’eq. (C.1) da` un contributo non nullo all’integrazione in k se e solo
se
ω − vk = v|k + q| , (C.3)
che puo` essere risolta in k, ottenendo
k =
ω2 − v2q2
2v(ω + vq sinϕk)
. (C.4)
Dopo la banale integrazione in k avremo
=m χ(0u)σxσx(qyˆ, ω) = −
ω2 − v2q2
16piv2
Θ(ω − vq)
∫ 2pi
0
dϕk
(ω sinϕk + vq)2
(ω + vq sinϕk)3
. (C.5)
85
APPENDICE C. RISPOSTA CORRENTE-CORRENTE TRASVERSA DEL SINGOLO STRATO
L’integrazione angolare puo` essere fatta facilmente nel piano complesso, dopo il cambio di variabile z = exp(iϕk).
Si trova quindi ∫ 2pi
0
dϕk
(sinϕk + vq/ω)2
(ω/vq + sinϕk)3
=
∮
C
dz
[(z − z1)(z − z2)]2
[(z − z+)(z − z−)]3 ,
dove C e` il cerchio di raggio unitario nel piano complesso e
z1,2 =
−ivq ±
√
ω2 − v2q2
ω
, (C.6)
z± = i
−ω ±
√
ω2 − v2q2
vq
. (C.7)
E´ facile vedere che z+z− = 1 e che |z+| < 1, che implica |z−| > 1. Calcolando il residuo in z+ (che [ un polo del
terzo ordine) si trova infine l’eq. (2.60).
C.1.2 Parte reale
Passiamo ora a calcolare <e χ(0u)σxσx(qyˆ, ω) usando le relazioni di dispersione di Kramers-Kro¨nig, cioe`
<e χ(0u)σxσx(qyˆ, ω) =
2
pi
P
∫ ∞
0
ω′dω′
=m χ(0u)σxσx(qxˆ, ω′)
ω′2 − ω2
= − 1
8piv2
lim
ωmax→∞
P
∫ ωmax
vq
ω′dω′
√
ω′2 − v2q2
ω′2 − ω2 . (C.8)
Cambiando variabile con t2 = ω′2 − v2q2 e definendo tmax =
√
ω2max − v2q2 si trova
<e χ(0u)σxσx(qyˆ, ω) = −
tmax
8piv2
+ (ω2 − v2q2)P
∫ ∞
0
dt
t2 − (ω2 − v2q2) , (C.9)
dove il primo termine al lato destro diverge nel limite ωmax →∞. Considerando che ωmax e` la massima energia
d’eccitazione (e quindi e` pari a due volte il cut-off εmax introdotto in precedenza), questo termine puo` essere
scritto
− tmax
8piv2
= − εmax
4piv2
√
1−
(
vq
2εmax
)2
. (C.10)
Nel limite εmax →∞ questo termine tende a −εmax/(4piv2). Il secondo integrale da`
P
∫ ∞
0
dt
t2 − (ω2 − v2q2) =
pi
2
Θ(vq − ω)√
v2q2 − ω2 . (C.11)
Sommando insieme questi due contributi si trova immediatamente il risultato finale di eq. (2.64).
C.2 Calcolo della risposta trasversa per grafene drogato
In questa appendice riportiamo alcuni dettagli sul calcolo analitico della funzione di risposta trasversa per un
sistema drogato. In questo caso, si rivela piu` conveniente svolgere il calcolo sull’asse immaginario delle frequenze,
cioe` sostituendo ω → iω in Eq. (2.54):
χ(0)σxσx(qyˆ, ω) =
1
S
∑
k,λ,λ′
n
(0)
k,λ′ − n(0)k+q,λ
iω + λ′vk − λv|k + q|
× 1 + λλ
′ cos (ϕk+q + ϕk)
2
. (C.12)
Sottraendo il contributo non drogato ed eseguendo semplici manipolazioni algebriche si trova
δχ(0)σxσx(qyˆ, ω) = J(q, ω) + J
∗(q, ω) , (C.13)
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dove
J(q, ω) =
1
4pi2
∫ kF
0
kdk
∫ 2pi
0
dϕkf(k, q, ω) (C.14)
con
f(k, q, ω) =
2vk sin2 ϕk + vq sinϕk − (iω + 2vk)
2v2kq sinϕk + ω2 + v2q2 − 2iωvk . (C.15)
Ancora una volta l’integrazione puo` essere fatta nel piano complesso, facendo il cambio di variabile z = exp (iϕk):
I(q, ω) =
1
4pi2
∫ 2pi
0
dϕkf(k, q, ω)
= − 1
8pi2v2kq
∮
C
dz
P (z)
z2(z − z+)(z − z−) ,
(C.16)
con P (z) = vk(z2 − 1)2 + ivqz(z2 − 1) + 2(iω + 2vk)z2,
z± =
−i[v2q2 − (iω)2 − 2iωvk]
2v2kq
±
√
v2q2 − (iω)2√(iω + 2vk)2 − v2q2
2v2kq
. (C.17)
E´ possibile mostrare che z+z− = −1 e che |z+| < 1. Calcolando il residuo in z = 0 (un polo del secondo ordine)
ed in z = z+ (un polo del primo ordine) e procedendo all’integrazione in k nell’eq. (C.14) si trova infine
J(q, ω) = −
√
v2q2 − (iω)2
16piv2
[
arcsin(Ω) + iΩ
√
Ω2 − 1
]
+
εF
4piv2
(iω)2
v2q2
(C.18)
dove Ω = (2εF + iω)/(vq). Usando questo risultato nell’eq. (C.13) e procedendo con una procedura standard di
continuazione analitica si trova il risultato mostrato in sez. 2.3.2.
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Appendice D
Risposta corrente-corrente
non-interagente del doppio strato
Calcoliamo ora, con una teoria fenomenologica alla Landau per i liquidi di Fermi, la risposta corrente-corrente
paramagnetica, χ(0u)jpjp(q, ω), della banda inferiore di un doppio strato di grafene in approssimazione di fermioni
di Dirac massivi non-interagenti. Ci limiteremo a considerare il limite dinamico, cioe` q → 0 e ω → 0 (in
quest’ordine), quello in cui viene studiata la rinormalizzazione della frequenza del plasmone e del peso di Drude.
Dimostriamo che la risposta della banda inferiore e` non solo non-nulla ma anche divergente, per via dell’esistenza
di un mare di stati ad energia negativa. La regolarizzeremo tramite l’introduzione di un vettore d’onda di cut-off
kmax e otterremo il risultato
χ
(0u)
jpjp
= −εmax
2pi
, (D.1)
dove εmax = k2max/(2m). Essa risulta uguale ed opposta al contributo del commutatore anomalo, con il quale si
cancella a dare una risposta densita`-densita` finita.
Consideriamo quindi l’Hamiltoniana non interagente. Se A e` un campo omogeneo (indipendente da r), e
tale che A = Axˆ risulta, al primo ordine in A:
H
(A)
0 = H0 +
e
mc
∑
i
(σˆi · pi)A = H0 +
∑
k,α,β
ψˆ†k,α
[
A
ek
mc
kˆ · σαβ
]
ψˆk,β , (D.2)
DoveH0 e` l’hamiltoniana del sistema di fermioni di Dirac massivi in assenza di potenziale vettore. Dall’equazione
precedente si ricava immediatamente che l’operatore corrente paramagnetica puo` essere scritto:
jxp =
∑
k
k · σ
m
. (D.3)
Introducendo un campo A gli spin ruotano di un angolo δθk come se fossero soggetti ad un campo di chiralita`
J = 1, quindi
δjx = −
∑
k
k
m
sinϕkδϕk . (D.4)
E´ facile vedere che
δϕk
ek
mc
A
=
sinϕk
k2
2m
, (D.5)
da cui
δϕk = 2
eA
kc
sinϕk , (D.6)
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Sostituendo ora questo risultato in eq. (D.4), si ottiene
δjx = −
∫ kmax
0
kdk
2pi
2
eA
kc
k
m
∫ 2pi
0
dϕk
2pi
sin2 ϕk = −εmax2pi
e
c
A . (D.7)
Infine, considerando il rapporto fra la variazione di corrente jx e il campo che l’ha generata (e/c)A si ottiene
lim
ω→0
lim
q→0
χ
(0u)
jpjp
(q, ω) = −εmax
2pi
(D.8)
esattamente il risultato cercato. Il sistema e` non-interagente: come mostrato nella sez. 3.2.4 non esiste una pola-
rizzazione di pseudospin lungo il piano. Di conseguenza, le funzioni di risposta corrente-corrente paramagnetica
e totale coincidono.
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