Abstract. We study the PBW-filtration on the highest weight representations V (λ) of the Lie algebras of type An and Cn. This filtration is induced by the standard degree filtration on U(n − ). In previous papers, the authors studied the filtration and the associated graded algebras and modules over the complex numbers. The aim of this paper is to present a proof of the results which holds over the integers and hence makes the whole construction available over any field.
Introduction
Let g be a simple complex Lie algebra, we fix a maximal torus h and a Borel subalgebra b = h ⊕ n + . Denote by R the set of roots and let P be the integral weight lattice. Corresponding to the choice of b, let R + be the set of positive roots and let P + be the monoid of dominant weights.
For λ ∈ P + let V (λ) be the finite dimensional irreducible representation of highest weight λ and denote by M (λ) the Verma module corresponding to the same highest weight. For a Lie algebra a denote by U(a) its enveloping algebra. Fix a highest weight vector m λ ∈ M (λ). The linear map
is an isomorphism of complex vector spaces. The degree filtration on U (n − ): U(n − ) 0 = C1, U(n − ) s = span{1, x 1 . . . x l : x i ∈ n − , l ≤ s} for s ≥ 1, induces via the isomorphism above a natural b-stable filtration on M (λ):
Set U(n − . This is obvious by the fact that the associated graded module M (λ) a = s≥0 M (λ) s /M (λ) s−1 is a free module over the associated graded algebra S(n − ) = grad U (n − ).
In contrast, the situation becomes rather complicated if one replaces M (λ) by its finite dimensional quotient V (λ). Again this module has an induced b-stable filtration V (λ) s = U(n − ) s v λ , called the Poincaré-Brikhoff-Wittfiltration, or, for short, just the PBW-filtration. The associated graded module V (λ) a = s≥0 V (λ) s /V (λ) s−1 is a U (b)-module as well as a S(n − )-module. A general closed formula for the q-character char q V (λ) := s≥0 char(V (λ) s /V (λ) s−1 )q s is not known, partial combinatorial answers can be found in [FFL1, FFL2] , more geometric interpretations can be found in [FF, FFL] . Another natural (and, at least in the general case, open) question is about the structure of V (λ) a as a cyclic S(n − )-module, generated by the image of the highest weight vector.
The aim of this paper is to present a proof of the results in [FFL1, FFL2] which holds over the integers and hence makes the whole construction available over any field. More precisely, for g of type A n or type C n we want
• to describe V a Z (λ) as a cyclic S Z (n − )-module, i.e. describe the ideal I Z (λ) ֒→ S Z (n − ) such that V a Z (λ) ≃ S Z (n − )/I Z (λ); • to find a basis of V a Z (λ), in particular, show that V a Z (λ) is torsion free;
• to get a (characteristic free) combinatorial graded character formula for V a Z (λ). As a last remark we would like to point out that one should not confuse the PBW-filtration (discussed in this paper) neither with the Brylinski-Kostant filtration [Br] (BK-filtration for short) on the weight spaces induced by a principle sl 2 -triple (e, h, f ), nor with the right Brylinski-Kostant filtration discussed in [HJ] . As an example, consider the case g of type B 2 and λ = ω 1 +2ω 2 . In the table below we list for some weights the Poincaré polynomial of the associated graded weight space. For the left and right BrylinskiKostant filtration, the polynomials have been taken from [HJ] , for the PBWfiltration the polynomials have been calculated using Theorem 7.3 (B 2 = C 2 ). Table 1 . Examples for the Poincaré polynomial of the associated graded weight spaces in V (λ), λ = ω 1 + 2ω 2 , g of type B 2 , enumeration as in [B] .
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The setup over the complex numbers: definitions and notation
Let g be a simple Lie algebra. We fix a Cartan subalgebra h and a Borel subalgebra b = h ⊕ n + . Let R + be the set of positive roots corresponding to the choice of b and let α i , ω i i = 1, . . . , n be the simple roots and the fundamental weights. The height ht(β) of a positive root is the sum of the coefficients of the expression of β as a sum of simple roots.
Let G be the simple, simply connected algebraic group such that Lie G = g. Fix a maximal torus T ⊂ G and a Borel subgroup B ⊃ T such that Lie B = h ⊕ n + and Lie T = h. Denote by N − the unipotent radical of the opposite Borel subgroup.
Let g = n + ⊕h⊕n − be the Cartan decomposition. Consider the increasing degree filtration on the universal enveloping algebra of U(n − ):
for example, U(n − ) 0 = C · 1, U(n − ) 1 = C · 1 + n − , and so on. The associated graded algebra is the symmetric algebra S(n − ) over n − . For a dominant integral weight λ let Ψ : G → GL(V (λ)) and ψ : g → End(V (λ)) be the corresponding irreducible representations. Fix a highest weight vector v λ . Since V (λ) = U(n − )v λ , the filtration in (1.1) induces an increasing filtration V (λ) s on V (λ):
Definition 1.1. We call this filtration the PBW-filtration of V (λ) and we denote the associated graded space by V a (λ).
Let n − s = ht(β)≥s n − β ⊆ n − be the Lie subalgebra formed by the root subspaces corresponding to roots of height at least s. In fact, n − s ⊂ n − is an ideal, and the associated graded algebra n −,a = s≥1 n − s /n − s+1 is an abelian Lie algebra. We make n −,a into a B-as well as a b-module by identifying the vector space n −,a with the quotient space g/b, which is a B-respectively b-module via the induced adjoint action ad : B → GL(g/b). Definition 1.2. Denote by g a the Lie algebra g a = b ⊕ n −,a , where n −,a is an abelian ideal in g a and b acts on n −,a via the induced adjoint action described above.
For a positive root β let U −β ⊂ G be the closed root subgroup corresponding to the root −β. Denote by x −β : G a,β → U −β a fixed isomorphism of the root subgroup with the additive group G a . We add the root as an index to indicate that this copy G a,β of the additive group is related to U −β .
The group N − admits a filtration by a sequence of normal subgroups: let
, then N −,a is a commutative unipotent group. We can identify N −,a naturally with the product β∈R + G a,β , viewed as a product of commuting additive groups. Here G a,β gets identified with the image of
. The Lie algebra of N −,a is n −,a . The action of B on n −,a can be lifted to an action on N −,a using the exponential map. To make this action more explicit, recall that for two linearly independent roots α, β we know by Chevalley's commutator formula: there exist complex numbers c i,j,α,β such that
for all s, t ∈ C. The product is taken over all pairs i, j ∈ Z >0 such that iα + jβ is a root and in order of increasing height of the occurring roots. We have for m = β∈R + x −β (u β ) ∈ N −,a and x α (t) ∈ B, u β , t ∈ C:
Definition 1.3. Denote by G a the semi-direct product G a ≃ B×N −,a , where N −,a is an abelian normal subgroup in G a and B acts on N −,a via the action described above.
The subspaces V (λ) s = U(n − ) s v λ are stable with respect to the B-and the b-action, so we get an induced action of B as well as of b on V a (λ). Since the application by an element f ∈ n − induces linear maps
is the zero map for f, f ′ ∈ n − . Hence we get an induced representation of the abelian Lie algebra n −,a and of its enveloping algebra S(n −,a ), the symmetric algebra over n −,a . Note that V a (λ) is a cyclic S(n −,a )-module:
The action of n −,a on V a (λ) is compatible with the B-action on V a (λ) and on n −,a : suppose b ∈ B, f ∈ n − and v ∈ V (λ) s , then
Proposition 1.4. V a (λ) is a g a -module, it is a cyclic S(n −,a )-module and a B-module. The B-action on S(n −,a ) is compatible with the B-action on
The action of U −β on V (λ) is given by:
and t ∈ C and we get an induced action of U −β on V a (λ) by
The action of the various U −β on V a (λ) commutes and hence we get a representation Ψ a : N −,a → GL(V a (λ)). This action is compatible with the B-action on V a (λ) and hence:
In analogy to the classical construction we define:
The Kostant lattice
Let G Z be a split and simple, simply connected algebraic group (see [J] ). We assume without loss of generality (G Z ) C = G. We fix a split maximal torus
Fix a Chevalley basis
where f β ∈ n − Z (respectively e β ∈ n + Z ) is an element of the root space g −β,Z (respectively g β,Z ), and h i ∈ h Z .
Let n − Z,s = ht(β)≥s n − β,Z be the Lie subalgebra formed by the root spaces corresponding to roots of height at least s. The Lie subalgebra n
is an ideal, and the associated graded algebra n
is an abelian Lie algebra. We make n −,a Z into a B Z -as well as a b Z -module by identifying the vector space n −,a Z with the quotient module g Z /b Z , which is a B Z -respectively b Z -module via the adjoint action.
via the induced adjoint action described above.
We write e 
Let now U Z (g) be the Kostant lattice in U (g), i.e. the subalgebra generated by the h i m and the divided powers e (m)
β . We identify U Z (g) with Dist(G Z ), the algebra of distributions or the hyperalgebra of G Z . We fix an enumeration of the positive roots {β 1 , . . . , β N }. Given an N -tuple m = (m 1 , . . . , m N ) of non-negative integers, we set
and given an n-tuple ℓ = (ℓ 1 , . . . , ℓ n ), set
The ordered monomials
, where m, k are N -tuples, ℓ is an n-tuple of natural numbers, form a Z-basis of U Z (g) as a free Z-module. The subalgebras U Z (n − ) and U Z (n + ) admit the ordered monomials
as bases. Let U Z (n − ) s be the Z-span of the monomials of degree at most s:
where the degree of f
is the sum m 1 + . . . + m ℓ . Since changing the ordering is commutative up to terms of smaller degree, the U Z (n − ) s define a filtration of the algebra U Z (n − ). By abuse of notation denote by S Z (n −,a ) the associated graded algebra. Note that n −,a Z ⊂ S Z (n −,a ). In fact, S Z (n −,a ) is a divided power analogue of the symmetric algebra over n −,a Z . This algebra can be described as the quotient of a polynomial algebra in infinitely many generators (the "symbols" f (m)
modulo the ideal J generated by the following identities:
So we have:
The isomorphism above sends the basis given by classes of the monomials in the symbols f
to the basis of S Z (n −,a ) given by the monomials
The natural map which sends a monomial to its class in the quotient:
is an isomorphism of free Z-modules. Recall that U Z (g) is naturally a B Zmodule and a U Z (b)-module via the adjoint action, and U Z (n − )U + Z (h + n + ) is a proper submodule. Via the identification above, we get an induced structure on U Z (n − ) as a B Z -module and a U Z (b)-module. The filtration of U Z (n − ) by the U Z (n − ) s is stable under this B Z -and U Z (b)-action and hence:
Lemma 2.2. The B Z -module structure and the U Z (b)-module structure on U Z (n − ) induce a B Z -module structure and a U Z (b)-module structure on S Z (n −,a ).
For a dominant integral weight λ = m 1 ω 1 +· · ·+m n ω n fix a highest weight vector v λ and let
We denote the associated graded space by
and we get an induced endomorphism ψ a (f
β ), and hence we get an induced representation of the abelian Lie algebra n −,a Z and of the algebra S Z (n −,a ).
The action of S Z (n −,a ) on V a Z (λ) is compatible with the B Z -action on S Z (n −,a ) and on V a (λ), so summarizing we have:
For a positive root β let U −β,Z ⊂ G Z be the closed root subgroup corresponding to the root −β. We denote by x −β : G a,Z,β → U −β,Z a fixed isomorphism of the root subgroup with the additive group G a,Z . We add the root as an index to indicate that this copy G a,Z,β of the additive group is supposed to be identified with U −β,Z .
As in the case before over the complex numbers, the group N − Z admits a filtration by a sequence of normal subgroups: set
, is a commutative group. We can identify N −,a Z naturally with the product β∈R + G a,Z,β , viewed as a product of commuting additive groups. Again, G a,Z,β gets identified with the image of
The action of U −β,Z on V Z (λ) is given by:
and we get an induced action of
The action of the various U −β,Z on V a Z (λ) commute and hence we get a representation
Since we started with a Chevalley basis, by [St] , §6, or [T] , §3.6, the coefficients in (1.2) are integral, so we get an action of
Here are some natural questions: • is the graded character of V a k (λ)) independent of the characteristic? • is V a Z (λ) torsion free? An explicit monomial basis for V a C (λ) has been constructed for G = SL n in [FFL1] and for G = Sp 2n in [FFL2] . Another natural question:
• is this basis of V a (λ) compatible with the lattice construction in this section? Or, to put it differently: is V a Z (λ) a free Z-module with basis {f (s) v λ | s ∈ S(λ)}? (For the notation see the next sections.) The aim of the next sections is to give an affirmative answer to these questions for G = SL n and G = Sp 2n .
3. Roots and relations in type A and C Let R + be the set of positive roots of sl n+1 . Let α i , ω i i = 1, . . . , n be the simple roots and the fundamental weights. All roots of sl n+1 are of the form α p + α p+1 + · · · + α q for some 1 ≤ p ≤ q ≤ n. In the following we denote such a root by α p,q , for example α i = α i,i .
Let now R + be the set of positive roots of sp 2n . Let α i , ω i i = 1, . . . , n be the simple roots and the fundamental weights. All positive roots of sp 2n can be divided into two groups:
We will use the following short versions
We recall the usual order on the alphabet J = {1, . . . , n, n − 1, . . . , 1} (3.1) 1 < 2 < . . . < n − 1 < n < n − 1 < . . . < 1.
Let g = n + ⊕ h ⊕ n − be the Cartan decomposition. By Lemma 2.2, the U Z (n + )-module structure on U Z (n − ) induces a U Z (n + )-module structure on S Z (n −,a ). We want to make this action more explicit for g of type A and C.
If α = β or if the root vectors commute, then
and (3.6) (ad e (k)
where the coefficients r a,b,c are integers.
The spanning property for SL n+1
We first recall the definition of a Dyck path in the SL n+1 -case: a) the first and last elements are simple roots. More precisely, β(0) = α i and β(k) = α j for some 1 ≤ i ≤ j ≤ n; b) the elements in between obey the following recursion rule: If β(s) = α p,q then the next element in the sequence is of the form either β(s + 1) = α p,q+1 or β(s + 1) = α p+1,q .
Example 4.2. Here is an example for a Dyck path for sl 6 :
For a multi-exponent s = {s β } β>0 , s β ∈ Z ≥0 , let f (s) be the element
where β(0) = α i and β(k) = α j .
The space V a Z (λ) is endowed with the structure of a cyclic
The strategy is as follows: f
In addition we have the operators e (m) α acting on V a Z (λ). We note that I Z (λ) is stable with respect to the induced action of the e (m) α on S Z (n −,a ) (Lemma 2.2). By applying the operators e
, we obtain new relations. We prove that these relations are enough to rewrite any vector f (t) v λ as an integral linear combination of f (s) v λ with s ∈ S(λ).
By the degree deg s of a multi-exponent we mean the degree of the corresponding monomial in S Z (n −,a ), i.e. deg s = s i,j . We are going to define an order on the monomials in S Z (n −,a ). To begin with, we define a total order on the f i,j , 1 ≤ i ≤ j ≤ n. We say that
We use a sort of associated homogeneous lexicographic ordering on the set of multi-exponents, i.e. for two multi-exponents s and t we write s ≻ t:
• if deg s > deg t, • if deg s = deg t and there exist 1 ≤ i 0 ≤ j 0 ≤ n such that s i 0 j 0 > t i 0 j 0 and for i > i 0 and (i = i 0 and j > j 0 ) we have s i,j = t i,j .
We use the "same" total order on the set of monomials, i.e. f (s) ≻ f (t) if and only if s ≻ t.
Proposition 4.4. Let p = (p(0), . . . , p(k)) be a Dyck path with p(0) = α i and p(k) = α j . Let s be a multi-exponent supported on p, i.e. s α = 0 for α / ∈ p. Assume further that
Then there exist some constants c t ∈ Z labeled by multi-exponents t such that
(t does not have to be supported on p).
Remark 4.5. We refer to (4.2) as a straightening law because it implies
Proof. We start with the case p(0) = α 1 and p(k) = α n (so, k = 2n − 2). This assumption is just for convenience. In the general case p starts with p(0) = α i , p(k) = α j and one would start with the relation f
∈ I Z (λ) below. So from now on we assume without loss of generality that p(0) = α 1 and p(k) = α n . In the following we use the differential operators ∂
In the following we use very often the following consequence: if a monomial f
, then for any sequence of positive roots α 1 , . . . , α s and any sequence of integers k 1 , . . . , k s ∈ Z >0 we have:
α i,j , and for i, j = 1, . . . , n set
We first consider the vector
By means of formula (4.3) we get:
1,2 . Summarizing, the vector (4.4) is equal to
To prove the proposition, we apply more differential operators to the monomial f Proof of the claim: In order to prove the claim we need to introduce some more notation. For j = 1, . . . , n − 1 set
To start an inductive procedure, we begin with A n−1 :
n,n . We proceed with the proof using decreasing induction. Since the induction procedure is quite involved and the initial step does not reflect the problems occurring in the procedure, we discuss for convenience the case A n−2 separately.
Consider A n−2 , we have:
n,n = 0, and
. . .
We need to control which divided powers f (ℓ) n−1,n can occur. Recall that s has support in p. If α n−1 ∈ p, then s n−1,n−1 = 0 and s n−1,• = s n−1,n , so f (s n−1,n ) n−1,n is the highest divided power occurring in the sum. Next suppose α n−1 ∈ p. This implies α j,n ∈ p unless j = n − 1 or n. Since s has support in p, this implies s •,n = s 1,n + . . . + s n−1,n + s n,n = s n−1,n + s n,n , and hence again the highest divided power of f n−1,n which can occur is f (s n−1,n ) n−1,n , and the coefficient is 1. So we can write (4.9)
For the inductive procedure we make the following assumption:
A j is a sum with integral coefficients of monomials of the form (4.10) f
having the following properties:
i) With respect to the homogeneous lexicographic ordering, all the multi-exponents of the summands, except one, are strictly smaller than s. ii) More precisely, there exists a pair (k 0 , ℓ 0 ) such that k 0 ≥ j + 1, s k 0 ℓ 0 > t k 0 ℓ 0 and s kℓ = t kℓ for all k > k 0 and all pairs (k 0 .ℓ) such that ℓ > ℓ 0 . iii) The only exception is the summand such that t ℓ,m = s ℓ,m for all ℓ ≥ j + 1 and all m, and in this case the coefficient is equal to 1.
The calculations above show that this assumption holds for A n−1 and A n−2 . We start now with the induction procedure and we consider
1,ℓ = 0 for ℓ < j, and for ℓ ≥ j we have ∂
for p ≤ q, and the result is 0 for p > q. 
We have to show that these summands satisfy again the conditions i )-iii ) above (but now for the index (j − 1)). If we start in (4.10) with a summand which is not the maximal summand, but such that i) and ii) hold for the index j, then the same holds obviously also for the index (j − 1) for all summands in (4.11) because the Y -part remains unchanged.
So it remains to investigate the summands of the form (4.11) obtained by applying ∂ (s j,• ) 1j−1 to the only summand in (4.10) satisfying iii).
To formalize the arguments used in the calculation for A n−2 we need the following notation. Let 1 ≤ k 1 ≤ k 2 ≤ · · · ≤ k n ≤ n be numbers defined by
For convenience we set k 0 = 1. Example 4.6. For p = (α 11 , α 12 , . . . , α 1n , α 2n , . . . , α n,n ) we have k i = n for all i = 1, . . . , n.
Since s is supported on p we have (4.12)
Suppose now that we have a summand of the form in (4.11) obtained by applying ∂ (s j,• ) 1j−1 to the only summand in (4.10) satisfying iii). Since the Y -part remains unchanged, this implies already t n,n = s n,n , . . . , t j+1,j+1 = s j+1,j+1 . Assume that we have already shown t j,n = s j,n , . . . , t j,ℓ 0 +1 = s j,ℓ 0 +1 , then we have to show that t j,ℓ 0 ≤ s j,ℓ 0 .
We consider five cases:
• ℓ 0 > k j . In this case the root α j,ℓ 0 is not in the support of p and hence s j,ℓ 0 = 0. Since 1,i , i > j, and hence t j,ℓ 0 = 0 = s j,ℓ 0 . is left to be transformed into a divided power of f j,ℓ 0 , so necessarily t j,ℓ 0 ≤ s j,ℓ 0 .
• k j−1 = ℓ 0 = k j . In this case s j,• = s j,ℓ 0 and thus the operator ∂
with q at most s j,ℓ 0 .
1,j−1 to the only summand in (4.10) satisfying iii), the assumption t j,n = s j,n , . . . , t j,ℓ 0 +1 = s j,ℓ 0 +1 implies that one has to apply ∂ 1,j−1 is left for transformations into a divided power of f j,ℓ 0 , and hence t j,ℓ 0 ≤ s j,ℓ 0 .
• ℓ 0 < k j−1 . In this case s j,ℓ 0 = 0 because the root is not in the support. Since t j,ℓ = s j,ℓ for ℓ > ℓ 0 and s j,ℓ = 0 for ℓ ≤ ℓ 0 (same reason as above) we obtain
But by assumption we know that ∂ (s j,ℓ ) 1,j−1 is needed to transform the power f
for all ℓ > ℓ 0 , so no divided power of ∂ 1,j−1 is left and thus t j,ℓ 0 = 0 = s j,ℓ 0 .
It follows that all summands except one satisfy the conditions i),ii) above. The only exception is the term where the divided powers of the operator ∂ (s j,• ) 1,j−1 are distributed as follows:
By construction, this term has coefficient 1 and satisfies the condition iii), which finishes the proof of the proposition.
Theorem 4.7. The elements f (s) v λ with s ∈ S(λ) span the module V a Z (λ).
Proof. The elements f (s) , s arbitrary multi-exponent, span S Z (n −,a ), so the elements
. We use now the equation (4.2) in Proposition 4.4 as a straightening algorithm to express f (s) v λ , s arbitrary, as a linear combination of elements f (t) v λ such that t ∈ S(λ).
Let λ = n i=1 m i ω i and suppose s / ∈ S(λ), then there exists a Dyck path
We define a new multi-exponent s ′ by setting
For the new multi-exponent s ′ we still have
We can now apply Proposition 4.4 to s ′ and conclude
where
. For a multiexponent t ′ occurring in the sum with c t ′ = 0 let the multi-exponent t and c t ∈ Z be such that .2)). Since we have a monomial order it follows:
The equation (4.13) provides an algorithm to express
as a sum of elements of the desired form: if some of the t are not elements of S(λ), then we can repeat the procedure and express the f (t) in S Z (n −,a )/I Z (λ) as a sum of f (r) with r ≺ t. For the chosen ordering any strictly decreasing sequence of multi-exponents (all of the same total degree) is finite, so after a finite number of steps one obtains an expression of the form f (s) = c r f (r) in S Z (n −,a )/I Z (λ) such that r ∈ S(λ) for all r.
The main theorem for SL n+1
Theorem 5.1. The elements {f (s) v λ | s ∈ S(λ)} form a basis for the module V a Z (λ) and the ideal I Z (λ) is generated by the subspace
As an immediate consequence we see:
is a free Z-module. ii) For every s ∈ S(λ) fix a total order on the set of positive roots and denote by abuse of notation by f (s) ∈ U Z (n − ) also the corresponding product of divided powers. The {f (s) v λ | s ∈ S(λ)} form a basis for the module V Z (λ) and for all s < s ′ we have V Z (λ) s is a direct summand of V Z (λ) s ′ as a Z-module. iii) With the notation as above: let k be a field and denote by
the objects obtained by base change. The {f (s) v λ | s ∈ S(λ)} form a basis for the module V k (λ).
Proof. We know that the elements f (s) v λ , s ∈ S(λ), span V a Z (λ), see Theorem 4.7. By [FFL] , the number ♯S(λ) is equal to dim V (λ), which implies the linear independence. By lifting the elements to V Z (λ), we get a basis of V Z (λ) which is (by construction) compatible with the PBW-filtration: set
Let I ⊂ S Z (n −,a ) be the ideal generated by
by construction we know I ⊆ I Z (λ). But we also know that the relations in I are sufficient to rewrite every element in V a Z (λ) in terms of the basis elements f (s) v λ , s ∈ S(λ), which implies that the canonical surjective map
Symplectic Dyck paths
We recall the notion of the symplectic Dyck paths: a) the first root is simple, β(0) = α i for some 1 ≤ i ≤ n; b) the last root is either simple or the highest root of a symplectic subalgebra, more precisely β(k) = α j or β(k) = α jj for some i ≤ j ≤ n; c) the elements in between obey the following recursion rule: If β(s) = α p,q with p, q ∈ J (see (3.1)) then the next element in the sequence is of the form either β(s + 1) = α p,q+1 or β(s + 1) = α p+1,q , where x + 1 denotes the smallest element in J which is bigger than x.
Denote by D the set of all Dyck paths. For a dominant weight λ = n i=1 m i ω i let P (λ) ⊂ R n 2 ≥0 be the polytope (6.1)
and let S(λ) be the set of integral points in P (λ).
7. The spanning property for the symplectic Lie algebra
Our aim is to prove that the set f (s) v λ , s ∈ S(λ), forms a basis of V a Z (λ). As a first step we will prove that these elements span V a Z (λ). Lemma 7.1. Let λ = n i=1 m i ω i be the sp 2n -weight and let V Z (λ) ⊂ V (λ) be the corresponding lattice in the highest weight module with highest weight vector v λ . Then
Proof. The lemma follows immediately from the sl 2 -theory.
In the following we use the operators ∂
β ) = 0 if α = β or if the root vectors commute, and if α, γ, β = α + γ are positive roots spanning a subsystem of type A 2 , then
If α, γ, α + γ, α + 2γ span a subrootsystem of type B 2 = C 2 , then
with the coefficients c a,b,c chosen such that ∂
Note that all the operators are such that ∂
γ ) (see (3.2)-(3.7)). In the following we sometimes use the equality α i,n = α i,n .
Lemma 7.2. The only non-trivial vectors of the form ∂ β f α , α, β > 0 are as follows: Here all circles correspond to the positive roots of the root system of type C 5 in the following way: in the upper row we have from left to right α 1,1 , . . . , α 1,5 , α 1,4 , . . . , α 1,1 , in the second row we have from left to right α 2,2 , . . . , α 2,5 , α 2,4 , . . . , α 2,2 , and the last line corresponds to the root α 5,5 . Now let us take the root α 1,3 (which corresponds to the fat circle). Then all roots that can be obtained by applying the operators ∂ β are depicted as filled small circles.
There exists an order " ≻ mon " on the ring S Z (n −,a ) such that for any s ∈ S(λ) there exists a homogeneous expression (a straightening law) of the form
Remark 7.4. In the following we refer to (7.11) as a straightening law for S Z (n −,a ) with respect to the ideal I Z (λ). Such a straightening law implies that in the quotient ring S Z (n −,a )/I Z (λ) we can express f (s) as a linear combination of monomials which are smaller in the order, but of the same total degree since the expression in (7.11) is homogeneous.
First we show that ii) implies i):
Proof.
[ii) ⇒i)] The elements in R obviously annihilate v λ ∈ V a Z (λ), and so do the elements of U Z (n + ) • R, and hence so do the elements of the ideal I generated by U Z (n + ) • R. As a consequence we get a surjective map S(n − )/I → V a Z (λ). Suppose s ∈ S(λ). We know by ii) that f (s) = s≻mont c t f (t) in S Z (n −,a )/I. If any of the t with nonzero coefficient c t is not an element in S(λ), then we can again apply a straightening law and replace f (t) by a linear combination of smaller monomials. Since there are only a finite number of monomials of the same total degree, by repeating the procedure if necessary, after a finite number of steps we obtain an expression of f (s) in S Z (n −,a )/I as a linear combination of elements f (t) , t ∈ S(λ). It follows that {f (t) | t ∈ S(λ)} is a spanning set for S Z (n −,a )/I, and hence, by the surjection above, we get a spanning set {f (t) v λ | t ∈ S(λ)} for V a Z (λ). To prove the second part we need to define the total order. We start by defining a total order on the variables: (7.12) f 1,1 < f 1,2 < . . . < f 1,n−1 < f 1,n < f 1,n−1 < . . . < f 1,2 < f 1,1 < . . . < . . . < . . . < < f n−2,n−2 < f n−2,n−1 < f n−2,n < f n−2,n−1 < f n−2,n−2 < f n−1,n−1 < f n−1,n < f n−1,n−1 < f n,n , so, given an element f x,y , the elements in the rows below and the elements on the right side in the same row are larger than f x,y .
Remark 7.5. If we omit in (7.12) above the elements f i,j , i = 1, . . . , n, i ≤ j ≤ n − 1, then we have the order in the case g = sl n .
We use the same notation for the induced homogeneous lexicographic ordering on the monomials. Note that this monomial order > is not the order ≻ mon we define now. Let Definition 7.6. For two monomials f (s) and f (t) we say f (s) ≻ mon f (t) if a) the total degree of f (s) is bigger than the total degree of f (t) ; b) both have the same total degree but d(s) < d(t); c) both have the same total degree, d(s) = d(t), but f (s) > f (t) .
In other words: if both have the same total degree, this definition says that f (s) is greater than f (t) if d(s) is smaller than d(t), or d(s) = d(t) but f (s) > f (t) with respect to the homogeneous lexicographic ordering on S Z (n − ).
Remark 7.7. It is easy to check that "≻ mon " defines a "monomial ordering" in the following sense: if f (s) ≻ mon f (t) and f (m) = 1, then
By abuse of notation we use the same symbol also for the multi-exponents: we write s ≻ mon t if and only if f (s) ≻ mon f (t) . Proof of Theorem 7.3 ii). Let s be a multi-exponent violating some of the Dyck path conditions from the definition of S(λ). As in the proof of Theorem 4.7, it suffices to consider the case where s ∈ S(λ) and s is supported on a Dyck path p and s violates the Dyck path condition for S(λ) for this path p.
Suppose first that the Dyck path p is such that p(0) = α i , p(k) = α j for some 1 ≤ i ≤ j < n. In this case the Dyck path involves only roots which belong to the Lie subalgebra sl n ⊂ sp 2n , and we get a straightening law by the results in section 4. By (4.6) and Lemma 7.2, the application of the ∂-operators produces only summands such that d(s) = d(t) for any t occurring in the sum with a nonzero coefficient. Hence we can replace "≻" by "≻ mon " in (4.2), which finishes the proof of the theorem in this case. Now assume p(0) = α i,i and p(k) = α j,j for some j ≥ i. We include the case j = n by writing α n,n = α n,n . We proceed by induction on n. For n = 1 we have sp 2 = sl 2 , so we can refer to section 4. Now assume we have proved the existence of a straightening law for all symplectic algebras of rank strictly smaller than n. If i > 1, then the Dyck-path is also a Dyck-path for the symplectic subalgebra L ≃ sp 2n−2(i−1) generated by e α k,k , f α k,k , h α k,k , i ≤ k ≤ n. Let n + L , n − L etc. be defined by the intersection of n + , n − etc. with L and set λ L = n k=i m k ω k . It is now easy to see that the straightening law for f (s) viewed as an element in S Z (n −,a L ) with respect to I Z,L (λ L ) defines also a straightening law for f (s) viewed as an element in S Z (n −,a ) with respect to I Z (λ).
So from now on we fix p(0) = α 1 and p(k) = α i,i for some i ∈ {1, . . . , n}. 
