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Re´sume´
Le the´ore`me de Laman permet de caracte´riser la rigidite´ des syste`mes a` barres
en 2D. La rigidite´ structurelle est base´e sur une ge´ne´ralisation de ce the´ore`me.
Elle est ge´ne´ralement conside´re´e comme une bonne heuristique pour identifier
des sous-parties rigides dans les CSP ge´ome´triques (GCSP), mais peut en re´alite´
se tromper sur des sous-syste`mes tre`s simples car elle ne tient pas compte des
proprie´te´s ge´ome´triques ve´rifie´es par les objets. Hoffmann et al. ont propose´ en
1997 des algorithmes a` base de flots s’appuyant sur la caracte´risation par rigidite´
structurelle pour re´pondre aux principales questions lie´es au concept de rigidite´ :
de´terminer si un GCSP est rigide, identifier ses composantes rigide, sur-rigide et
sous-rigide, en minimiser la taille, etc.
La rigidite´ structurelle e´tendue, une nouvelle caracte´risation de la rigidite´, a e´te´
propose´e par Jermann et al. en 2002. Elle permet de prendre en compte les pro-
prie´te´s ge´ome´triques du GCSP e´tudie´ et s’ave`re ainsi plus fiable. Dans le pre´sent
article, nous pre´sentons des algorithmes qui re´pondent aux principales questions
lie´es a` la notion de rigidite´ en utilisant cette nouvelle caracte´risation. Plus pre´cise´-
ment, nous montrons que deux modifications de la fonction de distribution de flot
utilise´e dans les algorithmes de Hoffmann et al. permettent l’obtention d’une fa-
mille d’algorithmes base´s sur la rigidite´ structurelle e´tendue. Nous de´montrons la
correction et la comple´tude des nouveaux algorithmes et e´tudions leur complexite´
en pire cas.
1 Introduction
Les proble`mes ge´ome´triques apparaissent dans de nombreuses applications pra-
tiques : la CAO, la robotique et la biologie mole´culaire en sont trois exemples. Le para-
digme de la programmation par contraintes (PPC) consiste a` mode´liser les proble`mes
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de fac¸on de´clarative sous forme de proble`mes de satisfaction de contraintes (CSP) et a`
utiliser des outils ge´ne´riques pour re´soudre ces CSP. L’application de ce paradigme aux
proble`mes ge´ome´triques permet de les conside´rer comme des proble`mes de satisfaction
de contraintes ge´ome´triques (GCSP).
Dans un GCSP, les contraintes (distances, angles, incidences, ...) visent a` restreindre
les positions, orientations et dimensions que peuvent adopter des objets ge´ome´triques
(points, droites, plans, ...). La re´solution d’un GCSP permet donc de de´terminer des
positions, orientations et dimensions de tous les objets qui satisfont les contraintes. Ce-
pendant, des questions d’ordre qualitatif peuvent se poser avant de re´soudre un GCSP:
le syste`me mode´lise´ est-il de´formable? Si tel est le cas, quelles sont les de´formations
qu’il admet ? Admet-il des solutions, et sinon pourquoi ? Ces questions apparaissent
souvent dans les domaines que nous avons cite´s, ou` un concepteur agissant plus au
niveau ge´ome´trique qu’au niveau CSP, souhaite connaıˆtre a priori les proprie´te´s du
syste`me ge´ome´trique qu’il a mode´lise´.
On a alors recours au concept ge´ome´trique de rigidite´ et a` diffe´rentes caracte´ri-
sations de ce concept pour essayer de re´pondre a` ces questions. Intuitivement, les
sous-parties rigides d’un GCSP sont inde´formables, alors que ses sous-parties sous-
rigides (sous-de´termine´es) pre´sentent des de´formations et ses sous-parties sur-rigides
(sur-de´termine´es) fournissent des explications a` l’absence de solution globale.
Ces informations qualitatives sont e´galement souvent utilise´es de fac¸on implicite
ou explicite dans les re´solveurs de´die´s aux GCSP [Kra92; BFH+95; DMS98; LM98;
HLS01; JTNR00]. En particulier, les me´thodes de de´composition ge´ome´triques ont
pour but de produire des se´quences de sous-GCSP rigides pouvant eˆtre re´solus se´pare´ment
puis assemble´s. Elles ne´cessitent des algorithmes efficaces permettant d’identifier de
petits sous-GCSP rigides dont les solutions partielles peuvent eˆtre assemble´es pour
reconstituer une solution globale du GCSP initial.
Le concept de rigidite´ dispose donc d’un statut central dans l’analyse et la re´solu-
tion efficace de GCSP. La principale proble´matique est alors de concevoir des caracte´ri-
sations de ce concept qui soient suffisamment fiables et puissent donner naissance a` des
algorithmes efficaces re´pondant aux questions : un GCSP est-il rigide? Quelles sont ses
sous-parties rigide, sur-rigide et sous-rigide? Peut-on identifier de telles sous-parties de
taille minimale?
Les me´thodes de caracte´risation de rigidite´ peuvent eˆtre classe´es en deux cate´go-
ries : les approches a` base de re`gles [BFH+95; Kra92] utilisent un re´pertoire de formes
rigides connues qui ne peut couvrir tous les cas de figure, alors que les approches struc-
turelles [HLS97; LM98] utilisent des algorithmes de flots (ou de couplage maximum)
pour ve´rifier une proprie´te´ appele´e rigidite´ structurelle, base´e sur un compte des degre´s
de liberte´ dans le GCSP.
Les approches structurelles sont plus ge´ne´rales puisqu’elles peuvent eˆtre applique´es
a` toute classe de GCSP (tous types d’objets, tous types de contraintes). Cependant, la
rigidite´ structurelle n’est qu’une approximation de la rigidite´ dans le cas ge´ne´ral, c-a`-d.
qu’il existe des GCSP mal caracte´rise´s par cette proprie´te´. Plusieurs heuristiques sont
alors employe´es pour assister cette proprie´te´, mais aucune ne permet d’e´liminer tous
les cas d’erreur.
Dans [JNT02], nous avons propose´ une nouvelle caracte´risation de la rigidite´, ap-
pele´e rigidite´ structurelle e´tendue, qui subsume la rigidite´ structurelle, et correspond
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meˆme exactement a` la rigidite´ pour des GCSP exempts de contraintes redondantes.
Dans le pre´sent article, nous proposons de nouveaux algorithmes base´s sur notre
nouvelle caracte´risation de la rigidite´ pour re´pondre aux principales questions lie´es au
concept de rigidite´. Ces nouveaux algorithmes de´coulent de deux modifications princi-
pales dans la fonction de distribution de flots utilise´e par les algorithmes de Hoffmann
et al. [HLS97].
Apre`s les de´finitions donne´es en section 2, nous introduisons le principe de la ca-
racte´risation de la rigidite´ a` base de flots et pre´sentons brie`vement les algorithmes
propose´s par Hoffmann et al. (section 3). Finalement, nous pre´sentons les deux modifi-
cations que nous proposons dans la fonction Distribute et la famille d’algorithmes
qui en de´coule (section 4). Nous analysons les proprie´te´s de chacun des nouveaux al-
gorithmes propose´s: correction, comple´tude et complexite´.
2 De´finitions
Dans cette section sont e´nonce´es et explique´es les de´finitions ne´cessaires a` la com-
pre´hension de cet article.
2.1 Proble`me de satisfaction de contraintes ge´ome´triques
De´finition 1 GCSP
Un proble`me de satisfaction de contraintes ge´ome´triques (GCSP) S = (O,C) est
compose´ d’un ensemble O d’objets ge´ome´triques et d’un ensemble C de contraintes
ge´ome´triques.
S′ = (O′,C ′) est un sous-GCSP de S = (O,C), note´ S′ ⊂ S, ssi O′ ⊂ O et C ′ =
{c ∈ C|c ne porte que sur des objets dans O′}, c-a`-d. que S′ est induit par O′.
Les objets ge´ome´triques usuels sont les points, les droites et, en 3D, les plans. On
peut aussi conside´rer des objets ge´ome´triques plus complexes, tels que des cercles, des
coniques, des paralle´le´pipe`des, etc. Les parame`tres d’un objet ge´ome´trique de´finissent
sa position, son orientation et ses dimensions.
Les contraintes ge´ome´triques sont, par exemple, des distances, des angles, des inci-
dences, des paralle´lismes, des syme´tries, des alignements, etc. Les contraintes ont pour
effet de restreindre l’ensemble des positions, orientations et dimensions que peuvent
prendre les objets ge´ome´triques du GCSP.
Une solution d’un GCSP est la donne´e d’une position, d’une orientation et d’un jeu
de dimensions pour chaque objet ge´ome´trique de telle sorte que toutes les contraintes
ge´ome´triques soient satisfaites.
La figure 1-a pre´sente un GCSP en 2D constitue´ de 3 droites lie´es par 2 paralle´lis-
mes et deux distances droite-droite. La figure 1-b pre´sente un GCSP en 3D constitue´
d’une droite et de 5 points, lie´s par 4 incidences point-droite et 5 distances point-point.
Pour eˆtre re´solu, un GCSP est ge´ne´ralement transforme´ en un syste`me d’e´quations,
chaque objet e´tant repre´sente´ par des variables de´finissant sa position et son orientation,
et chaque contrainte devenant un sous-syste`me d’e´quations sur les variables des objets
qu’elle contraint.
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FIG. 1 – Deux exemples de GCSP
Hypothe`ses : Nous supposerons que les objets ge´ome´triques sont inde´formables (pas
de cercle a` rayon variable par exemple) et que les contraintes ne peuvent porter que sur
les positions et orientations relatives des objets (pas de fixation par rapport au repe`re
global par exemple). Ces limitations simplifient la de´finition des caracte´risations struc-
turelles de la rigidite´ et sont ne´cessaires aux me´thodes de re´solution de GCSP base´es
sur la rigidite´.
Sous ces hypothe`ses, une solution d’un GCSP est compose´e d’une position et d’une
orientation pour chacun de ses objets satisfaisant toutes ses contraintes.
2.2 Rigidite´
La rigidite´ d’un GCSP se de´finit a` partir des mouvements que celui-ci admet 1. On
distingue deux types de mouvements : les de´formations, qui ne pre´servent pas les posi-
tions et orientations relatives des objets, et les de´placements (rotations et translations)
qui les pre´servent. Intuitivement, un GCSP est rigide s’il n’admet aucune de´formation
et admet tous les de´placements de l’espace ge´ome´trique conside´re´ 2. Un GCSP qui ad-
met des de´formations est dit sous-rigide, alors qu’un GCSP n’admettant pas certains
de´placements, ou aucune solution, est dit sur-rigide. Des de´finitions plus formelles
peuvent eˆtre trouve´es dans [Jer02].
Dans l’exemple pre´sente´ en figure 1-b, le sous-GCSP CDF est rigide : un tri-
angle est inde´formable et admet tous les de´placements de l’espace ; AF est sous-rigide
puisque la droite A et le point F ne sont lie´s par aucune contrainte et peuvent donc
eˆtre de´place´s inde´pendamment l’un de l’autre ; le sous-GCSP ACDEF est quant a` lui
sur-rigide : il est ge´ne´riquement impossible de placer le point F a` l’intersection des 3
sphe`res (contraintes de distance) dont les centres C, D et E sont aligne´s.
2.3 Rigidite´ structurelle
La rigidite´ structurelle correspond a` une analyse des degre´s de liberte´ (DDL)
dans le GCSP. Intuitivement, un DDL repre´sente un mouvement inde´pendant dans le
1. En re´alite´, la rigidite´ et les mouvements se de´finissent au niveau de chaque solution d’un GCSP. Ce-
pendant, comme c’est ge´ne´ralement le cas en CAO, on conside`re la rigidite´ au niveau du GCSP comme
repre´sentant celle de toutes ses solutions car on souhaite ge´ne´ralement e´tudier des syste`mes non re´solus afin
d’en de´duire des proprie´te´s ge´ne´rales (c-a`-d., valables pour toute solution).
2. Cette seconde condition est toujours ve´rifie´e sous l’hypothe`se que nous avons pose´e sur les contraintes
ge´ome´triques.
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GCSP. Plus formellement :
De´finition 2 Degre´ de liberte´ (DDL)
- Objet o : DDL(o) est le nombre de variables inde´pendantes de´finissant la position et
l’orientation de o.
- Contrainte c : DDL(c) est le nombre d’e´quations inde´pendantes repre´sentant la con-
trainte c.
- GCSP S = (O,C) : DDL(S)=∑ODDL(o) -∑CDDL(c).
Le tableau ci dessous pre´sente le nombre de degre´s de liberte´ de quelques objets et
contraintes ge´ome´triques usuels en 2D et 3D :
Dim. Objets DDL Contraintes DDL
Point 2 Distance Point-Point 1
2D Droite 2 Angle Droite-Droite 1
Cercle 2 Paralle´lisme Droite-Droite 1
Incidence Point-Droite 1
Point 3 Distance Point-Point 1
Droite 4 Angle Droite-Droite 1
3D Plan 3 Paralle´lisme Plan-Plan 1
Cercle 5 Paralle´lisme Droite-Droite 2
Sphe`re 3 Incidence Point-Droite 2
Incidence Point-Plan 1
A partir de ces tableaux, on peut calculer le nombre de DDL de quelques sous-
GCSP de la figure 1-b. Par exemple, le sous-GCSP ACD est constitue´ d’une droite et
de 2 points, lie´s par 2 incidences point-droite et 1 distance point-point; il totalise donc
4 + 3 + 3− 2− 2− 1 = 5 DDL. Egalement, les sous-GCSP CDF et AF issus de la
meˆme figure totalisent respectivement 6 et 7 DDL.
La rigidite´ structurelle est une ge´ne´ralisation du the´ore`me de Laman [Lam70] qui
caracte´rise la rigidite´ ge´ne´rique des syste`mes a` barres en 2D. Elle est base´e sur l’intui-
tion suivante : si un GCSP admet moins (resp. plus) de mouvements que le nombre de
de´placements (d translations et d(d−1)2 rotations en dimension d, soit d(d+1)2 de´placements
inde´pendants en tout) admis par l’espace ge´ome´trique qui le contient, alors il est sur-
(resp. sous-)rigide. Plus formellement :
De´finition 3 Rigidite´ structurelle (s rigidite´)
Un GCSP S = (O,C) en dimension d est s rigide ssi DDL(S) = d(d+1)2 et S ne
contient pas de sous-GCSP sur-s rigide.
S est sous-s rigide ssi DDL(S) > d(d+1)2 et S ne contient pas de sous-GCSP sur-
s rigide.
S est sur-s rigide ssi ∃S′ ⊆ S tel que DDL(S′) < d(d+1)2 .
En pratique, la rigidite´ structurelle est conside´re´e comme une bonne approxima-
tion de la rigidite´ [LM98; HLS97]. Cependant, l’e´cart entre s rigidite´ et rigidite´ est
important (cf. [JNT02; Jer02]). Nous illustrons ici cet e´cart sur 2 sous-GCSP issus de
la figure 1-b : ABCD est s rigide en 3D puisque DDL(ABCD)=6 (d(d+1)2 = 6 en
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dimension d = 3); cependant, ce sous-GCSP est en re´alite´ sous-rigide : le point B peut
bouger inde´pendamment des points C et D sur la droite A. ACDE est quant a` lui
sur-s rigide car DDL(ACDE)=5, mais il s’agit en re´alite´ d’un sous-GCSP rigide.
2.4 Rigidite´ structurelle e´tendue
Dim. GCSP DDR
Deux points incidents (c-a`-d. confondus) 2
Deux points non-incidents 3
2D Deux droites se´cantes (c-a`-d. non-paralle`les) 3
Deux droites paralle`les 2
Un point et une droite non-incidents 3
Un point et une droite incidents 3
Deux points incidents (c-a`-d. confondus) 3
Deux points non-incidents 5
Deux droites se´cantes (c-a`-d. coplanaires) 6
Deux droites non-se´cantes et non-paralle`les 6
Deux droites paralle`les 5
Un point et une droite non-incidents 6
3D Un point et une droite incidents 5
Un point et un plan non-incidents 5
Un point et un plan incidents 5
Une droite et un plan non incidents 6
Une droite et un plan incidents 5
Deux plans paralle`les 3
Deux plans se´cants 5
La rigidite´ structurelle e´tendue (note´e es rigidite´) est base´e sur le concept de degre´
de rigidite´ (DDR). Le degre´ de rigidite´ d’un GCSP repre´sente le nombre de de´pla-
cements admis par celui-ci. Ce nombre de´pend des relations ge´ome´triques ve´rifie´es
par les objets du GCSP. Les relations ge´ome´triques qui ont une influence sur le degre´
de rigidite´ correspondent a` des positions ou orientations relatives spe´cifiques des ob-
jets ge´ome´triques; paralle´lisme, orthogonalite´, incidence, tangence, sont autant de re-
lations qui, si elles sont ve´rifie´es, font varier le degre´ de rigidite´. Par exemple, en
2D, deux droites admettent ge´ne´ralement 3 de´placements (2 translations et 1 rotation)
inde´pendants et disposent donc d’un degre´ de rigidite´ e´gal a` 3; cependant, si ces droites
sont paralle`les, alors la translation selon la direction de ces droites repre´sente l’identite´
pour ces droite, c-a-d. que cette translation est sans effet. Deux droites paralle`les en 2D
disposent donc seulement de 2 de´placements inde´pendants, et ont donc pour degre´ de
rigidite´ 2. Le tableau ci-dessus de´crit le DDR associe´ a` quelques petits GCSP en 2D et
3D.
Notons que les proprie´te´s ge´ome´triques qui ont une influence sur le DDR cor-
respondent a` des contraintes de positionnement relatifs des objets ge´ome´triques: pa-
ralle´lisme, orthogonalite´, incidence, ... ces proprie´te´s peuvent donc apparaıˆtre expli-
citement dans le GCSP e´tudie´, sous la forme d’une contrainte. Elle peuvent toutefois
e´galement eˆtre induites par un sous-ensemble des contraintes du GCSP conside´re´, et
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eˆtre ainsi implicites. Par exemple, 2 droites paralle`les a` une meˆme troisie`me sont pa-
ralle`les entre elles en 2D : 2 contraintes explicites de paralle´lisme peuvent ainsi en
impliquer une troisie`me, implicite. Dans ce dernier cas, infe´rer ces proprie´te´s (et donc
de´terminer le DDR) est e´quivalent a` la preuve de the´ore`me ge´ome´trique.
Le principe de la rigidite´ structurelle e´tendue est de comparer le nombre de DDL
d’un GCSP au DDR de ce meˆme GCSP, c-a`-d. le nombre de mouvements au nombre
de de´placements. On peut ainsi de´terminer si un GCSP admet ou non des de´formations.
De´finition 4 Rigidite´ structurelle e´tendue (es rigidite´)
Un GCSP S = (O,C) est es rigide ssi DDL(S)=DDR(S) et S n’est pas sur-es rigide.
S est sous-es rigide ssi DDL(S) > DDR(S) et S n’est pas sur-es rigide.
S est sur-es rigide ssi ∃S′ ⊆ S, DDL(S′)< DDR(S′).
Le tableau ci-dessous pre´sente une comparaison de la rigidite´, la s rigidite´ et la
es rigidite´ sur quelques sous-GCSP issus de la figure 1-b. Dans ce tableau, les cas de
divergence entre caracte´risations structurelles (s rigidite´ et es rigidite´) et ve´ritable ri-
gidite´ sont signale´s en gras. Notons que la s rigidite´ utilise´e pour cette comparaison
est assiste´e d’une heuristique courante qui consiste a` ne conside´rer que les sous-GCSP
contenant au moins d + 1 objets ge´ome´triques en dimension d; sans l’usage de cette
heuristique, la caracte´risation serait entie`rement fausse. Les cases contenant bien signi-
fient rigide, s rigide ou es rigide selon la colonne ou` elles apparaissent.
Sous-GCSP Rigidite´ DDL s rigidite´ DDR es rigidite´
ABCD sous 6 bien 5 sous
ACDE bien 5 sur 5 bien
ABCDF sous 7 sous 6 sous
ACDEF sur 5 sur 6 sur
ABCDEF sur 6 sur 6 sur
On peut constater sur ce tableau que la s rigidite´ ne correspond pas toujours a` la
rigidite´, alors que la es rigidite´ lui correspond pour chacun de ces sous-GCSP. En fait,
la es rigidite´ correspond a` la rigidite´ pour tout sous-GCSP issu des figures 1-a ou 1-b.
De fac¸on ge´ne´rale, la es rigidite´ subsume la s rigidite´. Intuitivement, ceci s’ex-
plique par le fait que lorsque le DDR d’un sous-GCSP en dimension d vaut d(d+1)2 , les
de´finitions de ces deux caracte´risations sont e´quivalentes; alors que lorsque le DDR
est diffe´rent de d(d+1)2 , la s rigidite´ utilise une mauvaise estimation du nombre de
de´placements admis par le sous-GCSP est parvient donc a` une mauvaise conclusion.
La rigidite´ structurelle e´tendue demeure toutefois une approximation de la rigidite´
dans le cas ge´ne´ral: elle peut eˆtre trompe´e par la pre´sence de contraintes redondantes
dans un GCSP. Elle pose e´galement le proble`me du calcul du DDR, qui requiert la
de´termination des proprie´te´s ge´ome´triques (incidences, paralle´lismes, ...) induites par
les contraintes du GCSP et e´quivaut ge´ne´ralement a` la preuve de the´ore`me en ge´o-
me´trie. Nous renvoyons le lecteur a` [JNT02] pour plus de de´tails sur cette nouvelle
caracte´risation et une comparaison plus comple`te avec la rigidite´ structurelle.
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3 Caracte´risation par rigidite´ structurelle
Dans cette section, nous allons pre´senter les travaux de Hoffmann et al. sur la
caracte´risation algorithmique de la rigidite´ structurelle par des me´canismes de flots.
Cette caracte´risation s’appuie sur une repre´sentation des GCSP sous forme de re´seaux
dans lesquels une distribution de flots correspond a` une distribution des degre´s de
liberte´ des contraintes sur les degre´s de liberte´ des objets. Ce re´seau fut introduit
dans [HLS97], ainsi que la fonction Distribute qui est a` la base des algorithmes
Dense et Minimal Dense utilise´s respectivement pour identifier des sous-GCSP
s rigide ou sur-s rigide et en minimiser le nombre d’objets.
3.1 Re´seau Objet-Contrainte
Un GCSP S = (O,C) peut eˆtre repre´sente´ par un re´seau G = (s,V,t,E,w) appele´
re´seau objets-contraintes. La figure 2-a repre´sente le re´seau objets-contraintes corres-
pondant au GCSP de la figure 1-a.
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FIG. 2 – Re´seaux objets-contraintes et distributions de flots par les algorithmes Dense
et Over-Rigid
De´finition 5 Re´seau objets-contraintes (s,V,t,E,w)
- s est la source et t est le puits.
- Chaque objet o ∈ O est repre´sente´ par un nœud-objet vo ∈ V .
- Chaque contrainte c ∈ C est repre´sente´e par un nœud-contrainte vc ∈ V .
- Pour chaque objet o ∈ O, on ajoute un arc (vo → t) ∈ E de capacite´ w(vo →
t) =DDL(o).
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- Pour chaque contrainte c ∈ C, on ajoute un arc (s → vc) ∈ E de capacite´
w(s→ vc) =DDL(c).
- Pour chaque objet o ∈ O sur lequel porte une contrainte c ∈ C, il existe un arc
vc → vo de capacite´ w(vc → vo) =∞ dans E.
Par de´finition, un flot dans ce re´seau repre´sente une distribution des DDL des con-
traintes sur les DDL des objets ; c’est ce principe qui est utilise´ pour la caracte´risation
structurelle de la rigidite´.
3.2 Principe de caracte´risation par un flot
Du point de vue ge´ome´trique, la caracte´risation de la rigidite´ s’effectue en ve´rifiant
qu’un GCSP n’admet que des de´placements. Sous cet angle, la de´tection de rigidite´ a`
base de flots peut eˆtre explique´e comme suit :
1. retirer K de´placements du GCSP en introduisant K DDL supple´mentaires du
coˆte´ des contraintes ;
2. ve´rifier si un sous-GCSP sur-contraint S′ existe en calculant un flot maximum
dans le re´seau objets-contraintes surcharge´ ;
3. si tel est le cas, alors S′ ve´rifie DDL(S′)< K.
En effet, nous avons de´ja` explique´ qu’un flot dans le re´seau objets-contraintes
repre´sente une distribution des DDL des contraintes sur les DDL des objets, ce qui
revient intuitivement a` choisir quelles contraintes re´solvent quels objets. Un flot maxi-
mum repre´sente donc une distribution optimale des DDL dans le GCSP. Si un flot
maximum ne peut saturer tous les arcs issus de la source du re´seau, cela signifie que cer-
tains DDL des contraintes ne peuvent eˆtre distribue´s sur les objets (cf. de´finition 5). Il
existe alors obligatoirement un sous-GCSP S′ sur-contraint (c-a`-d. DDL(S′)<0) dans
le GCSP.
La de´tection structurelle de rigidite´ exploite cette proprie´te´ pour identifier un sous-
GCSP S′ qui ve´rifie DDL(S′)< K pour une valeur K donne´e. Pour ce faire, K
DDL additionnels sont artificiellement introduits dans le re´seau en provenance de la
source. Selon le principe explique´ ci-dessus, si le calcul d’un flot maximum ne permet
pas de saturer tous les arcs issus de la source cela signifie que les objets ne peuvent
pas absorber les DDL des contraintes plus ces K DDL additionnels. S′ ve´rifie alors
ne´cessairement DDL(S′)< K. [HLS97] ont montre´ que S′ est alors induit par l’en-
semble des nœuds-objets traverse´s durant la dernie`re recherche d’un chemin augmen-
tant dans le re´seau : S′ est induit par l’ensemble de tous les nœuds-objets atteignables
par un parcours du graphe re´siduel partant de la source.
En choisissant la valeur ade´quate pour K, [HLS97] ont de´rive´ des algorithmes pour
identifier des sous-GCSP s rigides (K = d(d+1)2 + 1) ou sur-s rigides (K = d(d+1)2 ).
3.3 Fonction Distribute
La fonction Distribute est la mise en application algorithmique du principe
de caracte´risation structurelle de la rigidite´ a` base de flots. Cette fonction, propose´e
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dans [HLS97], applique la surcharge K en augmentant simplement la capacite´ de l’arc
liant la source a` une contrainte c dans le re´seau, c-a`-d. en ajoutantK au nombre de DDL
de la contrainte c. Ceci a pour but de retirer K de´placements au sous-GCSP induit par
les objets lie´s a` c.
Algorithme 1 Distribute (S : un GCSP ; K : un entier ; c : une contrainte) retourne
S′ : un GCSP
Requiert: K > 0, S = (O,C), c ∈ C
Assure: S′ ⊂ S ve´rifie DDL(S′)< K, ou S′ est vide
G← Re´seau-Surcharge´(S,K,c)
V ← Ford-Fulkerson(G)
S′ ← Sous-GCSP-Induit(V,S)
Retourne S′
La fonction Re´seau-Surcharge´ retourne le re´seau objets-contraintes corres-
pondant au GCSP S dans lequel la contrainte c a e´te´ surcharge´e, c-a`-d. que l’arc s→ c
liant la source s a` la contrainte c est de capacite´ DDL(c)+K. Le calcul du flot maxi-
mum dans ce re´seau est effectue´ par la fonction Ford-Fulkerson qui applique l’al-
gorithme classique de [FF62]. Cette fonction retourne l’ensemble V des nœuds-objets
traverse´s lors de la dernie`re recherche d’un chemin augmentant, cet ensemble e´tant
vide si le flot maximum sature tous les arcs issus de la source s. Enfin, la fonction
Sous-GCSP-Induit retourne le sous-GCSP S′ induit par V . Selon la preuve de
Hoffmann et al., S′ ve´rifie alors DDL(S′)< K ou S′ est vide.
Exemple d’application de Distribute : La figure 2-a illustre l’appel Distri-
bute(S,3,dAB) sur le GCSP S de la figure 1-a. Un flot maximum est repre´sente´
sur le re´seau par les chiffres en gras. Comme l’arc s → dAB n’est pas sature´ dans ce
flot maximum, la fonction retourne le sous-GCSP induit par le sous-ensemble d’objets
atteignables dans le graphe re´siduel en partant de dAB; il s’agit du sous-GCSP AB,
qui dispose effectivement de moins de K = 3 DDL.
Complexite´ de Distribute : La complexite´ de la fonction Distribute est do-
mine´e par celle de la fonction FordFulkerson qui effectue le calcul du flot maxi-
mum. En effet, la production du re´seau objets-contraintes surcharge´ et l’extraction du
sous-GCSP induit par V peuvent eˆtre effectue´s en temps line´aire, alors que le calcul
d’un flot maximum est en O(N2 ∗ (N + M)), N e´tant le nombre de nœuds et M
le nombre d’arcs dans le re´seau. Notons n le nombre d’objets ge´ome´triques et m le
nombre de contraintes ge´ome´triques; en supposant que les contraintes ge´ome´triques
conside´re´es sont d’arite´ borne´e 3, on obtient N = n + m et M ∼ n. Il en re´sulte
que la complexite´ de la fonction Distribute exprime´e en nombre d’objets et de
contraintes est O(n ∗ (n+m)2).
3. En pratique, les contraintes ge´ome´triques sont toujours d’arite´ borne´e; meˆme une contrainte d’e´galite´
de distance sera d’arite´ au plus 4.
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3.4 Algorithmes de Hoffmann et al.
Dense et Minimal-Dense sont deux algorithmes propose´s par [HLS97] qui
reposent entie`rement sur la fonction Distribute et permettent respectivement de
caracte´riser des sous-GCSP s rigide ou sur-s rigide et d’en minimiser la taille pour
l’ope´ration d’inclusion (cf. de´finition 1).
3.4.1 Algorithme Dense
L’algorithme Dense a pour but d’identifier un sous-GCSP sur-s rigide s’il en
existe un dans le GCSP passe´ en parame`tre. Pour ce faire, il consiste simplement a` ap-
pliquer se´quentiellement la fonction Distribute a` chaque contrainte du GCSP conside´re´,
avec une surcharge valant a` chaque fois K = d(d+1)2 . La se´quence se termine lorsque
l’appel courant retourne un sous-GCSP S′ non vide. Par de´finition de la fonction
Distribute, S′ ve´rifie alors DDL(S′)< d(d+1)2 , c-a`-d. que S′ est sur-s rigide (cf.
de´finition 3). Notons que cet algorithme peut eˆtre utilise´ pour identifier des sous-
GCSP s rigide ou sur-s rigides en changeant simplement la valeur de la surcharge en
K = d(d+1)2 + 1.
Algorithme 2 Dense (S = (O,C) : un GCSP ; d : un entier) retourne S′ : un GCSP)
Requiert: d > 0 repre´sente la dimension de l’espace ge´ome´trique contenant S
Assure: S′ ⊂ S ve´rifie DDL(S′)< d(d+1)2 , ou S′ est vide
Contraintes← C
S′ ← EmptyGCSP
Tant que Contraintes 6= ∅ ∧ S′ = EmptyGCSP Faire
c← Pop(Contraintes)
S′ ← Distribute(S,d(d+1)2 ,c)
Fin Tant que
Retourne S′
Exemple d’application de Dense : La figure 2-a illustre aussi l’application de l’al-
gorithme Dense sur le GCSP de la figure 1-a : Dense(S,2). En effet, cet algorithme
va imme´diatement effectuer l’appel Distribute(S,4,dAB). Comme nous l’avons
vu pre´ce´demment, Distribute(S,3,dAB) retourne le sous-GCSP AB, et il en va
de meˆme pour l’algorithme Dense: la surcharge K = 4 e´tant supe´rieure a` K = 3,
le flot maximum ne pourra pas non plus saturer l’arc s → dAB liant la source a` la
contrainte conside´re´e.
Le sous-GCSP AB est donc identifie´ s rigide ou sur-s rigide. Il est en re´alite´ sur-
s rigide, mais il s’agit de l’un des cas ou` la s rigidite´ caracte´rise mal la rigidite´, comme
nous l’avons vu a` la section 2.3.
Complexite´ de Dense : La complexite´ de l’algorithme Dense de´pend directement
de celle de la fonction Distribute puisque cet algorithme consiste a` appeler cette
11
fonction au plus une fois par contrainte du GCSP. Il est donc en O(m ∗ n ∗ (n +
m)2). Il est a` noter que l’algorithme pre´sente´ dans [HLS97] s’applique sur un re´seau
construit incre´mentalement, ce qui conduit a` une complexite´ pratique moindre puisque
l’algorithme termine toujours au plus toˆt. Par ailleurs, d’autres optimisations peuvent
encore abaisser le couˆt de cet algorithme. Par exemple, pre´-calculer un flot maximum
du re´seau non-surcharge´ une seule fois avant le premier appel a` l’algorithme Dense
permet d’avoir seulement a` mettre a` jour ce re´seau pour chaque surcharge introduite,
ce qui abaisse la complexite´ de la fonction FordFulkerson d’un facteur line´aire.
3.4.2 Algorithme Minimal-Dense
L’algorithme Minimal-Dense a pour but de retourner un sous-GCSP sur-s rigide
minimal au sens de l’inclusion, c-a`-d. ne contenant aucun sous-GCSP sur-s rigide. Pour
ce faire, l’algorithme commence par appliquer l’algorithme Dense afin d’identifier un
sous-GCSP S′ sur-s rigide. Il applique ensuite une e´tape de minimisation qui consiste
a` essayer de retirer les objets de S′ un a` un. Apre`s le retrait d’un objet, un appel a`
l’algorithme Dense permet de tester s’il existe toujours un sous-GCSP sur-s rigide,
auquel cas le processus se poursuit sur ce nouveau sous-GCSP strictement plus petit;
autrement, l’objet retire´ e´tait ne´cessaire a` l’existence d’un sous-GCSP sur-s rigide et
doit donc eˆtre conserve´. Notons la` encore que l’emploi de l’algorithme Dense avec
surcharge K = d(d+1)2 +1 conduit a` un algorithme Minimal-Dense qui identifie et
minimise un sous-GCSP s rigide ou sur-s rigide.
Exemple d’application de Minimal-Dense : applique´ au GCSP de la figure 1-a,
cet algorithme retournera e´galement le sous-GCSP AB. En effet, le premier appel a`
l’algorithme Dense retournera AB. Le retrait de A donne alors un sous-GCSP vide
de contraintes, qui n’est donc pas s rigide ou sur-s rigide; le retrait de B e´galement. A
et B e´tant ne´cessaires, le sous-GCSP minimise´ est bien AB.
Complexite´ de Minimal-Dense : La complexite´ de l’algorithme de´pend directe-
ment de celle de l’algorithme Dense puisqu’il consiste a` appliquer au plus une fois cet
algorithme pour chaque objet du sous-GCSP identifie´ par le premier appel a` Dense,
qui est au pire le GCSP initial. Elle est enO(n∗m∗n∗(n+m)2). La` encore, les optimi-
sations de l’algorithme Dense permettent d’obtenir une complexite´ pratique infe´rieure
a` cette complexite´ en pire cas.
4 Nouveaux Algorithmes
Nos nouveaux algorithmes, tout comme les algorithmes propose´s par [HLS97],
sont base´s sur un calcul de flot maximum dans le re´seau objets-contraintes. Cependant,
ils pre´sentent deux diffe´rences principales :
– ils utilisent la es rigidite´ au lieu de la s rigidite´ ;
– ils effectuent la distribution du flot de fac¸on ge´ome´triquement correcte.
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Algorithme 3 Minimal-Dense (S = (O,C) : un GCSP ; d : un entier) retourne S′ : un
GCSP)
Requiert: d > 0 repre´sente la dimension de l’espace ge´ome´trique contenant S
Assure: S′ ⊂ S ve´rifie DDL(S′)< d(d+1)2 et ∀S′′ ( S′, DDL(S′′)> d(d+1)2 , ou S′ est
vide
S′ ← Dense(S,d)
Necessaires← ∅
O′ ← Objets(S′)
Pour chaque o ∈ O′ \Necessaires Faire
S′′ ← Sous-GCSP-Induit(O′ \ {o},S′) {S′′ est le sous-GCSP de S′ ne
contenant pas l’objet o}
S′′ ← Dense(S′′,d)
Si S′′ 6= EmptyGCSP Alors
S′ ← S′′ {S′′ est dense, donc o n’est pas ne´cessaire; le sous-GCSP S′ devient
le nouveau sous-GCSP S′′ identifie´}
Sinon
Necessaires← Necessaires ∪ {o} {o est ne´cessaire; il est conserve´ afin de
ne pas eˆtre teste´ a` nouveau}
Fin Si
Fin Pour
Retourne S′
Ces deux ame´liorations sont obtenues au moyen de deux modifications majeures
de la fonction Distribute dans la fac¸on d’appliquer une surcharge dans le re´seau
objets-contraintes :
1. La valeur de la surcharge applique´e dans le re´seau est le degre´ de rigidite´ au lieu
d’eˆtre la constante d(d+1)2 .
2. La surcharge est applique´e via un nœud R de´die´ a` cet effet, au lieu d’eˆtre ap-
plique´e sur chaque contrainte.
4.1 Nouvelle fonction Distribute
Comme nous l’avons vu dans la section pre´ce´dente, le principe de la caracte´risa-
tion structurelle de la rigidite´ est de fixer arbitrairement K de´placements et de ve´rifier
l’existence d’un sous-GCSP bien-contraint. La fonction Distribute propose´e par
Hoffmann et al. applique ce principe en fixant les K de´placements via une contrainte,
c-a`-d. en fixant un repe`re local sur les objets ge´ome´triques lie´s a` une seule contrainte.
Cependant, retirer K de´placements a` un sous-ensemble O′ d’objets n’est ge´ome´trique-
ment correct que si le sous-GCSP S′ qu’il induit posse`de au moins K de´placements,
c-a`-d. qu’il ve´rifie DDR(S′)≥ K. 4
4. Rappelons que le DDR repre´sente le nombre de de´placements admis par un sous-GCSP.
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Conside´rons par exemple un segment en 3D, c-a`-d. un sous-GCSP constitue´ de
2 points lie´s par une contrainte de distance. Ce sous-GCSP n’admet que 5 des 6 (3
rotations + 3 translations) de´placements autorise´s par l’espace 3D puisque la rotation
selon l’axe de´fini par le segment est sans effet sur celui-ci. Ainsi, retirer 6 de´placements
a` un segment 3D pour ve´rifier s’il est rigide est ge´ome´triquement incorrect et produit
assure´ment un re´sultat errone´. C’est pourtant ce que fait la fonction Distribute
propose´e par Hoffmann et al. lorsqu’elle applique une surcharge K = 6 + 1 sur une
contrainte de distance liant deux points dans un GCSP en 3D.
De fac¸on a` appliquer le principe de de´tection structurelle de rigidite´ de fac¸on ge´o-
me´triquement correcte, nous proposons d’introduire une contrainte virtuelle R posse´-
dant K DDL. Cette contrainte, qui repre´sente le fait de fixer K de´placements sur un
ensemble d’objets, ne sera lie´e qu’aux sous-GCSP S′ ve´rifiant DDR(S′)= K. K et S′
sont les deux parame`tres d’entre´e de notre version de la fonction Distribute.
Algorithme 4 Distribute (S : GCSP ; K : entier ; S′ : GCSP) retourne S′′ : GCSP)
Requiert: K > 0, S′ ⊂ S ve´rifie DDR(S′)= K
Assure: S′′ ⊂ S ve´rifie DDL(S′′)< K, ou S′′ est vide
G← Re´seau-Surcharge´(S,K,S′)
V ← Ford-Fulkerson(G)
S′′ ← Sous-GCSP-Induit(V,S)
Retourne S′′
La fonction Re´seau-Surcharge´ est un peu diffe´rente de celle utilise´e par Hoff-
mann et al.. Elle retourne le re´seau objets-contraintes correspondant au GCSP S dans
lequel la contrainte R a e´te´ introduite, ainsi que les arcs s → R et R → o, pour
chaque o ∈ S′, de capacite´s respectives K et +∞. Le calcul du flot maximum dans ce
re´seau est toujours effectue´ par la fonction Ford-Fulkerson, qui retourne toujours
l’ensemble V des nœuds-objets traverse´s lors de la dernie`re recherche d’un chemin
augmentant, cet ensemble e´tant vide si le flot maximum sature tous les arcs issus de la
source s. Selon la preuve de Hoffmann et al., S′′ ve´rifie DDL(S′′)< K ou S′′ est vide.
Nos deux modifications de la fonction Distribute permettent d’une part d’ap-
pliquer la surcharge sur n’importe quel sous-GCSP, et d’autre part de ne distribuer la
surcharge que vers les sous-GCSP pour lesquels cette ope´ration est ge´ome´triquement
correcte.
Exemple d’application de Distribute : Toujours sur le GCSP de la figure 1-
a, notre fonction Distribute proce`de diffe´remment de celle de Hoffmann et al. :
puisque DDR(AB)=2, la surcharge maximale applicable sur ce sous-GCSP est K = 2.
La figure 2-b pre´sente l’appel Distribute(S,2,AB) pour la nouvelle version de la
fonction. Le flot maximum parvient cette fois a` saturer tous les arcs issus de la source
et aucun sous-GCSP n’est donc retourne´. Ceci est a` la fois correct du point de vue
structurel puisque DDL(AB) n’est pas strictement infe´rieur a` K = 2, et du point de
vue ge´ome´trique puisque ce sous-GCSP n’est pas sur-rigide.
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Complexite´ de Distribute : La complexite´ de la nouvelle fonction Distribu-
te est exactement la meˆme que celle de la fonction initialement propose´e par Hoff-
mann et al.. En effet, la seule diffe´rence re´side dans la construction du re´seau, et nos
modifications se font en temps line´aire dans la taille du sous-GCSP a` lier a` la contrainte
virtuelle R. Cette e´tape de construction est toujours domine´e par l’e´tape de calcul du
flot maximum, et la fonction demeure en O(n ∗ (n+m)2), complexite´ en pire cas qui
peut toujours eˆtre ame´liore´e par les heuristiques disponibles pour la version originale
de cette fonction.
4.2 Algorithmes pour la de´tection de rigidite´
A partir de la fonction Distribute, Hoffmann et al. de´rivaient les algorithmes
Dense et Minimal-Dense qui permettent d’identifier des sous-GCSP rigides ou
sur-rigides et de les minimiser (en nombre d’objets).
Ces algorithmes sont entie`rement reproductibles avec la nouvelle fonction Dis-
tribute. Ceci nous permet de re´pondre aux meˆmes proble`mes mais de fac¸on ge´o-
me´triquement correcte et avec une meilleure caracte´risation de la rigidite´ : la rigidite´
structurelle e´tendue.
4.2.1 De´tection de sous-GCSP sur-es rigides
Sche´matiquement, l’algorithme Dense effectue des appels a` la fonction Distri-
bute pour chaque contrainte pre´sente dans le GCSP conside´re´, et ce jusqu’a` ce que
cette fonction retourne un GCSP non-vide ou jusqu’a` ce que toutes les contraintes aient
e´te´ traite´es. Dans cet algorithme, la surcharge est base´e uniquement sur la dimension de
l’espace ge´ome´trique conside´re´ ; elle repre´sente le nombre maximum de de´placements
inde´pendants : 6 en 3D et 3 en 2D. L’algorithme Dense retourne donc des sous-GCSP
sur-s rigides 5 puisque les GCSP retourne´s n’admettent pas certains de´placements de
l’espace ge´ome´trique conside´re´. Comme nous l’avons explique´, cet algorithme est en
re´alite´ incorrect puisqu’il peut retirer parfois plus de de´placements que n’en admet le
sous-GCSP lie´ a` la contrainte surcharge´e.
Pour obtenir un algorithme correct, nous proposons d’utiliser la de´finition de la
es rigidite´ et notre fonction Distribute : la surcharge passe´e en parame`tre a` la fonc-
tion Distribute sera le DDR du sous-GCSP sur lequel on applique la surcharge.
Ceci nous permet de de´finir le nouvel algorithme Over-Rigid qui effectue un
appel de la forme Distribute(S,DDR(S′),S′) pour chaque S′ ⊂ S jusqu’a` ce
qu’un sous-GCSP sur-es rigide soit retourne´ ou que tous les S′ aient e´te´ traite´s. En ef-
fet, un sous-GCSP S′′ retourne´ par un appel de ce type ve´rifie ne´cessairement DDL(S′′)
< DDR(S′), une condition suffisante pour que S′′ soit sur-rigide (cf. de´finition 4 et
lemme 1).
Bien suˆr, un tel algorithme serait exponentiel en pire cas puisque le nombre de
sous-GCSP dans un GCSP est e´gal au nombre de sous-ensembles d’objets dans l’en-
semble d’objets de ce GCSP. Fort heureusement, nous montrerons (cf. section Pro-
prie´te´s de Over-Rigid) qu’il est suffisant d’appliquer la fonction Distribute
5. s rigide ou sur-s rigide si on utilise une surcharge augmente´e de 1.
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aux sous-GCSP DDR-minimaux uniquement (cf. de´finition 6 ci-apre`s), ce qui produit
l’algorithme suivant :
Algorithme 5 Over-Rigid (S : GCSP) retourne S′′ : GCSP
Assure: S′′ ⊂ S est es rigide ou sur-es rigide ou vide
S′′ ← emptyGCSP
M ← DDR-Minimaux(S) {construit l’ensemble des DDR-minimaux de S}
Tant que S′′ = emptyGCSP et M 6= ∅ Faire
S′ ← Pop(M)
S′′ ← Distribute(S,DDR(S′),S′)
Fin Tant que
Retourne S′′
De´finition 6 GCSP DDR-minimaux
Un GCSP S est DDR-minimal ssi il ne contient aucun sous-GCSP posse´dant le meˆme
DDR, c-a`-d. que ∀S′ ( S, DDR(S′)<DDR(S).
L’importance de cette modification vient du fait que la taille d’un sous-GCSP DDR-
minimal est borne´e en dimension donne´e, et le nombre de tels sous-GCSP n’est donc
pas exponentiel (cf. paragraphe ci-dessous sur la complexite´ de l’algorithme).
Exemple d’application de Over-Rigid
Conside´rons le GCSP S de la figure 1-b. Soit M = {BC,CEF,...} l’ensemble de
ses sous-GCSP DDR-minimaux produits par la fonction DDR-Minimaux(S). L’al-
gorithme Over-Rigid proce`de alors comme suit :
1. A la premie`re ite´ration, S′ = BC et K =DDR(BC)=5. La figure 2-c repre´sente
l’appel Distribute(S,5,BC). Les arcs issus de la source s sont sature´s par
le calcul du flot maximum et aucun sous-GCSP sur-rigide n’est identifie´.
2. A la seconde ite´ration, S′ = CEF etK =DDR(CEF )=6. La figure 2-d pre´sente
l’appel Distribute(S,6,CEF) correspondant a` cette ite´ration. Cette fois-
ci, on peut constater que l’arc s → R n’est pas sature´ par le flot maximum.
L’ensemble des objets atteignables a` partir de la source dans le graphe re´siduel
e´tant {A,C,D,E,F}, l’algorithme termine a` cette ite´ration en retournant le sous-
GCSP S′′ = ACDEF qui est effectivement sur-es rigide.
Sur ce meˆme GCSP, l’algorithme Dense, qui a le meˆme objectif que notre algo-
rithme Over-Rigid retournerait soit un segment (par exemple CD), soit un sous-
GCSP compose´ de la droite et d’un point incident (par exemple AB), comme e´tant un
sous-GCSP sur-rigide, ce qui est faux 6.
6. En pratique, l’algorithme Dense est assiste´ par des heuristiques qui lui permettent d’e´viter des erreurs
aussi triviales, mais il demeure ge´ome´triquement incorrect et peut toujours eˆtre trompe´ par des configurations
non re´pertorie´es dans l’heuristique [Jer02].
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Proprie´te´s de Over-Rigid
Afin de de´montrer la correction et la comple´tude de l’algorithme, nous utiliserons
les lemmes suivants qui e´tablissent des proprie´te´s du concept de DDR et de la distribu-
tion de flots dans des re´seaux objets-contraintes :
Lemme 1 Soit S un GCSP et S′ ⊂ S′′ ⊂ S deux sous-GCSP. Alors DDR(S′) ≤
DDR(S′′).
De´monstration : Chaque unite´ du DDR dans un GCSP repre´sente un de´placement
inde´pendant (translation or rotation) admis par ce GCSP. L’ajout d’un nouvel objet dans
ce sous-GCSP ne peut en aucun cas retirer un de´placement de ce GCSP puisque les
contraintes sont inde´pendantes du repe`re global. Ainsi, DDR(S′) ≤ DDR(S′ ∪ {o}).2
Lemme 2 Soit S′ ⊂ S′′ ⊂ S deux sous-GCSP du GCSP S. Si l’appel Distri-
bute(S,K,S′′) retourne un sous-GCSP S0 non vide, alors l’appel Distribu-
te(S,K,S′) retourne ne´cessairement un sous-GCSP S1 non vide.
De´monstration : Soit GS′ le re´seau surcharge´ utilise´ par Distribute(S,K,S′) et
GS′′ le re´seau objets-contraintes surcharge´ utilise´ par Distribute(S,K,S′′). La
seule diffe´rence entre ces deux re´seaux est la pre´sence d’arcs supple´mentaires du type
R → o dans GS′′ puisque S′ ⊂ S′′. Ainsi, la distribution de flot est ne´cessairement
plus difficile dans GS′ que dans GS′′ , les capacite´s totales issues de la source et entrant
dans le puits e´tant identiques dans ces deux re´seaux. Ainsi, si un calcul de flot maxi-
mum ne peut saturer les arcs issus de la source dans GS′′ , il est impossible, a fortiori,
qu’un flot maximum les sature dans GS′ .2
Correction de Over-Rigid :
Soit S′′ un sous-GCSP non vide re´sultant de l’appel a` Over-Rigid(S). Suppo-
sons que S′′ re´sulte de l’appel Distribute(S,DDR(S′),S′) pour un sous-GCSP S
donne´ ; S′′ ve´rifie alors ne´cessairement DDL(S′′) < DDR(S′) puisqu’il est non vide.
De plus, par de´finition de la fonction Distribute, S′ ⊂ S′′. Le lemme 1 assure
alors que DDR(S′)≤DDR(S′′), et on peut donc affirmer que DDL(S′′)<DDR(S′′),
c-a`-d. que S′′ est sur-es rigide.2
Comple´tude de Over-Rigid :
L’algorithme Over-Rigid applique la surcharge sur chaque sous-GCSP dans
l’ensemble M des sous-GCSP DDR-minimaux (ge´ne´re´ par la fonction DDR-Mini-
maux(S)). Remarquons que tout sous-GCSP non DDR-minimal contient par de´fini-
tion un sous-GCSP DDR-minimal ayant meˆme DDR. Le lemme 2 assure qu’aucun
sous-GCSP sur-es rigide ne peut eˆtre manque´ par l’algorithme.2
Complexite´ de Over-Rigid :
La complexite´ en temps de l’algorithme Over-Rigid de´pend directement du
nombre de sous-GCSP DDR-minimaux. Nous avons prouve´ par e´nume´ration que la
taille (en nombre d’objets) d’un sous-GCSP DDR-minimal est 2 et 2D et 3 en 3D pour
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des GCSP constitue´s de points, droites et plans sous des contraintes de distances, inci-
dences, angles et paralle´lismes 7. Ainsi, le nombre de sous-GCSP DDR-minimaux dans
un GCSP de ce type constitue´ de n objets en dimension d est en O(nd).
Appelons C1 la complexite´ de la fonction DDR-Minimaux, et C2 celle de la fonc-
tion Distribute que nous avons e´tudie´e a` la section pre´ce´dente. Alors, la com-
plexite´ en pire cas de l’algorithme Over-Rigid est O(C1 + nd ∗ C2).
C1 est ge´ne´ralement la complexite´ de la de´monstration automatique en ge´ome´-
trie puisque le calcul du DDR ne´cessite la de´termination des proprie´te´s ge´ome´triques
ve´rifie´es par les objets du GCSP. C1 est alors exponentielle en pire cas. Cependant,
cette complexite´ peut eˆtre polynomiale voire constante pour des classes de GCSP par-
ticulie`res, comme les syste`mes a` barres ou les me´canismes ge´ne´riques. Qui plus est, on
peut employer plusieurs heuristiques dans le calcul du DDR qui permettent de rendre la
complexite´ moyenne plus abordable en pratique. Dans ces cas la`, C1 est ge´ne´ralement
ne´gligeable en comparaison de C2, et on obtient une complexite´ globale de l’algo-
rithme Over-Rigid en O(nd ∗ n ∗ (n + m)2). En comparaison, la complexite´ de
l’algorithme Dense est en O(m ∗ n ∗ (n+m)2).
Notre algorithme induit donc un sur-couˆt approximativement line´aire en 2D et qua-
dratique en 3D, puisque le nombre de contraintes m dans un GCSP est ge´ne´ralement
O(n) (moins d’e´quations que de variables dans un GCSP rigide).
4.2.2 De´tection de sous-GCSP es rigides ou sur-es rigides
Afin d’identifier des sous-GCSP es rigides ou sur-es rigides, il suffit d’apporter une
tre`s le´ge`re modification a` l’algorithme Over-Rigid pre´sente´ ci-dessus. Cette modi-
fication consiste simplement a` ajouter 1 a` la valeur de la surcharge applique´e a` chaque
appel de la nouvelle fonction Distribute. Celle-ci devient K = DDR(S′) +
1 au lieu de K = DDR(S′). Il en re´sulte que les GCSP S′′ non vides retourne´s
par l’algorithme Well-Or-Over-Rigid ve´rifieront ne´cessairement DDL(S′′) ≤
DDR(S′), ce qui constitue une condition suffisante pour que S′′ soit es rigide ou sur-
es rigide (cf. de´finition 4 et lemme 1).
Toutes les proprie´te´s de l’algorithme Over-Rigid sont pre´serve´es : l’algorithme
Well-Or-Over-Rigid est correct, complet et de complexite´ O(nd∗n∗(n+m)2)).
Remarque : Meˆme si le sous-GCSP S′′ ve´rifie DDL(S′′) = DDR(S′′), cela ne
signifie pas qu’il est es rigide. En effet, il faut encore ve´rifier la seconde condition de
la es rigidite´, c-a`-d. que S′′ ne contient aucun sous-GCSP sur es-rigide.
4.2.3 De´terminer la rigidite´ d’un GCSP
Pour de´cider si un GCSP S donne´ est es rigide ou pas, il faut ve´rifier les deux
conditions impose´es par la de´finition de la es rigidite´ (cf. de´finition 4):
– DDL(S) = DDR(S)
– S n’est pas sur-es rigide, c-a`-d. ∀S′ ⊆ S, DDL(S′)≥ DDR(S′)
7. La plupart des GCSP peuvent se ramener a` des syste`mes utilisant uniquement ces objets et contraintes
primitives.
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Pour ve´rifier la premie`re condition, il suffit de calculer le nombre de DDL de S (par
un simple compte, cf. de´finition 2) et son degre´ de rigidite´ DDR (voir [JNT02]).
Afin de ve´rifier la seconde condition, un simple appel a` l’algorithme Over-Rigid
suffit: si cet algorithme retourne un sous-GCSP vide, alors S n’est pas sur-es rigide.
L’algorithme est complet, correct et de complexite´ e´gale soit a` celle du calcul du
DDR (si celle-ci est cher), soit e´gale a` celle de l’algorithme Over-Rigid si le calcul
du DDR est ne´gligeable.
4.2.4 Minimisation d’un sous-GCSP es rigides ou sur-es rigide
Cet algorithme reprend le principe de minimisation propose´ par Hoffmann et al.
dans l’algorithme Minimal-Dense, qui visait a` minimiser un sous-GCSP s rigide
ou sur-s rigide. Il suffit de remplacer l’appel a` Dense par un appel a` Well-Or-
-Over-Rigid 8 dans l’algorithme Minimal-Dense pre´sente´ pre´ce´demment afin
d’obtenir l’algorithme Minimal-Rigid qui retourne effectivement un sous-GCSP
es rigide ou sur-es rigide minimal pour l’inclusion.
La correction et la comple´tude de cet algorithme sont encore une fois assure´es par
les proprie´te´s des algorithmes Minimal-Dense et Well-Or-Over-Rigid. La
complexite´, quant a` elle, est en pire cas O(n ∗ nd ∗ n ∗ (n +m)2)) si le sous-GCSP
initialement identifie´ est le GCSP entier et que tout objet doit effectivement eˆtre teste´.
5 Conclusion
Dans cet article, nous avons propose´ une nouvelle famille d’algorithmes permettant
de re´pondre aux principales questions associe´es au concept ge´ome´trique de rigidite´ en
nous appuyant sur une nouvelle caracte´risation : la rigidite´ structurelle e´tendue. Ces
algorithmes de´coulent des algorithmes a` base de flots propose´s par Hoffmann et al.
pour la caracte´risation par rigidite´ structurelle.
D’une part, nous avons montre´ dans [JNT02] que la caracte´risation par rigidite´
structurelle e´tendue correspond strictement mieux a` la rigidite´ que celle par rigidite´
structurelle, et d’autre part, nous venons de montrer que les algorithmes existants pour
l’ancienne caracte´risation pouvaient tous eˆtre reproduits pour la nouvelle caracte´risa-
tion, moyennant un sur-couˆt approximativement line´aire en 2D et quadratique en 3D.
Nous pensons donc que toutes les me´thodes d’analyse qualitative ou de re´solution
de GCSP actuellement base´es sur la caracte´risation par rigidite´ structurelle peuvent a`
pre´sent conside´rer l’utilisation de notre nouvelle caracte´risation. Cette alternative ap-
portera vraisemblablement un gain significatif en fiabilite´, mais e´galement en ge´ne´ricite´
puisque les me´thodes actuelles ont pour la plupart recours a` des re`gles ad-hoc pour
ge´rer les nombreuses exceptions connues a` la rigidite´ structurelle classique. Il en re´sulte
que ces me´thodes pourront alors eˆtre utilise´es dans des domaines d’application cri-
tiques ou` l’erreur est difficilement tole´rable (par exemple, la conception ae´ronautique
ou ae´rospatiale).
Le concept de degre´ de rigidite´ (DDR), qui s’ave`re central dans la de´finition de
la nouvelle caracte´risation, pose cependant encore quelques questions: en pire cas,
8. ou Over-Rigid si on souhaite seulement minimiser des sous-GCSP sur-es rigides.
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calculer le DDR d’un GCSP s’ave`re de l’ordre de la preuve formelle de the´ore`me
ge´ome´trique. Nous avons de´ja` identifie´ des classes de GCSP pour lesquelles ce pro-
ble`me est polynomial, mais un effort reste a` faire sur ce sujet afin d’identifier d’autres
classes d’une part, et de proposer des heuristiques de calcul permettant d’e´viter le plus
possible le recours a` des algorithmes exponentiels d’autre part.
Par ailleurs, une comparaison expe´rimentale entre nos nouveaux algorithmes et les
algorithmes propose´s par Hoffmann et al. reste a` mener. Ce travail permettra de ju-
ger en pratique du surcouˆt engendre´ par l’emploi de notre caracte´risation au travers
de nos nouveaux algorithmes. Toutefois, soulignons a` nouveau que l’emploi de notre
caracte´risation et des algorithmes associe´s peut s’ave´rer malgre´ tout utile, voire indis-
pensable, pour les applications ou` un gain en fiabilite´ important est plus critique qu’un
gain en performance.
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