Abstract. We give a new representation-theoretic proof of the branching rule for Macdonald polynomials using the Etingof-Kirillov Jr. expression for Macdonald polynomials as traces of intertwiners of Uq(gl n ) given in [EK94]. In the Gelfand-Tsetlin basis, we show that diagonal matrix elements of such intertwiners are given by application of Macdonald's operators to a simple kernel. An essential ingredient in the proof is a map between spherical parts of double affine Hecke algebras of different ranks based upon the Dunkl-Kasatani conjecture of [Dun05, Eno09, ES09, Kas05] .
Introduction
The Macdonald polynomials P λ (x; q, t) are a two-parameter family of symmetric polynomials indexed by partitions λ which form an orthogonal basis for the ring of symmetric functions with respect to a (q, t)-deformation of the standard inner product. They were originally introduced by Macdonald (see [Mac95] ) as a generalization of many known families of special functions, including Schur functions, Jack and HallLittlewood polynomials, and Heckman-Opdam hypergeometric functions. Macdonald proved a branching rule for the P λ (x; q, t) and conjectured three additional symmetry, evaluation, and norm identities collectively known as Macdonald's conjectures. These conjectures were proven by Cherednik using techniques from double affine Hecke algebras in [Che95] . Etingof and Kirillov Jr. realized the Macdonald polynomials in [EK94] in terms of traces of intertwiners of the quantum group U q (gl n ); using this interpretation, they gave new proofs of Macdonald's conjectures in [EK96] .
The purpose of this paper is to give a representation-theoretic proof and interpretation of Macdonald's branching rule from the perspective of quantum groups. We give a new expression for diagonal matrix elements of U q (gl n )-intertwiners in the Gelfand-Tsetlin basis as the application of Macdonald's difference operators to a simple kernel. We then show that the resulting summation expression for P λ (x; q, t) becomes Macdonald's branching rule after a summation by parts procedure. A key ingredient which is of independent interest is the construction of a map Res l between spherical parts of double affine Hecke algebras of different ranks. Our construction makes essential use of the Dunkl-Kasatani conjecture stated in [Dun05, Kas05] and proven in [Eno09, ES09] and is compatible with Cherednik's SL 2 (Z)-action on spherical DAHA.
In the remainder of the introduction, we summarize our motivations, give precise statements of our results, and explain how they relate to other recent work.
1.1. Macdonald polynomials. Let ρ = n−1 2 , . . . ,
1−n 2
and let e r denote the elementary symmetric polynomial. For a partition λ, the Macdonald polynomial P λ (x; q 2 , t 2 ) is the joint polynomial eigenfunction with leading term x λ and eigenvalue e r (q 2λ t 2ρ ) of the operators D r n,x (q 2 , t 2 ) = t r(r−n) |I|=r i∈I,j / ∈I t 2 x i − x j x i − x j T q 2 ,I , where T q 2 ,I = i∈I T q 2 ,i and T q 2 ,i f (x 1 , . . . , x n ) = f (x 1 , . . . , q 2 x i , . . . , x n ) so that we have D r n,x (q 2 , t 2 )P λ (x, q 2 , t 2 ) = e r (q 2λ t 2ρ )P λ (x, q 2 , t 2 ).
Note that our normalization of D r n,x (q 2 , t 2 ) differs from that of [Mac95] . An integral signature λ is a sequence λ = (λ 1 ≥ · · · ≥ λ n ) with λ i −λ j ∈ Z, and it is dominant if λ i ≥ λ i+1 . We extend the definition of Macdonald polynomials to arbitrary signatures by setting P (λ1+c,...,λn+c) (x; q 2 , t 2 ) = (x 1 · · · x n ) c P λ (x; q 2 , t 2 ).
We say that integral signatures µ = (µ 1 ≥ · · · ≥ µ n−1 ) and λ = (λ 1 ≥ · · · ≥ λ n ) interlace if
Denote interlacing by µ ≺ λ and write |λ| = i λ i . A Gelfand-Tsetlin pattern subordinate to λ is an interlacing sequence µ = {µ l } 1≤l≤n = {µ 1 ≺ µ 2 ≺ · · · ≺ µ n−1 ≺ µ n = λ} ending in λ. Define the q-Pochhammer symbol by (u; q) ∞ =
n≥0
(1 − uq n ).
In [Mac95] , Macdonald showed that P λ (x) satisfies the following branching rule, which yields an explicit summation expression for P λ (x) over Gelfand-Tsetlin patterns subordinate to λ.
Theorem 1.1 ([Mac95, VI.7.13']). The Macdonald polynomials satisfy the branching rule P λ (x 1 , . . . , x n ; q, t) = µ≺λ ψ λ/µ (q, t)P µ (x 1 , . . . , x n−1 ; q, t)x |λ|−|µ| n where the branching coefficient is ψ λ/µ (q, t) = 1≤i≤j≤ℓ(µ) (q µi−µj t j−i+1 ; q) ∞ (q λi−λj+1 t j−i+1 ; q) ∞ (q λi−µj +1 t j−i ; q) ∞ (q µi−λj+1+1 t j−i ; q) ∞ (q µi−µj +1 t j−i ; q) ∞ (q λi−λj+1+1 t j−i ; q) ∞ (q λi−µj t j−i+1 ; q) ∞ (q µi−λj+1 t j−i+1 ; q) ∞ .
Corollary 1.2. The Macdonald polynomials admit the summation formula P λ (x; q, t) = µ 1 ≺···≺µ n−1 ≺µ n =λ
by U q (b − ). For each r < n, the subalgebra generated by e 1 , . . . , e r−1 , f 1 , . . . , f r−1 , and q h 1 2 , . . . , q hr 2 forms a copy of U q (gl r ) within U q (gl n ). Finally, we denote the finite dimensional irreducible U q (gl n )-representation corresponding to a dominant integral signature λ by L λ .
1.3. Etingof-Kirillov Jr. approach to Macdonald polynomials. In [EK94] , Etingof and Kirillov Jr. gave an interpretation of Macdonald polynomials in terms of representation-valued traces of U q (gl n ). Let
and choose an isomorphism
. Writing ρ for ρ n , for a signature λ, there exists a unique intertwiner
where (lower order terms) denotes terms of weight lower than λ + (k − 1)ρ in the first tensor coordinate. Traces of these intertwiners lie in W k−1 [0] = C · w k−1 and yield Macdonald polynomials when interpreted as scalar functions via the identification
n , where in any U q (gl n )-representation we interpret x hi i as acting on the µ weight space by x µi i . Theorem 1.3 ([EK94, Theorem 1]). The Macdonald polynomial P λ (x; q 2 , q 2k ) is given by
. On L (k−1)ρ , the trace may be expressed explicitly as
Remark. Our notation for Macdonald polynomials is related to that of [EK94] via P EK λ (x; q, t) = P λ (x; q 2 , t 2 ).
1.4. Gelfand-Tsetlin basis. The representation L λ of U q (gl n ) admits a basis {v µ } indexed by GelfandTsetlin patterns µ subordinate to λ. The weight of a basis vector v µ is
It was shown in [UTS90] that these basis vectors may be expressed in terms of lowering operators d r,i in U q (gl r ) ∩ U q (b − ) ⊂ U q (gl n ) applied to the highest weight vector v λ . More precisely, we have the following.
Proposition 1.5 ([UTS90, Theorem 2.9]). There exist lowering operators d r,i ∈ U q (gl r ) ∩ U q (b − ) so that the Gelfand-Tsetlin basis vectors are given by
r,r for a partition τ . 1.5. Statement of the main results. Computing the trace of U q (gl n )-intertwiners in Theorem 1.3 in the Gelfand-Tsetlin basis of L λ+(k−1)ρ yields an expression for P λ (x; q 2 , t 2 ) as a summation over GelfandTsetlin patterns subordinate to λ + (k − 1)ρ. Our main result shows that diagonal matrix elements of these intertwiners are given by application of Macdonald's operators to a simple kernel.
Theorem 4.4. In the Gelfand-Tsetlin basis, the diagonal matrix element of Φ n λ on the basis vector corresponding to the Gelfand-Tsetlin pattern
is given by
q−q −1 , and
Using Theorem 4.4, we give a new representation-theoretic proof of Macdonald's branching rule.
Theorem 5.1. At t = q k for positive integer k, we have
Remark. This formulation is equivalent to that of Theorem 1.1. To see this, note that for each λ and µ the branching coefficients ψ λ/µ (q, t) are rational functions in q and t and are therefore uniquely determined by their values at (q 2 , q 2k ) for all positive integers k.
Remark. Theorem 1.3 gives P λ (x; q 2 , q 2k ) as a summation over Gelfand-Tsetlin patterns subordinate to λ+(k−1)ρ and Macdonald's branching rule gives it as a summation over Gelfand-Tsetlin patterns subordinate to λ. Our result explains how these summations over different index sets are related.
1.6. Maps between spherical DAHA's of different rank. Denote by H n (q, t) and eH n (q, t)e the double affine Hecke algebra of GL n and its spherical part (see Section 3 for precise definitions). An essential ingredient in our proof is a map • In the quasi-classical limit q = e ε , t = q k , λ = ⌊ε −1 Λ⌋, x = e εX , and ε → 0, the Macdonald polynomials become the Heckman-Opdam hypergeometric functions introduced in [HO87, Hec87, Opd88a, Opd88b] . These functions were recently realized as integrals over Gelfand-Tsetlin polytopes in [BG13] by taking a scaling limit of Corollary 1.2. In [Sun14], the expression of [BG13] was lifted to an integral over dressing orbits of a Poisson-Lie group by integration over the Liouville tori and an adjunction procedure involving Calogero-Sutherland Hamiltonians. The techniques of this paper degenerate to the techniques used in [Sun14] under the degeneration from Macdonald-Ruijsenaars to Calogero-Sutherland integrable systems.
• The Jack polynomials are a scaling limit of Macdonald polynomials under the specialization t = q k and the limit q → 1 and have a similar branching rule. They were given in [Eti95] as traces of intertwiners of U (gl n )-modules using a degeneration of the Etingof-Kirillov Jr. construction, under which our methods degenerate to a representation-theoretic proof of the Jack branching rule.
• In the specialization q = 0, the Macdonald polynomials become the Hall-Littlewood polynomials. In [Ven14] , a summation expression was given for matrix elements of the U q (gl n )-intertwiners Φ n λ in the Gelfand-Tsetlin basis; this expression factors and becomes particularly simple in the Hall-Littlewood limit. In the notation of [Ven14] , Ω β/µ (q 2 , q 2k ) can be non-zero only if µ i ≤ β i ≤ µ i +(k−1), meaning that the prelimit expression of [Ven14, Theorem 1.3] is a sum over an index set similar to that which appears in Proposition 4.3. It would be interesting to understand if the factorization which results from degenerating [Ven14, Theorem 1.3] may be obtained by degenerating our Theorem 4.4.
• Replacing the finite dimensional module L λ+(k−1)ρ by the Verma module M λ in the Etingof-Kirillov Jr.
construction yields the Macdonald functions of [ES98] . In particular, for a (possibly non-integral) λ, for the normalization factor
the Macdonald function is the joint eigenfunction of the D r n,e x (q 2 , q 2k ) given by
Note that our notation is related to that of [ES98] by the substitution k → k + 1. For a dominant integral signature λ and τ a dominant weight in the root lattice, if λ i − λ i+1 ≥ l for some l ≫ 0, the quotient map M λ → L λ is an isomorphism in the (λ − τ )-weight space. The fact from [ES98] that the branching coefficient for Macdonald functions is a rational function in q λi and q µi therefore implies the branching rule
with branching coefficient given by
Our techniques apply to this setting. For any M > 0, there is some l > 0 so that if |τ | < M and λ i − λ i+1 ≥ l, the matrix elements of Ψ λ−ρ on the Gelfand-Tsetlin basis elements of M λ−ρ of weight λ − ρ − τ coincide with those of χ k−1 (λ)Φ n λ−kρ . As shown in [ES98] , the matrix elements are rational functions, hence coincide with the expression of Theorem 4.4 for all (possibly non-integral) λ. Applying a adjunction argument similar to that of the polynomial case yields the branching rule for Macdonald functions.
1.8. Outline of method and organization. We briefly outline our method. Our main technical result is Theorem 3.7, which constructs and characterizes a map Res l (q 2 ) between spherical DAHA's of rank nl and n. We use Theorem 3.7 to relate Macdonald difference operators in n variables at t = q l to Macdonald difference operators in nl variables at t = q 1/l . Combining this with an explicit summation expression for U q (gl n ) matrix elements given in [AS94] , we obtain in Theorem 4.4 a new expression for diagonal U q (gl n ) matrix elements as the application of Macdonald difference operators to an explicit kernel.
To obtain Macdonald's branching rule, we interpret the Etingof-Kirillov Jr. expression for the Macdonald polynomial P λ (x; q 2 , q 2k ) as a summation formula over Gelfand-Tsetlin patterns subordinate to λ + (k − 1)ρ. Applying Theorem 4.4, the symmetry identity, and summation by parts reduces this to the summation over Gelfand-Tsetlin patterns subordinate to λ found in the branching rule.
The remainder of this paper is organized as follows. In Section 2, we give some necessary background on Macdonald polynomials and reformulate the results in a convenient form. In Section 3, we define a map Res l (q 2 ) between spherical double affine Hecke algebras of different rank and prove the key Theorem 3.7 which allows us to compute the image of a certain Macdonald operator in Lemma 3.10. In Section 4, we prove the main Theorem 4.4 on matrix elements of U q (gl n )-intertwiners by applying the technique developed in Section 3 and a formula from [AS94] . In Section 5, we put everything together to derive a new proof of Macdonald's branching rule. Section 6 contains some technical manipulations of the result of [AS94] postponed from Section 4.
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Quantum groups and Macdonald polynomials
2.1. Notations. We will frequently need to consider expressions involving a signature and various shifts; we collect here the conventions we use to denote these. Set ρ n,i = n+1 2 − i and 1 = (1, . . . , 1). For any set of indices I, let 1 I denote the vector with 1's in those indices and 0's elsewhere. Define ρ n = ρ n − n−1 2 1 so that ρ n,i = −(i − 1) and ρ n−1,i = ρ n,i . For any signature λ, define the shifts
2.2. Macdonald symmetry identity. In this subsection, we state the Macdonald symmetry identity and use it to produce conjugates of the Macdonald difference operators acting diagonally the Macdonald polynomials via their index.
Proposition 2.1 (Macdonald symmetry identity). We have
We would like now to produce Macdonald operators acting on indices of Macdonald polynomials. For this, we abuse notation to write D r n−1,q 2μ for difference operators acting on additive indicesμ as well as multiplicative variables q 2μ .
Proposition 2.2. The operator
and
Proof. The expression for D r n−1,q 2μ (q 2 , q 2k ) follows by direct computation, and the eigenvalue identity from the Macdonald symmetry identity.
2.3. Adjoints of Macdonald difference operators. We would like now to consider adjoints of Macdonald operators with respect to a Jackson-type inner product. Fix lower and upper limits ζ = (ζ − , ζ + ) with
where we define the iterated summation symbol by
(1)
We will consider situations where g vanishes along a border of the region of summation. In particular, we say that the function
for any i}. We now characterize adjoints with respect to , ζ when applied to an (ζ, l)-adapted function.
Proof. First, we check by a direct computation that
Now, for any subset of indices I, we have
Using this, we induct on l. For l = 1, we have
where the second equality follows from (2), the third follows because f is (ζ, 1)-adapted, and the last equality follows from Proposition 2.2. Now suppose the claim holds for
we have by applying the cases of l − 1 and then 1 that
2.4. Reformulating the Etingof-Kirillov Jr. construction. In this subsection we shift the weights of the representations used in the Etingof-Kirillov Jr. construction to make restriction from U q (gl n ) to U q (gl n−1 ) more notationally convenient. For a partition λ, define the intertwiner
. We now rephrase Theorem 1.3 in terms of the intertwiners Φ n λ .
Corollary 2.4. The Macdonald polynomial P λ (x; q 2 , q 2k ) is given by
Proof. This follows from Theorem 1.3 and the relation
Corollary 2.5. The denominator in Corollary 2.4 is given by
Proof. This follows from Proposition 1.4 and the definition of Φ n 0 .
3. Spherical subalgebras of double affine Hecke algebras of different ranks 3.1. Double affine Hecke algebras. Let H n (q, t) denote the double affine Hecke algebra (DAHA) of GL n defined by [Che95] . Following [SV11] , it is defined as the associative algebra generated by invertible elements
Note that {T i } generate a copy of the finite-type Hecke algebra, and {T i , X j } and {T i , Y j } generate copies of the affine Hecke algebra.
The spherical DAHA is defined to be the subalgebra eH n (q, t)e. 
where s i exchanges X i and X i+1 and T q,X1 is the q-shift operator in X 1 . The action of elements of eH n (q, t)e on the symmetric part of the polynomial representation yields the Macdonald operators.
In particular, for any n-variable symmetric polynomial f , the operator
is diagonalized on P λ (X; q, t) with eigenvalue f (q λ t ρ ).
Proof. This follows from Proposition 3.2 and the fact that
Remark. By faithfulness, we will refer interchangeably to elements of the DAHA and spherical DAHA and their images under the polynomial representation in what follows.
3.3. SL 2 (Z)-action on DAHA. Define the isomorphisms ε(q, t) :
and τ + (q, t) : H n (q, t) → H n (q, t) given by
Define also the composition τ − = ετ + ε. 
defines an action of SL 2 (Z) on H n (q, t) which preserves eH n (q, t)e.
The action of τ + in the polynomial representation is realized via conjugation by the Gaussian
where q xi = X i . Here, we view γ n (q) as an element in the completion of H n (q, t) by degree of X.
Proposition 3.5 ([Che05, Section 3.7]). When evaluated in the polynomial representation, the action of τ + on H n (q, t) is given by conjugation by γ n (q). That is, we have the equality n ) ∈ C nl satisfies the multiwheel condition if the indices may be permuted so that
I nl (t) = {f | f (X) = 0 if X satisfy the multiwheel condition}.
In [Kas05] , this ideal was characterized as a H nl (q, t)-submodule. 
Remark. Along with some finer statements about the structure of I nl (t) and other submodules defined by similar multiwheel conditions, Proposition 3.6 was conjectured in [Kas05, Conjecture 6.4] and in the rational limit in [Dun05] . These statements are known as the Dunkl-Kasatani conjecture and were later proven in [Eno09] for generic values of parameters and for all values of parameters in [ES09, Theorem 5.10].
Define the map Res
l (q 2 ) : C[(X a i ) ±1 ] S nl → C[X ±1 i ] Sn by Res l (q 2 )(X a i ) = q 1−l+2a X i .
The kernel of Res
Sn , giving a map
We claim that this map factors through the polynomial representation
Theorem 3.7. The map Res l (q 2 ) : eH nl (q −2l , q 2 )e → eH n (q −2 , q 2l )e defined by
S nl is well defined and satisfies (a) for any h ∈ eH nl (q −2l , q 2 )e, as operators on
(b) as operators on eH nl (q −2l , q 2 )e, we have
(c) as operators on eH nl (q −2l , q 2 )e, we have
Proof. We first check that (a) holds on the generating set of Lemma 3.1. This is evident for h ∈ eC[(X
which shows that (a) holds for h = ep 1 (Y a i )e. A similar computation using the expression of Proposition 3.3 yields (a) for h = ep 1 ((Y a i ) −1 )e. We conclude that (a) holds for h in the generating set ep 1 (X)e, ep 1 (X −1 )e, ep 1 (Y )e, ep 1 (Y −1 )e. Therefore, the stated values of Res l (q 2 ) extend to a well-defined map satisfying (a). We now use (a) and the value of Res l (q 2 ) on the generators to prove (b) and (c). For (b), by Lemma 3.1, it suffices to check on ep 1 (Y ±1 )e and ep 1 (X ±1 )e. We give the computations for ep 1 (X)e and ep 1 (Y )e; the checks for ep 1 (X −1 )e and ep 1 (Y −1 )e are analogous. For the first check, note that
, and
For the second check, note that
where we apply the fact from (a) that
with q and q −1 interchanged. This completes the proof of (b). For (c), note that in H n (q −2l ; q 2 ), we have
This implies that
which yields the desired by Proposition 3.5. Finally, to obtain the claimed values on ep(Y )e for all p, we note by (b) that
Corollary 3.8. The map Res l (q 2 ) commutes with the action of SL 2 (Z) on the spherical DAHA.
Proof. By Theorem 3.7(bc) and the fact that the SL 2 (Z)-action is implemented via ε + and τ + .
3.5. Extending the restriction map. In our application, we must extend the restriction map slightly. The assignment
If we identify elements of the spherical DAHA with difference operators, they define valid operators on the subspace
though they do not in general satisfy the spherical DAHA relations. We see that Theorem 3.7(a) continues to hold in this setting.
Corollary 3.9. For any h ∈ eH nl (q −2l , q 2 )e, as operators on i,a (X
Proof. We interpret both sides as operators
±1 ]e, both sides yield the map of Theorem 3.7. For h = ep(Y a i )e with p a degree r homogeneous symmetric polynomial, both sides are equal to the map of Theorem 3.7 multiplied by q −lr . Together, these give the claim.
Computing Res l (q
2 ) on a specific operator. Define the operator
Identify eH nl (q −2l , q 2 )e with its image under the polynomial representation; in this identification, we now compute the image of a specific operator under Res l .
Lemma 3.10. We have the relation
Proof. Observe that
. Therefore, by Theorem 3.7(b) with q and q −1 interchanged we find that
Setting u = q l+1 implies the desired
Computing diagonal matrix elements in the Gelfand-Tsetlin basis
4.1. Factorization of matrix elements. For a choice of µ 1 , . . . , µ n = λ so that µ i ≺ · · · ≺ µ n = λ forms a Gelfand-Tsetlin pattern subordinate to λ, denote the pattern by µ. Let c( µ, λ) denote the diagonal matrix coefficient of v µ in Φ λ . For a signature µ ≺ λ, let the pattern gt(µ) be defined by
We show that Φ λ has non-zero diagonal matrix elements only on basis vectors indexed by patterns of the form µ and that these elements admit a level-by-level factorization. Proof. For some r < n, we cannot write µ r = τ for any τ . Let U ⊂ W k−1 be the U q (gl r )-submodule consisting of vectors of weight 0 for q hr+1 , . . . , q hn so that U ≃ L (k−1)(r−1,−1,...−1) as a U q (gl r )-module. Let µ r denote the truncation of µ r so that µ r i = µ r i . Consider the Gelfand-Tsetlin pattern ξ given by
Let L µ r ⊂ L λ be the U q (gl r )-submodule with highest weight µ r generated by v ξ . By Proposition 1.5, the diagonal matrix element of v µ lies in L µ r ⊗ U , hence is a multiple of the matrix element of v µ in the induced
given by projection onto L µ r ⊗ U . This intertwiner is zero because µ r is not of the form µ r = τ for some τ , giving the claim. 
subordinate to λ, we have the factorization
Proof. By induction on n, it suffices to check that
Let µ = µ n−1 . By Proposition 1.5, the basis vector v µ lies in the U q (gl n−1 ) submodule L µ ⊂ L λ with highest weight vector v gt( µ) . Let U ⊂ W k−1 be the U q (gl n−1 )-submodule consisting of elements of weight 0 under
given by composing Φ λ with the projection onto L µ ⊗ U . The matrix element c( µ, λ) lies in U , hence is the matrix element of v µ in φ. Notice that φ maps the U q (gl n−1 )-highest weight vector v gt( µ) to
so that φ = c(µ, λ) Φ µ and the matrix element of v µ is the desired
4.2.
Matrix elements as applications of Macdonald difference operators. Our main technical result expresses matrix elements of U q (gl n )-intertwiners as the application of Macdonald difference operators to an explicit kernel. Define the elements ∆
and the element ∆ k−1 (µ, λ) by
We use Theorem 6.1 to compute the diagonal matrix elements of Φ λ in terms of these elements, resulting in the following expression after manipulation. We defer the proof of Proposition 4.3 to Section 6.
In this form, we can now identify the matrix element with an application of Macdonald difference operators.
Theorem 4.4. Let µ ′ = µ + (k − 1)1. The matrix element c(µ, λ) is given by
where D n−1,q 2μ (q 2a ; q −2 , q 2(k−1) ) was defined in (3).
Proof. For an expression E, let 1 E = 1 if E holds and 1 E = 0 otherwise. Interpreting Res l (q 2 ) in the sense of Subsection 3.5, notice that
where both sums are over subsets
If (i, a) ∈ I and (i, a + 1) / ∈ I, then the corresponding term is zero, so the only subsets I which contribute to the sum are those of the form
We rewrite the sum in these terms as
Observe now that
Substituting this into the previous expression and changing variables to r i = l − s i , we obtain
On the other hand, we have that
Therefore, by Lemma 3.10 and Corollary 3.9 with l = k − 1 and
Dividing both sides by
where the second expression is equal to c(µ − (k − 1)1, λ) by Proposition 4.3. Replacing µ by its shift µ ′ = µ + (k − 1)1 and recalling the definitions of ∆
(λ), and ∆ k−1 (µ, λ) yields the claimed expression
Proving Macdonald's branching rule
We now put everything together to give a new proof of Macdonald's branching rule, which we reformulate for t = q k with k a positive integer.
Proof. We induct on n. The base case is trivial because P λ (x 1 ; q 2 , q 2k ) = x |λ| 1 . For the inductive step, by Lemma 4.1, it is enough to consider matrix elements for basis vectors of the form v µ . By Proposition 4.2 and the inductive hypothesis, we thus have
where x = (x 1 , . . . , x n−1 ). By Corollary 2.5, we have that
We conclude that
where λ ↓ = (λ 2 , . . . , λ n ) and λ ↑ = (λ 1 , . . . , λ n−1 ) are vectors of lower and upper indices for µ so that
in the notation of (1). Note that µ < λ if and only if λ i ≥ µ i ≥ λ i+1 − (k − 1). By the expression for c(µ ′ − (k − 1)1, λ) given in Theorem 4.4, we obtain
Define the operator
and note that it is diagonalized on P µ ′ (x; q 2 , q 2k ) by Proposition 2.2. Notice now that the function
Applying Proposition 2.3 to this function yields
, which is the desired result.
Specializing the expression for diagonal matrix elements
We will prove Proposition 4.3 using a result of [AS94] on reduced Clebsch-Gordan coefficients. We normalize and translate this result to matrix elements to obtain our desired expression. We first modify the intertwiner slightly. Consider the composition
The diagonal matrix element c(µ, λ) of v gt( µ) in Φ λ is equal to the matrix element from v gt( µ) to v gt( µ)−(k−1)1 in Ψ λ . We will compute this matrix element instead.
6.1. The expression of [AS94] for reduced Clebsch-Gordan coefficients. The U q (gl n )-representation L τ ⊗ Sym p C n contains each irreducible with multiplicity at most one, meaning that for any τ ′ , there is a one-dimensional family of intertwiners
In [AS94] , a general formula for the matrix coefficients in the Gelfand-Tsetlin basis of one such map is given. Such matrix coefficients are known as Clebsch-Gordan coefficients.
Remark. Note that [AS94] uses the coproduct ∆ AS = ∆ 21 . As bialgebras, U q −1 (gl n ) equipped with ∆ AS and U q (gl n ) equipped with ∆ are isomorphic, so we state and apply here the formulas of [AS94] with q and q −1 exchanged.
Note that a Gelfand-Tsetlin basis vector v ξ for Sym p C n takes the form ξ i = (ξ i , 0, . . . , 0), so we will denote this by
that the corresponding Clebsch-Gordan coefficient is given by a product
where product is over reduced Clebsch-Gordan coefficients whose values are given by the following. 
where the sum is over σ of length n − 1 satisfying
and where b and S are given by
6.2. Specializing the reduced Clebsch-Gordan coefficient. We restrict now to our case of Ψ λ . The relevant parameters are
In this case, we see that
Further, the constraint on σ takes the form Denote the latter sum by Σ(µ, λ) and the prefactor by B(µ, λ).
6.3.
Computing the normalization factor. Write λ for the truncation of λ, and note that both interpretations of λ are equal. Further, denote by sgt(r) the pattern {(k − 1) ≺ 2(k − 1) ≺ · · · ≺ r(k − 1)}, where for 1 ≤ i ≤ r, i(k − 1) is identified with the length i signature (i(k − 1), 0, . . . , 0); note that v sgt(n) has weight (k − 1)1 in Sym n(k−1) C n . We now consider the special case where µ = λ, which will allow us to translate between normalization factors for the Clebsch-Gordan coefficients. In this case, the constraint on ν implies the sum is over the single term ν = µ − (k − 1)1 = λ − (k − 1)1, and the matrix coefficient is , where we recall that gt was defined in (4).
6.4. Proof of Proposition 4.3. We now put everything together to prove Proposition 4.3. The diagonal Clebsch-Gordan coefficient of each highest weight vector for U q (gl n−1 ) in the Gelfand-Tsetlin basis is
= B(µ, λ)Σ(µ, λ)(−1) 
