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Die Navier-Stokes-Gleichungen bilden die Grundlage von Modellen der Stro¨mungsmecha-
nik und stellen ein System nichtlinearer, zeitabha¨ngiger partieller Differentialgleichungen
dar. Sie beschreiben Bewegungen za¨her, kompressibler und inkompressibler Flu¨ssigkeiten.
Da derartige Flu¨ssigkeiten nicht nur bei sehr komplizierten Anwendungen sondern bei vie-
len Dingen des ta¨glichen Lebens vorhanden sind (wie z.B. das Hinzugeben von Milch im
Kaffee und vorsichtigem Umru¨hren), sind die Navier-Stokesschen Differentialgleichungen
immer noch von großem Interesse bei Physikern, Ingenieuren und Mathematikern. Die
mathematischen Gleichungen, die die physikalische Welt einigermaßen exakt beschreiben,
sind in der Regel so komplex, dass man auf analytische Lo¨sungen nur in wenigen Spezi-
alfa¨llen zuru¨ckgreifen kann. Daher ist das Gebiet der numerischen Simulation ein wichtiger
Bestandteil der Mathematik geworden, der in Zukunft mit zunehmenden Rechnerleistun-
gen noch mehr Aufmerksamkeit erlangen wird. Dringend erforderlich sind hierfu¨r effiziente
numerische Algorithmen, die die exakte Lo¨sung von solch komplexen Anwendungsproble-
men hinreichend genau approximieren ko¨nnen.
In diesem Zusammenhang wurden in den 50er Jahren des 20. Jahrhunderts entscheidende
Fortschritte in der Methode der Finiten-Differenzen erzielt. Bei diesen Methoden werden




≈ u(x+ h)− u(x− h)
2h
,
wobei h der Abstand zwischen zwei Punkten ist. Offensichtlich handelt es sich hierbei um
lokale Verfahren, die sich dadurch auszeichnen, fu¨r Polynome niedriger Ordnung exakt zu
sein.
In den 60er Jahren wurde eine weitere lokale Methode popula¨r, die sogenannte Methode
der Finiten-Elemente. Diese Verfahren eignen sich besonders gut fu¨r komplexe Geometrien
und sind inzwischen sowohl auf mathematischer wie auch ingenieurwissenschaftlicher Seite
weit entwickelt (siehe hierzu Braess [5], Zienkiewicz und Taylor [33]).
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In den 70er Jahren kam der Durchbruch der dritten großen Verfahrensklasse: die spek-
tralen Verfahren. Der wesentliche Unterschied zu den beiden anderen Methoden ist der,
dass hierbei globale Ansatzfunktionen benutzt werden. In einfachen Gebieten, in denen
die Lo¨sung ein hohes Maß an Glattheit besitzt, erreicht man hier das beste Verha¨ltnis
zwischen erzielter Genauigkeit und Anzahl von Freiheitsgraden. Sehr ha¨ufig erzielt man
mit spektralen Verfahren eine Genauigkeit bis auf 10 Stellen, wa¨hrend bei den lokalen
Verfahren nur 2 bis 3 Stellen erreicht werden. Einen U¨berblick u¨ber all diese Verfahren
liefern auch Quarteroni und Valli in [27].






∇2u+ (u · ∇)u+∇p = f,
∇ · u = 0
betrachtet.
Im wesentlichen gibt es bei spektralen Methoden, a¨hnlich wie bei den Finite-Element-
Methoden, drei Klassen:
• Gekoppelte Methoden: man versucht, sowohl Druck als auch Geschwindigkeit simul-
tan anzuna¨hern (siehe Malik, Zang und Hussaini [23], Zang und Hussaini [32])
• Galerkin Methoden: Approximation der Geschwindigkeit durch divergenzfreie Jacobi-
Fourier Polynome, die die vorgegebenen Randbedingungen erfu¨llen (siehe Leonard
und Wray [21], Moser, Moin und Leonard [25])
• Splitting Methoden: Entkopplung von Druck und Geschwindigkeit durch aufeinan-
derfolgende Lo¨sung von zwei oder mehreren Gleichungen
Gegenstand dieser Arbeit sind Splitting-Techniken der Navier-Stokes-Gleichungen.
In Kapitel 1 wird eine Einfu¨hrung in die spektralen Methoden zur effizienten Lo¨sung von
partiellen Differentialgleichungen gegeben.
Kapitel 2 beinhaltet das Splitting der Navier-Stokes-Gleichungen. Die Idee besteht darin,
die Geschwindigkeit in der Zeit zu diskretisieren und somit separate Gleichungen fu¨r den
Druck und die Geschwindigkeit zu erhalten. Fu¨r die Zeitdiskretisierung bieten sich wieder-
um verschiedene Methoden an, wobei man zwischen Ein- und Mehrschrittverfahren wa¨hlen
kann. Zu den Einschrittverfahren za¨hlen die Einschritt-θ-Verfahren, wobei θ ∈ [0, 1]. Eine
kurze Einfu¨hrung dieser Verfahren ist in Bristeau, Glowinski und Periaux [6] zu finden
(siehe auch Knabner/Angermann [20]). Fu¨r θ = 1
2
erha¨lt man speziell das sogenannte
Crank-Nicolson-Verfahren (siehe z.B. Mu¨ller-Urbaniak [29]). Hier werden fu¨r die Zeit-
diskretisierung Mehrschrittverfahren verwendet, wobei die sogenannten BDF-Verfahren
(Backward Differentiation Formulas) gewa¨hlt wurden (siehe z.B. Deuflhard/Bornemann
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[9]). Durch Extrapolation des Druckes wurde in [12] numerisch gezeigt, dass sich ein
Verfahren zweiter Ordnung fu¨r die Geschwindigkeit und ein Verfahren erster Ordnung
fu¨r den Druck in der Zeit gewinnen la¨ßt. Fu¨r die Approximation werden Tschebyscheff-
Polynome verwendet. Als Stu¨tzstellen dienen fu¨r die Geschwindigkeit die Tschebyscheff-
Gauß-Lobatto-Knoten und fu¨r den Druck die Tschebyscheff-Gauß-Knoten. Die Kombi-
nation von Tschebyscheff-Polynomen statt Legendre-Polynomen und der Tschebyscheff-
Gauß-Lobatto Knoten ermo¨glicht es, die schnelle Fourier-Transformation (FFT) anzuwen-
den. Somit beno¨tigt die Auswertung des spektralen Operators statt O(N3) arithmetischer
Operationen lediglich O(N2 ln(N)) Operationen, wobei N den maximalen Polynomgrad
bezeichnet. Die Wahl der Gauß-Lobatto- und der Gauß-Knoten hat zur Folge, dass zwei
verschiedene Gitter (sog. ”staggered grids”) beno¨tigt werden. Dabei wird der Druck durch
Polynome approximiert, deren Grad um eins niedriger ist als fu¨r die Geschwindigkeit. Der
Vorteil besteht darin, dass ”spurious modes”, die zu singula¨ren spektralen Problemen
fu¨hren wu¨rden, vermieden werden.
Zur Vermeidung von spurious modes gibt es auch schon eine Reihe anderer Arbeiten.
Heinrichs schlug in [17] vor, sowohl den Druck als auch die Geschwindigkeit durch Po-
lynome vom gleichen Grad zu approximieren. Dadurch entstanden allerdings spurious
modes, die beseitigt wurden, indem die zugeho¨rigen Fourierkoeffizienten zu Null gesetzt
wurden. Eine weitere Idee verfolgte Heinrichs in [15], wobei der Druck durch Polynome
um zwei Grade niedriger als die Geschwindigkeit approximiert wurde. Dadurch wurden
die spurious modes ga¨nzlich vermieden, jedoch wurde die Imkompressibilita¨tsbedingung
∇ · u = 0 nicht sehr gut erfu¨llt. Bernardi und Maday verwendeten in [2] auch staggered
grids, und nahmen dazu insgesamt 3 Gitter: Eines fu¨r den Druck und je eines fu¨r beide
Geschwindigkeitskomponenten. Als Ansatzfunktionen wa¨hlten sie nicht die Tschebyscheff-
Polynome, sondern die Legendre-Polynome. Somit vermieden auch sie das Auftreten von
spurious modes, zeigten allerdings keine numerischen Resultate fu¨r diese Methode.
Kapitel 2 liefert ferner einen Beitrag daru¨ber, wie der konvektive Anteil (u·∇)u behandelt
werden kann. In all den oben vorgestellten Arbeiten wurde die Nichtlinearita¨t explizit
mit einer Adams-Bashforth-Formel diskretisiert. Auch diese Vorgehensweise wird hier
verfolgt. Es zeigte sich aber schnell, dass dadurch fu¨r große Reynoldszahlen eine sehr
kleine Schrittweite notwendig wurde. Daher wurde die Idee der impliziten Behandlung
verfolgt. Dieses wurde in der Vergangenheit fu¨r die hier vorgestellten Splitting-Techniken
noch nicht na¨her betrachtet. Kapitel 2 beinhaltet eine Diskussion u¨ber die Behandlung
der Nichtlinearita¨t sowohl mit expliziten als auch mit impliziten Verfahren.
In Kapitel 3 wird das Splitting anhand des Driven-Cavity-Problems getestet. Da bei spek-
tralen Verfahren nichtsymmetrische, vollbesetzte Matrizen auftreten, ist eine effiziente Be-
handlung der entstehenden Gleichungssysteme no¨tig. Verschiedene Mo¨glichkeiten, diese
iterativ zu lo¨sen, sowie das Thema der Vorkonditionierung werden hier dargestellt.
Kapitel 4 liefert einen Beitrag, wie Singularita¨ten zu behandeln sind. Fu¨r den Fall, dass
der Druck durch Polynome von um zwei geringerem Grad approximiert wird, haben O.
Botella und R. Peyret in [4] bereits Ergebnisse erzielt. In dem Fall von staggered grids sind
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bisher keine Resultate bekannt. Viele Autoren haben die Behandlung von Singularita¨ten
mit spektralen Verfahren vermieden, weil der große Vorteil der spektralen Verfahren (hohe
spektrale Genauigkeit) verloren geht.
In Kapitel 5 wird das Modell auf ein weiteres Anwendungsbeispiel erweitert und das
hier vorgestellte Splitting verallgemeinert. Es handelt sich dabei um die Boussinesq-
Approximation, d.h. zu den Navier-Stokes-Gleichungen kommt noch eine weitere Glei-
chung hinzu, die die Temperaturabha¨ngigkeit von Stro¨mungen beschreibt. Splitting-Tech-
niken fu¨r diese Gleichungen in der primitiven Formulierung sind bisher nicht bekannt.
Heinrichs hat in [16] die Boussinesq-Gleichungen in der Strom-Wirbelfunktion-Formulie-
rung betrachtet und dafu¨r numerische Resultate geliefert. In Kapitel 5 werden ferner die
hier berechneten numerischen Resultate mit der Benchmark-Lo¨sung verglichen, die in den
80er Jahren erstellt wurde.
Das in dieser Arbeit vorgestellte Splitting hat gezeigt, dass sehr gute numerische Resultate
dadurch erzielt werden konnten, dass der Druck durch Polynome approximiert wurde, de-
ren Grad um eins niedriger ist als der fu¨r die Geschwindigkeit. Die entstehenden staggered
grids bedeuten allerdings einen deutlich ho¨heren Aufwand, da zwischen den verschiedenen
Knoten interpoliert werden muss.
Ein entscheidender Schritt ist sicherlich die implizite Behandlung des konvektiven Terms.
Diese ermo¨glicht es, auch ho¨here Reynoldszahlen zu betrachten, da hierbei die Zeitschritt-
weite gro¨ßer gewa¨hlt werden kann.
Interessant ist auch, dass spektrale Verfahren gut geeignet sind fu¨r Probleme mit Sin-
gularita¨ten. Bisher wurden diese Ansa¨tze eher vermieden. Ist die analytische Lo¨sung in
der Na¨he der Singularita¨t allerdings bekannt, so wird in Kapitel 4 gezeigt, dass durch
geeignete Subtraktion der dominierenden singula¨ren Anteile die Vorteile der spektralen
Verfahren weiterhin genutzt werden ko¨nnen.
Ein weiterer wichtiger Beitrag dieser Arbeit ist die Ausdehnung auf temperaturabha¨ngige
Probleme, die in der Natur weit verbreitet sind.
Ein Vorteil dieser Splitting-Techniken besteht in der Mo¨glichkeit der Parallelisierung. Dies
ko¨nnte eine Verbesserung der Rechenzeiten bedeuten, sofern der Kommunikationsaufwand
zwischen den einzelnen Prozessen nicht allzu hoch ist.
Zum Schluss mo¨chte ich mich bei all denen bedanken, die zum Fortgang und Gelingen
dieser Arbeit beigetragen haben.
Mein besonderer Dank gilt Herrn Prof. Dr. W. Heinrichs, der diese Arbeit angeregt und
betreut hat. Er gab mir jede erdenkliche Unterstu¨tzung und hat mir als Mitarbeiter
der Arbeitsgruppe Ingenieurmathematik an der Universita¨t Essen alle nur erdenkliche
Fo¨rderung zukommen lassen.
Mein Dank gilt auch Herrn Prof. Dr. K. Witsch, der die U¨bernahme des Korreferats
bereitwillig angenommen hat.
Ferner gilt ein besonderer Dank Herrn Dipl.-Math. techn. Johannes Korsawe und Frau
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Dipl.-Math. Birgit Loch, die diese Arbeit immer wieder Korrektur gelesen haben.
Zum Schluss mo¨chte ich mich bei meinen Eltern und all meinen Freunden bedanken,




Einfu¨hrung in die spektralen
Verfahren
Partielle Differentialgleichungen treten in fast allen Bereichen der Wissenschaften auf. Sie
zu lo¨sen ist ein schwieriges Problem und nur selten ist die Berechnung exakter Lo¨sungen
mo¨glich. Aus diesem Grunde sind effiziente numerische Verfahren zur Bestimmung einer
approximativen Lo¨sung notwendig. Schon lange bekannt sind die Verfahren der Finiten-
Differenzen (FD), der Finiten-Elemente (FE) und der Finiten-Volumina (FV). All die-
se Methoden haben bereits eine lange Geschichte und sind ein wirksames Werkzeug zur
Lo¨sung partieller Differentialgleichungen. In den letzten zwei Jahrzehnten kamen die spek-
tralen Verfahren und insbesondere die pseudo-spektralen Verfahren als eine interessante
Variante hinzu. Wa¨hrend Finite-Elemente-Methoden sehr gut geeignet sind fu¨r komplexe
Geometrien 1, ko¨nnen spektrale Verfahren hingegen in einfacheren Gebieten, wie z. B.
Rechtecken oder Kreisen, eine ho¨here Genauigkeit der approximierten Lo¨sung erzielen 2.
Bei letzteren Verfahren handelt es sich, im Gegensatz zu FE, FD oder FV, um globale
Verfahren. Ist eine Differentialgleichung gegeben, so besteht die Idee darin, die Lo¨sung u





wobei die pk(x) sehr glatte Basisfunktionen sind.
Im weiteren Verlauf wird nun gezeigt, welche Funktionen pk(x) geeignet sind und wie man
die Koeffizienten u˜k bestimmen kann.
1Erzielen aber meist nur Konvergenz der Ordnung p (p = 1, . . . , 5).
2Spa¨ter wird gezeigt, wie die Approximationsgu¨te von der Glattheit der Daten abha¨ngt
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1.1 Systeme orthogonaler Polynome
Sei IPN der Raum der Polynome vom Grad ≤ N und w(x) eine Gewichtsfunktion, d.h.
w(x) ist nicht-negativ und integrierbar auf dem Intervall I = (−1, 1). Ferner sei












Mit dieser Norm wird L2w(−1, 1) zu einem Hilbertraum.
{pn}n≥0 sei nun ein System von Polynomen (mit pk Polynom vom Grad k), die bzgl. des
Skalarproduktes (., .)w orthogonal sind, d. h.
(pn, pm)w = 0 ∀n,m ≥ 0, n 6= m.














so kann man PNu auch auffassen als die orthogonale Projektion von u auf IPN bzgl. des
Skalarproduktes (., .)w
(PNu, vN)w = (u, vN)w ∀ vN ∈ IPN .
Es gilt dann:
||u− PNu||0,w → 0 (N →∞).
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1.2 Gauß-Quadratur und Interpolation
Im folgenden soll die enge Beziehung zwischen orthogonalen Polynomen und Integrations-
formeln vom Gauß-Typ auf dem Intervall [−1, 1] verdeutlicht werden. Sei dazu {pn}n≥0
wie oben definiert.
Satz 1.1 (Gauß-Lobatto-Integration) Seien −1 = x0, x1, . . . , xN = 1 die N + 1 Null-
stellen des Polynoms
q(x) = pN+1(x) + apN(x) + bpN−1(x),
wobei a und b so gewa¨hlt werden, dass q(−1) = q(1) = 0. Seien ferner w0, . . . , wN die













p(x)w(x)dx, ∀ p ∈ IP2N−1.
Beweis: Es ist q ∈ IPN+1. Aufgrund der Orthogonalita¨t der {pk} gilt:
(q, φ)w = 0 ∀ φ ∈ IPN−2. (1.3)
Sei ferner p ∈ IP2N−1. Es gibt eine Zerlegung
p(x) = q(x)r(x) + s(x)
mit r ∈ IPN−2 und grad s ≤ N . Da die xj, j = 0, . . . , N , Nullstellen von q sind, folgt:





















18 Kapitel 1. Einfu¨hrung in die spektralen Verfahren
Damit ist die Behauptung bewiesen. 2
Die Knoten fu¨r die Gauß-Integration spielen bei den spektralen Verfahren eine große
Rolle. Sie werden als Kollokationspunkte bei der spektralen Kollokation benutzt, d.h. als
Punkte, an denen die zu Grunde liegende partielle Differentialgleichung erfu¨llt sein soll.
Seien nun fu¨r N ≥ 0 die Punkte x0, x1, . . . , xN die Knoten der Gauß-Lobatto-Integration
und w0, w1, . . . , wN die entsprechenden Gewichte. Das N -te Interpolationspolynom INu
ist dann gegeben durch die Bedingungen
(INu)(xj) = u(xj), 0 ≤ j ≤ N, INu ∈ IPN .
INu erha¨lt man mittels Lagrange-Interpolation. Da es sich um ein Polynom N -ten Grades






















Dabei erlauben die Gleichungen (1.4) und (1.5) Transformationen zwischen dem Physi-
kalischen Raum, der Darstellung von u mittels der Werte {u(xj)}, und dem sogenannten
Frequenzraum, der Darstellung mittels der Koeffizienten {u˜k}.
1.3 Sturm-Liouville-Probleme
In diesem Abschnitt wird verdeutlicht, dass fu¨r spektrale Verfahren Sturm-Liouville-
Probleme besonders gut geeignet sind, da die Entwicklung nach den Eigenfunktionen
einer Sturm-Liouville-Aufgabe hohe spektrale Genauigkeit garantiert. Dazu soll eine kur-
ze Einfu¨hrung in die Theorie der Sturm-Liouville-Probleme vorgenommen werden.
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Unter einem Sturm-Liouville-Problem versteht man eine gewo¨hnliche Differentialgleichung
der Form
Lu+ λw(x)u = 0, R1u = R2u = 0, (1.7)
mit den Operatoren
Lu := (p(x)u′)′ + q(x)u,
R1u := α1u(a) + α2u
′(a), R2u := β1u(b) + β2u′(b)
}
(1.8)
Dabei gelten folgende Voraussetzungen:
Alle Gro¨ßen sind reell,
p stetig diffb. und positiv auf [a, b],
q stetig,
w stetig und positiv, (α1, α2), (β1, β2) 6= (0, 0).
 (1.9)
Definition 1.2 Eine Zahl λ = λn heißt Eigenwert von (1.7), wenn (1.7) eine nichttriviale
Lo¨sung u = un besitzt. un selbst heißt dann Eigenfunktion oder Eigenlo¨sung zum Eigenwert
λn.
Laut [18] gilt folgender Satz u¨ber die Eigenwerte einer Sturm-Liouvilleschen Aufgabe.
Satz 1.3 Vorgelegt sei die Sturm-Liouville-Aufgabe (1.7) unter den Voraussetzungen (1.9).
Dann bildet die Gesamtheit ihrer Eigenwerte eine streng wachsende Folge {λn}n mit
λn →∞. Jeder Eigenwert ist einfach.
Ferner gelten folgende Voraussetzungen:
un(a) = un(b) = 0




Im folgenden wird die Konvergenzrate fu¨r die Entwicklung einer Funktion nach den Ei-
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Satz 1.4 (Entwicklungssatz, [18]) Vorgelegt sei die Sturm-Liouville-Aufgabe (1.7) mit

































(− (p(x)un(x)′)′ − q(x)un(x))
und somit ist









Da f 2-mal differenzierbar ist, liefert 2-maliges partielles Integrieren
an = − 1
λn














































(nach der Schwarzschen Ungleichung)
= O(1) fu¨r n→∞.
Bemerkung 1.5 In [10] wird gezeigt, dass die Folge der an schneller fa¨llt als jede Potenz
von 1/λn fu¨r (n→∞). Dazu mu¨ssen folgende Bedingungen erfu¨llt sein:
p(a) = p(b) = 0, p/w, p′/w und q/w beschra¨nkt, alle Ableitungen von f sind bzgl. w
quadratintegrabel.
1.4 Tschebyscheff-Polynome
Im folgenden sollen nun als Basisfunktionen fu¨r die Darstellung von u (siehe (1.1)) die






1− x2Tk(x) = 0.
Nach den Bezeichnungen des letzten Abschnittes ist:
p(x) =
√
1− x2, w(x) = 1√
1− x2 , q(x) = 0, −1 ≤ x ≤ 1,
Tk(−1) = (−1)k, Tk(1) = 1.
Die zu Tk(x) geho¨renden Eigenwerte sind λk = k
2. Fu¨r diese Funktionen sind alle Voraus-
setzungen der Bemerkung (1.5) erfu¨llt. Demnach konvergiert die Reihenentwicklung nach
Tschebyscheff-Polynomen einer unendlich oft differenzierbaren Funktion schneller als jede
Potenz von 1/k fu¨r (k →∞).
Tk ist gerade, wenn k gerade ist, und Tk ist ungerade, wenn k ungerade ist. Fordert man
noch, dass Tk(1) = 1, so erha¨lt man folgende Darstellung:
Tk(x) = cos(kθ), θ = arccos(x).
Offensichtlich bilden die {Tk(x), k = 0, 1, . . .} ein System orthogonaler Polynome. Einige
Eigenschaften der Tschebyscheff-Polynome sind in [7] zu finden.
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Die gesuchte Funktion u ∈ L2w(−1, 1) wird nun mittels Tschebyscheff-Polynomen (siehe













2, wenn k = 0
1, wenn k ≥ 1 (1.12)
und einer geeigneten Gewichtsfunktion w. Diese ergibt sich aus Satz 1.1 im Falle der
Gauß-Lobatto-Knoten (fu¨r eine andere Knotenwahl siehe [7]). Fu¨r die Wahl der Kolloka-
tionspunkte kommen mehrere Mo¨glichkeiten in Frage. Nachfolgend sollen diese kurz mit

















, j = 0
2pi
2N + 2










, j = 0, N
pi
N
, 1 ≤ j ≤ N − 1.
(1.15)
In der nachfolgenden Arbeit werden sowohl die Tschebyscheff-Gauß als auch die Tscheby-
scheff-Gauß-Lobatto-Knoten von Bedeutung sein. Im Falle der Gauß-Lobatto-Knoten er-
gibt sich fu¨r den Interpolationsoperator IN : C




















Die Transformation vom Physikalischen Raum (siehe (1.16) oder auch (1.4)) zum Fre-












2, j = 0, N
1, 1 ≤ j ≤ N − 1.
Damit gilt: u˜ = Cu.









Beide Transformationen kann man mit Hilfe der schnellen Fourier-Transformation erhalten
(der Aufwand betra¨gt dabei 5
2
Nlog2N + 4N Operationen; siehe dazu [7]).









fu¨r Gauß und Gauß-Radau Formeln
pi fu¨r Gauß-Lobatto Formeln.
Fu¨r den Interpolationsoperator IN gelten folgende Fehlerabscha¨tzungen (siehe auch [27]):
||u− INu||L2w(−1,1) ≤ C ·N−m||u||Hmw (−1,1),
||u− INu||Hkw(−1,1) ≤ C ·N2k−m||u||Hmw (−1,1),









Auch hieran ist wiederum gut zu erkennen, dass die Approximationsgu¨te von der Glattheit
der Funktion u abha¨ngt.
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1.5 Ableitungen
Im folgenden soll die Ableitung einer nach Tschebyscheff-Polynomen entwickelten Funk-























2 sin(θ) cos(kθ) = sin(k + 1)θ − sin(k − 1)θ















































































































⇒ 2kuˆk = ck−1uˆ(1)k−1 − uˆ(1)k+1, k ≥ 1, (1.20)
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mit den ck wie in (1.12). Will man nun ein Polynom N -ten Grades differenzieren, so ist
uˆ
(1)





k+2 + 2(k + 1)uˆk+1, 0 ≤ k ≤ N − 1.
Damit ergibt sich fu¨r die uˆ
(1)















k+2 + 2(k + 1)uˆ
(q−1)
k+1 , 0 ≤ k ≤ N − 1.
Die Ableitung der Funktion u der Tschebyscheff-Kollokation wird nun definiert als die
Ableitung der diskreten Tschebyscheff-Entwicklung von u an den gleichen Knoten, d.h.
DNu = (INu)′.




(DN)lju(xj), l = 0, . . . , N.
Zur Berechnung der Matrixeintra¨ge (DN)lj verwendet man das N -te Lagrange-Interpola-
tionspolynom hj an den Stu¨tzstellen xi, wobei gilt:
hj(xi) = δij ∀ j = 0, . . . , N.





xj − xi =
(−1)j+1(1− x2)T ′N(x)
c¯jN2(x− xj) ∀ j = 0, . . . , N.







xl − xj , l 6= j
−xj
2(1− x2j)
, 1 ≤ l = j ≤ N − 1
2N2 + 1
6




, l = j = N.
Fu¨r die erste Ableitung ist der Interpolationsfehler gegeben durch (siehe auch [27]):





2.1 Einfu¨hrung in die Navier-Stokes-Gleichungen
Die Untersuchung des Verhaltens von Stro¨mungen spielt in der numerischen Simulation
eine wichtige Rolle. Stro¨mungen tauchen in fast allen Lebensbereichen auf, Beispiele sind
der aufsteigende Rauch einer Zigarette oder das Ein- und Auslaufen von Wasser in einer
Badewanne.
Flu¨ssigkeiten und Gase werden unter dem Oberbegriff Fluide zusammengefaßt. Wa¨hrend
einerseits die Kra¨fte zwischen einem stro¨menden (oder ruhigen) Fluid und einem ruhen-
den (oder bewegten) Ko¨rper eine Rolle spielen, ist das unterschiedliche Verhalten von
Fluiden andererseits auf die Wechselwirkung zwischen den Fluidpartikeln untereinander
zuru¨ckzufu¨hren. Der Grund fu¨r diese Kra¨fte besteht in der sogenannten Za¨higkeit, der
Viskosita¨t der Fluide. Unter Za¨higkeit versteht man die Eigenschaft eines Fluids, gegen
Formvera¨nderungen Widerstand zu leisten. Das bedeutet, dass die Za¨higkeit eines Fluids
innere Reibung verursacht, was zur Folge hat, dass ein sich bewegendes Fluid auch ohne
Einfluß a¨ußerer Kra¨fte zur Ruhe kommen kann. Zur Erkla¨rung dieser Pha¨nomene stelle
man sich vor, ein Fluid wu¨rde aus einzelnen Schichten bestehen (siehe Abbildung 2.1,
links).
Abbildung 2.1: links: ruhendes Fluid, rechts: Fluid nach Stop der untersten Schicht
Diese Schichten bewegen sich nun gleichma¨ßig z.B. nach rechts fort. Stoppt man plo¨tzlich
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die unterste Schicht, so bewegen sich die u¨berliegenden Schichten durch die Tra¨gheits-
kraft weiter, so dass die Situation aus Abbildung 2.1 (rechts) entsteht. Dabei ist unter
Tra¨gheitskraft der Widerstand einer tra¨gen Masse gegen Beschleunigung zu verstehen, sie
entspricht also gleich Masse · Beschleunigung. Diese Kraft, die durch das Anhalten auf die
unterste Schicht ausgeu¨bt wurde, wirkt sich durch die Viskosita¨t auf die anderen Schich-
ten aus. In der Vorstellung von Fluidschichten spricht man von laminaren Stro¨mungen.
Vermischen sich hingegen die Teilchen zweier Schichten aufgrund von geringerer Reibung
untereinander, so spricht man von turbulenten Stro¨mungen.
Es ist klar, dass bei sehr za¨hen Fluiden, wie z.B. Honig, die innere Reibungskraft sehr
stark ist. Die einzelnen Schichten wu¨rden somit schneller zum Stehen kommen als bei
weniger za¨hen Fluiden, wie z.B. Wasser, da der Widerstand gegen Verformung sehr viel
ho¨her ist.
Die Bewegung eines Fluids wird also von zwei grundlegenden Eigenschaften bestimmt,
der Viskosita¨t und der Tra¨gheitskraft. Das Verha¨ltnis dieser beiden Eigenschaften wird





wobei ρ die Dichte, U die Geschwindigkeit (z.B. Bewegungsgeschwindigkeit eines Ko¨rpers),
L die La¨nge (z.B. der Durchmesser eines Ko¨rpers) und µ die Za¨higkeit ist.
Die Lo¨sungen der Navier-Stokes-Gleichungen ha¨ngen somit nicht nur von den gegebenen
Randbedingungen, sondern auch von der Gro¨ße der Reynoldszahl ab, da die ho¨chste Ab-
leitung (∇2u) den Faktor 1
Re
entha¨lt. Kleine Reynoldszahlen bedeuten dabei u¨berwiegende
Za¨higkeitseffekte (z.B. bei Honig), wa¨hrend bei großen Reynoldszahlen die Za¨higkeit im
allgemeinen eine kleinere Rolle spielt.
Eine weitere Unterscheidung betrifft kompressible und inkompressible Fluide. Kompres-
sibel bedeutet, dass das Fluid zusammengedru¨ckt werden kann. Insbesondere muß somit
die gleiche Masse des Fluids nicht immer das gleiche Volumen haben, denn das Volumen
ha¨ngt direkt vom Druck ab. Als Beispiel fu¨r ein kompressibles Medium ist z.B. Luft zu
nennen, bei dem ein und dieselbe Masse unterschiedliche Volumen ausfu¨llen kann.
In dieser Arbeit werden nur inkompressible Fluide betrachtet, die Fluidmasse nimmt also
immer das gleiche Volumen ein, d.h. die Dichte des Fluids ist konstant.
Allgemein wird die Stro¨mung eines Fluids in einem Gebiet Ω ⊂ IR2 u¨ber der Zeit t ∈
[0, tend] durch folgende Gro¨ßen charakterisiert:
• u : Ω× [0, tend]→ IR2 Geschwindigkeitsfeld
• p : Ω× [0, tend]→ IR Druck.
Bei kompressiblen Fluiden kommt die Dichte ρ : Ω× [0, tend]→ IR als Zustandgro¨ße hinzu.
Die Stro¨mung kann nun durch ein System partieller Differentialgleichungen beschrieben
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∇2u+∇p+ (u · ∇)u = f in Ω, t ∈ [0, tend] (2.1)
∇ · u = 0 in Ω, t ∈ [0, tend] (2.2)
u = h auf ∂Ω, t ∈ [0, tend] (2.3)
u = u0 fu¨r t = 0, in Ω. (2.4)
Dabei ist f : Ω → IR2 eine vorgeschriebene vektorwertige Funktion, die die a¨ußeren
Kra¨fte beschreibt, wie z.B. die Erdanziehung, denen das physikalische System unterliegt.
Da durch (2.1) - (2.4) der Druck p nur bis auf eine Konstante eindeutig bestimmt ist,
fordert man zur Normierung∫
Ω
p dx = 0 zu allen Zeiten t.
Im folgenden sei Ω = (−1, 1)2 (Einheitsquadrat). Das Problem in (2.1) - (2.4) besteht
darin, dass Druck und Geschwindigkeit miteinander gekoppelt sind und es darum schwie-
rig ist, das System direkt zu lo¨sen. Ziel wird es nun sein, ein sogenanntes Splitting zu
entwickeln, so dass man separate Gleichungen fu¨r Druck und Geschwindigkeit erha¨lt.
Zuna¨chst soll dieses Splitting an der nicht-stationa¨ren Stokes-Gleichung durchgefu¨hrt wer-
den. Eine Erweiterung auf den Navier-Stokes Fall wird anschliessend vorgenommen.
2.2 Die nicht-stationa¨re Stokes-Gleichung
Im folgenden wird das Splitting der nicht-stationa¨ren Stokes-Gleichung
∂u
∂t
−∇2u+∇p = f in Ω, (2.5)
∇ · u = 0 in Ω, (2.6)
u = 0 auf ∂Ω, (2.7)
beschrieben. f , u und p seien dabei wie im letzten Abschnitt definiert und es sei
Ω = (−1, 1)2.
Bezeichne 4t ∈ IR+ die Schrittweite in der Zeit t. Fu¨r die Zeitdiskretisierung sollen
die sogenannten BDF-Verfahren (Backwards Differentiation Formulas) verwendet werden
(siehe [9]). Diese Zeitdiskretisierung der Gleichungen (2.5) - (2.7) fu¨hrt dann zu folgendem
Schema:
Lnt,ku
n+1 −∇2un+1 +∇pn+1 = fn+1 in Ω, (2.8)
∇ · un+1 = 0 in Ω, (2.9)
un+1 = 0 auf ∂Ω. (2.10)
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Der Index n bezeichnet, dass die Funktion fu¨r n = 0, 1, 2, . . . an den Zeitpunkten tn = n4t
ausgewertet wird. Der Operator Lnt,k stellt das BDF-Schema fu¨r die Approximation von
∂
∂t















Dieses Verfahren ist von 1. Ordnung in der Zeit.
Fu¨r k = 2 benutzt man β0 =
3
2










Schließlich ergibt sich noch mit β0 =
11
6
, β1 = −3, β2 = 32 , β3 = −13 fu¨r k = 3 ein Verfahren
3. Ordnung. Zur Wahl dieser βi siehe [9].
Wie bereits erwa¨hnt sollen nun separate Gleichungen fu¨r Geschwindigkeit und Druck
hergeleitet werden. Die Grundidee dieses Verfahren entstammt [22]. Man erha¨lt:
Lnt,ku˜
n+1 −∇2u˜n+1 +∇p¯n+1l = fn+1 in Ω, (2.11)
u˜n+1 = 0 auf ∂Ω (2.12)




n+1 − p¯n+1l ) = 0 in Ω, (2.13)
∇ · un+1 = 0 in Ω, (2.14)
un+1 · ν = 0 auf ∂Ω. (2.15)
ν ist die a¨ußere Einheitsnormale, u˜n+1 bezeichnet eine “Zwischengeschwindigkeit“ (inter-
mediate velocity) und p¯n+1l einen Extrapolanten fu¨r den Druck, der sich aus den vorherigen
l Schritten ergibt, also der Ordnung l ist. Offensichtlich ha¨ngt die Konvergenzordnung von
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Dabei sind γm, m = 0, . . . , l − 1, geeignete Koeffizienten. Fu¨r l = 1 wa¨hlt man: γ0 = 1;
fu¨r l = 2 setzt man: γ0 = 2, γ1 = −1.
Sei nun





dann ist (2.11) - (2.12) a¨quivalent zu folgendem Helmholtz-Problem:(
−∇2 + β0 14tI
)
u˜n+1 = f˜n+1 in Ω, (2.16)
u˜n+1 = 0 auf ∂Ω. (2.17)




n+1 +∇pn+1 = gn+1 in Ω, (2.18)
∇ · un+1 = 0 in Ω, (2.19)
un+1 · ν = 0 auf ∂Ω, (2.20)




Mit Hilfe der Gleichungen (2.16) und (2.17) kann man nun die Zwischengeschwindigkeit
u˜n+1 berechnen, aber Gleichung (2.18) zeigt deutlich, dass Druck und Geschwindigkeit
immer noch gekoppelt sind. Im folgenden sollen (2.18)-(2.20) untersucht werden. Dazu
wird eine Uzawa-a¨hnliche Entkopplungsprozedur verwendet (siehe [1]), wobei Druck und
Geschwindigkeit unter Ausnutzung der Divergenzfreiheit der Geschwindigkeit voneinan-
der getrennt werden. Wendet man die Divergenz auf die Gleichung (2.18) an, fu¨hrt dies
auf eine Gleichung, in der nur noch der Druck enthalten ist. Zuna¨chst wird jedoch die
pseudospektrale Diskretisierung dieses Problems angegeben.
2.3 Pseudospektrale Diskretisierung
Um eine pseudospektrale Diskretisierung fu¨r das Stokes-Problem anzugeben, werden zwei
spektrale Ableitungsoperatoren fu¨r den Druck und fu¨r die Geschwindigkeit eingefu¨hrt.
Dies wird zuerst im 1-dimensionalen Fall vorgenommen. Im 2-dimensionalen Fall erha¨lt
man die entsprechenden Operatoren durch Verwendung von Tensorprodukten (siehe Ab-
schnitt 2.3.2).
Zu N ∈ IN bezeichne IPN den Raum der Polynome vom Grad ≤ N und IP0N bezeichne
den Raum der Polynome aus IPN , die zusa¨tzlich die homogenen Dirichlet Randbedin-
gungen in Ω erfu¨llen. Die Geschwindigkeit u wird nun durch ein Polynom aus IP0N und
der Druck p durch ein Polynom aus IPN−1 approximiert. Dazu sollen “staggered grids“
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, i, j = 0, . . . , N , betrachtet, wa¨hrend der Druck an den Gauß-







, i, j = 1, . . . , N , ausgewertet wird. Die Lage
der Knotenpunkte ist fu¨r N = 8 in Abbildung 2.2 dargestellt.
Abbildung 2.2: Gauß-Lobatto und Gauß-Knoten fu¨r N = 8
Die Nummerierung der Knoten erfolgt dabei in lexikographischer Reihenfolge, d.h. die
Knoten werden zeilenweise durchnummeriert.
Im folgenden sei N gerade; fu¨r N ungerade kann man analog vorgehen.
2.3.1 Der 1-dimensionale Fall
Im 1-dimensionalen Fall erha¨lt man nach Elimination der Randbedingungen (vorausge-
setzt waren Dirichletrandbedingungen, d.h. u = 0 auf ∂Ω):
u′(xj) ∼= (Dˆ0uu)j, j = 0, . . . , N,
wobei Dˆ0u ∈ IRN+1,N−1, xj = cos jpiN , j = 0, . . . , N . Dˆ0u ist dabei der 1-dimensionale spek-
trale Ableitungsoperator, der die Ableitung der Geschwindigkeit an den inneren Gauß-
Lobatto-Knoten liefert (siehe [27]). Die erste Ableitung von u wird allerdings nicht an den
Gauß-Lobatto-Knoten sondern an den Gauß-Knoten beno¨tigt, wie spa¨ter noch deutlich
wird.
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Zur Interpolation zwischen den Gauß-Lobatto-Knoten und den Gauß-Knoten sei
T ∈ IRN,N+1 die Interpolationsmatrix. Man erha¨lt:
u′(zj) ∼= (TDˆ0uu)j, j = 1, . . . , N.
Bezeichne nun D0 = TDˆ0u ∈ IRN,N−1 diesen Ableitungsoperator erster Ordnung.
Die zweite Ableitung betrachtet man an den Gauß-Lobatto-Knoten (siehe (2.5)). Es ergibt
sich:
u′′(xj) ∼= ((D2u)0u)j, j = 1, . . . , N − 1,
wobei (D2u)
0 ∈ IRN−1,N−1. D2u erha¨lt man aus zweimaliger Anwendung von Du, wobei
Du ∈ IRN+1,N+1 der eindimensionale Ableitungsoperator auf allen Gauß-Lobatto-Knoten
ist. Beru¨cksichtigt man nun wiederum die Dirichlet-Randbedingungen, so erha¨lt man
(D2u)
0.
Nun soll noch der Ableitungsoperator D fu¨r den Druck bestimmt werden. Hier muss, im
Gegensatz zur Geschwindigkeit, darauf geachtet werden, dass die Ableitung, die an den
Gauß-Knoten bekannt ist, auf die Gauß-Lobatto-Knoten transformiert wird. Es ist:
p′(xj) ∼= (Dp)j, j = 1, . . . , N − 1,
wobei D ∈ IRN−1,N gegeben ist durch:
D = Tp1DˆpTp2 .
Tp2 ∈ IRN,N ist die Transformation auf den Polynomraum IPN−1. Dˆp ∈ IRN,N fu¨hrt die
Differentiation im Koeffizientenraum durch und Tp1 ∈ IRN−1,N transformiert direkt auf
die Gauß-Lobatto-Knoten zuru¨ck in den physikalischen Raum.









2, i = 1
1, sonst
.
Zur Berechnung von Tp1 und Tp2 siehe [27, S. 107].
2.3.2 Der 2-dimensionale Fall
Die Ableitungsoperatoren fu¨r den 2-dimensionalen Fall ergeben sich durch Tensorprodukt-
bildung.
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Definition 2.1 Sei A = (ai,j) ∈ IRM1,N1, B = (bi,j) ∈ IRM2,N2.
A⊗B = (Abi,j) ∈ IRM1·M2,N1·N2 , i = 1, . . . ,M2, j = 1, . . . , N2
heißt das Tensorprodukt von A und B.
Angewandt auf die partiellen Ableitungsoperatoren fu¨r die Geschwindigkeit ergibt sich:
∂
∂x
: D0x = D
0 ⊗ I, ∂
∂y
: D0y = I ⊗D0,
∂2
∂x2
: D0xx = (D
2
u)
0 ⊗ I, ∂
2
∂y2











wobei I die Einheitsmatrix in IRN bezeichnet. Also ist D0x, D
0
y ∈ IRN2,(N−1)·N .
Fu¨r den Druck ergibt sich analog:
∂
∂x
: Dx = D ⊗ I, ∂
∂y
: Dy = I ⊗D.
Folglich gilt: Dx, Dy ∈ IR(N−1)·N,N2 . Diese Ableitungsoperatoren werden nur zur Berech-
nung des Pseudo-Laplace-Operators verwendet. Durch die Tensorproduktbildung mit der
Einheitsmatrix erreicht man, dass nur bzgl. einer Variablen von Gauß- auf Gauß-Lobatto-
Knoten transformiert wird (bzw. umgekehrt), bzgl. der anderen Variablen aber immer
noch die urspru¨nglichen Werte beibehalten werden.
Um die pseudospektrale Diskretisierung des Problems anzugeben, beno¨tigt man allerdings




: D0x,G = D
0 ⊗ T, ∂
∂yG
: D0y,G = T ⊗D0,
∂
∂xGL
: Dx,GL = D ⊗ (Tp1 · Tp2),
∂
∂yGL
: Dy,GL = (Tp1 · Tp2)⊗D.
Der Index G gibt an, dass bzgl. beider Variablen die Transformation auf die Gauß-Knoten
vorgenommen wird. Analog verwendet man den Index GL fu¨r die Transformation auf die
Gauß-Lobatto-Knoten. Fu¨r D04 ist keine neue Definition notwendig. Hier betrachtet man
die zweite Ableitung von u wieder auf den Gauß-Lobatto-Knoten.
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Mit diesen Bezeichnungen kann man nun die pseudospektrale Diskretisierung des Stokes-



















2 = 0 in Ω, (2.23)
un+11 = u
n+1











i (i = 1, 2).
(2.21), (2.22) und (2.24) sollen dabei an den Gauß-Lobatto-Knoten erfu¨llt sein, (2.23) an
den Gauß-Knoten.








i in Ω, (2.25)




















2 = 0 in Ω, (2.29)
un+11 = u
n+1
2 = 0 auf ∂Ω. (2.30)
Wendet man nun den Divergenz-Operator auf die Gleichungen (2.27) und (2.28) an und












Geschwindigkeit und Druck sind demnach voneinander entkoppelt. Zuerst kann man mit
Gleichung (2.25) und (2.26) die Zwischengeschwindigkeit bestimmen, dann ist der Druck
mittels Gleichung (2.31) berechenbar. Schließlich erha¨lt man die Geschwindigkeit mit den
Gleichungen (2.27) - (2.30).
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An dieser Stelle zeigt sich die Mo¨glichkeit der Parallelisierung. (2.25) und (2.26) sind
fu¨r jede Geschwindigkeitskomponente parallel berechenbar; es ist keine Kommunikation
zwischen diesen Prozessen no¨tig. Ebenso verha¨lt es sich mit den Gleichungen (2.27) und
(2.28). Es ist also zu erwarten, dass durch Parallelisierung der Aufwand ca. halbiert werden
kann.
Im folgenden sei B ∈ IRN2,N2 gegeben durch:






Man kann leicht erkennen, dass fu¨r die Berechnung des Pseudo-Laplace-Operators B
beide Mo¨glichkeiten zula¨ssig sind. Bei der ersten Darstellung gelangt man zuerst von den
Gauß-Knoten auf die Gauß-Lobatto-Knoten (durch Anwendung von Dx,GL bzw. Dy,GL).
Dann wird durch D0x,G und D
0
y,G wieder auf die Gauß-Knoten zuru¨cktransformiert. Zur
Berechnung des Pseudo-Laplace-Operators ist dieser Aufwand nicht notwendig, deshalb
wird im folgenden zur Bestimmung der Eigenwerte des Pseudo-Laplace-Operators (siehe
Kapitel 3) die zweite Darstellung verwendet.
2.4 U¨bertragung auf die Navier-Stokes-Gleichungen
Das in 2.2 erarbeitete Splitting und die in 2.3 vorgestellte Diskretisierung sollen nun auf
die Navier-Stokes-Gleichungen (2.1) - (2.4) u¨bertragen werden. Dabei stellt sich die Frage,
wie der konvektive Term (u ·∇)u zu behandeln ist. Dieser spielte bei der nicht-stationa¨ren
Stokes-Gleichung (siehe (2.5)) keine Rolle. Im wesentlichen stehen zwei Methoden zur
Verfu¨gung. Der konvektive Term kann explizit oder implizit behandelt werden. Wa¨hrend
bei expliziten Methoden fu¨r große Reynoldszahlen eine sehr kleine Zeitschrittweite not-
wendig ist, erhofft man sich, dass implizite Verfahren eine gro¨ßere Zeitschrittweite zulas-
sen. Allerdings ist zu erwarten, dass der Rechenaufwand bei impliziten Verfahren weitaus
ho¨her ist. Im folgenden sollen diese beide Methoden verglichen werden. Fu¨r die implizite
Behandlung des konvektiven Terms werden zwei Methoden vorgestellt, wobei versucht
wird, den Rechenaufwand zu reduzieren.
2.4.1 Explizite Behandlung des konvektiven Anteils
Eine Mo¨glichkeit besteht in der expliziten Behandlung des konvektiven Terms. Dazu ist
eine geeignete Approximation zu finden, d.h. man sucht eine Na¨herung aus den letzten l
Zeitschritten und setzt:





un−l+1+m · ∇)un−l+1+m. (2.32)
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∇2un+1 +∇pn+1 + (un+1e · ∇)un+1e = fn+1 in Ω, (2.33)
∇ · un+1 = 0 in Ω, (2.34)
un+1 = hn+1 auf ∂Ω. (2.35)
Nun kann man den konvektiven Anteil auf die rechte Seite von (2.33) bringen und erha¨lt
somit Gleichungen der Art (2.8) - (2.10), fu¨r die das Splitting bereits in den Abschnitten
2.2 und 2.3 erla¨utert wurde.
Die αm mu¨ssen noch geeignet gewa¨hlt werden. Die Approximationsordnung von (2.32)
wird entsprechend der Ordnung der Zeitdiskretisierung von u bestimmt. Hat man in der
Zeit ein Verfahren zweiter Ordnung, so bedeutet dies fu¨r die Wahl der αm (siehe dazu
auch [9]):
α0 = −1, α1 = 2.
Ist die Zeitdiskretisierung von 3. Ordnung, so ist
α0 = 1, α1 = −3, α2 = 3.
Die numerischen Resultate aus [12] lassen auf ein Verfahren zweiter Ordnung fu¨r die
Geschwindigkeit und auf ein Verfahren erster Ordnung fu¨r den Druck in der Zeit schließen.
Im folgenden wird also angenommen, dass die Ordnung der Zeitdiskretisierung und der
Approximation des konvektiven Terms zwei, die Extrapolationsordnung des Druckes p
eins ist.
Fu¨r die Navier-Stokes-Gleichungen bedeutet das nun, dass nach Setzen der entsprechenden









i − (un+1e · ∇)un+1e in Ω, (2.36)
u˜n+1i = h
n+1
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2.4.2 Implizite Behandlung des konvektiven Anteils mit dem
Newton-Verfahren
Da bei der expliziten Behandlung des konvektiven Anteils die Zeitschrittweite bei ho¨heren
Reynoldszahlen sehr klein gewa¨hlt werden muß, stellt sich die Frage, ob stattdessen eine
implizite Methode zu besserem Erfolg fu¨hren wu¨rde. Um den konvektiven Term implizit











u˜n+1 · ∇) u˜n+1. (2.43)










u˜n+1 · ∇) u˜n+1 − f˜n+1i︸ ︷︷ ︸
F (u˜n+1)
= 0. (2.44)
Zu lo¨sen ist nun noch das Nullstellenproblem (2.44). Bezeichnet u˜n+1i,0 eine Startna¨herung
der Nullstelle (0.ter Iterationsschritt), so lautet der m-te Iterationsschritt des Newtonver-
fahrens:
Lo¨se
F ′(u˜n+1m )vm = −F (u˜n+1m ), (2.45)
mit








F ′(u˜n+1m ) bezeichnet dabei die Fre´chet-Ableitung. Es ist








































v + (u˜ · ∇)u˜+ s · (u˜ · ∇)v + s · (v · ∇)u˜
+s2(v · ∇)v − (u˜ · ∇)u˜]




















v + (u˜ · ∇)v + (v · ∇)u˜.
Dabei ist


































































































































u˜n+12,m − f˜n+12 .
Es stellt sich nun noch die Frage nach einem geeigneten Abbruchkriterium. Hier wurde
das Newton-Verfahren solange durchgefu¨hrt, bis |F (u˜n+1m )| < .
2.4.3 Implizite Behandlung des konvektiven Anteils mit einer
Picard-Iteration
Wie Tabelle 2.1 noch zeigen wird, ist der Rechenaufwand bei der impliziten Behandlung
des konvektiven Anteils mit dem Newton-Verfahren sehr groß. Der Grund liegt klar auf
der Hand: In (2.46) ist ein Gleichungssystem der Gro¨ße (2 ∗ (N − 1)2)× (2 ∗ (N − 1)2) zu
lo¨sen. Bei großen Reynoldszahlen, wo also der konvektive Anteil u¨berwiegt und einer be-
sonderen Betrachtung bedarf, muss auch das N , also die Anzahl der Kollokationspunkte,
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groß gewa¨hlt werden. Dies hat zur Folge, dass das Gleichungssystem in (2.46) sehr groß
wird und der Rechenaufwand somit stark wa¨chst. Daher besteht die Idee, das große Glei-
chungssystem in zwei kleine Gleichungssysteme aufzuteilen. Das entstehende Verfahren
ist eine Art Picard-Iteration.









u˜n+1 · ∇) u˜n+1 = f˜n+1i . (2.47)
Dabei ist (












(2.47) soll wiederum iterativ gelo¨st werden und es bezeichne (u˜n+11,0 , u˜
n+1
2,0 ) eine Startna¨he-


































Als Startna¨herung fu¨r (u˜n+11,0 , u˜
n+1




2 ), also die Lo¨sung der Geschwin-
digkeit zum vorherigen Zeitpunkt. Zu beachten ist, dass zuerst (2.49) gelo¨st wird. Dann
wird u˜n+11,m direkt auf den aktuellen Wert gesetzt und danach erst (2.50) gelo¨st. Das hat
zur Folge, dass der Fehler in u˜n+12 kleiner ist als der Fehler in u˜
n+1
1 . Somit reicht es, ei-
ne Abbruchbedingung zu finden, die nur von u˜n+11 abha¨ngt. In dieser Arbeit wurde die
Picard-Iteration so lange durchgefu¨hrt, bis |u˜n+11,m+1 − u˜n+11,m | < .
2.4.4 Vergleich von expliziter und impliziter Behandlung des
konvektiven Terms
Wie schon erwa¨hnt ist der große Vorteil bei der impliziten Behandlung des konvektiven
Anteils, dass zu gegebener Reynoldszahl Re deutlich ho¨here Zeitschrittweiten gewa¨hlt
werden ko¨nnen. Tabelle 2.1 besta¨tigt diese Vermutung am Driven-Cavity-Problem (siehe
Abschnitt 3.4).
Anhand Tabelle 2.2 und 2.3 zeigt sich deutlich, dass die Behandlung des konvektiven
Terms mit der expliziten Methode den kleinsten Rechenaufwand hat. Die Zeitschrittwei-
te ist zwar recht klein zu wa¨hlen, aber eine große Zeitschrittweite ist auch nicht sehr
sinnvoll. Es handelt sich schließlich um ein zeitabha¨ngiges Problem, bei dem man die
zeitliche Entwicklung betrachten will. Daher sind kleinere Zeitschrittweiten no¨tig. Weiter-
hin ist zu bemerken, dass der Rechenaufwand mit der Picard-Iteration ca. die Ha¨lfte des
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Verfahren max. 4t max. 4t
fu¨r Re = 800 fu¨r Re = 1000
explizit 0.091 0.087
implizit (Picard) 0.973 0.847
implizit (Newton) 0.973 0.847
Tabelle 2.1: maximale Zeitschrittweiten fu¨r Konvergenz des Verfahrens fu¨r N = 12 (bis
auf ±0.001) und  = 2 · 10−6
Rechenaufwands des Newton-Verfahrens betra¨gt, obwohl die maximale Zeitschrittweite
bei beiden gleich groß ist. Daher ist die Picard-Iteration dem Newton-Verfahren deutlich
vorzuziehen. Somit sind also verschiedene Mo¨glichkeiten gegeben, Probleme mit gro¨ßeren
Reynoldszahlen lo¨sen zu ko¨nnen. Einsichtig ist auch, dass implizite Verfahren bei gro¨ße-
ren Reynoldszahlen immer wichtiger werden. Denn es ist durchaus mo¨glich, dass man sehr
große Reynoldszahlen mit expliziten Verfahren nicht mehr in den Griff bekommen kann,
wa¨hrend implizite Verfahren noch sehr gut funktionieren.
Eine weitere Variante besteht darin, erst einige Schritte mit einem expliziten Verfahren
durchzufu¨hren, und dann zu einem impliziten Verfahren zu wechseln. Somit hat man
bereits eine gute Startna¨herung gefunden.
Interessant sind auch noch die Zahl der Newton- bzw. Picard-Iterationsschritte. Tabelle
2.2 zeigt dies fu¨r die beiden hier vorgestellten impliziten Verfahren. Die dritte Spalte
(#It.Schritt Ende) zeigt die Anzahl der Iterationsschritte, die noch beno¨tigt werden, wenn
die stationa¨re Lo¨sung fast erreicht ist (siehe dazu auch (3.15)). Es ist zu erkennen, dass
beim Newton-Verfahren ebenso viele Iterationsschritte beno¨tigt werden wie bei der Picard-
Iteration.
Verfahren # It.Schritte Beginn # It.Schritte Ende durchschn. Rechenzeit
fu¨r Re = 100 fu¨r Re = 100 pro Zeitschritt
explizit − − 0.204279
implizit (Picard) 5 1 0.754719
implizit (Newton) 5 1 1.578873
Tabelle 2.2: Anzahl Iterationsschritte der impliziten Verfahren fu¨r Re = 100, N = 12,
4t = 0.1 und  = 2 · 10−6 sowie Rechenzeiten
Es ist also von Problem zu Problem wieder neu zu entscheiden, ob ein explizites oder
implizites Verfahren eingesetzt werden soll. Klar ist alledings auch, dass im Falle der
impliziten Behandlung die Picard-Iteration vorgezogen werden sollte.
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Verfahren # It.Schritte Beginn # It.Schritte Ende durchschn. Rechenzeit
fu¨r Re = 1000 fu¨r Re = 1000 pro Zeitschritt
explizit − − 3.22370
implizit (Picard) 4 2 10.41262
implizit (Newton) 4 2 29.58815
Tabelle 2.3: Anzahl Iterationsschritte der impliziten Verfahren fu¨r Re = 1000, N = 24,




Im nachfolgenden Abschnitt werden die Eigenschaften des Pseudo-Laplace-Operators auf-
gefu¨hrt sowie numerische Resultate fu¨r das Driven-Cavity Problem geliefert.
3.1 Eigenschaften des Pseudo-Laplace-Operators
Im folgenden sollen die Eigenwerte des Pseudo-Laplace-Operators
B = D0xDx +D
0
yDy = A⊗ I + I ⊗ A
untersucht werden.
A = D0D
bezeichnet den 1-dimensionalen Pseudo-Laplace-Operator. Zuna¨chst fu¨hrt man folgende
Definition ein:
Definition 3.1
λmin = min {|λ| | λ 6= 0 Eigenwert von A}
λmax = max {|λ| | λ 6= 0 Eigenwert von A} .
In Tabelle 3.1 sind der minimale und der maximale Eigenwerte von A fu¨r N = 4, 8, . . . , 128
aufgefu¨hrt.
Numerisch zeigt sich, dass minimaler und maximaler Eigenwert von A mit den entspre-
chenden Eigenwerten von (D2)0 u¨bereinstimmen.
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λmin und λmax von A
N λmin λmax λmax/N
4
4 2.4560 1.9544 · 101 0.0760
8 2.4674 2.1437 · 102 0.0523
16 2.4674 3.1748 · 103 0.0484
32 2.4674 4.9939 · 104 0.0476
64 2.4674 7.9573 · 105 0.0474
128 2.4674 1.2719 · 107 0.0474
Tabelle 3.1: Eigenwerte des 1-dim. Pseudo-Laplace-Operators
λmin und λmax von B
N λmin λmax λmax/N
4
4 2.4560 3.9088 · 101 0.1527
8 2.4674 4.2874 · 102 0.1047
16 2.4674 6.3496 · 103 0.0969
32 2.4674 9.9878 · 104 0.0953
64 2.4674 1.5914 · 106 0.0949
128 2.4674 2.5438 · 107 0.0948
Tabelle 3.2: Eigenwerte des 2-dim. Pseudo-Laplace-Operators
In Tabelle 3.2 sind fu¨r den 2-dimensionalen Operator minimaler und maximaler Eigenwert
aufgefu¨hrt.
Alle Eigenwerte des Pseudo-Laplace-Operators sind reell und negativ, was zu folgendem
Satz fu¨hrt:
Satz 3.2 Die Eigenwerte des spektralen Operators A sind reell. Ein Eigenwert ist 0 und
die u¨brigen (N − 1) sind alle verschieden und besitzen negatives Vorzeichen.
Bew.:
siehe [12]. 2
Fu¨r den 2-dimensionalen Fall ergibt sich natu¨rlich das gleiche Resultat, da man die Ei-
genwerte des 2-dimensionalen Laplace-Operators durch die Tensorproduktbildung erha¨lt,
denn es gilt folgender Satz (siehe [19], Theorem 4.2.12, Seite 245):
Satz 3.3 Sei A ∈ CI n×n und B ∈ CI m×m. Sei λ ∈ σ(A) und x ∈ CI n der zugeho¨rige
Eigenvektor von A. Sei ferner µ ∈ σ(B) und y ∈ CI m zugeho¨riger Eigenvektor von B,
dann ist λµ ∈ σ(A⊗B) und x⊗ y ∈ CI nm ist zugeho¨riger Eigenvektor von A⊗B.
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Im 3-dimensionalen Fall lautet der pseudo-spektrale Laplace-Operator:
B3 = A⊗ I ⊗ I + I ⊗ A⊗ I + I ⊗ I ⊗ A. (3.1)
λmin und λmax von B3
N λmin λmax λmax/N
4
4 2.4560 5.8632 · 101 0.2290
8 2.4674 6.4317 · 102 0.1570
12 2.4674 3.0699 · 103 0.1480
16 2.4674 9.5244 · 103 0.1453
32 2.4674 1.4982 · 105 0.1429
64 2.4674 2.3872 · 106 0.1423
128 2.4674 3.8157 · 107 0.1421
Tabelle 3.3: Eigenwerte des 3-dim. Pseudo-Laplace-Operators
Anhand der Tabellen 3.1, 3.2 und 3.3 erkennt man, dass die Kondition des Pseudo-Laplace-
Operators sehr schlecht ist, sie verha¨lt sich wie O(N4). Es ist also no¨tig, eine geeignete
Vorkonditionierung fu¨r den Laplace-Operator zu finden.
3.2 Vorkonditionierung
Da in [13] bereits verschiedene Vorkonditionierer fu¨r den Pseudo-Laplace Operator vor-
gestellt wurden, soll hier nur nochmals derjenige erwa¨hnt werden, der in der Praxis die
gro¨ßte Relevanz hat. Zuna¨chst wird wieder der 1-dimensionale Fall betrachtet, d.h. gesucht












(1− zj)3/2 , (3.2)
j = 1, . . . , N, darstellen kann. Gesucht sind also Approximationen fu¨r
p′(−1), p′(1) und p′′(zj), j = 1, . . . , N.
Fu¨r eine Na¨herung an p′′(zj), j = 2, . . . , N − 1, verwendet man das zentrale Finite-
Differenzen Schema 2. Ordnung, d.h.
p′′(zj) ≈ 2 ·
(
p(zj+1)− p(zj)





zj+1 − zj−1 . (3.3)
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so entspricht (3.3)
p′′(zj) ≈ ajp(zj−1)− (aj + cj)p(zj) + cjp(zj+1). (3.4)
Diese Approximation bereitet Schwierigkeiten fu¨r j = 1 und j = N . In diesen Fa¨llen wird
sowohl p(z0) als auch p(zN+1) beno¨tigt. Die Idee besteht nun darin, eine Tridiagonalmatrix
zu finden, die A durch einfache Na¨herung an p′′(zj), p′(−1) und p′(1) gut approximiert.
Daher nimmt man fu¨r den Druck homogene Neumann-Randbedingungen an, d.h. es soll
p′(−1) = p′(1) = 0
gelten.
Da p′(1) ≈ p(z2)−p(z0)
z2−z0 , ist p(z2) ≈ p(z0). Ferner gilt p′(−1) ≈
p(zN+1)−p(zN−1)
zN+1−zN−1 und somit
p(zN+1) ≈ p(zN−1). Dann liefert Gleichung (3.4)
p′′(z1) ≈ a1p(z0)− (a1 + c1)p(z1) + c1p(z2) (3.5)
= −(a1 + c1)p(z1) + (a1 + c1)p(z2) (3.6)
und
p′′(zN) ≈ aNp(zN−1)− (aN + cN)p(zN) + cNp(zN+1) (3.7)
= (aN + cN)p(zN−1)− (aN + cN)p(zN). (3.8)




−(a1 + c1)p(z1) + (a1 + c1)p(z2), j = 1
ajp(zj−1)− (aj + cj)p(zj) + cjp(zj+1), j = 2, . . . , N − 1
(aN + cN)p(zN−1)− (aN + cN)p(zN), j = N,
wodurch nun der Vorkonditionierer ANEFD dargestellt wird. A
NE
FD ist tridiagonal und somit
sind geeignete Bandlo¨ser anwendbar.
Im folgenden werden die Eigenschaften von ANEFD als Vorkonditionierer untersucht. Offen-
sichtlich ist c = const. 6= 0 Eigenfunktion von ANEFD zum Eigenwert λ = 0. Zuerst muss






1 0 0 · · · 0 0 1
0 1 0 · · · 0 0 1
0 0 1 · · · 0 0 1
... · · · ...
0 0 0 · · · 1 0 1
0 0 0 · · · 0 1 1




Nun lo¨st man das Problem in q und betrachtet die modifizierten Operatoren
Aˆ = AE und AˆNEFD = A
NE
FDE.
Offensichtlich sind Aˆ und AˆNEFD bis auf die letzte Spalte identisch zu A bzw. A
NE
FD . Eliminiert
man nun die letzte Spalte und eine der Zeilen (hier die letzte Zeile), so erha¨lt man ein
regula¨res System in IRN−1,N−1. Die zugeho¨rigen spektralen FD-Operatoren bezeichnet
man mit
Aˆ0 ∈ IRN−1,N−1, bzw. AˆNEFD,0 ∈ IRN−1,N−1.
Tabelle 3.4 zeigt die Eigenwerte des vorkonditionierten Operators (AˆNEFD,0)
−1Aˆ0.











Tabelle 3.4: Eigenwerte des vorkonditionierten 1-dim. Pseudo-Laplace Operators
Man sieht, dass der kleinste Eigenwert gegen 1 geht, wa¨hrend der gro¨ßte Eigenwert un-
abha¨ngig von N beschra¨nkt ist. Numerisch zeigte die Vorkonditionierung unter Annahme
der Neumann-Bedingungen, dass diese von den in [12] vorgestellten Mo¨glichkeiten zur Vor-
konditionierung die einzige ist, die die Eigenschaft von A erha¨lt, dass alle Eigenwerte das
gleiche Vorzeichen haben. Im 1-dimensionalen Fall kann man ferner ausnutzen, dass der
Vorkonditionierer eine Tridiagonalmatrix ist, wie Abbildung 3.1 verdeutlicht. Im 2- und
3-dimensionalen erha¨lt man durch die Tensorproduktbildung immer noch Bandmatrizen,
fu¨r die gute Lo¨ser bekannt sind. Abbildung 3.1 zeigt die Struktur des Vorkonditionierers
auch im 2- und 3-dimensionalen Fall. nz gibt dabei die Anzahl der von Null verschiedenen
Matrixeintra¨ge an.
Im 2-dimensionalen Fall erha¨lt man folgende Operatoren




FD ⊗ E + E ⊗ AˆNEFD .
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Abbildung 3.1: Struktur des Vorkonditionierers im 1D-Fall (links), 2D-Fall (mitte) und
3D-Fall (rechts) fu¨r N = 4











Tabelle 3.5: Eigenwerte des vorkonditionierten 2-dim. Pseudo-Laplace-Operators
Analog zum 1-dimensionalen Fall (Streichen der letzten Spalte und Zeile) erha¨lt man
Bˆ0 und Bˆ
NE
FD,0. Tabelle 3.5 zeigt die Eigenwerte des vorkonditionierten 2-dimensionalen
Pseudo-Laplace Operators.
Im 3-dimensionalen Fall erha¨lt man folgende Operatoren






FD ⊗ E ⊗ E + E ⊗ AˆNEFD ⊗ E + E ⊗ E ⊗ AˆNEFD .
Analog zum 1- und 2-dimensionalen Fall erha¨lt man Bˆ30 und Bˆ3
NE
FD,0. Tabelle 3.6 zeigt
die Eigenwerte des vorkonditionierten 3-dimensionalen Pseudo-Laplace Operators.
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Tabelle 3.6: Eigenwerte des vorkonditionierten 3-dim. Pseudo-Laplace-Operators
3.3 Lo¨sen der Gleichungssysteme
In [12] wurden alle auftretenden Gleichungssysteme mit dem Gauß-Verfahren gelo¨st. Da-
bei entsteht allerdings ein Aufwand von O(N3), also ist der Einsatz effizienterer Lo¨ser
dringend erforderlich. Oftmals entha¨lt die Matrix A des Gleichungssystems
Ax = b (3.9)
viele Eintra¨ge, die identisch Null sind. Die Idee besteht nun darin, Matrix-Vektor-Multi-
plikationen auszunutzen, da diese bei einer Matrix A, die eine begrenzte Anzahl von
Eintra¨gen in jeder Zeile hat, nur O(N) Operationen beno¨tigen. Ein bekanntes Verfahren
mit dieser Eigenschaft ist das GMRES-Verfahren.
GMRES (Generalized Minimal RESidual)-Verfahren
Das GMRES-Verfahren (siehe dazu [11]) ist ein Krylov-Raum-Verfahren zur Lo¨sung des
Gleichungssystems (3.9). Der k-te zur Matrix A und Vektor b geho¨rige Krylov-Raum wird
definiert durch:
Wk = span{b, Ab, . . . , Ak−1b}, k = 1, 2, . . .
Beim GMRES-Verfahren wird der Raum
Wk := span{r0, Ar0, . . . , Ak−1r0},
mit r0 = b−Ax0, x0 Startvektor, eingefu¨hrt. Gesucht werden Iterierte xk ∈ x0 +Wk, fu¨r
die die 2-Norm des Residuums minimal ist. Zur Konstruktion einer Orthonormalbasis von
Wk wird die sogenannte Arnoldi-Methode verwendet (Gram-Schmidt-Verfahren fu¨r Wk):
50 Kapitel 3. Pseudo-Laplace-Operator und Driven-Cavity-Problem
Arnoldi-Verfahren:
1. Wa¨hle Startvektor v1 mit ||v1|| =
1.
2. Fu¨r j = 1, 2, . . .
v˜j+1 = Avj;
Fu¨r i = 1, . . . , j
hi,j = (v˜j+1, vi) ;
v˜j+1 = v˜j+1 − hi,jvi;
hj+1,j = ||v˜j+1||;
vj+1 = v˜j+1/hj+1,j;
Zu Beginn des GMRES-Verfahrens setzt man v1 = r0/||r0||. Bezeichnet man mit Vk die
n × k-Matrix, die aus den Spaltenvektoren v1, . . . , vk besteht, kann man das Arnoldi-
Verfahren auch in Matrix-Form schreiben als:
AVk = VkHk + hk+1,kvkξ
T
k = Vk+1Hk+1,k, (3.10)
mit der oberen Hessenberg-Matrix Hk = (hi,j) j=1,...,k
i=1,...,min{j+1,k}





0 · · · 0 hk+1,k
)
.
Die Iterierte xk im k-ten Schritt ergibt sich beim GMRES-Verfahren nun wegen
xk ∈ x0 +Wk zu
xk = x0 + Vkyk,
wobei yk noch zu bestimmen ist. Ziel ist es, das Residuum rk zu minimieren, d.h.
rk = b− Axk = b− (Ax0 + AVkyk)
= r0 − AVkyk




||r0 − AVky|| = min
y
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wobei β = ||r0||, ξ1 der erste Einheitsvektor in IRk+1.
Zu lo¨sen ist nun also noch das Least-Squares Problem (3.11). Dabei wird Hk+1,k mit Hilfe
der QR-Zerlegung in eine unita¨re Matrix F ∈ CI k+1,k+1 (d.h. FHi,j = F¯j,i) und eine obere




0 · · · 0
)
,
(Rk×k ∈ IRk,k obere Dreiecksmatrix). yk erha¨lt man, indem man die Lo¨sung des Glei-
chungssystems
Rk×ky = β (Fξ1)k×1 , (3.12)
bestimmt. (Fξ1)k×1 bezeichne die ersten k Eintra¨ge der ersten Spalte von F .
Zur Verminderung des Aufwands kann man aus der QR-Zerlegung von Hk+1,k auf die
QR-Zerlegung der Matrix Hk+2,k+1 schließen. Dabei nutzt man aus, dass man die QR-
Zerlegung der Matrix Hk+1,k mittels Givens-Rotationen erhalten kann (siehe dazu [11]).
Insgesamt ergibt sich dann das
GMRES-Verfahren:
1. Wa¨hle Startvektor x0, berechne r0 = b − Ax0 und setze
v1 = r0/||r0||.
2. Fu¨r k = 1, 2, . . .
Fu¨hre das Arnoldi-Verfahren durch und berechne damit
vk+1 und hi,j, i = 1, . . . , k + 1
xk = x0 + Vkyk,
wobei yk die Lo¨sung des Least-Squares Problem (3.11) ist unter
Verwendung von Givens-Rotationen.
3. Sobald gewu¨nschte Genauigkeit erreicht, breche das Verfahren ab.
Eine Mo¨glichkeit, den Aufwand zu reduzieren, besteht also in der Anwendung des GMRES-
Verfahrens fu¨r alle Gleichungssysteme in (2.36)-(2.42).
Fu¨r das Gleichungssystem (2.42) besteht zusa¨tzlich die Mo¨glichkeit, den Vorkonditionierer
BˆNEFD,0 zu verwenden und ein vorkonditioniertes GMRES-Verfahren als Lo¨ser zu benutzen
(siehe dazu auch [27]).
Richardson-Relaxation
Ein alternatives Verfahren zur iterativen Lo¨sung des Gleichungssystems (2.42) ist die
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Ausgehend von einer Na¨herung palt wird eine neue Na¨herung pneu in drei Schritten be-
stimmt:
1. Defektberechnung:
Berechnung des Defektes d durch
d = f −Bpalt.
2. Defektkorrektur:
Bestimmung einer Korrektur q mittels
BˆNEFD q = d.
(BˆNEFD ist dabei der Vorkonditionierer von B, siehe Abschnitt 3.2).
3. Richardson-Schritt:
Berechnung der neuen Na¨herung pneu durch
pneu = palt + ωq,
mit einem reellen Relaxationsparameter ω, der geeignet zu wa¨hlen ist.
Zur Wahl von ω gibt es im wesentlichen zwei Mo¨glichkeiten. Die Erste ist die stationa¨re
Parameterwahl, das heißt ω bleibt in jedem Schritt unvera¨ndert. Zu bestimmen ist dann
das optimale ωopt fu¨r alle Iterationsschritte: Wa¨hle ω so, dass
max{|1− ωλ| : 0 < λmin ≤ λ ≤ λmax}
minimal wird. λmin und λmax sind dabei Tabelle 3.5 zu entnehmen. Wie in [14] gezeigt,





Eine weitere Mo¨glichkeit besteht in dynamischer Parameterwahl (ω = ωk ist in jedem
Schritt neu zu bestimmen). Bei k Schritten sind die Parameter ω1, ω2, . . . , ωk so zu
bestimmen, dass
max{|1− ω1λ| · . . . · |1− ωkλ| : λmin ≤ λ ≤ λmax}1/k
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minimal wird. Nach [14] ergibt sich somit fu¨r die Wahl der ωl,opt (l = 1, . . . , k) der Kehrwert

















, fu¨r l = 1, . . . , k.
Das Driven-Cavity-Problem, welches im na¨chsten Abschnitt gelo¨st wird, wurde mit den
drei in diesem Abschnitt vorgestellten Verfahren implementiert. Tabelle 3.7 zeigt einen
Vergleich des Gauß-Verfahrens, des GMRES-Verfahrens (mit und ohne Vorkonditionie-
rung) und der Richardson-Relaxation mit stationa¨rer und nicht-stationa¨rer Parameter-
wahl. Bei der Richardson-Relaxation wurde dabei insbesondere die Bandstruktur des Vor-
konditionierers ausgenutzt. (In Klammern steht die maximale und die minimale Anzahl
der durchgefu¨hrten Iterationsschritte bei der Richardson-Relaxation).
N = 16 N = 20
Gauß 65.18 nicht berechnet
GMRES 24.10 45.49
Richardson stat. 13.55 (25− 18) 21.55 (26− 18)
Richardson nicht-stat. 11.54 (17− 9) 20.35 (20− 9)
vork. GMRES 11.45 19.53
Tabelle 3.7: CPU-Sekunden fu¨r RE = 100 und 4t = 0.1 fu¨r das Driven-Cavity-Problem
Wie zu erwarten war, ist das Gauß-Verfahren fu¨r die hier vorliegenden Gleichungssysteme
denkbar ungeeignet. GMRES fu¨hrt schon zu einer deutlichen Reduzierung der Rechenzeit.
Lo¨st man dann Gleichung (2.42) auch noch mit dem Richardson-Verfahren, so ist der
Rechenaufwand noch geringer. Einsichtig ist auch, dass die dynamische Parameterwahl
noch eine weitere kleine Verbesserung liefert. Eine weitere Reduzierung der Rechenzeit
liefert das vorkonditionierte GMRES-Verfahren, wobei die Verbesserungen nur noch sehr
gering sind. Der Vorteil dieses Verfahrens besteht sicherlich darin, dass keine Kenntnis
u¨ber die Eigenwerte no¨tig ist.
Alle hier dargestellten Berechnungen wurden auf einer SUN Ultra Enterprise 3000 mit 6
Prozessoren (133 MHz) durchgefu¨hrt.
3.4 Das Driven-Cavity Problem
Ein klassisches Test-Beispiel der numerischen Stro¨mungsmechanik ist das sogenannte
Driven-Cavity Problem, auch ”Nischenstro¨mung” genannt. Als Modell dient dabei ein
mit Flu¨ssigkeit gefu¨llter Topf. U¨ber diesen wird ein Antriebsband mit einer vorgegebenen
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u1 = u2 = 0
u1 = 0
u2 = 0




Abbildung 3.2: Schematische Darstellung der Randbedingungen des Driven-Cavity Pro-
blems
Geschwindigkeit gezogen, wodurch sich die Flu¨ssigkeit in dem Topf in Bewegung setzt.
Abbildung 3.2 zeigt eine schematische Darstellung.
Im folgenden sei Ω = [0, 1]2. Nun fu¨hrt man x¯ = 1
2
(x + 1) und y¯ = 1
2
(y + 1) ein, um
das Rechteck [−1, 1]2 auf das Einheitsquadrat Ω zu transformieren. Ferner sei u¯1(x) =
−16x¯2(1− x¯)2. u¯1 gibt den durch das Band ausgelo¨sten Antrieb vor.
Fu¨r die numerische Berechnung sind auch die der Stro¨mung u zugeordneten Funktionen




















≤ 2 · 10−6 (3.15)
erfu¨llt ist. ωn+1 bezeichnet dabei die Wirbelfunktion im (n+ 1)-ten Zeitschritt.
Die Stromfunktion la¨sst sich berechnen durch Lo¨sen von
∇2ψ = −ω in Ω = (0, 1)2.
Tabelle 3.8 entha¨lt den maximalen Wert von |ψ| auf den inneren Kollokationspunkten.
Dabei bezeichne MB1 die Resultate aus [3] und M1 die hier erzielten Resultate. Beim
Verfahren in [3] werden keine staggered grids verwendet, sondern sowohl der Druck als
auch die Geschwindigkeit werden an den Gauß-Lobatto-Knoten betrachtet, wobei die
Geschwindigkeit u ∈ IPN und p ∈ IPN−2 angenommen wird.
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8.3160 · 10−2 8.3160 · 10−2 8.5777 · 10−2 8.5371 · 10−2
16
(0.40− 0.78) (0.40− 0.78) (0.40− 0.60) (0.40− 0.60)
8.2694 · 10−2 8.2695 · 10−2 8.5192 · 10−2 8.5213 · 10−2
20
(0.42− 0.73) (0.42− 0.73) (0.42− 0.58) (0.42− 0.58)
8.3315 · 10−2 8.3315 · 10−2 8.5716 · 10−2 8.5715 · 10−2
24
(0.37− 0.75) (0.37− 0.75) (0.43− 0.63) (0.43− 0.63)
8.3402 · 10−2 8.3402 · 10−2 8.5480 · 10−2 8.4007 · 10−2
32
(0.40− 0.74) (0.40− 0.74) (0.40− 0.60) (0.40− 0.65)
Tabelle 3.8: Maximaler Wert von |ψ|. Die Koordinaten des Punktes, an dem das Maximum
angenommen wird, stehen in Klammern.
Tabelle 3.9 entha¨lt die entsprechenden Ergebnisse fu¨r den maximalen Wert von |ω| bzgl.
der Kollokationspunkte auf der Seite y¯ = 1 (bezeichnet mit MB2 bzw. M2).





13.3467 13.3442 24.7759 24.6541
16
(0.60) (0.60) (0.60) (0.60)
13.1759 13.1762 24.6268 24.6243
20
(0.65) (0.65) (0.65) (0.65)
13.4226 13.4228 24.9157 24.9143
24
(0.63) (0.63) (0.63) (0.63)
13.3423 13.3422 24.7845 24.9783
32
(0.60) (0.60) (0.65) (0.65)
Tabelle 3.9: Maximaler Wert von |ω|. Die Koordinaten des Punktes, an dem das Maximum
angenommen wird, stehen in Klammern.
Weil die Kollokationspunkte nicht a¨quidistant sind, liefert M2 keine allzu gute Aussage.
Da aber fu¨r y¯ = 1 die Approximation von ω ein Polynom fu¨r jedes x¯ ∈ [0, 1] ist, wird der
Bereich in 201 a¨quidistant verteilte Punkte aufgeteilt und ω an diesen Punkten berechnet.
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ω∗k, j = 0, . . . , N.
Da ω(xj, 1), j = 0, . . . , N bekannt ist, ko¨nnen somit die ω
∗
k, k = 0, . . . , N bestimmt wer-
den. Anschliessend ist mit (3.16) ω(x¯, 1) an jeder beliebigen Stelle x¯ ∈ [0, 1] berechenbar.
Die entsprechenden Werte ko¨nnen in Tabelle 3.10 nachgelesen werden (bezeichnet mit
MB3 bzw. M3).





13.4476 13.4434 25.1604 25.0222
16
(0.620) (0.620) (0.625) (0.625)
13.4441 13.4441 24.9273 24.9241
20
(0.620) (0.620) (0.630) (0.630)
13.4446 13.4565 24.9148 24.9010
24
(0.610) (0.620) (0.630) (0.625)
13.4448 13.4430 24.9109 25.1123
32
(0.620) (0.620) (0.625) (0.630)
Tabelle 3.10: Maximaler Wert von |ω|. Die Koordinaten des Punktes, an dem das Maxi-
mum angenommen wird, stehen in Klammern.
Abbildung 3.3 zeigt die Geschwindigkeitsfelder fu¨r die Reynoldszahlen von 1 bis 1000 im
stationa¨ren Endzustand. Abbildung 3.4 zeigt die zugeho¨rigen Stromlinien. Abbildung 3.5
liefert zusa¨tzlich noch eine Darstellung der Wirbelsta¨rke bei den verschiedenen Reynolds-
zahlen.
3.4 Das Driven-Cavity Problem 57
Abbildung 3.3: Geschwindigkeitsfelder fu¨r Re = 1 bis Re = 1000
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Abbildung 3.4: Stromlinien fu¨r Re = 1 bis Re = 1000
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Singularita¨ten in den Ecken
4.1 Einleitung
Stro¨mungen, bei denen Singularita¨ten auftreten ko¨nnen, sind in der Numerik von großem
Interesse, da dadurch der Fehler in der approximierten Lo¨sung typischerweise stark wa¨chst;
die Genauigkeit geht hauptsa¨chlich in der Na¨he der Singularita¨ten verloren.
Bei za¨hflu¨ssigen Fluiden, die durch die Navier-Stokes-Gleichungen beschrieben werden
ko¨nnen, kann die Lo¨sung Singularita¨ten aufweisen, wenn das Gebiet z.B. Ecken entha¨lt,
die vorgeschriebenen Randwerte nicht stetig sind oder sich die Art der Randbedingungen
zwischen Dirichlet und Neumann a¨ndert.
Auch bei lokalen Verfahren, wie z.B. der Methode der FEM oder FD, ist es schwer, die
Gu¨te der in diesen Situationen erhaltenen Lo¨sungen abzuscha¨tzen. Bei globalen Verfahren,
wie z.B. den spektralen Verfahren, wird dies allerdings noch versta¨rkt, denn die Genau-
igkeit ha¨ngt stark von der Regularita¨t der Lo¨sung ab (vgl. Kapitel 1, Bemerkung 1.5).
Somit liefern die spektralen Verfahren zuna¨chst keine Vorteile gegenu¨ber den FEM oder
FD, falls die Lo¨sung singula¨r ist. In der Literatur wurden Singularita¨ten daher kaum mit
spektralen Verfahren behandelt. Es bleibt die Suche nach einem Verfahren, bei dem die
hohe spektrale Genauigkeit so gut wie mo¨glich erhalten bleibt, um somit die Vorteile der
spektralen Verfahren weiterhin ausnutzen zu ko¨nnen.
Ein Ansatz, der im folgenden aufgegriffen werden soll, stammt von Schultz et al. [28]. Falls
nicht-homogene Randbedingungen vorliegen, kann man in der Na¨he der Singularita¨t den
dominierenden Anteil der asymptotischen Lo¨sung vollsta¨ndig berechnen. Diesen Anteil
kann man somit von der Lo¨sung im ganzen Gebiet subtrahieren. Es bleibt dann eine
Lo¨sung zu berechnen, bei der die auftretende Singularita¨t sehr viel schwa¨cher ist. Diese
Methode ist auch als die Methode der Subtraktion der Singularita¨ten bekannt.
Zuna¨chst sind noch einige Voru¨berlegungen notwendig. Es ist wohlbekannt, dass sich die
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Stokes-Gleichungen fu¨r die Stromfunktion ψ(r, θ) im Gebiet Ω in der Form
∇4ψ = 0
darstellen lassen (siehe [24]). Ferner weiss man, dass die Lo¨sungen in Polarkoordinaten
(r, θ) von der Form
ψ = rλfλ(θ) (4.1)
sind. λ ist dabei eine reelle oder komplexe Zahl, die man auch den ”Exponent” der ent-
sprechenden Lo¨sung nennt. Besonders wichtig sind dabei die Fa¨lle λ = 0, λ = 1 und λ = 2.
Durch diese Lo¨sungen werden drei verschiedene Kategorien von Stro¨mungen beschrieben:
1. Es treffen zwei Seiten des Randes aufeinander, wobei der Druck oder die Geschwin-
digkeit an mindestens einer Seite ungleich Null ist. Eine solche Situation wurde
bereits in [30] beschrieben. In [24] wurde gezeigt, dass der Exponent λ dann eine
positive ganze Zahl ist.
2. An beiden aufeinandertreffenden Seiten verschwindet die Geschwindigkeit. In der-
artigen Ecken wird die Flu¨ssigkeit durch Einflu¨sse weit von der Ecke entfernt in
Bewegung gesetzt. In [24] wurde gezeigt, dass alle Stro¨mungen fu¨r r = 0 eine endli-
che Geschwindigkeit besitzen und dass Re(λ) > 1 gilt. Dies trifft fu¨r den Fall λ = 2
zu.
3. In der letzten Kategorie ist Re(λ) < 1. Das hat zur Folge, dass fu¨r r = 0 die
Geschwindigkeit unendlich ist, fu¨r r →∞ strebt sie allerdings gegen Null. Somit ist
λ = 0.
Im folgenden soll nun das Driven-Cavity-Problem, dem die Navier-Stokes-Gleichungen
(siehe (2.1) - (2.4)) mit f = 0 zugrunde liegen, betrachtet werden. Dabei seien folgende
Randbedingungen gegeben:
u¯(x, 1) = −1, (4.2)
d.h. in dem Gebiet liegen folgende Randbedingungen vor:
In der Na¨he der Ecken A = (0, 1) und B = (1, 1) liegt also eine Stro¨mung der 1. Kategorie
vor und es ist λ = 1. Dort sind weder der Druck noch die Wirbelfunktion endlich (siehe
Funktionen in Anhang A). Dadurch geht die spektrale Genauigkeit, die von der Glatt-
heit der Lo¨sung abha¨ngt, vollsta¨ndig verloren. Ecken D = (0, 0) und C = (1, 0) weisen
Singularita¨ten der 2. Kategorie auf. Somit ist in diesen Ecken die Singularita¨t sehr viel
schwa¨cher1, so dass sie vernachla¨ssigt werden kann.
Im folgenden soll nun die Idee von Schultz et al. [28] verwendet werden, d.h. zuerst sind in
den Ecken die Singularita¨tenfunktionen analytisch zu bestimmen. Subtrahiert man diese
1In diesen Ecken ist lediglich die 2. Ableitung unbeschra¨nkt.
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A B
D Cu1 = u2 = 0
u1 = 0
u2 = 0




Abbildung 4.1: Schematische Darstellung des Driven-Cavity Problems mit Singularita¨ten
in den Ecken
Singularita¨t von der Lo¨sung, verbleibt ein Problem, indem die Singularita¨ten sehr viel
schwa¨cher sind und welches mit der in Kapitel 2 vorgestellten Methode gelo¨st werden kann.
Dieses Verfahren soll auf das Driven-Cavity-Problem angewandt werden. Zu beachten ist,
dass wiederum ”staggered grids” verwendet werden.
4.2 Bestimmung der Singularita¨tenfunktion
Um die Singularita¨tenfunktion in den Ecken bestimmen zu ko¨nnen, betrachtet man die
Navier-Stokes-Gleichungen in der Strom-Wirbelfunktion-Formulierung, d.h.
∇4ψ = Re ~u ∇ (∇2ψ) in Ω. (4.3)
In der Na¨he der Ecken nutzt man aus, dass die Stromfunktion (siehe auch (3.13)) un-
abha¨ngig von der Reynoldszahl ist. Somit kann die Lo¨sung dort durch die Stokes-Gleichung
approximiert werden, wobei ψ dann der Gleichung
∇4ψ = 0 in Ω (4.4)
genu¨gt. Wie in der Einleitung erla¨utert, liegen in den Ecken A und B Stro¨mungen der 1.
Kategorie vor, wodurch ψ die Form (siehe (4.1))
ψ = r · f1(θ) (4.5)
besitzen muss. Im folgenden sollen ψ (und damit auch f1(θ)) im Detail fu¨r die Ecke
A(0, 1) berechnet werden. Dazu fu¨hrt man Polarkoordinaten mit Ursprung (0, 1) ein, d.h.
x = r · cos(θ), y = r · sin(θ) + 1.










































Aus den Randbedingungen (4.2) ergibt sich dann:













































































· r2 sin2(θ)− 2 · ∂
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Der nichtlineare Operator ~u · ∇(∇2ψ) (siehe (4.3)) ist dann definiert durch:
~u · ∇(∇2ψ) = ~u1 ∂
∂x
















































= 0, (θ = −pi
2
). (4.12)
Es wird angenommen, dass die Lo¨sung ψ von (4.10) in eine Potenzreihe in Re entwickelt
werden kann, d.h.
ψ = ψ(1) +Reψ(2) +Re2ψ(3) + . . . (4.13)
Fu¨r die ψ(k), k = 1, 2, . . . gilt nach (4.1) folgender Ansatz:
ψ(k) = rkfk(θ) in Ω.
Damit ist
∇2ψ(k) = rk−2 (k2fk(θ) + f ′′k (θ)) (4.14)
∇4ψ(k) = rk−4
(
((k − 1)2 − 1)2fk(θ) + 2((k − 1)2 + 1)f ′′k (θ) + f (iv)k (θ)
)
. (4.15)
ψ(1) = r · f1(θ) ist dabei die Lo¨sung des zugeho¨rigen Stokes-Problems (4.4) (siehe auch
(4.5)). Zur Entwicklung von f1(θ) setzt man (4.15) in (4.4) ein und erha¨lt:
f1(θ) + 2f
′′
1 (θ) + f
(iv)
1 (θ) = 0.
Aus den Randbedingungen (4.11) und (4.12) ergibt sich
f1(0) = 0, f
′
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Nach der Theorie fu¨r gewo¨hnliche Differentialgleichungen mit konstanten Koeffizienten
ergibt sich:
f1(θ) = A · cos(θ) +B · sin(θ) + C · θ cos(θ) +D · θ sin(θ). (4.19)
Die Konstanten A, B, C und D ergeben sich aus den Randbedingungen (4.16) und (4.17):
A = 0, B = − pi
2/4
pi2/4− 1 , C =
1

















Auf die gleiche Weise kann ψ auch in der Na¨he der Ecke B(1, 1) berechnet werden. Auf die
Herleitung der Funktionen fu¨r die Geschwindigkeit2, den Druck und die Wirbelfunktion
wird hier verzichtet und stattdessen auf den Anhang A verwiesen.
4.3 Methoden zur Subtraktion der Singularita¨ten
Nachdem im letzten Abschnitt die exakten Lo¨sungen in den Ecken A(0, 1) und B(1, 1) fu¨r
Druck, Geschwindigkeit, Strom- und Wirbelfunktion hergeleitet wurden, bescha¨ftigt sich
der na¨chste Abschnitt damit, wie man diese Singularita¨tenfunktionen subtrahieren kann,
um ein Problem zu erhalten, in dem die Singularita¨ten sehr viel schwa¨cher sind.
Im folgenden bezeichne (~˜u, p˜) den gro¨ßten singula¨ren Anteil, d.h. (~u, p) ist darstellbar als
~u = ~˜u+ ~¯u, p = p˜+ p¯. (4.20)
(~¯u, p¯) ist also der glatte Anteil der Lo¨sung, wa¨hrend sich (~˜u, p˜) aus den stationa¨ren Lo¨sun-
gen in der Na¨he der Ecken A und B zusammensetzt, d.h.:
~˜u = ~uA + ~uB, p˜ = pA + pB. (4.21)
Nachfolgend werden zwei Methoden zur Subtraktion des dominanten singula¨ren Anteils
vorgestellt.
4.3.1 Subtraktion des ersten Anteils: Die NS1-Methode
Bei der NS1-Methode wird nur der erste Anteil von (4.13) subtrahiert, d.h. man betrach-
tet
ψs = r · f s1 (θ), (4.22)
2Ergibt sich unmittelbar aus (3.13).
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wobei s = A,B die entsprechende Ecke angibt. Da ψs die Lo¨sung des zugeho¨rigen Stokes-









∇2~us1 +∇ps1 = 0 (4.23)
∇ · ~us1 = 0 (4.24)
us11 = −1, us21 = 0, wenn y = 1 (4.25)
us11 = 0, u
s
21 = 0, wenn
{
x = 0 fu¨r s = A,
x = 1 fu¨r s = B.
(4.26)
Setzt man nun ~u = ~˜u + ~¯u in (2.1) und (2.2) ein und nutzt man die Gleichungen (4.23) -





∇2~¯u+∇p¯+K(~¯u, ~˜u) = F˜ (4.27)
∇ · ~¯u = 0, (4.28)
mit
K(~¯u, ~˜u) = (~¯u · ∇)~¯u+ (~˜u · ∇)~¯u+ (~¯u · ∇)~˜u, (4.29)
F˜ = −(~˜u · ∇)~˜u. (4.30)
Somit erha¨lt die neue rechte Seite F˜ den dominierenden singula¨ren Anteil der Lo¨sung.
Auf der linken Seite entha¨lt nur noch der nicht-lineare Operator K den glatten und
den singula¨ren Anteil der Lo¨sung. Dieser nicht-lineare Anteil kann wiederum mit den
Methoden aus Abschnitt 2.4 behandelt werden. Es bleibt also ein Problem u¨brig, in dem
nur noch der glatte Teil von ~u, d.h. ~¯u, und der glatte Teil von p, d.h. p¯, enthalten sind.
Dieses Problem kann nun mit dem in Kapitel 2 vorgestellten Verfahren gelo¨st werden.
Die Randbedingungen lauten dann:
~¯u1 = 1, ~¯u2 = 0, x bel., y = 1,
~¯u1 = −~˜u1, ~¯u2 = −~˜u2, x bel., y = 0,
~¯u1 = −uB11, ~¯u2 = −uB21, x = 0, y bel.,
~¯u1 = −uA11, ~¯u2 = −uA21, x = 1, y bel.
(4.31)
4.3.2 Subtraktion der ersten zwei Anteile: Die NS2-Methode
Bei der NS2-Methode wird, zusa¨tzlich zum ersten Anteil, auch der zweite Anteil aus
(4.13) subtrahiert, d.h. fu¨r ψ betrachtet man
ψs = r · f s1 (θ) + r2 · f s2 (θ) ·Re. (4.32)
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2 entnimmt man dem Anhang A.
Schreibt man ~us als ~us1 + r ~u
s
2, so erfu¨llt ~u
s





∇2~us2 +∇ps2 + (~us1 · ∇) ~u1s = 0 (4.33)
∇ · ~us2 = 0 (4.34)
us12 = 0, u
s
22 = 0, wenn y = 1 (4.35)
us12 = 0, u
s
22 = 0, wenn
{
x = 0 fu¨r s = A,
x = 1 fu¨r s = B.
(4.36)
Analog zur NS1-Methode setzt man ~u = ~˜u+ ~¯u und p = p˜+ p¯ in (2.1) und (2.2) ein. Dies





















Aus den Randbedingungen wird dann
~¯u1 = 1, ~¯u2 = 0, x bel., y = 1,
~¯u1 = −~˜u1, ~¯u2 = −~˜u2, x bel., y = 0,
~¯u1 = −uB11 − uB12, ~¯u2 = −uB21 − uB22, x = 0, y bel.,
~¯u1 = −uA11 − uA12, ~¯u2 = −uA21 − uA22, x = 1, y bel.
(4.38)
4.4 Numerische Lo¨sungen des Driven-Cavity-Problems
mit Singularita¨ten
Im folgenden soll das Driven-Cavity-Problem mit Singularita¨ten in den Ecken (siehe Ab-
bildung 4.1) mit dem hier vorgestellten Verfahren mit staggered grids gelo¨st werden. ~˜u
und p˜ wurden dabei mittels der Funktionen aus Anhang A exakt berechnet, ebenso wie
die entsprechenden Anteile der Strom- und der Wirbelfunktion ω˜ und ψ˜ mit
ω = ω˜ + ω¯
ψ = ψ˜ + ψ¯.







und der glatte Anteil der Stromfunktion, also ψ¯, ergibt sich aus
∇2ψ¯ = −ω¯ in Ω,
ψ¯ = −ψ˜ auf ∂Ω.
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∣∣φn+1i,j ∣∣ ≤ , (4.39)
mit φ = (~u1, ~u2).
Die Resultate werden mit der Methode von Botella (siehe [4]) verglichen, wo (wie bei der
Vergleichsmethode aus Abschnitt 3.4) keine staggered grids verwendet werden.
4.4.1 Der Stokes-Fall
Zuerst soll der Stokes-Fall betrachtet werden, d.h. in (2.1) fa¨llt der konvektive Anteil weg
und es ist Re = 1. Ferner wird das hier beschriebene Verfahren mit staggered grids sowie
die NS1-Methode verwendet, d.h. es wird der gro¨ßte singula¨re Anteil subtrahiert.  sei
gewa¨hlt zu 10−8.
Tabelle 4.1 zeigt den Wert der Stromfunktion an der Stelle (0, 0.95), nahe der Ecke A(0, 1).
Dabei errechnet man ω˜(0, 0.95) mittels der Darstellung aus Anhang A.















ω¯(0, 0.95) erha¨lt man also, indem man ω¯(0, y) mittels der Tschebyscheff-Basen Tl(y) er-
rechnet.
N ω(0, 0.95) ω(0, 0.95) aus [4] ω(0, 0.95) exakt
12 −27.27899 −27.27894 −27.25908
16 −27.27871 −27.27898 −27.25908
24 −27.27910 −27.27903 −27.25908
32 −27.27899 −27.25908
Tabelle 4.1: Wert der Wirbelfunktion an (0, 0.95) im Stokes-Fall
In Abbildung 4.2 sind die Stromlinien und die Wirbelfunktion fu¨r N = 32 im Stokes-Fall
zu sehen. In Abbildung 4.3 ist die entsprechende Stromfunktion fu¨r N = 32 abgebildet.
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Abbildung 4.2: Stromlinien (links) und Wirbelfunktion (rechts) fu¨r N = 32 im Stokes-Fall
4.4.2 Der Navier-Stokes-Fall
Im folgenden sollen die Navier-Stokes Differentialgleichungen fu¨r Re = 100 gelo¨st werden.
Fu¨r mehr Stabilita¨t verwendet man an dieser Stelle die NS2-Methode. A¨hnlich wie im
Stokes-Fall wird der Wert der Wirbelfunktion ω an der Stelle (0, 0.95) angegeben (siehe
Tabelle 4.2). Um eine ho¨here Genauigkeit am Rand zu erzielen, soll dabei fu¨r ω ein soge-
nannter Filterungsprozess durchgefu¨hrt werden. Dazu wird folgende Definition eingefu¨hrt
(siehe auch [31]).
Definition 4.1 Jede gerade C∞-Funktion σ mit dem Tra¨ger [−1, 1] und σ(0) = 1 wird
Filter genannt.
Sind zusa¨tzlich folgende Bedingungen erfu¨llt
σq(0) = 1, (4.40)
σ(m)q (0) = 1, m = 1, 2, . . . , q − 1 (4.41)
σ(m)q (1) = 0, m = 0, 1, . . . , q − 1, (4.42)
so nennt man σq einen Filter der Ordnung q, wobei σ
(m)








wobei {uˆk, k = −N, . . . , N} die Fourierkoeffizienten sind, so gilt (siehe [31]):
|u(x)− uσq(x)| ≤
c
|x− x0|q−1N q−1 , c > 0.
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Abbildung 4.3: Stromfunktion fu¨r N = 32 im Stokes-Fall
Mit den Bedingungen (4.40) - (4.42) hat Vandeven [31] folgenden Filter definiert:





Diesen Filter kann man auch auf eine Entwicklung nach Tschebyscheff-Polynomen anwen-




wobei die ˆ¯ωk das Spektrum von ω¯(0, y) durchlaufen. Zur Vergleichbarkeit mit den Ergeb-
nissen aus [4] werden die Filter σ10 und σ12 verwendet.
Ferner wird der Wert von ω an der Stelle (0.5, 0.5) (siehe Tabelle 4.3) mit den entspre-
chenden Werten von [4] verglichen (dort wurde die Geschwindigkeit durch ein Polynom
N -ten Grades und der Druck durch ein Polynom (N − 2)-ten Grades approximiert, wobei
keine staggered grids verwendet wurden).
Interessant ist auch noch das Verhalten der Geschwindigkeit an den Achsen zu x = 0.5
und y = 0.5. Die Extremwerte dieser Geschwindigkeiten sind in Tabelle 4.4 aufgefu¨hrt.
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hier Ref. [4]
N ω ungefiltert ω, Filter σ10 ω, Filter σ12 ω ungefiltert ω, Filter σ10 ω, Filter σ12
12 −35.86210 −35.71341 −35.72445
16 −36.40664 −35.98261 −35.99313 −36.61642 −35.87454 −35.88648
24 −35.98521 −36.08015 −36.08483 −35.88211 −36.09106 −36.09639
32 −36.09436 −36.08126 −36.08182 −36.13314 −36.08042 −36.08073
48 −36.08085 −36.07724 −36.07696 −36.08094 −36.07734 −36.07715
Tabelle 4.2: Wert der Wirbelfunktion an (0, 0.95) im Navier-Stokes-Fall zu Re = 100
ungefiltert und gefiltert






Tabelle 4.3: Wert der Wirbelfunktion an (0.0, 0.5) im Navier-Stokes-Fall zu RE = 100
N u1,max ymax u2,max xmax u2,min xmin
12 0.213332 0.4562 0.179932 0.7657 −0.252998 0.1890
16 0.213964 0.4572 0.179407 0.7619 −0.253865 0.1897
24 0.214095 0.4587 0.179583 0.7624 −0.253802 0.1890
32 0.214048 0.4582 0.179583 0.7634 −0.253827 0.1895
48 0.214043 0.4585 0.179576 0.7620 −0.253813 0.1898
Tabelle 4.4: Extremwerte der Geschwindigkeit an den Achsen x = 0.5 und y = 0.5 fu¨r
RE = 100
Fu¨r N = 48 und RE = 100 ist die Strom- und die Wirbelfunktion in Abbildung 4.4 und
fu¨r N = 48 und RE = 1000 ist die Strom- und die Wirbelfunktion in Abbildung 4.6 zu
sehen.
All diese numerischen Resultate zeigen, dass auch im Falle von Singularita¨ten das hier
vorgestellte Splitting sehr gute Resultate liefert.
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Abbildung 4.4: Stromlinien (links) und Wirbelfunktion (rechts) fu¨r N = 48 und Re = 100
Abbildung 4.5: Stromfunktion fu¨r N = 48 und Re = 100
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Abbildung 4.6: Stromlinien (links) und Wirbelfunktion (rechts) fu¨rN = 48 und Re = 1000
Abbildung 4.7: Stromfunktion fu¨r N = 48 und Re = 1000
Kapitel 5
Der Wa¨rmetransport
Stro¨mungen, die bisher betrachtet wurden, und zudem noch temperaturabha¨ngig sind,
werden durch die sogenannte Boussinesq-Approximation beschrieben. Vor einer na¨heren
Betrachtung der zugrundeliegenden Gleichungen werden einige wesentliche Eigenschaften
erla¨utert.
5.1 Allgemeines u¨ber den Wa¨rmeu¨bergang
Neben die bisherigen Stoffwerte eines Fluids (Dichte und Za¨higkeit, siehe Abschnitt 2.1)
treten nun noch weitere: die Wa¨rmeleitfa¨higkeit und die spezifische Wa¨rme. All diese
Stoffwerte sind dabei temperaturabha¨ngig, was eine exakte theoretische Behandlung des
Wa¨rmeu¨bergangs erheblich erschwert.
Deshalb sollen im folgenden einige Vereinfachungen getroffen werden. Zum einen sollen
nur sehr kleine Temperaturunterschiede behandelt werden. Dies hat den Vorteil, dass die
oben genannten Stoffwerte wiederum als konstant angesehen werden ko¨nnen. Zusa¨tzlich
sollen nur kleine bis ma¨ßige Geschwindigkeit vorausgesetzt werden. Dies hat zur Folge,
dass die bei hohen Geschwindigkeiten auftretenden Reibungs- und Kompressionsarbeiten
sowie Dichtea¨nderungen außer acht gelassen werden ko¨nnen.
Unter diesen vereinfachten Annahmen unterscheidet man zwei Fa¨lle:
1. erzwungene Konvektion: Hierbei befasst man sich mit Stro¨mungen, die durch
a¨ußere Ursachen erzeugt sind und von denen angenommen wird, dass die Geschwin-
digkeiten darin genauso verlaufen, wie es ohne Temperaturunterschiede der Fall
wa¨re. Gesucht ist dabei zuna¨chst nur das Temperaturfeld, das unter Wa¨rmeleitung
und Konvektion entsteht. Aus diesem Temperaturfeld entsteht dann auch die u¨bert-
ragene Wa¨rmemenge.
2. natu¨rliche Konvektion: Hierbei handelt es sich um Stro¨mungen, die von der
Schwerkraft durch die Wa¨rmeausdehnung hervorgebracht werden und zwar unter
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der Annahme, dass keine weiteren Bewegungsursachen vorliegen. Dabei ist das Ge-
schwindigkeitsfeld gleichzeitig mit dem Temperaturfeld zu bestimmen.
Im folgenden sollen nur Stro¨mungen, die durch natu¨rliche Konvektion hervorgerufen wer-
den, betrachtet werden. Neben der in Abschnitt 2.1 eingefu¨hrten Reynoldszahl spielen wei-
tere Kenngro¨ßen eine tragende Rolle. Eine dieser Kenngro¨ßen ist die sogenannte Prandtl-
Zahl (Pr). Diese Zahl stellt das Verha¨ltnis aus kinematischer Za¨higkeit und Temperatur-
leitfa¨higkeit dar. Die Prandtl-Zahl ist eine reine Stoffgro¨ße und deshalb werden kurz ein




Wasser 14 (bei 0◦ C)
7 (bei 20◦ C)
1 (bei 200◦ C)
Transformatoreno¨l 480 (bei 20◦ C)
Quecksilber 0.02 (bei 20◦ C)
Tabelle 5.1: Fluide mit ihren entsprechenden Prandtl-Zahlen (siehe auch [26]).
Wie schon anhand Tabelle 5.1 zu erkennen, ist bei Wa¨rmeu¨bergangsproblemen die Un-
tersuchung der Grenzfa¨lle Pr → ∞ und Pr → 0 nicht nur von theoretischem, sondern
auch von großem praktischen Interesse.
Eine weitere wichtige Kenngro¨ße ist die sogenannte Rayleigh-Zahl (Ra), die fu¨r die Sta-
bilita¨t natu¨rlicher Konvektionsstro¨mungen maßgebend ist. Stro¨mungen bei natu¨rlicher
Konvektion sind oft laminar, da die Geschwindigkeiten hinreichend klein sind. Dies ist
dann der Fall, wenn die Rayleigh-Zahl < 108 bleibt. Bei Ra > 1010 ist eine turbulente
Stro¨mung zu erwarten; bei 108 ≤ Ra ≤ 1010 liegt ein U¨bergangsgebiet.
Das einfachste Beispiel fu¨r eine durch natu¨rliche Konvektion entstehende Stro¨mung ist
ein Beha¨lter, in dem das Fluid u¨ber die eine Seitenwand erwa¨rmt und u¨ber die gegenu¨ber-
liegende Seitenwand geku¨hlt wird. Durch die Erwa¨rmung an der einen Wand dehnt sich
das Fluid aus und steigt nach oben. An der anderen Wand zieht sich das Fluid durch die
Ku¨hlung wieder zusammen und sinkt daher ab. Ein derartiges Beispiel wird in Abschnitt
5.3 betrachtet.
5.2 Die Boussinesq-Approximation
Im folgenden wird die Boussinesq-Approximation betrachtet. Der Name ”Approximation”
liegt darin begru¨ndet, dass man, wie schon im letzten Abschnitt erla¨utert, vereinfachen-
de Annahmen trifft, um das Problem des Wa¨rmeu¨bergangs in den Griff zu bekommen.
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∇2u+∇p+ (u · ∇)u = − Ra
Re2Pr
~g T in Ω, (5.1)





∇2T + (u · ∇)T = 0 in Ω, (5.3)
u = 0 auf ∂Ω, (5.4)
T|ΓD = TD , T|ΓN = TN . (5.5)
Die wichtigen Kenngro¨ßen Ra (Rayleigh-Zahl) und Pr (Prandtl-Zahl) wurden im letzten





Gleichung (5.1) unterscheidet sich von Gleichung (2.1) formal lediglich durch die rechte
Seite. Wa¨hrend eine Stro¨mung wie in (2.1) von a¨ußeren Kra¨ften abha¨ngig ist, ist eine
Sto¨mung der in (5.1) beschriebenen Art lediglich von der Temperatur T und der Gravi-
tationskraft ~g abha¨ngig. Im Gegensatz zu (2.3) soll nun u = 0 auf ∂Ω (siehe (5.4)) gelten,
denn die Geschwindigkeit der Stro¨mung wird nur durch Temperaturunterschiede beein-
flusst, da hier ausschließlich natu¨rliche Konvektionen betrachtet werden sollen. Zu den
Navier-Stokes-Gleichungen fu¨r inkompressible Stro¨mungen kommen nun noch zwei Glei-
chungen hinzu, die das Verhalten der Temperatur beschreiben ( (5.3) und (5.5)). Dabei ist
∂Ω = ΓD + ΓN aufgeteilt in ΓD, der Teil des Randes, an dem Dirichlet-Randbedingungen
erfu¨llt sein sollen, und in ΓN , an dem Neumann-Randbedingungen angenommen werden
sollen.
Im folgenden soll nun ein Splitting fu¨r die Boussinesq-Approximation vorgestellt werden.
Dabei soll das in Abschnitt 2.4 vorgestellte Splitting fu¨r die Navier-Stokes-Gleichungen ge-
eignet erweitert werden. Der konvektive Anteil soll dabei, wie in Abschnitt 2.4.1 erla¨utert,
explizit behandelt werden. Auch hier ist allerdings wieder eine implizite Behandlung denk-
bar. In Gleichung (5.1) soll die Temperatur T durch die Temperatur T n (also die im n-ten
Zeitschritt berechnete Temperatur) approximiert werden, d.h. die Temperatur wird expli-
zit behandelt. Es wa¨re auch denkbar, die Temperatur, a¨hnlich wie den Druck, zu extra-
polieren. Es hat sich aber in den numerischen Berechnungen gezeigt, dass dies ein hoher
Mehraufwand wa¨re, der keine besseren numerischen Resultate liefert. Fu¨r die Zeitdiskre-
tisierung in (5.3) wa¨hlt man ebenfalls eins der BDF-Verfahren, die schon in Abschnitt 2.2
erla¨utert wurden.
Fu¨r die pseudospektrale Diskretisierung der Boussinesq-Approximation fehlt somit nur
noch der entsprechende Ableitungsoperator fu¨r die Temperatur. Wie auch die Geschwin-








i, j = 0, . . . , N betrachtet werden. Somit erha¨lt man fu¨r die erste Ableitung:
T ′(xj) ∼= (DTT )j, j = 0, . . . , N, (5.6)
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wobei DT ∈ IRN+1,N+1. Fu¨r die zweite Ableitung ergibt sich:
T ′′(xj) ∼= ((DT )2T )j, j = 0, . . . , N, (5.7)
mit (DT )
2 ∈ IRN+1,N+1.
Da sowohl die erste als auch die zweite Ableitung wiederum an den Gauß-Lobatto-Knoten
betrachtet wird, muss man fu¨r den 2-dimensionalen Fall (im Gegensatz zur Geschwin-
digkeit und zum Druck) keine Transformationen beru¨cksichtigen. Somit erha¨lt man im
2-dimensionalen Fall fu¨r die Temperatur T folgende Ableitungsoperatoren:
∂
∂x
: DT,x = DT ⊗ I, ∂
∂y
: DT,y = I ⊗DT ,
∂2
∂x2
: DT,xx = (DT )
2 ⊗ I, ∂
2
∂y2






: DT,4 = (DT,xx +DT,yy).
Mit diesen Bezeichnungen und mit den Bezeichnungen aus Abschnitt 2.3 lautet die pseu-









i in Ω (5.8)




















2 = 0 in Ω (5.12)
un+11 = u
n+1
2 = 0 auf ∂Ω, (5.13)(
− 1




T n+1 = hn+1 in Ω, (5.14)
T n+1|ΓD = TD, (5.15)
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wobei
f˜n+1 = − Ra
(Re)2 Pr
























Damit ist zuerst durch die Gleichung (5.8) und (5.9) die Zwischengeschwindigkeit u˜ zu
bestimmen. Mit Gleichung (5.17) kann man dann den Druck berechnen und Gleichungen
(5.10) - (5.13) liefern somit das Ergebnis fu¨r die Geschwindigkeit. Anschliessend ist aus
den Gleichungen (5.14) - (5.16) die Temperatur berechenbar.
5.3 Ein Beispiel
Als ein Beispiel fu¨r temperaturgetriebene Stro¨mungen soll die Ausbildung einer natu¨rli-
chen Konvektionsstro¨mung bei beheizten Seitenwa¨nden und adiabatischen Wa¨nden (d.h.
es geschieht kein Wa¨rmeaustausch u¨ber diese Wa¨nde) oben und unten dienen. Abbildung









Abbildung 5.1: Schematische Darstellung des Driven-Cavity Problems mit beheizten Sei-
tenwa¨nden
TH soll dabei eine beheizte Wand sein, TC ist die geku¨hlte Wand, d.h. es sollen folgende
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Randbedingungen gelten:
u = 0, auf ∂Ω,
TH = 0.5, TC = −0.5
∂T
∂n
= 0 fu¨r y = 0 und y = 1.
Es ist zu erwarten, dass das Fluid an der beheizten Wand TH aufsteigt und an der geku¨hl-
ten Wand TC wieder absinkt. Durch den Temperaturunterschied wird das Fluid also in
Bewegung gesetzt.
Dieses Problem soll fu¨r die Prandtlzahl Pr = 0.71 betrachtet werden, d.h. es handelt
sich um Luft (siehe Tabelle 5.1). Fu¨r verschiedene Rayleigh-Zahlen und verschiedene N
werden folgende Gro¨ßen angegeben:
|ψ|mid : absoluter Wert der Stromfunktion im Mittelpunkt des Quadrats,
|ψ|max : gro¨ßter absoluter Wert der Stromfunktion im ganzen Gebiet,
u1,max : Max. horizontaler Wert fu¨r x = 0.5 mit Angabe der Position,
u2,max : Max. vertikaler Wert fu¨r y = 0.5 mit Angabe der Position.
Neben dem Geschwindigkeitsfeld ist es nun auch von Interesse, die Temperaturverteilung
und den Transport der Wa¨rmemenge graphisch darzustellen. Fu¨r das Temperaturfeld kann
man wieder die Ho¨henlinien verwenden. Ferner konstruiert man die sogenannte Wa¨rme-
funktion H. Dies geschieht u¨ber:
∂H
∂y





= u2T − 2∂T
∂y
. (5.19)
Da es sich in dem hier vorliegenden Fall um beheizte Seitenwa¨nde handelt, liegt ein lokaler
Wa¨rmefluss in horizontaler Richtung vor, und somit muss nur noch (5.18) betrachtet
werden. Es sei im folgenden Q := ∂H
∂y
.
Mit Hilfe dieser Funktion werden nun noch einige charakteristische Gro¨ßen eingefu¨hrt, die




















Q(0, y)dy : durchschnittliche Nusselt-Zahl am vertikalen Rand des
Quadrats fu¨r x = 0,
Nmax := max{|Q(0, y)| : y ∈ [0, 1]} : maximaler Wert der lokalen Nusselt-Zahl am
Rand fu¨r x = 0 (zusammen mit der Position),
Nmin := min{|Q(0, y)| : y ∈ [0, 1]} : minimaler Wert der lokalen Nusselt-Zahl am
Rand fu¨r x = 0 (zusammen mit der Position).
5.3 Ein Beispiel 81
Alle auftauchenden Integrale werden mit der Clenshaw-Curtis Quadratur gelo¨st (siehe
[8]).
Fu¨r dieses Testbeispiel wurde in den 80er Jahren eine Benchmark-Lo¨sung aufgestellt. Die-
se Lo¨sung kam zustande, indem ca. 40 Mathematiker gebeten wurden, dieses Problem zu
behandeln. Als Kriterien dienten die oben angegebenen Nusselt-Zahlen. Jeder dieser Ma-
thematiker lo¨ste dieses Problem mit den unterschiedlichsten Methoden. Die nachfolgenden
Tabellen liefern die mit der hier vorgestellten Methode berechneten Nusselt-Zahlen, sowie
weitere ausgewa¨hlte Punkte. Ferner wurde die hier vorgestellte Splitting-Methode auch
fu¨r die N , N − 2-Methode auf die Boussinesq-Approximation u¨bertragen und impleme-
tiert. Auch in diesem Fall wurden gute Ergebnisse erzielt und sind den nachfolgenden
Tabellen zu entnehmen. Die Benchmark-Lo¨sung steht dazu im Vergleich in Tabelle 5.8.
N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 1.1743 1.1743 3.6517 3.6987 1.1178 1.1169 1.1177 1.5043 0.6911
(0.5, 0.5) 0.8130 0.1784
12 1.1746 1.1746 3.6494 3.6974 1.1178 1.1178 1.1178 1.5057 0.6913
(0.5, 0.5) 0.8132 0.1783
16 1.1746 1.1746 3.6494 3.6974 1.1178 1.1178 1.1178 1.5063 0.6913
(0.5, 0.5) 0.8132 0.1783
20 1.1746 1.1746 3.6494 3.6974 1.1178 1.1178 1.1178 1.5062 0.6913
(0.5, 0.5) 0.8132 0.1783
Tabelle 5.2: Resultate fu¨r Ra = 103 mit der N , N − 1-Methode (staggered grids)
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N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 1.1742 1.1742 3.6533 3.7052 1.1179 1.1231 1.1172 1.5098 0.6945
(0.5, 0.5) 0.8131 0.1778
12 1.1746 1.1746 3.6495 3.6973 1.1178 1.1178 1.1177 1.5056 0.6912
(0.5, 0.5) 0.8132 0.1783
16 1.1746 1.1746 3.6495 3.6974 1.1178 1.1178 1.1178 1.5063 0.6913
(0.5, 0.5) 0.8132 0.1783
20 1.1746 1.1746 3.6495 3.6974 1.1178 1.1178 1.1178 1.5062 0.6913
(0.5, 0.5) 0.8132 0.1783
Tabelle 5.3: Resultate fu¨r Ra = 103 mit der N , N − 2-Methode
N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 5.0461 5.0461 16.1450 19.4325 2.2387 2.2211 2.2008 3.4146 0.6027
(0.5, 0.5) 0.8237 0.1227
12 5.0749 5.0749 16.1870 19.6161 2.2450 2.2460 2.2475 3.5386 0.5837
(0.5, 0.5) 0.8231 0.1190
16 5.0736 5.0736 16.1833 19.6275 2.2448 2.2447 2.2446 3.5305 0.5850
(0.5, 0.5) 0.8232 0.1189
20 5.0736 5.0736 16.1833 19.6281 2.2448 2.2448 2.2448 3.5310 0.5850
(0.5, 0.5) 0.8232 0.1189
Tabelle 5.4: Resultate fu¨r Ra = 104 mit der N , N − 1-Methode (staggered grids)
N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 5.0515 5.0515 16.1788 19.3380 2.2250 2.2239 2.0969 3.4045 0.5849
(0.5, 0.5) 0.8190 0.1263
12 5.0739 5.0739 16.1821 19.6116 2.2458 2.2455 2.2510 3.5432 0.5838
(0.5, 0.5) 0.8233 0.1190
16 5.0737 5.0737 16.1835 19.6276 2.2447 2.2448 2.2443 3.5229 0.5850
(0.5, 0.5) 0.8232 0.1189
20 5.0737 5.0737 16.1833 19.6282 2.2448 2.2448 2.2448 3.5310 0.5850
(0.5, 0.5) 0.8232 0.1189
Tabelle 5.5: Resultate fu¨r Ra = 104 mit der N , N − 2-Methode
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N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 9.0612 9.0612 35.3825 66.6236 4.4631 5.0550 4.4502 8.4529 0.8534
(0.5, 0.5) 0.8535 0.0629
12 9.0633 9.4688 34.5200 68.6800 4.5180 4.4707 4.4692 7.4779 0.7528
(0.75, 0.37) 0.8547 0.0659
16 9.1141 9.5907 34.7614 68.6001 4.5141 4.5292 4.5195 7.7383 0.7208
(0.60, 0.31) 0.8545 0.0659
20 9.1099 9.5888 34.7555 68.6316 4.5186 4.5167 4.5216 7.7065 0.7289
(0.27, 0.58) 0.8547 0.0658
Tabelle 5.6: Resultate fu¨r Ra = 105 mit der N , N − 1-Methode (staggered grids)
N |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
8 9.3056 9.3056 33.2278 61.2403 4.7586 4.5305 4.2455 11.0566 0.1458
(0.5, 0.5) 0.8693 0.0647
12 9.0599 9.4688 34.7243 68.9880 4.4999 4.4726 4.5078 7.4537 0.7562
(0.75, 0.37) 0.8533 0.0656
Tabelle 5.7: Resultate fu¨r Ra = 105 mit der N ,N − 2-Methode
Ra |ψ|mid |ψ|max u1,max u2,max Nu Nu 1
2
Nu0 Numax Numin
103 1.174 − 3.649 3.697 1.118 1.118 1.117 1.505 0.692
0.813 0.178
104 5.071 − 16.178 19.617 2.243 2.243 2.238 3.528 0.586
0.823 0.119
105 9.111 9.612 34.73 68.59 4.519 4.519 4.509 7.717 0.729
0.855 0.066
Tabelle 5.8: Die Benchmark-Lo¨sung
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Abbildung 5.2: Stromlinien fu¨r N = 20 und Ra = 103, 104, 105
All diese Tabellen zeigen deutlich, dass das Splitting der Boussinesq-Approximation zu-
sammen mit den spektralen Verfahren sehr gute Ergebnisse erzielt, die ziemlich dicht an
der Benchmark-Lo¨sung liegen.
Zu bemerken ist noch, dass fu¨r Ra = 105 die Resultate fu¨r N = 16 mit der impliziten
Behandlung des konvektiven Terms erzielt wurden, da somit die Zeitschrittweite deutlich
gro¨ßer gewa¨hlt werden konnte. Fu¨r die N ,N − 2-Methode wurde diese Betrachtung nicht
implementiert. Deshalb wird an dieser Stelle auf die Resultate fu¨r N = 16 und N = 20
verzichtet.
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A.1 Singularita¨tenfunktionen fu¨r die NS1-Methode
Die singula¨ren Anteile (~˜u, p˜) erha¨lt man aus ψs, s = A,B. In Bezug auf die Ecke A = (0, 1)
erha¨lt man:
x = r · cos(θ), y = 1 + r · sin(θ),
mit θ ∈ [−pi/2, 0].
Dann hat ψA die folgende Darstellung (siehe Moffatt [24]):

























A = r−1 pA1 (θ,RE), ω











































(pi cos(θ) + 2 sin(θ)) ,
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wobei
α = pi2/4− 1.
Im Punkt B = (1, 1) sind x und y definiert durch:
x = 1 + r · cos(θ), y = 1 + r · sin(θ),
wobei θ ∈ [pi, 3pi/2]. Die Lo¨sungen in der Na¨he dieses Punktes lauten:
ψB = r fB1 (θ) = r f
A








21(θ) = −vA21(pi − θ)
pB = pB1 (r, θ) = −pA1 (r, pi − θ)
ωB = ωB1 (r, θ) = ω
A
1 (r, pi − θ)
A.2 Singularita¨tenfunktionen fu¨r die NS2-Methode
Analog zur NS1-Methode wa¨hlt man x, y, r und θ zur Ecke A wie in A.1. ψA ist definiert
durch:





A0 + A1θ + (−A0 +B1θ +B2θ2) cos(2θ) + (C0 + C1θ + C2θ2) sin(2θ)
)
.












pA = r−1pA1 (θ,Re) + p
A
2 ln r, ω




vA12(θ, Re) = RE
{(
2C2θ




























vA22(θ, Re) = Re
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ωA2 (θ, Re) = 2Re {−(4C2θ + 2C1 +B2) cos(2θ) + (4B2θ + 2B1 − C2) sin(2θ)− 2A0 − 2A1θ} ,
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mit
α = pi2/4− 1, A0 = −pi(pi4 + 14pi2 − 24)/(1024α2),
A1 = −pi2/(pi2 + 8)/(256α2), B1 = −(pi2 + 12)/(128α2),
B2 = −pi/(16α2), C0 = (pi4 + 10pi2 + 24)/(512α2),
C1 = pi(pi
2 + 6)/(64α2), C2 = (pi
2 − 4)/(64α2).
In Bezug auf die Ecke B sind x, y, der Radius und der Winkel gema¨ß A.1 zu wa¨hlen. Hier
hat die singula¨re Lo¨sung folgende Darstellung:









21(θ) + r v
B
22(θ, Re),
pB = r−1 pB1 (θ, Re) + p
B
2 ln r,
ωB = r−1 ωB1 (θ) + ω2(θ, Re),
mit
fB2 (θ,Re) = −fA2 (pi − θ, Re),
uB12(θ,Re) = −uA12(pi − θ,Re),
uB22(θ,Re) = u
A




ωB2 (θ,Re) = −ωA2 (pi − θ, Re).
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