Benchmark 5. Concluding remarks. In this paper, we describe several Grasp implementations for SAT and report on extensive computational testing of these heuristics. Our paper presents a framework for designing Grasps and shows, by example, how di erent algorithms can be proposed. Other Grasps can be formulated by changing the greedy adaptive function of the Grasp construction phase and the local search heuristic of the Grasp local search phase. We o er su cient detail, in terms of data structures and pseudo-code to make implementing these heuristics an easy task. We conduct the computational experiment on most DIMACS Challenge benchmark problems for SAT. Our experiments focused on ve problem classes: aim, ii, jnh, ssa7552, and par. Figure 9 ranks the four Grasps over the ve problem classes and Figure 10 tallies the 1st, 2nd, 3rd and 4th places for each Grasp. The relative performance of the Grasps depends on the type of problem being solved, but Grasp-A appears to be the most e cient, with 3 rst places, followed by Grasp-B, Grasp-C and Grasp-D.
When compared to GSAT, the four Grasps did better on three (aim, ssa7552, and par) of the ve problem classes and did worse on two (ii and jnh).
Appendix. The appendix lists machine benchmarks for the SGI Challenge computer used in this study, as well as a summary of the runs of the four Grasp codes on a subset of the recommended set of standard instances for the Second DIMACS Algorithm Implementation Challenge. We have run all of the benchmark instances, except for the graph coloring problems, the large random fx problems, and the par32-x-y-c problems, for x = 32 and y = 2; 4. Table 47 summarizes the machine benchmarks and Tables 48{51 summarize the  code benchmarks for Max  par8-1  3  53  52  139  3  88  99  269  par8-2  10  85  73  232  22  176  167  538  par8-3  12  185  127  419  11  348  254  841  par8-4  1  61  50  118  0  101  89  212  par8-5  4  11  6  21  0  20  13  43  par8-1-c  3  55  45  144  0  3  2  9 Max  par8-1  2  36  32  84  0  54  61  160  par8-2  7  160  174  580  15  357  410  1365  par8-3  4  104  72  242  8  190  139  467  par8-4  1  48  40  113  0  86  75  200  par8-5  4  20  14  56  5  27  28  82  par8-1-c  7  53  47  126  0  3  3  11  par8-2-c  29  179  175  534  10  89  75  210  par8-3-c  8  107  112  363  1  16  15  46  par8-4-c  4  31  24  81  0  26  21  185  par8-5-c  2  31  48  147  0  8  7  47  par16-1-c 22737 94931 69020 189018 4762 19876 14421 39605  par16-2-c 6009 40321 35461 112939 247  2717 1985 11726  par16-3-c 7387 47407 44028 144717 350  2298 2120  6958  par16-4-c 3303 58366 71833 200549 504  9160 11436 31801  par16-5-c 18788 188072 106395 319035 2977 113882 64874 193941 Table 41 Benchmark statistics: Grasp-B running times on problem class par Max  par8-1  3  28  31  89  2  37  50  151  par8-2  4  51  71  244  5  104  160  546  par8-3  16  64  42  134  19  108  82  269  par8-4  2  13  11  38  0  21  20  62  par8-5  6  16  12  45  1  30  31  105  par8-1-c  3  30  29  82  0  1  1  3  par8-2-c  2  59  70  217  2  25  28  91  par8-3-c  9  87  83  251  1  15  11  39  par8-4-c  1  28  23  99  0  26  22  198  par8-5-c  3  21  16  43  0  8  6  58  par16-1-c 13294 80597 64792 212084 2982 18000 14489 47345  par16-2-c 20657 100071 106993 380240 1198 6546 6261 21947  par16-3-c 1913 83315 83576 278811 151 6214 6594 22354  par16-4-c 2835 87117 100648 298578 406 11660 13543 40223  par16-5-c 8334 65236 40500 119366 2185 41030 25979 76824   Table 43 Benchmark statistics: Grasp-C running times on problem class par Max  par8-1  1  17  16  45  0  31  34  90  par8-2  8  49  30  100  7  103  65  203  par8-3  3  76  93  294  0  138  167  527  par8-4  1  16  22  66  0  28  38  106  par8-5  5  28  21  56  5  48  45  117  par8-1-c  2  24  26  77  0  1  1  4  par8-2-c  1  38  28  96  0  14  11  38  par8-3-c  4  82  144  483  0  13  22  74  par8-4-c  5  52  29  120  0  33  23  206  par8-5-c  2  31  46  143  0  6  6  24  par16-1 3708 42971 38515 111968 15162 178806 160225 465115  par16-2 2281 45522 48458 157758 8322 144575 175423 576503  par16-1-c 442 53277 57621 181390  101 21530 16771 101027  par16-2-c 5864 36806 45575 140238  350 16827 15966 149390  par16-3-c 6276 56278 63369 212484  515  4456  5163 17372  par16-4-c 5469 60086 42891 125384  737  7569  5681 16826  par16-5-c 6127 68125 59219 139087 4052 40751 38126 90397 Table 38 Comparison of Grasps and GSAT on problem class par Name Grasp-A Grasp-B Grasp-C Grasp-D GSAT par8 We make the following observations regarding these runs. In every replication, the four Grasps succeeded in nding satis able assignments for all of the instances tested. The ranking from fastest to slowest was Grasp-A, Grasp-D, Grasp-B, and Grasp-C. Table 38 summarizes running times for the Grasps and GSAT on the instances. Grasp times were averaged over each problem class (10 replications and 5 instances, except for par16, for which only instances par16-1 and par16-2 were tested only on Grasp-A). GSAT times were averaged over each problem class (10 replications for each instance in par8 and par8-c and 1 replication for 4 out of 5 instances from class par16-c).
After 100,000 tries, GSAT failed to nd satisfying truth assignments in 2 of the 4 instances tested of subclass par16-c. All four Grasps were substantially faster than GSAT on all instances. Tables 31, 33 , 35, and 37, respectively. We make the following observations regarding these runs. In every replication, the four Grasps succeeded in nding satis able assignments for all of the instances tested. The ranking from fastest to slowest was Grasp-A, Grasp-D, Grasp-C, and Grasp-B. Table 29 summarizes running times for the Grasps and GSAT on the instances. Times were averaged over each problem class (10 replications). All four Grasps were substantially faster than GSAT on all instances, except those in ssa7552-160, where Grasp-A had similar running time to GSAT, but the other Grasps were somewhat slower. Table 20 Comparison of Grasps and GSAT on problem class jnh Name Grasp-A Grasp-B Grasp-C Grasp-D GSAT jnh1
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Grasp Iterations
Local Search Flips Accepted Name Min Avg SDev Max Min Avg SDev Max ii8a1 1 1 0 2 0 0 0 0 ii8a2 1 1 0 3 0 0 0 2 ii8a3 1 2 1 6 0 0 0 1 ii8a4 1 2 1 4 0 0 0 3 ii8b1 1 1 0 1 0 0 0 0 ii8b2 1 6 5 19 0 11 10 31 ii8b3 5 53 39 98 4 65 61 168 ii8b4 25 329 265 757 5 231 205 569 ii8c1 1 33 34 327 0 17 18 177 ii8c2 1 10 10 34 0 9 12 41 ii8d1 1 3 3 10 0 2 2 7 ii8d2 1 4 3 12 0 15
Random instances with a single satis able solution. The four Grasps
were tested on the class aim. Running times for Grasps-A, B, C, and D are summarized in Tables 3, 5 , 7, and 9, respectively. Iteration counts for Grasps-A, B, C, and D are summarized in Tables 4, 6 , 8, and 10, respectively. We make the following observations regarding these runs. In every replication, the four Grasps succeeded in nding satis able assignments for all of the instances tested. The ranking from fastest to slowest was Grasp-A, Grasp-D, Grasp-B, and Grasp-C. Table 2 summarizes running times for the Grasps and GSAT. Times for the Grasps were averaged over each problem class (10 replications of 4 instances). GSAT was run 10 times for each instance in aim-50, aim-100-3 4, and aim-100-6 0. It was run once for each instances in aim-100-1 6 and ve times for each instance in aim-100-2 0. GSAT was not run on aim-200-6 0.
On the problem classes that all codes took the longest to solve, all four Grasps found satisfying assignments faster than GSAT. GSAT was somewhat faster on problem classes that all codes solved in less than a minute of CPU. In one of those classes (aim-100-3 4-yes1), GSAT was considerably faster than the Grasps. -O2 -Olimit 800. GSAT was compiled with the C compiler cc and with the same compiler ags. CPU times for the Grasp runs are given in seconds and are computed with the system call etime(). For GSAT, the times reported are those output by the code. Table 1 shows the results of the DIMACS Challenge machine benchmark on the SGI computer and, for comparison, on a Sun Microsystems 10-41. The gures indicate that the SGI Challenge is slightly less than twice as fast as a Sun 10-41 on the benchmarks. The performance of most heuristics depends on parameter setting. Grasp requires few parameters to be set. Since we would like to make our results as reproducible as possible, we limit our runs in this experiment to a single set of parameter settings. Throughout the experiment we used the following parameters for the Grasps: maximum number of Grasp iterations, maxiter = 10; 000; 000 value restriction parameter, = 0:5 cardinality restriction parameter, maxrcl = 64 (except for Grasp-A, which has no cardinality limitation for the RCL) We do not solve the entire set of benchmark problems, limiting ourselves to the following subset:
aim-x-y-yes1-z: Instance class aim, submitted by E. Miyano, are arti cially generated 3-SAT problems, with the property that each instance has at most one satis able truth assignment. Class ii, submitted by M. Resende, are Boolean function synthesis problems that arise in a problem in inductive inference described in 15]. Problems in jnh, submitted by J. Hooker, are random instances, generated to be di cult by rejecting unit clauses and setting the density to a hard value. Instance class ssa7552, submitted by A. Geller and Y. Tsuji, are from checking for circuit \single-stuck-at" fault in circuit fault analysis. Problem class par, submitted by J. Crawford, are instances that arise from a problem in learning the parity function. All instances tested possess satis able truth assignments.
Each problem instance is solved 10 times, using the random seeds f1; 2; : : :; 10g.
For each problem instance we report minimum, maximum, average and standard deviation for running times and iteration counts. We break down running time into total running time and local search running time. i , the number of yet-unassigned literals in yet-unsatis ed clauses that would become satis ed if the assignment x i = false were to be made. If x i has already been assigned zm(i) = 0. rcl(*): the RCL is stored in this array. There are nrcl entries in rcl(*).
3.3. Additional Array for AdaptGreedyFunction. One additional array is needed to enable the implementation of procedure AdaptGreedyFunction.
litcl(j): U j , the number of yet-unassigned literals in clause j.
3.4. Preprocessing. Since Grasp is an iterative algorithm, some data structures are set up with the same data every iteration. As the iteration proceeds, these data structures adapt. To take advantage of this situation, we make use of a series of arrays that are computed once (before the Grasp iterations begin) and, before each Grasp iteration, are loaded onto the corresponding arrays that are used during the Grasp iteration. These arrays are: minos0(*), plus0(*), headp0(*), nextp0(*), lastp0(*), headm0(*), nextm0(*), lastm0(*), litcl0(*) in all four Grasp codes and, in addition, Grasp-A uses rcl0(*). Arrays headp0(*), nextp0(*), headm0(*), and nextm0(*) are also used in the procedure SatClauses of the local search. To implement SatClauses, one designs a procedure that given a solution x and an index i, returns a gain, tie, or loss, in terms of satis ed clauses, accomplished by ipping the value of x i . In such a procedure, it su ces to scan the clauses in the lists represented by fheadp0(i); nextp0( )g and fheadm0(i); nextm0( )g, since only the status of those clauses can be changed by the ip.
4. Experimental Results. In this section, we report on extensive experimental testing of the four Grasps described in the previous sections. For the purpose of comparison, we run the code GSAT 23] on many of the same instances and on same computer. GSAT is a C-language implementation of a greedy local random search for nding satisfying truth assignments for large-scale Satis ability problems. The objective of this experiment is to show the e ectiveness of simple Grasp codes in quickly obtaining good-quality solutions and to study how the Grasps compare with GSAT.
The experiment was conducted on a SGI Challenge (150-MHz MIPS R4400) computer. The Grasp was compiled with the Fortran compiler f77 with the compiler ags 3.1. Problem Representation. The data structures used to represent the problem instance take into account the type of computation that is done in the construction and local search phases. In the construction phase, the main computational e ort takes place in MakeRCL and AdaptGreedyFunction. In the local search phase, the main computational e ort takes place in SatClauses. Satis ability instances are almost always very sparse. The problem representation must take advantage of this sparsity. Instances must be stored in a way that allows scanning any clause, and scanning all the yet-unsatis ed clauses in which a particular literal appears. This last requirement mandates that dynamic lists be used for scanning yet-unsatis ed clauses, since the status of a clause changes during a Grasp iteration. We make use of the following arrays to store the problem instance: x(i) = 0 if x i is still unassigned. Using this array, the lines of Fortran code in Figure 8 print the yet-unsatis ed clauses in which the literal x i appears (along with the yet-unassigned literals that occur in those clauses).
3.2. Additional Arrays for MaxRCL. Procedure MakeRCL requires the number of yet-unsatis ed clauses in which negated and unnegated literals of each variable ap-solution. In the Grasps described in this paper, we use the same simple local search strategy.
Given an initial solution x, the local search procedure scans the variables x i , i 2 N, ipping the assignment of each variable, one at a time, and checking if the new truth assignment increases the number of satis ed clauses. If the assignment improves the solution, it is accepted, else it is rejected. If an assignment is accepted, the process is repeated recursively. The local search procedure is described in the pseudo-code of Figure 4 , where the procedure SatClauses(x) returns the number of clauses that are satis ed by assignment x. In Section 3 we comment further on how SatClauses is implemented.
2.3. Four Grasps for SAT. In this paper we study the performance of four 3. Implementation Details. E cient data structures are essential in designing good Grasps. In this section, we describe data structures used in our implementations. We begin by showing how the problem instance is represented. We show data structures that help to speed up the Grasp iterations. We describe programming i 2 N, let + i be the number of yet-unassigned literals in yet-unsatis ed clauses that would become satis ed if the variable x i were to be set to false Cardinality restriction limits the size of the RCL to at most maxrcl elements. Two schemes for qualifying potential candidates are obvious to implement. In the rst scheme, the best (at most maxrcl) potential candidates (as ranked by the greedy function) are selected. Another scheme is to choose the rst (at most maxrcl) candidates in the order they qualify as potential candidates. The order in which candidates are tested can determine the RCL if this second scheme is used. Many ordering schemes can be used. We suggest two orderings. In the rst, one examines the least indexed candidates rst and proceeds examining candidates with indices in increasing order. In the other, one begins examining the candidate with the smallest index that is greater than the index of the last candidate to be examined during the previous construction phase iteration.
Once the RCL is set up, a candidate from the list must be selected and made part of the solution being constructed. For i 2 M, let L i denote the set of literals and U i denote the set of yet unassigned literals in clause i. SelectIndex In AdaptGreedyFunction the greedy function that guides the construction phase is changed to re ect the assignment just made. To describe these steps in detail, we must make some de nitions. Let N = f1; 2; : : :; ng and M = f1; 2; : : :; mg be sets of indices. Solutions are constructed by setting one variable at a time to either 1 (true) or 0 (false). Therefore, to de ne a restricted candidate list, we have 2 potential candidates for each yet-unassigned variable: assign the variable to 1 or assign the variable to 0. Several adaptive greedy functions can be de ned for the satis ability problem. We now de ne two such functions and combine them to form a hybrid greedy function. The idea behind the rst greedy function is to maximize the number of yet-unsatis ed clauses that become satis ed after the assignment of each construction phase iteration.
For i 2 N, let ? + i be the set of unassigned clauses that would become satis ed if variable x i were to be set to true. Likewise, let ? ? i be the set of unassigned clauses that would become satis ed if variable x i were to be set to false components: a greedy function, an adaptive search strategy, a probabilistic selection procedure, and a local search technique. These components are interlinked, forming an iterative method that constructs a feasible solution, one element at a time, guided by an adaptive greedy function, and then searches the neighborhood of the constructed solution for a locally optimal solution. Figure 1 shows a Grasp in pseudocode. Lines 2{3 of the pseudo-code input the problem instance and initialize the data structures. The best solution found so far is initialized in line 3. The Grasp iterations are carried out in lines 4{8. Each Grasp iteration has a construction phase (line 5) and a local search phase (line 6). If necessary, the solution is updated in line 7. The Grasp returns the best solution found.
In this section, we describe four Grasps for SAT. To accomplish this, we describe in detail the ingredients of the Grasps, i.e. the construction and local search phases. The Grasps described here di er in how the construction phase is implemented. More speci cally, they di er in the adaptive greedy function used and how the restricted candidate list (RCL) is constructed.
To describe the Grasp construction phase, one needs to de ne candidate (for the restricted candidate list), provide an adaptive greedy function, and specify the candidate restriction mechanism. For the Grasp local search phase, one must de ne the neighborhood and specify a neighborhood search algorithm.
In the following two subsections we de ne the di erent construction phases for the Grasps as well as the local search phase used in all four Grasps.
of combinatorial optimization problems 7]. In this paper, we describe several implementations of greedy randomized adaptive search procedures for SAT. A Grasp is an iterative process, with each Grasp iteration consisting of two phases, a construction phase and a local search phase. The best overall solution is kept as the result.
In the construction phase, a feasible solution is iteratively constructed, one element at a time. At each construction iteration, the choice of the next element to be added is determined by ordering all elements in a candidate list with respect to a greedy function. This function measures the (myopic) bene t of selecting each element. The heuristic is adaptive because the bene ts associated with every element are updated at each iteration of the construction phase to re ect the changes brought on by the selection of the previous element. The probabilistic component of a Grasp is characterized by randomly choosing one of the best candidates in the list, but not necessarily the top candidate. This choice technique allows for di erent solutions to be obtained at each Grasp iteration, but does not necessarily compromise the power of the adaptive greedy component of the method.
As is the case for many deterministic methods, the solutions generated by a Grasp construction are not guaranteed to be locally optimal with respect to simple neighborhood de nitions. Hence, it is almost always bene cial to apply a local search to attempt to improve each constructed solution. While such local optimization procedures can require exponential time from an arbitrary starting point, empirically their e ciency signi cantly improves as the initial solutions improve. Through the use of customized data structures and careful implementation, an e cient construction phase can be created which produces good initial solutions for e cient local search. The result is that often many Grasp solutions are generated in the same amount of time required for the local optimization procedure to converge from a single random start. Furthermore, the best of these Grasp solutions is generally signi cantly better than the solution obtained from a random starting point.
An especially appealing characteristic of Grasp is the ease with which it can be implemented. Few parameters need to be set and tuned (candidate list size and number of Grasp iterations) and therefore development can focus on implementing efcient data structures to assure quick Grasp iterations. Finally, Grasp can be trivially implemented on a parallel processor in an MIMD environment. For example, each processor can be initialized with its own copy of the procedure, the instance data, and an independent random number sequence. The Grasp iterations are then performed in parallel with only a single global variable required to store the best solution found over all processors.
Grasp has been applied successfully to a wide range of combinatorial optimization problems. These include set covering problems arising from the incidence matrix of The paper is organized as follows. In Section 2, we describe, in detail, several Grasps for SAT, including the construction and local search phases. Implementation details are given in Section 3. Computational results are presented in Section 4. Concluding remarks are made in Section 5. In the appendix, we list statistics for the recommended benchmark machine and code runs for the Second DIMACS Algorithm Implementation Challenge.
