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Abstract
This paper addresses the technical problem of efﬁciently
reducingtheperiodicrepresentationofatime granularityto
its minimal form. The minimization algorithm presented in
the paper has an immediate practical application: it allows
usersto intuitivelydeﬁnegranularities(andmore generally,
recurring events) with algebraic expressions that are then
internally translated to mathematical characterizations in
terms of minimal periodic sets. Minimality plays a crucial
role, since the value of the recurring period has been shown
to dominate the complexity when processing periodic sets.
1 Introduction
Periodicity is a property used to describe and reason
about temporal phenomena, and it has been the subject of
research in knowledge representation (see e.g., [8, 12]), in
databases, (see e.g., [7, 14, 13, 11]), and in temporal logic
(seee.g., [15]). Periodicitycanbe used,forexample,to rep-
resent recurringevents in a knowledge base, or to store data
with a recurring validity period in a database. Periodicity
in particular plays a relevant role for the ﬁnite representa-
tion of time granularities; for example, the set of Mondays
can be represented by a speciﬁc date for one Monday and
by a recurring period of one week (7 days). Considering
that months have different lengths, years have leap years
and their exceptions, and that granularities also include non
standard ones like banking days or academic semesters,i t
is quite clear that the recurringperiod can becomelarge and
possibly difﬁcult to identify. Several symbolic formalisms
have been proposed in the literature to represent granulari-
ties without having the user to explicitly give the formulas
deﬁningthe periodicity. For example, the slicing and dicing
operatorsproposed in [6] can be used to represent the set of
all second and third week of each month of January by the
expression [2,3]/Weeks:during:January. Simi-
larly, the expression all.Years + {2,4}.Months +
{1}.Days   2.Days in the formalism proposed in [10]
denotes the ﬁrst 2 days of February and April of each year.
Similar, but more expressive formalisms are deﬁned in [1],
whichisanextensionof[6], andin [9]thatintroducesanew
rich set of algebraic operators.
A mapping from the algebraic expressions to the corre-
sponding mathematical periodic representations is not pro-
vided in the above papers. A mapping from the algebra
in [9] is provided in [3]. A mapping from the algebras in
[6] and [10] is embedded in the proofs of [1]. However,
these mappings do not guarantee to return a minimal repre-
sentation, i.e., a representation using the smallest possible
period value, and devising such a minimal mapping turns
out to be a difﬁcult task. On the other side, the period value
greatly affects the performance of operations on periodic
sets. For example, the GSTP system for granularity con-
straint reasoning ([2]) performs constraint satisfaction by
applying operations on granularities represented as sets of
periodic sets of integers. The complexity is dominated by
the least common multiple of the period values of the in-
volvedgranularities. A minimal periodicalrepresentationis
not only desirable for processing granularities, but it would
also provide a common low-level representation for expres-
sions speciﬁed by users in their favorite symbolic formal-
ism.
The technical contribution of this paper is an efﬁcient
algorithm to reduce the periodic representation of a time
granularity to a minimal representation. An immediate ap-
plication of the algorithm is in a post-processing step in the
conversion from an algebraic speciﬁcation of a time gran-
ularity to its mathematical periodic representation. From a
practical point of view, this result allows users to intuitively
deﬁne granularities (and more generally, recurring events)
and having the system processing the underlying periodic
sets as efﬁciently as possible. The algorithm has a worst
case complexity of O(n3/2) where n is the period of the
input granularity representation.
Therest ofthe paperisorganizedasfollows: inSection2we formally introduce time granularities and other notions
that are needed to formulate our technical results. In Sec-
tion3wepresentthealgorithmforperiodminimization,and
in Section 4 we show its applications and brieﬂy report on
its implementation. Section 5 concludes the paper.
2 Periodic Representation of Granularities
A comprehensive formal study of time granularities and
their relationships can be found in [4]. In this paper, for
lack of space we only introduce notions that are essential to
show our results.
In particular, we report here the notion of labeled granu-
laritywhichwasproposedforthespeciﬁcationofacalendar
algebra [9]
1.
Granularitiesaredeﬁnedbygroupingsetsofinstantsinto
granules. For example, each granule of the granularityday
speciﬁes the set of instants included in a particular day. A
label is used to refer to a particular granule. The whole set
of time instants is called time domain, and for the purpose
of this paper the domain can be an arbitrary inﬁnite set with
a total order relationship, ≤.
Deﬁnition 1 A labeled granularity is a pair (L,G),w h e r e
L is a subset of the integers, and G is a mapping from L
to the subsets of the time domain such that for each pair of
integers i and j in L with i<j ,i fG(i)  = ∅ and G(j)  = ∅,
then (1) each element in G(i) is less than every element of
G(j), and (2) for each integer k in L with i<k<j ,
G(k)  = ∅.
When L is exactly the integers, the granularity is called
“full-integer labeled”. When L = Z+ we have the same
notion of granularity as used in several applications (e.g.,
[4]). However, in general, the set L of labels can be an arbi-
trary subset of (possibly noncontiguous) integers and these
labels are used to identify granules. Note that each labeled
granularity can use a different set of labels.
For example, following this labeling schema, if we as-
sume to map day(1) to the subset of the time domain cor-
responding to January 1, 2001, day(32) would be mapped
toFebruary1, 2001,b-day(6)toJanuary8, 2001(thesixth
business day), and month(15) to March 2002.
Several interesting relationships can be deﬁned among
granularities. The ﬁrst of these is called group into and de-
ﬁnes a partial order over the set of all granularities.
Deﬁnition 2 IfGandH aregranularities,thenH issaid to
groupintoG, denotedH G, ifforeachnon-emptygranule
G(j), there exists a (possibly inﬁnite) set S of labels of H
such that G(j)=

i∈S H(i).
1Labeled granularities are an extension of the more standard notion of
granularities provided in [4].
Intuitively, H G means that each granule of G is a union
of some granules of H. For example, day   week since a
week is composed of 7 days and day   b-day since each
business day is a day.
Granularities are said to be bounded when L has a ﬁrst
or last element or when G(i)=∅ for some i ∈L .I nt h i s
paper, for simplicity, we assume that all granularities are
unbounded. We assume the existence of an unboundedbot-
tom granularity, denoted by ⊥ which is full-integer labeled
and groups into every other granularity in the system.
Since we are particularly interested in granularities
which can be expressed as periodic repetitions of granules
of other granularities (in particular a bottom granularity),
we formally deﬁne the following relationship2
Deﬁnition 3 A labeled granularity H groups periodically
into a labeled granularity G if H groups into G and there
exist positive integers N and P such that (1) for each label
i of G, i + N is a label of G unless i + N is greater than
the greatest label of G, and (2) for each label i of G,i f
G(i)=
k
r=0 H(jr) and G(i + N) is a non empty granule
of G then G(i+ N)=
k
r=0 H(jr + P), and (3) if G(s) is
the ﬁrst non-emptygranulein G (if it exists), then G(s+N)
is non empty.
The groups periodically into relationship is a special
case of the group-into relationship characterized by a pe-
riodic repetition of the “grouping pattern” of granules of
H into granules of G. Its deﬁnition may appear com-
plicated but it is actually quite simple. Since H groups
into G, any granule G(i) is the union of some granules
of H; for instance assume it is the union of the granules
H(a1),H(a2),...,H(ak). Condition (1) ensures that the
label i + N exists (if it is not greater than the greatest la-
bel of G) while condition (2) ensures that, if G(i + N)
is not empty, then it is the union of H(a1 + P),H(a2 +
P),...,H(ak +P). Condition (3) simply says that there is
at least one of these repetitions.
We call the parametersP and N in Deﬁnition3, a period
and its associated period label distance, respectively. We
also denote by R the number of granules of G correspond-
ing to each group of P consecutive granules of ⊥.M o r e
formally, R is equal to the number of labels of G greater
than or equal to i and smaller than i+N where i is an arbi-
trary label of G. Note that R is not affected by the value of
i.
Note that the period is an integer value. For simplicity
we also use the expression “one period of a granularity G”
to denote a set of R consecutive granules of G.
In general, the periodically-groups-into relationship
guarantees that granularity G can be ﬁnitely described (in
2This is simply an extension to labeled granularities of the analogous
relation deﬁned for “regular” granularities (see e.g., [4]).
2terms of granules of H), providing the following informa-
tion: (i) a value for P and N; (ii) the set LG of labels of G
in one period of G; (iii) for each j ∈ LG, the ﬁnite set Sj of
labels of H, describingthe compositionof G(j);( i v )t h el a -
belsofﬁrst andlast non-emptygranulesofG, if theirvalues
are not inﬁnite. In the following, we call explicit granules
the granules that have a label in LG.
A granularity G can have several periodical representa-
tions in terms of the bottom granularity; Indeed if P is a
period value for G, then any multiple of P is also a pe-
riod for G. Moreover, for each period value, different sets
of consecutive granules can be used to describe the explicit
granules contained in one period. Among all possible pairs
(P,N) characterizing a periodically-groups-into relation-
ship, there exist a pair (P  ,N ) such that P   is the smallest
period value in all pairs. The value P   is called the mini-
mal period for the G and any representation adopting that
value for the period is called minimal. In order to distin-
guish different representations of the same granularity, the
notation “ ¯ G1”, “ ¯ G2”, ... is used (read “representation 1 of
G”, “representation 2 of G”,...).
Example 1 Figure 1 shows how the same granularity can
be represented using (1) period equal to 4 and the granules
labeled with 1 and 2 as the explicit granules; (2) period
equal to 4 and the granules labeled with 2 and 3 as the ex-
plicit granules or (3) period equal to 8 and the granules
labeled with 2, 3, 4 and 5 as the explicit granules. In the
ﬁgure, the dotted curly brackets represent the explicit gran-
ules.
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Figure 1. Different periodical representations
of the same granularity
2.1 Granularity Conversions
When dealing with granularities, we often need to deter-
mine the granule (if any) of a granularity H that covers a
given granule z of another granularity G. For example, we
maywish toﬁndthemonth(anintervaloftheabsolutetime)
that includes a given week (another interval of the absolute
time).
This transformation is obtained with the up operation.
Formally, for each label z ∈L G,  z H
G is undeﬁned if
 z  ∈L H s.t. G(z) ⊆ H(z ) ;o t h e r w i s e , z H
G = z ,
where z  is the unique index value such that G(z) ⊆ H(z ).
The uniqueness of z  is guaranteed by the monotonicity of
granularities. The notation  z H is used when the source
granularity can be left implicit (e.g., when we are dealing
with a ﬁxed set of granularities having a distinguished bot-
tom granularity).
Another direction of the above transformation is the
down operation: Let G and H be granularities such that
G H,a n dz an integer. Deﬁne  z H
G as the set S of la-
bels of granules of G such that

j∈S G(j)=H(z).T h i s
function is useful for ﬁnding, e.g., all the days in a month.
3 An Algorithm for Period Minimization
Inthis sectionwe presentanalgorithmthat, givenagran-
ularity representation ¯ G1, computes the minimal period for
G; in Section 3.4 we show how,giventhis value, a full char-
acterization of a minimal representation can be obtained.
The input is a periodical representation ¯ G1 in terms of the
bottomgranularity;i.e. the periodP ¯ G1, the periodlabeldis-
tance N ¯ G1, and the set of sets Sk with k =0 ...N¯ G1 − 1
such that, for an arbitrary α ∈ Z, Sk =  k + α G if
k ∈L ¯ G1, Sk = ∅ otherwise. Note that, given this repre-
sentation, the number R of granules in one period can be
trivially computed.
3.1 The algorithm
The main idea of the algorithm is that if ¯ G1 is not mini-
mal, then there exists a minimal representation ¯ G2 such that
P ¯ G1 = P ¯ G2 · m with m ∈ N+. Therefore, the goal of the
algorithmis ﬁnding m: once it is foundthe outputis simply
P ¯ G1
m .I f¯ G1 is minimal, then m =1 .
Clearly, m must be a divisor of P ¯ G1 and we will prove
that m must also be a divisor of N ¯ G1 and R ¯ G1. Hence, the
algorithm ﬁrst computes the set S of possible values of m,
then, for each n ∈ S, it checks if there exists a periodical
representation ¯ G3 such that P ¯ G3 =
P ¯ G1
n and N ¯ G3 =
N ¯ G1
n .
Since the value of P ¯ G3 is inverselyproportionalto the value
of n, the algorithm starts considering the integers in S from
the biggest down to the smallest. The execution terminates
when the ﬁrst representation ¯ G3 is found.
A nontrivialpartofthealgorithmischeckingifG canbe
represented using a period P and a period label distance N.
In general, this requires to prove that P and N satisfy the
three conditions of Deﬁnition 3; however in this particular
3Algorithm 1 minimizePeriod
• Input: a periodical representation ¯ G1;
• Output: the minimal period for G;
• Method:
1: compute the set S whose elements are
gcd(P ¯ G1,N¯ G1,R¯ G1) and its factors.
2: b := min( min(L ¯ G1) G); t := max( max(L ¯ G1) G)
3: for all n ∈ S, from the biggest downto the smallest do
4: P := P ¯ G1/n; N := N ¯ G1/n; failed := false
5: for (k = b; k<t∧ failed=false; k++) do
6: if ( k G is undeﬁned) then
7: if ( k + P G is deﬁned) then failed := true
8: else
9: if ( k + P G is undeﬁned) then failed := true
10: else if ( k + P G  =  k G + N) then failed :=
true
11: end if
12: end for
13: if (failed= false) then return P end if
14: end for
15: return P ¯ G1
instance of the problem, it is known that G admits the peri-
odical representation ¯ G1 and that ∃k ∈ N+ s.t. P =
P ¯ G1
k
and N =
N ¯ G1
k . Therefore, it can be derived that the third
condition of Deﬁnition 3 is always satisﬁed and the other
two conditions are veriﬁed if and only if ∀k ∈ K:
 k + P G =

undeﬁned if  k Gis undeﬁned
 k G + N otherwise (1)
where K = {j ∈L ⊥|min( min(L ¯ G1) G) ≤ j<
max( max(L ¯ G1) G)}. Note that, since L⊥ = Z, K is an
integers interval and, by deﬁnition of K and L, |K|≤P.
Therefore, the problem can be solved by verifying (1) with
k ranging on a ﬁnite set.
Example 2 Figure 2 shows granularity G and its non-
minimal periodical representation ¯ G1 (the dotted curly
bracket indicates the explicit granules of ¯ G1). Since P ¯ G1 =
12 and N ¯ G1 = R ¯ G1 =6 , the algorithm derives S =
{2,3,6}. It is not possible to represent G with a period
P =1 2 /6=2and a period label distance N =6 /6=1
since  2 G is deﬁned while  2+P G =  4 G is undeﬁned.
Analogously, it is not possible to represent G with a period
P =1 2 /3=4and a period label distance N =6 /3=2
since  2 G is deﬁned while  2+P G =  2+4  G is unde-
ﬁned. However it is possible to represent G with a period
P =1 2 /2=6and a period label distance N =6 /2=3 ;
For instance,  1 G =1and  1+P G =  7 G =4=
1+N;  4 G is undeﬁned and  4+P G =  10  is unde-
ﬁned.
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Figure 2. Graphical representation of the
granules involved in Example 2
3.2 Correctness
Theorem 1 Given a periodical representation of granular-
ity G, the algorithm minimizePeriod computes the minimal
period for G.
Proof. To prove the theorem it is necessary to show three
intermediate results.
Lemma 1 GivenagranularityG, ∃λ,λ  ∈ R+ s.t. foreach
representation ¯ Gi of G,
P ¯ Gi
N ¯ Gi = λ and
P ¯ Gi
R ¯ Gi = λ .
Lemma 2 If ¯ G1 and ¯ G2 are two periodic representations
of granularity G and ¯ G1 is minimal, then ∃α ∈ N+ s.t.
(i)P ¯ G2 = αP ¯ G1, (ii)N ¯ G2 = αN ¯ G1; (iii)R ¯ G2 = αR ¯ G1.
Lemma 3 Let G be a granularity, ¯ G1 one of its possible
representations and n a positive integer. It is possible to
represent G with a period P =
P ¯ G1
n a n dap e r i o dl a b e l
distance N =
N ¯ G1
n if and only if Condition (1) in Section
3.1 is veriﬁed.
Assuming ¯ G1 is the representationof G given as inputto
the algorithm, from Lemma 2 follows that if there exists a
minimal representation ¯ G2 s.t. P ¯ G2 <P ¯ G1,t h e n∃n ∈ N+
s.t. n>1, P ¯ G1 = nP ¯ G2, N ¯ G1 = nN ¯ G2 and R ¯ G1 =
4nR ¯ G2. Clearly the set of possible values for n is the set S
containing gcd(P ¯ G1,N¯ G1,R¯ G1) and its factors.
The condition P = P ¯ G1/n with n ∈ S is necessary but
notsufﬁcient forthe existenceof a periodicalrepresentation
that has P as the period. We now show that the algorithm
correctly veriﬁes if there is a periodical representation hav-
ing P ¯ G1/n as the period. For each n ∈ S,t h ev a l u eo f
the variable failed is ﬁrst set to false; then Condition (1) is
checked for each k ∈ K, and, if the condition is not sat-
isﬁed, then the value of failed is set to true. Therefore if
failed = false when the for cycle terminates, then Condi-
tion (1) is veriﬁed and, by Lemma 3, there exists a periodi-
cal representation having P ¯ G1/n as period.
Finally we show that it is correct to stop the evaluation
of values in S as soon as a valid representation is found.
Indeed, let S  ⊆ S be the set s.t. for each i ∈ S  there
exists a representation of G having P ¯ G1/i as period. Then
the representation having P = P ¯ G1/max(S ) as period is
minimal. Suppose by contradiction that P is not the min-
imal representation, then ∃P   s.t. P   <Pand P   is the
period of the minimal representation of G. From Lemma 2
follows that ∃m,n ∈ N+ s.t. P   = P
m;a n dP =
P ¯ G1
n ;T h e n
P   =
P ¯ G1
m·n. This leads to a contradiction since m · n ∈ S ,
m · n>nand n = max(S ).
The last step of the algorithm is correct since if it is not
possible to identify a representation for any n ∈ S,t h e n
the representation given as input is minimal and its period
is returned.

3.3 Time complexity analysis
Before presenting our formal result on the time com-
plexity of the algorithm minimizePeriod, we show how it is
possible to perform the up operation ( · ) in constant time.
Indeed, from the explicit granules of G, it is possible to
create an array A of size P ¯ G1 that represents how the gran-
ules of ⊥ are mapped into the explicit granules of ¯ G1.I f
b = min( min(L ¯ G1) G), then, for each j =0...P¯ G1 −1,
A[j]=null if  b + j G is undeﬁned, A[j]= b + j G
otherwise3. Using this data structure for each i,  i G can
be computed as A[j]+αN ¯ G1 where α =

i−b
P ¯ G1

and j =
i − b − αP ¯ G1.
Theorem 2 The worst case time complexity of the algo-
rithm minimizePeriod is O(n
3
2) where n is the period of
the input periodical representation.
Proof. The set S can be computed in time O(
√
n) by con-
sidering each integer from 2 to
√
n and checking if it is a
divisor of P, N and R.
3Note that A can be built in time O(P ¯ G1).
In the worst case, the number of times the algorithm per-
forms the innermost for cycle (Algorithm 1, line 5) is |S|.
By deﬁnition of S, it follows that |S| <d (P ¯ G1) where d(n)
indicates the number of divisors of n. The innermost for
cycle performs, for each k from b to t,t w oup operations
( · ). By deﬁnition of b and t, it follows that t − b ≤ P ¯ G1,
and since the up operationcan be executedin constanttime,
the for cycle can be performed in time O(P ¯ G1).A s w e l l
known in number theory, if d(n) is the number of divisors
of n, then, d(n) < 2
√
n. Hence, the for cycle is always ex-
ecuted a number of times less than 2

P ¯ G1, then the thesis
follows. 
Note that a better upper bound for the dimension of S
can be found. Indeed, let g = gcd(P ¯ G1,N¯ G1,R¯ G1),t h e n
|S| = d(g) − 1 4. Clearly g ≤ P ¯ G1 and, since g is a divisor
of P ¯ G1, d(g) ≤ d(P ¯ G1).
Despite a detailed average-case analysis of time com-
plexity is out of the scope of this paper, note that, in most
practical applications of the algorithm, g< <P ¯ G1;T h e r e -
fore, d(g) << d(P ¯ G1). Moreover, Theorem 318 in [5]
states: “
n
i=1 d(n) ∼ nlnn”; hence, in the average case,
|S| << d(P ¯ G1) where d(P ¯ G1) ∼ ln(P ¯ G1).
3.4 Characterization of a minimal representation
Here we show how, given a granularity G, its represen-
tation ¯ G1 and its minimal period P, it is possible to fully
characterize a minimal representation ¯ G2 of G.
Clearly P ¯ G2 = P and, from Lemma 2, N ¯ G2 =
N ¯ G1 · P/P¯ G1. The set of the explicit granules of ¯ G2 is
the set of granules of G having labels in L ¯ G2 = {i ∈
L ¯ G1|min(L ¯ G1) ≤ i<m i n (L ¯ G1)+N ¯ G2}.S i n c eL ¯ G2 ⊂
L ¯ G1, the composition of each explicit granule G(j) with
j ∈ L ¯ G2 in terms of ⊥ is the same provided in ¯ G1. Finally,
note that if G is bounded, the value of the bounds is the
same independently from the representation.
4 Implementation and applications
In the last years, an application for performing temporal
constraint reasoning with granularities has been developed
at the University of Milan, and it is currently available as
a web service (GSTP, see [2]). The system still misses a
user friendly formalism and interface to deﬁne new gran-
ularities. Recently, the GRC (Granularity Representation
Converter) application has been integrated with GSTP; its
task is to performconversionsfromthe CalendarAlgebraof
[9] to the periodical representation, following the results in
[3]. GRC allows users to specifythe granularitiesappearing
in the constraints by Calendar Algebra expressions. Since
4The “−1” comes from the consideration that the value 1 is not in-
cluded in S.
5the performance of GSTP is strongly affected by the period
valueofthegranularitiesappearingin theconstraints,acen-
tral task ofGRC is to generateminimal representations. Be-
cause the results in [3] do not guarantee minimality, the im-
plementation of the minimizePeriod algorithm becomes an
essential module of GRC. A stand alone version of the soft-
ware has been realized too, and it is mainly used for testing
the correctness of the implementation and its performance.
The empirical performance results we obtained conﬁrm
an almost linear behavior. To give an idea of the actual per-
formance, we consider the representation of a granularity
involving leap years and leap year exceptions. In this case,
the inputrepresentationhas a periodof 400yearsin termsof
hours (about 3.5millions of hours), and the algorithm runs
in less than a second on a standard PC (a Pentium M 1,7
Ghz).
5 Conclusions and future works
We presented an algorithm that, given a periodic repre-
sentation of a time granularity G, computes the minimal
period, and hence provides a minimal representation of G.
The algorithm can be used to ensure the minimality of rep-
resentations that are directly generated by a user or that are
the result of a conversion from an algebraic expression.
As a future work, we are planningto implementa graph-
ical user interface that supports the user in the deﬁnition
of calendar algebra expressions; The minimizePeriod algo-
rithm will be used to ensure minimality of the underlying
periodical representations. Analogous tools may be devel-
oped, by using the same algorithm, for other symbolic for-
malisms (e.g., [6, 10]). The various tools will have the ad-
vantage of interoperability, since they will be based on a
common underlying periodic representation.
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