The first approximation to steady flow in channels with slowly varying curvature and gap width is locally of the same form as in the classical Dean problem. Eagles (1992) considered small disturbances to this flow with a W. K. B. factor to take account of the slow streamwise variation of the base flow. These disturbances were sinusoidal in the z-direction (perpendicular to the main stream) and of a steady form. The idea was that if the disturbance grows streamwise in any section of the flow then the flow is unstable. In the present paper we allow a factor exp(iα 0 t) in the disturbance, where α 0 is a real constant and t is the time variable appropriate here. Single modes with such a factor are combined together by integrals with respect to α 0 to give initialvalue problems for disturbances localized in the streamwise direction. The aim is to see whether or not the disturbances move downstream as t increases, and whether they grow or decay in size as they move, for various values of the parameters. The results are consistent with the above supposition of Eagles that if the steady state disturbance grows downstream for any distance the flow is unstable.
Introduction
Hall (1, 2) considered small disturbances to classical boundary-layer flow over curved surfaces (the Görtler problem). These disturbances were sinusoidal in the spanwise direction and he found that the only mathematically consistent approach for wavenumber of O (1) was to use partial differential equations, as opposed to various approximations by earlier authors which used ordinary differential equations. Thus the usual 'neutral curve' approach in the Görtler-number, wavenumber plane was not applicable. Instead, in (2) he imposed a disturbance at a certain value of the streamwise coordinate and by numerical solution of the partial differential equations he investigated whether or not this would grow downstream. If it did so for any distance this was considered to be an indication of instability of the basic flow.
Eagles (3) developed this idea, of streamwise steady growth indicating instability, for the case of thin-film basic flow. He used a W. K. B. method to account for the streamwise slow changes in the film thickness and the curvature. The results agreed well with the experiments of Schweizer and Scriven (4) . In (3) the equations could be reduced to ordinary differental equations, and the concept of a neutral curve was applicable. However, the disturbances were still time-independent. In (5) a similar method was used to study the stability of Dean-like flow in channels with slowly varying gap width and curvature. Implicit in this work is the idea that at a certain value of S, the scaled streamwise coordinate, a steady disturbance is introduced which gets bigger or smaller downstream and does not exist upstream. In the present paper we clarify the situation for the Dean-like flow of (5) by considering some initial-value problems for time-dependent small disturbances, and showing that the results are consistent with the supposition in (5) that the streamwise growth of a steady disturbance indicates instability of the base flow. However, as will be seen, we cannot directly specify the initial function as a function of the streamwise coordinate S. The governing equations and the type of 'single mode' disturbance are described in section 2. The only difference so far from the method of (5) is the inclusion of a factor exp(iα 0 t) in the disturbance, where α 0 is a real parameter. This factor is allowed by the governing equations for the disturbance. The choice of taking α 0 = 0 in (5) was to follow Hall (1, 2). Taking α 0 to be non-zero leads to complex values of the parameter N rather than the real values obtained when α 0 = 0. If the real part of N is positive the disturbance is growing downstream. The eigenvalue problem for N which arises is discussed in section 3. In section 4 we show how to synthesize an initial fairly well localized disturbance by a Fourier integral over α 0 of the single mode disturbances and calculate the behaviour in time and space for certain cases.
In (5) a parameter R 0 , related to the Taylor-Dean number, is introduced. On the basis of whether or not any disturbance with α 0 = 0 grows downstream in any range of S a value R 0c is calculated in (5, 6) which separates the supposed stable from the supposed unstable case for a number of channels. In the present paper we see that for R 0 > R 0c the initial localized disturbances keep their form and grow as they move downstream for a distance, before eventually continuing to move downstream and eventually decay. Conversely for R 0 < R 0c we find that an initial localized disturbance moves downstream and decays. Thus the fact that the theoretical steady disturbances of (5, 6) in all cases grow upstream if allowed there is seen to be irrelevant. In section 5 we briefly show how the steady disturbance of (5, 6) might develop from a certain time-dependent disturbance, so that it does appear to be a physically attainable disturbance. In section 6 we give our conclusions and discussion.
The type of disturbance and governing equations
We consider two-dimensional steady flow in a curved channel which tends to a straight-walled channel of width d far upstream. The streamwise dimensionless coordinate x is measured along one wall ('wall A') and y is measured perpendicular to that wall. The coordinate z is defined so that (x, y, z) is a right-handed orthogonal system. The problem for the Dean-like base flow and the steady disturbance has been described in (5) and in more detail for the similar case of thin film flow in (3). We give some details here for easy reference. Wall A is defined by the local angle θ made with a specified direction. The angle θ is assumed to be a function of the scaled variable
where δ is a small positive parameter, thus
where the minus sign is for convenience and consistency with other work. The second wall is defined by
where G(S) is a specified function with G → 1 as S → −∞. The geometry is shown, schematically and not to scale, in Fig. 1 . Let M be the volumetric flow rate in the x-direction per unit distance in 
where R 0 is a real constant. Then the the local Taylor- 
A steady base flow is found whose stream function is
where
2 ) term is given in (5, 6). Small 'single mode' disturbances are introduced to this flow of the form (for velocities and pressure)
where u, v, w and p are functions of η and S, while
and Q is unknown at this stage but will be calculated by the eigenvalue problem derived below.
Here α 0 and λ 0 are constants and t is t * δ 1 2 M/d 2 , where t * is the dimensional time. We mention this because various definitions of the dimensionless time are used in the literature on the related Taylor problems. We have arbitrarily introduced the time dependent factor exp(iα 0 t), which the governing partial differential equations allow since the coefficients are independent of t. The scalings in powers of δ 1 2 are implicit in earlier works on the related small-gap Taylor problem; see, for example Chen and Chang (7). The following parameters appear:
With the forms (6) and (7) substituted into the Navier-Stokes and continuity equations we find to the first linearized approximation that
Here the suffix η denotes partial differentiation with respect to η. Note that the term involving T in (10b) comes from the term U 2 ∂h 1 /∂ y in the appropriate Navier-Stokes equation, where U is the total velocity in the x-direction and h 1 = 1 − δy K (S) is the arc-length parameter arising. We differentiate (10d) with respect to η to obtain
where q = u η and r = w η . Noting that u ηη = q η and w ηη = r η we see that (10a) to (10d) reduce to the sixth-order system
The boundary conditions are that
Further details of the method of derivation may be found in (3) for a similar problem, where it is also explained in detail why Hall (1, 2) found partial differential equations governed the disturbances of Görtler vortices. The basic reason for this is that, in our notation, Hall had to take R = O(δ −1 ) in order to get the unbounded boundary-layer base flow and in order for T to be O(1) this forced dθ/dx to be O(δ 2 ). Thus different scalings are enforced on the disturbance components than those of the present paper. The only essential difference from the formulation of (5) is the addition of the term iα in , which arises from the term iα 0 t in (8) . If T , λ and α (all real) are specified then (10f) to (10l) is an eigenvalue problem for N , which is real when α = 0, but complex for α = 0. Thus we can find Q by the use of the second relation in (9).
By the substitution r = ir , w = iŵ a system of equations for p, q,r , u, v,ŵ is obtained with i appearing only as a multiplier of α. Hence, by taking the complex conjugate of this system we see that if N is the eigenvalue for given values of T , λ and α then its complex conjugate is the eigenvalue for the given values with α replaced by −α. Table 1 Values of T , λ, α and the corresponding eigenvalue N as S increases with A = 0·75, R 0 = 40·0, λ 0 = 5·0 and α 0 = 2·0. Values calculated were accurate to more figures than shown here
On the eigenvalues
In section 4 we shall consider in detail the disturbance flow in two channels of the form
where A is a real constant with A > Table 1 we give some of the values of T , λ, α and the corresponding values of N as S varies, with A = 0·75, R 0 = 40·0, λ 0 = 5·0 and α 0 = 2·0. In Table 2 we show some values of N for various values of T , λ and α. These were obtained by the usual 'shooting' method. Taking 40 steps in the Runga-Kutta integrations gave at least three decimal places accuracy in N .
The following points may be made for α > 0.
(i) As T increases for fixed values of λ and α the real part of N increases and the imaginary part decreases. (ii) As α increases for fixed T and λ the real part of N decreases and the imaginary part (which is negative) decreases. (iii) Result (ii) indicates that disturbances with higher values of α 0 will grow less in the streamwise direction than those with lower values of α 0 . 
Evolution of disturbances
The method is to first take a 'single mode' disturbance of the form (7) for S 0, and a zero disturbance for S < 0. We do not need to know the details of u, v, w and p to get a first approximation to the variation of this disturbance with S and t. For consider the complex form of the fluid velocity of the disturbance in the x-direction at z = 0:
, where the O(1) terms come from (∂/∂ S)(R 0 u/G). Details may be found in (5, 6). So to get the first approximation to the variation of a typical velocity with S and t at some fixed value of η we may take the measure to be,
where C is an arbitrary real scaling factor and z has been taken to be 0. Now consider a given channel of the type given by (11). At each value of S we can calculate K (S) and G(S). Thus if R 0 , λ 0 , and α 0 are specified we can calculate the values of T , λ and α at any value of S using the definitions in (5) and (9). This was done at a sequence of equally spaced values of S in 0 S 2·0. Then using the eigenvalue relation (10f) to (10l) we can calculate N at each value of S and thus, using Q = N /(R 0 G) from (9), find the values of Q(S) to evaluate (13). The physical velocity may be taken as the real part of (13). An example of the behaviour of such a disturbance is given in Fig. 2 . Here we took the integral of Q/δ 1 2 from 0·25 to S. It is seen that the disturbance takes the form of a wave travelling in the S-direction with amplitude which first grows with S and then decays for larger values of S. It can easily be seen that We may generalize (13) by a Fourier integral to
where k is a real positive constant. The aim is to do initial-value problems for the function F(S, t). But we cannot specify F(S, 0) directly. We should like F(S, 0) to be like an impulse function. But for computational reasons, including evidence of the existence of discontinuities of N as a function of α 0 for some cases, after some numerical experiments we fixed on the model
In practice, for cases with A = 1·125 the highest value of L we could use without root discontinuities appearing was 2·4, so we standardized on (16) with L = 2·4, except where otherwise stated. This gives a disturbance whose initial value F(S, 0) has a pronounced maximum near S = 0·25 and is quite small away from this maximum, as can be seen from Fig. 3 , in which we plot the value of F(S, t) for a particular case, which is typical of those calculated. In the Appendix we give a partial explanation of why this is so. We also note that F(0·25, t) = [sin(Lt)]/(Lt).
Note that if α is replaced by −α in the eigenvalue relation, then the value of N is replaced by its complex conjugate. Therefore (16) is real and in practice we evaluated it by taking twice the real part of the integral from α 0 = 0 to α 0 = L. After numerical experiments we decided to present results for the interval (0, 2·0) in S. We used Simpson's rule for the integrations both with respect to S and with respect to α 0 . In each case 40 steps gave sufficient accuracy. The final results for F were obtained to an accuracy of at least three significant figures in general.
To put the results in context we recall that in (5, 6) channels of the type (11) were considered and 2 ) corrections to the eigenvalue problem (10f) to (10l). Those relevant to the present paper were designated δ = 0, or first-order approximations, and we shall use λ 0c , R 0c to refer to these curves of first approximation in the remainder of this paper. Of course this does not mean that δ = 0 in (16). We decided to take λ 0 λ 0c in the calculations in this section. The aim is to show that the more general time-dependent approximations obtained here are consistent with the supposition made in (5, 6) that if R > R 0c the base flow is unstable and that if R 0 < R 0c it is stable. In Fig. 3 , for the convergent channel with A = 0·75, λ 0 = 5·0, R 0 = 55·0 and δ = 0·05 we show the evolution of the disturbance F, for 0 S 2·0 as the value of t increases. We see that the greatest value of F increases in size as it moves downstream to start with (indicating local instability) and then continues to move downstream and decay. In this case R 0c 32·7, so we have the expected type of behaviour to show consistency with (5, 6). The analogue of the usual 'group velocity' in our case is −(α 0 δ 1 2 )/(∂ Q i /∂α 0 ). For the case in question this was evaluated numerically to be approximately 0·21 at any value of S in the range considered, which agrees quite well with the results shown in Fig. 3 . We denote the greatest value of F by F m and in Fig. 4 we show how this varies with t for several values of R 0 with A = 0·75, λ 0 = 5·0 and δ = 0·05 in all cases. The other channel we considered was with A = 1·125 in (11). This is a divergent channel, and R 0c 27·0. We obtained similar results inasmuch as the initial function F(S, 0) has a pronounced maximum near S = 0·25 and this maximum moved downsream as t increased growing and then decaying for R 0 > R 0c , but always decaying for R 0 < R 0c . In Fig. 5 , for A = 1·125, λ 0 = 3·7 and δ = 0·05, we plot F m versus t for several values of R 0 . (For R 0 = 55·0 we had to take L = 1·8 to avoid root discontinuities.) The indication is that the disturbances can grow more in this case than for A = 0·75 for similar values of R 0 /R 0c . This is because when A = 1·125, T goes on increasing for a range of S because the channel is divergent. The general picture which emerges is that if R 0 > R 0c with λ 0 λ 0c then the base flow is locally unstable in the sense that the initial disturbance grows for a limited range of S as it moves downstream before decaying as it continues to move downstream, while if R 0 < R 0c then the base flow is stable since the initial disturbance decays as it moves downstream. It may be conjectured that at higher values of R 0 , beyond those mentioned, the flow would be more unstable.
The development of a steady disturbance
There remains one puzzle. How can the steady disturbances of (5, 6) come into being? We studied this by considering
where Z is a real parameter. This is a normalized limit of a sum of disturbances each of which at t = b has a local maximum near S = 0·25. Since b ranges from 0 to 2Z this may be considered as a fairly localized disturbance around S = 0·25 being imposed at t = 0 and remaining until t = 2Z . By reversing the order of integration and performing the integration with respect to b we obtain
Since (sin α 0 Z )/(α 0 π) approaches the delta function δ(α 0 ) as Z becomes large, then certainly for a sequence of values of t and Z with t − Z bounded then the limit as Z tends to infinity of I is equal to exp[
with Q evaluated with α 0 = 0 and thus α = 0 in (10f) to (10l). This, of course, is just that steady state disturbance considered in (5, 6) . In Fig. 6 we show how this state is approached as time increases, for the case with A = 0·75, R 0 = 40·0, λ 0 = 5·0, Z = 40·0 and δ = 0·05. At t = −1 we see a small oscillatory and decaying shape. As soon as the disturbance is imposed at t = 0 this rapidly changes as is shown by the curves for t = 1 and 3. The curve labelled t = 20 is practically indistinguishable from the steady state solution as calculated directly by setting α 0 = 0 in (16). Thus we have seen how the steady state may occur, as it does in experiments shown in (4) for thin-film flow.
Discussion and conclusions
The initial-value calculations made here with time dependent disturbances are consistent with the values of R 0c and λ 0c calculated in (5, 6) using steady state disturbances. In (5, 6) the idea was that if a disturbance grows in the streamwise direction for any range of S the base flow is unstable. In the present paper with R 0 > R 0c and λ 0 λ 0c we find that the initial localized disturbances grow as they move downstream for a limited range of S and then continue to move downstream and decay, but for R 0 < R 0c they decay as they move downstream for all values of S for which they were calculated. Since all these disturbances decay to zero as t → ∞, some authors would regard them as stable. But when R 0 > R 0c we prefer to describe them as 'locally unstable transient disturbances'. In an experiment there would probably be a large number of randomly occurring similar disturbances, or maybe a disturbance like that described in section 5, generated at a fixed value of S for some range in t. In either case we would expect to see, for a range of S, some disturbance to the base flow at all times, so that it can be said that the base flow is unstable. The range of types of disturbances and range of parameters is limited in the present method. It would be interesting to see the problem of the present paper and similar problems investigated further, perhaps using finite difference methods of approximating the governing partial differential equations for the disturbance. For cases where the base flow has a substantial amount of reversed flow as in Rigby and Eagles (8) the results might be different in nature, since it would then seem more likely that a localized initial disturbance might move upstream.
