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NUCLEARITY OF SEMIGROUP C*-ALGEBRAS AND THE
CONNECTION TO AMENABILITY
XIN LI
Abstract. We study C*-algebras associated with subsemigroups of groups. For
a large class of such semigroups including positive cones in quasi-lattice ordered
groups and left Ore semigroups, we describe the corresponding semigroup C*-
algebras as C*-algebras of inverse semigroups, groupoid C*-algebras and full cor-
ners in associated group crossed products. These descriptions allow us to charac-
terize nuclearity of semigroup C*-algebras in terms of faithfulness of left regular
representations and amenability of group actions. Moreover, we also determine
when boundary quotients of semigroup C*-algebras are UCT Kirchberg algebras.
This leads to a unified approach to Cuntz algebras and ring C*-algebras.
1. Introduction
We continue the project started in [Li2] about C*-algebras associated with semi-
groups. The study of such semigroup C*-algebras goes back to L. Coburn ([Co1],
[Co2]) and was continued in for example [Dou], [Mur1], [Mur2], [Mur3] and [Mur4].
While there is a canonical reduced version, namely the C*-algebra generated by the
left regular representation of the (left cancellative) semigroup, G. Murphy showed
in [Mur4] that the most obvious candidate for the full semigroup C*-algebra is in-
tractable even for very simple (for instance abelian) semigroups. So one of the main
difficulties was to find a good full version of semigroup C*-algebras, given by genera-
tors and relations, which could be viewed as the analogue of full group C*-algebras.
One big step forward was [Ni1]. A. Nica’s idea was to define full semigroup C*-
algebras using not only the obvious relations as in [Mur3] but also additional ones
reflecting the (right) ideal structure of the semigroup. This modification leads to
interesting C*-algebras which can be analyzed and which exhibit good properties.
However, A. Nica did not explicitly mention ideals of semigroups. Instead, he re-
stricted his analysis to positive cones in quasi-lattice ordered groups which have a
very simple ideal structure.
A. Nica’s ideas have been taken up by M. Laca in collaboration with I. Raeburn
and J. Crisp ([La-Rae], [La1], [Cr-La1], [Cr-La2]). They studied the question when
the left regular representation from the full to the reduced semigroup C*-algebra
is faithful, and they described induced ideals of semigroup C*-algebras. However,
the question when semigroup C*-algebras are nuclear was left untouched, and the
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connection between nuclearity and faithfulness of the left regular representation
remained mysterious.
Recently, new examples of C*-algebras arising from number theory ([Cun], [Cu-Li1],
[Li1], [Cu-Li2]) have motivated the author to generalize A. Nica’s work. For semi-
groups associated with number theoretic rings, the restriction to positive cones of
quasi-lattice ordered groups corresponds to only considering principal ideal domains
– a restriction which, especially for rings from algebraic number theory, would ex-
clude all the interesting examples. Making explicit use of the ideal structure of
semigroups, the author was able to extend A. Nica’s construction to arbitrary left
cancellative semigroups in [Li2]. The same construction was introduced indepen-
dently in [C-D-L] for particular examples of number theoretic interest. In general,
it turns out that the full semigroup C*-algebras still have good properties. For
instance, it is shown in [Li2] and also [Nor] that they are well-suited for studying
amenability of semigroups. However, amenability is a strong assumption which in-
teresting examples fail to have. One of the most striking examples is probably the
n-fold free product N∗n0 of the natural numbers. This example is due to A. Nica,
and he observed that it is closely related to the Cuntz algebra On.
A closely related topic is the theory of semigroup crossed products (by endomor-
phisms). One of the most important ideas in the analysis of semigroup crossed
products is the idea of dilation. It already goes back to J. Cuntz in his work on the
Cuntz algebras. This dilation theory has then been fully developed, in the probably
most general setting, by M. Laca in [La2]. He shows that one can use inductive limit
procedures to dilate isometries to unitaries and endomorphisms to automorphisms
so that in the end, semigroup crossed products can be embedded as full corners
into group crossed products. This means that questions about semigroup crossed
products translate into questions about group crossed products which have already
been intensively studied. However, this dilation theory as described here only works
for left Ore semigroups, and the question remains what to do for semigroups like
the free product N∗n0 .
Now, in the present paper, our main observation is that for semigroup C*-algebras
in the sense of [Ni1] or [Li2], the left Ore condition is not essential for embedding
semigroup C*-algebras as full corners into group crossed products.
More precisely, for a subsemigroup P of a group G, we show that under two condi-
tions, the full and reduced semigroup C*-algebras of P embed as full corners into
full and reduced crossed products by G. The underlying (C*-)dynamical system is
the same for both the full and reduced version. It is in a canonical way built out of
the inclusion P ⊆ G and a distinguished commutative subalgebra of the semigroup
C*-algebras. The two conditions we have to impose are that the constructible right
ideals of P are independent and that P ⊆ G satisfies the so-called Toeplitz condi-
tion. The first condition was introduced in [Li2] and guarantees that the canonical
commutative subalgebras of the full and reduced semigroup C*-algebras coincide.
This condition also plays a crucial role in [C-E-L1]. The second condition is new.
It basically says that the procedure of compressing operators on ℓ2(G) to ℓ2(P )
is well-behaved. We show that this condition is satisfied in typical examples. In
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particular, it holds for positive cones in quasi-lattice ordered groups and left Ore
semigroups. Our main point is that we do not need the left Ore condition, only the
two conditions described above. In order to embed full semigroup C*-algebras as full
corners into group crossed products, the idea is to write both semigroup C*-algebras
and the group crossed products into which we would like to embed as groupoid C*-
algebras. The underlying groupoids are equivalent more or less by construction, so
that we can use the observation by [M-R-W] that equivalence of groupoids give rise
to explicit imprimitivity bimodules of the corresponding groupoid C*-algebras. This
result allows us to show that certain universal norms coincide. We point out that
we work with the full version of semigroup C*-algebras introduced in § 3 in [Li2].
As an application, we give equivalent characterizations for nuclearity of semigroup
C*-algebras. For instance, we see that nuclearity can be expressed in terms of
amenability of group actions. Moreover, nuclearity of semigroup C*-algebras implies
faithfulness of the corresponding left regular representations.
In addition, we extend existing results about induced ideals and boundary actions
from the quasi-lattice ordered case to our more general setting. This leads to a
unified approach to specific constructions like Cuntz algebras or ring C*-algebras.
As a second application of our main observation, we obtain a general explanation
why these examples are UCT Kirchberg algebras.
A third application of our main observation is presented in [C-E-L2] which consti-
tutes a vast generalization of the K-theoretic results in [C-E-L1].
The present paper is structured as follows:
In a first preliminary section, we describe the setting (§ 2.1) and analyze commuta-
tive C*-algebras generated by independent commuting projections (§ 2.2, § 2.3).
We then consider semigroup C*-algebras and the more general notion of semigroup
crossed products by automorphisms (semigroup C*-algebras are the crossed products
associated with the trivial action on the complex numbers). We first look at reduced
versions (§ 3). Whenever given a subsemigroup P of a group G, there is a canonical
G-action on a certain C*-algebra associated with every semigroup action of P by
automorphisms. We find conditions when the reduced semigroup crossed product
by automorphisms embeds as a full corner into the corresponding group crossed
product. This leads us to the Toeplitz condition mentioned above. It is introduced
and briefly discussed in § 4.
In § 5, we then describe reduced and full semigroup crossed products by automor-
phisms as crossed products by partial automorphisms of inverse semigroups and
groupoid crossed products. Here we need to assume that the constructible right
ideals of our semigroup are independent. The first main observation is that the
Toeplitz condition is precisely what we need to embed full semigroup crossed prod-
ucts by automorphisms as full corners into the corresponding full group crossed
products (see Theorem 5.24).
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As a consequence of our first main result, we determine equivalent characterizations
of nuclearity for reduced and full semigroup C*-algebras in § 6.
In § 7, we study induced ideals of semigroup C*-algebras. We first extend our
results on embeddability into full corners and nuclearity to the situation of ideals
and quotients (see § 7.1). Induced ideals are obtained from invariant subsets of the
spectrum of the canonical commutative subalgebra of the semigroup C*-algebra.
Therefore, we explicitly describe this spectrum in § 7.2. Moreover, we extend the
notion of the boundary from [La1] to our general setting. We analyze the boundary
action in § 7.3 and find a necessary and sufficient criterion when the boundary
quotient is a UCT Kirchberg algebra.
Finally, we turn to examples in § 8. For quasi-lattice ordered groups, we prove
that the analysis from [La-Rae] may be extended to obtain the stronger property
of nuclearity of the corresponding semigroup C*-algebras (see § 8.1). We also treat
the case of the free product N∗n0 in § 8.2. The boundary quotient in this case is the
Cuntz algebra On, and an application of our results yields a description of On – up
to Morita equivalence – as a crossed product associated with the action of the free
group Fn on the “positive part” of its Gromov boundary. Another class of examples
is provided by left Ore semigroups (see § 8.3). It turns out that ring C*-algebras are
the boundary quotients of the semigroup C*-algebras of the corresponding ax + b-
semigroups. This explains why several aspects of the structure of ring C*-algebras
are very similar to those of the Cuntz algebras.
In § 9, we discuss a few open questions which may be interesting for future research.
I would like to thank M. Laca for bringing [Cr-La1] and [Cr-La2] to my attention. I
also thank J. Cuntz for pointing me towards [Kho-Ska1] and [Kho-Ska2]. Moreover,
I thank R. Meyer who brought inverse semigroups to my mind.
2. Preliminaries
2.1. The setting. Throughout this paper, let P be a subsemigroup of a group G.
We assume that P contains the unit element e of G. All the semigroups in this
paper will be unital, and all semigroup homomorphisms shall preserve the units.
Moreover, we point out that we are only looking at discrete semigroups and discrete
groups.
As explained in [Li2], the right ideal structure of P plays an important role in the
construction and analysis of the semigroup C*-algebras of P . By a right ideal of
P , we mean a subset X of P which is closed under right multiplication, i.e. for all
x ∈ X and p ∈ P , the product xp lies in X. Given a subset (for example a right
ideal) X of P and a semigroup element p, we can form the left translate of X by p,
i.e. pX := {px: x ∈ X}, and also the pre-image of X under left multiplication by
p, i.e. p−1X := {y ∈ P : py ∈ X}. Since G also acts on itself by left translations,
we can also translate a subset X by a group element g. We denote the translation
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by g · X := {gx: x ∈ X}. We have for p in P and X ⊆ P that pX = p · X, but
p−1X 6= p−1 ·X in general. Instead, we have the relation p−1X = (p−1 ·X) ∩ P .
The following family of right ideals was introduced in [Li2]:
Definition 2.1. Let J be the smallest family of right ideals of P such that
• ∅, P ∈ J ;
• J is closed under left multiplication and pre-images under left multiplication
(X ∈ J , p ∈ P ⇒ pX, p−1X ∈ J ).
Elements in J are called constructible right ideals of P .
As observed in § 3 in [Li2], the family J is automatically closed under finite inter-
sections.
In our situation of a subsemigroup of a group, it is also important to consider the
following
Definition 2.2. Let JGP be the smallest family of subsets of G which contains J
and which is closed under left translations by group elements (Y ∈ J GP , g ∈ G ⇒
g · Y ∈ J GP ) and finite intersections.
It is immediate from the definitions that J consists of ∅ and all right ideals of the
form q−11 p1 · · · q
−1
n pnP (pi, qi ∈ P ). Moreover, J
G
P is given by all finite intersections
of subsets of the form g ·X, for g ∈ G and X ∈ J . Actually, JGP consists of ∅ and
all finite intersections of subsets of G of the form g · P (for g ∈ G).
2.2. Semigroups of commuting projections. We will be interested in the fol-
lowing situation: Let D = C∗(E) be a C*-algebra generated by a multiplicative
semigroup E of pairwise commuting projections. Given projections e1, ..., en in E,
let
∨n
i=1 ei be the smallest projection in D which dominates all the ei (1 ≤ i ≤ n).
Definition 2.3. We say that E is independent in D if for all e, e1, ..., en in E,
the equation e =
∨n
i=1 ei implies that e = ei for some 1 ≤ i ≤ n.
Following ideas which appeared in the proof of Proposition 2.24 in [Li2], we obtain:
Proposition 2.4. The following are equivalent:
(i) E is independent in D,
(ii) whenever T is a C*-algebra and ϕ : E → Proj (T ) is a semigroup homomor-
phism sending 0 to 0 if 0 ∈ E, then there exists a (unique) homomorphism
D → T given by e 7→ ϕ(e) for all e ∈ E,
(iii) {e ∈ E: e 6= 0} is linearly independent in D.
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Proof. We start with “(i) ⇒ (ii)”. The idea is to write D as an inductive limit of
finite dimensional subalgebras. For every finite subset F of E such that F ∪ {0} is
multiplicatively closed, set DF = C
∗(F ) = span(F ). As all the projections e ∈ F
commute, we may orthogonalize them in DF : For every 0 6= e ∈ F , form the
projection eF,D := e −
∨
ee′∈F e
′. As E is independent, all these projections eF,D
are non-zero (for 0 6= e ∈ F ). Moreover, these projections are pairwise orthogonal,
and they generate DF . Thus we obtain DF =
⊕
06=e∈F C · eF,D. Similarly, form
eϕF,T := ϕ(e) −
∨
ϕ(e)f∈ϕ(F ) f in T . These projections e
ϕ
F,T are pairwise orthogonal
by construction. Thus there exists by universal property of
⊕
06=e∈F C · eF,D
∼=
C|F\{0}| a homomorphism DF → T defined by eF,D 7→ e
ϕ
F,T . By construction,
e =
∑
e≥e′∈F e
′
F,D is sent to
∑
e≥e′∈F e
′ϕ
F,T = ϕ(e). Therefore, these homomorphisms
{DF → T}F are compatible with the canonical inclusions DF →֒ DF˜ for F ⊆ F˜ .
Hence they define a homomorphismD =
⋃
F DF → T which sends e ∈ D to ϕ(e) ∈ T
for all e ∈ E, as desired.
For “(ii) ⇒ (iii)”, note that by (ii), there exists a homomorphism D → D⊗D, e 7→
e ⊗ e. As D is commutative, it does not matter which tensor product we choose.
Restricting to Dalg := span(E), we obtain a homomorphism
(1) Dalg → Dalg ⊙Dalg, e 7→ e⊗ e.
As Dalg is spanned by E, we can choose a subset E′ of E such that E′ is a C-basis
of Dalg. Now take e ∈ E. We can write e as a finite sum e =
∑
i λie
′
i for some
e′i ∈ E
′. The homomorphism from (1) sends e to e ⊗ e =
∑
i,j λiλje
′
i ⊗ e
′
j and∑
i λie
′
i to
∑
i λie
′
i ⊗ e
′
i. But e and
∑
i λie
′
i coincide, so they have to be sent to the
same element. We conclude that
(2)
∑
i,j
λiλje
′
i ⊗ e
′
j =
∑
i
λie
′
i ⊗ e
′
i.
As E′ is a C-basis for Dalg, {e′ ⊗ e′′: e′, e′′ ∈ E′} is a C-basis for Dalg ⊙Dalg. Thus
we can compare coefficients in (2) and deduce λiλj = 0 if i 6= j and λ
2
i = λi. It
follows that there can at most be one non-zero coefficient λi which must be 1. Thus
either e = 0 or e = e′i ∈ E
′. We deduce that E′ = E \ {0}. But this means that
{e ∈ E: e 6= 0} is a C-basis of Dalg, hence linearly independent.
To see “(iii)⇒ (i)”, we observe that
∨n
i=1 ei =
∑
∅6=F⊆{1,...,n}(−1)
|F |−1
∏
i∈F ei. Thus
an equation of the form e =
∨n
i=1 ei with e  ei for all 1 ≤ i ≤ n would give us a
non-trivial relation contradicting linear independence. 
2.3. Families of subsets. Let us now specialize to a situation which will appear
later on in this paper. Let P be a discrete set and J be a family of subsets of P.
We assume that ∅ ∈ J and that J is closed under finite intersections.
Definition 2.5. J is called independent if for all X, X1, . . . ,Xn in J, we have that
Xi ( X for all 1 ≤ i ≤ n implies
⋃n
i=1Xi ( X.
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In other words, J is independent if whenever X =
⋃n
i=1Xi for X, X1, . . . ,Xn in
J, then there must be an index 1 ≤ i ≤ n such that X = Xi. This independence
condition was introduced in [Li2].
For a subset X of P, we write 1X for the characteristic function of X defined on P.
We view 1X as an element of ℓ
∞(P) and let ℓ∞(P) act on ℓ2(P) by multiplication
operators. Let EX be the multiplication operator corresponding to 1X .
Definition 2.6. We set D := C∗({EX : X ∈ J}) ⊆ ℓ
∞(P) ⊆ L(ℓ2(P)).
It is easy to see that J is independent if and only if {EX : X ∈ J} is independent in
D in the sense of Definition 2.3. Thus, Proposition 2.4 yields in our present setting:
Corollary 2.7. The following are equivalent:
(i) J is independent,
(ii) whenever T is a C*-algebra and eX , X ∈ J, are projections in T satisfying
e∅ = 0 and eX1∩X2 = eX1eX2 for all X1,X2 ∈ J, then there exists a (unique)
homomorphism D → T given by EX 7→ eX for all X ∈ J,
(iii) {EX : X 6= ∅} is linearly independent in D.
From now on, we always assume that J is independent. Let us describe the spectrum
of D.
Corollary 2.8. For every function φ : J → {0, 1} with φ(∅) = 0 and φ(X1 ∩
X2) = φ(X1)φ(X2) for all X1,X2 ∈ J, there exists a unique homomorphism D → C
determined by EX 7→ φ(X).
Proof. Just set T = C in item (ii) of Corollary 2.7. 
Let us call a subset F of J satisfying
• X1 ⊆ X2 ∈ J,X1 ∈ F ⇒ X2 ∈ F ,
• X1,X2 ∈ F ⇒ X1 ∩X2 ∈ F ,
• ∅ /∈ F ,
a J-valued filter.
Corollary 2.9. We can identify SpecD with the set Σ of all non-empty J-valued
filters via SpecD ∋ χ 7→ {X ∈ J: χ(EX) = 1}.
Proof. The inverse of this map is given by sending a non-empty J-valued filter to
the character χ of D uniquely determined by χ(EX) = 1 if X ∈ F and χ(EX) = 0
if X /∈ F . Such a character exists by Corollary 2.8. 
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The topology of pointwise convergence on SpecD corresponds under the bijection
(3) SpecD ∋ χ 7→ {X ∈ J: χ(EX) = 1} ∈ Σ
to the following topology on Σ: For X, X1, . . . ,Xn in J, let
U(X;X1, . . . ,Xn) := {F ∈ Σ: X ∈ F ,Xi /∈ F for all 1 ≤ i ≤ n} .
Then a basis for the topology on Σ induced by the one on SpecD is given by the
open sets
(4) {U(X;X1, . . . ,Xn): n ∈ Z≥0,X,X1, . . . ,Xn ∈ J} .
Finally, we call a J-valued filter which is maximal (in Σ) with respect to inclusion a
J-valued ultrafilter.
Definition 2.10. We let Σmax be the set of all J-valued ultrafilters. The subset of
SpecD corresponding to Σmax under the identification (3) is denoted by (SpecD)max.
Moreover, we set ∂Σ := Σmax ⊆ Σ and denote the closed subset of SpecD corre-
sponding to ∂Σ under the homeomorphism (3) by ∂SpecD.
Remark 2.11. Note that F ∈ Σ lies in Σmax if and only if for all X ∈ J, X /∈ F
there is X ′ ∈ F with X ∩X ′ = ∅.
3. A first look at the reduced case
Let us first of all define reduced semigroup C*-algebras and reduced crossed prod-
ucts by automorphisms (see [Li2]). We start with reduced semigroup C*-algebras.
Recall that P is a subsemigroup of a group G. Let {εx: x ∈ P} be the canonical
orthonormal basis of ℓ2(P ). For every p ∈ P , the formula Vpεx = εpx extends to
an isometry on ℓ2(P ). Now the reduced semigroup C*-algebra of P is simply given
by the sub-C*-algebra of L(ℓ2(P )) generated by these isometries {Vp: p ∈ P}. We
denote this concrete C*-algebra by C∗r (P ), i.e. we set
Definition 3.1. C∗r (P ) := C
∗ ({Vp: p ∈ P}) ⊆ L(ℓ
2(P )).
As we have done in § 2.3, we denote by EX ∈ L(ℓ
2(P )) the orthogonal projection
onto ℓ2(X) ⊆ ℓ2(P ) for every subset X of P . We then set
Definition 3.2. Dr := C
∗({EX : X ∈ J }).
As explained in [Li2], Dr is a commutative sub-C*-algebra of C
∗
r (P ).
Now we turn to crossed products. Let A be a C*-algebra which we will always
think of as a non-degenerate sub-C*-algebra of L(H) for some Hilbert space H.
Assume that we are given a G-action α on A. Define for every a in A the operator
a(α|P ) ∈ L(H⊗ℓ
2(P )) by setting a(α|P )(ξ⊗εx) = (α
−1
x (a)ξ)⊗εx for all ξ ∈ H, x ∈ P .
Definition 3.3. The reduced automorphic crossed product of A by P is given by
A ⋊aα,r P := C
∗(
{
a(α|P )(IH ⊗ Vp): a ∈ A, p ∈ P
}
) ⊆ L(H ⊗ ℓ2(P )) where IH is the
identity operator on H.
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Of course, we can canonically identify C⋊atr,r P with C
∗
r (P ).
We now discuss the question whether A ⋊aα,r P can be embedded as a full corner
into an ordinary (reduced) group crossed product. Let λ : G→ U(ℓ2(G)) be the left
regular representation of G. The group G acts on ℓ∞(G) by left translations. We
call this action τ , and we denote the action of G on the multiplication operators on
ℓ2(G) corresponding to ℓ∞(G) by τ as well. It is clear that τ is spatially implemented
by λ. As before, for a subset Y of G, we let EY ∈ L(ℓ
2(G)) be the orthogonal
projection onto ℓ2(Y ) ⊆ ℓ2(G). In particular, EP is the orthogonal projection onto
ℓ2(P ) ⊆ ℓ2(G).
Definition 3.4. We let DGP be the smallest sub-C*-algebra of ℓ
∞(G) ⊆ L(ℓ2(G))
which is τ -invariant and contains EP .
Lemma 3.5. With JGP from Definition 2.2, we have D
G
P = span(
{
EY : Y ∈ J
G
P
}
).
Proof. Every Y in J GP is of the form
⋂n
i=1 gi ·Xi for gi ∈ G, Xi ∈ J . Thus EY =∏n
i=1 τgi(EXi) lies in D
G
P . This proves “⊇”. Conversely, the set
{
EY : Y ∈ J
G
P
}
is
multiplicatively closed as J GP is closed under finite intersections. Moreover, this set
is τ -invariant and contains EP . Thus “⊆” holds as well. 
As in the construction of reduced crossed products, we define for a ∈ A the operator
a(α) ∈ L(H⊗ ℓ
2(G)) by a(α)(ξ⊗ εx) = (α
−1
x (a)ξ)⊗ εx for all ξ in H and x in G. The
following is just Proposition 2.5.1 in [C-E-L1] with general coefficients:
Lemma 3.6. The homomorphism A⊗DGP → L(H⊗ ℓ
2(G)) determined by a⊗ d 7→
a(α)(IH ⊗ d) and the group homomorphism G→ U(H ⊗ ℓ
2(G)), g 7→ IH ⊗ λg define
a covariant representation of (A⊗DGP , G, α ⊗ τ) on H⊗ ℓ
2(G). The corresponding
representation of (A ⊗ DGP ) ⋊α⊗τ,r G is faithful. It sends (a ⊗ d)Ug to a(α)(IH ⊗
d)(IH ⊗ λg).
Note that since DGP is commutative, it does not matter which tensor product A⊗D
G
P
we take.
Proof. An obvious computation shows that the maps described in the lemma define
a covariant representation. Let us show that it gives rise to a faithful representation
of the reduced crossed product.
By replacing H by H⊗ ℓ2(G) and a ∈ A by a(α), we may without loss of generality
assume that the G-action α on A is spatially implemented. This means that there ex-
ists a group homomorphism G→ U(H), g 7→ Wg such that Ad (Wg)(a) = αg(a). We
realize the reduced crossed product (A⊗DGP )⋊α⊗τ,rG as the sub-C*-algebra of L(H⊗
ℓ2(G)⊗ℓ2(G)) generated by
{
(a⊗ d)α⊗τ (IH⊗ℓ2(G) ⊗ λg): a ∈ A, d ∈ D
G
P , g ∈ G
}
with
(a⊗ d)α⊗τ (ξ ⊗ ζ ⊗ εx) = (α
−1
x (a)ξ)⊗ (τ
−1
x (d)ζ)⊗ εx. Now define the unitary
W : H⊗ ℓ2(G)⊗ ℓ2(G)→H⊗ ℓ2(G) ⊗ ℓ2(G), ξ ⊗ εx ⊗ εy 7→Wx−1ξ ⊗ εyx ⊗ εx−1 .
10 XIN LI
A similar computation as in [C-E-L1], Proposition 2.5.1 shows
W ((a⊗d)α⊗τ )W
∗ = (a(α)(IH⊗d))⊗Iℓ2(G), W (IH⊗ℓ2(G)⊗λg)W
∗ = (IH⊗λg)⊗Iℓ2(G).
Thus Ad (W ) identifies (A⊗DGP )⋊α⊗τ,rG with a sub-C*-algebra of L(H⊗ ℓ
2(G))⊗
Iℓ2(G). Identifying L(H⊗ ℓ
2(G))⊗ Iℓ2(G) with L(H⊗ ℓ
2(G)) in the obvious way, we
obtain the desired faithful representation. 
Definition 3.7. Let A ⋊α,r (P ⊆ G) be the image of (A ⊗ D
G
P ) ⋊α⊗τ,r G under
the representation from the last lemma. If A = C, then we set C∗r (P ⊆ G) :=
C⋊tr,r (P ⊆ G).
In the sequel, we denote for d ∈ DGP the canonical multiplier associated with d by
1⊗ d ∈M(A⊗DGP ) ⊆M((A⊗D
G
P )⋊α⊗τ,r G.
Lemma 3.8. 1⊗ EP yields the full corner (1⊗ EP )((A ⊗D
G
P )⋊α⊗τ,r G)(1 ⊗ EP ).
Proof. We have to show that span(((A⊗DGP )⋊α⊗τ,rG)(1⊗EP )((A⊗D
G
P )⋊α⊗τ,rG))
is dense in (A⊗DGP )⋊α⊗τ,r G.
For every Y =
⋂n
i=1 gi ·Xi ∈ J
G
P (gi ∈ G, Xi ∈ J ), a ∈ A and g ∈ G, the operator
(a⊗EY )Ug = (a⊗EY )(
∏n
i=1 Ugi(1⊗EXi)U
∗
gi
)Ug = (a⊗EY )(
∏n
i=1 Ugi(1⊗EXi)(1⊗
EP )U
∗
gi
)Ug lies in ((A ⊗D
G
P ) ⋊α⊗τ,r G)(1 ⊗ EP )((A ⊗D
G
P ) ⋊α⊗τ,r G). Here Ug are
the canonical unitaries implementing the G-action. 
In the sequel, we do not distinguish between H ⊗ ℓ2(P ) and the subspace (IH ⊗
EP )(H⊗ ℓ
2(G)) of H⊗ ℓ2(G). In this way, operators on H⊗ ℓ2(P ) act on H⊗ ℓ2(G)
(on the orthogonal complement of (IH ⊗ EP )(H ⊗ ℓ
2(G)), they are simply 0). For
instance, the operator a(α|P ) is the same as (IH ⊗EP )a(α)(IH ⊗EP ) and IH ⊗ Vp is
nothing else but (IH ⊗ EP )(IH ⊗ λp)(IH ⊗ EP ) for all p ∈ P . As A ⋊
a
α,r P is the
C*-algebra generated by a(α|P )(IH⊗ Vp) (a ∈ A, p ∈ P ), we see that A⋊
a
α,r P is (or
can be, in the way explained above, canonically identified with) a sub-C*-algebra of
the full corner (IH ⊗EP )(A⋊α,r (P ⊆ G))(IH ⊗EP ). We now address the question
when these two C*-algebras are actually the same.
Lemma 3.9. The following statements are equivalent:
(i) We have A ⋊aα,r P = (IH ⊗ EP )(A ⋊α,r (P ⊆ G))(IH ⊗ EP ) for every C*-
dynamical system (A,G,α),
(ii) C∗r (P ) = EPC
∗
r (P ⊆ G)EP ,
(iii) for all g ∈ G, EPλgEP lies in C
∗
r (P );
and either of these statements implies
(iv) Dr ⊇ EPD
G
PEP .
Proof. “(i) ⇒ (ii)” is trivial.
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“(ii) ⇒ (iii)”: EPλgEP = EP (EPλg)EP ∈ EPC
∗
r (P ⊆ G)EP = C
∗
r (P ).
“(iii) ⇒ (iv)”: By Lemma 3.5 and the definition of J GP from § 2.1, it suffices
to prove that EPEg·XEP lies in Dr for all g ∈ G and X ∈ J . First of all,
EPEg·XEP = EPλgEXλ
∗
gEP = (EPλgEP )EX(EPλgEP )
∗ lies in C∗r (P ) by (iii).
Moreover, EPEg·XEP is obviously contained in ℓ
∞(P ) viewed as multiplication op-
erators on ℓ2(P ). Thus EPEg·XEP lies in C
∗
r (P )∩ ℓ
∞(P ), and C∗r (P )∩ ℓ
∞(P ) = Dr
by Remark 3.12 in [Li2].
“(iii) & (iv) ⇒ (i)”: We have to show that for every a ∈ A, Y ∈ J GP and g ∈ G,
(IH ⊗ EP )(a(α)(IH ⊗ EY )(IH ⊗ λg))(IH ⊗ EP ) lies in A⋊
a
α,r P . We have
(IH ⊗ EP )(a(α)(IH ⊗ EY )(IH ⊗ λg))(IH ⊗ EP )
= (IH ⊗ EP )a(α)(IH ⊗ EP )(IH ⊗ EPEY λgEP )
= a(α|P )(IH ⊗ (EPEY EP )(EPλgEP )).
But EPEY EP lies in Dr by (iv) and EPλgEP is in C
∗
r (P ) by (iii). Since a(α|P )(IH⊗
C∗r (P )) lies in A⋊
a
α,r P , we are done. 
Let us now summarize what we have obtained so far. Combining Lemmas 3.6, 3.8
and 3.9, we obtain
Corollary 3.10. If P ⊆ G satisfies one of the equivalent conditions (i), (ii) or (iii)
from Lemma 3.9, then the homomorphism A⋊aα,rP → (A⊗D
G
P )⋊α⊗τ,rG determined
by a(α|P )(IH ⊗ Vp) 7→ (a⊗ EP )(1⊗ EP )Up(1⊗ EP ) identifies A⋊
a
α,r P with the full
corner (1⊗ EP )((A ⊗D
G
P )⋊α⊗τ,r G)(1 ⊗ EP ) of (A⊗D
G
P )⋊α⊗τ,r G.
4. The Toeplitz condition
We now introduce a condition on the inclusion P ⊆ G which is (at least a priori)
stronger then (iii) from Lemma 3.9.
Definition 4.1. We say that P ⊆ G satisfies the Toeplitz condition (or simply that
P ⊆ G is Toeplitz) if for every g ∈ G with EPλgEP 6= 0, there exist p1, q1, . . . , pn, qn
in P such that EPλgEP = V
∗
p1
Vq1 · · · V
∗
pnVqn.
This Toeplitz condition will play an important role in the next section, when we
consider full versions. Moreover, we will see that in examples, the Toeplitz condition
will naturally appear. In addition, it has the following consequences:
Lemma 4.2. If P ⊆ G is Toeplitz, then
(i) for all g in G and X in J , P ∩ (g ·X) lies in J ,
(ii) JGP = {g ·X: g ∈ G,X ∈ J } (i.e. intersections are not needed).
If J is independent and P ⊆ G is Toeplitz, then
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(iii) J GP is independent.
Proof. Given g ∈ G with EPλgEP 6= 0, the Toeplitz condition says that there exist
p1, q1, ..., pn, qn in P such that EPλgEP = V
∗
p1
Vq1 · · · V
∗
pn
Vqn . This implies that
EP∩(g·X) = (EPλgEP )EX(EPλgEP )
∗ = V ∗p1Vq1 · · ·V
∗
pn
VqnEXV
∗
qn
Vpn · · ·V
∗
q1
Vp1
= E[p−11 q1···p
−1
n qnX].
Thus we deduce P ∩ (g · X) = p−11 q1 · · · p
−1
n qnX ∈ J . If EPλgEP = 0, then the
computation shows that P ∩ (g ·X) = ∅ lies in J . This proves (i). To prove (ii), we
just have to show that the right hand side in (ii) is closed under finite intersections.
Take g1, g2 inG andX1, X2 in J . Then (g1·X1)∩(g2 ·X2) = g1·(X1∩((g
−1
1 g2)·X2)) =
g1 · (X1 ∩ P ∩ (g
−1
1 g2) ·X2︸ ︷︷ ︸
∈J by (i)
) is of the desired form by (i).
Now let us prove (iii) assuming that J is independent and that P ⊆ G is Toeplitz.
By (ii), it suffices to prove that given g, g1, . . . , gn in G and X, X1, . . . Xn in J
such that g · X =
⋃n
i=1 gi · Xi, we must have g · X = gi · Xi for some i. Now
g · X =
⋃n
i=1 gi ·Xi implies X =
⋃n
i=1(g
−1gi) · Xi. In particular, since X ⊆ P , we
must have (g−1gi)·Xi ⊆ P for all 1 ≤ i ≤ n. Therefore (g
−1gi)·Xi = P∩((g
−1gi)·Xi)
lies in J by (i). As J is independent, there exists i such that X = (g−1gi) · Xi.
Thus g ·X = gi ·Xi. 
5. Various descriptions of semigroup crossed products by
automorphisms
5.1. The full versions. We now turn to full semigroup C*-algebras and full crossed
products by automorphisms. We work with the version of full semigroup C*-algebras
from [Li2], § 3. Recall that P is a subsemigroup of the group G.
Definition 5.1. Let C∗s (P ) be the universal C*-algebra generated by isometries
{vp: p ∈ P} and projections {eX : X ∈ J } satisfying the following relations:
I. vpvq = vpq for all p, q in P ,
II. e∅ = 0,
III. whenever p1, q1, . . . , pn, qn ∈ P satisfy p
−1
1 q1 · · · p
−1
n qn = e in G, then
v∗p1vq1 · · · v
∗
pnvqn = e[q−1n pn···q−11 p1P ]
.
We set D := C∗({eX : X ∈ J }) ⊆ C
∗
s (P ).
These relations are satisfied in C∗r (P ) by [Li2], Lemma 3.1. Therefore we obtain a
homomorphism, the left regular representation, λ : C∗s (P ) → C
∗
r (P ) given by vp 7→
Vp and eX 7→ EX . As observed in [Li2], Lemma 3.3., the map J ∋ X 7→ eX ∈ C
∗
s (P )
is a spectral measure, i.e. eP = 1 and eX1∩X2 = eX1eX2 .
NUCLEARITY OF SEMIGROUP C*-ALGEBRAS 13
We now define full crossed products by automorphisms. Let A be a C*-algebra and
α a G-action on A. In a certain sense, we now form a universal model of the reduced
crossed product A⋊aα,r P .
Definition 5.2. The full crossed product of (A,P, α) is a C*-algebra A⋊aα,sP which
comes with two homomorphisms ι : A→ A⋊aα,s P and (·) : C
∗
s (P )→M(A⋊
a
α,s P ),
x 7→ x, with ι(αp(a))vp = vpι(a) for all p ∈ P , a ∈ A, such that the following
universal property holds:
Whenever T is a C*-algebra, ι′ : A → T and (·)′ : C∗s (P ) → M(T ), x 7→ x
′, are
homomorphisms satisfying
(5) ι′(αp(a))v
′
p = v
′
pι
′(a) for all p ∈ P, a ∈ A,
then there exists a unique homomorphism ι′ ⋊ (·)′ : A⋊aα,s P → T sending ι(a)x to
ι′(a)x′ for all a ∈ A and x ∈ C∗s (P ).
Existence of (A⋊aα,sP, ι, (·)) follows from the existence of Murphy’s crossed product
(see [Mur2], § 1) and the observation that our construction is – in a canonical way
– a quotient of Murphy’s. Moreover, it is clear that (A⋊aα,s P, ι, (·)) is unique up to
canonical isomorphism.
The homomorphisms A → A ⋊aα,r P , a 7→ a(α|P ) and C
∗
s (P ) → M(A ⋊
a
α,r P ),
x 7→ IH ⊗ λ(x) satisfy the covariance relation (5). Thus, by universal property of
A⋊aα,sP , there exists a homomorphism λ(A,P,α) : A⋊
a
α,sP → A⋊
a
α,r P sending ι(a)x
to a(α|P )(IH ⊗ λ(x)).
Of course, in case A = C we can canonically identify C ⋊atr,s P with C
∗
s (P ) so that
λ(C ,P,tr) becomes the left regular representation λ.
5.2. Inverse semigroups of partial isometries.
Definition 5.3. Let S be the multiplicative subsemigroup of C∗s (P ) generated by the
isometries vq and their adjoints v
∗
p, i.e.
S :=
{
v∗p1vq1 · · · v
∗
pnvqn: n ∈ Z≥0; pi, qi ∈ P
}
∪ {0} ⊆ C∗s (P ).
Also, in the reduced case, let Sr be the corresponding subsemigroup of C
∗
r (P ), i.e.
Sr :=
{
V ∗p1Vq1 · · ·V
∗
pnVqn: n ∈ Z≥0; pi, qi ∈ P
}
∪ {0} = λ(S) ⊆ C∗r (P ).
It is clear that S and Sr are *-invariant semigroups of partial isometries with com-
muting range and source projections, hence inverse semigroups.
Lemma 5.4. The map gr : Sr \ {0} → G,V
∗
p1
Vq1 · · ·V
∗
pn
Vqn 7→ p
−1
1 q1 · · · p
−1
n qn is
well-defined. For 0 6= V ∈ Sr, gr(V ) is determined by the property that for every
x ∈ P , V εx 6= 0 ⇒ V εx = εgr(V )x. Moreover, we have gr(V
∗) = (gr(V ))
−1 for
0 6= V ∈ Sr and gr(V1V2) = gr(V1)gr(V2) for V1, V2 in Sr such that V1V2 6= 0.
14 XIN LI
Proof. For every 0 6= V ∈ Sr, we obviously have for every x ∈ P that V εx is either
0 or of the form εp−11 q1···p
−1
n qnx
if V = V ∗p1Vq1 · · ·V
∗
pnVqn . 
This lemma allows the following
Definition 5.5. We set g := gr◦λ : S\{0} → G, v
∗
p1
vq1 · · · v
∗
pn
vqn 7→ p
−1
1 q1 · · · p
−1
n qn.
Lemma 5.6. If J is independent, then λ : S → C∗r (P ), s 7→ λ(s) is injective, or in
other words, λ identifies S with Sr.
Proof. Take two elements s1, s2 from S with s1 6= s2, and assume without loss of
generality s1 6= 0, hence s
∗
1s1 6= 0. As g(s
∗
1s1) = e, s
∗
1s1 lies in D by relation III in
Definition 5.1. As J is independent, λ is injective on D by [Li2], Corollary 3.4. Thus
λ(s∗1s1) 6= 0, hence also λ(s1) 6= 0. So if s2 = 0, we conclude that λ(s1) 6= λ(s2).
We may now assume that s1 6= 0 and s2 6= 0. We start with the case g(s1) 6= g(s2).
There exists x ∈ P such that λ(s1)εx = εg(s1)x. As λ(s2)εx is either 0 or equal to
εg(s2)x 6= εg(s1)x, we have λ(s1) 6= λ(s2). If g(s1) = g(s2), then (s1−s2)
∗(s1−s2) lies
in D by relation III in Definition 5.1. As λ is injective on D (J is assumed to be
independent) and s1 6= s2 by assumption, we conclude that λ((s1−s2)
∗(s1−s2)) 6= 0,
hence λ(s1 − s2) 6= 0. 
Remark 5.7. We mention that both S and Sr can be identified (up to 0) with the
left inverse hull of P (see [Nor]). This gives a purely algebraic description of these
inverse semigroups in terms of P .
5.3. Crossed products by partial automorphisms. Our goal is to describe
A ⋊aα,s P as a crossed product of A ⊗ D by S. The reader may consult [Sie] for
the general construction of crossed products associated with partial actions of in-
verse semigroups.
First of all, it is easy to see that for every s ∈ S, we have an automorphism
βs : A⊗ s
∗Ds→ A⊗ sDs∗, a⊗ d 7→ αg(s)(a)⊗ sds
∗.
(For s = 0, we let β0 be the zero map {0} → {0}.) Moreover, we have s
∗Ds =
s∗ss∗Ds ⊆ s∗sD = s∗sDs∗s ⊆ s∗Ds so that s∗Ds = s∗sD is an ideal of D. In
this way, S acts on A ⊗ D by partial automorphisms, i.e. we have a semigroup
homomorphism S → PAut (A⊗D), s 7→ βs.
Proposition 5.8. We can identify A⋊aα,s P and (A⊗D)⋊β S by mutually inverse
homomorphisms
A⋊aα,s P → (A⊗D)⋊β S, ι(a)s 7→ (a⊗ ss
∗)δs,
(A⊗D)⋊β S → A⋊
a
α,s P, (a⊗ ss
∗)δs 7→ ι(a)s.
Proof. We use the universal properties of these two crossed products to show ex-
istence of these homomorphisms. To construct the homomorphism A ⋊aα,s P →
(A⊗D)⋊β S, represent (A⊗D)⋊β S faithfully and non-degenerately on a Hilbert
space H. Proposition 4.7 in [Sie] yields representations of A⊗D and S on H such
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that (5) is satisfied. By universal property of A ⋊aα,s P , these representations give
rise to the desired homomorphism A⋊aα,s P → (A⊗D)⋊β S, ι(a)s 7→ (a⊗ ss
∗)δs.
In the reverse direction, the homomorphisms A ⊗ D → A ⋊aα,s P , a ⊗ d 7→ ι(a)d
and S → M(A ⋊aα,s P ), s 7→ s, form a covariant representation of (A ⊗D,S, β) in
the sense of [Sie], Definition 3.4 (having represented A ⋊aα,s P faithfully and non-
degenerately on a Hilbert space). Then the universal property of (A⊗D)⋊β S (see
[Sie], Proposition 4.8) gives the desired homomorphism (A ⊗D) ⋊β S → A ⋊
a
α,s P
sending (a⊗ ss∗)δs to ι(a)s.
Finally, it is immediate that these homomorphisms are mutual inverses. 
We can also consider reduced versions. Let us first define the left regular represen-
tation of S. Set S× = S \ {0} and let {εx: x ∈ S
×} be the canonical orthonormal
basis of ℓ2(S×). Define for every s ∈ S the partial isometry λS(s) on ℓ
2(S×) by
λS(s)εx =
{
εsx if x = s
∗sx
0 else.
Moreover, for every a ∈ A, let aα,S be the operator on H ⊗ ℓ
2(S×) given by
aα,S(ξ ⊗ εx) = α
−1
g(x)(a)ξ ⊗ εx. The homomorphisms A ⊗ D ∋ a ⊗ s
∗s 7→ aα,S ·
(IH ⊗ λS(s
∗s)) ∈ L(H ⊗ ℓ2(S×)) and S ∋ s 7→ IH ⊗ λS(s) ∈ L(H ⊗ ℓ
2(S×)) form
a covariant representation of (A ⊗ D,S, β) in the sense of Definition 3.4 in [Sie].
So we obtain a representation of (A ⊗ D) ⋊β S on H ⊗ ℓ
2(S×). Its image is the
sub-C*-algebra of L(H ⊗ ℓ2(S×)) generated by aα,S · (IH ⊗ λS(s)) (a ∈ A, s ∈ S),
and we denote this C*-algebra by (A⊗D)⋊β,r S:
Definition 5.9. (A⊗D)⋊β,rS := C
∗({aα,S · (IH ⊗ λS(s)): a ∈ A, s ∈ S}) ⊆ L(H⊗
ℓ2(S×)).
Lemma 5.10. There is a canonical homomorphism (A⊗D)⋊β,rS → A⋊
a
α,rP send-
ing aα,S · (IH ⊗ λS(s)) to a(α|P )λ(s). If J is independent, then this homomorphism
is an isomorphism.
Proof. This is just the analogue of Corollary 3.2.13 and Theorem 3.2.14 from [Nor]
for general coefficients. The same proof as in [Nor] works here as well. 
5.4. Groupoids associated with inverse semigroups. To every inverse semi-
group belongs a groupoid. The reader may consult [Pat], § 4.3 or [Kho-Ska1] for
the general construction. Note that all the groupoids in this paper will be r-discrete
(also called e´tale) and Hausdorff. We assume in the rest of this section (§ 5) that J
is independent (see Definition 2.5) and that P ⊆ G satisfies the Toeplitz condition
(see Definition 4.1).
Let us now explain how to construct the groupoid for our specific inverse semi-
group S. Set E := {s∗s: s ∈ S}, this is the set of idempotents of S. In our case,
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E = {eX : X ∈ J }. The unit space of the groupoid of S is given by the semichar-
acters on E. This unit space can be canonically identified with SpecD. As J is
independent, we can identify D and Dr using Corollary 3.4 from [Li2]. Thus λ
induces an identification of SpecD with Ω := Spec (Dr).
To form the groupoid of S, we take Sˆ := {(s, χ) ∈ S × Ω: χ(λ(s∗s)) = 1} equipped
with the subspace topology of S × Ω. Here S is viewed as a discrete set, and Ω
carries the usual topology of pointwise convergence. Next we define an equivalence
relation ∼ on Sˆ by setting
(s1, χ1) ∼ (s2, χ2) :⇔ χ1 = χ2 and there is e ∈ E with χ1(λ(e)) = 1 and s1e = s2e.
Then the groupoid of S is defined by G(S) := Sˆ/ ∼ with the quotient topology
induced from Sˆ. We write [s, χ] for the equivalence class of (s, χ) ∈ Sˆ. The
groupoid structure of G(S) is given as follows: First, for (s, χ) ∈ Sˆ, let s.χ be
the character χ(λ(s∗ ⊔ s)) = χ ◦ Ad (λ(s)∗). Two elements [s1, χ1] and [s2, χ2]
of G(S) are composable if s2.χ2 = χ1, and in that case, the product is given by
[s1, χ1][s2, χ2] = [s1s2, χ2]. The inverse map is given by [s, χ]
−1 = [s∗, s.χ]. More-
over, the range and source maps are r : G(S) → Ω, [s, χ] 7→ s.χ and d : G(S) → Ω,
[s, χ] 7→ χ.
Let us now compare this groupoid with another one. Namely, we have a canonical
transformation groupoid associated with the dynamical system (DGP , G, τ) since D
G
P
is commutative. Set ΩGP := Spec (D
G
P ). The group G acts on Ω
G
P from the right
by χg = χ ◦ τg (this is just the transpose of τ). The corresponding transformation
groupoid is denoted by G := ΩGP ⋊G. As a topological space, G is simply the product
space ΩGP × G. Two elements (χ1, g1) and (χ2, g2) are composable if χ1g1 = χ2,
and in this case we have (χ1, g1)(χ2, g2) = (χ1, g1g2). The inverse map is given
by (χ, g)−1 = (χg, g−1). Furthermore, the range and source maps are given by
r : G → ΩGP , (χ, g) 7→ χ and d : G → Ω
G
P , (χ, g) 7→ χg.
Now we restrict G to a subset of ΩGP . By our assumption that P ⊆ G is Toeplitz,
we know that Dr = EPD
G
PEP by Lemma 3.9. Therefore we can define a surjective
homomorphism c : DGP → Dr, x 7→ EPxEP . This homomorphism induces an
embedding c∗ : Ω→ ΩGP , χ 7→ χ ◦ c. We set N := c
∗(Ω).
Lemma 5.11. We have N =
{
χ ∈ ΩGP : χ(EP ) = 1
}
.
Proof. “⊆”: (χ ◦ c)(EP ) = χ(EP ) = 1 for all χ ∈ Ω as EP is the unit of Dr.
“⊇”: If χ ∈ ΩGP satisfies χ(EP ) = 1, then χ(x) = χ(EP )χ(x)χ(EP ) = (χ ◦ c)(x) for
all x ∈ DGP . Thus χ = (χ|Dr) ◦ c ∈ N . 
Corollary 5.12. N is clopen in ΩGP and c
∗ : Ω→ ΩGP is open.
Proof. The first assertion is immediate from the previous lemma. To see our second
claim, observe that c∗|N : Ω→ N is a homeomorphism, being a continuous bijection
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between compact Hausdorff spaces. Now given an open subset U ⊆ Ω, c∗(U) is open
in N , hence also in ΩGP as N is open. 
We now form the groupoid
(6) GNN := r
−1(N) ∩ d−1(N).
GNN inherits from G the structure of a topological groupoid by taking the subspace
topology and restricting the product and the inverse map.
The next observation tells us that restricting to N does not lead so far away:
Lemma 5.13. N meets every orbit in G(0), i.e. for every χ ∈ G(0) = ΩGP , there
exists g ∈ G such that d(χ, g) lies in N . Moreover, the restricted range and source
maps r|d−1(N) : d
−1(N)→ ΩGP and d|d−1(N) : d
−1(N)→ N are open.
Proof. For every χ ∈ ΩGP there exists Y ∈ J
G
P such that χ(EY ) = 1. This subset
Y of G must be of the form Y =
⋂n
i=1 gi ·Xi for some n ≥ 1, gi ∈ G and Xi ∈ J .
Thus χ(EY ) = 1 implies χ(Eg1·X1) = 1, hence (χg1)(EX1) = 1. As EX1 ≤ EP ,
we conclude that (χg1)(EP ) = 1, which means that d(χ, g1) = χg1 lies in N by
Lemma 5.11.
To see that the restricted range and source maps are open, take an open subset U
of G. Then r(U ∩d−1(N)) is open as U and d−1(N) are open (recall that N is open)
and r is an open map from G to G(0). Also, d(U ∩ d−1(N)) = d(U) ∩ N is open in
N as U is open and d is an open map G → G(0). 
Setting GN := d
−1(N), we have
Corollary 5.14. GN together with the restricted range and source maps and the left
G-action and the right GNN -action induced by the product in G is a (G,G
N
N )-equivalence
in the sense of [M-R-W].
Proof. This follows from the previous lemma using Example 2.7 in [M-R-W]. 
Now we return to the groupoid G(S) and compare it with GNN .
Proposition 5.15. Under our standing assumptions that J is independent and
P ⊆ G is Toeplitz, we can identify G(S) with GNN as topological groupoids via
Φ : G(S)→ GNN , [s, χ] 7→ ((c
∗χ)g(s)−1, g(s)).
Proof. First of all, Φ is well-defined: Namely, (s1, χ) ∼ (s2, χ) implies that there
exists X ∈ J such that χ(EX) = 1 and s1eX = s2eX . Thus χ(λ(eXs
∗
1s1eX)) = 1,
and we conclude that s1eX = s2eX is not zero. Using Lemma 5.4, we see that
g(s1) = g(s1eX) = g(s2eX) = g(s2). Therefore, ((c
∗χ)g(s)−1, g(s)) really only
depends on the equivalence class of (s, χ) ∈ Sˆ.
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To see that ((c∗χ)g(s)−1, g(s)) lies in GNN , we have to check that the range and
source of ((c∗χ)g(s)−1, g(s)) lie in N . For the source this is obvious. To see that
r((c∗χ)g(s)−1, g(s)) = (c∗χ)g(s)−1 lies in N , we show
(7) c∗(s.χ) = (c∗χ)g(s)−1 for all (s, χ) ∈ Sˆ.
Write s = v∗p1vq1 · · · v
∗
pn
vqn . For Y in J
G
P , we compute that λ(s
∗)EPEY EPλ(s) =
E
q−1n pn···q
−1
1 p1(Y ∩P )
= E(g(s)−1·Y )∩PEq−1n pn···q−11 p1P
. Thus we deduce c∗(s.χ)(EY ) =
χ(λ(s∗)EPEY EPλ(s)) = χ(EP τg(s)−1(EY )EP )χ(λ(s
∗s)) = ((c∗χ)g(s)−1)(EY ). This
proves (7).
It is clear that (7) implies (c∗χ)g(s)−1 ∈ N . So far, we have shown that Φ is
well-defined.
To show that Φ is injective, take [s1, χ1] and [s2, χ2] from G(S). Assume that
Φ([s1, χ1]) = Φ([s2, χ2]) = (χ, g). Then we must have g(s1) = g(s2) = g. Moreover,
c∗χ1 and c
∗χ2 must coincide with χg. The equality c
∗χ1 = c
∗χ2 implies χ1 = χ2 as
c∗ is injective. Finally, to prove [s1, χ1] = [s2, χ2], we observe that (χg)(λ(s
∗
1s1)) =
(χg)(λ(s∗2s2)) = 1 implies (χg)(λ(s
∗
1s1s
∗
2s2)) = 1. Now set e := s
∗
1s1s
∗
2s2. This
projection e is of the form e = eX for some X ∈ J . We now claim that λ(s1e) =
λ(s2e). First of all, we have λ(e) = EX . For x ∈ X, λ(s1e)εx = εgx as e is dominated
by the support projection s∗1s1 of s1. Similarly, λ(s2e)εx = εgx for all x ∈ X. Since
we clearly have λ(s1e)εy = λ(s2e)εy = 0 for y /∈ X, we have shown λ(s1e) = λ(s2e).
But λ is injective on S by Lemma 5.6, so that s1e = s2e. Hence by definition of the
equivalence relation on Sˆ, we conclude that [s1, χ1] = [s2, χ2].
To prove surjectivity of Φ, take (χ, g) ∈ GNN . r(χ, g) = χ ∈ N and d(χ, g) = χg ∈ N
imply that χ(EP∩(g·P )) = χ(EP )(χg)(EP ) = 1. As P ⊆ G is Toeplitz, there exists
s ∈ S such that EPλgEP = λ(s). Thus (χg)(λ(s
∗s)) = χ(τg(EPλg−1EPλgEP )) =
χ(τg(E(g−1·P )∩P )) = χ(EP∩(g·P )) = 1. Thus (s, (χg)|Dr ) lies in Sˆ. Since g(s) = g,
we obtain Φ([s, (χg)|Dr ]) = (c
∗((χg)|Dr )g
−1, g) = (χ, g).
Let us now prove that Φ is compatible with the groupoid structures. [s1, χ1] and
[s2, χ2] are composable if and only if
s2.χ2 = χ1 ⇔ c
∗χ1 = c
∗(s2.χ2)
(7)
= (c∗χ2)g(s2)
−1
⇔ ((c∗χ1)g(s1)
−1)g(s1) = (c
∗χ2)g(s2)
−1.(8)
But this last equation is precisely the condition for composability of Φ([s1, χ1]) =
((c∗χ1)g(s1)
−1, g(s1)) and Φ([s2, χ2]) = ((c
∗χ2)g(s2)
−1, g(s2)). If (8) is satisfied,
then
Φ([s1, χ1][s2, χ2]) = Φ([s1s2, χ2])
= ((c∗χ2)g(s1s2)
−1, g(s1s2)) = ((c
∗χ2)g(s2)
−1g(s1)
−1, g(s1)g(s2))
(8)
= ((c∗χ1)g(s1)
−1, g(s1)g(s2)) = ((c
∗χ1)g(s1)
−1, g(s1))((c
∗χ2)g(s2)
−1, g(s2))
= Φ([s1, χ1])Φ([s2, χ2]).
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Moreover,
Φ([s, χ]−1) = Φ([s∗, s.χ]) = (c∗(s.χ)g(s∗)−1, g(s∗))
(7)
= ((c∗χ)g(s)−1g(s), g(s)−1) = (c∗χ, g(s)−1)
= ((c∗χ)g(s)−1, g(s))−1 = (Φ([s, χ]))−1.
Finally, Φ is continuous by definition of the quotient topology as Sˆ → GNN , (s, χ) 7→
((c∗χ)g(s)−1, g(s)) is continuous. In addition, Φ is open as well. Namely, let π : Sˆ →
G(S) be the canonical projection, and take an open subset U of G(S). Then π−1(U)
is open in Sˆ. As Sˆ =
⋃
s∈S {s} × Ω, we must have that π
−1(U) ∩ ({s} × Ω) is open
for every s ∈ S. In other words, for every s in S there exists an open subset Us of
Ω such that π−1(U) =
⋃
s∈S {s} × Us. Hence Φ(U) =
⋃
s∈S(c
∗(Us)g(s)
−1)× {g(s)}
is open in G as c∗ is open by Corollary 5.12. 
Remark 5.16. In particular, Proposition 5.15 shows that G(S) is Hausdorff.
5.5. Groupoid crossed products. We follow [Qui-Sie] and [Kho-Ska2] and de-
scribe (A⊗D)⋊β S as a groupoid crossed product by G(S).
First of all, we think of S as a subsemigroup of G(S)op, the inverse semigroup of
open G(S)-sets, via the embedding
S → G(S)op, s 7→ Os := π({s} × {χ ∈ Ω: χ(λ(s
∗s)) = 1})
where π is the canonical projection π : Sˆ → G(S). This embedding is explained in
[Kho-Ska2], directly after Theorem 6.5.
Let us now define a groupoid dynamical system (A× Ω,G(S), α(S)) in the sense of
[Muh-Wil], § 4.1. We let A×Ω be the trivial C*-bundle over Ω with constant fibres
A. Consider for every [s, χ] ∈ G(S) the automorphism
α(S)[s,χ] : A× {χ} → A× {s.χ} , (a, χ) 7→ (αg(s)(a), s.χ).
It is straightforward to check that this family (α(S)[s,χ])[s,χ]∈G(S) gives rise to the
desired groupoid dynamical system in the sense of [Muh-Wil], § 4.1. Moreover, it is
also easy to see that the dynamical systems (A ⊗D,S, β) and (A × Ω,G(S), α(S))
correspond to one another in the sense of [Qui-Sie], Theorem 5.3. In such a situation,
we may apply Theorem 7.2 of [Qui-Sie] and deduce
Proposition 5.17. The map (a⊗ sds∗)δs 7→
[
[t, ψ] 7→
{
ψ(λ(d))a if [t, ψ] ∈ Os
0 else
]
extends to an isomorphism (A⊗D)⋊β S ∼= (A× Ω)⋊α(S) G(S).
To proceed, we describe the full and reduced crossed products of (A⊗DGP , G, α⊗ τ)
as groupoid crossed products. We just have to follow Example 4.8 in [Muh-Wil] and
§ 6 of [Sims-Wil].
The action of the transformation groupoid G = ΩGP ⋊ G on the trivial C*-bundle
A×ΩGP over Ω
G
P is given by the automorphisms (α×Ω
G
P )(χ,g) : A×{χg} → A×{χ},
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(a, χg) 7→ (αg(a), χ). Identifying A ⊗D
G
P with C0(Ω
G
P , A) in the canonical way, we
obtain from Example 4.8 in [Muh-Wil] and § 6 of [Sims-Wil]:
Proposition 5.18. The map Cc(G,A ⊗ D
G
P ) ∋ f 7→ [(χ, g) 7→ f(g)(χ)] ∈ (A ×
ΩGP )⋊α×ΩGP
G extends to an isomorphism (A⊗DGP )⋊α⊗τ G
∼= (A× ΩGP )⋊α×ΩGP
G.
Similarly, the map Cc(G,A ⊗D
G
P ) ∋ f 7→ [(χ, g) 7→ f(g)(χ)] ∈ (A× Ω
G
P )⋊α×ΩGP ,r
G
extends to an isomorphism (A⊗DGP )⋊α⊗τ,r G
∼= (A× ΩGP )⋊α×ΩGP ,r
G.
Let us now restrict the G-action α × ΩGP to G
N
N . We obtain an action α ×N of G
N
N
on the sub-C*-bundle A ×N (i.e. just the trivial C*-bundle over N with constant
fibres A). The following observation links the two groupoid dynamical systems we
are considering:
Lemma 5.19. The dynamical systems (A×Ω,G(S), α(S)) and (A×N,GNN , α×N)
are isomorphic. More precisely, the identifications id × c∗ : A × Ω ∼= A × N and
Φ : G(S)→ GNN , [s, χ] 7→ ((c
∗χ)g(s)−1, g(s)) transport the action α(S) to α×N , in
the sense that for every [s, χ] ∈ G(S) and (a, χ) ∈ A×Ω, we have (α×N)Φ([s,χ])((id×
c∗)(a, χ)) = (id × c∗)(α(S)[s,χ](a, χ)).
Proof. We just have to compute that
(α×N)Φ([s,χ])((id × c
∗)(a, χ)) = (α×N)((c∗χ)g(s)−1,g(s))(a, c
∗χ)
= (αg(s)(a), (c
∗χ)g(s)−1)
(7)
= (αg(s)(a), c
∗(s.χ))
= (id × c∗)(αg(s)(a), s.χ) = (id × c
∗)(α(S)[s,χ](a, χ)).

Corollary 5.20. The map Cc(G(S), A) ∋ f 7→ f ◦ Φ
−1 ∈ Cc(G
N
N , A) extends to
isomorphisms
(A× Ω)⋊α(S) G(S)
∼=
−→ (A×N)⋊α×N G
N
N ,
(A× Ω)⋊α(S),r G(S)
∼=
−→ (A×N)⋊α×N,r G
N
N .
We now want to see that the (G,GNN )-equivalence GN of Corollary 5.14 gives rise to
an equivalence between (A× ΩGP ,G, α × Ω
G
P ) and (A×N,G
N
N , α×N).
Lemma 5.21. Equip the trivial Banach-bundle A×GN with the fibrewise imprimi-
tivity bimodule structure given by the inner products
A×{r(γ)} 〈(a1, γ), (a2, γ)〉 = (a1a
∗
2, r(γ)) ∈ A× Ω
G
P ,
〈(a1, (χ, g)), (a2, (χ, g))〉A×{d(γ)} = (α
−1
g (a
∗
1a2), χg) ∈ A×N
and the left and right actions
(al, r(γ)) · (a, γ) = (ala, γ) for (al, r(γ)) ∈ A× Ω
G
P ,
(a, (χ, g)) · (ar, χg) = (aαg(ar), (χ, g)) for (ar, χg) ∈ A×N.
Moreover, let G act from the left on A × GN by (χl, gl) · (a, γ) = (αgl(a), (χl, gl)γ)
and let GNN act from the right on A× GN by (a, γ) · γr = (a, γγr).
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Then in this way, A×GN becomes an equivalence between (A×Ω
G
P ,G, α×Ω
G
P ) and
(A×N,GNN , α×N) in the sense of Definition 5.1 in [Muh-Wil].
Proof. Just verify by straightforward computations that the axioms for an equiva-
lence in Definition 5.1 from [Muh-Wil] are satisfied. 
The reason why this is interesting for us is the following consequence of Theorem 5.5
in [Muh-Wil] and Corollary 19 from [Sims-Wil]:
Lemma 5.22. The canonical inclusion Cc(G
N
N , A) →֒ Cc(G, A) extends to (isomet-
ric!) embeddings
(A×N)⋊α×N G
N
N →֒ (A× Ω
G
P )⋊α×ΩG
P
G,
(A×N)⋊α×N,r G
N
N →֒ (A× Ω
G
P )⋊α×ΩG
P
,r G.
Proof. As N is clopen, GNN is a clopen subset of G, so that we really have Cc(G
N
N , A) ⊆
Cc(G, A). As GN is clopen as well, we actually have Cc(G
N
N , A) ⊆ Cc(GN , A) ⊆
Cc(G, A).
Let us first treat the full crossed products. Take a function f ∈ Cc(G
N
N , A). All we
have to show is that
(9) ‖f‖(A×N)⋊α×NGNN
= ‖f‖(A×ΩG
P
)⋊
α×ΩG
P
G .
We denote by ∗ the convolution product in (A × ΩGP ) ⋊α×ΩGP
G, and observe that
its restriction to Cc(G
N
N , A) coincides with the convolution product coming from
(A×N)⋊α×N G
N
N . We certainly have
‖f‖2(A×N)⋊α×NGNN
= ‖f∗ ∗ f‖(A×N)⋊α×NGNN
,
‖f‖2(A×ΩG
P
)⋊
α×ΩG
P
G = ‖f ∗ f
∗‖(A×ΩG
P
)⋊
α×ΩG
P
G .(10)
But now comes the crucial observation, namely that
(11) f∗1 ∗ f2 = 〈〈f1, f2〉〉(A×N)⋊α×NGNN
and f1 ∗ f
∗
2 = (A×ΩG
P
)⋊
α×ΩG
P
G 〈〈f1, f2〉〉
for all f1, f2 in Cc(GN , A). Here 〈〈·, ·〉〉 are the inner products defined in Theo-
rem 5.5 in [Muh-Wil]. The verification of (11) is a straightforward computation. In
particular, we have for our function f
(12) f∗ ∗ f = 〈〈f, f〉〉(A×N)⋊α×NGNN
and f ∗ f∗ = (A×ΩG
P
)⋊
α×ΩG
P
G 〈〈f, f〉〉 .
By Theorem 5.5 in [Muh-Wil], Cc(GN , A) is a (A×Ω
G
P )⋊α×ΩGP
G-(A×N)⋊α×N G
N
N
pre-imprimitivity bimodule. Therefore, we conclude that
(13)
∥∥∥〈〈f, f〉〉(A×N)⋊α×NGNN
∥∥∥ = ∥∥∥∥(A×ΩGP )⋊α×ΩG
P
G 〈〈f, f〉〉
∥∥∥∥ ,
where we take the norm in (A × N) ⋊α×N G
N
N on the left hand side and the norm
in (A × ΩGP ) ⋊α×ΩGP
G on the right hand side. Inserting (12) and (10) into (13), we
obtain (9), as desired.
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To treat reduced crossed products, just use Theorem 14 or rather Corollary 19 of
[Sims-Wil] instead of Theorem 5.5 in [Muh-Wil]. 
Corollary 5.23. The inclusion Cc(G
N
N , A) →֒ Cc(G, A) extends to isomorphisms
(A×N)⋊α×N G
N
N
∼= 1N
(
(A× ΩGP )⋊α×ΩG
P
G
)
1N ,
(A×N)⋊α×N,r G
N
N
∼= 1N
(
(A× ΩGP )⋊α×ΩG
P
,r G
)
1N .
Here 1N is the characteristic function of N ⊆ G, viewed in a canonical way as a
multiplier of (A × ΩGP ) ⋊α×ΩGP
G and (A × ΩGP ) ⋊α×ΩGP ,r
G, respectively. Moreover,
1N
(
(A×ΩGP )⋊α×ΩGP
G
)
1N and 1N
(
(A× ΩGP )⋊α×ΩGP ,r
G
)
1N are full corners in
the corresponding full and reduced crossed products.
Proof. It is easy to see that Cc(G
N
N , A) = 1N ∗Cc(G, A)∗1N . Thus the first part of the
corollary follows from the previous lemma. We also have Cc(GN , A) = Cc(G, A)∗1N .
Using this observation and also (11) from the proof of the previous lemma, the second
part of our assertion follows from [Muh-Wil], Theorem 5.5 in the case of full crossed
products and from [Sims-Wil], Corollary 19 in the reduced case. 
Let us summarize what we have obtained so far:
Theorem 5.24. Let P be a subsemigroup of a group G. Assume that J is inde-
pendent (see Definition 2.5) and that P ⊆ G satisfies the Toeplitz condition from
Definition 4.1. Then the following diagram commutes:
(14)
A⋊aα,s P
λ(A,P,α)
−−−−−→ A⋊aα,r Py∼= ∼=y
(A⊗D)⋊β S −−−−→ (A⊗D)⋊β,r Sy∼= ∼=y
(A× Ω)⋊α(S) G(S) −−−−→ (A× Ω)⋊α(S),r G(S)y∼= ∼=y
(A×N)⋊α×N G
N
N −−−−→ (A×N)⋊α×N,r G
N
Ny∼= ∼=y
1N
(
(A×ΩGP )⋊α×ΩGP
G
)
1N −−−−→ 1N
(
(A× ΩGP )⋊α×ΩGP ,r
G
)
1Ny∼= ∼=y
(1⊗ EP )
(
(A⊗DGP )⋊α⊗τ G
)
(1⊗ EP ) −−−−→ (1⊗ EP )
(
(A⊗DGP )⋊α⊗τ,r G
)
(1⊗ EP )
Moreover, 1N and 1 ⊗ EP give rise to full corners in the full and reduced crossed
products associated with (A× ΩGP ,G, α ×Ω
G
P ) and (A⊗D
G
P , G, α ⊗ τ).
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And finally, the square at the bottom of diagram (14) is obtained by restricting the
commutative diagram
(15)
(A× ΩGP )⋊α×ΩGP
G −−−−→ (A×ΩGP )⋊α×ΩGP ,r
Gy∼= ∼=y
(A⊗DGP )⋊α⊗τ G −−−−→ (A⊗D
G
P )⋊α⊗τ,r G
In all these diagrams, the horizontal arrows are given by the canonical projections
(the regular representations), and the vertical maps are the isomorphisms we have
explicitly constructed before.
Proof. We just have to collect what we have proven. The first commuting square
from the top is given by Proposition 5.8 and Lemma 5.10. Proposition 5.17 tells us
that on the left hand side, the second vertical arrow from the top is an isomorphism.
The third square and its commutativity is provided by Corollary 5.20. The fourth
square and its commutativity is given by Corollary 5.23. And Proposition 5.18 gives
the square at the bottom of (14) and that it is the restriction of the commutative
diagram (15). Using Corollary 3.10, we can fill in the vertical arrow on the right
hand side of the second square so that it commutes as well. That 1N gives rise
to full corners is shown in Corollary 5.23, and it corresponds to 1 ⊗ EP under the
isomorphism from Proposition 5.18. This completes the proof. 
6. Nuclearity
Using our results from the previous section, we obtain equivalent characterizations
for nuclearity of semigroup C*-algebras.
Theorem 6.1. Let P be a subsemigroup of a group G. Assume that J is inde-
pendent (see Definition 2.5) and that P ⊆ G satisfies the Toeplitz condition from
Definition 4.1. Then the following are equivalent:
(i) C∗s (P ) is nuclear.
(ii) C∗r (P ) is nuclear.
(iii) Whenever given a G-action α on a C*-algebra A, the canonical homomor-
phism λ(A,P,α) : A⋊
a
α,s P → A⋊
a
α,r P is an isomorphism.
(iv) The groupoid GNN is amenable.
(v) The groupoid G is amenable.
Here G is the transformation groupoid ΩGP ⋊G from § 5.4, and the groupoid G
N
N is
the restriction of G also introduced in § 5.4.
Of course, amenability of G just means that G acts amenably on ΩGP .
Proof. We prove “(ii) ⇔ (iv) ⇔ (v)” and “(iv) ⇒ (iii) ⇒ (i) ⇒ (ii)”.
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To see “(ii) ⇔ (iv)”, plug in A = C in diagram (14). Moreover, using that (C ×
N)⋊tr×N,rG
N
N is canonically isomorphic to the reduced groupoid C*-algebra C
∗
r (G
N
N )
by Example 10 in [Sims-Wil], we see that C∗r (P )
∼= C∗r (G
N
N ). Since G
N
N is an r-discrete
(also called e´tale) groupoid, it is known that C∗r (G
N
N ) is nuclear if and only if G
N
N is
amenable (see for instance [Br-Oz], Chapter 5, Theorem 6.18).
For “(iv) ⇔ (v)”, recall that we have proven that G is equivalent to GNN in Corol-
lary 5.14. As amenability is invariant under equivalences of groupoids by Theo-
rem 2.2.17 in [An-Ren], we have proven “(iv) ⇔ (v)”.
To see “(iv) ⇒ (iii)”, note that amenability of GNN implies that the fourth (counted
from the top) horizontal map in diagram (14) is an isomorphism by [An-Ren], Propo-
sition 6.1.10. By commutativity of (14), we deduce that λ(A,P,α) must be an isomor-
phism.
For “(iii) ⇒ (i)”, first apply (iii) to A = C to deduce that λ : C∗s (P )→ C
∗
r (P ) is an
isomorphism. Now use an argument as in the proof of Theorem 4.3, 3⇒ 4 in [Br-Oz],
Chapter 4: By the definition of semigroup crossed products by automorphisms, it
is easily seen that for trivial actions, we can canonically identify A ⋊atr,s P with
A⊗max C
∗
s (P ) and A ⋊
a
tr,r P with A ⊗min C
∗
r (P )
id⊗minλ
−1
∼= A ⊗min C
∗
s (P ) such that
the diagram
A⋊atr,s P
λ(A,P,α)
−−−−−→ A⋊atr,r Py∼= ∼=y
A⊗max C
∗
s (P ) −−−−→ A⊗min C
∗
s (P )
commutes. The horizontal map at the bottom is the canonical homomorphism, and
it must be an isomorphism since λ(A,P,α) is one by (iii). This means that C
∗
s (P ) is
nuclear.
Finally, to go from (i) to (ii), just observe that C∗r (P ) is a quotient of C
∗
s (P ) and
apply [Bla], Corollary IV.3.1.13. 
Remark 6.2. In particular, we see that in the situation of Theorem 6.1, nuclearity
of C∗s (P ) (or C
∗
r (P )) implies that the left regular representation λ : C
∗
s (P )→ C
∗
r (P )
is faithful.
Remark 6.3. It certainly suffices to consider unital A in (iii) of Theorem 6.1.
For later purposes, we derive the following consequence:
Corollary 6.4. Let P be a subsemigroup of a group G. Assume that J is indepen-
dent and that P ⊆ G satisfies the Toeplitz condition. If C∗r (P ) is nuclear, then there
exists a net of completely positive contractions Θi : C
∗
r (P )→ C
∗
r (P ) such that
1. limiΘi(x) = x for all x ∈ C
∗
r (P ),
2. for every i there is a finitely supported function di : G→ Dr, g 7→ di(g) such
that Θi(V ) = di(gr(V ))V for all 0 6= V ∈ Sr.
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(Sr and gr were introduced in § 5.2 and Lemma 5.4.)
Proof. As C∗r (P ) is nuclear, G = Ω
G
P ⋊ G is amenable by the previous theorem.
Thus combining Theorem 6.18 and Proposition 6.16 from Chapter 5 in [Br-Oz], we
obtain a net hi ∈ Cc(G) such that hi −→i 1 uniformly on compact subsets and
Cc(G) ∋ f 7→ hi · f ∈ Cc(G) extends to a completely positive contraction on C
∗
r (G).
Under the canonical identification DGP ⋊τ,rG
∼= C∗r (G), we obtain a net of completely
positive contractions mi such that mi(x) −→i x for all x ∈ D
G
P ⋊τ,r G and for every
i, there exists a finitely supported function h˜i : G → D
G
P with mi(dUg) = h˜i(g)dUg
for all d ∈ DGP and g ∈ G. To be precise, h˜i(g) is given by χ 7→ hi(χ, g). Now, let Θi
be the composition C∗r (P )
∼= EP (D
G
P ⋊τ,r G)EP ⊆ D
G
P ⋊τ,r G
mi−→ DGP ⋊τ,r G. Here
we have used Lemma 3.9. We have
Θi(V
∗
p1
Vq1 · · · V
∗
pnVqn) = mi(Ep−11 q1···p
−1
n qnP
Up−11 q1···p
−1
n qn
)
= (EP h˜i(p
−1
1 q1 · · · p
−1
n qn)EP )Ep−11 q1···p
−1
n qnP
U
p−11 q1···p
−1
n qn
.
Set di(g) = EP h˜i(g)EP . Then di lies in Dr by the Toeplitz condition. Moreover,
we see that Θi has image in EP (D
G
P ⋊τ,r G)EP , so that identifying this corner back
again with C∗r (P ), we obtain the desired net of completely positive contractions. 
This observation will be used in the next section when we study induced ideals
of semigroup C*-algebras. Now let us show that the existence of such completely
positive contractions Θi on C
∗
s (P ) implies nuclearity of C
∗
s (P ). First, we set Dg :=
span({s ∈ S: g(s) = g}) ⊆ C∗s (P ), and for a map Θ on C
∗
s (P ), we let the d-support
of Θ be d-supp(Θ) =
{
g ∈ G: Θ|Dg 6= 0
}
. By Theorem 6.1, we know that under
the assumptions of Corollary 6.4, λ : C∗s (P ) → C
∗
r (P ) is an isomorphism. Thus
Corollary 6.4 gives us completely positive contractions Θi on C
∗
s (P ) (
∼= C∗r (P )) such
that limiΘi(x) = x for all x ∈ C
∗
s (P ) and |d-supp(Θi)| <∞ for all i. The following
result shows that the existence of such Θi already implies nuclearity of C
∗
s (P ):
Proposition 6.5. Let P be a subsemigroup of a group G. Assume that J is inde-
pendent. Moreover, assume that there exists a net of completely positive contractions
Θi : C
∗
s (P )→ C
∗
s (P ) such that
lim
i
Θi(x) = x for all x ∈ C
∗
s (P ),(16)
|d-supp(Θi)| <∞ for all i.(17)
Then for every C*-algebra A, λ(A,P,tr) : A⋊
a
tr,s P → A⋊
a
tr,r P is an isomorphism.
In particular, λ : C∗s (P )→ C
∗
r (P ) is an isomorphism and C
∗
s (P ) is nuclear.
Note that we do not assume that P ⊆ G is Toeplitz.
Proof. The proof is just the same as the one for “5) ⇒ 6)” in [Li2], § 4, but for
arbitrary coefficients. For the sake of completeness, we write out the proof.
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Let EAs be the composite A ⋊
a
tr,s P
λ(A,P,tr)
−→ A ⋊aα,r P
∼= A ⊗min C
∗
r (P )
id⊗Er−→ A ⊗
Dr
id⊗(λ|D)
−1
−→ A ⊗D → A ⋊atr,s P . Here Er is the conditional expectation C
∗
r (P ) →
Dr from [Li2], § 3.2. Moreover, we used that λ|D : D → Dr is an isomorphism
as J is independent. The last homomorphism is given by A ⊗ D → A ⋊atr,s P ,
a⊗d 7→ ι(a)d. Now set DAg := span({ι(a)x: a ∈ A, x ∈ Dg}) ⊆ A⋊
a
tr,sP . Obviously
the algebraic sum
∑
g∈GD
A
g is dense in A⋊
a
tr,sP . Moreover, we have by construction
that EAs |DAe = idDAe and E
A
s |DAg = 0 if g 6= e.
Given a positive functional φ on A ⋊aα,s P , set d-supp(φ) =
{
g ∈ G: φ|DAg 6= 0
}
. If
|d-supp(φ)| <∞, then we have for all x ∈ A⋊atr,s P :
(18) |φ(x)|2 ≤ |d-supp(φ)| ‖φ‖φ(EAs (x
∗x)).
To prove (18), let d-supp(φ) = {g1, . . . , gn}. As
∑
g∈GD
A
g is dense in A ⋊
a
tr,s P , it
suffices to prove (18) for x ∈
∑
g∈GD
A
g . Take such an element x and a finite subset
F ⊆ G such that d-supp(φ) ⊆ F and x =
∑
g∈F xg with xg ∈ D
A
g . Then the same
computation as in the proof of Lemma 4.8 in [Li2] yields
|φ(x)|2 = |
n∑
i=1
φ(xgi)|
2 ≤ n
n∑
i=1
|φ(xgi)|
2 ≤ n ‖φ‖
n∑
i=1
φ(x∗gixgi)
≤ n ‖φ‖φ(
∑
g∈F
x∗gxg) = n ‖φ‖φ(E
A
s (
∑
g,h∈F
x∗gxh))
= |d-supp(φ)| ‖φ‖φ(EAs (x
∗x)).
This proves (18).
Now take x ∈ ker (λ(A,P,tr)), x ≥ 0, and a positive functional φ on A⋊
a
tr,s P . Let φi
be the composition A⋊atr,s P
∼= A⊗maxC
∗
s (P )
id⊗Θi−→ A⊗maxC
∗
s (P )
∼= A⋊atr,sP
φ
→ C.
These positive functionals φi satisfy limi φi(x) = φ(x) and |d-supp(φi)| < ∞. As
λ(A,P,tr)(x) = 0, we must have E
A
s (x
∗x) = 0 by construction of EAs . Thus by (18),
we conclude that φi(x) = 0 for all i. Therefore φ(x) = limi φi(x) = 0. As φ was
arbitrary, we conclude that x = 0. Hence λ(A,P,tr) is faithful, and we have proven
the first part of our proposition. To see that λ : C∗s (P )→ C
∗
r (P ) is an isomorphism,
just set A = C. And finally, to see that C∗s (P ) is nuclear, just proceed as in the
proof of Theorem 6.1, “(iii) ⇒ (i)”. 
Under the (rather strong) assumption of left amenability, such Θi always exist:
Lemma 6.6. If P is cancellative and left amenable, then there exists a net Θi as in
Proposition 6.5 satisfying (16) and (17).
Proof. First of all, P embeds into a group if it is cancellative and left amenable (see
for instance [Li2], Corollary 4.5), so that we can form C∗s (P ). As 5) in [Li2], § 4.1
holds if P is left cancellative and left amenable, we can form the states ϕi : C
∗
s (P )→
C, x 7→ 〈λ(x)ξi, ξi〉 with the ξi from 5) of § 4.1 in [Li2]. Let Θi be the composition
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C∗s (P )
∆
−→ C∗s (P ) ⊗max C
∗
s (P )
ϕi⊗id−→ C∗s (P ), where ∆ is given by (36) in [Li2]. By
construction, we have Θi(s) = ϕi(s)s −→i s for all 0 6= s ∈ S by 5) in [Li2], § 4.1.
Therefore the Θi satisfy (16). As the ξi have finite support (see [Li2], § 4.1, 5)), it
follows that |d-supp(Θi)| <∞ for all i (compare also [Li2], § 4.2, “5) ⇒ 6)”). 
As a consequence, we obtain the following converse of Proposition 4.17 in [Li2]:
Corollary 6.7. If P is cancellative, left amenable and if J is independent, then
C∗s (P ) is nuclear.
This result was also obtained independently in [Nor] using different methods.
7. Ideals induced from invariant spectral subsets
In this section, we always assume that J is independent and that P ⊆ G satisfies
the Toeplitz condition. In this situation, we have seen that the full and reduced
semigroup C*-algebras of P can be described up to Morita equivalence as full or
reduced crossed products by G. So in principle, this reduces questions about the
ideal structure of semigroup C*-algebras to corresponding questions about certain
crossed products by G. However, in our concrete situation, there are certain induced
ideals which play a distinguished role. We first of all show that nuclearity allows us
to describe induced ideals in a satisfactory way. Moreover, building on our results
from Section 5, we describe induced ideals (and their quotients) as crossed products
by G up to Morita equivalence. As these induced ideals correspond to (closed)
invariant subsets of the spectrum Ω of the diagonal sub-C*-algebra Dr (or D), we
take a closer look at this spectrum. Using our observations from § 2.3, we describe
it in terms of J . Finally, we turn to the boundary of the spectrum and investigate
the corresponding boundary action.
7.1. Induced ideals. Let Ir be an ideal of Dr, the diagonal sub-C*-algebra of
C∗r (P ). Restricting the canonical conditional expectation L(ℓ
2(P )) → ℓ∞(P ), we
obtain a conditional expectation Er : C
∗
r (P )→ Dr (compare [Li2], § 3.2). Following
[Ni1], we define the induced ideal
Ind Ir := {x ∈ C
∗
r (P ): Ad (V )Er(x
∗x) ∈ Ir for all V ∈ Sr} .
As A. Nica explains, the name “induced ideal” is justified because we could have
obtained Ind Ir by an induction process as described in [Ni1], § 6.1.
For the purpose of inducing ideals, it suffices to consider invariant ideals of Dr.
Definition 7.1. An ideal Ir of Dr is called invariant if Ad (V )(Ir) ⊆ Ir for all
V ∈ Sr.
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The reason why we only need to consider invariant ideals is that given an ideal Ir of
Dr, we obtain the invariant ideal I
(inv)
r := {d ∈ Dr: Ad (V )(d) ∈ Ir for all V ∈ Sr}.
And just as in [Ni1], we have Ind Ir = Ind I
(inv)
r =
{
x ∈ C∗r (P ): Er(x
∗x) ∈ I
(inv)
r
}
.
We observe that the induction process is an injective map from the set of invariant
ideals of Dr to the set of ideals of C
∗
r (P ).
Lemma 7.2. Every invariant ideal Ir of Dr satisfies (Ind Ir)∩Dr = Er(Ind Ir) = Ir.
Proof. (Ind Ir) ∩Dr is contained in Er(Ind Ir) as Er|Dr = idDr .
To see Er(Ind Ir) ⊆ Ir, take x ∈ Ind Ir. Then Er(x) lies in Dr and we have
Er(x)
∗Er(x) ≤ Er(x
∗x) ∈ Ir. Thus Er(x)
∗Er(x) lies in Ir, and this implies Er(x) ∈ Ir.
And finally, Ir is contained in Ind Ir (as Er|Ir = idIr) and in Dr anyway. 
Following ideas of [Ni1], we deduce the following consequence of nuclearity:
Proposition 7.3. If J is independent, if P ⊆ G is Toeplitz and if C∗r (P ) is nuclear,
then Ind Ir coincides with the ideal 〈Ir〉 of C
∗
r (P ) generated by Ir.
Proof. It is clear that Ind Ir ⊇ 〈Ir〉 as Ir is contained in Ind Ir by the previous
lemma, and because Ind Ir is an ideal of C
∗
r (P ).
To prove that Ind Ir ⊆ 〈Ir〉, first set, for g ∈ G, (Dr)g := span({V ∈ Sr: gr(V ) = g}).
Moreover, let (Ind Ir)c = Ind Ir ∩ (
∑
g∈G(Dr)g) =
{
x ∈
∑
g∈G(Dr)g: Er(x
∗x) ∈ Ir
}
.
Here
∑
g∈G(Dr)g means the algebraic sum (without taking the closure), i.e. the set
of finite sums of the form
∑
g∈G xg with xg ∈ (Dr)g.
As a first step, let us prove (Ind Ir)c ⊆ 〈Ir〉: Take x =
∑
g xg ∈ (Ind Ir)c. This
means that Er(x
∗x) =
∑
g x
∗
gxg lies in Ir. Hence (Ir is hereditary) all the x
∗
gxg lie
in Ir. By polar decomposition (see [Bla], § II.3.2), we deduce that xg ∈ 〈Ir〉. Thus
x lies in 〈Ir〉.
The second step is to prove Ind Ir ⊆ (Ind Ir)c. By Corollary 6.4, there exists a
net Θi of completely positive contractions C
∗
r (P ) → C
∗
r (P ) satisfying 1. and 2.
from Corollary 6.4. From 2., we deduce that for all x ∈ C∗r (P ), we have Er(Θi(x)) =
di(e)Er(x) as this formula obviously holds for x ∈
∑
g∈G(Dr)g because of 2. Now take
x ∈ Ind Ir. Then Θi(x) lies in Ind Ir as well since Er(Θi(x)
∗Θi(x)) ≤ Er(Θi(x
∗x)) =
di(e)Er(x
∗x) ∈ Ir. Moreover, as the di in Corollary 6.4 have finite support, we have
Θi(x) ∈
∑
g∈G(Dr)g. Thus Θi(x) is in (Ind Ir)c. And finally, by 1. in Corollary 6.4,
x = limiΘi(x) lies in (Ind Ir)c. 
Just as in [Ni1], we obtain the following characterization of induced ideals:
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Corollary 7.4. If J is independent, if P ⊆ G is Toeplitz and if C∗r (P ) is nuclear,
then
{Ind Ir: Ir ⊳ Dr} = {J ⊳ C
∗
r (P ): Er(J) ⊆ J} .
Proof. “⊆” holds by Lemma 7.2. To prove “⊇”, take an ideal J of C∗r (P ) such that
Er(J) ⊆ J . As J is an ideal of C
∗
r (P ), Er(J) is an invariant ideal of Dr. Moreover, J
is contained in Ind Er(J) as for x ∈ J , x
∗x also lies in J , hence Er(x
∗x) lies in Er(J).
Thus by the last corollary, we have Ind Er(J) = 〈Er(J)〉 ⊆ J ⊆ Ind Er(J). 
At this point, we remark that associating 〈Ir〉 with an (invariant) ideal Ir of Dr
is also a natural way of constructing ideals of C∗r (P ) from those of Dr. Indeed, as
we will see, this process is to a certain extent even more natural, at least for our
purposes. But first, we observe that the assignment Ir → 〈Ir〉 is also one-to-one
(under the condition that Ir is invariant):
Lemma 7.5. Given an invariant ideal Ir of Dr, we have 〈Ir〉 ∩Dr = Ir.
Proof. As we always have 〈Ir〉 ⊆ Ind Ir, our claim follows from Ir ⊆ 〈Ir〉 ∩ Dr ⊆
(Ind Ir) ∩Dr = Ir. 
By our assumptions that J is independent and that P ⊆ G is Toeplitz, we know
that C∗r (P ) is isomorphic to the full corner EP (D
G
P ⋊τ,rG)EP of the reduced crossed
product DGP ⋊τ,r G. Thus there is a one-to-one correspondence between ideals of
C∗r (P ) and ideals of D
G
P ⋊τ,r G given by D
G
P ⋊τ,r G ⊲ J 7→ J |P ⊳ C
∗
r (P ). Here J |P is
the ideal of C∗r (P ) which corresponds to EPJEP under the canonical identification
C∗r (P )
∼= EP (D
G
P ⋊τ,r G)EP provided by Corollary 3.10. But even more, we also
know that J |P is again isomorphic to a full corner of J , namely EPJEP .
Given an invariant ideal Ir of Dr, our present goal is to find a G-invariant ideal I
G
P
of DGP such that (I
G
P ⋊τ,r G)|P = 〈Ir〉. A natural candidate for I
G
P would be the
smallest G-invariant ideal of DGP which contains Ir.
Definition 7.6. We set
IGP := span(
{
τg1(x1) · · · τgn(xn) · d: n ∈ Z≥1, gi ∈ G,xi ∈ Ir, d ∈ D
G
P
}
.
We observe that it is an easy consequence of the construction of IGP that in Ω
G
P , we
have Spec (IGP ) = (Spec Ir) ·G. Here and in the sequel, we identify Ω with a subspace
of ΩGP via the map c
∗ from § 5.4.
Lemma 7.7. If P ⊆ G is Toeplitz, then the following hold:
(i) (IGP ⋊τ,r G)|P = 〈Ir〉,
(ii) EP I
G
P EP = Ir,
(iii) for all g ∈ G, EP τg(Ir)EP ⊆ Ir,
(iv) Spec Ir = Spec I
G
P ∩ Ω,
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(v) ΩGP \ Spec I
G
P = (Ω \ Spec Ir) ·G.
Proof. We first prove that these conditions are equivalent if P ⊆ G is Toeplitz, and
then we show that the Toeplitz condition for P ⊆ G implies (iii).
To see “(i) ⇒ (ii)”, note that 〈Ir〉 ∩ Dr = Ir in C
∗
r (P ) implies that we have
〈Ir〉EP (DGP⋊τ,rG)EP
∩Dr = Ir in EP (D
G
P⋊τ,rG)EP . Thus if (i) holds, i.e. if EP (I
G
P ⋊τ,r
G)EP = 〈Ir〉EP (DGP⋊τ,rG)EP
, then Ir ⊆ EP I
G
P EP ⊆ EP (I
G
P ⋊τ,r G)EP ∩Dr = Ir.
“(ii) ⇒ (iii)” is clear as τg(Ir) ⊆ I
G
P .
To prove “(iii) ⇒ (i)”, we first observe that (IGP ⋊τ,r G)|P ⊇ 〈Ir〉 always holds as
IGP ⊇ Ir. It remains to prove that (iii) implies the reverse inclusion. Upon identifying
C∗r (P ) with EP (D
G
P ⋊τ,r G)EP , we have to prove, assuming (iii), that EP (I
G
P ⋊τ,r
G)EP ⊆ 〈Ir〉EP (DGP⋊τ,rG)EP
. Take a generator of IGP , say τg1(x1) · · · τgn(xn) ·d. Then
for all g ∈ G, EP τg1(x1) · · · τgn(xn)·d·UgEP = (EP τg1(x1)EP )·(EP τg2(x2) · · · τgn(xn)·
d·UgEP ), and since EP τg1(x1)EP lies in Ir by (iii), we conclude EP τg1(x1) · · · τgn(xn)·
d · UgEP ∈ 〈Ir〉EP (DGP⋊τ,rG)EP
.
“(iii) ⇒ (iv)”: We always have “⊆”. To prove “⊇”, take χ ∈ Ω such that χ|IG
P
6= 0.
Then we can find g ∈ G and x ∈ Ir with χ(τg(x)) 6= 0. Thus χ(EP τg(x)EP ) 6= 0.
As EP τg(x)EP lies in Ir by (iii), we conclude χ ∈ Spec Ir.
“(iv) ⇒ (v)”: The inclusion “⊆” is easy to see. The other one (“⊇”) follows from
(iv) and G-invariance of ΩGP \ Spec I
G
P .
“(v) ⇒ (iii)”: We have to show that whenever χ ∈ ΩGP satisfies χ|Ir = 0, then for all
g ∈ G, χ|Epτg(Ir)EP = 0 must hold as well. Take χ such that χ|Ir = 0. If χ(EP ) = 0,
there is nothing to show. Hence we may assume χ(EP ) = 1, i.e. χ ∈ Ω. This means
that χ ∈ Ω \ Spec Ir. By (v), we conclude that χ /∈ Spec (I
G
P ).
It remains to prove that the Toeplitz condition for P ⊆ G implies (iii). Given g ∈ G
with EPλgEP 6= 0, the Toeplitz condition yields p1, q1, . . . , pn, qn ∈ P such that
EPλgEP = V
∗
p1
Vq1 · · · V
∗
pnVqn . Then, for every invariant ideal Ir of Dr, we have
EP τg(Ir)EP = EPλgEP IrEPλ
∗
gEP = Ad (V
∗
p1
Vq1 · · ·V
∗
pnVqn)(Ir) ⊆ Ir
as Ir is invariant. The case EPλgEP = 0 is trivial. 
Remark 7.8. In particular, if P ⊆ G is Toeplitz, then (Ω \ Spec Ir) ·G is closed in
ΩGP .
Now, the same arguments used in the proof of Theorem 5.24 and Theorem 6.1 give
us the following
Proposition 7.9. Assume that J is independent and that P ⊆ G is Toeplitz. Let
Ir be an invariant ideal of Dr, and let I be the corresponding ideal of D such that
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λ(I) = Ir. Then the ideal 〈Ir〉 of C
∗
r (P ) generated by Ir is isomorphic to the full
corner of IGP ⋊τ,r G determined by the characteristic function 1Spec Ir of Spec Ir ⊆
Spec (IGP ), and the ideal 〈I〉 of C
∗
s (P ) generated by I is isomorphic to the full corner
of IGP ⋊τ G given by 1Spec Ir .
Moreover, the following are equivalent:
(iI) 〈I〉C∗s (P ) is nuclear,
(iiI) 〈Ir〉C∗r (P ) is nuclear,
(iiiI) the transformation groupoid Spec (I
G
P )⋊G = ((Spec Ir) ·G)⋊G is amenable.
Either of these conditions implies that λ : 〈I〉C∗s (P ) → 〈Ir〉C∗r (P ) is faithful.
For the corresponding quotients, we have that C∗s (P )/ 〈I〉 is isomorphic to the full
corner of (DGP /I
G
P )⋊τ G
∼= C0(Ω
G
P \Spec (I
G
P ))⋊τ G determined by the characteristic
function 1Ω\Spec Ir of Ω \ Spec Ir ⊆ Ω
G
P \ Spec (I
G
P ). Moreover, if the sequence 0 →
C0(Spec (I
G
P )) ⋊τ,r G → C0(Ω
G
P ) ⋊τ,r G → C0(Ω
G
P \ Spec (I
G
P )) ⋊τ,r G → 0 is exact,
then also C∗r (P )/ 〈Ir〉 is isomorphic to the full corner of (D
G
P /I
G
P )⋊τ,rG
∼= C0(Ω
G
P \
Spec (IGP ))⋊τ,r G associated with 1Ω\Spec Ir , and the following are equivalent:
(iQ) C
∗
s (P )/ 〈I〉 is nuclear,
(iiQ) C
∗
r (P )/ 〈Ir〉 is nuclear,
(iiiQ) the transformation groupoid (Ω
G
P \ Spec (I
G
P ))⋊G = ((Ω \ (Spec Ir)) ·G)⋊G
is amenable;
and either of these conditions implies that λ : C∗s (P )/ 〈I〉 → C
∗
r (P )/ 〈Ir〉 is faithful.
We also mention the following useful consequence:
Lemma 7.10. If P ⊆ G satisfies the Toeplitz condition, then the maps Ir 7→ IGP
and EPJEP ← [ J are mutually inverse, inclusion-preserving bijections between the
sets of invariant ideals of Dr and G-invariant ideals of D
G
P .
Proof. By the Toeplitz condition, we have EP I
G
P EP = Ir. To check (EPJEP )
G
P = J ,
note that EP (J ⋊τ,r G)EP = 〈EPJEP 〉 = EP ((EPJEP )
G
P ⋊τ,r G)EP . As EP is a
full projection in DGP ⋊τ,r G, we conclude that J ⋊τ,r G = (EPJEP )
G
P ⋊τ,r G, hence
J = (EP JEP )
G
P . 
7.2. Invariant spectral subsets. As ideals of Dr correspond to subsets of Ω =
SpecDr, we now describe Ω explicitly in terms of the family of constructible ideals J ,
and we also describe the action of P . This is just an application of our observations
in § 2.3 because of our standing assumption that J is independent.
Let Σ be the set of non-empty J -valued filters as introduced before Corollary 2.9,
equipped with the topology introduced after Corollary 2.9.
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Lemma 7.11. We can identify Ω with Σ via ω : Ω→ Σ, χ 7→ {X ∈ J : χ(EX) = 1}.
For all p ∈ P , the map Σ → Σ, F 7→
{
X: p−1X ∈ F
}
=: pF gives rise to a
homeomorphism Σ ∼= pΣ = {F ∈ Σ: pP ∈ F}. Let p−1 : pΣ → Σ, pF 7→ F be
its inverse. Define σp : C(Σ) → C(Σ), σp(d)(F) = d(p
−1F) if F lies in pΣ and
σp(d)(F) = 0 if F does not lie in pΣ; and σp∗ : C(Σ)→ C(Σ), σp∗(d)(F) = d(pF).
Then the homeomorphism ω : Ω → Σ induces an identification ω∗ : C(Σ) → Dr
such that for every p ∈ P , the diagrams
C(Σ) −−−−→ Dr
σp
y yAd (Vp)
C(Σ) −−−−→ Dr
and
C(Σ) −−−−→ Dr
σp∗
y yAd (V ∗p )
C(Σ) −−−−→ Dr
commute.
Proof. This is straightforward to check. 
Corollary 7.12. An ideal Ir of Dr is invariant if and only if for all p ∈ P , we have
pω(Spec Ir) ⊆ ω(Spec Ir) and p
−1(ω(Spec Ir) ∩ pΣ) ⊆ ω(Spec Ir).
Definition 7.13. A subset C of Σ is called invariant if for all p ∈ P , the conditions
pC ⊆ C and p−1(C ∩ pΣ) ⊆ C are satisfied.
7.3. The boundary action. Finally, let us have a look at the boundary of Ω.
Recall the definition of the boundary ∂Ω from § 2.3.
Definition 7.14. Let Σmax be the set of all J -valued ultrafilters, and let ∂Σ be the
closure Σmax of Σmax in Σ. We set Ωmax = ω
−1(Σmax) and ∂Ω = ω
−1(∂Σ).
We note that this definition is essentially the one from [La1], extended from the case
of quasi-lattice ordered groups to our situation.
Lemma 7.15. ∂Σ is the minimal non-empty closed invariant subset of Σ.
Proof. Choose F ∈ Σmax and take p ∈ P .
We claim pF ∈ Σmax. Assume that there exists F
′ ∈ Σ such that pF ⊆ F ′. Then
pP ∈ F ′ so that F ′ ∈ pΣ. Thus p−1F ′ is an element of Σ such that F = p−1pF ⊆
p−1F ′. As F is maximal, this implies F = p−1F ′. Hence pF = pp−1F ′ = F ′.
Next we claim that p−1F ∈ Σmax if F lies in pΣ. If p
−1F ⊆ F ′ for some F ′ ∈ Σ,
then F = pp−1F ⊆ pF ′ implies F = pF ′ and thus p−1F = p−1pF ′ = F ′.
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Thus we have seen that Σmax is invariant. As ∂Σ is the closure of Σmax, we conclude
that p(∂Σ) ⊆ ∂Σ for all p ∈ P . As we know that pΣ is clopen in Σ, we also deduce
p−1(∂Σ ∩ pΣ) ⊆ ∂Σ. Therefore ∂Σ is invariant.
To prove minimality, let ∅ 6= C be a closed invariant subset of Σ. Take F ∈ C
arbitrary, and choose some Fmax ∈ Σmax. For every X ∈ Fmax, choose x ∈ X
(X 6= ∅). Then xP ∈ xF implies that X lies in xF as xP ⊆ X (X is a right ideal).
Set FX := xF . Ordering elements in Fmax by inclusion (i.e. we set X1 ≥ X2 if
X1 ⊆ X2), we obtain a net (FX)X∈Fmax in C. As Σ is compact (Ω is compact), we
may assume, after passing to a convergent subnet if necessary, that (FX)X converges
to an element Fm of Σ. As C is closed, Fm must lie in C. Moreover, for every
X ∈ Fmax, we have that X
′ ≥ X implies X ∈ FX′ . Thus X lies in Fm. We conclude
Fmax ⊆ Fm, hence by maximality, Fmax = Fm lies in C. Thus ∂Σ = Σmax lies in C,
and we are done. 
As immediate consequences, we obtain
Corollary 7.16. Vr(∂Ω) = {d ∈ Dr: χ(d) = 0 for all χ ∈ ∂Ω} is the maximal in-
variant proper ideal of Dr.
Proof. This is a direct consequence of minimality of ∂Ω and Corollary 7.12. 
Corollary 7.17. If P ⊆ G satisfies the Toeplitz condition, then the G-action on
(∂Ω) ·G is minimal.
Proof. This is a direct consequence of the previous corollary and Lemma 7.10. 
Moreover, we deduce the analogue of [La1], Proposition 4.3:
Corollary 7.18. Given a proper ideal J of C∗r (P ) such that Er(J) ⊆ J , we always
have J ⊆ IndVr(∂Ω).
Proof. As J is a proper ideal of C∗r (P ) and since Er(J) ⊆ J , Er(J) is an invariant
proper ideal of Dr. Thus Er(J) ⊆ Vr(∂Ω). Moreover, for every x ∈ J , we have
Er(x
∗x) ∈ Er(J). Hence every element in J lies in {x ∈ C
∗
r (P ): Er(x
∗x) ∈ Vr(∂Ω)} =
IndVr(∂Ω). 
Using similar ideas as in [La1], we now investigate when the action of G on (∂Ω)·G ⊆
ΩGP is topologically free and a local boundary action (the first notion is introduced
in [Ar-Sp], and the second one is introduced in [La-Sp]).
First of all, we set
G0 :=
{
g ∈ G: (g · P ) ∩X 6= ∅ and (g−1 · P ) ∩X 6= ∅ for all ∅ 6= X ∈ J
}
.
Clearly, G0 =
{
g ∈ G: (g · P ) ∩ (pP ) 6= ∅ and (g−1 · P ) ∩ (pP ) 6= ∅ for all p ∈ P
}
.
Moreover, we have
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Lemma 7.19. G0 is a subgroup of G.
Proof. Take g1, g2 in G0. Then for all ∅ 6= X ∈ J , we have ((g1g2) · P ) ∩ X =
g1 ·((g2 ·P )∩(g
−1
1 ·X)) ⊇ g1 ·((g2 ·P )∩(g
−1
1 ·X))∩(g1 ·P ) = g1 ·((g2 ·P )∩((g
−1
1 ·X)∩P )).
Now (g−11 · X) ∩ P = g
−1
1 · (X ∩ (g1 · P )) 6= ∅. Thus there exists x ∈ P such that
x ∈ (g−11 · X) ∩ P . Hence xP ⊆ (g
−1
1 · X) ∩ P . Thus ∅ 6= g1 · ((g2 · P ) ∩ (xP )) ⊆
((g1g2) · P ) ∩X. 
Proposition 7.20. G acts topologically freely on (∂Ω) · G if and only if G0 acts
topologically freely on (∂Ω) ·G.
Proof. “⇒” is clear. For “⇐”, assume that for e 6= g ∈ G, we have that the fix point
set of (∂Ω) ·G under g has non-empty interior, i.e.
[
Fix(∂Ω)·G(g)
]◦
6= ∅. Thus there
exists an open subset U of (∂Ω) · G such that U ⊆ Fix(∂Ω)·G(g). As ∂Ω = Ωmax,
we deduce (∂Ω) ·G ⊆ Ωmax ·G. Therefore there exists χ ∈ (Ωmax ·G) ∩ U . Choose
h ∈ G such that χh lies in Ωmax.
Now assume that G0 acts topologically freely on (∂Ω) · G. Then for all x ∈ G,
x−1gx cannot lie in G0 as Fix(∂Ω)·G(x
−1gx) = Fix(∂Ω)·G(g) · x
−1. Now take any
X ∈ J such that (χh)(EX ) = 1. Moreover, let x ∈ X. Then x
−1h−1ghx does
not lie in G0. Thus there exists p ∈ P such that ((x
−1h−1ghx) · P ) ∩ (pP ) = ∅ or
((x−1h−1g−1hx) · P ) ∩ (pP ) = ∅. In either case, we choose χX ∈ Ωmax such that
χX(ExpP ) = 1. If ((x
−1h−1ghx) · P ) ∩ (pP ) = ∅, then (xpP ) ∩ ((h−1ghx) · P )) = ∅.
This implies χX(E(h−1ghx)·P ) = 0. Thus χX · (h
−1gh) 6= χX . Similarly, we obtain
from ((x−1h−1g−1hx) · P ) ∩ (pP ) = ∅ that χX · (h
−1g−1h) 6= χX . In any case, we
obtain χX · (h
−1g) 6= χXh
−1, hence χXh
−1 does not lie in Fix(∂Ω)·G(g).
As against that, we have found for all X ∈ ω(χh) a character χX ∈ Ωmax with
χX(EX) = 1. Thus ordering X ∈ ω(χh) by inclusion as in the proof of Lemma 7.15,
we obtain a net (χX)X in Ωmax ⊆ Ω. By passing over to a convergent subnet,
we may assume that limX χX = χ˜ ∈ Ω. Hence χ˜(EX) = 1 for all X ∈ ω(χh).
This implies ω(χh) ⊆ ω(χ˜), hence χ˜ = χh as χh lies in Ωmax. The conclusion is
that limX χXh
−1 = χ. But we have seen χXh
−1 /∈ Fix(∂Ω)·G(g), and we also know
χ ∈
[
Fix(∂Ω)·G(g)
]◦
. This is a contradiction. 
Proposition 7.21. If P is not left reversible, then the G-action on (∂Ω) · G is a
local boundary action in the sense of [La-Sp].
Proof. We have to show that for every non-empty open subset U of (∂Ω) ·G, there
exists an open subset ∆ ⊆ U and an element g ∈ G such that ∆g ( ∆.
Let U be as above. As Ωmax = ∂Ω, we can find χ ∈ Ωmax and h ∈ G such that
χh ∈ U , i.e. χ ∈ (Uh−1) ∩ Ω. As Ω is open in ΩGP , we can find X in J and X1, ...,
Xn in J such that V = {ψ ∈ (∂Ω) ·G: ψ(EX) = 1, ψ(EXi ) = 0 for all 1 ≤ i ≤ n}
is contained in Uh−1 and that χ ∈ V (see (4)). The latter condition means that
χ(EX) = 1 and χ(EXi) = 0 for all 1 ≤ i ≤ n. As χ lies in Ωmax, we conclude that
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for all 1 ≤ i ≤ n, there must be X ′i in J such that χ(EX′i) = 1 and Xi ∩ X
′
i = ∅
(see Remark 2.11). Thus setting X˜ = X ∩ (
⋂n
i=1X
′
i) 6= ∅, we see that for any
ψ ∈ (∂Ω) · G, ψ(EX˜ ) = 1 implies ψ ∈ Uh
−1. Choose x ∈ X˜. As P is not left
reversible, we can find p and q in P such that (pP ) ∩ (qP ) = ∅. Now set ∆′ =
{ψ ∈ (∂Ω) ·G: ψ(ExP ) = 1}. ∆
′ is clopen in (∂Ω) · G. As xP ⊆ X˜, we conclude
that ∆′ ⊆ Uh−1. Set g′ = xp−1x−1 ∈ G. Then ψ′ ∈ ∆′g′ implies that there
exists ψ ∈ (∂Ω) · G such that ψ(ExP ) = 1 and ψ
′ = ψg′. Thus ψ′ ∈ (∂Ω) · G
and ψ′(ExpP ) = ψ(Eg′·(xpP )) = ψ(ExP ) = 1. Thus ψ
′(ExP ) = 1 as xpP ⊆ xP .
Hence ψ′ lies in ∆′. This shows ∆′g′ ⊆ ∆′. But we can now choose ψ′ ∈ ∆′ with
ψ′(ExqP ) = 1. If ψ
′ lies in ∆′g′, then there exists ψ ∈ ∆ such that ψ′ = ψg′. Then
ψ′(ExpP ) = ψ
′(Eg′·(xpP )) = ψ
′(ExP ) = 1. But this contradicts (xqP ) ∩ (xpP ) =
x((qP ) ∩ (pP )) = ∅. Hence ψ′ does not lie in ∆′g′, and we have proven ∆′g′ ( ∆′.
Setting ∆ := ∆′h and g = h−1g′h, we are done. 
Remark 7.22. Proposition 7.21 clarifies the final remark in [La1], where it is
pointed out that the boundary action should be “a boundary action in the sense
generalizing that of [La-Sp]”.
Corollary 7.23. Assume that G is countable, that J is independent and that P ⊆ G
satisfies the Toeplitz condition. Let V (∂Ω) be the ideal of D such that λ(V (∂Ω)) =
Vr(∂Ω).
The boundary quotient C∗s (P )/ 〈V (∂Ω)〉 is a unital UCT Kirchberg algebra if and
only if the following hold:
• P 6= {e},
• G acts amenably on (∂Ω) ·G,
• G0 acts topologically freely on (∂Ω) ·G.
Proof. As G is countable, so is P . Thus C0((∂Ω) ·G)⋊τ G is separable. By Propo-
sition 7.9, C∗s (P )/ 〈V (∂Ω)〉 and C0((∂Ω) · G) ⋊τ G are stably isomorphic. Hence
C∗s (P )/ 〈V (∂Ω)〉 is a Kirchberg algebra if and only if C0((∂Ω) ·G)⋊τ G is a Kirch-
berg algebra. By [Br-Oz], Chapter 5, Theorem 6.18 and the last corollary of [Ar-Sp],
C0((∂Ω) ·G)⋊τ G is nuclear and simple if and only if G acts on (∂Ω) ·G amenably
and topologically freely. Here we have used Corollary 7.17 which tells us that the
G-action on (∂Ω) · G is minimal. Topological freeness of the G-action is equivalent
to topological freeness of the G0-action by Proposition 7.20. To complete our proof,
first observe that clearly, P has to be non-trivial if C0((∂Ω) · G) ⋊τ G is purely
infinite. This settles the implication “⇒”. For the converse, we show that our as-
sumptions that P 6= {e} and that G0 acts topologically freely on (∂Ω) ·G imply that
P is not left reversible: If P were left reversible, i.e. if every non-empty X1, X2 in J
have non-empty intersection, then ∂Ω would consist of only one point, namely the
J -valued ultrafilter J× consisting of all non-empty elements in J . Also, if P were
left reversible, then we would have P ⊆ G0. Since every element in P obviously
leaves J × fixed, and by our assumption that P 6= {e}, we conclude that G0 cannot
act topologically freely on (∂Ω) ·G if P were left reversible. Hence Proposition 7.21
implies that the G-action on (∂Ω) · G is a local boundary action. With the help of
Theorem 9 from [La-Sp], this settles the reverse direction “⇐”. 
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8. Examples
8.1. Quasi-lattice ordered groups. Recall from [Ni1] that a pair (G,P ) consist-
ing of a subsemigroup P of a group G is called quasi-lattice ordered if
(QL0) P ∩ P−1 = {e},
(QL1) for all g ∈ G, the intersection P ∩ (g · P ) is either empty or of the form pP
for some p ∈ P .
As observed in [Cr-La1], § 3 (Remark 8), (QL1) implies
(QL2) For all p, q in P , the intersection (pP )∩ (qP ) is either empty or of the form
rP for some r ∈ P .
In the sequel, we will most of the time only use (QL1) and (QL2).
First of all, we observe that for every such P ⊆ G satisfying (QL2), we have J =
{pP : p ∈ P} ∪ {∅}. In this sense, the ideal structure (or rather the structure of the
constructible right ideals) is very simple. It is immediate that J is independent.
Moreover, P ⊆ G satisfies the Toeplitz condition (compare also [Ni1], § 2.4). Namely,
take g ∈ G. If EPλgEP 6= 0, then there exists p ∈ P such that P ∩ (g · P ) = pP
by (QL1). Thus there is q ∈ P with gq = p, hence g = pq−1. It then follows that
EPλgEP = EP∩(g·P )λpλq−1EP = EpPλpλq−1EP = (EPλpEP )(EPλq−1EP ) = VpV
∗
q .
Therefore, all our results apply.
As mentioned in the introduction, quasi-lattice ordered groups and their semigroup
C*-algebras have been studied intensively, for instance in [Ni1], [Ni2], [La-Rae],
[La1], [E-L-Q], [Cr-La1] and [Cr-La2]. The full semigroup C*-algebras have been
described as semigroup crossed products by endomorphisms in [La-Rae]. Moreover,
both full and reduced semigroup C*-algebras can be described as partial crossed
products of the corresponding groups. This gives yet another description which is
not discussed here, but which is certainly closely related to § 5. The induced ideals
of reduced semigroup C*-algebras have been studied in [Ni1]. The Θi we introduced
in Corollary 6.4 can be viewed as a substitute for the positive definite functions
θi introduced in [Ni1], § 4.5. And the reader will see that for Proposition 7.3, we
have essentially adapted A. Nica’s proof of the proposition in § 6.1 of [Ni1]. The
boundary of the spectrum was introduced in [La1] and studied in [La1], [Cr-La2].
Our discussion of the boundary action in § 7.3 is modelled after [La1] and [Cr-La2].
Before we come to an explicit example, let us first show how the analysis in [La-Rae]
can be extended. Namely, we obtain a strengthening of Proposition 6.6 in [La-Rae]
with essentially the same proof as in [La-Rae]. We point out that the conclusion in
this proposition should read “If G is amenable, then (G,P ) is amenable” (compare
also Remark 17 in [Cr-La1]). Let us start with the following
Proposition 8.1 ([La-Rae], Lemma 4.1 for arbitrary coefficients). Let (G,P ) and
(H,Q) be quasi-lattice ordered. Assume that ϕ : G → H is a group homomorphism
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such that ϕ(P ) ⊆ Q and whenever x, y in P satisfy (xP ) ∩ (yP ) 6= ∅, then
ϕ(x) = ϕ(y)⇔ x = y,(19)
for z ∈ P such that (xP ) ∩ (yP ) = zP , (ϕ(x)Q) ∩ (ϕ(y)Q) = ϕ(z)Q.(20)
Moreoever, let α be a G-action on a C*-algebra A.
Then B := span(
{
ι(a)vxv∗y: a ∈ A;x, y ∈ P with ϕ(x) = ϕ(y)
}
is a sub-C*-algebra
of A⋊aα,s P such that λ(A,P,α)|B : B → A⋊
a
α,r P is faithful.
Proof. Let F ⊆ Q be a finite subset such that whenever f1, f2 in F and f3 in Q
satisfy (f1Q) ∩ (f2Q) = f3Q, then f3 lies in F as well. The set
(21)
{
ι(a)vxv∗y : a ∈ A;x, y ∈ P with ϕ(x) = ϕ(y) ∈ F
}
is obviously *-invariant. Moreover, given ι(a1)vx1v
∗
y1
and ι(a2)vx2v
∗
y2
from this set,
let (y1P ) ∩ (x2P ) = zP with z = y1z1 = y2z2 for some z1, z2 in P . Then
ι(a1)vx1v
∗
y1
ι(a2)vx2v
∗
y2
= ι(a1αx1y−11
(a2))vx1v
∗
y1
vy1v
∗
y1
vx2v
∗
x2︸ ︷︷ ︸
=vzv∗z
vx2v
∗
y2
= ι(a1αx1y−11
(a2))vx1z1v
∗
y2z2
.
Since ϕ(x1z1) = ϕ(y1z1) = ϕ(z) = ϕ(x2z2) = ϕ(y2z2) lies in F by (20), we have seen
that (21) is multiplicatively closed. Hence
BF := span(
{
ι(a)vxv∗y : a ∈ A;x, y ∈ P with ϕ(x) = ϕ(y) ∈ F
}
is a sub-C*-algebra of A ⋊aα,s P . As we can write B =
⋃
F BF , we see that B is a
sub-C*-algebra of A⋊aα,s P . Moreover, it suffices to prove faithfulness of λ(A,P,α) on
BF for every F . Let us first take F = {s} and consider the representation λ(A,P,α)
of B{s} restricted to H ⊗ ℓ
2(P ∩ ϕ−1({s})) ⊆ H ⊗ ℓ2(P ). Take ι(a)vxv∗y ∈ B{s}.
For z ∈ ϕ−1({s}), either z /∈ yP which implies a(α|P )(IH ⊗ VxV
∗
y )(ξ ⊗ εz) = 0
for all ξ ∈ H, or z lies in yP . In the latter case, (zP ) ∩ (yP ) 6= ∅ implies, since
ϕ(z) = ϕ(y) = s that z = y. Thus a(α|P )(IH ⊗ VxV
∗
y )(ξ ⊗ εz) = δy,z(α
−1
x (a)ξ) ⊗ εx.
This means that we have a commutative diagram
A⊗max K(ℓ
2(P ∩ ϕ−1({s}))) −−−−→ A⊗min K(ℓ
2(P ∩ ϕ−1({s})))y ⊆y
B{s}
λ(A,P,α)
−−−−−→ L(H⊗ ℓ2(P ∩ ϕ−1({s})))
where the left vertical arrow sends A ⊗max K(ℓ
2(P ∩ ϕ−1({s}))) ∋ a ⊗ ex,y to
αx(a)vxv∗y ∈ B{s}. The upper horizontal arrow is the canonical homomorphism
which is an isomorphism as the algebra of compact operators is nuclear. Thus
λ(A,P,α) is faithful on B{s}.
To go from B{s} to BF , just proceed as in the proof of Lemma 4.1 in [La-Rae]. 
Corollary 8.2 (Proposition 6.6 of [La-Rae] revisited). Assume that under the hy-
pothesis of the previous proposition, the group H is amenable. Then for every
(A,G,α) with A unital, the canonical homomorphism λ(A,P,α) : A⋊
a
α,sP → A⋊
a
α,rP
is an isomorphism.
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Proof. By [La-Rae], Proposition 6.1, we have a coaction A⋊aα,sP → (A⋊
a
α,sP )⊗max
C∗(H) sending ι(a)vx to ι(a)vx ⊗ uϕ(x). Here we used that A⋊
a
α P
∼= A⋊aα,s P (see
[Li2], § 3.1) and the crossed product description of A⋊aα P from [Li2], Lemma 2.15.
Thus, as explained in [La-Rae] after Definition 6.3, there exists a conditional expec-
tation Ψδ : A ⋊
a
α,s P → B sending ι(a)vxv
∗
y to δϕ(x),ϕ(y)ι(a)vxv
∗
y . And by [La-Rae],
Lemma 6.5, this conditional expectation Ψδ is faithful if H is amenable. Now let
E
(A,P,α)
r : A⋊aα,rP → A⊗Dr be the canonical faithful conditional expectation. Then
it is straightforward to see that E
(A,P,α)
r ◦λ(A,P,α) = E
(A,P,α)
r ◦(λ(A,P,α)|B)◦Ψδ. As the
right hand side is faithful by the previous proposition, λ(A,P,α) must be faithful. 
Combining this with Theorem 6.1 (see also Remark 6.3), and using Proposition 19
of [Cr-La1], we obtain
Corollary 8.3. Let (G,P ) be a quasi-lattice ordered group which admits a map ϕ
as in Proposition 8.1 such that H is amenable. Then C∗s (P ) (
∼= C∗r (P )) is nuclear.
In particular, if (G,P ) is the graph product of a family of quasi-lattice orders whose
underlying groups are amenable, then C∗s (P ) (
∼= C∗r (P )) is nuclear.
8.2. Yet another description of Cuntz algebras. To give an explicit example,
consider for n ≥ 2 the semigroup N∗n0 , the n-fold free product of the natural numbers.
Let p1, ..., pn be the canonical generators of N
∗n
0 . The semigroup N
∗n
0 sits inside
the free group Fn in a canonical way. This is an example of a quasi-lattice ordered
group. It is due to [Ni1].
Let us now describe Ω and ∂Ω. As J = {pN∗n0 : p ∈ N
∗n
0 } ∪ {∅}, Ω can be identified
with the set of all, finite or infinite, (reduced) words in the generators p1, ..., pn.
Note that we do not allow inverses of the pi in these words. The topology is the
usual restricted product topology. Moreover, the boundary ∂Ω is precisely the closed
subset of all infinite words. Ω \ (∂Ω) is then given by the open subset of all finite
words. The semigroup N∗n0 acts by shifting from the left. The corresponding group
action of Fn is given as follows: Ω · Fn is given by Fn ∪ (∂Fn)+ where (∂Fn)+ is the
set of all infinite words which in reduced form only contain finitely many inverses
of the generators p1, ..., pn. The topology is obtained by restricting the canonical
one from Fn ∪ (∂Fn). The free group Fn acts by left translations. Moreover, the
boundary (∂Ω) · Fn is given by (∂Fn)+.
Let us now turn to the corresponding C*-algebras. Since Fn acts amenably on
Ω ·Fn = Fn ∪ (∂Fn)+ (this can be proven for instance as in [Br-Oz], Chapter 5, § 1),
we do not have to distinguish between full and reduced versions. From the definition,
it is clear that C∗(N∗n0 ) is the universal C*-algebra generated by n isometries v1, ...,
vn whose range projections are orthogonal. Therefore C
∗(N∗n0 ) is nothing else but
the canonical extension of the Cuntz algebra On. Moreover, it is not difficult to see
that IndV (∂Ω) = 〈V (∂Ω)〉 is the ideal of C∗(N∗n0 ) generated by the defect projection
1 −
∑n
i=1 viv
∗
i . Therefore the boundary quotient C
∗(N∗n0 )/ 〈V (∂Ω)〉 is canonically
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isomorphic to On. Passing over to the group crossed products, we obtain
C∗(N∗n0 ) ∼M C0(Fn ∪ (∂Fn)+)⋊ Fn,
〈V (∂Ω)〉 ∼M C0(Fn)⋊ Fn ∼= K(ℓ
2(Fn)),
C∗(N∗n0 )/ 〈V (∂Ω)〉 ∼M C0((∂Fn)+)⋊ Fn.
The last line gives a description of On as an ordinary group crossed product by Fn
up to Morita equivalence.
Moreover, the group G0 from Proposition 7.20 is the trivial group in this particular
case. Hence Corollary 7.23 says that C∗(N∗n0 )/ 〈V (∂Ω)〉 is a (unital) UCT Kirchberg
algebra. Of course, since we have already observed C∗(N∗n0 )/ 〈V (∂Ω)〉
∼= On, this is
not surprising. The point we would like to make is that we did not use anything
we already knew about On to prove all this. So in a way, we have obtained an
independent proof of the fact that On is a UCT Kirchberg algebra (though one
has to admit that the proof of pure infiniteness in [La-Sp] is really just the original
argument of J. Cuntz).
A similar analysis for the free product N∗∞0 of countably infinitely many copies of
the natural numbers yields that C∗(N∗∞0 )
∼= O∞ is a UCT Kirchberg algebra. In
this case, the boundary is everything (i.e. Ω = ∂Ω) as observed in Remark 3.9 of
[La1].
8.3. Left Ore semigroups. Another class of examples is given by left Ore semi-
groups. Recall that a semigroup P is left Ore if and only if it can be embedded
into a group G such that G = P−1P . For a left Ore semigroup P with envelop-
ing group G = P−1P , P ⊆ G always satisfies the Toeplitz condition. Namely,
take g ∈ G and write g = p−1q for p, q in P . Then EPλgEP = EPλp−1λqEP =
(EPλp−1EP )(EPλqEP ) = V
∗
p Vq. However, it is not clear whether J is always inde-
pendent. So we have to assume this.
We remark that setting J ′ := {∩ni=1piP : n ∈ Z≥1, pi ∈ P} ∪ {∅}, we have J ={
q−1X: q ∈ P,X ∈ J ′
}
. Thus independence of J is equivalent to independence of
J ′. Moreover, in the construction of full semigroup C*-algebras, it actually suffices
to consider J ′ instead of J . This is why in [Li1], only this smaller family J ′ of right
ideals is considered.
Concrete examples of left Ore semigroups are for instance listed in [La2]. Let us
briefly discuss the case of ax + b-semigroups. Given an integral domain R 6= {0},
we form the semidirect product R ⋊ R×, where R× = R \ {0} acts on the additive
group (R,+) by left multiplication. This semigroup is left Ore and its enveloping
group of left quotients is given by Q(R)⋊Q(R)×, where Q(R) is the quotient field
of R. In the case where R is the ring of integers in a number field, the semigroup
C*-algebra of R⋊R× has been studied intensively in [C-D-L].
Let us now assume that R ⋊ R× satisfies the condition that J is independent. We
then observe that since Q(R)⋊Q(R)× is solvable, the semigroup C*-algebra C∗(R⋊
R×) is nuclear, and full and reduced versions coincide. The boundary quotient of
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C∗(R ⋊ R×) is canonically isomorphic to the ring C*-algebra A[R] introduced in
[Li1] (compare also [Sun1], [Sun2] for concrete examples). Moreover, in this case,
the group G0 from Proposition 7.20 coincides with the group of invertible elements
in R ⋊ R×, i.e. G0 = R ⋊ R
∗ where R∗ is the group of units of R. If R is not a
field, then it is easy to see that R ⋊ R∗ acts topologically freely on (∂Ω) · G. And
by our assumption that R 6= {0}, R ⋊ R× is not trivial. Therefore, we can again
apply Corollary 7.23 and deduce that the boundary quotient of C∗(R ⋊ R×) is a
UCT Kirchberg algebra. As this boundary quotient is nothing else but A[R], we
have reproven [Li1], Corollary 8 (for F = ∅).
9. Open questions and future research
Of course, one obvious question is how restrictive our assumptions are. It would
be interesting to see which semigroups have independent constructible right ideals,
and when the Toeplitz condition is satisfied. Is there an intrinsic characterization
in terms of the semigroup when a semigroup embeds into a group such that the
Toeplitz condition holds? In this context, it would certainly be desirable to study
more examples.
In this paper, we have only considered the case of subsemigroups of groups, and one
might wonder what to do in the general case of left cancellative semigroups. Recent
work in [Nor] and also our results in § 5.2 and § 5.3 suggest that one should look at
left inverse hulls.
One could also try to interprete our results in terms of geometric group theory:
Given a subsemigroup P of a group G, what is the relationship between nuclearity
of the semigroup C*-algebra(s) of P and exactness of G? Of course, it would be
necessary to impose conditions on P ⊆ G. Otherwise, one could take the trivial
subsemigroup, and the corresponding semigroup C*-algebra is always nuclear. This
just reflects the fact that every group acts amenably on itself. But if one asks for
the condition that P generates G, the problem of relating nuclearity of C∗s (P ) and
exactness of G maybe becomes more interesting.
Our main result on nuclearity of semigroup C*-algebras tells us that nuclearity
implies faithfulness of the left regular representation. A natural question would be:
What about the converse?
One could also study semigroup C*-algebras and their ideals and quotients from the
perspective of classification. An interesting question in this context would be which
UCT Kirchberg algebras arise as the boundary quotients of semigroup C*-algebras.
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