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HOLOMORPHIC QUADRATIC DIFFERENTIALS DUAL TO
FENCHEL-NIELSEN COORDINATES
NADINE GROSSE AND MELANIE RUPFLIN
Abstract. We discuss bases of the space of holomorphic quadratic differentials that are
dual to the differentials of Fenchel-Nielsen coordinates and hence appear naturally when
considering functions on the set of hyperbolic metrics which are invariant under pull-back by
diffeomorphisms, such as eigenvalues of the Laplacian. The precise estimates derived in the
current paper form the basis for the proof of the sharp eigenvalue estimates on degenerating
surfaces obtained in [2].
1. Introduction and results
Let M be a closed oriented surface of genus γ ≥ 2 (always assumed to be connected) and let
M−1 be the set of smooth hyperbolic metrics onM . We recall that the tangent space to TgM−1
splits orthogonally
TgM−1 = {LXg,X ∈ Γ(TM)} ⊕H(g)
into the directions generated by the pull-back by diffeomorphisms and the horizontal space
H(g) = Re (H(M, g)), which is given by the real part of the complex vector space
H(M, g) := {Ψ | holomorphic quadratic differentials on (M, g)}
whose (complex) dimension is 3(γ − 1).
In the present paper we analyse bases of H(g) which appear naturally if one studies functions
f : M−1 → R that are defined in terms of geometric properties of (M, g), such as eigenvalues of
differential operators on (M, g), as such functions are of course invariant under the pull-back
by diffeomorphisms. It is natural to view any such f as a function of the Fenchel-Nielsen
coordinates {ℓj, ψj} of (M, g) whose definition we recall below. The derivatives of such a
function with respect to the Fenchel-Nielsen coordinates are then determined in terms of the
L2-gradient of f , which is itself an element of H(g) as the above splitting is orthogonal, and
the dual bases {Λj ,Ψj} to the differentials of the Fenchel-Nielsen coordinates that we consider
in the present paper.
To formulate our results, we first recall that any hyperbolic surface (M, g) can be decom-
posed into pairs of pants by cutting along a family {σj}
3(γ−1)
j=1 of pairwise disjoint simple closed
geodesics and that the metric on a pair of pants is uniquely determined (up to pull-back by
diffeomorphisms) by the lengths of its three boundary curves. Keeping track of how the decom-
posing geodesics were chosen, the hyperbolic metric g onM is hence determined (up to pull-back
by diffeomorphisms) by the Fenchel-Nielsen coordinates {ℓj, ψj}
3(γ−1)
j=1 , consisting of the length
coordinates ℓj = Lg(σ
j) of the geodesics along which we cut, and the twist coordinates ψj
which describe how the pairs of pants are glued together along σj .
We then note that for a function f : M−1 → R as considered above the derivatives of f with
respect to the Fenchel-Nielsen coordinates are given by
(1.1)
∂f
∂ℓj
= 〈∇f,ReΛj〉 and
∂f
∂ψj
= 〈∇f,ReΨj〉
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where Ψj ,Λj of H(M, g) are the elements of H(M, g) that are dual to the (real differentials of
the) Fenchel-Nielsen coordinates ψj , ℓj in the sense that for every i, j
(1.2) dℓj(Re (Λ
i)) = δij = dψj(Re (Ψ
i)) and dψj(Re (Λ
i)) = 0 = dℓj(Re (Ψ
i)).
Here and in the following dℓj : TgM−1 → R is given by dℓj(k) =
d
dε |ε=0Lgε(σ
j(ε)) where gε is
a smooth curve of metrics in M−1 so that ∂ε|ε=0gε = k and σ
j(ε) is the unique simple closed
geodesic in (M, gε) homotopic to σ
j , with dψj defined in the same way.
The main results of this paper, i.e. Theorem 1.2 and 1.3, yield precise estimates on this dual
basis of H(g). In situation where the L2-gradient of f is known, e.g. in the case of simple
eigenvalues of the Laplacian compare [2, Lemma 2.4], such estimates can be combined with
properties of ∇f to study the dependences of f on the geometry of (M, g). In particular, the
results we prove in the current paper play a crucial role in our proof of sharp estimates on the
principal eigenvalue on degenerating hyperbolic surfaces in [2].
Before we turn to our analysis of {Λj,Ψj}, it is useful to first consider a related basis ofH(M, g)
which is dual to the complex differentials of the length coordinates
∂ℓj : H(M, g)→ C,
which were introduced in [8, Remark 4.1] and [11] as follows: We view H(M, g) as real vec-
tor space with complex structure J and identify H(M, g) with a subspace of TgM−1 via the
isomorphism Φ 7→ Re (Φ) and define
(1.3) ∂ℓj(Φ) :=
1
2
(
dℓj(Φ)− idℓj(JΦ)
)
As [11, Theorem 3.7] assures that Υ 7→ (∂ℓ1, . . . , ∂ℓ3(γ−1)) is an isomorphism from H(M, g) to
C3(γ−1), we may consider the corresponding dual basis {Θj} of H(M, g), and the corresponding
renormalised basis {Ωj}, which are characterised by
(1.4) ∂ℓj(Θ
i) = δij , respectively Ω
j := −
Θj
‖Θj‖L2(M,g)
.
Proposition 1.1. Let (M, g) be any closed oriented hyperbolic surface of genus γ ≥ 2 and let
E = {σ1, . . . , σ3(γ−1)} be any set of simple closed geodesics that decompose (M, g) into pairs of
pants and let η ∈ (0, arsinh(1)) and L¯ <∞ be so that
E contains all simple closed geodesics σ of (M, g) of length Lg(σ) ≤ 2η(1.5)
and
Lg(σ) ≤ L¯ for every σ ∈ E.(1.6)
Then, there exist constants C and ε1 > 0 that depend only on the genus, η and L¯ so that for
every j = 1, . . . , 3(γ − 1), the elements {Ωj}
3(γ−1)
j=1 defined in (1.4) above, satisfy
‖Ωj‖L∞(M\C(σj),g) + ‖Ω
j − b0(Ω
j ,C(σj))dz2‖L∞(C(σj),g) ≤ Cℓ
3/2
j ,(1.7)
1− Cℓ3j ≤ b0(Ω
j ,C(σj))‖dz2‖L2(C(σj),g) ≤ 1,(1.8)
|〈Ωi,Ωj〉L2(M,g)| ≤ Cℓ
3/2
i ℓ
3/2
j for every i 6= j(1.9)
as well as
(1.10) b0(Ω
j ,C(σj))‖dz2‖L2(C(σj),g) ≥ ε1 > 0.
Here C(σj) ⊂M denotes the collar around the geodesic σj , cf. Lemma A.1, and b0(·,C(σ
j))dz2
denotes the principal part of the Fourier expansion (2.4) on the collar C(σj).
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We remark that bases of the space of holomorphic quadratic differentials which are related to
Fenchel-Nielsen and other choices of coordinates on Teichmu¨ller space have been considered by
many authors and we refer in particular to the works of Masur [4], Yamada [16, 17], Wolpert
[11, 12, 13, 14, 15] and the recent work of Mazzeo-Swoboda [5] and the references therein for an
overview of existing results. For the present work a comparison with the paper [11, 12, 14, 15]
of Wolpert, the work [4] of Masur and the previous joint work [8] of Topping and the second
author is particularly relevant. The above Proposition 1.1 can be seen as an analogue of
Wolpert’s Theorem 8 and Corollary 9 of [15], see also [14, Lemma 3.12], on the behaviour of
a gradient basis, but in the setting of dual bases. To be more precise, in [15, Corollary 9], see
also [14, Lemma 3.12], Wolpert proves error estimates for the elements grad ℓj which represent
the gradient of the length functionals dℓj, i.e. are characterised by dℓj(k) = 〈grad ℓj, k〉 for
any k ∈ H(g) = Re (H(M, g)), which have the same optimal order of errors as our estimates
(amounting to error rates of O(ℓ
3/2
j ) when elements are normalised to have unit L
2-norm). The
motivation of the current paper is not to improve or reprove results on such gradient bases,
which have been very influential in the study of Teichmu¨ller space, but rather to develop the
relevant results for dual bases, first for the complex differentials ∂ℓj and then, more importantly,
for the real differentals (dℓj , dψj).
We stress that it is control on dual bases, rather than gradient bases, that is essential for the
applications that motivate the present paper, namely studying the dependence of functions,
such as eigenvalues, on the Fenchel-Nielsen coordinates, compare (1.1) and see [2] for a first
instance of such an application.
We also remark that while we could have tried to derive bounds on the dual basis from bounds on
the corresponding gradient basis as obtained in [14, 15], any such proof would require quantative
control on the inverse of the matrix formed by all the inner products 〈grad ℓj, grad ℓk〉 of the
elements of the gradient basis and, as we shall explain further in Remark 2.5, obtaining the
necessary control on this inverse is essentially equivalent to the main step of our proof of
Proposition 1.1. We instead base our proof of Proposition 1.1 on the results obtained in the
joint work [8] of Topping and the second author that we recall in Lemma 2.1 below, where
the above estimates were proven for elements of the corresponding dual basis Ω˜1, . . . , Ω˜k of
(ker(∂ℓ1, . . . , ∂ℓk))
⊥, for σ1, . . . , σj the geodesics of (M, g) whose length is no more than a
sufficiently small constant. We also note that while some dual bases of coordinates had already
been considered by Masur, the results of [4] do not yield the quantitative control on the dual
basis that is needed in applications such as [2].
We note that Proposition 1.1 implies in particular that for every δ > 0 there exists Cδ =
C(δ, η, L¯, γ) so that
(1.11) ‖Ωj‖L∞(δ-thick(M,g)) ≤ Cδℓ
3/2
j while ‖Ω
j‖L∞(M,g) ≤ Cℓ
−1/2
j ,
see [8] for the analogue results on the Ω˜j . Here we note that the second inequality in (1.11) is
obtained by combining the fact that ‖dz2‖L∞(C(σj)) ≤ Cℓ
−2
j ≤ Cℓ
−1/2
j ‖dz
2‖L2(C(σj)), compare
(A.4) and (A.5), with (1.7) and (1.8).
We also remark that the lower bound (1.10) is equivalent to an upper bound for the elements
Θj of the original dual basis of ‖Θj‖L2(M,g) ≤ Cℓ
− 12
j , compare Lemma 2.9, and hence that
(1.12) ‖Θj‖L∞(δ-thick(M,g)) ≤ Cδℓj .
We now turn back to the analysis of the elements {Λj,Ψj} which are dual to the real differentials
of Fenchel-Nielsen coordinates and hence appear when considering the dependence of functions
on Fenchel-Nielsen coordinates. We first remark that while by definition dℓj(
1
2ReΘ
i) = δij =
dℓj(ReΛ
i) for every 1 ≤ i, j ≤ 3(γ−1), compare also (2.8) and (2.10), the elements 12ReΘ
i will
in general not leave the twist coordinates invariant and hence not agree with ReΛi. However,
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we shall see that the difference between these elements is only of order O(ℓj) = ‖Λ
j‖L2 ·O(ℓ
3/2
j ),
so that we also obtain error estimates such as the analogue of (1.7) with this sharp error rate
for the elements Λj. To be more precise, we will show
Theorem 1.2. Let (M, g) be any closed oriented hyperbolic surface of genus γ and let E =
{σ1, . . . , σ3(γ−1)} be any decomposing set of simple closed geodesics. Then there exists a constant
C that depends only on the genus and the numbers η ∈ (0, arsinh(1)) and L¯ < ∞ for which
(1.5) and (1.6) are satisfied so that the elements Λj which induce only a change of the length
coordinate ℓj as specified in (1.2) are given by
Λj = 12Θ
j +
∑
k
i · cjkΩ
k
for coefficients cjk ∈ R which satisfy
(1.13) |cjk| ≤ Cℓjℓ
3/2
k for every j, k = 1, . . . , 3(γ − 1).
In particular
(1.14) ‖Λj − 12Θ
j‖L∞(M,g) ≤ Cℓj .
For the elements Ψj that generate only a Dehn-twist we recall that Wolpert’s length-twist
duality [11, Theorem 2.10] establishes that Ψj can be written in terms of the gradient of the
corresponding length coordinate, which would give one route to obtain error estimates on these
elements, by using the bounds on the grad ℓj proven in [14]. In applications, in particular to
the study of eigenvalues as carried out in [2], it is however very useful to be able to characterise
the Ψj in terms of the dual basis Ωj respectively Θj, as the principal parts of the Θj are
determined explicitly, namely b0(Θ
j ,C(σi)) = −δij
ℓj
π2 , compare (2.10), and as this dual basis
appears explicitly in the characterisation of the L2-gradient of small eigenvalues on degenerating
surfaces, with Theorem 2.5 of [2] e.g. establishing that
∇λ ∼
1
8πλ
Re (Θ1)
on surfaces with one degenerating disconnecting closed geodesic, compare also Lemma 2.9. We
will hence furthermore prove
Theorem 1.3. Let (M, g) be any closed oriented hyperbolic surface of genus γ and let E =
{σ1, . . . , σ3(γ−1)} be any decomposing set of simple closed geodesics. Then there exists a constant
C that depends only on the genus and the numbers η ∈ (0, arsinh(1)) and L¯ < ∞ for which
(1.5) and (1.6) are satisfied so that the elements Ψj which generate Dehn-twists as described in
(1.2) are given by
(1.15)
Ψj
‖Ψj‖L2(M,g)
= −aj iΩ
j + i
∑
k 6=j
cjkΩ
k for some aj ∈ R
+, cjk ∈ R
for coefficients
(1.16) |cjk| ≤ Cℓ
3/2
k ℓ
3/2
j and |1− aj | ≤ Cℓ
3
j ,
in particular
(1.17) ‖ Ψ
j
‖Ψj‖L2(M,g)
+ iΩj‖L∞(M,g) ≤ Cℓ
3/2
j ,
where furthermore ∣∣∣‖Ψj‖L2(M,g) − 8π‖dz2‖−1L2(C(σj),g)
∣∣∣ ≤ Cℓ9/2j .(1.18)
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2. Proofs of the results
In this section we prove our main results: In Section 2.1 we prove the properties of the dual
basis {Θj} of {∂ℓj} stated in Proposition 1.1. Section 2.3 is then concerned with the analysis
of the elements Ψj which generate Dehn-twists and hence the proof of Theorem 1.3, while the
properties of the elements Λj which induce a change of only the length coordinates are analysed
in Section 2.4, where we prove Theorem 1.2. Before that we recall well-known properties and
results of holomorphic quadratic differentials that are used throughout the proofs of our main
results.
2.1. Preliminaries: Properties of holomorphic quadratic differentials.
Before we begin with the proofs of our main results, we recall some standard properties of
holomorphic quadratic differentials as well as results on H(M, g) from the joint works [7, 8] and
[9] of Topping (respectively Topping, Zhu) and the second author that we will use later on. We
note that alternatively we could also use other bases of H(M, g), such as the gradient basis of
the length coordinates considered by Wolpert in [12, 14], as basis of our work.
We recall that a quadratic differential is a complex tensor Ψ which is given in local isothermal
coordinates (x, y) as Ψ = ψ ·dz2, z = x+iy. Here ψ is a complex function which for elements of
H(M, g) is furthermore asked to be holomorphic. Using the normalisation that |dz2|g = 2ρ
−2
for g = ρ2(dx2+ dy2) we may write the (hermitian) L2-inner product on the space of quadratic
differentials locally as
(2.1) 〈Ψ,Φ〉L2 =
ˆ
ψ · φ¯|dz2|2gdvg = 4
ˆ
ψ · φ¯ρ−2dxdy.
In particular
(2.2) 〈Re (Ψ),Re (Φ)〉L2(M,g) =
1
2Re 〈Ψ,Φ〉L2(M,g),
where here and in the following we use the standard abuse of notation that all L2 inner-products,
be it of quadratic differentials as in (2.1) or of real (0, 2) tensors as in (2.2), are denoted by the
same notation 〈·, ·〉L2 .
We also recall that this relation implies that the projection PHg from the space of symmetric real
(0, 2)-tensors onto H(g) = Re (H(M, g)) and the projection PHg from the space of L
2-quadratic
differentials onto H(M, g) are related by
PHg (Re (Φ)) = Re (P
H
g (Φ)).
We furthermore recall from [8, Proposition 4.10] that for any quadratic differential Υ
(2.3) ‖PHg (Υ)‖L1(M,g) ≤ C‖Υ‖L1(M,g)
for a constant C that depends only on the genus.
Let now C(σ) be a collar around a simple closed geodesic σ in (M, g) described by the Collar
lemma A.1 of Keen-Randol that we recall in the appendix. We we will often use that on C(σ)
we may represent any Υ ∈ H(M, g) by its Fourier series in collar coordinates (s, θ)
(2.4) Υ =
∞∑
n=−∞
bn(Υ)e
n(s+iθ)dz2, bn(Υ) = bn(Υ,C(σ)) ∈ C, z = s+ iθ
and that on C(σ) we may split Υ orthogonally into its principal part b0(Υ)dz
2 and its collar
decay part Υ− b0(Υ)dz
2. Hence, for any Υ,Ψ ∈ H(M, g)
(2.5) 〈Υ,Ψ〉L2(C(σ)) = b0(Υ) · b0(Ψ)‖dz
2‖2L2(C(σ)) + 〈Υ,Ψ− b0(Ψ)dz
2〉L2(C(σ)),
where here and in the following we sometimes abbreviate b0(Ψ) = b0(Ψ,C(σ)) respectively
bi0(Υ) = b0(Υ,C(σ
i)) if it is clear from the context that we work on a fixed collar respectively
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on collars around a fixed collection {σi} of simple closed geodesics. We will also use the
convention that norms over C(σ) are always computed with respect to the hyperbolic metric
g = ρ2(ds2 + dθ2).
We recall that for every δ > 0 we may bound an arbitrary element Υ ∈ H(M, g) by
(2.6) ‖Υ‖L∞(δ-thick(M,g)) ≤ Cδ‖Υ‖L2(M,g),
where Cδ depends on δ and the genus. Indeed, [10, Lemma 2.6] ensures that (2.6) holds true
for Cδ = Cδ
−1/2, C depending only on the genus, and indeed also with the L∞-norm on the
left hand side replaced by the Ck-norm (then with C depending additionally on k).
We also recall that the collar regions around disjoint geodesics are disjoint, that the arsinh(1)
thin part of a hyperbolic surface is always contained in the union of the collars around the
simple closed geodesics of length less than 2arsinh(1), that such geodesics are always disjoint
and that their number is no more than 3(γ − 1).
If {σ1, . . . , σk} is the set of all simple closed geodesics of (M, g) of length no more than some
constant 2η < 2arsinh(1) we hence have that, as observed in [9, Lemma 2.4],
(2.7) ‖w‖L∞(M,g) ≤ Cη‖w‖L1(M,g)
for all elements w ∈ Wη := {Υ ∈ H(M, g) : b0(Υ,C(σ
j)) = 0, 1 ≤ j ≤ k}. Here and in
the following all constants are allowed to depend on the genus in addition to the indicated
dependences unless explicitly said otherwise.
We also recall the well-known fact that along a curve (g(t))t of hyperbolic metrics with g(0) = g
and ∂tg(0) = ReΥ for Υ ∈ H(M, g) the evolution of the length ℓ(t) of the simple closed geodesic
σt ⊂ (M, g(t)) homotopic to σ0 is given by
(2.8) ddt ℓ = −
2π2
ℓ Re (b0(Υ,C(σ0))) at t = 0,
see e.g. [8, Remark 4.12] or [11]. So, as observed in [8, Remark 4.1], if we select any k disjoint
simple closed geodesics σj in (M, g) we have
(2.9) ker(∂ℓ1, . . . , ∂ℓk) = {Υ ∈ H(M, g) : b
j
0(Υ) = b0(Υ,C(σ
j)) = 0 for j = 1, . . . , k},
where ∂ℓj is defined as in (1.3) and thus given by
(2.10) ∂ℓj(Υ) =
1
2 (−
2π2
ℓj
Re (bj0(Υ)) + i
2π2
ℓj
Re (bj0(iΥ))) = −
π2
ℓj
bj0(Υ).
In particular for {σ1, . . . , σk} chosen as above as the set of geodesics of length ≤ 2η we have
that Wη = ker(∂ℓ1, . . . , ∂ℓk) and recall that as a consequence of [11, Theorem 3.7],
codim(Wη) = codim(ker(∂ℓ1, . . . , ∂ℓk)) = k,
see also [9] for an alternative proof in case that η is sufficiently small.
The fine properties of the elements of W⊥η , η small, were analysed in [8] and we shall use
in particular the following version of [8, Lemma 4.5], compare [14, Lemma 3.12] for a closely
related result on the corresponding gradient basis.
Lemma 2.1. [Contents of [8, Lemma 4.5]] For any genus γ ≥ 2 there exists a number η1 ∈
(0, arsinh(1)) so that for every η¯ ∈ (0, η1] the following holds true for a constant C that depends
only on η¯ and the genus:
Let (M, g) be a closed oriented hyperbolic surface of genus γ and let {σ1, . . . , σk} be the set of
all simple closed geodesics in (M, g) of length no more than 2η¯. Define
W = Wη¯ := {Υ ∈ H(M, g) | ∂ℓj(Υ) = 0, j = 1, . . . , k},
∂ℓj the differentials of the length coordinates associated to σ
j, compare (1.3).
Then there exists a (unique) basis Ω˜1, . . . , Ω˜k of W⊥, normalised by ‖Ω˜j‖L2(M,g) = 1, so that
b0(Ω˜
j ,C(σi)) = 0 for i 6= j while b0(Ω˜
j ,C(σj)) ∈ R+
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and each Ω˜j is concentrated essentially only on the corresponding collar in the sense that
‖Ω˜j‖L∞(M\C(σj),g) + ‖Ω˜
j − b0(Ω˜
j ,C(σj))dz2‖L∞(C(σj),g) ≤ Cℓ
3/2
j(2.11)
and
1− Cℓ3j ≤ b0(Ω˜
j ,C(σj))‖dz2‖L2(C(σj),g) ≤ 1.(2.12)
Furthermore, the Ω˜j’s are nearly orthogonal in the sense that for i 6= j
|〈Ω˜i, Ω˜j〉L2(M,g)| ≤ Cℓ
3/2
i ℓ
3/2
j(2.13)
and satisfy
(2.14) ‖Ω˜j‖L∞(M,g) ≤ Cℓ
−1/2
j with ‖Ω˜
j‖L∞(δ-thick(M,g)) ≤ Cδℓ
3/2
j
for any δ > 0, where Cδ depends on δ, η¯ and the genus.
We can view the Ω˜j as renormalisations Ω˜j = − Θ˜
j
‖Θ˜j‖L2(M,g)
of the dual basis {Θ˜j} of W⊥ to
{∂ℓj}, i.e. of the elements
(2.15) Θ˜j ∈ W⊥ for which δji = ∂ℓi(Θ˜
j) = −π
2
ℓj
b0(Θ˜
j ,C(σi)).
Remark 2.2. After possibly reducing η1 = η1(γ), we obtain that in the setting of Lemma 2.1
(2.16) b0(Ω˜
j ,C(σj))‖dz2‖L2(C(σj),g) ≥
1
2 for every j = 1, . . . , k
and in the following we shall always use Lemma 2.1 for η1 = η1(γ) chosen in this way.
Proof of Remark 2.2. Let η0 = η0(γ) be a number for which Lemma 2.1 holds true. Given a
hyperbolic surface (M, g) we let {σ1, . . . , σk} be the set of geodesics of length no more than 2η0,
without loss of generality assumed to be ordered by increasing length, and denote by Ω¯1, . . . , Ω¯k
the basis of W⊥η0 obtained in that lemma. Let now η¯ ∈ (0, η1] for a number η1 ≤ η0 that is to be
determined and let k1 ≤ k be so that the set of geodesics of length 2η¯ or less is {σ
1, . . . , σk1}
and let Ω˜1, . . . , Ω˜k1 be the basis of Wη¯ from Lemma 2.1. We note that while the Ω˜
j satisfy
all of the estimates stated in Lemma 2.1 the constants C in these estimates depend on η¯ so
that we cannot directly conclude that (2.12) implies (2.16) for sufficiently small η1. Instead we
apply (2.12) to the corresponding elements Ω¯1, . . . , Ω¯k1 of the basis of Wη0 , as this allows us to
conclude that
(2.17) bj0(Ω¯
j)‖dz2‖L2(C(σj)) ≥ 1− Cη0 · η
3/2
1 ≥
1
2
provided η1 = η1(γ) is chosen sufficiently small (as η0, and hence Cη0 is fixed). The elements
Ω˜j of W⊥η¯ are now obtained from Ω¯
j as
Ω˜j =
Ω¯j − P
Wη¯
g (Ω¯j)
‖Ω¯j − P
Wη¯
g (Ω¯j)‖L2(M,g)
.
As bj0(P
Wη
g (Ω¯j)) = 0, while of course ‖Ω¯j −P
Wη¯
g (Ω¯j)‖L2(M,g) ≤ ‖Ω¯
j‖L2(M,g) = 1 we hence have
that bj0(Ω˜
j) ≥ bj0(Ω¯
j) and the claim (2.16) follows from (2.17). 
Combining this remark with (A.6) and the explicit formula (2.15) for the principal part of Θ˜j
on C(σj), this remark implies in particular that
‖Θ˜j‖L2(M,g) ≤ Cℓj‖dz
2‖L2(C(σj)) ≤ Cℓ
−1/2
j .
Using additionally that the principal and collar decay parts are L2-orthogonal, compare (2.5),
we can obtain a far more refined bound on ‖Θ˜j‖2L2 as a direct consequence of the above result
from [8], while the expression for ‖dz2‖L1 from (A.4) furthermore gives a bound on the L
1-norm
of Θ˜j. To be more precise, we have
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Corollary 2.3. In the setting of Lemma 2.1 the elements Θ˜j characterised by (2.15) satisfy∣∣‖Θ˜j‖L2(M,g) − ℓjπ2 ‖dz2‖L2(C(σj),g)∣∣ ≤ Cℓ5/2j and ∣∣‖Θ˜j‖L1(M,g) − 8π∣∣ ≤ Cℓj .
2.2. Proof of Proposition 1.1 on the dual basis {Θj}
3(γ−1)
j=1 to ∂ℓj:
Let (M, g) be a closed oriented surface of genus γ, let E = {σi}
3(γ−1)
i=1 be a decomposing collection
of simple closed geodesics in a hyperbolic surface (M, g), i.e. a collection of disjoint geodesics
which decomposes (M, g) into pairs of pants. Let {Θj}
3(γ−1)
j=1 be the basis of H(M, g) which is
dual to {∂ℓj}
3(γ−1)
j=1 of H(M, g). In this section we want to derive the estimates on Θ
j and the
corresponding renormalised elements Ωj stated in Proposition 1.1. The key step in this proof
is to show the following Lemma 2.4 which allows us to bound the principal parts of Ωj on the
corresponding collar. In the last part of the present section we will then combine this lemma
with the results from [8] that we recalled in Section 2.1 to give the proof of Proposition 1.1.
Lemma 2.4. Let (M, g) be a closed oriented hyperbolic surface of genus γ and let E =
{σ1, . . . , σ3(γ−1)} be a decomposing collection of disjoint simple closed geodesics and let η ∈
(0, arsinh(1)) and L¯ <∞ be so that (1.5) and (1.6) are satisfied. Then for any number ℓ0 > 0
there exists a constant ε0 > 0 depending on ℓ0, η, L¯ and the genus γ such that the elements Ω
j
characterised by (1.4) satisfy
b0(Ω
j ,C(σj)) ≥ ε0 for every j for which Lg(σ
j) ≥ ℓ0.
We note that the sharp rate for the dependence of ε0 on ℓ0 is ε0 = C(η, L¯, γ)ℓ
3/2
0 , but that we
shall not need this since the main purpose of the above lemma is to control the principal parts
of elements Ωj corresponding to geodesics σj which are not very short.
We note that as Ωj and Θj are related by (2.26) a lower bound on the principal part of Ωj is
equivalent to an upper bound on the L2-norm of the element Θj of the dual basis, with the
above result implying in particular that
‖Θj‖L2 ≤ C(η, L¯, γ, ℓ0) for j so that L(σ
j) ≥ ℓ0.
Remark 2.5. If one would instead want to prove Proposition 1.1 based on Wolpert’s estimates
on the gradient basis grad ℓj from [14, 15], respectively its complex analogue θσj considered
in [12], the main step in the proof would be to prove quantitative estimates on the inverse of
the matrix formed by the inner products 〈θσj , θσk〉 or equivalently on the inverse of the matrix
〈grad ℓj, grad ℓk〉. These inner products are well controlled if at least one of the geodesics σ
j
and σk is short, with the results of [12, 14, 15] yielding that 0 < 〈
grad ℓj
‖grad ℓj‖L2
, grad ℓk‖grad ℓk‖L2
〉−δik ≤
Cℓ
3/2
j ℓ
3/2
k . However this estimate does not yield sufficient information on the inner products of
elements corresponding to geodesics whose length is of order 1 to be able to derive quantitative
bounds on the inverse matrix, as it would e.g. allow for two elements grad ℓj,k corresponding
to two different, not too short, geodesics to be close to linear dependent.
We note that a bound on the inverse of this matrix is equivalent to a bound on the inner
products of the elements of the dual bases. Thus also for this alternative route of proof based
on results from [15] the main step would be to obtain suitable upper bounds on the norms of
the elements of the dual spaces (in particular of those that correspond to geodesics that have
length of order one) and hence to prove Lemma 2.4.
The proof of this lemma is based in particular on the following result from [9]:
Lemma 2.6. [Contents of [9, Lemma 2.4]] Let (M, gi) be a sequence of closed oriented hyper-
bolic surfaces that degenerate to a punctured (possibly disconnected) hyperbolic surface (Σ, g∞)
by collapsing k geodesics σji ⊂ (M, gi), j ∈ {1, . . . , k} as described by the differential geometric
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version of the Deligne-Mumford compactness theorem, compare e.g. [8, Proposition A.3]. Then
Wi := {Υ ∈ H(M, gi) | b0(Υ,C(σ
j
i )) = 0, j = 1, . . . , k}(2.18)
converge to space H(Σ, g∞) of integrable holomorphic quadratic differentials on (Σ, g∞) in the
following sense:
There exists a sequence {wji }
3(γ−1)−k
j=1 of orthonormal bases of Wi and an orthonormal basis
{wj∞}
3(γ−1)−k
j=1 of H(Σ, g∞) so that for every j ∈ {1, , . . . , 3(γ − 1)− k}
f∗i w
j
i → w
j
∞ in C
∞
loc(Σ, g∞) as i→∞,
where fi : Σ → M \ ∪
k
j=1σ
j
i are the diffeomorphisms from the Deligne-Mumford compactness
theorem for which f∗i gi → g∞ in C
∞
loc(Σ, g∞).
The above lemma implies in particular:
Corollary 2.7. In the setting of Lemma 2.6 the following holds true. For any element Ω∞ ∈
H(Σ, g∞) there exists a sequence Ωi ∈Wi ⊂ H(M, gi) with
‖Ωi‖L2(M,gi) = ‖Ω∞‖L2(Σ,g∞) so that f
∗
i Ωi → Ω∞ in C
∞
loc(Σ, g∞).
Conversely, any sequence of elements Ωi ∈ Wi ⊂ H(M, gi) with ‖Ωi‖L2(M,gi) = 1 has a subse-
quence so that f∗i Ωi converges in C
∞
loc(Σ, g∞) to some Ω∞ ∈ H(Σ, g∞) with ‖Ω∞‖L2(Σ,g∞) = 1.
The proof of this corollary immediately follows by writing a given element Ω∞ ∈ H(Σ, g∞) in the
form Ω∞ =
∑3(γ−1)−k
j=1 ajw
j
∞ and considering the corresponding sequence Ωi =
∑3(γ−1)−k
j=1 ajw
j
i
respectively, for the second part of the Corollary, by writing a sequence Ωi in the form Ωi =∑3(γ−1)−k
j=1 a
i
jw
j
i and passing to a subsequence for which the coefficients (a
i
j)i converge.
To prove Lemma 2.4 we will furthermore need
Lemma 2.8. In the setting of Lemma 2.6 the following holds true. Let σ∞ ⊂ (Σ, g∞) be
a simple closed geodesic and let σi be the (unique) simple closed geodesic in (M, gi) which is
homotopic to (fi)∗σ∞ ⊂M . Then for any sequence Ωi ∈Wi for which
(2.19) f∗i Ωi → Ω∞ in C
∞
loc(Σ) as i→∞
we have
b0(Ωi,C(σi))→ b0(Ω∞,C(σ∞)) as i→∞.
Proof of Lemma 2.8. We prove this lemma in two steps, first using the local smooth convergence
of the metrics to obtain C1-convergence of the geodesics σ˜i = f
∗
i σi ⊂ (Σ, f
∗
i gi) to σ∞ and then
in a second step using the relation (2.8) between the change of the length coordinate dℓ(Re (Ω))
and the principal part Re (b0(Ω)) on the corresponding collar. We furthermore remark that it
suffices to prove the convergence of the real parts Re (b0(Ωi)) as we may replace Ωi by iΩi.
To begin with we note that there is a compact subset K ⊂ Σ whose interior contains both
the simple closed geodesic σ∞ ⊂ (Σ, g∞) as well as the simple closed geodesics σ˜i = f
∗
i σi ⊂
(Σ, f∗i gi), for i sufficiently large. Such a set can for example be obtained by setting K =
δ-thick(Σ, g∞) for δ <
1
2arsinh(1) chosen so that the length of the shortest simple closed geodesic
in (Σ, g∞) is at least 4δ. This choice of δ ensures that 2δ-thin(Σ, g∞) is contained in the union
of the collar neighbourhoods around the punctures, so the uniform convergence of the metrics
on K assures that for i sufficiently large
δ-thin(Σ, g∞) ⊂
⋃
j
f∗i (C(σ
j
i ) \ σ
j
i ),
where C(σji ) are the collars around the collapsing geodesics σ
j
i in (M, gi) and where we recall
that fi is a diffeomorphism from Σ to M \ (
⋃
j σ
j
i ). Since the collar neighbourhoods of disjoint
simple closed geodesics are disjoint, this ensures that σ˜i ⊂ C(σ˜i) ⊂ int(K).
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As the metrics converge smoothly in K this allows us to obtain parametrisations γi : S
1 →
σ˜i ⊂ (Σ, f
∗
i gi) (proportional to arc length) that converge in C
1(Σ, g∞) to a parametrisation γ∞
of σ∞ by a standard argument: convergence of the injectivity radii ensures that σ˜i → σ∞ in
Hausdorff-distance (that may e.g. be computed w.r.t. g∞). Then using the geodesic equation
we note that if the tangent vector γ′i(θ1) were not close to the tangent vector at a nearby point
on γ∞ then for some c > 0 the point γi(θ1+ c) could not be close to σ∞. Appealing once more
to the geodesic equation this then yields the desired C1-convergence.
We now recall that along a curve of metrics g(t) that evolves by ∂tg(0) = ReΩ for some
Ω ∈ H(M, g(0)), the evolution of the length Lg(t)(σ(t)) of the simple closed geodesic σ(t) in
(M, g(t)) that is homotopic to σ = σ(0) is determined by (2.8). As the geodesic σ minimises
length in its homotopy class, we have that
d
dt
|t=0Lg(t)(σ(t)) =
d
dt
Lg(t)(σ(0)),
compare [8, Rem. 4.11], so the principal part of a holomorphic quadratic differential Ω ∈
H(M, g = g(0)) can be determined by
Re (b0(Ω,C(σ))) = −
Lg(σ)
2π2
d
dt
|t=0Lg+tRe (Ω)(σ).
In the context of the lemma we thus find that
(2.20)
|Re
(
b0(Ωi,C(σi))− b0(Ω∞,C(σ∞))
)
|
=
∣∣∣∣ 12π2 (ℓi · ddtLf∗i (gi+tRe (Ωi))(f∗i σi)− ℓ∞ · ddtLg∞+tRe (Ω∞)(σ∞))
∣∣∣∣
≤ C · |ℓi − ℓ∞| · |
d
dtLgi+tRe (Ωi)(σi)|
+ C
∣∣ d
dt
(
Lf∗i (gi+tRe (Ωi))(f
∗
i σi)− Lf∗i (gi+tRe (Ωi))(σ∞)
)∣∣
+ C
∣∣ d
dt
(
Lf∗i (gi+tRe (Ωi))(σ∞)− Lg∞+tRe (Ω∞)(σ∞)
)∣∣
= I + II + III
where we remark that the real parts of holomorphic quadratic differentials need to be computed
with respect to the corresponding conformal structure, where we write for short ℓi := Lgi(σi)→
ℓ∞ := Lg∞(σ∞) > 0, and where derivatives with respect to t are to be evaluated in t = 0.
The first term is bounded by
I ≤ C · |ℓi − ℓ∞| ·
|b0(Ωi,C(σi))|
ℓi
≤ C · |ℓi − ℓ∞| · ℓ
1/2
i · ‖f
∗
i Ωi‖L2(K,f∗i gi) → 0,
compare (A.8).
To bound the third term in (2.20) we remark that the convergence of the metrics implies
that |γ′∞|f∗i gi → |γ
′
∞|g∞ =
ℓ∞
2π > 0. For i sufficiently large we may thus use (2.19) and the
convergence of the conformal structures to conclude that
III = C
∣∣∣∣
ˆ
S1
Re (f∗i Ωi)(γ
′
∞, γ
′
∞)
|γ′∞|f∗i gi
−
Re (Ω∞)(γ
′
∞, γ
′
∞)
|γ′∞|g∞
∣∣∣∣
≤ C‖Re (f∗i Ωi)− Re (Ω∞)‖L∞(K) + C‖f
∗
i gi − g∞‖L∞(K) · ‖f
∗
i Ωi‖L∞(K) → 0
as i→∞. Similarly, we may bound the second term in (2.20) by
II ≤ C · ‖γi − γ∞‖C1(K) · ‖Re (f
∗
i Ωi)‖C1(K) → 0
where we may compute the norms with respect to any of the equivalent metrics, say w.r.t. g∞.
Combined we thus obtain the claim of the lemma. 
Based on the above results we can now give the
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Proof of Lemma 2.4. We argue by contradiction. So let us assume that there exist positive
numbers L¯, η and ℓ0 and a sequence of closed hyperbolic surfaces (M, gi) together with de-
composing collections Ei = {σ
1
i , . . . , σ
3(γ−1)
i } of simple closed geodesics which satisfy (1.5) and
(1.6) for L¯ and η so that, after reordering the geodesics if necessary,
Lgi(σ
3(γ−1)
i ) ≥ ℓ0 but b0(Ω
3(γ−1)
i ,C(σ
3(γ−1)
i ))→ 0
for the renormalised elements Ωji = −Θ
j
i‖Θ
j
i‖
−1
L2(M,gi)
of the dual bases {Θji}
3(γ−1)
j=1 of H(M, gi)
corresponding to Ei, compare (1.4).
After passing to a subsequence, and if necessary relabelling the geodesics {σji }
3(γ−1)−1
j=1 , we may
assume by the Deligne-Mumford compactness theorem, see e.g. [3, Prop. 5.1] or [8, Prop. A.3],
that (M, gi) converges to a (possibly punctured and disconnected) hyperbolic surface by collaps-
ing the k ∈ {0, . . . , 3(γ−1)−1} geodesics σji , j = 1, . . . , k. We note that in the above description
only geodesics that are contained in Ei can collapse since each Ei satisfies assumption (1.5) for
some fixed η > 0.
By construction b0(Ω
3(γ−1)
i ,C(σ
j
i )) = 0 for all j < 3(γ − 1), in particular for j = 1, . . . , k, so
Ω
3(γ−1)
i is an element of the space Wi defined in (2.18). By Corollary 2.7 we may thus pass to
a subsequence to obtain that
f∗i Ω
3(γ−1)
i → Ω∞ in C
∞
loc(Σ, g∞) for some Ω∞ ∈ H(Σ, g∞) with ‖Ω∞‖L2(Σ,g∞) = 1.
We recall that since the simple closed geodesics σk+1i , . . . , σ
3(γ−1)
i are disjoint from the collars
C(σji ), j = 1, . . . , k, we may choose a compact subset K ⊂ Σ as in the proof of Lemma 2.8 so
that for i sufficiently large
σ˜ji := f
∗
i σ
j
i ⊂ K for every j = k + 1, . . . , 3(γ − 1).
Since the metrics f∗i gi converge smoothly to g∞ onK we obtain from (1.6) that for i sufficiently
large also Lg∞(σ˜
j
i ) ≤ L¯ + 1 for each k + 1 ≤ j ≤ 3(γ − 1). As there are only finitely many
homotopy classes of closed curves in (Σ, g∞) which have a representative of length no more
than L¯ + 1, we may thus pass to a further subsequence in a way that ensures that for each
j = k+1, . . . , 3(γ− 1) the curves σ˜ji , i ∈ N, are homotopic to each other. We denote the simple
closed geodesic in (Σ, g∞) that belongs to this homotopy class [σ˜
j
i ] by σ
j
∞ and remark that
{σj∞}
3(γ−1)
j=k+1 decomposes (Σ, g∞) into pairs of pants.
We recall that b0(Ω
3(γ−1)
i ,C(σ
3(γ−1)
i )) → 0 while by definition b0(Ω
3(γ−1)
i ,C(σ
j
i )) = 0 for j ≤
3(γ − 1)− 1. Hence Lemma 2.8 implies that
(2.21) b0(Ω∞,C(σ
j
∞)) = lim
i→∞
b0(Ω
3(γ−1)
i ,C(σ
j
i )) = 0
for the whole decomposing collection {σj∞}
3(γ−1)
j=k+1 of (Σ, g∞).
However, as the map Υ 7→ (∂ℓk+1, . . . , ∂ℓ3(γ−1)) is an isomorphism fromH(Σ, g∞) to C
3(γ−1)−k,
compare [11, Theorem 3.7] and Remark 2.12, while (2.10) and (2.21) imply that the image of
Ω∞ under this map is zero, we obtain that Ω∞ ≡ 0 in contradiction to ‖Ω∞‖L2(Σ,g∞) = 1. 
In order to prove Proposition 1.1, we now want to use Lemma 2.4 to relate the elements of the
full dual basis {Ωj} of H(M, g) to the basis {Ω˜j} of ker(∂ℓ1, . . . , ∂ℓk) for which the results of
[8] that we recalled in Lemma 2.1 already establish precisely the type of bounds that we wish
to prove for Ωj .
Lemma 2.9. Let (M, g), E and η be as in Proposition 1.1, where we can assume that E is
ordered so that the simple closed geodesics of length no more than 2η¯ := 2min(η, η1), η1 as in
Lemma 2.1 and Remark 2.2, are given by σ1, . . . , σk, k ∈ {0, . . . , 3(γ − 1)}. Let furthermore
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{Ω˜j}kj=1 respectively {Θ˜
j}kj=1 be the bases of ker(∂ℓ1, . . . , ∂ℓk)
⊥ from Lemma 2.1 respectively
Corollary 2.3 and let {Ωj}
3(γ−1)
j=1 and {Θ
j}
3(γ−1)
j=1 be the bases of H(M, g) characterised by (1.4).
Then the following claims hold true for a constant C that depends only on the genus and the
numbers η, L¯ from (1.5) and (1.6):
For every j = 1, . . . , 3(γ − 1)
(2.22) ‖Θj‖L2(M,g) ≤ Cℓ
−1/2
j
while for j = 1, . . . , k furthermore Θj ∼ Θ˜j and Ωj ∼ Ω˜j in the sense that
(2.23) Θj = Θ˜j + vj for some vj ∈ ker(∂ℓ1, . . . , ∂ℓk) with ‖v
j‖L∞(M,g) ≤ Cℓj ,
respectively
(2.24) Ωj = ajΩ˜
j + wj for some aj ∈ R
+ and wj ∈ ker(∂ℓ1, . . . , ∂ℓk)
for which
(2.25) |1− aj | ≤ Cℓ
3
j while ‖w
j‖L∞(M,g) ≤ Cℓ
3/2
j .
We note that the upper bound (2.22) on the dual basis is equivalent to a lower bound (2.30)
on the principal part of the Ωj , since Θj and Ωj are related by
(2.26) Θj = −
ℓj
π2b0(Ωj ,C(σj))
Ωj ,
as bj0(Θ
j) =
ℓj
π2 , compare (2.10). We also remark that proving such a lower bound on b
j
0(Ω
j)
can be seen to be equivalent to establishing bounds on the inverse of the isomorphism
(2.27) H(M, g) ∋ Υ 7→
(
∂ℓ1(Υ), . . . , ∂ℓ3(γ−1)(Υ)
)
∈ C3(γ−1).
Proof of Lemma 2.9. We will first prove the claims (2.24) and (2.25) on Ωj , j = 1, . . . , k, then
establish that (2.22) holds true (for any j) and finally combine these two parts of the lemma to
derive (2.23).
So let j ∈ {1, . . . , k} and hence ℓj ≤ 2η¯, which allows us to apply the results of [8] on the
corresponding elements Ω˜j and Θ˜j which we recalled in Lemma 2.1 and Corollary 2.3, as well as
Remark 2.2. As {Ωj}
3(γ−1)
j=1 is a basis of H(M, g), we can write each such Ω˜
j =
∑3(γ−1)
i=1 d
j
iΩ
i for
complex coefficients dji which we claim must be so that d
j
j ∈ R
+ while dij = 0 for i ∈ {1, . . . , k}
with i 6= j: Indeed the first property follows since the principal parts of Ωj and Ω˜j on C(σj) are
both positive while b0(Ω
i,C(σj)) = 0 for every i 6= j, while the second property follows since
for i ∈ {1, . . . , k} with i 6= j the only element in the above expression whose principal part on
C(σi) is non-zero is Ωi.
We may thus write each Ωj , j = 1, . . . , k, in the form
(2.28) Ωj = aj ·
[
Ω˜j +
3(γ−1)∑
m=k+1
cjmΩ
m
]
for some aj ∈ R
+ and cjm ∈ C,
and we claim that
(2.29) |1− aj | ≤ Cℓ
3
j while |c
j
m| ≤ Cℓ
3/2
j , m ∈ {k + 1, . . . , 3(γ − 1)}.
As Ωm ∈ ker(∂ℓ1, . . . , ∂ℓk), m ≥ k + 1, and hence, by (2.7), ‖Ω
m‖L∞(M,g) ≤ Cη‖Ω
m‖L1(M,g) ≤
Cη‖Ω
m‖L2(M,g)Area(M, g)
1/2 ≤ C(η, γ), this will imply the two claims (2.24) and (2.25) about
Ωj made in the lemma.
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To prove the claimed estimate on cjm we compare the principal parts in (2.28) on C(σ
m), m ≥
k+1: since b0(Ω
i,C(σm)) = 0 for i 6= m, while, by Lemma 2.4, b0(Ω
m,C(σm)) ≥ ε0(η¯, γ, L¯) > 0,
we may use (A.9) to bound
|cjm| =
∣∣∣∣∣ b0(Ω˜
j ,C(σm))
b0(Ωm,C(σm))
∣∣∣∣∣ ≤ C|b0(Ω˜j ,C(σm))| ≤ C‖Ω˜j‖L2(C(σm)) ≤ C‖Ω˜j‖L2(M\C(σj)) ≤ Cℓ3/2j ,
where the fact that collars around disjoint geodesics are disjoint is used in the penultimate step
(recall that j < m), while estimate (2.11) of Lemma 2.1 is used in the last step.
Having thus established the bound on cjm claimed in (2.29) we now turn to the analysis of aj
which is characterised by aj =
b0(Ω
j ,C(σj))
b0(Ω˜j ,C(σj))
∈ R+. Using (2.16) we obtain an initial bound of
aj =
b0(Ω
j ,C(σj))
b0(Ω˜j ,C(σj))
≤ 2b0(Ω
j ,C(σj))‖dz2‖L2(C(σj)) ≤ 2‖Ω
j‖L2(M,g) = 2.
To obtain the more precise bound on aj claimed in (2.29) we first remark that the elements
Ωm, m ≥ k+1, are almost orthogonal to Ω˜j. To be more precise, since b0(Ω
m,C(σj)) = 0 while
Ω˜j is essentially given by b0(Ω˜
j ,C(σj))dz2, compare (2.11), we may use (2.5) to write
|〈Ω˜j ,Ωm〉L2(M,g)| = |〈Ω˜
j − b0(Ω˜
j ,C(σj))dz2,Ωm〉L2(C(σj)) + 〈Ω˜
j ,Ωm〉L2(M\C(σj))|
≤ C‖Ω˜j − b0(Ω˜
j ,C(σj))dz2‖L∞(C(σj)) + C‖Ω˜
j‖L∞(M\C(σj))
≤ Cℓ
3/2
j .
Comparing the norms of the two sides of (2.28), we may hence conclude that indeed
|1− a2j | =
∣∣∣‖Ωj‖2L2(M,g) − ‖ajΩ˜j‖2L2(M,g)∣∣∣
≤ 2|aj|
∑
m
|cjm||〈Ω˜
j ,Ωm〉L2(M,g)|+ |aj |
2‖
∑
m
cjmΩ
m‖2L2(M,g) ≤ Cℓ
3
j ,
as claimed, which completes the proof of the claims (2.24) and (2.25) on Ωj .
We now turn to the proof of (2.22), which we recall is the only estimate that we need to prove
for all j ∈ {1, . . . , 3(γ − 1)} rather then just for those j for which ℓj ≤ 2η¯. To this end we first
choose ℓ0 ∈ (0, 2η¯) small enough so that (2.29) ensures that if ℓj ≤ ℓ0 (and hence in particular
j ≤ k) then aj ≥
1
2 . For such indices we hence obtain from Remark 2.2 and Lemma 2.1 that
(2.30) bj0(Ω
j)‖dz2‖L2(C(σj)) ≥ ǫ1
holds true for any ε1 ≤
1
4 , while Lemma 2.4 ensures that this bound holds true for any other
j ∈ {1, . . . , 3(γ − 1)} for a constant ε1 that depends only on the genus, η and L¯.
As Θj is related to Ωj by (2.26) we hence obtain the desired upper bound on ‖Θj‖L2 from
‖Θj‖L2(M,g) ≤
ℓj · ‖dz
2‖L2(C(σj))
π2b0(Ωj ,C(σj)) · ‖dz2‖L2(C(σj))
≤ Cℓj‖dz
2‖L2(C(σj)) ≤ Cℓ
−1/2
j .
To complete the proof of the lemma it now remains to show that Θj = −‖Θj‖L2Ω
j , j ≤ k,
is described by (2.23). Multiplying the expression (2.24) for Ωj that we have already proven
with −‖Θj‖L2, and using that Ω˜
j is a real multiple of Θ˜j , allows us to write Θj = cjΘ˜
j + vj
for some cj ∈ R, later shown to be cj = 1, and vj = −‖Θ
j‖L2wj . The claimed bound on
‖wj‖L∞ hence follows from (2.25) and the fact that ‖Θ
j‖L2 ≤ Cℓ
− 12
j . We finally recall that by
definition ∂ℓj(Θ
j) = ∂ℓj(Θ˜
j) = 1 and thus, by (2.10), b0(Θ˜
j ,C(σj)) = −
ℓj
π2 = b0(Θ
j ,C(σj)),
while vj ∈ ker(ℓj) and thus b0(v
j ,C(σj)) = 0. Hence the leading coefficient cj must indeed be
identically 1. 
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Proposition 1.1 now follows by a short argument that combines the results from [8] on Ω˜j that
we recalled in Lemma 2.1 with Lemma 2.9.
Proof of Proposition 1.1. To begin with we recall that the upper bound in (1.8) is trivially
satisfied as ‖Ωj‖L2(M,g) = 1, compare (A.7), and that we have already established (1.10) in the
above proof of Lemma 2.9, compare (2.30).
In case that ℓj ≥ 2η¯, for η¯ as in Lemma 2.9, the lower bound on the principal part in (1.8) is
trivially satisfied if C is chosen sufficiently large and also (1.7) is trivially satisfied thanks to
(2.7).
On the other hand, for indices with ℓj ≤ 2η¯, the claim (1.7) is a direct consequence of the
corresponding bound (2.11) for Ω˜j and the relations (2.24) and (2.25) between Ωj and Ω˜j and
the lower bound of (1.8) follows from (2.12) as b0(Ω
j ,C(σj)) = ajb0(Ω˜
j ,C(σj)) with aj satifying
(2.25).
Finally, to estimate the inner products, we combine (2.5) with the bounds from (1.7) to obtain
that for i 6= j
|〈Ωi,Ωj〉L2(M,g)| ≤ ‖Ω
i − b0(Ω
i,C(σi))dz2‖L∞(C(σi))‖Ω
j‖L1(C(σi))
+ ‖Ωj − b0(Ω
j ,C(σj))dz2‖L∞(C(σj))‖Ω
i‖L1(C(σj))
+ ‖Ωi‖L2(M\C(σi))‖Ω
j‖L2(M\C(σj))
≤Cℓ
3/2
i ℓ
3/2
j . 
From Proposition 1.1 we also obtain the following useful estimates for the bases {Ωj} and {Θj}:
Remark 2.10. The uniform lower bound on the principal parts (1.10), together with (2.5),
implies in particular that the estimate
‖
∑
cjΩ
j‖2L2(M,g) ≥ ε
2
1 ·
∑
|cj |
2 for all cj ∈ C
holds true for the same constant ε1 > 0 for which also (1.10) holds true. Combining (1.8) and
(1.10) with (A.4), (A.5) and (A.6) furthermore implies that
(2.31) cℓ
3/2
j ≤ b
j
0(Ω
j) ≤ Cℓ
3/2
j
for some c = c(η, L¯, γ) > 0 and C = C(L¯). Finally we remark that the analogue of the estimates
from Corollary 2.3 remain valid for the Θj , namely, combining (2.31) and (1.7) with (2.5) gives
|‖Θj‖2L2(M,g)−
ℓ2j
π4 ‖dz
2‖2L2(C(σj))| ≤ Cℓ
2
j , which, when combined with the expression for ‖dz
2‖L2
from (A.4), yields
(2.32) |‖Θj‖2L2(M,g) −
32π
ℓj
| ≤ Cℓ2j .
In addition, it is useful to observe that for the elements Ω˜j considered in [8] we obtain:
Remark 2.11. As we may extend an arbitrary collection {σ1, . . . , σk} of disjoint simple closed
geodesics to a collection which decomposes (M, g) into pairs of pants which satisfies (1.6) for
some L¯ = L¯(γ,maxj=1,...,k(Lg(σ
j))), compare [3, Theorem 3.7], it is now easy to prove that
Lemma 2.1 remains valid also without the smallness assumption on the ℓj ’s and with constants
that depend only on the numbers L¯ and η for which (1.5) and (1.6) are satisfied and as usual
the genus γ. In particular, for any such collection a uniform lower bound of
(2.33) bj0(Ω˜
j)‖dz2‖L2(C(σj)) ≥ ε˜1
holds true for a constant ε˜1 that depends only on γ, η and L¯.
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This final remark is easily derived by combining the estimates on the full dual basis Ωj
of H(M, g) corresponding to the above extended set of geodesics with the fact that Ω˜j =
Ωj−PWg (Ω
j)
‖Ωj−PWg (Ω
j)‖L2(M,g)
, as elements of W = ker(∂ℓ1, . . . , ∂ℓk) have zero principal part on C(σ
j),
which, combined with (1.10), yields ε1 ≤ b
j
0(Ω
j)‖dz2‖L2(C(σj)) ≤ ‖Ω
j − PWg (Ω
j)‖L2(M,g) ≤ 1.
2.3. Proof of Theorem 1.3 on the elements of H representing Dehn-twist.
Before we begin to prove our main result, Theorem 1.3, on the elements of H which generate
only Dehn-twists we note that a non-horizontal curve of hyperbolic metrics g(t) which moves
only by Dehn-twists around a given geodesic σj can be explicitly be constructed as follows: Let
C(σj) be the collar region around σj which we recall is disjoint from the collars around all other
geodesics which are disjoint from σj . We can then cut the collar off from the surface, twist it
by angle t and glue it back into the surface using the same gluing map.
The twisting on the collar can be obtained by pulling back the metric on this collar (not on the
whole surface) with a diffeomorphism that is given in collar coordinates, compare Lemma A.1,
by
ft : C(σ
j)→ C(σj), ft(s, θ) = (s, θ + tξ(s))
where we choose ξ such that ξ ≡ ± 12 for s near ±X(ℓj). Thus near the ends of the collars we
just carry out a rotation by a fixed angle ± 12 t so we can glue the collar back to the rest of the
surface and thus obtain a metric whose twist coordinate ψj has increased by t. This results in
a smooth curve of complete hyperbolic metrics (g(t))t with g(0) = g which evolves by
∂tg(0) = k
j =
{
0 on M \ C(σj)
ξ′(s)ρ2(s)(ds⊗ dθ + dθ ⊗ ds) on C(σj).
We note that we can equivalently view kj as the real part of the quadratic (but not holomorphic)
differential Kj which is supported on C(σj) and there given in collar coordinates by
Kj = −iξ′(s)ρ2(s) (ds + idθ)2.
We now recall that neither the length nor the twist coordinates of a metric can be changed
by pulling back the metric with a diffeomorphism that is homotopic to the identity (and of
course defined on all of M as opposed to the ft above). Hence the horizontal part P
H
g (K
j) of
∂tg(0) = Re (K
j) = LXg +Re (Ψ
j) induces the same Dehn-twist as Kj, so we can characterise
the element Ψj of H(M, g) that we analyse in the present section by
Ψj = PHg (K
j).
We note that since Re (Ψj) leaves the length coordinates invariant, we have, by (2.8), that
(2.34) Re (b0(Ψ
j ,C(σi))) = 0 for every i = 1, . . . , 3(γ − 1),
while the above expression for Ψj furthermore implies that for every Υ ∈ H(M, g)
〈Υ,Ψj〉 = 〈Υ,Kj〉 = ib0(Υ,C(σ
j))
ˆ
C(σj)
ρ2ξ′|dz2|2gdvg = 8πib0(Υ,C(σ
j))(2.35)
since the other Fourier modes are orthogonal to dz2 on every circle {s} × S1, in particular
Ψj ⊥ ker(∂ℓj). We note that these properties of Ψ
j could alternatively be derived based on the
length-twist duality of Wolpert [11, Section 3].
Remark 2.12. We note that the above expression and properties of the elements inducing
Dehn-twists allow for a short proof of the fact that the map (2.27) is an isomorphism, both in
the setting of closed hyperbolic surfaces as considered in [11, Thm. 3.7] and also for punctured
hyperbolic surfaces as considered in the proof of Lemma 2.4 above.
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Proof of Theorem 1.3. As Ψj ⊥ ker(∂ℓj) = span{Ω
i}i6=j, we may write
(2.36)
Ψj
‖Ψj‖L2(M,g)
= −aj · i(Ω
j − P ker ∂ℓjg (Ω
j)),
where we note that aj ∈ R
+ since bj0(Ψ
j) = b0(Ψ
j ,C(σj)) ∈ iR−, compare (2.35), while b
j
0(Υ) =
0 for Υ ∈ ker(∂ℓj). Clearly also |aj | ≥ 1 as the element on the left hand side has norm
1 ≥ ‖Ωj − P
ker ∂ℓj
g (Ωj)‖L2(M,g).
The trivial upper bound (A.7) on bj0(
Ψj
‖Ψj‖L2 ) yields that
|aj · b
j
0(Ω
j)| · ‖dz2‖L2(C(σj)) = |b
j
0
(
Ψj
‖Ψj‖L2(M,g)
)
| · ‖dz2‖L2(C(σj)) ≤ 1
and hence, thanks to the estimates (1.8) and (1.10) for the principal part of Ωj ,
1 ≤ aj ≤
1
max(ε1, 1− Cℓ3j)
≤ 1 + Cℓ3j ,
resulting in the second claim of (1.16).
We then note that since the principal part of Ψj on each of the collars C(σk) is purely imaginary
and since {Ωk}k 6=j is a basis of ker(∂ℓj) we may write the second term in (2.36) as
(2.37) aj iP
ker ∂ℓj
g (Ω
j) =
∑
k 6=j
cjkiΩ
k,
for coefficients cjk ∈ R, which gives the claimed expression (1.15) for
Ψj
‖Ψj‖L2
.
In order to prove the estimates on the coefficients cjk claimed in (1.16) we first prove that
‖P
ker∂ℓj
g (Ωj)‖L2 ≤ Cℓ
3/2
j , which, by Remark 2.10, will give an initial bound of |c
j
k| ≤ Cℓ
3/2
j .
To this end we note that since bj0(P
ker ∂ℓj
g (Ωj)) = 0 we may apply (2.5) as well as the estimates
(1.7) on Ωj from Proposition 1.1 to bound
‖P ker ∂ℓjg (Ω
j)‖2L2(M,g) = 〈P
ker ∂ℓj
g (Ω
j),Ωj〉L2(M,g)
= 〈P ker ∂ℓjg (Ω
j),Ωj − bj0(Ω
j)dz2〉L2(C(σj)) + 〈P
ker ∂ℓj
g (Ω
j),Ωj〉L2(M\C(σj ))
≤ Cℓ
3/2
j ‖P
ker∂ℓj
g (Ω
j)‖L1(M,g)
and hence to conclude that indeed
(2.38) ‖P ker∂ℓjg (Ω
j)‖L2(M,g) ≤ Cℓ
3/2
j .
To improve the obtained bound of |cjk| ≤ Cℓ
3/2
j we now consider the inner product of (2.37)
with Ωk ∈ ker(∂ℓj) which, thanks to the estimates on Ω
j from Proposition 1.1, yields
|cjk| ≤|〈Ω
k, aj iP
ker ∂ℓj
g (Ω
j)〉|+
∑
i6=j,k
|cji | · |〈Ω
k,Ωi〉| ≤ C|〈Ωk,Ωj〉|+ C
∑
i6=j,k
ℓ
3/2
j ℓ
3/2
k ℓ
3/2
i
≤Cℓ
3/2
j ℓ
3/2
k
as claimed in (1.16). We also remark that the claims (1.15) and (1.16) of the theorem, which
we have just now established, imply in particular that (1.17) holds true since ‖Ωk‖L∞(M,g) ≤
Cℓ
−1/2
k , compare (1.11).
It remains to show the bound (1.18) on ‖Ψj‖L2 which, by (2.35), is given as
‖Ψj‖L2(M,g) = 8πib
j
0(
Ψj
‖Ψj‖L2(M,g)
) = aj8πb
j
0(Ω
j).
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Combining the bound (1.8) on bj0(Ω
j) with the estimate (1.16) on aj yields∣∣∣‖Ψj‖L2(M,g) − 8π‖dz2‖−1L2(C(σj))
∣∣∣ ≤ 8πaj |bj0(Ωj)− ‖dz2‖−1L2(C(σj))|+ 8π|1− aj | · ‖dz2‖−1L2(C(σj))
≤ Cℓ3j‖dz
2‖−1L2(C(σj)) ≤ Cℓ
9/2
j
as claimed, where we used (A.4) respectively (A.5) in the last step. 
2.4. Proof of Theorem 1.2 on the elements dual to dℓ.
In this section we prove the desired properties of the elements Λj in two steps: In a first step
we will construct a tensor hj ∈ TgM−1 which induces the desired change of the Fenchel-Nielsen
coordinates and hence projects down onto ReΛj under the projection PHg : TgM−1 → H(g) =
Re (H(M, g)) but is itself not horizontal. In a second step we will then analyse its projection
using the estimates on the dual basis Θj to the complex differentials ∂ℓj proven in Lemma 2.9.
Given a simple closed geodesic σj ∈ E we construct such an element hj ∈ TgM−1 as follows. We
decompose M into pairs of pants by cutting along the curves in E and consider the (closures
of the) pair(s) of pants Pi for which σ
j is a boundary curve, where either i = 1, 2 with σj
corresponding to one boundary curve of each of the Pi’s, or i = 1 with σ
j corresponding to two
of the boundary curves of P1.
We decompose these one or two pairs
of pants further by cutting along the
seams, i.e. the shortest geodesics between
the boundary curves, resulting in one
respectively two pairs of identical geodesic
rectangular hexagons.
On these hexagons we can consider an evo-
lution of the metric as described in the
following Lemma 2.13 where one should
think of the sides Γa,b,c as the seams of
such a pair of pants Pi, while γa,b,c corre-
spond to (half)curves from E which have
constant length unless they correspond to
half of σj , compare Figure 1.
p1
p2 p3
p4
p5
p6
q1
q2 q3
γa γb
γc
Ra Rb
Rc
H˜0
ΓaΓb
Γc
Figure 1. A rectangular hexagon corre-
sponding to half of a pair of pants Pi. Here
Γ. are the seams of Pi and γ. are (half)curves
from E. The collar parts R. and the interior
hexagon H˜0 are defined in Lemma 2.13.
Lemma 2.13. Let L¯ > 0 be any given number and let (Ht)t be a family of rectangular, geodesic
hexagons in the hyperbolic plane (H, gH) whose sides γa,t,Γc,t, γb,t,Γa,t, γc,t,Γb,t satisfy either
(2.39) LgH(γa,t) = at ≡ a, LgH(γb,t) = bt ≡ b, LgH(γc,t) = ct =
1
2
(ℓ + t)
or
(2.40) LgH(γa,t) = at ≡ a, LgH(γb,t) = bt = LgH(γc,t) = ct =
1
2
(ℓ+ t)
for numbers 0 < at, bt, ct ≤
1
2 L¯. We set c5 :=
wL¯
4 for wL¯ the width of the collar around a simple
closed geodesic of length L¯ characterised by (A.2), and consider the subset Ra(t) of the collar
around γa,t given by
Ra(t) = {p ∈ C(γa,t) : dist(p, ∂C(γa,t)) ≥ c5 ∈ (0,
w2at
2 )}
as well as the analogue subsets Rb(t) and Rc(t) of C(γb,t) and C(γc,t), see Figure 1.
Then there exists a family of diffeomorphisms Ft : (H0, gH)→ (Ht, gH), which is generated by a
smooth vector field X on H0, so that the following holds true:
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(i) Ft is an isometry from Ra := Ra(0) to Ra(t), and in the setting of (2.39) also from
Rb := Rb(0) to Rb(t).
(ii) Ft maps Rc := Rc(0) onto Rc(t) and takes the form
Ft(s, θ) = (fc,t(s), θ) on Rc
with respect to the corresponding collar coordinates, where fc,t(·) : (−X(2c), X(2c)) →
(−X(2ct), X(2ct)) is an odd function. In the setting of (2.40) the same property holds
also for Rb.
(iii) The change ∂tg(0) = LXg of the induced metrics g(t) = F
∗
t gH on
H˜0 := H0 \ (Ra ∪Rb ∪Rc)
is bounded by
‖∂tg(0)‖L∞(H˜0) ≤ Cℓ
for a constant C that depends only on L¯.
(iv) On Γa,b,c we have that the normal derivatives of odd order
(
∂
∂nΓ·
)2j+1
X, j = 0, 1, . . .,
vanish identically.
Returning to the construction of a tensor hj ∈ TgM−1 that induces the desired change of the
Fenchel-Nielsen coordinates we note that (2.39) corresponds to having two pairs of pants adja-
cent to σj , while the case that σj only has one adjacent pairs of pants for which it corresponds
to two boundary curves is treated by considering the case (2.40).
We furthermore remark that (iv) imposes compatibility conditions on the sides Γa,b,c of the
hexagon corresponding to seams of the pairs of pants that guarantee that the resulting tensor
∂tg(0) = LXg can be extended to a smooth tensor on P1,2 respectively to P1 by symmetry.
Since the function f· in part (ii) of Lemma 2.13 is odd we may glue the resulting tensors on
P1,2 respectively on P1 along σ
j to obtain a smooth tensor on the closed set P ⊂ M which
corresponds to the (union of the) pairs of pants that are adjacent to σj . By (i) ∂tg(0) is zero
near the boundary of P so we may extend the obtained tensor by zero to the rest of M to
finally obtain an element hj of TgM−1 which, thanks to (2.39) resp. (2.40), induces the desired
change of the Fenchel-Nielsen coordinates. As a result we therefore obtain
Corollary 2.14. Let (M, g) be a hyperbolic surface, let (ℓi, ψi)
3(γ−1)
i=1 be the Fenchel-Nielsen
coordinates corresponding to a collection E of disjoint simple closed geodesics which decomposes
M into pairs of pants and let η ∈ (0, arsinh(1)), L¯ be constants for which (1.5) and (1.6) hold
true. Then for every j ∈ {1, . . . , 3(γ − 1)} there exists a tensor hj ∈ TgM−1 such that
(2.41) dℓi(h
j) = δji and dψi(h
j) = 0 for every i = 1, . . . , 3(γ − 1)
so that on the subset
Cc5(σ
j) := {p ∈ C(σj) : dist(p, ∂C(σj)) ≥ c5},
c5 = c5(L¯) > 0 as in Lemma 2.13, of the collar C(σ
j) the tensor hj takes the form
(2.42) hj = ξ1(s)(ds
2 − dθ2) + ξ2(s)(ds
2 + dθ2)
with respect to collar coordinates (s, θ) while
supp(hj) \ Cc5(σ
j) ⊂ η˜-thick(M, g)
for a number η˜ = η˜(L¯, η) > 0 and so that for a constant C = C(η, L¯)
(2.43) ‖hj‖L∞(M\Cc5 (σj)) ≤ Cℓj .
Before giving the proof of Lemma 2.13 we complete the
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Proof of Corollary 2.14. It remains to show that the tensor hj ∈ TgM−1, which we obtained
above by gluing together the tensors ∂tg = LXg from Lemma 2.13, has the desired properties.
We have already observed that hj induces the desired change (2.41) of the Fenchel-Nielsen
coordinates and note that (2.43) is an immediate consequence of part (iii) of Lemma 2.13.
Furthermore ∂tg = LXg has the desired form (2.42) on Cc5(σ
j) as on this set the vector field X
generating Ft has the form X(s, θ) = ξ(s)
∂
∂s for some function ξ, while the metric is of course
given by g = ρ2(s)(ds2 + dθ2). We furthermore note that part (i) of of Lemma 2.13 ensures
that points in supp(hj) ∩ C(σi), i 6= j, have distance no more than c5 from ∂C(σ
i) which, by
(A.3), means that their injectivity radius is bounded from below by a constant depending only
on c5 and hence L¯. Since M \
⋃
i C(σ
i) ⊂ η-thick(M, g), compare (1.5), this finally yields the
claim on the support of hj. 
Proof of Lemma 2.13. Given a family Ht of hexagons as described in the lemma we denote by
pi(t) the vertices of the hexagon Ht as shown in Figure 2 and note that since the length of
the geodesics γa,t is constant, we may assume without loss of generality that the corresponding
sides of H0 and Ht coincide, i.e. that p1(t) = p1 and p2(t) = p2 for every t where we abbreviate
pi = pi(0). Together with the prescribed lengths at, bt, ct of the alternate sides γa,t, γb,t and γc,t
this determines the subset Ht in the hyperbolic plane.
p1 = p1(t)
p2 = p2(t)
p3
p4
p5
p6
p3(t)
p4(t)
p5(t)
p6(t)
q1 = q1(t)
q2 = q2(t) q3
q4
q3(t)
q4(t)
q6 q5
q6(t)
q5(t)
γa,t γb,t
γc,t
βa,t βb,t
βc,t
Figure 2. Hexagons H0 and Ht: All lines are geodesics except βa,b,c which
are curves of constant geodesic curvature.
We set c5 =
wL¯
4 and note that c5 ≤
w2i
4 <
w2i
2 = dist(γi, ∂C(γi)) for i ∈ {a, b, c} as we have
assumed that at, bt, ct ≤
L¯
2 . We may thus consider the curve βa,t of all points in the collar
C(γa,t) whose distance to ∂C(γa,t) is c5, i.e. whose distance to γa,t is equal to
w2at
2 − c5. These
curves βa,t meet the geodesic boundary curves Γb,t and Γc,t orthogonally in two points which
we denote by q1(t) and q2(t). The set Ra introduced in the lemma then corresponds to the
rectangular quadrangle with vertices p1, p2, q2, q1 whose boundary curves are geodesics except
for βa along which the geodesic curvature is constant, but non-zero. We introduce the analogue
notation also on the collars around γb,t and γc,t, compare Figure 2, and denote by H˜t the inner
rectangular hexagon.
We furthermore remark that the collar region C(γa,t) around γa,t is isometric to
(
[0, X(2at))×
[0, π], ρ2at(s)
2(ds2 + dθ2)
)
, X, ρ as always given by (A.1), as it corresponds to a quarter of a
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collar around a simple closed geodesic of length 2at in a closed hyperbolic surface. In collar
coordinates, the curve βa,t corresponds to the semicircle {Zc5(2at)} × [0, π], where Zc(ℓ) =
2π
ℓ (
π
2 − Yc(ℓ)) is characterised by
c =
ˆ X(ℓ)
Zc(ℓ)
ρ(s)ds =
ˆ π
2−
ℓ
2πZc(ℓ)
π
2−
ℓ
2πX(ℓ)
1
sin(t)dt = log
(
tan(12Yc(ℓ))
)
− log
(
tan(12 arctan(sinh(
ℓ
2 )))
)
and hence
(2.44) Yc(ℓ) = 2 arctan
(
ec tan(12Y0(ℓ))
)
where Y0(ℓ) = arctan sinh(
ℓ
2 ).
We now construct the desired diffeomorphism Ft : H0 → Ht as follows:
On the rectangular subsets R· which contain a boundary curve γ· whose length is fixed, i.e.
on Ra and Rb in the setting of (2.39) respectively only on Ra in the setting of (2.40), the
diffeomorphism Ft : Ra → Ra(t) is uniquely determined by the condition that it is an isometry.
The other rectangular sets R· correspond to subsets of collars around geodesics of length
1
2 (ℓ+t).
Here we can choose Ft : Rb,c → Rb,c(t) explicitly e.g. as a linear map Ft(s, θ) = (
Zc5 (ℓ+t)
Zc5 (ℓ)
· s, θ)
in the corresponding collar coordinates, in which R.(t) is given by [0, Zc5(ℓ + t)]× [0, π].
It hence remains to show that we can define Ft on the inner hexagon H˜0 in such a way that
Ft is smooth, so that the induced change of the metric
d
dt |t=0F
∗
t gH = LXgH is of order O(ℓ)
as required in (iii) and so that X satisfies the symmetry conditions from (iv). The main step
to prove this is to show that the change of all geometric quantities characterising H˜t, i.e.
the distances dist(qi(t), qi+1(t)), i = 1, . . . , 6 (where we set q7 = q1) as well as the geodesic
curvatures of those boundary curves βa,b,c of H˜t which are not geodesics, is of order O(ℓ):
This trivially holds true for the curves βa,t, and in case of (2.39) also for βb,t, since at is constant
and hence these curves are isometric to one-another.
For βc,t (and so in case of (2.40) by symmetry also for βb,t) this can be seen as follows: We
write βc,t in collar coordinates as {Zc5(ℓ)} × [0, π], Zc5(ℓ) =
2π
ℓ (
π
2 − Yc5(ℓ)) where Yc5 is given
by (2.44) and hence satisfies in particular
(2.45) Yc5(ℓ) = e
c5 ℓ
2 +O(ℓ
3) and Y ′c5(ℓ) = e
c5 1
2 +O(ℓ
2).
As the geodesic curvature of a curve {s} × S1 in a collar C(σ) around a geodesic of length ℓ is
given by
κg =
〈
∇
ρ−1
∂
∂θ
(ρ−1 ∂∂θ ), ρ
−1 ∂
∂s
〉
= ρ−1Γsθθ = −ρ
−2(s)ρ′(s) = − sin( ℓ2π s),
we thus obtain that the curvature κc,t = − sin(
ℓ+t
2π Zc5(ℓ+ t)) = − cos(Yc5(ℓ+ t)) of βc,t satisfies
| ddtκc,t| = sin(Yc5(ℓ)) · |
dYc5(ℓ)
dℓ | ≤ Cℓ,
where here and in the following all time derivatives are evaluated in t = 0. As the length of βc,t
is L(βc,t) = πρ(Zc5(ℓ + t)) =
ℓ+t
2 sin(Yc5(ℓ+t))
also its change is only of order
∣∣ d
dtL(βc,t)
∣∣ = ∣∣∣∣ sin(Yc5(ℓ))− ℓY ′c5(ℓ) cos(Yc5(ℓ + t))2 sin2(Yc5(ℓ))
∣∣∣∣ ≤ Cℓ,
compare (2.45).
The change of the lengths of the sides of H˜t which are subsets of the boundary curves Γa,b,c
of the original hexagon, and hence geodesics, can be computed using standard formulas from
hyperbolic trigonometry as found e.g. in [1, p.454] as we explain in the following:
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We first consider the case (2.39) in which both at and bt are constant. Here we may use
cosh(L(Γc,t)) =
cosh ct + cosha cosh b
sinh a sinh b
to express the length of the side opposite γc,t as
L(Γc,t) = log
(
cosh ct + cosha cosh b+
√
(cosh ct + cosha cosh b)2 − sinh
2 a sinh2 b
)
− log(sinh a sinh b).
We we note that the last term is constant, while the term in the square root is bounded away
from zero by cosh2 a cosh2 b− sinh2 a sinh2 b ≥ 1 so
| ddtL(Γc,t)| ≤ C sinh(ct) · |
d
dtct| ≤ Cℓ.(2.46)
Here and in the following C denotes a generic constant that depends at most on the upper
bound 12 L¯ on a, b, c.
As dist(qi(t), pi(t)) =
w
2 − c5, w the width of the corresponding collar, we have
dist(q2(t), q3(t)) = L(Γc,t) + 2c5 −
wa
2 −
wb
2
and hence, still considering only the setting of (2.39) where a, b and thus wa, wb are constant,
| ddtdist(q2(t), q3(t))| = |
d
dtL(Γc,t)| ≤ Cℓ.
We now observe that the terms in dist(q4(t), q5(t)) = L(Γa,t) + 2c5 −
wa
2 −
wct
2 are given by
L(Γa,t) = arsinh
(
sinhL(Γc,t) sinh a
sinh ct
)
= log
[
sinhL(Γc,t) sinh a+
√
sinh2 L(Γc,t) sinh
2 a+ sinh2 ct
]
− log sinh ct
respectively, using (A.2), by
wct
2 = arsinh(sinh
−1 ct) = log
[
1 +
√
1 + sinh2 ct
]
− log sinh ct.
The terms log sinh ct, whose derivative would be of order 1 rather than ℓ, thus cancel and
dist(q4(t), q5(t)) = − log
[
1 +
√
1 + sinh2 ct
]
+ 2c5 −
wa
2
+ log(sinhL(Γc,t)) + log(sinh a)
+ log
[
1 +
√
1 + sinh2 ct sinh
−2(a) sinh−2(L(Γc,t))
]
,
where we note that L(Γc,t) ≥
wa
2 and hence sinh(a) sinh(L(Γc,t)) ≥ sinh(a) · sinh(
wa
2 ) = 1.
Since L(Γc,t) ≥ wL¯ while
d
dtL(Γc,t) is controlled by (2.46), we may thus estimate
| ddtdist(q4(t), q5(t))| ≤ C · sinh(ct) + C · |
d
dtL(Γc,t)| ≤ Cℓ.
The same argument also applies for | ddtdist(q6(t), q1(t))|.
This completes the proof that the change of all geometric quantities of H˜t are of order O(ℓ)
in the case (2.39). In the setting of (2.40) we may argue similarly, now additionally using the
symmetry of the hexagon Ht, to obtain the analogue estimates.
Returning to the construction of the diffeomorphism Ft on H˜0 we note that the derived bounds
imply in particular that the points q3(t) and q6(t) in the hyperbolic plane move only by
| ddtq3(t)|gH + |
d
dtq6(t)|gH ≤ Cℓ along the geodesics p2p3 respectively p1p6 of the original hexagon.
We will later choose the vector field X along these sides of H˜0 as a suitable interpolation be-
tween X(q1) = 0 and X(q6) = O(ℓ), respectively X(q2) and X(q3), but before that consider the
curves βc,b, which we parametrise by the corresponding collar coordinate θ, i.e. proportionally
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to arc length |β′c,t(θ)| = π
−1L(βc,t) over the interval [0, π]. On these curves Ft is already de-
termined by the choice of Ft on the rectangles Rb,c which requires that Ft(βc(θ)) = βc,t(θ) etc.
Hence X ◦ βc =
d
dt |t=0βc,t, respectively X ◦ βb =
d
dt |t=0βb,t.
While we can control the change of the metric LXg induced by the diffeomorphisms by working
directly in collar coordinates, to obtain the necessary extension of X to the interior hexagon
H˜t we want to interpolate between the vector fields X ◦ βa ≡ 0, X ◦ βb and X ◦ βc. So we need
C1-bounds on X ◦ βb and X ◦ βc which we obtain as follows. As βc,t has constant geodesic
curvature κc,t, it is characterised by its initial data βc,t(0) = q6(t) and β
′
c,t(0), which points in
direction of the interior normal of ∂Ht at q6(t) and has length π
−1L(βc,t), and the ODE
∇β′c,tβ
′
c,t = κc,t · |β
′
c,t| · (β
′
c,t)
⊥.
Here we denote by v⊥ the vector obtained by rotating v by π/2, by ·′ derivatives with respect
to θ and by ∇ covariant derivatives in (H, gH). We can write this equation equivalently as
β′′c,t = π
−1L(βc,t)κc,t · (β
′
c,t)
⊥ − Γ(βc,t)(β
′
c,t, β
′
c,t).
where Γ(p)(v, w) := Γkij(p)v
iwj ∂
∂xk
is given in terms of the Christoffel-symbols of the hyperbolic
plane. Differentiation in time yields that the vector field Y (θ) := X(βc,t(θ)) =
d
dt |t=0βc,t(θ)
satisfies a second order ODE of the form
Y ′′ = fc,1(θ) + fc,2(θ, Y, Y
′)
where the first term is bounded by |fc,1| ≤ C|
d
dt |t=0κc,t| + C|
d
dt |t=0L(βc,t)| ≤ Cℓ, while the
second term is linear in Y and Y ′ and has Lipschitz-constant bounded by C(1+L(βc)
2) ≤ C(L¯).
Rewriting this as a system of first order linear ODEs and applying Gronwall’s inequality hence
allows us to bound
|Y (θ)|+ |Y ′(θ)| ≤ Cℓ+ C · (|Y (0)|+ |Y ′(0)|) ≤ Cℓ
for a constant C that depends only on the upper bound L¯ on the sidelengths a, b, c. The same
argument applies of course also for X ◦ βb.
Having thus determined the size of X on the boundary curves βa,b,c of H˜0 we finally remark
that the lengths of the other sides of H˜0 are bounded away from zero by the constant 2c5 > 0
that depends only on L¯ as the collars are disjoint. This allows us to extend X to a smooth
vector field on all of Ht, chosen with the symmetries from (iv), for which the C
1-norm on H˜0 is
bounded by a fixed multiple of the C1-norm on βa ∪ βb ∪ βc, i.e. by Cℓ as claimed in (iii). 
We can now finally prove the properties of the holomorphic quadratic differentials Λj that are
dual to the (real) differentials of the Fenchel-Nielsen length coordinates.
Proof of Theorem 1.2. Let hj ∈ TgM−1 be a tensor that induces the desired change (1.2) of the
Fenchel-Nielsen coordinates as obtained in Corollary 2.14. As its projection PHg (h
j) onto the
horizontal space H(g) differs from hj only by a Lie-derivative, it induces the same change (1.2)
of the Fenchel-Nielsen coordinates. The desired element Λj of H(M, g) is hence characterised
uniquely by
(2.47) ReΛj = PHg (h
j).
We then write
(2.48) Λj − 12Θ
j =
3(γ−1)∑
k=1
icjkΩ
k
in terms of the bases {Ωj} and {Θj} described in Proposition 1.1 and Lemma 2.9. By definition
Λj and 12Θ
j induce the same change of the length coordinates, namely dℓi(Λ
j) = δji = dℓi(
1
2Θ
j),
so (2.8) implies that Re (bi0(Λ
j − 12Θ
j)) = 0 for every i = 1, . . . , 3(γ − 1). Since bi0(Ω
k) = 0 if
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i 6= k while bk0(Ω
k) > 0, we thus find that the coefficients cjk in the above expression must all
be real, as claimed in the theorem.
As a first step towards the proof of the estimate (1.13) for the cjk claimed in the theorem, we
show that
c¯ := max
k
|cjk| ≤ Cℓj
by comparing the L2-norms of the two sides of (2.48). Remark 2.10 implies that
(2.49) ‖Λ
j − 12Θ
j‖2L2(M,g) =
∥∥∑
k
icjkΩ
k
∥∥2
L2(M,g)
≥ ε21 ·
∑
k
|cjk|
2 ≥ ε21 · c
2
where ε1 > 0 is the lower bound on |b
k
0(Ω
k)| · ‖dz2‖L2(C(σk)) obtained in (1.10). Using (2.47) as
well as (2.48) we may furthermore write
(2.50)
‖Λj −
1
2
Θj‖2L2(M,g) = 2‖Re (Λ
j)− 12Re (Θ
j)‖2L2(M,g)
= −2〈Re (Λj − 12Θ
j), 12Re (Θ
j)〉+ 2〈Re (Λj − 12Θ
j), PHg (h
j)〉
= −
∑
k
cjk〈Re (iΩ
k),Re (Θj)〉+ 2
∑
k
cjk〈Re (iΩ
k), hj〉
≤ C ·
(∑
k
|〈Re (iΩk),Re (Θj)〉|+
∑
k
|〈Re (iΩk), hj〉|
)
· c¯.
Once we bound the above sums, we thus obtain a bound that is linear in c¯ which, combined
with the bound on c¯2 that results from (2.49), will allow us to bound c¯.
To deal with the first sum, we note that the term with k = j vanishes since Θj is a real multiple
of Ωj and since 〈Re (Ωj),Re (iΩj)〉 = 0, compare (2.2). To estimate the other terms in the first
sum we use the estimate (1.9) on Ωj = −Θj‖Θj‖−1L2(M,g) from Proposition 1.1 and the bound
(2.22) on ‖Θj‖L2(M,g) from Lemma 2.9 to obtain that for every k 6= j
|〈Re (iΩk),Re (Θj)〉| = ‖Θj‖L2(M,g) · |〈Re (iΩ
k),Re (Ωj)〉| ≤ Cℓ
−1/2
j ℓ
3/2
j ℓ
3/2
k ≤ Cℓj.
To estimate the terms in the second sum in (2.50) we first consider the subset Cc5(σ
j) of the
collar C(σj) introduced in Corollary 2.14 on which hj is of the form (2.42). We recall that
horizontal tensors are trace-free and observe that for every circle {s}× S1 contained in this set
and every k we obtainˆ
{s}×S1
〈Re (iΩk), hj〉dθ =
∑
n
ˆ
S1
Re
(
bjn(iΩ
k)en(s+iθ)
)
· ξ1(s)2ρ
−4(s)dθ
= −2ξ1(s)ρ
−4(s)Im(bj0(Ω
k))2π = 0
as the principal parts of elements Ωk are real. In particular 〈Re (iΩk), hj〉L2(Cc5(σj)) = 0 .
As Corollary 2.14 ensures that supp(hj) \ Cc5(σ
j) ⊂ η˜-thick(M, g), we may thus combine the
bounds (2.43) for hj and (1.11) for Ωk that are valid on this set to estimate
(2.51)
|〈Re (iΩk), hj〉L2(M,g)| = |〈Re (iΩ
k), hj〉L2(supp(hj)\Cc5 (σj),g)|
≤ ‖hj‖L1(M\Cc5 (σj)) · ‖ReΩ
k‖L∞(η˜-thick(M,g))
≤ Cℓjℓ
3/2
k .
Hence also the second sum in (2.50) is bounded by Cℓj so we obtain that ‖Λ
j− 12Θ
j‖2L2 ≤ Cℓj c¯.
Combined with (2.49) this gives an initial bound of maxk |c
j
k| = c ≤ Cℓj.
For indices k for which ℓk is bounded away from zero by some fixed constant this already yields
the bound on cjk claimed in the theorem. For any other index, we multiply (2.48) with iΩ
k to
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get
|cjk| ≤
1
2
|Re 〈Θj, iΩk〉|+ 2|〈Re (Λj),Re (iΩk)〉|+ c¯
∑
i6=k
|〈Ωi,Ωk〉|
≤Cℓjℓ
3/2
k + 2|〈h
j ,Re (iΩk)〉|+ Cℓj
∑
i6=k
ℓ
3/2
k ℓ
3/2
i ≤ Cℓjℓ
3/2
k ,
see (2.51) for the last step. Having thus established (1.13), we finally remark that (1.14) is an
immediate consequence of this estimate and the bound (1.11) on ‖Ωk‖L∞(M,g). 
Appendix A. Appendix:
We will need the following ‘Collar lemma’ throughout the paper.
Lemma A.1 (Keen-Randol [6]). Let (M, g) be a closed oriented hyperbolic surface and let σ be
a simple closed geodesic of length ℓ. Then there is a neighbourhood C(σ) around σ, a so-called
collar, which is isometric to
(
(−X(ℓ), X(ℓ))× S1, ρ2(s)(ds2 + dθ2)
)
where
(A.1) ρ(s) = ρℓ(s) =
ℓ
2π cos( ℓs2π )
and X(ℓ) =
2π
ℓ
(
π
2
− arctan
(
sinh
(
ℓ
2
)))
.
On collars we will always use the complex variable z = s+ iθ.
We will use in particular the following properties of hyperbolic collars, and refer to [1] as well
as the appendices of [8, 9, 10] and the references therein for more information:
The width of a collar, i.e. the distance wℓ :=
´ X(ℓ)
−X(ℓ)
ρ(s)ds between the two boundary curves,
is related to the length ℓ of the central geodesic by
(A.2) sinh wℓ2 sinh
ℓ
2 = 1.
The injectivity radius of points on the boundary curves of a collar is at least arsinh(1) and
as the injectivity radii and conformal factors ρ are of comparable size at points with bounded
(euclidean) distance, we hence have that
(A.3) πρ(s) ≥ injg(s, θ) ≥ cΛ > 0 for all |s| ∈ [X(ℓ)− Λ, X(ℓ))
with cΛ > 0 depending only on Λ, compare e.g. [8, (A.7)-(A.9)].
In our analysis of holomorphic quadratic differentials we use repeatedly that on a collar C(σ)
around a geodesic of length ℓ ∈ (0, 2arsinh(1)) we have
(A.4)
|dz2|g = 2ρ
−2; ‖dz2‖L1(C(σ)) = 8πX(ℓ);
‖dz2‖L∞(C(σ)) =
8π2
ℓ2
; ‖dz2‖2L2(C(σ)) =
32π5
ℓ3
−
16π4
3
+O(ℓ2),
where norms on C(σ) are always computed with respect to g = ρ2(ds2 + dθ2).
We also remark that for every L¯ there exists a constant c1 = c1(L¯) > 0 so that if ℓ < L¯ then
(A.5) ‖dz2‖L2(C(σ)) ≥ c1
while an upper bound of the form
(A.6) ‖dz2‖L2(C(σ)) ≤ Cℓ
−3/2
holds true for a universal constant C.
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As the principal part is orthogonal to the collar decay part we may combine the above estimates
with
(A.7) |b0(Υ,C(σ))| · ‖dz
2‖L2(C(σ)) ≤ ‖Υ‖L2(C(σ)) ≤ ‖Υ‖L2(M,g)
to obtain a trivial upper bound for the coefficient of the principal part on collars of
(A.8) |b0(Υ,C(σ))| ≤ Cℓ
3/2‖Υ‖L2(M,g)
so in particular
(A.9) |b0(Υ,C(σ))| ≤ C(L¯)‖Υ‖L2(C(σ)) ≤ C(L¯)‖Υ‖L2(M,g)
for collars around geodesics of bounded length Lg(σ) ≤ L¯.
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