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 Introduction générale 
  
 La détermination des distributions de contrainte et de déformation dans des matériaux est 
une question clé pour évaluer leur comportement sous des conditions de chargement souvent 
complexes (comportements non linéaires, plasticité, fissure, fracture, …). En tant que tels, leurs 
champs de contraintes sont difficiles à modéliser par des moyens numériques. De plus, la plupart des 
méthodes expérimentales utilisées aujourd’hui pour traiter ce problème sont des méthodes 
invasives, avec une faible résolution spatiale ou bien des méthodes optiques inefficaces pour les 
matériaux opaques.  
 Au cours de cette thèse nous avons développé une méthode, la piézospectroscopie par 
Résonance Quadripolaire Nucléaire (RQN), permettant la mesure, locale et sans contact, de 
contraintes, voire de champs de contraintes hétérogènes, dans des matériaux opaques. Cette 
technique est fondée sur le décalage de la fréquence de résonance quadripolaire d’un cristal sous 
l’application d’une contrainte. En effet, la fréquence RQN étant sensible à la position des charges au 
travers du Gradient de Champ Électrique (GCE), sa variation permet de sonder les déformations de 
matériaux non ou peu conducteurs. Étant de plus une méthode radiofréquence elle peut sonder ces 
matériaux en profondeur. Dans le cadre de notre étude, nous nous sommes intéressés au cas 
particulier d’élastomères souvent opaques car chargés. Nous nous proposons donc d’étudier la 
répartition de contrainte dans un élastomère grâce à une charge dispersée ayant une fréquence 
RQN. Nous traiterons plus précisément de l’utilisation du Cu2O en tant que sonde de contrainte dans 
une matrice d’élastomère. 
 Sur le plan fondamental, le développement d’une telle méthode soulève un certain nombre 
de questions relatives à la dépendance de la réponse RQN du cristal de Cu2O vis-à-vis de la 
contrainte. 
 La première est de savoir comment faire le lien entre l’information, par nature, tensorielle 
des contraintes appliquées et le décalage de fréquence RQN qui est un scalaire ? De plus le Cu2O 
étant cristallin à température et pression ambiante, il est donc anisotrope. Une seconde question est 
donc de savoir quelle sera l’influence de cette anisotropie sur la dépendance en fréquence de l’oxyde 
de cuivre (I) à la contrainte ? Pour répondre à ces questions il apparaît nécessaire de faire des 
expériences sur un monocristal de Cu2O avec différents types de sollicitations et selon différentes 
orientations. Ces expériences n’ont jamais été faites à notre connaissance. En outre, le GCE n’étant 
pas directement accessible expérimentalement, il est nécessaire, afin de pousser plus loin notre 
compréhension du phénomène et d’accéder à une explication au niveau atomique, de réaliser 
conjointement à nos expériences de RQN sous contrainte une modélisation DFT (Théorie de la 
Fonctionnelle Densité) des modifications du GCE sous l’effet d’une déformation. 
 Une fois ces questions fondamentales traitées, viennent alors les questions propres à 
l’application dans les élastomères. Est-ce que la réponse RQN de la charge sera représentative de 
l’état de contrainte du caoutchouc ? La sensibilité de la méthode à la contrainte est-elle suffisante 
pour l’application envisagée ? Le taux de charge a-t-il une influence sur la réponse RQN ?  
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 Avant de répondre à ces questions, nous présenterons dans un premier chapitre un état de 
l’art sur les différentes méthodes de mesure de contrainte qui existent aujourd’hui. Nous 
introduirons ensuite les principes théoriques de la RQN et les travaux qui ont déjà été faits sur le 
sujet. Nous parlerons enfin de la modélisation DFT que nous utiliserons par la suite et nous 
présenterons son intérêt. 
 Dans un deuxième chapitre, nous étudions le lien qui existe entre le tenseur de contrainte et 
la variation de fréquence RQN du 63Cu dans le Cu2O. Nous reprendrons tout d’abord les travaux 
existant sur la dépendance de la fréquence RQN de la cuprite sous contrainte hydrostatique. Nous 
nous intéresserons ensuite à la dépendance de la fréquence RQN d’un monocristal de cuprite à la 
direction de la contrainte en lui appliquant des sollicitations uni-axiales. Nous nous appuierons sur de 
la modélisation DFT (Théorie de la Fonctionnelle Densité) afin d’approfondir la compréhension 
théorique du phénomène. 
 Enfin dans un troisième chapitre, nous étudierons la capacité de l’oxyde de cuivre (I) à être 
une jauge de contrainte dans un liant polymère et nous évaluerons la possibilité de l’utiliser pour 
cartographier des champs de contraintes hétérogènes. 
 
Note aux lecteurs :  
 Pour éviter la confusion entre la sonde inductive destinée à mesurer/émettre le champ 
radiofréquence excitateur d’une part et le signal RQN et le 63Cu qui fait office de sonde RQN de la 
contrainte d’autre part, nous réserverons par la suite le terme de « sonde » au 63Cu et nous 
appellerons les sondes inductives utilisées (solénoïdes ou spirales) « antennes ». Nous sommes 
néanmoins conscients que cette dénomination d’antenne est strictement impropre puisque que les 
solénoïdes ne sont pas conçus pour rayonner.   
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Chapitre 1 État de l’art, principes physiques et 
modélisation DFT 
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Lors de la conception de pièces mécaniques, les propriétés de résistance, de fatigue et de 
longévité doivent correspondre à un cahier des charges conçu pour éviter les accidents. La 
détermination des distributions de contrainte et de déformation au sein d’un matériau est donc un 
problème fondamental pour s’assurer de la qualité d’une pièce. 
Or il est souvent difficile de mesurer expérimentalement la distribution des contraintes dans un 
matériau. Dans beaucoup d’applications, la combinaison de géométries complexes avec des 
chargements multidirectionnels génère des champs de contrainte et de déformation hautement 
hétérogènes (en particulier en présence de fissures). En théorie, il est possible de modéliser ces 
distributions hétérogènes par des méthodes numériques si l’on connait la loi de comportement du 
matériau, sa géométrie et les paramètres de charge. En réalité, c’est cependant rarement le cas 
surtout lorsqu’il est question de matériaux composites ou de matériaux présentant un 
comportement non linéaire. Ainsi il est essentiel de mettre au point des méthodes expérimentales 
permettant la mesure des champs de contrainte et de déformation, homogènes ou hétérogènes, au 
sein de pièces mécaniques pour pouvoir réaliser des contrôles non destructifs sur le terrain ou pour 
pouvoir valider des lois de comportement au laboratoire. 
 
I. Comment mesurer des champs de contrainte et de 
déformation ? 
 
L’ensemble des méthodes permettant des mesures de champs de contrainte et de déformation, 
peut globalement être divisé en quatre grands types : les méthodes fondées sur une jauge de 
déformation, les méthodes optiques fondées sur la photoélasticité, les méthodes de corrélation 
d’images, et enfin les méthodes spectroscopiques. 
Pour ce qui est des mesures de contrainte et de déformation au sein des matériaux et des 
structures elles sont traditionnellement fondées sur des jauges électriques [1] ou optiques [2], [3]. 
Les jauges électriques sont fondées sur la dépendance de la résistance électrique de fils conducteurs 
ou semi-conducteurs à l’élongation. La plupart des jauges optiques sont des fibres optiques, coulées 
dans le matériau d’intérêt, intégrant dans certains cas des interféromètres de Bragg. Dans les deux 
cas, la production d’une image du champ de contrainte nécessite le déploiement d’un quadrillage de 
fils électriques ou de fibre optique dont la densité déterminera la résolution de l’image. Un tel 
quadrillage reste difficile à déployer sur le terrain à cause du matériel nécessaire et n’offre que peu 
de possibilités de mesure de contrainte en profondeur avec une bonne résolution sous peine de 
perturber le comportement mécanique du matériau. De plus la présence d’une interface entre la 
jauge électrique/optique avec le matériau peut impacter la mesure de la déformation. Il apparait 
donc que l’introduction de toute nouvelle technique capable de mesurer localement les contraintes 
et/ou les déformations au cœur d’un matériau serait un plus dans l’étude du comportement 
mécanique des matériaux complexes. Il existe déjà un précédent d’un tel apport, avec les méthodes 
optiques pour des matériaux optiquement transparent. L’utilisation des propriétés photoélastiques 
de certains polymères pour imager les contraintes au cœur du matériau en est un exemple. Cette 
méthode qui date des années 1950 sert toujours de base expérimentale à la plupart des publications 
concernant l’étude des distributions de contrainte au cœur d’un matériau, dans les matériaux 
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granulaires et pour l’étude de comportements rhéologiques. [4]–[6]. Il est cependant important de 
noter que si ces mesures de déformations ne sont pas des mesures de surface, elles n’en restent pas 
moins des mesures de champs de déformation à deux dimensions. En effet, si l’état de déformation 
est trop inhomogène dans l’épaisseur du matériau on ne pourra pas interpréter le champ observé qui 
intègre la variation de déformation selon l’épaisseur. Il en sera de même si le matériau n’est pas 
assez homogène selon cette même épaisseur. 
 Une autre méthode de mesure des champs de contrainte et de déformation, la plus 
couramment utilisée de nos jours, est la méthode de corrélation digitale d’image (DIC en anglais). 
Cette méthode s’est rapidement imposée comme le trait d’union entre la simulation numérique et 
les expériences. En effet, en mesurant le déplacement de marqueurs qui sont généralement en 
surface, elle permet de tester des hypothèses sur les lois de comportement du matériau. On peut 
considérer cette technique comme une extension de la vélocimétrie particulaire (PIV Particule 
Imaging Velocimetry) qui est couramment utilisée en mécanique des fluides (pour un point 
bibliographique critique sur ce sujet voir [7], [8]). Dans les mesures faites par DIC, les champs de 
déplacements surfaciques sont déterminés en corrélant des variations des niveaux de gris sur la 
surface de l’objet avant et après l’application de la contrainte. Dans l’article [7], la détermination du 
champ de déplacement expérimental peut se faire en implémentant des algorithmes plus ou moins 
contraint intégrant éventuellement la loi de comportement du matériau. Ces mesures de champs 
sont particulièrement utiles dans le cas de mesures de contraintes hétérogènes sur des substrats 
dont les hétérogénéités ne sont à priori pas connues. Un des principaux exemples est l’étude des 
fissures et de leur propagation. Cette méthode reste classiquement limitée à la surface de 
l’échantillon (mesure de champs de contrainte/déformation en deux dimensions), cependant 
diverses tentatives de couplage du DIC à d’autres techniques ont été menées avec succès afin de 
remonter à l’information tensorielle à trois dimensions en fonction des matériaux étudiés. Pour les 
matériaux transparents, il a été possible de mesurer les déplacements de marqueurs fluorescents par 
DIC au sein d’un polymère transparent à l’aide d’un microscope confocal [9]. Avec de l’acier, il a été 
possible de modéliser en trois dimensions l’état de contrainte à l’aide d’un tomographe à rayon X. 
L’inconvénient étant que l’usage d’un tomographe implique souvent, compte-tenu de la résolution 
recherchée, des installations type synchrotron qui sont volumineuses et expérimentalement très 
lourdes [10]. 
Enfin une autre méthode, mêlant optique et présence d’inclusions sensibles à la déformation, 
est la fluorescence piezospectroscopique. La modification du champ cristallin du rubis (Al2O3 dopé au 
Cr(III)) suite à la distorsion de son réseau cristallin sous l’effet d’une contrainte résulte en un 
décalage de sa fréquence de résonance Raman. Ce résultat expérimental, qui mesure la contrainte 
appliquée à l’aide d’une grandeur scalaire, a été très souvent utilisé pour déterminer le niveau de 
pression hydrostatique atteint dans une enclume diamant de type anvil [11]. Plus récemment, les 
contraintes surfaciques locales d’un ciment ont été cartographiées en utilisant les spectres Raman de 
poudre de rubis insérée avant la solidification [12]. Dans ce dernier cas, chaque cristal de rubis agit 
comme une jauge de contrainte microscopique dont le signal est le spectre de fluorescence. La 
distribution spatiale et fréquentielle des spectres de chaque cristal dispersé dans la matrice solide 
permet la reconstruction de la grille des contraintes à partir des valeurs scalaires mesurées. 
Cependant la limitation de cette méthode est évidente. Le signal étant dans la gamme de fréquence 
optique (autour de 6000 cm-1), la profondeur de pénétration est faible et cette méthode ne peut 
donc produire que des images de surfaces dans le cas de matériaux non transparents optiquement. 
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Ainsi il apparait de ce tour d’horizon que malgré l’efficacité de ces méthodes pour imager les 
lignes de forces ou les concentrations de contraintes dans une structure, leur usage se retrouve 
limité à des matériaux transparents ou à des analyses de surface. Il en ressort qu’il serait intéressant 
de développer une autre méthode piezospectroscopique dans une gamme de fréquence compatible 
avec une bonne pénétration dans la matière. 
 
II. Pourquoi utiliser la RQN ? 
 
La méthode spectroscopique la plus adaptée à des mesures de champs de contrainte et de 
déformation dans des matériaux opaques est la spectroscopie par Résonance Magnétique Nucléaire 
(RMN). En effet elle a recours à des ondes radiofréquences dont l’ordre de grandeur caractéristique 
de la longueur d‘onde est le mètre. Ces ondes n’ont aucun problème pour traverser des matériaux 
non conducteurs et diamagnétique. C’est d’ailleurs une des raisons de l’immense succès de 
l’Imagerie par Résonance Magnétique nucléaire (IRM). Il existe certains exemples dans la littérature 
de déplacements chimiques sensibles à la pression appliquée à l’échantillon à cause d’un transfert de 
charge ionique [13], [14] ou d’un changement de conformation dans un élastomère [15]. Néanmoins, 
la RMN présente l’inconvénient de recourir à un champ magnétique intense, ce qui signifie 
expérimentalement d’avoir un aimant très haut champ, qui requiert une enceinte de plusieurs 
mètres de haut et d’au moins un mètre de diamètre, et qu’il soit refroidi à hélium liquide pour le 
maintenir en dessous de sa température critique. En conséquence, les applications de la RMN pour 
du contrôle sur site sont limitées (malgré des progrès dans le domaine [16]) et aucune ne vise à faire 
des mesures de contraintes. 
Une autre méthode de résonance magnétique pouvant être utilisée pour la mesure en volume 
des champs de contraintes et de déformations, bien que moins connue que la RMN, est la 
spectroscopie par Résonance Quadripolaire Nucléaire (RQN). C’est en effet également une méthode 
nucléaire de spectroscopie radiofréquence mais qui ne requiert pas de champ magnétique externe 
car elle est fondée sur le couplage électrique du spin nucléaire avec le Gradient de Champ Électrique 
(GCE) environnant via l’interaction quadripolaire. Tout comme le déplacement chimique, l’interaction 
quadripolaire reflète l’environnement électrique du noyau, ce qui explique qu’elle dépende des 
déformations du réseau cristallin. L’avantage principal est que le matériel expérimental nécessaire 
pour mener à bien une expérience de RQN est beaucoup plus léger que pour la RMN car il n’y a pas 
besoin d’aimant permanent. De fait, les arguments de portabilité et de longueur de pénétration dans 
la matière d’une expérience RQN ont motivés ces dernières années des recherches dans les 
domaines de la détection des explosifs et/ou de drogues [17]–[19]. Miller et Barrall [17] vulgarisent la 
technique de la RQN pour la détection d’explosifs, montrant son très grand potentiel et ses 
avantages par rapport à d’autres méthodes comme la RMN, notamment avec la possibilité d’avoir 
une instrumentation qui peut être amenée sur le terrain. Osán et collaborateurs [18] passent eux en 
revue les différentes applications de la RQN avant de cibler plus précisément la recherche de drogues 
et d’explosifs. Enfin Suits et collaborateurs [19] présentent un condensé des différentes limites de la 
RQN appliquée à la détection sur le terrain d’explosifs et les solutions qui y ont été apportées. Notre 
application de la RQN à la mesure de contrainte est bien différente mais repose sur le même 
principe.  
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La RQN a fait l’objet de beaucoup d’études fondamentales et notamment à propos de sa 
dépendance à la température et à la pression. De nombreux couples atome-structure ont été étudiés 
pour essayer d’expliquer ou de tirer des informations du lien entre la pression appliquée et la 
variation de fréquence mesurée. On peut citer le travail pionnier de Kushida et al. en 1956 sur le 
KClO3 et le p-C6H4Cl2 concernant la dépendance en pression et en température de la fréquence RQN 
du 35Cl [20], celui de Gillies et Brown [21] sur 35Cl dans BiCl3, et encore l’étude du YbInCu4 par Graham 
et collaborateurs [22], celle du CeCu2Si2 par Fujiwara et al. sur le 63Cu [23]et Kobayashi et al. [24] ou 
encore celles des NaBrO3 (81Br) et NaClO3 (35Cl) dans le travail publié par Ainbinder [25]. En ce qui 
concerne l’utilisation de la RQN comme outil de mesure d’une contrainte, elle a surtout été utilisée, à 
notre connaissance, comme capteur de pression de fluide [26]–[28], pour tester des cellules de 
pression [29] ou pour évaluer la capacité de fluides à transmettre la pression [30], [31]. Seuls deux 
articles ont utilisé la piézospectroscopie RQN dans une matrice solide (époxy).  
Il est important de préciser que nous nous intéresserons ici à la mesure de contrainte au sein de 
polymères grâce à l’ajout, lors de la synthèse, d’une charge qui présentera au moins une fréquence 
de RQN sensible à la pression. De ce point de vue, notre approche est donc similaire aux expériences 
de fluorescence sur la poudre de rubis citées précédemment. 
 
III. La RQN : principe physique et mesures de pression 
 
A. Le principe physique 
 
 En mécanique classique l’énergie d’interaction entre une distribution de charge ρ(r) et un 
potentiel électrique V(r) dû à la présence de sources externes s’écrit :  
 
𝐸 = �𝜌(𝒓)𝑉(𝒓)𝑑𝜏 
1 
Où dτ est un élément de volume et l’intégrale porte sur tout le volume. 
 
 Le tenseur gradient de champ électrique se définit comme suit (cf. équation 2). Il existe 
toujours un système d’axes tel que ce tenseur soit diagonal, on l’appellera par la suite le Système 
d’Axe Principal (SAP) du GCE :  
 
 𝑉𝛼𝛽 = 𝜕2𝑉𝜕𝑥𝛼𝜕𝑥𝛽�𝑟=0                       𝜂 = 𝑉𝑥𝑥 − 𝑉𝑦𝑦𝑉𝑧𝑧  
2 
(À gauche) Définition des termes composant le tenseur gradient de champ électrique, xα ou β 
représentant les coordonnées d’espace. (À droite) Définition du paramètre d’anisotropie du GCE 
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dans son SAP. VXX, VYY et VZZ sont les trois valeurs propres du tenseur GCE par ordre croissant.  
 
 
 Le GCE intervient dans le développement en série de Taylor à l’ordre 2 du potentiel 
électrique V(r) interagissant avec le noyau quadripolaire sur lequel il est centré (cf. équation 3) 
𝑉(𝒓) = 𝑉(0) + � 𝑥𝛼 𝜕𝑉𝜕𝑥𝛼�𝑟=0𝛼 + 12�𝑥𝛼𝑥𝛽𝛼,𝛽 𝑉𝛼𝛽 
3 
Où xα ou β représentent les coordonnées de l’espce.   
 
 
 En outre le potentiel V(r) doit respecter l’équation de Laplace en tout point dont l’origine, où 
ne se trouve aucune charge participant au potentiel tel que nous l’avons défini, d’où  
 
�𝑉𝛼𝛼 = 0
𝛼
 
4 
 Si l’on injecte l’équation 3 dans l’équation 1, on obtient, en ne considérant que le terme 
énergétique lié au pôle quadratique 𝐸(2) (d’où son nom) du développement du potentiel V(r), 
l’écriture classique de l’énergie d’interaction quadripolaire :  
 
𝐸(2) = 12�𝑉𝛼𝛽 �𝑥𝛼𝑥𝛽𝜌(𝒓)𝑑𝜏
𝛼,𝛽  
5 
On définit alors le tenseur quadripolaire comme écrit dans l’équation ci-dessous.  
𝑄𝛼𝛽 = ��3𝑥𝛼𝑥𝛽 − 𝛿𝛼𝛽𝑟2�𝜌(𝒓)𝑑𝜏 
6 
Avec δαβ le symbole de kronecker. Il vaut 1 si α= β et 0 sinon.  
 
 À l’aide de cette nouvelle grandeur tensorielle, on peut réécrire l’équation 5. On arrive alors 
à l’équation 7.  
 
𝐸(2) = 16�𝑉𝛼𝛽𝑄𝛼𝛽 + 𝑉𝛼𝛽𝛿𝛼𝛽 �𝑟2𝜌(𝒓)𝑑𝜏
𝛼,𝛽
É𝑞𝑢𝑎𝑡𝑖𝑜𝑛 6 
��������� 𝐸(2) = 16�𝑉𝛼𝛽𝑄𝛼𝛽
𝛼,𝛽  
7 
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 On obtient ainsi une écriture qui nous permet d’expliquer les conditions nécessaires à 
l’interaction quadripolaire. L’explication est encore plus simple si l’on se place dans le SAP du GCE. 
• La première condition est que le GCE soit non nul à la position du noyau sonde. 
• La deuxième est que la distribution de charge dans le noyau doit être non sphérique sinon 
𝑄𝑥𝑥 = 𝑄𝑦𝑦 = 𝑄𝑧𝑧 et alors 𝐸(2) = 𝑄𝑥𝑥6 ∑ 𝑉𝛼𝛼𝛼 = 0 en vertu de l’équation de Laplace. Cette 
deuxième condition implique que le nombre de spin nucléaire du noyau sonde est supérieur 
ou égal à l’unité.  
 En replaçant maintenant l’écriture classique de la distribution de charge ρ(r) par son 
opérateur quantique 𝜌(𝑜𝑝)(𝒓)  nous obtenons une écriture de l’hamiltonien de l’interaction 
quadripolaire (cf. équation 8).  
 
ℋ𝑄 = 16∑ 𝑉𝛼𝛽𝑄𝛼𝛽(𝑜𝑝)𝛼,𝛽  𝑎𝑣𝑒𝑐 𝑄𝛼𝛽(𝑜𝑝) = ∫�3𝑥𝛼𝑥𝛽 − 𝛿𝛼𝛽𝑟2�𝜌(𝑜𝑝)(𝒓)𝑑𝜏    
8 
 
Ce qui après application du théorème de Wigner-Eckart sur 𝑄𝛼𝛽
(𝑜𝑝) donne l’écriture usuelle de 
l’hamiltonien de l’interaction quadripolaire :  
 
ℋ𝑄 = 𝑒𝑄𝑉𝑧𝑧4𝐼(2𝐼−1) ((3𝐼𝑧2 − 𝐼2) + 𝜂�𝐼𝑥2 − 𝐼𝑦2�)      
9 
 
On remarque dans l’équation 9 l’apparition du moment quadripolaire Q qui est un scalaire. 
L’information directionnelle qui était contenu dans le tenseur 𝑄𝛼𝛽
(𝑜𝑝)  est conservée dans les 
opérateurs de spin I2, Ix, Iy, Iz. De cet hamiltonien, on obtient la (ou les) fréquence(s) de résonance 
quadripolaire nucléaire, notée ν Q, qui est propre à un couple noyau-position atomique dans la 
structure. Dans le cas d’un spin nucléaire égal à 3/2, elle s’exprime comme suit: 
  
 
                  avec          ,                                                                    
10 
 
où e est la charge d’un électron et h la constante de Planck.  
 
Les noyaux possédant un nombre de spin nucléaire supérieur ou égal à l’unité représentent 75% 
des noyaux dans la liste des noyaux actifs et stables en RMN possédant un spin non nul et sont 
zz
yyxx
V
VV −
=η
2h
eQV
2
zz
Q
3
1 η
ν
+
= 𝑎𝑣𝑒𝑐 |𝑉𝑥𝑥| ≤ �𝑉𝑦𝑦� ≤ |𝑉𝑧𝑧| 
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qualifiés de noyaux quadripolaire : 209Bi, 63Cu, 65Cu, 59Co, 75As, 27Al, 14N, 35Cl, 37Cl … De plus, la plupart 
de ces noyaux peuvent se retrouver dans des structures cristallines où la symétrie de site n’est pas 
cubique (condition nécessaire pour que le GCE soit non nul). Ainsi il existe un très grand nombre de 
sondes de RQN disponibles. En effet, après la découverte de la RQN par Dehmelt et Krüger en 1950 
[32], de nombreux couples noyau-structure ont été étudiés.  
 
B. Prérequis de notre étude 
 
 Comme nous l’avons abordé plus haut une des applications de la RQN a été de mesurer des 
pressions hydrostatiques. En effet, la RQN caractérise comme nous venons de le voir l’interaction 
entre le moment quadripolaire du noyau et le GCE l’environnant. Toute modification du GCE va donc 
entraîner une modification de la fréquence RQN. Quand on applique une pression à un matériau ce 
dernier se déforme ce qui entraîne un déplacement des atomes par rapport à leur position au repos. 
Or le GCE, qui est pour rappel la dérivée spatiale d’ordre 2 du potentiel électrique, est sensible à la 
position des charges. Par conséquent, toute pression appliquée sur le matériau étudié va modifier sa 
fréquence RQN. Il apparaît donc possible de mesurer des pressions à l’aide de matériaux ayant une 
fréquence RQN.  
Cependant, au vu de l’application visée, deux autres critères supplémentaires à ceux requis pour 
l’existence d’une résonance RQN (cf. partie précédente) sont à remplir. Il faut que :  
- le cristal soit chimiquement et physiquement stable dans les conditions de température, de 
pression et d’hygrométrie envisagées. 
- le noyau quadripolaire utilisé soit l’isotope majoritaire afin de limiter la quantité de cristal 
nécessaire à l’obtention d’un signal et/ou d’éviter d’avoir à enrichir la poudre de cristal en cet 
isotope. 
D’autres critères viennent se rajouter qui sont liés à la manière dont nous avons voulu mener 
l’étude. Nous avons voulu que : 
- le signal soit composé d’une unique fréquence située au-delà de la quinzaine de mégahertz 
afin de faciliter sa détection par un dispositif inductif et réduire les problèmes de détection du signal 
à basse fréquence. 
- la symétrie de site du noyau quadripolaire soit axiale au repos (c’est-à-dire avant 
déformation sous l’action de la contrainte) afin de rendre le paramètre d’asymétrie η du GCE 
initialement nul. L’idée étant de faire en sorte que la fréquence de résonance ne dépende plus que 
de la composante principale du GCE, simplifiant ainsi l’analyse (cf. équation 10). 
 - le cristal soit disponible non seulement sous forme de poudre polycristalline mais 
également sous la forme de monocristaux millimétriques afin de pouvoir appliquer des contraintes 
macroscopiques uni-axiales selon des directions cristallographiques particulières. 
La cuprite, forme stable en condition ambiante et dans une large gamme de température et de 
pression de l’oxyde de cuivre (I), correspond à l’ensemble de ces critères comme nous allons le voir. 
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C. Le Cu2O 
 1) Structure, propriétés mécaniques et comportement en pression et température 
 
 La structure cristalline de Cu2O est construite avec deux réseaux cubiques centrés, un pour 
l’oxygène et un pour le cuivre, décalés d’un vecteur (¼, ¼, ¼). Sa maille cristalline (cf. figure 1) peut 
être caractérisée par l’ensemble des paramètres suivants : 
− Groupe d’espace : 𝑃𝑛3�𝑚 numéro 224 
− Paramètres de maille : a = b = c = 4,2696 Å et α = β = γ = 90° 
− La position des atomes selon les positions de Wyckoff : 
 Cu en 4b soit les positions �1
4
, 1
4
, 1
4
� ; �3
4
, 3
4
, 1
4
� ; �3
4
, 1
4
, 3
4
� ; �1
4
, 3
4
, 3
4
� 
 O en 2a soit les positions (0, 0, 0); �1
2
, 1
2
, 1
2
� 
 
 
Figure 1 Représentation de la maile de la cuprite cubique. En rouge les atomes d’oxygène et en bleu les atomes de cuivre. 
 
Ces paramètres de maille ont été mesurés à plusieurs reprises par diffraction X traditionnelle 
[33]–[35], avec une source synchrotron [36], [37], et par diffraction de neutron [38] avec des 
variations en fonction de la méthode utilisée qui restent dans l’erreur de mesure.  
On remarque d’ailleurs en voyant la structure présentée ci-dessus la symétrie axiale autour du 
noyau de cuivre. Cette symétrie a été observée dans le travail de Cox de 1960 [39] par une approche 
fondée sur des mesures faites par RMN et par d’autres mesures faites par synchrotron [36], [37], 
[40]. Une symétrie de site D∞h pour le cuivre dans la cuprite cubique est établie ; c'est-à-dire une 
symétrie axiale autour du noyau quadripolaire. Le paramètre d’asymétrie du GCE à la position du 
cuivre dans la cuprite est donc nul.  
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En outre, le Cu2O cristallisant selon une maille cubique, il est donc, par définition, anisotrope 
mécaniquement. Afin de caractériser d’un point de vue mécanique ce matériau, il convient de 
déterminer les constantes élastiques qui régissent la loi de comportement du cristal. D’après la 
mécanique en régime élastique, un matériau cubique possède trois composantes élastiques 
indépendantes. Elles ont été mesurées en étudiant les variations de vitesses d’ondes ultrasonores 
selon la direction sollicitée [41], [42]. Les Cij présentés dans [42] sont : C11 = 122,88 ± 0,38 GPa, C22 = 
106,5 ± 0,71 GPa, C44 = 12,1 ± 0,3 GPa. Ces coefficients déterminent les propriétés mécaniques du 
matériau en fonction de la direction de la sollicitation vis-à-vis des axes de la maille, et notamment la 
valeur de module élastique plus généralement appelée module d’Young. Ainsi on peut exprimer la 
valeur du module d’Young E selon les directions des axes cristallographiques. 
E [1, 0, 0] = 24,0 ± 1,84 GPa 
E [1, 1, 0] = 31,4 ± 2,83 GPa 
E [1, 1, 1] = 35,0 ± 3,39 GPa 
En plus de ces mesures de constantes élastiques, d’autres travaux, traitants des propriétés 
mécaniques du Cu2O ont été menés. Torres-Villaseñor, Martinez-Clemente et Audouard et leurs 
collaborateurs respectifs ont tous remarqué lors de leurs travaux que la forme monocristalline 
millimétrique d’oxyde de cuivre (I) est fragile à température ambiante [43]–[45]. Martinez-Clemente 
et al montrent d’ailleurs dans leur article [44] qu’à température ambiante le monocristal d’oxyde de 
cuivre (I) fracture à environ 100 MPa dans le cadre d’une sollicitation uni-axiale (cf. figure 2). Cette 
observation va limiter la gamme de contrainte dans laquelle notre étude pourra se dérouler. 
Cependant cette limitation est sans réelle conséquence car en choisissant de centrer notre étude sur 
les polymères nous fixions déjà comme limite haute de contrainte à explorer la valeur de 100 MPa. 
En effet, pour la quasi-totalité des polymères, la contrainte à la rupture ou la limite élastique se 
trouvent avant les 100 MPa. 
 
Figure 2 Courbes nominales contraintes déformation de la cuprite. Les échantillons sont sollicités dans la direction [001]. 
On notera tout à gauche, avec une déformation très faible comparée à des températures plus élevées, la courbe 
nominale faite à température ambiante. [44] 
En ce qui concerne la stabilité de la cuprite cubique à la pression et à la température, son 
diagramme P-T, adapté de [46], est donné figure 3. On peut y voir les régions stable et métastable du 
Cu2O respectivement en vert et en orange. Sont aussi représentées en trait plein les courbes de 
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synthèses et de décomposition de la cuprite. Enfin, indiqués tout à droite, on peut observer les 
domaines de phases amorphes et nanocristallins pour le CuO et le Cu. 
 
 
Figure 3 Diagramme P-T du Cu2O avec les régions stable (en vert) et métastable (en jaune). En trait plein sont 
représentées les courbes de synthèse et décomposition de la cuprite. Et tout à droite les domaines de phases amorphes 
et nanocristallins pour le CuO et le Cu. I-Ia, Ia-II et II-III indiquent les changements de phases de la cuprite, 
respectivement de cuprite vers tétragonal, tétragonal vers hexagonal et hexagonal vers CdCl2 [46]. 
 
Sur ce diagramme P-T, les changements de phase de Cu2O à température ambiante observés par 
Sinitsyn et al. [46] sont aussi indiqués. I-Ia indique le changement de phase cristalline de la cuprite 
cubique vers une phase tétragonale, Ia-II de la phase tétragonale à la phase hexagonale et II-III, enfin, 
indique le changement de la phase hexagonale vers une phase organisée comme CdCl2. De 
nombreuses autres études ont montré que Cu2O ne subissait pas de changement de phase tant que 
l’on travaille dans la gamme 0-5 GPa à température ambiante ou inférieure ([34], [46]–[48]) bien 
qu’une transition ait été reportée à 700 MPa selon [49]. Des études ab-initio ont été faite pour 
déterminer les changements de phase dans la gamme de contrainte de 0 à plus de 20 GPa [50], [51]. 
Ces différents changements de phases restent donc un sujet de débat dans la littérature. Cependant, 
pour rappel, notre étude se limitant à la gamme 0-100 MPa, gamme dans laquelle aucune transition 
de phase n’a été reportée, ces désaccords n’auront pas d’impact sur l’interprétation de nos résultats.  
De plus il est important de mentionner que l’oxyde de cuivre (I) présente dans la plage de 
température 9 K - 240 K une expansion thermique négative [35]. Pour expliquer celle-ci, plusieurs 
études ont modélisé les phonons du Cu2O pour prédire notamment les gammes de pression où des 
changements de phases doivent s’opérer ([35], [38], [52], [53]). Ces études ont notamment conclu 
que la déformation de la liaison Cu-O est particulièrement couteuse énergétiquement et ont 
retrouvé les gammes de pression où sont observés expérimentalement les changements de phases. 
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2) Moment quadripolaire et dépendance de la fréquence RQN du Cu dans la cuprite à la contrainte hydrostatique et à la température. 
 
Les deux isotopes majoritaires du cuivre, tous deux de spin 3/2, présentent un moment 
quadripolaire significatif : Q(63Cu)=-21,1 10-30m2, Q(65Cu)=-19,5 10-30m2 [54]–[57] (Q(63Cu)=-19,8 10-
30m2 d’après Santiago et al. en 2014 [58]). Compte-tenu de ces moments quadripolaires et de la 
structure de la cuprite, les fréquences RQN du 63Cu et du 65Cu dans la cuprite sont d’environ 25,994 
MHz et 24,023 MHz respectivement en conditions ambiante. Comme le 63Cu représente environ 69 % 
et le 65Cu environ 31% des atomes de Cu, nous avons donc choisi de focaliser notre étude sur le 63Cu 
qui est l’isotope majoritaire. 
Pour ce qui est de la dépendance à la pression et à la température de la fréquence de RQN, 
celle-ci est intrinsèque à la physique du couplage quadripolaire. Elle est donc observable pour tous 
les cristaux, par exemple le BiCl3 [59]. Concernant l’oxyde de cuivre (I), ces dépendances ont déjà fait 
l’objet de plusieurs études expérimentales [20], [26]–[28], [30], [60], [61] dont la première a été celle 
de Kushida et al. [20]. Dans cet article dont la courbe variation de fréquence RQN de la cuprite en 
fonction de la contrainte est reprise figure 4, Kushida et ses collaborateurs sont les premiers à 
apporter une explication à la dépendance en contrainte et en température de la fréquence RQN de 
l’oxyde de cuivre (I). Leur approche se fonde sur le modèle de Bayer qui se base sur l’amplitude de 
vibration 𝜉  des phonons pour expliquer que la fréquence de résonance quadripolaire 𝜈𝑄  d’un 
matériau diminue avec la température [62]:  
𝜐𝑄 = 𝜐0 �1 − 34� �𝜉𝑖0�2𝑖 𝐴𝑖�  𝑎𝑣𝑒𝑐 𝐴𝑖 = (𝛼𝑖 − 23 𝛿𝑖𝑖) 
11 
𝑜ù 𝛼𝑖𝑣𝑖𝑒𝑛𝑡 𝑑𝑒 𝜃 = �𝛼𝑖𝜉𝑖
𝑖
+ ⋯ 
𝑜ù 𝛿𝑖𝑖  𝑣𝑖𝑒𝑛𝑡 𝑑𝑒 𝑉𝑧𝑧 = 𝑉𝑧𝑧,0(1 + � 𝛽𝑖𝜉𝑖 + � 𝛿𝑖𝑗𝜉𝑖𝜉𝑗
𝑖𝑗𝑖
+ ⋯ ) 
Avec 𝜈0 la fréquence de résonance du réseau sans aucune vibration, 𝜉𝑖  est l’amplitude de vibration 
du i-ème mode, 𝜃 est l’angle entre la direction de l’axe principale du GCE et la direction dans le 
réseau sans vibration, et Vzz la plus grande valeur propre du GCE. 
 Après des simplifications basées sur des observations expérimentales et des développements 
limités Kushida et al. en arrivent aux expression suivantes : 
𝜈𝑄 = 𝜈0 �1 + 𝑏𝑇 + 𝑐𝑇� 
12 
𝑜ù 𝑏 = −32𝑘𝐵� 𝐴𝑖𝜔𝑖2𝑀1  𝑒𝑡 𝑐 = − ℏ28𝑘𝐵�𝐴𝑖𝑀1  
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𝜔𝑖  représente la fréquence de vibration du i-ème mode. M est un nombre fixé par la 
température la plus basse TM utilisée lors de l’expérience d’étude en température. TM est elle-même 
reliée à la fréquence des phonons par la relation 𝜔𝑀 = 𝑘𝐵𝑇𝑀ℏ . La dépendance de la fréquence RQN du 
63Cu dans Cu2O à la température est de -3,56 kHz.K-1. 
 
Pour introduire la dépendance à la pression Kushida et al. font le postulat que 𝑉𝑧𝑧,0,𝜔𝑖 𝑒𝑡 𝐴𝑖  
dépendent de la variation relative de volume induite par la contrainte. Par des ajustements de leur 
modèle à leurs données expérimentales Kushida et al. trouvent la formule empirique suivante : 
𝜈 = [27,02 − 26(𝑉 − 𝑉0
𝑉0
)] �1 + [−1,29. 10−4 + 7,62. 10−4(𝑉 − 𝑉0
𝑉0
)]𝑇 + −0,074
𝑇
� 
Il faut cependant faire attention à un point. Kushida et al. ont mesuré une fréquence en fonction 
d’une pression hydrostatique. Pour déterminer la variation de volume correspondante (non 
mesurable), il leur a donc fallu utiliser le module de compressibilité du Cu2O. Or la valeur connue à 
cette époque était d’environ 50 GPa [63] alors que des données plus récentes font état d’un module 
de 110GPa [34], [42]. En tenant compte de cette correction, la dépendance de la fréquence RQN à la 
pression en gaz pour Kushida et al. serait de 0,38 kHz.MPa-1 à T = 300 K. Pour Reyes et al. [27], à T = 
300 K aussi, elle est de 0,35 kHz.MPa-1. Ainsi la variation de fréquence RQN est donc équivalente pour 
une variation de température de 1°C ou une compression d’environ 10 MPa. 
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Figure 4 Fréquences RQN en MHz du 63Cu dans Cu2O en fonction de la contrainte hydrostatique appliquée en MPa à 
différentes températures. [20] 
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D. Influence de l’anisotropie du cristal sur la fréquence RQN 
 
 Des travaux traitant de ce sujet ont déjà été menés par Prado et Armstrong sur le 35Cl dans 
K2OsCl6 [64], et par Zamar et Brunetti dans NaClO3 [65]. Prado, Armstrong observent (cf. figure 5) que 
la variation de fréquence n’est pas la même selon qu’ils sollicitent leurs cristaux selon la direction 
(100) ou (111), direction définie par rapport aux axes cristallographiques de la maille. Dans le cas de 
la sollicitation selon l’axe (111) on observe même une perte de la linéarité de la variation de 
fréquence avec la contrainte. 
 
Figure 5 Variation de fréquence RQN du pic principal et satellite du spectre du 35Cl dans K2OsCl6 en fonction de la 
contrainte uni-axiale appliquée. Les lignes pleines sont des ajustements selon la règle des moindres carrés : à gauche la 
sollicitation sur le cristal (100) et à droite la sollicictation du cristal (111) [64]. 
 Zamar et Brunetti (cf. figure 6), observent eux aussi une dépendance de la fréquence RQN de 
leur noyau sonde à la direction sollicitée. De plus Zamar et Brunnetti proposent avec le même 
cheminement que celui de Kushida une explication de la dépendance à la contrainte uni-axiale de la 
fréquence RQN. Le changement principal est qu’au lieu de regarder la variation de fréquence en 
fonction de la variation relative de volume une grandeur tensorielle ad hoc Q est introduite telle 
que : Δ𝜈𝑄 =  ∑ 𝑄𝑖𝜀𝑖61 . 
 
 
 
Figure 6 Variation de fréquence RQN du 35Cl dans NaClO3 en fonction 
de la contrainte uni-axiale appliquée et de la température de mesure. 
Les lignes pleines sont des ajustements selon la règle des moindres 
carrés : en haut la sollicitation sur le cristal (100) au milieu la 
sollicitation sur le cristal (110) et en bas la sollicictation du cristal 
selon (111) [65]. 
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 Cependant les variations de fréquence présentées dans ces articles sont faibles. Pour la 
figure 5, par exemple, la variation du pic principal à haute pression pourrait être une droite qui a une 
pente décroissante. Dans la figure 6, la variation dans la direction (111) pourrait être nulle si l’on 
considère que la variation brutale de fréquence autour de 0,6 MPa est de l’ordre de grandeur de leur 
imprécision de mesure. Or ni Prado et Armstrong, ni Zamar et Brunetti ne discutent de la précision de 
leur mesure.  
 Malgré tout ces résultats soulignent l’importance d’étudier, comme nous le faisons, 
l’influence de l’anisotropie du cristal de Cu2O sur la dépendance à la contrainte de sa fréquence RQN 
pour pouvoir comprendre comment elles sont reliées.  
 
IV. Modélisation de la variation de gradient de champ 
électrique de l’oxyde de cuivre (I) sous contrainte 
 
A. Pourquoi modéliser ? 
 
 L’enjeu de la modélisation est d’isoler les paramètres clés d’un phénomène de manière à 
reproduire des résultats expérimentaux ou à pouvoir mener des expériences par le calcul. Dans notre 
cas nous étudions, en utilisant la RQN, la dépendance à la contrainte du Gradient de Champ 
Électrique (GCE). Or ce dernier n’est pas directement mesurable expérimentalement. Ainsi la 
modélisation nous permettra d’affiner l’interprétation de nos résultats expérimentaux à partir des 
données calculées pour le GCE. 
 De nombreux modèles ont été développés au cours des dernières décennies, et deux grands 
types se distinguent : les modèles fondés sur la mécanique classique et ceux fondés sur la mécanique 
quantique. L’approche classique est fondée sur l’utilisation de champs de forces déterminés au 
préalable par le paramétrage des forces d’interactions entre les atomes. Cette approche très peu 
couteuse en temps de calcul, est limitée par la phase de paramétrage qui réduit ses capacités de 
généralisation. En revanche, l’approche quantique permet de s’affranchir des différents paramètres 
décrivant le matériau dans l’approche classique. Seuls les paramètres structuraux comptent. C’est 
pourquoi nous avons choisi d’utiliser cette approche. En effet dans notre cas, le seul présupposé 
pour la modélisation est le positionnement des atomes. Ainsi, en reproduisant ou non nos résultats 
expérimentaux, via le calcul on peut valider ou invalider un modèle. Nous pouvons donc espérer par 
cette confrontation affiner notre compréhension théorique de la dépendance du tenseur de gradient 
de champ électrique au tenseur de contrainte mécanique. 
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B. Pourquoi utiliser la théorie de la fonctionnelle de la densité ? 
 
 On s’intéresse maintenant plus particulièrement à l’approche quantique pour la simulation 
numérique. Sous cette appellation se cache une très grande richesse et une diversité de contenu. La 
difficulté de ces calculs tient dans le choix des approximations des méthodes quantiques. En effet, 
plus le niveau d’approximation de nos calculs sera bas, meilleurs seront les résultats attendus mais 
plus le temps de calcul nécessaire sera important. D’autre part, un système plus complexe ou une 
zone étudiée plus large engendre a fortiori davantage de calculs. Il s’agit donc de choisir le meilleur 
compromis pour modéliser le matériau, en fonction du paramètre étudié. 
 Dans l’étude des systèmes chimiques fondés sur la mécanique quantique deux grandes 
approches sont couramment employées. Il s’agit de la méthode dite d’Hartree-Fock (HF), nommée 
d’après ses inventeurs, et la méthode de la Théorie de la Fonctionnelle Densité (DFT), nommée 
d’après l’outil mathématique liant la densité électronique à l’énergie totale du système. Ces deux 
méthodes se différencient dans leur manière de refléter les spécificités de la matière dans le 
domaine quantique. Plus particulièrement, premièrement les électrons sont des fermions 
indiscernables, leur fonction d’onde se doit donc d’être antisymétrique, et deuxièmement ils sont 
chargés. La conséquence directe de cette réalité est la prise en compte dans le calcul des 
phénomènes d’échange et de corrélation. Le phénomène d’échange traduit l’interdiction pour deux 
fermions de même spin de se retrouver au même endroit (principe d’exclusion de Pauli), alors que le 
phénomène de corrélation est une interaction électronique qui traduit l’action qu’exercent les 
charges des électrons les unes sur les autres.   
 
 Dans la méthode HF, on cherche à résoudre une version approchée de l’équation de 
Schrödinger en utilisant pour décrire les fonctions d’ondes du système des fonctions d’ondes mono 
électroniques d’électrons n’interagissant pas entre eux. Ces fonctions mono électroniques sont 
définies par un produit antisymétrique de spin-orbitales (produit d’une fonction spatiale et d’une 
fonction de spin 𝜓(𝑟)) écrit sous la forme d’un déterminant de Slater Ψ (cf. équation 13). 
 
Ψ(r1, r2, … rN) = 1
√𝑁! �𝜓1(𝑟1) … 𝜓𝑁(𝑟1)… … …𝜓1(𝑟𝑁) … 𝜓𝑁(𝑟𝑁)� 
13  
Fonction d'onde de l'état fondamental exprimé sous la forme d'un déterminant de Slater de 
fonctions spin-orbitales notées 𝝍𝒊, ri étant la position du i
ème électron et N étant le nombre total 
d’électrons du système. 
 
  Ce formalisme permet donc de traiter exactement la partie échange, mais la partie 
corrélation est par essence ignorée. Il faut donc introduire cette dernière par des méthodes 
calculatoires qui sont très lourdes limitant à seulement quelques atomes la taille du système étudié. 
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De plus, ces méthodes sont moins développées pour l’étude de systèmes périodiques que 
moléculaires. 
 
 En ce qui concerne la DFT, tant la partie échange que la partie corrélation est approximées. 
Kohn et Sham [66] comparent, en se focalisant sur la densité électronique et non les fonctions 
d’onde, le cas d’un système composés de N électrons qui interagissent et celui de N électrons 
n’interagissant pas. Ils concluent que les deux systèmes peuvent être décrits de la même façon à une 
correction énergétique près. Ceci permet alors de passer d’une équation à N électrons insoluble, à N 
équations monoélectroniques, appelées équations de Kohn et Sham (KS). Il devient ainsi possible de 
simuler des systèmes contenant plus d’atomes que dans le cas d’HF avec un temps de calcul 
raisonnable et une précision proche de celle de l’expérience (par exemple dans la détermination des 
paramètres de maille). De plus, ces dernières années, les méthodes DFT ont été utilisées avec 
beaucoup de succès pour modéliser les structures hyperfines et plus particulièrement les gradients 
de champs électriques (GCE) dans les solides [67], [68]. Cependant pour les métaux de transition, et 
plus spécifiquement pour le cuivre, pour lequel une littérature abondante existe ; les résultats 
obtenus avec la DFT ne sont pas toujours satisfaisants [69]. Le calcul du GCE sur le site du cuivre est 
en effet particulièrement compliqué car les orbitales 3p et 3d ont des contributions de signe opposé 
qui s’annulent mutuellement en grande partie. On sait maintenant depuis plusieurs années qu’il 
suffit de l’ajout d’une contribution Coulombienne (U, dite de Hubbard) sur le site du cuivre pour 
décrire convenablement les bandes interdites et les structures magnétiques dans de tels 
systèmes.[70], [71] Cette méthode a été utilisée avec succès pour comprendre le GCE du cuivre dans 
des cuprites supraconductrices à haute température critique.[69] La DFT a donc été choisie dans le 
cadre de cette étude. 
 La DFT est une approche calculatoire fondée sur la densité électronique. Elle s’est construite 
sur l’observation de Hohenberg et Kohn [72] que la densité d’électron ρ seule définit l’énergie totale 
du système Etotale et que cette dernière en est une fonctionnelle :   
 
𝐸𝑡𝑜𝑡𝑎𝑙𝑒(𝜌(𝒓)) = 𝑇𝑠(𝜌(𝒓)) + 𝐸𝑒𝑒(𝜌(𝒓)) + 𝐸𝑁𝑒(𝜌(𝒓)) + 𝐸𝑥𝑐(𝜌(𝒓)) + 𝐸𝑁𝑁 
14  
où Ts est l’énergie cinétique des particules sans interactions, Eee est l’énergie de répulsion 
électronique des électrons entre eux, ENe est l’énergie d’attraction entre les noyaux et les électrons, 
Exc est l’énergie associée aux phénomènes d’échange et de corrélation, enfin ENN représente l’énergie 
de l’interaction coulombienne entre les noyaux. 
 
𝜕𝐸𝑥𝑐[𝜌(𝒓)]
𝜕𝜌(𝒓) = 𝑉𝑥𝑐(𝜌(𝒓)) 
15 
 Lien entre la fonctionnelle échange-corrélation 𝑬𝒙𝒄 et le potentiel échange-corrélation 𝑽𝒙𝒄 
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 La forme exacte du potentiel d’échange corrélation 𝑉𝑥𝑐 n’étant pas connue, il est nécessaire 
de l’approximer. Le choix de l’approximation décrivant la fonctionnelle 𝑉𝑥𝑐 est un choix fondamental 
car la manière dont on approxime ce potentiel traduit une compréhension et/ou une hypothèse faite 
sur le système. La première approximation faite a été de considérer que la densité d’électron se 
comporte comme un gaz d’électrons homogène ce qui a amené à l’Approximation de la Densité 
Locale (LDA)[66]. Cette fonctionnelle fournit de très bons résultats pour des solides tels que les 
métaux où l’hypothèse de la répartition homogène des électrons est cohérente avec la physique de 
ces matériaux. Le problème avec la fonctionnelle LDA porte donc sur les atomes dont la densité 
électronique varie rapidement près du noyau. Pour tenir compte de cette variation, il a été proposé 
de rajouter le gradient de la densité électronique dans la forme de la fonctionnelle. On appelle cette 
approximation l’Approximation du Gradient Généralisé (GGA). De nombreuses fonctionnelles 
utilisent cette approximation notamment celle de Perdew, Burke et Ernzerhof (PBE) [73] utilisée dans 
cette thèse. Pour définir leurs fonctionnelles d’échange et de corrélation, Perdew, Burke et Ernzerhof 
ont cherché à exprimer les conditions limites en fonction des principes fondamentaux de la physique 
quantique et des constantes de la physique. Cette approximation n’est donc pas fondée sur de 
l’optimisation à partir de données expérimentales.  
 Pour répondre à ce problème d’autres auteurs ont eu l’idée d’utiliser des fonctionnelles dites 
hybrides. Cette approximation est fondée sur l’observation que pour un système non-corrélé 
l’énergie obtenue par la modélisation HF est exacte alors que pour un système fortement corrélé la 
méthode DFT utilisant la GGA voire la LDA est plus physiquement proche du phénomène. En faisant 
une combinaison à plusieurs paramètres des fonctionnelles d’échanges (𝐸𝑥𝐻𝐹, 𝐸𝑥𝐿𝐷𝐴 et 𝐸𝑥𝐺𝐺𝐴) et de 
corrélations (𝐸𝑐𝐿𝐷𝐴 et 𝐸𝑐𝐺𝐺𝐴)[74]–[76] on peut se rapprocher un peu plus de l’énergie exacte. Ces 
paramètres sont optimisés pour reproduire le plus grand nombre de propriétés pour un jeu de 
molécules le plus large possible. 
 
𝐸𝑥𝑐
𝐻𝑦𝑏𝑟𝑖𝑑𝑒 = 𝐸𝑥𝑐𝐿𝐷𝐴 + 𝑎0(𝐸𝑥𝐻𝐹 − 𝐸𝑥𝐿𝐷𝐴) + 𝑎1𝐸𝑥𝐺𝐺𝐴 + 𝑎2𝐸𝑐𝐺𝐺𝐴 
16 
 Écriture générale d'une fonctionnelle hybride à trois paramètres 
 
Il est à noter que certaines fonctionnelles hybrides ne présentent pas de paramètres 
ajustables car ces derniers sont fixés par la théorie. C’est le cas de PBE0 dont le paramètre ¼ est fixé 
par la théorie des perturbations à l’ordre 4 :  
 
𝐸𝑥𝑐 = 𝐸𝑥𝑐𝐷𝐹𝑇 + 14 (𝐸𝑥𝐻𝐹 − 𝐸𝑥𝑐𝐷𝐹𝑇) 
17 
 Écriture de la fonctionnelle Exc pour la fonctionnelle hybride PBE0 
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C. Pourquoi utiliser le logiciel WIEN2K ? 
 
  Le code WIEN2K [77] permet de tester nombre de ces fonctionnelles approximant la 
fonctionnelle d’échange-corrélation 𝐸𝑥𝑐. De plus, WIEN2K permet une analyse orbitalaire du GCE. Ce 
point est d’une importance cruciale car les liaisons dans Cu2O ont été prouvées partiellement 
covalente. [56] Une telle analyse permettrait donc une meilleure compréhension de la dépendance 
en fréquence du gradient de champ électrique. 
 De plus, pour des raisons algorithmiques, on cherche à exprimer le potentiel échange 
corrélation 𝑉𝑥𝑐 et plus généralement le potentiel global 𝑉𝑡𝑜𝑡𝑎𝑙 défini comme dans l’15 mais appliqué à 
la fonctionnelle énergie totale Etotal sous la forme d’une série de Fourier, dont il faut choisir la base et 
la forme. Il y a donc ici aussi une approximation dans l’écriture des potentiels. De nombreux modèles 
existent. Certaines sont fondées sur une écriture du potentiel à l’aide de combinaisons linéaire des 
orbitales atomiques, d’autres avec des orbitales gaussiennes ou de Slater, d’autres encore utilisent 
des ondes planes (PW) ou encore des orbitales sphériques ou bien un mélange de ces différentes 
formes. Pour décrire un GCE il faut une écriture du potentiel qui soit la plus exacte possible autour du 
noyau et c’est ce que fait WIEN2K en utilisant la méthode LAPW+lo [78]. Cette méthode sera décrite 
dans le chapitre suivant. Pour l’ensemble de ces raisons, il a été choisi de travailler avec le code 
WIEN2K. 
 
V. Conclusion 
 
 Comme nous l’avons vu tout au long de ce chapitre, l’utilisation de la RQN pour mesurer des 
contraintes semble être une piste prometteuse et l’oxyde de cuivre (I) une sonde RQN raisonnable au 
vu de l’application envisagée. Avec ces choix viennent les questions soulevées dans l’introduction de 
cette thèse :  
 Comment est-il possible de relier une variation de fréquence qui est une grandeur scalaire 
avec le caractère tensoriel des contraintes ? Le cristal de Cu2O étant anisotrope, quelle sera la 
réponse de sa fréquence RQN lors de sollicitations non hydrostatiques ?  
 Est-ce que la réponse RQN de la charge sera représentative de l’état de contrainte du 
caoutchouc ? Est-ce que la variation de fréquence RQN du Cu2O induite par la contrainte sera 
suffisante pour que la méthode soit utilisable dans le domaine d’application envisagé ? Peut-on 
envisager de cartographier des champs de contraintes hétérogènes à l’aide de cette méthode ? Et si 
oui, le solénoïde est-il le seul outil inductif utilisable ou est-il envisageable d’utiliser une bobine 
plate ?  
 Autant de questions n’ayant pas toutes de réponse dans la littérature et auxquelles nous 
essayeront de répondre au cours de cette thèse en alliant la modélisation DFT, dont nous avons 
montré l’intérêt dans la partie précédente, et des expériences réalisées sur des montages 
expérimentaux construits à dessin.  
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 Dans le chapitre suivant, nous étudions le lien qui existe entre la variation de fréquence RQN 
du 63Cu dans Cu2O et le tenseur de contrainte. Nous reprendrons tout d’abord les travaux existant sur 
la dépendance de la fréquence RQN de la cuprite sous contrainte hydrostatique. Nous nous 
intéresserons ensuite à la dépendance de la fréquence RQN d’un monocristal de cuprite à la direction 
de la contrainte en lui appliquant des sollicitations uni-axiales. Nous nous appuierons sur des 
modélisations DFT (Théorie de la Fonctionnelle Densité) afin d’approfondir la compréhension 
théorique du phénomène. 
 Enfin dans le dernier chapitre, nous étudierons la capacité de l’oxyde de cuivre (I) à être une 
jauge de contrainte dans un liant polymère et nous évaluerons la possibilité de l’utiliser pour 
cartographier des champs de contraintes hétérogènes. 
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Chapitre 2  
RQN du cristal de cuprite dans le régime élastique 
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Comme nous venons de le rappeler, il est nécessaire de savoir quelle est la dépendance de la 
fréquence RQN de la cuprite seule à la contrainte élastique. Dans ce chapitre nous allons donc 
expliciter le lien qui existe entre la variation de fréquence RQN, grandeur scalaire, et le tenseur des 
contraintes. Nous traiterons aussi du rôle de l’anisotropie mécanique du Cu2O sur sa réponse 
fréquentielle après l’avoir quantifiée expérimentalement en effectuant des mesures de modules 
d’Young. 
Avant d’aller plus loin il est important de rappeler ce qu’est une contrainte. Une contrainte 
s’exprime mathématiquement par un tenseur 𝜎�, représenté par une matrice 3x3 dans un repère 
donné. Il est habituel de décomposer ce tenseur de contrainte en deux tenseurs l’un appelé 
composante hydrostatique et l’autre composante déviatorique de la contrainte.  
 
                18 
 
Décomposition dans le cas général du tenseur symétrique de contrainte 𝝈� en une composante hydrostatique, une 
matrice diagonale triplement dégénérée, et une composante déviatorique symétrique de trace nulle. 
 
 Dans cette écriture, la composante hydrostatique représente la partie de la contrainte qui va 
engendrer une variation de volume à forme fixé alors que la composante déviatorique représente la 
partie de la contrainte qui va générer les changements de formes à volume fixé. 
La stratégie expérimentale que nous avons mise en place est la suivante. Nous avons voulu 
commencer par une sollicitation simple et connue où la composante déviatorique est nulle. Pour ce 
faire nous avons donc en premier lieu appliqué une compression hydrostatique (compression du 
Cu2O grâce à une pression de gaz).  
 
 
 19 
 
Tenseur de contrainte 𝝈� dans le cas de la contrainte hydrostatique. σh est ici égale à la valeur de la pression. La 
composante déviatorique est nulle dans ce cas. 
 
Nous nous sommes ensuite intéressés à des cas où les composantes déviatorique et 
hydrostatique des sollicitations étudiées sont non nulles. Nous avons alors choisi la compression uni-
axiale pour deux raisons. La première est, qu’en plus de nous fournir des informations sur le lien 
entre la variation de fréquence RQN et le tenseur de la contrainte appliquée, elle nous permet de 
tester l’influence de l’anisotropie du cristal de Cu2O. La deuxième est que c’est une sollicitation en 
pratique généralement facile à mettre en œuvre. Nous avons donc appliqué une contrainte uni-axiale 
sur des monocristaux d’oxyde de cuivre (I) dont la normale des faces d’appui est selon des directions 
cristallographiques choisies. 
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Décomposition dans le cas, d’une sollicitation uni-axiale, du tenseur de contrainte 𝝈� en, respectivement, sa composante 
hydrostatique et déviatorique. 
 
 Dans un premier temps et pour chacun de ces cas, la dépendance à la contrainte de la 
fréquence de résonance quadripolaire nucléaire de la cuprite sera caractérisée expérimentalement. 
Puis, pour compléter et discuter ces observations expérimentales, nous présenterons dans chaque 
cas des calculs quantiques basés sur la DFT et réalisés avec le logiciel WIEN2K afin d’apporter une 
compréhension plus fondamentale de la dépendance de la fréquence RQN du Cu2O à la contrainte. 
 
I. Compression hydrostatique 
 
 Nous commencerons notre propos par la description du montage expérimental. Puis nous 
présenterons le résultat obtenu avant de le discuter au regard des travaux déjà existant dans la 
littérature. Nous compléterons la discussion à l’aide d’une modélisation par calcul quantique. 
 
A. Montage hydrostatique 
 
Le montage de compression hydrostatique a été réalisé par Jean-Claude Ameline, Ingénieur 
d’Étude à l’Institut de Physique de Rennes. 
Il se compose d’un banc de pression et d’une tête RMN modifiée pour que le solénoïde soit 
dans une cellule de pression. Le fonctionnement du banc de pression est décrit ci-après. Le circuit 
primaire est composé d’un compresseur à membrane 100 MPa qui charge un multiplicateur. Après 
isolement du circuit primaire, une pompe hydropneumatique pousse le vérin du multiplicateur qui 
augmente la pression du circuit secondaire jusqu’à 700 MPa. Un système de vannes  
électropneumatiques piloté par une régulation programmable permet de stabiliser la pression via un 
accumulateur 55 MPa. Le système est équipé d’une soupape de décharge sur le circuit hydraulique et 
d’une soupape d’éclatement sur le circuit primaire. La cellule de pression, où se trouve le solénoïde, 
est en alliage de Cuivre et de Béryllium. De conception frettée, sa tenue en pression est supérieure à 
700 MPa. La régulation de pression est faite à ± 1 MPa. 
Comme nous voulons étudier la dépendance de la variation de fréquence à la contrainte et 
non à la température, il nous faudrait donc, dans l’idéal, une référence à même température et non 
sous contrainte pour étudier le décalage fréquentiel. Dans le cas présent ce n’est pas nécessaire car 
grâce à ce montage on peut suivre et réguler la température de l’expérience et donc contrôler qu’il 
n’y ait pas de variations de plus de 0,3 K pendant l’expérience. En effet la sonde est équipée d’un 
thermocouple juste après la cellule de pression contenant l’échantillon (cf. figure 7). Pour ajuster la 
température à laquelle l’expérience est faite il est possible d’injecter plus ou moins d’N2 liquide dans 
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la cellule de pression. Nous avons d’ailleurs pu étudier la dépendance de la fréquence de résonance 
quadripolaire nucléaire de la cuprite en fonction de la température à 96 MPa (voir annexe A).  
 
 
Figure 7 Schéma de la zone de mesure de la sonde 
 
En ce qui concerne l’acquisition des spectres RQN, elle a été faite avec une console RMN 
Bruker. Il est important de souligner ici que nous n’avons pas utilisé d’aimant générant un champ 
magnétique fixe. 
 
B. Dépendance de la fréquence RQN de la cuprite à la 
contrainte hydrostatique 
 
 Pour réaliser ces expériences nous avons utilisé de la poudre de Cu2O que nous nous sommes 
procurée chez Sigma Aldrich avec une pureté de 97 % et des grains d’une taille inférieure à 5µm. 
Nous l’avons placée dans la sonde RMN décrite dans la partie précédente. Nous avons ainsi pu 
mesurer la variation de fréquence RQN du 63Cu dans Cu2O en fonction de la pression hydrostatique 
de 0 à 100 MPa. Un exemple des spectres obtenus est présenté figure 8 et montre clairement le 
décalage fréquentiel induit par la pression. 
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Figure 8 Spectres RQN de la poudre de Cu2O avec une pression hydrostatique de 101 MPa (en bleue) et sans (en violet). 
La porteuse a pour fréquence Fp = 26,024 MHz. Les spectres ont été obtenus en 128 scans, un temps de recyclage de 250 
ms, et une séquence d’écho avec deux impulsions de 5,5 µs séparées de 15 µs. (température : 294 K) 
 
 La figure 9 détaille la variation de la fréquence RQN en fonction de la pression hydrostatique 
appliquée. Les barres d’erreurs présentées représentent l’imprécision de mesure liée à une 
différence de température entre l’échantillon et la référence de ±0,3°C au plus, ce qui correspond à 
une imprécision ±1kHz (selon la dépendance fréquence / température présentée en annexe A), 
ajoutée à l’imprécision de la mesure de la fréquence de résonance, associée à la durée de vie du 
signal et le rapport signal sur bruit, qui est de 0,5 kHz (soit ±1kHz pour la différence de fréquence). 
On a donc au total une imprécision de mesure de ±2kHz. 
 Les résultats de cette expérience montrent que la variation de la valeur de la fréquence 
RQN du Cu2O générée par une pression hydrostatique est linéaire. Elle vaut α = 0,38 kHz.MPa-1 à 
294 K. Au vu des sources d’imprécisions présentées ci-avant, la mesure d’une pression par cette 
méthode, est donc précise à ± 5 MPa. 
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Figure 9 Variation de fréquence RQN de la cuprite cubique  en fonction de la contrainte hydrostatique générée par une 
pression gazeuse de N2 à T = 294 K. 
 
C. Comparaison avec la littérature existante. 
 
L’expérience de mise sous contrainte hydrostatique par application d’une pression de gaz a 
déjà été réalisée plusieurs fois dans la littérature ([27], [20], [26], [30], [28]) et les dépendances de la 
fréquence RQN à la pression en gaz varient peu selon les articles : 
- Reyes et al. [27] à T=298 K : α = 0,35 kHz.MPa-1  
- Kushida et al. [20] à T=298 K : α = 0,38 kHz.MPa-1 
On constate que notre résultat de mesure est en très bon accord avec la littérature puisque 
nous trouvons la même dépendance linéaire de la variation de fréquence à la contrainte que Kushida 
et al. à température ambiante. 
 Dans le régime élastique, la variation relative de volume (∆V/V0) est liée à la trace de la 
matrice des déformations, i.e.  Δ𝑉
𝑉0
= 𝑇𝑟(𝜀)̿, ce qui implique, en utilisant la loi de Hooke dans le cas 
d’une contrainte hydrostatique (𝜎 = 3𝐾𝜀), que : 
𝛥𝑉
𝑉0
= 𝑇𝑟(𝜀)̿ = 𝑇𝑟(𝜎�)3𝐾  𝑎𝑣𝑒𝑐 1𝐾 = 1𝑉 � 𝑉𝜕𝑝ℎ�𝑇 
21 
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où K est le module de compressibilité et ph la pression hydrostatique appliquée. 
Pour une contrainte hydrostatique, 
𝑇𝑟(𝜎�) = 3𝜎ℎ 
22 
et par suite 
𝛥𝑉
𝑉0
= 𝜎ℎ
𝐾
  
23 
 Ainsi, la linéarité observée entre la fréquence RQN et la contrainte hydrostatique doit être 
équivalente à une relation linéaire entre la fréquence et la variation de volume du cristal. Dans la 
littérature, on voit souvent apparaître la relation suivante entre la composante principale du GCE, 
VZZ, et la variation de volume : 
𝑉𝑧𝑧
𝑉𝑧𝑧,0 = �𝑉𝑉0�𝛾 
où V et V0 représentent le volume massique sous contrainte et au repos respectivement. 
La valeur de l’exposant γ varie selon les auteurs, soit γ = - 0,96 ± 0,4 selon [20] ou encore γ = - 
1,928 ± 0,019 selon [29]. 
La fréquence RQN étant proportionnelle à VZZ pour le cuivre dans la cuprite comme nous 
l’avons vu dans le chapitre 1, cela signifierait donc que la grandeur d’intérêt pour expliquer 
correctement le comportement observé expérimentalement serait le rapport des fréquences 
mesurées sur la fréquence au repos. 
Reyes et al. (cf annexe A) ont montré que les effets de la température et de la pression sont 
décorrélés aux petites déformations. Ainsi, on peut écrire sous la forme suivante la variation linéaire 
observée entre la fréquence et la contrainte hydrostatique : 
𝜐𝑄(𝑃,𝑇)63 − 𝜐𝑄(0,𝑇)63 = 𝜐𝑄(𝑃, 0)63 − 𝜐𝑄(0,0)63 = 𝛼𝜎ℎ 
où le coefficient 𝛼 est indépendant de la valeur de 𝜐𝑄(0,0)63 .  
De là, on écrit en utilisant l’équation 23 reliant contrainte et variation de volume : 
𝜐𝑄(𝑃, 0)63 − 𝜐𝑄(0,0)63 = − 𝛼𝐾 Δ𝑉𝑉0  
  𝜐𝑄(𝑃, 0)63 − 𝜐𝑄(0,0)63
𝜐𝑄(0,0)63 = − 𝛼𝐾𝜐𝑄(0,0)63 𝛥𝑉𝑉0   
Qui peut se réécrire, en considérant le développement limité valable aux petites déformations : 
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     𝜐𝑄(𝑃, 0)63
𝜐𝑄(0,0)63 = 1 + − 𝛼𝐾𝜐𝑄(0,0)63 𝛥𝑉𝑉0 ≈ (1 + 𝛥𝑉𝑉0 )−  𝛼𝐾𝜐𝑄(0,0)63 = �𝑉𝑉0�−  𝛼𝐾𝜐𝑄(0,0)63  
  
Par identification aux petites déformations, 
𝛾 = −   𝛼𝐾
𝜐𝑄(0,0)63  
ou encore 
𝛼 = −  𝛾 𝜐𝑄(0,0)63
𝐾
 
 
On voit ainsi que γ dépend de la valeur de K choisie par les auteurs. L’écart entre la valeur de 
Kushida et al. γ = - 0,96 ± 0,4  [20] avec celle de Kitagawa et al. γ = - 1,928 ± 0,019 [29] s’explique 
donc par l’écart dans les valeurs de K utilisées. En effet, la valeur disponible à l’époque de Kushida et 
al. est deux fois plus faible que celle utilisée par Kitagawa et al., qui avaient à leur disposition des 
travaux plus récents . 
Il est donc possible, dans le cas d’une contrainte hydrostatique et aux petites déformations, 
de mettre en regard le coefficient 𝛼  reliant fréquence et déformation et l’exposant reliant 
composante principale du GCE et variation de volume. Kitagawa et al. [29] obtiennent 
expérimentalement γ =1,928 ± 0,019 en utilisant des valeurs de 131 GPa et de 27,051 𝑀𝐻𝑧 pour K et 
𝜐𝑄(0,0)63  respectivement pour le Cu2O. Ceci conduit en vertu de l’équation ci-dessus à une valeur 
de 𝛼 = 0,40 𝑘𝐻𝑧.𝑀𝑃𝑎−1 . Cette valeur est très proche des 0,38 𝑘𝐻𝑧.𝑀𝑃𝑎−1 que nous avons 
mesuré. Notre dépendance observée de la fréquence à la pression  est donc cohérente avec les 
résultats de Kitagawa et al..  
En conclusions, nos résultats concernant l’effet d’une contrainte hydrostatique sont donc 
en bon accord avec l’ensemble de la littérature. 
Nous allons maintenant nous intéresser aux informations que les calculs quantiques peuvent 
nous apporter. 
 
D. Modélisation de la compression hydrostatique par calculs 
quantiques 
 
Avant de présenter les résultats que nous avons obtenus grâce à la modélisation Il est 
nécessaire de préciser certains éléments propres à celle-ci. Nous commencerons notre propos en 
donnant les éléments nécessaires à l’exécution des calculs. Puis nous présenterons les résultats 
obtenus par les calculs quantiques. 
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 1)  Les éléments nécessaires au calcul 
 
a) La maille cristalline et  le nombre de points k 
 
 Afin de simplifier les calculs, il est intéressant de passer dans l’espace réciproque. En effet, 
d’après le théorème de Bloch, notre cristal étant périodique, les fonctions d’ondes de notre système 
sont périodiques et on peut les décrire à l’aide d’ondes planes appelées ondes de Bloch, qui sont 
gérées très efficacement par la transformée de Fourier. De plus ce théorème nous dit que si l’on sait 
ce qui se passe dans la maille de Wigner-Seitz, ou la première zone de Brillouin (l’image de la maille 
cristalline dans l‘espace réciproque), alors on peut décrire ce qui se passe dans l’ensemble du cristal. 
Ainsi la première étape nécessaire calcul est de rentrer les informations concernant les positions 
atomiques du système étudié. Pour ce faire, on se limite aux informations concernant la maille 
cristalline. Nous avons donc besoin de fournir le groupe d’espace, les paramètres de maille et les 
sites des atomes dans cette maille. Pour ces derniers, il est important de savoir que certains sites 
sont équivalents (sites de Wyckoff). Dans le cas de la cuprite cubique, les paramètres suivants au 
repos ont été considérés [34], [36] : 
− Groupe d’espace : 𝑃𝑛3�𝑚 numéro 224 
− a0 = b0 = c0 = 4,2696 Å et α = β = γ = 90° 
− Cu en 4b soit les positions �1
4
, 1
4
, 1
4
� ; �3
4
, 3
4
, 1
4
� ; �3
4
, 1
4
, 3
4
� ; �1
4
, 3
4
, 3
4
� 
− O en 2a soit les positions (0, 0, 0); �1
2
, 1
2
, 1
2
� 
 
 Dans le cas de la compression hydrostatique, la cuprite ne subit pas de transition de phase 
dans la gamme de pression étudiée, les paramètres du calcul sous déformations restent identiques. 
Seuls varient les paramètres de maille selon 𝜀 = 𝑎
𝑎0
= 𝑏
𝑏0
= 𝑐
𝑐0
. 
 Puis, l’échantillonnage en points k, de la zone de Brillouin doit être choisi. En effet dans la 
théorie, pour connaître la valeur d’une fonction dans la zone de Brillouin il faut faire une intégrale sur 
l’ensemble des vecteurs d’onde 𝑘�⃗  de cette zone. Par exemple, pour la densité électronique on écrira :  
 
𝜌(𝑟) = 1
𝑉𝐵𝑍
�� 𝑓𝑛𝑘|𝜙𝑛𝑘(𝑟)|2𝑑𝑘 
𝐵𝑍𝑛
 
    24 
Formule de la densité électronique 𝝆(𝒓) en fonction des fonctions d'ondes mono électroniques 𝝓𝒏𝒌. VBZ est le volume de 
la zone de Brillouin. n est l’indice de bande. En effet la structure électronique du système est la somme de toutes les 
énergies propres Enk associées aux fonctions d’onde 𝝓𝒏𝒌. Chaque énergie propre, repérée par l’indice n, définit une 
bande caractérisant le comportement de deux électrons pour un système non-polarisé. fnk est la fonction d’occupation 
électronique. 
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Avec 
𝜙𝑛𝑘(𝑟) = 𝑢𝑛𝑘(𝑟)𝑒𝑖𝑘𝑟 
 
25 
Expression des fonctions d'ondes mono électroniques 𝝓𝒏𝒌 exprimées dans le potentiel périodique de période spatiale R, 
R étant une combinaison linéaire des trois vecteurs définissant la maille de Wigner-Seitz dans l’espace réel, les fonctions 
𝒖𝒏𝒌 sont périodiques en R. 
 
 Pour le calcul, il est nécessaire de transformer cette intégrale en une somme. On utilise le fait 
que localement les valeurs des fonctions d’ondes mono électroniques pour des k proches sont elles 
aussi très proches. On écrit donc alors par exemple la densité comme :  
𝜌(𝑟) = 1
𝑉𝐵𝑍
��𝑓𝑛𝑘|𝜙𝑛𝑘(𝑟)|2Δ𝑘
k𝑛
 
26 
Formule discrète de la densité électronique 𝝆(𝒓) en fonction des fonctions d'ondes mono électroniques 𝝍𝒏𝒌, 𝚫𝒌 étant le 
pas d’échantillonnage dans l’espace des k. 
 Il faut donc quadriller l’espace avec un réseau composé d’un certain nombre de points. De 
prime abord on peut penser que le choix d’un réseau dense est le choix optimum. Cependant plus le 
nombre de points k est grand plus le temps de calcul sera long. Il faut donc trouver le pas de 
discrétisation optimum qui permet d’atteindre la précision voulu en un minimum de points. Nous 
avons donc calculé pour la maille de base le GCE avec différentes valeurs de k jusqu’à ne plus 
observer de variations significatives par rapport au bruit numérique. Nous avons ainsi fixé la valeur 
de k à 1000 points. 
 
b) Le choix de la représentation du potentiel : LAPW + lo 
 
 Quand on choisit de faire de la DFT, il faut non seulement choisir une fonctionnelle mais il 
faut aussi choisir la forme du potentiel, c’est-à-dire la forme des fonctions 𝜉 dans l’équation 27 qui 
formeront la base des fonctions d’ondes mono électroniques. Le vecteur G dont il est question dans 
cette équation est une combinaison linéaire des vecteurs définissant la première zone de Brillouin 
dans l’espace réciproque. Il est à noter que 𝑒𝑖𝐺𝑅 = 1, R étant une combinaison linéaire des vecteurs 
définissant la maille élémentaire dans l’espace réel. 
𝜓𝑛𝑘(𝑟) = �𝑐𝑛,𝑘,𝐺𝜉𝑛,𝑘,𝐺∞
𝐺
(𝑟) 
   27 
Écriture exacte des fonctions d'ondes mono électroniques 𝝍𝒏𝒌dans la base de représentation du potentiel, G étant une 
combinaison linéaire des trois vecteurs définissant la première zone de Brillouin dans l’espace réciproque. 
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 Dans leurs articles, Schwartz et Blaha [9]–[11] recommandent, lorsque l’on s’intéresse au 
GCE, d’utiliser une description du potentiel qui prenne en compte l’ensemble des électrons mis en 
jeu et de ne pas faire d’approximation sur la forme du potentiel. Ces conditions sont bien sûr 
remplies par le code WIEN2K qu’ils ont contribué à créer. Ce dernier écrit le potentiel selon la 
méthode LAPW+lo créée par Madsen [79]. Cette méthode est particulière car elle utilise deux 
méthodes d’écriture du potentiel à savoir LAPW + LO ([83]) et APW + lo [84], deux approches basées 
sur la méthode APW de Slater [85]. 
 Dans les deux méthodes, on définit deux zones. La première zone définit l’espace interstitiel 
entre les sphères entourant les atomes. Le potentiel y est décrit par une somme d’ondes planes. La 
deuxième zone, où les deux méthodes diffèrent, est une sphère autour de chaque atome, les sphères 
ne se recouvrant pas entre elles. On utilise des harmoniques sphériques pour décrire le potentiel à 
l’intérieur. 
 
-L’espace interstitiel 
 
 Si l’on s’intéresse de plus près à la forme de l’équation 27, cette dernière pose le problème 
de la résolution d’une somme infinie pour définir avec exactitude le système. Cependant, le potentiel 
variant peu dans l’espace interstitiel, la décomposition des fonctions d’ondes sur une base d’onde 
plane est particulièrement adaptée car celles-ci rendent bien compte de la périodicité tout en 
permettant la décomposition en série de Fourier de la fonction d’onde, ce qui facilite la gestion 
algorithmique.  
𝜓𝑛𝑘(𝑟) = �𝑐𝑛,𝑘,𝐺∞
𝐺
𝑒𝑖(𝑘+𝐺)𝑟 = 𝑢𝑛𝑘(𝑟)𝑒𝑖𝑘𝑟 
         28 
Écriture exacte des fonctions d'ondes mono électroniques𝝍𝒏𝒌dans la base de représentation du potentiel dans la zone 
interstitiel. La forme en k+G est nécessaire pour assurer le caractère périodique en R des 𝒖𝒏𝒌 comme précisé en Chapitre 
2I.D.1)a). 
 
 Pour approcher cette somme infinie, il convient de fixer la valeur maximum Gmax du vecteur G 
utilisée. C’est le seul paramètre fixant la taille de la base dans WIEN2K. Plus ce paramètre sera choisi 
grand, plus le code utilisera d’ondes planes pour rendre compte de la forme du potentiel dans la 
zone interstitielle, plus le rendu sera précis mais plus le calcul prendra du temps à être effectué car 
l’opération doit être répété à chaque point k. On retrouve ici le même compromis que pour le 
nombre de points k dans la partie Chapitre 2I.D.1)a). Nous avons décidé d’utiliser Gmax = 16 comme 
paramètre. Puis en résolvant les équations de Kohn et Sham dans cette zone on trouve les valeurs de 
coefficients cn,k,G de l’équation 28. 
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-La sphère d’augmentation par LAPW+LO 
 
 Dans la sphère d’augmentation 𝑆𝛼, dont le rayon est fixé par le produit RminGmax=6-9, d’après 
[80]–[82], avec Rmin le rayon de la plus petite sphère présente dans la maille. La fonction de base 
𝜉𝑛,𝑘,𝐺  est définie par une combinaison linéaire de produits de fonctions radiales 𝜆𝑙𝛼(𝑟, 𝜀), et 
d’harmoniques sphériques 𝑌𝑙𝑚(?̂?) où 𝜀 désigne une énergie propre (les 𝜆𝑙𝛼(𝑟, 𝜀) étant des solutions 
de l’équation de Schrödinger radiale pour l’énergie 𝜀), ?̂? désigne les coordonnées angulaires de r 
dans le repère sphérique de 𝑆𝛼 , et l et m sont les nombres quantiques désignant respectivement le 
nombre quantique secondaire ou azimutal et le nombre quantique tertiaire ou magnétique. Si l’on 
s’arrête là on retrouve la méthode APW de Slater [85]. 
𝜉𝑛,𝑘,𝐺(𝑟, 𝜀) = �� 𝐴𝑙,𝑚𝛼,𝑘,𝐺𝜆𝑙𝛼(𝑟, 𝜀)𝑌𝑙𝑚(?̂?)𝑙+1
𝑚=𝑙−1
𝑙
 
             29 
Écriture des 𝝃𝒏,𝒌,𝑮 dans la base de représentation du potentiel dans la sphère d’augmentation dans l’approche APW de 
Slater. 
 
 La limite ici est que la base formée par les  𝜆𝑙𝛼(𝑟, 𝜀) dépend de l’énergie 𝜀 et doit donc être 
ajustée à chaque 𝜀𝑛𝑘 ce qui est très gourmand en temps et/ou en puissance de calcul. Andersen [86] 
propose, pour passer outre ce problème, de supposer que la variation d’énergie entrainée par la 
mise en réseau de l’atome ne perturbe pas significativement les niveaux énergétiques de ce dernier. 
Ainsi on peut faire un développement limité au premier ordre autour d’une énergie déterminée 
auparavant 𝜀0 grâce à la mécanique quantique. 
𝜆𝑙
𝛼(𝑟, 𝜀𝑛𝑘) = 𝜆𝑙𝛼(𝑟, 𝜀0) + (𝜀0 − 𝜀𝑛𝑘)?̇?𝑙𝛼(𝑟, 𝜀0) + 𝜊(𝜀0 − 𝜀𝑛𝑘)2 
            30 
Développement limité autour de 𝜺𝟎 des solutions de l’équation de Schrödinger radiale pour l’énergie 𝜺𝒏𝒌,𝒐ù ?̇?𝒍𝜶(𝒓, 𝜺𝟎) 
est la dérivée de 𝝀𝒍
𝜶(𝒓, 𝜺) par rapport à l’énergie en 𝜺𝟎.  
 Il est à noter que 𝜀0 dépend alors de 𝑙 car deux fonctions d’onde avec un nombre 𝑙 différents 
ne seront pas dans la même gamme d’énergie. On a donc pour chaque noyau représenté par une 
sphère 𝑆𝛼 un ensemble d’énergies 𝜀𝑙𝛼. La base s’écrit donc, dans la sphère d’augmentation, sous la 
forme suivante :  
 
𝜉𝑛,𝑘,𝐺(𝑟, 𝜀) = �� {𝐴𝑙,𝑚𝛼,𝑘,𝐺𝜆𝑙𝛼(𝑟, 𝜀) + 𝐵𝑙,𝑚𝛼,𝑘,𝐺?̇?𝑙𝛼(𝑟, 𝜀)}𝑌𝑙𝑚(?̂?)𝑙+1
𝑚=𝑙−1
𝑙
 
             31 
Écriture des 𝝃𝒏,𝒌,𝑮 dans la base de représentation du potentiel dans la sphère d’augmentation dans l’approche LAPW. 
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 Se pose alors le problème des orbitales d et f, comme on peut en trouver dans Cu2O. Ces 
orbitales dites de semi-cœur ont tendance à déborder sur les niveaux d’énergies des orbitales de 
valence de même nombre 𝑙. Pour rendre compte de cela Singh [83] a proposé de rajouter des 
fonctions de bases qu’il appelle orbitales locales (LO).  Ces fonctions indépendantes de k et de G 
s’écrivent : 
𝜉𝛼,𝐿𝑂𝑙,𝑚 (𝑟) = �� {𝐴𝑙,𝑚𝛼,𝐿𝑂𝜆𝑙𝛼�𝑟, 𝜀1,𝑙𝛼 � + 𝐵𝑙,𝑚𝛼,𝐿𝑂?̇?𝑙𝛼�𝑟, 𝜀1,𝑙𝛼 � + 𝐶𝑙,𝑚𝛼,𝐿𝑂𝜆𝑙𝛼�𝑟, 𝜀2,𝑙𝛼 �}𝑌𝑙𝑚(?̂?)𝑙+1
𝑚=𝑙−1
𝑙
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Écriture exacte des orbitales locales où 1 et 2 désignent la valeur de n pour le niveau de valence et celle pour le niveau de 
semi-cœur de même valeur de  𝒍. Les coefficients 𝑨𝒍,𝒎𝜶,𝑳𝑶, 𝑩𝒍,𝒎𝜶,𝑳𝑶 et 𝑪𝒍,𝒎𝜶,𝑳𝑶 sont obtenus grâce aux conditions limites : les LO 
doivent être normalisées, et nulles en valeur et en pentes à la limite de la sphère 𝑺𝜶. 
 Ainsi en utilisant la méthode LAPW+LO on est capable de rendre compte avec précision du 
potentiel total. L’inconvénient est que cette méthode est d’autant plus gourmande en temps que la 
sphère d’espace délimitant la zone où l’atome est modélisé est grande. 
 
-La sphère d’augmentation par APW+lo 
 
 L’idée ici est très proche de celle utilisée pour concevoir LAPW+LO. La différence est dans 
l’écriture des fonctions de bases qui deviennent 
𝜉𝑛,𝑘,𝐺(𝑟, 𝜀) = �� 𝐴𝑙,𝑚𝛼,𝑘,𝐺𝜆𝑙𝛼�𝑟, 𝜀0,𝑙𝛼 �𝑌𝑙𝑚(?̂?)𝑙+1
𝑚=𝑙−1
𝑙
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Écriture des 𝝃𝒏,𝒌,𝑮  dans la base de représentation du potentiel dans la sphère d’augmentation dans l’approche APW +lo. 
 
 et 
 
𝜉𝛼,𝑙𝑜𝑙,𝑚 (𝑟) = �� {𝐴𝑙,𝑚𝛼,𝑙𝑜𝜆𝑙𝛼�𝑟, 𝜀0,𝑙𝛼 � + 𝐵𝑙,𝑚𝛼,𝑙𝑜?̇?𝑙𝛼�𝑟, 𝜀0,𝑙𝛼 �}𝑌𝑙𝑚(?̂?)𝑙+1
𝑚=𝑙−1
𝑙
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Écriture exacte des orbitales locales. Les coefficients 𝑨𝒍,𝒎𝜶,𝑳𝑶 et  𝑩𝒍,𝒎𝜶,𝑳𝑶 et 𝑪𝒍,𝒎𝜶,𝑳𝑶 sont obtenus grâce aux conditions limites : 
les lo doivent être normalisées, et nulles en valeur à la limite de la sphère 𝑺𝜶. 
 
 La méthode APW+lo a l’avantage d’utiliser des bases nécessitant moins de fonctions ce qui 
permet d’avoir des calculs plus rapides et relativement précis pour des sphères de petites tailles. 
Page | 42  
 
 Dans la pratique les deux approches sont utilisées par WIEN2k. APW+lo est utilisée pour les 
orbitales de type d et f des éléments légers (notamment les m étaux 3d) et l’approche LAPW+LO 
partout ailleurs. Ainsi on obtient le meilleur compromis entre précision et efficacité.[78]  
 
c) Le choix de la fonctionnelle : PBE 
 
 En utilisant WIEN2K, plusieurs fonctionnelles sont disponibles pour calculer le GCE du Cu 
dans l’oxyde de cuivre (I) comme le montrent les études de Tran et al. [87], [88] (cf. Tableau 1). À la 
lecture de ces données, il apparaît qu’aucune des fonctionnelles proposées ne permet de reproduire 
la valeur expérimentale. Ensuite, on peut noter que les méthodes DFT sous-estiment 
systématiquement la valeur expérimentale et que la méthode HF surestime le GCE. Quant aux 
méthodes hybrides basées sur un mélange entre HF et la DFT, elles oscillent autour de la valeur du 
GCE. Dans la mesure où nous ne nous intéressons pas à la valeur absolue de Vzz mais à sa 
dépendance à la contrainte, nous avons testé deux fonctionnelles vis-à-vis du calcul de cette 
dépendance : 
 - une fonctionnelle ne reproduisant pas la valeur expérimentalement mesurée de Vzz, la 
fonctionnelle PBE ; 
 - une fonctionnelle hybride optimisée de façon ad-hoc pour reproduire au plus près la valeur 
expérimentale de Vzz, la fonctionnelle HYB55. 
 La fonctionnelle optimisée a été appelée HYB55 car le potentiel d’échange corrélation est à 
55% celui de HF, i.e. a0=0,55 dans l’équation 16 du Chapitre 1. Elle nous a permis de calculer un GCE 
de -9,7.1021 V/m2, à comparer à la valeur expérimentale égale à -9,8.1021 V/m2. La fonctionnelle PBE, 
elle, fournit une valeur de Vzz = -5,6. 1021 V/m2. 
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Tableau 1 Composante principale (Vzz) du GCE du Cu calculé avec différentes fonctionnelles. Ce tableau est adapté de [88] 
et les références 94 et 95 sont respectivement [20] et [57]. On peut y voir les fonctionnelles les plus classiques basées sur 
l’approche DFT de LDA a AK13 puis les méthodes hybrides entre DFT et HF de BJ à gBJUC et enfin la méthode HF qui est 
comme le nom l’indique de l’Hartree-Fock pur.  
  
 Les résultats du calcul sont présentés dans la figure 10. On constate que dans les deux cas, 
bien que les valeurs absolues soient différentes, la variation de Vzz en fonction de la déformation est 
la même. 
 
Figure 10 (À gauche) Comparaison de la valeur du GCE calculé par PBE (carrés jaunes) et par HYB55 (triangles verts) en 
fonction de la valeur propre du tenseur de déformation engendré par la contrainte hydrostatique appliquée. (À droite) 
Comparaison du décalage fréquentiel calculé par PBE (carrés jaunes) et par HYB55 (traingles verts) en fonction de la 
contrainte dans le cas d'une contrainte hydrostatique. Dans les deux cas nous avons utilisé WIEN2K et k=1000 points. Les 
calculs sont réalisés pour différentes valeurs des paramètres de maille selon 𝜺 = 𝒂
𝒂𝟎
= 𝒃
𝒃𝟎
= 𝒄
𝒄𝟎
. 
 
 Sachant que les méthodes hybrides sont très gourmandes en temps de calcul (au moins un 
facteur 50 dans le cas du logiciel WIEN2k), et que la valeur du GCE au repos ne semble pas avoir 
d’importance pour modéliser le décalage en fréquence, nous avons donc préféré utiliser la 
Page | 44  
 
fonctionnelle PBE qui est de plus recommandée par Schwartz et Blaha pour l’étude des solides 
[82]. 
 En plus des résultats du GCE sur le site du Cu pour chaque valeur de la contrainte 
hydrostatique modélisée, nos calculs avec PBE nous ont aussi permis d’avoir accès à l’énergie totale 
𝐸𝑡𝑜𝑡𝑎𝑙𝑒 du système (cf. l’équation 14) pour chacun de ces cas. Chaque déformation correspondant à 
une variation de volume, il nous était alors possible de tracer 𝐸𝑡𝑜𝑡𝑎𝑙𝑒 en fonction du volume de la 
maille (cf. figure 11). 
 
Figure 11 Tracé du 𝑬𝒕𝒐𝒕𝒂𝒍𝒆  obtenue avec la modélisation DFT en fonction du volume de la maille 
 
 Or, en mécanique des milieux continus, il est possible de calculer l’énergie élastique associé à 
la variation de volume en utilisant l’équation d’état de Birch-Murnaghan (cf. équation 35) [89], [90] : 
 𝐸𝑡𝑜𝑡𝑎𝑙𝑒(𝑉) = 𝐸𝑡𝑜𝑡𝑎𝑙𝑒,0 + 916𝑉0𝐾[(𝑥2 − 1)3𝐾′ + (𝑥2 − 1)2(6 − 4𝑥2)] 𝑎𝑣𝑒𝑐 𝑥 = �𝑉0𝑉 �13  
35 
où V0 et E0 représentent respectivement le volume de la maille et l’énergie totale à l’équilibre, et K’ la 
dérivée par rapport à la pression du module de compressibilité. 
 Nous avons donc voulu comparer les variations d’énergie calculées ab-initio à celles prévues 
en mécanique. Pour cela nous avons ajusté aux données de la figure 11 l’équation 35. La valeur du 
module de compressibilité que nous avons obtenue ainsi est de 104 GPa, ce qui est en excellent 
accord avec la valeur expérimentale de Hallberg et al. [42] que nous avons choisi d’utiliser par la suite 
et qui est de 105 GPa, ainsi qu’avec les calculs de Cortona et al. [51] qui trouvent K=106 GPa en 
utilisant comme nous la fonctionnelle PBE. 
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 Cet excellent accord montre que les variations énergétiques modélisées par la fonctionnelle 
dans le cas d’une compression hydrostatique, c'est-à-dire d’une variation de volume, sont 
représentatives de ce qui se passe expérimentalement. Ce résultat nous conforte dans notre décision 
d’utiliser la fonctionnelle PBE. 
 2) Modélisation de la dépendance en contrainte du GCE 
 
 Comme nous l’expliquons ci-dessus, afin de pouvoir réaliser les calculs DFT à l’aide de 
WIEN2K, il est nécessaire de connaître les positions atomiques et les paramètres de mailles du cristal 
que l’on souhaite modéliser. 
 Dans le cas de la compression hydrostatique, ces informations sont relativement faciles à 
obtenir. En effet une compression hydrostatique entraîne, comme nous l’avons déjà dit en 
introduction de ce chapitre, une variation de volume sans changement de forme. Ainsi la 
déformation de notre maille est une opération homothétique affine de rapport ε, ε étant la 
déformation liée à la contrainte par la loi de Hooke : 𝜎 = 𝐾𝜀. Pour rappel K est le module de 
compressibilité du Cu2O. 
 Expérimentalement, nous avons mesuré une variation de fréquence en fonction de la valeur 
de la contrainte appliquée de manière hydrostatique. Pour comparer les résultats du calcul à 
l’expérience il faut donc d’une part passer d’une variation du GCE à une variation de fréquence RQN 
et l’associer à la valeur de la contrainte correspondante à la déformation utilisée comme donnée du 
calcul. 
 Pour passer de la variation de GCE à la variation de fréquence,  on utilise l’expression de la 
fréquence RQN du 63Cu donnée par la théorie (cf. chapitre 1): 
 
 
avec 
36 
 
où e est la charge d’un électron, 
CuQ63 le moment quadripolaire du 
63Cu et h la constante de Planck. 
La charge de l’électron e, la constante de Planck h et le moment quadripolaire Q du 63Cu sont des 
constantes connues. Les deux premières sont des constantes de la physique alors que le moment 
quadripolaire est obtenu en utilisant à la fois des expériences et de la modélisation. La valeur la plus 
récente, obtenue par Santiago et al. en 2014, est : 
CuQ63 = -0,198.10
-28m2 [2]. 
 Nous avons donc modélisé la compression hydrostatique à différentes valeurs de 
déformation. Le résultat des calculs est illustré sur la figure 12. 
)contraintesans0(
V
VV
η
zz
yyxx =
−
=
2h
VeQ
2
zzCu
CuQ
3
163
63,
η
ν
+
=
Page | 46  
 
 
Figure 12 Variation de la fréquence RQN du 63Cu en fonction de la déformation modélisée 
 
 La contrainte étant proportionnelle à la déformation d’après la loi de Hooke, la linéarité vis-à-
vis de la déformation se retrouve bien évidemment vis-à-vis de la contrainte. 
 Ainsi, si l’on prend  comme valeur du module de compressibilité K = 105 GPa comme 
annoncé plus haut pour passer des déformations aux contraintes, alors la pente obtenue à partir 
de ces calculs quantiques, pour la dépendance de la variation de fréquence RQN du 63Cu à la 
contrainte hydrostatique, est de 0,45 kHz.MPa-1. Cette valeur est relativement proche de la valeur 
obtenue expérimentalement de 0,38 kHz.MPa-1(cf. figure 9). L’écart relatif entre les deux est de 16 
%. Cet écart proche de l’imprécision de 10 % communément admise en mécanique sur la valeur des 
modules nous permet d’affirmer que la modélisation correspond à l’expérience. 
 
E. Conclusions 
 
Dans cette partie nous avons donc mesuré la dépendance de la fréquence RQN du 63Cu dans 
Cu2O à une contrainte hydrostatique, c’est-à-dire une contrainte dont la composante déviatorique 
est nulle. Nous avons validé notre approche expérimentale, qui est d’étudier la variation de 
fréquence RQN en fonction de la valeur de la contrainte appliquée, en la confrontant à la littérature.  
La fréquence de résonance RQN du 63Cu dans la cuprite varie linéairement avec la contrainte 
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hydrostatique selon une pente de 0,38 kHz.MPa-1. Cette valeur est en parfait accord avec la 
littérature. 
 Nous avons aussi réussi à reproduire par des calculs DFT le comportement fréquentiel 
observé expérimentalement. Nous avons montré que le choix de la fonctionnelle PBE est satisfaisant 
ce qui nous permettra de mener rapidement les calculs correspondant à des modes de déformation 
plus complexes. 
Nous allons maintenant nous intéresser à différentes sollicitations uni-axiales, qui ont 
l’intérêt, en ce qui nous concerne, d’avoir une composante déviatorique non nulle. 
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II. Compression uni-axiale 
 
Comme nous l’avons précisé dans l’introduction de ce chapitre, nous voulons dans cette 
partie étudier des contraintes dont la composante déviatorique est non nulle afin d’obtenir plus 
d’informations sur le lien entre la variation de fréquence RQN et le tenseur de la contrainte 
appliquée. Une contrainte ayant une composante déviatorique non nulle et une composante 
hydrostatique nulle est une contrainte de cisaillement pur. Cependant, il est expérimentalement très 
difficile d’arriver à générer un tel état de contrainte dans un matériau et a fortiori dans un cristal. 
Nous avons donc fait le choix d’utiliser la compression uni-axiale. 
En effet, comme nous l’avons montré avec l’équation 20, le tenseur d’une contrainte uni-
axiale possède une composante déviatorique non nulle. En outre, cette sollicitation nous permet de 
tester l’influence de l’anisotropie du cristal de Cu2O en le sollicitant selon certains axes 
cristallographiques. Enfin, c’est une sollicitation qui peut être mise en œuvre expérimentalement 
relativement simplement. 
Nous avons donc appliqué une contrainte uni-axiale sur des monocristaux millimétriques de 
cuprite dont la normale des faces d’appui est orientée. Si dans la littérature la dépendance de la 
fréquence RQN du 63Cu dans Cu2O à la compression hydrostatique a été étudiée, la dépendance de 
cette fréquence RQN à une compression uni-axiale et à l’orientation de la maille cristalline par 
rapport à l’axe de sollicitation n’a, à notre connaissance, pas fait l’objet d’investigation. Afin de 
réaliser ces expériences, nous nous sommes donc procuré trois monocristaux de Cu2O millimétriques 
présentant deux faces opposées polies et orientées selon une des trois directions cristallographiques 
suivantes (100), (110) et (211). 
Nous commencerons notre propos par la description des monocristaux que nous avons 
utilisés. Puis nous nous intéresserons au montage expérimental que nous avons conçu et réalisé pour 
cette expérience. Nous quantifierons ensuite l’anisotropie du Cu2O en présentant les mesures de 
modules d’Young que nous avons faites sur nos monocristaux. Nous pourrons alors nous intéresser à 
la dépendance de la fréquence RQN à la sollicitation uni-axiale avant de la discuter au regard de celle 
obtenue pour la compression hydrostatique. Enfin nous compléterons la discussion à l’aide de 
modélisations par calculs quantiques fondés sur la DFT. 
 
A. Les monocristaux de Cu2O 
 
Les échantillons que nous avons utilisés dans cette expérience sont des monocristaux  
parallélépipédiques de Cu2O de 2x2x3 mm que nous nous sommes procurés auprès de la société 
Surfacenet GmBH (Rheine, Allemagne). Nous avons vérifié l’orientation cristalline de ces trois 
échantillons en réalisant leur diffractogramme de Laue. Les monocristaux sont orientés avec leurs 
axes longs selon les directions (100), (110) et (211). Les détails de ces mesures sont donnés en 
annexe B.  
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B. Le montage expérimental 
 
Afin de réaliser les mesures RQN sous contrainte uni-axiale, nous avons réalisé un montage 
expérimental dédié dont la partie opérante est schématiquement présenté figure 13. Un monocristal 
parallélépipédique de cuprite est positionné entre deux mors en céramique, ou en acier selon les 
expériences, transmettant une contrainte appliquée par un vérin sur la face carrée du monocristal. 
Le chargement est contrôlé à l’aide d’un capteur de déplacement (composé d’une fibre optique et 
d’un miroir) et d’un capteur de force.  
 
Figure 13 Schéma de principe du montage compression uni-axiale.  
 
En ce qui concerne les mesures de RQN, l’échantillon est placé dans un solénoïde relié via un 
adaptateur d’impédance et un commutateur à un spectromètre. Afin d’étudier la dépendance de la 
variation de fréquence à la contrainte en s’affranchissant des effets de température, une référence à 
même température et ne subissant pas de contrainte a été placée, dans une autre bobine, à 
proximité de celle de l’échantillon. Cette référence est un tube de notre poudre de Cu2O. En faisant 
la différence des fréquences RQN mesurées pour la référence et l’échantillon à chaque contrainte 
appliquée, nous obtenons Δ𝜐𝑄 = 𝑓�𝜎𝐶𝑢2𝑂�. Deux thermocouples sont placés à proximité de chaque 
bobine pour mesurer la température au cours des acquisitions. Force, déplacement, température et 
signal RQN sont mesurés simultanément. La réalisation automatisée des mesures couplées 
mécaniques/spectrométriques est entièrement gérée par un programme développé sous Labview et 
permettant à la fois de piloter le vérin, d’adapter de façon automatisée l’impédance de la bobine à 
chaque échelon de contrainte et d’acquérir l’ensemble des signaux.  
Afin de ne pas alourdir notre propos nous ne traiterons ici que de la partie mécanique de 
notre montage, dont la plupart des éléments sont rassemblés dans le schéma fonctionnel présenté 
en figure 14, la partie spectroscopique étant renvoyée en annexe D et E. 
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Figure 14 Schéma fonctionnel du montage mécanique 
 1) Le bâti mécanique 
 
Les contraintes liées à la spectrométrie RQN (en particulier les problèmes d’environnement 
électromagnétique) et la souplesse d’utilisation requise par l’acquisition couplée de grandeurs 
mécaniques et de spectres nous ont fait préférer le développement d’un bâti mécanique dédié à 
l’utilisation d’une machine d’essai conventionnelle. 
Pour réaliser ce bâti nous avons dû respecter trois conditions : 
- du fait de la fragilité du cristal et de sa sensibilité aux concentrations de contraintes, 
il est nécessaire d’avoir un très bon alignement et parallélisme des faces d’appui des 
composants de la chaîne de force. 
- de part la diversité des expériences à réaliser sur ce montage (il est aussi utilisé 
dans le chapitre 3), il est nécessaire d’avoir un bâti suffisamment simple pour permettre de 
monter des cellules différentes selon la nature de la sollicitation. 
- de part la faible élasticité du monocristal, il est nécessaire d’avoir un bâti rigide. En 
effet sur notre gamme de contrainte, le cristal millimétrique ne se déforme que de quelques 
µm. 
 Pour répondre au mieux à ce cahier des charges, nous avons décidé de créer un bâti composé 
de trois pièces en acier inoxydable : deux équerres et un socle liés par une liaison glissière ajustée et 
deux paires de vis par équerre. La glissière assure l’alignement vertical et les équerres assurent 
l’alignement horizontal. L’acier inoxydable assure la rigidité de notre bâti et le maintien de 
l’alignement sous contrainte.  
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2)  Actionneur mécanique 
 
Devant appliquer une contrainte uni-axiale dans un espace physique raisonnable, nous avons 
choisi d’utiliser un vérin comme actionneur mécanique. Etant donné l’élasticité réduite du cristal de 
Cu2O (comme nous l’avons vu dans le chapitre 1 avec la figure 2), ce dernier doit permettre un 
contrôle des déplacements avec une résolution meilleure que le micron. Un autre objectif était de 
pouvoir appliquer des contraintes de plusieurs dizaines de MPa sur des échantillons de section 
millimétriques. Au vu de ces critères nous avons choisi un vérin actionné par un moteur à courant 
continu (M-238.5PL de chez Physik Instrumente (PI)) capable de délivrer une force maximale de 400 
N (figure 15) avec une résolution en déplacement à 0,1 µm. Un contrôleur (C-863,PI) permet 
d’asservir le déplacement du vérin en boucle fermée à partir du signal de position délivré par un 
encodeur optique intégré dans le vérin. C’est également ce contrôleur qui, en assurant l’interface 
entre Labview, le logiciel de gestion de l’expérience, et le vérin, nous a permis d’implémenter un 
contrôle en force de l’expérience. 
 
Figure 15 Représentation en CAO du vérin, du support (Lsocle en acier = 37,5 cm) 
 3) Les pannes 
 
Pour mémoire, l’échantillon dans cette expérience est un monocristal de Cu2O de 2x2x3mm. Ce 
cristal étant réputé très fragile à température ambiante dans la littérature ([44],[46],[91],[45]), nous 
avons dû faire très attention lors de mise en place du cristal. L’état de surface, la planéité et le 
parallélisme des surfaces d’appui des pannes sont des paramètres expérimentaux cruciaux pour 
éviter les concentrations de contraintes et une rupture prématurée de l’échantillon. Un autre point 
déterminant est que pour améliorer le rapport signal sur bruit du spectre, il faut augmenter le 
volume qu’occupe l’échantillon dans le solénoïde de mesure. Ceci a pour conséquence que les 
pannes vont être presque au contact avec le solénoïde et ajustées à ce dernier. Elles doivent donc 
être électriquement isolantes. Enfin, leur rigidité doit être au moins égale à celle du cristal afin que 
nous puissions déformer le cristal de façon contrôlée. 
Pour répondre à l’ensemble de ces critères, nous avons choisi d’utiliser des pannes en 
céramiques Macor (non conductrice). Cependant l’état de surface de ces pannes une fois usinées 
(rugosité de 5 µm RMS, Figure 16) présente un risque pour notre échantillon à cause des 
concentrations de contraintes que ces rugosités peuvent générer. Malgré toutes les précautions 
Page | 52  
 
expérimentales que nous avons prises, nous avons été confrontés à une rupture quasi systématique 
des échantillons lorsque le cube de Cu2O était comprimé directement en contact avec la céramique. 
Nous avons donc rajouté aux extrémités des pannes du scotch de cuivre laminé [60µm 
d’épaisseur initiale : 25 µm de cuivre/35 µm d’adhésif]. Cette surface ductile permet de lisser la 
rugosité des pannes du point de vue de l’échantillon. En ce qui concerne le parallélisme des faces 
d’appui nous l’avons assuré grâce au bâti comme précisé en 1). 
 
 
 
Figure 16 Relevé profilométrique du centre de la face d'appui de la panne en Macor, la rugosité est de 5 µm RMS 
 4) Le capteur de force 
 
Le capteur de force doit être capable de mesurer avec précision la force quasi-statique 
appliquée dans l’axe de l’échantillon dans la gamme  0-400 N. Pour cela, notre choix s’est porté sur 
un capteur à corps de jauge (F 442C de chez Techniques Modernes d’Extensiométrie (TME)) dont 
l’étendue de mesure est 200 daN et la résolution ±2 N. 
 5) Caractérisation de la raideur du montage 
 
 Comme nous avons commencé à l’aborder dans les paragraphes précédents, la rigidité de 
notre système est un point critique car le cube de cuprite ne se déforme que de quelques µm. Ainsi si 
nous voulons être capable de contrôler la mise en charge de notre échantillon nous devons nous 
assurer que la rigidité de notre système est suffisante. Pour nous affranchir au maximum des effets 
de la raideur de notre machine, nous avons en outre placé notre capteur de déplacement au plus 
près de l’échantillon. 
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 La raideur de la partie du montage située entre les deux points de mesure du déplacement 
met en jeu des phénomènes complexes : déformation en compression de la partie des pannes en 
céramiques, poinçonnement du scotch de cuivre et indentation de la surface de la panne par le cube 
d’oxyde de cuivre (I). La taille du contact entre l’échantillon et la machine ne variant pas au cours de 
l’essai de compression, les raideurs mise en jeu sont cependant constantes au cours du temps. Nous 
pouvons donc mesurer la raideur de l’ensemble {panne + scotch de cuivre} à l’aide d’un corps 
d’épreuve de raideur connue et de dimensions très proches de celles de notre échantillon de Cu2O. 
 Pour mesurer la raideur de la machine dans des conditions représentatives de celles de nos 
expériences, nous avons réalisé un cube en acier de dimensions identiques à celles des monocristaux, 
afin de reproduire notamment les conditions d’indentation des pannes recouvertes de scotch par la 
cuprite. Nous avons ainsi mesuré que la raideur du dispositif entre les deux éléments du capteur de 
position était de : kMPC = 3,47. 107  ±  1.09. 106 N. m−1 
Les détails de la mesure sont donnés en annexe C. 
 Sachant que d’après la littérature le module d’Young du Cu2O est de l’ordre de 30 GPa ([43], 
[42]), que la surface d’appui des monocristaux utilisés est de 4 mm2 et que ceux-ci ont une longueur 
de 3 mm, nous pouvons évaluer la rigidité du monocristal à  
𝑘 𝐶𝑢2𝑂 = 4,00. 107 𝑁.𝑚−1 
en utilisant la relation qui lie la raideur au module d’Young et aux dimensions de l’échantillon : 
𝑘 = 𝐸𝑆
𝐿
 
37 
avec L la longueur d’une arrête et S la surface d’une face 
 Notre montage avec les pannes en céramiques a donc une raideur de l’ordre de grandeur de 
celle de nos échantillons de cuprite. Cette raideur est suffisante pour contrôler la mise en charge de 
notre échantillon. Mais elle ne nous permet pas d’avoir en routine des mesures de déformations 
répétables et donc utilisables pour la modélisation. C’est pourquoi nous avons décidé de contrôler 
nos expériences en force et non en déformation. La mesure de déplacement lors de nos expériences 
avec acquisition de spectres RQN est donc un contrôle supplémentaire du chargement appliqué au 
cristal. 
 
C. Détermination du module d’Young de Cu2O en fonction de la 
direction cristallographique 
 
 Afin de caractériser la cuprite du point de vue de la mécanique des milieux continus, il 
convient de déterminer les constantes élastiques qui relient, dans la loi de Hooke, les contraintes 𝜎� 
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aux déformations 𝜀̿. Selon si l’on veut passer des contraintes aux déformations, ou bien des 
déformations aux contraintes on s’intéressera respectivement à la matrice de souplesse 𝑆̿ ou à la 
matrice de raideur 𝐶̿ (cf. équation 38), ces deux expressions étant équivalentes. 
𝜀̿ = 𝑆̿𝜎�       𝑜𝑢     𝜎� = 𝐶̿𝜀  ̿
38 
 
 Sachant que dans le cadre de notre étude nous connaissons la contrainte appliquée et que 
nous voulons remonter à la déformation générée dans la cuprite, nous nous intéresserons à la 
matrice de souplesse 𝑆̿. D’après la mécanique des milieux continus en régime élastique, un matériau 
cubique possède trois composantes élastiques indépendantes S11, S12 et S44 (cf. équation 39) qui 
permettent de faire le lien entre la contrainte appliquée au matériau et la déformation de celui-ci : 
⎣
⎢
⎢
⎢
⎢
⎡
𝜀11
𝜀22
𝜀332𝜀232𝜀132𝜀12⎦⎥⎥
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎢
⎡
𝑆11 𝑆12 𝑆12 0 0 0
𝑆12 𝑆11 𝑆12 0 0 0
𝑆12 𝑆12 𝑆11 0 0 00 0 0 𝑆44 0 00 0 0 0 𝑆44 00 0 0 0 0 𝑆44⎦⎥⎥
⎥
⎥
⎤
⎣
⎢
⎢
⎢
⎢
⎡
𝜎11
𝜎22
𝜎33
𝜎23
𝜎13
𝜎12⎦
⎥
⎥
⎥
⎥
⎤
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 Les coefficients non nuls des tenseurs de souplesse et de raideur d’un cristal cubique sont liés 
par l’équation 40 :  
⎩
⎪⎪
⎨
⎪⎪
⎧ 𝑆11 = 𝐶11 + 𝐶12(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)
𝑆12 = − 𝐶12(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)
𝑆44 = 1𝐶44
  
40 
 
 Ces coefficients déterminent les propriétés mécaniques du matériau en fonction de la 
direction de la sollicitation vis-à-vis des axes de la maille, et notamment la valeur de module 
élastique plus généralement appelé module d’Young. Ainsi on peut exprimer la valeur du module 
d’Young E selon les directions des axes cristallographiques comme détaillé dans l’équation ci-
dessous. 1
𝐸𝑖
= 𝑆11 − 2 �𝑆11 − 𝑆12 − 𝑆442 � (𝑎12𝑎22 + 𝑎22𝑎32 + 𝑎12𝑎32) 
41 
où ai représente le cosinus de l’angle entre la direction d’intérêt i et l’axe du repère orthonormée de 
l’espace 1, 2 ou 3. 
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 Les sollicitations uni-axiales présentées dans ce manuscrit sont orientées selon les axes 
cristallographiques (100), (110), et (211). Nous avons donc voulu savoir si, avec notre montage et nos 
échantillons orientés, nous pourrions observer le comportement mécanique anisotrope attendu. 
Pour ce faire nous avons mesuré le module d’Young des différents échantillons correspondant à 
différentes orientations cristallographiques.  
 1) Mesures  
 L’objectif est de mesurer le module d’Young de Cu2O selon les directions des axes 
cristallographiques (100), (110) et (211). La méthode utilisée ici est d’appliquer une contrainte uni-
axiale sur un monocristal de Cu2O dont deux faces opposées sont perpendiculaires à la direction 
étudiée.  
 Nous avons utilisé le montage décrit plus haut avec des pannes en acier. En effet pour le 
besoin ponctuel des mesures de modules, nous avons voulu augmenter la raideur de notre machine 
afin d’améliorer la précision des mesures de module d’Young des échantillons de cuprite en fonction 
de l’orientation de la sollicitation. C’est pourquoi n’ayant pas besoin, dans le cadre de ces mesures, 
d’utiliser de solénoïde nous avons pu utiliser un matériau certes conducteur mais beaucoup plus 
rigide pour nos pannes : de l’acier. Nous avons cependant du maintenir la présence de scotch de 
cuivre laminé aux extrémités des pannes pour prévenir la rupture prématurée des échantillons.  
 
 La raideur mesurée kmesurée correspond à celle du montage kmachine et de l’échantillon kéchantillon 
disposés mécaniquement en série. On a donc.  1
𝑘𝑀𝑒𝑠𝑢𝑟é𝑒
= 1
𝑘É𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
+ 1
𝑘𝑀𝑎𝑐ℎ𝑖𝑛𝑒
 
42 
En série, l'inverse des raideurs s’ajoute 
 Pour rappel la valeur de kmachine mesurée avec des pannes en acier et un corps d’épreuve 
également en acier est 
𝒌𝑴𝒂𝒄𝒉𝒊𝒏𝒆 = 𝟓,𝟒𝟏.𝟏𝟎𝟕 ± 𝟑,𝟖𝟏.𝟏𝟎𝟔 𝑵.𝒎−𝟏 
 De cette valeur de raideur et de celle mesurée avec le cube de cuprite sous différentes 
orientations, nous obtenons à partir de l’équation 42 les raideurs propres à chaque monocristal dans 
la direction de sollicitation. De là, en utilisant l’équation 37 avec S = 4 mm2 et L = 3 mm2, on obtient 
alors les valeurs mesurées des modules d’Young en fonction de la direction cristallographique   : 
E (100) = 20,6 ± 1,78 GPa 
E (110) = 28,8 ± 2,42 GPa 
E (211) = 33,3 ± 4,54 GPa 
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2) Discussion 
 
 Les résultats que nous obtenons E(100) = 20,6 ± 1,78 GPa, E(110) = 28,8 ± 2,42 GPa et E(211) = 33,3 
± 4,54 GPa nous permettent de conclure que nous distinguons des différences de comportement 
mécanique significatives entre les directions (100) et (110), ainsi qu’entre les directions (100) et 
(211). A contrario nous n’observons pas de différence significative entre les directions (110) et (211). 
 Dans la littérature, des mesures de vitesses de propagation de mode d’ondes ont été faites à 
l’aide de méthodes ultrasonores afin de déterminer les composantes élastiques de la matrice de 
raideur de l‘oxyde de cuivre (I) (cf. [42], [43]). Les Cij présentés dans [43] sont : C11 = 122,88 ± 0,38 
GPa, C22 = 106,5 ± 0,71 GPa, C44 = 12,1 ± 0,3 GPa. De ces grandeurs, on peut tirer tout d’abord les Sij 
en utilisant l’équation 40. Puis l’équation 41 donne : 
 
⎩
⎪⎪
⎨
⎪⎪
⎧ 𝐸(100) = (𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)𝐶11 + 𝐶12 =  𝟐𝟒,𝟎 ±  𝟏,𝟖𝟒 𝑮𝑷𝒂
𝐸(110) = 4(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)𝐶44
𝐶11
2 − 2𝐶122 + 𝐶11(𝐶12 + 2𝐶44) = 𝟑𝟏,𝟒 ±  𝟐,𝟖𝟑 𝑮𝑷𝒂
𝐸(211) = 4(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)𝐶44𝐶112 − 2𝐶122 + 𝐶11(𝐶12 + 2𝐶44) =  𝟑𝟏,𝟒 ±  𝟐,𝟖𝟑 𝑮𝑷𝒂
  
 
 Ces résultats sont en accord avec les nôtres à l’incertitude près. On retrouve en particulier 
que les modules d’Young dans les directions (110) et (211) sont identiques. Ce résultat a pour 
conséquence de nous permettre un point de comparaison inattendu et intéressant. En effet, dans les 
cas (110) et (211), les modules d’Young ont la même valeur mais les déformations de la maille induite 
par des sollicitations dans ces deux directions sont différentes. Des compressions dans ces directions 
cristallographiques nous permettent donc de tester l’effet de l’anisotropie du cristal à module 
d’Young constant. Ainsi, après avoir confronté nos résultats à la littérature, nous pouvons affirmer 
que nous sommes capables de quantifier l’anisotropie de comportement mécanique. 
 Ayant vérifié l’orientation de nos monocristaux de taille millimétriques et montré que nous 
étions sensible à l’anisotropie mécanique du Cu2O avec notre montage, nous pouvons donc nous 
intéresser à savoir quelle sera l’influence de cette anisotropie sur la dépendance de la fréquence 
RQN du 63Cu dans Cu2O à la contrainte. 
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D. Réponse RQN de la cuprite cubique en fonction de 
l’orientation de la contrainte par rapport aux axes 
cristallographiques 
 
 Nous avons mesuré les variations de fréquence RQN associées aux sollicitations uni-axiales 
orientées selon les axes cristallographiques (100), (110) et (211). Les spectres présentés en figure 17 
sont caractéristiques de ceux observés au cours de nos expériences. Ils sont ajustés à l’aide d’une 
lorentzienne afin d’améliorer la détermination de la position en fréquence. On remarque que dans 
tous les cas, les pics s’élargissent sous l’effet de la contrainte mais restent symétrique et de forme 
pratiquement lorentzienne. Ils ont été obtenus en 2000 scans, avec une acquisition d’une durée de 
256 µs avec un point toute les 500 ns, un temps de recyclage de 250 ms, une impulsion unique de 10 
µs et un temps d’attente avant l’acquisition de 14 µs. La séquence est explicitée en annexe D. 
 
Figure 17 Spectres acquis à T = 298 K lors de la compression uni-axiale selon la direction (100). (À gauche) Comparaison 
dans le cas sans contrainte entre le spectre de référence (en bleu), et le spectre de l’échantillon (en rouge). (À droite) 
Comparaison dans le cas d’une contrainte uni-axiale selon (100) de 60 MPa entre le spectre de référence (en bleu) et le 
spectre de l’échantillon (en rouge). Les traits noirs sont les ajustements lorentziens selon la loi des moindres carrés. Les 
spectres ont été obtenus en 2000 scans, avec une acquisition d’une durée de 256 µs et un point de mesure toute les 500 
ns, un temps de recyclage de 250 ms, une impulsion de 10 µs et un temps d’attente avant l’acquisition de 14 µs. La 
séquence est explicitée en annexe F. 
 
  La différence de température entre la source et la référence observée expérimentalement 
est de ±0,3°C au plus, soit une imprécision de mesure de ±1kHz. À cela vient s’ajouter une 
imprécision de la mesure de la fréquence de résonance associée à la durée de vie du signal et au 
rapport signal sur bruit qui est de 0,5 kHz (soit ±1kHz pour la différence de fréquence). On a donc au 
total une imprécision de mesure de ±2kHz. Les variations de fréquence RQN de la cuprite en fonction 
de la contrainte uni-axiale appliquée et de la direction de la sollicitation par rapport aux axes 
cristallographiques sont présentées sur la figure 18. 
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 Figure 18 Variation de fréquence RQN de la cuprite en fonction de l'orientation de la contrainte par rapport aux axes 
cristallographiques (100) (carré vert), (110) (triangle bleu vers le haut), et (211) (triangle violet vers le bas). 
 La figure 18 nous montre deux résultats. Le premier est que la relation entre la contrainte 
uni-axiale appliquée à la cuprite et la variation de fréquence observée est linéaire dans la gamme 
de contrainte explorée. Elle vaut pour les trois directions de contrainte considérées 0,13 kHz.MPa-1. 
La deuxième est que cette dépendance est la même quelle que soit la direction de la sollicitation 
par rapport aux axes cristallographiques. Or les mesures de modules d’Young de l’oxyde de cuivre (I) 
selon différentes orientations montrent expérimentalement que ce cristal est mécaniquement 
anisotrope. Dans l’introduction générale de cette thèse nous avons cité les travaux de Prado et al. 
[65] et Zamar et al. [66] qui présentent pour d’autres cristaux des variations de fréquence RQN 
sensible à la direction de la sollicitation. Les résultats de nos expériences ne reflètent donc pas 
l’anisotropie cristalline de la cuprite.  
  
E. Discussion 
 
 Grâce aux expériences que nous avons présentées depuis le début de ce chapitre, nous avons 
pu vérifier qu’une contrainte appliquée sur de la cuprite avait pour conséquence de faire varier 
linéairement la fréquence RQN de celle-ci. Cependant en fonction de la nature de la contrainte, uni-
axiale ou hydrostatique, la dépendance à la valeur de la contrainte appliquée n’est pas la même. Il 
est donc important de regarder de nouveau quels sont les points communs et les différences de ces 
deux types de contraintes afin de pouvoir interpréter ces résultats. 
 
 Entre les deux types de contraintes, les différences portent sur la partie déviatorique et sur la 
valeur de la trace du tenseur des contraintes. Les résultats de nos expériences nous montrent que la 
dépendance de la fréquence RQN de la cuprite est indépendante de la direction d’application de la 
contrainte. Or seule la composante hydrostatique de la contrainte est par définition indépendante de 
l’anisotropie. Nous pouvons donc en conclure que la réponse RQN du Cu2O à la sollicitation 
mécanique ne dépend pas significativement de la partie déviatorique de la contrainte. La variation de 
la valeur de la fréquence RQN du 63Cu dans la cuprite induite par l’application d’une contrainte serait 
donc directement proportionnelle à la composante hydrostatique de cette contrainte, c’est-à-dire à 
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la trace du tenseur de contrainte 𝑇𝑟(𝜎�). Cette conclusion est soutenue en outre par le fait que la 
pente de la dépendance de la fréquence à la contrainte uniaxiale (0,13 kHz.MPa-1) est presque 
exactement le tiers de celle à la contrainte hydrostatique (0,38 kHz.MPa-1). En effet, dans le premier 
cas 
𝑇𝑟(𝜎�) = 3𝜎ℎ 
22 
et dans le second 
𝑇𝑟(𝜎�) = 𝜎 
43 
 Nous en concluons donc que la fréquence RQN du 63Cu dans la cuprite ne dépend que de la 
trace du tenseur des contraintes étudiées. 
 Ce résultat n’est pas trivial comme nous l’avons signalé plus haut au vu de l’anisotropie de la 
cuprite cubique. Nous avons donc voulu savoir si nous pouvions mieux comprendre ce phénomène 
en étudiant dans le cas de sollicitations uni-axiales la dépendance théorique du gradient de champ 
électrique aux contraintes à l’aide de calculs quantiques fondés sur la DFT. 
 
F. Modélisation de la dépendance en contrainte du GCE 
 
 Là encore, il est nécessaire de connaître les positions atomiques et les paramètres de mailles 
du cristal que l’on souhaite modéliser. Le processus est cependant ici plus complexe car il ne s’agit 
plus d’une simple homothétie comme dans le cas de la pression hydrostatique. 
 Afin d’obtenir ces informations en fonction de la valeur et de la direction de la contrainte uni-
axiale que nous souhaitions modéliser, nous avons procédé en deux temps. Tout d’abord, nous avons 
calculé par une approche de mécanique des milieux continus le tenseur de déformation du cristal de 
cuprite généré par la contrainte appliquée. Pour ce faire nous avons utilisé les valeurs 
expérimentales de la matrice de souplesse, qui tiennent compte de l’anisotropie du matériau. En 
considérant les changements d’axe appropriés, les tenseurs des déformations correspondant aux 
différentes orientations de la sollicitation par rapport aux axes cristallographiques ont pu ainsi être 
déterminés. Dans ces calculs, aucune hypothèse autre que celle du régime élastique n’est faite, cette 
hypothèse étant raisonnable au vu de la gamme de pression étudiée. Nous avons pris comme valeurs 
pour les constantes élastiques S11=4,220.10-11Pa-1, S12=-1,952.10-11Pa-1, et S44=8,237.10-11Pa-1 [42]. 
 Nous avons ensuite fait deux hypothèses fortes pour placer nos atomes au sein de la maille 
déformée: (i) l’affinité des déformations de la maille cristalline avec la déformation macroscopique, 
(ii) les atomes restent à leur positions relatives dans la maille déformée. De là, nous avons obtenu les 
nouveaux paramètres de maille et nous avons ensuite placé nos atomes en son sein. Le calcul nous 
retourne alors la valeur du GCE pour chaque déformation sur les sites du Cu dans Cu20. 
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 Pour passer des valeurs du tenseur de contrainte à celles du tenseur de déformation utilisées 
en entrée du calcul, nous restons dépendants des valeurs des constantes élastiques (Sij) choisies. Lors 
de la comparaison des résultats obtenus par le calcul aux résultats expérimentaux, il ne faudra donc 
pas attendre un accord meilleur que l’imprécision de 10 % communément accepté en mécanique sur 
la valeur des modules. 
 La compression selon l’axe (100) de la maille cristalline est la contrainte possédant le tenseur 
le plus simple des trois directions étudiées car sa composante déviatorique ne possède pas de termes 
hors diagonaux. Pour modéliser cette compression, une maille quadratique a été considérée. Le 
groupe d’espace est P42/nnm (n°134) et les positions suivantes ont été considérées : Cu (0, ½, ½), O 
(¼, ¾, ¼). Le résultat qui nous est donné par les calculs est illustré sur la figure 20. 
 
Figure 19 (gauche) Projection selon la direction (100) de la maille cubique de Cu2O ; (droite) Vue de la maille quadratique 
considérée pour prendre en compte la contrainte (100). Les sphères rouges et bleues représentent respectivement les 
atomes O et Cu. 
 
Figure 20 Modélisation de la variation de la fréquence RQN du 63Cu en fonction de la contrainte selon l’axe (100). 
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 Nous  retrouvons, grâce à notre modèle, la dépendance linéaire de la fréquence RQN du 63Cu 
dans Cu2O à la contrainte. En outre la pente obtenue est de 0,15 kHz.MPa-1. Cette valeur est 
relativement proche de la valeur obtenue expérimentalement de 0,13 kHz.MPa-1. L’écart entre la 
pente expérimentale et la pente obtenue par les calculs quantiques est de 13 %. Cet écart proche de 
l’imprécision de 10 % citée préalablement sur la valeur des modules nous permet d’affirmer que la 
modélisation correspond à l’expérience. 
 Nous avons ensuite étudié les sollicitations selon les directions (110) et (111) avec les mêmes 
paramètres. Ces deux sollicitations présentent toutes les deux des termes hors diagonaux non nuls 
dans leur tenseur de contrainte1 figure 21. Les mailles décrites sur la  et la figure 22 ont été 
considérées. La déformation (110) a été étudiée en considérant une maille orthorhombique. Le 
groupe d’espace est Cmma (n° 67) et les positions atomiques sont les suivantes : Cu1 (0, ½, ½), Cu2 
(¾ , ¾, 0) ; O (0, ¼, ¼). La déformation (111) a été étudiée en considérant une maille rhomboédrique. 
Le groupe d’espace est R-3c (n° 166) et les positions atomiques sont les suivantes : Cu1 (0, 0, 0), Cu2 
(½, ½,0) ; O (¼, ¼, ¼). Les résultats donnés par les calculs sont illustrés sur la figure 23 . 
 
 
Figure 21 (gauche) Projection selon la direction (110) de la maille cubique de Cu2O ; (droite) Vue de la maille 
orthorhombique considérée pour prendre en compte la contrainte (110). Les sphères rouges et bleues représentent 
respectivement les atomes O et Cu. 
 
                                                          
1 Les calculs selon la direction (211) sont en cours à la date de rédaction 
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Figure 22 (gauche) Projection selon la direction (111) de la maille cubique de Cu2O ; (droite) Vue de la maille quadratique 
considérée pour prendre en compte la contrainte (111). Les sphères rouges et bleues représentent respectivement les 
atomes O et Cu. 
 
 
Figure 23 Variation de la fréquence RQN du 63Cu en fonction de la contrainte modélisée pour la sollicitation selon (110) 
avec les triangles vers le haut à gauche. Le bleu clair est pour le site  Cu1, le bleu foncé pour le site Cu2. Les positions des 
différents sites sont données juste avant la figure 21. 
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Figure 24 Variation de la fréquence RQN du 63Cu en fonction de la contrainte modélisée pour la sollicitation selon (111) 
avec les triangles vers le bas. Le violet clair est pour le site  Cu1, le violet foncé pour le site Cu2. Les positions des 
différents sites sont données juste avant la figure 21. 
 
 Il faut concéder que ces résultats sont en complets désaccords avec l’expérience qui ne 
présente qu’un seul pic de résonance alors que la rupture de symétrie induite par la compression de 
la maille résulte en deux sites non équivalents du point de vue du GCE et donc de la RQN. De plus les 
valeurs des pentes obtenues présentent un écart relatif en valeur absolue par rapport à l’expérience 
qui varie entre 2610% et 8590% ce qui est très supérieur à l’imprécision de mesure admise en 
mécanique pour la valeur des modules.  
 Au début de cette sous-partie nous avons fait deux hypothèses pour connaître la position de 
nos atomes et les paramètres de mailles : (i) l’affinité des déformations de la maille cristalline avec la 
déformation macroscopique, (ii) les atomes restent à leur positions relatives dans la maille déformée. 
Une de nos deux hypothèses, voire les deux, n’est donc plus valide.  
 Cette différence frappante du succès de la modélisation entre les sollicitations uni-axiale 
selon (100) et hydrostatique d’une part et uni-axiales selon (110) et (111) d’autre part est peut-être 
due à une mauvaise prise en compte des effets de cisaillement sur les positions atomiques. En effet, 
dans les cas de la contrainte hydrostatique et (100) les termes hors diagonaux de la composante 
déviatorique sont nuls ce qui n’est plus le cas des compressions selon (110) et (111). Ainsi les 
contraintes selon les directions (110) et (111) mettent en jeu le module de cisaillement  𝜇 = 1
𝑆44
. 
Notre modèle nous donne donc une mauvaise description des positions atomique dans les cas où µ 
intervient. Nous en discuterons une explication possible dans la partie qui suivra. Il semble donc que 
l’hypothèse forte de conservation des positions atomiques ne soit pas valide et qu’une relaxation 
énergétique du système doive être prise en compte dans des études ultérieures. 
 A ce stade, les résultats de modélisation DFT peuvent néanmoins être analysés comme des 
expériences de pensée pour repérer les paramètres structuraux dominant la variation de GCE avec la 
déformation. Le paramètre à envisager est la distance séparant le cuivre des oxygènes auxquels il est 
lié dans la maille. En effet, il est raisonnable de penser que le GCE au 63Cu est dominé par les deux 
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atomes d’oxygène auquel est lié le cuivre. Des considérations géométriques rapides montrent que la 
distance Cu-O varie proportionnellement avec le volume de la maille dans les cas hydrostatique et 
(100), ce qui pourrait expliquer le succès de notre modélisation dans les deux premiers cas, alors 
qu’elle est propre à chaque site Cu et varie de façon non triviale avec le volume dans les mailles 
utilisées pour le calcul dans les cas (110) et (111). Nous avons donc tracé la variation de fréquence 
RQN du 63Cu dans Cu2O obtenu par les calculs quantiques fondés sur la DFT en fonction de la distance 
Cu-O pour tous les cas de figure que nous avons modélisés (cf. figure 25). 
 
 
Figure 25 Variation de la fréquence RQN du 63Cu dans Cu2O obtenu par les calculs quantiques fondés sur la DFT en 
fonction de la distance Cu-O modélisée. Les ronds roses correspondent à l’hydrostatique, les carrés verts au cas (100) et 
les triangles vers le haut au cas (110) avec en bleu clair pour le site  Cu1 et bleu foncé pour le site Cu2. Les triangles vers 
le bas correspondent au cas (111) avec violet clair pour le site  Cu1 et violet foncé pour le site Cu2. Les positions des 
différents sites sont données juste avant la figure 21. 
 
 De façon marquante, le décalage en fréquence est directement corrélé linéairement à la 
distance Cu-O pour les quatre modes de déformation considérés (hydrostatique, (100), (110) et 
(111)) et pour tous les sites cristallographiques. Ce résultat semble confirmer l’hypothèse que la 
variation de fréquence RQN du 63Cu dans Cu2O est contrôlée en grande partie par la distance 
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séparant le cuivre de l’oxygène. En effet, si seul ce paramètre était à prendre en compte, nous 
pourrions semble-t-il expliquer à la fois l’existence des deux pics modélisés dans les cas (110) et (111) 
mais aussi l’existence d’un seul pic pour les modélisations hydrostatique et (100).  
 Néanmoins, il faut se garder de généraliser cette constatation d’une dépendance simple et 
directe de la variation de fréquence avec la distance Cu-O. En effet nous avons réalisé l’expérience de 
pensée supplémentaire suivante. Nous sommes partis de la maille quadratique utilisée pour 
modéliser la compression selon la direction (111) car elle possède une liaison Cu-O selon son axe 
𝑐 (cf. figure 22). Nous l’avons alors déformée de manière totalement arbitraire mais identique selon 
les axes  ?⃗? 𝑒𝑡 𝑏�⃗ . Notons que cette déformation est peu susceptible d’être réalisée 
expérimentalement. Suivant ce mode de déformation, la longueur de la liaison Cu-O selon l’axe 𝑐 est 
évidemment conservée. Et pourtant le calcul DFT du GCE sur ce noyau de Cu révèle alors que la 
fréquence RQN varie fortement. Ceci est en contradiction avec l’hypothèse précédente d’une 
dépendance simple et directe de la variation de fréquence RQN avec la distance Cu-O qui ne peut 
donc se généraliser à tous modes de déformations (cf. figure 26).  
 
Figure 26 Modélisation de la variation de fréquence RQN en fonction de la distance Cu1-O dans le cas de la déformation 
d’une maille (111) où nous avons gardé la distance c, et donc la distance Cu1-O constante, mais où les paramètres a et b 
sont dilatés. 
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 Figure 27 Modélisation de la variation de fréquence RQN en fonction de la déformation selon 𝒂�⃗  dans le cas de la 
déformation d’une maille (111) où nous avons gardé la distance c, et donc la distance Cu1-O constante, mais où les 
paramètres a et b sont dilatés en même proportion. 
 On peut donc en déduire que la position des atomes des autres sphères de coordination du 
Cu1 a donc une influence sur sa variation de fréquence RQN. 
 
G. Perspectives 
 
  Comme nous l’avons constaté lors de l’interprétation des résultats des calculs quantiques, 
notre manière de positionner les atomes et de déterminer les paramètres de mailles lorsque cette 
dernière est soumise à une contrainte faisant intervenir le module de cisaillement est mise en défaut. 
Nous pouvons donc en conclure que la cuprite soumise à un cisaillement ne va pas transmettre de 
manière affine sa déformation macroscopique à sa maille cristalline. 
 Certains articles voulant expliquer, entre autre, l’expansion thermique négative de la cuprite 
ont tentés en utilisant la modélisation des phonons dans la maille de Cu2O de voir quels mouvements 
atomiques étaient favorisés ou non. Leurs conclusions tendent à montrer que la réduction de la 
distance Cu-O est beaucoup plus coûteuse énergétiquement [36], [53], [92], car plus haute en 
fréquence, qu’une torsion du tétraèdre O-Cu4 tout en maintenant l’alignement de la liaison O-Cu-O 
[53]. Nous avons déduit précédemment que la distance Cu-O variait sensiblement de la même 
manière dans nos expériences uni-axiales car les écarts fréquentiels, principalement contrôlés par la 
distance Cu-O, étaient les mêmes au regard de la précision de notre expérience. Nous pouvons, 
maintenant, inférer que la composante déviatorique va entraîner la déformation des tétraèdres sans, 
ou avec une très faible, variation de la distance Cu-O en nous basant sur le fait qu’il est beaucoup 
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plus difficile de raccourcir la distance Cu-O que de tordre le tétraèdre O-Cu4 tout en maintenant 
l’alignement de la liaison O-Cu-O. Quant à la composante hydrostatique, elle va modifier la longueur 
Cu-O car sa déformation est de nature homothétique expliquant ainsi le lien avec la trace du tenseur 
de contrainte. Cette explication, qui demande à être vérifiée, pourrait expliquer nos résultats 
expérimentaux. 
 Dans notre modèle nous imposons que les positions relatives des atomes dans la maille 
soient fixes et que la déformation de cette dernière soit affine avec la déformation macroscopique 
du matériau. Ces deux hypothèses ne peuvent clairement pas coexister avec les résultats obtenus à 
l’aide de la modélisation des phonons dans le cas où l’on soumet la cuprite à du cisaillement.  Ainsi 
en utilisant des simulations de dynamique moléculaire, il serait possible de relaxer la structure après 
déformation et de simuler de façon plus réaliste les positions atomiques. Ceci permettrait alors un 
calcul par DFT du GCE certainement plus proche de la réalité expérimentale. Ces calculs sont 
actuellement en cours. 
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III. Conclusion 
 
 Au cours de cette partie nous avons répondu aux deux questions fondamentales qui nous 
intéressaient dans l’introduction. La première était de savoir comment il est possible de faire le lien 
entre l’information tensorielle, par nature, des contraintes appliquées et le décalage de fréquence 
RQN qui est un scalaire ? Et la deuxième question était de savoir quelle sera l’influence de cette 
anisotropie sur la dépendance en fréquence de l’oxyde de cuivre (I) à la contrainte ? 
 Nous avons démontré expérimentalement que la fréquence RQN du 63Cu dans le Cu2O est 
sensible à la trace du tenseur de contrainte qui est elle aussi un scalaire. L’information tensorielle de 
la contrainte est donc, dans la limite de précision de notre expérience, perdue. Ce résultat répond 
donc aussi à la deuxième question. En effet, la dépendance à la contrainte de la fréquence RQN 
dépendant d’un élément indépendant de l’orientation de la contrainte par rapport aux axes 
cristallographiques, ne peut être influencée par l’anisotropie du cristal. 
 Nous avons ensuite voulu expliquer ces observations expérimentales à l’aide de la 
modélisation DFT. Nous avons modélisé avec succès les sollicitations hydrostatique et uni-axiale dans 
la  direction (100).  
 Par contre nous avons été impuissants à modéliser le comportement sous contrainte de la 
cuprite dans le cas d’une sollicitation uni-axiale selon (110) et (111). Nos deux hypothèses de 
modélisations que sont (i) l’affinité des déformations de la maille cristalline avec la déformation 
macroscopique, (ii) les atomes restent à leur positions relatives dans la maille déformée sont à revoir. 
En effet, elles impliquent une rupture de symétrie dans la maille qui se traduit par l’apparition de 
deux sites Cu non équivalent. Cette rupture de symétrie n’est pas observée expérimentalement par 
RQN puisqu’une seule fréquence de résonance est observée.  
 Néanmoins la confrontation de l’ensemble des modélisations à nos résultats expérimentaux 
nous a permis d’aller plus loin et d’observer que la fréquence RQN du 63Cu dans Cu2O dépendait en 
fait principalement, dans la limite des déformations élastiques, de la distance Cu-O. Ces observations 
nous ont permis d’émettre des hypothèses pour expliquer ce qui se passait au niveau atomique lors 
des différentes sollicitations. Nous nous sommes pour cela appuyés sur des résultats publiés lors de 
l’étude de l’expansion thermique négative de la cuprite. Il est vraisemblable, au vu de ces résultats, 
que seule la composante hydrostatique modifie la longueur de la liaison Cu-O expliquant ainsi la 
dépendance de la fréquence RQN à la contrainte observée expérimentalement.  
 Au cours de cette partie nous avons donc caractérisé la dépendance de la fréquence RQN de 
la cuprite seule à la contrainte élastique. Nous pouvons donc maintenant nous intéresser à 
l’applicabilité de cette technique pour la mesure de contrainte dans des élastomères, voire de 
champs de contraintes hétérogènes. 
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Chapitre 3 Utilisation du Cu2O comme 
capteur de contrainte dans un élastomère 
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 La dépendance de la fréquence RQN de la cuprite cubique seule à la contrainte élastique 
ayant été déterminée, nous allons donc traiter dans ce chapitre de l’utilisation de la cuprite à l’état 
de charge dispersée dans un élastomère afin d’en mesurer la distribution des contraintes sous 
charge. 
 Sur le plan technique, le développement d’une telle méthode soulève plusieurs questions 
propres à son application dans les élastomères. La première est de savoir si la variation de fréquence 
RQN que nous mesurons est représentative de l’état de contrainte du caoutchouc. La deuxième 
question soulevée porte sur la sensibilité de la méthode. Est-ce que la variation de fréquence RQN du 
Cu2O induite par la contrainte sera suffisante pour que la méthode soit utilisable dans le domaine 
d’application envisagé ? Peut-on envisager de cartographier des champs de contraintes hétérogènes 
à l’aide de cette méthode ?  
 Pour répondre à l’ensemble de ces questions, nous étudierons dans un premier temps la 
variation de fréquence RQN du Cu2O utilisé comme charge dans un élastomère sous un état de 
contrainte homogène. Pour cela, nous avons sélectionné un mode de chargement dit œdométrique 
permettant de générer au sein de l’élastomère un état de contrainte interne proche d’une contrainte 
hydrostatique. Par comparaison avec les résultats obtenus sous pression gazeuse avec la poudre 
seule et présentés au chapitre précédent, il nous sera possible de déterminer si la mesure RQN sur 
l’élastomère chargé est bien représentative de son état de contrainte. 
 Dans un second temps, nous chercherons à cartographier un champ de contrainte 
hétérogène en définissant un nouveau mode de chargement et une nouvelle géométrie d’antenne. 
Nous nous intéresserons pour cela à un champ de contrainte bidimensionnel généré grâce à une 
expérience de contact en géométrie confinée, la réponse RQN étant sondée par une antenne plate. 
 
I. Compression œdométrique 
  
 Dans cette partie nous définirons tout d’abord ce qu’est une contrainte œdométrique et 
nous expliquerons en quoi elle est pertinente. Nous décrirons ensuite le montage expérimental que 
nous avons mis au point pour cette expérience puis les résultats obtenus. 
 
A. Définition 
 
Le terme ‘Œdométrique’ est emprunté à la mécanique des sols et décrit une sollicitation 
correspondant à une compression uni-axiale dans laquelle les déformations latérales de l’échantillon 
sont bloquées (cf.figure 28).  
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Figure 28 Principe de la compression œdométrique : sous une sollicitation de compression uniaxiale (à gauche), les effets 
de Poisson induisent une déformation latérale de l’échantillon. Dans le cas de la compression oedomètrique (à droite), 
cette déformation latérale est bloquée. 
 
 En pratique la compression œdométrique peut par exemple être réalisée en comprimant un 
cylindre de matière dans une filière rigide dont on aura lubrifié les bords pour limiter les frottements. 
Sous sollicitation œdométrique, les tenseurs des contraintes et des déformations s’écrivent de la 
manière suivante : 
 
44 
 
Soit 𝜀11 = 𝜀22 = 0 (pas d’expansion latérale) et 𝜀12 = 𝜀13 = 𝜀23 = 0 (pas de frottement aux parois). 
 
Compte-tenu de la loi de Hooke et en supposant le matériau isotrope, le tenseur des contraintes 
correspondant s’écrit sous la forme suivante: 
 
 
       
45 
où 𝜈 est le coefficient de Poisson et σzz la contrainte appliquée. 
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 Si l’on suppose l’élastomère incompressible (le coefficient de Poisson valant alors 𝜈 = 0,5), le 
champ de contrainte résultant (cf. équation 46) est de nature purement hydrostatique et sa valeur 
est fixée par la contrainte appliquée. 
 
 
46 
 Dans le cas qui nous intéresse, la présence de poudre de cuprite dans un élastomère induit 
des hétérogénéités locales de propriétés mécaniques et on peut donc se demander légitimement si 
le décalage en fréquence mesuré en RQN sera bien représentatif d’un état de contrainte 
hydrostatique. Pour discuter des perturbations mécaniques induites par des inclusions dispersées au 
sein d’une matrice, nous pouvons nous reporter aux travaux théoriques d’Eschelby datant de 1957 
[93]. Ce dernier a démontré que la contrainte ressentie par une inclusion ellipsoïdale rigide isolée 
dans une matrice élastique est uniforme dans l’inclusion et par ailleurs identique à celle qu’il y aurait 
eu à cet endroit dans la matrice si l’inclusion dure n’y avait pas été présente. En suivant ce 
raisonnement, la cuprite dispersée dans un élastomère sous contrainte œdométrique devrait donc 
bien ressentir une contrainte hydrostatique dont la valeur est fixée par la contrainte appliquée. Il est 
cependant important de noter deux limites à cette hypothèse. La première est que nos particules ne 
sont pas ellipsoïdales et la deuxième est que celles-ci peuvent être couplées mécaniquement si elles 
sont trop proches les unes des autres. Autrement dit, la contrainte mesurée par RQN est 
potentiellement dépendante du taux de charge et de la qualité de la dispersion au sein de la matrice 
élastomère. Seule une comparaison expérimentale entre la réponse RQN de l’élastomère chargé 
sous compression oedomètrique et la poudre seule sous pression gazeuse nous permettra donc de 
valider notre approche. 
 
B. Montage expérimental 
 
Le dispositif expérimental développé reprend en grande partie le montage expérimental de 
contrainte uni-axiale précédemment détaillé. La seule différence consiste en la présence d’une 
cellule de mesure constituée d’une filière rigide dans laquelle est inséré un échantillon cylindrique 
d’élastomère chargé de poudre de cuprite. La compression de l’échantillon est assurée par un piston 
actionné par le vérin du montage de compression. Au cours de l’expérience, la contrainte appliquée 
est mesurée par une cellule de force située sous la filière et dans l’axe de chargement. 
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Figure 29 Schéma descriptif de la cellule de compression œdométrique 
Nous avons voulu explorer avec ce montage la même gamme de contrainte que sous 
pression hydrostatique gazeuse, soit de 0 à 100 MPa. Compte tenu des possibilités de notre vérin 
(force maximale de 400 N), ceci revient à considérer une surface d’appui de l’ordre du millimètre. Un 
compromis entre la gamme de contrainte souhaitée et les conditions pratiques de réalisation des 
échantillons d’élastomère chargés nous a conduit à retenir une panne cylindrique de 2,4 mm de 
diamètre et longue de 46 mm (Figure 30). Compte tenu des capacités du vérin, nous pouvons ainsi 
balayer des contraintes allant de 0 à 88 MPa. Dans la pratique nous nous sommes limités à 45 MPa 
car, au-delà, il se produit un écoulement de matière dans le faible interstice entre la panne et la 
filière. 
Au vu des dimensions de la panne et des efforts appliqués nous avons dû, compte tenu de la 
fragilité du Macor, passer d’une panne en céramique à une panne en laiton. 
 
Figure 30 Représentation CAO de la panne en laiton 
 
 L’échantillon est placé dans une filière rigide de même diamètre en composite à fibres de 
verre elle-même insérée dans un solénoïde en fil de cuivre. Afin de maintenir le tout en place, 
l’ensemble filière-solénoïde est noyé dans un bloc de résine polyépoxyde à base de DGEBA (Diglycidil 
éther de bisphénol A, CAS 1675-54-3) et de DDM (diaminodiphénylméthane, CAS 101-77-9). La 
compression de l’échantillon au sein de la filière est assurée par la panne de laiton. Afin de limiter les 
frottements entre l’échantillon et la filière, cette dernière est lubrifiée par de l’huile paraffine. 
 Compte-tenu de la sensibilité de la mesure RQN à la température, nous avons procédé de la 
même manière que pour le montage uni-axial en plaçant dans une seconde bobine, à proximité de la 
tête de mesure, un échantillon de poudre de cuprite non sollicité mécaniquement. Nous avons ainsi 
une référence pour la fréquence de l’oxyde de cuivre (I) au repos à la température de mesure. 
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C. Échantillons d’élastomères chargés 
 
L’échantillon que nous utilisons dans cette expérience est un cylindre d’élastomère (diamètre 
2,4 mm, longueur 7 mm) chargé de particules micrométriques de Cu2O.  
La matrice est constitué d’un élastomère silicone, le PDMS (Poly(diméthylsiloxane), Sylgard 
184 de Dow Corning). Nous l’avons chargée en particules micrométriques de Cu2O (taille < 5 µm, 
figure 31 , CAS 1317-39-1). Afin de tester la sensibilité de la mesure RQN des contraintes au sein de 
l’élastomère, nous avons testé deux taux de charges, à savoir 10 % et 50 % en volume. 
 Pour réaliser ces échantillons, nous avons utilisé le kit élastomère silicone Sylgard® 184 de 
Dow Corning. Ce kit est composé d’une résine silicone et d’un agent de réticulation. Nous avons 
mélangé dix parts en masse de résine pour une part en masse de réticulant. Le mélange réactif est 
placé sous agitation mécanique pendant 5 min minimum puis mis à dégazer sous une cloche à vide 
pendant au moins 30 min. La poudre de Cu2O est ensuite progressivement incorporée au PDMS sous 
agitation modérée afin d’introduire le moins de bulles d’air possible. Une fois le mélange bien 
homogène, la pâte est coulée dans un moule en Dural. Le moule est ensuite fixé sur un arbre rotatif 
afin d’éviter la sédimentation de la cuprite jusqu’à la gélification du système qui se produit après une 
dizaine d’heures à température ambiante. Après gélification, la réticulation de l’élastomère est 
poussée à 70°C pendant 2 heures. 
 
 
Figure 31 Photographie par microscopie électronique à balayage de la poudre de Cu2O 
 
Page | 75  
 
Afin d’étudier l’influence de l’état de dispersion de la cuprite sur la mesure de fréquence 
RQN, nous avons mis à profit la sédimentation des charges avant la polymérisation du silicone. Deux 
type d’échantillons chargés à 50 %vol ont été ainsi réalisés avec ou sans agitation du mélange 
pendant la phase de polymérisation du silicone. Lorsque le moule est statique, on s’attend bien sûr à 
ce que la sédimentation des charges conduise à un gradient de concentration selon la direction 
verticale. 
Les différences de distribution des charges avec et sans agitation ont été quantifiées par des 
mesures d’absorption des rayons X. Celles-ci ont été menées sur des plaques de PDMS chargé de 0,3 
mm d’épaisseur, long de 3 cm et large de 1cm, polymérisées entre deux surfaces de Dural. En 
l’absence d’agitation, le moule est simplement positionné verticalement dans l’étuve pour induire un 
gradient de concentration selon une direction perpendiculaire aux faces de l’échantillon. 
 Les mesures d’absorption sous faisceau X ont été menées en faisant varier la position de 
l’échantillon par rapport au faisceau incident. Pour ce faire, un support a été créé à façon pour 
maintenir l’échantillon perpendiculaire au faisceau pendant que la plateforme du système le 
déplaçait dans la direction du gradient. Nous avons enregistré pour chaque position le nombre de 
coups mesuré par le détecteur. Les résultats présentés figure 32 montrent clairement qu’en 
l’absence d’agitation un gradient de concentration en cuprite se développe le long de la direction de 
sédimentation. En revanche, l’agitation conduit à une distribution uniforme des charges. 
 
 
Figure 32 Profils d’absorption des rayons X sur une plaque de PDMS chargé à 50 % de cuprite. En rouge : échantillon 
polymérisé sous agitation, en bleu échantillon polymérisé en position verticale sans agitation. 
 
Les propriétés mécaniques du PDMS chargé à 50 % de cuprite ont été mesurées 
indépendamment par une méthode de contact. Un film de polymère chargé d’épaisseur connue (1 
mm environ) est collé sur un substrat rigide et indenté sous charge normale par une lentille en verre. 
La variation de la taille du contact en fonction de la charge appliquée est mesurée par un dispositif 
optique. L’application d’un modèle élastique de contact revêtu [94]–[96] permet alors, connaissant 
les propriétés élastiques du substrat, de déterminer celles de la couche d’élastomère. On obtient 
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ainsi un module de 7 MPa pour le PDMS chargé à 50 %vol en cuprite. Cette valeur est cohérente avec 
celle prédite par une loi des mélanges (cf. équation 47) qui donne un module de l’ordre de 6 MPa 
compte tenu du module d’Young du PDMS (3 MPa) et de celui de la cuprite (environ 30 GPa). Pour un 
taux de charge de 10 %, cette même loi des mélanges prédit un module de 3,3 MPa. 
 1
𝐸𝑀é𝑙𝑎𝑛𝑔𝑒
= %𝑣𝑜𝑙,𝐶𝑢2𝑂
𝐸𝐶𝑢2𝑂
+ %𝑣𝑜𝑙,𝑃𝐷𝑀𝑆
𝐸𝑃𝐷𝑀𝑆
 
47 
Loi des mélanges 
D. Résultats 
 
 Les spectres RQN des échantillons chargés ont été acquis lors de paliers de chargement et de 
déchargement successifs entre 0 et 50 MPa. A chaque palier, une relaxation progressive de la force 
d’appui est systématiquement mesurée du fait de la relaxation des contraintes induites dans la filière 
et au sein du pion d’élastomère chargé. Nous avons pris soin d’acquérir les spectres après un temps 
d’attente suffisamment long pour que la variation de contrainte pendant la durée d’accumulation du 
signal RQN soit négligeable. 
 La figure 33 détaille à titre d’exemple les spectres mesurés au repos et sous contrainte pour 
un élastomère chargé à 10 %vol en cuprite. Sous sollicitation, un décalage en fréquence du spectre 
de l’échantillon par rapport à la référence est clairement mis en évidence. Au repos, un décalage en 
fréquence du spectre de l’échantillon par rapport à la référence est aussi observé. Cependant il est 
inférieur à l’imprécision de mesure de ± 2 kHz. 
 
 
 
 
 
 
 
 
 
Figure 33 Spectres RQN du PDMS chargé à 10%vol sans contrainte (à gauche) et sous une compression œdométrique de 
47 MPa (à droite). Les traits rouges et bleus correspondent respectivement à l’élastomère chargé et à l’échantillon de 
poudre de cuprite servant de référence Les traits noirs correspondent à des ajustements lorentziens. les spectres ont été 
obtenus en 2000 scans, avec une acquisition d’une durée de 256 µs avec un point toute les 500 ns, un temps de recyclage 
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de 250 ms, une impulsion de 10 µs et un temps d’attente avant l’acquisition de 14 µs. L’acquisition de chaque spectre 
dure donc environ 500 s. La séquence est la même que pour la compression uniaxiale. 
 
 La figure 34 représente la variation de fréquence RQN en fonction de la contrainte appliquée. 
Comme pour la mesure sur la cuprite seule, cette dépendance est linéaire avec une pente de 0,37 
kHz.MPa-1. Ce résultat est cohérant avec celui de 0,369 kHz.MPa-1 obtenu par Ainbinder et al.[25].  
Un examen attentif des points expérimentaux montre que les points de mesures se répartissent en 
deux groupes situés respectivement de part et d’autre de la droite de régression linéaire. Ces points 
correspondent respectivement à des mesures effectuées lors de la charge ou de la décharge des 
échantillons. Ils traduisent donc une légère hystérèse de la réponse de l’échantillon dont l’origine n’a 
pu être clairement établie (phénomènes de frottement ?). Au regard de l’incertitude de mesure, ces 
effets peuvent cependant être négligés. 
 
Figure 34  Variation de fréquence RQN de la cuprite en fonction de la contrainte œdométrique appliquée au PDMS 
chargé à 10 %vol en Cu2O. 
 
E. Discussion 
 
 Compte tenu du mode de sollicitation de nos échantillons, le champ de contrainte généré au 
sein de l’élastomère est homogène, de nature hydrostatique et sa valeur est fixée par la contrainte 
appliquée sur la face libre de l’échantillon. Si la cuprite mesure effectivement le champ de contrainte 
du PDMS, alors le décalage de la fréquence RQN en fonction de la contrainte appliquée doit suivre 
exactement la même loi que pour la poudre seule soumise à une pression gazeuse hydrostatique. 
Comme indiqué par la Figure 35, c’est effectivement le cas. 
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Figure 35 Comparaison des variations de la fréquence RQN de la cuprite soumise à une pression gaz et à celle dans 
l'élastomère soumis à une contrainte œdométrique. 
 
 Ce résultat démontre expérimentalement et sans qu’aucune hypothèse ne soit faite sur les 
propriétés mécaniques du Cu2O, que l’on peut bien utiliser la fréquence RQN du 63Cu dans l’oxyde de 
cuivre (I) pour mesurer une contrainte de nature hydrostatique au sein d’un élastomère. Compte 
tenu de l’imprécision de mesure de la fréquence du pic de résonance (± 2 kHz), nous pouvons 
mesurer des contraintes avec une précision de ± 5 MPa. Cette résolution serait certes un peu limitée 
dans le cas de mesures sur des élastomères soumis à d’autres modes de chargement (traction, 
cisaillement) pour lesquels on attend des contraintes plus faibles (typiquement de l’ordre du MPa à 
la dizaine de MPa), mais elle garde en pratique toute sa pertinence dans le cas de chargements 
hydrostatiques tels que ceux subis, par exemple par des joints d’étanchéité. 
 Nous avons étudié l’influence de la concentration volumique de la charge sur la variation de 
fréquence induite par la contrainte. Sur la figure 36, nous avons comparé les décalages en fréquence 
mesurés pour des échantillons chargés à 50% et à 10% en Cu2O. Il s’avère que la concentration 
volumique en cuprite dans l’élastomère n’a pas d’influence sur la variation de fréquence induite par 
la contrainte. Dans la pratique, on aura bien sûr tendance à diminuer au maximum la concentration 
en cuprite afin de minimiser l’influence de celle-ci sur le comportement mécanique de l’élastomère. 
Si cette limite reste à préciser en fonction des spécificités de l’application, nos résultats montrent 
d’ores et déjà qu’une fraction volumique de 10% fournit un signal RQN tout à fait mesurable en 500 s 
et ceci sans particulièrement optimiser le dispositif de mesure RQN. 
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Figure 36 Comparaison des variations de la fréquence RQN de la cuprite dans l'élastomère chargé à 10 % (diamant violet 
foncé) et chargé à 50 % (carré rouge) sous contrainte œdométrique. 
 
 Nous nous sommes également posé la question de l’influence de la dispersion de la poudre 
d’oxyde de cuivre (I) dans l’élastomère sur la dépendance à la contrainte de la fréquence RQN de la 
cuprite. Comme détaillé ci-dessus, nous avons pour cela réalisé des échantillons, chargés à 50 % en 
volume en Cu2O, caractérisés par des états de dispersion différents obtenus en polymérisant le 
silicone soit au repos (dispersion hétérogène) soit sous agitation (dispersion homogène). 
 
 Dans le cas d’une distribution hétérogène, la dépendance à la contrainte obtenue est de 
0,26±0.015 kHz.MPa-1 (statistique sur 5 mesures) contre 0,34 kHz.MPa-1 dans le cas d’une distribution 
homogène. Il y a donc clairement une influence de l’état de dispersion sur la mesure RQN. Cela 
montre la sensibilité de la mesure à l’état réel de contrainte et la pertinence des mesures effectuées. 
En effet, la poudre non dispersée dans l’élastomère ne peut plus être considérée comme un 
ensemble de grains isolés et des effets d’interactions entre grains ont sans doute lieu. Ceux-ci 
conduisent probablement à un écart au mode de sollicitation purement hydrostatique des grains de 
cuprite lorsqu’ils sont convenablement dispersés dans la matrice élastomère. La RQN est 
manifestement sensible à cette modification du champ de contrainte ce qui est encourageant du 
point de vue de l’application envisagé de jauge de contrainte. 
 À l’aide de ces expériences, nous avons donc montré que la variation de fréquence RQN du 
Cu2O dispersé dans une matrice élastomère sous contrainte hydrostatique était bien 
représentative de l’état de contrainte vu par cette dernière. 
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 Forts de ce résultat, nous avons envisagé la faisabilité d’une cartographie d’un champ de 
contraintes hétérogènes dans un élastomère ainsi que la possibilité d’utiliser une autre géométrie 
d’antenne autre que le solénoïde, ceci afin d’élargir le champ des applications. 
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II. Cartographie d’un champ de contraintes 
hétérogènes 
 
 En première approche, nous avons souhaité étudier un cas de chargement simplifié générant 
une distribution des contraintes essentiellement bidimensionnelle au sein de l’élastomère. Pour ce 
faire, nous avons retenu une sollicitation de contact dans laquelle un film d’élastomère déposé sur 
un substrat rigide est indenté par un poinçon. L’idée est ici de se placer dans des conditions de 
contact géométriquement confinées pour lesquelles la taille du contact est largement supérieure à 
l’épaisseur du film d’élastomère. La mécanique des contacts [94]–[96] indique alors que les 
contraintes dans la couche varient peu selon l’épaisseur (hypothèse de lubrification) et sont donc 
distribuées uniquement dans le plan du contact. En outre, les contraintes ne s’épanouissent pas en 
dehors du contact, ce qui permet de délimiter précisément le volume de matière sollicitée. Lorsque 
le film d’élastomère est confiné entre des substrats rigides, les contraintes sont de nature largement 
hydrostatique et amplifiées par rapport à une sollicitation de contact sur un massif épais de silicone. 
 Ainsi, les contacts confinés doivent nous permettre de générer au sein d’un film de PDMS 
chargé de cuprite une distribution bidimensionnelle des contraintes dont la nature est 
essentiellement hydrostatique et l’amplitude située à des niveaux compatibles avec la résolution de 
la mesure RQN. Ce champ de contrainte a en outre l’avantage d’être connu au moins théoriquement 
dans les limites de l’élasticité linéaire. 
 Pour sonder ce champ de contrainte, nous avons utilisé une antenne inductive plate en 
forme de spirale dite « de surface » placée sous le film d’élastomère. La démarche expérimentale 
consiste à faire varier sur la surface externe du film la position de l’antenne par rapport au contact. 
La variation du décalage en fréquence du pic RQN en fonction de la position de l’antenne doit alors 
renseigner sur la distribution des contraintes hydrostatiques au sein du contact. 
 Dans ce qui suit, nous décrirons tout d’abord comment nous avons obtenu le champ de 
contrainte bidimensionnel et l’antenne que nous avons utilisée. Nous présenterons ensuite les 
résultats que nous avons obtenus. 
 
A. Montage expérimental de contact 
 
 Pour des raisons pratiques d’alignement du contact, nous avons tenté d’utiliser dans un 
premier temps un poinçon sphérique. Cependant, après plusieurs tests, nous avons conclu que cette 
forme n’était pas adaptée à notre étude. En effet, la contrainte moyenne appliquée dépend sub-
linéairement de la force normale et il est de ce fait difficile d’obtenir des niveaux de pression 
compatibles avec la résolution de notre méthode RQN ( ± 5 MPa). Nous avons donc opté pour un 
poinçon cylindrique à base plane qui présente l’avantage, en fixant la taille du contact, de permettre 
d’atteindre les niveaux de contrainte requis à des forces plus faibles. Son inconvénient est de générer 
une singularité de contrainte en bordure de contact ; mais les calculs détaillés ci-dessous indiquent 
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qu’elle ne perturbe pas significativement le champ de contrainte hydrostatique généré dans la 
couche. Le poinçon utilisé est un cylindre en verre de rayon 2,5 mm. 
 Le film de PDMS chargé est posé sur l’antenne inductive plane (décrite ci-dessous), elle-
même posée sur un support rigide en Macor. Nous avons choisi de ne pas coller le film d’élastomère 
sur son substrat afin de ne pas générer de rupture en cisaillement lors du chargement. En effet, le 
confinement du film PDMS incompressible dans le contact conduit à des niveaux de cisaillement non 
négligeables entraînant sa rupture lorsque celui-ci est collé. 
 Le contact indenteur/substrat revêtu (cf figure 37) est réalisé dans un bâti mécanique dédié 
permettant d’appliquer des charges allant de 0 à 700 N. La force appliquée est mesurée au moyen 
d’un capteur de force situé sur l’indenteur. Deux axes de translation situés sous l’ensemble PDMS 
chargé/antenne permettent de faire varier la position de l’antenne par rapport au contact. Cette 
dernière est déterminée avec précision au moyen d’un dispositif de visualisation. 
 
 
Figure 37 Schéma de principe de l'expérience de contact 
  
B. Description de la sonde inductive RQN 
 
 Nous avons conçu une antenne plate destinée à être placé sous le film d’élastomère. Au-delà 
de la seule mesure de contact envisagée, la spirale plate est du point de vue applicatif une excellente 
candidate car elle permet de s’affranchir quelque peu de la taille de l’objet étudié, contrairement au 
solénoïde. De plus, il est couramment admis qu’elle est plus stable, plus robuste et industriellement 
plus facile à réaliser qu’un solénoïde. 
 Vient ensuite la question de la forme et des dimensions de la spirale. Pour faire ce choix nous 
nous sommes basés sur le travail de Gamet et al. [97]. Celui-ci indique qu’une forme carrée permet 
d’avoir une inductance plus importante pour un coefficient de qualité de même ordre de grandeur 
qu’une spirale de forme ronde. Nous avons donc choisi la forme carrée. La taille de la spirale devant 
être inférieure à la taille du poinçon plan, nous l’avons donc fixée à 3 mm. 
 Par ailleurs, nous voulions avoir une inductance du même ordre de grandeur que celle de nos 
solénoïdes (pour rappel 230nH) afin de ne pas avoir à reconstruire un nouvel adaptateur 
d’impédance. Comme nous pouvons le voir dans la formule du calcul d’impédance d’une bobine 
Bobine plate 
Socle rigide Époxy du CI 
PDMS chargé 
Poinçon plan Capteur de force 
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plate de forme carré mise au point par Mohan et al.[98], l’inductance dépend du nombre de spire n :
  
𝐿 = 2,34µ0 𝐷𝑒𝑥𝑡 + 𝐷𝑖𝑛𝑡2   𝑛21 + 2,75 𝐷𝑒𝑥𝑡−𝐷𝑖𝑛𝑡𝐷𝑒𝑥𝑡 + 𝐷𝑖𝑛𝑡 
48  
Formule permettant le calcul de l’inductance d’une spirale plate de forme carrée. µ0 désigne la perméabilité magnétique 
du vide. Dext et Dint désignent respectivement la longueur extérieure du carré et Dint la distance intérieure entre le via la 
première spire. 
 
  Compte-tenu des limitations liées à la méthode d’impression de notre fournisseur, nous 
avions comme contrainte une interspire de 0,125 mm et une largeur de conducteur de 0,125 mm. 
Nous sommes donc limité à 5 tours au maximum avec un diamètre extérieure de 3,0 mm et un 
diamètre intérieur de 0,7 mm (cf. figure 38). La valeur calculée de l’inductance est alors de 52 nH.  
 
 
Figure 38 Photographie de l’antenne de forme carrée d’inductance 52 nH 
 
 Nous avons caractérisé expérimentalement la portée en profondeur et la portée radiale de 
notre antenne. Pour cela, nous avons utilisé un monocristal de Cu2O de 3x3x3 mm dont nous avons 
fait varier la position par rapport à l’antenne. 
 Pour déterminer la portée en profondeur de notre antenne, nous avons placé un monocristal 
de Cu2O dessus puis nous l’avons éloigné de l’antenne de surface au moyen de cales d’épaisseurs 
variables. Comme on peut le voir dans la figure 39, la portée de notre antenne selon la direction 
considérée est d’environ 0,6 mm. 
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Figure 39 Caractérisation de la portée en hauteur de l’antenne. L’amplitude du pic de résonance RQN est mesurée en 
écartant le monocristal de Cu2O par rapport à l’antenne. La ligne noire délimite le seuil de détection qui est déterminé 
par le niveau de bruit. 
 Pour caractériser la portée radiale de notre antenne, nous avons ensuite déplacé le 
monocristal de Cu2O selon un des axes du plan de l’antenne. Comme on peut le voir dans la figure 40, 
notre antenne devient aveugle près de d/D=0,2 (cf. insert de la figure 40 pour la définition de D et de 
d). La zone sensible de notre antenne se limite donc à une aire centrée représentant environ 36% de 
sa surface (cf. figure 41). 
 
 
Figure 40 Caractérisation de la portée latérale de l’antenne spirale carrée. L’amplitude du pic de résonance RQN est 
mesurée en déplaçant latéralement le monocristal de Cu2O par rapport à l’antenne. La ligne noire désigne le seuil de 
détection. 
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Figure 41 Zone sondée par notre antenne. Perpendiculairement, la portée est de 0,6 mm. 
 
C. Résultats 
 
 Pour réaliser nos expériences nous avons utilisé un film de PDMS de 1 mm d’épaisseur 
chargé à 50 %vol en cuprite. Afin de se placer dans les meilleures conditions pour espérer voir un 
décalage en fréquence, on peut considérer par analogie avec le critère de Rayleigh en optique, qu’il 
faut faire en sorte que le décalage fréquentiel généré par l’application de la pression moyenne soit 
au moins égale à la largeur à mi-hauteur du spectre RQN du Cu2O sans contrainte (≈ 10 kHz). 
Compte-tenu de la sensibilité à la contrainte hydrostatique précédemment mesurée de 0,38 
kHz.MPa-1, il faut donc appliquer au minimum une pression moyenne d’environ 26 MPa.  
 Pour étudier la dépendance radiale du champ de contrainte, nous avons progressivement 
déplacé l’antenne vers l’extérieur du poinçon comme l’illustre la figure 42 montrant la première et la 
dernière position de l’antenne. 
 
Figure 42 Positions extrêmes de l’antenne par rapport au contact. 
 
 La figure 43 présente les spectres obtenus pour ces deux positions. Le décalage du spectre de 
résonance RQN est plus marqué lorsque l’antenne est centrée par rapport au contact. 
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Figure 43 Spectres RQN d’un film de PDMS chargé à 50 %vol et indenté par un poinçon cylindrique à base plane sous une 
contrainte moyenne de 26 MPa. À gauche, antenne centrée par rapport au contact (position 0). A droite, antenne 
décalée par rapport au contact (position 7). En bleu, spectre de référence de la cuprite au repos à la même température, 
en rouge spectres sous contrainte. Les traits noirs correspondent à des ajustements par une lorentzienne. La porteuse a 
pour fréquence Fp = 25,994 MHz. Pour l’échantillon, les spectres RQN ont été obtenus en 8000 scans, avec une acquisition 
d’une durée de 256 µs avec un point toute les 500 ns, un temps de recyclage de 250 ms, une impulsion de 7 µs et un 
temps d’attente avant l’acquisition de 4 µs. Pour la référence, les spectres RQN ont été obtenus en 2000 scans, avec une 
acquisition d’une durée de 256 µs avec un point toute les 500 ns, un temps de recyclage de 250 ms, une impulsion de 10 
µs et un temps d’attente avant l’acquisition de 14 µs. Le programme de la séquence est le même que pour la 
compression uni-axiale. 
 
 Le décalage de la fréquence du pic de RQN en fonction de la position de l’antenne est détaillé 
figure 44. La zone grisée indique la limite de résolution de nos mesures. On constate que plus l’on 
s’éloigne du centre du poinçon, plus l’écart fréquentiel diminue. Il semble donc que notre mesure 
soit sensible à la variation radiale de l’intensité du champ de contrainte. 
 
Figure 44 Évolution de l'écart fréquentiel mesuré en fonction de la distance au centre du poinçon 
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 Afin d’approfondir l’analyse de ces résultats expérimentaux, nous avons tenté de les 
confronter à une prédiction fondée sur un calcul de mécanique des contacts revêtus. En régime 
élastique, il est effectivement possible de déterminer les champs de contraintes au sein de la couche 
au moyen d’un modèle semi-analytique détaillé dans les références [94]–[96]. Connaissant la 
sensibilité de la cuprite à la pression hydrostatique, il doit alors être possible de déterminer l’écart 
fréquentiel en fonction de la position de l’antenne. 
 Le modèle de contact considère l’indentation par un poinçon axisymétrique d’un substrat 
élastique (module d’Young E0 et coefficient de Poisson ν0) revêtu d’une couche également élastique 
(module d’Young E1 et le coefficient de Poisson ν1). L’adhérence entre le film et le substrat est 
supposée parfaite et le contact poinçon / film sans frottement. 
 Pour les calculs, nous avons retenu la valeur déterminée expérimentalement pour le module 
d’Young du PDMS chargé (E1 = 7 MPa), le coefficient de Poisson étant pris à 0,5. Expérimentalement, 
le substrat est composé d’un circuit imprimé posé sur un socle en céramique dont il est difficile de 
déterminer a priori le module effectif. Nous avons fixé pour ce dernier une valeur  E0= 70 GPa et un 
coefficient de Poisson ν0 = 0,3 qui permet de reproduire les niveaux de contrainte attendu dans la 
couche. 
 La distribution calculée de la composante hydrostatique de la contrainte dans la couche 
d’élastomère est représentée figure 45 (pour rappel, nous avons vu au chapitre 2 que la fréquence 
RQN dépendait de la composante hydrostatique de la contrainte). Comme attendu, le gradient de 
contrainte selon l’épaisseur de la couche est limité et les contraintes ne s’épanouissent pas en 
dehors du contact. On remarque également la singularité de contrainte en bordure de contact qui est 
inhérente à la géométrie poinçon plan.  
 
Figure 45 Profil radiale de la composante hydrostatique de la contrainte générée dans l'élastomère par le contact plan. La 
référence en profondeur est prise à la surface de contact. 
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 La figure 46 représente le profil radial de la pression hydrostatique intégrée sur l’épaisseur 
de l’échantillon. On constate que la perturbation liée à la singularité de contrainte en bordure de 
contact a un impact limité sur le profil. 
 
 
Figure 46 Profil radial calculé de la pression hydrostatique moyennée sur l’épaisseur du film de PDMS. 
 
 Afin de prédire la valeur de la pression hydrostatique détectée par l’antenne RQN, nous 
avons intégré la pression hydrostatique calculée sur le volume de matière situé à l’aplomb de cette 
dernière. Pour ce faire, il faut bien sûr considérer la portée latérale et verticale de l’antenne. La 
portée latérale précédemment caractérisée correspond à une surface de 3,24 mm2 centrée par 
rapport à l’antenne. La portée verticale de l’antenne n’est que de 0,6 mm alors que le film de PDMS 
est épais de 1 mm au repos. Compte tenu des taux de compression appliqués expérimentalement, 
nous avons cependant considéré que le champ induit par la spirale plane sondait la couche sur toute 
son épaisseur au sein du contact. 
 Nous connaissons au terme du chapitre 2 la dépendance du décalage fréquentiel du 63Cu 
dans Cu2O à la composante hydrostatique de la contrainte (0,38 kHz.Mpa-1). La valeur  intégrée sur le 
volume de sensibilité de l’antenne de la pression hydrostatique moyenne peut donc être traduite en 
un décalage de fréquence RQN. Compte-tenu de la résolution de la mesure, la figure 47  montre un 
accord satisfaisant entre cette prédiction et les valeurs mesurées. Il convient toutefois de préciser 
que les hypothèses sous-jacentes au calcul mécanique ne correspondent pas tout à fait aux 
conditions de l’expérience : pour atteindre les niveaux de contrainte requis, la couche de PDMS a été 
comprimée bien au-delà de son domaine élastique et le contact entre le film d’élastomère et 
l’antenne n’est pas adhérent. 
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Figure 47 Comparaison entre l’écart fréquentiel mesuré expérimentalement et l’écart fréquentiel théorique attendu dans 
les conditions du calcul en fonction de la distance de l’antenne au centre du poinçon. 
 
 En dépit de ces limitations, nous pouvons cependant conclure que ces résultats 
préliminaires valident le principe d’une cartographie des champs de contraintes hétérogènes par 
spectrométrie RQN. En validant la possibilité d’utiliser une antenne plate pour la mesure, ils 
démontrent également une certaine versatilité dans le choix de l’antenne. 
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III. Conclusion 
 
 Au cours de ce chapitre, nous nous sommes attachés à montrer l’applicabilité de la 
piézospectroscopie à la mesure de contrainte, voire de champs de contraintes, dans des élastomères. 
Pour ce faire nous avons voulu répondre aux quatre questions que nous nous étions posées en 
introduction de ce chapitre. 
  Nous avons tout d’abord à l’aide de notre expérience de compression œdométrique 
répondu aux deux premières questions que nous nous étions posées. Nous avons en effet démontré, 
sans faire aucune hypothèse sur les propriétés mécaniques de la cuprite, que l’on pouvait utiliser la 
fréquence RQN du Cu2O pour mesurer la composante hydrostatique des contraintes internes d’un 
polymère. De plus nous avons établi que la variation de fréquence induite par la valeur de la 
composante hydrostatique de la contrainte interne d’un élastomère est la même que dans 
l’expérience de compression hydrostatique du Chapitre 2. Ce résultat implique que la sensibilité de 
notre méthode est à l’heure actuelle de ± 5 MPa. Si cette valeur est tout juste suffisante dans le cas 
de mesures de contraintes présentes naturellement dans des élastomères, elle garde tout son sens 
pour des mesures imposant des sollicitations complexes de plusieurs dizaines de MPa. De plus cette 
imprécision est obtenue avec un dispositif et une méthode d’acquisition RQN standard, nous avons 
donc ici une perspective intéressante d’amélioration de la sensibilité de la méthode.  
 Enfin l’expérience de contact que nous avons développée a quant à elle clairement montré la 
possibilité de cartographier des champs de contrainte hétérogènes en utilisant une antenne de 
surface répondant ainsi à nos deux dernières questions. Ces résultats sont très encourageants pour 
envisager une application de cette technique dans les milieux académiques et industriels. De plus de 
nombreuses pistes sont disponibles pour améliorer la technique. En ce qui concerne la précision 
spatiale elle peut être améliorée en déterminant la fonction de réponse de l’antenne. La profondeur 
sondée, qui est de 0,6 mm, qui n’est pas forcément suffisante peut certainement être augmentée en 
travaillant la forme de l’antenne de manière à sonder plus en profondeur dans le matériau. Enfin si la 
sensibilité à la contrainte dans un élastomère n’est pas suffisante il est aussi possible de rechercher 
une autre sonde RQN que la cuprite qui présentera une sensibilité plus élevée à celle-ci.  
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 Conclusion générale 
 
 
 La détermination des distributions de contrainte et de déformation dans des matériaux est 
une question clé pour évaluer leur comportement sous des conditions de chargement souvent 
complexes (comportements non linéaires, plasticité, fissure, fracture, …). En tant que tels, leurs 
champs de contraintes sont difficiles à modéliser par des moyens numériques.  
 Au cours du chapitre 1, nous avons passé en revue l’ensemble des techniques de mesure de 
contrainte disponibles. Nous avons alors identifié un manque dans la mesure de champ de contrainte 
en volume dans les matériaux opaques. C’est pourquoi nous nous sommes intéressés à la 
piézospectroscopie RQN. De plus, nous avons montré que la cuprite, un oxyde de cuivre (I) stable en 
condition ambiante, était une sonde RQN raisonnable au vu de l’application envisagée. 
 De  nombreuses questions sur les plans fondamental et pratique se sont alors posées. Nous 
avons décidé de séparer l’étude fondamentale de la RQN de la cuprite cubique dans le régime 
élastique de la démonstration de son utilisation comme capteur de contrainte dans un élastomère. 
 Pour ce faire nous avons au cours du chapitre 2 étudié comment il était possible de relier  
l’information tensorielle de la contrainte à celle scalaire de la variation de fréquence et étudié 
l’influence de l’anisotropie du Cu2O sur la réponse de sa fréquence RQN lors de sollicitations non 
hydrostatiques. Nous avons pour cela utilisé et/ou développé des montages expérimentaux très 
rares dans la littérature car complexe à réaliser de mesure RQN sous contrainte. Nous avons ainsi pu 
démontrer expérimentalement que la fréquence RQN du 63Cu dans le Cu2O est sensible à la trace du 
tenseur de contrainte qui est elle aussi un scalaire. Or, la trace du tenseur de contrainte est 
indépendante de l’orientation de la sollicitation par rapport à la maille cristalline. L’information 
tensorielle de la contrainte est donc, dans la limite de précision de notre expérience, perdue. La 
dépendance de la fréquence RQN à la contrainte est donc indépendante de l’orientation de la 
sollicitation. Ce résultat répond aussi à la deuxième question concernant l’influence de l’anisotrope 
du cristal sur la dépendance de la fréquence RQN à la contrainte. 
 Nous avons ensuite voulu expliquer ces observations expérimentales à l’aide de la 
modélisation DFT. Nous avons modélisé avec succès les sollicitations hydrostatique et uni-axiale dans 
la  direction (100). Par contre nous avons été impuissant à modéliser le comportement sous 
contrainte de la cuprite dans le cas d’une sollicitation uni-axiale selon (110) et (111). Nos deux 
hypothèses de modélisations qui sont (i) que la maille cristalline est déformée de façon affine avec la 
déformation macroscopique, (ii) que les atomes restent à leur positions relatives dans la maille 
déformée sont à revoir. Il serait d’ailleurs intéressant, afin d’avoir une meilleure compréhension du 
comportement des atomes lors de ces sollicitations, d’étudier l’impact de ces contraintes uni-axiales 
sur les positions atomiques, soit par un calcul de minimisation de l’énergie, soit expérimentalement 
par DRX in-situ. Ces deux propositions sont néanmoins trop ambitieuses pour avoir pu être réalisées 
pendant cette thèse. 
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 Néanmoins la confrontation de l’ensemble des modélisations à nos résultats expérimentaux 
nous a permis d’aller plus loin et d’observer que la fréquence RQN du 63Cu dans Cu2O dépendait en 
fait principalement, dans le cas de déformations obtenues dans le cadre de la mécanique élastique, 
de la distance Cu-O. Ces observations nous ont permis d’émettre des hypothèses pour expliquer ce 
qui se passait au niveau atomique lors des différentes sollicitations. Nous nous sommes pour cela 
appuyés sur des résultats de modélisations de phonons publiés lors de l’étude de l’expansion 
thermique négative de la cuprite. Il est vraisemblable, au vu de ces derniers, que seule la 
composante hydrostatique modifie la longueur de la liaison Cu-O expliquant ainsi la dépendance de 
la fréquence RQN à la contrainte observée expérimentalement. 
 Au cours du chapitre 3, nous nous sommes attachés à montrer l’applicabilité de la 
piézospectroscopie à la mesure de contrainte, voire de champ de contraintes, dans des élastomères. 
Nous avons donc à l’aide d’une expérience de compression œdométrique démontré, sans faire 
aucune hypothèse sur les propriétés mécaniques de la cuprite, que l’on pouvait utiliser la fréquence 
RQN du Cu2O pour mesurer la composante hydrostatique des contraintes internes d’un polymère. 
Nous avons de plus établi que la sensibilité à la contrainte de notre méthode est à l’heure actuelle de 
± 5 MPa, valeur pouvant certainement être améliorée et permettant des mesures imposant des 
sollicitations complexes de plusieurs dizaines de MPa. 
 Enfin l’expérience de contact que nous avons développée a quant à elle clairement montrée 
la possibilité de cartographier des champs de contrainte hétérogènes en utilisant une antenne de 
surface nous libérant ainsi des contraintes spatiales imposée par l’utilisation d’un solénoïde. Ces 
résultats sont très encourageants pour envisager une application de cette technique dans les milieux 
académiques et industriels. De plus de nombreuses pistes d’amélioration du dispositif de mesure 
RQN existent. 
 En conclusion, nous avons au cours de cette thèse développé la piézospectroscopie RQN qui 
permet la mesure, locale et sans contact, de champs de contraintes hétérogènes, dans des matériaux 
opaques en utilisant du Cu2O comme charge dans les élastomères. 
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 Annexes 
 
A. Dépendance à la température de la fréquence RQN de la 
cuprite 
 
 Dans leur article de1972 Reyes et al. [27] étudient la possibilité d’utiliser la dépendance à la 
contrainte de la fréquence de résonance quadripolaire du 63Cu dans de l’oxyde de cuivre (I) 𝜈𝑄 pour 
mesurer des pressions lors d’expériences de résonance magnétique à hautes pressions. Ils y traitent 
notamment de la dépendance en température de 𝜈𝑄. 
 
 
Figure 48 Dépendance à la température de la fréquence RQN du 63Cu dans Cu2O à différentes contraintes issues de Reyes 
et al. [27] 
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 On observe qu’au premier ordre la variation de fréquence liée à la pression est indépendante 
de la variation de température et que cette dernière (-3,56 kHz.K-1) est au moins dix fois plus 
importante que la première (0,35 kHz.MPa-1) par unité. Lors de nos mesures de contrainte 
hydrostatique nous avons voulu vérifier la valeur de la dépendance de la fréquence à la température 
sous contrainte. En figure 49, nous présentons la dépendance de la fréquence observé en fonction de 
la température à 91 MPa de pression et nous mesurons une dépendance de -3,4 kHz.K-1 ce qui 
confirme les observations faites par Reyes et al. 
 
Figure 49 Dépendance à la température de la fréquence RQN du Cu2O à 91 MPa. 
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B. Diffractogrammes  de Laue des différents cristaux et 
interprétations 
  
 Avant de commencer nos expériences, nous avons voulu vérifier si les orientations qui nous 
étaient indiquées étaient exactes. Pour cela nous avons choisi d’utiliser la méthode de Laue. Cette 
méthode basée, sur la diffraction des rayons X par les différents plans cristallins composant 
l’échantillon, permet de déterminer, s’il est inconnu, le groupe d’espace à la symétrie d’inversion 
près et de déterminer l’orientation du cristal dans la direction du faisceau. Ainsi en sollicitant en 
réflexion une des faces polies de chaque échantillon nous avons pu déterminer leurs orientations. 
 
 
Figure 50 Schéma simplifié décrivant l'acquisition d'un diffractogramme de Laue en réflexion 
 
 Pour obtenir le diffractogramme du monocristal d’oxyde de cuivre (I) orienté selon la 
direction (100), nous avons utilisé une source RX au Molybdène. Nous avons soumis la source RX à 
40000 V et 30 mA, utilisé un collimateur 1 point et placé le monocristal à une distance de 5 cm de ce 
dernier. Nous avons développé le film radiographique après l’avoir exposé pendant 4h45. Nous avons 
alors obtenu le diffractogramme présenté figure 51.  
 
 
Figure 51 Diffractogramme de Laue du cristal présenté par le fournisseur comme orienté selon (100). Les cercles rouges 
entourent les taches sombres qui indiquent les directions de l’espace selon lesquelles les rayons X ont été déviés par la 
structure du cristal. 
Page | 101  
 
 Sur ce film, on peut observer l’apparition de taches sombres, que nous avons entourées de 
cercles rouges sur la figure 51, indiquant les directions de l’espace selon lesquelles les rayons X ont 
été déviés par la structure du cristal. Elles sont caractéristiques de la structure cristalline observée et 
de son orientation par rapport à la direction du faisceau X. 
 Nous avons alors relevé les coordonnées des points visibles sur le film. Puis nous avons utilisé 
un logiciel (OrientExpress 3.4) qui a ajusté le Laue théorique de la cuprite aux tâches relevées sur le 
film, après que l’on ait entré les paramètres de maille, le groupe d’espace de la cuprite, la distance de 
la face illuminé au collimateur, et les coordonnées de nos points (cf. figure 52). Les points rouges 
sont les points relevés et les points bleus les points du Laue théorique. 
 
 
Figure 52 Diffractogramme de Laue théorique de la cuprite cubique (points bleus) ajusté aux points expérimentaux 
(points rouges). 
 
 Nous avons demandé alors demandé l’indexation automatique des points et le logiciel nous a 
retourné les informations visibles sur la figure 53. Nous voyons alors que la cible, qui indique la 
direction qui est dans l’axe du faisceau, pointe la direction (100). Le monocristal vendu comme 
orienté (100) l’est effectivement. 
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Figure 53 Diffractogramme de Laue théorique de la cuprite cubique indexé après avoir été ajusté aux points 
expérimentaux mesurés dans le cas de la cuprite présentée par le fournisseur comme orientée (100) 
 
 De même nous avons testé les deux autres monocristaux avec les paramètres expérimentaux 
suivants : temps d’exposition 3h20, collimateur 2 points pour le cristal vendu orienté selon (110) et 
4h00, collimateur 1 point pour celui vendu orienté (111). Les résultats sont présentés sur la figure 54 
et sur la figure 55. 
 
 
Figure 54 Diffractogramme de Laue théorique de la cuprite cubique indexé après avoir été ajusté aux points 
expérimentaux mesurés dans le cas de la cuprite présentée par le fournisseur comme orientée (110) 
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Figure 55 Diffractogramme de Laue théorique de la cuprite cubique indexé après avoir été ajusté aux points 
expérimentaux mesurés dans le cas de la cuprite présentée par le fournisseur comme orientée (111) 
 
 Nous constatons que dans ces deux cas la cible ne tombe pas avec exactitude sur un point ce 
qui indique que la normale à la face du cristal n’est pas exactement dans une direction 
cristallographique. Ces écarts restant cependant faible, nous définirons donc la direction des cristaux 
selon la direction cristallographique la plus proche. Pour le monocristal dit (110), la direction (110) 
est la plus proche ce qui confirme son appellation. Par contre sur la figure 55, la direction la plus 
proche de la cible est la direction (211). Le monocristal vendu orienté selon (111) est donc en fait un 
cristal (211).  
 En conclusion de ces expériences, nous avons donc montré que nous avons à notre 
disposition trois monocristaux orientés selon les directions (100), (110) et (211).   
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C. Mesure de la raideur du montage uni-axial 
 
 Pour rappel la raideur est le coefficient de proportionnalité entre la force appliquée et le 
déplacement qu’elle engendre. Au cours de nos expériences la force appliquée Fapp et le 
déplacement δ sont donc enregistrées nous permettant ainsi de remonter à la raideur kmesurée : 
𝑘𝑀𝑒𝑠𝑢𝑟é𝑒 = 𝐹𝑎𝑝𝑝𝛿  
49 
 La rigidité du montage expérimental est un point critique car le cube de cuprite ne se 
déforme que de quelques µm. Il est donc essentiel de vérifier que la raideur du dispositif est 
supérieure à celle du monocristal étudié.  
Afin de nous affranchir au maximum des problèmes de raideur de notre machine lors des mesures en 
compression, nous avons placé un capteur de déplacement au plus près de l’échantillon. Celui-ci est 
fixé sur les pannes en céramiques comme illustré sur la figure 56. De cette façon, nous ne mesurons 
la déformation que de ce qui est compris entre le support du miroir et le support de la fibre optique, 
c'est-à-dire la compression des portions de pannes en céramiques compris entre les deux supports, 
le poinçonnement du scotch de cuivre par le cristal, l’indentation de la surface de la panne par ce 
dernier et bien sur la déformation du cristal qui est la grandeur recherchée (cf. figure 57).  
  
  
Figure 56 Schéma descriptif de la zone de compression 
 
 La taille du contact entre l’échantillon et la machine ne variant pas au cours de l’essai de 
compression, les raideurs mise en jeu sont cependant constantes au cours du chargement. Nous 
pouvons donc mesurer la raideur de l’ensemble {panne + scotch de cuivre} à l’aide d’un corps 
d’épreuve de raideur connue et de dimensions très proches de celles de notre échantillon de Cu2O. 
Bobine 
Solénoïde monocristal de Cu
2
O{PDMS + Cu
2
O} 
Panne en céramique 
 
Capteur de force 
Fibre optique Miroir 
Support 
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 Pour mesurer la raideur de la machine dans des conditions représentatives de celles de nos 
expériences, nous avons réalisé un corps d’épreuve sous la forme d’un cube en acier des dimensions 
des monocristaux, afin de reproduire notamment les conditions d’indentation. 
Le module d’Young de l’acier étant connu, nous pourrons déterminer kMachine en utilisant l’équation 
50 lors de la compression de ce cube.  
 1
𝑘𝑀𝑎𝑐ℎ𝑖𝑛𝑒
= 1
𝑘𝑀𝑒𝑠𝑢𝑟é𝑒 − 1𝑘𝐴𝑐𝑖𝑒𝑟  
50 
 Le bloc d’acier utilisé a un module de 220 GPa ± 22 GPa, une surface de 3.88 mm2 et une 
longueur de 3,51 mm. Sa raideur est donc: 
kAcier = 2,43.108 ± 0,243.108 N.m-1 
 Sachant que dans la littérature le module de Cu2O est de l’ordre de 30 GPa ([43], [42]), nous 
pouvons évaluer la rigidité du monocristal à  
𝑘 𝐶𝑢2𝑂 = 4,00. 107 𝑁.𝑚−1 
sachant que la surface d’appui est de 4 mm2 et que le parallélépipède a une longueur de 3 mm. 
 1) Mesure de la raideur machine avec le capteur de déplacement M et les pannes en céramiques 
 
 La figure 57 représente une courbe typique force/déplacement. On remarque que celle-ci a 
deux parties distinctes. La première est non linéaire et liée à la mise en place de l’échantillon et en 
particulier aux effets de poinçonnement du scotch de cuivre par le corps d’épreuve en acier. La 
deuxième, linéaire, caractérise la raideur élastique du système. C’est sur cette deuxième partie de 
courbe que nous effectuons notre mesure de raideur 
 La raideur mesurée avec le cube en acier est kMPC+Acier =3,04.107 ± 3,41.105N.m-1. La raideur 
correspondante de notre machine avec les pannes en céramiques et le scotch de cuivre est don  
𝑘𝑀𝑃𝐶 = 3,47. 107  ±  1.09. 106 𝑁.𝑚−1 
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Figure 57 Tracé de la force en fonction du déplacement lors de la compression d’un corps d’épreuve en acier avec les 
pannes en céramique. La mesure de raideur est effectuée sur la partie linéaire de la courbe. 
  2) Mesure de la raideur avec les pannes en acier 
 
 Pour le besoin ponctuel des mesures de module d’Young, nous avons voulu utiliser des 
pannes en acier afin d’en améliorer la précision, la contrainte sur la nature non conductrice des 
pannes n’ayant plus lieu d’être. Expérimentalement, la raideur mesurée lors de la compression du 
corps d’épreuve en acier est de kMPA+Acier = 4,42.107 ± 1,51.106 N.m-1  
 En utilisant l’équation 50 on trouve alors : 
𝑘𝑀𝑃𝐴 = 5,41. 107 ± 3,81. 106 𝑁.𝑚−1 
 Notre montage avec ses pannes en acier a une raideur un peu plus élevée de celle de nos 
échantillons de cuprite. Cette raideur, couplée à une mise en place expérimentale plus lourde et 
donc difficilement applicable en routine, va nous permettre de mesurer la raideur de nos 
échantillons et d’avoir accès à la valeur de leur module d’Young. 
 3) Déterminations des modules d’Young selon les différentes directions  
 
 La raideur de l’outil ayant été déterminé, on peut maintenant s’intéresser à la valeur de la 
raideur de l’oxyde de cuivre (I) en fonction de la direction de la sollicitation. Expérimentalement, les 
raideurs mesurées sont (cf.  figure 58) : 
k M+(100) = 1,82.107 ± 2,50.105 N.m-1 
k M+(110) = 2,25.107  ± 5,00.104 N.m-1 
k M+(211) = 2,44.107  ± 6,5.105 N.m-1 
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 La raideur de chaque échantillon est donc, ensuite, obtenue en utilisant la relation 51 qui est 
très proche de l’équation 50 : 1
𝑘É𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛 = 1𝑘𝑀𝑒𝑠𝑢𝑟é𝑒 − 1𝑘𝑀𝑎𝑐ℎ𝑖𝑛𝑒 
51 
 
k(100) = 2,74.107 ± 1,55.106 N.m-1 
k (110) = 3,84.107 ± 2,08.106 N.m-1 
k (211) = 4,44.107 ± 4,72.106 N.m-1 
 
 
  M + (100) :           k M+(100) = 1,82 .107 N.m-1     
 
    
   
 
 
 
 Figure 58 Tracé des courbes Force-Déplacement pour l’échantillon (100) 
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D. Instrumentation pour mesurer un spectre RQN 
 
Dans cette annexe nous allons nous intéresser aux outils nécessaires à la mesure d’un 
spectre RQN.   1) Le spectromètre et le filtre 
 
Le spectromètre nous permet de générer un signal d’excitation à une fréquence fixée par 
l’utilisateur, appelée porteuse, précise au hertz près. Ce signal, de par sa durée finie, va exciter une 
gamme de fréquence autour de la fréquence porteuse. Une fois le matériau excité, le spectromètre 
va enregistrer la réponse du matériau ; qui est qualifié de résonante car oscillante et maximale 
lorsque la fréquence d’excitation est égale à la fréquence propre d’absorption (ici la fréquence RQN) 
du matériau. 
 Pour choisir notre spectromètre, plusieurs critères ont été étudiés. Connaissant la fréquence 
de résonance de notre matériau qui est de 25,994 MHz à 25°C, et sachant que nous voulions être 
capables de délivrer un dispositif de laboratoire léger, nous avons décidé d’utiliser un LapNMR de 
Tecmag qui peut travailler sur la gamme 0,1 à 125 MHz tout en étant peu encombrant.  
 À l’entrée de réception du signal nous avons ajouté un filtre de bande passante 25 – 35 MHz 
de chez Minicircuits et de référence SIF-30+ afin de réduire le bruit et améliorer ainsi le rapport 
signal sur bruit. 
 2) L’amplificateur et le duplexeur 
 
Le rôle de l’amplificateur est d’amplifier l’excitation radio-fréquence fournie en sortie du 
spectromètre pour lui conférer suffisamment de puissance en entrée du dispositif d’adaptation 
d’impédance. Nous avons choisi le RF Pulse Amplifier modèle BT00250 Alpha-S 250W (Tomco, USA) 
sur la gamme 0,1 à 30 MHz. Il s’est avéré par la suite que cet amplificateur était trop puissant pour 
nos besoins. Nous utilisons en effet une puissance d’environ 7W ce qui n’est nullement un problème. 
En ce qui concerne le duplexeur, son rôle est de guider le signal d’excitation vers la sonde et 
l’échantillon et de rediriger le signal de résonance vers le récepteur du spectromètre. Notre 
fréquence de travail (25,994 MHz) doit être dans la zone d’activité du duplexeur. Nous avons donc 
choisi de travailler avec le duplexeur 14-30 MHz de NMR Service. 
 3) La bobine 
 
Comme nous l’avons vu au chapitre précédant, il y a une levée de dégénérescence partielle 
des niveaux énergétiques du cuivre à cause de l’interaction quadripolaire. La loi de Planck  lie la 
fréquence RQN νRQN à cet écart énergétique : ∆ERQN=hνRQN. Pour exciter le cuivre il faut donc créer un 
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champ magnétique à la fréquence correspondant à cet écart énergétique. Pour générer un champ 
magnétique à une fréquence ν donnée, le dispositif le plus commun est une boucle d’induction 
parcourue par un courant alternatif à cette même fréquence. De plus pour exciter de manière 
homogène notre matériau, il nous faut un champ magnétique le plus homogène possible. La 
géométrie la plus simple et la plus facile à réaliser expérimentalement permettant de répondre à cet 
objectif est le solénoïde. 
Une fois le cuivre de notre échantillon excité et l’arrêt du signal d’excitation, le processus de 
relaxation commence. La précession du moment de spin global entraîne la création d’un champ 
magnétique. Le moyen le plus simple pour mesurer la fréquence d’un champ magnétique est de 
placer une bobine d’induction dans le champ et de mesurer la fréquence du courant qui y est induit. 
C’est pourquoi il est clasique, comme nous l’avons fait, d’utiliser la même bobine en émission et en 
réception.  
Pour avoir le meilleur rapport signal sur bruit possible il faut que le volume occupé par 
l’échantillon à l’intérieur de la bobine soit maximum et donc que la bobine soit dimensionnée au plus 
près. Cependant, comme il est souhaitable que la bobine ne soit pas déformée lors de la compression 
de l’échantillon, nous devons la positionner au tour des pannes et donc prendre un diamètre de 
bobine légèrement plus grand que le diamètre de celles-ci. Ainsi nos bobines ont 10 spires, mesurent 
1cm, avec un diamètre de 0,535cm (diamètre des pannes 0,48 cm). Elles ont une inductance 
théorique de 230 nH si on calcule leur impédance avec la formule de Nagaoka (cf. équation 52) : 
 
𝐿 = 𝐾 (𝜋𝑛𝐷)21000 𝑙 
52 
Formule de l'impédance d'un solénoïde 
 
avec L en µHenry, l est la longueur de la bobine en cm, n est la densité de spire (𝑛 = 𝑁
𝑙
 avec N le 
nombre de spire), D le diamètre en cm et K qui est un pré-facteur dont la valeur dépend de la 
géométrie (voir à la fin de cette annexe pour la valeur de K).  
 4) L’adaptateur d’impédance 
 
Pour exciter avec le maximum d’efficacité notre échantillon, nous devons transmettre le 
maximum de puissance à ce dernier. Pour ce faire il faut que l’impédance de notre sonde soit égale à 
celle de notre amplificateur et à celle de notre récepteur. Ces derniers ont par construction une 
impédance de 50 Ω. Cependant notre sonde, sans adaptateur d’impédance, n’est qu’une bobine. Son 
impédance est donc complexe : Zbobine= r+jLω, où r est la résistance interne de la bobine, L son 
inductance et ω la fréquence du courant circulant dans la bobine. Ainsi, on voit bien que si  rien n’est 
ajouté il n’existe qu’une fréquence où Zbobine= 50Ω, qui n’est pas forcément la fréquence à laquelle 
nous voulons travailler. C’est donc le rôle de l’adaptateur d’impédance de faire en sorte qu’à la 
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fréquence de travail ω, Z sonde=Zamplificateur=Zrécepteur. Ainsi, adapter en impédance garantit que la forme 
du signal ne sera pas modifiée par le circuit. 
Pour adapter en impédance, un composant qui a une impédance complexe il faut d’autres 
composants avec une impédance complexe. En effet, on pourrait imaginer utiliser des résistances 
variables, cependant on ne pourrait alors qu’augmenter le module de l’impédance du circuit ce qui 
limiterait les fréquences de travail disponibles. De plus, augmenter la résistance implique 
d’augmenter le bruit thermique et donc la réduction de la qualité du signal.  On peut alors choisir 
d’utiliser une autre bobine ou un condensateur (Zcondensateur idéal=1/(jCω)). Afin d’éviter des problèmes 
liés au couplage des bobines entre elles nous avons préféré utiliser des condensateurs. Nous avons 
donc fabriqué des circuits RLC avec des condensateurs variables pour s’adapter aux  différentes 
fréquences de travail.  
Nous avons utilisé deux modèles décrits dans l’ouvrage de Mispelter [99]. Bien que différents 
dans la forme, ces deux montages sont équivalents en terme de résultat. Dans la Figure 59 on peut 
voir le montage utilisé pour l’adaptateur d’impédance de la sonde sous contrainte. Nous avons utilisé 
des capacités variables en polyflon et en céramique. Dans la Figure 60 on peut voir le montage 
sensiblement différent utilisé pour l’adaptateur d’impédance manuel de la sonde de référence (sans 
contrainte). Nous avons utilisé des capacités variables à air. L’avantage de ce circuit par rapport au 
précédent est qu’il est équilibré par symétrie.[99] 
 
 
CM = 28-63 pF Polyflon (Condensateur Téflon) 
CT1 = 30 pF ATC (Condensateur céramique) 
CT2 = 5-50 pF Polyflon (Condensateur Téflon) 
 
𝒁𝒄𝒉𝒂𝒓𝒈𝒆 = 𝟏 − 𝑳(𝑪𝑴 + 𝑪𝑻𝟏 + 𝑪𝑻𝟐)𝝎𝟐 + 𝒋𝒓(𝑪𝑴 + 𝑪𝑻𝟏 + 𝑪𝑻𝟐)𝝎−𝒓𝑪𝑴(𝑪𝑻𝟏 + 𝑪𝑻𝟐)𝝎𝟐 + 𝒋𝑪𝑴𝝎(𝟏 − 𝑳(𝑪𝑻𝟏 + 𝑪𝑻𝟐)𝝎𝟐) 
Figure 59 (À gauche) Schéma électrique de la sonde adaptée en impédance : bobine + adaptateur d’impédance. r désigne 
la résistance interne de la bobine (<1Ω) ; L représente l’inductance de la bobine utilisé (entre 250 à 300 nH), CTx et CM 
sont les valeurs de capacités variables ou non utilisées pour fabriquer l’adaptateur d’impédance. (À droite) Valeurs des 
condensateurs utilisés, leur fabriquant et la formule de l’impédance du montage. 
 
 
 
CM = 5-60 pF Vishay (Condensateur à air) 
CT = 15-180 pF Vishay (3 Condensateurs à air) 
C = 5-60 pF Vishay (Condensateur à air) 
 
 
𝒁𝒄𝒉𝒂𝒓𝒈𝒆 = 𝟐(𝟏 − 𝑳 𝑪𝑻 𝝎𝟐) + 𝒋(𝒓(𝑪 + 𝟐𝑪𝑻)𝝎 + 𝑳𝑪𝝎𝟐)−𝒓𝑪𝑪𝑻𝝎𝟐 + 𝒋𝑪𝝎(𝟏 − 𝑳𝑪𝑻𝝎𝟐)  
 
Figure 60 (À gauche) Schéma électrique de la sonde adaptée en impédance : bobine + adaptateur d’impédance. r désigne 
la résistance interne de la bobine (<1Ω) ; L représente l’inductance de la bobine utilisé (entre 250 à 300 nH), CT et CM sont 
les valeurs de capacités variables utilisées pour fabriquer l’adaptateur d’impédance, C est la valeur des deux capacités 
fixes du montage. (À droite) Valeurs des condensateurs utilisés, leur fabriquant et la formule de l’impédance du 
montage. 
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5) L’analyseur de réseau 
 
 Pour vérifier si un circuit est adapté en impédance, on peut utiliser un analyseur de réseau. 
Ce dernier va envoyer dans le circuit une puissance de 1mW à chaque fréquence qu’il va tester. Puis 
il mesure la puissance réfléchie et calcule l’atténuation en dBm qui est définie comme suit : 
 
𝑑𝐵𝑚 = 10𝑙𝑜𝑔10 �𝑃ré�léchie1𝑚𝑊 � 
53 
Définition du dBm 
 Si notre circuit est adapté en impédance à la fréquence de travail alors son atténuation est 
supérieure en valeur absolue à 0 car la puissance est transmise et n’est pas réfléchie à son entrée. La 
valeur limite que nous avons fixée à partir de laquelle nous considérons qu’il y a adaptation 
d’impédance est de -35dBm ; ce qui correspond à un rapport Préfléchie/1mW=3.10-4 soit moins de 
1/1000 du signal est réfléchi. L’analyseur de réseau que nous avons choisi est le MiniVNA Tiny de 
chez RadioSolution qui peut être utilisé dans la gamme de 1 MHz à 30 GHz. 
 6) Table des coefficients de Nagaoka 
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E. Aspects pratiques : automatisation du montage, 
interrupteurs et microcontrôleurs 
 
Notre objectif est de mesurer la variation de fréquence RQN entre une référence et un 
échantillon sous contrainte. On s’attend donc à ce que la fréquence nécessitant l’adaptation 
d’impédance change lors de nos mesures sous contraintes. Ainsi pour être sûr que l’adaptation 
d’impédance reste inchangée (toujours inférieure à -35 dBm) au cours des différentes mesures, nous 
avons décidés d’automatiser son réglage. Pour ce faire, nous avons utilisé : 
- des moteurs pas à pas (Stepmotor 28 BYJ-48 5V DC) contrôlés par un Arduino type UNO 
pour faire varier les capacités des condensateurs. 
- des interrupteurs (401 self cut off TTL [401-430832A]) contrôlés soit par un autre Arduino 
type UNO soit par une sortie analogique de la carte d’acquisition. Nous les utilisons pour 
connecter la sonde de l’échantillon avec le spectromètre ou avec l’analyseur de réseau et 
pour connecter le spectromètre à l’échantillon ou à la référence. 
Le logiciel Labview nous a permis d’interfacer l’ensemble des éléments du montage et de 
séquencer leur utilisation.  
 
Figure 61 Schéma fonctionnel commun aux montages de compression œdométrique et uni axiale (pour que le schéma 
reste lisible, les contrôleurs (sauf Arduino), ainsi que les cartes d’acquisitions analogiques/digitales sont omises) 
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F. Protocole détaillé de l’acquisition des données de RQN sous 
contrainte 1) Optimisation des paramètres spectroscopiques 
 
 Les paramètres expérimentaux à optimiser sont décrits dans la séquence illustrée dans la 
partie haute de la figure 62. Cette dernière est divisée en trois parties : l’excitation, l’attente et 
l’acquisition. Pour chaque étape, plusieurs paramètres doivent être ajustés en fonction de la bobine 
utilisée et de l’échantillon étudié : 
  - Durée de l’impulsion (pw) [Pulse width] : Cette durée détermine l’amplitude du 
 signal (pour une amplitude fixe de l’excitation) et la bande spectrale (∆ν) qui sera excitée 
 autour de la fréquence porteuse  (∆ν≈1/pw). Compte -tenu de la puissance délivrée par 
 l’amplificateur à la sonde, la valeur délivrant le maximum de signal est ici de 10 µs. 
  - Temps d’acquisition (AcqTime) [Acquisition Time] : Cette durée détermine le pas 
 d’échantillonnage dans l’espace des fréquences (∆f=1/AcqTime) et doit rester de l’ordre de la 
 durée de vie du signal pour ne pas dégrader le rapport signal sur bruit. Nous avons donc fixé 
 expérimentalement AcqTime à 256 µs. 
  - Temps de repos (rd) [Rest Delay] : Cette durée détermine une partie du temps 
 d’attente entre la fin de l’émission du signal d’excitation et le début de l’acquisition. Elle fixe 
 combien de temps le récepteur reste fermé durant cette période. Cette fermeture du 
 récepteur vise à n’ouvrir le récepteur qu’àprès dissipation complète de l’énergie excitatrice 
 par  la sonde RQN. Ainsi cette durée dépend de la sonde utilisée. Nous l’avons fixée à 8 µs. 
  - Temps actif (ad) [Active Delay] : Cette durée détermine l’autre partie du temps 
 d’attente entre la fin de l’émission du signal d’excitation et le début de l’acquisition. Elle fixe 
 combien de temps le récepteur va rester ouvert sans enregistrer. Cette manœuvre assure 
 que l’enregistrement commencera bien au moment voulu sans qu’aucun délai ou artefact ne 
 soit introduit par la connexion du récepteur. Nous l’avons fixée à 6 µs. 
  - Temps d’attente (LastDelay) : Ce paramètre fixe l’intervalle de temps entre deux 
 mesures successives. Il doit être pris suffisamment long pour que le matériau retrouve son 
 état non-perturbé. Il dépend donc du matériau utilisé et de la température.  Nous avons pris 
 250 ms ce qui est suffisant pour la cuprite à température ambiante et permets de respecter 
 le cycle de l’amplificateur. 
  - Nombre de mesures : Ce paramètre détermine le nombre de mesures qui seront 
 utilisées pour faire la mesure globale. Le nombre de mesures est lié au rapport signal sur 
 bruit (S/Bα�𝑵𝒎𝒆𝒔𝒖𝒓𝒆). Cependant chaque mesure durant environ le temps d’attente, ce 
 paramètre fixe aussi la durée de l’expérience. Ceci implique qu’il faut faire un choix entre la 
 durée de l’expérience et la qualité du signal. Nous utilisons en général 2000 scans, soit une 
 mesure d’environ 8 minutes. 
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Figure 62 (En haut Séquence suivie par le spectromètre et définie par le logiciel propriétaire de Tecmag, TNMR, pour 
l'excitation du matériau et l'acquisition du signal. 5u signifie 5µs, pw (pulse width) représente la durée du signal émis, rd 
(rest delay) définit le temps où le récepteur est fermés et où il n’y a pas d’acquisition, ad (active delay) définit le temps 
où les récepteurs sont ouverts et où il n’y a pas d’acquisition, AcqTime règle la durée de l’acquisition, LastDelay fixe 
l’intervalle de temps entre deux spectres, F1_Ph fixe la phase du signal émis, F1_TxGate indique l’émission du signal 
excitant, F1_PhRst remet à zéro la phase du transmetteur afin de s’assurer qu’une possible dérive en phase ne vienne 
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pas affecter la phase du signal émis, F1_Unblank indique quand le transmetteur est prêt à émettre un signal, Acq indique 
que le spectromètre est en train d’acquérir un signal, acq_phase règle la phase du récepteur, RX_Blank indique quand le 
récepteur est court-circuité pour le protéger, Scope_Trig lance l’émission du signal, RX_PhRst remet à zéro la phase du 
récepteur pour la même raison que précédemment. (Au milieu) Décroissance de l’induction libre (DIL) d’un cristal de 
Cu2O. Dwell Time indique le temps entre deux points du signal. (En bas) Spectre de Fourier de la DIL précédente. 
  - Temps entre deux points temporels (Dwell Time) : Il fixe la fréquence 
 d’échantillonnage dans l’espace temporel et la largeur du spectre en fréquence échantilloné 
 dans l’espace de Fourier. Nous l’avons fixé à la limite du spectromètre LapNMR soit 500 ns. 
  -Gain du récepteur : Il détermine l’amplification du signal reçu. Si on ne peut pas voir 
 le signal alors il est peut-être trop faible. Inversement, s’il est trop fort, on risque de saturer 
 le récepteur. Compte-tenu de la faible amplitude de notre signal, le gain du récepteur du 
 LapNMR est ouvert à sa valeur maximale. 
 Tous ces paramètres sont facilement ajustables en entrée du logiciel TNMR de Tecmag 
pilotant le spectromètre, grâce au programme Labview que nous avons écrit.  
 2) Déroulé schématique de l’acquisition 
 
 
Figure 63 Protocole d'acquisition des données nécessaire pour tracer δυ=f(σ) 
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Certains passages du protocole détaillé dans la Figure 63 méritent d’être explicités pour que le 
lecteur y gagne une meilleure compréhension de l’expérience. 
 3) Adaptation d’impédance de la sonde de la référence 
 
 Pour adapter en impédance la sonde de la référence, on débranche le câble coaxial connecté 
à la sortie « probe » du duplexeur et on le branche sur l’analyseur de réseau HMS1010, de chez 
HAMEG Instruments qui peut être utilisé jusqu’à 1 GHz, équipé d’un T modèle ZFSCJ-2-1 de chez 
Mini-Circuits avec une plage d’utilisation de 1 à 500 MHz. On enclenche les interrupteurs de manière 
à connecter le boîtier d’adaptation d’impédance de la référence avec l’analyseur de réseau. On règle 
alors la valeur des capacités avec un tournevis de manière à obtenir un minimum d’au moins -35 
dBm. Puis on rebranche le câble branché à l’analyseur de réseau sur la sortie du duplexeur. 
 On peut aussi ne rien débrancher et utiliser le MinVNA Tiny en mode acquisition continue 
pour faire le réglage. Il suffit alors d’enclencher les interrupteurs de manière à connecter la sonde de 
la référence au MiniVNA Tiny. 
 4) Acquisition du spectre RQN de référence 
 
 L’interrupteur commandé par l’Arduino connecte les sondes au spectromètre. Puis 
l’interrupteur commandé par la carte d’acquisition connecte la sonde de référence au spectromètre. 
Labview écrit un script VBA à l’aide des informations entrées par l’expérimentateur, puis l’exécute. Le 
spectromètre lance alors l’acquisition selon les informations du script. 
 Les 20 minutes d’attente avant l’acquisition du spectre de référence sont dues au besoin 
expérimental que les deux spectres soient acquis avec l’intervalle de temps le plus court possible. 
Nous avons constaté expérimentalement que, quelques soient les niveaux de force concernés et aux 
vitesses de déplacement aux quelles nous avons travaillées, il fallait environ 30 minutes pour que la 
variation de force dans le matériau due à la relaxation des contraintes dans le dispositif soit 
inférieure à 1 N sur les 8 minutes nécessaires à la mesure du spectre sous contrainte. Sachant que la 
durée d’acquisition du spectre de référence est d’environ 8 min, il en ressort naturellement 
d’attendre 20 min avant de lancer la dite acquisition. 
 5) Adaptation d’impédance de la sonde de l’échantillon 
 
 L’interrupteur commandé par l’Arduino connecte les sondes à l’analyseur de réseau. 
L’interrupteur commandé par la carte d’acquisition connecte alors la sonde de l’échantillon avec 
l’analyseur de réseau. Puis l’analyseur de réseau acquière un spectre d’atténuation. Labview ordonne 
au moteur associé à la capacité variable liée à l’amplitude du pic d’atténuation de se déplacer. 
Nouvelle acquisition d’un spectre d’atténuation. Si la valeur absolue du pic d’atténuation augmente, 
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les étapes de mouvement du moteur et d’acquisition d’un spectre d’atténuation sont répétées 
jusqu’à ce que le maximum du pic atteigne -37 dBm. Sinon le moteur tourne dans l’autre sens et 
répètent là aussi les étapes de mouvement du moteur et d’acquisition d’un spectre d’atténuation 
jusqu’à ce que le maximum du pic atteigne -37dBm. Quand cette valeur est atteinte, Labview calcule 
l’écart en fréquence entre la fréquence adaptée en impédance et la fréquence de travail. Il actionne 
ensuite le moteur connecté à la capacité liée à la position en fréquence du pic en conséquence. 
Tant que l’adaptation d’impédance n’est pas de -35dBm à la fréquence de travail, Labview boucle 
l’ensemble de ces étapes dans l’ordre gestion de l’amplitude puis gestion de la position du pic 
d’atténuation. 
  
 
 
  
Résumé 
 
 La détermination des distributions de 
contrainte et de déformation dans des matériaux 
opaques est une question clé pour évaluer leur 
comportement sous des conditions de 
chargement souvent complexes. La pluparts des 
méthodes expérimentales utilisées aujourd’hui 
pour traiter ce problème sont des méthodes 
invasives ou bien inefficaces pour les matériaux 
opaques. Dans ce contexte nous proposons 
d’utiliser le signal de Résonance Quadripolaire 
Nucléaire (RQN) de petits cristaux, utilisés 
comme charge, dans des matériaux peu ou pas 
conducteurs. Les contraintes transmises par la 
matrice au cristal induisent une déformation de 
son réseau cristallin qui à son tour induit une 
modification de sa fréquence RQN. La RQN est, 
par conséquent, sensible aux déformations 
induites par une contrainte mécanique externe 
et le cristal agit comme une jauge de contrainte 
à l’échelle du micron. Nous appelons cette 
méthode la piézospectroscopie RQN. 
 L’objectif de cette étude est de prouver 
que l’on peut utiliser la piézospectroscopie RQN 
pour mesurer des contraintes au sein de 
matériaux opaques et plus précisément au sein 
d’élastomères. Le lien fondamental entre la 
variation de fréquence RQN et le tenseur de 
contrainte appliqué au cristal a été étudié. Pour 
cela nous avons choisi le 63Cu dans la cuprite 
comme sonde RQN. Expérimentalement, la 
dépendance à la contrainte de la fréquence 
RQN est mesurée en utilisant différentes 
sollicitations mécaniques générées par des 
montages originaux intégrant mesure de 
contrainte et de RQN. Les résultats ainsi 
obtenus sont discuté en regard de calculs 
quantiques basés sur la DFT. 
 En outre, comme preuve de concept de 
la piézospetroscopie RQN, nous avons réalisé 
des expériences supplémentaires en utilisant 
des conditions de chargement qui nous ont 
permis de démontrer, sans faire d’hypothèses 
sur les propriétés mécaniques du Cu2O, que la 
variation de fréquence RQN est représentative 
de la composante hydrostatique du champ de 
contrainte interne de l’élastomère. Nous avons 
ensuite étudié la capacité de cette méthode à 
cartographier un champ de contrainte 
hétérogène. 
 
Mots Clés 
RQN, Contrainte, Élastomère, DFT, Cu2O, 
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Abstract 
 
 The determination of stress and 
strain distributions in opaque materials is a 
key issue to evaluate their mechanical 
behavior. However, most of the methods used 
today to measure stress are either extremely 
invasive or ineffective for opaque materials. 
Within this context, we propose to use the 
Nuclear Quadrupolar Resonance (NQR) 
signal of small crystals, embedded within non, 
or poorly, conductive materials. Stresses 
transferred by the matrix to the crystal induce 
a deformation of its lattice which in turn 
results in a modification of the Electric Field 
Gradient (EFG) at the nucleus of interest. 
NQR is, as a consequence, sensitive to 
deformations induced by external mechanical 
stress and the crystals act as local stress 
gauges at the micron-scale. We call this 
method NQR piezospectroscopy.  
 The objective of this study is to prove 
that NQR piezospectroscopy can be used to 
measure stress within opaque materials and 
more precisely within elastomer. The 
fundamental link between the NQR frequency 
variation and the stress tensor applied to the 
crystal has been studied. For that purpose, 
63Cu in cuprite has been selected as a NQR 
probe. The stress dependence of its NQR 
frequency is investigated experimentally 
using different mechanical loadings 
generated within an original integrated NQR – 
stress device and discussed in the light of 
DFT ab-initio calculations. 
 In addition, as proof-of-concept of 
NQR piezospectroscopy, additional 
experiments were carried out using loading 
conditions proving, without hypothesis on 
cuprite’s mechanical properties, that its NQR 
frequency shift is representative of the 
hydrostatic component of the elastomer inner 
stress field. We then investigated the ability of 
this method to map a heterogeneous stress 
field. 
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