Many research fields codify their findings in standard formats, often by reporting correlations between quantities of interest. But the space of all testable correlates is far larger than scientific resources can currently address, so the ability to accurately predict correlations would be useful to plan research and allocate resources. Using a dataset of approximately 170,000 correlational findings extracted from leading social science journals, we show that a trained neural network can accurately predict the reported correlations using only the text descriptions of the correlates. Accurate predictive models such as these can guide scientists towards promising untested correlates, better quantify the information gained from new findings, and has implications for moving artificial intelligence systems from predicting structures to predicting relationships in the real world.
as numeric tables along with metadata, the written descriptions of the correlates. How much information is present in these written descriptions? Can we quantify the relationships captured by the scientific record by predicting the correlation from the correlates only? The ability to make actionable predictions would be invaluable to deriving new information from metadata contained within the scientific record, identifying correlations unreported in the literature, and thus perhaps providing a guide for future studies.
Our research process aiming to address these questions is illustrated in Fig. 1 . We study a longitudinal dataset of approximately 170,000 correlate pairs, extracted from 30 years of research findings published in leading social science journals [11, 12] . These data provide the text descriptions of each correlate and the reported correlation. We then train a recurrent neural network to predict a correlationr given only the ordered text sequences describing two correlates. While predictions can be made directly from words (tokens) taken from the correlates, the current practice in natural language processing is to embed tokens into a learned high-dimensional vector space [13, 14, 15] . These vector representations of the tokens allow increased flexibility, for example by handling typos, and capture language syntax and semantics in a computationally useful manner [16] . The recurrent neural network then learns relationships between sequences of these vectors that relate to the reported correlation. Full details on text processing, network architecture, hyperparameters, and training are given in the Supporting Material.
Our neural network uses vector representations of words that are computed in an unsupervised manner from large-scale text corpora [14] . As such, these representations will reflect any biases latent to those text, such as racial or gender bias [18, 19] . This is especially problematic as most training corpora are gathered from uncurated text sources, typically web crawls known to be biased in a number of dimensions [19] . Given these biases, it is not clear how well such representations can support predictions of objective research findings. Therefore, with these issues in mind, we utilize a pretrained vector representation called ConceptNet Numberbatch. Numberbatch is an ensemble of multiple, state-of-the-art representations that has been further enhanced in two important ways: one, the representations are endowed with information from the ConceptNet knowledge graph, a long-running project to codify objective relationships between entities [20] ; and two, Numberbatch is explicitly trained to perform well at natural language tasks while also minimizing a number of bias indicator scores, such as the implicit association test.
Numberbatch is currently the most competitive and least biased vector representation available to researchers, making it the most suitable choice for our task [17] .
Results
To evaluate our ability to predict correlational findings, we trained the neural network on a random 80% of the reported findings and reserved 20% for testing purposes. After training, the neural network was asked to predict the held-out correlations. As shown in Fig. 2 , the model achieves accurate predictions, giving a correlation R ≈ 0.8201 between reported r and predictedr.
Given the accuracy demonstrated in Fig. 2 , it is important to ask if the predictive model is learning meaningful relationships between correlates or if it is simply memorizing features implicit to the training corpus. Memorization harms the ability of an algorithm to make accurate predictions. While held-out or test data is the gold standard for evaluating predictive performance, and we used test data in Fig. 2 , it is worthwhile to examine this issue further. To do so, we introduce a comparative baseline predictive model: for any pair of correlates c i and c j we simply predict the mean correlation reported for any correlate pairs in the corpus that contain either c i or c j . If the neural network is only memorizing the corpus, we expect this mean-value baseline to achieve comparable predictive performance. Instead, the baseline performs significantly worse, with R ≈ 0.54 (see SM). This indicates that the neural network is learning meaningful representations and possesses predictive performance beyond this basic mean-value model.
The ability to make accurate predictions of correlational findings has many potential applications. Here we discuss only 149,374 unique pairs have been tested, leaving 99.94% untested. Of course, many of these untested pairs will not be worthwhile or suitable to investigate, or have been tested in publications outside our corpus, yet there remain many correlate pairs to be studied and any guidance can help maximize limited research time.
Correlate pairs most worth further research are those that will provide the most novel information. A classic approach to measuring information gain is from the prediction disagreement across an ensemble of predictive models:
observations where the members of the ensemble give mostly the same prediction provide less novel information than observations where members give diverse predictions. The latter case highlights valuable observations to learn from because the ensemble is more uncertain and gaining access to the correlation the ensemble is most uncertain about will yield the most novel information. Seeking labels for training data via ensemble disagreement is an active learning technique known as Query by Committee [21, 22] .
We apply ensemble disagreement to highlight untested correlate pairs that may yield the most information when tested. We trained an ensemble of N = 50 neural networks (see SM for details) and then performed a simple random search: correlates were paired at random into n = 5000 candidate pairs and sent to each member of the network ensemble. For each candidate correlate pair we measured the ensemble prediction E [r] and the ensemble disagreement σ (r), where E [·] and σ(·) denote the sample mean and sample standard deviation, respectively, taken over the predictions of the N predictive models. Interestingly, there is a modest but statistically significant trend between ensemble disagreement and ensemble prediction. As the distribution of correlations reported in the literature is skewed in favor of positive correlations, we anticipated either no relationship between E[r] and σ(r), or more uncertainty among the lower and negative correlations.
However, the positive linear trend was significant (R (E[r], σ(r)) = 0.164, p < 10 −30 ) and examining the candidate pairs in the lower quartile Q 1 of E[r] compared with those in the upper quartile Q 3 , we see a significant difference in disagreement (Mann-Whitney U test, U = 531538, p < 10 −43 ). We illustrate these distributions in Fig. 3B .
Our Query-by-committee style application is based upon a simple random search of the large space of untested correlate pairs. It is unlikely that many strong correlations will be found from randomly pairing correlates. Indeed, most predicted correlations were modest, with the distribution of E [r] peaked at ≈ 0 (Fig. 3B) . We anticipate that more effective searches of the space of untested correlations can be utilized. That said, a number of plausible candidate correlate pairs were still found and this naive computational search is inexpensive and scalable relative to the resources required to conduct direct scientific research.
Discussion
The ability to predict correlational relationships from written descriptions has implications for the larger research problem of artificial intelligence. Previous research has shown ways for AI systems to synthesize and predict physical relationships [24, 25, 26] . This now extends to social, economic, and other characteristic phenomena, and our work can help to further ground AI systems in the real world.
The volume of published findings continues to grow and automated tools are increasingly necessary to help scientists navigate the scientific record. Our findings underscore the importance of data curation and standardized reporting formats. As more published findings become computationally accessible, due to better data curation and advances in natural language processing, more of the scientific record becomes available for planning and executing research. Research areas that follow reporting standards will benefit the most from computational tools examining their publication record as standardization simplifies the process of extracting large training corpora.
Lastly, we caution that a predictive model such as the one proposed here can fruitfully serve as guidance to researchers conducting scientific investigations, but it is no replacement for those investigations. Proposing and falsifying scientific hypotheses remains the gold standard of science and cannot be replaced by these models. Instead, predictive models complement experiments and empirical findings by codifying the current state of the scientific record and providing helpful tools for researchers to handle the growth of this record.
Supporting Material for "Neural language representations predict outcomes of scientific research" 
S1 Datasets
We used the metaBUS data release v2.08 for our corpus of correlate pairs. These data are available for download at http://www.frankbosco.com/data/CorrelationalEffectSizeBenchmarks.html. More up-to-date data are searchable using the metaBUS web interface: http://metabus.org. We also used the 300-dimension (English) word vector representations released by the ConceptNet project called ConceptNet Numberbatch, specifically version 17.06: https://github.com/commonsense/conceptnet-numberbatch.
The correlate texts have already been curated by the metaBUS team but we performed some further processing to connect the individual words (tokens) to terms in Numberbatch. Nonalphanumeric characters were removed, casing was removed, and text was tokenized on whitespace. Tokens were then mapped S1 Figure S1 : The neural network architecture, visualized using Keras.
to corresponding word vector indices in Numberbatch. A vector "index" of 0 was reserved for tokens in metaBUS not present in Numberbatch. The neural network is able to handle tokens outside the vocabulary of Numberbatch, although predictive performance is likely wose when many tokens are missing than when few or no tokens are missing.
S2 Predictive models
Here we describe the neural networks used in our study.
S2.1 Network Architecture
Our architecture takes two text sequences (the correlate pairs) and outputs their predicted correlationr. The first layer consists of two inputs, one for each sequence, which lead into a static, untrainable embedding layer that translates each word in each sequence to its 300-dimensional word vector representation. Then, each word vector tensor passes through a stack of two Long Short-Term Memory (LSTM) layers of 300 units. The outputs of the second LSTM are then concatenated and sent though a dense layer of 350 units, which then feeds to a single output unit with a tanh activation. The tanh activation function constrains the network to predictr ∈ [−1, 1]. We use ReLU activation functions In the two LSTM and single dense layers preceding the final unit.
S2

S2.2 Training Procedure
Models were trained for a maximum of 200 epochs with a batch size of 1024 using the Adam optimization method [1] with an MSE objective function and a learning rate of 0.001. We randomly split the metaBUS corpus into 80% training and 20% testing, and reserved 10% of the training portion as validation data. The weights of the LSTM layers were initialized using the He normal method [2] . To monitor and avoid overfitting, we apply two different methods: dropout and early stopping. At each trainable layer of the model (all excluding the embedding layer) we apply a dropout rate of 0.15, meaning at each training step approximately 15% of any given layer does not contribute to the prediction at that step, putting more pressure on each individual unit to learn valuable information [3] . Meanwhile, the early stopping mechanism monitors the loss of the model on the validation data: if the validation loss does not improve after 8 consecutive training epochs, the training is terminated and the best model so far is saved, reducing wasted computational time and helping to prevent overfitting [4] . Each of the models was trained using the Keras 2.1.6 Python library with a Tensorflow backend on an NVIDIA Tesla K80 GPU.
S3 Mean-value baseline cannot explain neural network predictions
To determine if the neural network is simply memorizing the correlations present in the training data, we implemented a simple baseline or mean-value procedure: when predicting the correlation between pairs c i and c j , simply predict the mean of all previously reported correlations involving either c i or c j .
The predictive accuracy of the mean-value baseline (R = 0.54) is significantly lower than the neural network (R = 0.82) (Fig. S2) . Further, the mean-value baseline is not as effective as the neural network at infilling the multi-paper correlation table shown in the main text. We compare their predictions in Figs. S3 and S4. Note that the mean-value infills are computed using the full training corpus, not the reported correlations shown in these 10 papers only. There is considerable information present in the difference between these infilled correlation tables, further illustrating the usefulness of the neural network above that of the mean-value baseline.
Of course, this mean value model can be improved by computing a weighted mean using the similarities of the correlates, for example by cosine distance between their word vector representations, but at that point it is probably more appropriate to use the neural network we applied in the main text.
S4 Using ensemble disagreement to select candidate correlate pairs
We trained an ensemble of N = 50 neural networks to build the "committee" used to select candidate correlate pairs in the main text. These models were similar to the main model shown in Fig. S1 but simpler. The primary difference is that they consisted of only one LSTM layer.
To maintain a diverse ensemble of models, a common goal for ensemble learning [5, 6] , we took the following steps. Each model was trained on a bootstrap replicate of the complete metaBUS dataset, meaning that an approximately 1−1/e fraction of the data of will be out-of-bag for each member of the ensemble. Next before training each model we randomized some of its hyperparameters over a range of values. Specifically we chose for each member a random number of LSTM units between 150 and 250, and a random number of dense units between 100 and 200. We also gave the LSTM layer a random dropout rate between 0.1 and 0.2, and also the dense layer's dropout rate was randomly chosen between 0.1 and 0.2. A batch size of 512 was used for training and a 10% validation sample was reserved for early stopping (3 epochs as opposed to 8 for 
Network predictions
Null (mean) predictions Figure S3 : The mean value baseline provides less information to infill multi-paper correlation tables than the neural network. Figure S4 : Difference in infilled predictions between mean-value baseline and neural network. This figure shows the difference between the matrices shown in Fig. S3 . Positive values indicate the neural network predicts higher correlations than the baseline, negative values indicate the baseline predicts higher values than the neural network. We see distinct patterns in the difference, underscoring the presence of information in the neural network predictions not present in the mean-value baseline.
the main model). No activation function was used on the output unit, as opposed to the tanh function used for the main model. Table S1 shows the correlates with the 1% most ensemble disagreement. We see a number of interesting pairs just from the small (n = 5000 pairs; main text) search. 
