Abstract. We investigate a class of hybrid systems driven by partial differential equations for which the infinite dimensional state can switch in time and in space at the same time. We consider a particular class of such problems (switched Hamilton-Jacobi equations) and define hybrid components as building blocks of hybrid solutions to such problems, using viability theory. We derive sufficient conditions for well-posedness of such problems, and use a generalized Lax-Hopf formula to compute these solutions. We illustrate the results with three examples: the computation of the hybrid components of a Lighthill-Whitham-Richards equation; a velocity control policy for a highway system; a data assimilation problem using Lagrangian measurements generated from NGSIM traffic data.
Introduction
This article investigates a particular class of hybrid systems in which modes are not governed by ordinary differential equations (ODEs) as in classical hybrid systems theory [20] but by partial differential equations (PDEs). Unlike for ODEs for which modes evolve in finite dimensional spaces, functions solving PDEs evolve in "infinite" dimensional spaces (functional spaces). The framework developed for hybrid systems governed by ODEs [20] can be extended to systems governed by PDEs, though to our best knowledge, no general formalism has been developed to this day to characterize such systems in a unifying way. This is due in part to the fact that for systems driven by PDEs, the switching structure is more complex than in the case of ODEs. Indeed, hybrideness can occur in different ways. We outline three specific structures of interest to us:
• Switching the PDE in time on the full spatial domain. This situation is illustrated in Figure 1 (left) and is the PDE counterpart of hybrid systems as defined by [20] . The PDEs -and/or boundary conditions (BCs) -are switched sequentially in time. Switching of boundary conditions has been investigated in the context of highway traffic [19, 6] and canal systems [2] . Switching PDEs in time sequentially appears in general form in [10] and in the context of highway transportation systems in [6] .
• Switching the PDE on parts of the spatial domain. This is illustrated in Figure  1 (center). This situation is typical of shape optimization problems, or fluid structure interactions problems [12] . Note that the variable y has been used along the vertical axis instead of t to emphasize that this type of switching is also valid for PDEs not modeling phenomena not depending on time (for example elliptic PDEs depending on space variables only).
• Switching the PDE on parts of the time-space domain. This is illustrated in Figure 1 (right). Examples include the Lighthill-Whitham-Richards (LWR) PDE with triangular flux function, which can be decomposed into two modes (two one-dimensional wave equations) resulting in a partition of the (x, t) space in regions with forward traveling waves, and regions with backward travelling waves [13, 16, 1] . This last case is particularly challenging because the switching surfaces are in general not known a priori and must be computed while solving the PDE. If they are known (or if they are derived), additional consistency conditions are needed in order the problem to be well posed, which is the object of the present article. Not all switched PDE problems fit in one of the three categories above. In particular, the work [18] in the context of biological systems exhibits a source term which is distributed in space and time and can switch modes at every point in the space/time domain. The present article is mostly concerned with the last case in the list above, in which the switching structure can happen concurrently in space and time. It corresponds to a situation fundamentally different than in the case of hybrid systems driven by ODEs: the infinite dimensional state can be partially switched, based on the (x, t) location in time and space of the point of interest. We develop a method to decompose the (x, t) domain of definition of a solution to a hybrid system problem driven by PDEs into hybrid components, which are subsets of the (x, t) space in which a different PDE applies (in Figure  1 right, there would be three hybrid components). The definition of these hybrid components is not trivial, as in general, sufficient conditions for existence and well posedness of such solutions are difficult to find. The contributions of this article is the derivation of sufficient conditions for the use of hybrid components for a class of Hamilton-Jacobi (HJ) PDEs. We construct the general solution (denoted M(t, x)) to a class of HJ PDEs (sections 2, 3 and 4), and define hybrid components as parts of the (x, t) solution domain in which we would like another PDE to apply, for which we assume we know a solution M(t, x). We use an inf morphism property to construct the solution M(t, x) of the HJ PDE, first without hybrid components (section 4), and then with hybrid components (section 5). We compute a sufficient condition for compatibility of the initial and boundary conditions of the HJ PDE problem with the hybrid components added by M(t, x). In section 6, we illustrate the result with three examples. First, we compute the hybrid components of a LWR PDE. Second, we use the method to solve a speed control problem on the highway. Finally, we apply it to data assimilation with NGSIM data.
Problem definition
We consider the class of first order scalar hyperbolic conservation laws with concave flux functions. For illustrative purposes, we will derive the results in the context of highway traffic, which can be modeled by such conservation laws.
Definition 1 [13, 16] [8, 9] :
Whenever M is differentiable, the definition of the Moskowitz function implies that ρ(t, x) = −
∂M(t,x) ∂x
, where ρ(t, x) is the density at location x and time t, as defined by [15] . By definition of the Moskowitz function, the iso-level sets of M represent the vehicles trajectories [9] . The capture basin Capt S (K, C) can be numerically computed using the capture basin algorithm [7, 17] .
Definition 4 [Auxiliary dynamical system] The auxiliary system (3) associated to the Moskowitz HJ PDE is defined by:
where u(t) ∈ Dom(ϕ * ), and where the function ϕ * is defined by:
the associated target function c is defined as follows:
The target C corresponding to the function c(·, ·) is defined as follows:
and C defined by (5) . The viability episolution M is defined by
Proposition 1 [Barron-Jensen/Frankowska property] [5] Given an environment K and a target C defined by (5), the corresponding viability episolution M(t, x) is a Barron-Jensen/Frankowska (BJ/F) solution to the Hamilton-Jacobi PDE (2).
Proof -See [5] for a proof of this property for the CVN function N, and operate the variable change M(t,
Properties of the viability episolution

Proposition 2 [Generalized Lax Hopf formula]
The viability episolution defined by equation (6) can be expressed as:
It is well known [3] [4] [5] that for a given environment K, the capture basin of a finite union of targets is the union of the capture basins of these targets:
where I is a finite set. This property can be translated in epigraphical form:
Proposition 3 [Inf-morphism property] Let c i (i belongs to a finite set I) be a family of functions whose epigraphs are the targets C i . Since the epigraph of the infimum of the functions c i is the union of the epigraphs of the functions
c i , the target C := i∈I C i is the epigraph of the function c := inf i∈I c i . We thus have the following property:
where M c and M ci are the episolutions (6) associated to the targets C and C i respectively.
The inf-morphism property enables us to compute the Moskowitz function using the concept of hybrid components. 
Definition 7 [Components of the Moskowitz function] The component M c associated to a target function c is defined by:
The hybrid component M M , initial condition component M M 0 and boundary condition component M γ respectively associated to M, M 0 , and γ are defined by: 
Proof -The generalized Lax Hopf formula (2) implies that (12) is obtained from the previous formula, observing that u ranges in Dom(ϕ
4 The mixed initial-boundary conditions problem
Definition 9 [Mixed initial boundary condition problem]
The mixed initial boundary condition problem is defined as:
∀t ∈ R + (13) Remark -The first line of equation (13) has to be understood in the BJ/F sense.
The initial and boundary condition components of the Moskowitz function can be computed as follows:
The initial and boundary condition components satisfy the following properties
provided that the growth condition ∀τ
We assume in the rest of the article that this condition and the following consistency condition are satisfied: 
The solution M to the mixed initial-boundary conditions problem is thus expressed in terms of its initial condition component M M0 and its boundary condition component M γ .
Proof -The function M(·, ·) defined by equation (17) is a BJ/F solution to the Moskowitz HJ PDE. Equation (15) in conjunction with consistency condition (16) also implies the following properties:
is thus solution to problem (13). 
Hybrid components in the Moskowitz function
and satisfies the set of conditions (19) .
The hybrid problem (19) contains an additional hybrid constraint when compared with the mixed initial-boundary conditions problem. Since the mixed initial-boundary is well posed if the consistency condition (16) is satisfied, the hybrid problem is a priori overconstrained. We seek necessary and sufficient conditions on M for the following inequality to hold:
Note that the converse inequality is always satisfied by definition of the capture basin since C ⊆ Capt S (K, C). When inequality (20) is satisfied, we have
This condition, similar to conditions (15), is required for the construction of the solution to the hybrid problem. Using the generalized Lax-Hopf formula, we can rewrite condition (20) as:
Since equation (21) involves a minimization over two variables, it is difficult in general to assess a priori that a C 1 function M will satisfy this condition.
Proposition 5 [Necessary condition for equation (21) to be satisfied] Since M(·, ·) is differentiable in a neighborhood of (t, x), condition (21) implies the following necessary condition:
Proof -Using the generalized Lax Hopf formula, one can rewrite condition (21) as: inf
23) which in turn implies ∀(t, x) ∈ D and ∀(T, u)
Dividing equation (24) by T > 0, and taking the limit of the resulting expression when T → 0 enables us to write:
By definition of the inverse Fenchel transform, we have ψ(ρ) = inf
Equation (25) thus implies − ∂M(t,x) ∂t
) ≥ 0, which in turn implies formula (22). Remark -In terms of traffic, this necessary condition states that it is not possible to set a traffic state function M which prescribes a flow q higher than the equilibrium flow ψ(ρ) associated to the prescribed density ρ.
Proposition 6 [Sufficient condition for equation (21) to be satisfied] If D is convex and condition (22) is valid for all (t, x) ∈ Dom(M) such that M is differentiable, then condition (21) is satisfied.
Proof -Assume that D is convex and M(·, ·) is C 1 , and satisfies equation (22). Condition (21) can be written as:
We now prove that condition (22) implies condition (27). Indeed, condition (22) implies that ∀τ ∈ [0, T ],
Since ψ(·) is concave and lower semicontinuous, Jensen inequality implies:
∂M(t−τ,x+τ u) ∂x
∈ Dom(ψ) and thus, by integration, that f (T, u) ∈ Dom(ψ). We can write the general inequality ψ(ρ) ≤ −ρu + ϕ * (u) as:
Equations (28) and (29) imply:
Equation (27) is finally obtained from equation (32) by taking the infimum over the parameters (T, u) ∈ R + × Dom(ϕ * ), and by observing that equation (32) is valid for all (t, x) ∈ D.
Definition 12 [Construction of the hybrid solutions] In the specific case of mixed initial-boundary-hybrid conditions, we define the target function c(t, x)
as follows:
The function defined by equation
is associated to the target
This function is thus a solution to the Moskowitz HJ PDE in the BJ/F sense.
Proposition 7 We assume that D is a convex subset belonging to the interior of R + × X, and that condition (22) is valid for all (t, x) ∈ Dom(M). The function M defined by equation (34) satisfies conditions (19) if and only if the following set of conditions is satisfied:
Proof -Equation (15) implies that the function M defined by equation (34) satisfies:
Note that we always have ∀x ∈ X,
. This consideration and equation (36) imply that M is solution to equation (19) if and only if equation (35), (2) is satisfied.
The inclusion C ⊆ Capt S (K, C) (valid for any capture basin) also implies 
Applications
We now illustrate the previous results with three numerical applications computed using the generalized Lax Hopf formula, or the viability algorithm [7] .
Switching solutions of the LWR PDE
In this section, we compute the solution to the LWR PDE (1) with the triangular flux function as the solution to a switched PDE problem. The triangular flux function ψ is defined by:
where ω = 4 is the jam density, ν = 3 is the free flow speed, ν = 1 is the congestion speed, and ρ c = 1 is the critical density. The two corresponding PDEs are associated to the two modes of propagation of traffic (free flow or congestion):
where ν is the free flow speed and ν the speed of back propagating waves. In Figure 2 , we show a numerical example of computation (using the generalized Lax Hopf formula (7)) of the partition of the space time domain on which the free flow and the congested PDE apply, for given initial and boundary conditions. The techniques developed earlier are thus illustrated in this Figure, in which one can see the existence of three modes: highway in free flow (white), highway at maximum capacity (gray) and highway congested (black). (1) with triangular flux function (37) leads to three modes: two hybrid components PDE 1 and PDE 2, and a degenerate mode.
Hybrid solutions associated to a speed control policy
We now illustrate the previous results with a variable speed control problem. Variable speed limits are speed limits that are changed by highway operators based on traffic or weather conditions. These speed limits are set for safety or traffic flow management purposes. In this section, we compute the effects of a speed limit set on domain D ⊂ R + × X. We consider the following mixed initial-boundary conditions problem:
We use the triangular flux function defined in the previous section. This set of initial and boundary conditions satisfy condition (16) . We now augment this problem using a hybrid component corresponding to a speed control policy. The hybrid solution satisfies the HJ PDE outside of a domain D defined by
t∈ [2, 6] 
where v = 1.3 is the limited speed at which all the vehicles in set D are running (by effect of the speed control policy). Since the trajectories of the vehicles are the level sets of M, we must define M(t, x) as:
where M MIB is the solution to the associated mixed initial boundary conditions problem.
We compute the solution to the mixed initial boundary conditions problem, as well as the solution to the hybrid problem. The resulting surface for M(t, x) is shown in Figure 3 . The effects of the speed control policy can also be seen in Figure 4 , which shows the level sets of the Moskowitz functions associated to the mixed initial boundary condition problem (left) and to the hybrid problem (right). We recall that the integer-level sets of the Moskowitz function correspond by definition to the trajectories of the vehicles. 
Data assimilation using hybrid components
In this section, we use NGSIM data which contains video extracted trajectories of all vehicles traversing a 0.4 mile section of highway I80 in Emeryville, CA. Since the trajectories of vehicles are the level sets of the Moskowitz function, we can use this data to illustrate the benefits of data assimilation using Lagrangian measurements measurements [11] . We first solve the problem (13) . We then add a subset of data (hybrid component) depicted by the black square in Figure 5 (right), which leads to locally more accurate estimate of the trajectories, and a significant reduction of error in our predictions in the domain of influence of the hybrid component. This additional information is representative of information available from lagrangian measurements (for example using GPS equipped cell phones traveling onboard vehicles) in the near future [11] . As can be seen, the introduction of the hybrid component creates a discontinuity of M at the boundary of the domain of influence, which a "relabelling" of the vehicles due to additional information provided by the hybrid component. The corresponding reduction of error can be seen in Figure 6 (right). In Figures 5 and 6 , the position is given in units of 2.4 ft (between posts 80 ft and 2000 ft), and the time is given in units of 1.2 s (this corresponds to the two first minutes of the NGSIM experiment).
Conclusion
This article presented a construction method for solutions of systems driven by switched scalar hyperbolic conservation laws, using a Hamilton-Jacobi formulation of the problem. Using an inf morphism property of the solutions to these equations, we constructed hybrid components for the problem, which can be assembled into a solution to the original problem. The solutions can be computed semi-analytically using a generalized Lax-Hopf formula which we presented, or using the capture basin algorithm. We derived sufficient conditions for the problem to be well posed. We illustrated the results with three numerical examples. (19) . The color scale represents the magnitude of the absolute error. The black color represents a null error, whereas the white color represents an absolute error greater than 10 vehicles.
In the first example, we showed how the method can be used to compute hybrid components of the LWR PDE with a triangular flux function. The second example showed how to compute the effects of control on traffic using the HamiltonJacobi equation. Finally, the last example used NGSIM data to demonstrate data assimilation capabilities of the method: "internal" boundary conditions which can be added to an original partial differential equation problem in the form of a hybrid component, which "corrects" the model where information was previously not available. This last application is the most promising, and is currently in implementation with Nokia to integrate Lagrangian (mobile) traffic measurements from GPS equipped cellular phones traveling onboard cars inside existing highway traffic monitoring systems such as the PeMS system in California.
