Code for reproducing the results of this paper can be found at Github (<https://github.com/elipollock/EMPJ>).

Introduction {#sec001}
============

Early studies of the link between the brain and behavior focused on simple sensory and motor functions and documented how single neurons encode variables such as visual orientation \[[@pcbi.1008128.ref001]\] and movement endpoint \[[@pcbi.1008128.ref002]\]. More recently, the field has begun to move toward richer tasks in which the stimulus-response relationships are more complex \[[@pcbi.1008128.ref003]\] and can vary with unobservable ("latent") internal variables. For instance, in decision-making tasks, reaction times depend on a latent decision threshold that is adjusted internally based on prior expectations and costs \[[@pcbi.1008128.ref004]\].

However, it is not known how neural systems substantiate latent variables. Initial efforts to tackle this question found subsets of single neurons in various higher order brain areas whose activity was modulated by behaviorally-inferred latent variables \[[@pcbi.1008128.ref005]\]. For example, certain neurons in the lateral intraparietal cortex carry signals related to covert spatial attention, motor intention, and decision variables \[[@pcbi.1008128.ref006]\]. However, recent large-scale recordings suggest that latent variables are encoded by patterns of activity across populations of neurons \[[@pcbi.1008128.ref007]\] that emerge through interactions between neurons \[[@pcbi.1008128.ref008]\]. Therefore, it is necessary to develop a framework to explore how recurrent interactions between neurons give rise to latent variables and use those variables to perform task-relevant computations.

Recent advances in machine learning have made it possible to examine this problem using recurrent neural network (RNN) models \[[@pcbi.1008128.ref009],[@pcbi.1008128.ref010]\]. For example, one common approach is to create RNN models that are optimized to perform specific tasks \[[@pcbi.1008128.ref011]--[@pcbi.1008128.ref017]\] or emulate specific patterns of neural activity \[[@pcbi.1008128.ref009],[@pcbi.1008128.ref018]--[@pcbi.1008128.ref020]\], and use those models to test hypotheses in relation to neural and behavioral data. Task-optimized RNN models can also be reverse engineered using tools from dynamical systems theory to explore how they perform specific tasks \[[@pcbi.1008128.ref011]--[@pcbi.1008128.ref014],[@pcbi.1008128.ref016]\]. However, the RNN solutions that such optimization techniques find are not constrained to match any specific latent variable model of the behavior, and therefore, there is no guarantee that they can be used to reject or validate such latent models. Here, we propose a novel analysis-by-synthesis approach that addresses the inverse problem of engineering RNNs that implement a desired latent variable model \[[@pcbi.1008128.ref021],[@pcbi.1008128.ref022]\]. We develop the methodology within the context of a simple working memory task, demonstrate how a single RNN can use inputs to flexibly choose between a family of latent models, and explore how the mapping from latent models to RNNs impact network performance and connectivity.

Results {#sec002}
=======

A state-space framework for describing latent models of behavior {#sec003}
----------------------------------------------------------------

The basic objective of behavioral latent models is to explain the relationship between observable task variables and a set of hypothesized latent variables. This relationship can be captured using a state-space framework \[[@pcbi.1008128.ref023]\] ([Fig 1](#pcbi.1008128.g001){ref-type="fig"}). In this framework, each variable is represented as one dimension in a coordinate system, which we refer to as latent task space. We invoke the term "latent" to note that the model includes variables that are not observable. Every point in this space is a unique combination of latent and observed task variables. The collection of points in this space covers the entire range of behaviors that a latent model could conceivably capture. In most cases of interest, only certain regions of the latent task space are needed to capture behavior in a given task. We will refer to this subregion as the latent task manifold. Finally, changes of the latent and observable variables over time can be depicted as trajectories in the latent task manifold. A successful model should additionally capture the constraints that govern these dynamics, which we refer to as "latent task dynamics."

![Embedding latent task dynamics into recurrent neural networks.\
a) A hypothetical task, adapted from \[[@pcbi.1008128.ref027]\]. The subject is instructed to produce a time interval by making a delayed movement. b) Latent task space over a manifold (gray rectangle) based on a clock-accumulator model \[[@pcbi.1008128.ref028]\]. The y-value reflects the speed of the clock, and the x-value reflects the state of the accumulator before movement initiation. In this model, the instruction sets the speed of the clock (length of the arrow) at which the accumulator evolves over time (faster for shorter intervals). Movement is initiated when the accumulator reaches a threshold (dashed line). c) A nonlinear embedding of the task manifold depicted in a neural state space spanned by the first three principal components of population activity. d) An RNN model to establish the desired nonlinear embedding.](pcbi.1008128.g001){#pcbi.1008128.g001}

Mapping latent task space to latent neural space {#sec004}
------------------------------------------------

An analogous state-space framework can be used to capture the organization of neural activity within RNN models. The neural state space for a given RNN is a coordinate system in which each axis corresponds to the activity of one neuron. Within this state space, each point reflects a specific pattern of neural activity in the RNN, which we refer to as a neural state. Our objective in using this framework is to characterize the mapping between task and neural state spaces. Since the number of task variables is typically much smaller than the number of neurons, numerous studies have used dimensionality reduction techniques to find a set of "latent neural dimensions" within a lower-dimensional "latent neural subspace" that more readily correspond with task variables \[[@pcbi.1008128.ref013],[@pcbi.1008128.ref024]\]. Finally, we define "latent neural manifold" as all task-relevant patterns of neural activity in the latent neural space. Note that there is no guarantee of a one-to-one match between the latent neural subspace and latent task subspace, especially when the task manifold is nonlinearly embedded in the neural state space ([Fig 1](#pcbi.1008128.g001){ref-type="fig"}) \[[@pcbi.1008128.ref025],[@pcbi.1008128.ref026]\].

Engineering RNNs that embody latent task dynamics {#sec005}
-------------------------------------------------

Our central aim is to synthesize RNNs that establish desired manifolds and dynamics in the neural state space, which we refer to as the target manifold and target dynamics. We consider the class of RNNs in which the dynamics of the units are characterized by a differential equation as follows: $$F\left( x \right) = \frac{dx}{dt} = \frac{1}{\tau}\left( - x + W^{T}\phi\left( x \right) + I \right)$$

In this equation, *x* is an *N*-dimensional vector specifying the activity of *N* units in the network, 𝜏 is the time constant of each unit, *W* is an *N*-by-*N* matrix specifying the coupling between units, and *I* is an *N*-dimensional vector specifying the input into all units, which we assume is independent of the network state. The superscript T signifies transpose operation. The function 𝜙(*x*) is a differentiable function representing the input-output transformation for each unit. Here, we use 𝜙(*x*) = tanh(*x*).

Our overall approach is to apply constraints on a number of "setpoints," denoted *x*~*j*~, on the target manifold. These constraints can be applied either directly to the network dynamics ([Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"}), or to the partial derivatives, also known as Jacobians, of the RNN activity. In dynamical system analysis, Jacobians are typically used to assess local stability. Here, we exploit the relationship between Jacobians and local stability to impose constraints on network dynamics in the vicinity of the setpoint. The Jacobian of the network, denoted *J*~*RNN*~, can be written as follows: $$J_{RNN} = \frac{\delta F_{i}}{\delta x_{j}} = \frac{1}{\tau}\left( {- \mathbf{I}_{N} + W^{T}\Phi} \right)$$ where 𝚽 represents a diagonal matrix containing the derivative of 𝜙(*x*) and ***I***~*N*~ is the identity matrix of size *N*.

We sought to match *J*~*RNN*~ to the Jacobian of the target dynamics, denoted *J*~*targ*~. To do so, we used eigendecomposition to factorize *J*~*RNN*~ to a set of eigenmodes. Each eigenmode is characterized by an eigenvector, which specifies a single dimension within the state space, and a corresponding eigenvalue that quantifies the rate and direction of movement along that dimension \[[@pcbi.1008128.ref029]\]. If we collect the *N* eigenvectors within a matrix *U* and the eigenvalues within a diagonal matrix Σ, *J*~*RNN*~ can be decomposed to *U*Σ*U*^-1^. We will enforce the condition that *U* be an orthonormal matrix, so its inverse is the same as its transpose. After substituting *J*~*RNN*~ with this eigendecomposition and some linear algebra, we can rewrite (2) as follows: $$U^{T}\Phi W = \tau\left( \Sigma + \frac{1}{\tau}\mathbf{I}_{N} \right)U^{T}$$

Since we want *J*~*RNN*~ to match *J*~*targ*~, we can replace *U* and Σ by their corresponding values based on *J*~*targ*~, and solve for *W*. The network will then be wired so that its eigendecomposition is the same as that of *J*~*targ*~. However, we have to address one problem beforehand: in most cases of interest \[[@pcbi.1008128.ref026]\], the number of dimensions spanned by the target manifold, denoted *d*, is much smaller than the network dimension (*N*). From a geometrical perspective, this means that the network activity must remain within a *d*-dimensional subspace. In [Eq 3](#pcbi.1008128.e003){ref-type="disp-formula"}, the *d* eigenmodes of *J*~*targ*~ can be used to constrain the first *d* eigenmodes of *J*~*RNN*~. For the other eigenmodes, we employ a simple trick: we set the eigenvalues of the remaining *N-d* dimensions to a negative value (1/𝜏). This serves two purposes. First, it ensures that activity along dimensions orthogonal to the manifold rapidly decays, and second, it allows us to ignore these dimensions and rewrite [Eq 3](#pcbi.1008128.e003){ref-type="disp-formula"} for the d eigenmodes associated with *J*~*targ*~: $$U_{targ}^{T}\Phi W = \tau\left( \Sigma_{targ} + \frac{1}{\tau}\mathbf{I}_{d} \right)U_{targ}^{T}$$ where $U_{targ}^{T}$ contains the *d* eigenvectors of *J*~*targ*~ embedded in an *N*-dimensional space (*N*-by-*d*), Σ~targ~ contains the corresponding eigenvalues, and the identity matrix is now of size *d*. This equation can be further simplified to the following form, in which the matrices *A* and *B* stand in for the corresponding expressions in [Eq 4](#pcbi.1008128.e004){ref-type="disp-formula"}.

![](pcbi.1008128.e006.jpg){#pcbi.1008128.e006g}
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Since *J*~*targ*~ is *d*-dimensional, for each setpoint on the manifold (e.g., *x*~*1*~), [Eq 5](#pcbi.1008128.e006){ref-type="disp-formula"} provides *d* linear constraints on the connectivity matrix. We can rewrite that equation for multiple setpoints on the manifold (*x*~*1*~ to *x*~*m*~) to create a system of linear equations to solve for the *N*^*2*^ unknowns in *W*: $$\begin{bmatrix}
A_{x_{1}} \\
\ldots \\
A_{x_{m}} \\
\end{bmatrix}W = \begin{bmatrix}
B_{x_{1}} \\
\ldots \\
B_{x_{m}} \\
\end{bmatrix}$$

We refer to this method as Embedding Manifolds with Population-level Jacobians (EMPJ). Using EMPJ, we can create an RNN whose activity is confined to a target manifold and whose slow dynamics over that manifold are fully specified by the target dynamics (see [Methods](#sec012){ref-type="sec"} for full details).

Constructing an RNN with a ring manifold and discrete fixed points {#sec006}
------------------------------------------------------------------

As a first test, we used EMPJ to construct a ring manifold that contains a set of discrete fixed points. This choice was motivated by the fact that (1) ring manifolds have long served as a canonical example of constrained dynamics \[[@pcbi.1008128.ref030]\], and (2) discrete fixed points can be used to introduce error-correcting dynamics over the ring as was demonstrated in a recent study of human visual working memory of color \[[@pcbi.1008128.ref031]\]. When humans report a previously seen color after a delay over a color wheel ([Fig 2A](#pcbi.1008128.g002){ref-type="fig"}, left), their reports drift slowly over the color wheel toward a stable set of colors. This behavior can be modeled by a drift-diffusion process that specifies how a latent variable (memory of the color) moves on a ring (color wheel). The model has two key components: a drift function that specifies the average movement direction and speed as a function of position on the ring ([Fig 2A](#pcbi.1008128.g002){ref-type="fig"}, middle) and the noise that causes the internal state to diffuse (see [Methods](#sec012){ref-type="sec"}).

![Embedding a ring manifold with fixed points in a recurrent neural network.\
a) Left: A color matching task. The subject must remember a sample color, and after a delay period choose the matching color on a color wheel. Middle: A hypothetical model for the color matching task. The color is encoded as a circular variable over a ring manifold. The drift function over the ring is shown by the curvy black line superposed over the ring. Clockwise and counterclockwise drifts are shown as positive- and negative-valued drifts, respectively. Wherever the drift function crosses zero, there is a fixed point which is either stable or unstable depending on the slope of the drift function at that point. Right: A recurrent neural network (RNN) model for implementing both the ring manifold and the desired drift function. b) The activity of an RNN with 400 units built to emulate a sinusoidal drift function with a period of 60 degrees. Left First two principal components of RNN activity, initialized from points close to the ring manifold (blue). Without noise, neural trajectories go towards stable fixed points (red). Right: The drift function implemented by the RNN (black) overlaid on the target drift function (dashed red). c) The drift function implemented by the RNN (solid) for five target drift functions (dashed) ranging from mostly clockwise (red) to counterclockwise (blue) motion (see Additional Constraints in Methods). Inset: illustration of zero-crossing of the target drift function near the fixed point.](pcbi.1008128.g002){#pcbi.1008128.g002}

We start with a simple example using a sinusoidal drift function with a period of 60 degrees so that the ring contains six equidistant and alternating stable and unstable fixed points ([Fig 2B](#pcbi.1008128.g002){ref-type="fig"}). The number of fixed points can be changed by changing the frequency of the drift function. To engineer the corresponding RNN, we first defined an arbitrary 2D embedding subspace (plane) within the neural state space that would contain the desired ring manifold. Second, we chose 64 evenly spaced positions along the ring as setpoints. Third, for every setpoint, we set the eigenvalues associated with eigenvectors orthogonal to the ring to a negative constant (see [Methods](#sec012){ref-type="sec"} for complete details). This ensures that activity near the ring would converge onto the ring. Fourth, we specified the tangential relaxation dynamics over the ring at each setpoint. To do so, we set the eigenvalues associated with the eigenvector parallel to the ring to the derivative of the sinusoidal drift function. This ensures that *J*~*RNN*~ matches *J*~*targ*~ at every setpoint. Finally, we solved the linear equations in [Eq 6](#pcbi.1008128.e007){ref-type="disp-formula"} to compute *W*, the connectivity matrix for the RNN that satisfies these constraints.

To test the solution, we initialized the network at various states close to the embedded ring in the neural state space and allowed the state to evolve according to the imposed relaxation dynamics. As expected, the network state moved onto the ring and evolved towards the nearest stable fixed points ([Fig 2B](#pcbi.1008128.g002){ref-type="fig"}, left). Moreover, the state dynamics over the ring indicated that the speed of the drift in the state space closely matched the speed predicted from the drift function ([Fig 2B](#pcbi.1008128.g002){ref-type="fig"}, right). These results generalized to ring manifolds with different numbers of fixed points, i.e., sinusoidal drift functions with different frequencies ([S1A Fig](#pcbi.1008128.s001){ref-type="supplementary-material"}).

So far, we relied on the Jacobians to synthesize RNNs. While Jacobians can powerfully constrain the derivative of the drift function, they cannot be used to set a baseline drift because derivatives are insensitive to the baseline. Indeed, with Jacobians, EMPJ can only accommodate drift functions with zero baseline ([Fig 2B](#pcbi.1008128.g002){ref-type="fig"}). Creating a drift function with a non-zero baseline requires a non-trivial adjustment to the network synthesis procedure that goes beyond the use of Jacobians. Here, we demonstrate the solution in an example where we add different baselines to a sinusoidal drift function. A non-zero baseline shifts the sinusoidal drift function up or down and thus changes the position of the zero-crossings on the ring. Therefore, one way to set a baseline is to specify the position of the zero-crossings. To do so, we took advantage of the fact that zero-crossings are the fixed points of the system and thus are the places where [Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"} vanishes. Accordingly, we augmented [Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"} with additional linear constraints that set [Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"} to zero at places where the fixed points would be after adding a desired baseline. For example, adding constraints to place fixed points at the minimum of the drift function would force the entire drift function to lie above 0 ([Fig 2C](#pcbi.1008128.g002){ref-type="fig"}, red). We used this approach to engineer RNNs that establish a sinusoidal drift function with different baselines over a ring. The addition of constraints on the position of the fixed points allowed RNNs to accurately replicate the desired drift functions ([Fig 2C](#pcbi.1008128.g002){ref-type="fig"} and [S1B Fig](#pcbi.1008128.s001){ref-type="supplementary-material"}). These examples highlight the possibility of using EMPJ as a simple and rapid method for constructing RNN that can express a variety of low-dimensional latent dynamics constraints by either the Jacobians or the actual state derivatives.

Comparison of RNN with drift-diffusion model in the presence of noise {#sec007}
---------------------------------------------------------------------

So far, we have compared the target drift-diffusion model (DDM) and the corresponding RNN solution under noiseless conditions. To analyze the effect of noise, we can either add high-dimensional "internal noise" to individual units in the network or manifold-aligned low-dimensional "external noise" through input vectors. Previous work has found that internal noise is largely ineffective because the network is robust to noise dimensions that are not aligned to the manifold \[[@pcbi.1008128.ref032]\]. We found this to be true in our simulations: moderate levels of internal noise were largely ineffective and further increasing noise levels led to unpredictable network behavior ([S2 Fig](#pcbi.1008128.s002){ref-type="supplementary-material"}). We therefore focused our analysis on the effect of external noise within the embedding subspace.

To compare the RNN to the DDM in the presence of noise, we first calculated the external noise levels in the RNN that would be equivalent to diffusion noise in the DDM (see [Methods](#sec012){ref-type="sec"} for details). We then simulated the RNN with external noise and compared its behavior to that of the DDM. We found that the distributions of end states on the neural manifold for a range of initial states were similar to those in the DDM. We verified these results for 2, 4, 6, 8, and infinitely many fixed points (i.e., a continuous attractor with no drift) ([Fig 3A](#pcbi.1008128.g003){ref-type="fig"}).

![Representation of a circular variable on a ring manifold with fixed points in the presence of noise.\
a) Top: Initial and end state over a ring task manifold whose dynamics are governed by a drift-diffusion model (DDM) with sinusoidal drift functions creating a specified number of fixed points (n~fp~). The end state for each initial state was registered after 15 sec of running the dynamics. We tested n = 18 equidistant initial states over the ring and simulated the dynamics 30 times for each initial condition. See [Methods](#sec012){ref-type="sec"} for additional details about the simulation. Bottom: Initial and end states of RNNs with 300 units engineered to replicate the task manifold and dynamics. The RNNs were simulated in the presence of external noise confined to the plane of the ring manifold (see [Methods](#sec012){ref-type="sec"}). b) Average bias (BIAS), variability (√VAR), and the corresponding root-mean-square-error (RMSE) for each simulation for the DDM (top), and the engineered RNNs (bottom). The sum of squares relationship between BIAS, √VAR, and RMSE, can be depicted on a quarter circle (dashed lines) with the radius representing constant RMSE (see [Methods](#sec012){ref-type="sec"} for definitions).](pcbi.1008128.g003){#pcbi.1008128.g003}

To quantify the performance of the RNN and DDM, we computed the average bias (BIAS), variance (VAR), and the corresponding root-mean-square-error (RMSE) of the end state distributions in the two models (see [Methods](#sec012){ref-type="sec"} for definitions). Overall, these statistics were similar across the two models for various numbers of fixed points indicating that the RNNs accurately emulated the DDMs for which they were engineered ([Fig 3B](#pcbi.1008128.g003){ref-type="fig"} and [Table 1](#pcbi.1008128.t001){ref-type="table"}). For the specific choice of the parameters in our simulation, the BIAS was larger for fewer numbers of fixed points. This relationship is expected because of the clustering of the end states near the fixed points instead of their corresponding initial states ([Fig 3A](#pcbi.1008128.g003){ref-type="fig"}). VAR and RMSE, on the other hand, were relatively large for a ring with 2 fixed points, decreased for rings with 4 and 6 fixed points, and increased again for 8 and infinitely many fixed points. This finding suggests that RNNs with discrete stable states (i.e., ring manifolds with fixed points) may be more suitable than those with continuous attractor states for representing continuous variables. More generally, our results indicate that RNNs synthesized by EMPJ can emulate both the drift and diffusion in target DDMs.

10.1371/journal.pcbi.1008128.t001

###### The average bias (BIAS), variance (VAR), and root-mean-square-error (RMSE) of the end state distributions in the target drift-diffusion model (DDM) and the corresponding recurrent neural network (RNN).

Results are shown for 2D ring manifolds with different numbers of fixed points (*n*~*fp*~). For both models, the *n*~*fp*~ condition associated with the lowest RMSE is underlined.

![](pcbi.1008128.t001){#pcbi.1008128.t001g}

              *n*~*fp*~ = 2   4      6             8      ∞
  ----------- --------------- ------ ------------- ------ ------
  √VAR~DDM~   0.66            0.49   0.51          0.57   0.75
  √VAR~RNN~   0.65            0.5    0.52          0.7    0.79
  BIAS~DDM~   0.89            0.3    0.18          0.12   0.15
  BIAS~RNN~   0.91            0.3    0.16          0.18   0.14
  RMSE~DDM~   1.11            0.57   [0.54]{.ul}   0.58   0.76
  RMSE~RNN~   1.12            0.58   [0.55]{.ul}   0.72   0.8

Input control of network dynamics {#sec008}
---------------------------------

So far, we demonstrated the ability of our method to create RNNs that establish a ring manifold with various number of fixed points in the absence of any input. But what if we wish to engineer RNNs that can perform flexible computations based on contextual cues? Here, we propose a solution to this problem by building RNNs whose latent dynamics can be rapidly reconfigured by a tonic input carrying information about the context ([Fig 4A](#pcbi.1008128.g004){ref-type="fig"}), as has been suggested by modeling and physiology experiments \[[@pcbi.1008128.ref011]--[@pcbi.1008128.ref015]\].

![Input control of speed.\
a) A schematic showing an RNN whose behavior is controlled by a one-dimensional input that drives the network along an "input weight vector". b) State space representation of the ring manifold under different levels of input. The input drives the network state in the direction of the input weight vector, which is orthogonal to the plane of the ring (upward arrow). We constrain the RNN to have a negative eigenvalue along the input weight vector causing a decay in network activity (downward arrow). The balance between input and decay determines the final position of the plane containing the ring. In the schematic shown, for all input levels, the network contains a ring manifold (radial arrows converging onto a circle), but the drift is faster (longer tangential arrows) for stronger input (red). c) First three principal components (PC1-PC3) of network activity, initialized at various points around the ring and for different input conditions. Black and white dots illustrate the initial and terminal states for an example simulation for each input level. As expected, tonic inputs confine the dynamics to different rings. (d) Measured (solid) and target (dashed) drift function for various input levels shown with different colors (blue: weak input; red: strong input; tested values: 0, 0.5, 1, 1.5, and 2).](pcbi.1008128.g004){#pcbi.1008128.g004}

The first step is similar to what we described before: we set the Jacobian for a number of setpoints over a target manifold to match the target dynamics. We will refer to the subspace spanned by the associated eigenvectors as the "recurrent subspace." In the case of a ring manifold, the recurrent subspace corresponds to the 2D plane that contains the ring ([Fig 4B](#pcbi.1008128.g004){ref-type="fig"}). To exert input control, we chose a subspace orthogonal to the recurrent subspace, which we refer to as the "input subspace." We set the eigenvalues associated with the dimensions of the input subspace to be a negative constant so that, in the absence of inputs, the state along all dimensions of the input subspace will decay to zero (see [Methods](#sec012){ref-type="sec"} for details). However, if we drive the network with a tonic input along a specific dimension of the input subspace, the interaction between the input and the decay will cause the system to settle at a non-zero equilibrium point along that dimension. In other words, the input will shift the recurrent subspace along the dimensions of the input. Our strategy for engineering an RNN whose dynamics can be adjusted by the input is to specify different dynamics (i.e., different Jacobian) for different input levels (see [Methods](#sec012){ref-type="sec"}).

Here, as an example, we focused on a simple case in which we required the RNN to establish a ring manifold, and required that the speed of the drift (i.e., the amplitude of the sinusoid) over the ring be adjusted by a tonic input. For this example, the recurrent space is the plane that contains the ring (two-dimensional), and the input subspace is a scalar (one-dimensional). We synthesized this RNN using the following step-by-step procedure: 1) We chose a pair of orthogonal eigenvectors to define the plane of the ring. We refer to these as planar eigenvectors. 2) We chose an orthogonal eigenvector for the input. 3) We chose *M* input levels. 4) We found the equilibrium point of the plane along the input dimension for each of the *M* input levels. This defined *M* parallel planes, one for each input level. 5) We chose setpoints on each of the *M* parallel planes. 6) At each setpoint, we set the eigenvalues associated with the planar eigenvectors such that the local drift over each plane was proportional to the input associated with that plane.

The resulting RNN was able to establish the desired input-dependent dynamics: there was nearly no drift in the absence of input, and progressively faster drifts for stronger inputs ([Fig 4C and 4D](#pcbi.1008128.g004){ref-type="fig"}). While this example focused on a one-dimensional input, with multidimensional inputs, one should be able to synthesize more sophisticated systems that afford parametric control of the latent dynamics in the recurrent subspace.

Rings embedded in high-dimensional space {#sec009}
----------------------------------------

So far, we focused our work on perfectly circular ring manifolds that reside in a two-dimensional latent space. An implicit assumption in this simple implementation is that the entire variance of the signal across the population resides in two dimensions. However, in biological networks, signals can span many more dimensions even when the latent manifold is a one-dimensional ring \[[@pcbi.1008128.ref032]\]. Therefore, we used our approach to examine the properties of RNNs for which the ring is embedded in higher dimensions (i.e., high-dimensional ring). To facilitate the presentation of the results, we will use a notation of the form O(*n*~*dim*~,*n*~*fp*~) to refer to a ring manifold embedded in *n*~*dim*~ dimensions with *n*~*fp*~ fixed points. For example, O(2,4) corresponds to a planar ring (2D) with 4 fixed points.

To construct such RNNs, we need to specify two properties: the geometry of the ring and the dynamics over it. To specify the geometry, we parameterized the ring in terms of a set of circular functions. For the simple case of a circular two-dimensional ring, we need two latent tuning functions, a sine and a cosine of the same frequency ([Fig 2](#pcbi.1008128.g002){ref-type="fig"}). Since the activity of the RNN is confined to the ring, it is expected that the tuning function of all units in the RNN is a weighted sum of these two latent tuning functions. At the other extreme, we can have a circuitous ring that visits all dimensions \[[@pcbi.1008128.ref030]\]. In this case, we expect units in the network to have independent tuning functions ([Fig 5A](#pcbi.1008128.g005){ref-type="fig"}, left). More generally, to create a ring manifold that resides in a latent space of dimension *K* ([Fig 5B](#pcbi.1008128.g005){ref-type="fig"}), the units' tuning functions should be a weighted sum of *K* independent tuning functions ([Fig 5A](#pcbi.1008128.g005){ref-type="fig"}, right).

![Embedding rings in higher dimensions.\
a) An illustration of RNN units in terms of their tuning function for a network with an embedded ring manifold. The left column illustrates a case in which the *N* units in the RNN have independent tuning functions. The right column illustrates a case in which the *N* tuning functions are weighted sums of *K\<\<N* latent tuning functions (the plot corresponds to 3 latent tuning functions shown in color). b) An example ring manifold embedded in 8 dimensions shown over a 3D slice of a hypersphere. The first two dimensions (Dim 1 and Dim 2) correspond to the sinusoidal tuning functions, and the third dimension (Dim 3) corresponds to one of the latent tuning dimensions. In this example, the ring was made from 6 von Mises functions and 2 sinusoidal functions. c) Left: The initial state (blue), intermediate states (gray), and end states (red) of an RNN engineered to have O(8,6), plotted in a subspace spanned by the first three principal components. Right: The target drift function and the drift function measured from the engineered RNN. d) The rank of the RNN weight matrix, determined by the number of non-zero eigenvalues, matches the ring's embedding dimension. e) Left: The tuning similarity matrix measured as the covariance of tuning functions for an RNN engineered to have O(2,6). Middle: The input coupling matrix measured as the inner product of the input weight vectors for all pairs of units for the same RNN. Right: The output coupling matrix measured as the inner product of the output weight vectors for all pairs of units for the same RNN. Matrix indices are ordered by the preferred orientation of the tuning curves. f) Left: Violin plot of the correlation coefficient between the elements of the tuning similarity and input coupling matrices of engineered RNNs. The results are shown for various ring embedding dimensions with no drift over the ring. The actual correlations are shown in black, partial correlations controlling for the output coupling matrix in blue, and the values expected by chance in red. To compute chance levels, we shuffled the label of tuning functions (i.e., the rows of the tuning similarity matrix) and recomputed the correlations. Middle: Same analysis repeated for the tuning similarity and output coupling matrices, with the partial correlations controlling for the input coupling matrix. Right: Same analysis repeated for the input coupling and output coupling matrices, with the partial correlations controlling for the tuning similarity matrix. g) Causal graph showing the relationship between the input coupling matrix (left node), output coupling matrix (right node), tuning similarity matrix (bottom node), and the weight matrix (top node). The three dashed lines marked as i, ii, and iii correspond to the three correlation plots in panel f (left to right).](pcbi.1008128.g005){#pcbi.1008128.g005}

The exact geometry of the ring depends on the profile of the latent tuning functions. In our simulations, we used *n*~*dim*~ tuning functions to construct a ring of dimension *n*~*dim*~. Two of the tuning functions were a pair of sine and cosine of the same frequency creating a planar ring. The other dimensions that were associated with excursions away from the plane were parameterized as *n*~*dim*~*-2* evenly-spaced von Mises functions with width parameter, *κ* ([S3A Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}). Additionally, at every point along the ring, we adjusted the amplitude of the sine and cosine functions so that the ring would reside on the surface of a hypersphere ([S3B Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}; see [Methods](#sec012){ref-type="sec"} for details).

We used EMPJ to construct the RNN to establish the high-dimensional ring associated with the latent tuning functions. Simulations indicated that the RNN states were confined to the ring and their corresponding dynamics matched the target dynamics ([Fig 5C](#pcbi.1008128.g005){ref-type="fig"}), although the overall stability was lower for higher-dimensional rings ([S4 Fig](#pcbi.1008128.s004){ref-type="supplementary-material"}). As expected by the weighted sum operation ([Fig 5A](#pcbi.1008128.g005){ref-type="fig"}), the tuning function of individual units in the resulting RNN was heterogeneous and complex ([S3C Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}). The ring length also varied with both embedding dimension and the width parameter of the von Mises tuning functions ([S3D Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}).

We reverse-engineered the RNNs to investigate the properties of the underlying connectivity matrix. The rank of the connectivity matrix was the same as the number of embedding dimensions, independent of the drift function ([Fig 5D](#pcbi.1008128.g005){ref-type="fig"}). This is expected because the system of linear equations that we used to compute the connectivity matrix was constrained by data points over the ring.

In canonical ring attractor models, the strength of the connectivity between units reflects the distance between their "preferred" angles (i.e., the angle associated with peak activity) \[[@pcbi.1008128.ref030],[@pcbi.1008128.ref033]\]. Such structure has also been observed in trained RNNs \[[@pcbi.1008128.ref034]\]. Here, we asked whether RNNs engineered using EMPJ exhibit a similar characteristic. To do so, we analyzed the relationship between three similarity matrices: (1) the similarity between tuning functions of different units, which we refer to as the *tuning similarity matrix*, (2) the alignment between the input weight vectors for all units, which we refer to as the *input coupling matrix*, and (3) the alignment between output weight vectors for all units, which we refer to as the *output coupling matrix*. For the tuning similarity matrix, we used the covariance between the tuning functions so that element (*i*, *j*) contains the covariance between the tuning functions of the units *i* and *j*. For the input coupling matrix, we used the product of the connectivity matrix *W* with its transpose *W*^*T*^ so that element (*i*, *j*) contains the inner product of the input weights into unit *i* and *j*. For the output coupling matrix, we used the product of *W*^*T*^ with *W*, so that element (*i*, *j*) contains the inner product of the output weights of units *i* and *j*. Finally, we measured element-wise correlations between these matrices to quantify the degree to which tuning functions (first matrix), input couplings (second matrix), and the output couplings (third matrix) were similarly structured.

We first applied this analysis to the simplest network with a 2D ring manifold, i.e., the canonical ring attractor. In this case, the tuning similarity matrix ([Fig 5E](#pcbi.1008128.g005){ref-type="fig"}, left), the input coupling matrix ([Fig 5E](#pcbi.1008128.g005){ref-type="fig"}, middle), and the output coupling matrix ([Fig 5E](#pcbi.1008128.g005){ref-type="fig"}, right) had a circular structure, and were strongly correlated with one another ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}). These relationships mimic classical models of ring attractors, which rely on a symmetric weight matrix with perfect correlations between tunings, input couplings and output couplings \[[@pcbi.1008128.ref030],[@pcbi.1008128.ref033]\]. This finding suggests that the solution EMPJ finds is similar to classical ring models even though EMPJ does not explicitly require the weight matrix to exhibit symmetry.

Next, we used the same analysis to evaluate networks with higher dimensional ring manifolds. All pairwise correlations were strong ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}, black) relative to the null computed from shuffling the elements ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}, red). However, the correlation between the tunings and both input and output couplings dropped gradually for higher dimensional manifolds ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}, left and middle), which is expected given that higher dimensions lead to deviations from the ring structure.

To better understand the nature of these three-way relationships, we considered the causal graph that captures the relationship between the tuning functions, input couplings, and output couplings ([Fig 5G](#pcbi.1008128.g005){ref-type="fig"}). Both the input and output coupling matrices depend solely on the weight matrix *W* ([Fig 5G](#pcbi.1008128.g005){ref-type="fig"}, top solid arrows). This is consistent with the robust correlations between the input and output couplings, which suggest that weight matrices for higher dimensions retain some symmetry ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}, right). Since the unit responses are driven by their inputs, we also expect the input coupling to causally control the tuning similarity ([Fig 5G](#pcbi.1008128.g005){ref-type="fig"}, bottom solid arrow). Accordingly, the tunings and input couplings had the strongest correlations irrespective of dimensionality ([Fig 5F](#pcbi.1008128.g005){ref-type="fig"}, left). Finally, the causal graph also indicates that the relationship between the tunings and output couplings ([Fig 5G](#pcbi.1008128.g005){ref-type="fig"}, marked ii) is mediated by the input couplings. We tested this prediction by measuring the partial correlation between the tunings and output couplings while accounting for the input couplings. The correlations dropped precipitously ([Fig 5G](#pcbi.1008128.g005){ref-type="fig"}, middle, blue), which is expected given the underlying causal structure between these variables.

Limitations of RNN dynamic capacity {#sec010}
-----------------------------------

Higher dimensional rings may have advantageous coding capacity as they can increase discriminability between nearby states ([S3D Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}). However, this increase in dimensionality may come at the cost of stability. Intuitively, higher dimensional rings consist of regions with higher curvature requiring faster changing gradients that may be more difficult to implement in an RNN. To assess this possibility quantitatively, we analyzed the dynamical stability of RNNs associated with high-dimensional rings. To do so, we must first define a suitable error metric. Measuring the mean squared error between the instantaneously measured drift along the ring and the target drift function will not suffice, since trajectories may fly off the ring. We therefore introduced a metric referred to as "deviation," illustrated in [Fig 6A](#pcbi.1008128.g006){ref-type="fig"}. At various points in time for an RNN trajectory, we decoded the current angle represented on the ring, and then calculated what the RNN state should be given that value. We used the Euclidean distance between the RNN's actual state and where it should be as our measure of deviation at that point in time. Finally, to get an overall measure of stability for a specific RNN, we calculated mean deviation, averaged over time and initial conditions.

![Constraints on network performance.\
a) Top: Illustration of the deviation metric used to quantify network performance. The deviation is measured as the Euclidean distance between the actual neural state and its corresponding state on the ring that would lead to the same decoded angle (see [Methods](#sec012){ref-type="sec"}). Bottom: The initial state (blue), intermediate states (gray), and end states (red) of two networks engineered to have O(6,6), plotted in a subspace spanned by the first three principal components. The deviation in the left panel is larger because the end states are farther from the target ring manifold. b) Deviation relative to ring radius as a function of network size for RNNs engineered to have O(6,4). Each dot represents one network. The colored symbols correspond to the actual deviation values. The gray symbols represent the ceiling values for deviation that are expected from a network whose states have no lawful relationship to states on the ring manifold. To compute ceiling deviations, we measured the Euclidean distance between the actual neural state and randomly chosen states over the ring manifold. c) Deviation for RNNs engineered to have O(*n*~*dim*~,*n*~*fp*~) for different values of the width parameter of the von Mises tuning function (*κ*). Higher values of *κ* indicate narrower latent tuning curves. d) Logarithm of deviation as a function of *κ* for RNNs engineered to have ring manifolds with the same number of embedding dimensions and fixed points.](pcbi.1008128.g006){#pcbi.1008128.g006}

Analysis of the mean deviation revealed several properties of dynamical stability in networks featuring high-dimensional rings. First, larger networks are generally more stable for rings with different numbers of fixed points and embedding dimensions ([Fig 6B](#pcbi.1008128.g006){ref-type="fig"}). Second, the geometry of the ring impacted its dynamical stability. In our formulation, the geometry was fully determined by the number of the underlying von Mises tuning functions (*n*~*dim*~*-2*) and their tuning width (*κ*). We therefore quantified mean deviation as a function of these variables. Results indicated the networks were more stable when the number of fixed points (*n*~*fp*~) matched the number of von Mises tuning functions, especially when those tuning functions were narrower ([Fig 6C](#pcbi.1008128.g006){ref-type="fig"}). Moreover, for conditions in which *n*~*fp*~ matched *n*~*dim*~*-2*, the value of *κ* associated with lowest mean deviation increased lawfully with embedding dimensionality ([Fig 6D](#pcbi.1008128.g006){ref-type="fig"}). In sum, our analyses reveal nontrivial relationships between the geometry and dynamical stability of high-dimensional rings established by RNNs. We find that high-dimensional ring manifolds can accommodate a larger number of stable fixed points if the number of fixed points matches the number of the underlying tuning functions and if the tuning functions have an appropriate width.

Discussion {#sec011}
==========

We have developed a method, EMPJ, for synthesizing RNNs that perform computations by implementing specific task-relevant dynamics. EMPJ works by specifying local constraints on the dynamics, resulting in the desired global behavior. The key innovation in EMPJ is that it derives the network connectivity directly from a set of linear equations given by those constraints. We demonstrated the utility of this technique in the context of a simple working memory task in which the network dynamics were specified by a drift diffusion process over a ring-shaped manifold. The flexibility of EMPJ enabled us to implement a variety of drift functions over the ring accurately. For example, we were able to create networks whose dynamics established drift functions with error-correcting properties in the presence of noise.

Moreover, we used EMPJ to generate networks whose dynamics can be flexibly adjusted by an input. This opens the possibility of creating models of neural systems that perform context-dependent sensorimotor and cognitive computations. We used this approach to model how thalamo-cortical inputs might adjust the speed with which cortical dynamics evolve, as has been suggested by recent findings \[[@pcbi.1008128.ref011],[@pcbi.1008128.ref035]\]. However, unlike end-to-end training methods \[[@pcbi.1008128.ref011]\], EMPJ enabled us to straightforwardly synthesize RNNs in which an input drove the system to different regions of state space with different drift functions. Although we focused on simple control via tonic inputs, future work should be able to extend EMPJ to incorporate richer time-varying inputs, such as pulses or oscillations, to accommodate more sophisticated control mechanisms.

One question that deserves further consideration is how to choose appropriate target dynamics for the network. In our case, we were able to engineer the target dynamics based on the computational demands of the task we considered. In general, it might be difficult to engineer such simple solutions for complex tasks whose computations involve higher-dimensional manifolds. This problem may be solved by integrating our method with other techniques that furnish the target dynamics. One option would be to use Jacobians estimated from neural spiking data recorded from an animal trained to solve the task \[[@pcbi.1008128.ref036]\]. Another option is to take Jacobians from an auxiliary artificial neural network that contains task-relevant dynamics \[[@pcbi.1008128.ref037]\]. These methods would generate target dynamics from a system able to solve the task, which could then be used with EMPJ to directly engineer an RNN with those dynamics.

Using EMPJ to synthesize RNNs with richer dynamics will require expanding its dynamical repertoire beyond the use of real eigenvalues and orthogonal eigenvectors. For example, to introduce oscillatory dynamics, we need to extend EMPJ to handle complex eigenvalues. Another improvement is to engineer networks with constraints that are complementary to Jacobians. Jacobians are useful because they afford specification of desired stability criteria around a setpoint and can be used to implement input control ([Fig 4](#pcbi.1008128.g004){ref-type="fig"}). However, Jacobians are not suitable for sculpting regions of the state space where state derivatives are not well-behaved (e.g., are too small). For example, Jacobians cannot be used to set drift functions with non-zero baselines or create constant vector fields in the state space. However, as we demonstrated for the case of non-zero baseline ([Fig 2C](#pcbi.1008128.g002){ref-type="fig"}), this problem can be addressed by imposing additional constraints on the dynamics ([Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"}). Therefore, another area of development is to explore the opportunities afforded by combining Jacobians with other constraints such as those that can be placed directly on state dynamics.

As described, EMPJ provides the means for embedding a task parameter manifold directly into an RNN. The approach is similar to that described by the Neural Engineering Framework (NEF), which also matches latent task dimensions to latent neural dimensions and creates a recurrent weight matrix that produces the desired transformations of neural representations \[[@pcbi.1008128.ref021]\]. One point of contrast is that EMPJ only requires knowing local linear approximations of dynamics, while the NEF involves specifying the global dynamics equations. Therefore, EMPJ can be more effective when the global equations are unknown, but only if local linear approximations are sufficiently constraining. Moreover, in networks constructed by EMPJ, off-manifold perturbations decay rapidly because eigenvalues associated with off-manifold eigenvectors are explicitly set to negative values. The NEF, on the other hand, does not use Jacobians, and therefore, local stability over the manifold is not explicitly imposed. Our approach also makes it easier to create networks for which the latent task manifold is embedded nonlinearly in the neural manifold. Given these differences, we present EMPJ as a complementary technique to the NEF, as it shares the same underlying principles.

EMPJ can also be contrasted with other RNN synthesis methods. For example, one might test the degree to which the connectivity matrix resulting from EMPJ matches predictions from other approaches that relate connectivity to low-dimensional dynamics. Two recent examples of such work are based on mean field theory \[[@pcbi.1008128.ref022]\] and distributions of network motifs \[[@pcbi.1008128.ref038]\]. Generally, the connectivity matrices found through EMPJ may be different from those found through mean-field methods. This is possibly because mean-field methods rely on the properties of the distribution from which the connectivity matrix weights are drawn, while the weights found through EMPJ are less constrained.

A larger goal of analyzing and synthesizing RNNs is to gain a deeper understanding of the relationship between manifold geometry, complexity of dynamics, and network characteristics. EMPJ makes it easy to generate and test hypotheses about those properties. For example, we used EMPJ to assess how the embedding dimensionality of the manifold and the organization of fixed points impact the ease of implementing different drift functions. Future directions could extend this work to further investigate general properties of network models such as capacity \[[@pcbi.1008128.ref039]\] and manifold smoothness \[[@pcbi.1008128.ref040]\].

Methods {#sec012}
=======

In the main manuscript, we explained the general procedure for using EMPJ. Here, we focus on a few design considerations that can help EMPJ function more smoothly.

Choice of setpoints {#sec013}
-------------------

The first step in EMPJ is to choose setpoints on a target manifold. The exact number of setpoints does not matter, but the sampling should be sufficiently dense so that the system can interpolate the drift function between points. For the ring manifold example focused on in this paper, the number of setpoints can be small. For example, 12 setpoints is enough to engineer an RNN to have a 2D ring with 6 stable fixed points ([S5 Fig](#pcbi.1008128.s005){ref-type="supplementary-material"}). However, we typically used at least 64 setpoints to be safe.

Choice of input-output nonlinearity {#sec014}
-----------------------------------

The choice of input-output nonlinearity we impose on the RNN units can limit the space of possible target dynamics that the network can implement. In our case, we chose the hyperbolic tangent function for all units, which is an odd function (i.e., tanh(-x) = -tanh(x)). This choice forces the vector field gradients at opposite points relative to the origin to be equal with opposite signs. As a corollary, if the manifold is symmetric about the origin, then one can limit the setpoints to only one half of the manifold. One consequence of this symmetry is that a 2D ring manifold with sinusoidal drift function must have an even number of fixed points. To make rings with odd numbers of fixed points, some kind of asymmetry must be introduced. For example, this may be achieved by considering a heterogeneous library of input-output nonlinearities for the units in the network, or requiring that the manifold is not symmetric with respect to the origin (e.g., high dimensional ring with a non-zero origin).

Choice of embedding {#sec015}
-------------------

Generally, the speed at which neural states of an RNN evolve depends on the units that operate near their saturating nonlinearity \[[@pcbi.1008128.ref011],[@pcbi.1008128.ref041]\]. If all units were nearly saturated, the network could only evolve at very slow speeds. It is therefore important to set the RNN up so that the operating regime is compatible with the speed requirements of the desired drift function. In our framework, this can be achieved by an appropriate choice of the region of the neural state space in which the target manifold is embedded. Generally, points farther away from the origin of the neural state space are associated with some units operating closer to the saturation points. For a ring manifold centered on the origin, increasing the radius of the ring (i.e., stronger activations) would drive units closer to their saturating nonlinearity, and thus reduce the speed. For the relatively slow drift functions we considered in this manuscript, it was important to have some of the units be near their saturation point ([S6 Fig](#pcbi.1008128.s006){ref-type="supplementary-material"}).

Solving the linear equations {#sec016}
----------------------------

To ensure that the RNN solution is not the result of a specific choice of setpoints, embedding or other specifics, it is advantageous to regularize the solutions by adding noise to the linear equations as follows: $$\left( A + \xi \right)W = B$$

*ξ* denotes a matrix of white noise (*σ* = 10^−6^ in all cases unless noted otherwise) the same size as *A*, which serves as a regularizer to create more robust solutions. We used the least-squares solver from the NumPy linear algebra library to solve the linear equations.

Ring manifold with fixed points {#sec017}
-------------------------------

For our initial example (Figs [2](#pcbi.1008128.g002){ref-type="fig"} and [3](#pcbi.1008128.g003){ref-type="fig"}), we focused on a 2D ring manifold and set the dynamics according to a sinusoidal drift function of the form *G*(𝜃) = -0.1cos(𝜔𝜃) without any diffusion (i.e., no noise). In this formulation, the frequency 𝜔 determines the number of stable fixed points around the ring. The corresponding Jacobian (*J*~*targ*~) at angle 𝜃 is (𝜃) = 0.1𝜔sin(𝜔𝜃), which is the derivative of the drift function at that point.

To engineer the corresponding RNN, we chose 64 evenly spaced setpoints around the ring (𝜃~*i*~ = 2πi/64), and embedded them along the perimeter of a planar ring centered at the origin of a 400-dimensional neural state space representing an RNN with 400 units. The plane containing the ring was chosen arbitrarily using two orthogonal projection vectors. We set the radius of the ring to 10 so that a subset of units would operate near their saturation level. For each 𝜃~*i*~, we set the eigenvalue associated with the tangential eigenvector (i.e., the vector within the plane that is tangent to the ring) to (𝜃~*i*~).

Additional constraints on the RNN equation {#sec018}
------------------------------------------

We focused on engineering RNNs using Jacobians, which afford specification of desired stability criteria around each setpoint. However, because Jacobians are related to the derivative of the drift function, they cannot be used to specify baseline drifts other than zero. This apparent limitation can be straightforwardly addressed if we augment the linear equations in EMPJ with additional constraints placed directly on the RNN equation instead of its Jacobian. To set the baseline, we took advantage of the fact that zero-crossings of the drift function represent fixed point states (*x*~*f*~) at which we expect *dx/dt* to vanish. Setting [Eq 1](#pcbi.1008128.e001){ref-type="disp-formula"} equal to zero at the desired zero-crossing points, we can write: $$x_{f} = W^{T}\phi\left( x_{f} \right)$$

Adding constraints based on the location of fixed points to [Eq 6](#pcbi.1008128.e007){ref-type="disp-formula"}, we can rewrite the full set of linear equations as follows: $$\begin{bmatrix}
A_{x_{1}} \\
\ldots \\
A_{x_{m}} \\
{\phi\left( \left. x_{f} \right\rbrack \right.} \\
\end{bmatrix}W = \begin{bmatrix}
B_{x_{1}} \\
\ldots \\
B_{x_{m}} \\
x_{f} \\
\end{bmatrix}$$

In [Fig 2C](#pcbi.1008128.g002){ref-type="fig"}, we tested baseline values of -0.1, -0.07, 0, 0.07, and 0.1 by shifting the location of the zero-crossings in increments of one eighth of the drift function's period.

Simulations {#sec019}
-----------

After engineering the RNN, we tested its behavior using simulations, typically starting from initializations evenly spaced around the ring. We measured the performance of the network in terms of the difference between the expected angle, 𝜃, based on the target drift function, and inferred angle, $\hat{\theta}$, based on the state over the ring in the RNN. To infer $\hat{\theta}$, we constructed a simple *Nx2* linear decoder, *D*, that mapped the N-dimensional state of the network to the cosine and sine of $\hat{\theta}$ as follows: $$\begin{bmatrix}
{\cos\hat{\theta}} \\
{\sin\hat{\theta}} \\
\end{bmatrix} = D{\tanh\left( x \right)}$$ $$\hat{\theta} = {\tan^{- 1}\left( \frac{\sin\hat{\theta}}{\cos\hat{\theta}} \right)}$$

Note that for a planar ring, it is possible to compute $\hat{\theta}$ analytically using the projection vectors and the network's recurrent weight matrix. However, we used this linear decoding strategy as it applies more generally to rings with nonlinear embeddings in higher dimensions.

Simulations in the presence of noise (diffusion) {#sec020}
------------------------------------------------

In the full drift-diffusion model (DDM), the dynamics of the angle around the ring, 𝜃, is determined by a following stochastic ordinary differential equation: $$d\theta = G\left( \theta \right)dt + \sigma_{DDM}dW$$ where *G(*𝜃*)* is the deterministic drift function and *dW* represents a Wiener process that introduces Gaussian noise at every timestep, scaled by the standard deviation, *σ*~*DDM*~. We note that the diffusion term must be scaled with *√dt* so that the variance of the process grows with time.

For the simulations, we used a sinusoidal drift function with an amplitude of 0.2 rad/s and set the standard deviation of noise, *σ*~*DDM*~, to 0.2. The frequency determined the number of fixed points of the drift function, and we tested values of 0, 2, 4, 6, and 8. Setting the frequency to 0 results in no drift and creates a continuous attractor over the ring. We simulated the two models 30 times each for 18 different initial conditions. The timestep was set to 50 ms for the DDM, and each trial was simulated for 15 seconds.

We also simulated the engineered RNNs in the presence of external noise. We added external noise by multiplying each projection vector used to construct the ring by a sample from a Gaussian distribution, which we then added to the network activity. This way, noise was confined to the same plane as the ring. We used the same noise level as the DDM model (*σ*~*DDM*~ *= 0*.*2*). However, because the effect of noise in the RNN accumulates with both the number of timesteps relative to the network's time constant (longer simulations) and the length of the ring (larger distances), we scaled the noise amplitude by *τ/√dt* and by the ring's radius, *r*: $$\sigma_{RNN} = \sigma_{DDM}\frac{r\tau}{\sqrt{dt}}$$

Bias/variance comparison {#sec021}
------------------------

We quantified the performance of the engineered RNN by comparing the actual end state on the ring manifold (based on simulations) to the desired end state (based on the target dynamics) using three statistics \[[@pcbi.1008128.ref042]\]: BIAS, √VAR, and RMSE. BIAS summarizes the difference between actual and desired end states across all initial states tested (indexed by *i* going from *1* to *N*). √VAR summarizes variability of end states around the average end state across all initial states tested. If we denote the bias and variance for each initial state by bias~i~ and var~i~, respectively, BIAS and √VAR can be computed as follows: $$BIAS = \sqrt{\frac{1}{N}{\sum\limits_{i = 1}^{N}{bias_{i}^{2}}}}$$ $$\sqrt{VAR} = \sqrt{\frac{1}{N}{\sum\limits_{i = 1}^{N}{var_{i}}}}$$

Input control {#sec022}
-------------

We use recurrent subspace to refer to the subspace to which the network activity is confined in the absence of any input. For input control, we use a subspace orthogonal to the recurrent subspace, which we refer to as the input subspace. To explain our methodology, it is useful to focus on the simplest case of a one-dimensional (scalar) input. In this case, the input subspace reduces to a single dimension. To achieve input control, we choose the input direction to be orthogonal to the recurrent subspace and assign a negative eigenvalue (*λ*) to it so that dynamics along the input dimension will decay exponentially. This decay ensures that the behavior of the RNN does not change in the absence of input. However, if we drive the network with a tonic input, *I*, along this dimension, the interaction between *I* and the decay will cause the system to settle at a non-zero state along the input dimension. The stable state in the presence of *I* is the solution of the differential equation 0 = *dy/dt = -λy+I*, which is *I/λ*.

We used this property to our advantage by specifying different target dynamics in the recurrent subspace for different levels of tonic input (i.e., for different positions along the input dimension). This allowed us to create an array of drift functions, one for each level of input so that the input could choose the appropriate dynamics on the manifold.

In the example of the ring manifold, we added input control to create a cylinder-shaped manifold, and increased the drift speed over the ring as a function of the input strength. The functional relationship between the drift speed and the tonic input can be chosen arbitrarily. For our simulations, the ring radius was set to 8 and *λ*~i~ was set to -1. The input levels were 6 units of distance apart, and the drift speed increased linearly with input level. In [Fig 4](#pcbi.1008128.g004){ref-type="fig"}, we used input levels of 0, 0.5, 1, 1.5, and 2.

Constructing high-dimensional rings {#sec023}
-----------------------------------

We constructed high-dimensional rings in terms of a set of periodic functions over *θ*, which we refer to as latent tuning functions. To facilitate parameterization, we used sine and cosine to define the first two tuning functions (as for the planar ring) and von Mises functions for all additional dimensions ([S3A Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}). The von Mises functions had an amplitude of 0.5, a width parameter, κ, and were evenly spaced around the ring. The equation for the *j*th tuning function (*j* \> 2) for a ring with excursions in *d* additional dimensions (i.e., *d* von Mises functions) can be written as: $$c_{j}\left( \theta \right) = \frac{1}{2}e^{\kappa(cos(\theta - \frac{2\pi j}{d}) - 1)}$$

We applied a scaling factor to the sine and cosine to ensure that every point of the high-dimensional ring lies on the surface of a hypersphere ([S3B Fig](#pcbi.1008128.s003){ref-type="supplementary-material"}). The radius we used in our simulations was 12, unless specified otherwise. With this radius, only a few of the units in the network operated near their saturation point.

To facilitate the presentation of the results, throughout the manuscript, we use the notation O(*n*~*dim*~, *n*~*fp*~) to refer to a ring manifold embedded in *n*~*dim*~ dimensions with *n*~*fp*~ fixed points.

Ring capacity {#sec024}
-------------

To measure the ability of a network to approximate dynamics over a given ring, we defined an error metric we refer to as deviation. We defined deviation as the average Euclidean distance between the network state *x* and the network state $\hat{x}$ we would expect based on the decoded angle $\hat{\theta}$, averaged over *T* timepoints across *N* simulations with random initializations, as follows: $$deviation = \sqrt{\frac{1}{NT}{\sum\limits_{t = 0}^{T}{\sum\limits_{i = 1}^{N}\left( x_{t}^{i} - \hat{x_{t}^{i}})^{2} \right.}}}$$

The first step for computing deviation is to compute $\hat{\theta}$. We did this using the same procedure described in [Eq 10](#pcbi.1008128.e014){ref-type="disp-formula"} and [Eq 11](#pcbi.1008128.e015){ref-type="disp-formula"}. We then used the known latent tuning functions to generate a network state $\hat{x}$ corresponding to that angle. For our measurements of deviation, we did this for 24 different initial conditions on the ring and for 5 seconds of simulation time, sampling the trajectories every 0.1 seconds unless specified otherwise. It is worth noting that the exact value of deviation is not necessarily meaningful, but it is useful for comparing different networks.

When measuring network capacity as a function of network size, we measured the deviation for 30 different networks. For each, we set the tuning function width to 2 and the number of fixed points to 4. Another relevant parameter was the standard deviation of regularization noise added when finding the weight matrix, which we set to 1e-3. We tested network sizes of 100, 200, 300, 400, and 500 units with ring embedding dimensions of 6, 8, and 10.

For measuring network capacity as a function of the ring's embedding dimensionality, width of latent tuning functions, and number of fixed points, we used a similar procedure, this time keeping the network size fixed at 400 units and changing only the parameters of interest.

Supporting information {#sec025}
======================

###### Comparison of the target and measured drift functions.

a\) Drift values around a planar ring with different numbers of fixed points (unity line: dashed). b) Same as (a) for a planar ring with 6 fixed points and a drift function with difference baseline values. Results indicate that the measured drift values closely follow the target values.

(PDF)

###### 

Click here for additional data file.

###### Performance with respect to internal noise.

To test how the network responds to noise, we added independent Gaussian noise to each unit of a 400-unit RNN at every timestep for 5 seconds. The RNN was constructed for O(2,6). a) The input-output mapping of each unit with 4 levels of noise. The standard deviation of noise (*σ*) is shown on top. The shaded region shows the expected shift in the output for signals deviating one standard deviation from the mean. b) The initial state (blue), intermediate state (black), and end states (red) of network activity plotted in a subspace spanned by the first three principal components for 20 evenly spaced initializations around the ring. For low-noise regimes, the network converges on the desired fixed points and stays confined to the ring. Intermediate noise causes the trajectories to diffuse slightly but remain close to the fixed points. For the highest noise, trajectories are no longer confined to the fixed points. Attempts at mapping the level of network noise to noise in a corresponding drift-diffusion model were not successful. c) A circular histogram of decoded end states around the ring after 5 seconds across 100 evenly spaced initializations. The six fixed points are located every 60 degrees.

(PDF)

###### 

Click here for additional data file.

###### High-dimensional rings on hyperspheres.

a\) Example of latent tuning functions for a hypersphere in an 8-dimensional subspace (2 sinusoidal and 6 von Mises functions). b) Due to normalization across latent tuning functions, the ring always lies on the surface of a hypersphere. Left: A high-dimensional ring over a hypersphere with 2 sinusoids and 6 von Mises functions with width parameter, κ = 2, plotted in a coordinate system made of the three first latent tuning functions (*c*~*1*~, *c*~*2*~ and *c*~*3*~). Right: The same ring when the von Mises functions are infinitely broad (κ = 0). c) Example single-unit tuning functions from a network constructed using the latent tuning functions in a). Different colors represent different single units. d) The total ring length as a function of the embedding dimension, for different width parameters of the von Mises function. For broad tuning (low κ), increasing the embedding dimension shortens the ring. Note that this is due to our normalization scheme, which forces the ring to lie on a hypersphere (see right side of panel b). Conversely, increasing the embedding dimension of the ring when the tuning functions are relatively narrow will monotonically lengthen the ring. This is reminiscent of the theoretical result that increasing the density of narrow tuning functions tiling the stimulus space could increase Fisher information \[[@pcbi.1008128.ref033]\].
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###### 

Click here for additional data file.

###### Low-D RNNs have a more robust basin of attraction.

We constructed 400-unit RNNs to embed either a 2-dimensional (top) or an 8-dimensional ring (bottom) of radius 12 and infinitely many fixed points (continuous attractor). We then simulated the RNNs from 100 random initializations. The initial conditions were drawn randomly from a spherical multivariate Gaussian distribution with a standard deviation of 12 in all dimensions. a) The initial state (blue) and end states (red) after 2 seconds of network activity plotted in a subspace spanned by the first three principal components for the two RNNs. b) The deviation ([Eq 17](#pcbi.1008128.e024){ref-type="disp-formula"}) of neural states as a function of time during each simulation normalized by the radius. Initial deviations are very large, but the network state rapidly approaches the region of the state space near the ring. For the 2-dimensional ring (top), the end states coincide with the ring, suggesting that the ring acts as a global attractor. For the 8-dimensional ring, end states deviated more from the target manifold, suggesting that higher-dimensional rings are less robust.
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###### Performance with respect to the number of setpoints.

We analyzed how the number of setpoints impacts the degree to which engineered RNNs can capture target manifolds and dynamics. We constructed the RNN to have O(8,6) with drift amplitude of 0.1 rad/s over a ring of radius 12. a) Violin plot showing the mean squared error between the measured and target drift function as a function of number of setpoints. Inset: Target drift function (red) and the corresponding measured drift function with 6 setpoints (black). b) Violin plot showing the deviation ([Eq 17](#pcbi.1008128.e024){ref-type="disp-formula"}) of neural states as a function of number of setpoints normalized by the radius. Results are shown for 20 simulations over a 5 second period, with deviation calculated from 20 evenly spaced initializations. Inset: The initial state (blue), intermediate states (gray), and end states (red) of a network constructed from 6 setpoints, plotted in a subspace spanned by the first three principal components.
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###### Ring radius, unit saturation, and deviation.

The radius of the ring is equal to the magnitude of the projection vectors. We quantified how the radius changes the operating point of units with respect to their saturation point, and impacts the robustness of a 400-unit RNN engineered for O(8,6). a) Projections of the first latent vector in the neural state space (abscissa) passed through a hyperbolic tangent function for rings with different radii (ordinate). In rings with a large radius, more units operate near the saturation regime of their activation function. b) Violin plot showing the mean deviation ([Eq 17](#pcbi.1008128.e024){ref-type="disp-formula"}) as a function of radius. For each radius value, 30 networks were simulated. Mean deviation was computed across 20 trajectories over 2 seconds. The line shows the means of the distributions of deviations for each radius.
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Review uploaded as an attachment

Reviewer \#2: This is a very interesting manuscript that describes a new method for generating interpretable neural networks when the flow field of the dynamics can be specified. While the paper is well-motivated and shows convincing numerical results, I think that it requires a few clarifications.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

\*\*\*Main comments\*\*\*:

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

-The success of the method relies on the hope that the nonlinear dynamics and the freedom in the weight matrix will succeed in reproducing the desired Jacobian through constraining it at a few select points that are high-dimensional expansions of points in the task manifold. The choice of these points could potentially improve or hurt the process, and yet it is not easy to give general guidance as to how to choose them. I think that the manuscript would be easier to read if this would be clarified early in the text, for example on lines 107-108, by stating that the Jacobian will only be constrained at a few points at which phi\'(x) is evaluated. Besides a mild statement in the Method (lines 428-430), it looks like the issue of selecting the setpoints was not investigated much in the current draft. Is there an \'optimal\' level of saturation of the units /scale of the projection vectors? Are there choices of the setpoints in the task manifold that make it harder to solve the dynamics \--in particular, some setpoints seem to impose more structure in the weight matrix than others, like those situated on opposite branches of the star in Fig. 2b, which involve the same directions for the tangents U and the same eigenvalues, and yet different phi\'(x). Are these specific points important to constrain, or does one gain extra freedom in the types of solutions for the weight matrix if one excludes these types of \'symmetric\' points?

-Line 117, there is a mathematical expression: J\_{RNN}=U \\\\Sigma U\^T , that is only valid if J\_{RNN} is normal with real eigenvalues/eigenvectors, while the following equation (3) does not make any assumption about the properties of the eigenvectors or eigenvalues. I think it would be less confusing to write the more general equation J\_{RNN}=U \\\\Sigma U\^(-1) on line 117. From what I understand, the J\_{RNN} matrices that the authors constructed were not constrained to be normal (the statement made much later in the methods line 428 about the construction of the projection vectors from an orthogonal set does not necessarily imply that all eigenvectors of the final matrix are orthogonal, I think/verified). This point needs to be clarified. Also, the authors do not discuss how the choice of setting all eigenvalues to be real affects the solution \-- purely decaying firing rates without oscillations can be somewhat unrealistic in the general case, and it would be desirable to discuss, or show, how the method could be extended to the case of complex eigenvalues.

-Line 500-523: here, doesn\'t the construction method used \-- which implicitly assumes that the dynamics can independently get to steady-state in the input dimension, while the ring\'s dynamics occur in the other dimensions \-- strictly require orthogonality between the input direction and the directions along which the dynamics is not decaying very fast? It would be good to introduce/clarify this earlier, rather than just mentioning later (line 524) that the input direction is chosen to be orthogonal to the ring, which sounds as if this was not compulsory.

-Is there a reason why the authors chose to match the Jacobian to the task manifold, rather than more directly matching the projection of dx/dt on some vector matrix U (hence constraining the flow field as the authors somewhat do for fixed points in eq. 11)? It seems that, in this case, we can also use the expression: U(dx/dt)= (1/tau) U(-x+W\^{T} phi(x)+I) to write an equation of the type: A\_{x0} W = B\_{x0} +C\_{x0} where A, B and C are constrained by the desired properties of the matrix dx/dt at the particular point x0. I can see that for linear dynamical systems, the Jacobian has an advantage over dx/dt: it is independent of x; but it is not formally the case for the nonlinear systems considered by the authors. Is the optimization less sensitive to the choices of the setpoints if matching the Jacobian rather than dx/dt? It would be good to discuss this.

-I think it would help the readers if Fig. 5 would show examples of reconstructing the tuning curves from the RNN\'s activities initialized at different points on the task's manifold. Also, in the associated text, it would be good to clearly expose and differentiate the two kinds of embedding that are implemented: first, an embedding of the ring in n-dimensions, and second the embedding of this n-dimensional representation in the N dimensional space of the units\' activities.

-It would be useful if the authors would display examples of weight matrices, and quickly investigate whether they seem similar to the weight matrices learned by backpropagation (e.g. similar to Cueva et al., ICLR 2019; by looking at whether units with similar preferred angle tend to wire positively together). This is a very easy step towards the goal, discussed by the authors, of comparing their networks to more classically trained RNNs.

-Could the authors clarify if the decoding weights used to recover theta (which in the current manuscript are evaluated numerically) could be analytically expressed as a function of the projection vectors? It seems to me that, at least at fixed points, this should be feasible through (i) getting a relation between phi(x) and x by setting the derivative of x to 0; (ii) expressing x in the basis of the projection vectors; and (iii) using the known embedding relation between the projection vectors and \[cos(theta), sin(theta)\].

-Line 216: clarify \'infinitely\' many, you mean as many as the number of units?

-Line 342: I guess you only mean that the process you just discussed gives the minimal size of the network capable of creating dynamics over a particular ring \*when using your method to tune the weights\*.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

\*\*\*Miscellaneous corrections\*\*\*:

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

The paper needs to be reviewed for typos. Several examples are identified below.

-eq. 6: subindex should be 1 and not 0, to agree with line 140 \'for some number m points\'

-fig 1 legend: \'MIddle left\' -\> \'Middle\' (line 87) ; \'An RNN models\' -\> \'model\' (line 91)

-line 117: should be a space after \'JRNN\' before \'can\'

-line 151: missing a \'to\' in the sentence \'discrete fixed points can be used introduce error-correcting\'

-fig 2a right: no input to the RNN, I think, in this figure.

-line 153: delete \'of\' from \'When humans report of a previously...\'

-line 182: missing \'similar\' in \'adjustment to what\' (-\> 'non-trivial adjustment similar to what we discussed previously')

-line 185: grammar problem in the sentence \'a baseline can be added straightforwardly by an additional constraints to equation (6)...\' for example, change \'an\' to \'adding\'

-line 186: typo in figure number \'Fig. 1c\'? should be Fig. 2c

-line 263: add \'additional\': \'the additional eigenvectors are the same as\'

-line 279: \'red indicate\' -\> \'red colors indicate\', or 'red indicates'

-fig. 5b and lines 326-327: non-consistent mention of x and c as the coordinates of the sphere. Both of these symbols are already used to describe other variables in the text (the RNN dynamics for x and the tuning curves for c), so it would be desirable to use a different name for these coordinates (e.g. \'z\')

-fig. 6a: what was the embedding dimension there?

-line 421: repeat that the \'setpoints\' are the points where the jacobian will be specified

-line 440: add the word \'setpoints\', for example, \'we first created a ring of setpoints by taking the cosine and sine of 64 evenly spaced values\'

-line 450: extra = in the equation

-line 543: replace \'x\' in the right-hand side by theta

-line 579: \'deviation from eq. 16\', with \'deviation\' typeset as math, reads better than \'deviation\' typeset as text

-line 584: by \'number of the ring dimensionality\', you mean \'the ring\'s spherical embedding dimensionality\'? More generally, it would be good to make sure that throughout the text the spherical embedding vs. the embedding in the network\'s activities are labeled differently and clearly identified.

-The typesetting of the equations is not always consistent, cf. 'Jobj' in line 109 and 120, or the \'deviation\' measure which is at times written as text. Ultimately, fixing this can make the text nicer to read.
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Dear Jazayeri,

Thank you very much for submitting your manuscript \"Engineering recurrent neural networks from task-relevant manifolds and dynamics\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers.

The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you modify the manuscript according to the review recommendations. **More specifically, there are few minor issues raised by Reviewer \# 2 that need to be addressed. To expedite the next round, we will not send out your revised manuscript for review and instead, make the final decision at the editorial level. **

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: All of my initial concerns have been addressed by the authors. In particular, I think that the rewrite of several later sections (\"Rings embedded\...\" and \"Limitations of RNN\...\") has greater improved the clarity of the work.

Reviewer \#2: The authors have made a considerable amount of additional analyses and text clarifications which, in my opinion, now leads to an even greater article that is really nice to read.

My only minor remaining thought is that I was left partially unsatisfied with the analysis in Fig. 5e-f, though I want to leave it to the authors to decide whether they agree with my concerns and therefore want to improve this analysis in the final manuscript. Indeed, it is relatively expected that units with similar input weights would have similar tuning curves, as the input shapes the tuning. More interesting to me would be whether units with similar \*output\* weight vectors have similar tuning curves \-- this would be expected in a 2d ring as the connectivity is likely symmetric, but for larger embedding dimensions it is unclear what happens. To answer this question, the analysis in Fig. 5e-f could be repeated using an \'output coupling\' similarity matrix (J\^T J) rather than the input coupling similarity matrix (J J\^T) used by the authors. Alternatively, some examples of weight matrices could be presented with units ordered as for the sorted tuning similarity matrix.

In addition, the method used to sort the matrices in 5e should be indicated (for the analysis, it would make sense that some statistical technique such as hierarchical clustering would be used to sort one of them, and the second one would then also follow this order suggested by the data of the first one).
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Dear Dr. Jazayeri,

We are pleased to inform you that your manuscript \'Engineering recurrent neural networks from task-relevant manifolds and dynamics\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 
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