Abstract. We prove an upper bound for the Aviles-Giga problem, which involves the minimization of the energy E ε (v) = ε ∇ 2 v 2 dx + ε −1 (1 − |∇v| 2 ) 2 dx over v ∈ H 2 ( ), where ε > 0 is a small parameter. Given v ∈ W 1,∞ ( ) such that ∇v ∈ BV and |∇v| = 1 a.e., we construct a family {v ε } satisfying: v ε → v in W 1,p ( ) and E ε (v ε ) → 1 3 J ∇v |∇ + v − ∇ − v| 3 dH N −1 as ε goes to 0.
Introduction
Consider the energy functional
where is a C 2 bounded domain in R N , v is a scalar function and ε is a small parameter. Energies similar to (1.1) appear in different physical situations: smectic liquid crystals, blisters in thin films, micromagnetics (see [13] and the references therein). Clearly, one expects that any limit of the minimizers to (1.1) should satisfy the eikonal equation Kohn [13] who gave a lower bound for E ε under the boundary conditions v = 0 and ∂v/∂n = −1 on ∂ . Aviles and Giga [4] refined the method of [13] . They defined a functional J on W 1,3 ( ) that coincides with the functional E on functions u satisfying (1.2) such that ∇u has bounded variation. Recall that there exist functions u in W 1,3 ( ) satisfying J (u) < ∞, for which ∇u is not in BV (see [1] ). Another important contribution is due to Ambrosio, De Lellis and Mantegazza [1] and DeSimone, Kohn, Müller and Otto [7] , who independently proved that for any family {v ε } satisfying E ε (v ε ) ≤ C, {∇v ε } is pre-compact in L 3 ( ). It was shown by Aviles and Giga [4] that J is lower semicontinuous in the strong topology of W 1,3 ( ). However, the -convergence problem for the functionals {E ε } is still open, since for a given u satisfying J (u) < ∞ and (1.2), it is not known whether there exists a family {u ε } satisfying u ε → u and E ε (u ε ) → J (u) as ε → 0 + . The main contribution of the present article is the construction of such a family for u satisfying ∇u ∈ BV and (1.2).
In general, proving upper bounds is considered an easier task than proving lower bounds, since explicit constructions may be used. However, in problems involving highly nonregular functions as in our case, the proof of an effective upper bound is far from being obvious. In fact, to our knowledge, for the minimization problem (1.1) an upper bound was proved only for very special cases, like the case of u which is the distance to the boundary of an ellipse (see Jin and Kohn [13] ; see also Ercolani, Indik, A. C. Newell and T. Passot [8] for a related result).
Our main result, Theorem 1.1, establishes an upper bound for a more general energy functional than (1.1), and the latter case is then deduced in Corollary 1.1. (ii) Moreover, if there exists h ∈ C 2 (R N ) which satisfies the boundary conditions h(x) = v(x) and ∇h(x) = T ∇v(x) on ∂ , then we can choose v ε that satisfies the same boundary conditions, v ε (x) = v(x) and ∇v ε (x) = T ∇v(x) on ∂ . If v satisfies the additional condition v ≥ 0 in then also v ε ≥ 0 in .
In Section 4 we prove assertion (i) of Theorem 1.1 under a slightly more general condition, namely, that is a BVG-domain. The next corollary is a direct consequence of Theorem 1.1. Our main tool for constructing the family {v ε } is convolution with a smoothing kernel. This is of course a standard technique. The new ingredient in our method, however, is the special choice of the kernel, which is adapted to the particular functional, using an optimization process. We emphasize that although the results are stated and proved in any dimension N , their interest is mainly for the two-dimensional case. The paper is organized as follows. In Section 2 we recall some known properties and results on BV-spaces which are used throughout this paper. In Section 3 we prove an upper bound for a vector-valued problem. This bound is not optimal (in the vectorial case) but it provides the necessary tool for the proof of our main result, for the second order problem, which is the subject of Section 4. In the Appendix we give the proof of two technical results which are used in Section 4.
notation. For every ν ∈ S N−1 (the unit sphere in R N ) and R > 0 we define B + R (x, ν) = {y ∈ R N : |y − x| < R, (y − x) · ν > 0}, (2.1)
R (x, ν) = {y ∈ R N : |y − x| < R, (y − x) · ν < 0}, (2.2) H N + (x, ν) = {y ∈ R N : (y − x) · ν > 0}, (2.3) H N − (x, ν) = {y ∈ R N : (y − x) · ν < 0}, (2.4)
Next we recall the definition of the space of functions with bounded variation (BV). We denote by L N the Lebesgue measure in R N .
Definition 2.1. Let be a domain in
is finite. In this case we define the BV-norm of f by f BV := |f | dL N + |Df |. We recall below some basic notions of BV-functions (see [2] ).
Definition 2.2. Let be a domain in
loc ( , R m ) and a point x ∈ . (i) We say that x is a point of approximate continuity of f if there exists z ∈ R m such that
In this case z is called an approximate limit of f at x and we write z =f (x). The set of approximate continuity of f in is denoted by G f . (ii) We say that x is an approximate jump point of f if there exist a, b ∈ R m and ν ∈ S N−1 such that a = b and
The triple (a, b, ν), uniquely determined by (2.6) up to a permutation of (a, b) and a change of sign of ν, is denoted by 
We recall the following results on BV-functions that we shall use. They are all taken from [2] . In all of them is a domain in R N and f is a function in BV( , R m ). 
We also recall that the trace operator T is continuous between BV( ) endowed with the strong topology (or more generally, the topology induced by strict convergence) and L 1 (∂ , H N−1 ∂ ), provided that has a bounded Lipschitz boundary (see [2, Theorems 3.87 and 3.88]).
An upper bound construction
In this section we establish two basic estimates needed in the proof of an upper bound for a first order problem. The construction is not optimal for a general vector-valued problem, but will give the sharp estimate for the Aviles-Giga problem involving gradient fields (see Corollary 1.1). In the first estimate (see Theorem 3.1), we compute the limit of the energies of functions defined by convolution with a fixed smoothing kernel. In the second (see Theorem 3.2 and Corollary 3.1), we compute the infimum of this expression over all smoothing kernels. Throughout this section we assume that is a bounded domain in R N with Lipschitz boundary. Next we define a special class of mollifiers that we shall use in the upper bound construction. Note that in contrast with standard mollifiers, our mollifiers depend on two variables. Definition 3.1. The class V consists of all the functions η ∈ C 2 (R N × R N , R) which satisfy the following:
and there exist R > 0 and a bounded open set ⊃⊃ such that
We shall denote by ∇ 1 η and ∇ 2 η the gradient of η with respect to the variables z and x respectively. For ϕ ∈ BV( , R) ∩ L ∞ ( , R) and η ∈ V let R > 0 be given as in Definition 3.1. By [2, Proposition 3.21] we may extend ϕ to a functionφ ∈ BV(R N , R) ∩ L ∞ (R N , R) such thatφ = ϕ a.e. in , suppφ is compact and Dφ (∂ ) = 0 (from the proof of Proposition 3.21 in [2] it follows that if ϕ is bounded then its extension is also bounded). For every ε > 0 and every x ∈ R N define a function ψ ε ∈ C 1 (R N ) by
Next we prove:
Proof. By the definition of ψ ε we have
(see for example [2, Exercise 3.3]), we conclude from (3.2) that
The next lemma provides an estimate for the gradient of ψ ε .
where C depends on N and η only.
Proof. Let σ(x) ∈ C 1 0 (U, R N ) be a vector field satisfying |σ| ≤ 1 in U . Then, for all 0
The result follows by taking the supremum in (3.3) over all σ as above.
The next proposition gives an estimate for ε|∇ψ ε (x)| 2 dx.
where
Proof. We have
In particular, ∇ψ ε ∈ C 1 (R N ). By (3.6) we get
Using Lemma 3.2 we infer that
Therefore, by (3.7) we have
ε , x)∇ψ ε (x). Then we may write
where For every d > 0 put
Recall that R > 0 is chosen so that η(z, x) = 0 for all |z| > R and x ∈ R N . Therefore, by (3.9) and (3.10) we deduce that
12)
Sinceφ ∈ L ∞ we see from (3.6) that |ε∇ψ ε (·)| ≤ C, where C > 0 does not depend on ε. Therefore, by (3.12) and (3.13) we infer that
From (3.8) and (3.14) we obtain
Next, using (3.6), we get 
. Therefore, by (3.15) we obtain
where in the last equality we used the estimates
Hence,
(3.16)
Recall that G ϕ ⊂ is the set of approximate continuity of ϕ. For every x in G ϕ we have
Taking ρ = 2Rε gives 
(3.18) Using (3.17) we infer that for any y ∈ R N and for every x in Gφ we have
From (3.18) we then deduce that
By the definition of J ϕ (see (2.6)), we have
For every x ∈ J ϕ and every y ∈ B R (0) we have
Using (3.20) we obtain, for every x ∈ J ϕ and every y ∈ B R (0),
Therefore, using (3.19), we infer that
Recalling the definitions (2.3)-(2.5), we have
In a similar way we obtain
Combining (3.21) with (3.22)-(3.23) we get
(see (3.5) ). Using the equality
together with (3.25) in (3.24) gives
and (3.4) follows.
Consider a function
e. in , suppφ is compact and Dφ (∂ ) = 0. Consider also a function η ∈ V (see Definition 3.1) together with an R > 0 satisfying (3.1). For any ε > 0 and any j = 1, . . . , k define a function ψ j,ε :
where p(t, x) is defined in (3.5).
and it is assumed that the orientation of J u coincides H N −1 -a.e. with the orientation of
Proof. We may assume without loss of generality that u is Borel measurable on . For any j = 1, . . . , k, any t ∈ (0, 1] and any x ∈ R N we have
where ∂W (a, b)/∂a j is the j -th coordinate of the partial gradient ∇ a W (a, b). For any ρ ∈ (0, 1) we have, by (3.31),
From our assumptions on W it follows that there exists a constant C > 0, independent of ρ, such that | ∂W ∂a j (ψ ρ (x), u(x))| ≤ C for every ρ > 0 and every j . Therefore, letting ρ tend to zero in (3.32) and using Lemma 3.1, we get
be an extension of u from to R N . As in the proof of Proposition 3.1 (see (3.9)-(3.13)), we have
In the last equality in (3.34) we used the fact that Dφ j ∂ = 0. Therefore, by (3.33) we obtain
where in the last equality we used the estimate
As before, for each j we have
Therefore, the last integral in (3.36) tends to 0 as ε → 0, for any t ∈ (0, 1]. By (3.35)-(3.36) we get
(3.37)
For any 1 ≤ j ≤ k, ρ ∈ (0, 1), x ∈ J ϕ and z ∈ B R (0), we have
Then, using (3.20) we infer that for every x ∈ J ϕ and every z ∈ B R (0) we have
(see (3.5) ). Similarly, we obtain
Combining (3.38)-(3.41) we deduce that for every x ∈ J ϕ and every z ∈ B R (0) we have (see (3.29))
Using (3.42) in (3.37) we obtain
By the analogue of (3.20) for u we infer that
(3.43)
Here we used the assumption that the orientation of J u coincides H N −1 -a.e. with the orientation of J ϕ on J u ∩ J ϕ . For each j we have
In the same way we have
Plugging (3.47) in (3.46) gives the desired result (3.28).
The next theorem is a direct consequence of Propositions 3.1 and 3.2.
Theorem 3.1. Let W , u and ϕ be as in Proposition 3.2. For any η ∈ V let ψ ε = (ψ 1,ε , . . . , ψ k,ε ) be defined by (3.26) . Then
48)
where p and γ are defined in (3.5) and (3.29) respectively, and it is assumed that the orientation of J u coincides H N−1 -a.e. with the orientation of J ϕ on J u ∩ J ϕ .
Next we turn to the minimization problem of the term on the r.h.s. of (3.48), over all kernels η ∈ V. We shall need the following lemma.
and let U : P → R be defined by
Proof. For any p ∈ P, by the inequality a 2 + b 2 ≥ 2ab we have
For every n ≥ 1 define τ n ∈ C(R, R) as the solution of
Then τ n ∈ Lip(R), τ n is increasing on R, lim t→−∞ τ n (t) = 0 and lim t→∞ τ n (t) = 1. Moreover,
Setting p n (t) := τ n (t), we have R p n (t) dt = 1 and
Therefore, by (3.51) we have
where in the last equality we used (3.52). Next, for m > 0 define a function p {n,m} ∈ P by
Using (3.52) we see easily that for every n,
From (3.53) and a diagonal argument it follows that there exists a sequence {p n } ⊂ P such that lim n→∞ U (p n ) = I. Combining it with (3.50) we are led to (3.49). Let ϕ, u and W be as in Theorem 3.1. Assume in addition that W ≥ 0 and define
where p and γ are defined in (3.5) and (3.29), respectively.
Lemma 3.4. We have
Proof. Since Y (η) and inf p∈P Q x (p) do not depend on the orientation of the vector ν(x), we may assume that the orientation of J ϕ is such that the function ν :
so (3.55) will follow once we prove the reverse inequality to (3.56). In the proof we shall establish three claims.
Consider the countable subset P r ⊂ P defined by
for some m, l ∈ N and α 0 , α 1 , . . . , α m ∈ Q}.
Clearly, for any p ∈ P there exists a sequence p n ∈ P r and a number M > 0 such that
for all n. Therefore, if Q x (p) < t for some t ∈ R and x ∈ J ϕ , then there exists p r ∈ P r such that Q x (p r ) < t. Thus,
and the measurability of ζ (x) follows. Let W denote set of functions p : R × J ϕ → R satisfying the following conditions:
Fix a bounded Borel measurable function p ∈ P. Since ϕ + , ϕ − ∈ L ∞ (J ϕ ) and W (ϕ ± , u ± ) = 0 H N−1 -a.e. on J ϕ , using the Lipschitz property of W we deduce that 1
where L > 0 does not depend on x. Let µ be the finite Borel regular measure on J ϕ defined by µ = |ϕ
Note that the H N−1 measure of J ϕ may be infinite. Fix any ε > 0. By Lusin's theorem there exists a compact set K ⊂ J ϕ such that ϕ + , ϕ − , u + , u − and ζ are continuous functions on K and
Here ζ is the function from Claim 1. For any x ∈ K there exists p x ∈ P which is a bounded Borel measurable function on R and
Using the continuity of ζ , ϕ + , ϕ − , u + and u − on K, we infer from (3.61) that for any x ∈ K there exists δ x > 0 such that
Since the set K is compact, there exist a finite number of points
Clearlyp ∈ W. From (3.62) and (3.58)-(3.60) we get
which implies (3.57) since ε > 0 is arbitrary.
Claim 3. Let p(t, x) ∈ W.
Then there exists a sequence of functions η n ∈ V (see Definition 3.1) such that the sequence {p n } of functions defined on R × J ϕ by
has the following properties:
(i) there exists C 0 such that |p n (t, x)| ≤ C 0 for all x ∈ J ϕ and t ∈ R, (ii) there exists M > 0 such that p n (t, x) = 0 for |t| > M and any x ∈ J ϕ , (iii) lim n→∞ J ϕ R |p n (t, x) − p(t, x)| dt dµ(x) = 0, where µ is defined in (3.59).
Since p ∈ W, there exists M > 0 such that |p(t, x)| ≤ M for all x and t, and p(t, 
Hence, η is Borel measurable. Moreover, there existsM > 0 such that |η(z, x)| ≤M for (z, x) ∈ R N × R N and η(z, x) = 0 for |z| >M and any x ∈ R N , i.e., supp η ⊂ BM × is compact. We also have
Letμ be the measure on R N satisfying, for every Borel set A ⊂ R N ,
In particular, µ =μ J ϕ . For every 0 < r < 1, z ∈ R N and x ∈ R N define
Then η 0,r is a Borel measurable function which satisfies, for every z 1 , z 2 ∈ R N and x ∈ R N , |η 0,r (z 1 , x) − η 0,r (z 2 , x)| ≤ C r |z 1 − z 2 |, where C r depends only on r. We also have |η 0,r (z, x)| ≤M for all z and x, and η 0,r (z, x) Take a sequence r n ↓ 0 and define a sequence {η n } of functions on R N × R N bȳ η n (z, x) = η 0,r n (z, x).
Clearly |η n (z, x)| ≤M for all z and x, andη n (z, x) = 0 if either |z| >M + 1 or x ∈ R N \ . By (3.63) we have
In addition, for all x ∈ R N and z 1 , z 2 ∈ R N we have
where C n > 0 depends only on n.
For every n and ρ > 0 define η n,ρ :
Consider a bounded open domain such that ⊂⊂ ⊂⊂ . Then, for ρ > 0 sufficiently small and any x ∈ , we have
Using (3.65) we obtain
But for every z ∈ R N we have
Therefore, combining (3.66) with (3.67) we see that η n,ρ is continuous on R N × R N . Again, by Theorem 1 in [10, Section 1.7] we have, for any fixed z ∈ R,
We also have |η n,ρ (z, x)| ≤M for all z and x, and η n,ρ (z, x) = 0 for |z| >M + 1 and any x. Moreover, there existsM 0 > 0 such that for ρ > 0 sufficiently small and any n we have η n,ρ (z, x) = 0 for |x| >M 0 and every z. By (3.68) we obtain
From (3.64) it follows that there exists a sequence ρ n ↓ 0 such that
and R N η n,ρ n (z, x) dz = 1 for every n and each x ∈ . Putη n (z, x) := η n,ρ n (z, x). Thenη n ∈ C c (R N × R N ), R Nηn (z, x) dz = 1 for every x ∈ and there exists M > 0, independent of n, such thatη n (z, x) = 0 for |z| >M and |η n (z, x)| ≤M for all
which implies that
Then (η n ) ε ∈ C 2 c (R N ×R N ) and there existsM > 0, independent of n and ε, such that for every 0 < ε < 1 and every n we have (η n ) ε (z, x) = 0 for |z| >M and |(η n ) ε (z, x)| ≤M for all (z, x) ∈ R N × R N . Moreover, for sufficiently small ε > 0 we have, for every
Therefore, (η n ) ε ∈ V for ε > 0 sufficiently small. For every t ∈ R and every x ∈ J ϕ set
Since (η n ) ε → η n uniformly on R N × R N as ε goes to 0, we have
Therefore, by (3.69) there exists a sequence ε n ↓ 0 such that (η n ) ε n ∈ V and
Set η n (z, x) := (η n ) ε n (z, x) ∈ V, and let p n (t, x) be defined on R × J ϕ by
There exists C 0 such that |p n (t, x)| ≤ C 0 for all x ∈ J ϕ and t ∈ R, and there existsĈ such that p n (t, x) = 0 for |t| >Ĉ and any x ∈ J ϕ . Moreover,
so that Claim 3 follows.
We are now ready to complete the proof of Lemma 3.4. Consider a function p ∈ W and let η n ∈ V and p n be the corresponding functions as given by Claim 3. We have
for some constants c, C > 0. Therefore, using (3.70) we deduce from (3.71) that
Since this holds for every p ∈ W, we get
Combining (3.72) with Claim 2 we obtain the desired result (3.55).
Combining the results of Lemmas 3.4 and 3.3 we deduce the following.
Theorem 3.2. Let W , u and ϕ be as in Theorem 3.1. Assume in addition that
Remark 3.2. Using Remark 3.1, and slightly modifying the arguments of Lemma 3.4, we infer that also inf η∈V, η≥0 Y (η) = J 0 (ϕ).
Definition 3.2. The set V r is the subset of V consisting of all η ∈ V for which there exist an open set
Moreover, if η ≥ 0 then we can also take η (n) ≥ 0. Proof. Let η ∈ V. Consider a sequence of open sets U n ⊂ R N such that U n+1 ⊂ U n for all n and ∞ n=1 U n = ∂ . For each n, let ζ 1,n , ζ 2,n ∈ C ∞ c (R N , [0, 1]) be such that supp ζ 1,n ⊂⊂ , supp ζ 2,n ⊂⊂ U n and ζ 1,n (x) + ζ 2,n (x) = 1 for every x ∈ . Fix a nonnegative radial C 2 function h with compact support satisfying R N h(|z|) dz = 1.
From Lemma 3.5, Theorem 3.2 and Remark 3.2 we deduce the following. 
The upper bound for the second order problem
In this section we prove the main results of this paper for the second order problem, Theorem 1.1 and Corollary 1.1, using the results of Section 3. 
where C(x, r, δ) := {y = (y 1 , y ) ∈ R × R N−1 :
In other words, near x, ∂ is the graph of a BVG-function.
The proof of the following proposition is given in the Appendix.
Proposition 4.1. Any bounded BVG-domain is an extension domain of second order.
Let be a bounded BVG-domain. Consider v ∈ BVG( , R) and η ∈ V (see Definition 3.1). By Proposition 4.1, we may extend v tov ∈ BVG(R N , R) such thatv = v a.e. in , suppv is compact and D(∇v) (∂ ) = 0. For any ε > 0 and
Then v ε ∈ C 2 c (R N , R) and lim ε→0 + v ε = v in W 1,p ( ) for every p ≥ 1. Next we prove: Proposition 4.2. Let be a bounded BVG-domain and let
where p(t, x) is defined in (3.5) (with ν(x) denoting the orientation vector of J ∇v ) and we assume that the orientation of J f coincides H N−1 -a.e. with the orientation of J ∇v on
From our assumptions on F ∈ C 2 it follows that if F (a, b, c) = 0 then ∇ a F (a, b, c) = 0 and ∂ b F (a, b, c) = 0. Applying Proposition 3.2, using the continuity of v, yields
Next, we compute
Differentiating one more time gives
From (4.3) and (4.7) we get
For each x ∈ we have, using (4.5),
In the last equality we used the fact that R N ∇ x η(z, x) dz = 0 for every x ∈ . Sincev is a Lipschitz function, we have
where we used the assumption ∇ 1 F (ϕ, v, f ) = 0 a.e. Combining (4.9) with (4.4) we are led to
(4.10)
The desired result (4.2) follows from (4.10) and (4.8).
Next we define the distance function to ∂ by
For any β > 0 set β := {x ∈ : d(x) < β} and
The proof of the following technical lemma is given in the Appendix.
where T is the trace operator, then
Next we prove an analogous result to Proposition 4.2 for the case where a boundary condition is given.
Proposition 4.3. Let be a bounded
and v ∈ BVG( , R) be as in Proposition 4.2. Suppose also that there exists a function h ∈ C 2 (R N ) which satisfies the boundary conditions: h = v and ∇h = T ∇v on ∂ .
Then, for any η ∈ V r (see Definition 3.2) there exists a family {v ε } 0<ε<1 ⊂ C 2 (R N ) of functions that satisfy the same boundary conditions,v ε = v and ∇v ε = T ∇v on ∂ , such that lim
and
where p(t, x) is defined in (3.5), with ν(x) denoting the orientation vector of J ∇v , and we assume that the orientation of J f coincides H N−1 -a.e. with the orientation of J ∇v on
Proof. Let v ε ∈ C 2 (R N ) be defined by (4.1). Then
and by Proposition 4.2 we also have (4.2). So we only need to slightly modify v ε in order that it satisfies the same boundary conditions as v. Fix some function ω ∈ C 2 (R) satisfying 0 ≤ ω(t) ≤ 1 for all t ∈ R, ω(t) = 0 for t ≥ 3/4 and ω(t) = 1 for t ≤ 1/2. For every 0 < ε < 1 and every
where d(x) is defined in (4.11). Thenv ε ∈ C 2 (R N ) for 0 < ε < β 0 (see the proof of Lemma 4.1 in the Appendix) and we havev ε (x) = v(x) and ∇v ε (x) = T ∇v(x) for x ∈ ∂ . Therefore, in view of (4.2) we only need to prove that
For any ε > 0 and any 0 < t ≤ 1 we have, by the same computation as in (3.30),
Therefore, for ε > 0 and x ∈ we have
In particular, since ∇v ∈ L ∞ , it follows that
for some constant C > 0. Since η ∈ V r there exist a sufficiently large R > 0 and a sufficiently small β > 0 such that:
(i) η(z, x) = 0 for |z| ≥ R and every x, (ii) η(z, x) = l(|z|) for x ∈ β (see (4.12)).
Thus,
For all ε > 0 and almost every x ∈ β we have, by (4.16),
Since ∇v ∈ BV, by [2, Exercise 3.3] we have
where (∂ ) l = {x ∈ R N : dist(x, ∂ ) < l} (see (3.11) ). Therefore, from (4.18) we get, for every 0 < ε < β, 
whereC is independent of ε. Therefore, since D(∇v) (∂ ) = 0 and |∇v ε (x) − ∇v(x)| is bounded, we obtain lim ε→0 + 1 ε ε |∇v ε (x) − ∇v(x)| dx = 0 and lim 
(4.27) As in (4.6) we have
Therefore, by (4.28) we get
Hence, there exist constants
Applying (4.19) we obtain
Since D(∇v) (∂ ) = 0 it follows from (4.29) that lim ε→0 ε ε |∇ 2 v ε (x)| 2 dx = 0, which clearly implies that
where C > 0 is a constant, independent of ε. By (4.23), (4.27) and (4.30) we obtain
We also have
where C 0 > 0 is a constant independent of ε. Therefore, from (4.23) and (4.27) we get
By (4.23) we also have
Using (4.17) we obtain
where C 1 > 0 is a constant independent of x and ε. Since ∇{v ε (x) − v ε (x)} = 0 for every x ∈ \ ε , we infer from (4.32) and (4.33) that
Since by Proposition 4.2, ε |∇ 2 v ε (x)| 2 ≤ C, we have We are now in a position to present the proof of our main result, Theorem 1.1.
Proof of Theorem 1.1. We shall prove assertion (i) under the weaker assumption that is a bounded BVG-domain. For any η ∈ V define, analogously to (3.54),
where p(t, x) is defined in (3.5). By Corollary 3.1 there exists a sequence η n ∈ V r such that η n ≥ 0 and
By Propositions 4.2 and 4.3, for each n and for every 0 < ε < 1 there exists v ε,n ∈ C 2 (R N ) such that
Furthermore, under the assumptions of (ii), we can choose v ε,n to satisfy the boundary conditions, v ε,n = v and ∇v ε,n = T ∇v on ∂ . If v ≥ 0 in then by Remark 4.1, we also have v ε,n ≥ 0 in . Next, we define a positive sequence {ε n } ∞ n=0 as follows. Set ε 0 = 1. Assuming that ε n−1 was already defined, we choose 0 < ε n < min{ε n−1 , 1/n} such that for every 0 < ε < ε n we have
So we have a disjoint union ∞ n=0 [ε n+1 , ε n ) = (0, 1). In order to define v ε for all ε ∈ (0, 1) we argue as follows. For any ε ∈ (0, 1) let k be the unique integer such that ε ∈ [ε k+1 , ε k ), and then define v ε (x) = v ε,k (x). Then, by (4.34), for any n ≥ 1 we have, for all ε < ε n ,
and the result follows.
δ > 0 and a mapping γ ∈ BVG(R N−1 , R) such that-upon rotating and relabeling the coordinate axes if necessary-we have
where C(x, r, δ) := {y = (y 1 , y ) ∈ R×R N−1 : |y 1 −x 1 | < δ, |y −x | < r }. Moreover, we may choose r small enough to ensure that |γ (y ) − γ (x )| ≤ δ/4 for y ∈ B r (x ). Obviously γ (x ) = x 1 .
Since v ∈ W 1,∞ ( ), we know in particular that v ∈ Lip(C(x, r, δ) ∩ ), so it can be extended to C(x, r, δ) ∩ by continuity. Next we extend v to C(x, r, δ/2) using a higher order reflection (see [9, Section 5.4] ). Definev : C(x, r, δ/2) → R bȳ
Clearlyv ∈ W 1,∞ (C(x, r, δ/2)). First, we compute ∂ y 1v . We have From the above it follows that for each x ∈ ∂ there exists an open neighborhood U x of x and a functionv x ∈ BVG(U x ) such thatv x (y) = v(y) for every y ∈ U x ∩ and D(∇v x ) (∂ ∩U x ) = 0. Since ∂ is compact, there exists a finite collection of such sets {U x j } m j =1 such that ∂ ⊂ m j =1 U x j . Write U j = U x j andv j =v x j for j = 1, . . . , m, and set also U 0 = andv 0 = v. Since ⊂⊂ m j =0 U j , there exists a corresponding partition of unity, i.e., m + 1 functions ζ j ∈ C ∞ c (R N , R) for 0 ≤ j ≤ m such that supp ζ j ⊂ U j , 0 ≤ ζ j ≤ 1 and We then havev = v on ,v ∈ BVG(R N ) and D(∇v) (∂ ) = 0, as required.
Proof of Lemma 4.1. Since is of class C 2 , there exists β 0 > 0 such that the distance function to ∂ , d(x), is in C 2 ( β 0 ), and for every x ∈ β 0 there exists a unique nearest point projection σ (x) ∈ ∂ (see [11, Sec. 14.6] ). The mapping σ : β 0 → ∂ is of class C 1 , and it follows that for each β ∈ (0, β 0 ) the mapping σ β := σ | β : β → ∂ (see (4.12) ) is a C 1 diffeomorphism. Its inverse, σ −1 β : ∂ → β , which is also a C 1 diffeomorphism, is given by σ −1 β (y) = y − βn(y), ∀y ∈ ∂ , where n(y) denotes the external normal to ∂ at the point y. Furthermore, the Jacobian J β of σ −1 β satisfies |J β (y) − 1| ≤cβ, ∀y ∈ , ∀β ∈ (0, β 0 ), (A.8)
for some constantc. We may choose β 0 small enough that 1 −cβ 0 > 0. Next we fix some ρ ∈ (0, β 0 ). Since ϕ ∈ BV( , R k ), there exists a sequence {ϕ n } ⊂ C 1 (R N , R k ) such that Since ρ>0 ρ = ∅, we deduce (4.13) by passing to the limit in (A.14).
Next we turn to the proof of (4.14). Let v ∈ BVG( ) satisfy v = 0 and T ∇v = 0 on ∂ . Since v ∈ Lip( ) and v = 0 on ∂ , from (A.14) we obtain 
