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Esta tesis doctoral propone el desarrollo de una arquitectura para sistema 
de detección de actividades criminales en vídeo aplicado a sistemas de 
mando y control para seguridad ciudadana. Este sistema está basado en 
la técnica de Deep Learning Faster R-CNN y tiene el novedoso enfoque 
de tratar las acciones criminales como los hurtos callejeros, en donde 
pueden ser identificados objetos como evidencia en una escena de vídeo. 
Esta tesis muestra el desarrollo de dicha aplicación, que demuestra ser 
efectiva, identificando la manera de reducir el coste computacional del 
análisis de video cuadro a cuadro obteniendo rendimientos congruentes 
con las tasas de cuadros por segundo generados por cámaras de sistema 
de vídeo vigilancia ciudadana. También es objeto de estudio una posible 
implementación en el sistema de seguridad ciudadana de la Policía 








Esta tesi doctoral proposa el desenrotllament d'una arquitectura per a 
sistema de detecció d'activitats criminals en vídeo aplicat a sistemes de 
comandament i control per a seguretat ciutadana. Este sistema està basat 
en la tècnica de Deep Learning Faster R-CNN i té el nou enfocament de 
tractar les accions criminals com les afanades guies de carrers com a 
objectes que poden ser identificats en una escena de vídeo. Esta tesi 
mostra el desenrotllament de la dita aplicació, que demostra ser efectiva, 
identificant la manera de reduir el cost computacional de l'anàlisi de vídeo 
quadro a quadro obtenint rendiments congruents amb les taxes de cuados 
per segon generats per cambres de sistema de vídeo vigilància ciutadana. 
També s'estudia una possible implementació en el sistema de seguretat 






This doctoral thesis proposes the development of a system to detect 
criminal activities in video applied to command and control systems for 
citizen security. This system is based on the Deep Learning technique 
called Faster R-CNN and has the novel approach of treating criminal 
actions like street thefts as objects that can be identified in a video scene. 
This thesis shows the development of this application and the way to 
reduce the computational cost of the video analysis frame by frame, 
obtaining performances congruent with the frame rate generated by citizen 
video surveillance system cameras. There is also a possible 
implementation in the citizen security system of the National Police of 
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1. MOTIVACIÓN Y OBJETIVOS  
1.1 Introducción 
La seguridad ciudadana es un tema relevante para gobiernos en todo el 
mundo, pues la criminalidad en las ciudades es una cuestión que afecta 
directamente la calidad de vida de sus habitantes. Por esto las agencias 
de seguridad cuentan con diversos sistemas tecnológicos que los apoyan 
en sus tareas. 
La información proveniente de los diversos sistemas tecnológicos de 
apoyo a la seguridad ciudadana es manejada por los sistemas de mando 
y control; C2IS [1] por sus siglas en inglés, el cual entrega la información 
en tiempo real y está enfocado en mejorar la conciencia situacional 
(Situational Awareness) para realizar una mejor toma de decisiones 
estratégicas en situaciones críticas que se pueden presentar en las 
ciudades como hurtos, escenarios de violencia, alteraciones de orden 
público y demás situaciones similares. 
Uno de los sistemas tecnológicos más importantes que apoyan a las 
agencias de seguridad es el sistema de Video Vigilancia, el cual entrega 
video se monitoreo y seguridad ciudadana en tiempo real, sin embargo, en 




que los operadores de sistema pueden manejar, haciendo que  algunas 
veces algunos eventos captados por las cámaras de vigilancia no sean 
detectados por los operadores, impidiendo la toma de decisiones 
estratégicas en tiempo real, como la movilidad de unidades o prestar 
ayuda al ciudadano. 
Teniendo en cuenta dicha problemática, en esta tesis doctoral se ha 
desarrollado una arquitectura de un sistema detección de eventos 
criminales para video en tiempo real el cual podría ser aplicado en 
sistemas de mando y control aplicados a seguridad ciudadana. Esta 
arquitectura se desarrolló usando técnicas de Deep Learning y fue 
desarrollado con el apoyo de la Policía Nacional de Colombia. 
1.1 Motivación 
La arquitectura desarrollada en esta tesis se enfocó en la investigación 
aplicada, dirigida a solucionar casos de sistemas de mando y control 
aplicados a la seguridad ciudadana, cómo el presentado por la Policía 
Nacional de Colombia, la cual necesita un sistema de detección 
automática en video de eventos criminales. Teniendo en cuenta esto la 






• Automatización en la detección de eventos criminales. 
Según la Policía Nacional de Colombia, en las ciudades colombinas 
hay desplegadas miles de cámaras de seguridad, sin embargo, en 
los centros de mando y control no hay una cantidad suficiente de 
Policías para hacer el monitoreo de todas las cámaras a la vez, lo 
que lleva a que algunas actividades criminales no sean detectadas, 
aunque si son capturadas por las cámaras de seguridad. Por tanto, 
es una necesidad de la República de Colombia contar con un 
sistema de detección que, en parte automatice la detección de 
eventos criminales y que sea aplicable al sistema de video vigilancia 
de la Policía Nacional. 
 
• Seguridad Ciudadana 
Los comandantes de las agencias de seguridad reaccionan según 
la información que tengan disponible, por tanto, si hay eventos los 
cuales no son detectados, las agencias de seguridad no podrán 
reaccionar a ellos, por ende, mejorar la conciencia situacional en los 







• Especificación de arquitectura aplicable en la Policía Nacional 
de Colombia 
La República de Colombia cuenta con una Policía Nacional bien 
preparada para responder a las necesidades de la población, sin 
embargo, es de gran importancia que el sistema sea aplicable en un 
caso de uso como el de la Policía Nacional de Colombia para 
optimizar tiempo y recursos. 
1.2 Objetivos de la tesis 
En relación con la investigación realizada en esta tesis, se definieron los 
siguientes objetivos: 
• Desarrollar una arquitectura de detección de actividades criminales 
basada en análisis de vídeo en tiempo real para en un futuro ser 
implementada en un sistema de mando y control para seguridad 
ciudadana. 
• Identificar técnicas de Deep Learning adecuadas para la detección 
de eventos criminales en videos de seguridad ciudadana. 
• Diseñar un sistema de detección de eventos criminales basado en 




• Diseñar una arquitectura que permita implementar el prototipo de 
detección de actividades criminales en video para la Policía 
Nacional de Colombia. 
• Analizar una posible implementación del sistema en la Policía 
Nacional de Colombia. 
1.3 Principales aportes de la tesis 
1.3.1 Artículos científicos 
Reduced computational cost prototype for street theft detection 
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Application to Command and Control Information Systems 
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País: Reino Unido 
Editorial: Atlatis Press,  
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Editorial: MDPI, DOI: https://doi.org/10.3390/info10120365  
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Analytics) 
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1.3.3 Organización de la memoria 
La memoria de la tesis está estructurada de la siguiente manera 
Primer capítulo: 
En el primer capítulo se realiza la introducción a la problemática que esta 
tesis pretende resolver, se muestran las motivaciones para realizar la tesis 
doctoral, así como los objetivos que se propone cumplir. 
Segundo capítulo: 
En este capítulo se realiza un estudio minucioso del estado del arte 
pertinente para el desarrollo de la tesis y se determinan cuáles son las 
técnicas más pertinentes para resolver los problemas planteados por esta 
tesis. 
Tercer capítulo: 
Se realiza una descripción del escenario de uso en donde tendrá una 
futura implementación, haciendo una descripción de la seguridad 
ciudadana en Colombia, se explica su complejidad y se describen los 
actores involucrados en el panorama de seguridad de Colombia. 
Se explica el modelo de desarrollo tecnológico de la Policía Nacional de 
Colombia como responsable de la seguridad ciudadana en el territorio 
colombiano y se describe la implementación de los centros de mando y 
Control de la Policía Nacional de Colombia, llamados centros de comando 





En esta parte del documento se plantea la arquitectura genérica del 
sistema de detección de actividades criminales en video aplicado en 
sistemas de mando y control para seguridad ciudadana, se realiza el 
entrenamiento del sistema y se muestran sus resultados. 
Quinto capítulo: 
En el quinto capítulo se realiza un análisis de rendimiento del sistema 
planteado, desde el punto de vista del coste computacional, consumo 
energético y consumo de potencia eléctrica. 
Sexto capítulo: 
En este capítulo se mostrará el caso de estudio de una posible aplicación 
del sistema de detección de actividades criminales en video en la Policía 
Nacional de Colombia. 
Séptimo capítulo: 
En el sexto capítulo se realiza el análisis de integración del sistema 
planteado en esta tesis con los sistemas tácticos y tecnológicos de la 
Policía Nacional de Colombia. 
Octavo capítulo 
Presentan las conclusiones de la tesis y las futuras líneas de investigación, 








2. ESTADO DEL ARTE TÉCNICO 
2.1 Introducción 
La seguridad ciudadana es definida por Naciones Unidas como «el 
proceso de establecer, fortalecer y proteger el orden civil democrático, 
eliminando las amenazas de violencia en la población y permitiendo una 
coexistencia segura y pacífica [2]. Naciones unidas también considera la 
seguridad ciudadana como un bien público por lo que es responsabilidad 
de los estados garantizarla en sus respectivos territorios. 
Para garantizar la seguridad ciudadana, los estados han desarrollado 
políticas públicas de seguridad ciudadana, por ejemplo, en la República de 
Colombia el Ministerio de Defensa Nacional es el encargado de llevar a 
cabo la «Política de Seguridad y Convivencia (PSC)» la que ha sido 
desarrollada acorde con las necesidades de seguridad ciudadana de esta 
nación [3]. Con respecto al gobierno de España, en diciembre de 2017 se 
publicó la Estrategia de Seguridad Nacional, la cual entre varios objetivos 
propone «promover una cultura de seguridad Nacional» y «Defender la 
legalidad y preservar de la seguridad ciudadana» [4]. Estos dos ejemplos 
entre muchos otros muestran preocupación de los estados por garantizar 




Para dar cumplimiento a estas políticas los estados del mundo cuentan 
con diversas agencias de seguridad, y gran parte de la responsabilidad de 
garantizar la seguridad ciudadana recae en instituciones como la Policía 
Nacional y/o Policía Local, las cuales velan por el cumplimiento de las 
leyes y luchan contra elementos que afectan la seguridad ciudadana como 
la delincuencia común, las bandas criminales, narcotráfico, violencia 
doméstica, terrorismo extremista y demás amenazas. 
Por los tamaños de las ciudades y las altas poblaciones de los países, las 
agencias de policía cuentan con diversas herramientas tecnológicas que 
facilitan el cumplimiento del deber, para preservar la seguridad ciudadana. 
Buscando realizar una tesis doctoral que tenga impacto el país de origen 
del autor, esta tesis desarrolla una arquitectura de sistema de detección 
de actividades criminales en video aplicado en Sistemas de Mando y 
Control para seguridad ciudadana, el cual podrá ser implementado en un 
futuro en la Policía Nacional de Colombia. 
En este capítulo se revisará el estado del arte de las tecnologías 
necesarias para el desarrollo de sistema de detección de actividades 
criminales en video aplicado en sistemas de mando y control para 





2.2 Sistemas de Información de mando y control en seguridad 
ciudadana 
Las agencias estatales que deben preservar la seguridad ciudadana tienen 
que tomar decisiones estratégicas en tiempo real, sobre todo cuando las 
acciones de prevención y disuasión del delito no tiene los resultados 
esperados. Si se presentan situaciones inesperadas que amenacen la 
seguridad ciudadana los comandantes de las agencias de seguridad 
estatal deben tener información en tiempo real que les permita tomar las 
decisiones estratégicas adecuadas. 
La herramienta tecnología que centraliza toda la información estratégica 
obtenida en tiempo real del territorio, es el sistema de información de 
mando y control C2IS [1] por su sigla en inglés, el cual mejora la conciencia 
situacional (Situational Awareness) [1] de los comandantes, permitiendo 
una toma efectiva de decisiones estratégicas en situaciones que 
comprometan negativamente la seguridad ciudadana  como violencia, 




Un sistema de información de mando y control muestra información 
estratégica la cual generalmente es desplegada en un lugar físico 
conocido como centro de mando y control [1], por ejemplo, la Policía 
Nacional de Colombia cuenta con Centros de Comando y Control 
Seguridad Ciudadana [5], los cuales centralizan información proveniente 
de múltiples fuentes como, llamadas de los ciudadanos a las líneas de 
emergencia, reportes de los agentes en el territorio, reportes de las redes 
de informantes, video en tiempo real proveniente del sistema de video 
vigilancia ciudadana entre otros. 
Figura 1: Centro de Comando y Control Seguridad Ciudadana Policía 
Nacional de Colombia [5]. 
 
En estos centros de mando y control, los comandantes de las agencias de 




conscientes de la situación presente en el territorio en tiempo real, y según 
este grado de conciencia situacional deberán tomar decisiones tácticas 
para cumplir su cometido. Si los comandantes no cuentan con la 
información suficiente, está errada o no está disponible en tiempo real,  
puede llevar a la toma incorrecta de decisiones o a la omisión de acciones 
críticas que en algunos casos pueden llevar a la pérdida de vidas 
humanas. 
Como se ha mostrado la información disponible en C2IS es de gran 
relevancia para preservar la seguridad ciudadana a continuación, se 
enumeran las fuentes principales de información en un C2IS enfocado a 
seguridad ciudadana: 
• Llamadas de emergencia 
Esta información es recopilada telefónicamente por las líneas de 
emergencia (112, 123, 092, 911) en donde los ciudadanos reportan 
emergencias de todo tipo, esta información es almacenada en el 
sistema de información, la cual debe ser georreferenciada, 
clasificada y priorizada, según el tipo de caso, pues se da prioridad 
a emergencias que puedan implicar la pérdida de vidas. 
• Reportes de agentes en campo 
Las agencias estales como la policía, cuenta con miles de agentes 




tiempo real con los centros de mando y control y al identificar 
cualquier situación anómala, esta es reportada y dicho informe se 
convierte en un caso de investigación, este es almacenado en el 
sistema de información la cual es georreferenciada, clasificada y 
priorizada. 
• Sistema de video vigilancia 
En la mayoría de grandes ciudades existe un gran despliegue de 
cámaras de seguridad las cuales son monitoreadas desde los 
centros de mando y control, cuando algún agente encargado del 
monitoreo detecta una perturbación a la seguridad ciudadana, 
procede a reportar el caso de inmediato en el sistema de 
información. 
• Redes de Informantes 
Es común que las agencias de policía cuenten con redes de 
colaboradores ciudadanos como taxistas, comerciantes o juntas 
vecinales. Cuando estas redes de apoyo detectan anomalías son 
reportadas al centro de mando y control, en donde esta información 
es georreferenciada, clasificada y priorizada en el sistema de 
información. 
• Sistemas de apoyo 
En ocasiones las agencias de seguridad cuentan con sistemas de 




pánico instalados en establecimiento comerciales o sitios 
estratégicos, sistemas de alarmas vecinales o residenciales 
instalados por privados y distintas aplicaciones móviles, toda esta 
información es llevada al sistema de información después de ser 
georreferenciada, clasificada y priorizada. 
 
• Análisis de dados previos 
Las agencias de seguridad realizan diversos análisis de datos, por 
ejemplo, datos criminalísticos, como resultado de estos análisis, es 
posible identificar zonas del territorio más propensas a alteraciones 
en fechas específicas, relacionadas con consumo de alcohol, días 
feriados etc. 
 
• Interconexión con otras agencias 
Los sistemas de mando y control dedicados a la seguridad 
ciudadana pueden recibir información de otras agencias estatales, 
por ejemplo, es posible recibir información de agencias militares, de 




2.3 Sistemas de video vigilancia para seguridad ciudadana 
Como se enunció anteriormente la disponibilidad de información en tiempo 
real para los comandantes es de suma importancia para la efectividad de 
las acciones que se toman para preservar la seguridad ciudadana y una 
de las fuentes principales de información, es el sistema de video vigilancia 
desplegado en el territorio. 
Sin embargo, en agencias de seguridad como la Policía Nacional de 
Colombia el monitoreo de miles de cámaras es realizado por agentes 
humanos sin ayudas tecnológicas para la detección de eventos, lo que 
dificulta el análisis de información proveniente de este sistema, ya que en 
relación existen muchas más cámaras que agentes disponibles para el 
monitoreo, lo que en ocasiones genera que existan eventos que no son 
detectados y por ende, no son reportados al sistema de información lo que 
reduce la efectividad de la Policía Nacional, en su labor de preservar la 
seguridad ciudadana. 
Los sistemas de sistemas de video vigilancia están compuestos por los 
siguientes componentes: 
• Cámaras 
Son las encargadas de capturar las escenas de video y están 




extremas, se dividen en dos grandes tipos cámaras de escena fija y 
cámaras de escena móvil. 
• Red de transporte de video 
Dada la gran dispersión geográfica de las cámaras y que todo este 
video debe ser llevado al centro de mando y control, debe existir una 
red que transporte el video desde las cámaras hasta el centro de 
mando y control, en el caso de Colombia esta red es una red IPv4, 
la cual no pertenece directamente a las Policía Nacional, sino que 
es propiedad de un operador de Telecomunicaciones con la 
cobertura adecuada. 
• Sistema de monitoreo 
Este sistema de monitoreo está compuesto por monitores en los 
cuales se despliega el video de las cámaras de vigilancia, este 
sistema es manejado por oficiales de policía, los cuales tienen la 
capacidad de controlar algunos aspectos de las cámaras como su 
orientación (solo en el caso del cámara con escena móvil) y el zoom 
de la imagen enfocada. 
• Sistema de grabación y almacenamiento de video 
Almacenar el video obtenido del sistema de video vigilancia es de 
gran importancia para agencias estatales como la Policía Nacional, 




criminales, terroristas, además de ser utilizado como material 
probatorio en procesos judiciales.  
Dadas el gran espacio de almacenamiento requerido para 
almacenar esta gran cantidad de video cada agencia de seguridad 
determina con que características de calidad y por cuanto tiempo es 
almacenado este video, dependiendo de los requerimientos legales 
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2.4 Visión artificial 
Dada la problemática que esta tesis doctoral plantea resolver, la técnica 
adecuada para logar los objetivos se enmarca en la visión artificial, campo 
de estudio que pretende que los sistemas sean capaces de darle sentido 
a las imágenes y que no se reduzcan a matrices de bits [6]. 
Este campo ha tenido grandes avances durante los últimos años con la 
inclusión de técnicas innovadoras, que aprovechan en reciente desarrollo 
del hardware incluido en las tarjetas gráficas para procesamiento paralelo 
[7] [8]. 
Estos avances están liderados por las técnicas basadas en Deep Learning 
[7], las cuales han tenido grandes logros. Uno de los éxitos más notables 
es el logrado en Large Scale Visual Recognition Challenge (ILSVRC), en 
el cual usando Deep Learnig se ha logrado reducir el margen de error de 
clasificación de imágenes a valores cercanos al 3.0% lo cual es 
comparable con el error humano; valor 8.5 veces más bajo al obtenido con 
otras metodologías, que es cercano al 26% [9], teniendo en cuenta estos 
resultados y la gran investigación en el campo esta tesis doctoral se 




2.5 Deep Learning 
Para definir el aprendizaje profundo (Deep Learning), primero se debe 
definir el concepto de aprendizaje automático pues, el Deep Learning 
puede ser definido con un subconjunto de técnicas contenidas dentro del 
aprendizaje automático (Machine Learning) [7]. 
Por esto, se empezará definiendo el Machine Learning como la rama de la 
inteligencia artificial, que tiene por objeto hacer que los computadores 
sean capaces de generalizar comportamientos que matemáticamente no 
se pueden realizar por otros medios, es decir, que a partir de datos iniciales 
se puedan reconocer patrones, para luego ser reconocidos en datos no 
estudiados previamente [10]. 
Con esta tecnología es posible realizar múltiples aplicaciones imposibles 
de realizar con otras técnicas como predictores [11] [12], clasificadores 
[13] [14], sistemas de ayuda para pilotos [15], y muchas otras, siendo el 
soporte para el procesamiento masivo de datos Big Data [16] [17]. 
Ciertos algoritmos de Learning Machine tienen un alto grado de 
complejidad, los cuales intentan modelar problemas de alta complejidad, 
como por ejemplo la visión por computador, en donde cada imagen a color 
es una matriz tridimensional y una señal video en promedio, genera 30 
imágenes por segundo, lo que implica grandes cantidades de información 




Por la complejidad de estos algoritmos, son llamados de aprendizaje 
profundo o Deep Learning [7], y el ejemplo más representativo son las 
redes neuronales convolucionales [8], las cuales fueron mencionadas por 
primera vez en Japón por Kunihiko Fukushima en la década de 1980 [18] 
[19]. 
2.6 Redes Neuronales Convolucionales 
Como se mencionó antes, las redes neuronales convolucionales son 
técnicas de aprendizaje automático de alta complejidad por lo que son 
clasificadas como técnicas de aprendizaje profundo o Deep Learning [7]. 
Las redes neuronales convolucionales o CNN (convolutional neural 
network) por su sigla en inglés, fueron diseñadas desde sus inicios para 
ser aplicadas en visión por computador [18] [19] y actualmente gracias a 
su implementación en hardware del alto poder para procesamiento en 
paralelo como las GPU (graphics processing unit), se han logrado 
implementar modelos complejos con resultados excelentes en visón 
artificial [7] [8] [9]. 
Como su nombre lo indica las CNN, se basan en redes neuronales 
artificiales y son clasificadas como profundas dado que las redes 




capas, mientras que las redes neuronales convolucionales pueden tener 











Figura 3: Red de neuronas artificiales. 
Estas redes profundas combinan múltiples capas de procesamiento no 
lineal, usando elementos de operación en paralelo inspirados en el sistema 
nervioso biológico, conocido como «neuronas», estas neuronas se 
interconectan entre sí formando redes, las cuales a partir de un proceso 
repetitivo de prueba y error llamado entrenamiento, pueden aprender las 
características de un determinado conjunto de datos (Dataset) conocido, 
una vez aprendidas estas características, dichas redes de neuronas 
pueden identificar características similares a las aprendidas en el proceso 
de entrenamiento en casos que nunca han sido analizados por dicha red 




Las redes neuronales convolucionales están formadas por tres partes 
fundamentales, la capa de entrada, la sección de detección de 















Figura 4: Red Neuronal Convolucional 
• Capa de entrada 
En este capa se ingresan los datos (imágenes) a ser procesados por 
la red neuronal convolucional, acá se define ítems como el tamaño 
y profundidad de color de las imágenes [7] [8]. 
• Detección de características. 
El objetivo de esta sección es identificar características de los datos 
que están siendo procesados, por ejemplo, si la red está 




características principales de los seres humanos; como tener un 
torso, cuatro extremidades y cabeza. 
La detección de características cuenta con tres operaciones 
fundamentales las cuales son:  
Convolución: realiza un filtrado convolucional a las imágenes 
para la identificación de características de estas. 
Pooling: simplifica la salida realizando operaciones no 
lineales de downsampling, reduciendo la cantidad de 
parámetros que la red tiene que aprender. 
Rectified Linear Unit (ReLU): permite un entrenamiento más 
rápido y efectivo al mapear valores negativos a cero y 
mantener valores positivos. 
Según la topología de red, se varía cantidad, posición y 
características de estas tres operaciones fundamentales, las cuales 
tienen efectos directos sobre la detección de características [7] [8]. 
• Clasificación 
En la fase final la red neuronal convolucional procede a realizar la 
clasificación de objetos según las características aprendidas 
anteriormente y para eso cuenta con una capa Fully Connected, la 
cual tiene como salida un vector de dimisión k, en donde k es el 




contiene las probabilidades de cada clase para cada objeto 
clasificado. 
La capa final de una arquitectura CNN usa una función softmax 
(normalized exponential function), para entregar la salida de la 
clasificación [7] [8]. 
2.7 Arquitecturas de redes neuronales convolucionales 
Como se ha mencionado anteriormente las CNN han logrado grandes 
avances en el campo de la visión artificial, especialmente en la 
clasificación de imágenes logrado en el Large Scale Visual Recognition 
Challenge (ILSVRC), reducir el margen de error de clasificación de a 
valores cercanos al 3.0 % lo cual es comparable con el error humano [9]. 
Para lograr estos resultados desde 2012 se han desarrollado gran 
variedad de topologías de redes neuronales convolucionales que son 
variaciones de la arquitectura básica descrita anteriormente, las cuales se 
entrenan usando un conjunto de datos de un millón doscientos mil 
imágenes divididas en mil clases diferentes. 
El proceso de entrenamiento de estos modelos demanda un gran poder 
computacional de procesamiento en paralelo y toma un tiempo 




Durante los últimos años se han desarrollado arquitecturas de redes 
neuronales convolucionales, las cuales son cada vez más profundas 
llegando a los cientos de capas.  
Entre estos modelos pre-entrenados se destacan AlexNet, el cual fue 
desarrollado en 2012 por Alex Krizhevsky [20], este modelo marcó un hito 
en la investigación del Deep Leranig, pues en el ILSVRC de 2012 mostró 
una gran mejoría en comparación con otras técnicas de aprendizaje 
automático. AlexNet es relativamente sencillo y solo está formado por 5 
capas de convolución, tres capas MaxPool, dos fases de normalización, 3 
capas fully connected y una capa Softmax, la tasa de error obtenida en 






























Figura 5: Modelo AlexNet. 
AlexNet, ha sido muy popular siendo usando en varios estudios científicos 
[21] [22] [23], presentando mejoras como ZFNet la cual mejora los 





En 2014 Karen Simonyan y Andrew Zisserman de la Universidad de Oxford 
presentaron los modelos denominados “muy profundos” VGG-16 y VGG-
19 [25], los cuales son más complejos como se ve en la figura 6, sin 
embargo en el ILSVRC logran reducir el margen de error al 7.3% [9], este 
mismo año Google presentó el modelo GoogleNet [26], la cual tiene una 
complejidad un poco mayor los modelos VGG pero obtiene una tasa de 
error de 6.67% [9]; sin embargo esta mejora en el margen de error tiene 
un mayor costo computacional debido a la gran complejidad de la red como 

































Figura 6: Modelo VGG-16. 
Los últimos modelos desarrollados han llevado la complejidad de las redes 
mucho más allá, pues por ejemplo el modelo ResNet [27] presentado por 
Kaiming He, Xiangyu Zhang, Shaoqing Ren y Jian Sun tiene 152 capas y 
en el ILSVRC logra un margen de error del 3.57% [9], lo que es comparable 








































2.8 R-CNN (Region-Based Convolutional Neural Networks) 
Como se ha venido mencionando, con respecto a la visión artificial as 
técnicas de aprendizaje automático cuentan con varias aplicaciones por 
ejemplo clasificadores de imágenes [28] [25] [29] el reconocimiento de 
emociones [30], entre otras, lo que hace que el desarrollo de Deep 
Learning no se haya detenido, pues en los últimos dos años han existido 
desarrollos de gran relevancia que constituyen el estado del arte en esta 
temática. 
Parte importante del estado del arte en este tema, es la técnica de Deep 
Learning conocida como R-CNN (Region-Based Convolutional Neural 
Networks) publicada en el IEEE Transactions on Pattern Analysis and 
Machine Intelligence en 2016 por Ross Girshick [31], la cual propone 
analizar imágenes por regiones y no imágenes completas como las CNN 
descritas anteriormente, gracias a este estudio por regiones es posible 
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Para logar esto R-CNN (Region-Based Convolutional Neural Networks) 
define regiones de interés o Region Proposals las cuales son analizadas 
por una Red Neuronal Convolucional que actúa como clasificador de 
imágenes, estas CNN usan modelos como los descritos en el numeral 2.7, 
los cuales han sido reentrenados para cada caso específico. Gracias a 
este método se han podido solucionar problemas de visión artificial que 
con otros métodos eran casi imposibles de abordar [6] [31], sin embargo 
el tiempo de procesamiento de cada imagen está por el orden de las 
decenas de segundos lo que impide su aplicación en video de tiempo real. 
 





2.9 Fast R-CNN (Fast Region-Based Convolutional Neural Networks) 
Para solucionar el problema del alto tiempo de procesamiento Ross 
Girshick propuso una mejora sobre R-CNN que fue llamado Fast R-CNN 
[32], el cual reduce el tiempo de procesamiento de cada imagen en 
alrededor de 20 veces con respecto al R-CNN, con lo que el tiempo de 
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Figura 10: Arquitectura Fast R-CNN 
 
Fast R-CNN ha sido usando en variedad de estudios interesantes en el 
campo de la robótica [33], conducción autónoma [34] [35], localización y 
clasificación de objetos en video [36], detección facial [37] y muchos más 
mostrando su efectividad, la cual se logra agregar a un mapa de 
características extraído por una Red Neuronal Convolucional, lo que 




Con esta técnica sería posible hacer procesamiento de video en tiempo 
real, sin embargo, se debería usar hardware de muy alto rendimiento para 
procesar un solo flujo de video. 
2.10 Faster R-CNN (Faster Region-Based Convolutional Neural 
Networks R-CNN) 
Una última mejora a la técnica fue publicada en 2017 en el IEEE 
Transactions on Pattern Analysis and Machine Intelligence por Shaoqing 
Ren; Kaiming He;  Ross Girshick y Jian Sun, que fue llamada Faster R-
CNN [38], en donde se potenciamn las mejoras obtenidas en Fast R-CNN 
[32] implementado una RPN (region proposal network) y eliminando los 
métodos para calcular las propuestas de regiones de interés. 
Al aplicar estas mejoras al algoritmo el grupo de Shaoqing Ren y Ross 
Girshick, logró que Faster R-CNN obtuviera tiempos de procesamiento de 
imágenes de fracciones de segundo, mejorando 10 veces los tiempos 
obtenidos por Fast R-CNN, convirtiendo a Faster R-CNN en estado del 




















Figura 11: Arquitectura Faster R-CNN 
 
Como se ve en la figura 11, Faster R-CNN es una mejora de Fast R-CNN 
la cual agrega un novedosa RPN [38], dicha red tiene por objeto predecir 
la ubicación de las regiones de interés apodando al mapa de 
características. Aa red neuronal convolucional usada como base para la 
operación de Faster R-CNN en [38] fue VGG-16 [25], con lo que se 
obtuvieron los resultados mostrados anteriormente. 
2.11 Aplicaciones de Deep Learning en seguridad ciudadana 
Como se ha venido mostrando el estado del arte de aplicaciones de visión 
artificial está regido por Deep Learninig, y específicamente por las técnicas 
basadas en R-CNN, Fast R-CNN y Faster R-CNN, a continuación, se 
mostrarán algunas de las aplicaciones desarrolladas por otros autores, 




tecnologías en sistemas de mando y control o sistemas de seguridad 
ciudadana. 
• Detección de peatones 
La detección de peatones en los sistemas de seguridad ciudadana 
puede ser de gran relevancia, por ejemplo, para detectar la 
presencia de peatones en zonas restringidas y es el primer paso 
para aplicaciones más avanzadas como seguimiento de peatones. 
Al revisar el las bases de indexación se encuentran cientos de 
trabajos relacionados con el tema, entre los cuales se destacan: [39] 
publicado en 2018 el cual propone un detector de peatones basado 
en Fast R-CNN en escenas urbanas, también es interesante el 
trabajo presentado en [40], en el cual los investigadores desarrollan 
una técnica basada en CNN con el objeto de detectar trayectorias 
de peatones para ser aplicado en sistemas de detección de riesgos 
viales. En este mismo tema resalta el trabajo presentado en [41], en 
el cual se trabaja un problema típico en la detección de peatones, 
que es la confusión entre peatón y ciclista. Este trabajo propone un 
modelo basado en Fast R-CNN el cual puede identificar tanto a 
ciclistas, motociclistas y peatones, lo que podría ser muy interesante 
en situaciones de seguridad en donde se cometan crímenes en 
motocicleta o bicicleta [42]. Finalmente es de destacar el trabajo 




muestra un sistema basado en Faster R-CNN para la detección de 
peatones a larga distancia desde imágenes capturadas desde una 
aeronave no tripulada. 
 
• Detección de individuos 
En los sistemas de video vigilancia existe la necesidad de identificar 
individuos sospechosos, sin embargo por las condiciones del 
sistema es imposible usar sistemas biométricos de reconocimiento 
facial, pues los individuos sospechosos evitan las cámaras de 
seguridad y además cubren sus rostros con sombreros y capotas, 
por tanto hay trabajos que usan CNN enfocados en la identificación 
de individuos según su caminar [44] [45] [46]. También existen 
trabajos interesantes centrados en la detección de peatones 
basados en sus atributos [47] [48], lo que es un buen comienzo para 
sistemas de identificación basado en descripción de sospechosos. 
 
• Detección vehículos e interpretación de matrículas en 
automóviles 
En las alteraciones a la seguridad ciudadana a menudo hay 
vehículos involucrados, su identificación es de gran relevancia para 
las agencias de seguridad pues una vez identificados los vehículos 




correspondientes, si estos vehículos son captados por el sistema de 
video vigilancia Deep Learning puede ser de gran ayuda y  existen 
varios trabajos enfocados en la identificación de vehículos [49] [50] 
[51] y de sus números de matrícula [52] [53] [54] [55]. 
 
• Detección de emociones 
Otra aplicación de Deep Learning que puede ser de utilidad para las 
agencias de seguridad es la detección de emociones expresadas 
facialmente, pues en sitios estratégicos como aeropuertos u oficinas 
estatales se podrían instalar cámaras de seguridad con sistemas de 
Deep Learning entenados para la detección de emociones [56] [57] 
[58] como ansiedad o miedo, los cuales pueden ser precursores de 
alteraciones a la seguridad ciudadana.  
• Detección de escenas violentas 
Sin lugar a duda la violencia genera alteraciones a la seguridad 
ciudadana, por tanto, la detección de actividades violentas como 
peleas callejeas, peleas en escenarios deportivos, etc., son de gran 
interés para las agencias de seguridad. En este sentido es 
importante resaltar trabajos como [59] [60] en donde se detecta la 
violencia en secuencias de video o trabajos en donde se detectan 





Como se mostró en este capítulo Deep Learning agrupa varias técnicas 
que conforman el estado del arte en temáticas de visón artificial. Por esto 
esta tesis doctoral desarrolla la arquitectura de detección de actividades 
criminales en video aplicado en sistemas de mando y control para 










3. ESCENARIO DE UTILIZACIÓN 
Colombia es una nación con aproximadamente 49 millones de habitantes 
de los cuales el 77% vienen en ciudades [63]. En el país se ha venido 
disminuyendo en índice de pobreza de su población pasando del 49.7% 
en 2002 al 27.8% en 2015 [64]. Históricamente, Colombia ha sido 
golpeada por la violencia y otros fenómenos típicos de países en 
desarrollo como la inseguridad en las ciudades, la cual se ha venido 
disminuyendo durante la última década, pero todavía sigue siendo 
considerable. 
Diferentes problemas sociales como el desempleo (11.7% enero 2018) 
[65], la inmigración de países vecinos [66] [67], violencia en área rurales 
[68], ha llevado a las ciudades Colombianas a tener altas tasas de 
criminalidad que aunque se han venido disminuyendo durante los últimos 
años, se siguen manteniendo altas [69] [70], y en 2017 la Policía Nacional 
de Colombia oficialmente registró 90.281 caos de hurto a personas y 
11.983 caos de homicidios en todo el territorio Nacional [71]. 
Para afrontar esa situación, el gobierno de Colombia cuenta con diferentes 
programas sociales y además cuenta con apoyo internacional para 
mejorar el índice de desarrollo humano de la población, y dar una solución 




programas se destacan: Programa de las Naciones Unidas para el 
Desarrollo [72], Delegación de la Unión Europea en Colombia [73], USAID 
Colombia [74], programas de desarrollo del departamento de Planeación 
Nacional [75], entre otros. 
Estos programas nacionales e internacionales han tenido excelentes 
resultados pues en 2018 el índice de desarrollo humano de Colombia es 
de 0.747 clasificando al país en la categoría «alta» de este importante 
indicador de naciones unidas [76].   
A pesar de este positivo panorama, es innegable que en las ciudades 
colombianas existe inseguridad y es responsabilidad del estado 
Colombiano mantener la seguridad ciudadana de la población, por lo que 
el país cuenta con distintas fuerzas de seguridad que están formadas por: 
Ejercito Nacional [77], Armada Nacional [78] y Fuerza Aérea Colombiana 
[79] quienes son responsables de mantener la soberanía y defender las 
fronteras del país, mientras que la Policía Nacional de Colombia [80] tiene 
la responsabilidad de mantener la seguridad ciudadana en las ciudades y 
hacer cumplir las leyes del país.  
Por otro lado, la situación social en Colombia es dinámica pues durante 
los últimos años el país ha acogido a más de un millón de inmigrantes que 
se refugian de la situación económica y social del vecino país Venezuela 
[81], lo que hace que la fuerza pública tenga que aumentar los esfuerzos 




El estado colombiano ha implementado políticas para acoger a los 
refugiados venezolanos, por ejemplo, se han entregado permisos de 
residencia y trabajo a los refugiados quienes hayan entrado al país de 
forma legal [82]. 
Muchos de los migrantes residentes en Colombia han denunciado 
conductas de xenofobia, discriminación y explotación laboral [83] [84], por 
parte de ciudadanos colombianos, pues así como el flujo constante de 
refugiados al país ha logrado despertar compasión y solidaridad en la 
mayoría de colombianos, otros ven en esta población migrante 
oportunidades para obtener mano de obra de bajo costo y otros culpan a 
los migrantes del desempleo y la inseguridad. Estos fenómenos de 
xenofobia, discriminación y explotación laboral son comunes en los 
procesos migratorios resultados de conflictos armados, inestabilidad 
política o crisis económica. 
También se debe tener en cuenta que muchas familias venezolanas 
migrantes tienen antepasados colombianos que salieron del país el siglo 
pasado en búsqueda de mejores oportunidades o huyendo de la violencia 






Como en cualquier proceso migratorio la seguridad ciudadana se ve 
afectada tanto como para la población migrante por fenómenos de 
xenofobia, discriminación y explotación laboral como para la población 
originaria por posibles alteraciones en el orden público y mantener la 
seguridad ciudadana en el territorio es responsabilidad de la Policía 
Nacional, quien se debe valer de todas las herramientas tecnológicas para 
el cumplimiento de sus objetivos misionales. 
Como respuesta a la cambiante situación social de Colombia, con sus 
problemáticas de terrorismo, delincuencia, etc., la Policía Nacional 
implementa diversas soluciones humanas y tecnológicas para poder 
mantener la seguridad ciudadana en Colombia como sistemas de mando 
y control y sistemas de video vigilancia ciudadana; herramientas que 
permiten mejorar los tiempos respuestas en diferentes operaciones 
policiacas en el territorio colombiano. 
3.1 Modelo de desarrollo tecnológico de la Policía Nacional de 
Colombia 
Como se ha dicho con anterioridad, la Policía Nacional de Colombia, tiene 
la responsabilidad de garantizar la seguridad ciudadana en todo el 
territorio colombiano pues en Colombia no existen las figuras de policía 




Para cumplir con sus objetivos institucionales la Policía Nacional de 
Colombia tiene un modelo de desarrollo tecnológico centrado en la 
implementación final de un modelo de cuidad inteligente pasando por el 
modelo de ciudad segura y empezando por la implementación de centros 
de comando y control. 
   
Figura 12: Modelo de desarrollo tecnológico (Policía Nacional de 
Colombia) 
 
Para el desarrollo de este plan, el estado colombiano a través de sus 
diferentes organismos ha venido implementando diferentes centros de 




se inauguró el Centro de Comando, Control, Comunicaciones y Cómputo 
C-4, en el cual convergen la Línea de Seguridad y Emergencias 123, al 
Cuerpo Oficial de Bomberos del Distrito Capital, al Instituto Distrital de 
Gestión y Riesgos IDIGER, y el Centro Automático de Despacho CAD de 
la Policía Nacional el cual recibe alrededor de 41.000 llamadas diarias [85]. 
Por otra parte, en la ciudad de Villavicencio también se puso en operación 
un centro de Comando y control para la seguridad ciudadana, el cual es 
operado por la policía nacional y recibió el apoyo tecnológico del Ministerio 
de Tecnologías de la Información y las Comunicaciones [86]. 
 
Figura 13: Prototipo de Centro de Comando y Control de Seguridad 





Actualmente para complementar los centros de comando y control, la 
policía Nacional de Colombia cuenta con varios Centros Automáticos de 
Despacho (CAD), los cuales están distribuidos por el territorio colombiano 
y están encargados de la gestión y despacho de las unidades policiales 
frente a los casos de policía reportados por diferentes medios siendo el 
más relevante la línea única de atención a emergencias 123. 
El panorama de desarrollo tecnológico con respecto a la seguridad 
ciudadana está centrado en la implementación a corto plazo, de igual 
modo la consolidación de centros de comando y control en las principales 
ciudades de Colombia, a mediano plazo se tiene previsto la 
implementación de esquemas de ciudades seguras y a largo plazo con el 
apoyo del Ministerio de Tecnologías de la Información y las 
Comunicaciones, la implementación de ciudades inteligentes. 
3.2 Centros de comando y control: Policía Nacional de Colombia 
Para garantizar la seguridad ciudadana la Policía Nacional de Colombia 
[80] cuenta con 178.000 oficiales de policía, los cuales están desplegados 
por todo el territorio nacional. La Policía Nacional cuenta con gran variedad 
de herramientas tecnológicas como los sistemas de información de mando 
y control (C2IS) [1], los cuales centralizan toda la información estratégica 




policía, mejorando la toma de decisiones estratégicas como la localización 
de oficiales de Policía en las calles, movilidad de las unidades 
motorizadas, ubicación de unidades antidisturbios etc. 
 
Figura 14: Centro de Comando y Control de Seguridad Ciudadana Ideal 
(Policía Nacional de Colombia) 
 
Los sistemas de información de mando y control centralizan la información 
estratégica de seguridad ciudadana en un lugar físico llamado Centro de 
Comando y Control de Seguridad Ciudadana, en donde bajo una estricta 
línea de mando la información se trasmite de los operadores del C2IS a 
los comandantes de Policía para tomar las más importantes decisiones 





Figura 15: Línea de mando Policía Nacional de Colombia [87] 
 
En la República de Colombia la Policía Nacional ha implementado un 




«Comando y control: Es el ejercicio de la autoridad, conducción y 
seguimiento del servicio de Policía a las tareas y acciones p 
reviamente planeadas para garantizar la efectividad del servicio en 
cada cuadrante, con el debido uso y articulación de los medios y 
herramientas tecnológicas disponibles. [88] 
Con base en este concepto de comando y control; la Policía Nacional 
adoptó la siguiente arquitectura operativa para los sistemas de mando y 
control a ser implementados en la república de Colombia. 
 
Figura 16: Arquitectura funcional del Centro de Comando y Control de 





Dentro de esta arquitectura existen diferentes roles y procesos los cuales 
son: 
• Comandante 
El comandante del centro de comando y control (comandante 
operativo) es el oficial de policía de más alto grado y autoridad, es 
la máxima autoridad y el cual es el responsable de la toma de 
decisiones, plantear estratégicas, planear operaciones e impartir 
ordenes con el objeto de cumplir las funciones misionales de la 
Policía Nacional y de seguridad ciudadana en su área de 
operaciones. 
• Personal 
Este aspecto se refiere al personal policiaco disponible en el centro 
de comando y control el cual cuenta con todo el entrenamiento 
policial y se encuentra bajo estricta línea de mando. 
• Procedimientos 
Para la correcta ejecución de las operaciones policiales, el alto 
mando de la institución ha definido una serie de procedimientos 
diseñados para obtener la máxima efectividad en las operaciones 
policiales, bajo el estricto control y aplicación de las leyes de la 
república de Colombia, estos procedimientos están en constate 




institución y posibles actualizaciones legales como nuevas leyes, 
normas, códigos civiles o de policía. 
• Gestión de la Información 
Otro proceso de suma importancia en el centro de comando y control 
es la gestión de la información, la cual siempre debe fluir y ser 
resguardada para posibles investigaciones posteriores, por ejemplo, 
las ordenes provenientes del alto mando tienen diversos niveles de 
confidencialidad y son entregadas por escrito o por medios digitales 
a los comandantes, estas órdenes son gestionadas mediante el 
sistema de gestión documental de la Policía Nacional. 
3.2.1 Planeación y ejecución de operaciones de Policía 
La planeación y ejecución de operaciones de Policía en los centros 
de comando y control de la Policía Nacional de Colombia está 
basada en un proceso estructurado en tres fases bajo estricta línea 
de mando de la siguiente manera: 
 
o Planeación: en esta fase se definen los objetivos estratégicos 
que se desean alcanzar con las operaciones, por ejemplo, si 
se planean operaciones contra bandas criminales se definen 
los objetivos de captura, planes de acción, armamento, 




ocasiones se pueden planear operaciones conjuntas con 
otras fuerzas como el ejército nacional etc. 
La planeación es responsabilidad del comandante, quien 
siempre sigue la línea de mando y reporta ante sus 
superiores. 
En caso de situaciones de crisis, las operaciones de un centro 
de comando y control de una ciudad pueden ser dirigidas y/o 
monitoreadas directamente por el alto mando de la Policía 
Nacional desde la sala de crisis ubicada en la Dirección 
General de la Policía Nacional en la ciudad de Bogotá. 
Si embargo para la gran mayoría de operaciones u 
operaciones rutinarias son planeadas por el comandante del 





Figura 17: Georreferenciación de áreas de influencias de bandas 
criminales Localidad de Kennedy Bogotá D.C.  [87] 
 
o Preparación: una vez planeadas las operaciones policiales 
se deben hacer despliegues logísticos en las zonas 
geográficas a ser intervenidas. Por ejemplo, si se planean 
ejecutar órdenes de captura a determinada banda criminal, 
horas antes de la operación los agentes deben preparar las 
órdenes judiciales de captura. Aparte del respectivo soporte 
legal para la operación, los policías deben preparar el 
armamento, las protecciones corporales, dispositivos de 




finalmente deben desplazarse y tomar las posiciones 
estratégicas previamente planeadas para evitar fugas y 
posibles enfrentamientos, siempre velando por la seguridad 
de la población. 
 
Figura 18: Georreferenciación de actividades criminales Localidad de 
Kennedy Bogotá D.C.  [87] 
 
o Ejecución: Una correcta y eficiente ejecución de operaciones 
de policía es uno de los objetivos fundamentales del centro de 




preparación de las operaciones solo tienen por objeto cumplir 
los objetivos de las operaciones en la fase de ejecución de las 
operaciones de Policial. 
Durante la fase de ejecución de operaciones es común que 
los policías en capo arriesguen sus vidas, pues, por ejemplo, 
si las operaciones tienen como objeto desarticular bandas 
criminales, es posible que existan enfrentamientos con armas 
de fuego, con consecuencias letales. 
Por eso, en la ejecución de las operaciones policiales los 
sistemas de comunicación en tiempo real crítico entre el 
centro de comando y control con los policías en campo es 
crucial para asegurar el éxito de la operación. 
Para esto la Policía Nacional de Colombia cuenta con 
diversos sistemas de comunicaciones y algunos de ellos 
utilizan asignaciones de espectro electromagnético 
exclusivas. 
Para el comandante del centro de comando y control es 
fundamental contar con una conciencia situacional (situational 
awareness) excepcional para poder tomar las decisiones e 
impartir las ordenes adecuadas para cumplir los objetivos 
operacionales siempre salvaguardando la vida de la población 




Para esto el sistema de comando y control está alimentado 
con diversas fuentes de información en tiempo real, como el 
sistema de video vigilancia, y georreferenciación en tiempo 
real de las unidades policiacas en el terreno. 
 
Figura 19: Informe Georreferenciado de actividades criminales Localidad 
de Kennedy Bogotá D.C.  [87] 
3.3 Comando y control en el MNVCC 
El comando y control de las operaciones policiales en Colombia es 




(MNVCC), el cual es él modelo adoptado por la Policía Nacional de 
Colombia para asegurar la seguridad ciudadana en el territorio nacional y 
él es definido por la Policía como un modelo en el cual «El personal 
uniformado de los cuadrantes, busca identificar las problemáticas y 
manifestaciones de violencia y criminalidad que atentan contra la 
convivencia y seguridad ciudadana en lo local y a partir de allí generar 






Figura 20: Mapa del Modelo Nacional de Vigilancia Comunitaria por 
Cuadrantes (MNVCC), [89]. 
 
Dentro del MNVCC, se definen zonas geográficas llamadas cuadrantes las 




fijo que a partir de sus características delictivas, contravencionales, 
sociales, demográficas, geográficas y económicas recibe distintos tipos de 
atención de servicio policía» [89], es decir que el territorio de la república 
de Colombia es de vivido por la policía en zonas geográficas llamas 
cuadrantes dentro de las cuales se ejercerá el control policial para 
garantizar la convivencia y la seguridad ciudadana. 
 
 







Figura 22: Ejemplo real de cuadrantes rurales, fluvial y viales [87] 
El Modelo Nacional de Vigilancia Comunitaria por Cuadrantes (MNVCC), 
está formando por tres dimensiones fundamentales las cuales estratégica, 
práctica y operacional. Estas dimensiones están enfocadas en cumplir los 
objetivos misionales de la Policía Nacional centrados en preservar la 





Figura 23: Dimensiones del MNVCC [87] 
En este marco los centros de comando y control se convierten en la 
herramienta para planear, preparar y ejecutar las operaciones policiales 
que permitan cumplir los objetivos estratégicos del MNVCC y su vez la 
Policía Nacional de Colombia. 
 




3.4 Sistemas de Video Vigilancia distribuidos en Colombia 
Para los comandantes operativos en los centros de comando y control de 
la Policía Nacional de Colombia es fundamental contar con una excelente 
conciencia situacional (Situational Awareness) [1], para poder planear, 
preparar y ejecutar operaciones policiales acorde al Modelo Nacional de 
Vigilancia Comunitaria por Cuadrantes que permita cumplir con los 
objetivos estratégicos, tácticos y operacionales de la Policía Nacional de 
Colombia. 
 
Una de las fuentes de información en tiempo real más importantes en los 
centros de comando y control de la Policía son los sistemas de video 
vigilancia, pues entregan una visión realista de la situación de seguridad 
ciudadana. 
 
En Colombia estos sistemas están desplegados en las ciudades y 
principales carreteras del país, y solo en la ciudad de Bogotá D.C. se 
cuentan con más 3.300 cámaras instaladas a finales de 2018 [90], lo que 
mejora en gran medida la conciencia situacional en los centros de 
comando y control. 
 
Si embargo estos sistemas tecnológicos tienen un punto débil, pues en 
ocasiones los operadores del centro de comando y control, encargados 
del sistema de video vigilancia no tienen la capacidad de revisar todas las 
cámaras simultáneamente dado que en una ciudad como Bogotá D.C. con 
más de 8 millones de habitantes [91] con más de 3.300 cámaras operativas 




en ocasiones se registren actividades criminales que no son reportadas en 
tiempo real al C2IS, dado que este proceso se hace manualmente. 
 
Esta situación motiva el desarrollo de la arquitectura de detección de 
actividades criminales en video aplicado en Sistemas de Mando y Control 








4 ARQUITECTURA DE DETECCIÓN DE 
ACTIVIDADES CRIMINALES  
La arquitectura propuesta para la detección de actividades criminales 
deberá tener la capacidad de desplegarse en un sistema de Video 
Vigilancia de seguridad ciudadana, para esto deberá tener con ciertas 
características de sencillez y coste computacional, para la cual se propone 
un sistema genérico de detección y clasificación de actividades criminales 
descrito a continuación. 
4.1 Arquitectura genérica de detección y clasificación 
La arquitectura genérica de detección y clasificación de actividades 















Hardware: PC / Sistema embebido
Software
Dispositivos 
de salida  





Esta arquitectura genérica, está compuesta por los siguientes 
componentes: 
• Sistema Genérico de Detección y Clasificación: Sistema de 
detección a actividades criminales basado en Deep Learning el cual 
usará procesamiento en paralelo para realizar procesamiento de 
video en tiempo real. 
• Plataforma de Hardware:  es necesaria para la ejecución del 
Sistema Genérico de Detección y Clasificación, esta plataforma 
cuenta con interfaces de entrada y salida de video, capacidad de 
procesamiento por CPU y GPU. Esta plataforma de hardware no 
tiene limitaciones en cuanto al tipo de infraestructura, es decir los 
recursos de hardware de la plataforma podrían estar en 
infraestructuras, Cloud, On-premise (infraestructura local) o en 
sistemas embebidos. 
• Fuentes de Video: Dentro de la arquitectura genérica de detección 
y clasificación, se contempla poder analizar video proveniente de las 
cámaras del sistema de video vigilancia o de fuentes con video 
pregrabado. 
• Dispositivos de salida: Como componente final del sistema genérico 
de detección y clasificación plantea mostrar las detecciones de 




de tal forma que con esta información se puedan tomar acciones 
necesarias en el menor tiempo posible. 
 
Es de tener en cuenta que se plantea que el sistema de detección de 
actividades y clasificación de actividades criminales es software basado 
en Deep Learning, éste puede ser ejecutado en distritos tipos de hardware 
ya sean, servidores, PC de escritorio o sistemas embebidos; sin embargo, 
el hardware debe contar con una GPU con la potencia suficiente, 
compatible con CUDA® de nVidia® en la que se puedan ejecutar 
algoritmos Deep Learning. 
Las fuentes de video a utilizar, pueden ser cámaras de seguridad o videos 
pregrabados, las cuales pueden provenir de cualquier interfaz de entrada 
de hardware ya sea local como (por ejemplo, puertos USB) o provenir de 
una red de comunicaciones TCP/IP, una vez el vídeo sea adquirido este 
será analizado como se muestra en la figura 25, aprovechando el 
procesamiento en paralelo aportado por la GPU. 
Una vez el vídeo sea procesado las detecciones del sistema pueden ser 
mostradas localmente mediante los dispositivos de salida como el monitor, 
sin embargo, según el diseño global del sistema las detecciones pueden 





Es de gran importancia indicar que cada señal de video a analizar por cada 
cámara o cada video pregrabado, deberá contar con un sistema individual 
para la detección de actividades criminales, con sus propios recursos de 
hardware y software para realizar el procesamiento del video, y para un 
posible despliegue se tendría una arquitectura como la mostrada a 
continuación. 
Sistema genérico 
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Figura 26: Arquitectura genérica de detección de actividades criminales 






Una vez mostrada la arquitectura genérica de detección y clasificación de 
actividades criminales, se procederá a plantear el sistema de detección y 
clasificación de actividades criminales, el cual utilizarán técnicas de Deep 
Learning según lo revisado en el capítulo 2. 
El diseño y entrenamiento del sistema de detección y clasificación basado 
en Deep Learning se explicará de la siguiente manera en los numerales 
4.2 (Detección de armas de fuego), 4.3 (Detección de hurtos) y 4.4 
(Sistema completo de detección de actividades criminales). 
4.2 Detector de armas de fuego cortas (revólveres y 
pistolas) 
Para adaptar las técnicas de Deep Learning al problema de la detección 
de actividades criminales, se tomará el enfoque de la detección de objetos 
usado técnicas por regiones analizadas en capítulos anteriores. 
Dado que la presencia de armas de fuego en eventos delictivos es un acto 
de debe tener atención inmediata de las autoridades, la primera fase del 
proceso de esta tesis doctoral es realizar un detector de armas de fuego 





Para este detector se utilizará la arquitectura propuesta por Ross Girshick 
en [31] la cual será implementada en Matlab 2019b, usando un 
computador portátil Intel Core I7 7700HQ, 16 GB de RAM DDR4, con una 
GPU NVIDIA Geforce 1070 GTX en formato MXM la cual consta de 2048 
núcleos CUDA a 1442 MHz de frecuencia base y 8 GB de memoria VRAM 
DDR5 [92]. 
 
El entrenamiento de detector de armas consta de tres fases las cuales 
serán descritas a continuación: 
4.2.1 Fase 1: Red neuronal convolucional como clasificador de 
imágenes 
 
Como se mostró en el capítulo anterior las redes neuronales 
convolucionales tienen un gran desempeño como clasificadores de 
imágenes [9] sin embargo, para tener una buena tasa de 
clasificación estos modelos como GoogLeNet [26] o ResNet [27] 
tienen una complejidad de cientos de capas lo que implica un 
consumo computacional elevado, por esta razón y al realizar 
pruebas preliminares con varios modelos la implementación se hizo 
con la CNN «AlexNet» [20], la cual tiene la capacidad de clasificar 




AlexNet [20] fue realizado con cerca de un millón doscientas mil 
imágenes pertenecientes al famoso Dataset ImageNet [93].  
 
Por estas razones se usó AlexNet dada su menor complejidad que 
modelos como VGG16, VGG19 [25], GoogleNet [26] o ResNet [27] 
lo que tiene implicaciones en el costo computacional y el uso de 
VRAM en la GPU que en el caso de la GTX 1070 MXM es de 8 GB. 
 
La arquitectura de la red Neuronal Convolucional “AlexNet” usada 
en se muestra páginas atrás en la figura 5, y el proceso de 




Fase 1: Modelo Prenetrenado AlexNet
Capas CNN AlexNet
 




4.2.2 Fase 2: reentrenamiento fino de AlexNet para la detección de 
armas de fuego cortas 
 
Una vez se cuenta con el modelo pre-entrenado AlexNet se procede 
a realizar un reentrenamiento fino del mismo, sin embargo, en esta 
fase no se usa el Dataset ImageNet [93] sino que se creó un Dataset 










Figura 28: Entrenamiento fino de la Neuronal Convolucional AlexNet 
 
Este Dataset fue construido con diversas imágenes de armas cortas, 
empuñadas por diversos usuarios, en diferentes ángulos, armas sin 
ser empuñadas y en diversos escenarios. En estas imágenes las 
armas cortas fueron etiquetadas manualmente por el autor de la 
tesis y está compuesta por una pistola calibre 9 milímetros y un 
revolver calibre 38L COLT Detective Special [94], ya que son 




Una vez el Dataset fue construido y etiquetado se procede a realizar 
el reentrenamiento fino de AlexNet, analizado el Dataset de armas 
cortas un total de 100 épocas, como se ve en la figura 26.  
Después de realizar varios ajustes, los parámetros de 
entrenamiento se ajustaron para el uso de los 8 GB de VRAM del 
GPU usando una tasa inicial de aprendizaje de 0.001, con un factor 
de caída de tasa de aprendizaje 0.1 por cada época. 
 
 
Figura 29: Muestra de imágenes del Dataset de reentrenamiento 
fino 
 
Este reentrenamiento fino tomó alrededor de 16 horas de 
procesamiento. Este tiempo puede ser reducido usando esquemas 





4.2.3 Fase 3: Entrenamiento del predictor lineal binario para la 
detección de armas de fuego cortas 
 
En la última fase de entrenamiento del detector de armas cortas se 
procede a entrenar un Clasificador Binario el cual usa una Máquina 
de Vector Soporte (SVM por su sigla en inglés) con kernel lineal [10] 
[95] [96] cuyo objeto es clasificar dos clases, “arma” y “no arma”. 
El entrenamiento de una máquina de vector soporte usada como 
clasificador binario debe contar con dos clases de datos para el 
entrenamiento, en este caso las cases son “arma” y “no arma”, como 
datos de entrenamiento de la clase “arma” se usan las 
características de las imágenes del Dataset construido de armas 
cortas, obtenidas como resultado del reentrenamiento fino de 
AlexNet (fase 2) y de las propuestas de regiones de interés 
etiquetadas manualmente en Dataset de entrenamiento fino como 
se nuestra en la figura 28. Para la clase “no arma” se usan trozos de 
imágenes extraídas de Dataset de armas cortas, diferentes a las 
etiquetadas manualmente y a las obtenidas en la fase 2 del proceso 






armas de fuego cortas 





Fase 3: Entrenamiento del predictor lineal para la detección de armas 
cortas
Propuestas de Regiones 
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Trozos de imágenes 
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Figura 30: Arquitectura del entrenamiento del predictor lineal de armas 
cortas 
De esta manera se entrenó un detector de armas de fuego cortas 
basado en Deep Learning usado R-CNN, en la figura 9 se pueden 
observar detecciones positivas realzadas por el detector. 
4.3 Detección de hurtos 
Una vez implementado un detector de armas cortas funcional, se procede 
a desarrollar un detector de hurtos callejeros y a medir el tiempo de 
procesamiento por imagen de AlexNet contra VGG16 con el fin de 
desarrollar un modelo que pueda ser usando en video de tiempo real y que 






Para desarrollar el detector de hurtos callejero esta tesis doctoral parte de 
una premisa novedosa en la cual a la fecha de escritura de la misma no 
se han encontrado publicaciones al respecto, la cual es tomar los hurtos 
como si fueran objetos a detectar, partiendo de la premisa que los hurtos 
callejeros tienen características únicas las cuales pueden ser identificadas 
por medio de Deep Learning. 
 
De esta manera se logró hacer un detector de hurtos que funciona cuadro 
a cuadro, lo que hace este detector indiferente ante movimientos bruscos 
de cámara y no necesitaría hacer análisis de trayectorias ni identificación 
de individuos.  
 
Teniendo en cuenta esta premisa novedosa de tomar los hurtos callejeros 
como objetos a detectar, se entrena una R-CNN para la detección de 
hurtos, sin embargo, en esta oportunidad se usarán dos modelos VGG16 
y AlexNet con el objeto de medir que tanto impacta la complejidad del 
modelo usado al costo computacional, esto con el objeto de identificar de 
una mejor manera el modelo a usar en la aplicación final. 
 
Como se mostró en el numeral anterior el entrenamiento de una R-CNN 




4.3.1 Fase 1: Modelos pre-entrenados como clasificador de imágenes 
En esta fase se analizarán los modelos AlexNet, VGG16 y VGG19 
pues como se ve en las figuras 6 y 7 tienen diferencias con respecto 
a su complejidad. Estos dos modelos han sido entrenados con cerca 
de un millón doscientas mil imágenes divididas en mil clases 













4.3.2 Fase 2: Rentrenamiento fino de AlexNet, VGG16 y VGG19 para 
la detección de hurtos callejeros 
Para esta fase también se debió construir un Dataset de hurtos 
callejeros, esa Dataset fue realizado con la ayuda de la Oficina de 
Telemática de la Policía Nacional de Colombia, quienes facilitaron 
bajo acuerdo de confidencialidad videos de seguridad ciudadana 
obtenidos en varias ciudades de Colombia. De algunos de estos se 
extrajeron una serie de imágenes en donde exista hurto callejero, 
las cuales fueron etiquetadas manualmente para construir el 
Dataset de hurtos callejeros. 
 






Una vez construido el Dataset se procede a realizar el 
reentrenamiento fino de los modelos AlexNet, VGG16 y VGG19, 
observando que el consumo de VRAM en el GPU para VGG16 y 

















4.3.3 Fase 3: Entrenamiento del clasificador lineal binario para la 
detección de hurto callejero 
 
Como fase final de entrenamiento del detector de hurto callejero 
cortas se procede a entrenar un Clasificador Binario el cual usa una 
Máquina de Vector Soporte (SVM por su sigla en inglés) con kernel 
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Figura 34: Arquitectura del entrenamiento del predictor lineal de hurtos 




El entrenamiento de una máquina de vector soporte usada como 
clasificador binario debe conta con dos clases de datos para el 
entrenamiento, en este caso las cases son «Hurto» y «No Hurto», 
como datos de entrenamiento de la clase «Hurto» se usan las 
características de las imágenes del Dataset de Hurtos construido 
con el apoyo de la Policía Nacional de Colombia, obtenidas como 
resultado del reentrenamiento fino de AlexNet, VGG16 y VGG19 y 
de las propuestas de regiones de interés etiquetadas manualmente 
en Dataset de entrenamiento fino como se nuestra en la figura 33 
para VGG16, VGG19 y 20 para AlexNet. Para la clase «No Hurto» 
se usan trozos de imágenes extraídas de Dataset de Hurtos, 
diferentes a las etiquetadas manualmente y a las obtenidas en la 
fase 2 del proceso de entrenamiento de la R-CNN, tal como se ve 
























Figura 35: Arquitectura del entrenamiento del predictor lineal de hurtos 




Los resultados de detector de hurtos callejeros R-CNN son positivos, pues 
en las pruebas realizadas logan un margen de detección de 78% usando 
el modelo VGG19 y del 74% usando AlexNet, sin embargo, el tiempo de 
procesamiento de imágenes es muy diferente entre los dos modelos, pues 
el detector de hurtos basado en AlexNet tiene un tiempo de procesamiento 
de imagen promedio de 2.3 segundos en comparación con VGG16 que 
cuenta con un tiempo procesamiento promedio de imagen de 23.8 
segundos. 
 
Este resultado es concluyente pues el detector basado en AlexNet tiene 
un tiempo de procesamiento 10 veces menor al detector basado en 
VGG16, y dado que la única diferencia entre los dos detectores es la 
complejidad del modelo se concluye que la complejidad del modelo tiene 
un impacto directo en el costo computacional y en el tiempo de 






Figura 36: Resultados positivos de la detección de hurtos callejeros. 
4.4 Sistema completo de detección de actividad criminales  
En visión artificial existen técnicas para la detección de violencia y crimines 
realizando análisis de video [97] [98] [99] [100], sin embargo su aplicación 
en el caso específico de los sistemas de mando y control para seguridad 
ciudadana, no está generalizada pues la gran movilidad de las escenas de 
video, presenta un gran reto para el procesamiento de este tipo de video. 
Después de confirmar que es posible detectar hurtos con técnicas R-CNN 
y de identificar cual es la relación entre la complejidad del modelo CNN 
utilizado y el costo computacional, se procede a diseñar un modelo de 




tiempo lo suficientemente corto como para ser aplicado en secuencias de 
video. 
Para la detección de actividades criminales se utilizará la técnica Faster 
R-CNN [38], que como se ha mostrado antes constituye el estado del arte 
en la detección de objetos, además es una mejora de R-CNN y de Fast R-
CNN. 
 
Por otro lado Faster R-CNN ha mostrado buen desempeño en la detección 
de objetos en secuencias de video [101] [102] [103] [104], siendo hasta 25 
veces más rápido que Fast R-CNN y 250 veces más rápido que R-CNN 
[105] lo que es de gran relevancia para su aplicación en sistemas de 
mando y control de seguridad ciudadana. 
La arquitectura de detección de actividades criminales propuesta en esta 
tesis doctoral estará centrada en un detector Faster R-CNN [38], la cual se 
entrenará para la detección de objetos usados común mente en 
actividades criminales, los cuales serán armas blancas y armas cortas de 
fuego. Como aspecto novedoso se entrenará para la detección de hurtos 
callejeros como si fueran objetos dentro del detector, y para beneficiar el 




4.4.1 Arquitectura detallada del sistema de detector de actividades 
criminales 
 
Como se mencionó anteriormente, la arquitectura usada para el 
detector de actividades criminales será Faster Region-Based 
Convolutional Network (Faster R-CNN), la cual está compuesta por 
dos partes principales: la region proposal network (RPN) y la Fast R-
CNN [38], las cuales serán descritas a continuación: 
 
Region Proposal Network 
El propósito de la RPN [38] es identificar regiones de interés en cada 
cuadro de video, esta red usa AlexNet y el mapa de características 
extraído de dicha CNN para calcular las posibles regiones de interés 
de cada imagen de video, sin embargo por cómo se mostró en el 
numeral anterior se usa AlexNet en cambio de VGG19 con el objeto 
de reducir el costo computacional a diferencia de lo realizado en [38]. 
La RPN está enfocada en identificar regiones las cuales tengan 
armas blancas, armas de fuego cortas y hurtos callejeros los cuales 






Figura 37: Region Proposal Network (RPN) 
Fast Region-Based Convolutional Network 
La segunda parte del detector de actividades criminales está 
compuesta por una Fast R-CNN [32], que actúa como un detector de 
objetos, la cual usa las regiones propuestas por la RPN y también 
utiliza la CNN AlexNet [21] como modelo base. 
Esta Fast R-CNN [32] será entrenada para la detección de armas 






















Figura 38: Arquitectura del detector de actividades criminales 
 
Faster Region-Based Convolutional Network de detección de 
actividades criminales 
La arquitectura completa del detector de actividades criminales se 
basa en Faster R-CNN por lo que usa tanto la RPN y la Fast R-CNN 
descritas anteriormente de como se muestra en la figura 37, como se 
muestra en [38], y cambiando el modelo CNN VGG19 por AlexNet 
según las mediciones mostradas anteriormente, para esta aplicación 


















Figura 39: Arquitectura detallada del detector de actividades criminales 
en video 
 
4.4.2 Proceso de entrenamiento del detector de actividades 
criminales 
Una vez descrita la arquitectura que se utilizará para el detector de 
actividades criminales en video, se procede a describir el proceso de 
entrenamiento, al cual se realizó usando Matlab 2019b en un 
computador con una GPU NVIDIA GTX 1070 [106] usando Windows 10. 
Este proceso de entrenamiento tiene cuatro fases las cuales serán 






4.4.3 Fase 1: Entrenamiento de la RPN usando en Dataset específico 
 
En esta fase del entrenamiento, el modelo AlexNet es reentrenado 
dentro de la RPN, usando un Dataset imágenes creado específicamente 
para el desarrollo de esta tesis. Este Dataset fue creado con videos 
proveniente del sistema de video vigilancia ciudadana de la Policía 
Nacional de Colombia. 
Este Dataset tiene tres clases de interés para ser identificadas y 
reportadas al sistema de información de mando y control las cuales son: 
armas blancas, armas de fuero cortas y hurtos callejeros. 
Como resultado de esta fase de entrenamiento se obtuvo un mapa de 
características de las tres clases mencionadas con el cual la RPN es 
capaz de identificar las regiones de interés con posibles armas blancas, 















4.4.4 Fase 2: Entrenamiento de una Fast R-CNN como detector de 
objetos. 
 
En esta segunda fase de entrenamiento, se procedió a entrenar un 
detector de objetos basado en Fast R-CNN. Este detector de objetos 
usa AlexNet como modelo base, usando el Dataset específico para 
realzar el entrenamiento, además de las propuestas de regiones de 
interés obtenidas de la primera fase de entrenamiento para la 
detección de armas blancas, armas de fuego y hurtos callejeros.  
 
Figura 41: Fase 1: entrenamiento del detector de objetos Fast R-CNN 
4.4.5 Fase 3: Reentrenamiento fino de la RPN 
 
Con el objetivo de mejorar el desempeño de la RPN, en la tercera 
fase se procede a realizar un entrenamiento fino de la misma, pero 
en esta oportunidad se incluirán los pesos de las neuronas 
CNN AlexNet
Regiones Propuestas 













artificiales de la CNN AlexNet obtenidos en la segunda fase de 
entrenamiento como se muestra en la figura 40. 
 
Figura 42: Fase 3: entrenamiento fino de la RPN 
4.4.6 Fase 4: Entrenamiento fino de la Fast R-CNN 
 
Como fase final del entrenamiento se procede a realizar un 
entrenamiento fino de la Fast R-CNN usando la RPN entrenada en la 
tercera fase como se ve en la figura 41, eso con el objeto de mejorar 
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Figura 43: Fase 4: Entrenamiento fino del detecto de objetos Fast R-CNN 
4.5 Resultados de la detección de actividades criminales analizar 
video de tiempo real 
Durante el desarrollo y entrenamiento del detector de actividades 
criminales en  video se realizaron una serie de pruebas en el computador 
portátil MSI GT62VR-7RE [107] con un Intel Core I7 7700HQ [108], 16 GB 
de RAM tipo DDR4, con una GPU NVIDIA GeForce GTX 1070 [106] con 8 
GB DDR5 VRAM. 
Las pruebas realizadas con videos de tiempo real fueron realizadas con 
dos fuentes de video, las cuales fueron videos obtenidos del sistema de 
video vigilancia ciudadana de la Policía Nacional de Colombia. 
En estos escenarios se obtuvieron muy buenos resultados con respecto al 
tiempo de procesamiento de cada cuadro de vídeo el cual estuvo entre 




tiempo real con 20 a 33 cuadros por segundo, lo que es suficiente para la 
mayoría de los sistemas de mando y control de seguridad ciudadana pues, 
por ejemplo, las cámaras de la Policía Nacional de Colombia generan 30 
imágenes por segundo. 
Con respecto a la tasa de aciertos de detección, el detector siempre 
deberá contar con supervisión humana pues debido a situaciones 
comunes como obstrucciones de imagen, cambios de iluminación, árboles 
y cableado eléctrico el sistema puede presentar fallos en la detección. 
Sin embargo, en las pruebas realzadas con el sistema tiene una tasa de 
acierto promedio del 69 % con un tiempo de procesamiento de 0.03 
segundos obteniendo una tasa de 33 cuadros por segundo. 
 
4.6 Arquitectura final de detección de actividades criminales 
basada en análisis de vídeo en tiempo real 
Una vez entrenado el sistema basado en Faster R-CNN, según las fases 
descritas anteriormente, la arquitectura genérica para la detección de 


















Figura 44: Funcionamiento del sistema genérico de detección de 
actividades criminales 
Entrada de video: al sistema debe contar con una entrada de video el cual 
puede provenir de una cámara o de un video pregrabado, para esta carga 
de video se utilizan toolbox de Matlab para el procesamiento de video las 
cuales se encargan del control de las interfaces de hardware y de la 
decodificación del video. 
Procesamiento de video (cuadro a cuadro): para procesar el video el 
sistema procede a separarlo en una serie de cuadros (frames) los cuales 
serán analizados independientemente usando el procesamiento en 
paralelo de la GPU del sistema, sin realizar ningún análisis de correlación, 
filtrado o predicción entre cuadros. 
Cada imagen proveniente del video es analizada por la Faster R-CNN que 
usa como base AlexNET y fue entrenada como se indica anteriormente, 
como resultado de este análisis en cada imagen se realizará la detección 
de armas blancas, armas cortas, hurtos callejeros o detección negativa 




Visualización de detecciones: como fase final del proceso, el sistema de 
detección dibuja un recuadro en cual encierra los resultados de las 
detecciones positivas e indica que tipo de detección es, este resultado es 
mostrado en pantalla para que el operador humano pueda verificar la 










5 RENDIMIETO DEL SISTEMA GENÉRICO DE 
DETECCIÓN Y CLASIFICACIÓN DE 
ACCIONES CRIMINALES 
Para considerar un despliegue a gran escala del sistema propuesto 
anteriormente, es necesario considerar el coste computacional del sistema 
genérico de detección y clasificación propuesta en el capítulo 4.5 y 4.6, 
para lo cual se procederá a comparar el coste computacional del sistema, 
usando los modelos de CNN revisados anteriormente VGG-16, VGG-19 y 
AlexNet, además de ser comparado con otro modelo para la detección de 
acciones como Tube Convolutional Neural Network, publicado en [109], en 
el cual se propone un sistema de detecciones de acciones basado en el 
procesamiento de múltiples imágenes para la detección de la acción.  
En [109] el modelo Tube Convolutional Neural Network es implementado 
y probado usando Hardware con características similares al usado en este 
trabajo lo que permite hacer comparaciones de rendimiento, las cuales se 
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Como se ve en la tabla anterior el Modelo propuesto basado en AlexNet 
tiene ventajas con respecto al tiempo de procesamiento de cada imagen 
individual, lo que tiene gran importancia a la hora de un despliegue a gran 
escala. 
Como se mostró en el capítulo 2, el sistema de sistema genérico de 
detección y clasificación de acciones criminales está centrado en un 
posible despliegue en los sistemas de comando y control de seguridad 
ciudadana la Policía Nacional de Colombia, para lo cual se debe pensar 
que el sistema debería se desplegado a gran escala. 
Teniendo en cuenta esto, se realiza un análisis de coste computacional en 
un escenario de despliegue a gran escala en una ciudad como Bogotá 
D.C. la cual en 2019 cuenta con alrededor de 2880 cámaras tipo Domo 






Figura 45: Comparación del coste computacional en función del número 
de cámaras desplegadas. 
 
En la figura anterior, se muestra una comparación del coste computacional 
del sistema genérico de detección y clasificación de acciones criminales, 
usando AlexNet, VGG-16, VGG-19 y además es comparado con T-CNN, 
para un hipotético despliegue con 2880 cámaras, como se ve en la gráfica 
el costo computacional del sistema propuesto usando AlexNet es mucho 
más bajo que las opciones con VGG-16, VGG-19 y T-CNN lo que facilitaría 
su despliegue a gran escala en el sistemas de comando y control de 




Otro análisis importante para realzar es el coste económico que 
conllevaría un el procesamiento del video producido por las cámaras de 
video vigilancia ciudadana en un posible despliegue masivo.  
 
Figura 46: Comparación del coste económico en función del número de 
cámaras desplegadas. 
En la figura anterior se muestra un cálculo del costo aproximado del 
despliegue masivo del despliegue a gran escala del sistema genérico de 
detección y clasificación de acciones criminales en el sistema de comando 
y control de seguridad ciudadana la Policía Nacional de Colombia, este 
cálculo se realizó basado en la premisa de usar sistemas embebidos 




arquitectura de despliegue será analizada con más profundidad en el 
capítulo 6). Como se puede observar el coste económico está 
directamente relacionado con el coste computacional y la opción con mejor 
rendimiento económico es desplegar el sistema genérico de detección y 
clasificación de acciones criminales con AlexNet según lo propuesto en el 
capítulo anterior. 
 
Figura 47: Comparación del Consumo Energético en función del número 
de cámaras desplegadas. 
Otro parámetro para tener en cuenta con para un posible despliegue es el 
consumo eléctrico asociado al procesamiento de video en el sistema 




antes se asume un despliegue del sistema usando sistemas embebidos 
con capacidad de procesamiento en paralelo mediante GPU Nvidia. 
Como se muestra en la gráfica anterior la potencia eléctrica requerida por 
el modelo utilizado está directamente relacionada con el coste 
computacional del mismo y en este caso también se muestra que el 
consumo de energético es menor al usar AlexNet en el sistema genérico 
de detección y clasificación de acciones criminales, lo que haría más 
factible, económica y eficiente energéticamente un despliegue a gran 






6 PROPUESTA DE APLICACIÓN DE LA 
ARQUITECTURA  
Una vez definida la arquitectura genérica de detección y clasificación de 
actividades criminales se proponen dos casos de uso para la aplicación en 
los sistemas de comando y control de seguridad ciudadana la Policía 
Nacional de Colombia. 
En seguida se propondrán dos distintos tipos de casos de implementación, 
que serían: procesamiento distribuido de video por medio de sistemas 
embebidos, procesamiento centralizado de video por medio en un centro 
de procesamiento de datos (CPD). 
6.1 Sistemas embebidos  
En el primer caso de uso, se plantea implementar la arquitectura de 
software genérica de detección y clasificación de actividades criminales 
propuesta en el capítulo 4 en sistemas embebidos que cuenten con 




6.1.1 Particularización de la solución genérica en sistemas 
embebidos 
Dada la limitada potencia de cómputo con la que cuneta un sistema 
embebido para la implementación en este tipo de plataformas, deberá ser 
optimizado usando herramientas con mayor eficiencia que Matlab como 
TensorFlow [110] y usando librerías optimizadas por Nvidia para Deep 
Learning como cuDNN [111], que en su versión 7.5 tiene un rendimiento 3 
veces mayor que en su sexta versión, con lo que seguramente se reduciría 
el costo computacional en la detección de actividades criminales en video. 
Al reducir el costo computacional sería posible implementar el del sistema 
de detección de actividades criminales en video, en sistemas embebidos 
como Nvidia Jetson [112] lo que permitiría hacer una implementación de 






















Esta implementación con sistemas embebidos haría que cada cámara 
procese su propio video y en caso de detección genere una alarma la cual 
pueda ser procesada por el operador del centro de comando y control de 
seguridad ciudadana, pues es de gran importancia la interacción humana 
con las alarmas generadas con el sistema de detección de actividades 
criminales pues como cualquier tecnología basada en Deep Learning no es 
infalible en un cien por ciento. 
6.1.2 Arquitectura de implementación en sistemas embebidos 
 
Para un posible despliegue a gran escala de la solución basada en 
sistemas embebidos se implementará uno de estos sistemas en cada 
cámara de video vigilancia y como se ha mencionado anteriormente la 
arquitectura de software para la detección de actividades criminales en 
video deberá ser optimizada para esta plataforma. 
El video será analizado en tiempo real, generando alarmas según las 
detecciones y clasificaciones generadas; estas alarmas serán enviadas 
por la red de telecomunicaciones del operador local hasta el centro de 
comando y control de seguridad ciudadana. 
Una vez las alarmas están en el centro de comando y control, estas 
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Figura 49: Arquitectura propuesta para la Policía Nacional de Colombia 




6.2 Procesamiento de video centralizado 
Otra posible implementación del sistema de detección de actividades 
criminales en video en la Policía Nacional de Colombia es realizar el 
prosesamiento del video en un centro de prosesamiento de datos, con 
capacidad de procesamiento en paraleo mediante GPUs. 
Una implementación centralzada reducira los puntos de falla y gestión de 
la red de cámaras de seguridad ciudadan, sin embargo los equipos de 
computo deben contar contras con gran capacidad de procesamiento en 
paralelo, implemenrtando  GPU de gran potencia de cómputo. 
Alternativas de procesamiento en paralelo de gran poder en la nube 
pública como NVIDIA GPU Cloud [113], podrían ser una solución sin 
embargo por el carácter de seguridad nacional, de la información 
manejada por la Policía Nacional de Colombia hace que esta solución no 
sería viable para la policía. 
Otro gran inconveniente es que los proveedores de soluciones Cloud como 
NVIDIA GPU Cloud [113], Google Cloud Platform [114] o Amazon Web 
Services [115] están físicamente ubicados en Estados Unidos lo que 
implicaría un retardo importante, pues el vídeo proveniente de las cámaras 
desplegadas en las ciudades colombianas debería viajar a estados unidos 




y pasando por una gran variedad de redes y equpos de 
Telecomunicaciones. 
 
Figura 50: Arquitectura de Red Óptica internacional disponible en 
Colombia [116] 
Otro inconveniente con esta solución en la capacidad de los enlaces 
internacionales para transporar esta cantidad de video lo que aumentaría 
en gran medida el costo de la solución; por estas razones no se considera 
víable el procesamiento del video hasta que no se realicen despliegues de 
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Figura 51: Arquitectura propuesta para la Policía Nacional de 
Colombia basada en procesamiento centralizado 
 
Como se muestra en la figura, en esta propuesta de implementación el 
sistema de deteccion de actividades criminales se implementaría de 
manera centralizada en una serie de servioderes con capacidad de 
cómputo en paralelo soportada en GPU de gran potencia. Sus 
resultados son entregados a los operadores del subsistema de video 




sistema, desctarando las posibles detecciones falsas generadas por 
las siguientes limitaciones del sistema: 
• Calidad del video a analizar y el tamaño en pixeles de las armas 
a detectar: al aplicar el sistema de detección en situaciones reales 
su efectividad se ve limitada en gran medida por estos factores 
restringiendo su aplicabilidad a las partes del Sistema de Video 
Vigilancia con buena calidad de video. 
 
• Condiciones de iluminación: si el video producido por el Sistema 
de Video Vigilancia tiene condiciones tenues de iluminación y los 
eventos criminales no se distinguen muy bien del fondo (arma 
oscura en fondo oscuro), la efectividad del sistema se reduce en 
gran medida. 
 
• Obstrucciones parciales: las obstrucciones parciales generadas 
por la infraestructura eléctrica, semáforos, árboles y demás 
elementos comunes en un ambiente urbano pueden hacer que el 
prototipo realice detecciones erróneas o que no detecte un arma 





• Detecciones erróneas: en situaciones reales se presentan 
direcciones erróneas lo que dispararía falsas alamas, por lo que el 
sistema siempre debe funcionar bajo la supervisión humana. 
 
Finalmente es importante destacar que la potencia de cómputo disponible 
en el CPD debe ser suficiente para asignar recursos de hardware y 










7 INTEGRACIÓN EN EL SISTEMA DE MANDO 
Y CONTROL DE SEGURIDAD CIUDADANA 
Para una posible integración de la arquitectura de detección de actividades 
criminales con los sistemas de la Policía Nacional, se debe describir cómo 
se estructura el servicio de Policía y su relación con el centro de comando 
y control. 
7.1 Estructura del servicio de Policía 
Según la Policía Nacional de Colombia el servicio de policía prestado en 
el marco del Modelo Nacional de Vigilancia Comunitaria por Cuadrantes 
tiene una estructura que clasifica el grado de complejidad del problema de 
seguridad en tres grados llamados: «Fenómenos y problemáticas 
complejas”; «Fenómenos y problemáticas estructuradas» y finalmente 
«Puntos críticos/motivos de policía y requerimientos ciudadanos». 
Estos tres niveles de complejidad clasifican el servicio de policía integrado, 
los niveles de planeación y defines las direcciones o departamentos de 
policía encargados de ejecutar las operaciones policiales para el 





Figura 52: Estructura del servicio de Policía en Colombia [87] 
7.2 Estrategias operativas Policía Nacional de Colombia 
Según los patrones delictivos presentes en Colombia la policía Nacional 
de Colombia cuenta con el Plan Integral Policial Para La Seguridad del 
Ciudadano “Corazón Verde” (PIPSC-CV) [117], en la cual se definen ejes 
para plantear estrategias operativas para prevenir y mitigar las acciones 
delictivas en los siguientes ejes: 
• Narcotráfico 




• Infancia y Adolescencia 
• Contrabando 
• Secuestro  
• Extorción / Microextorción 
• Seguridad Vial 
• Terrorismo 
• Población vulnerable 
• Delitos informáticos 
• Microtráfico 
• Hurto a Celulares 
• Restitución de Tierras 
• Seguridad Rural 
• Minería ilegal 
 
Para el despliegue de estas estrategias operativas y articulación con el 
Modelo Nacional de Vigilancia Comunitaria por Cuadrantes, la Policía 
Nacional Plantea la Estrategia Institucional de Seguridad y Convivencia 
Ciudadana (EICOS) la cual está orientada a proteger a los ciudadanos de 
los factores que atentan contra la vida, integridad, libertad y patrimonio 
económico, diezmando el accionar delincuencial, reducir los delitos de 






Figura 53: Estrategias Operativas y Estrategia Institucional de Seguridad 
y Convivencia Ciudadana (EICOS) -Policía Nacional de Colombia [87] 
7.3 Operaciones de Policía en Colombia 
La planeación, preparación y ejecución de operaciones policía en 




operáticas y a la Estrategia Institucional de Seguridad y Convivencia 
Ciudadana mencionadas anteriormente. 
En este sentido los centros de comando y control de la Policía Nacional de 
Colombia son los puntos neurálgicos para la asegurar la seguridad 
ciudadana en el territorio colombiano, según lo planteado en el Modelo 
Nacional de Vigilancia Comunitaria por Cuadrantes, en el Plan Integral 
Policial para La seguridad del ciudadano y en la estrategia institucional de 
Seguridad y Convivencia Ciudadana. 
 
 
Figura 54: Esquema de ejecución en operaciones Policiales - Policía 
Nacional de Colombia  
 
Por ejemplo, si en determinada zona geográfica (cuadrante) se han 




Narcotráfico, la Policía Nacional de Colombia en cumplimiento de sus 
objetivos estratégicos, planeará, alistará y ejecutará una operación 
Policial, desde el Centro de Comando Control con el objeto de desarticular 
la banda delictiva, capturar a sus miembros y ponerlos a disposición de la 
fiscalía general de la nación. 
7.4 Infraestructura de Centros de comando y control Policía 
Nacional de Colombia 
Como se ha mostrado los centros de comando y control son 
fundamentales para la planeación, preparación y ejecución de las 
operaciones de policía que permiten que la institución cumpla con sus 
objetivos misiones según los planes y estrategias mencionados 
anteriormente. 
 
Figura 55: Centro de comando y control (Planta Baja) - Policía Nacional 




Los centros de comando y control de la Policía Nacional de Colombia 
cuentan con infraestructura física y tecnológica suficiente para la 
planeación, preparación y ejecución de operaciones de policía, por 
ejemplo: 
• Sistema unificado de llamadas de Emergencia (123) 
• Sistema de recepción y gestión de casos de policía. 
• Sistema de recepción y gestión de contravenciones. 
• Visualización y control del sistema de Video Vigilancia 
• Sistema de comunicación en tiempo real con agentes y patrullas 
en el campo. 
• Sistema de información geográfico alimentado en tiempo real con 
ubicación de agentes, patrullas y casos de policía 
• Salas de crisis / comando y salas de juntas. 
Sin embargo, los centros de comando y control en Colombia no cuentan con 
herramientas automáticas para el procesamiento de información 
proveniente de los diversos los sistemas que entregan información en 
tiempo al centro, y todo el procesamiento debe ser realizado por agentes de 







Figura 56: Centro de comando y control (primera planta) - Policía 
Nacional de Colombia  
7.5 Arquitectura genérica del centro de comando y control Policía 
Nacional de Colombia 
Las arquitecturas detalladas de los centros de comando y control 
desplegados por en la república de Colombia son de carácter confidencial 
por sus implicaciones en la seguridad ciudadana, sin embargo, todos los 
centros de comando y control tienen una arquitectura genérica que sigue 
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Figura 57: Arquitectura genérica del centro de comando y control de 
seguridad ciudadana - Policía Nacional de Colombia  
 
En forma general, los centros de comando y control de seguridad 






7.5.1 SISTEMA DE INFORMACIÓN PARA EL SEGUIMIENTO Y 
CONTROL DE CASOS (SECAD) 
El SECAD es el sistema de información desarrollado por la oficina de 
telemática de la policía nacional, encargado de gestionar los casos de 
policía, reportados por la ciudadanía o por las fuerzas policiales.  
En Colombia se entiende como caso de policía a cualquier incidente que 
requiere la atención y el seguimiento de las autoridades policiales, como 
reportes de hurto, lesiones personales, riñas, tentativas de homicidio, 
reportes de por alto ruido en zonas residenciales, etc; estos casos pueden 
ser clasificados según su urgencia, gravedad y deferentes parámetros 
definidos por la policía nacional. 
El SECAD está soportado en un sistema de información geográfica (GIS 
por su sigla en inglés) el cual le permite manejar y visualizar información 
georreferenciada mediante mapas interactivos que se actualizan en 
tiempo real de los casos de policía y de las patrullas en terreno en tiempo 
real, aumentando así la conciencia situacional (situational awareness) en 
el centro de comando y control de seguridad ciudadana. 
Las coordenadas geográficas de los casos reportados por la ciudadanía 
por medio de llamadas de emergencia son entregadas por los operadores 
de telefonía móvil celular y son cargadas al SECAD. Por otro lado, las 




receptores GPS y enviadas al SECAD por medio de la red de 
Telecomunicaciones de la Policía Nacional. 
Finalmente, el SECAD cuenta con una base de datos en la cual se 
almacenan los casos de policía y se registra su seguimiento y la gestión 
que se hace sobre ellos. 
El SECAD tienen diferentes tipos de usuarios como son los: operadores 
123 quienes atienden las llamas de emergencia de la ciudadanía y crean 
los casos en el SECAD. Despachadores, encargados de asignar agentes 
de policía en terreno para resolver los distintos casos reportados en el 
SECAD; operadores del sistema de Video vigilancia, son los encargados 
de monitorear y controlar las cámaras móviles desplegadas por la ciudad, 
en caso de detectar alguna actividad delictiva tienen la capacidad de crear 
el caso de policía y remitirlo a los despachadores. 
Al SECAD también tiene acceso los comandantes del centro de comando 
y control para seguridad ciudadana, obteniendo un reporte en tiempo real 
de la situación de seguridad ciudadana. 
 
7.5.2 SUBSISTEMA DE ATENCIÓN A LLAMADAS DE EMERGENCIA 
123 
Este subsistema [118] es está encargado de recibir y gestionar las 




emergencia llegan al sistema de comando y control por medio de troncales 
IP bajo el protocolo SIP, estas llamadas se centralizan en una IP-PBX y de 
allí son repartidas a los operadores del subsistema. Integrado con la IP-
PBX el subsistema cuenta con un sistema de grabación de llamadas el 
cual está activo para cualquier llamada que curse por este sistema. 
Dado que en ocasiones las llamadas de emergencia tienen carácter crítico, 
puede tratarse de situaciones de vida o muerte, los operadores cuentan 
con capacitación especial para tratar este tipo de situaciones. 
En ciudades como Bogotá y Medellín existe personal especializado para 
la atención psicológica de casos específicos, por ejemplo, existe atención 
especializada a las mujeres y así brindar vigilancia y protección a las 
mujeres víctimas de violencia. 
Este subsistema también clasifica casos que no solo deben ser atendidos 
por Policía Nacional, sino que requieren participación de otras agencias 
como Bomberos o defensa civil, y en estos casos se realizan las gestiones 
con estas agencias. 
7.5.3 SUBSISTEMA DE VIDEO VIGILANCIA CIUDADANA 
El subsistema de Video Vigilancia está compuesto por una extensa red de 
cámaras de vigilancia instaladas en sectores estratégicos de la ciudad que 
están interconectadas con un servidor de almacenamiento y monitoreo de 




Esta interconexión es suministrada por un operador de 
telecomunicaciones local quien entrega enlaces IP entre cada una de las 
cámaras instaladas en la ciudad con el servidor de almacenamiento y 
monitoreo de video. 
El servidor cuenta con un software propietario del fabricante de las 
cámaras con el cual se almacena el video proveniente de las cámaras, 
además este permite el control centralizado de las cámaras, 
específicamente se pueden controlar parámetros como dirección de 
observación de las cámaras móviles, el zoom y programar movimientos 
automáticos en cámaras específicas.  
Los operadores del subsistema de video vigilancia tienen acceso a clientes 
de este servidor, los cuales son configurados para el monitoreo y control 
de un grupo de cámaras específico de una zona de la ciudad en concreto. 
Finalmente, el sistema cuenta con una conexión con el Videowall del 
centro de comando y control para mostrar el video proveniente de las 
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Figura 58: Arquitectura genérica del subsistema de video vigilancia  
7.5.4 SUBSISTEMA DE DESPACHO 
El subsistema de despacho es el encargado de la comunicación en tiempo 
real entre los policías en campo y el centro de comando y control. 
Los agentes encargados de este sistema son llamados despachadores y 





Los despachadores cuentan con un número terminado de casos para 
hacer seguimiento y la comunicación con los agentes de policía en terreno 
se realiza por una red de telecomunicaciones inalámbrica propiedad de la 
policía nacional, en casos críticos los despachadores pueden coordinar 
sus operaciones con los operadores del sistema de video vigilancia para 
enviar información y coordinar la ejecución de ordenes en tiempo real con 
los agentes de policía desplegados en la ciudad. 
7.5.5 SALAS DE CRISIS / COMANDO 
El último componente de los centros de comando y control de seguridad 
ciudadana son las salas de crisis / comando, en donde los comandantes 
tienen acceso a la información de todos los subsistemas en tiempo real. 
En estas salas se planea, prepara y coordina la ejecución de operaciones 
policiales como capturas y desarticulaciones de bandas criminales, 
incautación de drogas a narcotraficantes, etc.  
Cuando hay una condición de orden público excepcional, como un 
atentado terrorista, protestas ciudadanas o cualquier citación que requiera 







Figura 59: Sala de crisis Dirección General de la Policía Nacional de 
Colombia - DIPON 
 
7.6 AUTOMATIZACIÓN DE ALARMAS EN POSIBLES CASOS 
POLICIALES DETECTADOS POR VIDEO  
Como se ha mencionado, en determinadas oportunidades la capacidad de 
información que llega al centro de comando y control supera a la capacidad 
de procesamiento con la que cuentas los agentes de policía que operan el 
sistema de comando y control. 
Por esta situación a continuación se evaluará la posible aplicación del 
sistema de detección de actividades criminales en video aplicado en 




estudiar el caso de una posible implementación en la Policía Nacional de 
Colombia quienes apoyaron el desarrollo de esta tesis doctoral. 
Lo primero que se debe tener en cuenta es el número de cámaras de 
seguridad ciudadana desplegadas en Colombia, por ejemplo la capital del 
país cuenta a diciembre de 2018 con 3300 cámaras instaladas y tiene 
planeado contar con 4000 cámaras [119], en las demás ciudades de 
Colombia se cuenta con despliegue de cientos de cámaras, por ejemplo 
Medellín cuenta con alrededor de 900 cámaras [120] y Santiago de Cali 
alrededor de 800 cámaras [121]. 
Teniendo en esto en cuenta, se tendría que procesar una cantidad 
importante de video generado por segundo que ascendería a tener que 
procesar alrededor de 170.000 imágenes por segundo solo para estas tres 
ciudades, lo que tendría un costo computacional extremadamente elevado 
y por tanto un costo económico bastante alto. 
7.7 INTEGRACIÓN CON EL SISTEMA DE COMANDO Y CONTROL 
DE SEGURIDAD CIUDADANA  
Según la disposición del sistema de comando y control de seguridad 
ciudadana con la que cuenta la policía nacional, el sistema detección de 
actividades criminales basada en análisis de vídeo en tiempo real 
propuesta en esta tesis se debería integrar en el subsistema de video 




del subsistema de video vigilancia, las cuales podrán ser verificadas 
visualmente por los mismos procediendo a generar los casos de policía en 
el SECAD si este es el caso. 
Teniendo en cuenta que la arquitectura de detección de actividades 
criminales es una arquitectura de software basada en técnicas de Deep 
Learning que aprovecha las capacidades de procesamiento en paralelo de 
las GPU compatibles con CUDA®, su integración con el sistema de 
comando y control de seguridad ciudadana debe estar acorde con los 
casos de uso y con la disponibilidad de la capacidad de computo para 
procesamiento en paralelo, pues como se mostró en el capítulo 4 cada 
señal de video proveniente de cada cámara deberá tener sus propios 
recursos de hardware y software. 
 
Por tanto, la integración en el sistema al sistema de comando y control de 
seguridad ciudadana se tiene que dar enmarcar dentro de los dos casos 
de uso expuestos en el capítulo 5, siempre dentro del subsistema de video 
vigilancia, siendo entendidos por los comandantes y operadores como una 
nueva funcionalidad de procesamiento de video. 
 
Para integrar las capacidades de la arquitectura de detección de 




comando y control de seguridad ciudadana de la mejor forma posible, se 
plantean dos maneras el procesamiento distribuido mediante sistemas 
embebidos y el procesamiento centralizado en un centro de procesamiento 
de datos en el centro de comando y control de la policía nacional. En 2019 
se descarta el procesamiento de video en nubes públicas, pues en 
Colombia no existe infraestructura de un operador de Telecomunicaciones 
o proveedor de servicios de Cloud Computing con capacidad de 
procesamiento en paralelo por GPU, esta capacidad está instalada en 
Estados Unidos lo que representaría un retraso importante al mover esta 
gran cantidad de video por fibras ópticas internacionales.   
 
En este sentido la primera propuesta de integración sería instalado en 
cada cámara un sistema embebido provisto de una GPU. A este sistema 
embebido ingresaría la señal de video de la cámara, dentro del sistema 
embebido se ejecutaría el sistema detección de actividades criminales en 
tiempo real el cual realizaría las detecciones generando las alarmas 
correspondientes. Finalmente, por medio de la interfaz de red del sistema 
embebido se enviaría la información de las alarmas hacia los operadores 
del subsistema de video vigilancia los cuales deberán verificar la validez 








Línea única de 
emergencias 123
PBX
y sistema de 
grabación
Operadores 123
 Sistema de Información para 









Áreas de la ciudad 
monitorizadas





































 Figura 60: Integración mediante sistemas embebidos 
La segunda forma de integración es ejecutando el sistema detección de 
actividades criminales en un centro de procesamiento de datos de la 
policía nacional, este CPD deberá contar con capacidades suficientes de 
procesamiento paralelo basado en GPU. 
El video proveniente de las cámaras desplegadas por la ciudad será 
llevado al CPD en donde se ejecutará el sistema de detección de 
actividades criminales individualmente para cada cámara usando recursos 
de hardware y software para cada tarea. Desde el CPD se detectarían las 




de las alarmas hacia los operadores del subsistema de video vigilancia los 
cuales deberán verificar la validez de las alarmas generadas y en tal caso 
crear el caso de policía en el SECAD. 
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Figura 61: Integración mediante centro de procesamiento de datos CPD 
 
Con estas dos posibles integraciones del sistema de detección de 
actividades criminales con el sistema de comando y control de seguridad 
ciudadana se tendría una mejor conciencia cituacional, pues aumentaría 















8 CONCLUSIONES Y FUTURAS LÍNEAS DE 
INVESTIGACIÓN 
8.1 CONCLUSIONES 
Al desarrollar esta tesis doctoral se demostró que es posible hacer un 
detector de actividades criminales con basado en Deep Learning y que es 
posible entrenar una Red Neuronal Convolucional para la detección de 
hurtos callejeros tratándolos como si fueran objetos a detectados. 
También es posible mejorar la conciencia situacional en un centro de 
mando y control de seguridad ciudadana al generar alarmas cuando se 
detectan actividades criminales previa validación humana. 
Sin embargo, se debe tener en cuenta que el sistema no es infalible y como 
todas las soluciones basadas en Deep Learning está limitada por las 
condiciones de captura del video como baja iluminación, obstrucciones y 
demás situaciones que afectan la calidad del video capturado. 
Automatizar este tipo de procesos puede ayudar a las agencias de 
seguridad en su labor, sin embargo, siempre debe tener supervisión 
humana y obviamente las decisiones estratégicas deberán ser tomadas 




El costo computacional es un factor decisivo, el cual puede hacer que una 
solución sea viable para usar en tiempo real o no lo sea, en este sentido 
se identificó que para aplicaciones de tiempo real basadas en Deep 
Learning no siempre es bueno usar modelos CNN de alta complejidad, 
pues su impacto en el rendimiento puede eliminar el procesamiento de 
video en tiempo real. 
El procesamiento de video en tiempo real es una actividad 
computacionalmente muy demandante y aplicaciones a gran escala como 
el sistema de video vigilancia de la Policía Nacional de Colombia, este 
costo computacional se traduce en cientos de miles de imágenes a ser 
procesadas cada segundo, lo que a su vez implica un costo económico 
considerable, por tanto este tipo de soluciones deben ser diseñadas 
tratando de minimizar los costos al mínimo, tanto así que el procesamiento 
pueda realizarse en hardware de bajo costo como el disponible en ciertos 




8.2 FUTURAS LÍNEAS DE INVESTIGACIÓN 
Esta tesis doctoral abre varias líneas de investigación a aplicar técnicas de 
inteligencia artificial en el campo de la seguridad ciudadana entre las 
cuales destacan. 
• Detectores de actividades sospechosas en sistemas de video 
vigilancia. 
Aunque existen varios trabajos en este aspecto, al aplicar Deep 
Learning usando análisis de video en tiempo real se pueden obtener 
mejores resultados en lo correspondiente a análisis de trayectorias 
e identificación de objetos sospechosos. 
• Detección de patrones de ataque y defensa en objetivos. 
Las técnicas basadas en Learning Machine pueden ser entrenada 




tácticas, permitiendo identificar con algún tiempo extra emboscadas 
y demás estrategias del enemigo. 
 
• Sistemas de predicción de actividades delictivas o terroristas. 
Al usar análisis de datos basado en Learning Machine sería posible 
identificar patrones de operación en bandas criminales o terroristas, 
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