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Abstract
This paper deals with the numerical simulation of coil sagging. This problem arises within
the framework of the steel making industry where strips are wound on themselves for storage.
Coil sagging is a major defect that can occur for recent grades undergoing phase transitions
during the coiling process. The detailed mechanisms leading to coil sagging are still not well
understood, making this phenomenon very difficult to prevent. The coil is a multilayer hollow
cylinder where sliding takes place at each interface and significantly contributes to the overall
deformation. However, a detailed numerical simulation addressing the contact problem, con-
sidering both pressure and sliding is difficult to perform under non-axisymmetric conditions.
This paper presents a simplified approach considering an orthotropic hollow cylinder instead
of a multilayer coil. The anisotropy is due to contact roughness that tends to decrease the radial
stiffness. The hollow cylinder is subjected to gravity and an eigenstrain representing thermal
expansion, phase transitions and transformation induced plasticity. Sliding at each interface is
taken into account through a continuous plastic-like shear strain that is determined through an
energetic principle. The proposed solution relies on analytical developments so that computa-
tion time is compatible with parametric studies. Results are addressed in order to give a better
understanding of mechanisms and conditions under which coil sagging occur.
Keywords: Energetic approach, orthotropy, Residual stress, Eigenstrain, Coil sagging
1. Introduction
The current dynamic of steel manufacturing is to regularly develop new stronger grades en-
abling users to reduce strip thicknesses and thus reduce produced tonnages, which participates
to the energy efficiency by minimizing for instance the total mass of vehicles etc. One of the
major issues related to this evolution of steel production is the forming processes that lead to
serious residual stress problems which in turn can result in major defects. This contribution
focuses on the coiling process, which consists in winding a strip on itself for storage. Within
this framework, non axi-symmetric deformations can result in coil sagging, as demonstrated in
figure 1. Other defects are described in Edwards and Boulton (2001). Coil sagging is a major
defect that can occur for recent grades undergoing phase transitions during the coiling process.
The detailed mechanisms leading to coil sagging are still not well understood making this phe-
nomenon very difficult to prevent. Besides gravity that seems to play a role, phase transitions
are often associated to coil sagging because it occurs mostly for grades that undergo structural
transformation during the coiling process. This paper is an attempt to develop a numerical
tool in order to identify critical loading conditions leading to coil sagging and to explain main
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deformation mechanisms involved. In particular, to what extent gravity or some imposed eigen-
strain conditions representing thermal expansion, phase transitions and transformation induced
plasticity may be responsible for the coil sagging phenomenon ?
Figure 1: Coil sagging
The coil can be described as an axi-symmetric multilayer hollow cylinder for which each
layer is considered individually with contact conditions. For instance, Weisz-Patrault et al.
(2016) proposed a non-linear elastic-plastic winding model, accounting for roughness of con-
tacts and finite strain in order to consider large rotations. This model was based on previ-
ous contributions proposed by Weisz-Patrault and Ehrlacher (2017) and Weisz-Patrault et al.
(2015). Then, Weisz-Patrault (2017a) developed a thermal solution for a coil under cooling
conditions, by coupling heat conduction and multiphase transition problems accounting for
thermal contact resistance at each interface. Recently, Weisz-Patrault (2018) established a nu-
merical strategy in order to compute residual stresses and inelastic strains generated during
cooling, on the basis of the previously developed models. Each layer of the coil is subjected
to an eigenstrain increment denoted by ε∗,( j) (where ( j) refers to the layer index) composed of
several contributions detailed by Weisz-Patrault (2017b), namely:
(1) thermo-metallurgical hydrostatic strain due to thermal expansion and density mismatch
between different phases
(2) transformation induced plastic strain
(3) classical plastic strain due to temperature variations
It should be noted that both the transformation induced plastic strain rate and the classical
plastic strain rate due to temperature variations are proportional to the overall deviatoric stress.
Thus, the imposed eigenstrain depends significantly on the stress state of the previous time step,
leading to a non-linear evolution. This imposed eigenstrain is the main load during cooling.
Together, these papers form a comprehensive numerical tool that enables us to quantify
-under axi-symmetric conditions- inelastic strains1 taking place when the coil is wound and
cooled down. However, coil sagging implies a loss of the axial symmetry, as shown in figure 1,
that is often attributed to gravity. This paper is an attempt to develop a numerical tool to
deal with non-axi-symmetric conditions and sliding in order to address coil sagging issues.
1The whole mechanical state is determined, stress and strain, displacement, contact pressures etc...
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However, considering all layers individually and computing both contact pressure and sliding
at each interface is difficult under non axi-symmetric conditions. A simplified approach is
proposed in this paper. The coil is modeled as a homogenized orthotropic hollow cylinder
under plane strain assumption. Layers are not considered individually but as a continuum.
The orthotropy of the homogenized model is due to the fact that contact roughness tends to
decrease the radial stiffness as observed for instance by Wadsley and Edwards (1977), Edwards
and Boulton (2001), Hudzia et al. (1994) or Kedl (1992). Consider the 4-order stiffness tensor
C such as σ = C : εe where σ is the Cauchy stress tensor and εe the elastic strain tensor.
Considering the plane strain assumption, the orthotropic behavior is written using the Voigt
notation:  σrrσθθ
σrθ
 =
 C11 C12 0C12 C22 00 0 C66
 .
 ε
e
rr
εeθθ
2εerθ
 (1)
where:
C11 =
λ + 2µ
α2
C22 = λ + 2µ C12 = λ C66 = µ (2)
where (λ, µ) are the Lame´’s coefficients and α ≥ 1 is introduced in order to decrease the radial
stiffness. It should be mentioned that C needs to be positive definite so that the elastic bulk
energy is positive. This condition implies that α lies in the range:
α ∈
[
1,
λ + 2µ
λ
]
(3)
Since the coil is composed of a large number of layers (several hundreds), sliding is taken
into account through a continuous plastic-like shear strain instead of discrete slips denoted by:
εp =
γp
2
(er ⊗ eθ + eθ ⊗ er) (4)
A clear limitation of the proposed homogenized approach is to allow for radial tension al-
though the non-homogenized problem would result in contact loss instead (as in figure 1). In
addition, this paper does not deal with post-bifurcation regime and mainly focuses on sliding
between layers, even though in real coils, local buckling may occur and lead to contact loss
due to compressive stresses in thin layers. Despite these modeling limitations, the main mech-
anism to predict coil sagging as a structural effect is identified to be sliding between layers,
which is captured by γp in the proposed approach. In this paper, non-linearity is limited to the
determination of γp. Thus, the continuous model does not enable each layer to undergo plastic
deformation due to strong curvature for instance. However, results suggest that sliding leads
to coil sagging with fairly small equivalent stresses. Finite strains (geometrical non-linearity)
have not been considered either for the sake of simplicity. This could introduce a bias on the
exact final shape, but the infinitesimal strain assumption still enables to identify whether coil
sagging occurs under certain conditions, which is the main purpose of the proposed approach.
Sliding is responsible for dissipation, thus a dissipation is associated to the continuous
plastic-like shear strain that is determined through an energetic principle. The total energy to
be minimized is composed of the elastic bulk energy E
[
γp
]
minus the work of external forces
W
[
γp
]
plus the plastic-like dissipated energy D
[
γp
]
. A similar approach has been used for
instance by Bluthe´ et al. (2017) within a different context. The dissipation can be interpreted
as a cost to reach a lower energy state as detailed by Fedelich and Ehrlacher (1997) and Mielke
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(2003). The minimization procedure is detailed in section 6. The proposed approach relies on
an analytical solution of the orthotropic hollow cylinder, in order to obtain computation time
compatible with parametric studies.
In addition, coil sagging is a structural effect due to non axi-symmetric loading conditions
such as gravity or if the imposed eigenstrain is inhomogeneous along the circumferential di-
rection because of cooling conditions that can be slightly off the axi-symmetric assumption. A
simple question arises: is gravity sufficient to be responsible for such a dramatic loss of axi-
symmetry and to what extent does the eigenstrain dependence on the circumferential direction
contribute to the phenomenon ? A Fourier series expansion of the imposed eigenstrain in each
layer is considered:
ε∗,( j)(r, θ) =
N∑
n=−N
ε∗,( j)n (r) exp(inθ) (5)
Since the effect of the axi-symmetric term ε∗,( j)0 is already captured by the model developed
by Weisz-Patrault (2018), the structural effect leading to coil sagging is given only by the non
axi-symmetric terms ε∗,( j)n (n , 0) in the Fourier series expansion. The homogenized imposed
eigenstrain ε∗ is defined as follows:
ε∗(r, θ) =
N∑
n=−N
n,0
ε∗n(r) exp(inθ) (6)
where ε∗n is interpolated through cubic splines between following values:
ε∗n(r
( j)) =
1
r( j)sup − r( j)in f
∫ r( j)sup
r( j)in f
ε∗,( j)n (r)dr (7)
where r( j) = (r( j)sup + r
( j)
in f )/2. This simple homogenization procedure is summarized in figure 2.
rinf
rsup
C   =11
λ+2μ
α2
γ p
C   =11 λ+2μ
rinf
rsup
(j)
(j)
ε *
ε*,(j)
ρg
Sliding
θ0
Figure 2: Homogenization
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Thus, the proposed approach relies on the derivation of an analytical solution of an or-
thotropic hollow cylinder subjected to gravity and an imposed eigenstrain as well as a plastic-
like shear strain that is determined in the end by an energetic principle. Many contributions
focus on this kind of mechanical configuration. For instance, for isotropic hollow cylinders
and plastic deformations (without energetic considerations), Bree (1989) developed a bi-axial
analytical solution for a pressurized tube using the Tresca yield function and where stresses
are averaged through the thickness. Eraslan and Akis (2006) gave an analytical solution for a
functionally graded elastic-plastic pressurized tube and Chatzigeorgiou et al. (2009) published
an homogenization of a multilayer elastic-plastic pressurized tube with discontinuous mate-
rial properties. Pronina (2013) developed an analytical solution of an elastic-plastic pressur-
ized tube considering mechanochemical corrosion. Furthermore, orthotropic hollow cylinders
have also been studied. For instance, Pagano (1994) developed an analytical solution for an
anisotropic hollow cylinder subjected to surface traction expressed in the form of a Fourier se-
ries expansion. Kalam and Tauchert (1978) proposed an analytical solution for an orthotropic
hollow cylinder with a spherical eigenstrain (proportional to the identity) due to thermal ex-
pansion. The solution relies on the Airy potential, Fourier series expansions and power series
along the radial direction. Kardomateas (1990) and Yee and Moon (2002) proposed analyti-
cal solutions to a similar problem considering respectively Hankel asymptotic expansions and
Bessel functions. El-Naggar et al. (2002) proposed a Finite Difference method in order to solve
a rotating orthotropic hollow cylinder subjected to thermal expansion. Ye and Soldatos (1994)
proposed a analytical solution relying on Fourier series expansion for a three-dimensional mul-
tilayer hollow cylinder transversely loaded. Other kinds of eigenstrains have also been con-
sidered. For instance Hou and Leung (2004) developed a semi-analytical dynamic solution for
magneto-electro-elastic orthotropic hollow cylinders. Magneto-thermoelastic problem for ro-
tating orthotropic hollow cylinders has been proposed by Abd-Alla and Mahmoud (2010) and
solved numerically through an implicit finite-difference scheme.
The present analytical solution is developed for general eigenstrain and relies on orthogo-
nal series expansions using Bessel functions of the first and second kinds. However, it should
be noted that isotropic plane problems can be usefully written within the framework of com-
plex analysis as demonstrated by Muskhelishvili (1953). Incomplete extensions to anisotropic
materials have been developed by Lekhnitskii et al. (1964) and involve two complex variables
instead of one. A unified and complete complex theory for plane problems has been published
by Ou and Chen (2007). Weisz-Patrault et al. (2014) also proposed an extension in 3D of
the Kolosov-Muskhelishvili formulation using the four-dimensional hyper-complex algebra of
quaternions. However to the best of our knowledge no 3D formulation has been published for
anisotropic elasticity by using hyper-complex potentials.
2. Global equations and problem decomposition
This section deals with the global equation system and boundary conditions. The or-
thotropic hollow cylinder is subjected to an imposed eigenstrain (which is an input of the
model) and a plastic-like shear strain defined by (4) and determined in the end by a minimiza-
tion procedure detailed in section 6. Thus, the plastic-like shear strain γp can be considered
as an imposed parametric eigenstrain, until section 6 where an energetic principle is stated to
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determine γp. The following equation system should be solved:
div [σ] = ρgey Equilibrium
σ = C : εe Orthotropic behavior
ε =
1
2
(
∇ [u] + ∇ [u]T
)
Compatibility
εe = ε − ε∗ − εp Elastic strain tensor
(8)
where ρ denotes the density, g the acceleration of gravity, σ is the stress tensor, ε is the total
strain tensor, u is the displacement vector, εe is the elastic strain tensor, ε∗ is the imposed
eigenstrain and εp the plastic like shear strain and C is the stiffness tensor.
Following boundary conditions are considered:{
σ(rsup, θ).n = T = T supr (θ)er
σ(rin f , θ).n = 0
(9)
where n is the normal unit vector and:
T supr (θ) = −
pi
(
r2sup − r2in f
)
ρg
2 sin(θ0)rsup
(
δθ0(θ) + δpi−θ0(θ)
)
(10)
where θ0 is the angle that defines contact points with the support and δ denotes the Dirac
distribution. T supr is defined so that the resultant force due to gravity is balanced symmetrically
on both supports as shown in figure 2. Detailed calculation is given in Appendix A.
It is convenient to write the equilibrium equation on displacements instead of stresses. The
obtained equation is called the inhomogeneous Navier equation and reads for the assumed
orthotropic behavior (2):
(λ + 2µ)
(
1
α2
(
∂2ur
∂r2
+
1
r
∂ur
∂r
)
− ur
r2
)
+ µ
1
r2
∂2ur
∂θ2
+ (λ + µ)
1
r
∂2uθ
∂r∂θ
− (λ + 3µ) 1
r2
∂uθ
∂θ
= µ
(
f ∗r + f
p
r
)
+ ρg sin(θ)
µ
(
∂2uθ
∂r2
+
1
r
∂uθ
∂r
− uθ
r2
)
+ (λ + 2µ)
1
r2
∂2uθ
∂θ2
+ (λ + µ)
1
r
∂2ur
∂r∂θ
+ (λ + 3µ)
1
r2
∂ur
∂θ
= µ
(
f pθ + f
∗
θ
)
+ ρg cos(θ)
(11)
where:
f ∗r (r, θ) =
λ + 2µ
α2µ
∂ε∗rr
∂r
+
λ
µ
∂ε∗θθ
∂r
+ 2
(
ε∗rr − ε∗θθ
r
+
1
r
∂ε∗rθ
∂θ
)
+
λ + 2µ
µ
(1 − α2)
α2
ε∗rr
r
f ∗θ (r, θ) =
λ
µr
∂ε∗rr
∂θ
+
λ + 2µ
µr
∂ε∗θθ
∂θ
+ 2
(
∂ε∗rθ
∂r
+
2ε∗rθ
r
) (12)
and where: 
f pr (r, θ) =
1
r
∂γp
∂θ
f pθ (r, θ) =
∂γp
∂r
+
2γp
r
(13)
Despite the fact a plastic-like shear strain γp is considered, the inhomogeneous Navier equa-
tion (11) is linear. Indeed, usually plastic strains are dependent on the unknown displacement
u, however the derivation of the analytical solution is done with an arbitrary shear strain γp that
does not depend on u. Thus, all non-linear aspects are handled through the final minimization
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task that enables to determine γp, as detailed in section 6. Therefore, the solution of (11) with
boundary conditions (9) can be split into several contributions denoted by:
u = u∗ + up + uW + û
ε = ε∗ + εp + εW + ε̂
σ = σ∗ + σp + σW + σ̂
(14)
Displacement vectors u∗ and up are any particular solution (without specifying specific bound-
ary conditions) of:
(λ + 2µ)
(
1
α2
(
∂2u(.)r
∂r2
+
1
r
∂u(.)r
∂r
)
− u
(.)
r
r2
)
+ µ
1
r2
∂2u(.)r
∂θ2
+ (λ + µ)
1
r
∂2u(.)θ
∂r∂θ
− (λ + 3µ) 1
r2
∂u(.)θ
∂θ
= µ f (.)r
µ
∂2u(.)θ∂r2 + 1r ∂u
(.)
θ
∂r
− u
(.)
θ
r2
 + (λ + 2µ) 1r2 ∂2u
(.)
θ
∂θ2
+ (λ + µ)
1
r
∂2u(.)r
∂r∂θ
+ (λ + 3µ)
1
r2
∂u(.)r
∂θ
= µ f (.)θ
(15)
where the symbol (.) should be replaced by ∗ or p. In addition uW is any particular solution
(without specifying specific boundary conditions) of:
(λ + 2µ)
(
1
α2
(
∂2uWr
∂r2
+
1
r
∂uWr
∂r
)
− u
W
r
r2
)
+ µ
1
r2
∂2uWr
∂θ2
+ (λ + µ)
1
r
∂2uWθ
∂r∂θ
− (λ + 3µ) 1
r2
∂uWθ
∂θ
= ρg sin(θ)
µ
(
∂2uWθ
∂r2
+
1
r
∂uWθ
∂r
− u
W
θ
r2
)
+ (λ + 2µ)
1
r2
∂2uWθ
∂θ2
+ (λ + µ)
1
r
∂2uWr
∂r∂θ
+ (λ + 3µ)
1
r2
∂uWr
∂θ
= ρg cos(θ)
(16)
And finally û is the homogenous solution of the Navier equation:
(λ + 2µ)
(
1
α2
(
∂2ûr
∂r2
+
1
r
∂̂ur
∂r
)
− ûr
r2
)
+ µ
1
r2
∂2ûr
∂θ2
+ (λ + µ)
1
r
∂2ûθ
∂r∂θ
− (λ + 3µ) 1
r2
∂̂uθ
∂θ
= 0
µ
(
∂2ûθ
∂r2
+
1
r
∂̂uθ
∂r
− ûθ
r2
)
+ (λ + 2µ)
1
r2
∂2ûθ
∂θ2
+ (λ + µ)
1
r
∂2ûr
∂r∂θ
+ (λ + 3µ)
1
r2
∂̂ur
∂θ
= 0
(17)
with boundary conditions:
[
σ̂.n
]
(rsup, θ) = T supr (θ)er −
[(
σ∗ + σp + σW
)
.n
]
(rsup, θ) = T̂ sup(θ)[
σ̂.n
]
(rin f , θ) = −
[(
σ∗ + σp + σW
)
.n
]
(rin f , θ) = T̂ in f (θ)
(18)
This decomposition is summarized in figure 3.
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Figure 3: Decomposition and energetic principle
3. Mathematical preliminaries
This section deals with mathematical tools used in following sections. The analytical solu-
tion proposed in this paper relies on an orthogonal series expansion rather similar to the classic
Fourier-Bessel series. Consider Jδ and Yδ the Bessel functions of the δ-order of the first and
second kind respectively. Bessel functions are solutions of the following ordinary differential
equation:
y′′(x) +
y′(x)
x
+
(
1 − δ
2
x2
)
y(x) = 0 (19)
In the following, an orthogonal function basis is introduced, so that any function f :[
rin f , rsup
]
→ C can be approximated by projection on the corresponding vector space. This
approach is an extension of the classical Fourier-Bessel series expansion. The proposed func-
tion basis is constructed from Bessel functions which are solutions of (19). The solution of
the Navier equation (15) is projected on this orthogonal basis and terms of the form y′′(x) +
y′(x)
x − δ
2
x2 y(x) in the equation set is proportional to y(x). The Navier equation (15) presents two
terms of this form leading to terms proportional to y(x). In addition, the right side term of
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the Navier equation can also be projected and is proportional to y(x). Therefore, the problem
almost reduces to identify coefficients.
Consider normalized Bessel functions:
jδ(r) =
Jδ
(
r
rsup
)
Jδ
( rin f
rsup
) and yδ(r) = Yδ
(
r
rsup
)
Yδ
( rin f
rsup
) (20)
and the following function sequence:
G(δ)m (r) =
Jδ
(
x(δ)m rrsup
)
Jδ
(
x(δ)m
rin f
rsup
) − Yδ
(
x(δ)m rrsup
)
Yδ
(
x(δ)m
rin f
rsup
) (21)
where x(δ)m are the successive positive roots (indexed by 1 ≤ m ≤ M) of
x 7→ Jδ (x)Yδ
(
x
rin f
rsup
)
− Jδ
(
x
rin f
rsup
)
Yδ (x) (22)
Introducing the following scalar product:
〈 f , g〉 =
∫ rsup
rin f
r f (r)g(r)dr (23)
one obtains the following orthogonality relations:〈
G(δ)m ,G
(δ)
l
〉
=
{
M(δ)m if m = l
0 if m , l (24)
where M(δ)m , 0 is defined as
〈
G(δ)m ,G
(δ)
m
〉
. The orthogonal series expansion consists in projecting
any function f : r ∈
[
rin f , rsup
]
→ C on the set of the function sequence G(δ)m defined by (21).
However it should be noted that G(δ)(rin f ) = G(δ)(rsup) = 0. Thus, it is very useful to project an
auxiliary function that vanishes at r = rsup and r = rin f , namely: g(r) = f (r)−
(
F jδ(r) + F˜yδ(r)
)
where: (
F
F˜
)
=
(
1 1
jδ(rsup) yδ(rsup)
)−1
.
(
f (rin f )
f (rsup)
)
(25)
Thus, any function f : r ∈
[
rin f , rsup
]
→ C may be projected as follows:
f (r) = F jδ(r) + F˜yδ(r) +
M∑
m=1
FmG(δ)m (r) (26)
where the projection reads:
Fm =
〈
G(δ)m , f (r) −
(
F jδ(r) + F˜yδ(r)
)〉〈
G(δ)m ,G
(δ)
m
〉 (27)
This projection procedure is repeatedly used on various functions in the following. For the sake
of conciseness, equations (25) and (27) are not recalled each time.
It should be noted that roots xm are introduced similarly as for Fourier-Bessel series ex-
pansions, that is to say to generated an orthogonal function basis and not to verify specific
boundary condition.
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4. Particular non axi-symmetric solutions
The inhomogeneous Navier equations (15) are solved exactly the same way for ( f ∗r , f
∗
θ ) and
for ( f pr , f
p
θ ). Solutions u
∗ and up are presented separately for the sake of clarity because ε∗
is an input of the model and γp is a state variable that needs to be determined in the end by
an optimization procedure, even though γp is treated in this section as an imposed parametric
eigenstrain. Solutions u∗ and up are sought in the form of a Fourier series expansion: u(.)r = N∑
n=−N
u(r,.)n (r) exp(inθ) u
(.)
θ =
N∑
n=−N
u(θ,.)n (r) exp(inθ) (28)
where the symbol (.) should be replaced by ∗ or p. Right side terms of (15) are also expanded
into Fourier series: 
f (.)r (r, θ) =
N∑
n=−N
f (r,.)n (r) exp(inθ)
f (.)θ (r, θ) =
N∑
n=−N
f (θ,.)n (r) exp(inθ)
(29)
where (r, .) and (θ, .) should be replaced by (r, ∗) or (r, p) and (θ, ∗) or (θ, p). Then, the inhomo-
geneous Navier equations (15) reduce to:
(λ + 2µ)
(
1
α2
(
∂2u(r,.)n
∂r2
+
1
r
∂u(r,.)n
∂r
)
− u
(r,.)
n
r2
)
− n2µu
(r,.)
n
r2
+ in
[
(λ + µ)
1
r
∂u(θ,.)n
∂r
− (λ + 3µ)u
(θ,.)
n
r2
]
= µ f (r,.)n (r)
µ
(
∂2u(θ,.)n
∂r2
+
1
r
∂u(θ,.)n
∂r
− u
(θ,.)
n
r2
)
− n2(λ + 2µ)u
(θ,.)
n
r2
+ in
[
(λ + µ)
1
r
∂u(r,.)n
∂r
+ (λ + 3µ)
u(r,.)n
r2
]
= µ f (θ,.)(r)n
(30)
Consider:
δn = α
√
1 +
µ
λ + 2µ
n2 ζn =
√
1 +
λ + 2µ
µ
n2 (31)
One can rewrite (30):
λ + 2µ
α2
(
∂2u(r,.)n
∂r2
+
1
r
∂u(r,.)n
∂r
− δ
2
n
r2
u(r,.)n
)
+ in
[
(λ + µ)
1
r
∂u(θ,.)n
∂r
− (λ + 3µ)u
(θ,.)
n
r2
]
= µ f (r,.)n (r)
µ
(
∂2u(θ,.)n
∂r2
+
1
r
∂u(θ,.)n
∂r
− ζ
2
n
r2
u(θ,.)n
)
+ in
[
(λ + µ)
1
r
∂u(r,.)n
∂r
+ (λ + 3µ)
u(r,.)n
r2
]
= µ f (θ,.)(r)n
(32)
The strategy is to make projections of u(r,.)n (r) and u
(θ,.)
n (r) on the orthogonal basis related
respectively to δn and ζn, so that the first term of both equations in (32) are proportional to
each term of the corresponding function basis (see (34)), as explained in section 3. Then, right
side terms f (r,.)n and f
(θ,.)
n are also projected on the function basis related respectively to δn and
ζn (see (37)) as well as terms in brackets in [...] (see (36)). Thus, the solution is obtained by
coefficient identification.
More precisely, functions u(r,.)n (r) and u
(θ,.)
n (r) are sought in the form:
u(r,.)n (r) = U
(r,.)
n jδn(r) + U˜
(r,.)
n yδn(r) +
M∑
m=1
U (r,.)m,nG
(δn)
m (r)
u(θ,.)n (r) = U
(θ,.)
n jζn(r) + U˜
(θ,.)
n yζn(r) +
M∑
m=1
U (θ,.)m,nG
(ζn)
m (r)
(33)
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where (r, .) and (θ, .) should be replaced by (r, ∗) or (r, p) and (θ, ∗) or (θ, p). From (19) and (33)
one obtains:
λ + 2µ
α2
(
∂2u(r,.)n
∂r2
+
1
r
∂u(r,.)n
∂r
− δ
2
n
r2
u(r,.)n
)
= −λ + 2µ
α2r2sup
U (r,.)n jδn(r) + U˜ (r,.)n yδn(r) + M∑
m=1
U (r,.)m,n
(
x(δn)m
)2
G(δn)m (r)

µ
(
∂2u(θ,.)n
∂r2
+
1
r
∂u(θ,.)n
∂r
− ζ
2
n
r2
u(θ,.)n
)
= − µ
r2sup
U (θ,.)n jζn(r) + U˜ (θ,.)n yζn(r) + M∑
m=1
U (θ,.)m,n
(
x(ζn)m
)2
G(ζn)m (r)

(34)
Consider: 
h(r,.)n (r) =
in
µ
[
(λ + µ)
1
r
∂u(θ,.)n
∂r
− (λ + 3µ)u
(θ,.)
n
r2
]
h(θ,.)n (r) =
in
µ
[
(λ + µ)
1
r
∂u(r,.)n
∂r
+ (λ + 3µ)
u(r,.)n
r2
] (35)
Functions h(r,.)n and h
(θ,.)
n are projected as follows:
h(r,.)n (r) = H
(r,.)
n jδn(r) + H˜
(r,.)
n yδn(r) +
M∑
m=1
H(r,.)m,nG
(δn)
h(θ,.)n (r) = H
(θ,.)
n jζn(r) + H˜
(θ,.)
n yζn(r) +
M∑
m=1
H(θ,.)m,nG
(ζn)
(36)
where H(r,.)n , H˜
(r,.)
n and H
(r,.)
m,n are explicitly defined as functions of U
(θ,.)
n , U˜
(θ,.)
n and U
(θ,.)
l,n and where
H(θ,.)n , H˜
(θ,.)
n and H
(θ,.)
m,n are explicitly defined as functions of U
(r,.)
n , U˜
(r,.)
n and U
(r,.)
l,n . Functions f
(r,.)
n
and f (θ,.)n are projected as follows:
f (r,.)n = F
(r,.)
n jδn(r) + F˜
(r,.)
n yδn(r) +
M∑
m=1
F(r,.)m,nG
(δn)
f (θ,.)n = F
(θ,.)
n jζn(r) + F˜
(θ,.)
n yζn(r) +
M∑
m=1
F(θ,.)m,nG
(ζn)
(37)
Hence:
− λ + 2µ
µα2r2sup
U (r,.)n + H
(r,.)
n = F
(r,.)
n
− λ + 2µ
µα2r2sup
U˜ (r,.)n + H˜
(r,.)
n = F˜
(r,.)
n
−
(
x(δn)m
)2
(λ + 2µ)
µα2r2sup
U (r,.)m,n + H
(r,.)
m,n = F
(r,.)
m,n
− 1
r2sup
U (θ,.)n + H
(θ,.)
n = F
(θ,.)
n
− 1
r2sup
U˜ (θ,.)n + H˜
(θ,.)
n = F˜
(θ,.)
n
−
(
x(ζn)m
)2
r2sup
U (θ,.)m,n + H
(θ,.)
m,n = F
(θ,.)
m,n
(38)
These equations may be written in matrix form and solved as follows:
U(.)n = [Sn]
−1 .F(.)n (39)
where: 
U(.)n =
(
U (r,.)n , U˜
(r,.)
n ,U
(r,.)
1,n , · · · ,U (r,.)M,n,U (θ,.)n , U˜ (θ,.)n ,U (θ,.)1,n , · · · ,U (θ,.)M,n
)T
F(.)n =
(
F(r,.)n , F˜
(r,.)
n , F
(r,.)
1,n , · · · , F(r,.)M,n, F(θ,.)n , F˜(θ,.)n , F(θ,.)1,n , · · · , F(θ,.)M,n
)T (40)
11
and where:
Sn =
( −λ+2µ
µα2
× Ir sr
sθ −Iθ
)
(41)
where Ir and Iθ denote diagonal matrices of size (M + 2) × (M + 2) with respective diago-
nals 1/r2sup
(
1, 1,
(
x(δn)1
)2
, · · · ,
(
x(δn)M
)2)
and 1/rsup
(
1, 1,
(
x(ζn)1
)2
, · · · ,
(
x(ζn)M
)2)
. Moreover sr and sθ
denote matrices of size (M + 2) × (M + 2) defined by (38). The stress tensors reads:
σ∗rr =
λ + 2µ
α2
(
∂u∗r
∂r
− ε∗rr
)
+ λ
(
u∗r
r
+
1
r
∂u∗θ
∂θ
− ε∗θθ
)
σ∗θθ = (λ + 2µ)
(
u∗r
r
+
1
r
∂u∗θ
∂θ
− ε∗θθ
)
+ λ
(
∂u∗r
∂r
− ε∗rr
)
σ∗rθ = µ
(
1
r
∂u∗r
∂θ
+
∂u∗θ
∂r
− u
∗
θ
r
− 2ε∗rθ
) (42)
and: 
σprr =
λ + 2µ
α2
∂upr
∂r
+ λ
(
upr
r
+
1
r
∂upθ
∂θ
)
σ
p
θθ = (λ + 2µ)
(
upr
r
+
1
r
∂upθ
∂θ
)
+ λ
∂upr
∂r
σ
p
rθ = µ
(
1
r
∂upr
∂θ
+
∂upθ
∂r
− u
p
θ
r
− γprθ
) (43)
A particular solution of the Navier equation (16) accounting for gravity (without specifying
specific boundary conditions) can be derived exactly the same way as the particular solution
of the Navier equations (15). Since the right side term of (16) only involves sine and cosine
functions the procedure detailed above is limited to n = 1 and n = −1. However, if λ , µ
(i.e., if the Poisson coefficient ν , 0.25) then a very simple particular solution of (16) can be
obtained. Displacements uWr and u
W
θ read:
if λ , µ,
 u
W
r = 0
uWθ = −
ρg
λ − µr
2 cos(θ) (44)
Hence:
if λ , µ,

σWrr = ρg
λ
λ − µr sin(θ)
σWθθ = ρg
λ + 2µ
λ − µ r sin(θ)
σWrθ = −ρg
µ
λ − µr cos(θ)
(45)
Of course the resultant force at both boundaries is equal to the opposite of the total weight.
It should be noted that the resultant force at the inner surface r = rin f does not vanish. This
is due to the fact that particular solutions of the Navier equation have been derived without
imposing specific boundary conditions. The homogenous solution derived in section 5 enables
us to impose boundary conditions so that the total solution defined by (14) verify the prescribed
boundary conditions. In particular normal stress vanishes at the inner radius.
12
5. Homogenous solution with boundary conditions
The homogenous Navier equation (17) with boundary conditions (18) is solved in this sec-
tion. A Fourier series expansion is considered:
ûr(r, θ) =
N∑
n=−N
û(r)n (r) exp(inθ)
ûθ(r, θ) =
N∑
n=−N
û(θ)n (r) exp(inθ)
(46)
The homogenous Navier equation (17) reduces to:
(λ + 2µ)
(
1
α2
(
∂2û(r)n
∂r2
+
1
r
∂̂u(r)n
∂r
)
− û
(r)
n
r2
)
− n2µ û
(r)
n
r2
+ in
[
(λ + µ)
1
r
∂̂u(θ)n
∂r
− (λ + 3µ) û
(θ)
n
r2
]
= 0
µ
(
∂2û(θ)n
∂r2
+
1
r
∂̂u(θ)n
∂r
− û
(θ)
n
r2
)
− n2(λ + 2µ) û
(θ)
n
r2
+ in
[
(λ + µ)
1
r
∂̂u(r)n
∂r
+ (λ + 3µ)
û(r)n
r2
]
= 0
(47)
The orthogonal function basis proposed in section 3 cannot be used anymore as the right side
term is zero. Indeed, the use of the orthogonal function basis leads to (39), which gives a
zero solution if the right side term F(.)n vanishes. As the equation set (47) consists in two
coupled second-order partial differential equations the space of homogenous solutions is four-
dimensional. Displacements are sought proportional to rβ with β = βR + iβI ∈ C, where:
rβ = rβR
(
cos
(
βI log(r)
)
+ i sin
(
βI log(r)
))
(48)
That is to say that displacements are sought in the form û(r)n = arβ and û
(θ)
n = brβ. Introducing
this form into (47) one obtains: (λ + 2µ)
(
β2
α2
− 1
)
− n2µ in [(λ + µ)β − (λ + 3µ)]
in
[
(λ + µ)β + λ + 3µ
]
µ
(
β2 − 1
)
− n2(λ + 2µ)
︸                                                                 ︷︷                                                                 ︸
Mn(β)
.
(
a
b
)
=
(
0
0
)
(49)
Hence, non-zero solutions are obtained if det
[
Mn(β)
]
= 0. This equation is called the charac-
teristic equation and reduces to:
β4 +
(
α2
λn2 − µ
µ
− λ + 2µ
µ
n2 − 1
)
β2 + α2(n2 − 1)2 = 0 (50)
If β is solution of (50) then the first equation in (49) can be discarded and:
∀n ≥ 1, a
b
= −µ(β
2 − 1) − n2(λ + 2µ)
in
[
(λ + µ)β + λ + 3µ
] (51)
If n = 0, there is no constrain on a and b.
There are four solutions of (50) in C, denoted by βn = (βn,1, βn,2, βn,3, βn,4), which corre-
sponds to the fact that the solution space should be four-dimensional. Finally the homogenous
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solution is written as a linear combination of the four solutions defined by βn,k (1 ≤ k ≤ 4) and
reads for n ≥ 2: 
û(r)n (r) =
4∑
k=1
ûn,kan,k
(
r
rsup
)βn,k
exp(inθ)
û(θ)n (r) =
4∑
k=1
ûn,kbn,k
(
r
rsup
)βn,k
exp(inθ)
(52)
where ûn = (̂un,1, ûn,2, ûn,3, ûn,4) and similarly an and bn are defined such as:
n ≥ 1,

an,k = (β2n,k − 1) − n2
λ + 2µ
µ
bn,k = −in
(
λ + µ
µ
βn,k +
λ + 3µ
µ
) (53)
For n = 0, one obtains β0 = (1,−1, α,−α). So β = 1 is solution of the characteristic
equation (50). For n = 0 and β = 1, (49) reduces to: (λ + 2µ)
(
1
α2
− 1
)
0
0 0
 .
(
a
b
)
=
(
0
0
)
⇒ a = 0 and b ∈ R (54)
Thus, for n = 0 and β = 1, the homogenous solution of (47) is û(r)0 = 0 and û
(θ)
0 = br, which
corresponds to a rigid rotation and should therefore be discarded. Thus, there is only three
unknowns for n = 0 corresponding to β = −1, α,−α and:
û(r)0 (r) = û0,1
(
r
rsup
)−α
+ û0,2
(
r
rsup
)α
û(θ)0 (r) = û0,3
(
r
rsup
)−1 (55)
For n = 1, one obtains β1 = (0, 0, β1,1, β1,2), thus β = 0 is a double root of the characteristic
equation (50). For n = 1 and β = 0, (49) reduces to:
−(λ + 3µ)
(
1 i
−i 1
)
.
(
a
b
)
=
(
0
0
)
⇒ b = ia ∈ C (56)
Thus, for n = 1 and β = 0, the homogenous solution of (47) is û(r)1 = a and û
(θ)
1 = ia. Moreover
displacements in the Cartesian coordinates read:{
ûx = ûr cos(θ) − ûθ sin(θ)
ûy = ûr sin(θ) + ûθ cos(θ)
(57)
In addition, if n = 1 and n = −1 are the only terms in Fourier expansion, then: ûr = 2Re
[̂
u(r)1 exp(iθ)
]
= 2(aR cos(θ) − aI sin(θ))
ûθ = 2Re
[̂
u(θ)1 exp(iθ)
]
= −2(aR sin(θ) + aI cos(θ)) (58)
where a = aR + iaI . Combining (57) and (58) one obtains:{
ûx = 2aR
ûy = −2aI (59)
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Thus, for n = 1 and β = 0 the solution corresponds to a rigid translation and should therefore be
discarded. Since β = 0 is a double root of the characteristic equation (50), only two unknowns
remain for n = 1 (corresponding to β = β1,1, β1,2). However, the resultant force applied at
the inner radius rin f does not vanish (even though a global equilibrium is ensured) because of
the particular solutions derived in section 4. Classically, a logarithmic solution of the form
û(r)1 = a log
(
r/rsup
)
+ c and û(θ)1 = b log
(
r/rsup
)
+ d should be introduced, leading to a third
unknown. By introducing this form into (47) one can identify a, b, c, d. Therefore for n = 1:
û(r)1 (r) =
 2∑
k=1
û1,ka1,k
(
r
rsup
)β1,k
+ û1,3
(
log
(
r
rsup
)
− λ + µ
λ + 3µ
) exp(iθ)
û(θ)1 (r) =
 2∑
k=1
û1,kb1,k
(
r
rsup
)β1,k
+ i û1,3 log
(
r
rsup
) exp(iθ) (60)
It should be noted that displacements for −n (with n ≥ 1) are simply conjugates of those for n.
Boundary conditions (18) are considered. A Fourier series expansion is needed.
T supr (θ) =
N∑
n=−N
T (r,sup)n exp(inθ) (61)
where:
T (r,sup)n =
1
2pi
∫ 2pi
0
T supr (θ) exp(−inθ)dθ (62)
Hence:
T (r,sup)n =
(
r2sup − r2in f
)
ρg
4 sin(θ0)rsup
(
exp(−inθ0) + (−1)n exp(inθ0)) (63)
Moreover (T̂ supr , T̂
sup
θ , T̂
in f
r , T̂
in f
θ ) are also expanded into a Fourier series:
T̂ sup(.) (θ) =
N∑
n=−N
T̂ (.,sup)n exp(inθ)
T̂ in f(.) (θ) =
N∑
n=−N
T̂ (.,in f )n exp(inθ)
(64)
where (.) stands for r or θ. Fourier coefficients are denoted by (T̂ (r,sup)n , T̂
(θ,sup)
n , T̂
(r,in f )
n , T̂
(θ,in f )
n ).
The stress tensor reads: 
σ̂rr =
λ + 2µ
α2
∂̂ur
∂r
+ λ
(
ûr
r
+
1
r
∂̂uθ
∂θ
)
σ̂θθ = (λ + 2µ)
(
ûr
r
+
1
r
∂̂uθ
∂θ
)
+ λ
∂̂ur
∂r
σ̂rθ = µ
(
1
r
∂̂ur
∂θ
+
∂̂uθ
∂r
− ûθ
r
) (65)
For all n ≥ 2, there are 4 unknown coefficients ûn and 4 boundary conditions (involving σ̂rr and
σ̂rθ at r = rsup and at r = rin f ). Therefore by using the boundary condition (18) along with (65)
15
and (52) one obtains the following coefficients:
∀n ≥ 2
1
rsup

M(r)n,1 M
(r)
n,2 M
(r)
n,3 M
(r)
n,4
M(θ)n,1 M
(θ)
n,2 M
(θ)
n,3 M
(θ)
n,4
M(r)n,1
( rin f
rsup
)β1,1−1
M(r)n,2
( rin f
rsup
)β1,2−1
M(r)n,3
( rin f
rsup
)β1,3−1
M(r)n,4
( rin f
rsup
)β1,4−1
M(θ)n,1
( rin f
rsup
)β1,1−1
M(θ)n,2
( rin f
rsup
)β1,2−1
M(θ)n,3
( rin f
rsup
)β1,3−1
M(θ)n,4
( rin f
rsup
)β1,4−1
 .

ûn,1
ûn,2
ûn,3
ûn,4
 =

T̂ (r,sup)n
T̂ (θ,sup)n
T̂ (r,in f )n
T̂ (θ,in f )n

(66)
where:
M(r)n,k = an,k
(
λ + 2µ
α2
βn,k + λ
)
+ iλbn,k M
(θ)
n,k = µ
[
ian,k + bn,k
(
βn,k − 1)] (67)
However, as already mentioned there is only three unknowns for n = 1, which is consistent with
the reduction of boundary conditions due to the global resultant force equilibrium that reads:
rsupT̂
(r,sup)
1 − rin f T̂ (r,in f )1 = i
(
rsupT̂
(θ,sup)
1 − rin f T̂ (θ,in f )1
)
(68)
Hence for n = 1:
1
rsup

M(r)1,1 M
(r)
1,2
λ+2µ
α2
− λ(λ+µ)
λ+3µ
M(θ)1,1 M
(θ)
1,2
2µ2i
λ+3µ
M(r)1,1
( rin f
rsup
)β1,1−1
M(r)1,2
( rin f
rsup
)β1,2−1 (λ+2µ
α2
− λ(λ+µ)
λ+3µ
) rsup
rin f
 .
 û1,1û1,2û1,3
 =

T̂ (r,sup)1
T̂ (θ,sup)1
T̂ (r,in f )1
 (69)
It should be noted that the last equation corresponding to T̂ (θ,in f )1 is automatically verified. Sim-
ilarly, for n = 0 there are only three unknowns which is consistent with the global momentum
equilibrium that reads:
r2supT̂
(θ,sup)
0 = r
2
in f T̂
(θ,in f )
0 (70)
Hence for n = 0:
1
rsup

(
λ − λ+2µ
α
) (
λ + λ+2µ
α
)(
λ − λ+2µ
α
) ( rin f
rsup
)−(α+1) (
λ + λ+2µ
α
) ( rin f
rsup
)α−1  . ( û0,1û0,2
)
=
(
T̂ (r,sup)0
T̂ (r,in f )0
)
(71)
and:
û0,3 = −rsup
T̂ (θ,sup)0
2µ
(72)
6. Energetic approach
The analytical solution derived in previous sections relies on arbitrary parametric plastic-
like shear strain γp. As already mentioned, for any arbitrary γp, a linear problem has been
solved. In this section, all non-linear aspects are handled through an energetic approach. The
proposed solution consists in determining the plastic-like shear strain so that the total energy
is minimized by a quasi-Newton algorithm. In order to perform the minimization on a finite
dimension space, functions γp are sought in the following parametrized form:
γp(r, θ) =
N∑
n=−N
γpn (r) exp(inθ) (73)
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where:
γpn (r) = γn j0(r) + γ˜ny0(r) +
M∑
m=1
γm,nG(0)m (r) (74)
Consider the following parameter space of dimension (M + 2) for (−N ≤ n ≤ N with n , 0):
Pn =
{
(γn, γ˜n, γ1,n, · · · , γM,n) ∈ CM+2
}
(75)
Thus, the minimization is done on the following Cartesian product space of dimension 2N(M+
2):
P =
∏
−N≤n≤N
n,0
Pn (76)
For any parameter vector P ∈ P the elastic bulk energy E [P] is given by:
E [P] =
1
2
∫
Ω
σ [P] : ε [P] dΩ (77)
The work of external forces W [P] reads:
W [P] =
∫
∂Ω
T.u [P] dS −
∫
Ω
ρgey.u [P] dΩ (78)
The plastic-like dissipated energy D [P] reads:
D [P] =
∫
Ω
σCγ
p
cum [P] dΩ (79)
where σC is the critical shear stress that should be understood as a shear threshold. In addition,
γ
p
cum is the cumulative plastic-like shear strain defined by:
γpcum [P] =
√
1
3
|γp| (80)
In this contribution, a simplified expression of σC is derived in Appendix B:
σC =
√
3 fCPC (81)
where fC is a friction coefficient (depending on lubrication conditions and roughness) and PC
is the averaged contact pressure. The following minimum procedure holds:
PS = argmin
P∈P
(E [P] −W [P] + D [P]) (82)
Since the proposed solution relies on an analytical computation, the gradient of the total energy
is easily computed for any parameter vector P ∈ P. This enables us to use fast quasi-Newton
optimization algorithms for the minimization.
∂E [P]
∂P j
=
∫
Ω
ε [P] : C :
∂ε [P]
∂P j
dΩ
∂W [P]
∂P j
=
∫
∂Ω
T.
∂u [P]
∂P j
dS
∂D [P]
∂P j
=
∫
∂Ω
σC
∂γ
p
cum [P]
∂P j
dS
(83)
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The gradient (83) is computed as follows. From (39) one obtains the following gradient:
∂Upn
∂P j
= [Sn]−1 .
∂Fpn
∂P j
(84)
where P j may be γn, γ˜n or γm,n. From (84) one can easily evaluate (83). This gradient necessi-
tates to compute the partial derivatives of Fpn . The right side term f
(r,p)
n , f
(θ,p)
n is defined by (13)
and γpn (r) is defined by (74). Thus, the projection Fpn given by (37) may be computed by using
the following projections on the set of functions used for the minimization procedure:
in j0(r)
r
= C( j)n jδn(r) + C˜
( j)
n yδn(r) +
M∑
k=1
C( j)k,nG
(δn)
k (r)
iny0(r)
r
= C(y)n jδn(r) + C˜
(y)
n yδn(r) +
M∑
k=1
C(y)k,nG
(δn)
k (r)
inG(0)m (r)
r
= C(Gm)n jδn(r) + C˜
(Gm)
n yδn(r) +
M∑
k=1
C(Gm)k,n G
(δn)
k (r)
(85)
and: 
∂ j0(r)
∂r
+
2 j0(r)
r
= D( j)n jδn(r) + D˜
( j)
n yδn(r) +
M∑
k=1
D( j)k,nG
(δn)
k (r)
∂y0(r)
∂r
+
2y0(r)
r
= D(y)n jδn(r) + D˜
(y)
n yδn(r) +
M∑
k=1
D(y)k,nG
(δn)
k (r)
∂G(0)m (r)
∂r
+
2G(0)m (r)
r
= D(Gm)n jδn(r) + D˜
(Gm)
n yδn(r) +
M∑
k=1
D(Gm)k,n G
(δn)
k (r)
(86)
It should be noted that coefficients C( j)n , C˜
( j)
n ,C
( j)
k,n etc. are stored in a library and not computed at
each iteration of the minimization procedure. Hence by using together (85), (86), (74) and (13):
F(r,p)n = γnC
( j)
n + γ˜nC
(y)
n +
M∑
m=1
γm,nC(Gm)n
F˜(r,p)n = γnC˜
( j)
n + γ˜nC˜
(y)
n +
M∑
m=1
γm,nC˜(Gm)n
F(r,p)k,n = γnC
( j)
k,n + γ˜nC
(y)
k,n +
M∑
m=1
γm,nC
(Gm)
k,n
(87)
and: 
F(θ,p)n = γnD
( j)
n + γ˜nD
(y)
n +
M∑
m=1
γm,nD(Gm)n
F˜(θ,p)n = γnD˜
( j)
n + γ˜nD˜
(y)
n +
M∑
m=1
γm,nD˜(Gm)n
F(θ,p)k,n = γnD
( j)
k,n + γ˜nD
(y)
k,n +
M∑
m=1
γm,nD
(Gm)
k,n
(88)
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Thus, for any P =
(
γn, γ˜n, γ1,n, · · · , γM,n)−N≤n≤N
n,0
∈ P the following gradient holds:

∂Fpn
∂γn
=
(
C( j)n , C˜
( j)
n ,C
( j)
1,n, · · · ,C( j)M,n,D( j)n , D˜( j)n ,D( j)1,n, · · · ,D( j)M,n
)T
∂Fpn
∂γ˜n
=
(
C(y)n , C˜
(y)
n ,C
(y)
1,n, · · · ,C(y)M,n,D(y)n , D˜(y)n ,D(y)1,n, · · · ,D(y)M,n
)T
∂Fpn
∂γm,n
=
(
C(Gm)n , C˜
(Gm)
n ,C
(Gm)
1,n , · · · ,C(Gm)M,n ,D(Gm)n , D˜(Gm)n ,D(Gm)1,n , · · · ,D(Gm)M,n
)T
(89)
7. Validation with Finite Element Model
In this section, the analytical solution derived in this paper is partially validated by compar-
ing with a Finite Element computation performed with the free Finite Element software Castem
developed by CEA (2011). It should be noted that the minimization procedure is not applied in
this section (i.e., γp = 0) and gravity has been discarded. A semi-hollow cylinder is modeled
with 160 quadrandugular elements along the radial direction and 600 along the circumferential
direction. Geometrical and material parameters are listed in table 1. The following eigenstrain
is imposed: 
ε∗rr = χ
∗
rr
(r − rin f )(r − rsup)
rin f rsup
cos (2θ)
ε∗θθ = χ
∗
θθ
(r − rin f )(r − rsup)
rin f rsup
cos (2θ)
ε∗rθ = χ
∗
rθ
(r − rin f )(r − rsup)
rin f rsup
cos
(
2
(
θ +
pi
4
)) (90)
where χ∗rr = χ
∗
θθ = 0 and χ
∗
rθ = 0.01 (different values are tested in section 8). The imposed
eigenstrain (90) is rather arbitrary, the only advantage is that induced deformations are similar
to coil sagging. The vanishing condition at rin f and rsup is chosen only to facilitate the Castem
computation. Indeed, the “imposed strain” option in Castem may lead to inaccuracies to verify
boundary conditions. Results are presented in figure 4. A comparison between the Finite
Element computation and the analytical solution is proposed in figure 5. Very good agreement
is observed.
Table 1: Modeling parameters
External radius rsup (mm) 975
Internal radius rin f (mm) 375
Lame´’s coefficient λ (MPa) 98076.9
Shear modulus µ (MPa) 65384.6
Radial stiffness coefficient α (-)
√
1/0.3
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(a) σrr (MPa) (b) σθθ (MPa)
(c) σrθ (MPa)
Figure 4: Validation condition: stresses
20
Figure 5: Validation of the analytical solution
8. Results
In this section, various configurations are tested in order to determine how the model be-
haves with respect to different parameters. In sections 8.1, 8.2, 8.3 and 8.4 the imposed eigen-
strain is not realistic (variation between -0.2 to 0.2) and is only meant to force coil sagging and
emphasize the influence of different parameters to give insights on coil sagging mechanisms.
In particular, the role of sliding is investigated as well as non axi-symmetric loading conditions,
shear threshold and radial stiffness. Material parameters are listed in table 1 and the eigenstrain
is given in the form of (90). This analytical form is rather arbitrary even though the quadratic
evolution along the radial direction schematically corresponds to the eigenstrain analyzed in
Weisz-Patrault (2017a, 2018). All tested conditions are listed in table 2. All following figures
are given on the deformed configuration without amplification factor applied on displacements.
However, some figures are scaled down so that all figures have the same size.
The effect of gravity is investigated in section 8.5 in order to determine to what extent it can
explain the coil sagging phenomenon. Finally, on the basis of the proposed mechanisms and on
the previous contribution published by Weisz-Patrault (2018), realistic conditions promoting
coil sagging are discussed in section 8.6.
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Table 2: Loading conditions
Condition χ∗rr χ
∗
θθ χ
∗
rθ
1 0.8 0 0
2 0 -0.8 0
3 0 0 -0.8
8.1. Effect of the dimension of the minimization space
The critical stress σC (defined by (81)) is interpreted as a threshold for the shear stress σrθ.
For condition 2, σC is set to 0, thus the minimization process should lead to σrθ = 0. However,
the minimization is done on the parameter space P2 that is only a finite dimensional subspace
of the infinite dimensional space of continuous functions. As a result, the shear stress does not
vanish because the minimum is not reached. However, the shear stress and the total energy
E −W + D decrease as the dimension of P2 increases, as shown in figures 6 and 7. It should be
noted that even though convergence is not strictly reached for M = 15 because the shear stress
level still does not vanish, the overall shape (displacement) does not evolve much from M = 10
to M = 15. Maximum shear stresses seem to converge toward zero as expected (29,6.6,2.8 MPa
for M = 5, 10 and 15 respectively). Thus, even though the convergence is not strictly reached,
it is not relevant to increase too much M because the prediction of sagging is already captured
with M = 15, of course larger values of M would give more accurate stresses, but without
major improvements on the final shape of the coil.
Oscillations along the radial direction clearly affect stresses. These oscillations are related
to M. Maxima are overestimated, but increasing M leads to increase the oscillation frequency
and to reduce the oscillation amplitude. Nevertheless it is very likely that M cannot be increased
indefinitely as numerical errors due to matrix inversions would be significantly amplified as
noticed for instance by Weisz-Patrault et al. (2011, 2013) for ill-posed problems. This issue is
a common limitation to most series expansions. In this contribution, M = 15 has been found as
a good compromise.
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(a) σrθ (MPa) (γp = 0)
(b) σrθ (MPa) (M = 5)
(c) σrθ (MPa) (M = 10) (d) σrθ (MPa) (M = 15)
Figure 6: Condition 2: Convergence of the minimization procedure (σC = 0)
Figure 7: Condition 2: Convergence of the minimization procedure (σC = 0)
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8.2. Effect of the eigenstrain
Conditions listed in table 2 are presented in figures 8, 9 and 10. Conditions 1 and 2 lead to
coil sagging. It should be noted that effect of ε∗rr is opposite to ε
∗
θθ with respect to the sagging
direction (one condition tends to deform the coil as sagging does and the other one has the
same effect but rotated by 90 degrees). However, the analysis proposed by Weisz-Patrault
(2018) shows that the radial and circumferential components are almost similar which in turn
reduces the coil sagging effect. In addition, the imposed eigenstrain is not realistic because it
is necessary to set the eigenstrain to extremely large values in order to obtain coil sagging.
The imposed shear component in condition 3 cannot significantly contribute to coil sagging.
Indeed, if there is no dissipation the whole shear component of the imposed eigenstrain is
compensated by the plastic-like shear strain and there is no deformation, as shown in figure 10.
Reciprocally, if the shear threshold goes to infinity there is no plastic-like shear strain and the
imposed shear component of the eigenstrain generates coil sagging. However, this condition is
unlikely because it necessitates both very large shear threshold and eigenstrain.
(a) σrθ (MPa) (b) σrr (MPa)
(c) σθθ (MPa)
(d) γp
Figure 8: Condition 1 (σC = 0, χ∗rr , 0)
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(a) σrθ (MPa) (b) σrr (MPa)
(c) σθθ (MPa)
(d) γp
Figure 9: Condition 2 (σC = 0, χ∗θθ , 0)
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(a) γp for σC = +∞ (b) γp for σC = 0
(c) σrθ (MPa) for σC = +∞
(d) σrθ (MPa) for σC = 0
Figure 10: Condition 3 (χ∗rθ , 0)
8.3. Effect of dissipation
It is clear that large sliding (represented by the plastic-like shear strain γp) is a necessary
condition for coil sagging to occur. Thus, the dissipation cost (associated to γp) control the
intensity of coil sagging effects. The shear threshold σC is set at different values. Resulting γp
are presented in figure 11. The plastic-like shear strain amplitude and displacements rapidly
decrease as the shear threshold increases. The simple relationship (81) is used to determine
what are realistic values of σC. The friction coefficient is set to fC ≈ 0.1 (realistic for lubricated
contacts) and previous computations performed by Weisz-Patrault (2018) under axi-symmetric
assumption found contact pressures approximately between 0.1 MPa and 20 MPa (depending
on the progress of coil cooling), which leads approximately to 0.02 ≤ σC ≤ 3.5. Thus, σC ≤
0.02 is not realistic. It should be noted that coil sagging is negligible for σC = 0.1 MPa
even though the imposed eigenstrain is very intense. This indicates that non axi-symmetric
eigenstrains are not directly responsible for the coil sagging phenomenon.
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(a) σC = 0.0001 (MPa) (b) σC = 0.001 (MPa)
(c) σC = 0.01 (MPa) (d) σC = 0.1 (MPa)
Figure 11: Condition 2: γp (M = 15), effect of dissipation
8.4. Effect of radial stiffness
The radial stiffness depends on the contact roughness and the number of interfaces (i.e.,
for a fixed upper and lower radii rin f and rsup the number of interface is determined by layer
thicknesses). The effect of radial stiffness is demonstrated in figure 12. Deformations increase
as the radial stiffness increases. This result may appear counter-intuitive. However, when
the radial stiffness increases, the elastic energy would increase if plastic-like shear strain were
identical. Since σC = 0 (i.e., sliding does not cost energy) it is more energetically profitable to
increase γp (and therefore the coil sagging effect) in order to decrease the elastic bulk energy.
Thus, roughness is a key parameter that prevent coil sagging because the shear threshold is
higher for rough surface and the radial stiffness is lower.
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(a) 1/α2 = 0.25
(b) 1/α2 = 0.3
(c) 1/α2 = 0.35 (d) 1/α2 = 0.4
Figure 12: Condition 2: γp (M = 15), effect of radial stiffness
8.5. Effect of gravity
Conditions including gravity are much more difficult to compute than conditions with eigen-
strain only. This is due to the fact that the imposed eigenstrain has been chosen proportional to
specific Fourier harmonics (cos(nθ), sin(nθ)) (where n = 2 in this paper). Thus it is sufficient
to minimize on the subspace Pn with a fixed n. However, even though the body force ρg intro-
duced by gravity is proportional to the first Fourier harmonic (cos(θ), sin(θ)) the traction T due
to the support reaction is a distribution that spreads on all Fourier harmonics (cos(nθ), sin(nθ))
where n ∈ N. When gravity is accounted for, the work of external forces W significantly con-
tribute to the minimization procedure and the subspace P defined by (76) should be considered
for a range −N ≤ n ≤ N. In order to avoid additional computation time, N is set to 2 in follow-
ing examples. As a result, the support reaction does not localize on a single point (for θ0 = 0)
but spreads on a much larger area. However, since the resultant force is exactly the same, the
general structural effect of weight is well captured.
The work of external forces is due to the body force ρg and to the traction applied by the
support. Thus, since gravity is constant, the work of external forces depends only on the mag-
nitude of displacements. The main deformation mechanism is that sliding represented by γp
enables the system to deform significantly by storing elastic energy which is widely compen-
sated by the work of external forces (increasing with displacements). Indeed, the external work
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grows much faster than the stored energy as the hollow cylinder deforms. Thus, the dissipa-
tion associated to the plastic-like shear strain is the main counterpart to this mechanism. For
instance, coil sagging is obtained for 1/α2 = 0.3 and a shear threshold σC = 0.1 MPa (which
is a realistic value according to the idea developed in section 8.3) as shown in figure 13. This
result should be compared to figure 11d that shows that no significant coil sagging is obtained
under the same conditions by applying only the eigenstrain even though the amplitude of the
latter is extremely large. Thus, the main mechanism leading to coil sagging is more likely due
to gravity than to a non axi-symmetric eigenstrain.
(a) σrθ (MPa) (b) σrr (MPa)
(c) σθθ (MPa) (d) γp
Figure 13: Condition with gravity only: σC = 0.1
8.6. Conditions promoting coil sagging
Different loading conditions (leading to coil sagging) have been presented and analyzed.
However, extremely high eigenstrain levels that are not realistic are necessary to observe coil
sagging although gravity alone may explain this phenomenon. In addition, low values of shear
threshold significantly promote the phenomenon that is to say that relatively low contact pres-
sure are necessary. The analysis proposed by Weisz-Patrault (2018) suggests that the eigen-
strain (representing thermal expansion, phase transition and transformation induced plasticity)
tends to decrease contact pressures during the cooling of the coil. Thus, the eigenstrain under-
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lies the coil sagging phenomenon because it creates the necessary conditions more than it is the
direct causal mechanism that should be attributed to gravity.
However, further investigations are necessary to determine if large non axi-symmetric eigen-
strain may occur because of the non-linear nature of transformation induced plasticity. Indeed,
the axi-symmetric model proposed by Weisz-Patrault (2018) consists in computing at each
time step the eigenstrain increment as a function of the total stress of the previous time step.
It is therefore possible that the additional stress introduced by considering gravity, generate
a non axi-symmetric eigenstrain that tends to amplify. This hypothesis may be verified by
coupling the model proposed in this contribution and the numerical simulation proposed by
Weisz-Patrault (2018).
9. Conclusion
A mixed analytic/energetic approach has been proposed for a multilayer hollow cylinder
accounting for sliding at the interfaces. The homogenized problem is orthotropic because of
contact roughness that tends to decrease the radial stiffness. Sliding is homogenized by the
introduction of a plastic-like shear strain that is determined by an energetic principle and a
minimization procedure based on a quasi-Newton algorithm. The hollow cylinder is subjected
to gravity and a non axi-symmetric eigenstrain representing phase transitions.
This problem is applied to the numerical simulation of coil sagging. Deformation mech-
anisms have been investigated and results suggest that gravity associated to low shear thresh-
old are responsible for the coil sagging phenomenon instead of non axi-symmetric eigenstrain.
Thus, the major role played by the eigenstrain is to promote favorable conditions. Indeed, previ-
ous studies show that thermal expansion, phase transition and transformation induced plasticity
tends to decrease contact pressures and therefore the shear threshold.
Appendix A. Boundary condition
The resultant weight (per unit width) is:
FW = −pi
(
r2sup − r2in f
)
ρgey (A.1)
The resultant force of surface traction (per unit width) is:
FS (er(θ0) + er(pi − θ0)) = 2FS sin(θ0)ey (A.2)
The equilibrium gives:
FS = −
pi
(
r2sup − r2in f
)
ρg
2 sin(θ0)
(A.3)
Furthermore if T supr (θ) = fS
(
δθ0(θ) + δpi−θ0(θ)
)
:
FS (er(θ0) + er(pi − θ0)) =
∫ 2pi
0
T supr (θ)er(θ)rsupdθ = fS rsup (er(θ0) + er(pi − θ0)) (A.4)
Hence:
T supr (θ) = −
pi
(
r2sup − r2in f
)
ρg
2 sin(θ0)rsup
(
δθ0(θ) + δpi−θ0(θ)
)
(A.5)
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Appendix B. Critical shear stress
The critical shear stress σC arises in the dissipation (79) for the homogenized model (see
figure 2). Thus, σC is defined so that the dissipated energy in the homogenized model is equal
to the dissipated energy due to sliding in the non-homogenized model.The non-homogenized
model is composed of a large number of interfaces. Let ri denote the radius of the i-th inter-
face, ∆uiθ(θ) denote the tangential displacement jump (sliding) and σ
i
rr(θ) and σ
i
rθ(θ) denote
the contact pressure and shear stress at the i-th interface. A classic Coulomb friction law is
assumed:
σirθ = fCσ
i
rr (B.1)
where the friction coefficient fC is assumed to be constant, which is a reasonable assumption
considering the studied process (homogenous roughness and controlled lubrication conditions).
Therefore, if sliding is the only dissipative mechanism, the dissipated energy per unit width of
an infinitesimal length of the i-th interface reads:
δDi =
∣∣∣∆uiθ(θ)∣∣∣ fCσirr(θ)ridθ (B.2)
For the homogenized model, the plastic shear γp controls the only dissipative mechanism and
the corresponding dissipated energy per unit width of an infinitesimal volume is:
δD = σCγpcum(r, θ)rdrdθ (B.3)
In the homogenized continuous model, dr represents I interfaces, that is to say that if t denotes
the layer thickness dr = I × t. Thus the dissipated energy per unit width in the homogenized
model is the sum of the dissipated energies per unit width by the I corresponding interfaces
(denoted by {i1, · · · , iI}):
δD =
iI∑
i=i1
δDi (B.4)
Hence:
σCγ
p
cum(r, θ)rdrdθ =
iI∑
i=i1
∣∣∣∆uiθ(θ)∣∣∣ fCσirr(θ)ridθ (B.5)
For the sake of simplicity, it is assumed that:
ri ≈ r
∆uiθ(θ) ≈
1
I
iI∑
i=i1
∆uiθ(θ) = ∆uθ(r, θ)
σirr(θ) ≈
1
I
iI∑
i=i1
σirr = PC(r, θ)
(B.6)
where PC is defined as the averaged contact pressure. These assumptions are reasonable as the
problem consists in thin layers (variations of ri, ∆uiθ and σ
i
rr for i1 ≤ i ≤ iI are small). Hence:
σC(r, θ)γpcum(r, θ) = fCPC(r, θ)
|∆uθ(r, θ)|
t
(B.7)
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By neglecting the effect of elastic strains on the homogenization procedure, the strain γp can
be defined as:
γp(r, θ) =
∆uθ(r, θ)
t
(B.8)
Thus from (B.7) and (80):
σC(r, θ) =
√
3 fCPC(r, θ) (B.9)
For the sake of simplicity, σC has been taken constant in the minimization procedure (82),
which is a reasonable approximation considering numerical results provided by Weisz-Patrault
(2018).
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