Abstract Fruit quality is polygenic; each component has variable heritability and is difficult to assess. Genomic selection, which allows the prediction of phenotypes based on the whole-genome genotype, could vastly help to improve fruit quality. The goal of this study is to evaluate the accuracy of genomic selection for several metabolomic and quality traits by cross-validation and to estimate the impact of different factors on its accuracy. We analyzed data from 45 phenotypic traits and genotypic data obtained from a previous study of genetic association on a collection of 163 tomato accessions. We tested the influence of (1) the size of training population, (2) the number and density of molecular markers and (3) individual relatedness on the accuracy of prediction. The prediction accuracy of phenotypic values was largely related to the heritability of the traits. The size of training population increased the accuracy of predictions. Using 122 accessions and 5995 single nucleotide polymorphisms (SNPs) was the optimal condition. The density of markers and their numbers also affected the accuracy of the prediction. Using 2313 SNP markers distributed 0.1 cM or more apart from each other reduced the accuracy of prediction, and no gain in prediction accuracy was found when more markers were used in the model. Additionally, the more accessions were related, the more accurate were the predictions. Finally, the structure of the population negatively affected the prediction accuracy. In conclusion, the results obtained by cross-validation illustrated the effect of several parameters on the accuracy of prediction and revealed the potential of genomic selection in tomato breeding programs.
Introduction
Until recently, selection to improve traits of economic interest in crops was achieved through a conventional pedigree-based approach. Thus, individuals of superior phenotypes were selected to mate and produce a progeny showing better performance. With the advent of molecular biology and techniques, it became feasible to tag genes or quantitative trait loci (QTLs) underlying the genetic architecture of traits of interest using molecular markers and linkage mapping. These markers could then be used in breeding programs following marker-assisted gene introgression or marker-assisted selection for the selection of several QTLs. However, a small number of recombination events that occurred during the construction of a mapping population limited the accuracy of QTLs and thus marker-assisted selection, especially for polygenic traits (Price 2006; Zhu et al. 2008 ). This approach rapidly revealed its shortcomings with long selection cycles and low efficiency for traits relying on the effect of multiple genes of minor effect ) and/or a rapid reduction of the genetic variability following the fixation of main QTLs (Blanc et al. 2008 ). In the last 10 years, whole-genome sequencing of major crops and model plant species was initiated following the advent of high-throughput sequencing technologies. A decade after the first plant genome of Arabidopsis thaliana was made publicly available, genome sequences of many plants have been continuously published with more than 100 different fully sequenced genomes (Michael and VanBuren 2015; see also CoGePedia 2015) , including four Solanaceae species, eggplant, tomato, pepper and potato (Xu et al. 2011; Sato et al. 2012; Qin et al. 2014; Hirakawa et al. 2014) . Whole-genome and expressed sequence tag sequencing efforts also provided thousands of single nucleotide polymorphisms (SNPs).
Thus, it became feasible to study the genetic architecture of complex traits using the combination of dense genetic marker information and genomewide association (GWA) approaches and to decipher more accurately the loci responsible for variation in traits. However, while the sequencing technologies produce large amounts of genomic data, accurate phenotyping is still limited, especially in large populations. Moreover, both QTL and GWA approaches are still unable to capture loci of minor effect, mainly due to the stringent statistical threshold used to avoid the detection of false-positive effects (Manolio et al. 2009 ).
Genomic selection (GS) has been proposed as a new tool for selecting livestock and crops by predicting the performance of individuals for traits of interest following statistical models (Meuwissen et al. 2001) . In theory, GS is able to capture the Mendelian component of trait variation without any record of phenotypes if molecular markers tag all the loci underlying this trait (using linkage disequilibrium). GS relies on a dense genome-wide coverage to produce genomic estimated breeding values (GEBV) from all the marker effects. Many simulated and empirical GS experiments were conducted in the late 2000s (Calus et al. 2008; Solberg et al. 2008) . Some plant populations were generated from biparents Beyene et al. 2015) or multiple parents (Kumar et al. 2012 ), but in most cases the populations studied were broad-based (Asoro et al. 2011) , where cross-validation experiments were commonly performed (Resende et al. 2012; Würschum et al. 2013; Wang et al. 2014; Zhang et al. 2015) to assess GS feasibility. In practice, four main steps are required in cross-validation: (1) assigning individuals to training and validation sets; (2) estimating marker effects based on genotypes and phenotypes in the training set; (3) calculating GEBV by using genotype information from the validation set fitted in a predictive model resulting from the previous step and (4) estimating accuracy of prediction by correlation between predicted and observed breeding values in the validation dataset (Gianola et al. 2011; González-Camacho et al. 2012; Crossa et al. 2013 ). This approach uses information from all markers across the genome regardless of their effect sizes, providing reliable prediction when compared to conventional approaches where only significant markers are included in calculations (Meuwissen 2007 ). Therefore, GS has opened the door for a new generation of breeding programs, as reviewed by Meuwissen et al. (2013) . This led to studies of GS application in different crops, for example oat (Asoro et al. 2011) , maize (Owens et al. 2014) , wheat (Storlie and Charmet 2013) , sugarcane (Gouy et al. 2013) , apple (Kumar et al. 2012) , sugar beet (Würschum et al. 2013 ) and oil palm (Cros et al. 2014) . These cases have shown the potential of applying GEBV for selection in future breeding programs. Many statistical models (viz., parametric, semi-parametric and nonparametric) with different assumptions about the marker effect distribution have been created. It has been shown that they were able to predict breeding values in plants (Heslot et al. 2012) . Several statistical models were provided and implemented in free R packages. For instance, the rrBLUP and BGLR packages provide a broad range of methods such as GBLUP, BayesB, BayesA, BayesC, Bayesian Lasso, Bayesian Ridge Regression and RKHS (Pérez and de los Campos 2014; Endelman 2011) . These methods differ mainly by the theoretical distribution of the SNP effects.
Cultivated tomato is one of the major horticultural crops, with both economic and scientific importance. For many years, linkage maps have been used to characterize genetic resources and map QTLs, as well as increase selection efficiency in breeding programs (Tanksley et al. 1992; Tanksley and Fulton 2007; Sim et al. 2012a; Pascual et al. 2014) . Detailed genetic maps have permitted map-based cloning of several economically important genes such as disease resistance genes (Martin et al. 1993; Jones et al. 1994 ) and fruit weight (FW) and sugar content (SC) QTLs (Frary et al. 2000; Fridman et al. 2000; Causse et al. 2004 ). Marker-assisted selection has been shown to be feasible but limited by the low polymorphism at the intraspecific level (Lecomte et al. 2004 ). The tomato genome has been fully sequenced (Sato et al. 2012) . Additionally, a transcriptome-based high-throughput genotyping platform of 7720 SNPs, specific to the cultivated tomato genome, has been developed (Sim et al. 2012a) . These genomic tools help in understanding the genetic background of tomato and, meanwhile, provide challenges for their application in tomato breeding (Blanca et al. 2012; Sim et al. 2012b; Blanca et al. 2015) . Recently, a GWA study was reported to be efficient in tomato (Ranc et al. 2012; Xu et al. 2013; Ruggieri et al. 2014; Sacco et al. 2015) , and the study of a large panel of tomato accessions using this 8K SNP genotyping array identified 44 loci controlling fruit metabolic traits . Selection for tomato fruit quality has been requested by consumers for years but remains difficult due to the number of traits concerned and their complex inheritance (Causse et al. 2002; Lecomte et al. 2004; Pascual et al. 2014) . GS could thus be a good alternative for increasing selection efficiency for such complex objectives.
In this context, we have tested GS approaches in fresh market tomato for fruit quality traits, using a collection of tomato accessions and the high-throughput genotyping data available. The goals of this study were to (1) evaluate the accuracy of GS for several metabolomic and quality traits by cross-validation, and (2) assess the impact of factors including training population size, number and density of markers, and relatedness on the accuracy of GS. The long-term goal of this research is to optimize GS approaches and use it in tomato breeding programs to improve fruit quality.
Materials and methods

Plant material and SNP genotyping
We used the molecular data described in Xu et al. (2013) , Sauvage et al. (2014) and Pascual et al. (2016) . The panel was composed of 163 tomato accessions conserved in INRA-Montfavet, France (see Sauvage et al. 2014) . Based on the classification of Blanca et al. (2015) , the collection contains three (sub)species of tomato: 29 Solanum lycopersicum L. (SL), 118 Solanum lycopersicum var. cerasiforme (SLC) and 16 Solanum pimpinellifolium (SP) (Supplemental Table 1 ). The accessions were genotyped using the 7720 SNP array on the Infinium assay (Illumina), developed by the Solanaceae Coordinate Agricultural Project (SolCAP) (Hamilton and Buell 2012; Sim et al. 2012a ) and the protocols as recommend by the manufacturer. The probe sequences and SNP information are available at SolCAP Web site (http:// solcap.msu.edu). Well-supported SNPs were identified at 90 % rate threshold per locus. Filtering step was set in the range of minor allele frequency (MAF) from 0.037 to 0.45 as reported in Sauvage et al. (2014) . The SNPs and accessions that were unmatched for all conditions were removed via option -maf in PLINK! version 1.9 (Purcell et al. 2007) . A set of 5995 reliable SNP markers was used to support our work.
Genetic relationship and population structure assessment
The matrix of the identical-by-state (IBS) distance for all pairs of accessions was calculated in PLINK! to illustrate genetic kinship of the tomato population (Purcell et al. 2007 ). The IBS distance matrix was visualized in R computer software (R Development Core Team 2008) . To assess the population stratification, the most likely number of clusters K in all simulations were assumed to be in the range of K = 1 to K = 10. Ten replicates were conducted in Structure software (Falush et al. 2003) for each K with a burn-in period of 1 9 10 6 , followed by 5 9 10 6 Markov chain Monte Carlo (MCMC) steps. The Evanno correction was then applied (Evanno et al. 2005) .
Phenotype data
The population of 163 accessions was evaluated in 2007 and 2008 in plastic tunnels and phenotyped as described in Xu et al. (2013) and Sauvage et al. (2014) for a total of 35 metabolic traits (ASA, asparagine, aspartate, beta-alanine, citrate, DHA, erythritol, fructose, fucose, GABA, galacturonate, glucuronate, glutamate, glutamine, 2-oxoglutarate, glycerol-3P, inositol-1P, lysine, malate, maltitol, maltose, methionine, nicotinate, phenylalanine, proline, putrescine, rhamnose, saccharate, serine, sucrose, threonate, threonine, tocopherol, tyramine and xylose) and ten quality traits [pH, firmness, FW, soluble solid content (SSC), SC, titratable acid (TA), locule number (LCN) and three color components: lightness (L), color from red to green (a*) and color from yellow to blue (*b) assessed with a Konica Minolta CR-300 chromameter]. For all the traits, correlation of the phenotypes over the 2 years higher than 0.6 and the average over the 2 years was used. Non-normally distributed traits were log 10 -transformed.
Statistical model in genomic prediction
Previous empirical studies that investigated the effect of predictive parametric models on the accuracy of the phenotype prediction showed that most of the models performed almost identically, especially for polygenic traits (Daetwyler et al. 2013; Howard et al. 2014) . On this basis, to obtain accuracy, the ridge regression best linear unbiased prediction (rrBLUP) statistical model was used (Endelman 2011) . This model is equivalent to best linear unbiased prediction (BLUP), and it runs quickly, as it uses an algorithm for mixed models with a single variance component besides the residual error (Kang et al. 2008) and is implemented as an R package (see http://cran.r-project.org/web/packages/rrBLUP/ index.html).
Thus, the genotype information on the training set was fitted in a model Y = 1l ? Xg ? e, where Y is a vector of observed phenotypic value, l is the overall mean of the training set fitted as covariates based on the genotype, and e is a residual effect. Once the SNP effects were calculated using the mixed-model solver function (mixed.solve), the GEBV of the validation set were predicted based on genotype information and SNP effects. Graphical representations were obtained using R v3.0.2. The heritability of each trait was estimated through genetic variance components computed at step 0 of the multi-locus mixed model in GWA analyzed as described in Sauvage et al. (2014) .
Training and validation set design
The power of genomic prediction was assessed by comparing assessed GEBV with the actual phenotyping values. The impact of several factors was studied:
(i) The size of training set From the population of 163 tomato accessions, different numbers of accessions were used to fit the model, with the criterion of having at least 40 accessions (25 %) in the training and validation sets. Estimations were repeated at 5 and 10 % increments (i.e., 30, 40, 50, 60 and 70) up to the maximum of 75 % of the population (122 individuals). The remaining accessions were used as a validation set, with all 5995 SNP markers. Prediction accuracies were tested by the correlation between predicted breeding values and evaluated phenotype (true breeding values) for 1000 iterations. (ii) Marker density To assess the impact of the marker density on prediction ability, two sets of markers were used to fit the model. The first was a set of 5995 SNP markers as described in (i). The second was a set of 2313 markers published by Blanca et al. (2015) , derived from the same genotyping platform but gathering markers distributed no less than 0.1 cM apart across the tomato genome. (iii) Number of markers To determine the effect of marker numbers in prediction accuracy, sets of 500, 1000, 1500 and 2000 were randomly selected and used for comparison with the 2313 SNP marker set, while sets of 500, 1000, 2000, 3000, 4000 and 5000 SNPs were randomly selected and used for comparison with the 5995 SNP marker set. To avoid the effect of unequal training sets and differences in a genetic relationship, across all traits, a fixed training set of 122 accessions (75 %) was randomly chosen for all 1000 replicates. Accuracies were determined as described above in (i). (iv) Relatedness Based on the results of the IBS distance for all pairs of accessions, two clusters were created. Subpopulation I contained 16 SP accessions, and subpopulation II was a combined group of SLC and SL (147 accessions). A random sample of 60 % (98 accessions) from subpopulation II was used as a training set, while validation sets were (i) remaining accessions from subpopulation II and (ii) all accessions from subpopulation I. These analyses were performed with all the 5995 markers.
Results
Population structure and trait variation
The studied population was composed of 163 accessions representative of the variation present in cultivated, cherry and wild-related tomato (Ranc et al. 2012 ). This population showed a large range of genetic diversity and different degrees of relatedness. Following the Evanno correction, the analysis of the population structure revealed two ancestral populations composed of (1) the SL and the SLC accessions (n = 147) and (2) a cluster of 16 SP accessions. These two groups were also identified on the kinship matrix (Supplemental Figure 1 ). Phenotypes were measured on the 163 accessions over 2 years in a row, and only the 45 traits (ten fruit quality traits and 35 metabolic composition traits) highly correlated (R 2 [ 0.6) over these 2 years were analyzed to circumvent any genotype 9 environment interaction that may have affected our results. Briefly, as described in Sauvage et al. (2014) for the metabolomics traits and in Xu et al. (2013) for the ten quality traits, significant differences were assessed between genetic groups for most of the traits, especially between SP and SL-SLC. The phenotypic heritability ranged from 0.124 to 0.940, and previous GWA studies revealed 35 associations for 18 metabolic traits (for 17 traits, no association was detected) and 37 for ten quality traits Pascual et al. 2016 ; Table 1 ).
Prediction accuracy and heritability
The prediction accuracy using 75 % of the population (122 accessions) with 5995 markers in the training step showed large differences across traits (Table 1, reporting the median and standard deviation of the correlation values between the observed and the predicted phenotypes). The maximum accuracy was found for FW (0.814 ± 0.068), and the lowest accuracy was obtained for threonate (0.052 ± 0.115), with heritability of the two traits very high (0.88) and very low (0.168), respectively. The correlation between mean accuracy and heritability was high (r = 0.69), but some traits showed discrepancy (Fig. 1) , particularly for traits with extreme heritability.
Prediction with different sizes of training populations
Maximum accuracies were found for the training population composed of 75 % of the accessions, except for six out of 45 traits (13.3 %) (tocopherol, threonate, glucuronate, galacturonate, fucose and ASA), which showed a slight decrease in average accuracy (ranging from -0.006 to -0.001) ( Fig. 2 ; Supplemental Table 2 ). Decreasing the size of the training set from 75 % (122 accessions) to 25 % (41) of the population resulted in a reduction of accuracy with a maximum increment of 0.341 of average accuracy for pH and minimum increment of 0.022 of average accuracy for threonate content (Supplemental Table 2 ). However, high prediction accuracy was obtained even with a small-sized training population for several traits. For instance, in soluble solid content, an accuracy of 0.679 ± 0.047 was obtained when the model was trained by 40 accessions (25 %). The highest accuracies using optimal conditions were obtained for FW, SSC and proline ( Fig. 2 ; Supplemental Table 2 ). The standard deviation of accuracy also increased with the size of the training set.
Prediction with different sets of markers
Increasing the number of markers in the statistical model raised the prediction accuracy. Not all the traits responded similarly to the number of markers (Fig. 3) . For example, prediction of FW did not vary much when using different numbers of markers from the whole set of 5995 markers, ranging from 0.777 ± 0.03 to 0.780 ± 0.006 when using 500 and 5000 markers, respectively ( Fig. 3a; Supplemental Table 3 ). Higher accuracies were obtained with a higher number of markers for every trait, except for serine and firmness (-0.002). Color component b* had the highest increase (0.096) in accuracy when marker numbers increased from 500 to 5000. In every case, the standard deviation of accuracy increased when the number of markers in the model decreased (Supplemental Table 3 ). When using a set of 2313 markers distributed 0.1 cM or more apart from each other (Supplemental Figure 2) , as previously, greater accuracies were observed when more markers were used and the greatest average accuracy remained for FW, with increases ranging from 0.604 ± 0.049 (500 markers) to 0.661 ± 0.013 (2000 markers), which was significantly different (P \ 0.05). The highest increase in accuracy (?0.150) concerned asparagine content (0.326 ± 0.153 to 0.476 ± 0.015). However, for most traits, using markers from the set of 5995 markers gave higher accuracies. For example, for malate content, accuracies were estimated to be 0.485 ± 0.072 and 0.184 ± 0.057 with the 5995-and 2313-marker set, respectively ( Fig. 3b; Supplemental Table 3 ). Accuracies were not significantly different for seven traits (15.6 %) (aspartate, glycerol-3P, inositol-1P, saccharate, tyramine, b* and L) when compared to the set of 2313 markers (Supplemental Table 3 ). With a subset of 2000 SNP markers, the prediction was much more variable, as standard deviations calculated from rrBLUP ranged from 0.004 to 0.156 (when the training populations contained 122 accessions).
Prediction with training populations from different subpopulations
To examine the effect of the genetic relatedness between accessions on the accuracy of GEBV, a random set of 98 accessions from subpopulation II (composed of 147 accessions of SL and SLC) was trained and validated by the accessions within the group and from the other group (SP). Outperformance was found if related subpopulations were used in the validation step. For most of the traits, prediction ability was reduced when validated with members of the out-group (SP) (Supplemental Table 4 ). For GABA content, for example, the average accuracy was 0.408 ± 0.218 when validating the model with (2014) and Pascual et al. (2016) . Each blue dot represents mean accuracy and a red line represents heritability estimate SLC and SL members and it dropped to a negative value (-0.264 ± 0.065) when validated with SP accessions (Fig. 4a) . Similarly, one of the most significant drops was found for ASA content. The average accuracies were 0.561 ± 0.174 when using the in-group (SLC and SL). Conversely, in the outgroup validation, the accuracy dropped to 0.179 ± 0.093 (Fig. 4b) .
Discussion
Fruit quality is a multi-component trait, with many components of variable heritabilities and difficult to assess; GS could thus vastly help its improvement. In the present study, we successfully evaluated the accuracy of prediction of the breeding value for a large range of quality traits and investigated the impact of parameters such as population size, relatedness between individuals, marker number and density on the prediction ability (in terms of accuracy) of phenotype prediction. We used the rrBLUP model for a set of 45 traits covering a large range of heritability and genetic architecture (as shown by the GWA results) in a broad-based population of tomato accessions. To our knowledge, these results are the first ones reported in tomato, an economically and scientifically important species, paving the way for further investigations into the potential of GS in this species, especially for quality traits.
Accuracy of GS using rrBLUP model
We tested GS with phenotypic data on 45 traits and 163 tomato accessions, selected to represent a large range of genetic variation. Accessions were characterized in greenhouse trials for 2 years under similar growth conditions. This set of accessions was previously studied for GWA, and zero (for 17 traits) to nine significant associations (for FW and SSC) could be detected, explaining up to 89 % (for LN) of the phenotypic variation Pascual et al. 2016 ) and illustrating the variety of genetic architecture underlying quality traits. We used rrBLUP as it was less computationally demanding than other approaches (Würschum et al. 2013) , and it provided very similar results to other methods (preliminary results not presented). The results indicated that GS could be applied to and was encouraging to be used in tomato breeding programs. The highest accuracy was obtained when 122 accessions were used to train the model and 5995 markers were employed.
Overall, using rrBLUP, we obtained accuracies ranging from 0.052 ± 0.115 (threonate content) to 0.814 ± 0.068 (FW), which represents a very large variation from almost unpredictable traits to highly predictable traits. In addition, we obtained better higher accuracies than similar studies using rrBLUP. For example, in spruce and rice, where wood attributes and grain yield traits were predicted, the highest Spindel et al. 2015) . In these two studies, rrBLUP also demonstrated its higher power over other models (e.g., GRR) to predict with a better accuracy on average, supporting our results. However, in apple (Kumar et al. 2012) , rrBLUP was also more accurate than the conventional BLUP but on average high to very high accuracies were reported (ranging from 0.68 to 0.89), reflecting the effect of the size of the training population.
Characteristics of the traits affect prediction accuracy
Preferably, breeders want to apply GS to all the traits, whatever their heritability and genetic architecture. Differences in trait heritability and genetic architecture were found based on the GWA approach Pascual et al. 2016) . Under optimal conditions (122 accessions in the training set and 5995 markers), traits with high heritability (h 2 [ 0.6) had higher prediction ability than those with a lower Fig. 3 The impact of the number and density of markers on prediction accuracy. Boxplot of correlation values of evaluated phenotypes and GEBV predicted by rrBLUP with a training set of 122 accessions (75 %) for some predicted traits of tomato. Midbar and dot indicate average and median from 1000 imputations. M500, M1000 and so on indicate the number of markers used in the statistical model training step. a Plots on top row from analyses with a set of 5995 markers; b plots from bottom row from analyses with a set of 2313 markers heritability. This correlation was consistent with previous as previously studies as expected (Hayes et al. 2009; Lorenz et al. 2012; Wimmer et al. 2013 ). This can be explained by the fact that a trait with high heritability was underlined by a strong genetic component; consequently, it will be more predictable using GS (Resende et al. 2012) . Twenty-three traits (50 %) showed high prediction ability (accuracy[0.5). From this set, the majority of traits, 21, were highly heritable (h 2 [ 0.5) and firmness and GABA content had heritability around 0.41. An inconsistent trend was found for LN, with high heritability (0.94) but low accuracy (0.422). Such an observation is supported by the results of Pascual et al. (2016) , where two QTLs were responsible for most of the trait variation (89 %). For such a trait, taking the QTL information into consideration, as a cofactor of the model, may be important. In a general way, taking into account below-threshold QTL effects by GS has been shown to improve the selection efficiency of low-heritability traits (Calus et al. 2008) . However, increasing the number of markers does not always improve the prediction. Especially for a trait controlled by only a few loci (e.g., LN), over-parameterization effects occurred when fitting too many markers into rrBLUP (Resende et al. 2012 ). This can be fixed by performing shrinkage as suggested by Maltecca et al. (2012) . Furthermore, the use of GS for traits controlled by a limited set of loci can be debated, as marker-assisted selection could be more powerful for improving the traits.
Several factors (marker density, the number of markers, training population size and relatedness) have an effect on prediction accuracy estimated by the rrBLUP method. Exploiting only a small number of markers (500 SNPs) was enough to obtain high accuracy ([0.50) for 18 traits (40 %), within the range 0.509-0.777, for a training population size of 122 accessions. With the largest number of markers (5995 SNP markers), 21 traits (46.6 %) showed good accuracy ([0.50) , in the range 0.505-0.780, when the same training population size was used (Table 1) . Based on these results, we can expect that high accuracy may be obtained when applying GS to tomato breeding. Several factors could be improved:
(1) The number of accessions in a population; we used 122 accessions as the largest training population size. This is relatively small compared to other studies in horticultural crops with around 1000 accessions used (Kumar et al. 2012; Würschum et al. 2013) . (2) Efficiency depends on the trait and prediction accuracy could be improved if we consider the population structure effect in the model. (3) There will be less genetic variation in a real breeding program compared to the broad-based population tested in this study.
An increase in marker numbers in the rrBLUP model increased the accuracy of prediction and decreased its standard deviation, but for most of the traits a plateau was reached when 3000 markers were incorporated into the model. This indicated that only one SNP per gene provided enough information, as the 5995 markers were originated from approximately 3000 genes (Sim et al. 2012a) . When considering the increment of accuracy by adding markers into the model (500-5000), a plateau was reached for some traits but increase continued for others (Fig. 3) . Therefore, including more markers for the traits controlled by many low-effect loci may contribute to increasing the chance of fitting more markers with low effect, which explain more variation in the model. The hypothesis that genetic architecture has an influence on the performance of prediction is also proved by a simulation study (Wimmer et al. 2013) . Effect of SNP distribution across the genome The accuracy was lower when using markers relatively evenly distributed (every 0.1 cM) across the genome than using the same number of markers regardless of their location ( Fig. 3 ; Supplemental Table 3 ). This can be explained by the structure of the tomato genome. Although tomato has a gene density of 6.7 kb/gene in euchromatin with a total of 34,727 genes, the gene density is highly heterogeneous (Wang et al. 2006; Sato et al. 2012) . Furthermore, some chromosomes carry more QTLs than others; for example, many QTLs of important traits were detected on chromosome 2 (e.g., for FW, fruit morphology and LCN) (Frary et al. 2000; Causse et al. 2002; Muños et al. 2011) . Using evenly distributed markers decreased the chance of fitting markers underlying the traits, especially since the patterns of recombination (and linkage disequilibrium) are not linear along tomato chromosomes. Given a specified number of markers, it is thus important to use markers in gene-rich regions to increase the probability of tagging QTLs and thus accuracy. The regions to enrich in markers can be also defined when the genetic architecture of traits of interested has been revealed. High-throughput sequencing approaches, such as genotyping-by-sequencing or exon capture, will help to tag most of the 'haploblocks' in the tomato genome. The recent release of hundreds of tomato genome sequences (Aflitos et al. 2014; Lin et al. 2014 ) is also a valuable resource to achieve this objective.
The most effective number of SNPs required is still under debate. It has to be assessed to implement the GS strategy efficiently. This number depends on parameters such as individual relatedness, population structure and linkage disequilibrium. Thus, simulation of genomic and phenotypic datasets can contribute to the success of a GS and its application for breeders to develop tools, such as SNP arrays. Towards this objective, simulation packages have been developed (e.g., AlphaDrop; see Gorjanc 2012, but see Daetwyler et al. 2013 for a complete review) and have to be implemented in any GS cross-validation experiment to explore larger sets of parameters such as SNP density and number. In tomato, the use of simulated datasets represents the next steps in our approach for the development of next-generation arrays, for example.
Prediction of breeding values in different subpopulations
In order to assess genetic prediction ability, we separated accessions based on species criteria to study the effect of genetic relatedness and population structure. However, with the limited number of accessions in SL, we divided the population into two groups based on IBS analysis and tested the effect of training and validating within or across groups: (1) model trained and validated within SLC ? SL group or (2) trained with SL ? SLC group and validated by SP accessions (the other way around could not be done due to the limited number of accessions in SP). As expected, on average, higher accuracy was obtained when training and validating within the group. For most of the cases, the accuracy dropped dramatically when the model was trained by information from SL ? SLC and validated by information from SP (Supplemental Figure 1) . The antagonistic trend was obvious for the traits with significant differences in the group means. Genetic differences between SL and SLC were less than those between SL or SLC and SP, which supports our results . Therefore, the effect of genetic relationship on genomic prediction confirmed the results obtained by Habier et al. (2007 Habier et al. ( , 2010 in cattle. In addition, for some traits, high prediction accuracy was obtained even in a small size of training population (Fig. 2) . This can be explained by the fact that a large training population size tends to include more accessions from different groups and, therefore, reduces prediction accuracy. This observation is supported by a study in maize where subpopulation structure affected accuracy (Windhausen et al. 2012) .
Similarly to the GWA approach, the success of GS is strongly linked to the linkage disequilibrium decay and the number of markers that tag the genome of the target species. In this case, the ideal situation is to have very short LD decay (over a few kb) and sufficient number of markers to tag every LD block. However, since LD decay is shaped by natural and artificial forces, such as the strength of natural selection, reproduction regimes (e.g., selfing) or domestication and breeding, variable degrees of linkage are expected depending on variable genomic distances. In tomato, many studies investigated the consequences of modern breeding for genome-wide LD patterns (Sim et al. 2012b; Sato et al. 2012; Ranc et al. 2012; Xu et al. 2013; Sauvage et al. 2014 ). The population used in the present study was previously investigated by Sauvage et al. (2014) , who showed that LD patterns were different between the three tomato groups (admixed type or SLC, cultivated type or SL, and wild type or SP). LD in market and cherry types (SL and SLC) was high but lower in the wild type (SP). Such LD influence has been observed in a GS experiment in rice (Wimmer et al. 2013) , suggesting that accuracy of marker effect estimation decreases as the training population size increases. Thus, the advent of molecular techniques such genotyping-by-sequencing or very dense SNP arrays will improve genomic prediction in tomato by providing an extensive representation of LD patterns in mapping populations.
Implications for tomato breeding program
We have evaluated the accuracy of GS using rrBLUP models for 45 traits from a broad-based population of tomatoes from the INRA core collection. The accessions covered the breadth of alleles present in tomato populations. The large representation of cherry tomatoes is due to (1) their admixed position between SL and SP (with allele frequency more equilibrated than SL) and (2) their interest as a source of favorable alleles for fruit quality. Nowadays, sequencing and genotyping are cheaper and more effective, while phenotyping is a limiting step, particularly for improving fruit quality and composition. Recently, hundreds of genome sequences were released in the cultivated tomato clade by whole-genome sequencing (Aflitos et al. 2014; Lin et al. 2014) , which constitutes a large basis for further GS analyses. The millions of SNPs discovered represent a unique opportunity to assess whether or not increasing marker density, up to hundreds of thousands of markers, makes any difference in phenotype prediction. Size and composition of training population are also important factors influencing GS performance. In our study, the accuracy was improved when increasing population size, but not when the composition of the training population was heterogeneous. Such a trend was also found in other GS experiments such as in sugar beet, oat or white spruce (Asoro et al. 2011; Beaulieu et al. 2014; Würschum et al. 2013) . These factors, together with other important factors discussed above (viz., number and density of markers), can be classed as operative factors, which can be optimized to increase prediction accuracy. Other factors are genetic factors, which cannot be modified. They involve the genetic background of the population (i.e., population structure, relatedness of individuals), heritability and genetic architecture of the traits. The optimization of the training populations to improve accuracy has received much interest recently. Up to five sampling algorithms were assessed in Isidro et al. (2015) , demonstrating the benefit of this approach to increasing the accuracy, especially if the population is structured (Rincent et al. 2012) . Applying such an optimization would have notably required a larger training population, especially in the subpopulation II composed only of 16 SP accessions. However, with the increase in genomic and phenotypic data in tomato, the optimization of training panels will have to be included in the GS strategy.
Over the long term, GS together with recurrent selection should help improve fruit quality components. GS could be an effective way to increase genetic gain by genotyping and phenotyping individuals in the training panel and then predicting GEBV of other tomato lines. Sequentially, selection in subsequent cycles can be based on GEBV. For some traits, the correlation between experimental breeding value and GEBV reached a high level of accuracy (maximum = 0.81). This could reduce the time and cost to recombine the best individuals and create populations with improved quality. This will shorten the time and reduce cost in the selection, as previously proposed (Heffner et al. 2009; Windhausen et al. 2012) . Based on our results, prediction within SL and SLC accessions is strongly encouraging while prediction across populations is not favorable. Additionally, enlarging the training population will promote accuracy.
Overall, the present study, in addition to the ones published to date in crops, contributes to answering the question raised by Jonas and de Koning (2013) : 'Does GS have a future in plant breeding?' Yes, the availability of an increasing number of crop genomes, the reports of high accuracies for traits of interest as well as methodological refinements (such as the implementation of genotype-by-environment interaction in prediction models) are notably contributing to paving the way for a successful implementation of GS in plant breeding.
