We consider Sturm-Liouville operators with measure-valued weight and potential, and positive, bounded diffusion coefficient which is bounded away from zero. By means of a local periodicity condition, which can be seen as a quantitative Gordon condition, we prove a bound on eigenvalues for the corresponding operator in L p , for 1 p < ∞. We also explain the sharpness of our quantitative bound, and provide an example for quasiperiodic operators.
Introduction
In this paper we study bounds on (and absence of) eigenvalues for (elliptic) Sturm-Liouville operators H := H p,ρ,a,µ in L p (R, ρ) acting on u as
Here, p ∈ [1, ∞), ρ is a non-negative locally finite periodic measure, 0 a ∈ L ∞ (R) with 1 a ∈ L ∞ (R) and µ is a real uniformly locally finite measure. Such operators include classical Sturm-Liouville operators, continuum Schrödinger operators with (local) measures as potential, discrete Schrödinger operators and Jacobi matrices, providing a unified framework.
For fixed p and ρ, we show quantitatively that H does not have eigenvalues with small modulus, provided for a sequence (p m ) of periods tending to infinity the coefficents a and µ restricted to [−p m , 0], [0, p m ] and [p m , 2p m ] look very similar. Such a condition is sometimes called Gordoncodition due to [7] , see also [8, 2, 3, 4, 10, 11, 12, 6] , for various situations. Note that in these references, almost exclusively the case of Schrödinger operators are treated (except for [6] , where CMV-matrices are considered), and except of [12] all results are qualitative.
The quantitative bound we provide is in general not sharp. However, we can derive a sharp bound by minor modifications (see also Section 6 of our previous treatment [12] for details). Thus, this paper can be seen as a generalization of [12] .
Our results can be applied to quasiperiodic coefficients where the ratio of the periods can be well-approximated by rational numbers (a so-called strong Liouville condition). Such an assumption is typical in the treatment of one-dimensional quasicrystal models. 
dµ if t < s.
Then h is the Radon-Nikodym derivative of f with respect to µ, which is uniquely defined in L 1,loc (R, |µ|). We will write ∂ µ f := h. Furthermore, f is then right-continuous and locally of bounded variation, so also the limits from the left exist everywhere.
Remark 2.2 (jump heights)
. Let µ ∈ M loc,unif (R), f : R → K be measurable.
Let 0 ρ ∈ M loc,unif (R), ρ = 0. Let Per(ρ) := {p ∈ R \ {0}; ρ(· + p) = ρ} be the set of periods of ρ. Note that ρ is periodic if and only if Per(ρ) is an infinite set if and only if Per(ρ) = ∅. Clearly, then the support spt ρ of ρ is an infinite set. Let a : R → K be measurable and right-continuous, µ ∈ M loc,unif (R).
1,loc (R); A a,µ u locally absolutely continuous w.r.t. ρ .
Note that for u ∈ D also au ′ is right-continuous and locally of bounded variation.
For the rest of that paper, let 0 ρ ∈ M loc,unif (R), ρ = 0 be periodic, and write
Note that by the reasoning in [5, Sections 3 and 4] , H is indeed a densely defined operator in L p (R, ρ).
, and H acts as
i.e. as a classical Sturm-Liouville operator.
Example 2.4. Let ρ := λ, where λ is the Lebesgue measure on R, a := 1 , µ ∈ M loc,unif (R) real. Then (a, µ) ∈ AM(R), and H acts as
i.e. as a one-dimensional continuum Schrödinger operator with a local measure as potential.
Example 2.5. Let ρ := δ Z := n∈Z δ n , (a n ) n∈Z in (0, ∞) be bounded such that ( 1 an ) is also bounded a := n∈Z a n 1 [n,n+1) , (b n ) n∈Z in R, µ := n∈Z b n δ n . Then (a, µ) ∈ AM(R), and H acts as Hu(n) = a n−1 u(n) − u(n − 1) − a n u(n + 1)
i.e. as a Jacobi operator.
Solutions of the eigenvalue equation
Definition. Let (a, µ) ∈ AM(R), z ∈ C. We say that u : R → K is a solution of
By [5, Theorem 3.1], solutions exist and are uniquely defined by the values of u and au ′ at the same point t ∈ R (put differently, the space of solutions is two-dimensional). Note that u is a solution of H p,ρ,a,µ u = zu if and only if u is a solution of H p,ρ,a,µ−zρ u = 0. Furthermore, for real ρ, a, µ and z also solutions u of Hu = zu can be chosen to be real.
Remark 3.1. Let (a, µ) ∈ AM(R), z ∈ C and u be a solution of Hu = zu. Then au ′ is constant on every connected component of R \ spt ρ. Indeed, u satisfies, for some c ∈ R,
Then u N (·; s) and u D (·; s) are called Neumann and Dirichlet solution (with initial condition at s), respectively. For s, t ∈ R we denote by 
Proof. "(a)⇒(b)": Fix s, t ∈ R and let
i.e. the mapping which shifts solutions (of the corresponding first order system) at s to solutions at t. ThenT a,µ (t, s) is linear and can be represented by a matrix, which we will also denote bỹ T a,µ (t, s). By the initial conditions for the Neumann and Dirichlet solution we observẽ
Thus,
Differentiating with respect to ρ yields
Hence, u is a solution of Hu = 0.
and
Proof. By the Lagrange-identity, see [5, Proposition 3.2] , the determinant of the transfer matrices is constant. Thus, it equals 1. The formula for the inverse matrix is then an immediate consequence.
Assume that for all r > 0 we have
Then u(t) → 0 as |t| → ∞.
Proof. Let s ∈ Per(ρ). Without loss of generality we may assume that ρ((0, s]) = 1 and u 0 (thanks to the reverse triangle inequality).
Assume that u(t) → 0 as t → ∞. Then there exists δ > 0 and (t n ) in (0, ∞) such that t n → ∞ and u(t n ) δ for all n ∈ N. Since u ∈ L p (R, ρ) we have 1 (tn,tn+s] u Lp(R,ρ) → 0. Passing to a subsequence we may assume that
By Markov's inequality, we observe
Let A n := {t ∈ (0, s]; u(t n + t) 2 −n }. Then ρ(A n ) 2 −np 2 −n , and therefore
Hence, G := (0, s] \ (∪ n 3 A n ) has positive ρ-measure and is therefore non-empty. Let r ∈ G. Then u(t n + r) < 2 −n for n 3, and therefore lim inf
Proof. This is a direct consequence of Lemma 3.4.
Lemma 3.5 states that eigenfunctions u ∈ L p (R, ρ) of H have to tend to 0 at ±∞. The next lemma establishes a control of the derivative of solutions by means of the solution itself.
Lemma 3.6. Let (a, µ) ∈ AM(R), u be a real solution of Hu = 0, r > 0. Then there exists C > 0 such that for all intervals I = (α, β] ⊆ R with β − α = r we have
We can set
Proof. For u = 0 the assertion is trivial. Hence, let u = 0. We first show that for an interval I there exist C > 0 and s ∈ I such that |(au ′ )(s)| C u| I ∞ . Assume this inequality does not hold. Then, for all C > 0 we have
we obtain either (au ′ )(t) C u| I ∞ for all t ∈ I or −(au ′ )(t) −C u| I ∞ for all t ∈ I. Since
and a is bounded, we find
But trivially |u(t) − u(s)| 2 u| I ∞ for all s, t ∈ I, so we end up with a contradiction for all
We end this section by stating a first growth bound for solutions.
Proof. Writing
we obtain for ϕ(t) := |u(t)| + |(au ′ )(t)| and ν :=
By Gronwall's inequality (see Lemma A.1) we infer
, we obtain the assertion for t 0. For t > 0 we set
The Gronwall's inequality in Lemma A.1 yields
For s ↓ t the assertion follows, since ν((0, t]) ν unif (|t| + 1).
Estimates on differences of solutions
First, we introduce Wasserstein-type seminorms on M loc,unif (R) which we will later use to measure distances of potentials.
Definition. For µ ∈ M loc,unif (R) and a set I ⊆ R (which will usually be an interval) we define
For µ ∈ M loc,unif (R) we define ϕ µ : R → C by . Let µ ∈ M loc,unif (R) and t ∈ R. Then
Hence, there exists c µ,t ∈ C, such that
Moreover
We will write c µ := c µ,0 . Now, we want to estimate the difference of solutions in terms of the difference of the coefficients. For the diffusion coefficient we will use an L 1 -difference, while for the potential we use the Wasserstein-type seminorm introduced above. We will need two lemmas to describe the difference of solutions appropriately before we can state the estimate.
Lemma 4.2. Let (a, µ), (ã,μ) ∈ AM(R), u andũ solutions of H a,µ u = 0 and Hã ,μũ = 0, respectively. Then, for s, t ∈ R we have
Proof. Without loss of generality, let s = 0. Note that −∂ µ (au ′ ) = u. Integrating by parts and using the jump heights formula, we obtain t 0 T a,µ (r, 0)
Multiplying by T a,µ (t, 0) yields the assertion, since we have T a,µ (t, 0)T a,µ (r, 0) −1 = T a,µ (t, r) and
. Lemma 4.3. Let (a, µ), (ã,μ) ∈ AM(R), c ∈ R, u andũ solutions of H a,µ u = 0 and Hã ,μũ = 0, respectively, such that u(0) =ũ(0), (ãũ ′ )(0) = (au ′ )(0) + cu(0). Then
Proof. Let t ∈ R. By Lemma 4.2 we obtain
Since u D (t; t) = 0, we have
Thus, by Fubini's theorem, we obtain
We can now state the estimate of differences of solutions in terms of the differences of the coefficients.
Lemma 4.4. Let (a, µ), (ã,μ) ∈ AM(R), u andũ solutions of H a,µ u = 0 and Hã ,μũ = 0, respectively, satisfying
.
Then there exists a constant C > 0 depending only on ω and
Proof. From u D (s; s) = 0 and the assumed bound |(au ′ D )(·; s)(t)| ce ω|t−s| for all s, t ∈ R we obtain
By Lemma 3.6 (with r = 1) we have
. By Lemma 4.3 and Proposition 4.1 we have
for some C 1 0. The proof in the case t ∈ [α, 0) is analogous.
By making use of this estimate we can now improve the growth bound of solutions obtained in Lemma 3.7.
Proof. Without loss of generality, let µ = 0 (the case µ = 0 is trivial, as then (au ′ ) is constant).
(i) We first assume that µ = qλ with a density q ∈ C(R). Then au ′ ∈ C 1 (R) and (au
, and 
for all s, t ∈ R, s < t.
(ii) By [12, Proposition 2.5] there exists (µ n ) in M loc,unif (R) such that µ n has a smooth density and µ n unif µ unif for all n ∈ N, µ n − µ R → 0 and lim sup n→∞ |µ n |(I) |µ|(I) for all compact intervals I ⊆ R. Then [12, Lemma 2.4] implies 1 [α,β] µ n → 1 [α,β] µ weakly for all α, β ∈ R such that µ({α}) = µ({β}) = 0.
(iii) For n ∈ N let u n be the solution of H a,µn u n = 0 such that u n (0) = u(0), (au n ) ′ (0) = (au ′ )(0) + c µ−µn u(0). By Lemma 3.7, (u n ) is uniformly bounded on any compact interval, so Lemma 4.4 implies u n → u locally uniformly. Hence, for s, t ∈ R with µ({s}) = µ({t}) = 0 we obtain
By Lemma 3.6 also (au ′ n ) is uniformly bounded on [0, 1], so dividing by a(s) and integration with respect to s yields
Taking the limit n → ∞ noting (ii) we obtain
(v) For t > 0 there exist sequences s n ∈ [0, t) and (t n ) in [t, ∞) such that s n → 0, t n → t and µ({s n }) = µ({t n }) = 0 for all n ∈ N. Thus, from (iv) we deduce
Hence,
Optimizing for ω > 0 yields ω = µ unif 1 a
−1 ∞
1/2 , which implies the assertion. The case t < 0 is proved analogously.
Bounds on eigenvalues
Definition. Let (a, µ) ∈ AM(R), C 0. We say that (a, µ) satisfies a weak Gordon condition with weight C, provided there exists a sequence (p m ) in (0, ∞), p m → ∞, such that Lemma 5.2. Let p ∈ Per(ρ), (a, µ) ∈ AM(R) be p-periodic. Let z ∈ C and u a solution of Hu = zu. Then max u(t) (au ′ )(t)
; t ∈ {−p, p, 2p} 1 2
. Assume that z ∈ R with |z| <
Let u ∈ L p (R, ρ), u = 0 be a corresponding eigenfunction. Then u is bounded, since u is a solution and thus continuous, and tends to zero by Lemma 3.5. For m ∈ N let u m be the solution of Remark 5.6. The obtained bound is in general not optimal, but in some sense close to optimal, which we will make precise now. is the remainder, A k (s, t) := (s 1 , . . . , s k ) ∈ (s, t) k ; s 1 < . . . < s k is an k-dimensional open simplex and µ ⊗0 A 0 (s, t) := 1.
(ii) Let 0 s < t. We now prove
Indeed, let S k be the set of all permutations of {1, . . . , k}. For σ ∈ S k let A k,σ (s, t) := (s 1 , . . . , s k ) ∈ (s, t) k ; s σ(1) < . . . < s σ(k) .
Then for σ = σ ′ we obtain A kσ (s, t) ∩ A k,σ ′ (s, t) = ∅. Furthermore,
(iii) By (ii), we obtain
|u(s)| dµ(s) (n ∈ N, t 0).
Since u is locally integrable with respect to µ we obtain R n → 0 pointwise. Thus, (i) yields u(t) α(t) + α(s) exp µ (s, t) dµ(s).
