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Abstract
In this paper, the solution of Cauchy problems for the reaction–diffusion equation is obtained using the decomposition method.
In the case when the reaction parameter is time-dependent only, an analytical solution in series form can be derived, otherwise
symbolic numerical computations may need to be performed.
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1. Introduction
In this paper, we consider the one-dimensional, time-dependent reaction–diffusion equation
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + p(x, t)w(x, t), (x, t) ∈ Ω ⊂ R2, (1)
where w is the concentration, p is the reaction parameter and D > 0 is the diffusion coefficient, subject to the initial
or boundary conditions
w(x, 0) = g(x), x ∈ R (2)
w(0, t) = f0(t), ∂w
∂x
(0, t) = f1(t), t ∈ R. (3)
The problem given by Eqs. (1) and (2) is called the characteristic Cauchy problem in the domain Ω = R × R+,
whilst the problem given by Eqs. (1) and (3) is called the non-characteristic Cauchy problem in the domain
Ω = R+ × R.
The solution of these problems is attempted using the Adomian decomposition method (ADM), as described next.
2. The decomposition method
Defining the partial differential operators Lt = ∂/∂ t and Lx x = ∂2/∂x2, then Eq. (1) can be rewritten as
Ltw = DLx xw + pIw, (4)
where I is the identity operator.
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Let us formally define the left-inverse integral operators, [1,2],
L−1t =
∫ t
0
dt ′, L−1x x =
∫ x
0
dx ′
∫ x ′
0
dx ′′. (5)
We then seek the solution of Eq. (4) in the form of the decomposition series
w(x, t) =
∞∑
n=0
wn(x, t), (x, t) ∈ Ω , (6)
where the components (wn)n≥0 satisfy the recursive relationships
w0(x, t) = g(x), wn+1(x, t) = L−1t [DLx x + p(x, t)I ]wn(x, t), n ≥ 0 (7)
for the characteristic Cauchy problem (1) and (2), and
w0(x, t) = f0(t) + x f1(t), wn+1(x, t) = 1D L
−1
x x [Lt − p(x, t)I ]wn(x, t), n ≥ 0 (8)
for the non-characteristic Cauchy problem (1) and (3).
2.1. The case p = constant
In this case, Eq. (1) becomes
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + pw(x, t), (x, t) ∈ Ω . (9)
Applying (7) we obtain
w1(x, t) = L−1t [DLx x + pI ]w0(x, t) = (Dg′′(x) + pg(x))t,
w2(x, t) = L−1t [DLx x + pI ]w1(x, t) = (D2g′′′′(x) + 2Dpg′′(x) + p2g(x))
t2
2! ,
and, in general, we observe that
wn(x, t) =
(
n∑
l=0
Cln D
l pn−l g(2l)(x)
)
tn
n! , n ≥ 0,
where Cln = n!l!(n−l)! . Then based on (6) we obtain the ADM partial t-solution of the problem (2) and (9) given by
w(x, t) =
∞∑
n=0
(
n∑
l=0
Cln D
l pn−l g(2l)(x)
)
tn
n! , (x, t) ∈ R × R+. (10)
Applying now (8) we obtain
w1(x, t) = 1D L
−1
x x [Lt − pI ]w0(x, t) =
1
D
[
( f ′0(t) − p f0(t))
x2
2! + ( f
′
1(t) − p f1(t))
x3
3!
]
,
w2(x, t) = 1D L
−1
x x [Lt − pI ]w1(x, t) =
1
D2
[
( f ′′0 (t) − 2 p f ′0(t)
+ p2 f0(t)) x
4
4! + ( f
′′
1 (t) − 2 pf ′1(t) + p2 f1(t))
x5
5!
]
,
and, in general, we observe that
wn(x, t) = 1Dn
(
n∑
l=0
Cln(−p)n−l f (l)0 (t)
x2n
(2n)! +
n∑
l=0
Cln(−p)n−l f (l)1 (t)
x2n+1
(2n + 1)!
)
, n ≥ 0.
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Then based on (6) we obtain the ADM partial x-solution of the problem (3) and (9) given by
w(x, t) =
∞∑
n=0
1
Dn
(
x2n
(2n)!
n∑
l=0
Cln(−p)n−l f (l)0 (t) +
x2n+1
(2n + 1)!
n∑
l=0
Cln(−p)n−l f (l)1 (t)
)
, (x, t) ∈ R+ × R.
(11)
When p = 0, i.e. no reaction, Eq. (9) becomes the classical heat conduction equation, and then Eqs. (10) and (11)
simplify to, [3],
w(x, t)|p=0 =
∞∑
n=0
(Dt)n
n! g
(2n)(x), (x, t) ∈ R × R+ (12)
and
w(x, t)|p=0 =
∞∑
n=0
1
Dn
[
x2n
(2n)! f
(n)
0 (t) +
x2n+1
(2n + 1)! f
(n)
1 (t)
]
, (x, t) ∈ R+ × R. (13)
Alternatively, when p = constant, by employing the transformation
u(x, t) = e−ptw(x, t). (14)
Eqs. (2), (3) and (9) become
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t), (x, t) ∈ Ω (15)
u(x, 0) = g(x), x ∈ R (16)
u(0, t) = e−pt f0(t) := q0(t), ∂u
∂x
(0, t) = ept f1(t) := q1(t), t ∈ R. (17)
Based on (12) and (14) we obtain the ADM partial t-solution of the problem (15) and (16), or (2) and (9), as given
by
w(x, t) = ept
∞∑
n=0
(Dt)n
n! g
(2n)(x), (x, t) ∈ R × R+. (18)
Also, based on (13), (14) and (17) we obtain the ADM partial x-solution of the problem (15) and (17), or (3) and (9),
as given by
w(x, t) = ept
∞∑
n=0
1
Dn
[
x2n
(2n)!q
(n)
0 (t) +
x2n+1
(2n + 1)!q
(n)
1 (t)
]
, (x, t) ∈ R+ × R. (19)
Using now the Leibniz formula
q(n)i (t) = (e−pt fi (t))(n) =
n∑
l=0
Cln(−p)n−le−pt f (l)i (t), i = 0, 1
in (19) we re-obtain (11). It is however not obvious that (10) and (18) represent the same solution of the problem (2)
and (9).
Example 1. Case p = constant.
Taking D = 1 and p = −1, Eq. (9) recasts as the Kolmogorov–Petrovsky–Piskunov (KPP) equation
∂w
∂ t
(x, t) = ∂
2w
∂x2
(x, t) − w(x, t), (x, t) ∈ Ω (20)
and consider the initial and boundary conditions
u(x, 0) = e−x + x = g(x), x ∈ R (21)
w(0, t) = 1 = f0(t), ∂w
∂x
(0, t) = e−t − 1 = f1(t), t ∈ R. (22)
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Then Eqs. (10) and (18) give the ADM partial t-solutions
w(x, t) =
∞∑
n=0
tn
n!
n∑
l=0
Cln(−1)n−l(e−x + x)(2l) = e−x + x +
∞∑
n=1
tn
n!
(
(−1)n(e−x + x) +
n∑
l=1
Cln(−1)n−le−x
)
= e−x + x + x(e−t − 1) = e−x + xe−t
and
w(x, t) = e−t
∞∑
n=0
tn
n! (e
−x + x)(2n) = xe−t + e−t
∞∑
n=0
tn
n!e
−x = xe−t + e−x .
These solutions both coincide with the exact solution w(x, t) = e−x + xe−t of the problem (20) and (21) which can
be verified through substitution. The above ADM partial t-solution was also previously obtained in [4].
Eq. (11) gives the ADM partial x-solution of the problem (20) and (22) as
w(x, t) =
∞∑
n=0
[
x2n
(2n)! +
x2n+1
(2n + 1)!
n∑
l=0
Cln(e
−t − 1)(l)
]
=
∞∑
n=0
[
x2n
(2n)! −
x2n+1
(2n + 1)!
]
+
∞∑
n=0
x2n+1
(2n + 1)!
n∑
l=0
Cln(−1)le−t = e−x + xe−t ,
as required.
2.2. The case p = p(t)
In this case, Eq. (1) becomes
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + p(t)w(x, t), (x, t) ∈ Ω . (23)
When p = p(t) we employ a pair of transformations, [5],
r(t) = exp
(
−
∫ t
0
p(s)ds
)
, u(x, t) = r(t)w(x, t) (24)
and then Eqs. (9), (2) and (3) become, respectively, (15), (16) and
u(0, t) = r(t) f0(t) := q0(t), ∂u
∂x
(0, t) = r(t) f1(t) := q1(t), t ∈ R. (25)
Based on (12) and (24) we obtain the ADM partial t-solution of the problem (15) and (16), or (2) and (23), as given
by
w(x, t) = exp
(∫ t
0
p(s)ds
) ∞∑
n=0
(Dt)n
n! g
(2n)(x), (x, t) ∈ R × R+. (26)
It is worth noting that in the case p = p(t) a formula similar to (10) is not so easy obtainable. Also, based on (13),
(24) and (25) we obtain the ADM partial x-solution of the problem (15) and (17), or (3) and (23), as given by
w(x, t) = 1
r(t)
∞∑
n=0
1
Dn
[
x2n
(2n)!
n∑
l=0
Clnr
(n−l)(t) f (l)0 (t)
+ x
2n+1
(2n + 1)!
n∑
l=0
Clnr (n−l)(t) f (l)1 (t)
]
, (x, t) ∈ R+ × R, (27)
where use has been made of the Leibniz formula
q(n)i (t) = (r(t) fi (t))(n) =
n∑
l=0
Clnr
(n−l)(t) f (l)i (t), i = 0, 1.
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Example 2. Case p = p(t).
Taking D = 1, p(t) = 2t , Eq. (23) recasts as
∂w
∂ t
(x, t) = ∂
2w
∂x2
(x, t) + 2tw(x, t), (x, t) ∈ Ω (28)
and consider the initial and boundary conditions
u(x, 0) = ex = g(x), x ∈ R (29)
w(0, t) = et+t2 = f0(t), ∂w
∂x
(0, t) = et+t2 = f1(t), t ∈ R. (30)
Then (24) gives r(t) = e−t2 and u(x, t) = e−t2w(x, t).
Eq. (26) gives the ADM partial t-solution
w(x, t) = et2
∞∑
n=0
tn
n!e
x = ex+t+t2, (x, t) ∈ R × R+ (31)
and it can be verified through substitution that this is the exact solution of the problem (28) and (29).
Note that from (25) and (30) we obtain q0(t) = q1(t) = et , which when introduced in (27), see also (19), gives the
ADM partial x-solution of the problem (28) and (30) as
w(x, t) = et2
∞∑
n=0
(
x2n
(2n)! +
x2n+1
(2n + 1)!
)
et = ex+t+t2, (x, t) ∈ R+ × R (32)
as required.
2.3. The case p = p(x)
In this case, Eq. (1) becomes
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + p(x)w(x, t), (x, t) ∈ Ω (33)
and only the general decompositions (7) and (8) can be applied.
Example 3. Case p = p(x).
Taking D = 1, p(t) = −1 − 4x2, Eq. (33) recasts as
∂w
∂ t
(x, t) = ∂
2w
∂x2
(x, t) − (1 + 4x2)w(x, t), (x, t) ∈ Ω (34)
and consider the initial and boundary conditions
u(x, 0) = ex2 = g(x), x ∈ R (35)
w(0, t) = et = f0(t), ∂w
∂x
(0, t) = 0 = f1(t), t ∈ R. (36)
Applying (7) we obtain
w0(x, t) = ex2, w1(x, t) = L−1t [Lx x − (1 + 4x2)I ]w0(x, t) = ex
2
t,
w2(x, t) = L−1t [Lx x − (1 + 4x2)I ]w1(x, t) = ex
2 t2
2! ,
and, based on (6), we obtain the ADM partial t-solution of the problem (34) and (35) as
w(x, t) =
∞∑
n=0
wn(x, t) = ex2
∞∑
n=0
tn
n! = e
x2+t ,
which can be verified through substitution.
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Applying (8) we obtain
w0(x, t) = et , w1(x, t) = L−1x x [Lt + (1 + 4x2)I ]w0(x, t) = et
(
x2 + x
4
3
)
,
w2(x, t) = L−1x x [Lt + (1 + 4x2)I ]w1(x, t) = et
(
x4
6
+ 7x
6
45
+ x
8
42
)
,
and, based on (6), we obtain the ADM partial x-solution of the problem (34) and (36) as
w(x, t) = w0(x, t) + w1(x, t) + w2(x, t) + · · · = et
(
1 + x2 + x
4
2
+ · · ·
)
= et ex2 = et+x2,
as required.
2.4. The case p = p(x, t)
We finally consider Eq. (1).
Example 4. Case p = p(x, t).
Taking D = 1, p(x, t) = 2t − 2 − 4x2, Eq. (1) recasts as
∂w
∂ t
(x, t) = ∂
2w
∂x2
(x, t) + (2t − 2 − 4x2)w(x, t), (x, t) ∈ Ω (37)
and consider the initial and boundary conditions
u(x, 0) = ex2 = g(x), x ∈ R (38)
w(0, t) = et2 = f0(t), ∂w
∂x
(0, t) = 0 = f1(t), t ∈ R. (39)
Applying (7) we obtain
w0(x, t) = ex2, w1(x, t) = L−1t [Lx x + (2t − 2 − 4x2)I ]w0(x, t) = ex
2
t2,
w2(x, t) = L−1t [Lx x + (2t − 1 − 4x2)I ]w1(x, t) = ex
2 t4
2! ,
and, based on (6), we obtain the ADM partial t-solution of the problem (37) and (38) as
w(x, t) =
∞∑
n=0
wn(x, t) = ex2
∞∑
n=0
t2n
n! = e
x2+t2,
which can be verified through substitution.
Applying (8) we obtain
w0(x, t) = et2, w1(x, t) = L−1x x [Lt + (2 + 4x2 − 2t)I ]w0(x, t) = et
2
(
x2 + x
4
3
)
,
w2(x, t) = L−1x x [Lt + (2 + 4x2 − 2t)I ]w1(x, t) = et
2
(
x4
6
+ 7x
6
45
+ x
8
42
)
,
and similarly as in Example 3, we obtain the ADM partial x-solution of the problem (37) and (39) as
w(x, t) = w0(x, t) + w1(x, t) + w2(x, t) + · · · = et2
(
1 + x2 + x
4
2
+ · · ·
)
= et2ex2 = et2+x2,
as required.
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3. Conclusions
In this paper, the solution of Cauchy problems for the linear, one-dimensional, time-dependent reaction–diffusion
equation in which the reaction parameter p in Eq. (1) may be zero, a non-zero constant, timewise and/or spacewise
dependent is obtained using the decomposition method.
For the examples presented in this paper a closed-form solution was always obtained. Moreover, new analytical
solutions for the case when the reaction parameter is time dependent were obtained in the form of the series (26)
and (27). Otherwise, in the cases when p = p(x) and p = p(x, t) symbolic numerical computations in MAPLE or
MATHEMATICA may need to be performed in general.
In comparison with the more established numerical methods such as the finite element, boundary element, finite-
difference or control volume methods, the present ADM of successive approximations requires more restrictive
conditions to be satisfied by the data (2) and (3), as well as the convergence of the series (6). On the other hand,
whenever applicable, the ADM provides satisfactory results with only a few terms in the decomposition series, [6].
The method can also be applied to linear reaction–advection–diffusion equations of the form
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + q(x, t)∂w
∂x
(x, t) + p(x, t)w(x, t), (x, t) ∈ Ω ,
where q(x, t) is the known flow velocity, by superimposing the results of this paper with those for the linear
advection–diffusion equation developed in [7].
Further work will investigate nonlinear equations of the form
∂w
∂ t
(x, t) = D ∂
2w
∂x2
(x, t) + q(x, t)φ(w) + p(x, t)ψ(wx ) + s(x, t)θ(w,wx ), (x, t) ∈ Ω ,
where φ(w), ψ(wx ) and θ(w,wx ) are nonlinear functionals.
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