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Abstract 
Using graphical representation, a simple bijective proof of the following result is given: ‘The 
number of partitions of a positive integer n into distinct odd parts equals the number of partitions 
of n into parts # 2 and differing by > 6, where the inequality is strict if a part is even’. A three- 
parameter refinement of this result is obtained and shown to be equivalent to a deep partition 
theorem of Giillnitz. @ 1999 Elsevier Science B.V. All rights reserved 
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1. Introduction 
This paper has a two-fold purpose. The first objective is to give a combinatorial 
proof of 
Theorem 1. The number of partitions of a positive integer n into distinct odd parts 
is equal to the number of partitions of n into partsf2 and difSering by 26, where 
the inequality is strict whenever a part is even. 
Despite its simplicity, Theorem 1 seems to be new. In Section 2 a bijective com- 
binatorial proof is given using only elementary tools all of which are in Sylvester’s 
classic 1882 paper [5] on partitions. The main variant of Sylvester’s methods is the 
use of 2-modular Ferrers graphs. 
The real interest in Theorem 1 stems from the fact that it has a three-parameter 
refinement which is much deeper. This refinement is stated as Theorem 2 in Section 4 
and is explained using the bijection in Section 2. The second objective here is to 
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show that Theorem 2 is equivalent to a three-parameter refinement of a deep parti- 
tion theorem of Gollnitz’s [4] (see Sections 3 and 4). This equivalence is established 
using the method of weighted words due to Alladi et al. [3] which yields substantial 
generalizations and refinements of Gollnitz’s theorem. 
Although Gollnitz’s theorem was proved in 1967, no combinatorial proof was known. 
By reformulating Giillnitz’s theorem in the form of a weighted identity, I was re- 
cently able to construct a combinatorial bijection to explain it (see [l]). Connections 
between the ideas in [l] and the bijection presented here are discussed briefly in 
Section 5. 
2. Bijective proof of Theorem 1 
Given any partition rr : bl + bZ + . . . + b,, consider its Ferrers graph consisting of bi 
nodes in the ith row. Every such graph contains a largest square of nodes with one 
vertex in the upper left-hand comer. This is called the Durfee square of the partition, 
named after W. Durfee, a student of Sylvester. The Ferrers graph of the partition 
rc : 9 + 8 + 8 + 7 + 4 + 4 + 1 and its Durfee square are indicated in Fig. 1. 
The Durfee square is denoted by D(X), and its dimension, namely the number of 
nodes in each row, is denoted by ]D(rc)]. In the above figure, ]D(rc)] = 4. 
If rt is a partition into distinct parts, then in addition to the Durfee square there is 
also an isosceles right angled triangle of nodes adjacent to the square on the right. 
The dimension of this triangle (namely, the number of nodes on its hypotenuse) is 
ID(n)] - 1. Th e F errers graph of the partition rc : 10 + 9 + 6 + 4 + 3, into distinct parts, 
its Durfee square and isosceles triangle are indicated in Fig. 2. 
Next, given the Ferrers graph of any partition ‘II, we may form a new partition 
it =p(n) obtained by counting nodes along hooks of the Ferrers graph of rc. The 
hooks of the partition n: in Fig. 1 are indicated in Fig. 3. . . 0 ??
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Note that the number of hooks in rt equals ID( because there is one hook for each 
node on the descending diagonal of D(z). Owing to the presence of D(n), the new 
partition Z will have the property that its parts differ by 22. In the above example, 
wehave it:15+11+9+6. 
Now if 7t is a partition into distinct parts, then owing to the presence of the isosceles 
triangle to the right of D(rc), the new partition 5 = p(rc) will be one whose parts differ 
by 23. For the partition rr in Fig. 2, we have E: 14+ 11 + 6+ 1. 
The correspondence 
7th E=p(Tc) (1) 
is obviously not one-to-one. We shall now discuss a variant of this idea for which 
such a correspondence will turn out to be one-to-one. 
Now, given a partition rt into distinct odd parts, form its 2-modular Ferrers graph, 
where at each node we place a 2, except for the node at the end of each row, where 
weplace a 1. InFig. 4, the2-modularFerrers graphofrt:19+17+15+11+9+7+1 
is given. 
Because n is a partition into distinct odd parts, the number of elements in each row 
of its 2-modular graph will be more than the number of elements in every row below 
it. Consequently such a 2-modular graph will have a Durfee square and the isosceles 
triangle adjacent to it. Note that every element in the Durfee square will be a 2 except 
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possibly for a single 1 at the lower right-hand comer of the square. Similarly every 
element of the triangle not on the hypotenuse will be a 2. Owing to the presence of 
these twos in the Durfee square and in the triangle, the resulting partition jt2 obtained 
by adding the elements along hooks of the 2-modular graph of n, will be a partition 
into parts differing by 2 6. In the above case Zz : 30 + 23 + 17 + 8 + 1. 
Observe that 2 itself cannot occur as a part of 22. More precisely, i?jt2 has 1 as a 
part if and only if there is a 1 at the bottom right-hand comer of the Durfee square as 
in Fig. 4. If the Durfee square has all elements as twos, then all parts of j/2 are 23 
because there has to be a 1 at the end of the horizontal portion of each hook. 
Next observe that the even parts of jt2 correspond to those hooks which have a 1 at 
the very bottom. If there is a 1 at the bottom of a hook, then the element to the left 
of this 1 (if any) must be a 2. Also, there is no element to the right of this 1. Thus 
if a part of E2 is even, then the gap between this even part and the next (larger or 
smaller) part of jT2 is > 6, as claimed in Theorem 1. So what we have now proved is 
that the mapping 
n-+ ii2 (2) 
converts partitions of an integer n into distinct odd parts to partitions of n into parts # 2, 
differing by 26, where the inequality is strict if a part is even. We will now show 
that this correspondence is reversible and this will complete the proof of Theorem 1. 
Suppose we are given a partition hi + h2 + . . . + h, into parts differing by 86, 
with strict inequality if a part is even, and with h, # 2. Then form a Durfee square of 
dimension m by placing 2 at each node except possibly at the lower right-hand corner 
where we place a 1 if h, = 1, or a 2 if h, # 1. So, given the partition 30+23+ 17+8+ 1, 
we would first form the 5 x 5 Durfee square as in Fig. 4. 
Next, determine all the even numbers among the parts hl, h2,. . . , h, - say, hi, > h,, > 
. . . >hi, are even. (In the case of the partition 30+23+17+8+1, hl = hi, =30 and 
h4 = hi, = 8.) Then form the first row below the Durfee square by putting twos up to 
the position i, - 1 and place a 1 at position i,. (In the case of Fig. 4, this corresponds 
to the first row 2 2 2 1 below the Durfee square.) Next form the second row below 
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the Durfee square by placing twos at all positions up to i,_ I - 1, and placing a 1 at 
position i,_, . (This corresponds to having just 1 at the beginning of the second row 
below the Durfee square in Fig. 4.) Continue this process until the entire portion of 
the 2-modular graph below the Durfee square is determined. Once the portion of the 
graph below the Durfee square is completed, the portion to the right of the square is 
easy to determine using the fact that the sum of the elements on the hooks must yield 
the parts h 1, AZ,. . . , h,. Adding up the elements along each row of this 2-modular graph 
yields a partition rc into distinct odd parts. And for this partition rc, adding elements 
along hooks of its 2-modular graph yields fi2 : h I+ h2 +. + h,. Thus, we have shown 
that the correspondence in (2) is reversible and this completes the bijective proof of 
Theorem 1. 
3. Giillnitz’s Theorem 
In his fundamental paper 
lished the following result: 
on partitions with difference conditions [4], Gijllnitz estab- 
Theorem G. Let C(n) denote the number of partitions of n into distinct parts E 2,4 
or 5 (mod 6). 
Let D(n) denote the number of partitions of n in the form h, + h2 +. . . + h, such 
that h, # 1 or 3, hi - hi+1 26 with strict inequality if hi c 0,l or 3 (mod 6). 
Then 
C(n) = D(n). 
Theorem G is considered to be one of the deepest in the theory of partitions. 
Gollnitz’s proof is very complicated but he established it in the refined form 
C(n; k) = D(n; k), 
where C(n; k) and D(n; k) enumerate partitions of the type counted by C(n) and D(n) 
with the extra condition that k denotes the number of parts and the convention that 
parts E 0,l or 3 (mod 6) are counted twice. In a recent paper [3], Andrews, Gordon and 
I found an entirely new approach to Theorem G called the method of weighted words. 
This approach yielded substantial generalizations and refinements of Theorem G. We 
now describe briefly the principal ideas in [3]. 
In [3] we view a three-parameter refinement of Theorem G as emerging out of the 
key identity 
c c” aibJck rT+rh+r,.+r,-l(l _ q”( 1 _ q$)) 
i,.i,k i=a+d+e (q)x(q)p(q)i,(q)a(q)E(q)~ 
j=p+ii+ti 
k=;+c+q5 
= (-aqM-bq)m(-cq)m, (3) 
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under the standard transformations 
(dilation) q H q6, 
(translations) a H aqp4, bC-)bq-2, ck+cq-‘, (4) 
where s = a + /I + y + 6 + E + 4, and T, = m(m + 1)/2. In (3) and in what follows, we 
have made use of the standard notation 
n-l 
(a), =(a;qL = ,I0 (1 - a$) 
for any complex number a and positive integer n, and 
(a),=(a;q),=,ps(l -a& for lql<l. 
While it is obvious that under the influence of (4) the triple product on the right in 
(3 ) becomes 
(-aq2; 4%obq4; AA-cq5; q6)oo, (5) 
the three-parameter refinement of the generating ftmction of D(n) in Theorem G, it is 
not clear how the series in (3) under the same transformation becomes the generating 
function of C(n). To understand this better, we now describe the main ideas in the 
method of weighted words. 
We think of the integer 1 as occurring in three primary colors a, b,c, and integers 
n 22 as occurring in six colors, the three colors a, b, c, and three secondary colors 
ab, ac and bc. We also use the letters d,e and f to denote ab, ac and bc, respectively. 
The symbol a, will denote the integer n occurring in color a, with similar interpretations 
for b,, c,, d,, e, and fn. The gap between two symbols is the absolute value of 
the difference between their subscripts. For example, the gap between L&j and dg is 2. 
The usefulness in the method lies in the fact that the letters a, b, c, play a dual role; 
on the one hand they represent colors, on the other, they are free parameters. 
In order to discuss partitions, we need an ordering on the symbols; a partition rc is 
a collection of symbols arranged in non-decreasing order according to this ordering. 
By (T(E) = n, we mean that the sum of the subscripts of rr is n, and we think of n as 
being partitioned in terms of the colored integers. The ordering we choose first is: 
Scheme1 : g, <aI <f, <b,<cl<dZ<e2<az<f2<b2<~2 
<dJ<ej<aj<... (6) 
In (6), the symbols el and fl are underlined to indicate that they will never occur as 
parts. The motivation for starting with Scheme 1 ordering is because under the standard 
transformations (4), the symbols become 
a,t-+6n-4, b,t--+6n-2, c,++6n-1 for nZ1, 
d,=ab,H6n-6, e,,=ac,++6n-5, f,=bc,++6n-3 for na2, 
(7) 
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and so Scheme 1 ordering becomes 
1<2<3<4<5<6<7<8<9<10<11<12<..., (8) 
the natural ordering among the positive integers. Note that 1 and 3 are underlined in 
(8) in agreement with the condition that they will not occur as parts enumerated by 
D(n) in Theorem G. So with the correspondence given in (7), the residue classes 2,4 
and 5 (mod 6) in Theorem G are to be considered as the primary colors a, b and c, 
while the residue classes 2 + 4 E 0, 2 + 5 E 1 and 4 + 5 E 3 (mod 6) are the secondary 
colors ab, UC and bc, respectively. Thus, the difference conditions governing D(n) 
in Theorem G are to be interpreted as hi - hi+, , >6 with strict inequality if hi is of 
secondary color. 
Next, we need to define Type-l partitions. In order to do this, let x, = xi’) denote 
the symbol occurring in position n in Scheme 1. Thus x1 = e,, x2 = at, x3 = f,, and 
so on. Then Type-l partitions are those of the form x,,, fx,, +. . where x,, are chosen 
from the non-underlined symbols in Scheme 1 such that 
n/ - n/+1 >6, with the strict inequality if x,, is of secondary color. (9) 
The principal result in [3] which generalizes and refines Theorem G is: 
Theorem A. Let C(n; i, j, k) denote the number of vector partitions x= (~1; 712; 713) of 
n such that ~1 has i distinct parts all in color a,712 has j distinct parts all in color b, 
and 713 has k distinct parts all in color c. 
Let D(n; a, /3, y, 6, E, 4) denote the number of Type-l partitions of n having a a-parts, 
p b-parts,. . . , cj f-parts. Then 
C(n; i, j, k) = c D(n; a, b, Y, 6, E, 4). 
i=l+d+F 
j=b+S+4 
k=y+e$ 
Clearly, the generating function of C(n; i, j, k) is 
C C(n;i,j,k)aibjckq” =(-aq)w(-bq),(-cq)a. 
i, j. k, n 
In [3] we showed by induction on the number of parts that 
(10) 
(11) 
Thus Theorem A is equivalent to the key identity (3) which is quite deep because its 
proof (see [3]) involves both Watson’s q-analog of Whipple’s transformation and the 
& summation of Bailey. 
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Other orderings are possible and indeed there are 6! = 720 schemes corresponding 
to all permutations of the letters a, b,c,d,e, f. For our purpose, one more ordering, 
namely Scheme 2 below is relevant: 
Scheme2: e,<al<f,<bl<dZ<cl<ez<az<f2<b2 
<d3<cz<eJ<.... (12) 
Now let x, =xp’ denote the symbol occupying position n in Scheme 2. Then 
Type-2 partitions are those of the form x,, +x,, + . . . where the x,, are chosen from the 
non-underlined symbols in (12) and satisfying the inequalities (9). Also let 
Dz(n; a, j?, ?,&a, 4) denote the number of Type-2 partitions of n having LX a-parts, 
/I b-parts,. . . , and 4 f-parts. It was shown combinatorially in [3] that 
wn; 4 8, Y, 4 E, 4) = Dz(n; 4 P, y, 4 694). (13) 
In the next section we shall obtain a refinement of Theorem 1, and to understand 
its connections with Gollnitz’s theorem, Scheme 2 and (13) will be utilized. 
4. Refinement of Theorem 1 
Consider now the effect of the transformations 
(dilation) q H q6, 
(translations) a H aq -5 b++bq-3, ct-icq-‘, , (14) 
on (3). This converts the infinite product on the right in (3) to 
(-aq;q6),(-bq3;q6)oo(-cq5;q6)oo. (15) 
The product in (15) is very interesting because it is a three parameter refinement of 
the generating function of partitions into distinct odd parts and is much nicer than (5). 
In connection with (15), the primary colors a, b, and c are the residue classes 1, 3 
and 5 (mod6), respectively, and so the secondary colors ab, ac and bc are 4, 6 and 
8 (mod6) respectively. We say 8 (mod 6) to emphasize that 2 will not occur as a part 
(in Theorem 1); in other words, all parts in this residue class are B 8. Thus the odd 
positive integers are in primary colors whereas the even integers >2 are in secondary 
colors. 
The effect of (14) is to convert the symbols to 
a,, I+ 6n - 5, b, H 6n - 3, c,~6n- 1, for nB1, 
ab,++6n-8, ac,H6n-6, bc,w6n-4, for na2. 
(16) 
It turns out that Scheme 2 is more convenient here than Scheme 1 because with (16), 
the Scheme 2 inequalities translate to 
1<2<3<4<5<6<7<8<9<10< . . . . (17) 
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the natural ordering among the positive integers. Note that 2 is underlined in (17) 
to indicate that it will not occur as a part in Theorem 1 or in the refinement stated 
below. Theorem A and equality (13) yield the following three-parameter refinement of 
Theorem 1. 
Theorem 2. Given a partition 71, let Z’i(n) denote the number of parts of 7c which are 
z i (mod 6), for i = 1,2,. . ,6. Let a(n) denote the sum of the parts of r~. 
Let DO denote the set of all partitions into distinct odd parts. Also let 06 denote 
the set of all partitions into parts # 2, and dtzering by 3 6, where the inequality is 
strict tf a part is even. Then with d = ab, e = ac, and f = be, we have 
Theorem 2 reduces to Theorem 1 when a = b = c = 1. Theorem 2 is a reformulation 
of a three parameter refinement of Theorem G because the Gollnitz’s product (5) can 
be obtained from (15) by replacing a by aq and b by bq. On the other hand, the 
unrefined Theorem 1 is not equivalent to Theorem G. 
The bijection in (2) can be used to combinatorially explain Theorem 2. More pre- 
cisely, given rt E DO, write down its 2-modular Ferrers graph. The rows of this graph 
represent the parts of rt which are distinct odd integers. Attach the weight a, b or c to 
an odd part depending on whether it is in the residue class 1, 3 or 5 (mod6). Thus rr 
will be counted with weight arl(n)b’3(n)c’s(n). 
Next add the integers along hooks of this 2-modular graph to get a partition fi2 E Dg. 
Given a part of i&, attach a weight a, b,c,d = ab, e = ac, or f = bc, depending on 
whether the part is in the residue class 1, 3, 5, 4, 0 or 2(mod6). Thus as on the right 
in Theorem 2, jt2 will be counted with weight 
(18) 
In Table 1, all partitions rc of 18 into distinct odd parts are listed in column 1. Their 
weights are given in column 2. In column 3, their 2-modular Ferrers graphs are given. 
Column 4 displays the partitions fi2. Finally, in column 5, the weights w( fiz) are listed 
as functions of a, b, and c. 
Note that the sum of the monomials in the second column equals the sum of the 
monomials in the fifth column, thereby verifying Theorem 2 for n = 18. Observe also 
that the correspondence rc H j22 does not preserve the monomials. For instance, the 
monomial attached to rc : 15 + 3 in column 2 is b* whereas the monomial attached to 
its mate i& : 17 + 1 is ca. On the other hand, the degree of the monomial is always 
preserved under this correspondence. Although the mapping (2) gives a combinato- 
rial explanation of how the partitions rr E DO are converted to partitions 22 E Dg, and 
what monomials are to be attached to rt and it 2, much more is required to prove 
Theorem 2 - for instance, something like the key identity (3). Thus, the three- 
parameter refinement Theorem 2 is deeper than the unrefined Theorem 1. 
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Table 1 
2-mod graph 
17+1 
15+3 
13+5 
11+7 
9+5+3+1 
ca 
b2 
ac 
ca 
bcba 
222222221 
1 
2222222 1 
21 
2222221 
221 
22222 1 
2221 
2222 1 
221 
21 
1 
18 ac 
17+1 ca 
15+3 b2 
13+5 ac 
14+4 bcab 
Although Theorem 2 is equivalent to a three parameter refinement of Theorem G, 
it is to be noted that the explanation via the mapping (2) works only for Theorem 2 
and not for Theorem G. For in passing from Theorem 2 to Theorem G, we need to 
replace a by aq and b by bq in (15) and in doing so, the integer n being partitioned 
could change under the mapping (2) because the monomial is not preserved. 
5. An earlier reformulation 
In order to understand Theorem G combinatorially, I studied the effect of the cubic 
transformation 
(dilation) q H q3, 
(translations) a H aq -=, bHbq-‘, CHC, (19) 
on (3). This converts the triple product in (3) to 
C-q; q3M-bq2; q3M--cq3; q3L (20) 
which is the three parameter refinement of the generating function of partitions into 
distinct parts. Under the effect of (19), Theorem A gets transformed into a weighted 
identity connecting partitions into distinct parts and partitions into parts differing by 
23 (see Theorem 2 of [l]). In [l] the hook operation (1) is used to explain this 
weighted identity combinatorially. The important difference is that (1) is only a surjec- 
tion whereas (2) is a bijection between DO and Dg. The principal reason that the hook 
operation (1) which was utilized in [l] also works here in the modified form (2) is 
because in passing from the product (20) to the product (15), one uses the dilation 
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and identical translations, namely, 
-I a-aq > bHbq-‘, cl-+cq-‘. 
If the translations were not identical (as would be the case in passing from (20) to 
Giillnitz’s product (5)), then the hook operation would have broken down. Besides 
providing fresh combinatorial insights, reformulations also give new analytic informa- 
tion. For instance, Andrews and I showed in [2] that the reformulation of Gollnitz’s 
theorem established in [l] is combinatorially equivalent to the new key identity 
c Uib"Ckq'+'+"(-C)i(-C)j(*)k(-Cq)i+j (4M4)j(4)k(-c)i+j = (-qhx-~qLa(-cqbo. (21) i. j. k 
Identity (21) is extremely interesting owing to the presence of three free parameters. 
For instance, a generalization of Schur’s celebrated partition theorem of 1926 and 
Jacobi’s fundamental triple product identity for theta functions fall out as special cases 
of (21) (see [l] or [2]). 
Although quite deep, (21) is simpler compared to (3). In a similar spirit it may be 
worthwhile to see if Theorem 2 leads to a different key identity for Gollnitz’s theorem. 
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