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la¨hto¨- ja tuloasteet ovat korkeintaan yksi ja graafissa on tunnettu la¨hdesolmu, niin
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1 Vekottimet
11 Johdanto
Peliteoria on matematiikan osa-alue, joka ka¨sittelee rationaalista ja itseka¨sta¨ toimin-
taa tarkoin ma¨a¨ritellyissa¨ valintatilanteissa. Valintatilanteeseen eli peliin osallistuu
useita pelaajia, joiden tavoitteet voivat olla ristiriitaisia. Kaikkien pelaajien valinnat
voivat vaikuttaa pelin lopputulokseen, eiva¨tka¨ pelaajat omaa valintaansa tehdessa¨a¨n
tieda¨ toistensa valintoja. Toimiakseen parhaalla mahdollisella tavalla pelaajien on
ajateltava strategisesti, eli tehta¨va¨ oletuksia toisten pelaajien valinnoista ja hyo¨dyn-
netta¨va¨ oletusta siita¨, etta¨ myo¨s toiset pelaajat ovat itsekka¨ita¨ ja rationaalisia.
Peliteorian ratkaisuka¨sitteiden avulla pyrita¨a¨n kuvaamaan sita¨, millaisia valintoja
pelaajien kannattaa tehda¨. Tunnetuin ratkaisuka¨site on Nashin tasapaino [Nas50,
Nas51]. Pelin strategiaprofiili on kuvaus siita¨, minka¨ strategian kukin pelaaja va-
litsee, ja Nashin tasapaino on strategiaprofiili, jossa jokaisen pelaajan strategia on
paras vastaus muiden strategioihin. Jos pelaaja ennakoi muiden pelaajan valitsevan
tasapainon ma¨a¨ra¨a¨ma¨t strategiat, pelaajan kannattaa siis myo¨s itse valita tasapai-
nostrategiansa. Nashin tasapaino on era¨a¨nlainen ennuste siita¨, miten itsekka¨a¨t ja
rationaaliset pelaajat pelaavat pelia¨.
Vaikka tiedeta¨a¨n, etta¨ jokaisessa pelissa¨ on Nashin tasapaino [Nas50], on tasapai-
non lo¨yta¨minen osoittautunut laskennallisesti vaikeaksi ongelmaksi [GP05, DGP06,
DP05, CD05, CD06]. Nashin tasapainon lo¨yta¨miseen on kehitetty useita algorit-
meja, kuten Lemken algoritmi [LH64], ja lisa¨ksi Nashin tasapaino voidaan lo¨yta¨a¨
hyo¨dynta¨ma¨lla¨ kiintopisteiden etsinta¨algoritmeja, kuten Scarfin algoritmia [Sca67].
Tunnetut algoritmit vaativat kuitenkin pahimmassa tapauksessa eksponentiaalisen
ajan suhteessa pelin kokoon (ks. esim. [SvS04]).
Approksimatiivisen Nashin tasapainon lo¨yta¨misongelma on totaalinen etsinta¨ongel-
ma, eli etsinta¨ongelma, jossa etsitta¨va¨n ratkaisun tiedeta¨a¨n aina olevan olemassa. Se
kuuluu etsinta¨ongelmien luokkaan PPAD (ks. luku 5). PPAD-luokkaan kuuluvat sel-
laiset etsinta¨ongelmat, joissa etsitta¨va¨n ratkaisun olemassaolo seuraa suunnattujen
graafien pariteettiargumentista [Pap94]. Suunnattujen graafien pariteettiargumentti
toteaa, etta¨ jos graafin jokaisen solmun la¨hto¨- ja tuloasteet ovat korkeintaan yksi, ja
graafissa on tunnettu la¨hdesolmu, on graafissa myo¨s nielusolmu tai toinen la¨hdesol-
mu. Esimerkiksi useat kiintopisteen lo¨yta¨misongelmat ovat PPAD-ta¨ydellisia¨.
Vuosina 2005 ja 2006 julkaistut tulokset osoittavat approksimatiivisen Nashin ta-
sapainon lo¨yta¨misongelman PPAD-vaikeaksi. Ensin todistettiin, etta¨ Nashin tasa-
painon lo¨yta¨minen nelja¨n pelaajan peleissa¨ on yhta¨ vaikeaa kuin Nashin tasapai-
2non lo¨yta¨minen useamman pelaajan peleissa¨ [GP05]. Sen ja¨lkeen approksimatiivisen
Nashin tasapainon lo¨yta¨misongelma todistettiin PPAD-vaikeaksi nelja¨n pelaajan pe-
leissa¨ [DGP06], kolmen pelaajan peleissa¨ [DP05, CD05] ja lopulta kahden pelaajan
peleissa¨ [CD06].
Nashin tasapainon lo¨yta¨misongelman osoittautuminen PPAD-vaikeaksi jopa kahden
pelaajien peleissa¨ oli ylla¨tta¨va¨ tulos. Aiemmin Nashin tasapainon lo¨yta¨misen otak-
suttiin olevan helpompaa kahden pelaajan peleissa¨ kuin useamman pelaajan peleissa¨
(ks. esim. [DP05]). Kahden pelaajan pelit eroavat useamman pelaajan peleista¨ mo-
nilta ominaisuuksiltaan. Esimerkiksi Nashin tasapainon kahden pelaajan peleissa¨ voi
aina ilmaista rationaalilukujen avulla, kun taas joissain useamman pelaajan peleissa¨
Nashin tasapainon ilmaisemiseen tarvitaan irrationaalilukuja [Nas51].
Nashin tasapainon lo¨yta¨misen laskennallista vaativuutta on pidetty osoituksena sii-
ta¨, ettei Nashin tasapaino ole realistinen malli kuvaamaan itsekka¨iden ja rationaa-
listen toimijoiden valintoja todellisissa valintatilanteissa [Pap05]. Ta¨ma¨n va¨itteen
taustalla on ajatus siita¨, etta¨ jos Nashin tasapaino on vaikea lo¨yta¨a¨, eiva¨t lasken-
nallisesti rajoittuneet toimijatkaan pysty lo¨yta¨ma¨a¨n sita¨.
PPAD-ta¨ydellisten ongelmien laskennallinen vaativuus on avoin ongelma, joka on
verrattavissa NP-ta¨ydellisten ongelmien laskennallisen vaativuuden selvitta¨miseen.
Ei ole pystytty osoittamaan, etta¨ PPAD-ta¨ydellisten ongelmien ratkaiseminen vaa-
tisi eksponentiaalisen ajan. Toisaalta ei ole myo¨ska¨a¨n pystytty kehitta¨ma¨a¨n poly-
nomisessa ajassa toimivia algoritmeja PPAD-ta¨ydellisten ongelmien ratkaisemisek-
si. On luultavaa, ettei PPAD-ta¨ydellisia¨ ongelmia voi ratkaista polynomisessa ajas-
sa [Pap94].
Ta¨ssa¨ tutkielmassa ka¨sitella¨a¨n approksimatiivisen Nashin tasapainon lo¨yta¨misongel-
man laskennallista vaativuutta. Tutkielman luvussa 2 ma¨a¨ritella¨a¨n a¨a¨relliset strate-
giset pelit ja Nashin tasapaino, todistetaan Nashin tasapainon olemassaolo ja ker-
rotaan Nashin tasapainon ominaisuuksista, jotka ovat mielenkiintoisia Nashin tasa-
painon lo¨yta¨misongelman kannalta. Luvussa 3 kerrotaan etsinta¨ongelmista ja niiden
vaativuusluokista seka¨ ma¨a¨ritella¨a¨n Nashin tasapainon lo¨yta¨misongelma r-NASH.
Luvussa 4 ma¨a¨ritella¨a¨n ongelmaluokka PPAD ja esitella¨a¨n kaksi PPAD-ta¨ydellista¨
kiintopisteen lo¨yta¨miseen liittyva¨a¨ ongelmaa, joita hyo¨dynneta¨a¨n myo¨hemmin esi-
tetta¨vissa¨ todistuksissa. Luvussa 5 todistetaan r-NASH-ongelman kuuluminen luok-
kaan PPAD. Luvussa 6 esiteta¨a¨n todistus r-NASH-ongelman PPAD-ta¨ydellisyydelle.
Luvussa 7 pohditaan esitettyjen tulosten merkitta¨vyytta¨ ja kerrotaan approksima-
tiivisen Nashin tasapainon lo¨yta¨miseen liittyvista¨ avoimista ongelmista.
32 Strategiset pelit ja Nashin tasapaino
A¨a¨rellinen strateginen peli [NM44] (ks. myo¨s [FT91]) kuvaa valintatilannetta, jos-
sa joukko rationaalisia ja itsekka¨ita¨ pelaajia pyrkii maksimoimaan omaa hyo¨tya¨a¨n.
Ongelmana on, etta¨ pelaajien on tehta¨va¨ valintansa yhta¨ aikaa eika¨ kukaan tieda¨
etuka¨teen, mita¨ toiset tulevat valitsemaan. Sita¨, miten itsekka¨iden pelaajien kannat-
taa toimia, kuvataan erilaisten ratkaisuka¨sitteiden (solution concept) avulla, joista
Nashin tasapaino on tunnetuin.
Ta¨ssa¨ luvussa esitella¨a¨n ka¨sitteita¨, joita tarvitaan Nashin tasapainon lo¨yta¨misongel-
man ma¨a¨rittelemiseen. Luvuissa 2.1 ja 2.2 ma¨a¨ritella¨a¨n a¨a¨relliset strategiset pelit.
Yhteenveto niiden esitta¨miseen ka¨ytetyista¨ merkinno¨ista¨ on luvun 2.2 lopussa tau-
lukossa 2. Luvussa 2.3 ma¨a¨ritella¨a¨n Nashin tasapaino ja approksimatiivinen Nashin
tasapaino ja luvussa 2.4 todistetaan, etta¨ jokaisessa pelissa¨ on va¨hinta¨a¨n yksi Nas-
hin tasapaino. Luvussa 2.5 ka¨sitella¨a¨n Nashin tasapainon ominaisuuksia, jotka ovat
mielenkiintoisia approksimatiivisen Nashin tasapainon lo¨yta¨misongelman kannalta.
2.1 A¨a¨relliset strategiset pelit
A¨a¨relliseen strategiseen peliin osallistuu r pelaajaa. Jokaisella pelaajalla p ∈
{1, . . . , r} on tp mahdollista strateigaa, joita kutsutaan myo¨s puhtaiksi strategioik-
si (pure strategy). Puhtaiden strategioiden joukkoa merkita¨a¨n Ap = {ap1, . . . , aptp}.
Kaikkien pelaajien puhtaiden strategioiden yhteenlaskettua ma¨a¨ra¨a¨ merkita¨a¨n T =∑r
p=1 t
p.
Kun pelia¨ pelataan, pelaajat ilmoittavat yhta¨ aikaa ja toisistaan riippumatta valitse-
mansa strategiat. Valitut strategiat muodostavat puhtaan strategiaprofiilin. Puhdas
strategiaprofiili on siis vektori a = (a1, . . . , ar), jossa on jokaisen pelaajan osalta yksi
puhdas strategia. Puhtaiden strategiaprofiilien joukkoa merkita¨a¨n A = A1×. . .×Ar.
Puhdas strategiaprofiili a on myo¨s pelin lopputulos. Mahdollisia lopputuloksia on
|A| = ∏rp=1 tp kappaletta. Jokaisella pelaajalla p on hyo¨tyfunktio up : A → R, joka
ilmaisee, kuinka hyva¨ kukin lopputulos on pelaajan kannalta. Kukin pelaaja pyr-
kii valitsemaan strategian, joka maksimoi ha¨nen hyo¨tynsa¨. Ongelmana on, etteiva¨t
pelaajat valintaansa tehdessa¨a¨n tieda¨ toistensa strategiavalintoja.
Usein tarkastellaan peleja¨, joiden hyo¨tyfunktiot up : A → [0, 1] rajoittavat hyo¨dyt
va¨lille [0, 1]. Luvussa 2.5 todetaan, etta¨ na¨in voidaan tehda¨ rajoittamatta yleisyytta¨.
4Esimerkki. Sukupuolten taistelu (Battle of the Sexes) [LR57] on kahden pelaajan
peli, jonka normaalimuotoinen esitys on taulukossa 1. Pelin kaksi pelaajaa, mies ja
nainen, ovat sopineet meneva¨nsa¨ nyrkkeilyotteluun tai balettiin, mutteiva¨t muista,
kumpaan. Kummankin pelaajan on pa¨a¨tetta¨va¨, kumpaan tapahtumaan itse menee,
eiva¨tka¨ pelaajat voi kommunikoida keskena¨a¨n ennen pa¨a¨to¨ksen tekemista¨. Mies ha-
luaisi mieluummin otteluun ja nainen balettiin. Kumpikin haluaa mieluummin olla
samassa paikassa toisen kanssa kuin yksin. Molempien pelaajien strategiajoukot ovat
samat eli A1 = A2 = {Ottelu, Baletti}.
A¨a¨rellisen strategisen pelin kuvaus normaalimuodossa (normal form) tarkoittaa sen
hyo¨tyjen esitta¨mista¨ taulukon avulla. Taulukon solut kuvaavat strategiaprofiileja eli
mahdollisia lopputilanteita. Pelaajan 1 (mies) valitsema strategia ma¨a¨ra¨a¨ rivin ja
pelaajan 2 (nainen) valitsema strategia sarakkeen. Jokaisessa solussa on lueteltu pe-
laajien hyo¨dyt numeroja¨rjestyksessa¨. Esimerkiksi jos molemmat pelaajat valitsevat
toiminnon Ottelu, saa pelaaja 1 (mies) hyo¨dyn 2 ja pelaaja 2 (nainen) hyo¨dyn 1. Siis
u1(Ottelu,Ottelu) = 2 ja u2(Ottelu,Ottelu) = 1. Jos pelaajat valitsevat eri strate-
giat, on molempien hyo¨ty 0. Esimerkiksi u1(Ottelu,Baletti) = u2(Ottelu,Baletti) =
0.
Ottelu Baletti
Ottelu 2, 1 0, 0
Baletti 0, 0 1, 2
Taulukko 1: Sukupuolten taistelu -peli.
A¨a¨rellisen strategisen pelin muodostavat siis pelaajajoukko, pelaajien a¨a¨relliset stra-
tegiajoukot ja hyo¨tyfunktiot. Luvun 2.2 lopussa taulukossa 2 on yhteenveto a¨a¨rellis-
ten strategisten pelien esitta¨miseen ka¨ytetyista¨ merkinno¨ista¨. A¨a¨rellisia¨ strategisia
peleja¨ tarkasteltaessa oletetaan, etta¨ strategiajoukot ja hyo¨tyfunktiot ovat kaikkien
pelaajien tiedossa. Lisa¨ksi oletetaan, etta¨ pelaajat ovat itsekka¨ita¨ ja rationaalisia.
Ta¨ssa¨ tutkielmassa tarkastellaan peleja¨, joita pelataan vain kerran. Pelaajat eiva¨t
myo¨ska¨a¨n saa tehda¨ keskena¨a¨n sopimuksia siita¨, mita¨ strategioita he tulevat valit-
semaan, eli tarkasteltavat pelit ovat yhteistoiminnan kielta¨via¨ (non-cooperative).
Tarkastelun ulkopuolelle ja¨a¨va¨t mm. laajat (extensive) pelit [Kuh50, NM44], jois-
sa pelaajilla voi olla useampi kuin yksi vuoro, toistetut pelit [LR57, BK85], joissa
samaa pelia¨ pelataan useita kertoja pera¨kka¨in, ja bayesla¨iset pelit [Har67], joissa pe-
laajilla voi olla yksityista¨ informaatiota. A¨a¨relliset strategiset pelit voidaan kuiten-
5kin na¨hda¨ laajojen pelien erikoistapauksena, jossa jokaisella pelaajalla on tasan yksi
vuoro. Lisa¨ksi tarkastelun ulkopuolelle ja¨a¨va¨t yhteistoiminnan sallivat (cooperative)
pelit [NM44, Gil59], joissa pelaajat voivat kommunikoida keskena¨a¨n ja muodostaa
liittoumia.
2.2 Sekastrategiat
A¨a¨rellista¨ strategista pelia¨ pelattaessa kukin pelaaja voi valita strategiajoukostaan
puhtaan strategian tai ma¨a¨ra¨ta¨ todenna¨ko¨isyysjakauman puhtaille strategioille. Ja¨l-
kimma¨ista¨ strategiavalintaa sanotaan sekastrategiaksi (mixed strategy). Sekastrate-
gian valinneen pelaajan ka¨ytta¨ma¨ puhdas strategia arvotaan ma¨a¨ritellyn jakauman
mukaan. Puhtaan strategian valitseminen on sekastrategian erikoistapaus, jossa yh-
den puhtaan strategian todenna¨ko¨isyys on 1 ja muiden puhtaiden strategioiden 0.
Pelaajan p sekastrategia on vektori xp = (xp1, . . . , x
p
tp), jolle pa¨tee x
p
i ∈ [0, 1] kai-
killa i ja
∑tp
i=1 x
p
i = 1. Sekastrategian i:s komponentti x
p
i on todenna¨ko¨isyys, jolla
pelaaja p valitsee puhtaan strategiansa api . Merkinno¨issa¨ samaistetaan puhdas stra-
tegia api ja sellainen sekastrategia, jossa puhtaan strategian a
p
i todenna¨ko¨isyys on
1 ja muiden 0. Kaikkien pelaajien sekastrategiat muodostavat sekastrategiaprofii-
lin x = (x1, . . . ,xr). Myo¨hemmissa¨ luvuissa sekastrategiaa ja sekastrategiaprofiilia
kutsutaan lyhemmin strategiaksi ja strategiaprofiiliksi.
Merkita¨a¨n pelaajan p sekastrategioiden joukkoa Sp. Joukko Sp on avaruuden Rt
p
suljettu, rajoitettu ja konveksi osajoukko, jota rajoittavat epa¨yhta¨lo¨t
xp1 ≥ 0, . . . , xptp ≥ 0 ja xp1 + . . .+ xptp = 1.
Sekastrategioiden joukko Sp on (tp − 1)-ulotteinen. Esimerkiksi jos pelaajalla p on
kaksi puhdasta strategiaa, sekastrategioiden joukko Sp on pisteiden (1, 0) ja (0, 1)
va¨linen jana. Jos puhtaita strategioita on kolme, joukko Sp on pisteiden (1, 0, 0),
(0, 1, 0) ja (0, 0, 1) ma¨a¨ra¨a¨ma¨ kolmio. Kuvassa 1 on esitetty sekastrategioiden joukot
tapauksissa tp = 2 ja tp = 3. Sekastrategiaprofiilien joukkoa merkita¨a¨n S = S1 ×
· · · × Sr.
Vaikka pelaajat valitsevat sekastrategioita, pelin lopputulos on edelleen puhtaiden
strategioiden profiili. Lopputulos muodostetaan arpomalla jokaisen pelaajan puh-
das strategia sekastrategian ma¨a¨ra¨a¨mien todenna¨ko¨isyyksien mukaan. Eri pelaajiin
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Kuva 1: Pelaajan p mahdolliset sekastrategiat puhtaiden strategioiden ma¨a¨ra¨n ol-
lessa 2 tai 3.
liittyva¨t satunnaisvalinnat oletetaan riippumattomiksi toisistaan. Lopputuloksen to-
denna¨ko¨isyys on siis tulo siihen kuuluvien puhtaiden strategioiden valintatodenna¨-
ko¨isyyksista¨. Merkinta¨ P (a | x) tarkoittaa lopputuloksen a = (a1, . . . ar) todenna¨-
ko¨isyytta¨, kun pelaajien sekastrategiaprofiili on x, ja se ma¨a¨ritella¨a¨n
P (a | x) =
r∏
p=1
P (Pelaaja p valitsee strategian ap) =
r∏
p=1
xpap .
Kukin pelaaja pyrkii maksimoimaan hyo¨tynsa¨ odotusarvon. Merkinta¨ up(x) tarkoit-
taa pelaajan p hyo¨dyn odotusarvoa, kun sekastrategiaprofiili on x = (x1, . . . ,xr), ja
se ma¨a¨ritella¨a¨n
up(x) = up(x1, . . . ,xr) =
∑
a∈A
up(a)P (a | x) =
∑
a∈A
up(a)
r∏
q=1
xqaq .
Na¨in ma¨a¨ritellyt hyo¨tyfunktiot up : S → R ovat jatkuvia.
Esimerkki. Jos pelaajien sekastrategiat Sukupuolten taistelu -pelissa¨ ovat x1 =
(2/3, 1/3) ja x2 = (1/3, 2/3), niin lopputuloksen (Ottelu, Ottelu) todenna¨ko¨isyys
on 2/9. Kun muiden lopputulosten todenna¨ko¨isyydet lasketaan vastaavasti, saadaan
pelaajan 1 odotusarvoiseksi hyo¨dyksi u1(x1,x2) = 2/3.
Ne puhtaat strategiat, jotka valitaan positiivisella todenna¨ko¨isyydella¨, muodostavat
sekastrategian kannatuksen (support). Jos kaikkien puhtaiden strategioiden toden-
na¨ko¨isyydet ovat positiivisia, sanotaan, etta¨ sekastrategia on aito sekoite (completely
mixed).
Taulukossa 2 on yhteenveto a¨a¨rellisten strategisten pelien esitta¨misessa¨ ka¨ytetyista¨
merkinno¨ista¨.
7Merkinta¨ Selitys
r ∈ Z+ Peliin osallistuvien pelaajien ma¨a¨ra¨
p ∈ {1, . . . , r} Pelaajan ja¨rjestysnumero
tp ∈ Z+ Pelaajan p puhtaiden strategioiden ma¨a¨ra¨
Ap = {ap1, . . . , aptp} Pelaajan p puhtaiden strategioiden joukko
T =
∑r
p=1 t
p Pelaajien puhtaiden strategioiden yhteenlaskettu
ma¨a¨ra¨
a = (a1, . . . , ar) Puhdas strategiaprofiili (yksi puhdas strategia jo-
kaista pelaajaa kohden), myo¨s pelin lopputulos
A = A1 × . . .× Ar Puhtaiden strategiaprofiilien joukko, myo¨s pelin
lopputulosten joukko
up(a) Pelaajan p hyo¨ty, kun pelin lopputulos on a
xp = (xp1, . . . , x
p
tp) Pelaajan p sekastrategia
xpi ∈ [0, 1] Todenna¨ko¨isyys, jolla pelaaja p valitsee puhtaan
strategiansa api ∈ Ap
Sp Pelaajan p sekastrategioiden joukko
x = (x1, . . . ,xr) Sekastrategiaprofiili (yksi sekastrategia jokaista
pelaajaa kohden)
S = S1 × · · · × Sr Sekastrategiaprofiilien joukko
P (a | x) Lopputuloksen a todenna¨ko¨isyys, kun sekastrate-
giaprofiili on x
up(x) Pelaajan p odotusarvoinen hyo¨ty, kun sekastrate-
giaprofiili on x
Taulukko 2: Yhteenveto a¨a¨rellisten strategisten pelien merkinno¨ista¨.
2.3 Nashin tasapaino ja approksimatiivinen Nashin tasa-
paino
A¨a¨rellisen strategisen pelin Nashin tasapaino (Nash equilibrium) on sellainen strate-
giaprofiili, ettei kenenka¨a¨n pelaajan kannata vaihtaa strategiaansa, jos muut pelaa-
jat eiva¨t vaihda strategioitaan [Nas50, Nas51]. Seuraavaksi esiteta¨a¨n Nashin tasa-
painon ja approksimatiivisen Nashin tasapainon ma¨a¨ritelma¨t. Merkinta¨ x−p tarkoit-
taa muiden pelaajien paitsi pelaajan p strategioita ja merkinta¨ (b,x−p) tarkoittaa
strategiaprofiilia x, jossa pelaajan p strategia xp on korvattu strategialla b.
Ma¨a¨ritelma¨ 2.3.1. Strategiaprofiili x = (x1, . . . ,xr) ∈ S on Nashin tasapaino, jos
8jokaiselle pelaajalle p ja sekastrategialle b ∈ Sp pa¨tee
up(b,x−p) ≤ up(x),
eli pelaajan p hyo¨ty ei kasva, jos ha¨n vaihtaa tasapainostrategiansa xp strategiaan b
ja muut pelaajat eiva¨t vaihda strategioitaan.
Nashin tasapainolle on myo¨s toinen ma¨a¨ritelma¨, joka on yhta¨pita¨va¨ edellisen kanssa
(ks. esim. [OR94]).
Ma¨a¨ritelma¨ 2.3.2. Strategiaprofiili x = (x1, . . . ,xr) ∈ S on Nashin tasapaino, jos
jokaiselle pelaajalle p ja puhtaille strategioille api , a
p
j ∈ Ap pa¨tee
up(api ,x
−p) > up(apj ,x
−p)⇒ xpj = 0,
eli jos pelaaja p saa puhtaan strategian api valitsemisesta suuremman hyo¨dyn kuin
puhtaan strategian apj valitsemisesta, niin strategiaa a
p
j ei valita koskaan eli sen
todenna¨ko¨isyys on 0.
Pelaajan p puhdas strategia api ∈ Ap on paras vastaus muiden pelaajien strategioi-
hin x−p, jos pa¨tee up(api ,x
−p) ≥ up(apj ,x−p) kaikilla pelaajan p strategioilla apj ∈ Ap.
Jos siis muiden pelaajien strategioiksi on kiinnitetty x−p, saa pelaaja p parhaan
vastauksen valitsemisesta va¨hinta¨a¨n yhta¨ suuren hyo¨dyn kuin mista¨ tahansa puh-
taasta strategiasta. Parhaita vastauksia voi olla useita. Ma¨a¨ritelma¨sta¨ 2.3.2 seuraa,
etta¨ jokainen tasapainostrategian xp kannatuksessa oleva strategia on paras vastaus
muiden pelaajien strategioihin x−p.
Nashin tasapainon ma¨a¨ritelmien 2.3.1 ja 2.3.2 pohjalta voidaan muodostaa kaksi
approksimatiivisen Nashin tasapainon ma¨a¨ritelma¨a¨, jotka eiva¨t ole yhta¨pita¨via¨ (ks.
esim. [CDT06]).
Ma¨a¨ritelma¨a¨n 2.3.1 pohjautuva ε-approksimatiivinen Nashin tasapaino on strate-
giaprofiili, jossa kukaan pelaaja ei hyo¨dy strategiansa vaihtamisesta enempa¨a¨ kuin
ε verran, jos muut pysyva¨t tasapainostrategioissaan.
Ma¨a¨ritelma¨ 2.3.3. Strategiaprofiili x = (x1, . . . ,xr) ∈ S on ε-approksimatiivinen
Nashin tasapaino, jos jokaiselle pelaajalle p ja sekastrategialle b ∈ Sp pa¨tee
up(b,x−p) ≤ up(x) + ε,
eli pelaajan p hyo¨ty kasvaa korkeintaan ε, jos ha¨n vaihtaa tasapainostrategiansa xp
strategiaan b ja muut pelaajat eiva¨t vaihda strategioitaan.
9Approksimatiivisen Nashin tasapainon parametri ε kuvaa sita¨, minka¨ suuruinen hyo¨-
dyn lisa¨ys on pelaajille yhdentekeva¨.
Ma¨a¨ritelma¨n 2.3.2 pohjalta voidaan muodostaa ε-approksimatiiviselle Nashin tasa-
painolle edellisesta¨ poikkeava ma¨a¨ritelma¨.
Ma¨a¨ritelma¨ 2.3.4. Strategiaprofiili x = (x1, . . . ,xr) ∈ S on ε-approksimatiivinen
Nashin tasapaino, jos jokaiselle pelaajalle p ja puhtaille strategioille api , a
p
j ∈ Ap
pa¨tee
up(api ,x
−p) > up(apj ,x
−p) + ε⇒ xpj = 0,
eli jos pelaaja p saa puhtaan strategian api valitsemisesta yli ε suuremman hyo¨dyn
kuin puhtaan strategian apj valitsemisesta, niin strategiaa a
p
j ei valita koskaan eli sen
todenna¨ko¨isyys on 0.
Ma¨a¨ritelmien 2.3.3 ja 2.3.4 erona on, etta¨ ma¨a¨ritelma¨ 2.3.3 sallii huonolle puhtaalle
strategialle pienen positiivisen todenna¨ko¨isyyden, kun taas ma¨a¨ritelma¨n 2.3.4 mu-
kaan huonon puhtaan strategian todenna¨ko¨isyys on nolla. Ma¨a¨ritelma¨t eiva¨t siis ole
yhta¨pita¨via¨.
Ma¨a¨ritelma¨t 2.3.3 ja 2.3.4 ovat kuitenkin polynomisessa suhteessa toisiinsa [CDT06].
Hyo¨tyjen kuuluessa va¨lille [0, 1] ja vakiolla ε ∈ [0, 1] ma¨a¨ritelma¨n 2.3.4 mukai-
nen tasapaino on myo¨s ma¨a¨ritelma¨n 2.3.3 mukainen tasapaino. Lisa¨ksi ma¨a¨ritel-
ma¨n 2.3.3 mukaisen ε2/(8n)-approksimatiivisen tasapainon avulla voi polynomises-
sa ajassa muodostaa ma¨a¨ritelma¨n 2.3.4 mukaisen ε-approksimatiivisen tasapainon.
Koska ε-approksimatiivisen tasapainon ma¨a¨ritelma¨t ovat polynomisessa suhteessa
toisiinsa, voidaan esitetta¨vissa¨ todistuksissa ka¨ytta¨a¨ sita¨ ma¨a¨ritelma¨a¨, joka tekee
todistuksen esitta¨misen suoraviivaisemmaksi. Todistettaessa Nashin tasapainon et-
simisongelman kuuluminen luokkaan PPAD (ks. luku 5) ka¨yteta¨a¨n Nashin tasapai-
non ma¨a¨ritelma¨a¨ 2.3.3 ja todistettaessa Nashin tasapainon etsimisongelman PPAD-
vaikeus (ks. luku 6) ka¨yteta¨a¨n ma¨a¨ritelma¨a¨ 2.3.4.
Nashin tasapaino on ma¨a¨ritelmien 2.3.3 ja 2.3.4 mukainen ε-approksimatiivinen Nas-
hin tasapaino milla¨ tahansa ε ≥ 0.
Nashin tasapainon lisa¨ksi on esitetty muita a¨a¨rellisten strategisten pelien ratkaisuka¨-
sitteita¨. Niita¨ ovat esimerkiksi ta¨ydellinen tasapaino (perfect equilibrium) [Mye78],
joka on vahvempi ehto kuin Nashin tasapaino, ja korreloitu tasapaino (correlated
equilibrium) [Aum74], joka on Nashin tasapainoa yleisempi ratkaisuka¨site. Ta¨ssa¨
kirjoituksessa tarkastellaan ainoastaan Nashin tasapainoa.
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Esimerkki. Kolikon ta¨sma¨ys (Matching Pennies) -pelissa¨ molemmilla pelaajilla
on kolikko, josta he valitsevat jommankumman puolen ja paljastavat valintansa yhta¨
aikaa. Jos molemmat pelaajat ovat valinneet saman puolen, pelaaja 1 voittaa. Jos
pelaajat ovat valinneet eri puolet, pelaaja 2 voittaa. Molemmilla pelaajilla on siis
kaksi strategiaa, Kruuna (Kr) ja Klaava (Kl). Kolikon ta¨sma¨ys -pelin normaalimuo-
toinen esitys on taulukossa 3.
Kr Kl
Kr 1, 0 0, 1
Kl 0, 1 1, 0
Taulukko 3: Kolikon ta¨sma¨ys -peli.
Kolikon ta¨sma¨ys -pelissa¨ ei ole puhtaiden strategioiden Nashin tasapainoa, eli sel-
laista Nashin tasapainoa, jossa molemmat pelaajat valitsevat puhtaan strategian.
Jos strategiaprofiili on (Kr, Kl) tai (Kl, Kr), pelaajan 1 kannattaa vaihtaa strate-
giaansa. Jos strategiaprofiili on (Kr, Kr) tai (Kl, Kl), pelaajan 2 kannattaa vaihtaa
strategiaansa. Siis mika¨a¨n na¨ista¨ strategiaprofiileista ei ole Nashin tasapaino.
Vaikkei puhtaiden strategioiden Nashin tasapainoa ole, Kolikon ta¨sma¨ys -pelissa¨
on yksi sekastrategioiden Nashin tasapaino x = ((0,5; 0,5), (0,5; 0,5)). Tasapainossa
molemmat pelaajat valitsevat kummankin puhtaan strategiansa todenna¨ko¨isyydella¨
0,5.
Edella¨ na¨htiin, ettei Kolikon ta¨sma¨ys -pelissa¨ ole sellaista Nashin tasapainoa, jos-
sa pelaaja 1 valitsee jomman kumman puhtaan strategiansa todenna¨ko¨isyydella¨ 0.
Siis pelaaja 1 valitsee molemmat puhtaat strategiansa jollain positiivisella todenna¨-
ko¨isyydella¨, jolloin molempien on oltava parhaita vastauksia pelaajan 2 strategiaan.
Ta¨sta¨ seuraa u1(Kr,x2) = u1(Kl,x2) eli x2Kr = x
2
Kl = 0,5. Nashin tasapainossa pelaa-
ja 2 valitsee siis molemmat puhtaat strategiansa todenna¨ko¨isyydella¨ 0,5. Vastaava
pa¨a¨ttely voidaan tehda¨ pelaajan 1 osalta.
Tarkastellaan seuraavaksi ma¨a¨ritelma¨n 2.3.4 mukaista ε-approksimatiivista Nashin
tasapainoa Kolikon ta¨sma¨ys -pelissa¨. Jos ε on va¨hinta¨a¨n 1, mika¨ tahansa strategia-
profiili on ε-approksimatiivinen Nashin tasapaino.
Jos taas ε on pienempi kuin 1, puhtaiden strategioiden ε-approksimatiivista Nashin
tasapainoa ei ole. Koska pelaaja 1 valitsee molemmat puhtaat strategiansa jollain
positiivisella todenna¨ko¨isyydella¨, molempien on oltava melkein yhta¨ hyvia¨ vastauksia
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pelaajan 2 sekastrategiaan. Siis pa¨tee
|u1(Kr,x2)− u1(Kl,x2)| < ε eli |x2Kr − x2Kl| < ε.
Koska pa¨tee myo¨s x2Kr + x
2
Kl = 1, saadaan tasapainolle riitta¨va¨ ja va¨ltta¨ma¨to¨n ehto
0,5− ε/2 < x2Kr, x2Kl < 0,5 + ε/2. Vastaava pa¨a¨ttely voidaan tehda¨ pelaajan 1 osal-
ta. Siis ε-approksimatiivisessa Nashin tasapainossa molemmat pelaajat valitsevat
kummankin puhtaan strategiansa la¨hes samalla todenna¨ko¨isyydella¨.
Kolikon ta¨sma¨ys -pelin ma¨a¨ritelma¨n 2.3.3 mukaisten ε-approksimatiivisten Nashin
tasapainojen ilmaiseminen on monimutkaisempaa. Ma¨a¨ritelma¨n 2.3.4 mukainen eh-
to on riitta¨va¨ muttei va¨ltta¨ma¨to¨n. Esimerkiksi strategiaprofiili ((0,5; 0,5), (0,6; 0,4))
on ma¨a¨ritelma¨n 2.3.3 mukainen 0,1-approksimatiiviinen Nashin tasapaino, mutta
strategiaprofiili ((0,6; 0,4), (0,6; 0,4)) ei ole.
Kolikon ta¨sma¨ys -pelin yleistyksessa¨ molemmilla pelaajilla on enemma¨n kuin kak-
si puhdasta strategiaa. Puhtaille strategioille on ma¨a¨ritelty vastaavuus. Jos pelaa-
jat valitsevat vastaavat strategiat, pelaaja 1 voittaa ja pelaaja 2 ha¨via¨a¨. Yleistysta¨
ka¨yteta¨a¨n luvussa 6, jossa approksimatiivisen Nashin tasapainon lo¨yta¨minen todis-
tetaan PPAD-vaikeaksi ongelmaksi. Kolikon ta¨sma¨ys -peli voidaan yleista¨a¨ myo¨s
kolmelle pelaajalle [CD05].
2.4 Nashin tasapainon olemassaolo
Seuraavaksi todistetaan, etta¨ jokaisessa pelissa¨ on ainakin yksi Nashin tasapaino.
Alkupera¨inen todistus Nashin tasapainon olemassaololle [Nas50] hyo¨dynta¨a¨ Ka-
kutanin kiintopistelausetta. Ta¨ssa¨ esitetta¨va¨ todistus perustuu artikkeliin ”Non-
cooperative games” [Nas51] ja siina¨ hyo¨dynneta¨a¨n Brouwerin kiintopistelausetta (ks.
esim. [GD03]).
Todistuksessa ma¨a¨ritella¨a¨n jatkuva funktio f : S → S, joka kuvaa strategiaprofiilien
joukon itselleen ja jonka kiintopisteet vastaavat Nashin tasapainoja. Strategiaprofiili
x on funktion f kiintopiste, jos pa¨tee f(x) = x.
Tarkastellaan mita¨ tahansa a¨a¨rellista¨ strategista pelia¨. Olkoon x = (x1, . . . ,xr) sen
strategiaprofiili. Jokaisen pelaajan p puhtaan strategian api osalta ma¨a¨ritella¨a¨n funk-
tio φpi : S → R seuraavasti:
φpi (x) = max(0, u
p(api ,x
−p)− up(x)),
Arvo φpi (x) kuvaa sita¨, kuinka paljon pelaaja p hyo¨tyisi vaihtamalla strategiansa
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xp puhtaaseen strategiaan api . Funktiot φ
p
i ovat jatkuvia, silla¨ hyo¨tyfunktiot u
p ovat
jatkuvia.
Funktio f muuttaa strategiaprofiilia x ∈ S kasvattamalla jokaisen puhtaan strate-
gian api todenna¨ko¨isyytta¨ arvolla φ
p
i (x) ja normalisoimalla kunkin pelaajan puhtai-
den strategioiden todenna¨ko¨isyydet niin, etta¨ niiden summaksi tulee 1. Siis ma¨a¨ri-
tella¨a¨n
f(x) = (f 1(x), . . . , fN(x)), jossa
fp(x) = (fp1 (x), . . . , f
p
tp(x)), ja
fpi (x) =
xpi + φ
p
i (x)
1 +
∑
a
p
j∈A
p φ
p
j(x)
.
Jos strategiaprofiili x on Nashin tasapaino, niin kaikille pelaajille p ja puhtaille
strategioille api ∈ Ap pa¨tee φpi (x) = 0. Silloin funktio f sa¨ilytta¨a¨ strategiaprofiilin x
ennallaan, eli pa¨tee f(x) = x. Siis strategiaprofiili x on funktion f kiintopiste.
Olkoon strategiaprofiili x funktion f kiintopiste. Jotkin pelaajan p puhtaista strate-
gioista valitaan positiivisella todenna¨ko¨isyydella¨, eli ne kuuluvat sekastrategian xp
kannatukseen. Olkoon api jokin niista¨ kannatukseen kuuluvista puhtaista strategiois-
ta, jotka tuottavat pienimma¨n hyo¨dyn, eli jokin niista¨ puhtaista strategioista, jolle
up(api ,x
−p) on pienin. Silloin pa¨tee up(api ,x
−p) ≤ up(x), mista¨ seuraa φpi (x) = 0.
Koska x on funktion f kiintopiste, niin pa¨tee
xpi = f
p
i (x) =
xpi + φ
p
i (x)
1 +
∑
a
p
j∈A
p φ
p
j(x)
=
xpi
1 +
∑
a
p
j∈A
p φ
p
j(x)
.
Siita¨ seuraa ∑
a
p
j∈A
p
φpj(x) = 0.
Ta¨ma¨n seurauksena kaikille pelaajille p ja puhtaille strategioille apj pa¨tee φ
p
j(x) = 0.
Kukaan pelaaja p ei siis voi kasvattaa hyo¨tya¨a¨n vaihtamalla strategiansa puhtaa-
seen strategiaan apj . Kukaan pelaaja ei myo¨ska¨a¨n voi kasvattaa hyo¨tya¨a¨n vaihta-
malla strategiansa johonkin sekastrategiaan, silla¨ sekastrategia tuottaa korkeintaan
yhta¨ suuren hyo¨dyn kuin paras sen kannatuksessa oleva puhdas strategia. Koska ku-
kaan pelaaja ei hyo¨dy strategiansa vaihtamisesta, niin strategiaprofiili x on Nashin
tasapaino.
On siis todettu, etta¨ ma¨a¨ritellyn funktion f kiintopisteet vastaavat tarkasteltavan
pelin Nashin tasapainoja. Lisa¨ksi f on jatkuva funktio.
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Brouwerin kiintopistelauseen mukaan jokaisella jatkuvalla funktiolla, joka kuvaa kon-
veksin ja kompaktin joukon itselleen, on kiintopiste (ks. esim. [GD03]). Ta¨llaisia
funktioita kutsutaan Brouwer-funktioiksi. Avaruuden Rn joukko on kompakti ta¨s-
ma¨lleen silloin, kun se on suljettu ja rajoitettu. Strategiaprofiilien joukko S on ava-
ruuden RT suljettu, rajoitettu ja konveksi osajoukko. Brouwerin kiintopistelause
takaa siis, etta¨ jatkuvalla funktiolla f , joka kuvaa joukon S itselleen, on kiintopiste.
Kiintopisteen olemassaolosta seuraa, etta¨ tarkasteltavassa pelissa¨ on Nashin tasa-
paino. Brouwerin kiintopistelause ei kuitenkaan kerro, miten kiintopisteen ja sen
myo¨ta¨ Nashin tasapainon voi ka¨yta¨nno¨ssa¨ lo¨yta¨a¨. Se ei myo¨ska¨a¨n tarjoa tietoa kiin-
topisteiden lukuma¨a¨ra¨sta¨.
Nashin tasapaino on myo¨s ma¨a¨ritelmien 2.3.3 ja 2.3.4 mukainen ε-
approksimatiivinen Nashin tasapaino milla¨ tahansa ε ≥ 0, joten Nashin ta-
sapainon olemassaolosta seuraa myo¨s ε-approksimatiivinen Nashin tasapainon
olemassaolo. Nashin tasapainoja ja approksimatiivisia Nashin tasapainoja voi olla
useita.
Nashin tasapainon olemassaololle on esitetty myo¨s useita muita todistuksia. Voidaan
esimerkiksi ma¨a¨ritella¨ muita Brouwer-funktioita, joiden kiintopisteet vastaavat an-
netun pelin Nashin tasapainoja (ks. esim. [Gea03]). Lisa¨ksi era¨a¨t Nashin tasapainon
lo¨yta¨va¨t algoritmit, kuten Lemke-Howson-algoritmi kahden pelaajan peleille [LH64],
ovat konstruktiivinen todistus Nashin tasapainon olemassaololle.
2.5 Nashin tasapainon ominaisuuksia
Seuraavaksi ka¨sitella¨a¨n Nashin tasapainon ominaisuuksia, jotka ovat mielenkiintoisia
Nashin tasapainon lo¨yta¨misongelman kannalta. Tarkasteltavia ominaisuuksia ovat
pelin hyo¨tyjen muunnoksien vaikutukset Nashin tasapainoon, irrationaalilukujen
esiintyminen puhtaiden strategioiden todenna¨ko¨isyyksina¨ Nashin tasapainossa, ap-
proksimatiivisten Nashin tasapainojen lo¨ytyminen Nashin tasapainon la¨helta¨, epa¨in-
tuitiivinen Nashin tasapaino, joka ei ka¨yta¨nno¨ssa¨ voi esiintya¨ pelin lopputuloksena,
ja Nashin tasapaino kahden pelaajan nollasummapeleissa¨.
Hyo¨tyjen muunnokset. Jos kaikki pelin hyo¨dyt kerrotaan positiivisella vakiolla
tai niihin lisa¨ta¨a¨n vakio, niin pelin Nashin tasapainot eiva¨t muutu. Approksimatii-
visella Nashin tasapainolla ta¨ma¨ pa¨tee vain vakion lisa¨yksen osalta. Jos kaikki pelin
hyo¨dyt kerrotaan vakiolla k > 0, alkupera¨isen pelin ε-approksimatiiviset Nashin ta-
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sapainot vastaavat muunnetun pelin kε-approksimatiivisia Nashin tasapainoja. Ta¨-
ma¨n ominaisuuden takia voidaan yleisyytta¨ rajoittamatta olettaa tarvittaessa, etta¨
tarkasteltavan pelin hyo¨dyt kuuluvat va¨lille [0, 1].
Irrationaaliluku tasapainona. Ennen 2-NASH-ongelman todistamista PPAD-
vaikeaksi otaksuttiin, etta¨ kahden pelaajan peleissa¨ Nashin tasapainon lo¨yta¨minen
voisi olla helpompaa kuin kolmen tai useamman pelaajan peleissa¨ (ks. esim. [CD06]).
Era¨s syy ta¨lle otaksumalle oli se, etta¨ kahden pelaajan pelin Nashin tasapainossa
puhtaiden strategioiden todenna¨ko¨isyydet ovat rationaalilukuja, mutta useamman
pelaajan peleissa¨ na¨in ei va¨ltta¨ma¨tta¨ ole.
Vaikka pelin hyo¨dyt olisivat rationaalilukuja, voi kaikissa Nashin tasapainoissa jon-
kin puhtaan strategian todenna¨ko¨isyys olla irrationaaliluku, jos pelaajia on va¨hin-
ta¨a¨n kolme [Nas51]. Taulukossa 4 on esitetty kolmen pelaajan peli, jonka ainoassa
Nashin tasapainossa puhtaiden strategioiden todenna¨ko¨isyydet ovat irrationaalilu-
kuja [NCH03].
1 Vasen (v) Oikea (o)
Yla¨ (y) 3, 0, 2 0, 2, 0
Ala (a) 0, 1, 0 1, 0, 0
2 Vasen (v) Oikea (o)
Yla¨ (y) 1, 0, 0 0, 1, 0
Ala (a) 0, 3, 0 2, 0, 3
Taulukko 4: Peli, jossa Nashin tasapaino on irrationaaliluku.
Ensimma¨inen pelaaja valitsee rivin, toinen sarakkeen ja kolmas matriisin. Pelissa¨
ei ole puhtaiden strategioiden Nashin tasapainoa, silla¨ jokaisessa puhtaiden strate-
gioiden strategiaprofiilissa joku pelaajista voi kasvattaa hyo¨tya¨a¨n vaihtamalla stra-
tegiaansa. Siis Nashin tasapainossa jokaisen pelaajan sekastrategia on aito sekoite,
ja kaikkien strategioiden on oltava parhaita vastauksia muiden pelaajien tasapaino-
strategioihin.
Olkoon x pelin Nashin tasapaino. Koska pelaajan 1 strategiat Yla¨ ja Ala ovat mo-
lemmat parhaita vastauksia pelaajien 2 ja 3 tasapainostrategioihin x2 ja x3, niista¨
saatavien hyo¨tyjen odotusarvot ovat yhta¨ suuret. Siis pa¨tee
3 · x2vx31 + 1 · x2vx32 = 1 · x2ox31 + 2 · x2ox32.
Vastaava pa¨a¨ttely voidaan tehda¨ myo¨s pelaajille 2 ja 3. Saadaan kaksi yhta¨lo¨a¨,
1 · x1ax31 + 3 · x1ax32 = 2 · x1yx31 + 1 · x1yx32 ja 2 · x1yx2v = 3 · x1ax2o.
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Kun esimerkiksi x2v ratkaistaan, sille saadaan toisen asteen yhta¨lo¨, jonka ainoa nollaa
suurempi juuri on irrationaalinen. Ratkaisu on x2v = (−13 +
√
601)/24, ja myo¨s
muiden puhtaiden strategioiden todenna¨ko¨isyydet ovat irrationaalilukuja.
Kahden pelaajan peleissa¨ vastaava yhta¨lo¨ryhma¨ koostuu lineaarisista yhta¨lo¨ista¨. Yh-
ta¨lo¨ryhma¨n ratkaisuna olevat luvut ovat rationaalilukuja, joten myo¨s Nashin tasa-
painon puhtaiden strategioiden todenna¨ko¨isyydet ovat rationaalilukuja.
Vaikka Nashin tasapainon puhtaiden strategioiden todenna¨ko¨isyydet voivat olla ir-
rationaalilukuja, ne ovat kuitenkin algebrallisia lukuja, eli ne voidaan esitta¨a¨ ratio-
naalilukukertoimisen polynomin nollakohtina [LM04].
Approksimatiiviset tasapainot tarkan tasapainon la¨hella¨. Seuraavaksi to-
distetaan, etta¨ Nashin tasapainon la¨helta¨ lo¨ytyy ma¨a¨ritelma¨n 2.3.3 mukaisia approk-
simatiivisia Nashin tasapainoja.
Todistuksessa hyo¨dynneta¨a¨n seuraavaa apulausetta, jonka mukaan pelaajan saama
hyo¨ty muuttuu vain va¨ha¨n, jos strategiaprofiili muuttuu vain va¨ha¨n. Apulausetta
hyo¨dynneta¨a¨n myo¨s luvussa 5, jossa Nashin tasapainon etsimisongelman osoitetaan
kuuluvan ongelmaluokkaan PPAD.
Apulause 2.5.1. Tarkastellaan pelia¨, jonka hyo¨dyt kuuluvat va¨lille [0, 1]. Olkoon x
sen strategiaprofiili ja y strategiaprofiili, joka saadaan strategiaprofiilista x muutta-
malla jokaisen puhtaan strategian todenna¨ko¨isyytta¨ korkeintaan ma¨a¨ra¨ δ niin, etta¨
uudet todenna¨ko¨isyydet ovat edelleen va¨lilla¨ [0, 1]. Silloin jokaiselle pelaajalle p stra-
tegiaprofiilin y tuottama odotusarvoinen hyo¨ty on la¨hella¨ strategiaprofiilin x tuotta-
maa odotusarvoista hyo¨tya¨, eli pa¨tee up(y) = up(x)± |A|rδ.
Todistus. Tarkastellaan lopputuloksen a = (a1, . . . , ar) todenna¨ko¨isyyden muutosta,
kun strategiaprofiili x vaihdetaan strategiaprofiiliin y:
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P (a | y) =
r∏
p=1
ypap ≤
r∏
p=1
(xpap + δ)
=x1a1
r∏
p=2
(xpap + δ) + δ
r∏
p=2
(xpap + δ) ≤ x1a1
r∏
p=2
(xpap + δ) + δ
=x1a1x
2
a2
r∏
p=3
(xpap + δ) + x
1
a1δ
r∏
p=3
(xpap + δ) + δ ≤ x1a1x2a2
r∏
p=3
(xpap + δ) + 2δ
...
≤
r∏
p=1
xpap + rδ = P (a | x) + rδ.
Vastaavasti voidaan pa¨a¨tella¨ P (a | y) ≥ P (a | x) − rδ. Siis yhden lopputuloksen
todenna¨ko¨isyys muuttuu korkeintaan ma¨a¨ra¨n rδ. Koska pelin hyo¨dyt ovat va¨lilla¨
[0, 1] ja lopputuloksien ma¨a¨ra¨ on |A|, niin yhden pelaajan hyo¨ty muuttuu korkeintaan
ma¨a¨ra¨n |A|rδ, eli pa¨tee up(y) = up(x)± |A|rδ.
Seuraavaksi todistetaan, etta¨ Nashin tasapainon la¨helta¨ lo¨ytyy ma¨a¨ritelma¨n 2.3.3
mukaisia approksimatiivisia Nashin tasapainoja.
Apulause 2.5.2. Tarkastellaan pelia¨, jonka hyo¨dyt kuuluvat va¨lille [0, 1]. Olkoon x
sen Nashin tasapaino ja y strategiaprofiili, joka saadaan strategiaprofiilista x muut-
tamalla jokaisen puhtaan strategian todenna¨ko¨isyytta¨ korkeintaan ma¨a¨ra¨ δ niin, etta¨
uudet todenna¨ko¨isyydet ovat edelleen va¨lilla¨ [0, 1]. Silloin strategiaprofiili y on ma¨a¨-
ritelma¨n 2.3.3 mukainen 2|A|rδ-approksimatiivinen Nashin tasapaino.
Todistus. Strategiaprofiili x on Nashin tasapaino, joten jokaiselle pelaajalle p ja
strategialle b ∈ Sp pa¨tee up(x) ≥ up(b,x−p).
Oletuksen mukaan strategiaprofiilit x ja y eroavat yhden puhtaan strategian toden-
na¨ko¨isyyden osalta korkeintaan ma¨a¨ra¨n δ. Sama pa¨tee strategiaprofiileille (b,x−p)
ja (b,y−p). Apulauseesta 2.5.1 seuraa siis up(x) = up(y) ± |A|rδ ja up(b,x−p) =
up(b,y−p)± |A|rδ.
Ta¨sta¨ seuraa
up(y) ≥ up(x)− |A|rδ ≥ up(b,x−p)− |A|rδ ≥ up(b,y−p)− 2|A|rδ.
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Koska ta¨ma¨ pa¨tee jokaiselle pelaajalle p ja strategialle b, niin strategiaprofiili y
on 2|A|rδ-approksimatiivinen Nashin tasapaino. Se on myo¨s ε-approksimatiivinen
Nashin tasapaino milla¨ tahansa ε ≥ 2|A|rδ.
Vaikka Nashin tasapainon x puhtaiden strategioiden todenna¨ko¨isyydet olisivat irra-
tionaalilukuja, niin apulauseen 2.5.2 mukaan voidaan lo¨yta¨a¨ Nashin tasapainon la¨-
helta¨ ε-approksimatiivinen Nashin tasapaino, jossa puhtaiden strategioiden toden-
na¨ko¨isyydet ovat rationaalilukuja.
Vastaavasti voidaan todistaa, etta¨ ma¨a¨ritelma¨n 2.3.3 mukaisen approksimatiivisen
Nashin tasapainon la¨helta¨ lo¨ytyy approksimatiivisia Nashin tasapainoja.
Apulause 2.5.3. Tarkastellaan pelia¨, jonka hyo¨dyt kuuluvat va¨lille [0, 1]. Olkoon x
sen ε-approksimatiivinen Nashin tasapaino ja y strategiaprofiili, joka saadaan stra-
tegiaprofiilista x muuttamalla jokaisen puhtaan strategian todenna¨ko¨isyytta¨ korkein-
taan ma¨a¨ra¨ δ niin, etta¨ uusi todenna¨ko¨isyys on edelleen va¨lilla¨ [0, 1]. Silloin strate-
giaprofiili y on ma¨a¨ritelma¨n 2.3.3 mukainen ε + 2|A|rδ-approksimatiivinen Nashin
tasapaino.
Todistus. Kuten apulause 2.5.2.
Apulausetta 2.5.2 vastaava tulos ei pa¨de approksimatiivisen Nashin tasapainon ma¨a¨-
ritelma¨lle 2.3.4. Jos x on Nashin tasapaino ja y sita¨ la¨hella¨ oleva strategiaprofiili, y ei
va¨ltta¨ma¨tta¨ ole ma¨a¨ritelma¨n 2.3.4 mukainen approksimatiivinen Nashin tasapaino.
Strategiaprofiilissa x jokaisen huonon puhtaan strategian todenna¨ko¨isyys on 0, mut-
ta strategiaprofiilissa y huonon strategian todenna¨ko¨isyys voi olla pieni positiivinen
luku.
Approksimatiivisen Nashin tasapaino ei kuitenkaan va¨ltta¨ma¨tta¨ sijaitse la¨hella¨ Nas-
hin tasapainoa. Esimerkiksi taulukossa 5 esitetyn pelin ainoa Nashin tasapaino on
(Yla¨, Vasen). Strategiaprofiili (Ala, Oikea) on ε-approksimatiivinen Nashin tasa-
paino, vaikkei se ole strategiaprofiilin (Yla¨, Vasen) la¨hella¨.
Vasen Oikea
Yla¨ 1, 1 1, 0
Ala 1− ε, 0 1− ε, 1
Taulukko 5: Peli, jossa approksimatiivinen Nashin tasapaino ei ole la¨hella¨ Nashin
tasapainoa.
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Epa¨intuitiivinen tasapaino. Taulukossa 6 kuvatussa pelissa¨ [Mye78] on kaksi
Nashin tasapainoa: (Yla¨, Vasen) ja (Ala, Oikea). Ensimma¨isessa¨ tasapainossa mo-
lempien pelaajien hyo¨ty on 1 ja toisessa molempien pelaajien hyo¨ty on 0.
Vasen Oikea
Yla¨ 1, 1 0, 0
Ala 0, 0 0, 0
Taulukko 6: Peli, jossa toinen Nashin tasapainoista ei ka¨yta¨nno¨ssa¨ esiinny pelin
lopputuloksena.
Vaikka strategiaprofiili (Ala, Oikea) on Nashin tasapaino, pelaajan 1 ei kannata
koskaan valita strategiaa Ala, silla¨ strategia Yla¨ on parempi tai yhta¨ hyva¨ valin-
ta riippumatta siita¨, mita¨ pelaaja 2 valitsee. Toisin sanoen strategia Yla¨ dominoi
heikosti strategiaa Ala. Vastaavasti pelaajan 2 ei kannata koskaan valita strategi-
aa Oikea, silla¨ strategia Vasen dominoi sita¨ heikosti. Vaikka strategiaprofiili (Ala,
Oikea) on Nashin tasapaino, se ei ole pelin mahdollinen lopputulos, jos pelaajat
toimivat rationaalisesti.
Yhden Nashin tasapainon tunteminen ei siis va¨ltta¨ma¨tta¨ tarjoa tietoa siita¨, mika¨
pelin lopputulos luultavasti toteutuu. Yhden approksimatiivisen Nashin tasapainon
etsiva¨ algoritmi voi palauttaa tasapainon, joka ei ka¨yta¨nno¨ssa¨ tule esiintyma¨a¨n pe-
lin lopputuloksena. Ta¨ma¨ rajoittaa algoritmin soveltamista ka¨yta¨nno¨n ongelmiin,
joissa Nashin tasapainon avulla halutaan pa¨a¨tella¨ jotain kyseisesta¨ pelista¨ ja sen
todenna¨ko¨isesta¨ lopputuloksesta.
On myo¨s ma¨a¨ritelty Nashin tasapainoa tiukempia ratkaisuka¨sitteita¨, joiden avul-
la yriteta¨a¨n rajata pois epa¨intuitiiviset tasapainot. Ta¨llaisia ratkaisuka¨sitteita¨ ovat
mm. ta¨ydellinen tasapaino (perfect equilibrium) ja kelvollinen tasapaino (proper equi-
librium) [Mye78]. Vaikka jopa kelvollinen tasapaino lo¨ytyy jokaisesta pelista¨, vah-
vemman ehdon ta¨ytta¨va¨n tasapainon etsiminen on yleisessa¨ tapauksessa va¨hinta¨a¨n
yhta¨ vaikea ongelma kuin minka¨ tahansa approksimatiivisen Nashin tasapainon et-
siminen.
Nashin tasapaino kahden pelaajan nollasummapeleissa¨. Kahden pelaajan
nollasummapelin hyo¨tyfunktiot toteuttavat ehdon u1(a) = −u2(a) kaikilla puhtailla
strategiaprofiileilla a ∈ A. Ta¨llaiset pelit kuvaavat tilanteita, joissa pelaajien tavoit-
teet ovat ta¨ysin vastakkaiset. Esimerkiksi taulukossa 3 esitetty Kolikon ta¨sma¨ys -peli
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voidaan muuntaa nollasummapeliksi va¨henta¨ma¨lla¨ kummankin pelaajan hyo¨dyista¨
luku 1/2.
Kahden pelaajan nollasummapeleissa¨ Nashin tasapainon lo¨yta¨minen voidaan muo-
toilla lineaarisen ohjelmoinnin ongelmana [Tuc60] ja ratkaista polynomisessa ajassa
(ks. esim. [Hac79]).
Yleisesti nollasummapelit eiva¨t ole muita peleja¨ helpompia Nashin tasapainon lo¨y-
ta¨misen kannalta. Mika¨ tahansa r:n pelaajan peli voidaan muuntaa (r + 1):n pe-
laajan nollasummapeliksi lisa¨a¨ma¨lla¨ pelaaja, jonka hyo¨ty jokaisesta lopputuloksesta
on muiden pelaajien hyo¨tyjen summan vastaluku [NM44]. Muunnoksen tuloksena
saatavan nollasummapelin Nashin tasapainon avulla voidaan muodostaa alkupera¨i-
sen pelin Nashin tasapaino. Jos esimerkiksi tunnettaisiin tehokas algoritmi Nashin
tasapainon lo¨yta¨miseen kolmen pelaajan nollasummapeleissa¨, voitaisiin sen avulla
muodostaa Nashin tasapainon lo¨yta¨va¨ algoritmi kahden pelaajan peleille.
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3 Nashin tasapainon lo¨yta¨minen
Ta¨ssa¨ luvussa tutustutaan Nashin tasapainon lo¨yta¨misongelmaan r-NASH. Aluk-
si kerrotaan etsinta¨ongelmista ja niiden vaativuusluokista luvussa 3.1. Luvussa 3.2
ma¨a¨ritella¨a¨n approksimatiivisen Nashin tasapainon lo¨yta¨misongelma r-NASH. Lo-
puksi luvussa 3.3 kerrotaan muista Nashin tasapainoon liittyvista¨ laskennallisista
ongelmista ja niiden vaativuudesta.
3.1 Etsinta¨ongelmista
Pa¨a¨to¨songelmat. Pa¨a¨to¨songelma on laskennallinen ongelma, jonka vastaus on
kylla¨ tai ei. Pa¨a¨to¨songelmien vaativuus kuvaa sita¨, kuinka vaikeaa on erottaa ongel-
man kylla¨-tapaukset ei-tapauksista. Esimerkiksi propositiologiikan toteutuvuuson-
gelma SAT (ks. esim. [CLRS01]) on pa¨a¨to¨songelma. Siina¨ syo¨tteena¨ on proposi-
tiologiikan kaava ja kysyta¨a¨n, voidaanko kaavassa esiintyville muuttujille asettaa
totuusarvot niin, etta¨ kaava on tosi.
Pa¨a¨to¨s- ja etsinta¨ongelmat voidaan esitta¨a¨ relaationa R ⊂ X × Y , jossa X on on-
gelman tapausten joukko ja Y on todisteiden joukko. Relaation R sanotaan olevan
polynomisesti tasapainoinen (polynomially balanced), jos alkion y koko on polyno-
minen suhteessa alkion x kokoon silloin, kun relaatio R(x, y) pa¨tee.
Pa¨a¨to¨songelmassa tapaus x ∈ X on annettu, ja kysyta¨a¨n, onko olemassa sellaista
alkiota y ∈ Y , etta¨ relaatio R(x, y) on voimassa. Jos relaatio R(x, y) on voimassa
jollain alkiolla y ∈ Y , niin pa¨a¨to¨songelman vastaus tapaukselle x on ”kylla¨” ja alkiota
y kutsutaan tapauksen x todisteeksi. Esimerkiksi SAT-ongelmassa X on kaavojen
joukko, Y on muuttujien arvoasetusten joukko ja R(x, y) tarkoittaa, etta¨ kaava x on
tosi, kun muuttujien arvoiksi asetetaan y. Muuttujien arvoasetukset voidaan kuvata
esimerkiksi bittivektorina. Relaatio R on polynomisesti tasapainoinen, silla¨ kaavan
x muuttujien ma¨a¨ra¨ on lineaarinen suhteessa kaavan pituuteen |x| ja arvoasetuksen
koko on lineaarinen suhteessa muuttujien ma¨a¨ra¨a¨n.
Vaativuusluokat P (polynomial time) ja NP (non-deterministic polynomial time)
ma¨a¨ritella¨a¨n polynomisesti tasapainoisille pa¨a¨to¨songelmille (ks. esim. [CLRS01]).
Pa¨a¨to¨songelma kuuluu vaativuusluokkaan P, jos vastaus voidaan lo¨yta¨a¨ polynomi-
sessa ajassa suhteessa tapauksen x kokoon. Pa¨a¨to¨songelma kuuluu luokkaan NP, jos
on olemassa polynomiaikainen algoritmi, joka tarkastaa, toteutuuko relaatio R(x, y)
annettujen alkioiden x ja y tapauksessa. Kysymys siita¨, pa¨teeko¨ P = NP , on avoin
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ongelma.
NP-luokkaan kuuluva ongelma voidaan ratkaista epa¨deterministisesti polynomisessa
ajassa muodostamalla ensin epa¨deterministisesti todiste y ja sen ja¨lkeen tarkasta-
malla, toteuttaako se relaation R(x, y). Todisteen y muodostaminen epa¨determinis-
tisesti vie polynomisen ajan, silla¨ riitta¨va¨ todisteen koko on polynominen suhteessa
tapauksen x kokoon. Myo¨s tarkastaminen vie polynomisen ajan.
Pa¨a¨to¨songelma kuuluu luokkaan co-NP, jos se on luokkaan NP kuuluvan ongel-
man komplementti. Komplementtiongelman kylla¨- ja ei-vastaukset ovat pa¨invastai-
set kuin alkupera¨isessa¨ ongelmassa.
Etsinta¨ongelmat. Etsinta¨ongelmassa tapaus x ∈ X on annettu, ja tehta¨va¨na¨ on
etsia¨ todiste y ∈ Y , jolla relaatio R(x, y) on voimassa, tai ilmoittaa, ettei relaatio ole
voimassa milla¨a¨n y ∈ Y . Esimerkiksi SAT-pa¨a¨to¨songelmaan liittyy etsinta¨ongelma,
jossa tehta¨va¨na¨ on etsia¨ sellainen muuttujien arvoasetus y, etta¨ annettu kaava x
toteutuu.
Polynomisesti tasapainoisille etsinta¨ongelmille ma¨a¨ritella¨a¨n vaativuusluokat FP
(function problem extension polynomial time) ja FNP (function problem extension
non-deternimistic polynomial time) vastaavasti kuin vaativuusluokat P ja NP pa¨a¨-
to¨songelmille [MP89, Pap94]. Etsinta¨ongelma kuuluu luokkaan FP, jos tapauksen x
koon suhteen polynomisessa ajassa voidaan muodostaa haluttu todiste y tai todeta,
ettei sellaista ole. Etsinta¨ongelma kuuluu luokkaan FNP, jos on olemassa polynomi-
nen algoritmi, joka tarkastaa, pa¨teeko¨ relaatio R(x, y) annettujen alkioiden x ja y
tapauksessa. On avoin ongelma, pa¨teeko¨ FP = FNP.
Etsinta¨ongelma ei voi olla laskennalliselta vaativuudeltaan helpompi kuin vastaava
pa¨a¨to¨songelma. Jos etsinta¨ongelma olisi helppo, voitaisiin sen avulla selvitta¨a¨, lo¨y-
tyyko¨ etsinta¨ongelman tapaukselle x todistetta y. Sen avulla tiedetta¨isiin, onko x
vastaavan pa¨a¨to¨songelman kylla¨- vai ei-tapaus.
Totaaliset etsinta¨ongelmat. Etsinta¨ongelmia, joissa todisteen tiedeta¨a¨n aina
olevan olemassa, kutsutaan totaalisiksi. Relaation R ma¨a¨rittelema¨ etsinta¨ongelma
on siis totaalinen, jos jokaiselle tapaukselle x ∈ X on olemassa sellainen todiste
y ∈ Y , etta¨ relaatio R(x, y) pa¨tee. Esimerkiksi Nashin tasapainon lo¨yta¨misongelma
on totaalinen, silla¨ jokaisessa pelissa¨ on Nashin tasapaino (ks. luku 2.4). Sita¨ vastoin
toteutuvuusongelmaan SAT liittyva¨ etsinta¨ongelma ei ole totaalinen, silla¨ kaavan
toteuttavaa muuttujien arvoasetusta ei va¨ltta¨ma¨tta¨ ole olemassa.
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TFNP (total function problem extension non-deternimistic polynomial) on ongelma-
luokan FNP aliluokka, johon kuuluvat kaikki totaaliset etsinta¨ongelmat. Luokkaan
TFNP kuuluu useita ongelmia, joiden ei tiedeta¨ kuuluvan luokkaan FP [Pap94]. Esi-
merkki ta¨llaisesta ongelmasta on luvun jako alkulukutekijo¨ihin. Alkulukutekijo¨ihin
jako on aina olemassa, mutta jaon lo¨yta¨misen aikavaativuutta ei kuitenkaan tiedeta¨.
On siis avoin kysymys, pa¨teeko¨ TFNP ⊆ FP, eli onko todisteen lo¨yta¨minen help-
poa, jos sellaisen tiedeta¨a¨n olevan olemassa [Pap94]. Jos pa¨tee TFNP ⊆ FP, siita¨
seuraa P = NP ∩ co-NP. Tulokseen TFNP * FP viittaavista tuloksista, kuten FNP-
ta¨ydellisen ongelman kuulumisesta luokkaan TFNP, seuraa taas NP = co-NP.
Etsinta¨ongelmien vaativuusluokka TFNP voidaan jakaa aliluokkiin sen mukaan, mil-
laisiin todistuksiin ongelmien totaalisuus perustuu. Luvussa 4 tutustutaan TFNP-
ongelmaluokan aliluokkaan PPAD, johon approksimatiivisen Nashin tasapainon lo¨y-
ta¨misongelma kuuluu.
x
f
f(x)
R 2
y
f(x)
x
g
g(y)
R 1 R 1 R 1
R 2 R 2
y
Kuva 2: Etsinta¨ongelman Q1 ratkaiseminen etsinta¨ongelman Q2 avulla. Ratkaisun
kolme vaihetta ovat ongelman Q1 tapauksen kuvaaminen ongelman Q2 tapaukseksi,
ongelman Q2 ratkaiseminen ja ongelman Q2 ratkaisun kuvaaminen ongelman Q1
ratkaisuksi.
Palautukset. Kuten pa¨a¨to¨songelmien tapauksessa, myo¨s totaalisten etsinta¨ongel-
mien tapauksessa voidaan tarkastella etsinta¨ongelman palautumista toiseen etsinta¨-
ongelmaan (ks. esim. [DGP06]). Merkita¨a¨n Q1:lla ja Q2:lla kahta totaalista etsinta¨-
ongelmaa, joiden relaatiot ovat R1 ⊂ X1×Y1 ja R2 ⊂ X2×Y2. Sanotaan, etta¨ ongel-
ma Q1 voidaan palauttaa ongelmaan Q2, jos on olemassa polynomiaikaiset funktiot
f : X1 → X2 ja g : Y2 → Y1, jotka toteuttavat seuraavan ehdon: jokaiselle x ∈ X1 sii-
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ta¨, etta¨ y ∈ Y2 toteuttaa relaation R2(f(x), y), seuraa, etta¨ pa¨tee myo¨s R1(x, g(y)).
Silloin ongelma Q1 voidaan ratkaista ongelman Q2 avulla hyo¨dynta¨ma¨lla¨ funktiota
f ja g. Aluksi ongelman Q1 syo¨te x kuvataan funktiolla f ongelman Q2 syo¨tteek-
si. Sen ja¨lkeen etsita¨a¨n ratkaisu ongelmaan Q2 syo¨tteella¨ f(x), eli sellainen y ∈ Y2,
jolla relaatio R2(f(x), y) toteutuu. Lopuksi lo¨ydetty ongelman Q2 ratkaisu y kuva-
taan ongelman Q1 ratkaisuksi funktiolla g. Alkupera¨isen ongelman Q1 tapauksen x
ratkaisu on siis g(y). Vaiheet on esitetty kuvassa 2.
Vaikeus ja ta¨ydellisyys. Pa¨a¨to¨songelmien ja totaalisten etsinta¨ongelmien ta-
pauksessa ongelmien vaikeus ja ta¨ydellisyys suhteessa ongelmaluokkaan ma¨a¨ritel-
la¨a¨n samalla tavalla. Jos jokainen ongelmaluokkaan X kuuluva ongelma voidaan
palauttaa ongelmaan Q, niin ongelma Q on X-vaikea. Jos lisa¨ksi ongelma Q kuuluu
ongelmaluokkaan X, niin ongelma Q on X-ta¨ydellinen. Esimerkiksi NP-ta¨ydellisia¨
ovat ne luokkaan NP kuuluvat ongelmat, joihin jokainen NP-luokkaan kuuluva on-
gelma voidaan palauttaa.
Etsinta¨ongelmien palautuminen pa¨a¨to¨songelmiin. Jos pa¨a¨to¨songelma on
NP-ta¨ydellinen, vastaava etsinta¨ongelma voidaan ratkaista soveltamalla pa¨a¨to¨son-
gelman ratkaisevaa algoritmia polynominen ma¨a¨ra¨ kertoja (ks. esim. [BG94]). Esi-
merkiksi toteutuvuusongelmassa SAT kaavan x toteuttava muuttujien arvoasetus
voidaan etsia¨ soveltamalla pa¨a¨to¨songelman ratkaisevaa algoritmia O(|x|) kertaa.
Oletetaan, etta¨ kaava x on toteutuva ja siina¨ esiintyva¨t muuttujat x1, . . . , xn. Aluk-
si sovelletaan pa¨a¨to¨songelman ratkaisevaa algoritmia kaavaan x ∧ x1. Jos se on to-
teutuva, muuttujalle x1 voidaan asettaa arvo tosi. Muutoin muuttujalle x1 voidaan
asettaa arvo epa¨tosi. Arvoasetuksen etsinta¨a¨ jatketaan soveltamalla pa¨a¨to¨songelman
ratkaisevaa algoritmia kaavaan x∧x1∧x2 tai x∧¬x1∧x2 riippuen siita¨, kumpi arvo
muuttujalle x1 asetettiin. Ta¨lla¨ menetelma¨lla¨ pa¨a¨to¨songelman ratkaisevaa algorit-
mia ta¨ytyy soveltaa yhta¨ monta kertaa kuin kaavassa x on muuttujia, ja viimeinen
testattava kaava on korkeintaan kaksi kertaa niin pitka¨ kuin alkupera¨inen kaava
x. Jos SAT-pa¨a¨to¨songelma voidaan ratkaista polynomisessa ajassa, myo¨s vastaava
etsinta¨ongelma voidaan ratkaista polynomisessa ajassa.
NP-ta¨ydellisten ongelmien tapauksessa etsinta¨ongelmat palautuvat siis vastaaviin
pa¨a¨to¨songelmiin. On kuitenkin luultavaa, etta¨ luokkaan NP kuuluu myo¨s pa¨a¨to¨son-
gelmia, joihin vastaavat etsinta¨ongelmat eiva¨t palaudu [BG94].
Jatkossa tarkastellaan erityisesti totaalisten etsinta¨ongelmien luokkaa PPAD ja
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PPAD-ta¨ydellisia¨ laskennallisia ongelmia. Palautuksien avulla todistetaan approksi-
matiivisen Nashin tasapainon lo¨yta¨misongelma PPAD-ta¨ydelliseksi.
3.2 r-NASH-ongelma
r-NASH-ongelma (ks. esim. [DP05, CD06]) on ε-approksimatiivisen Nashin tasa-
painon lo¨yta¨misongelma r:n pelaajan pelissa¨. ε-approksimatiiviselle Nashin tasapai-
nolle voidaan ka¨ytta¨a¨ kumpaa tahansa ma¨a¨ritelmista¨ 2.3.3 tai 2.3.4, silla¨ ne ovat
polynomisessa suhteessa toisiinsa. Pelaajama¨a¨ra¨a¨ r ka¨sitella¨a¨n vakiona. Ongelman
syo¨tteena¨ on pelin esitys normaalimuodossa ja luku k ∈ Z+, jonka avulla ilmaistaan
parametri ε = 2−k. r-NASH-ongelman tapauksen koko ma¨a¨ritella¨a¨n pelin esitta¨mi-
seen tarvittavan tilan ja luvun k summana. Jos jokaisella pelaajalla on t puhdasta
strategiaa, niin pelissa¨ on (t)r mahdollista lopputulosta. Jos pelaajalle p koituvan
hyo¨dyn up ilmaisemiseen riitta¨a¨ b bittia¨, niin pelin normaalimuotoisen esityksen koko
on r · (t)r · b ja r-NASH ongelman tapauksen koko on r · (t)r · b+ k.
Ongelman ratkaisuna on pelin ε-approksimatiivinen Nashin tasapaino. Jos pelissa¨
on useita ε-approksimatiivisia Nashin tasapainoja, ratkaisuksi kelpaa mika¨ tahansa
niista¨. On mahdollista tarkastaa polynomisessa ajassa, onko annettu strategiapro-
fiili x approksimatiivinen Nashin tasapaino, silla¨ riitta¨a¨ ka¨yda¨ la¨pi jokainen pelaaja
p ja puhdas strategia api ∈ Ap ja tarkastaa, paljonko pelaaja p hyo¨tyisi vaihtamalla
strategiansa xp strategiaan api . Pelaajan p hyo¨dyn odotusarvon laskemiseen riitta¨a¨
aika O(r · (t)r). r-NASH-ongelma kuuluu siis ongelmaluokkaan FNP. Lisa¨ksi ap-
proksimatiivinen Nashin tasapaino on aina olemassa (ks. luku 2.4), joten r-NASH
on totaalinen etsinta¨ongelma ja kuuluu luokkaan TFNP.
Joitain usean pelaajan peleihin liittyvia¨ laskennallisia ongelmia tarkasteltaessa pe-
laajama¨a¨ra¨a¨ r ei ka¨sitella¨ vakiona. Ta¨llainen ongelma on esimerkiksi korreloidun
tasapainon lo¨yta¨minen usean pelaajan pelissa¨ [Pap05]. Pelin normaalimuotoisen esi-
tyksen koko r · (t)r · b on eksponentiaalinen suhteessa pelaajama¨a¨ra¨a¨n. Jos pelaa-
jama¨a¨ra¨ ei ole vakio, jo syo¨tteen koko olisi eksponentiaalinen suhteessa pelaaja-
ma¨a¨ra¨a¨n. Ta¨ma¨ ongelma voidaan ratkaista rajoittamalla sita¨, millaisia pelaajien
hyo¨tyfunktiot voivat olla. Silloin pelille voidaan muodostaa tiiviimpi esitys, joka on
polynominen suhteessa pelin pelaajama¨a¨ra¨a¨n ja pelaajien puhtaiden strategioiden
ma¨a¨riin. Era¨s tapa pelien esitta¨miseen tiiviimmin on niiden kuvaaminen vuorovai-
kutusgraafien [KLS01, SV06] avulla.
Ta¨ssa¨ kirjoituksessa ka¨sitella¨a¨n r-NASH-ongelmaa erityisesti tapauksissa, joissa pa-
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rametri ε ei ole vakio, vaan annetaan osana syo¨tetta¨. Jos ε on vakio, ongelman
luonne muuttuu. Esimerkiksi mika¨ tahansa strategiaprofiili on ma¨a¨ritelmien 2.3.3
ja 2.3.4 mukainen 1-approksimatiivinen Nashin tasapaino. Lisa¨ksi kahden pelaa-
jan peleissa¨, joiden hyo¨dyt kuuluvat va¨lille [0, 1], ma¨a¨ritelma¨n 2.3.3 mukaisen 1/2-
approksimatiivisen Nashin tasapainon lo¨yta¨minen on triviaalia [DMP06].
Nashin tasapainon lo¨yta¨misongelman ratkaisuksi on esitetty useita algoritmeja. Era¨s
tunnettu algoritmi on Lemke-Howson-algoritmi [LH64] (ks. myo¨s esimerkki [vS02])
kahden pelaajan peleille. Algoritmista on myo¨s esitetty yleistyksia¨ kolmen tai useam-
man pelaajan peleille [Ros71, Wil71]. Lemke-Howson-algoritmin pahimman tapauk-
sen aikavaativuus on kuitenkin eksponentiaalinen suhteessa pelaajien puhtaiden stra-
tegioiden ma¨a¨ra¨a¨n t [SvS04].
Luvussa 2.4 muodostettiin Brouwer-funktio, jonka kiintopisteet vastaavat annetun
pelin Nashin tasapainoja. Nashin tasapaino voidaan siis etsia¨ myo¨s soveltamalla jo-
tain tunnettua kiintopisteenetsinta¨algoritmia. Esimerkiksi Scarfin algoritmin avulla
voi lo¨yta¨a¨ approksimatiivisen kiintopisteen [Sca67]. Kaikki Brouwer-funktion ap-
proksimatiivisen kiintopisteen etsinta¨algoritmit, jotka eiva¨t saa ka¨ytta¨a¨ syo¨ttee-
na¨ olevasta funktiosta muuta tietoa kuin tarkastaa sen arvon yksitta¨isissa¨ pisteis-
sa¨, joutuvat pahimmassa tapauksessa tarkastamaan funktion arvon eksponentiaa-
lisen monessa pisteessa¨ suhteessa ulottuvuuksien ma¨a¨ra¨a¨n ja haluttuun tarkkuu-
teen [HPV89].
3.3 Muita laskennallisia ongelmia
Approksimatiivisen Nashin tasapainon lo¨yta¨misongelman lisa¨ksi Nashin tasapainoon
liittyy useita muita laskennallisia ongelmia. Seuraavaksi kerrotaan lyhyesti Nashin
tasapainoon liittyvista¨ laskennallisista ongelmista ja niiden vaativuudesta.
Tietynlainen Nashin tasapaino. Useita pa¨a¨to¨songelmia, joissa kysyta¨a¨n, onko
pelissa¨ tietynlainen Nashin tasapaino, on osoitettu NP-vaikeiksi [CS03, GZ89]. On
NP-vaikea ongelma selvitta¨a¨, onko pelissa¨ Nashin tasapaino x, jossa
1. pelaajien hyo¨tyjen summan odotusarvo on va¨hinta¨a¨n k eli pa¨tee
∑r
p=1 u
p(x) ≥
k.
2. jokaisen pelaajan hyo¨dyn odotusarvo on va¨hinta¨a¨n k eli kaikille pelaajille p
pa¨tee up(x) ≥ k.
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3. pelaajan 1 hyo¨dyn odotusarvo on va¨hinta¨a¨n k eli pa¨tee u1(x) ≥ k.
4. pelaajan 1 strategian a1i ∈ A1 todenna¨ko¨isyys on positiivinen eli pa¨tee x11 > 0.
5. pelaajan 1 strategian a1i ∈ A1 todenna¨ko¨isyys on 0 eli pa¨tee x11 = 0.
Na¨ma¨ tulokset pa¨teva¨t jopa kahden pelaajan peleille.
Tietynlaisen Nashin tasapainon lo¨yta¨misongelma ei voi olla helpompi kuin vastaava
pa¨a¨to¨songelma, eika¨ myo¨ska¨a¨n helpompi kuin minka¨ tahansa approksimatiivisen
Nashin tasapainon lo¨yta¨misongelma.
Yksika¨sitteinen Nashin tasapaino. On NP-vaikea pa¨a¨to¨songelma selvitta¨a¨, on-
ko pelissa¨ useampi kuin yksi Nashin tasapaino [GZ89].
Puhtaiden strategioiden Nashin tasapaino. Jos pelaajama¨a¨ra¨a¨ ei ka¨sitella¨
vakiona, niin on NP-vaikea pa¨a¨to¨songelma selvitta¨a¨, onko pelissa¨ puhtaiden strate-
gioiden Nashin tasapaino [GGS05, SV06].
Korreloituun tasapainoon liittyva¨t laskennalliset ongelmat. Korreloitu
tasapaino on Nashin tasapainoa yleisempi ratkaisuka¨site [Aum74]. Monet korreloi-
tuun tasapainoon liittyva¨t pa¨a¨to¨songelmat ovat helpompia kuin vastaavat Nashin
tasapainoon liittyva¨t pa¨a¨to¨songelmat [GZ89]. Ta¨ssa¨ luvussa mainitut tietynlaiseen
tasapainoon ja tasapainon yksika¨sitteisyyteen liittyva¨t ongelmat voidaan korreloi-
dun tasapainon tapauksessa ratkaista polynomisessa ajassa.
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4 Ongelmaluokka PPAD
Ta¨ssa¨ luvussa ma¨a¨ritella¨a¨n TFNP-ongelmaluokan aliluokka PPAD, johon Nashin
tasapainon lo¨yta¨misongelman r-NASH todistetaan myo¨hemmin kuuluvan. Luvus-
sa 4.1 ongelmaluokka PPAD ma¨a¨ritella¨a¨n EOL-ongelman avulla. Luvussa 4.2 esitel-
la¨a¨n BROUWER-ongelma, joka on PPAD-ta¨ydellinen kiintopisteen lo¨yta¨misongel-
ma. Luvussa 4.3 esitella¨a¨n BROUWER-ongelman rajoitettu versio, 3D-BROUWER.
BROUWER-ongelman avulla todistetaan r-NASH-ongelman kuuluminen ongelma-
luokkaan PPAD luvussa 5 ja 3D-BROUWER-ongelmaa hyo¨dynneta¨a¨n luvussa 6,
jossa r-NASH-ongelma todistetaan PPAD-vaikeaksi.
4.1 PPAD-ongelmaluokan ma¨a¨ritelma¨
Luvussa 3.1 esiteltiin totaalisten etsinta¨ongelmien luokka TFNP. Siihen kuuluvat
ongelmat voidaan edelleen jakaa aliluokkiin sen mukaan, millaisiin todistuksiin pe-
rustuu niita¨ vastaavien relaatioiden totaalisuus eli se, etta¨ etsitta¨va¨ todiste on aina
olemassa. Seuraavaksi tarkastellaan ongelmaluokkaa PPAD (Polynomial Parity Ar-
gument, Directed version) [Pap94]. Siihen kuuluvien etsinta¨ongelmien totaalisuus
perustuu seuraavaan suunnattujen graafien pariteettiargumenttiin:
Lause 4.1.1 (Suunnattujen graafien pariteettiargumentti [Pap94]). Jos a¨a¨rellises-
sa¨ suunnatussa graafissa jokaisen solmun tulo- ja la¨hto¨asteet ovat korkeintaan 1 ja
graafissa on tunnettu la¨hdesolmu, on siina¨ oltava myo¨s nielusolmu tai toinen la¨hde-
solmu. La¨hdesolmu (source) tarkoittaa solmua, johon ei tule kaaria, ja nielusolmu
(sink) tarkoittaa solmua, josta ei la¨hde kaaria.
Todistus. Tehda¨a¨n vastaoletus: Suunnatussa graafissa jokaisen solmun tulo- ja la¨h-
to¨asteet ovat korkeintaan 1 ja graafissa on tunnettu la¨hdesolmu, mutta ei nielusol-
mua tai toista la¨hdesolmua. Silloin kaikista solmuista, joihin tulee yksi kaari, myo¨s
la¨htee yksi kaari, silla¨ muuten kyseessa¨ olisi nielusolmu. Tunnettua la¨hdesolmua lu-
kuun ottamatta niista¨ solmuista, joihin ei tule kaaria, ei myo¨ska¨a¨n la¨hde kaaria, silla¨
muuten kyseessa¨ olisi la¨hdesolmu. Lisa¨ksi tunnetusta la¨hdesolmusta la¨htee yksi kaa-
ri. Solmuihin liittyvia¨ kaarten la¨hto¨- ja tulopa¨ita¨ on yhteensa¨ pariton ma¨a¨ra¨. Se on
ristiriita, silla¨ jokaisella kaarella on kaksi pa¨a¨ta¨, joten yhteensa¨ la¨hto¨- ja tulopa¨ita¨
on oltava parillinen ma¨a¨ra¨.
Kuva 3 havainnollistaa sita¨, millainen voi olla suunnattu graafi, jossa jokaisen sol-
mun la¨hto¨- ja tuloasteet ovat korkeintaan 1. Graafin solmut muodostavat ketjuja
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Kuva 3: Esimerkki suunnatusta graafista, jossa jokaisen solmun la¨hto¨- ja tuloasteet
ovat korkeintaan 1. Graafin solmut muodostavat ketjuja ja sykleja¨.
ja sykleja¨, jotka voivat myo¨s koostua vain yhdesta¨ solmusta. Pariteettiargumentissa
ka¨sitella¨a¨n graafia, jossa on tunnettu la¨hdesolmu. Sellaisessa graafissa on siis ainakin
yksi ketju.
Ongelmaluokkaan PPAD kuuluvat ne etsinta¨ongelmat, joiden totaalisuus seuraa
suunnattujen graafien pariteettiargumentista. Ongelmaluokka PPAD voidaan ma¨a¨-
ritella¨ myo¨s ongelman END OF LINE (EOL) avulla [DGP06]. EOL-ongelman syo¨t-
teena¨ on kaksi loogista piiria¨, P (Predecessor candidate) ja S (Successor candidate),
seka¨ kokonaisluku n. Piirien P ja S avulla ma¨a¨ritella¨a¨n suunnattu graafi.
Kumpikin piireista¨ P ja S ottaa syo¨tteekseen n bitin mittaisen solmun tunnisteen ja
palauttaa n bitin mittaisen solmun tunnisteen. Piiri P palauttaa solmun mahdollisen
edelta¨ja¨n ja S mahdollisen seuraajan. Solmusta v on kaari solmuun w, jos ja vain jos
pa¨tee v = P (w) ja w = S(v). Kuva 4 havainnollistaa kaaren ma¨a¨ra¨ytymista¨ piirien
P ja S avulla.
Piirien P ja S avulla ma¨a¨ritellyssa¨ graafissa jokaisesta solmusta la¨htee siis korkein-
taan yksi kaari ja jokaiseen solmuun tulee korkeintaan yksi kaari. On mahdollista,
ettei solmusta v la¨hde kaarta mihinka¨a¨n solmuun, jolloin pa¨tee P (S(v)) 6= v. Li-
sa¨ksi on mahdollista, ettei solmuun v tule kaarta mista¨a¨n solmusta, jolloin pa¨tee
S(P (v)) 6= v.
Pariteettiargumentin tunnettua la¨hdesolmua merkita¨a¨n tunnisteella 0. Sen osalta
vaaditaan, etta¨ pa¨tee P (0) = 0, mika¨ esta¨a¨ muista solmuista solmuun 0 tulevat
kaaret, ja S(0) 6= 0, mika¨ esta¨a¨ solmusta 0 kaaren itseensa¨.
Graafissa jokainen solmu on siis korkeintaan yhden kaaren la¨hto¨solmu ja yhden kaa-
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Kuva 4: Kahden solmun va¨lisen kaaren olemassaolo ma¨a¨ra¨ta¨a¨n piirien P ja S avulla.
Ensimma¨isessa¨ tapauksessa pa¨tee v = P (w) ja w = S(v), joten solmusta v on kaari
solmuun w. Toisessa tapauksessa pa¨tee w 6= S(v) ja kolmannessa tapauksessa pa¨tee
v 6= P (w), joten solmusta v ei ole kaarta solmuun w.
ren tulosolmu. Lisa¨ksi solmuun 0 ei tule yhta¨a¨n kaarta. Piirien P ja S avulla ma¨a¨ri-
telta¨va¨n suunnatun graafin koko on eksponentiaalinen suhteessa parametriin n, silla¨
graafissa on 2n solmua.
Tehta¨va¨na¨ on lo¨yta¨a¨ graafista nielusolmu, eli solmu, josta ei la¨hde kaaria, tai solmus-
ta 0 poikkeava la¨hdesolmu, eli solmu, johon ei tule kaaria. Solmu v on nielusolmu,
jos pa¨tee P (S(v)) 6= v, ja la¨hdesolmu, jos pa¨tee S(P (v)) 6= v. Myo¨s solmu 0 voi
olla etsitty nielusolmu, jos siita¨ ei la¨hde kaaria. Suunnattujen graafien pariteettiar-
gumentin nojalla etsitty nielusolmu tai toinen la¨hdesolmu on aina olemassa.
Jos nielusolmua tai toista la¨hdesolmua etsita¨a¨n ka¨yma¨lla¨ kaikki solmut la¨pi, joudu-
taan pahimmassa tapauksessa ka¨yma¨a¨n la¨pi eksponentiaalinen ma¨a¨ra¨ solmuja suh-
teessa parametriin n. Jos taas seurataan kaaria solmusta 0 alkaen, tilanne on sama,
silla¨ pahimmassa tapauksessa kaikki graafin solmut voivat muodostaa ketjun. Jos
kaaria seurataan jostain muusta solmusta alkaen, voivat solmut pahimmassa tapauk-
sessa muodostaa syklin. Kuva 5 havainnollistaa nielusolmun tai toisen la¨hdesolmun
lo¨yta¨misen vaikeutta.
PPAD-luokkaan kuuluvat ne ongelmat, jotka voidaan ratkaista EOL-ongelman avul-
la polynomisessa ajassa. PPAD-ta¨ydellisia¨ ovat ne ongelmat, joiden avulla EOL-
ongelma voidaan ratkaista polynomisessa ajassa. Seuraavaksi esitella¨a¨n kaksi PPAD-
ta¨ydellista¨ kiintopisteen etsinta¨ongelmaa, BROUWER ja 3D-BROUWER.
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Kuva 5: EOL-ongelmassa solmut voivat muodostaa pitka¨n ketjun ja sykleja¨, jolloin
nielusolmun tai toisen la¨hdesolmun lo¨yta¨minen on hankalaa.
4.2 BROUWER-ongelma
BROUWER-ongelma on kiintopisteen etsimiseen liittyva¨ PPAD-ta¨ydellinen ongel-
ma [Pap94]. Sita¨ hyo¨dynneta¨a¨n luvussa 5, jossa r-NASH-ongelman kuuluminen
PPAD-luokkaan todistetaan ratkaisemalla se BROUWER-ongelman avulla.
BROUWER-ongelman syo¨tteena¨ on jatkuva funktio f : [0, 1]d → [0, 1]d, joka kuvaa
siis d-ulotteisen yksikko¨kuution itselleen. BROUWER-ongelman ratkaisu on funk-
tion f kiintopiste, eli piste x ∈ [0, 1]d, jolle pa¨tee f(x) = x. Brouwerin kiinto-
pistelause (ks. esim. [GD03]) takaa, etta¨ funktiolla f on ainakin yksi kiintopiste.
BROUWER on siis totaalinen etsinta¨ongelma.
Koska mielivaltaisen jatkuvan funktion esitta¨minen laskennallisen ongelman syo¨t-
teena¨ ei ole suoraviivaista, BROUWER-ongelmassa rajoitetaan sita¨, millainen syo¨t-
teena¨ oleva funktio voi olla.
BROUWER-ongelman parametri n ∈ Z+ ma¨a¨rittelee yksikko¨kuution jaon pikku-
kuutioihin niin, etta¨ jokainen sivu jaetaan n osaan. Jaossa syntyy nd pikkukuutiota.
Kuvassa 6 on esimerkki kolmiulotteisen yksikko¨kuution jaosta pikkukuutioihin pa-
rametrin n arvolla 4. Jokainen sivu jaetaan nelja¨a¨n osaan, ja pikkukuutioita syntyy
yhteensa¨ 64 kappaletta.
Funktion f arvot ma¨a¨ritella¨a¨n pikkukuutioiden kulmapisteissa¨, eli pisteissa¨, joi-
den koordinaatit ovat luvun 1/n monikertoja. Funktion f arvon kulmapisteessa¨
x ∈ {0, 1/n, . . . , 1} on toteutettava ehdot f(x) ∈ [0, 1]d ja ‖f(x) − x‖2 < 1/n2.
Arvoa f(x)−x kutsutaan funktion f poikkeutukseksi pisteessa¨ x (2-normin ma¨a¨rit-
telysta¨ ks. luku 5.1). Poikkeutus kertoo, mihin suuntaan ja kuinka paljon funktio f
siirta¨a¨ pistetta¨ x. Funktio f kuvaa siis kaikki pisteet yksikko¨kuution sisa¨a¨n, ja sen
ma¨a¨ra¨a¨ma¨ poikkeutus on pieni.
Lisa¨ksi funktiota f rajoitetaan sopimalla, etta¨ sen arvot muissa pisteissa¨ kuin pikku-
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Kuva 6: BROUWER-ongelmassa yksikko¨kuutio jaetaan pikkukuutioihin jakamalla
jokainen sivu n osaan.
kuutioiden kulmapisteissa¨ saadaan lineaarisesti interpoloimalla hyo¨dynta¨en arvoja
pikkukuutioiden kulmapisteissa¨.
BROUWER-ongelmassa tehta¨va¨t rajoitukset eiva¨t helpota kiintopisteen lo¨yta¨mi-
songelmaa merkitta¨va¨sti [Pap94]. Rajoitusten takia funktio f voidaan esitta¨a¨ anta-
malla syo¨tteeksi Turingin kone tai looginen piiri, joka laskee poikkeutukset pikku-
kuutioiden kulmapisteissa¨.
Olkoon C looginen piiri, joka laskee funktion f poikkeutuksen, kun sille annetaan
pikkukuution kulmapisteen koordinaatit. BROUWER-ongelman tapauksen koko on
piirin C ja kokonaisluvun n esitta¨miseen tarvittavan tilan ma¨a¨ra¨ eli |C|+ log n. Yk-
sikko¨kuution jaossa pikkukuutioita syntyy eksponentiaalinen ma¨a¨ra¨ tapauksen koon
suhteen, joten kaikki pikkukuutiot la¨pika¨yva¨n algoritmin aikavaativuus on eksponen-
tiaalinen.
BROUWER-ongelmassa ei tarkemmin ma¨a¨ritella¨ sita¨, milla¨ tavalla lineaarinen in-
terpolointi on tehta¨va¨. Jatkossa oletetaan, etta¨ interpolointi tehda¨a¨n koordinaateit-
tain. Koordinaateittain interpolointi on bilineaarisen ja trilineaarisen interpoloinnin
suoraviivainen yleistys useampiulotteisiin avaruuksiin.
Koordinaateittain interpolointi. Esimerkiksi kaksiuloitteisessa tapauksessa
funktion f arvot on annettu pikkukuution kulmapisteissa¨ (v11, v
1
2), (v
2
1, v
1
2), (v
1
1, v
2
2)
ja (v21, v
2
2). Pikkukuution sisa¨lla¨ on piste (w1, w2), jossa funktion f arvo lasketaan
koordinaateittain interpoloinnin avulla.
Ensin interpoloidaan koordinaatin 1 suhteen, eli lasketaan funktion f arvo pistees-
sa¨ (w1, v
1
2) pisteiden (v
1
1, v
1
2) ja (v
2
1, v
1
2) arvojen avulla ja funktion f arvo pisteessa¨
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Kuva 7: Esimerkki koordinaateittain interpoloinnista kaksiulotteisessa tapaukses-
sa. Pisteet, joissa funktion arvo on annettu, on merkitty ta¨ytetyilla¨ ympyro¨illa¨, ja
pisteet, joissa funktion arvo lasketaan interpoloimalla, on merkitty avoimilla ympy-
ro¨illa¨.
(w1, v
2
2) pisteiden (v
1
1, v
2
2) ja (v
1
1, v
2
2) arvojen avulla lineaarisesti interpoloimalla. Ar-
vo pisteessa¨ (w1, w2) lasketaan edelleen pisteiden (w1, v
1
2) ja (w1, v
2
2) arvojen avulla
lineaarisesti interpoloimalla. Kuva 7 havainnollistaa koordinaateittain interpolointia.
Koordinaateittain interpolointi d-ulotteisen pikkukuution sisa¨lla¨ ma¨a¨ritella¨a¨n seu-
raavasti. Funktion f arvot on annettu pikkukuution kulmapisteissa¨
(v11, v
1
2, v
1
3, . . . , v
1
d−1, v
1
d)
(v21, v
1
2, v
1
3, . . . , v
1
d−1, v
1
d)
...
(v21, v
2
2, v
2
3, . . . , v
2
d−1, v
1
d) ja
(v21, v
2
2, v
2
3, . . . , v
2
d−1, v
2
d),
jossa v1i ∈ {0, 1/n, . . . , (n−1)/n} ja v2i = v1i +1/n ovat pikkukuution kulmapisteiden
koordinaatit koordinaattiakselin i suhteen. Pikkukuutiossa on 2d kulmapistetta¨.
Olkoon piste
w = (w1, . . . , wd)
= (β1v
2
1 + (1− β1)v11, . . . , βdv2d + (1− βd)v1d), β1, . . . , βd ∈ [0, 1],
se pikkukuution piste, jossa funktion f arvo halutaan laskea. Kertoimet β1, . . . , βd
ilmaisevat pisteen sijainnin pikkukuution sisa¨lla¨ ja ma¨a¨ra¨ytyva¨t yksika¨sitteisesti pis-
teesta¨ w.
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Ensin interpoloidaan ensimma¨isen koordinaatin suhteen. Silloin lasketaan funktion
f arvot pisteissa¨
(w1, v
1
2, v
1
3, . . . , v
1
d−1, v
1
d)
(w1, v
1
2, v
1
3, . . . , v
1
d−1, v
1
d)
...
(w1, v
2
2, v
2
3, . . . , v
2
d−1, v
1
d) ja
(w1, v
2
2, v
2
3, . . . , v
1
d−1, v
2
d)
Pisteita¨ on 2d−1 kappaletta. Arvot lasketaan lineaarisesti interpoloimalla hyo¨dynta¨en
funktion f arvoja pikkukuution kulmapisteissa¨:
f(w1, v
m2
2 , v
m3
3 , . . . , v
md
d ) = β1f(v
2
1, v
m2
2 , v
m3
3 , . . . , v
md
d ) + (1− β1)f(v11, vm22 , vm33 , . . . , vmdd ),
jossa m2,m3, . . . ,md ∈ {1, 2}.
Sen ja¨lkeen interpolointia jatketaan toisen koordinaatin suhteen, eli lasketaan funk-
tion f arvot pisteissa¨
(w1, w2, v
1
3, . . . , v
1
d−1, v
1
d)
(w1, w2, v
1
3, . . . , v
1
d−1, v
1
d)
...
(w1, w2, v
2
3, . . . , v
2
d−1, v
1
d) ja
(w1, w2, v
2
3, . . . , v
2
d−1, v
2
d).
Pisteita¨ on 2d−2 kappaletta. Arvot lasketaan lineaarisesti interpoloimalla hyo¨dynta¨en
edellisen koordinaatin suhteen interpoloitaessa laskettuja arvoja:
f(w1, w2, v
m2
2 , . . . , v
md
d ) = β2f(w1, v
2
2, v
m3
3 , . . . , v
md
d ) + (1− β2)f(w1, v12, vm33 , . . . , vmdd ),
jossa m3, . . . ,md ∈ {1, 2}.
Interpolointia jatketaan, kunnes saavutetaan viimeinen koordinaatti. Silloin on las-
kettu funktion f arvot pisteissa¨ (w1, w2, w3, . . . , wd−1, v
1
d) ja (w1, w2, w3, . . . , wd−1, v
2
d)
ja arvo pisteessa¨ (w1, w2, w3, . . . , wd−1, wd) lasketaan niita¨ hyo¨dynta¨ma¨lla¨:
f(w1, w2, w3, . . . , wd−1, wd) = βdf(w1, w2, w3, . . . , wd−1, v
2
d)
+ (1− βd)f(w1, w2, w3, . . . , wd−1, v1d).
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Kuva 8: Esimerkkeja¨ funktioista pikkukuution sisa¨lla¨. Funktioiden arvot on muodos-
tettu interpoloimalla funktioiden arvoista kulmapisteissa¨. Kiintopiste sijaitsee siina¨
kohdassa, jossa funktion poikkeutusta kuvaava nuoli on surkastunut pisteeksi.
Kuvassa 8 on esimerkkeja¨ koordinaateittain interpoloimalla lasketuista funktion f
poikkeutuksista kaksiulotteisen pikkukuution sisa¨lla¨. Funktion f poikkeutukset pik-
kukuution kulmapisteissa¨ on merkitty paksulla nuolella. Kahdessa ensimma¨isessa¨ ta-
pauksessa funktiolla f on kiintopiste kyseisessa¨ pikkukuutiossa, mutta kolmannessa
tapauksessa na¨in ei ole.
Koordinaateittain interpoloinnin ominaisuuksia. Seuraavaksi todistetaan
kolme lineaarisen interpoloinnin ominaisuuksia ka¨sitteleva¨a¨ apulausetta. Niita¨ tar-
vitaan luvussa 5, jossa todistetaan r-NASH-ongelman kuuluminen ongelmaluokkaan
PPAD ratkaisemalla se BROUWER-ongelman avulla.
Apulause 4.2.1. Koordinaateittain interpolointi ma¨a¨ra¨a¨ funktion f yksika¨sitteises-
ti. Funktio f on jatkuva.
Todistus. Va¨ite seuraa koordinaateittain interpoloinnin ma¨a¨ritelma¨sta¨.
Seuraavissa apulauseissa tarkastellaan funktion f ma¨a¨ra¨a¨ma¨a¨ poikkeutusta koor-
dinaattiakselin i suuntaan. Merkita¨a¨n poikkeutusta koordinaattiakselin i suuntaan
(f(v)− v)i.
Aluksi todistetaan, etta¨ jos pikkukuution jokaisessa kulmapisteessa¨ funktio f kas-
vattaa koordinaattia i va¨hinta¨a¨n ma¨a¨ra¨n a, niin funktio f kasvattaa koordinaattia
i va¨hinta¨a¨n ma¨a¨ra¨n a jokaisessa pikkukuution pisteessa¨.
Apulause 4.2.2. Jos pikkukuution jokaisessa kulmapisteessa¨ v pa¨tee (f(v)−v)i ≥ a
jollain vakiolla a ∈ R, eli funktio f kasvattaa koordinaattia i va¨hinta¨a¨n ma¨a¨ra¨n a,
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niin pikkukuution missa¨ tahansa pisteessa¨ w pa¨tee (f(w) − w)i ≥ a, eli funktio f
kasvattaa koordinaattia i va¨hinta¨a¨n ma¨a¨ra¨n a (ks. kuva 9).
v
1
1
v
2
1
w1
v
1
2
v
2
2
w2
Kuva 9: Esimerkki apulauseen 4.2.2 soveltamisesta kaksiulotteiseen pikkukuutioon.
Todistus. Oletuksen mukaan pa¨tee siis
f(vm11 , v
m2
2 , . . . , v
mi
i , . . . , v
md
d )i ≥ vmii + a kaikilla m1,m2, . . . ,mi, . . . ,md ∈ {1, 2}.
Olkoon w = (w1, . . . , wd) mika¨ tahansa pikkukuution piste, joka ma¨a¨ritella¨a¨n kuten
edella¨. Tarkastellaan ehdon (f(v′)− v′)i ≥ a voimassaoloa niissa¨ pisteissa¨ v′, joissa
funktion f arvo lasketaan selvitetta¨essa¨ arvoa f(w) koordinaateittain interpoloinnin
avulla.
Ensin interpoloidaan koordinaatin 1 suhteen. Silloin pa¨tee
f(w1, v
m2
2 , . . . , v
md
d )i = β1f(v
2
1, v
m2
2 , . . . , v
md
d )i + (1− β1)f(v11, vm22 , . . . , vmdd )i
≥ β1(vmii + a) + (1− β1)(vmii + a)
= vmii + a.
Ehto on siis voimassa pisteissa¨ (w1, v
m2
2 , . . . , v
mi
i , . . . , v
md
d ). Vastaavasti voidaan to-
distaa ehdon olevan voimassa pisteissa¨, joissa funktion f arvo lasketaan interpoloi-
taessa koordinaattien 2, 3 ja lopulta i− 1 suhteen.
Interpoloitaessa koordinaatin i suhteen tiedeta¨a¨n, etta¨ ehto on voimassa pisteissa¨
(w1, . . . , wi−1, v
mi
i , v
mi+1
i+1 . . . v
md
d ) kaikilla mi, . . . ,md ∈ {1, 2}. Pa¨tee siis
f(w1, . . . , wi−1, v
mi
i , v
mi+1
i+1 , . . . v
md
d )i ≥ vmii + a.
36
Interpoloitaessa koordinaatin i suhteen saadaan
f(w1, . . . , wi−1, wi, v
mi+1
i+1 , . . . v
md
d ) =βif(w1, . . . , wi−1, v
2
i , v
mi+1
i+1 , . . . v
md
d )
+(1− βi)f(w1, . . . , wi−1, v1i , vmi+1i+1 , . . . vmdd )
≥βi(v2i + a) + (1− βi)(v1i + a)
=wi + a.
Se, etta¨ interpolointi koordinaattien i + 1, i + 2 ja lopulta koordinaatin d suhteen
sa¨ilytta¨a¨ ehdon voimassa, voidaan todistaa vastaavasti.
Vastaavasti voidaan todistaa tapaus, jossa funktio f kasvattaa jotain koordinaattia
korkeintaan ma¨a¨ra¨n a.
Apulause 4.2.3. Jos pikkukuution jokaisessa kulmapisteessa¨ v pa¨tee (f(v)−v)i ≤ a
jollain vakiolla a ∈ R, eli funktio f kasvattaa koordinaattia i korkeintaan ma¨a¨ra¨n
a, niin pikkukuution missa¨ tahansa pisteessa¨ w pa¨tee (f(w) −w)i ≤ a, eli funktio
f kasvattaa koordinaattia i korkeintaan ma¨a¨ra¨n a.
Todistus. Vastaava kuin apulauseen 4.2.2 todistus.
Apulause 4.2.4. Jos pikkukuution jokaisessa kulmapisteessa¨ v pa¨tee (f(v)−v)i =
0, eli funktio f pita¨a¨ koordinaatin i samana, niin pikkukuution missa¨ tahansa pis-
teessa¨ w pa¨tee (f(w)−w)i = 0, eli funktio f pita¨a¨ koordinaatin i samana.
Todistus. Va¨ite seuraa apulauseista 4.2.2 ja 4.2.3 valinnalla a = 0.
Seuraavaksi tarkastellaan tilannetta, jossa pikkukuution jokaiselle kulmapisteelle on
olemassa sellainen koordinaatti, jota funktio f kasvattaa va¨hinta¨a¨n ma¨a¨ra¨n a ≥ 0,
eika¨ funktio f va¨henna¨ samaa koordinaattia muissa kulmapisteissa¨. Merkita¨a¨n iv:lla¨
sita¨ koordinaattia, jota funktio f kasvattaa pikkukuution kulmapisteessa¨ v. Eri kul-
mapisteissa¨ funktio f voi siis kasvattaa eri koordinaatteja, mutta kulmapisteessa¨
v kasvatettavaa koordinaattia iv ei va¨henneta¨ missa¨a¨n kulmapisteessa¨. Apulauseen
va¨itteena¨ on, etta¨ jokaisessa pikkukuution pisteessa¨ funktio f kasvattaa jotain koor-
dinaattia va¨hinta¨a¨n ma¨a¨ra¨n a/2d.
Apulause 4.2.5. Olkoon a ≥ 0 vakio. Tarkastellaan pikkukuutiota, jonka jokaisessa
kulmapisteessa¨ v pa¨tee (f(v) − v)iv ≥ a jollain koordinaatilla iv, ja missa¨ tahansa
muussa kulmapisteessa¨ v′ pa¨tee (f(v′)− v′)iv ≥ 0.
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Silloin pikkukuution missa¨ tahansa pisteessa¨ w pa¨tee (f(w) − w)iw ≥ a/2d jollain
koordinaatilla iw. Siis funktio f kasvattaa jotain koordinaattia iw va¨hinta¨a¨n ma¨a¨ra¨n
a/2d (ks. kuva 10).
v
1
1
v
2
1
w1
v
1
2
v
2
2
w2
Kuva 10: Esimerkki apulauseen 4.2.5 soveltamisesta kaksiulotteiseen pikkukuutioon.
Kuvaan on merkitty poikkeutukset vain siihen suuntaan, jota funktio f kasvattaa
pistetta¨ w la¨himpa¨na¨ olevassa kulmapisteessa¨.
Todistus. Olkoon w = (w1, . . . , wd) mika¨ tahansa pikkukuution piste, joka ma¨a¨ri-
tella¨a¨n kuten edella¨. Tarkastellaan funktion f poikkeutuksia niissa¨ pisteissa¨, joissa
funktion f arvo lasketaan selvitetta¨essa¨ arvoa f(w) koordinaateittain interpoloinnin
avulla.
Ensin lasketaan funktion f arvo pisteessa¨ w′ = (w1, v
m2
2 , . . . , v
md
d ). Olkoon i se
koordinaatti, jota funktio f kasvattaa pisteessa¨ v′ = (v11, v
m2
2 , . . . , v
md
d ) ja j se
koordinaatti, jota funktio f kasvattaa pisteessa¨ v′′ = (v21, v
m2
2 , . . . , v
md
d ). Siis pa¨tee
(f(v′)− v′)i ≥ a ja (f(v′′)− v′′)j ≥ a.
Lisa¨ksi funktio f ei va¨henna¨ koordinaatteja i ja j missa¨a¨n pikkukuution kulmapis-
teessa¨. Erityisesti pa¨tee (f(v′)− v′)j ≥ 0 ja (f(v′′)− v′′)i ≥ 0.
Jos piste v′ on va¨hinta¨a¨n yhta¨ la¨hella¨ pistetta¨ w′ kuin piste v′′, niin pa¨tee β1 ≤ 1/2
ja
f(w′)i = β1f(v
′′)i + (1− β1)f(v′)i
≥ β1vmii + (1− β1)(vmii + a)
≥ vmii + a/2.
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Jos taas piste v′′ on la¨hempa¨na¨ pistetta¨w′, niin pa¨tee β1 > 1/2 ja vastaava tarkastelu
voidaan suorittaa koordinaatin j suhteen.
Siis niissa¨ pisteissa¨, joissa funktion f arvo lasketaan interpoloitaessa ensimma¨isen
koordinaatin suhteen, funktio f kasvattaa jotain koordinaattia va¨hinta¨a¨n ma¨a¨ra¨n
a/2. Ta¨ta¨ tietoa ka¨ytta¨ma¨lla¨ voidaan todistaa vastaavasti, etta¨ pisteissa¨, joissa funk-
tion f arvo lasketaan interpoloitaessa toisen koordinaatin suhteen, funktio f kasvat-
taa jotain koordinaattia va¨hinta¨a¨n ma¨a¨ra¨n a/4. Lopulta pisteessa¨, jossa funktion f
arvo lasketaan interpoloitaessa koordinaatin d suhteen, funktio f kasvattaa jotain
koordinaattia va¨hinta¨a¨n ma¨a¨ra¨n a/2d.
BROUWER-ongelma on PPAD-ta¨ydellinen [Pap94]. Tietoa sen kuulumisesta on-
gelmaluokkaan PPAD ka¨yteta¨a¨n luvussa 5, jossa r-NASH-ongelma ratkaistaan sen
avulla.
4.3 3D-BROUWER-ongelma
3D-BROUWER-ongelma [DGP06] on BROUWER-ongelman rajoitettu versio. Siina¨
tarkastellaan kolmiulotteista yksikko¨kuutiota ja syo¨tteena¨ olevalle funktiolle asete-
taan tiukempia rajoituksia kuin BROUWER-ongelmassa. 3D-BROUWER-ongelma
on PPAD-ta¨ydellinen. Sita¨ hyo¨dynneta¨a¨n luvussa 6, jossa r-NASH todistetaan
PPAD-vaikeaksi ratkaisemalla 3D-BROUWER-ongelma sen avulla.
3D-BROUWER-ongelman syo¨tteena¨ on jatkuva funktio φ : [0, 1]3 → [0, 1]3, joka
lisa¨ksi toteuttaa seuraavaksi esitelta¨va¨t rajoitukset. 3D-BROUWER-ongelman rat-
kaisu on funktion kiintopisteen likima¨a¨ra¨inen sijainti.
Syo¨tteena¨ oleva funktio φ ma¨a¨ritella¨a¨n jakamalla yksikko¨kuutio pikkukuutioihin ja
ilmoittamalla, mihin suuntaan funktio φ siirta¨a¨ pikkukuutioiden keskipisteita¨. Kun
funktion arvot pikkukuutioiden keskipisteissa¨ on ma¨a¨ritelty, arvot muissa pisteissa¨
lasketaan interpoloimalla.
3D-BROUWER-ongelman parametri n ∈ Z+ ma¨a¨ra¨a¨ yksikko¨kuution jaon, jossa
jokainen yksikko¨kuution sivu jaetaan 2−n mittaisiin osiin. Jaossa syntyy 23n pikku-
kuutiota. Merkita¨a¨n yksitta¨ista¨ pikkukuutiota
Kijk = {(x, y, z) | i2−n ≤ x ≤ (i+ 1)2−n,
j2−n ≤ y ≤ (j + 1)2−n, ja
k2−n ≤ z ≤ (k + 1)2−n},
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jossa i, j, k ∈ {0, . . . 2n − 1}. Pikkukuution Kijk keskipistetta¨ merkita¨a¨n cijk:lla.
Funktion φ arvo pikkukuution Kijk keskipisteessa¨ cijk on
φ(cijk) = cijk + δ,
jossa vektori δ ∈ R3 on funktion φ poikkeutus pisteessa¨ cijk. Se kertoo, mihin suun-
taan funktio φ siirta¨a¨ pikkukuution keskipistetta¨ cijk. Poikkeutukselle δ on nelja¨
mahdollista arvoa:
δ1 = (α, 0, 0)
δ2 = (0, α, 0)
δ3 = (0, 0, α)
δ4 = (−α,−α,−α).
Poikkeutukset δ1, δ2 ja δ3 siirta¨va¨t siis pistetta¨ positiiviseen suuntaan koordinaat-
tiakselien 1, 2 ja 3 suhteen. Poikkeutus δ4 siirta¨a¨ pistetta¨ negatiiviseen suuntaan kaik-
kien koordinaattiakselien suhteen. Poikkeutuksen pituus yhden koordinaatin suun-
taan on α = 2−2n. Poikkeutus on siis pienempi kuin pikkukuution sivun pituus 2−n.
Jotta yksikko¨kuution kuva sisa¨ltyisi yksikko¨kuutioon, on yksikko¨kuution reunoilla
olevien pikkukuutioiden keskipisteet kuvattava kuution sisa¨a¨n pa¨in. Ta¨ma¨ varmiste-
taan asettamalla seuraavat ehdot poikkeutuksille yksikko¨kuution reunoilla olevissa
pikkukuutioissa:
φ(c0jk) = c0jk + δ1,
φ(ci0k) = ci0k + δ2,
φ(cij0) = cij0 + δ3,
φ(c(2n−1)jk) = c(2n−1)jk + δ4,
φ(ci(2n−1)k) = ci(2n−1)k + δ4 ja
φ(cij(2n−1)) = cij(2n−1) + δ4.
(1)
Jos jotkin kolmesta ensimma¨isesta¨ ehdosta ovat ristiriidassa, ristiriita ratkaistaan
mielivaltaisesti. Esimerkiksi pikkukuution K00k keskipisteessa¨ c00k poikkeutus voi
olla δ1 tai δ2. Jos jokin kolmesta ensimma¨isesta¨ ehdosta on ristiriidassa jonkin kolmen
ja¨lkimma¨isesta¨ ehdosta kanssa, ristiriita ratkaistaan ensimma¨isen ehdon hyva¨ksi.
Esimerkiksi pikkukuution K0j(2n−1) keskipisteessa¨ c0j(2n−1) poikkeutus on δ1. Na¨in
varmistetaan, ettei yksikko¨kuution reunalla olevien pikkukuutioiden keskipisteita¨
kuvata reunaa kohti.
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3D-BROUWER-ongelman syo¨tteena¨ on looginen piiri C, joka laskee poikkeutukset
pikkukuutioiden keskipisteissa¨. Piiri C ottaa syo¨tteksi pikkukuution koordinaatit
(i, j, k) bina¨a¨rilukuina ja palauttaa kuusi bittia¨: ∆x+, ∆x−, ∆y+, ∆y−, ∆z+ ja
∆z−. Poikkeutus kyseisen pikkukuution keskipisteessa¨ cijk ma¨a¨ritella¨a¨n niiden avulla
seuraavasti:
δ1 : ∆x
+ on 1, muut 0,
δ2 : ∆y
+ on 1, muut 0,
δ3 : ∆z
+ on 1, muut 0 ja
δ4 : ∆x
−,∆y− ja ∆z− ovat 1, muut 0.
Pikkukuutioiden keskipisteiden poikkeutukset ma¨a¨ritteleva¨t pikkukuutioiden va¨ri-
tyksen nelja¨lla¨ eri va¨rilla¨. Esimerkiksi pikkukuutiot, joiden keskipisteissa¨ poikkeutus
on δ1, saavat va¨rin 1.
Jokaisen aidosti yksikko¨kuution sisa¨lla¨ olevan kulmapisteen vieressa¨ on kahdeksan
pikkukuutiota. Kulmaa sanotaan moniva¨riseksi (panchromatic), jos kaikki nelja¨ va¨-
ria¨ esiintyva¨t sen viereisissa¨ pikkukuutioissa. Moniva¨rinen kulma ei voi esiintya¨ yk-
sikko¨kuution ulkopinnalla, koska yksikko¨kuution reunalla olevien pikkukuutioiden
va¨reja¨ rajoitetaan ehtojen (1) avulla. Kuvassa 11 on esimerkki 3D-BROUWER-
ongelman poikkeutukset ma¨a¨ritteleva¨sta¨ funktiosta ja pikkukuutioiden va¨rityksessa¨
syntyva¨sta¨ moniva¨risesta¨ kulmasta.
Moniva¨risessa¨ kulmassa sen viereisten pikkukuutioiden poikkeutukset la¨hes kumoa-
vat toisensa. Kiintopiste ja moniva¨rinen kulma esiintyva¨t aina la¨hekka¨in [DGP06].
Kiintopisteen likima¨a¨ra¨isen sijainnin ma¨a¨ritta¨miseksi riitta¨a¨ siis lo¨yta¨a¨ moniva¨rinen
kulma.
3D-BROUWER-ongelman syo¨tteena¨ oleva funktio ta¨ytta¨a¨ edelleen Brouwerin kiin-
topistelauseen ehdot, joten silla¨ on kiintopiste. Ta¨ma¨n seurauksena myo¨s moniva¨ri-
nen kulma on aina olemassa.
3D-BROUWER-ongelman syo¨tteena¨ on siis looginen piiri C, joka ma¨a¨rittelee funk-
tion φ laskemalla funktion φ ma¨a¨ra¨a¨ma¨t poikkeutukset pikkukuutioiden keskipis-
teissa¨. Ongelman ratkaisuna on moniva¨risen kulman sijainti. Parametri n ma¨a¨ra¨a¨
yksikko¨kuution jaossa syntyvien pikkukuutioiden ma¨a¨ra¨n ja piirin C syo¨tteen pituu-
den. 3D-BROUWER-ongelman tapauksen koko on piirin C esitta¨miseen tarvittavan
tilan ma¨a¨ra¨n ja kokonaisluvun n summa eli |C|+ n.
Parametrin n kasvaessa pikkukuutioiden ma¨a¨ra¨ kasvaa eksponentiaalisesti. Moniva¨-
rinen kulma voidaan etsia¨ triviaalisti tarkastamalla jokainen kulma erikseen, mutta
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Kuva 11: Esimerkki ongelman 3D-BROUWER syo¨tteena¨ olevasta funktiosta. Poik-
keutukset δ1, δ2, δ3 ja δ4 vastaavat pikkukuutioiden va¨reja¨ vaaleammasta tummem-
paan. Era¨s moniva¨rinen kulma on merkitty valkoisella rastilla.
silloin aikavaativuus on eksponentiaalinen suhteessa tapauksen kokoon.
3D-BROUWER-ongelma on rajoitettu versio aikaisemmin esitetysta¨ BROUWER-
ongelmasta. 3D-BROUWER-ongelmassa yksikko¨kuution ulottuvuuksien ma¨a¨ra¨ksi
on kiinnitetty kolme ja syo¨tteena¨ olevalle funktiolle asetetaan tiukempia rajoituk-
sia. Lisa¨ksi 3D-BROUWER-ongelman ratkaisuksi riitta¨a¨ kiintopisteen likima¨a¨ra¨inen
sijainti.
BROUWER-ongelmassa yksikko¨kuutio jaetaan nd pikkukuutioon ja tapauksen koko
on |C|+log n. 3D-BROUWER-ongelmassa yksikko¨kuutio jaetaan 23n pikkukuutioon
ja tapauksen koko on |C| + n. Molemmissa ongelmissa pikkukuutioiden ma¨a¨ra¨ on
siis eksponentiaalinen suhteessa tapauksen kokoon.
3D-BROUWER-ongelma kuuluu ongelmaluokkaan PPAD, silla¨ se on rajoitettu ver-
sio PPAD-luokkaan kuuluvasta BROUWER-ongelmasta. Se on myo¨s PPAD-vaikea,
silla¨ EOL-ongelma voidaan ratkaista sen avulla [DGP06].
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5 r-NASH-ongelma kuuluu ongelmaluokkaan
PPAD
Ta¨ssa¨ luvussa todistetaan, etta¨ approksimatiivisen Nashin tasapainon lo¨yta¨mison-
gelma r-NASH kuuluu ongelmaluokkaan PPAD. Todistusta ta¨lle tulokselle ei ole
aiemmin esitetty. Tuloksen mainitaan seuraavan r-NASH-ongelman palautumisesta
EOL-ongelmaan Brouwerin lauseen ja Spernerin lemman avulla (ks. esim. [DGP06]).
Varsinaisen todistuksen muodostaminen ta¨ma¨n tiedon avulla ei kuitenkaan ole suo-
raviivaista.
Toisaalta 2-NASH-ongelman kuulumisen ongelmaluokkaan PPAD mainitaan olevan
seuraus siita¨, etta¨ ongelma 2-NASH voidaan muotoilla lineaarisena komplementtion-
gelmana ja ratkaista esimerkiksi Lemken algoritmilla [Pap94]. Myo¨ska¨a¨n ta¨ta¨ kaut-
ta palautus EOL-ongelmaan ei ole suoraviivainen Lemken algoritmin alussa tehta¨-
va¨n satunnaisvalinnan takia. Vaikka satunnaisvalinta determinisoitaisiin, Lemken
algoritmi seuraa polkua graafissa, joka muodostuu alkusolmusta ja siita¨ la¨htevis-
ta¨ ketjuista. Ketjun pa¨a¨n etsiminen ta¨llaisessa graafissa ei palaudu suoraviivaisesti
nielusolmun tai toisen la¨hdesolmun etsimiseen EOL-ongelmassa.
Seuraavaksi todistetaan r-NASH-ongelman kuuluminen ongelmaluokkaan PPAD
ratkaisemalla se BROUWER-ongelman (ks. luku 4.2) avulla. Vaikka Nashin tasapai-
not voidaan etsia¨ Brouwer-funktion kiintopisteiden avulla, r-NASH-ongelman ratkai-
seminen BROUWER-ongelman avulla ei ole mutkatonta. Vaikeutena on esimerkiksi
se, etta¨ BROUWER-ongelman syo¨tteena¨ oleva funktio ma¨a¨ritella¨a¨n jakamalla yk-
sikko¨kuutio pikkukuutioihin ja ilmoittamalla funktion arvot pikkukuutioiden kulma-
pisteissa¨. Muissa pisteissa¨ arvot lasketaan lineaarisesti interpoloimalla. BROUWER-
ongelmassa siis rajoitetaan sita¨, millainen syo¨tteena¨ oleva funktio voi olla. Ongelman
ratkaisu on interpoloimalla muodostetun funktion kiintopiste, joka ei va¨ltta¨ma¨tta¨ ole
sellaisen funktion kiintopiste, joka yhtyy interpoloimalla muodostettuun funktioon
vain pikkukuutioiden kulmapisteissa¨.
r-NASH-ongelmassa annettuna on a¨a¨rellinen strateginen peli normaalimuodossa ja
parametri ε. Yleisyytta¨ rajoittamatta voidaan olettaa, etta¨ syo¨tteena¨ annetun pe-
lin hyo¨dyt kuuluvat va¨lille [0, 1] (ks. luku 2.5). r-NASH-ongelman ratkaisuna on ε-
approksimatiivinen Nashin tasapaino. Approksimatiivisen tasapainon ma¨a¨ritelma¨na¨
ka¨yteta¨a¨n ma¨a¨ritelma¨a¨ 2.3.3. Taulukossa 2 on yhteenveto a¨a¨rellisten strategisten
pelien esitta¨misessa¨ ka¨ytetyista¨ merkinno¨ista¨, joita ka¨yteta¨a¨n myo¨s ta¨ssa¨ todistuk-
sessa.
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Ta¨ssa¨ luvussa pelaajama¨a¨ra¨a¨ r ka¨sitella¨a¨n vakiona, jolloin pelin normaalimuotoisen
esityksen koko on polynominen suhteessa pelin kokoon eli puhtaiden strategioiden
ma¨a¨ra¨a¨n. Todistus yleistyy suoraviivaisesti tapauksiin, joissa pelaajama¨a¨ra¨a¨ ei ka¨-
sitella¨ vakiona. Silloin syo¨tteena¨ oleva peli on esitetta¨va¨ tiiviimma¨ssa¨ muodossa,
jolloin pelin esityksen koko on polynominen suhteessa seka¨ puhtaiden strategioiden
ma¨a¨riin etta¨ pelaajama¨a¨ra¨a¨n.
Palautus muodostetaan ma¨a¨rittelema¨lla¨ Brouwer-funktio f , jonka kiintopisteet vas-
taavat syo¨tteena¨ annetun pelin Nashin tasapainoja. BROUWER-ongelman tapauk-
sen muodostavat funktion f lineaarisesti interpoloitu muunnelma f˜ ja parametri n,
joka valitaan riitta¨va¨n suureksi. Funktio f˜ esiteta¨a¨n sen poikkeutukset laskevan loo-
gisen piirin C avulla, ja muodostettavan BROUWER-ongelman tapauksen koko on
|C|+log n. Tapauksen koon on oltava polynominen suhteessa alkupera¨isen r-NASH-
ongelman tapauksen kokoon. Luvussa 5.2 esiteta¨a¨n ma¨a¨ritelma¨ funktiolle f˜ , mutta
piirin C muodostamisen yksityiskohtia ei ka¨sitella¨.
BROUWER-ongelman ratkaisuna on funktion f˜ kiintopiste. Se ei va¨ltta¨ma¨tta¨ ole
funktion f kiintopiste. Lopuksi todistetaan kuitenkin, etta¨ funktion f˜ kiintopis-
teen avulla voidaan muodostaa syo¨tteena¨ annetun pelin ε-approksimatiivinen Nas-
hin tasapaino.
Luvussa 5.1 ma¨a¨ritella¨a¨n annetun pelin avulla funktio f , jonka kiintopisteet vas-
taavat Nashin tasapainoja. Luvussa 5.2 ma¨a¨ritella¨a¨n sen lineaarisesti interpoloitu
muunnelma f˜ , joka on kelvollinen syo¨te BROUWER-ongelmalle. Luvussa 5.3 todis-
tetaan, etta¨ funktion f˜ kiintopisteen avulla voidaan lo¨yta¨a¨ annetun pelin approksi-
matiivinen Nashin tasapaino.
5.1 Nashin tasapainot funktion kiintopisteina¨
Seuraavaksi ma¨a¨ritelta¨va¨ jatkuva funktio f : [0, 1]T → [0, 1]T kuvaa T -ulotteisen yk-
sikko¨kuution itselleen. T koordinaattiakselia vastaavat puhtaita strategioita, jolloin
kuution sisa¨lla¨ oleva piste ilmaisee kaikkien puhtaiden strategioiden todenna¨ko¨isyy-
det. Kaikki kuution pisteet eiva¨t kuitenkaan ole kelvollisia strategiaprofiileja, silla¨
kaikkien pelaajien puhtaiden strategioiden todenna¨ko¨isyyksien summa ei va¨ltta¨ma¨t-
ta¨ ole 1.
Pelaajan p puhtaiden strategioiden todenna¨ko¨isyyksien summaa kutsutaan strate-
gian xp 1-normiksi, jota merkita¨a¨n ‖xp‖1 =
∑
ai∈Ap
|xpi |. Muita todistuksessa ka¨y-
tetta¨via¨ normeja ovat 2-normi ‖v‖2 =
√∑
i(vi)
2 ja ∞-normi ‖v‖∞ = maxi |vi|.
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Funktion f poikkeutus pisteessa¨ x ma¨a¨ritella¨a¨n kahden jatkuvan funktion, f1 ja f2,
keskiarvona. Funktio f1 siirta¨a¨ pistetta¨ sellaiseen suuntaan, etta¨ se on la¨hempa¨na¨
kelvollista strategiaprofiilia, jossa jokaisen pelaajan strategian 1-normi on 1. Funktio
f2 siirta¨a¨ pistetta¨ sellaiseen suuntaan, jossa jokaisen pelaajan strategia on parem-
pi vastaus muiden pelaajien strategioihin. Funktio f2 sa¨ilytta¨a¨ jokaisen pelaajan
strategian 1-normin ennallaan.
Pelaajan p hyo¨dyn odotusarvo strategiaprofiilin ollessa x, eli up(x), ma¨a¨ritella¨a¨n
edelleen samalla tavalla kuin luvussa 2.2. Nyt lopputulosten todenna¨ko¨isyyksien
summa
∑
a∈A P (a | x) ei va¨ltta¨ma¨tta¨ ole 1.
Seuraavaksi esiteta¨a¨n funktioiden f1 ja f2 ma¨a¨ritelma¨t. Funktio f1 korjaa pelaajien
strategioiden 1-normeja la¨hemma¨s lukua 1. Ma¨a¨ritelma¨ on:
f1(x) = (f
1
1 (x
1), . . . , f r1 (x
r)), jossa
fp1 (x
p) = (fp1,1(x
p), . . . , fp1,tp(x
p)) ja
fp1,i(x
p) =


xpi + (1− ‖xp‖1)2(1− xpi )2/(Tn4) kun ‖xp‖1 < 1
xpi − (‖xp‖1 − 1)2(xpi )2/((tp)2Tn4) kun ‖xp‖1 > 1
xpi kun ‖xp‖1 = 1.
Jos strategian xp 1-normi on alle 1, funktio f1 lisa¨a¨ kaikkien puhtaiden strategioi-
den todenna¨ko¨isyytta¨. Jos taas strategian xp 1-normi on yli 1, funktio f1 va¨henta¨a¨
strategian kannatukseen kuuluvien puhtaiden strategioiden todenna¨ko¨isyytta¨. Jos
strategian xp 1-normi on 1, funktio f1 pita¨a¨ kaikkien puhtaiden strategioiden to-
denna¨ko¨isyydet ennallaan. Poikkeutus pelaajaan p liittyviin suuntiin riippuu vain
pelaajan omasta strategiasta xp, eiva¨tka¨ muiden pelaajien strategiat vaikuta siihen.
Kuva 12 havainnollistaa funktion f1 ma¨a¨ra¨a¨mia¨ poikkeutuksia siina¨ tapauksessa,
etta¨ pelaajalla on kaksi puhdasta strategiaa.
Seuraava apulause seuraa funktion f1 ma¨a¨ritelma¨sta¨ ja sita¨ tarvitaan todistettaes-
sa, etta¨ ta¨ssa¨ luvussa muodostettava funktio f˜ on kelvollinen syo¨te BROUWER-
ongelmalle.
Apulause 5.1.1. Funktio f1 on jatkuva. Se muuttaa pelaajan p puhtaan strategian
api ∈ Ap todenna¨ko¨isyytta¨ korkeintaan ma¨a¨ra¨n 1/(Tn2), jolloin pa¨tee ‖f1(x)−x‖∞ ≤
1/(Tn2) ja ‖f1(x)− x‖2 ≤ 1/n2.
Funktio f2 ma¨a¨ritella¨a¨n pelaajakohtaisesti. Se on muunnelma Geanakoploksen ar-
tikkelissa [Gea03] ka¨ytetysta¨ funktiosta, jonka avulla artikkelissa todistetaan Nashin
tasapainon olemassaolo.
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Kuva 12: Funktion f1 ma¨a¨ra¨a¨ma¨t poikkeutukset siina¨ tapauksessa, etta¨ pelaajal-
la on kaksi puhdasta strategiaa. 1-normin tasa-arvopinta ‖xp‖1 = 1 on merkitty
katkoviivalla. Kuvassa poikkeutuksien suuruutta on liioiteltu.
Funktio f2 siirta¨a¨ jokaisen pelaajan strategiaa 1-normin tasa-arvopinnalla kohti sel-
laista strategiaa, joka on parempi vastaus muiden pelaajien strategioihin. Ma¨a¨ritel-
ma¨ on seuraava:
f2(x) = (f
1
2 (x), . . . , f
r
2 (x)), jossa
fp2 (x) = argmax
s∈[0,1]t
p
:‖s‖1=‖xp‖1
up(s,x−p)− r2n4‖xp − s‖22.
Funktio fp2 siis korvaa strategian x
p strategialla s∗, jonka 1-normi on sama kuin
strategian xp ja joka maksimoi funktion up(s,x−p)− r2n4‖xp− s‖22. Strategian s∗ on
oltava va¨hinta¨a¨n yhta¨ hyva¨ vastaus kuin strategian xp eika¨ se saa sijaita liian kau-
kana strategiasta xp. Maksimoitavalla funktiolla on yksika¨sitteinen maksimikohta.
Funktioiden fp2 arvojen ma¨a¨ritta¨minen voidaan muotoilla konveksin kvadraattisen
ohjelmoinnin ongelmana ja ratkaista polynomisessa ajassa (ks. esim. [KTH79]).
Maksimoitavan funktion up(s,x−p)−r2n4‖xp−s‖22 arvo pisteessa¨ s = xp on up(x) ≥
0, joten myo¨s funktion maksimikohdassa s∗ pa¨tee up(s∗,x−p)− r2n4‖xp − s∗‖22 ≥ 0.
Seurauksena pa¨tee ‖xp − s∗‖22 ≤ up(s∗,x−p)/(r2n4) ≤ 1/(r2n4) ja ‖fp2 (x) − xp‖2 ≤
1/(rn2).
Ta¨sta¨ tiedosta, funktion funktion f2 ma¨a¨ritelma¨sta¨ ja siita¨, etta¨ hyo¨tyfunktiot u
p
ovat jatkuvia, seuraa seuraava apulause. Sita¨ tarvitaan todistettaessa, etta¨ luvus-
sa 5.2 muodostettava funktio f˜ on kelvollinen syo¨te BROUWER-ongelmalle.
Apulause 5.1.2. Funktio f2 on jatkuva. Sen ma¨a¨rittelema¨n poikkeutuksen pituus
on korkeintaan 1/n2, eli pa¨tee ‖f2(x) − x‖2 ≤ 1/n2. Funktio f2 siirta¨a¨ pistetta¨ xp
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1-normin tasa-arvopinnalla kasvattaen niiden puhtaiden strategioiden todenna¨ko¨i-
syyksia¨, joista saatava hyo¨ty on suurempi kuin strategiasta xp saatava hyo¨ty.
Funktion f ma¨a¨ra¨a¨ma¨ poikkeutus pisteessa¨ x on funktioiden f1 ja f2 ma¨a¨ra¨a¨mien
poikkeutusten keskiarvo:
f(x) = (f 1(x), . . . , f r(x)), jossa fp(x) = fp1 (x
p)/2 + fp2 (x)/2.
Funktio f on jatkuva, kuvaa yksikko¨kuution yksikko¨kuutioon, ja sen ma¨a¨ra¨a¨ma¨n
poikkeutuksen pituus on alle 1/n2. Seuraavaksi todistetaan, etta¨ funktion f kiinto-
pisteet vastaavat syo¨tteena¨ annetun pelin Nashin tasapainoja. Esitetta¨va¨ todistus
ei kuitenkaan riita¨ palauttamaan r-NASH-ongelmaa BROUWER-ongelmaan, silla¨
funktio f ei ole BROUWER-ongelman kelvollinen syo¨te. Funktion f arvot yksik-
ko¨kuution sisa¨lla¨ eiva¨t ma¨a¨ra¨ydy lineaarisen interpoloinnin avulla. Ta¨ma¨n takia
BROUWER-ongelman syo¨tteena¨ ei ole funktio f vaan sen lineaarisesti interpoloi-
tu muunnelma f˜ . Todistus ei myo¨ska¨a¨n ole va¨ltta¨ma¨to¨n palautuksen kannalta, silla¨
on erikseen todistettava, etta¨ annetun pelin ε-approksimatiivinen Nashin tasapaino
voidaan lo¨yta¨a¨ funktion f˜ kiintopisteen avulla.
Apulause 5.1.3. Piste x ∈ [0, 1]T on tarkasteltavan pelin Nashin tasapaino, jos ja
vain jos se on funktion f kiintopiste.
Todistus. Todistetaan erikseen, etta¨ jokainen Nashin tasapaino on kiintopiste, ja
etta¨ jokainen kiintopiste on Nashin tasapaino.
1. Jokainen Nashin tasapaino on kiintopiste. Jos piste x on Nashin tasapaino, jokai-
sen pelaajan strategian 1-normi on 1. Silloin jokaiselle pelaajalle pa¨tee f1(x
p) = xp
eli funktion fp1 ma¨a¨ra¨a¨ma¨ poikkeutus on 0.
Tarkastellaan funktion fp2 poikkeutusta mielivaltaisen pelaajan p osalta. Maksimoi-
tavan funktion up(s,x−p)−r2n4‖xp−s‖22 arvo pisteessa¨ s = xp on up(x). Koska x on
Nashin tasapaino, kaikille strategioille s 6= xp, joiden normi on sama kuin strategian
xp, pa¨tee
up(s,x−p)− r2n4‖xp − s‖22 < up(s,x−p) ≤ up(x).
Siis mika¨a¨n strategia s 6= xp ei voi olla maksimoitavan funktion maksimikohta, eli
pa¨tee fp2 (x) = x
p. Na¨in ollen piste x on funktion f kiintopiste.
2. Jokainen kiintopiste on Nashin tasapaino. Olkoon x funktion f kiintopiste. Funk-
tio fp2 siirta¨a¨ strategiaa x
p 1-normin tasa-arvopinnalla ja funktio fp1 pois tasa-
arvopinnalta. Funktioiden f1 ja f2 ma¨a¨rittelema¨t poikkeutukset pisteessa¨ x eiva¨t
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siis voi kumota toisiaan. Piste x on seka¨ funktion f1 etta¨ funktion f2 kiintopiste, eli
pa¨tee f1(x) = x ja f2(x) = x.
Jos piste x on funktion f1 kiintopiste, jokaisen pelaajan strategian 1-normi on 1.
Jos ta¨llainen piste x on lisa¨ksi funktion f2 kiintopiste, niin se on Nashin tasa-
paino [Gea03]. Se todistetaan osoittamalla, etta¨ kelvollinen strategiaprofiili x ∈ S,
joka ei ole Nashin tasapaino, ei ole funktion f2 kiintopiste.
Jos pisteessa¨ x jokaisen pelaajan strategian 1-normi on 1, mutta piste x ei ole Nashin
tasapaino, jokin pelaaja p hyo¨tyisi strategiansa xp ∈ Sp vaihtamisesta strategiaan
b ∈ Sp. Osoitetaan, ettei funktion fp2 ma¨a¨ra¨a¨ma¨ poikkeutus ole 0 eli etta¨ piste
xp ole maksimoitavan funktion up(s,x−p) − r2n4‖xp − s‖22 maksimikohta. Riitta¨a¨
osoittaa, etta¨ on olemassa piste, jossa maksimoitavan funktion arvo on suurempi
kuin pisteessa¨ xp.
Tarkastellaan strategiaa b′ = βb+ (1− β)xp, jossa β on luku va¨lilta¨ ]0, 1]. Tarkas-
teltava strategia b′ on strategioiden xp ja b va¨lisella¨ suoralla ja sen 1-normi on sama
kuin strategioiden xp ja b. Maksimoitavan funktion up(s,x−p)− r2n4‖xp− s‖22 arvo
pisteessa¨ s = b′ on
up(βb+ (1− β)xp,x−p)− r2n4‖xp − (βb+ (1− β)xp)‖22
= up(xp) + β(up(b,x−p)− up(x))− r2n4β2‖xp − b‖22.
Pisteessa¨ xp maksimoitavan funktion arvo up(x). Kun parametri β on tarpeeksi
pieni, pisteessa¨ b′ maksimoitavan funktion arvo on suurempi kuin pisteessa¨ xp. Siis
pisteen xp la¨helta¨ lo¨ytyy piste, jossa maksimoitavan funktion arvo on suurempi kuin
pisteessa¨ xp. Piste xp ei siis ole maksimoitavan funktion maksimikohta eika¨ funktion
f2 ma¨a¨ra¨a¨ma¨ poikkeutus ole 0.
Ta¨ssa¨ luvussa ma¨a¨ritellyn funktion f kiintopisteet vastaavat siis annetun pelin
Nashin tasapainoja. Funktio f ei kuitenkaan ole kelvollinen syo¨te BROUWER-
ongelmalle, silla¨ sen arvoja ei voida ma¨a¨ritta¨a¨ lineaarisesti interpoloimalla. Todis-
tusta jatketaan ma¨a¨rittelema¨lla¨ funktion f muunnelma, joka on kelvollinen syo¨te
BROUWER-ongelmalle.
5.2 BROUWER-ongelman syo¨tteeksi annettava funktio
BROUWER-ongelmalle annetaan syo¨tteeksi funktion f lineaarisesti interpoloitu
muunnelma f˜ . Funktion f˜ ma¨a¨rittelya¨ varten yksikko¨kuutio jaetaan pikkukuutioi-
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hin jakamalla jokainen koordinaattiakseli 1/n mittaisiin osiin. Parametri n valitaan
myo¨hemmin. Jaossa syntyy nT pikkukuutiota. Funktio f˜ saa pikkukuutioiden kul-
mapisteissa¨ samat arvot kuin funktio f ja sen arvot pikkukuutioiden sisa¨lla¨ saadaan
kulmapisteiden arvoista lineaarisesti interpoloimalla. Vastaavasti ma¨a¨ritella¨a¨n funk-
tiot f˜1 ja f˜2. Funktio f˜ ta¨ytta¨a¨ BROUWER-ongelman syo¨tteelle asetetut ehdot (ks.
luku 4.2).
BROUWER-ongelman tapauksen muodostavat funktio f˜ ja parametri n. Ongelman
ratkaisuna on mika¨ tahansa funktion f˜ kiintopiste x ∈ [0, 1]T , eli piste, jolle pa¨tee
f˜(x) = x. Piste x ei va¨ltta¨ma¨tta¨ ole funktion f kiintopiste eika¨ na¨in ollen vastaa
Nashin tasapainoa.
Seuraavaksi todistetaan, etta¨ funktion f˜ kiintopisteen avulla voidaan kuitenkin muo-
dostaa syo¨tteena¨ annetun pelin ε-approksimatiivinen Nashin tasapaino. Erityisesti
ta¨ytyy todistaa, etta¨ interpoloinnista huolimatta funktion f˜ kiintopisteessa¨ funktioi-
den f˜1 ja f˜2 poikkeutukset eiva¨t voi kumota toisiaan niin, etta¨ molemmat poikkeu-
tukset olisivat pituudeltaan suuria, mutta niiden keskiarvo olisi nolla.
Aluksi todistetaan, ettei funktion f˜ kiintopiste voi olla pikkukuutiossa, jossa jon-
kin pelaajan strategian 1-normi on yli 1 kaikissa kulmapisteissa¨ tai alle 1 kaikissa
kulmapisteissa¨ (apulause 5.2.2). Sen ja¨lkeen todistetaan, ettei funktion f˜ kiintopiste
voi myo¨ska¨a¨n olla pikkukuutiossa, jonka kulmapisteessa¨ jonkin pelaajan strategia ei
ole melkein paras vastaus muiden pelaajien strategioihin (apulause 5.2.5).
Seuraava apulausetta tarvitaan todistettaessa etteiva¨t funktioiden f˜1 ja f˜2 poikkeu-
tukset voi kumota toisiaan.
Apulause 5.2.1. Funktio f˜2 sa¨ilytta¨a¨ jokaisen pelaajan sekastrategian 1-normin,
eli kaikille pelaajille p pa¨tee ‖f˜p2 (x)‖1 = ‖xp‖1.
Todistus. Funktion f2 ma¨a¨ritelma¨n perusteella tiedeta¨a¨n, etta¨ se sa¨ilytta¨a¨ jokaisen
pelaajan sekastrategian 1-normin. On todistettava, etta¨ myo¨s lineaarisesti interpo-
loitu muunnelma f˜2 toteuttaa ta¨ma¨n ehdon.
Tarkastellaan pikkukuutioiden kulmapisteita¨ x ja y, jotka eroavat toisistaan vain
yhden koordinaatin osalta. Olkoon z jokin piste pisteiden x ja y va¨lisella¨ janalla.
Voidaan merkita¨ z = βx + (1 − β)y, missa¨ β ∈ [0, 1]. Strategian zp 1-normi on
β‖xp‖1 + (1− β)‖yp‖1.
Tarkastellaan mita¨ tahansa pelaajaa p. Koska pisteet x ja y ovat pikkukuutioiden
kulmapisteita¨, pa¨tee ‖f˜p2 (x)‖1 = ‖fp2 (x)‖1 = ‖xp‖1 ja ‖f˜p2 (y)‖1 = ‖fp2 (y)‖1 = ‖yp‖1.
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Funktion f˜2 arvo pisteessa¨ z saadaan lineaarisesti interpoloimalla, jolloin pa¨tee
‖f˜p2 (z)‖1 = ‖βf˜p2 (x) + (1− β)f˜p2 (y)‖1
= β‖f˜p2 (x)‖1 + (1− β)‖f˜p2 (y)‖1
= β‖xp‖1 + (1− β)‖yp‖1
= ‖zp‖1.
Jos siis interpoloidaan vain yhden koordinaatin suhteen, haluttu ominaisuus on voi-
massa siina¨ pisteessa¨, jossa funktion f˜2 arvo lasketaan. Vastaavasti voidaan todistaa,
etta¨ jatkettaessa interpolointia muiden koordinaattien suhteen haluttu ominaisuus
on voimassa kaikissa pisteissa¨, joissa funktion f˜2 arvo lasketaan interpoloinnin aika-
na.
Seuraavaksi todistetaan, etta¨ pikkukuutiossa, jossa funktion f˜ kiintopiste on, jokai-
sen pelaajan strategian 1-normi on la¨hella¨ lukua 1.
Apulause 5.2.2. Jos jonkin pelaajan p strategian 1-normi on pikkukuution jokai-
sessa kulmapisteessa¨ suurempi kuin 1 tai jokaisessa kulmapisteessa¨ pienempi kuin 1,
niin kyseisessa¨ pikkukuutiossa ei ole funktion f˜ kiintopistetta¨.
Todistus. Todistetaan tapaus, jossa pikkukuution jokaisessa kulmapisteessa¨ x pe-
laajan p 1-normi on suurempi kuin 1, eli pa¨tee ‖xp‖1 > 1. Tapaus, jossa pikkukuu-
tion jokaisessa kulmapisteessa¨ x pelaajan p 1-normi on pienempi kuin 1 eli pa¨tee
‖xp‖1 < 1, todistetaan vastaavasti. Kuva 13 havainnollistaa todistuksen tilannetta.
Olkoon x se kyseisen pikkukuution kulmapiste, jossa pelaajan p 1-normi on la¨hinna¨
lukua 1. Olkoon y mika¨ tahansa kyseisen pikkukuution kulmapiste.
Koska pa¨tee ‖xp‖1 > 1, niin strategiassa xp jonkin puhtaan strategian api todenna¨ko¨i-
syys on suurempi kuin 1/tp, eli pa¨tee xpi > 1/t
p. Strategiassa yp puhtaan strategian
api todenna¨ko¨isyys on va¨hinta¨a¨n yhta¨ suuri, eli pa¨tee y
p
i > 1/t
p.
Pisteessa¨ y funktio f1 va¨henta¨a¨ strategian a
p
i todenna¨ko¨isyytta¨ ma¨a¨ra¨n (‖yp‖1 −
1)2(ypi )
2/((tp)2Tn4) > 0. Jokaisessa tarkasteltavan pikkukuution kulmapisteessa¨
funktio f1 siis va¨henta¨a¨ puhtaan strategian a
p
i todenna¨ko¨isyytta¨. Olkoon a pienim-
ma¨n va¨hennyksen suuruus.
Olkoon z mika¨ tahansa tarkasteltavan pikkukuution piste. Apulauseen 4.2.3 mukaan
pisteessa¨ z funktio f˜1 va¨henta¨a¨ puhtaan strategian a
p
i todenna¨ko¨isyytta¨ va¨hinta¨a¨n
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Kuva 13: Poikkeutukset pikkukuutiossa, jonka jokaisessa kulmapisteessa¨ pelaajan
p strategian 1-normi on suurempi kuin 1. 1-normin tasa-arvopinnat on merkitty
katkoviivalla. Funktion f˜1 poikkeutukset on merkitty paksulla nuolella ja funktion
f˜2 mahdollinen poikkeutus ohuella nuolella.
ma¨a¨ra¨n a. Pisteessa¨ z funktio f˜1 ei kasvata minka¨a¨n puhtaan strategian todenna¨-
ko¨isyytta¨. Siis se va¨henta¨a¨ strategian zp 1-normia va¨hinta¨a¨n ma¨a¨ra¨n a.
Apulauseen 5.2.1 mukaan funktio f˜2 sa¨ilytta¨a¨ strategian z
p 1-normin ennallaan,
joten sen ma¨a¨ra¨a¨ma¨ poikkeutus pisteessa¨ z ei voi kumota funktion f˜1 ma¨a¨ra¨a¨ma¨a¨
poikkeutusta. Siis piste z ei ole funktion f˜ kiintopiste.
Todettiin siis, ettei mika¨a¨n tarkasteltavan pikkukuution piste z ole funktion f˜ kiin-
topiste, eli kaikilla tarkasteltavan pikkukuution pisteilla¨ z pa¨tee f˜(z) 6= z.
Apulauseen 5.2.2 nojalla funktion f˜ kiintopisteen sisa¨lta¨va¨ssa¨ pikkukuutiossa on siis
jokaisen pelaajan p osalta ainakin yksi kulmapiste, jossa pelaajan strategian 1-normi
on va¨hinta¨a¨n 1, ja ainakin yksi kulmapiste, jossa se on korkeintaan 1. Koska yhdes-
sa¨ kulmapisteessa¨ pelaajan p strategin 1-normi on korkeintaan 1 ja muissa kulma-
pisteissa¨ jokaisen puhtaan strategian todenna¨ko¨isyys on korkeintaan 1/n suurempi,
on jokaisessa kulmapisteessa¨ pelaajan p strategian 1-normi korkeintaan 1 + T/n.
Vastaavasti voidaan pa¨a¨tella¨, etta¨ jokaisessa kulmapisteessa¨ pelaajan p strategian
1-normi on va¨hinta¨a¨n 1 − T/n. Funktion f˜ kiintopisteen sisa¨lta¨va¨n pikkukuution
kulmapisteissa¨ jokaisen pelaajan strategian normi on siis 1± T/n.
Halutaan todistaa myo¨s, etta¨ funktion f˜ kiintopisteen la¨hella¨ jokaisen pelaajan stra-
tegia on melko hyva¨ vastaus muiden pelaajien strategioihin. Sen todistamiseen tar-
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vitaan seuraavaa apulausetta.
Apulause 5.2.3. Jos pikkukuution kulmapisteessa¨ x ∈ {0, 1/n, . . . , 1}T pelaaja p
hyo¨tyisi va¨hinta¨a¨n ε/6 vaihtamalla strategiaansa 1-normin sa¨ilytta¨en, niin pisteessa¨
x funktion f2 poikkeutuksen pituus jonkin koordinaatin suuntaan on va¨hinta¨a¨n 1/n
5,
eli pa¨tee ‖f2(x)− x‖∞ ≥ 1/n5, kun parametri n valitaan riitta¨va¨n suureksi.
Todistus. Olkoon b sellainen strategia, johon vaihtamalla pelaaja p hyo¨tyisi va¨hin-
ta¨a¨n ε/6, ja jonka 1-normi on sama kuin strategian xp. Koska strategiat xp ja b
kuuluvat yksikko¨kuutioon [0, 1]t
p
, niille pa¨tee ‖xp − b‖2 ≤ ‖xp − b‖1 ≤ tp.
Tarkastellaan maksimoitavan funktion up(s,x−p) − r2n4‖xp − s‖22 arvoa pisteessa¨
s = βb+(1−β)xp, jossa β on reaaliluku va¨lilta¨ ]0, 1]. Maksimoitavan funktion arvo
on
up(βb+ (1− β)xp,x−p)− r2n4‖xp − (βb+ (1− β)xp)‖22
= up(x) + β(up(b,x−p)− up(x))− β2r2n4‖xp − b‖22.
Muuttujan β suhteen maksimoitava funktio on alaspa¨in aukeava paraabeli, ja sen
derivaatta on
up(b,x−p)− up(x)− 2βr2n4‖xp − b‖22.
Funktion maksimoiva valinta muuttujaksi β on siis derivaatan nollakohta
β =
up(b,x−p)− up(x)
2r2n4‖xp − b‖22
,
jossa maksimoitavan funktion arvo on
up(x) +
(up(b,x−p)− up(x))2
4r2n4‖xp − b‖22
≥ up(x) + (ε/6)
2
4r2n4 · tp
≥ up(x) + ε
2
144tpr2n4
.
(2)
Olkoon b′ mika¨ tahansa piste, jonka 1-normi on sama kuin pisteen xp ja joka on
la¨hella¨ pistetta¨ xp, eli jolle pa¨tee ‖b′‖1 = ‖xp‖1 ja ‖xp − b′‖∞ ≤ 1/n5. Strategia-
profiilit x ja (b′,x−p) eroavat yhden puhtaan strategian osalta korkeintaan ma¨a¨ra¨n
1/n5, joten apulauseen 2.5.1 pa¨tee up(x) = up(b′,x−p) ± |A|r/n5. Maksimoitavan
funktion arvo pisteessa¨ b′ on
up(b′,x−p)− r2n4‖xp − b′‖22 ≤ up(b′,x−p)
≤ up(x) + |A|r
n5
(3)
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Kun BROUWER-ongelman parametri n on riitta¨va¨n suuri, niin pa¨tee
ε2
144r2n4tp
>
|A|r
n5
.
Esimerkiksi valinta n > 144|A|r3T/ε2 > 144|A|r3tp/ε2 riitta¨a¨.
Epa¨yhta¨lo¨ista¨ (2) ja (3) ja parametrin n valinnasta seuraa, etta¨ maksimoitavan funk-
tion arvo pisteessa¨ βb + (1 − β)xp on suurempi kuin maksimoitavan funktion arvo
pisteessa¨ b′. Siis mika¨a¨n pistetta¨ xp la¨hella¨ oleva piste b′ ei voi olla maksimoitavan
funktion maksimikohta.
Koska funktio f2 siirta¨a¨ pisteen x
p maksimoitavan funktion maksimikohtaan, on
poikkeutuksen pituus jonkin puhtaan strategian suuntaan va¨hinta¨a¨n 1/n5, eli pa¨tee
‖f2(x)− x‖∞ ≥ 1/n5.
Seuraavissa apulauseissa tarvitaan strategian 1-normin muuttamista halutuksi lu-
vuksi. Muutos tehda¨a¨n lisa¨a¨ma¨lla¨ tai va¨henta¨ma¨lla¨ puhtaiden strategioiden toden-
na¨ko¨isyyksia¨ seuraavan ma¨a¨ritelma¨n mukaisesti:
Ma¨a¨ritelma¨ 5.2.4. Normin muuttaminen tehda¨a¨n kasvattamalla tai va¨henta¨ma¨lla¨
vapaavalintaisten puhtaiden strategioiden todenna¨ko¨isyyksia¨ tarvittava ma¨a¨ra¨. Jos
normia kasvatetaan, kasvatetaan vapaavalintaisten puhtaiden strategioiden toden-
na¨ko¨isyytta¨, ja jos normia va¨henneta¨a¨n, va¨henneta¨a¨n vapaavalintaisten puhtaiden
strategioiden todenna¨ko¨isyytta¨.
Seuraava apulause jatkaa todistusta siita¨, etta¨ funktion f˜ kiintopisteen la¨hella¨ jo-
kaisen pelaajan strategia on melko hyva¨ vastaus muiden pelaajien strategioihin.
Apulause 5.2.5. Olkoon x ∈ {0, 1/n, . . . , 1}T pikkukuution kulmapiste, jossa jo-
kaisen pelaajan p sekastrategian 1-normi on melkein 1, eli pa¨tee ‖xp‖1 = 1 ± T/n.
Jos pelaaja p hyo¨tyisi va¨hinta¨a¨n ma¨a¨ra¨n ε/3 vaihtamalla strategiaansa xp 1-normin
sa¨ilytta¨en, niin funktiolla f˜ ei ole kiintopistetta¨ pisteen x viereisessa¨ pikkukuutiossa.
Todistus. Olkoon b se strategia, johon vaihtamalla pelaaja p hyo¨tyisi va¨hinta¨a¨n ε/3,
ja jonka 1-normi on sama kuin strategian xp. Siis pa¨tee up(b,x−p) ≥ up(x) + ε/3.
Tarkastellaan mita¨ tahansa pisteen x vieressa¨ olevaa pikkukuutiota. Olkoon y sen
mika¨ tahansa kulmapiste. Todistetaan aluksi, etta¨ pisteessa¨ y jokin pelaaja hyo¨tyisi
va¨hinta¨a¨n ε/6 vaihtamalla strategiaansa 1-normin sa¨ilytta¨en.
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Pisteessa¨ y jokaisen pelaajan jokaisen puhtaan strategian todenna¨ko¨isyys eroaa pis-
teen x vastaavasta todenna¨ko¨isyydesta¨ korkeintaan ma¨a¨ra¨n 1/n, eli pa¨tee xpi =
ypi ± 1/n. Lisa¨ksi pa¨tee ‖xp‖1 = ‖yp‖1 ± tp/n.
Olkoon c piste, joka saadaan pisteesta¨ b muuttamalla sen 1-normi luvuksi ‖yp‖1
ma¨a¨ritelma¨n 5.2.4 mukaisesti. Normin muuttamisessa yhden puhtaan strategian to-
denna¨ko¨isyys muuttuu korkeintaan ma¨a¨ra¨n tp/n, jolloin pa¨tee cpi = b
p
i ± tp/n.
Apulause 2.5.1 on edelleen voimassa, vaikka tarkasteltavien strategioiden 1-normit
eiva¨t va¨ltta¨ma¨tta¨ ole 1. Apulauseen mukaan pa¨tee
up(c,y−p) ≥ up(b,x−p)− |A|rtp/n ja
up(x) ≥ up(y)− |A|r/n.
Saadaan siis
up(c,y−p) ≥ up(b,x−p)− |A|rtp/n
≥ up(x) + ε/3− |A|rtp/n
≥ up(y)− |A|r/n− |A|rtp/n+ ε/3.
≥ up(y)− 2|A|2r/n+ ε/3.
Jos valitaan 2|A|2r/n < ε/6 eli n > 12|A|2r/ε, niin pa¨tee up(c,y−p) ≥ up(y) + ε/6.
Pelaaja p hyo¨tyy siis va¨hinta¨a¨n ma¨a¨ra¨n ε/6 vaihtamalla strategiansa yp strategiaan
c 1-normin sa¨ilytta¨en.
Apulauseesta 5.2.3 seuraa, etta¨ kulmapisteessa¨ y pa¨tee ‖f2(y) − y‖∞ ≥ 1/n5, eli
funktion f2 ma¨a¨ra¨a¨ma¨ poikkeutus jonkin koordinaatin suuntaan on va¨hinta¨a¨n 1/n
5.
Viela¨ ei kuitenkaan ole osoitettu, etteiva¨t funktion f2 poikkeutukset tarkasteltavan
pikkukuution kulmapisteissa¨ voi olla vastakkaissuuntaisia, jolloin pikkukuution si-
sa¨lla¨ voisi olla funktion f˜ kiintopiste.
Pisteessa¨ yp funktio f2 lisa¨a¨ niiden puhtaiden strategioiden a
p
i todenna¨ko¨isyytta¨,
joista pelaaja saa paremman hyo¨dyn kuin nykyisesta¨ strategiasta. Olkoon api jokin
niista¨ pelaajan p puhtaista strategioista, johon vaihtamisesta pelaaja saisi suurim-
man hyo¨dyn, eli se, jolle up(api ,y
−p)− up(y) on suurin. Koska pisteessa¨ y pelaaja p
hyo¨tyy va¨hinta¨a¨n ε/6 vaihtamalla strategiansa 1-normin sa¨ilytta¨en, niin pa¨tee
up(api ,y
−p)− up(y) ≥ ε/6.
Puhdas strategia api on myo¨s yksi niista¨ puhtaista strategioista, joiden todenna¨-
ko¨isyytta¨ funktio f2 kasvattaa eniten. Koska poikkeutuksen pituus jonkin puhtaan
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strategian suuntaan on va¨hinta¨a¨n 1/n5, puhtaan strategian api todenna¨ko¨isyytta¨ kas-
vatetaan va¨hinta¨a¨n ma¨a¨ra¨ 1/n5.
Missa¨a¨n muussa saman pikkukuution kulmapisteessa¨ y′ funktio f2 ei va¨henna¨ puh-
taan strategian api todenna¨ko¨isyytta¨, silla¨ apulausetta 2.5.1 soveltamalla saadaan
up(api ,y
′−p)− up(y′) ≥ (up(api ,y−p)− |A|r/n)− (up(y) + |A|r/n)
≥ ε/6− 2|A|r/n > 0,
kun parametri n on valittu tarpeeksi suureksi, eli kun pa¨tee n > 12|A|r/ε.
Jokaisessa kulmapisteessa¨ siis lisa¨ta¨a¨n jonkin puhtaan strategian todenna¨ko¨isyytta¨
va¨hinta¨a¨n ma¨a¨ra¨ 1/n5, eika¨ saman puhtaan strategian todenna¨ko¨isyytta¨ va¨henneta¨
muissa kulmapisteissa¨. Apulauseesta 4.2.5 seuraa, etta¨ mielivaltaisessa pikkukuution
pisteessa¨ z funktio f˜2 kasvattaa jonkin puhtaan strategian todenna¨ko¨isyytta¨ ainakin
ma¨a¨ra¨n 1/(2Tn5).
Oletuksen mukaan jokaisen pelaajan strategian 1-normi on la¨hella¨ lukua 1, eli pa¨tee
‖xp‖1 = 1 ± T/n. Ta¨sta¨ seuraa, etta¨ pa¨tee myo¨s ‖yp‖1 = 1 ± (T + tp)/n = 1 ±
2T/n. Funktion f1 ma¨a¨ritelma¨n mukaan se va¨henta¨a¨ pisteessa¨ y jokaisen puhtaan
strategian todenna¨ko¨isyytta¨ korkeintaan ma¨a¨ra¨n 4T 2/n6. Apulauseesta 4.2.2 seuraa,
etta¨ funktio f˜1 va¨henta¨a¨ pisteessa¨ z jokaisen puhtaan strategian todenna¨ko¨isyytta¨
korkeintaan ma¨a¨ra¨n 4T 2/n6.
Funktion f˜1 ma¨a¨ra¨a¨ma¨ va¨hennys 4T
2/n6 on pienempi kuin funktion f˜2 ma¨a¨ra¨a¨ma¨
kasvatus 1/(2Tn5), kun parametri n valitaan tarpeeksi suureksi. Esimerkiksi valinta
n > 4 · 2TT 2 riitta¨a¨. Siis pisteessa¨ z funktion f˜1 poikkeutus ei voi kumota funktion
f˜2 poikkeutusta, eika¨ piste z ole funktion f˜ kiintopiste.
Ta¨ha¨n mennessa¨ on siis todistettu, etta¨ siina¨ pikkukuutiossa, jossa funktion f˜ kiin-
topiste on, on jokaisen pelaajan p osalta ainakin yksi kulmapiste, jossa pelaajan p
strategian 1-normi on va¨hinta¨a¨n 1 ja ainakin yksi kulmapiste, jossa pelaajan p stra-
tegian 1-normi on korkeintaan 1. Lisa¨ksi missa¨a¨n kulmapisteessa¨ kukaan pelaaja ei
hyo¨dy yli yli ε/3 vaihtamalla strategiaansa 1-normin sa¨ilytta¨en.
5.3 Approksimatiivisen Nashin tasapainon lo¨yta¨minen
Seuraavaksi todistetaan varsinainen tulos: muodostetun BROUWER-ongelman
funktion f˜ kiintopisteen avulla voidaan lo¨yta¨a¨ syo¨tteena¨ annetun pelin approksi-
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matiivinen Nashin tasapaino.
Lause 5.3.1. Olkoon annettu funktion f˜ kiintopiste. Olkoon x jokin sen pikkukuu-
tion kulmapisteista¨, jossa funktion f˜ kiintopiste on. Pisteen x avulla saadaan muo-
dostettua alkupera¨isen pelin ε-approksimatiivinen Nashin tasapaino.
Todistus. Apulauseesta 5.2.2 seuraa, etta¨ jokaisen pelaajan p strategian 1-normi on
melkein 1, eli pa¨tee ‖xp‖1 = 1 ± T/n. Ta¨sta¨ seuraa ‖xp‖1 = 1 ± ε/(3|A|r), kun
parametri n valitaan riitta¨va¨n suureksi. Esimerkiksi valinta n > 3|A|Tr/ε riitta¨a¨.
Pisteesta¨ x muodostetaan approksimatiivinen Nashin tasapaino muuttamalla jokai-
sen pelaajan strategian 1-normi luvuksi 1. Olkoon muutoksen tuloksena syntynyt
strategia xˆ. Tarkastellaan mielivaltaista pelaajaa p ja mita¨ tahansa pelaajan p kel-
vollista strategiaa bˆ ∈ Sp. Olkoon b strategia, joka saadaan strategiasta bˆ muutta-
malla sen 1-normi luvuksi ‖xp‖1. Riitta¨a¨ osoittaa, etta¨ pelaaja p hyo¨tyy strategiansa
xˆp vaihtamisesta strategiaan bˆ va¨hemma¨n kuin ε.
Jos jokaisen pelaajan strategian normia muutetaan ma¨a¨ra¨ ε/(3|A|r) ma¨a¨ritel-
ma¨n 5.2.4 mukaisesti, yhden puhtaan strategian todenna¨ko¨isyys muuttuu korkein-
taan ma¨a¨ra¨n ε/(3|A|r). Apulauseen 2.5.1 mukaan pelaajan p hyo¨ty muuttuu kor-
keintaan ma¨a¨ra¨n ε/3. Pa¨tee siis up(xˆ) ≥ up(x)−ε/3 ja up(b,x−p) ≥ up(bˆ, xˆ−p)−ε/3.
Apulauseesta 5.2.5 seuraa, etta¨ pelaaja p hyo¨tyy strategiansa xp vaihtamisesta stra-
tegiaan b alle ε/3. Pa¨tee siis up(x) ≥ up(b,x−p)− ε/3.
Yhdista¨ma¨lla¨ na¨ma¨ tiedot saadaan
up(xˆ) ≥ up(x)− ε
3
≥ up(b,x−p)− 2ε
3
≥ up(bˆ, xˆ−p)− ε,
eli strategiaprofiili xˆ on ε-approksimatiivinen Nashin tasapaino.
Muodostun BROUWER-ongelman tapauksen koko |C|+log n on polynominen suh-
teessa r-NASH-ongelman tapauksen kokoon. BROUWER-ongelman tapauksen rat-
kaisuna on funktion f˜ kiintopiste ja sen avulla voidaan lo¨yta¨a¨ r-NASH-ongelman
ε-approksimatiivinen Nashin tasapaino.
Ta¨ssa¨ luvussa todistettiin, etta¨ yhden approksimatiivisen Nashin tasapainon lo¨yta¨-
misongelma r-NASH voidaan ratkaista polynomisessa ajassa BROUWER-ongelman
avulla. Koska BROUWER-ongelma kuuluu ongelmaluokkaan PPAD [Pap94], niin
myo¨s r-NASH-ongelma kuuluu ongelmaluokkaan PPAD.
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6 r-NASH-ongelma on PPAD-vaikea
Ta¨ssa¨ luvussa todistetaan, etta¨ 2-NASH-ongelma on PPAD-vaikea. r-NASH ei voi
olla helpompi ongelma kuin 2-NASH, joten tuloksesta seuraa, etta¨ myo¨s r-NASH on
PPAD-vaikea kaikilla r ≥ 2.
Ennen PPAD-vaikeustodistuksen esitta¨mista¨ tiedettiin, etta¨ Nashin tasapaino voi-
daan lo¨yta¨a¨ muodostamalla Brouwer-funktio, jonka kiintopisteet vastaavat annetun
pelin Nashin tasapainoja, ja etsima¨lla¨ sen kiintopiste (ks. luku 2.4). Kiintopistei-
den etsiminen tiedettiin myo¨s vaikeaksi ongelmaksi [HPV89]. Teoriassa olisi kuiten-
kin mahdollista, etta¨ Nashin tasapainojen etsimista¨ varten muodostetut Brouwer-
funktiot olisivat erikoistapauksia, joissa kiintopisteen lo¨yta¨minen olisi helpompaa
kuin yleisessa¨ tapauksessa. Nyt esitetta¨va¨ PPAD-vaikeustodistus osoittaa, ettei na¨in
ole: mista¨ tahansa kiintopisteen etsinta¨ongelmasta voidaan muodostaa peli, jonka
approksimatiivisen Nashin tasapainon avulla voidaan lo¨yta¨a¨ alkupera¨isen ongelman
kiintopiste. Approksimatiivisen Nashin tasapainon lo¨yta¨minen on siis yhta¨ vaikea
laskennallinen ongelma kuin kiintopisteen lo¨yta¨minen.
Todistuksessa muodostetaan polynomiaikainen palautus 3D-BROUWER-
ongelmasta (ks. luku 4.3) 2-NASH-ongelmaan eli ratkaistaan 3D-BROUWER-
ongelma 2-NASH-ongelman avulla. 3D-BROUWER-ongelma on PPAD-ta¨ydellinen,
joten palautuksesta seuraa 2-NASH-ongelman PPAD-vaikeus. Annettuna on
3D-BROUWER-ongelman tapaus ja tarkoituksena on ma¨a¨ritella¨ peli, jonka
ε-approksimatiivisen Nashin tasapainon avulla lo¨ydeta¨a¨n alkupera¨isen 3D-
BROUWER-ongelman tapauksen moniva¨rinen kulma. Ta¨ssa¨ luvussa ka¨yteta¨a¨n
ε-approksimatiivisen Nashin tasapainon ma¨a¨ritelma¨a¨ 2.3.4.
Todistuksessa voidaan rajoittua tarkastelemaan niita¨ tapauksia, joissa 3D-
BROUWER-ongelman parametri n on suuri. Pienilla¨ parametrin n arvoilla voidaan
tarkastaa erikseen kaikki jaossa muodostuvat pikkukuutioiden kulmapisteet, silla¨
yhden kulmapisteen moniva¨risyyden tarkastaminen voidaan tehda¨ polynomisessa
ajassa piirin C koon suhteen.
Esitetta¨va¨ todistus on uudelleenmuotoiltu versio Chenin ja Dengin artikkelis-
sa [CD06] esitetysta¨ todistuksesta. Lisa¨ksi todistuksessa on korjattu alkupera¨isessa¨
todistuksessa ollut virhe (ks. luku 6.3) ja todistuksesta puuttuneita osia on ta¨yden-
netty.
Luvussa 4.3 esitellyn 3D-BROUWER-ongelman syo¨tteena¨ on looginen piiri C, jo-
ka ottaa syo¨tteeksi pikkukuution koordinaatit ja palauttaa pikkukuution va¨rin, joka
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myo¨s kuvaa poikkeutusta pikkukuution keskipisteessa¨. Ongelman parametri n ma¨a¨-
rittelee yksikko¨kuution jaon, jossa jokainen sivu jaetaan 2n osaan ja muodostuu 23n
pikkukuutiota. Tavoitteena on etsia¨ kulma, jonka viereisten kahdeksan pikkukuu-
tion joukossa esiintyva¨t kaikki nelja¨ mahdollista va¨ria¨. 3D-BROUWER-ongelman
tapauksen koko on piirin C esitta¨miseen tarvittavan tilan ma¨a¨ra¨n ja kokonaisluvun
n summa eli |C|+ n.
Palautuksessa muodostettavassa pelissa¨ on kaksi solmujoukkoa, joita pelin kaksi pe-
laajaa kontrolloivat. Pelissa¨ kummankin pelaajan ta¨ytyy valita solmujoukostaan sol-
mu ja sille strategia 0 tai 1. Luvussa 6.1 ma¨a¨ritella¨a¨n solmujen vastaavuuspeli, jonka
approksimatiivisessa Nashin tasapainossa kumpikin pelaajan valitsee jokaisen solmu-
joukkonsa solmun la¨hes yhta¨ suurella todenna¨ko¨isyydella¨.
Reaalilukuja kuvataan pelissa¨ todenna¨ko¨isyyksina¨, jolla pelaaja valitsee solmun ja
sen strategian 1. Solmujen vastaavuuspelia¨ laajennetaan lisa¨a¨ma¨lla¨ siihen vekotti-
mia, jotka simuloivat aritmeettisia tai loogisia operaatioita. Vekottimet saavat aikaan
halutun yhteyden todenna¨ko¨isyyksina¨ kuvattujen lukujen va¨lille approksimatiivises-
sa Nashin tasapainossa. Vekottimien lisa¨a¨misesta¨ kertoo luku 6.2. Luvussa 6.3 esi-
teta¨a¨n, miten vekottimien avulla luetaan bitteja¨ luvun bina¨a¨rimurtolukuesityksesta¨.
Bittien luvun avulla voidaan selvitta¨a¨, mihin 3D-BROUWER-ongelman pikkukuu-
tioon jokin yksikko¨kuution piste kuuluu.
Vekottimien avulla muodostetaan myo¨s varsinainen palautus, joka kuvataan luvus-
sa 6.4. Palautuksessa esiteta¨a¨n pelin avulla yksikko¨kuution piste ja sen ympa¨ril-
le sijoittuva 413 pisteen joukko (riitta¨va¨sta¨ pisteiden ma¨a¨ra¨sta¨ ks. [DGP06]). Sit-
ten lasketaan bitteja¨ lukevan rakenteen avulla, mihin pikkukuutioihin na¨ma¨ pis-
teet kuuluvat. Loogisia operaatioita simuloivien vekottimien avulla simuloidaan 3D-
BROUWER-ongelman piiria¨ C, joka laskee poikkeutukset pikkukuutioissa. Tarkas-
teltavan pisteen ympa¨rilla¨ olevien 413 pisteen avulla arvioidaan, mika¨ on poikkeutus
tarkasteltavassa pisteessa¨. Lopulta ilmaistaan vekottimien avulla, etta¨ kun tarkas-
teltavaan pisteeseen lisa¨ta¨a¨n sen poikkeutus, piste pysyy likimain paikallaan. Ta¨ma¨
rakenne pakottaa poikkeutuksen tarkasteltavassa pisteessa¨ hyvin pieneksi. Silloin
moniva¨rinen kulma lo¨ytyy tarkasteltavan pisteen la¨helta¨.
Lopuksi luvussa 6.5 todistetaan palautuksen oikeellisuus ja kuvataan, miten muodos-
tetun pelin approksimatiivisen Nashin tasapainon avulla lo¨ydeta¨a¨n alkupera¨isen 3D-
BROUWER-ongelman tapauksen moniva¨rinen kulma. Luvussa 6.6 kerrotaan muista
r-NASH-ongelman laskennallista vaativuutta ka¨sittelevista¨ todistuksista.
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6.1 Solmujen vastaavuuspeli
Palautuksessa muodostettavassa pelissa¨ kummallakin pelaajalla on solmujoukko,
josta pelaajan on valittava solmu ja sille strategia 0 tai 1. Ta¨ssa¨ luvussa ma¨a¨ri-
tella¨a¨n vastaavuuspeli, jonka missa¨ tahansa ε-approksimatiivisessa Nashin tasapai-
nossa molemmat pelaajat valitsevat jokaisen solmujoukkonsa solmun la¨hes yhta¨ suu-
rella todenna¨ko¨isyydella¨. Vastaavuuspeli on luvussa 2.3 esitellyn Kolikon ta¨sma¨ys
-pelin yleistys. Taulukossa 7 on yhteenveto vastaavuuspelin esitta¨miseen ka¨ytetyista¨
merkinno¨ista¨.
Vastaavuuspeliin ta¨ytyy sisa¨ltya¨ riitta¨va¨ ma¨a¨ra¨ solmuja, jotta sen avulla saadaan
muodostettua 3D-BROUWER-ongelman moniva¨risen kulman lo¨yta¨va¨ rakenne. Lu-
vun 6.4 lopussa osoitetaan, etta¨ rakenteen muodostamiseen riitta¨a¨ O(1) + O(n) +
O(|C|) solmua. Olkoon k0 pienin kokonaisluku, jolla (|C| + n)k0 ylitta¨a¨ riitta¨va¨n
solmujen ma¨a¨ra¨n ja olkoon m pienin kokonaisluku, jolle pa¨tee 2m ≥ (|C|+ n)k0 .
Pelaajien 1 ja 2 kontrolloimat solmujoukot ovat N1 ja N2, ja niissa¨ kummassakin
on 2m solmua. Pelaajan 1 solmuja merkita¨a¨n kirjaimella v (esim. v1, v
1
1) ja pelaajan
2 solmuja kirjaimella w. Jokaisella solmulla v on kaksi strategiaa, (v, 0) ja (v, 1).
Pelaajan ta¨ytyy valita solmujoukostaan solmu ja sille strategia. Kummallakin pe-
laajalla on siis 2m+1 puhdasta strategiaa, ja sekastrategia ma¨a¨rittelee, milla¨ toden-
na¨ko¨isyydella¨ kukin solmu ja sen kumpikin strategia valitaan. Palautuksessa tarkas-
tellaan muodostettavan pelin ε-approksimatiivista Nashin tasapainoa tapauksessa
ε = 2−(m+4n).
Solmujen vastaavuuspelissa¨ pelaajien hyo¨tyihin vaikuttaa vain se, mitka¨ solmut he
valitsevat. Se, valitsevatko he solmuille strategian 0 vai 1, ei vaikuta hyo¨tyihin. Myo¨-
hemmin solmujen vastaavuuspelia¨ laajennetaan liitta¨ma¨lla¨ siihen hyo¨dyn lisa¨yksia¨,
jotka riippuvat siita¨, valitsevatko pelaajat solmulle strategian 0 vai 1.
Aluksi ma¨a¨ritella¨a¨n solmujen va¨lille mielivaltainen vastaavuus V , joka liitta¨a¨ jokai-
seen pelaajan 1 solmuun v ∈ N1 jonkin pelaajan 2 solmun w = V (v) ∈ N2. Solmujen
vastaavuuspelin hyo¨dyt ma¨a¨ritella¨a¨n seuraavasti:
Jos pelaaja 1 valitsee solmun v ja pelaaja 2 valitsee vastaavan solmun V (v), pelaajan
1 hyo¨ty on 24(m+n)+1 = M ja pelaajan 2 hyo¨ty on −24(m+n)+1 = −M . Muutoin
molempien pelaajien hyo¨ty on 0. Pelaaja 1 yritta¨a¨ siis valita vastaavan solmun kuin
pelaaja 2, ja pelaaja 2 yritta¨a¨ esta¨a¨ ta¨ma¨n.
Merkita¨a¨n pC [v]:lla¨ todenna¨ko¨isyytta¨, etta¨ pelaaja valitsee solmun v. Se on siis to-
denna¨ko¨isyys sille, etta¨ pelaaja valitsee strategian (v, 0) tai (v, 1). Seuraavaksi to-
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distetaan, etta¨ solmujen vastaavuuspelin approksimatiivisessa Nashin tasapainossa
molemmat pelaajat valitsevat jokaisen solmunsa la¨hes yhta¨ suurella todenna¨ko¨isyy-
della¨.
Lause 6.1.1 ([CD06]). Tarkastellaan solmujen vastaavuuspelia¨, jota on laajennettu
liitta¨ma¨lla¨ siihen hyo¨tyjen lisa¨yksia¨, jotka ovat korkeintaan 1. Pelin missa¨ tahansa
ε-approksimatiivisessa Nashin tasapainossa kaikille solmuille v ∈ N1 ja w ∈ N2
pa¨tee
2−m − ε < pC [v], pC [w] < 2−m + ε, (4)
jossa ε = 2−(m+4n) kuten edella¨.
Todistus. Tarkastellaan pelin mielivaltaista ε-approksimatiivista Nashin tasapainoa.
Olkoon v ∈ N1 se pelaajan 1 solmu, jonka valintatodenna¨ko¨isyys pC [v] on suurin.
Koska pelaajan 1 solmuja on 2m kappaletta, pa¨tee pC [v] ≥ 2−m.
Pelaaja 1 saa solmun v valitsemisesta hyo¨dyn va¨lilta¨ [M ·pC [V (v)],M ·pC [V (v)]+1].
Olkoon v′ ∈ N1 mika¨ tahansa pelaajan 1 solmu. Pelaaja 1 saa solmun v′ valitsemi-
sesta hyo¨dyn va¨lilta¨ [M ·pC [V (v′)],M ·pC [V (v′)]+1]. Koska solmu v valitaan positii-
visella todenna¨ko¨isyydella¨, sen on ma¨a¨ritelma¨n 2.3.4 mukaan oltava melkein paras
vastaus pelaajan 2 strategiaan, eli pa¨tee
Hyo¨ty solmusta v ≥ Hyo¨ty solmusta v′ − ε.
Ta¨sta¨ seuraa
M · pC [V (v)] + 1 ≥M · pC [V (v′)]− ε eli
pC [V (v)] ≥ pC [V (v′)]− ε+ 1
M
.
(5)
Epa¨yhta¨lo¨ (5) pa¨tee kaikilla pelaajan 1 solmuilla v′. Siis pC [V (v)], eli pelaajan
2 todenna¨ko¨isyys valita solmu V (v), on la¨hes maksimaalinen. Erityisesti pa¨tee
pC [V (v)] > 0. Koska pelaaja 2 valitsee solmun V (v) positiivisella todenna¨ko¨isyy-
della¨, sen on ma¨a¨ritelma¨n 2.3.4 mukaan oltava melkein paras vastaus pelaajan 1
strategiaan. Olkoon v′′ ∈ N1 mika¨ tahansa pelaajan 1 solmu. Pelaaja 2 saa solmun
V (v) valitsemisesta hyo¨dyn va¨lilta¨ [−M · pC [v],−M · pC [v] + 1] ja solmun V (v′′)
valitsemisesta hyo¨dyn va¨lilta¨ [−M · pC [v′′],−M · pC [v′′] + 1]. Siis pa¨tee
Hyo¨ty solmusta V (v) ≥ Hyo¨ty solmusta V (v′′)− ε.
Ta¨sta¨ seuraa
−M · pC [v] + 1 ≥ −M · pC [v′′]− ε eli
pC [v] ≤ pC [v′′] + ε+ 1
M
.
(6)
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Epa¨yhta¨lo¨ (6) pa¨tee mille tahansa pelaajan 1 solmulle v′′ ∈ N1. Ainakin yhdelle
pelaajan 1 solmulle v′′ pa¨tee pC [v
′′] ≤ 2−m. Ta¨sta¨ seuraa
pC [v] ≤ 2−m + (ε+ 1)/M. (7)
Epa¨yhta¨lo¨ista¨ (6) ja (7) ja solmun v ma¨a¨ritelma¨sta¨ seuraa, etta¨ kaikille pelaajan 1
solmuille v′′ ∈ N1 pa¨tee
2−m − ε+ 1
M
≤ pC [v]− ε+ 1
M
≤ pC [v′′] ≤ pC [v] ≤ 2−m + ε+ 1
M
.
Koska pa¨tee (ε+1)/M < ε, epa¨yhta¨lo¨ 6.1.1 on todistettu pelaajan 1 osalta. Epa¨yh-
ta¨lo¨ voidaan todistaa vastaavasti pelaajan 2 osalta.
Ta¨ssa¨ luvussa esitelty solmujen vastaavuuspeli on runko pelille, joka muodostetaan
3D-BROUWER-ongelman tapauksen pohjalta ja jonka ε-approksimatiivisen Nashin
tasapainon avulla voidaan etsia¨ alkupera¨isen ongelman moniva¨rinen kulma. Yhteen-
veto vastaavuuspelissa¨ ka¨ytetyista¨ merkinno¨ista¨ on taulukossa 7. Seuraavaksi vastaa-
vuuspelia¨ muokataan lisa¨a¨ma¨lla¨ pelaajille hyo¨tyja¨ va¨lilta¨ [0, 1] sen mukaan, kumman
strategian, 0 vai 1, pelaaja valitsee vastaavuuspelissa¨ valitsemalleen solmulle.
6.2 Vekottimet
Ta¨ssa¨ luvussa solmujen vastaavuuspelia¨ muokataan ryhmittelema¨lla¨ solmuja raken-
teiksi, jotka simuloivat aritmeettisia ja loogisia operaatioita. Solmuista muodostet-
tuja rakenteita kutsutaan vekottimiksi (gadget). r-NASH-ongelman laskennallista
vaativuutta ka¨sittelevissa¨ todistuksissa (ks. esim. [GP05, DGP06, CD05]) on esi-
tetty useita muunnelmia vekottimista. Nyt esitetta¨va¨ssa¨ todistuksessa vekottimia
tarvitaan 3D-BROUWER-ongelman loogisen piirin ja palautuksessa suoritettavien
laskutoimitusten simuloimiseen pelin avulla.
Vekottimeen kuuluu yksi tulossolmu, yksi va¨lisolmu ja korkeintaan kaksi syo¨tesol-
mua. Pelaaja 1 kontrolloi syo¨te- ja tulossolmuja ja pelaaja 2 va¨lisolmuja. Va¨lisolmuja
merkita¨a¨n w:lla¨ ja muita solmuja v:lla¨. Va¨lisolmu voi kuulua vain yhteen vekotti-
meen, mutta tulossolmu voi lisa¨ksi olla yhden tai useamman vekottimien syo¨tesolmu.
Jokaisella solmulla on kaksi strategiaa, 0 ja 1. Pelaajien hyo¨tyfunktiot suunnitellaan
sellaiseksi, etta¨ ε-approksimatiivisessa Nashin tasapainossa toteutuu haluttu yhteys
niiden todenna¨ko¨isyyksien va¨lilla¨, joilla pelaaja solmun valitessaan valitsee sille stra-
tegian 1. Merkita¨a¨n p[v]:lla¨ todenna¨ko¨isyytta¨ sille, etta¨ pelaaja valitsee solmun v ja
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Merkinta¨ Selitys
N1 Pelaajan 1 solmujoukko.
N2 Pelaajan 2 solmujoukko.
v ∈ N1 Pelaajan 1 solmu.
w ∈ N2 Pelaajan 2 solmu.
2m = |N1| =
|N2|
Yhden pelaajan solmujen ma¨a¨ra¨.
p[v] Pelaajan 1 todenna¨ko¨isyys valita strategia (v, 1) missa¨
tahansa Nashin tasapainossa.
pC [v] Pelaajan 1 todenna¨ko¨isyys valita strategia (v, 0) tai
(v, 1) missa¨ tahansa Nashin tasapainossa.
V : N1 → N2 Vastaavuus pelaajien solmujoukkojen va¨lilla¨.
M = 24(m+n)+1 Vastaavuuspelin hyo¨ty pelaajalle 1, jos ha¨n valitsee vas-
taavan solmun kuin pelaaja 2.
−M Vastaavuuspelin rangaistus pelaajalle 2, jos ha¨n valitsee
vastaavan solmun kuin pelaaja 1.
ε = 2−(m+4n) Muodostettavan 2-NASH-ongelman tapauksen paramet-
ri.
Taulukko 7: Yhteenveto vastaavuuspelissa¨ ka¨ytetyista¨ merkinno¨ista¨.
sille strategian 1. Siis pa¨tee 0 ≤ p[v] ≤ pC [v], jossa pC [v] on todenna¨ko¨isyys valita
solmu v (ks. luku 6.1).
Pa¨a¨osan pelaajien hyo¨tyfunktioista ma¨a¨ra¨a¨ edellisessa¨ luvussa ma¨a¨ritelty solmujen
vastaavuuspeli. Se pakottaa pelaajat valitseman jokaisen solmunsa suunnilleen yhta¨
suurella todenna¨ko¨isyydella¨, mutta ei rajoita sita¨, kumpi solmun strategioista pe-
laajan ta¨ytyy valita. Vekottimista saatava hyo¨ty sen sijaan riippuu siita¨, kumman
strategian pelaaja solmulle valitsee. Vekottimien ma¨a¨ra¨a¨ma¨t lisa¨hyo¨dyt kuuluvat
va¨lille [0, 1].
Erilaisia vekottimia on yhdeksa¨n. Laskutoimituksia simuloivat vekottimet ovat yh-
teenlasku (G+), va¨hennyslasku (G−), vakion sijoitus (Gζ), vakiolla kertominen (G×ζ)
ja sijoitus (G=). Lisa¨ksi tarvitaan epa¨ta¨sma¨llista¨ vertailua simuloiva vekotin (G<).
Loogisia operaatioita simuloivat vekottimet tai (G∨), ja (G∧) seka¨ negaatio (G¬).
Vekottimet eiva¨t suorita laskutoimituksia, vaan ne kuvaavat yhteytta¨ muuttujien ar-
vojen va¨lilla¨. Vekottimista on esimerkiksi mahdollista muodostaa syklinen rakenne,
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(w,0) (w,1) (w, j)
(v1,0) (−, 0) (−, 0) (−,−)
(v1,1) (−, 0) (−, 1) (−,−)
(v2,0) (−, 0) (−, 0) (−,−)
(v2,1) (−, 0) (−, 1) (−,−)
(v3,0) (1, 0) (0, 0) (0,−)
(v3,1) (0, 1) (1, 0) (0,−)
(v, i) (−, 0) (−, 0) (−,−)
Taulukko 8: Vekottimen G+ hyo¨dyn lisa¨ykset ja solmujen vuorovaikutusgraafi.
jossa laskutoimituksen tulos annetaan sille syo¨tteeksi.
Esimerkkina¨ vekottimista tarkastellaan yhteenlaskuvekotinta G+, jonka hyo¨dyn li-
sa¨ykset on esitetty taulukossa 8. Se koostuu nelja¨sta¨ solmusta, v1, v2, w ja v3. Solmut
v1 ja v2 ovat syo¨tesolmuja, solmu w on va¨lisolmu ja solmu v3 tulossolmu.
Taulukosta ilmenee esimerkiksi, etta¨ jos pelaaja 1 valitsee solmun v3 ja sille stra-
tegian 0 ja pelaaja 2 valitsee solmun w ja sille strategian 0, niin pelaajan 1 hyo¨ty
kasvaa 1:lla¨ ja pelaajan 2 hyo¨ty pysyy ennallaan. Taulukossa (v, i) tarkoittaa mita¨
tahansa muuta pelaajan 1 solmua ja sen strategiaa ja (w, j) mita¨ tahansa muu-
ta pelaajan 2 solmua ja sen strategiaa. Merkki ”−” tarkoittaa, ettei ta¨ma¨ vekotin
ma¨a¨rittele mita¨a¨n hyo¨dyn lisa¨ysta¨ kyseiselle tapaukselle, mutta jokin toinen vekotin
saattaa ma¨a¨ritella¨.
Yhteenlaskuvekotin ma¨a¨rittelee kaikki hyo¨dyn lisa¨ykset pelaajalle 1 siina¨ tapaukses-
sa, etta¨ ha¨n valitsee solmun v3, ja pelaajalle 2 siina¨ tapauksessa, etta¨ ha¨n valitsee
solmun w. Sen sijaan pelaajan 1 hyo¨dyn lisa¨ysta¨ ei ma¨a¨ritella¨ siina¨ tapauksessa,
etta¨ ha¨n valitsee vekottimen syo¨tesolmun v1 tai v2 tai jonkin ta¨ha¨n vekottimeen
liittyma¨tto¨ma¨n solmun.
Yhteenlaskuvekottimen vuorovaikutusgraafissa kaari solmusta toiseen tarkoittaa, et-
ta¨ kaaren la¨hto¨solmulle valittu strategia voi vaikuttaa kaaren tulosolmun hyo¨dyn li-
sa¨ykseen. Jos kahden solmun va¨lilla¨ ei ole kaarta, toiselle solmulle valittu strategia
ei vaikuta toisen solmun hyo¨dyn lisa¨ykseen. Yhteenlaskuvekottimen tapauksessa esi-
merkiksi solmun v3 hyo¨dyn lisa¨ykseen vaikuttaa sen oman strategian lisa¨ksi ainoas-
taan solmulle w valittu strategia, kun taas solmun w hyo¨dyn lisa¨ykseen vaikuttavat
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sen oman strategian lisa¨ksi solmuille v1, v2 ja v3 valitut strategiat.
Seuraavaksi todistetaan, etta¨ yhteenlaskuvekotin saa aikaan halutun yhteyden luku-
jen p[v1], p[v2] ja p[v3] va¨lille. Yhteys toteutuu missa¨ tahansa ε-approksimatiivisessa
Nashin tasapainossa.
Apulause 6.2.1 ([CD06]). Vekottimen G+ ma¨a¨rittelema¨n pelin ε-
approksimatiivisessa Nashin tasapainossa pa¨tee
p[v3] = min(p[v1] + p[v2], pC [v3])± ε. (8)
Todistus. Tarkastellaan va¨lisolmua w kontrolloivan pelaajan 2 hyo¨dyn lisa¨yksen odo-
tusarvoa. Jos pelaaja 2 valitsee strategian (w, 0), on hyo¨dyn lisa¨yksen odotusarvo
p[v3], ja jos pelaaja 2 valitsee strategian (w, 1), hyo¨dyn lisa¨yksen odotusarvo on
p[v1] + p[v2].
1. Jos pa¨tee p[v3] > p[v1] + p[v2] + ε, pelin ε-approksimatiivisessa Nashin tasa-
painossa pelaaja 2 valitsee solmulle w aina strategian 0, eli pa¨tee p[w] = 0.
Ta¨llo¨in pelaajan 1 kannattaa valita (v3, 0) mieluummin kuin (v3, 1), eli pa¨tee
p[v3] = 0. Se on ristiriita oletetun epa¨yhta¨lo¨n p[v3] > p[v1] + p[v2] + ε kanssa.
2. Jos taas pa¨tee p[v3] < p[v1] + p[v2] − ε, pelin ε-approksimatiivisessa Nashin
tasapainossa pelaaja 2 valitsee solmulle w aina strategian 1, eli pa¨tee p[w] =
pC [w]. Ta¨llo¨in pelaajan 1 kannattaa valita (v3, 1) mieluummin kuin (v3, 0),
eli pa¨tee p[v3] = pC [v3]. Ta¨sta¨ seuraa pC [v3] = p[v3] < p[v1] + p[v2] − ε <
p[v1] + p[v2], eli min(p[v1] + p[v2], pC [v3]) = pC [v3] = p[v3], joten epa¨yhta¨lo¨ (8)
pa¨tee.
3. Lopulta, jos pa¨tee p[v1]+p[v2]−ε ≤ p[v3] ≤ p[v1]+p[v2]+ε, tarkastellaan kahta
eri tapausta. Jos pa¨tee p[v1]+p[v2] ≤ pC [v3], myo¨s haluttu epa¨yhta¨lo¨ (8) pa¨tee.
Jos taas pa¨tee pC [v3] < p[v1]+p[v2], pa¨tee myo¨s pC [v3]−ε < p[v1]+p[v2]−ε ≤
p[v3] ≤ pC [v3] + ε, eli epa¨yhta¨lo¨ (8) pa¨tee ja¨lleen.
Muista vekottimista esiteta¨a¨n vain halutut epa¨yhta¨lo¨t, jotka toteutuvat missa¨ ta-
hansa ε-approksimatiivisessa Nashin tasapainossa (taulukko 9). Hyo¨tyjen lisa¨yk-
set esiteta¨a¨n liitteessa¨ 1. Todistukset haluttujen epa¨yhta¨lo¨iden toteutumiselle ε-
approksimatiivisessa Nashin tasapainossa ovat samankaltaisia kuin yhteenlaskuve-
kottimen G+ tapauksessa.
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Yhteenlasku G+
Syo¨te Tulos Ominaisuus
v1, v2 v3 p[v3] = min(p[v1] + p[v2], pC [v3])± ε
Va¨hennyslasku G−
Syo¨te Tulos Ominaisuus
v1, v2 v3
p[v3] ∈ [min(p[v1]− p[v2], pC [v3])− ε,
max(p[v1]− p[v2], 0) + ε]
Vakion sijoitus Gζ
Syo¨te Tulos Ominaisuus
- v1 p[v1] = ζ ± ε, kun 0 ≤ ζ ≤ 2−m − ε
Vakiolla kertominen G×ζ
Syo¨te Tulos Ominaisuus
v1 v2 p[v2] = ζp[v1]± ε, kun 0 ≤ ζ ≤ 1
Sijoitus G=
Syo¨te Tulos Ominaisuus
v1 v2 p[v2] = p[v1]± ε
Vertailu G<
Syo¨te Tulos Ominaisuus
v1, v2 v3 p[v3] =
{
pC [v3] jos p[v1] < p[v2]− ε
0 jos p[v1] > p[v2]− ε
Looginen ja G∧
Syo¨te Tulos Ominaisuus
v1, v2 v3 p[v3] =
{
pC [v3] jos p[v1] = pC [v1] ja p[v2] = pC [v2]
0 jos p[v1] = 0 tai p[v2] = 0
Looginen tai G∨
Syo¨te Tulos Ominaisuus
v1, v2 v3 p[v3] =
{
pC [v3] jos p[v1] = pC [v1] tai p[v2] = pC [v2]
0 jos p[v1] = 0 ja p[v2] = 0
Negaatio G¬
Syo¨te Tulos Ominaisuus
v1 v2 p[v2] =
{
pC [v2] jos p[v1] = 0
0 jos p[v1] = pC [v1]
Taulukko 9: Palautuksessa ka¨ytetta¨va¨t vekottimet [CD06].
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6.3 Bittien lukeminen
Seuraavaksi esiteta¨a¨n, miten vekottimia yhdistelema¨lla¨ muodostetaan rakenne, jo-
ka lukee bitteja¨ reaaliluvun bina¨a¨riesityksesta¨. Bittien lukemista tarvitaan, jotta
voitaisiin selvitta¨a¨, mihin pikkukuutioihin palautuksessa tarkasteltavat yksikko¨kuu-
tion pisteet kuuluvat. Tietoa pikkukuutioista ka¨yteta¨a¨n edelleen 3D-BROUWER-
ongelman funktion poikkeutuksen laskemiseen.
Todenna¨ko¨isyyden p[v], eli todenna¨ko¨isyyden valita solmu v ja sen strategia 1, voi-
daan ajatella kuvaavan reaalilukua p[v]/pC [v], joka kuuluu va¨lille [0, 1]. Seuraavaksi
ma¨a¨ritelta¨va¨n rakenteen tehta¨va¨ on bittien lukeminen luvun p[v] bina¨a¨rimurtolu-
kuesityksesta¨.
Olkoon v1 se solmu, johon liittyva¨sta¨ todenna¨ko¨isyydesta¨ p[v1] bitteja¨ halutaan
lukea. Tavoitteena on ma¨a¨ritella¨ peli, jonka missa¨ tahansa ε-approksimatiivisessa
Nashin tasapainossa luvun p[v1] bina¨a¨rimurtolukuesityksen bitit (m + 1), (m +
2), . . . , (m + n) on tallennettu arvoiksi p[v21], p[v
2
2], . . . , p[v
2
n]. Bina¨a¨riesityksen bitte-
ja¨ tarkastellaan bitista¨ m alkaen, koska ε-approksimatiivisessa Nashin tasapainossa
pa¨tee p[v1] ≤ 2−m + ε.
Ongelmana bittien lukemisessa on laskutoimituksia simuloivien vekottimien epa¨tark-
kuus ja erityisesti epa¨tarkka vertailu. Vertailuvekotin G< suorittaa vertailun oikein
vain silloin, kun vertailtavat luvut ovat tarpeeksi kaukana toisistaan. Ta¨sma¨llista¨
vertailuvekotinta ei edes voi olla olemassa, eli ei voida muodostaa vertailuvekotin-
ta, jolle pa¨tisi p[v3] = pC [v3], jos p[v1] < p[v2] ja p[v3] = 0, jos p[v1] > p[v2] (ks.
esim. [DGP06]).
Joillain luvun p[v1] arvoilla voi siis ka¨yda¨ niin, ettei sen bina¨a¨rimurtolukuesityksen
kaikkia bitteja¨ saada luettua oikein. Ta¨ma¨ ongelma ratkaistaan ma¨a¨rittelema¨lla¨ riit-
ta¨va¨ ehto sille, etta¨ kaikki bitit saadaan luettua oikein, ja todistamalla luvussa 6.5,
etta¨ tarpeeksi suuri osa tarkasteltavista luvuista toteuttaa sen.
Algoritmi, joka lukee bitteja¨ luvusta p[v1], on kuvattu taulukossa 10. Algoritmia
simuloiva vekottimista koostuva rakenne tallentaa luvun p[v1] bitit (m+ i), . . . , (m+
n) arvoiksi p[v21], . . . , p[v
2
n]. Bittien lukemiseen ja lopputulosten tallentamiseen riitta¨a¨
4n aritmeettista solmua ja 4n va¨lisolmua.
Jos p[v1] on liian la¨hella¨ jotain luvun 2
−(m+n) monikertaa, ei kaikkia bitteja¨ saada
luettua oikein epa¨tarkan vertailuvekottimen takia. Seuraavaksi ma¨a¨ritella¨a¨n ehto,
joka takaa, etta¨ kaikki bitit saadaan luettua oikein. Alkupera¨ista¨ ehtoa [CD06] ta¨ytyy
korjata esta¨ma¨a¨n myo¨s tilanteet, joissa p[v1] on la¨hella¨ jotain 2
−(m+n) monikertaa
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Syo¨te: Luku p[v1]
Tulosteet: Luvut p[v2i ], jossa i = 1, . . . , n
Kaikille i = 1, . . . , n:
1. Otetaan ka¨ytto¨o¨n ka¨ytta¨ma¨tto¨ma¨t solmut v1i , v
2
i , v
3
i ja vi+1 seka¨ tarvittava
ma¨a¨ra¨ ka¨ytta¨ma¨tto¨mia¨ va¨lisolmuja
2. p[v1i ] = 2
−(m+i) ± ε (Gζ)
3. p[v2i ] =
{
pC [v
2
i ] jos p[v
1
i ] < p[vi]− ε
0 jos p[v1i ] > p[vi] + ε
(G<)
4. p[v3i ] = 2
−ip[v2i ]± ε (G×ζ)
5. p[vi+1] ∈ [min(p[vi]− p[v3i ], pC [vi+1])− ε,max(p[vi]− p[v3i ], 0) + ε] (G−)
Taulukko 10: Algoritmi, jolla luetaan bitteja¨ luvusta p[v1]
sen alapuolella.
Lause 6.3.1. Jos pa¨tee
p[v1] ∈ [
n∑
i=1
2−(m+i)bi + 3nε,
n∑
i=1
2−(m+i)bi + 2
−(m+n) − 3nε]
joillain b1, . . . , bn ∈ {0, 1}, niin luvusta p[v1] saadaan luettua bitit (m+1), . . . , (m+n)
oikein. Toisin sanoen kaikilla i = 1, . . . , n pa¨tee p[v2i ] = 0, jos bi = 0, ja p[v
2
i ] =
pC [v
2
i ], jos bi = 1.
Jos lauseen 6.3.1 ehto on voimassa, luvut b1, . . . , bn ma¨a¨ra¨ytyva¨t yksika¨sitteisesti lu-
vusta p[v1]. Ehdon mukaan luku p[v1] on siis kahden pera¨kka¨isen luvun 2
−(m+n) moni-
kerran va¨lissa¨ va¨hinta¨a¨n 3nε eta¨isyydella¨ molemmista monikerroista. Lauseen 6.3.1
todistamiseen ka¨yteta¨a¨n seuraavaa apulausetta.
Apulause 6.3.2. Jos pa¨tee
p[vi] ∈ [
n∑
j=i
2−(m+j)bj + 3(n− i+ 1)ε,
n∑
j=i
2−(m+j)bj + 2
−(m+n) − 3(n− i+ 1)ε],
niin luvusta p[vi] seuraavaksi luettava (m + i):s bitti bi saadaan luettua oikein, ja
pa¨tee
p[vi+1] ∈ [
n∑
j=i+1
2−(m+j)bj + 3(n− i)ε,
n∑
j=i+1
2−(m+j)bj + 2
−(m+n) − 3(n− i)ε].
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Todistus. Jos lauseen ehto on voimassa, luku p[vi] on kahden pera¨kka¨isen luvun
2−(m+n) monikerran va¨lissa¨ va¨hinta¨a¨n 3(n− i+ 1)ε eta¨isyydella¨ molemmista. Va¨it-
teen mukaan algoritmin yhdella¨ kierroksella virhe kasvaa korkeintaan ma¨a¨ra¨n 3ε,
jolloin algoritmin laskema luku p[vi+1] sijoittuu kahden pera¨kka¨isen luvun 2
−(m+n)
monikerran va¨liin va¨hinta¨a¨n 3(n− i)ε eta¨isyydelle molemmista.
Oletuksesta seuraa, etta¨ pa¨tee
p[vi] ∈ [2−(m+i)bi + 3(n− i+ 1)ε, 2−(m+i)(bi + 1)− 3(n− i+ 1)ε].
Tapauksessa bi = 0 pa¨tee p[vi] ≤ 2−(m+i)− 3(n− i+1)ε, ja tapauksessa bi = 1 pa¨tee
p[vi] ≥ 2−(m+i) + 3(n − i + 1)ε. Algoritmissa asetetaan p[v1i ] = 2−(m+i) ± ε (askel
2). Tiedeta¨a¨n, etta¨ lukujen p[vi] ja p[v
1
i ] vertailu (askel 3) onnistuu, silla¨ ne ovat
riitta¨va¨n kaukana toisistaan, eli pa¨tee |p[vi] − p[v1i ]| > ε. Todenna¨ko¨isyydeksi p[v2i ]
tulee 0, jos bi on 0, ja pC [v
2
i ], jos bi on 1, eli bitti (m+ i) saadaan luettua oikein.
Jos bi on 0, algoritmissa asetetaan arvot seuraavasti:
p[v3i ] = 0 · 2−i ± ε (askel 4)
p[vi+1] ∈ [min(p[vi]− p[v3i ], pC [vi+1])− ε,max(p[vi]− p[v3i ], 0) + ε] (askel 5)
⊆ [p[vi]− ε− ε, p[vi] + ε+ ε]
⊆ [
n∑
j=i+1
2−(m+j)bj + 3(n− i+ 1)ε− 2ε,
n∑
j=i+1
2−(m+j)bj + 2
−(m+n) − 3(n− i+ 1)ε+ 2ε]
⊆ [
n∑
j=i+1
2−(m+j)bj + 3(n− i)ε,
n∑
j=i+1
2−(m+j)bj + 2
−(m+n) − 3(n− i)ε].
Jos taas bi on 1, algoritmissa asetetaan arvot seuraavasti:
p[v3i ] = 2
−i · (2−m ± ε)± ε (askel 4)
= 2−(m+i) ± (1 + 2−i)ε
= 2−(m+i) ± 2ε
p[vi+1] ∈ [min(p[vi]− p[v3i ], pC [vi+1])− ε,max(p[vi]− p[v3i ], 0) + ε] (askel 5)
⊆ [p[vi]− 2−(m+i) − 2ε− ε, p[vi]− 2−(m+i) + 2ε+ ε]
⊆ [
n∑
j=i+1
2−(m+j)bj + 3(n− i+ 1)ε− 3ε,
n∑
j=i+1
2−(m+j)bj + 2
−(m+n) − 3(n− i+ 1)ε+ 3ε]
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⊆ [
n∑
j=i+1
2−(m+j)bj + 3(n− i)ε,
n∑
j=i+1
2−(m+j)bj + 2
−(m+n) − 3(n− i)ε].
Lause 6.3.1 todistetaan soveltamalla apulausetta 6.3.2 n kertaa pera¨kka¨in.
Jos luku p[v1] on tarpeeksi pieni, kaikki siita¨ luetut bitit ovat 0. Jos luku taas on
tarpeeksi suuri, kaikki siita¨ luetut bitit ovat 1. Lauseet 6.3.3 ja 6.3.5 ma¨a¨ritteleva¨t
riitta¨va¨t ehdot na¨ille tapauksille.
Lause 6.3.3. Jos pa¨tee
p[v1] < 2
−(m+n) − (n+ 1)ε,
niin kaikki luvusta p[v1] luetut bitit ovat 0, eli p[v
2
i ] = 0 kaikilla 1 ≤ i ≤ n.
Todistetaan ensin seuraava apulause.
Apulause 6.3.4. Jos pa¨tee
p[vi] < 2
−(m+n) − (n− i+ 2)ε,
niin luvusta p[vi] seuraavaksi luettava (m+ i):s bitti on 0, ja pa¨tee
p[vi+1] < 2
−(m+n) − (n− i+ 1)ε.
Todistus. Seuraavaksi luettavaa bittia¨ varten pa¨tee
p[vi] < 2
−(m+i) − (n− i+ 2)ε ≤ 2−(m+i) − 2ε,
eli luvusta p[vi] luetaan bitti 0. Algoritmissa asetetaan arvot seuraavasti:
p[v3i ] = 0 · 2−i ± ε (askel 4)
p[vi+1] ≤ max(p[vi]− p[v3i ], 0) + ε (askel 5)
≤ p[vi] + ε
< 2−(m+n) − (n− i+ 2)ε+ ε
= 2−(m+n) − (n− i+ 1)ε.
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Lause 6.3.3 todistetaan soveltamalla apulausetta 6.3.4 n kertaa pera¨kka¨in.
Lause 6.3.5. Jos pa¨tee
p[v1] > 2
−m − 2−(m+n) + 3nε,
niin kaikki luvusta p[v1] luetut bitit ovat 1, eli p[v
2
i ] = pC [v
2
i ] kaikilla 1 ≤ i ≤ n.
Todistetaan ensin seuraava apulause.
Apulause 6.3.6. Jos pa¨tee
p[vi] > 2
−(m+i−1) − 2−(m+n) + 3(n− i+ 1)ε,
niin luvusta p[vi] seuraavaksi luettava (m+ i):s bitti on 1, ja pa¨tee
p[vi+1] > 2
−(m+i) − 2−(m+n) + 3(n− i)ε.
Todistus. Seuraavaksi luettavaa bittia¨ varten pa¨tee
p[vi] > 2
−(m+i−1) − 2−(m+n) + 3(n− i+ 1)ε ≥ 2−(m+i) + 2ε.
eli luvusta p[vi] luetaan bitti 1. Algoritmissa asetetaan arvot seuraavasti:
p[v3i ] = 2
−i · (2−m ± ε)± ε (askel 4)
= 2−(m+i) ± (1 + 2−i)ε
= 2−(m+i) ± 2ε
p[vi+1] ≥ min(p[vi]− p[v3i ], pC [vi+1])− ε (askel 5)
≥ p[vi]− 2−(m+i) − 2ε− ε
> 2−(m+i−1) − 2−(m+n) + 3(n− i+ 1)ε− 2−(m+i) − 3ε
= 2−(m+i) − 2−(m+n) + 3(n− i)ε.
Lause 6.3.5 todistetaan soveltamalla apulausetta 6.3.6 n kertaa pera¨kka¨in.
Ta¨ssa¨ luvussa kuvattiin vekottimista muodostettava rakenne, joka lukee bitteja¨
luvun p[v1] bina¨a¨rimurtolukuesityksesta¨. Bittien lukemista ka¨yteta¨a¨n sen selvitta¨-
miseen, mihin pikkukuutioihin palautuksessa tarkasteltavat yksikko¨kuution pisteet
kuuluvat.
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6.4 3D-BROUWER-ongelman kuvaaminen pelina¨
Seuraavaksi muodostetaan 3D-BROUWER-ongelman (ks. luku 4.3) tapauksen
avulla peli, jonka ε-approksimatiivisen Nashin tasapainon avulla voidaan lo¨y-
ta¨a¨ 3D-BROUWER-ongelman tapauksen moniva¨rinen kulma. Annettuna on 3D-
BROUWER-ongelman tapaus, jonka muodostavat funktion φ poikkeutukset laskeva
piiri C ja luku n, joka ma¨a¨ra¨a¨ yksikko¨kuution jaon pikkukuutioihin.
Muodostettavan pelin keskeisia¨ osia ovat kolmiulotteiseen yksikko¨kuutioon kuulu-
vien pisteiden koordinaatteja kuvaavat solmut, niista¨ bitteja¨ lukeva rakenne, syo¨t-
teena¨ annettua 3D-BROUWER-ongelman piiria¨ C simuloivat loogiset vekottimet,
ja lopulta rakenne, joka laskee tarkasteltavien pisteiden keskima¨a¨ra¨isen poikkeutuk-
sen ja pakottaa sen pieneksi. Koska peli muodostetaan vekottimien avulla, ovat sen
simuloimat aritmeettiset operaatiot ja vertailut epa¨tarkkoja.
Luvun lopussa olevassa taulukossa 11 on yhteenveto palautuksessa ka¨ytetyista¨ sol-
muista. Rakenteen esittelyn ohella lasketaan sen muodostamiseen riitta¨va¨ solmu-
ma¨a¨ra¨ (ks. yhteenveto taulukossa 12).
Yksikko¨kuution pisteiden esitta¨minen. Olkoon (x, y, z) ∈ [0, 1]3 yksikko¨kuu-
tion piste. Sen koordinaatit voi kuvata solmuilla vx, vy ja vz asettamalla x = 2
mp[vx],
y = 2mp[vy] ja z = 2
mp[vz]. Ta¨ma¨n konstruktion perusteella voisi ka¨yda¨ niin, et-
tei piste (x, y, z) ole yksikko¨kuution sisa¨lla¨, silla¨ jokin luvuista p[vx], p[vy] tai p[vz]
voi olla suurempi kuin 2−m. Luvussa 6.5 osoitetaan kuitenkin, etta¨ tarkasteltavan
pisteen osalta se on mahdotonta.
Funktion φ poikkeutusta pisteessa¨ (x, y, z) ei va¨ltta¨ma¨tta¨ voida laskea vekottimien
avulla, silla¨ epa¨tarkan bittien lukemisen takia ei va¨ltta¨ma¨tta¨ tiedeta¨, missa¨ pikku-
kuutiossa piste sijaitsee. Ta¨ma¨ ongelma ratkaistaan laskemalla poikkeutusten kes-
kiarvo pisteen (x, y, z) ympa¨rilla¨ olevan pisteparven 413:ssa pisteessa¨. Keskiarvon
avulla arvioidaan poikkeutusta pisteessa¨ (x, y, z).
Pisteen (x, y, z) ympa¨rilla¨ sijaitsevan pisteparven pisteet ovat (x+pα, y+qα, z+rα),
jossa −20 ≤ p, q, r ≤ 20 ja α = 2−2n on funktion φ poikkeutuksen pituus yhden koor-
dinaatin suuntaan. Tallennetaan ensin 41 eri x-koordinaattiarvoa solmuihin p[vxp ],
jossa −20 ≤ p ≤ 20. Se tehda¨a¨n vekottimien Gζ , G+ ja G− avulla:
p[vxp ] =
{
min(p[vx] + pα2
−m, pC [vxp ])± 4ε jos p ≥ 0
max(p[vx] + pα2
−m, 0)± 4ε jos p < 0. (9)
Vastaavasti tallennetaan 41 eri y- ja z-koordinaattiarvoa solmuihin vyq ja vzr , jos-
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Kuva 14: Tarkasteltava pisteparvi sijoittuu yhden pisteen ympa¨rille yksikko¨kuution
sisa¨a¨n.
sa −20 ≤ q, r ≤ 20. Kaikki mahdolliset yhdistelma¨t na¨ista¨ 41:sta¨ x-, y- ja z-
koordinaateista muodostavat tarkasteltavien 413 pisteen joukon. Kuvassa 14 on esi-
tetty yksikko¨kuution sisa¨lla¨ oleva pisteparvi.
Alkupera¨isen pisteen (x, y, z) koordinaattien tallentamiseen riitta¨a¨ 3 solmua. Yksi
koordinaattiarvo lasketaan vakion sijoitus- ja yhteenlasku- tai va¨hennyslaskuvekot-
timien (Gζ ja G+ tai G−) avulla, jolloin yhden koordinaattiarvon laskemiseen riitta¨a¨
2 va¨lisolmua ja 2 tulossolmua. Siis yhteensa¨ x-, y- ja z-koordinaattiarvojen laskemi-
seen riitta¨a¨ 6 · 41 va¨lisolmua ja 6 · 41 tulossolmua.
Bittien lukeminen. Solmujen vxp , vyq ja vzr kuvaamista reaaliluvuista luetaan
bitit (m+1), . . . , (m+n), joista tiedeta¨a¨n, mihin pikkukuutioon piste kuuluu. Bitit
tallennetaan solmuihin vixp , v
i
yq
ja vizr , jossa i = 1, . . . , n. Lauseen 6.3.1 mukaan
luvun bitit (m+ 1), . . . , (m + n) saadaan luettua oikein, jos luku on yli 3nε pa¨a¨ssa¨
la¨himmista¨ luvun 2−(m+n) monikerroista. Jos pisteen kaikki koordinaatit toteuttavat
ta¨ma¨n ehdon, saadaan tieto siita¨, mihin pikkukuutioon piste kuuluu.
Bittien lukemiseen yhdesta¨ koordinaattiarvosta riitta¨a¨ 4n tulossolmua ja 4n va¨lisol-
mua, ja koordinaattiarvoja on 3 · 41 kappaletta. Yhteensa¨ bittien lukemiseen riitta¨a¨
3 · 41 · 4n = 492n tulossolmua ja 492n va¨lisolmua.
Piirin C simuloiminen. Seuraavaksi muodostetaan 413 kopiota rakenteesta, joka
simuloi funktion φ poikkeutukset laskevaa piiria¨ C. Rakenteet muodostetaan loogisia
operaatioita simuloivien vekottimien G∧, G∨ ja G¬ avulla. Koska piiri C on annettu
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syo¨tteena¨, on sen simulointi vekottimien avulla suoraviivaista. Loogiset vekottimet
eiva¨t lisa¨a¨ laskennan epa¨tarkkuutta, joten piirin C koko ei vaikuta laskennan tark-
kuuteen.
Jokainen piiria¨ C simuloivista rakenteista saa syo¨tteeksi yhden pisteparven 413 pis-
teesta¨, eli rakenteen 3n syo¨tesolmua ovat vixp , v
i
yq
ja vizr , jossa 1 ≤ i ≤ n. Jokaisen pii-
rin tulos talletetaan tulossolmuihin ∆x+pqr, ∆x
−
pqr, ∆y
+
pqr, ∆y
−
pqr, ∆z
+
pqr ja ∆z
−
pqr ∈ N1.
Piirin C simuloimiseen riitta¨a¨ |C| tulossolmua ja |C| va¨lisolmua, joten sen 413 ko-
pioon tarvitaan 413|C| tulossolmua ja 413|C| va¨lisolmua.
Poikkeutusten keskiarvojen laskeminen. Seuraavaksi pisteparven 413 pistees-
sa¨ laskettujen poikkeutusten keskiarvot tallennetaan solmuihin ∆x+, ∆x−, ∆y+,
∆y−, ∆z+ ja ∆z−, jotka ovat pelaajan 1 solmuja. Keskiarvot lasketaan vekottimien
G×ζ ja G+ avulla:
p[∆x+] = (
∑
p,q,r
α
413
p[∆x+pqr])± 3 · 413ε ja
p[∆x−] = (
∑
p,q,r
α
413
p[∆x−pqr])± 3 · 413ε.
(10)
Vastaava rakenne muodostetaan solmuille ∆y+,∆y−,∆z+ ja ∆z−.
Lukua p[∆x+] laskettaessa yhteenlaskettavia on 413 kappaletta, ja ne on lisa¨tta¨va¨
summaan yksi kerrallaan vekottimen G+ avulla. Koska jokainen yhteenlaskettava
on kerrottu vakiolla vekottimen G×ζ avulla, yhdessa¨ yhteenlaskettavassa on virhetta¨
korkeintaan ±ε. Jokaisessa yhteenlaskussa virhetta¨ kertyy korkeintaan ±ε, ja yh-
teenlaskuja tehda¨a¨n 413 − 1 kappaletta. Siis sallittu virhe 3 · 413ε riitta¨a¨. Vakiolla
kertomisen ja yhteenlaskun ja¨rjestyksen muuttaminen ei ole mahdollista, silla¨ va¨li-
summat voivat olla liian suuria tallennettavaksi solmujen todenna¨ko¨isyyksina¨.
Vakiolla kertomiseen riitta¨a¨ 413 tulossolmua ja 413 va¨lisolmua ja summauk-
siin riitta¨a¨ 413 tulossolmua ja 413 va¨lisolmua. Siis luvun p[∆x+] laskemi-
seen riitta¨a¨ 2 · 413 tulossolmua ja 2 · 413 va¨lisolmua. Yhteensa¨ lukujen
p[∆x+], p[∆x−], p[∆y+], p[∆y−], p[∆z+] ja p[∆z−] riitta¨a¨ 12 · 413 tulossolmua ja
12 · 413 va¨lisolmua.
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Poikkeutusten pakottaminen pieniksi. Lopulta ka¨yteta¨a¨n vekottimia ilmaise-
maan yhteydet
p[vx] ≈ p[vx] + p[∆x+]− p[∆x−],
p[vy] ≈ p[vy] + p[∆y+]− p[∆y−] ja
p[vz] ≈ p[vz] + p[∆z+]− p[∆z−].
(11)
Na¨iden yhteyksien voimassaolo tarkoittaa, etta¨ kun pisteeseen (x, y, z) lisa¨ta¨a¨n sen
arvioitu poikkeutus, piste pysyy suunnilleen paikallaan. Silloin poikkeutus pisteessa¨
(x, y, z) on pieni.
Solmut vx, vy ja vz kuvaavat alkupera¨ista¨ tarkasteltavaa pistetta¨, jonka ympa¨rilta¨
413 pistetta¨ valittin. Esimerkiksi x-koordinaatin osalta yhteys ma¨a¨ritella¨a¨n muodos-
tamalla vekottimista syklinen rakenne tulossolmujen v′x ja v
′′
x ja kolmen va¨lisolmun
avulla. Rakenteen muodostamiseen ka¨yteta¨a¨n vekottimia G+, G− ja G=:
p[v′x] = min(p[vx] + p[∆x
+], pC [v
′
x])± ε (G+)
p[v′′x] ∈ [min(p[v′x]− p[∆x−], pC [v′′x])− ε,max(p[v′x]− p[∆x−], 0) + ε] (G−)
p[vx] = p[v
′′
x]± ε (G=).
(12)
Vastaava rakenne muodostetaan koordinaateille y ja z. Alussa solmuihin vx, vy ja
vz liittyvia¨ hyo¨tyja¨ ei ollut kiinnitetty, ja ne kiinniteta¨a¨n ta¨ma¨n syklisen rakenteen
avulla. Rakenteen muodostamiseen riitta¨a¨ 6 tulossolmua ja 9 va¨lisolmua.
Yhteenveto. Kun 3D-BROUWER-ongelman tapauksesta muodostetaan 2-
NASH-ongelman tapaus, muodostettavan pelin runkona on solmujen vastaavuuspeli
(ks. luku 6.1). Vastaavuuspelia¨ ta¨ydenneta¨a¨n vekottimilla (ks. luku 6.2) eli solmuryh-
milla¨, jotka simuloivat aritmeettisia tai loogisia operaatioita ε-approksimatiivisessa
Nashin tasapainossa.
Solmuja vx, vy ja vz ka¨yteta¨a¨n kuvaamaan yksikko¨kuution pisteen (x, y, z) koor-
dinaatteja. Palautuksessa muodostettava pelin ε-approksimatiivisessa Nashin tasa-
painossa na¨ihin solmuihin tallentuvat moniva¨risen kulman la¨hella¨ olevan pisteen
koordinaatit.
Aluksi ei rajoiteta sita¨, minka¨ pisteen koordinaatit solmuihin vx, vy ja vz tallentu-
vat. Seuraavaksi muodostetaan 413 pisteen parvi tarkasteltavan pisteen ympa¨rilta¨.
Kaikkien 413 pisteen osalta yriteta¨a¨n tarkastaa, missa¨ pikkukuutioissa ne ovat. Se
tehda¨a¨n bittien lukemisen (ks. luku 6.3) avulla, mutta epa¨tarkan vertailun vuoksi
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jokaisen pisteen osalta ei va¨ltta¨ma¨tta¨ saada selville pikkukuutiota, johon piste kuu-
luu. Tiedot pikkukuutioista annetaan syo¨tteeksi 3D-BROUWER-ongelman piiria¨ C
simuloivalle rakenteelle, joka laskee 3D-BROUWER-ongelman funktion φ poikkeu-
tukset tarkasteltavissa pisteissa¨. Poikkeutuksista lasketaan keskiarvo, jota ka¨yteta¨a¨n
arviona poikkeutuksesta pisteessa¨ (x, y, z). Lopuksi rajoitetaan poikkeutus tarkas-
teltavassa pisteessa¨ (x, y, z) hyvin pieneksi. Yhteenveto palautuksessa ka¨ytetyista¨
solmuista on taulukossa 11.
Solmut Selitys
vx, vy, vz Yksikko¨kuution pisteen (x, y, z) koor-
dinaatit. Palautuksessa muodostettava
rakenne varmistaa, etta¨ piste on moni-
va¨risen kulman la¨hella¨.
vxp , vyq , vzr (−20 ≤ p, q, r ≤ 20) Yhden pisteparven pisteen koordinaa-
tit. Pisteparvessa on 413 pistetta¨ ja
se on pisteen (x, y, z) ympa¨rilla¨, ks.
epa¨yhta¨lo¨ (9).
vixp , v
i
yq
, vizr (1 ≤ i ≤ n) Yhden pisteparven pisteen koordinaat-
tien bitit (m+ i).
∆x+pqr, ∆x
−
pqr, ∆y
+
pqr, ∆y
−
pqr, ∆z
+
pqr,
∆z−pqr
Funktion φ poikkeutus siina¨ pikkukuu-
tiossa, johon solmujen vxp , vyq ja vzr ku-
vaama piste kuuluu epa¨tarkan bittien
luvun mukaan.
∆x+,∆x−,∆y+,∆y−,∆z+,∆z− Poikkeutusten keskiarvot pisteparves-
sa, ks. epa¨yhta¨lo¨ (10).
Taulukko 11: Yhteenveto palautuksessa ka¨ytetyista¨ solmuista.
6.5 Moniva¨risen kulman lo¨yta¨minen
Seuraavaksi todistetaan edella¨ kuvatun palautuksen oikeellisuus ja esiteta¨a¨n,
miten moniva¨rinen kulma lo¨ydeta¨a¨n muodostetun pelin minka¨ tahansa ε-
approksimatiivisen Nashin tasapainon avulla. Erityisesti ongelmana on, ettei bittien
lukeminen jokaisen pisteparven 413 pisteen koordinaateista va¨ltta¨ma¨tta¨ onnistu, ei-
ka¨ na¨in ollen saada tietoa siita¨, mihin pikkukuutioon kukin piste kuuluu. Ta¨ssa¨ lu-
vussa osoitetaan kuitenkin, etta¨ bittien lukeminen onnistuu riitta¨va¨n monen pisteen
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Tulos- Va¨li-
Rakenteen osa solmut solmut
Pisteen (x, y, z) koordinaattien tallentaminen 3 0
Pisteparven pisteiden x-, y- ja z-koordinaattiarvojen
p[vxp ], p[vyq ] ja p[vzr ] laskeminen, ks. epa¨yhta¨lo¨ (9)
6 · 41 6 · 41
Bittien lukeminen koordinaateista solmuihin vixp , v
i
yq
ja
vizr , 1 ≤ i ≤ n
3 ·41 ·4n 3 ·41 ·4n
413 kopiota piirista¨ C 413|C| 413|C|
Keskiarvojen ∆x+, ∆x−, ∆y+, ∆y−, ∆z+ ja ∆z− laske-
minen, ks. epa¨yhta¨lo¨ (10)
12 · 413 12 · 413
Syklisen rakenteen ilmaiseminen, ks. epa¨yhta¨lo¨ (12) 6 9
Taulukko 12: Yhteenveto rakenteen osien muodostamiseen riitta¨va¨sta¨ solmujen ma¨a¨-
ra¨sta¨.
osalta eiva¨tka¨ epa¨onnistuneet tapaukset vaikuta lopputulokseen.
Jotta palautus olisi polynominen, muodostetun 2-NASH-ongelman tapauksen koon
on oltava polynominen suhteessa 3D-BROUWER-ongelman tapauksen kokoon ja
2-NASH-ongelman tapaus on voitava muodostaa polynomisessa ajassa.
Apulause 6.5.1. Muodostetun 2-NASH-ongelman tapauksen koko on polynominen
suhteessa 3D-BROUWER-ongelman tapauksen kokoon |C|+ n.
Todistus. 2-NASH-ongelman tapauksen koko on 2 · (t)2 ·b+k, jossa t on kummankin
pelaajan puhtaiden strategioiden ma¨a¨ra¨, b hyo¨tyfunktion arvon esitta¨miseen tarvit-
tava bittien ma¨a¨ra¨ ja muuttujan k avulla ilmaistaan parametri ε = 2−k.
Muodostetun pelin kummallakin pelaajalla on 2m solmua ja jokaiseen solmuun liittyy
2 strategiaa, joten kummallakin pelaajalla on t = 2m+1 puhdasta strategiaa. Koska
m on pienin kokonaisluku, jolle pa¨tee 2m ≥ (|C| + n)k0 , puhtaiden strategioiden
ma¨a¨ra¨ t on polynominen suhteessa 3D-BROUWER-ongelman tapauksen kokoon.
Muodostetun pelin hyo¨dyt kuuluvat va¨lille [−M,M +1] = [−24(m+n)+1, 24(m+n)+1+
1], joten hyo¨tyfunktion arvon kuvaamiseen riitta¨va¨ bittien ma¨a¨ra¨ b = 4(m+ n) + 3
on polynominen suhteessa 3D-BROUWER-ongelman tapauksen kokoon.
Parametriksi ε = 2−k on valittu 2−(m+4n), joten pa¨tee k = m + 4n. Siis myo¨s pa-
rametri k on polynominen suhteessa 3D-BROUWER-ongelman tapauksen kokoon.
Muodostetun 2-NASH-ongelman tapauksen koko 2 · (2m+1)2 · (4(m+n)+3)+m+4n
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on polynominen suhteessa 3D-BROUWER-ongelman tapauksen kokoon |C|+ n.
Kuvattu peli voidaan myo¨s muodostaa polynomisessa ajassa, minka¨ todistaminen
sivuutetaan. Seuraavaksi todistetaan, etta¨ ma¨a¨ritellyn pelin ε-approksimatiivisen
Nashin tasapainon avulla voidaan lo¨yta¨a¨ alkupera¨isen 3D-BROUWER-ongelman
tapauksen moniva¨rinen kulma.
Lause 6.5.2 ([CD06]). Tarkastellaan muodostetun pelin ε-approksimatiivista Nas-
hin tasapainoa. Olkoon (x, y, z) piste, jonka koordinaatit ovat tallentuneet solmuihin
p[vx], p[vy], ja p[vz], jolloin pa¨tee siis (x, y, z) = (2
mp[vx], 2
mp[vy], 2
mp[vz]). Olkoot
p, q, r ∈ Z+ lukuja, joille pa¨tee
(p− 1)2−n < x− 30α < x+ 30α < (p+ 1)2−n,
(q − 1)2−n < y − 30α < y + 30α < (q + 1)2−n, ja
(r − 1)2−n < z − 30α < z + 30α < (r + 1)2−n.
Silloin (p2−n, q2−n, r2−n) on alkupera¨isen 3D-BROUWER-ongelman tapauksen mo-
niva¨rinen kulma.
Lauseen 6.5.2 todistamiseen tarvitaan useita apulauseita, jotka esiteta¨a¨n seuraavak-
si. Todistetaan aluksi, etta¨ piste (x, y, z) kuuluu yksikko¨kuutioon [0, 1]3 eika¨ se ole
la¨hella¨ yksikko¨kuution reunaa.
Apulause 6.5.3. Muodostetun pelin ε-approksimatiivisessa Nashin tasapainossa pa¨-
tee
2−(m+n)− (n+1)ε−20 ·2−mα ≤ p[vx], p[vy], p[vz] ≤ 2−m−2−(m+n)+3nε+20 ·2−mα.
Todistus. Todistetaan lause x-koordinaatin osalta. Todistukset y- ja z-
koordinaattien osalta ovat vastaavia.
Tapaus 1. Jos pa¨tee p[vx] < 2
−(m+n)− (n+1)ε−20 ·2−mα, kaikkien pisteparven pis-
teiden x-koordinaatit ovat niin pienia¨, etta¨ lauseen 6.3.3 mukaan kaikki niista¨ luetut
bitit ovat 0. Siis kaikki pisteparven pisteet na¨ytta¨va¨t epa¨tarkan bittien luvun takia
kuuluvan x-suunnassa pikkukuutioon, joka on yksikko¨kuution vasemmalla reunalla.
Tapaus 2. Jos pa¨tee p[vx] > 2
−m − 2−(m+n) + 3nε+ 20 · 2−mα, kaikkien pisteparven
pisteiden x-koordinaatit ovat niin suuria, etta¨ lauseen 6.3.5 mukaan kaikki niista¨
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luetut bitit ovat 1. Siis kaikki pisteparven pisteet na¨ytta¨va¨t kuuluvan x-suunnassa
pikkukuutioon, joka on yksikko¨kuution oikealla reunalla.
Funktion φ poikkeutuksille asetetut ehdot (ks. luku 4.3) sallivat useamman mahdolli-
sen poikkeutuksen niissa¨ tapauksissa, joissa pikkukuutio on yksikko¨kuution reunalla
useamman kuin yhden koordinaatin suhteen. Tarkastellaan ensin tapauksia, joissa
pikkukuutio on yksikko¨kuution reunalla vain x-koordinaatin suhteen.
Tapaus 1 jatkuu. Kaikille pisteparven pisteille pa¨tee p[∆x+pqr] = pC [∆x
+
pqr] = 2
−m±ε
ja p[∆x−pqr] = 0. Epa¨yhta¨lo¨ryhma¨n (10) mukaan pa¨tee
p[∆x+] = α(2−m ± ε)± 3 · 413ε = 2−mα± (3 · 413 + α)ε ja p[∆x−] ≤ 3 · 413ε.
Epa¨yhta¨lo¨ryhma¨sta¨ (12) seuraa
p[v′x] ≥ p[vx] + p[∆x+]− ε ≥ p[vx] + α2−m − (3 · 413 + 1 + α)ε,
p[v′′x] ≥ min(p[v′x]− p[∆x−], pC [v′′x])− ε ≥ p[vx] + α2−m − (6 · 413 + 2 + α)ε ja
p[vx] ≥ p[v′′x]− ε ≥ p[vx] + α2−m − (6 · 413 + 3 + α)ε.
Ta¨ma¨ on ristiriita, silla¨ ε = 2−(m+4n) on huomattavasti pienempi kuin α2−m =
2−(m+2n), kunhan n on tarpeeksi suuri.
Tapaus 2 jatkuu. Kaikille pisteparven pisteille pa¨tee p[∆x+pqr] = 0 ja p[∆x
−
pqr] =
pC [∆x
−
pqr] = 2
−m ± ε. Epa¨yhta¨lo¨ryhma¨n (10) mukaan pa¨tee
p[∆x+] ≤ 3 · 413ε ja p[∆x−] = α(2−m ± ε)± 3 · 413ε = 2−mα± (3 · 413 + α)ε.
Epa¨yhta¨lo¨ryhma¨sta¨ (12) seuraa
p[v′x] ≤ p[vx] + p[∆x+] + ε ≤ p[vx] + (3 · 413 + 1)ε,
p[v′′x] ≤ max(p[v′x]− p[∆x−], 0) + ε ≤ p[vx]− α2−m + (6 · 413 + 2 + α)ε ja
p[vx] ≤ p[v′′x] + ε ≤ p[vx]− α2−m + (6 · 413 + 3 + α)ε.
Myo¨s ta¨ma¨ on ristiriita.
Vastaoletuksen mukaan on myo¨s mahdollista, etta¨ kaikki pisteparven pisteet na¨ytta¨-
va¨t kuuluvan pikkukuutioon, joka on yksikko¨kuution reunalla useamman kuin yhden
koordinaatin suhteen. Ta¨llo¨in poikkeutus voidaan valita useammasta vaihtoehdos-
ta. Ristiriita seuraa tarkastelemalla sita¨ koordinaattia, jonka mukaan funktion φ
poikkeutus on valittu.
Esimerkiksi pikkukuutiossa, joka on yksikko¨kuution vasemmalla reunalla koordi-
naattien x ja y suhteen, poikkeutus voi olla joko δ1 = (α, 0, 0) tai δ2 = (0, α, 0).
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Ensimma¨isessa¨ tapauksessa ristiriita voidaan johtaa tarkastelemalla x-koordinaattia
ja toisessa tapauksessa y-koordinaattia.
Apulauseen 6.5.3 mukaan koordinaattiarvot x, y ja z eiva¨t ole la¨hella¨ yksikko¨kuution
reunoja, joten lauseen 6.5.2 luvut p, q, ja r ovat olemassa.
Tarkastellaan seuraavaksi pisteparven pisteiden poikkeutuksien summaa x-, y- ja
z-suunnissa. Merkita¨a¨n
Sx =
∑
p,q,r
α(p[∆x+pqr]− p[∆x−pqr]),
Sy =
∑
p,q,r
α(p[∆y+pqr]− p[∆y−pqr]), ja
Sz =
∑
p,q,r
α(p[∆z+pqr]− p[∆z−pqr]).
Sx, Sy ja Sz ovat siis pisteparven pisteiden yhteenlasketun poikkeutuksen x- y- ja
z-suuntaiset komponentit. Seuraavaksi todistetaan, etta¨ na¨ma¨ komponentit ovat it-
seisarvoltaan pienia¨.
Apulause 6.5.4. Pisteparven pisteiden poikkeutusten summan kaikki koordinaatit
ovat itseisarvoltaan pienia¨, eli pa¨tee
|Sx|, |Sy|, |Sz| ≤ (6 · 413 + 3)413ε.
Todistus. Todistetaan apulause x-koordinaatin osalta. Todistukset y- ja z-
koordinaattien osalta ovat vastaavia.
Apulauseen 6.5.3 mukaan luku p[vx] ei voi olla la¨hella¨ lukuja 0 tai 2
−m. Epa¨yhta¨lo¨-
ryhma¨sta¨ (10) seuraa
p[∆x+], p[∆x−] ≤ 2−mα+ (3 · 413 + α)ε
silla¨ pa¨tee p[∆x+pqr], p[∆x
−
pqr] ≤ 2−m + ε. Epa¨yhta¨lo¨ryhma¨sta¨ (12) seuraa siis
p[vx] ≥ p[v′′x]− ε
≥ min(p[v′x]− p[∆x−], pC [v′′x])− 2ε
≥ min(min(p[vx] + p[∆x+], pC [v′x])− ε− p[∆x−], pC [v′′x])− 2ε
= min(p[vx] + p[∆x
+]− p[∆x−]− ε, pC [v′′x])− 2ε
= p[vx] + p[∆x
+]− p[∆x−]− 3ε eli
p[∆x+]− p[∆x−] ≤ 3ε.
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Epa¨yhta¨lo¨ryhma¨sta¨ (12) seuraa myo¨s
p[vx] ≤ p[v′′x] + ε
≤ max(p[v′x]− p[∆x−], 0) + 2ε
≤ max(min(p[vx] + p[∆x+], pC [v′x]) + ε− p[∆x−], 0) + 2ε
= max(p[vx] + p[∆x
+]− p[∆x−] + ε, 0) + 2ε
= p[vx] + p[∆x
+]− p[∆x−] + 3ε eli
p[∆x+]− p[∆x−] ≥ −3ε.
Siis tiedeta¨a¨n, etta¨ pa¨tee |p[∆x+] − p[∆x−]| ≤ 3ε, eli pisteparven pisteiden keski-
ma¨a¨ra¨inen x-suuntainen poikkeutus on pieni. Epa¨yhta¨lo¨a¨ (10) hyo¨dynta¨ma¨lla¨ ta¨y-
denneta¨a¨n lauseen 6.5.4 todistus:
|Sx| = |
∑
p,q,r
α(p[∆x+pqr]− p[∆x−pqr])|
= 413|
∑
p,q,r
α
413
p[∆x+pqr]−
∑
p,q,r
α
413
p[∆x−pqr]|
= 413|(p[∆x+]± 3 · 413ε)− (p[∆x−]± 3 · 413ε)|
= 413|p[∆x+]− p[∆x−]± 6 · 413ε|
≤ 413(|p[∆x+]− p[∆x−]|+ 6 · 413ε)
= (6 · 413 + 3)413ε.
Seuraavaksi osoitetaan, etta¨ suuri osa pisteparven pisteista¨ on sijoittunut niin, etta¨
bittien lukeminen niiden koordinaateista onnistuu. Merkita¨a¨n P1:lla niiden pisteiden
joukkoa, joiden koordinaateista bittien lukeminen ei va¨ltta¨ma¨tta¨ onnistu:
P1 = {(p, q, r) ∈ {−20, . . . , 20}3 : |p[vxp ]− a · 2−(m+n)| < 3nε,
|p[vyq ]− a · 2−(m+n)| < 3nε tai
|p[vzr ]− a · 2−(m+n)| < 3nε jollain a ∈ N},
Merkita¨a¨n lisa¨ksi P2 = {(p, q, r) ∈ {−20, . . . , 20}3 : (p, q, r) 6∈ P1}. Tiedeta¨a¨n siis,
etta¨ bittien lukeminen joukon P2 pisteiden koordinaateista onnistuu varmasti. Koska
pisteita¨ on 413 kappaletta, pa¨tee |P1|+ |P2| = 413.
Tarkastellaan pisteparven pisteiden niita¨ x-koordinaattiarvoja, joista bittien luke-
minen ei va¨ltta¨ma¨tta¨ onnistu. Koska pisteparven pisteiden va¨limatka x-suunnassa
on 2−mα = 2−(m+2n), voivat pisteiden x-koordinaatit olla vain yhden 2−(m+n):n mo-
nikerran ympa¨rilla¨. Koska va¨limatka 2−(m+2n) on suurempi kuin 3nε = 3n2−(m+4n),
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kahdesta x-koordinaatin suhteen vierekka¨isesta¨ pisteesta¨ vain toisen x-koordinaatti
voi olla liian la¨hella¨ luvun 2−(m+n) monikertaa eli alle 3nε pa¨a¨ssa¨ siita¨. Siis x-
koordinaatin osalta korkeintaan yksi koordinaattiarvo 41:sta¨ on sellainen, etta¨ bit-
tien lukeminen siita¨ voi epa¨onnistua.
Bittien lukeminen epa¨onnistuu x-koordinaattiarvon takia korkeintaan 412 pisteesta¨.
Piste kuuluu joukkoon P1 jos yksi tai useampi sen koordinaateista on niin la¨hella¨
luvun 2−(m+n) monikertaa, etta¨ bittien lukeminen voi epa¨onnistua. Siis joukon P1
koko on korkeintaan 3 · 412 ja joukon P2 koko on va¨hinta¨a¨n 38 · 412.
Merkita¨a¨n
S1x =
∑
(p,q,r)∈P1
α(p[∆x+pqr]− p[∆x−pqr]) ja
S2x =
∑
(p,q,r)∈P2
α(p[∆x+pqr]− p[∆x−pqr]).
S1x on siis joukon P1 pisteiden osuus summassa Sx ja S
2
x joukon P2 pisteiden osuus
summassa Sx.
Koska joukon P1 pisteita¨ on va¨ha¨n, ne eiva¨t vaikuta summaan Sx olennaisesti. Toisin
sanoen pa¨tee
|S1x| ≤ |P1|α(2−m + ε) < 3 · 412α. (13)
Bittien lukeminen joukon P2 pisteiden koordinaateista onnistuu varmasti. Koordi-
naateista luetut bitit kuvaavat sita¨, mihin pikkukuutioihin joukon P2 pisteet kuulu-
vat, ja poikkeutukset na¨issa¨ pikkukuutioissa saadaan laskettua oikein.
Apulauseesta 6.5.4 ja epa¨yhta¨lo¨sta¨ (13) seuraa
|S2x| = |Sx − S1x| ≤ (6 · 413 + 3)413ε+ 3 · 412α <
38 · 412α
5
≤ α|P2|
5
, (14)
silla¨ ε on huomattavasti pienempi kuin α, kun n on riitta¨va¨n suuri.
Vastaavat tulokset saadaan y- ja z-koordinaateille. On siis todistettu, etta¨ kun jou-
kon P2 pisteiden poikkeutukset lasketaan yhteen, on summavektorin jokainen koor-
dinaatti itseisarvoltaan pieni. Todistetaan seuraavaksi, etta¨ ta¨sta¨ seuraa kulman
(p2n, q2n, r2n) moniva¨risyys.
Merkita¨a¨n ki:lla¨ niiden joukon P2 pisteiden ma¨a¨ra¨a¨, joiden pikkukuutiossa funktion
φ poikkeutus on δi. Epa¨yhta¨lo¨n (14) mukaan vektorin S =
∑4
i=1 kiδi kaikki koor-
dinaatit ovat itseisarvoltaan pienempia¨ kuin α|P2|/5. Seuraava apulause ta¨ydenta¨a¨
lauseen 6.5.2 todistuksen.
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Apulause 6.5.5 ([DGP06]). Jos k1, . . . , k4 ovat ei-negatiivisia kokonaislukuja, k =∑4
i=1 ki, ja kaikki vektorin S =
∑4
i=1 kiδi koordinaatit ovat itseisarvoltaan pienempia¨
kuin αk/5, niin k1, . . . , k4 > 0.
Apulauseen vakiot δ1, δ2, δ3 ja δ4 tarkoittavat 3D-BROUWER-ongelman poikkeu-
tuksia (ks. luku 4.3).
Todistus. Vektorin S koordinaatit ovat (k1α − k4α), (k2α − k4α) ja (k3α − k4α).
Oletuksesta seuraa siis
|k1 − k4| < k
5
, |k2 − k4| < k
5
ja |k3 − k4| < k
5
.
Tehda¨a¨n vastaoletus: jokin kokonaisluvuista k1, k2, k3 tai k4 on 0.
Jos pa¨tee k4 = 0, niin oletuksesta seuraa k1, k2, k3 < k/5 ja k = k1+k2+k3 < 3k/5,
joka on ristiriita.
Jos pa¨tee k1 = 0, niin oletuksesta seuraa k4 < k/5. Siis pa¨tee k2 + k3 > 4k/5, eli
pa¨tee joko k2 > 2k/5 tai k3 > 2k/5. Jos ensimma¨inen epa¨yhta¨lo¨ista¨ pa¨tee, siita¨
seuraa |k2 − k4| > 2k/5− k/5 = k/5, joka on ristiriita. Vastaavasti ristiriita seuraa
ja¨lkimma¨isesta¨ epa¨yhta¨lo¨sta¨.
Tapauksissa k2 = 0 ja k3 = 0 ristiriita johdetaan vastaavasti kuin tapauksessa k1 = 0.
Apulauseen 6.5.5 mukaan luvut k1, k2, k3 ja k4 ovat positiivisia. Siis pikkukuutiois-
sa, joihin joukon P2 pisteita¨ kuuluu, esiintyy kaikkia va¨reja¨ ainakin kerran. Kaikki
pikkukuutiot, joihin joukon P2 pisteita¨ kuuluu, ovat kulman (p2
n, q2n, r2n) vieressa¨.
Siis kyseinen kulma on moniva¨rinen.
Yhteenveto. Lauseen 6.5.2 mukaan 3D-BROUWER-ongelman moniva¨rinen kul-
ma lo¨ytyy siis muodostetun pelin ε-approksimatiivisen Nashin tasapainon avulla.
Moniva¨rinen kulma on tarkasteltavan pisteen (x, y, z) la¨hella¨ ja pisteen (x, y, z) koor-
dinaatit tallentuvat ε-approksimatiivisessa Nashin tasapainossa solmuihin p[vx], p[vy]
ja p[vz].
Apulauseessa 6.5.3 todistettiin, etta¨ tarkasteltava piste (x, y, z) kuuluu yksikko¨kuu-
tioon eika¨ se voi olla la¨hella¨ yksikko¨kuution reunoja. Seuraavaksi apulauseessa 6.5.4
tarkasteltiin pisteparven pisteiden poikkeutusten summaa, ja todettiin, etta¨ sen kaik-
ki koordinaatit ovat itseisarvoltaan pienia¨.
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Sen ja¨lkeen osoitettiin, etta¨ suuri osa pisteparven pisteita¨ on sijoittunut niin, etta¨
bittien lukeminen niiden koordinaateista onnistuu. Pistejoukon P1 pisteet, joiden
koordinaateista bittien lukeminen ei onnistu, eiva¨t vaikuta poikkeutusten summaan
olennaisesti (epa¨yhta¨lo¨ (13)). Siis pistejoukon P2 pisteiden poikkeutusten summan
koordinaattien on oltava itseisarvoltaan pienia¨ (epa¨yhta¨lo¨ (14)). Apulauseen 6.5.5
mukaan siita¨ seuraa, etta¨ pikkukuutioissa, joihin joukon P2 pisteita¨ kuuluu, esiintyy
kaikkia va¨reja¨. Siis moniva¨rinen kulma lo¨ytyy pistejoukon P2 keskelta¨.
6.6 Muut r-NASH-ongelman PPAD-vaikeustodistukset
Todistus 2-NASH-ongelman PPAD-vaikeudesta on osa todistusten sarjaa, jossa on-
gelma r-NASH todistettiin PPAD-vaikeaksi yha¨ pienemmilla¨ pelaajama¨a¨rilla¨ r. Seu-
raavaksi kerrotaan lyhyesti na¨ista¨ todistuksista.
Ongelmaluokan PPAD esittelyn yhteydessa¨ todistettiin PPAD-ta¨ydellisiksi on-
gelmiksi esimerkiksi kiintopisteen lo¨yta¨misongelma BROUWER [Pap94]. Samalla
myo¨s mainittiin 2-NASH-ongelman kuuluminen ongelmaluokkaan PPAD, mutta sen
PPAD-ta¨ydellisyytta¨ ei ka¨sitelty.
Aluksi todistettiin Nashin tasapainon lo¨yta¨minen nelja¨n pelaajan peleissa¨ yhta¨ vai-
keaksi kuin r:n pelaajan peleissa¨ [GP05]. Sen ja¨lkeen approksimatiivisen Nashin
tasapainon lo¨yta¨misongelma r-NASH todistettiin PPAD-vaikeaksi yha¨ pienemmil-
la¨ pelaajama¨a¨rilla¨ r. Ensin todistettiin 4-NASH-ongelman PPAD-vaikeus [DGP06]1.
Sita¨ varten esitettiin 3D-BROUWER-ongelma (ks. luku 4.3) ja todistettiin se PPAD-
ta¨ydelliseksi ratkaisemalla EOL-ongelma (ks. luku 4) sen avulla. 3D-BROUWER-
ongelman tapauksesta muodostettiin solmujen ja vekottimien avulla peli, jonka ε-
approksimatiivisen Nashin tasapainon avulla lo¨ytyy 3D-BROUWER-ongelman mo-
niva¨rinen kulma. Lopuksi pelin solmut jaettiin nelja¨n pelaajan kontrolloitaviksi.
Todistusta vahvennettiin 3-NASH-ongelman PPAD-vaikeustodistukseksi kahdella
eri tavalla. Toisessa todistuksessa muodostettiin uusi yhteenlaskuvekotin, joka mah-
dollisti pelin solmujen jakamisen kolmelle pelaajalle [DP05]. Toisessa todistuksessa
ratkaistiin 4-NASH-ongelma 3-NASH-ongelman avulla [CD05].
Lopulta todistettiin 2-NASH-ongelman PPAD-vaikeus [CD06]. 2-NASH-ongelman
oli arveltu olevan helpompi kuin 3-NASH-ongelman (ks. esim. [DP05]), ja sen osoit-
1Aikaisempi versio: Daskalakis, C., Goldberg, P. W. ja Papadimitriou C. H., The complexity of
computing a Nash equilibrium. Tekninen raportti TR05-115, Electronic Colloquium on Computa-
tional Complexity, 2005.
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tautuminen PPAD-vaikeaksi oli ylla¨tta¨va¨a¨. Ensimma¨isessa¨ todistuksessa, jossa 2-
NASH-ongelma osoitettiin PPAD-vaikeaksi, parametriksi ε valittiin 2−Θ(n). Myo¨-
hemmin esitettiin vahvempi tulos parametrille ε = 1/nΘ(1) [CDT06]. Se ratkaisi
avoimen ongelman 2-NASH-ongelman vaativuudesta, kun approksimatiivista Nashin
tasapainoa ei tarvitse lo¨yta¨a¨ eksponentiaalisella tarkkuudella (ks. esim. [DGP06]).
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7 Johtopa¨a¨to¨kset
Nashin tasapainon lo¨yta¨misongelma on PPAD-ta¨ydellinen ongelma jopa kahden pe-
laajan peleissa¨. Avoimeksi ongelmaksi ja¨a¨ kuitenkin PPAD-ta¨ydellisten ongelmien
laskennallinen vaativuus. Yleisesti pideta¨a¨n luultavana, ettei PPAD-vaikeita etsin-
ta¨ongelmia voi ratkaista polynomisessa ajassa (ks. esim. [Pap94]).
Nashin tasapainon lo¨yta¨misongelman osoittautumista vaikeaksi laskennalliseksi on-
gelmaksi voi pita¨a¨ osoituksena siita¨, etta¨ Nashin tasapaino on epa¨ka¨yta¨nno¨llinen
malli todellisten tilanteiden kuvaamiseen [Pap05]. Jos Nashin tasapaino on vaikea
lo¨yta¨a¨, eiva¨t laskennallisesti rajoittuneet toimijat lo¨yda¨ sita¨ eiva¨tka¨ pa¨a¨dy valitse-
maan tasapainostrategioitaan. Nashin tasapainoon liittyvien laskennallisten ongel-
mien vaikeuden ja vastaavien korreloituun tasapainoon liittyvien laskennallisten on-
gelmien helppouden voi myo¨s na¨hda¨ osoituksena siita¨, etta¨ korreloitu tasapaino olisi
Nashin tasapainoa parempi ratkaisuka¨site pelaajien toiminnan kuvaamiseen [GZ89].
Nashin tasapainon lo¨yta¨misongelman vaikeustodistuksessa esiintyy kuitenkin usei-
ta elementteja¨, joille on vaikeaa lo¨yta¨a¨ vastinetta todellisista valintatilanteista. Kun
2-NASH-ongelma todistetaan PPAD-vaikeaksi, pa¨a¨dyta¨a¨n tarkastelemaan aikavaa-
tivuuden kasvua siina¨ tapauksessa, etta¨ puhtaiden strategioiden ma¨a¨ra¨ kasvaa ja
parametri ε pienenee. PPAD-vaikeustodistuksesta seuraa, ettei luultavasti ole ole-
massa algoritmia, jonka aikavaativuus pysyy kohtuullisena ta¨llaisessa tapauksessa.
Todellisissa peleissa¨ parametri ε olisi luultavasti pieni vakio, johon pelin koko ei
vaikuta. Ta¨llo¨in pita¨isi tarkastella laskennallista vaativuutta siina¨ tapauksessa, etta¨
pelin koko kasvaa, mutta ε pysyy vakiona.
r-NASH-ongelman pahimman tapauksen osoittautuminen vaikeaksi ongelmaksi ei
myo¨ska¨a¨n osoita, etta¨ Nashin tasapainon lo¨yta¨minen todellisuudessa esiintyvissa¨ pe-
leissa¨ olisi vaikeaa. Todellisuudessa esiintyva¨t pelit saattavat olla ongelman erikoista-
pauksia, joissa tasapainon lo¨yta¨misongelma on helpompi kuin yleisessa¨ tapauksessa.
r-NASH-ongelman keskima¨a¨ra¨inen aikavaativuus on era¨s mielenkiintoinen avoin on-
gelma. Ei kuitenkaan ole suoraviivaista ma¨a¨ritelma¨a¨ sille, millainen on r-NASH-
ongelman keskima¨a¨ra¨inen tapaus [MM96]. Nashin tasapainon lo¨yta¨misongelmaa on
tarkasteltu satunnaisesti generoiduissa peleissa¨ seka¨ laskennallisen vaativuuden kan-
nalta [BVV05] etta¨ algoritmien ka¨yta¨nno¨ssa¨ vaatiman ajan kannalta [MM96].
Avoimia Nashin tasapainon lo¨yta¨misongelmaan liittyvia¨ kysymyksia¨ ovat mm. se,
millaisissa erikoistapauksissa Nashin tasapainon lo¨yta¨misongelma on helpompi kuin
yleisessa¨ tapauksessa ja millaisissa tapauksissa se on yhta¨ vaikea. Joitain erikoista-
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pauksia tunnetaan: esimerkiksi kahden pelaajan nollasummapeleissa¨ Nashin tasapai-
non lo¨yta¨misongelma on helpompi kuin yleisessa¨ tapauksessa ja useamman pelaajan
nollasummapeleissa¨ se on yhta¨ vaikea kuin yleisessa¨ tapauksessa (ks. luku 2.5).
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Liite 1. Vekottimet
Ta¨ssa¨ liitteessa¨ esitella¨a¨n hyo¨tyjen lisa¨ykset, joiden avulla muodostetaan vekottimet
G−, Gζ , G×ζ , G=, G< G∨, G∧ ja G¬. Vekottimen vuorovaikutusgraafeista ka¨yva¨t ilmi
vekottimien solmujen roolit syo¨te-, va¨li- tai tulossolmuina. Vekottimien epa¨yhta¨lo¨t,
jotka pa¨teva¨t approksimatiivisessa Nashin tasapainossa, ovat taulukossa 9.
(w,0) (w,1) (w, j)
(v1,0) (−, 0) (−, 1) (−,−)
(v1,1) (−, 0) (−, 0) (−,−)
(v2,0) (−, 0) (−, 0) (−,−)
(v2,1) (−, 1) (−, 0) (−,−)
(v3,0) (1, 0) (0, 0) (0,−)
(v3,1) (0, 1) (1, 0) (0,−)
(v, i) (−, 0) (−, 0) (−,−)
Taulukko 13: Va¨hennyslasku (G−)
(w,0) (w,1) (w, j)
(v1,0) (0, ζ) (1, 0) (0,−)
(v1,1) (1, ζ) (0, 1) (0,−)
(v, i) (−, ζ) (−, 0) (−,−)
w
1v
Taulukko 14: Vakion sijoitus (Gζ)
Sijoitusvekotin G= on vakiolla kertomisen erikoistapaus, jossa vakio ζ on 1.
(w,0) (w,1) (w, j)
(v1,0) (−, 0) (−, 0) (−,−)
(v1,1) (−, 0) (−, ζ) (−,−)
(v2,0) (1, 0) (0, 0) (0,−)
(v2,1) (0, 1) (1, 0) (0,−)
(v, i) (−, 0) (−, 0) (−,−)
Taulukko 15: Vakiolla kertominen (G×ζ)
(w,0) (w,1) (w, j)
(v1,0) (−, 0) (−, 0) (−,−)
(v1,1) (−, 0) (−, 1) (−,−)
(v2,0) (−, 0) (−, 0) (−,−)
(v2,1) (−, 1) (−, 0) (−,−)
(v3,0) (0, 0) (1, 0) (0,−)
(v3,1) (1, 0) (0, 0) (0,−)
(v, i) (−, 0) (−, 0) (−,−)
Taulukko 16: Epa¨ta¨sma¨llinen vertailu (G<)
(w,0) (w,1) (w, j)
(v1,0) (−, 2−(m+1)) (−, 0) (−,−)
(v1,1) (−, 2−(m+1)) (−, 1) (−,−)
(v2,0) (−, 2−(m+1)) (−, 0) (−,−)
(v2,1) (−, 2−(m+1)) (−, 1) (−,−)
(v3,0) (1, 2
−(m+1)) (0, 0) (0,−)
(v3,1) (0, 2
−(m+1)) (1, 0) (0,−)
(v, i) (−, 2−(m+1)) (−, 0) (−,−)
Taulukko 17: Looginen tai (G∨)
(w,0) (w,1) (w, j)
(v1,0) (−, 3 · 2−(m+1)) (−, 0) (−,−)
(v1,1) (−, 3 · 2−(m+1)) (−, 1) (−,−)
(v2,0) (−, 3 · 2−(m+1)) (−, 0) (−,−)
(v2,1) (−, 3 · 2−(m+1)) (−, 1) (−,−)
(v3,0) (1, 3 · 2−(m+1)) (0, 0) (0,−)
(v3,1) (0, 3 · 2−(m+1)) (1, 0) (0,−)
(v, i) (−, 3 · 2−(m+1)) (−, 0) (−,−)
Taulukko 18: Looginen ja (G∧)
(w,0) (w,1) (w, j)
(v1,0) (−, 1) (−, 0) (−,−)
(v1,1) (−, 0) (−, 1) (−,−)
(v2,0) (0, 0) (1, 0) (0,−)
(v2,1) (1, 0) (0, 0) (0,−)
(v, i) (−, 0) (−, 0) (−,−)
Taulukko 19: Negaatio (G¬)
