Abstract. Using the technique from [12] , sharp quadratic convergence bounds for scaled Jacobi iterates are derived. The iterates are generated by any serial Jacobi method when applied to a general complex nonsingular Hermitian matrix. The scaled iterates are defined relatively to the diagonal. The estimates depend on the relative separation between the eigenvalues. The assumptions are general, since no monotonic ordering of the diagonal elements within any diagonal block which converges to a multiple eigenvalue is presumed.
1. Introduction. In [11, 12] , we have derived quadratic convergence bounds of scaled iterates H (k)
, and H (k) are obtained by the serial Jacobi method applied to the positive definite Hermitian matrix H = H (0) . Here diag(H (k) ) denotes the diagonal part of H (k) . Similar results are obtained for the Kogbetliantz method [7, 14] and for the J-symmetric Jacobi method of Veselić [15] . In this paper, we prove that the results of this kind also hold for the serial Jacobi method when applied to indefinite nonsingular Hermitian matrices. This last result completes our survey of scaled iterates.
The motivation for all these endeavors came from several origins. First, we wanted to generalize the classical quadratic convergence results for the symmetric Jacobi method [4, 9, 10, 17] in order to comply with the new theory of relative perturbations for the eigenvalues and singular values. The norms of scaled matrices and the relative gaps in the spectrum appear naturally in the relative accuracy results (see [1] and many other references from [8] ). We note that the pioneering work of Demmel and Veselić [1] has promoted Jacobi method as an accurate eigensolver for the full eigendecomposition of positive definite matrices and recent results of Drmač and Veselić [2, 3] have shown that (one-sided versions of) Jacobi methods can be made very efficient.
where s p = n. Then p is the number of distinct eigenvalues of H and for each i, 1 ≤ i ≤ p, n i = s i − s i−1 (s 0 = 0) is the multiplicity of λ si . We define the appropriate sets of indices N r = {t ∈ N : s r−1 + 1 ≤ t ≤ s r }, 1 ≤ r ≤ p , (2.2) and if H = (h ij ) is nearly diagonal, we assume for t ∈ N r , h tt is affiliated with λ sr , 1 ≤ r ≤ p . (2. 3)
The assumption (2.3) ensures that the diagonal elements of H which correspond to the same multiple eigenvalue occupy successive positions on the diagonal. It means that for each 1 ≤ r ≤ p, the diagonal elements h tt , t ∈ N r , belong to the Gerschgorin disc around λ sr .
For each i ∈ {1, . . . , p}, we define the relative gap of λ si in the spectrum of H by, The spectral matrix norm is denoted by · 2 . Since we frequently use the Frobenius matrix norm, it is denoted simply by · . By Ω(X) we denote the off-diagonal part of
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X, Ω(X) = X − diag(X). Using the notation from [12, pp. 19- 
Hermitian Jacobi method.
A brief description of Jacobi method for computing the spectral decomposition of Hermitian matrices is given in [12, pp. 20-22] . We consider here the column-cyclic pivot strategy. The final result then holds for any equivalent pivot strategy (in [18] , they are called wave front strategies). The total number of rotations in each cycle is
The scaled iterates are defined by
where H (0) = H, H (1) , . . . are generated by the method.
We shall use A (k) , the off-diagonal part of H (k) S , and its norm α k ,
Thus, the diagonal elements of
lm ), k ≥ 0 are zeros and the off-diagonal ones are given by
If in addition
Proof. (i) In the considered Jacobi step only the ith and the jth row and column change. If h ii h jj > 0, using the relations [12, rel. (15) and (16)], we obtain
and the proof follows the lines of the proof of [12, Lemma 2(i), pp. 38-39].
If h ii h jj < 0, using the relations [12, rel. (15) and (16)], we obtain [12, rel. (13) and (14)], one easily obtains
where
Using again the relations [12, rel. (13) and (14)], we estimate ω 1 :
So, in both cases, h ii > 0 > h jj and h jj > 0 > h ii ), ω 1 /h jj is positive and
Combining the above relation with (2.12) we have
In a similar way, one obtains
where ω 2 = |h ij |t + s 2 (h jj + h ii ), and also
¿From the above expression, one can see that ω 2 /h ii is negative and
Combining the obtained relations, we have
Using again the relations [12, rel. (13) and (14)], we have 2sc 1
Since
hjj +hii
hjj −hii cos 2ϕ < 1, we have 2sc 1
Finally, using the relations (2.11), (2.13), (2.14) and (2.15), we obtain 
Proof. The proof goes in the same way as the proof of [12, Lemma 3] 
Proof. The proof follows the lines in the proof of [12, Lemma 4, p. 40] and [11, Lemma 9, , where we use Lemma 3 to estimate K s .
. , H (N ) be as in Lemma 4. In addition, let
3) and
where α 0 and γ are defined by the relations (2.9) and (2.5), respectively. Then the following relations hold for 0 ≤ k ≤ N , 
, instead of using the corresponding result for positive definite matrices. Thus, γ .
According to this relation, we modify the constants in the rest of the proof, and obtain (i).
(ii) From the definition of the function rg( , ), we have rg(h (iii) As above in the case of opposite sign, we have
In the case of same sign, we use the assertion (ii) and follow the lines in the proof of
3. Quadratic convergence of scaled iterates.
Asymptotic assumptions.
According to the conditions used in Lemmas 4 and 5, and the assumptions used in [12, p. 25], we formulate the following asymptotic assumptions:
(A1) H is a complex or real Hermitian matrix of order n ≥ 3, satisfying
where α 0 and γ are defined by the relations (2.9) and (2.5), respectively. (A2) The diagonal elements of H satisfy the relation (2.3) i.e.
where the sets N r , 1 ≤ r ≤ p, are defined by the relation (2.2).
The Main Theorem.
Here we state and prove the main result. Fig. 1,2, p. 27] ). The matrices and matrix blocks appearing in the proof are sketched below.
Theorem 6. Let H satisfy the asymptotic assumptions (A1) and (A2
The matrices M t , N t and T t .
The blocks F r , F r and G r .
In the proof of Theorem 1, we shall use the inequality
where Q sr is given by (2.17) and Using the assumption (A1), we have α 0 /γ ≤ 1/10 and α 0 ≤ 1/(10n) ≤ 1/30, so that
Using the inequality
and the assumption (A1), we obtain
Similarly, using the relations (3.5) and (3.6), and the assumption (A1), we obtain from the relation (3.2)
Therefore, C r is uniformly bounded from above and from below,
The proof of the inequality (3.1) uses induction with respect to r. As in [12, p . 28], we divide it into three parts: the induction base is checked in PART I and the induction step is proved in PART II and PART III.
PART I
We assume that 
PART II
Let II := Q sr−1 + s r−1 (s r − s r−1 ) = I + s r−1 n r . We prove in this part
This is illustrated in [12, To complete the induction step, we use the relations (3.12), (3.11), (3.9), (3.10), (3.2) and (3.7). We have
and the relation (3.1) is now proved. Now, we can complete the proof of the main theorem, 
In the following lemma, we use
Lemma 7. Let H satisfy the assumptions of Theorem 6. Let w m be defined by the relation (3.14) . Then
where ξ in (iv) and (v) is given by the relation (3.3) .
Proof. In the proof we shall omit the index w m . 
This implies (ii).
Since h
, we have the relation analogous to (3.16), i.e., 
1.0053 1.0018 . 
The obtained relations yield the assertion (iii).
and
, which together imply (iv). Using Lemma 7, we can estimate the elements of the mth column, prior and after annihilations. Let (3.14) , (3.20) and [12, rel. (28) ], respectively. Then After that, we apply Lemma 4, the relation (3.7) and the assumption (A1). We obtain 
Proof. We use the same technique as in the proof of [12, Lemma 13, pp. 46-48]. The induction base (m = s r−1 + 1) is proved by using the relation (3.22) and Lemmas 11, 9 and 4. The induction step (m − 1 → m) is proved by using the assertions (ii) and (iii) as the induction hypothesis. Thus, using the relations (3.22) and (3.6), the assertion (ii) (for m − 1), and the assumption (A1), we obtain µ m ≤ 1.0027 1 − 0.7383 5.668 1.0053 (1/10) 2 < 1.05 = µ which is (i) (for m). Now, using Lemma 9(i), the assertions (i) (for m) and (ii) (for m − 1), Lemma 4, the relation (3.6) and the assumption (A1), we have that is (ii) (for m). Similarly, using Lemma 9(ii) and the assertion (iii) (for m − 1), we obtain (iii) (for m). This makes the induction step, and thus, it completes the proof.
For m = s r , the assertion (iii) is just the relation (3.9). To bound A rr , we use Theorem 1(i),
We complete the proof by combining the obtained estimates with Lemma 13, in the same way as in the proof of [12, Lemma 15, p. 51].
By proving the relations (3.9) and (3.10), PART II of the proof has been completed. 
PART III
Thus, we haveã ≤ √ 2 α 2 /γ. The proof is completed by using the relation (2.18) and the assumption (A1).
The last lemma proves the relation (3.11) and completes PART III of the proof.
Numerical examples.
We have made several experiments using MATLAB. The main m-file that we have used is displayed below. In the first (second) part of that file, we generate an s.d.d. symmetric matrix of order n with simple (multiply) eigenvalues. We cannot display all the m-functions which are called in this m-file; instead, we briefly describe what they do. The m-function symd(a,k) generates an almost diagonal symmetric matrix, from the vector a, by the formula A=Q*diag(a)*Q', where Q is an orthogonal matrix whose off-diagonal elements are of order 10 −k (cf.
[5]). Then A is symmetrically scaled to be an s.d.d. matrix. After that, three method are applied to A: two Jacobi methods (djacobivpa(A,180) and djacobi(A)), and the QR method which hides within the intrinsic eig(A) function. The first two methods are coded almost in the same way, using the row-cyclic pivot strategy.
The first method, within the m-file djacobivpa(A,k) is the control one. It uses variable precision arithmetic (vpa) with k decimal digits. We have taken k=180, large enough to watch the asymptotic convergence during several cycles. Its input is the matrix A in double precision and its outputs are also in double precision: V (the eigenvector matrix), Lambda (the eigenvalue diagonal matrix) and OFF (the two-column matrix: the first (second) column contains the off-norms of Jacobi iterates (scaled iterates) obtained after each full cycle). Within djacobivpa(A,180) all computations are performed using vpa.
The second and third method are the standard double precision algorithms.
The eigenvalues computed by these three methods are displayed in non-increasing ordering as vectors: c0 (here are "exact" eigenvalues rounded to double precision), c1 (here are the eigenvalues computed by djacobi(A)) and c3 (here are the eigenvalues computed by eig(A)). The relative errors of the eigenvalues contained in c1 and c2 are computed and stored in the vectors c4 and c5, respectively. From the entries of c1, the absolute and relative gaps are computed. From the columns of OFF, we can watch the off-norm reduction of simple and scaled iterates, that is, we can watch the asymptotic convergence.
In the second part of the main m-file, we use the m-function dmult3vpa(V1,B, the entries of b to be of the same sign and of the similar magnitudes as the diagonal elements of A from the first part of the main m-file. We hope that this might ensure that an s.d.d. symmetric matrix A with multiple eigenvalues (actually, with small clusters of eigenvalues of width not much larger than the machine precision) will be generated. The problem with matrix generation, in this part of the program, lies in the fact that the input matrices to dmult3vpa are in double precision and therefore V is just within machine precision (double precision) close to an orthogonal matrix.
Then we apply four methods to this new A in the same way as described above. The additional method (provided by MATLAB), eig(vpa (A,180) ), computes the spectral precision of A to 180 decimal digits and serves only as a control method for djacobivpa(A,k). The computation in this part is more delicate than in the first part, and we wanted an additional control.
In our experiments, we have been changing n (between 6 and 30) and the vectors a1, a2, b1, b2 in an arbitrary fashion. The results that we display are typical and are obtained as output from the m-file given below.
As can be seen from Table 2 , the case of simple eigenvalues delivered an expected behavior of the Jacobi method. Except for the off-norm reduction, which is closer to cubic than to quadratic convergence. This is often the case when the scaling diagonal matrix D has decreasingly ordered diagonal elements and for smaller matrix dimension. When we have changed the command d=logspace(10,-10,n); into d=logspace(-10,10,n);, we got the following sequence of scaled off-norms per cycle (we display just four figures): 1.996e-002, 1.745e-005, 2.987e-011, 4.015e-022, 7.792e-045, 5.782e-094, 1.310e-199. In all considered cases, the relative accuracy of the Jacobi method has been in average just few ulps, while the intrinsic MATLAB function eig delivered quite erroneous small eigenvalues.
In the case of (almost) multiple eigenvalues, Jacobi method proved to be relatively accurate on scaled almost diagonal symmetric matrices, while this is certainly not true for the QR method (Table 3 ). The asymptotic behavior of Jacobi method is here most instructive. Since the relative gaps are so tiny, in the first cycles Jacobi behaves as if multiple eigenvalues were present (see the analysis of Jacobi method in the presence of clusters [4, last section]). So, quadratic (or faster) asymptotic convergence takes place. As the scaled off-norm, call it α 0 becomes smaller and approaches the magnitude of relative gaps, the asymptotic convergence slows down. And when α 0 becomes smaller than the minimum gap, its reduction per cycle is subjected to the rule described by the main theorem here. Then, actually β 0 = α 0 /γ, reduces quadratically per cycle. 
