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many of the research topics which we have attempted to carry out, it would be im- 
proper to say in public that  our research topics are so important ;  i t  would also 
be unwise to stress our inadequacy in carrying some of them out. Suffice therefore 
to point out that  the second edition has been completely reset and proofread and 
two new chapters were added, one on "Learning and Self-Reproducing Machines" 
and the other on "Bra in  Waves and Self-Organizing Systems." Our readers un- 
doubtedly already own their  copy. 
Book Review Editor 
I te ra t ive  Ar rays  of  Logica l  C i rcu i t s .  By FREDERICK C. HENNIE, I I I .  The 
~f.I .T. Press and Wiley, New York, 1961. 242 pp. $4.95. 
This book, the eleventh of a series of M.I .T.  Press Research Monographs, is 
essential ly the author 's  Ph D. thesis. He generalizes i terat ive circuits from 
previously studied one-dimensional uni lateral circuits to systems of circuits 
having higher dimension and having interconnections in more than one direction. 
He treats several topics in these systems and, in part icular,  proves some un- 
decidabil ity theorems. The book is for specialists, part icular ly those doing re- 
search in automata or switching theory. Also, some of the synthesis techniques 
presented in chapters 7 through 10 are applicable to certain types of logical design 
problems. 
In chapter 1 the definitions for the structure of i terat ive networks are given. 
Basically, an i terat ive network is a regular array of a finite number of identical 
subnetworks, or cells, in n-dimensional Eucl idean space, where the cells are 
placed at points having integer coordinates. Certain boundary conditions on the 
structure are also required. An i terat ive system is the class of finite networks 
having a part icular  cell structure and boundary conditions. Both equil ibrium 
and transient behavior are then described for fixed values of the pr imary inputs 
to a network or system. Most of the book is concerned with equil ibrium behavior. 
If a network is represented by a transit ion diagram, then a state of the network 
is called an equilibrium state for some fixed pr imary input pattern if the network 
state has a cycle of length one for that  pr imary input pattern in the transit ion 
diagram. If a network has exactly one equil ibrium state for each pat tern  of 
pr imary inputs the network is called regular. A network which has no state cycles 
greater than one for any pattern of pr imary inputs is called stable. Two regular 
networks which have the same number and arrangement of cells are called equiva- 
lent if for each pr imary input pattern the pr imary output patterns are identical, 
when the two networks are in their equil ibrium states with the same input pattern 
being applied to both networks. The notions of regularity, equivalence, and 
stabi l i ty for networks and systems play a central role in the later chapters. 
In chapter 2 a study of decidable systems is made. A class of systems is de- 
cidable if there exist finite tests for determining regularity and equivalence of the 
systems. Here the author shows that  one-dimensional systems of combinatorial  
ceils are decidable, and he extends his techniques to certain types of mult idi-  
mensional systems which are decidable. 
In chapter 3 some very interest ing undecidabi l i ty results are obtained by re- 
lat ing certain two-dimensional i terat ive systems to the Post correspondence 
problem which Post has shown to be recursively unsolvable. A sequence of un- 
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decidabil i ty theorems results for two-dimensional i terat ive systems. These are 
obtained by construct ing systems which would solve the Post correspondence 
problem if the class of systems were decidable. Decidabi l i ty of a class of systems 
is finally shown to be characterized by a graph which has a node for each co- 
ordinate axis in the class of systems and directed branches which depict the 
logical interact ion between the axes due to the cell structure. It  is shown that  a 
class of systems is decidable if and only if its graph contains no closed directed 
paths. 
A typical undecidabi l i ty theorem is: 
"Theorem 5: There are no finite algorithms that  will determine whether or not 
an arbi t rary autonomous two-dimensional system with signal flow from left to 
r ight and top to bottom contains a network of width n such that :  
a. the pr imary output of one of the cells in the nth  column is 1, or 
b. the pr imary output of one of the first 2n - 1 cells in the nth  column is 1." 
In chapter 4 the equivalence and stabi l i ty problems for nonregular networks 
are considered, first for uni lateral one-dimensional systems having internal  cell 
memory, and then for higher dimensional systems. I t  is shown that  general 
stabi l i ty  and equivalence tests do not exist. 
In chapter 5 the capabil it ies of i terat ive systems are more closely examined. 
By displaying part icular  examples, theorems are proved which show that  uni- 
lateral systems with cell memory are more powerful than uni lateral  systems 
without cell memory, that  regular autonomous two-dimensional systems having 
four directions of flow are more powerful than those having three directions of 
flow, and, similarly, that  networks with three directions of flow are more powerful 
than those with two directions of flow. 
Complete classification of what input -output  ransformations can be per- 
formed by i terat ive systems, however, is a long way from being solved. Uni lateral  
one-dimensional systems, of course, can be characterized by regular expressions; 
and from Hennie's results it is seen that  a regular bi lateral one-dimensional 
system can be described by a set of pairs of regular expressions. Classification of 
the input -output  transformations for other systems is not made, but  would be of 
interest. 
In chapter 6, sl ight extensions of sequential  circuit analysis procedures are 
shown to be adequate for the analysis of some of the simpler types of i terat ive 
systems. 
Chapters 7, 8, and 9 describe some synthesis procedures for uni lateral  and 
more general types of i terat ive systems. Examples are relied on heavi ly to describe 
these procedures, and in all cases these examples concern some type of counting 
function on the pat tern  of inputs. The author adequately demonstrates the capa- 
bil it ies of i terat ive systems for these "count ing funct ions,"  but  one wonders 
what  other types of input -output  functions might  also be realized by i terat ive 
arrays. 
Chapter  10 describes ome reduction techniques for i terat ive systems which 
are immediately evident from sequential  circuit reduction techniques. These 
techniques do not always arrive at a minimum solution in i terat ive systems. This 
seems to arise from the fact that  equivalence is defined only for equil ibrium, and 
not for the transient  behavior of the networks. 
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Finally, chapter 11 gives an excellent summary of the results and a list of some 
unsolved problems. This reviewer would recommend reading of chapter 11 before 
reading the other chapters. Reading this chapter is also recommended for those 
desiring a detailed summary. 
Two appendices are included. Appendix A is a proof of a ]emma, and Appendix 
B is a l ist of all the theorems and corollaries. 
A certain lack of precision and uniformity between various parts of the book 
makes it rather difficult to read. This is part icular ly noticeable in differences, 
from one theorem to another, in assumptions concerning the t iming of signals in 
various systems. Justif ication for the t iming changes hould be made, especially 
for skewed systems, so that  the reader is not left to wonder about their  possible 
effects. 
Very few errors were found. On page 35, line 7, label set B2 should be added. 
On page 55, at the end of section 3.3, confusion may result from the use of the 
index n both as the index of a sequence i l ,  i2, . . . , iv ,  and as the width of the 
network in theorem 4. In the proof of theorem 14, page 89, the argument about 
the lateral signals in the last Q -~ I cells does not prove that  the last lateral signal 
must be identical with one of the others. However, a somewhat longer argument 
for this is easily constructed. 
In conclusion, the book is recommended for its interest ing undecidabi l i ty 
theorems and its start  toward classifying i terat ive systems. Undoubtedly it  will 
act as a stimulus for further research on the many unsolved problems in this area. 
RAYMOND E. MILLER 
IBM Research Center 
Yorktown Heights, New York 
Proceed ings  of  the  Four th  Berke ley  Sympos ium on  Mathemat ica l  
S ta t i s t i cs  and  Probab i l i ty ,  Vo lume I :  Theory  of  S ta t i s t i cs .  Edited by 
JERZY 1N~EYMAN. Univ. of California Press, 1961. 767 pp. $16.00. 
The Berkeley symposia organized by Professor Neyman have a secure place 
in the l i terature of probabi l i ty and statistics. But students of information 
theory, other than mathematic ians,  run the danger of not paying attent ion to 
these substant ia l  volumes. They would be ill-advised, since the present Volume 
1 conta ins- -among many others- - the following articles: 
DAVID BLACKWELL: Exponentia l  error bounds for finite state channels. 
R. n. DOBRUSHIN: Mathematical  problems in the Shannon theory of optimal 
coding of information. 
RoY I:~ADNER: The evaluat ion of information in organizations. 
ALFRI~D RI~NYI: On measures of entropy and information. 
CLAUDE E. SHANNON: Two-way communicat ion channels. 
A. J. TtlOMASIAN: The metric structure of codes for the binary symmetric 
channel. 
J. WOLFOWITZ: A channel with infinite memory. 
This wealth of material  is in str iking contrast  with the previous symposia, 
two of which (1950 and 1955) were held after the b i r th  of information theory. 
