We design an interactive video-on-demand (VOD) system using both the clientserver paradigm and the broadcast delivery paradigm. Between the VOD warehouse and the customers, we adopt a client-server paradigm to provide an interactive service. Within the VOD warehouse, we adopt a broadcast delivery paradigm to support many concurrent customers. In particular, we exploit the enormous bandwidth of optical fibers for broadcast delivery, so that the system can provide many video programmes and maintain a small access delay. In addition, we design and adopt an interleaved broadcast delivery scheme, so that every video stream only requires a small buffer size for temporary storage. A simple proxy is allocated to each ongoing customer, and it retrieves video from the optical channels and delivers the video to the customer through an information network. The proposed VOD system is suitable for large scale applications with many customers, and it has several desirable features: (1) it can be scaled up to serve more concurrent customers and provide more video programmes, (2) it provides interactive operations, (3) it only requires point-to-point communication between the VOD warehouse and the customer and it does not involve any network control, (4) it has a small access delay, and (5) it requires a small buffer size for each video stream. 
• Dan et al. [6] proposed to choose a shorter batch window for the more popular video programmes.
They developed an analytical model and determined the window size for each video programme.
• Almeroth et al. [7] proposed a batching policy that supports some constrained interactive operations by buffering a certain portion of the video programme or joining the customer to another existing video stream.
• Liao and Li [8] proposed a batching policy called split-and-merge. When a customer performs an interactive operation, the system splits him from his original video stream and attempts to create a new video stream for him. If this is not possible, the customers waits. Once the interaction is done, the system attempts to merge this customer back to an existing video stream via buffering. If this is not possible, the customer waits.
B. Broadcasting Design
The broadcasting design adopts the broadcast delivery paradigm [9] [10] to serve many concurrent customers. There are three broadcasting designs for VOD [11] [12] [13] .
The first design is called periodic broadcasting [11] . It broadcasts multiple streams of the same video programme at staggered times periodically. To watch a video programme, a customer waits until a new video stream for this programme is broadcast and then he receives this stream. The system can serve many concurrent customers because many customers can receive the same video stream from a broadcast channel simultaneously. However, it has a long mean access delay or it requires many broadcast channels per video programme. For example, if a 90-minute video programme is broadcast every 10 minutes, the mean access delay is 5 minutes and it requires 9 broadcast channels. To support interactive operations, a low-resolution version of each video programme is prepared and stored, and it is delivered to the customers upon requests using a client-server paradigm.
The second design is called staggered VOD [12] . It is similar to periodic broadcasting, but it provides interactive operations in a different manner. To perform an interactive operation, a customer changes to receive another broadcast video stream if it exists. To produce a good interactive effect, the staggering interval should be small but this would require a large number of broadcast channels. For example, if the staggering interval is 1 minute, then a 90-minute video programme requires 90 broadcast channels.
The third design is called pyramid broadcasting [13] . It divides each video programme into K segments of increasing sizes, and broadcasts the i th segment of all the video programmes periodically in the i th broadcast channel. The bit rate of each broadcast channel is significantly larger than the video playback rate, especially when the number of video programmes is large. For this reason, every customer must have a fast receiver and a large storage space.
C. A New Design
In this paper, we adopt both the client-server paradigm and the broadcast delivery paradigm to design an interactive VOD system for large scale applications with many customers. This system has several desirable features:
• The system can be scaled up to serve more concurrent customers and provide more video programmes.
• The system provides interactive operations which are approximations of the ideal ones. The customer can control the pause duration, the fast forward rate and the fast rewind rate.
• The system only involves point-to-point communication between the VOD warehouse and a customer. This type of communication can be supported by many existing network infrastructures. In contrast, some existing VOD designs assume that the network can support multicasting or broadcasting.
• The system does not involve any network control. This is important when the network is not owned and managed by the VOD service provider. In contrast, some existing designs involve network control such as dynamic multicasting.
• The access delay is small (say, 30 seconds). In contrast, the access delay in the client-server designs with batching policies and the broadcasting designs is significantly longer (say, several minutes).
• Each video stream only requires a small buffer size for temporary storage.
II. System Design
A. Basic System Architecture Fig. 1 shows the proposed VOD system. The customers are connected to a VOD warehouse through an information network. The information network can be a private network owned by the VOD service provider, or it can be a public network. A customer makes requests via a low bit rate channel, and the VOD warehouse delivers the requested video to this customer via a high bit-rate channel. Both channels are point-to-point.
Within the VOD warehouse, the video archives store M video programmes. Each video programme is organized into pages, where every page lasts for the same duration.
The video archives are connected to an optical fiber, which provides logical channels by wavelength division multiplexing [14] . The pages of each video programme are read from the storage and are broadcast cyclically over multiple optical channels according to a broadcast delivery scheme.
This scheme specifies the time and channel for broadcasting every page. We will design two broadcast delivery schemes in section III.
There are S proxies tapped to the optical fiber, where a proxy is a simple logical unit for reception and transmission. When a customer initiates a new VOD session, the system allocates a free proxy to him. The proxy receives the requested video from the optical channels, and transmits it to the customer at the video playback rate through an information network. When the customer terminates the VOD session, the associated proxy will be released.
B. Scalability
As the VOD service becomes more popular, the system has to serve more concurrent customers and provide more video programmes. The proposed VOD system is scalable to cope with these future expansions.
To serve more concurrent customers, we add more proxies. It is not necessary to modify the existing hardware, and it is only necessary to modify the software setting to manage a larger number of proxies (e.g., to record which proxies are free).
To provide more video programmes, we add storage and optical fibers if the existing ones are not sufficient. When there are multiple fibers, each proxy can be tapped to one of them ( Fig. 2(a) ), or it can be tapped to any one of them via a directional coupler [15] (Fig. 2(b) ).
If the VOD service covers a wide area (e.g., an entire country), we can replicate the VOD warehouse in distributed sites and each warehouse serves its nearest customers. This can avoid using long-distance channels, and reduce the propagation delay to give a better response time for interactive operations.
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III. Broadcast Delivery Schemes
In this section, we design two broadcast delivery schemes for broadcasting each video programme over the optical channels. These schemes are called basic broadcast delivery and interleaved broadcast delivery. We let be the bit rate of each optical channel and be the video playback rate.
A. Basic Broadcast Delivery
For clarity, we adopt the following case for explanation. A video programme consists of pages and these pages are broadcast over channels. Generalization to any n and C is straightforward.
A.1 Delivery Schedule
Fig . 3 shows the basic broadcast delivery scheme. Time is divided into cycles where all the pages are broadcast once in a cycle. Each cycle is further divided into slots where one page is broadcast in one slot in a channel. We let the duration of a cycle and a slot be and respectively where .
The first three pages are broadcast in channel 1 one after the other. Similarly, the next three pages are broadcast in channel 2; and the last three pages are broadcast in channel 3 (see Fig. 3 ). how to deliver these pages to the customer. First of all, the proxy tunes its receiver to channel 1, and waits until the beginning of the coming cycle. Then it retrieves page 1 from channel 1, and at the same time delivers this page to the customer at the video playback rate (a slower rate) through an information network. After retrieving page 1, the proxy does not retrieve in the next slots but it continues to deliver the remaining portion of page 1 to the customer (see Fig. 4(b) ). In the 2 nd and 3 rd cycles, the proxy does similar steps to retrieve and deliver page 2 and page 3 respectively, and the details are shown in Fig. 4 (a)-(b). After retrieving page 3 from channel 1, the proxy does not retrieve in the next slots (i.e., cycle 4) but it continues to deliver the remaining portion of page 3 to the customer. At the same time, it tunes its receiver to channel 2 so that it will be able to retrieve page 4, page 5 and page 6 in the 5 th , 6 th and 7 th cycles respectively. Then, the proxy tunes its receiver to channel 3 to retrieve page 7, page 8 and page 9 in the 9 th , 10 th and 11 th cycles respectively. In this manner, the proxy can deliver video to the customer continuously ( Fig. 4(b) ).
A.2 Buffer Size, Tuning Time and Slot Duration
The proxy retrieves video at the channel bit rate (say, 50 Mbps) for one slot and then waits for one cycle. At the same time, it continuously delivers video at the video playback rate (say, 1.5 Mbps).
Therefore, it must have buffer for temporary storage. To determine the buffer size required, we analyze the buffer occupancy in the proxy. Fig. 4 (c) shows the buffer occupancy versus time:
• In the 1 st slot of the 1 st cycle, the proxy retrieves page 1 and delivers it to the customer simultaneously.
Since the retrieval rate is faster than the delivery rate, the buffer occupancy is increasing with time until it reaches a maximum at the end of this slot. The maximum buffer occupancy is equal to [ (retrieval rate delivery rate) duration of a slot ] = .
• In the subsequent slots, the proxy does not retrieve any page but it still delivers the remaining portion of page 1 to the customer. Therefore, the buffer occupancy is decreasing with time until the end of the 1 st slot of the 2 nd cycle. At this time instance, the buffer occupancy is zero.
The above pattern is repeated and the details are shown in Fig. 4 (c). Since the maximum buffer occupancy is , the proxy requires a buffer size of bits.
When the proxy has retrieved all the pages from one channel, it tunes its receiver to another channel.
We see from Fig. 4 (a) that tuning must be done within one cycle. Therefore, the maximum permissible tuning time is seconds. is at least several seconds in practice (see the design examples in section V.C), while the tuning time of the current optical receivers ranges from several milliseconds to several micro-seconds [15] . Therefore, the tuning speed is not a concern in practice.
The slot duration depends on , and . It can be expressed in terms of these quantities as follows. A cycle has p slots and its duration is , and so the slot duration is . A proxy retrieves a page from an optical channel in one slot at rate , and so a page contains bits. The proxy delivers this page to the customer in slots at rate , and so a page contains bits.
By equating these two quantities, we have . Therefore, the duration of a slot is equal to
B. Interleaved Broadcast Delivery
In the previous studies [11, 16] , interleaving was proposed to reduce the buffer size for VOD storage systems. In this subsection, we apply interleaving to enhance the basic broadcast delivery scheme so that the buffer size required by each proxy can be reduced. For clarity, we adopt the following case for explanation. A video programme consists of pages and these pages are broadcast over channels. Generalization to any n and C is straightforward.
B.1 Delivery Schedule
The main idea is to divide each page into m mini-pages, and interleave them in a cycle so that each proxy is only required to store at most one mini-page at any time. Consequently, the proxy only requires a small buffer size.
Page i is divided into m mini-pages, which are referred to as mini-pages , , , . Time is divided into cycles, a cycle is divided into slots, and a slot is further divided into mini-slots where a mini-page is broadcast in one mini-slot in a channel. we broadcast the mini-pages of pages 1, 2 and 3 in channel 1 as follows:
• broadcast their first mini-pages one after the other (i.e., mini-page , then , and then );
• broadcast their second mini-pages one after the other (i.e., mini-page , then , and then );
• broadcast their third mini-pages one after the other (i.e., mini-page , then , and then ).
In channel 2, we broadcast the mini-pages of pages 4, 5 and 6 in a similar fashion but in a different order: broadcast their third mini-pages, then their first mini-pages, and then their second mini-pages.
In channel 3, we broadcast the mini-pages of pages 7, 8 and 9 in another order: broadcast their second mini-pages, then their third mini-pages, and then their first mini-pages. it retrieves mini-page in the 1 st mini-slot, then retrieves mini-page in the 4 th mini-slot, and then retrieves mini-page in the 7 th mini-slot. In the 2 nd and 3 rd cycles, the proxy retrieves mini-pages , , , , , in a similar manner, and the details are shown in Fig. 6(a) . After retrieving all the mini-pages from channel 1, the proxy tunes its receiver to channel 2. It retrieves mini-page in the 4 th mini-slot of the 4 th cycle, then retrieves mini-page in the 7 th mini-slot of the 4 th cycle, and then retrieves mini-page in the 1 st mini-slot of the 5 th cycle. The proxy retrieves mini-pages , , , , , in a similar fashion, and the details are shown in Fig. 6 (a).
After retrieving all the mini-pages from channel 2, the proxy tunes its receiver to channel 3 to retrieve mini-pages , , , . The details are shown in Fig. 6(a) .
We note that the proxy waits for p mini-slots after retrieving the last mini-page of a page, and it waits for mini-slots after retrieving any other mini-page. To ensure continuous video delivery, a page (or m mini-pages) must last for one cycle and one mini-slot.
The proxy delivers the mini-pages to the customer as follows. When it starts to retrieve a mini-page, it starts to deliver this mini-page to the customer. It continuously delivers the mini-pages to the customers one after the other, and Fig. 6(b) shows the details.
B.2 Buffer Size, Tuning Time and Mini-Slot Duration
To determine the buffer size required by each proxy, we analyze its buffer occupancy versus time as follows (see Fig. 6 (c)):
• In the 1 st mini-slot, the proxy retrieves mini-page and delivers it to the customer simultaneously.
Since the retrieval rate is larger than the delivery rate, the buffer occupancy is increasing with time until the end of this mini-slot. At this time instance, the buffer occupancy is equal to [ (retrieval rate delivery rate) duration of a mini-slot ] = .
• In the 2 nd and 3 rd mini-slots, the proxy stops retrieval but it is still delivering the remaining portion of mini-page to the customer. Therefore, the buffer occupancy is decreasing with time until the end of the 3 rd mini-slot. At this time instance, the buffer occupancy is equal to [ delivery rate duration of two mini-slots ] = .
• In the 4 th mini-slot, the proxy retrieves and delivers mini-page . As a result, the buffer occupancy is increasing with time again until the end of this mini-slot. At this time instance, the buffer occupancy is equal to [ + (retrieval rate delivery rate) duration of a mini-slot ] = . ( p − 1 )
• In the 5 th and 6 th mini-slots, the proxy stops retrieval but it is still delivering the remaining portion of mini-page . Therefore, the buffer occupancy is decreasing with time until the end of the 6 th mini-slot. At this time instance, the buffer occupancy is equal to [ delivery rate duration of two mini-slots ] = .
• In the 7 th mini-slot, the proxy retrieves and delivers mini-page and hence the buffer occupancy is increasing with time again. At the end of this mini-slot, the buffer occupancy is equal to [ + (retrieval rate delivery rate) duration of a mini-slot ] = .
• In the subsequent three mini-slots, the proxy stops retrieval but continues delivery until all the bits in the buffer have been delivered. At the end of the 1 st mini-slot of the 2 nd cycle, the buffer occupancy becomes zero.
The above pattern of buffer occupancy repeats for the subsequent mini-pages (see Fig. 6(c) ). Since the maximum buffer occupancy is , the proxy requires a buffer size of bits.
When the proxy has retrieved all the mini-pages from one channel, it tunes its receiver to another channel. We see from Fig. 6 (a) that tuning must be done within p mini-slots. In other words, the maximum permissible tuning time is seconds.
The mini-slot duration depends on , , and m. It can be expressed in terms of these quantities as follows. A cycle has mini-slots and its duration is , and so the mini-slot duration is . A proxy retrieves m mini-pages of a page from an optical channel in m respective mini-slots at rate , and so these m mini-pages contain a total of bits. The proxy delivers these m mini-pages to the customer in mini-slots at rate , and so these m mini-pages contain bits. By equating these two quantities, we have . Therefore, the duration of a mini-slot is equal to .
C. Comparison
We have presented two broadcast delivery schemes. These schemes require different buffer size per proxy and different permissible tuning time, and Table 1 shows a comparison. Interleaved broadcast delivery is more attractive as it requires a much smaller buffer size per proxy. In addition, as we will explain in section IV, it can also support better interactive operations.
Basic Broadcast Delivery Interleaved Broadcast Delivery
Buffer size required by a proxy (bits)
Maximum permissible tuning time (sec) 
IV. Provision of Interactive Operations
In this section, we describe a set of interactive operations which are approximations of the ideal ones, and explain how the proposed VOD system can provide these approximate operations. Our explanation will be based on the interleaved broadcast delivery scheme, but the ideas are also applicable to the basic broadcast delivery scheme.
A. Pause Fig. 7(a) shows the ideal pause operation. When the customer issues a pause command, the playout point of the video programme is "frozen", and the pause duration can be any positive value. Fig. 7(b) shows the approximate pause operation, in which the pause duration is an integral multiple of the cycle duration . If is smaller, the approximate pause operation is more similar to the ideal one.
The proposed VOD system can provide the approximate pause operation as follows. When a customer issues a pause command to the proxy at time t, the proxy stops retrieval/delivery temporarily.
When the customer issues a resume command at time , the proxy resumes retrieval/delivery at the playout point where it is paused. In other words, the proxy resumes retrieval/delivery at time where n is an integer such that . Fig. 8(a) shows the ideal fast forward operation. When the customer issues a fast forward command, the video programme is played at a faster and constant rate. Fig. 8(b) shows the approximate fast forward operation. It plays a small portion of video at the normal rate, then skips a portion, then plays a small portion, and then skips a portion, etc.
B. Fast Forward
The approximate fast forward operation can be realized at the page level or mini-page level. If it is realized at the page level, it plays a page and then skips some subsequent pages (e.g., see Fig. 9 (a));
if it is realized at the mini-page level, it plays a mini-page and then skips some subsequent mini-pages (e.g., see Fig. 9(b) ). In general, if the cycle duration is shorter, the approximation is closer to the ideal one. In particular, the realization at the mini-page level is better than that at the page level because a mini-page lasts for a shorter duration. Fig. 10(a) shows the ideal fast rewind operation. When the customer issues a fast rewind command, the video programme is played in the reverse order at a fast and constant rate. Fig. 10(b) shows the approximate fast rewind operation. It plays a small portion of video at the normal rate, then skips a previous portion, then plays a small portion, and then skips a previous portion, etc.
C. Fast Rewind
The approximate fast rewind operation can be realized at the page level or mini-page level. If it is realized at the page level, it plays a page and then skips some previous pages (e.g., see Fig. 11 (a)); if it is realized at the mini-page level, it plays a mini-page and then skips some previous mini-pages (e.g., see Fig. 11(b) ). In general, if the cycle duration is shorter, the approximation is closer to the ideal one.
In particular, the realization at the mini-page level is better than that at the page level because a mini-page lasts for a shorter duration.
V. Design Considerations and Examples
A. Design Issues
Proxy: Each proxy is a simple logical unit for reception and transmission. It receives one page per cycle and therefore its receiver is utilized in only one of the p slots in each cycle. Therefore, multiple proxies can share a receiver. They can also share a transmitter for outgoing delivery. For example, if ATM links at 155 Mbps/link are used for outgoing delivery and is 1.5 Mbps, 103 proxies can share a transmitter for one ATM link. To simplify implementation, multiple proxies can reside on the same physical unit for sharing.
Cost-effectiveness:
To serve one additional concurrent customer, it is only necessary to add one proxy and it is not necessary to add the other resources. The cost required is small. Therefore, the proposed system is more cost-effective for larger scale applications with many customers.
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Optical bandwidth: The proposed system uses an optical fiber within the VOD warehouse. An optical fiber is cheap, and its current price is about US $ 0.2 per yard [17] . Nevertheless, its bandwidth is about 25000 GHz [17] , and it can currently provide about one hundred OC-48 channels at 2.5
Gbps/channel [18] [19] . Even if each channel is operated at the OC-1 rate 50 Mbps/channel (OC-1 is mature and economical), an optical fiber can still provide a capacity of = 5 Gbps. This is sufficient for the current application (e.g., see the design examples in section V.C).
I/O bandwidth:
Given a broadcast delivery scheme, the pages or mini-pages can be stored in such a way that they are read sequentially from the storage for broadcasting. In this manner, the I/O bottleneck can be avoided. The I/O bandwidth required depends on the number of video programmes, but it does not depend on the number of concurrent customers. Therefore, the proposed system is particularly suitable for large scale applications with many customers.
I/O speed and channel bit rate:
We can match the I/O speed of a disk with the bit rate of an optical channel, so that the system can simply read from a disk for broadcasting over an optical channel. For example, if we use a disk with I/O speed 50 Mbps [20] , we can operate each optical channel at the OC-1 rate 50 Mbps. In this manner, the system requires an array of small capacity disks.
MPEG Video: MPEG is a common video compression standard [21] . It produces three types of frames: I frames, P frames, and B frames. A group of frames consists of an I frame and a certain combination of P frames and B frames, and each group is independent of the other groups. The proposed system can support MPEG video as follows. Within the VOD warehouse, each mini-page contains an integral number of groups, and its size is larger than the average size of these groups by a specified percentage margin in order to accommodate their variable sizes. Between the VOD warehouse and the customer, a streaming protocol can be used to deliver the video to the customer [22] .
Video playback rate and duration: In the proposed system, different video programmes can occupy different number of optical channels. Therefore, it can accommodate video programmes with different playback rate (e.g., 1.5 Mbps for MPEG-1 and 4 Mbps for MPEG-2) and different duration (e.g., 90
minutes and 120 minutes).
100 × 50 Mbps
B. Selection of Design Parameters
B.1 Cycle Duration
The determination of the cycle duration involves two conflicting factors:
• If is larger, a channel can broadcast more pages in a cycle and hence an optical fiber can broadcast more video programmes. Therefore, a smaller number of optical fibers is needed.
• If is larger, the mean access delay is longer. It is because when a customer initiates a new VOD session, the associated proxy has to wait for an average of seconds before it can retrieve the first page of the requested video programme.
The service provider can specify an acceptable mean access delay . Then the cycle duration can be chosen to be .
B.2 Number of Optical Fibers
The number of optical fibers required depends on the number of video programmes, the durations of these programmes, and the cycle duration. Each optical channel can broadcast bits in a cycle. If the i th video programme has a duration of seconds, it has bits and hence it requires channels where Each video programme is broadcast in one optical fiber. When , an optical fiber can already broadcast all the video programmes and hence . Otherwise, multiple optical fibers are needed. The problem of minimizing is equivalent to the bin packing problem [23] [24] [25] and this problem is NP-hard.
When the number of video programmes M is not large (say, ), the solution space is not very large and it is possible to find the minimal . For example, we can formulate the problem as an integer programming problem and then apply the branch-and-bound technique [26] to find the optimal solutions. When M is large, we have to resort to a good heuristic algorithm. Many heuristic algorithms
have been proposed for bin packing, and the most famous one is probably the first-fit algorithm [23] [24] .
This algorithm has time complexity , and it works as follows. Examine the video programmes one after the other. For each video programme, select the optical fiber that can first accommodate it. If all the existing optical fibers cannot accommodate this video programme, introduce a new optical fiber for it. There are many other good heuristic algorithms, and a recent one can be found in [25] .
B.3. Number of Proxies S
If the system has more proxies, it can serve more ongoing customers and hence it is less likely that a request for a new VOD session is blocked. However, the system is more costly. To make a tradeoff, the service provider can specify an acceptable blocking probability and then determine the minimal number of proxies S required.
We assume that the arrivals of requests for new VOD sessions follow a Poisson process with rate [5] [6] , and we let be the mean duration of a VOD session (it is different from the mean duration of the video programmes because the customers may perform interactive operations). The system of S proxies can be modeled as an M/G/S/S queue [27] . When all the S proxies are serving customers, any additional request will be blocked and the blocking probability can be found to be [27] :
To fulfill the given requirement , we determine the smallest S such that . Since is a decreasing function of S, we can use the bisection method [28] to determine the minimal S.
B.4 Number of Mini-Pages Per Page m
In interleaved broadcast delivery, a page is divided into m mini-pages. To reduce the buffer size required by each proxy, m should be as large as possible (see Table 1 ). However, m has to fulfill two constraints. First, the actual tuning time must be equal to or smaller than the maximum permissible tuning time . Second, each mini-page may have to contain at least a certain number of frames (e.g., contain at least one group of nine frames for MPEG [21] ). To minimize the buffer size required by each proxy, we choose the largest m such that these constraints are fulfilled.
C. Design Examples
We simulate and test the proposed system using OPNET. In this subsection, we present two design examples.
Example 1
We design a VOD system for a large scale application, in which there is one customer requesting a new VOD session in every second on average (i.e., = 1 request/sec) and the mean duration of a VOD session is 100 minutes (i.e., = 100 min). We adopt the following specification:
Quantity Value Acceptable blocking probability 0.01 Table 2 : Specification for Example 1.
In addition, video is compressed by MPEG with 9 frames per group, and each mini-page contains at least two groups of frames with 10% margin.
We determine the design parameters as follows:
• Given = 30 sec, we choose the cycle duration to be .
• Each video programme requires = 3 channels. There are 50 video programmes. Therefore, the system requires two optical fibers.
• To fulfill the given requirement , the number of proxies S must satisfy The minimal S satisfying the above inequality can be found to be 6003.
• Since the tuning time cannot be larger than (see Table 1 ), we have or .
Since each mini-page contains at least two groups of frames, or . We choose . The buffer size required by each proxy is .
Example 2
This example is the same as Example 1, except that the acceptable mean access delay is 5
seconds. We choose the cycle duration to be . Then each video programme requires 18 optical channels. Therefore, the system requires 10 optical fibers, where each optical fiber accommodates 5 video programmes. This design adopts a smaller cycle duration than the previous design in Example 1. Consequently, it provides a better quality (i.e., shorter access delay and better interactive operations) at the expenses of using more optical fibers.
VI. Conclusions
In this paper, we adopted both the client-server paradigm and the broadcast delivery paradigm to design a VOD system for large scale applications with many customers. This system has the following desirable features:
• The system can easily be scaled up to serve more concurrent customers and provide more video programmes.
• The system can provide interactive operations which are approximations of the ideal ones. The customer can control the pause duration, the fast forward rate and the fast rewind rate.
• The system only involves point-to-point communication between the VOD warehouse and each customer. This type of communication can be supported by many existing network infrastructures.
• The system does not involve any network control. This is important when the network is not owned and managed by the VOD service provider.
• The access delay is small.
• Each video stream only requires a small buffer size for temporary storage. 
