Abstract. We consider a nonconvex conservation law modelling the settling of particles in ideal clarifier-thickener units. The flux function of this conservation law has an explicit spatial dependence that is discontinuous. Previous works by two of the authors, together with collaborators, have been aimed at providing a firm rigorous ground of mathematical (global existence and uniqueness) and numerical analysis for clarifier-thickener models. Although the results of these works are briefly summarized herein, the chief goal of this paper is to present a number of numerical simulations of practical interest and to draw some conclusions from them. In contrast to previous papers we consider here flux density functions with two inflection points, which results in solutions exhibiting a richer structure than for flux density functions having one inflection point. The relevance of the "two inflection point" case comes from experimental observations. In addition, we include here several numerical simulations in which the feed rate and overflow and underflow bulk rates vary with time. Time dependent situations have high practical value, but have been very little studied in the literature.
Introduction
The main assumption of the one-dimensional kinematic sedimentation theory, which originated in Kynch's paper [1] , states that in an ideal suspension of small equal-sized solid particles dispersed in a viscous fluid, considered as a superposition of two continuous phases, the solid-fluid relative or slip velocity v r is a function of the local solids concentration u only. (In this paper, we assume that u is the dimensionless solids volume fraction.) Defining the Kynch batch flux density function h(u) := u(1 − u)v r (u), we can then state the governing equation for batch settling of a suspension in a cylindrical closed vessel as the scalar conservation law ∂u ∂t + ∂h(u) ∂x = 0, (1.1) where t is time and x is depth. The function h(u) depends on the material specific properties of the mixture under study; precise assumptions on h(u) will be stated later. Numerous studies (see [2, 3] for overviews) and extensive use in industry have established the kinematic sedimentation theory as a useful description for the settling of a variety of materials including mineral tailings, wastewater and blood. Practitioners very soon used this theory for design calculations of continuously operated settling tanks, so-called thickeners, by adding a transport term q(t)u to the flux density function h(u), where q(t) is a controllable mixture flow velocity [4, 5] . This results in the equation
Several researchers recognized that information on whether a cylindrical continuous thickener is able to treat a given suspension with a known function h(u) under stationary flow conditions can essentially be read off from plots of the continuous flux function qu + h(u) (with q = q(t) kept constant) [6, 7, 8, 9] . However, to use (1.2) for the simulation of continuous sedimentation, one needs to explicitly model the feed and discharge mechanisms and to provide (in the widest sense) boundary conditions. Petty [10] was the first to propose boundary conditions given as explicit boundary concentration values (Dirichlet boundary conditions) for Eq. (1.2), but recognized that the resulting model was not well-posed since overflow and underflow concentration waves may break through the feed and discharge boundary levels, such that in dependence of the solution u, prescribed boundary data are ignored. The well-posedness of a scalar conservation law with boundary conditions was recovered by the concept of entropy boundary conditions [11, 12, 13] . In a series of papers, Bustos and her co-workers utilized this new concept to provide a rigorous mathematical framework to continuous sedimentation [14, 15, 16] .
In spite of its amenability to mathematical analysis, the Petty-Bustos model [10, 14, 15, 16] suffers from some drawbacks. Among them is the lack of a global conservation principle due to the use of Dirichlet boundary conditions, and the complete neglect of a clarification zone. It is preferable to replace the Dirichlet boundary conditions by transitions between the transport flux q(x, t)u and the composite flux q(x, t)u + h(u), which leads to a pure initial value problem. Moreover, the feed suspension should enter between the overflow outlet at the top and the discharge outlet at the bottom. This gives rise to an upwards-directed volume average velocity q L ≤ 0 above and a downwards-directed velocity q R ≥ 0 below the feed level. The feed source itself is modeled by a singular source term.
Consider now a continuously operated axisymmetric clarifier-thickener vessel as drawn in three variants in Figure 1 . Combining all these ingredients, we obtain the final clarifier-thickener model as a conservation law with a flux function that varies discontinuously across the discharge level x = x R , the feed level x = 0 and the overflow level x = x L . The discontinuous flux precludes applying standard conservation law existence and uniqueness theory, and has turned the clarifierthickener model into a topic of fairly recent mathematical research. Thorough constructions and classifications of solutions of clarifier-thickener models were presented in a series of papers by Diehl, see [17, 18, 19, 20, 21] . Two of the authors, together with collaborators, have in a series of papers [22, 23, 24, 25, 26, 27, 28] provided a firm rigorous ground of mathematical and numerical analysis for (first and second order) clarifier-thickener models, where a suitable notion of solution has been introduced, uniqueness of such a solution has been established, and existence of such a solution has been proved by showing that certain numerical schemes converge. The numerical schemes can be also employed as simulation tools for clarifier-thickener models.
To put the present paper in the perspective of our previous treatments, let us mention that the starting point of our analysis was Gimse and Risebro's analysis [29] of the Riemann problem for a conservation law with two different fluxes and two different constant initial data adjacent to x = 0. The solution of the Riemann problem forms the building block of the very efficient front tracking method [30] , which consists in determining an approximate solution to a conservation law with piecewise constant initial data by solving Riemann problems and tracking the fronts (and their collisions) that form their solution. For a conservation law with discontinuous flux, the general front tracking procedure, along with a proof of its well-posedness, was given in [31] for a particular model of two-phase flow in porous media, see also [32, 33] . For another approach to the two-phase flow model, see [34] . The approach in [31, 32, 33] was adapted to the clarifier-thickener model in [23] , and it was shown that this method approximates a weak solution of the clarifier-thickener problem. On the other hand, it requires some effort in implementation, so at the same time we started to analyze easier to implement finite difference methods for the clarifier-thickener model. In this sense, the simplest finite difference scheme for the clarifier-thickener model is based on relaxation, and has been shown to converge to weak solution via the compensated compactness method [24, 35] . However, more accurate numerical schemes, including the scheme used in this paper, are based on the Engquist-Osher [36] generalized upwind finite difference method. This method was applied to the clarifier-thickener model for the first time in the 'engineering' paper [ 37] , but see also [38, 39] . It is straightforward to extend this method to vessels with varying cross-sectional area, see [26] for numerical examples and [25] for a proof of the convergence of this extension to a weak solution. For further details on the finite difference scheme we refer to Section 3.
It is well known that weak (discontinuous) solutions to conservation laws are not unique, and that a selection criterion or entropy condition is necessary to single out a unique physically relevant solution, the entropy solution. For the clarifier-thickener model, an entropy solution concept is presented in [27] , which in turn was based on the works [38, 39, 40] . This concept extends the classical approach due to Kružkov [41] to conservation laws with discontinuous flux. In particular, it characterizes admissible concentration jumps across the discontinuity levels x = x R , x = 0 and x = x L . In fact, it turns out that within the entropy concept outlined in [27] , these jumps are minimal in the sense of the 'minimal jump condition' postulated in [29, 31] . In [27] we prove that an entropy weak solution of the clarifier-thickener model is unique, and show that the finite difference scheme previously advanced in [37] converges to this solution, see also [38, 39, 40, 42, 43] . Thus, the convergence proof acts as a means to show existence of an entropy weak solution. The analysis is valid for a very general class of flux functions, including the ones studied in this paper, and is summarized in Section 3.
In some cases, real-world suspensions cannot be characterized as an ideal suspension. We mention that the clarifier-thickener model has been extended to polydisperse suspensions with particles differing in size or density [22] , and to flocculated suspensions forming compressible sediments [28, 44] . In the latter case, our model is extended by a strongly degenerating diffusion term modelling sediment compressibility. Drawing from the analysis in [40, 42] , we prove in [28] uniqueness of entropy solutions and show that the scheme studied herein, appropriately extended to handle the diffusion term, converges to a weak solution that satisfies an entropy condition.
In our previous papers [22, 23, 24, 25, 26, 27, 28] , we focused on the exposition of the theoretical background of the clarifier-thickener model and its numerical analysis and presented only a few numerical examples. The choice of examples in the engineering papers [37, 44] is also very limited. Meanwhile, a large number of simulations of cases of practical interest have been performed by the last author in his engineering thesis [45] . It is the main purpose of this paper to present further examples of transient behaviour predicted by the clarifier-thickener model. In contrast to all above-cited previous papers, we include here the flux density function with two inflection points proposed by Barton et al. [46] (see also [47] ). The general mathematical framework is, of course, independent of this number of inflection points, so that the well-posedness results and the numerical scheme clearly handle all possible functions h(u) with two inflection points. However, numerical solutions for functions with two or more inflection points in general exhibit a richer structure than for flux density functions having one inflection point only (the latter class includes the famous Richardson-Zaki [48] and Vesilind [49] functions). The relevance of the former case accrues from experimental observations [50, 51, 52, 53, 54, 55] indicating that flux functions with two inflection points describe the material behaviour of many materials more accurately than, say, a simple Richardson-Zaki type [48] flux. In many cases (but with the exception of [53] ), the apparent diminishment of the flux density function at higher solids concentrations, which causes the appearance of more than one inflection point, is attributed to solids stress effects. This phenomenon has been explicitly incorporated in [28, 44] in an alternative way by a degenerate diffusion term, but the present approach is algebraically simpler. (The most accurate way to consider solids stress probably consists in a combination of both methodologies, see e.g. [56] .) We do not regard two or more inflection points as a mandatory ingredient of the model, and they may even be mechanistically inappropriate for some materials, but derive our interest in this case from the above-cited experimental literature. Sedimentation experiments are usually conducted for batch settling of a suspension in a closed column, so the present work can be understood as an extrapolation of experimental findings to continuously operated units. Unfortunately, experimental information on concentration measurements for the latter case is very scarce, but we refer to the papers [53, 57, 58, 59, 60, 61] for explicit comparisons of batch settling experiments with theoretical solutions of the Kynch model, to which our model reduces if bulk velocities are set to zero.
On the other hand, in the numerical experiments of our previous papers the only control variable whose value is changed in time is the solids feed concentration. However, in realistic operation also the feed rate and overflow and underflow bulk rates should vary, as for example in a wastewater treatment plant whose load will usually depend on daytime, and therefore obeys a 24-hour periodic pattern. Such a case was considered by Attir and Denn in [62] and simulated by an ad-hoc numerical scheme introduced in [63] . We have included here one example in which the volume flows are changed in a stepwise fashion, and another one showing the response of the unit to periodic loading.
The remainder of the paper is organized as follows. In Section 2 the governing equation for continuous sedimentation is derived in some detail. In the formulation of the final initial value problem we add the feed source to the model for constant cross-sectional area formulated in [23, 27, 37] . Moreover, weak solutions are defined and the main convergence result is stated. In Section 3 the numerical method is outlined and its basic properties are stated. In Section 4 we present numerical examples in the application to clarifier-thickener models. A discussion of the numerical examples and a short conclusion of the paper are provided in Section 5.
Mathematical model
Throughout this paper, we denote by x a downwards increasing depth variable, and we assume that all flow variables depend on depth x and time t only. In particular, the sought volumetric solids concentration u is assumed to be constant across each horizontal cross section. We subdivide the clarifier-thickener vessel into four different zones: the thickening zone (0 < x < x R ), which is usually the unique zone considered in conventional analyses of continuous sedimentation, the clarification zone (x L < x < 0) located above, the underflow zone (x > x R ) and the overflow zone (x < x L ). The vessel is continuously fed at the feed level x = 0 at a volume feed rate Q F (t) ≥ 0. The concentration of the feed suspension is u F (t). The prescribed volume underflow rate is Q R (t) ≥ 0. Consequently, the overflow rate is Q L (t) = Q R (t)−Q F (t), where we assume that the two control functions Q F (t) and Q R (t) are chosen such that Q L (t) ≤ 0. Of course, the solids concentrations in the underflow and overflow cannot be prescribed, and are part of the solution.
Figure 1 (c) shows a variant of the clarifier-thickener setup of Figures 1 (a) and (b), in which the feed flows enters the vessel from above through a feed inlet. Note that the feed inlet will usually occupy some of the cross-sectional area of the vessel. We assume that the vessel drawn in Figure 1 (c) is controlled by regulating the feed flow Q F (t) and the discharge flow Q R (t), such that no active control of the rate Q L (t) at which the effluent overflows is necessary. In any circumstance we consider a submerged feed source at a fixed vertical location.
Balance equations. Consider first a vertical vessel with a variable cross-sectional area S(x).
Recall that we assume that the volumetric solids concentration u is constant across each horizontal cross-section, i.e. u = u(x, t). Then the conservation of mass equations for the solids and the fluid are given by S(x) ∂u ∂t + ∂ ∂x S(x)uv s = 0, (2.1)
where v s and v f are the solids and the fluid phase velocity, respectively. The mixture flux, that is the volume average flow velocity weighted with the cross-sectional area at height x, is given by
3)
The sum of (2.1) and (2.2) produces the continuity equation of the mixture, ∂Q/∂x = 0, which implies that Q(·, t) is constant as a function of x. We consider first the case that Q suffers no jumps with respect to x. Then we obtain Q(x, t) = Q(x R , t) = Q(t). The well-known kinematic sedimentation theory by Kynch [1] is based on the assumption that v r is a function of u only, v r = v r (u). The postulate that the solid-fluid relative velocity v r (and not, for example, the solids velocity v s , as stated in many papers) is a variable that is given by a constitutive equation reflects the principle of objectivity (see e.g. [64] ), which implies that only a velocity difference, and not a single velocity, is an objective (observer-independent) variable. The slip velocity is usually expressed in terms of the Kynch batch flux density function h(u). In the framework of the kinematic theory we have Figure 2 . The Kynch batch flux density function given by (2.9) with the parameters (2.13) used in [46] (left) and with the same parameters but v 1 = 0 (right).
The function h is usually assumed to be piecewise differentiable with h(u) = 0 for u ≤ 0 or u ≥ u max , where u max is the maximum solids concentration, h(u) > 0 for 0 < u < u max , h (0) > 0 and h (u max ) ≤ 0.
In this paper, we consider the function
with parameters v 0 , v 1 > 0 and C ≥ 1, and where u max is a maximal solids concentration, suggested by Barton, Li and Spencer [46] . In addition, and to limit the discussion, we state the mild assumption that v 0 > v 1 and C ≥ 3. We now show that the function h(u) has either zero or two inflection points, that is, that there are points u a and u b > u a in (0, u max ) with h (u a ) = h (u b ) = 0. (Note that the inflection points of h(u) are the same as for the function qu + h(u) for arbitrary values of q.) It is straightforward to derive the following expressions for the derivatives of h(u) valid for u ∈ (0, u max ), while all these derivatives vanish for u ≤ 0 or u ≥ u max :
We see that
which means that the number of inflection points, that is, of zeros of h (u), in (0, u max ) is zero or even. Furthermore, considering the third derivative, we always have that
while the term (3u max − (C + 1)u) changes its sign only once, namely at u = 3u max /(C + 1). We conclude that h (u) assumes the value zero at most at one point on (0, u max ), and therefore the second derivative h (u) has at most one extremum, a maximum, on (0, u max ). Consequently, h (u) assumes the value zero at most twice on (0, u max ). Thus, under the assumptions stated, h(u) has either zero or two inflection points; if there are two inflection points, their location has to be calculated numerically by solving h (u) = 0.
We adopt here the parameters suggested in [46] ,
for all numerical examples and consider the resulting function as a prototype of a flux density function with two inflection points in (0, u max ). The left plot of Figure 2 shows the flux density function (2.9) with the parameters (2.13). In this case, the two inflection points are u a = 3/10 = 0.30000 and u b = 0.68450. Let us mention here that the original source of information [46, 55] does not state explicitly to which material the set of parameters (2.13) belongs to, but values of C between 4.5 and 5.5 are frequently used for suspensions of small rigid spheres. Since
we can regard v 0 as the Stokes velocity v Stokes , that is, the settling velocity of a single particle of size d and density s in an unbounded fluid of density f and viscosity µ f given by
Typical values for mineral suspensions, for example, are s = 2500 kg/m 3 , f = 1000 kg/m 3 , and µ f = 10 −3 Pa s along with g = 9.81 m/s 2 . Assuming v 0 = v Stokes and solving (2.14) for d, we obtain
m, which is consistent with the range of particle sizes for which Kynch's theory is usually assumed to be valid [3] . If we suppose that the second parameter v 1 is also proportional to the Stokes velocity, we can say that the governing velocity of the system is proportional to the density difference multiplied by the square of particle size; for instance, if we consider particles of double size, then the settling process will be accelerated by a factor of four. This roughly answers the question how parameters have to be chosen for other kinds of particles, and (2.14) indicates the basic sensitivities.
To illustrate the difference to results obtained with a batch flux density function having one inflection point only, we also consider the Richardson-Zaki [48, 65] type flux density function obtained from (2.9) by choosing 15) drawn in the right plot of Figure 2 . We refer to the functions h(u) obtained from the parameter sets (2.13) and (2.15) by h BLS (u) and h RZ (u), respectively. The field equation of the kinematic model, (2.8) , is a first-order hyperbolic partial differential equation. As is well known, its solutions are in general discontinuous due to the propagation of the solution along characteristics, which are straight lines in the case S ≡ const.
A detailed exposition of the underlying sedimentation theory, which also includes a multidimensional framework and polydisperse suspensions having a distribution of particle sizes, is given in [66] . There exists a vast body of literature related to the determination of appropriate functions h(u) from theoretical insight, experiments and discrete simulation, see [57, 58, 67] .
2.2.
The clarifier-thickener model. In [67] , the settling of a suspension in a vessel with varying cross-sectional area is studied as an initial-boundary value problem, where the feed and discharge mechanisms are represented by boundary conditions. In the present model, we avoid boundary conditions and define the volume bulk flows Q R (t) and Q L (t) by
This suggests employing (2.8) with Q(t) = Q R (t) for 0 < x < x R and Q(t) = Q L (t) for x L < x < 0. Moreover, we assume that S(x) = S 0 for x < x L and x > x R , where S 0 > 0 is a small pipe diameter.
The feed mechanism is introduced by adding a singular source term to the right-hand part of the solids continuity equation (2.1) . This results in the (preliminary) dynamic model
Furthermore, we assume that the effluent and underflow pipe diameter S 0 is very small, so that the contributions of S 0 h(u) in (2.19) for x < x L and x > x R can be neglected (compared to those of Q L (t)u and Q R (t)u) in the overflow and underflow zones. Thus, in the final model we consider the limiting case of a vanishing effluent and underflow pipe diameter. Note that taking S 0 → 0, we "switch off" the contribution coming from h(u) in the effluent and undeflow pipes. Since v r (u) = h(u)/(u(1 − u)), this means that there is no solid-liquid relative movement in the effluent and underflow pipes. Thus, the solid material is transported with the same velocity as the liquid, and we see that considering that the pipe diameter is negligibly small is equivalent to starting from the assumption that the solid and fluid phases are transported with the same velocity in the discharge and overflow pipes. (In light of our numerical results, we continue discussing the transitions across x = x L and x = x R in Section 5.)
Under these assumptions, the model (2.17)-(2.19) can be replaced by
Finally, we may express the singular source term in (2.20) in terms of the derivative of the Heaviside function. Adding the term −H(x)Q F (t)u F (t) toG(x, t, u) and subtracting the term Q L (t)u F (t), which is constant with respect to x, we obtain the initial-value problem for a conservation law with discontinuous flux
2.3. Model 1 (constant interior cross-sectional area). A simple but important sub-case is a vessel whose cross-sectional area is constant in the interior, i.e.,
In this case, the solution of (2.23)-(2.25) does not depend on the value of S 0 . To see this, we introduce the new space variable w = w(x) defined by the following bijective mapping R x → w ∈ R: (2.27) and from (2.23) we infer that the function v defined by v(w(x), t) = u(x, t) satisfies the following initial-value problem, where we define the velocities q R (t) := Q R (t)/S int and q L (t) := Q L (t)/S int :
We refer to (2.28)-(2.30) as Model 1. Observe that the variation of S(x) at x = x L and x = x R does no longer appear in (2.28). Thus, Model 1 is formally attained by setting S ≡ 1 in (2.25) for all x ∈ R, and to address any vessel with S(x) given by (2.26), we use (2.25) with S ≡ 1 and maintain the variables u and x, which significantly facilitates the analysis. The transformation (2.27) illustrates that previous treatments of the clarifier-thickener model with S ≡ 1 and x L = −x R [23, 24, 27] (including existence, uniqueness and convergence of numerical schemes) are in fact not restricted to the somewhat unrealistic assumption of a tube having the same diameter as the thickening vessel. Rather, they also include transitions to transport pipes of arbitrarily small (but positive) pipe diameter S 0 .
Finally, we define the vector of discontinuity parameters γ := (γ 1 , γ 2 ) with
and the flux function
2.4. Model 2 (variable interior cross-sectional area). In the case that S(x) is not constant on (x L , x R ), we refer to (2.23)-(2.24) as Model 2, which is characterized by a variable cross-sectional area S = S(x) in the interior of the vessel. It is convenient to rewrite (2.23) as
and to rewrite the flux function G(x, t, u) as
3. Numerical scheme and mathematical analysis 3.1. A finite-difference scheme. In this section we present and prove convergence of a simple upwind difference scheme for generating approximate solutions to the clarifier thickener model. As a corollary, we obtain the existence of a BV t entropy solution to this model. We begin the definition of the difference scheme by discretizing the spatial domain R into cells
. . . Similarly, the time interval (0, T ) is is discretized via t n = n∆t for n = 0, . . . , N , where N = T /∆t + 1, which results in the time strips I n := [t n , t n+1 ), n = 0, . . . , N − 1. Here ∆x > 0 and ∆t > 0 denote the spatial and temporal discretization parameters, respectively. The discretization parameters are chosen so that the following CFL condition holds:
When sending ∆ ↓ 0 we will do so with the ratio λ kept constant. We denote by U n j the finite difference approximation of u(j∆x, n∆t).
The initial data {U 0 j } for the difference scheme are discretized by setting
while the discretization of γ(x) is staggered with respect to that of u:
Observe that due to the averaging process, γ j+1/2 is no longer restricted to a discrete set of points, but may lie anywhere on the set G. By staggering the discretizations of u and γ we are able to construct our scheme using a purely scalar numerical flux. We thus avoid having to deal with the 2 × 2 Riemann problems (as in [23] ) that arise when the discretizations are aligned. The result is that our algorithm is simple to implement. Indeed, we compute {U n j } by the following explicit difference scheme:
for j ∈ Z and n = 0, . . . , N − 2. Here the numerical flux f EO (γ, v, u) is the Engquist-Osher (EO henceforth) numerical flux [36] 
where f u is the derivative of f (γ, u) with respect to the u-argument.
The EO numerical flux is consistent with the actual flux in the sense that f EO (γ, u, u) = f (γ, u). In addition, for fixed γ, f EO (γ, v, u) is a two-point monotone flux, meaning that it is nonincreasing with respect to v, and nondecreasing with respect to u. Due to the regularity assumptions on the flux f , the numerical flux f EO is Lipschitz continuous with respect to each of its arguments. With our choice of the EO flux (3.5), the resulting algorithm is a so-called upwind scheme, i.e., the differencing of the flux is biased in the direction of incoming waves. This allows resolving shocks without excessive smearing. The choice of the EO flux is also motivated by its close functional relationship to the Kružkov entropy flux and the nonlinear singular mapping. These relationships are used to prove compactness for the sequence of numerical approximations {u ∆ }.
Mathematical analysis.
We start by introducing some standard notations. The classical L p spaces of real-valued functions u(x, t) are denoted by L p , 1 ≤ p ≤ ∞. The space BV consists of functions u(x, t) of bounded variation. A locally integrable function u(x, t) is an element of BV if and only if its first order distributional derivatives ∂u/∂x and ∂u/∂t can be represented by locally finite Borel measures. The solutions considered in the present paper, however, belong to the larger space BV t consisting of locally integrable functions u(x, t) for which only ∂u/∂t is a locally finite Borel measure. Finally, by a test function φ(x, t) we mean a compactly supported function φ(x, t) possessing continuous partial derivatives of any order.
To set out the basic mathematical theory for the clarifier-thickener model, we limit ourselves to Model 1 and time-independent control functions.
The main ingredient in the clarifier-thickener model presented in Section 2 is the first-order conservation law ∂u ∂t
where the flux f (γ(x), u) is defined in (2.31). Independently of the smoothness of the parameter vector γ(x), solutions to (3.6) are in general not smooth and weak solutions must be sought, that is, integrable functions u(x, t) taking values in the interval [0, 1] such that u(t) → u 0 as t → 0+ (u 0 is the prescribed initial function), and (3.6) is satisfied in the sense of distributions. However, discontinuous weak solutions are in general not uniquely determined by their initial data, so that a so-called entropy condition must be imposed to single out the physically correct solution. These "physically relevant" solutions are called entropy weak solutions. Suppose for the moment that γ(x) = (γ 1 , γ 2 ) is smooth. A weak solution u is said to satisfy the entropy condition if for all convex twice continuously differentiable functions η : R → R, there holds
in the sense of distributions, where the entropy flux F (γ, u) is defined by
Formally, the entropy condition (3.7) is obtained by multiplying the regularized parabolic equation
where ε > 0 is a small regularization parameter, by η (u), using the chain rule, discarding the parabolic dissipation term η (u)ε(∂u/∂x) 2 thanks to the convexity of η, and letting ε ↓ 0. By a standard approximation argument, (3.7) implies the entropy condition
for all c ∈ [0, 1]; in the sense of distributions.
When γ is smooth, it is well known that (3.6) has a unique and stable entropy weak solution.
The very notion of entropy weak solution introduced above (in particular the entropy condition) and the corresponding well-posedness theory are not applicable when γ is discontinuous. In [27] we suggest the following variant of the above notion of entropy weak solution that accounts for the discontinuities in γ.
Let J := {x L , 0, x R } denote the set points where γ is discontinuous. For a point m ∈ J , we use the notation γ(m−) and γ(m+) for the one-sided limits at the point m:
We say that a function u(x, t) is a BV t entropy weak solution of the initial value problem for (3.6) if it satisfies the following conditions:
(1) Regularity. The function u belongs to L 1 ∩ BV t and assumes values in [0, u max ] for all (x, t). (2) Weak formulation. For all test functions φ(x, t), we have
The initial condition is satisfied in the following strong sense:
(4) Entropy condition. The following entropy inequality holds for all c ∈ [0, 1] and all nonnegative test functions φ(x, t):
A function u(x, t) satisfying only conditions (1)- (3) is called a BV t weak solution of the initial value problem for (3.6).
Following [40] , we proved in [27] that BV t entropy weak solutions as defined above are unique and depend continuously in L 1 on their initial values. More precisely, we proved the following statement: Let v and u be two BV t entropy weak solutions to the initial value problem for (3.6). Then for any t ∈ (0, T )
Among many things, the proof of the L 1 stability (3.13), which immediately implies uniqueness, relies on jump conditions that relate limits from the right and left of the BV t entropy weak solution u at jumps in the spatially varying coefficient γ(x). More specifically, we use a Rankine-Hugoniot condition expressing conservation across each jump, which is a consequence of (3.10), and also an entropy jump condition, which is a consequence of (3.12).
Let u be a BV t entropy weak solution. Fix one of the jumps in m ∈ J . Then the following Rankine-Hugoniot condition holds across the jump for a.e. t ∈ (0, T ):
where "−" denotes a spatial limit from the left and + denotes a spatial limit from the right. Furthermore, for u − (t) = u + (t), the following entropy jump condition holds across the jump:
where
In Section 3.1 we devised a simple explicit upwind finite difference scheme for computing approximate BV t entropy weak solutions. Thanks to its upwind nature, they have the built-in property that they reproduce within reasonable accuracy the discontinuities in the solutions without the necessity to track them explicitly, i.e., they are shock capturing. An obvious requirement of any numerical scheme is that it should approximate (converge to) the correct solution of the problem it is trying to solve. In the present context, this means in particular that a numerical scheme should converge as the discretization parameters tend to zero to a limit function that satisfies the entropy condition (3.12), which implies the scheme produces solutions with correct discontinuities. Under some technical conditions on the initial function u 0 , it was rigorously proved in [27] that the finite-difference scheme possessed this desired property. For the initial data, the technical
In [27] we prove that the scheme converges to an entropy weak solution, provided that the CFL condition (3.1) holds, at least for the case of one inflection point.
Numerical examples
4.1. Clarifier-thickener units. We consider two variants of clarifier-thickener units with feed level height zero, overflow level x L = −1 m and discharge level x R = 1 m: a cylindrical vessel with S int = 1m 2 , and a vessel with a varying cross-sectional area S = S(x) defined by other three-dimensional plots of numerical results shown in this paper, the visual grid used for display is coarser than the computational grid used for the numerical solution.
4.3.
Continuous sedimentation in a clarifier-thickener with variable cross-sectional area and constant control functions. In the next series of calculations, plotted in Figure 8 , we illustrate the difference in dynamic behaviour seen between the cylindrical clarifier-thickener and the vessel with variable cross-sectional area drawn in Figure 
Continuous sedimentation in a clarifier-thickener with variable control functions.
The last two examples, displayed in Figures 9 and 10, refer to the vessel with varying crosssectional area and illustrate that the numerical method can also handle time-dependent variations of the bulk fluxes Q L (t) and Q R (t). In both cases, we choose the discretization ∆x = 0.02 m, while λ = 375 s/m in the simulation of Figure 9 and λ = 300 s/m in that of Figure 10 . Figure 9 (b) shows a continuation of the simulation of Figure 9 (a); namely, we take the final profiles of Figure 9 (a) as initial concentration profile, and Finally, in Figure 10 , which shows two different views of the same simulation, we simulate the dynamic response of a continuous clarifier-thickener under truly time-dependent operating conditions. We start from an initially empty vessel, let Q R = 1.0 × 10 −5 m 3 /s, and assume that Q L and u F show a daily variation according to 
Conclusions
We briefly comment the numerical results. Figures 5 and 7 illustrate that solutions produced with a flux density function h(u) having two inflection points, whose location will not change if we add the linear flux q L (u − u F ) or q R (u − u F ), in general show a more complicated solution structure than analogous cases produced by the same parameters q L , q R and q F but using a function h(u) having one inflection point only. Figure 8 alerts to the way how the evolution of concentration profiles is influenced by the vessel geometry. We observe that the conical segment of the thickening zone of Vessel 2 leads to a continuously varying concentration profile. Moreover, since the settleable area of Vessel 2 is smaller than that of the cylindrical Vessel 1, the unit is filled up, and the overflow of dilute suspension is attained more rapidly in Vessel 2 than in Vessel 1.
In Figure 9 (a) we observe that under these new operating conditions, the clarifier-thickener unit is filled up: the thickening zone is filled up with sediment, which breaks through the feed level x = 0 near t = 6 × 10 5 s. The suspension-supernate level continues to rise until, finally, solid material breaks through the overflow level. By t = 1.2 × 10 6 s the system has attained a steady state at which the feed suspension of concentration u F = 0.15 is simultaneously concentrated to a sediment of concentration 0.9 and, by the clarification zone, dilute to an overflow effluent of a concentration less than 0.1. Figure 9 new steady state is attained, in which only the thickening zone handles the feed flux. The final steady-state concentration of the sediment leaving the clarifier-thickener, u R , is given here through the global balance (Q R − Q L )u F = Q R u R , which implies
Finally, in Figure 10 the sediment level oscillates around the fed level x = 0 in an apparently periodic pattern, while the concentration profile in inferior parts of the thickening zone becomes stationary after several days.
In response to concerns risen by one reviewer of the present paper, let us emphasize that it is well possible, and no violation of conservation of mass, that within the clarification zone x L < x < 0, the local solids concentration exceeds the feed concentration. This occurs, of course, in transient situations where, for example, the clarifier-thickener is operated at steady state with u F > 0, the clarification zone contains solids of positive concentration, and at some time we immediately turn off the feed mechanism. Then a short time interval elapses until the clarifier-thickener empties. Clearly, during that time interval the above mentioned situation occurs. However, in Figures 7 (a) , (d) and 9 (b), we observe that the steady state (non-transient) concentration in the clarification zone exceeds the feed concentration. To see that this observation does not place in doubt the model's verisimilitude, let us restrict ourselves to a cylindrical vessel and assume that u L and u R are the steady state clarified liquid and sediment concentrations, that is, the constant values the steady-state solution assumes for x < x L and x > x R , respectively. Then a global mass balance yields
which can be rearranged to give
and thus
which implies that except in the cases α ∈ {0, 1}, a steady state with u R > u F leads to an effluent concentration u L < u F . However, if we denote by u clarif the steady-state concentration in the clarification zone, then the Rankine-Hugoniot condition (3.14) across x L is Figure 9 . Simulation of the dynamics of a clarifier-thickener with varying crosssectional area under variable, piecewise constant feed conditions. which implies Figure 10 . Simulation of the dynamics of a clarifier-thickener with varying crosssectional area under continuously varying, periodic feed conditions. geometry). On the other hand, it has been demonstrated that a flux density function with two inflection points can lead to fairly complex solution patterns (compared with a function having one inflection point only) even when all control variables are kept constant. Finally, it should be emphasized that the whole model is backed up by a well-posedness (existence and uniqueness) theory.
