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Concept and Microarchitecture of
a Streaming Processor Specialized for
Biomeditronic and Adaptronic Applications
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ABSTRACT
This paper presents a streaming processor specif-
ically designed for adaptronic and biomedical engi-
neering applications. The main characteristics of
the streaming processor are the exibility to im-
plement oating-point-based scientic computations
commonly performed in the digital signal processing
application. The oating-point operators are con-
nected to dual-port memories through separated 3
operand-buses and 2 resultant-buses. Synthesized
with 130-nm technology, the Spectron can be clocked
at 480 MHz. The processor can perform 4 paral-
lel streaming/pipeline oating-point operations us-
ing its FPMAC and CORDIC cores, resulting in
a performance of about 4  485 = 1:94 GFlops
(Giga Floating-point operation per second), which
is suitable for high performance image processing in
biomedical electronic engineering applications.
Keywords: Recongurable Streaming Processor,
Adaptive Signal Processing, Floating-Point Arith-
metic, CORDIC Algorithm, Biomedical Electronic
Engineering, Adaptronic
1. INTRODUCTION
Streaming processors are commonly used to accel-
erate the computations of a scientic formulas used in
many engineering and information technology appli-
cation areas. The scientic computations are specif-
ically required to solve some chemical and physical
problems, signal and image processing problems and
other problems in civil and mechanical engineering.
The scientic computations are often very complex
and sometimes also require very short computation
time (hard real-time constraints). By using a general-
purpose computer system, the problem can be solved
well functionally. However, due to the complexity of
the scientic computations, real-time requirements of
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the computation cannot be meet. Therefore, a spe-
cic streaming processor is proposed to solve the hard
real-time problem. So far, streaming processors have
been developed by some communities [13] [17], [2] for
a specic application and/or for wider range of ap-
plications. The RSV PTM streaming processor for
instance [2] can be programmed by describing the
shape and the location of vector data streams in mem-
ory and describing the computation of the streaming
data in a data-ow graphs. However, the RSV PTM
streaming processor does not support oating-point-
based operations.
Streaming processors have been widely developed
for many applications. Some of them are imple-
mented for example as an application-specic stream-
ing processor. A few application examples can be
found such as streaming processors for uid dynamic
computations based on lattice Boltzmann method
[13] and for accelerating ray tracing traversal algo-
rithm in a graphic rendering application [17]. The
streaming processor can be also implemented as a re-
congurable streaming processor that can be recon-
gured for several scientic computing applications.
The RSV PTM streaming processor presented in [2]
can be programmed by describing the shape and the
location of vector data streams in memory and de-
scribing the computation of the streaming data in a
data-ow graphs. However, the RSV PTM stream-
ing processor does not support oating-point-based
arithmetic operations.
A few oating-point-based processors, which also
support streaming computations, have been devel-
oped so far. Intel Corporation has designed a 6.2-
GFlops Floating-Point Multiply-Accumulator (FP-
MAC) [18]. The FPMAC processors are dedicated
for a Teraops Multicore System, which could run
tera oating-point operations per second by intercon-
necting 80 FPMAC cores through a 2D mesh 8  10
on-chip network. Another oating-point-based pro-
cessor that supports streaming computations is SPE
(Synergistic Processing Element) processor [6] from
IBM Corporation.
This paper presents a recongurable streaming
processor supporting pipeline oating-point oper-
ations called SPECTRON (S treaming Processor
SpEC ic for BiomediTRON ic and AdapTRON ic
Application). SPECTRON is designed to implement
several complex adaptive signal processing algorithms
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Fig.1: The microarchitecture of the SPECTRON processor.
to solve some general hard real-time digital control
system problems. In particular, SPECTRON is also
dedicated to be used in adaptronic and biomedical
electronic engineering (biomeditronic) applications.
In a special case, it can be used to cover common
network-induced delay problems in a large distributed
control system.
2. MOTIVATIONS
Adaptronic system is a new technology trend re-
lated to the development of a smart structure, in
which sensors and actuators become integrated parts
of the structure and are integrated to the structure
during a manufacturing process, resulting in a new
multi functional material [9]. The smart structures
are developed in order to be capable to sense and re-
act actively and adaptively in response to the changes
of structure environment and disturbances applied to
the structures. In order to acquire a smart charac-
teristic of the structure, a real-time adaptive signal
processor is required.
Most of the problems in the adaptronic systems
have strong relationship with general control engi-
neering problems such as active noise control (ANC),
active structural acoustic control (ASAC) and ac-
tive vibration control (AVC). The adaptronics are
also related to the life-cycle engineering topics as well
as in structural health monitoring (SHM), structural
health control (SHC) [12], active crack control or ac-
tive structural damage control topics.
The problems in the biomeditronic applications
can also be generally solved by using adaptive sig-
nal processing systems such as adaptive least-mean-
square (LMS) lters and discrete fourier transforma-
tors. Biomedical engineering applications, such as l-
tering and frequency analysis of electrocardiogram,
speech processing and hearing aid systems, medical
image registration and image segmentation [7], re-
quires basic signal processing computations such as
noise ltering, parameter estimation, spectrum com-
putation, etc. The computation will principally need
common operators such addition, multiplication, di-
vision and accumulation.
In hearing aid applications, digital signal proces-
sors (DSPs) give more benets in the future, espe-
cially due to the shrinking of the transistor feature
sizes [5]. The circuit designers get more exibility to
implement a more complex control signal algorithm
for the digital-based hearing aid products. Despite
the lower exibility and higher noise-sensitivty, the
analog approach gives lower power dissipation com-
pared to the digital one. The hearing-aid chip pre-
sented by Serra-Graells et al. is a true example of
a programmbable analog signal processor [14]. The
analog core is used to process the audio signal, while
the digital core is used to program the analog core.
However, the digital programming core can only pro-
gram the parameters of the analog core. The struc-
ture of the analog processor core itself cannot be fur-
ther recongured.
3. PROCESSOR ARCHITECTURE
The proposed recongurable SPECTRON stream-
ing processor consists of a set of oating-point arith-
metic units and memory units. Fig. 1 shows the
architecture of the streaming processor. As shown
in the gure, there are 3 bus systems for operands
(Bus A, Bus B and Bus C) and 2 buses for operation
results (Bus D and Bus E). The data format used
in the SPECTRON is in accordance with the IEEE
Standard for oating-point computers (See Fig. 2)
[15, 16]. Additional valid-bit is used to guide data
accessing correctly arithmetic and memory units in
pipeline way. All units are controlled by a single Cen-
tral Control Unit (CCU) to guarantee the streaming
computing synchronization.
3.1 Arithmetic Units
The arithmetic units consists of two main com-
ponents, i.e. an FPMAC (Floating-Point Multiply-
Accumulator) core and a CORDIC (Coordinate Ro-
tation Digital Computer) core. The operations of the
Arithmetic units are controlled by the CCU through a
set of control paths. The architecture of the FPMAC
42 INTERNATIONNAL JOURNAL OF APPLIED BIOMEDICAL ENGINEERING VOL.6, NO.1 2013
S
31 30 23 22 0
EXPONENT (E) MANTISSA (M)
32 bits data (single precision) LSBMSB
V
Data Guide (Valid)
32
Fig.2: Data Format of the streaming processor.
TSB TSB
TSB TSB TSB
f5
1
0
e1
z
ef4
1
0
d1
z
d
ADD/SUBMUL
Bus E
Bus D
Bus A
Bus C
Bus B
c
e
d
b
a
d1
z = high impedance state
f9
f10
f11
f12
f13
f4
f5
2b
2b
1 0 1 1 0 102 0 2
a1 a2
b1 b2
c1 c2 f8
f7
f6
f1,2,3
e1
FPMAC
2b
2b
2b
Fig.3: Architecture of the recongurable FPMAC
core.
core is shown in Fig. 3.
3.1...1 FPMAC Core
The oating-point adder unit used in this work
uses a 3-stage pipeline architecture. The 3-stage
pipeline architecture is shown in Fig. 4. In the rst
stage, three sub operations are made, i.e. sign iden-
tication, exponent dierence and mantissa swap.
Mantissa alignment, leading-one-detection and man-
tissa adding/subtracting sub operations are made in
the second stage. The last stage is the packing out
of the operation result into the standard IEEE bi-
nary oating-point format. The last stage includes
overow and underow detection, rounding-logic and
exponent correction. The oating-point multiplier
is also a 3-stage pipeline architecture. The 3-stage
pipeline architecture of the multiplier is shown in
Fig. 5.
3.1...2 CORDIC Core
CORDIC (Coordinate Rotation Digital Com-
puter) algorithm was rstly introduced in 1959 [19],
[3]. The Nordic is a powerful iterative algorithm to
implement trigonometric function as well as other
functions such division function. The main advan-
tage of this algorithm is that it requires only simple
operator to implement the CORDIC hardware, i.e.
sign operator, adder=subtractor and shift operator.
Signa Signb Expa Expb Mantisaa Mantisab
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Mantissa
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Fig.4: Three-stage pipeline oating-point adder.
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Fig.5: Three-stage pipeline oating-point multiplier.
Equ. (1) shows the general radix-2 CORDIC iterative
algorithm.
xk+1 := xk  m Sk  2 k  yk
yk+1 := yk + Sk  2 k  xk
zk+1 := zk   Sk  Tk (1)
where m = f 1; 0; 1g, determines the modus of the
CORDIC algorithm. Sk is a sign function and de-
scribed in Equ. (2).
Sk =
(
 1 : zk  0
+1 : zk > 0
(2)
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The CORDIC is a powerful algorithm, because we
can implement many functions such as division, sine,
cosine, tangent, exponent, logarithmic, etc, in a sin-
gle CORDIC core with a special reconguration tech-
nique. More detail on the CORDIC algorithm can be
found in [11] and [10].
3.2 Memory Units
Memory units consists of 3 Dual-Port RAMs
(DPR1, DPR2 and DPR3) and a Shift-Register
(SREG). All memory units are also connected to 5
bus systems, where each input and output port of the
memory units can be multiplexed and demultiplexed
for exible interconnect conguration purpose.
3.2...1 Dual Port RAM
Three Dual-Port RAMs DPR  j; j 2 f1; 2; 3g are
used in the architecture allowing to perform stream-
ing computation of three input data streams concur-
rently. Two buses are implemented to enable paral-
lel streaming output computation and data storing
from the FPMAC and CORDIC cores. For exam-
ple by using the CORDIC core, storing a sine and
cosine outputs concurrently into two dierent mem-
ory units is possible. The DPR1, DPR2 and DPR3
are controlled respectively through a set of control
paths mj , nj and pj , where j 2 f1; 2;    ; 7g. Read-
Write operation modes of each Dual-Port RAM are
controlled by the CCU through eR; eW; rAdd;wAdd
paths for read-enable, write-enable, read address and
write address, respectively.
3.2...2 Shift-Register
The Shift-Register (SREG) is used to store the
history of data sampling. In many control and signal
processing applications, the historical data of a signal
are used to perform several time-based computation
for time-series analysis and frequency-based compu-
tation for spectrum analysis of the signal. There-
fore, for eciency purpose, the Shift-Register is also
implemented in the processor. The SREG is con-
trolled by the CCU through a set of control paths
rj ; j 2 f1; 2;    ; 7g and control paths eR; eW; rAdd
for read-enable, write-enable and write address, re-
spectively.
4. COMPUTATIONALMODEL AND CORE
CONFIGURATION
In general, the SPECTRON streaming processor
is targeted to perform high performance computa-
tion for modern real-time control algorithms. Some
modern control algorithms such as model reference
adaptive control algorithm, and parameter identica-
tion algorithm and controller parameter calculation
for self-tuning adaptive control systems [1] are very
complex. Therefore, high-performance computations
are required to meet the real-time requirement.
This section will show one example of a computa-
tional model used in an adaptive Finite Impulse Re-
sponse (FIR) lter, where an Adaptive Least mean
Square (LMS) algorithm is used to adjust the lter
parameters. The next section (Section 4.2) will show
in detail how the stream processor are congured to
perform the adaptive LMS algorithm for the adaptive
FIR lter.
4.1 Adaptive Signal Processor Computational
Model
In this paper an adaptive nite impulse response
(FIR) lter architecture is used to in both ap-
plications. If there is a set of tap delay 	 =
f0; 2;    ; Ntap 1g, the lter output can be modeled
mathematically as in Equ. (3).
After the lter output is computed, the error sig-
nal between the lter output and the desired signal
d(k) is computed as described in Equ. (4). The pa-
rameters of the adaptive lter are then updated by
using a least-mean-square (LMS) algorithm as shown
in Equ. (5), where  is an adaptation gain. The LMS
algorithm was rstly introduced by Widrow et al. [20]
in 1960. The adaptation gain in the algorithm should
be chosen carefully to guarantee the stability of the
lter. The higher the adaptation gain, the faster the
lter converges to a steady-state condition, but the
lower the stability of the lter. More information
about adaptive lter theory can be found in Haykin's
Book [8]. The use of the adaptive LMS lters for ac-
tive sound and vibration control applications, which
are general active adaptive control problems in adap-
tronic applications can be found in Elliot's Book [4].
y(k) =
NtapX
j=1
wj(k)x(k   j); 8j 2 	 (3)
e(k) = d(k)  y(k) (4)
wj(k + 1) = wj(k) + x(k   j)e(k); 8j 2 	 (5)
4.2 Core Conguration
The SPECTRON processor can be programmed
and recongured by changing the contents of a in-
struction vector memory (implemented as a part of
the CCU). The SPECTRON has a very long instruc-
tion word (VLIW) format. One instruction line repre-
sents a streaming computations. Six examples of the
computations shown in Table 1. is executed by using
one instruction line. The instruction vector consists
of bit elds used to enable tri-state-buers (TSBs),
multiplexers, demultiplexer, as well as bit elds to
control the ow of streaming operations made by the
arithmetic units, and the read-write streaming opera-
tions of the memory units. Due to the parallel buses
and the multiple arithmetic and memory cores im-
plementation, more than one oating-point streaming
computations can be performed concurrently.
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Table 1: List of oating-point operations for the adaptive LMS signal processing.
No. Computation Flop. Bus A Bus B Bus C Bus D Bus E
Unit (from) (from) (from) (stored in) (stored in)
1 yj =
P
j wjxj FPMAC xj n.a. wj n.a. aj
j 2 	 (MUL,ADD) (SREG) (none) (DPR1) (none) (DPR2)
1.a y1 = aS 3 + 0 FPMAC aS 3 0 n.a. n.a. y1
(ADD) (DPR2) (DPR3) (none) (none) (DPR3)
1.b y2 = aS 2 + y1 FPMAC aS 2 y1 n.a. n.a. y2
(ADD) (DPR2) (DPR3) (none) (none) (DPR3)
1.c y = aS 1 + y2 FPMAC aS 1 y2 n.a. n.a. y
(ADD) (DPR2) (DPR3) (none) (none) (DPR3)
2 e = (d  y) FPMAC d y  n.a. e
(SUB,MUL) (DPR1) (DPR2) (DPR3) (none) (DPR2)
3 wj = wj + exj FPMAC wj e xj new wj n.a.
j 2 	 (MUL,ADD) (DPR1) (DPR2) (SREG) (DPR1) (none)
Note : xj = x(k   j), n.a. = not applicable
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Fig.6: Example of core conguration for the streaming computation number 1 according to Table 1.
Due to a feedback datapath used in the MAC
(Multiply-ACcumulator) computations, the stream-
ing computation required a special attention. In
general, the resulting of the streaming MAC com-
putation can be obtained by accumulating the last
3 MAC computation results and perform 3 consecu-
tive adding operations as shown in Table 1. Other
non-feedback streaming computations can be per-
formed well in SPECTRON. The following Theorem
describes the short proof of the problem solution.
Theorem 1: If a streaming MAC (Multiply-
ACcumulator) computation y =
PS
j=1 xjwj is made,
and the S number of the pipeline multiplication re-
sult mj = xjwj ;8j 2 f0; 1; 2;    ; S   1g is accumu-
lated in a pipeline way through an N -stage pipeline
adder, then the MAC computation result will be y =PS 1
j=S N aj, where aj is the accumulating result at
each pipeline stage j.
Proof: Since there is no feedback in the S num-
ber of streaming multiplications, then each jth mul-
tiplication result can be set as mj = xjwj ; 8 j 2
f1; 2;    ; Sg as mentioned previously in the Theo-
rem. However, the pipeline accumulation has a out-
put feedback, which delayed for N cycle because of
the use of the N -stage pipeline adder. Hence, the
accumulation results can be formally written as
aj =
8><>:
mj ; 1  j  N
mj + aj N ; N < j  S
0; N < j  S and mj = 0
(6)
If we expand Equ. (6) into a series of algebraic
equation then the following formulation is obtained.
akN+i =
X
k2
mkN+i; 0  i < N (7)
If the maximum number of streaming computation
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is S, then we can expand again Equ. (7) into the
following equation.
akN+i = mi +mN+i +m2N+i +   +mkN+i (8)
  
akN+2 = m2 +mN+2 +m2N+2 +   +mkN+2 (9)
akN+1 = m1 +mN+1 +m2N+1 +   +mkN+1 (10)
akN = mN +m2N +m3N +   +mkN (11)
  
a(k 1)N+3 = m3 +mN+3 +   +m(k 1)N+3 (12)
a(k 1)N+2 = m2 +mN+2 +   +m(k 1)N+2 (13)
a(k 1)N+1 = m1 +mN+1 +   +m(k 1)N+1 (14)
a(k 1)N = mN +m2N +   +m(k 1)N (15)
  
a2N+1 = m1 +mN+1 +m2N+1 (16)
a2N = mN +m2N (17)
  
aN+1 = m1 +mN+1 (18)
aN = mN (19)
  
a1 = m1 (20)
If only the last N number of the above algebraic
equations is accumulated, we will have y =
PS
j=1mj ,
which is in accordance with the formulas mentioned
in the Theorem 1, i.e.
y =
S 1X
j=S N
aj =
SX
j=1
mj =
S 1X
j=0
xjwj : (21)
Hardware Realization based on the Theorem: As
shown in Fig. 6 and as described in Table 1, we can
see that the stream variables xj and wj are stored
in SREG and DPR1, respectively. the accumulation
results aj is then stored in DPR2. Because the ADD
unit is a 3-Stage pipeline Adder, then in order to ob-
tain the variable y, the last three variables aj (aS 1,
aS 2, aS 3) stored in DPR2 must be accumulated.
The computations numbers 1.a, 1.b and 1.c in Table 1
show the detail how to make the operation.
5. SYNTHESIS USING CMOS STANDARD-
CELL AND FPGA TECHNOLOGY
The synthesis results of the SPECTRON processor
is shown in Table 2 and Table 3. In this current
processor implementation, we implement a CORDIC
core that can compute oating-point sine and cosine
functions. This core has also the largest logic cell
area. Due to larger area occupancy, a recongurable
will be designed in the future to implement various
trigonometric and logarithmic functions.
Table 2: Synthesis result using 130-nm CMOS
standard-cell technology from Faraday Technology
Corporation with target frequency 485 MHz.
Measured components Synth. result
Total logic cell area 1.5543386 mm2
Slack time (critical path) 1.96 ns
Switching power (1.32V) 68.305 mW
Internal power (1.32V) 249.276 mW
Table 3: Logic cell area of the components and sub-
components.
Component Cell area Percen-
(m2) tage (%)
FPMAC 48888 3.1
ADD/SUB 15466 1.0
MUL 29513 1.6
CORDIC (Sine,Cos) 968340 58.5
DP-RAM 1 162158 9.2
DP-RAM 2 164179 9.2
DP-RAM 3 161556 9.2
SREG 134792 7.1
CCU 16422 1.0
Other Combinatorial logics 0.2
Table 4 shows also the synthesis result of the pro-
cessor on Virtex-5 FPGA device from Xilinx Corpo-
ration. By using the FPGA device, the SPECTRON
can be clocked until 186.108 MHz which is slower than
the synthesis result on CMOS standard-cell technol-
ogy.
6. CONCLUSIONS AND FUTURE WORKS
A streaming processor called SPECTRON has
been presented in this paper. SPECTRON can
be programmed and recongured for many em-
bedded real-time control engineering and embed-
ded high-performance signal processing problems.
SPECTRON can be clocked at 480 MHz when it
is synthesized using the 130-nm CMOS technol-
ogy. The processor can perform 4 parallel stream-
ing/pipeline oating-point operations using its FP-
MAC and CORDIC cores, resulting in a performance
of about 4  485 = 1:94 GFlops (Giga Floating-
point operation per second). In the future, the
Table 4: Synthesis result using Virtex-5 FPGA de-
vice (5v1x1101153-3) from Xilinx Corporation.
Utilization % of Total
Number of slice registers 14234 out of 69120 20%
Number of slice LUTs 27541 out of 69120 39%
Number of BRAMs 3 out of 128 2%
Minimum Delay 5.373 ns
Maximum Frequency 186.108 MHz)
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SPECTRON will be synthesized using newest fastest
CMOS technology to target 5 GFLops performance,
and will be interconnected using an on-chip network
to target Tera Flops performance for future multicore
high-performance streaming computer applications.
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