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In a typical single molecule experiment, dynamics of an unfolded proteins is studied
by determining the reconfiguration time using long-range Fo¨rster resonance energy
transfer where the reconfiguration time is the characteristic decay time of the posi-
tion correlation between two residues of the protein. In this paper we theoretically
calculate the reconfiguration time for a single flexible polymer in presence of active
noise. The study suggests that though the MSD grows faster, the chain reconfigura-
tion is always slower in presence of long-lived active noise with exponential temporal
correlation. Similar behavior is observed for a worm like semi-flexible chain and a
Zimm chain. However it is primarily the characteristic correlation time of the active
noise and not the strength that controls the increase in the reconfiguration time. In
a nutshell, such active noise makes the polymer to move faster but the correlation
loss between the monomers becomes slower.
I. INTRODUCTION
Active processes giving rise to non-equilibrium fluctuations are ubiquitous in biological
systems. This is notably distinct from the incessant motion exhibited by particles in any
fluid known as Brownian motion which results from the constant collision of the particle
with its surrounding solvent molecules [1]. However in biological systems active motion
are driven by the chemical energy produced from the hydrolysis of adenosine triphosphate
(ATP). For instance the motion of cytoskeleton inside the cells is controlled by the motor
proteins which involves ATP hydrolysis [2]. Other examples would be cell membranes which
are perpetually out of equilibrium through active processes [3] and swimming bacteria which
control the active transport of nutrients in aqueous medium [4]. In a very new study it has
been shown that the dynamics of DNA is also influenced by the processes dependent on
the energy derived from ATP hydrolysis [5]. A series of simulation studies have also been
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2performed to investigate the looping dynamics in active system. Shin et al have recently
shown that in presence of self-propelled particles the loop formation in polymer become
faster due to increased diffusion [6]. In another study it has been found that looping is
also faster when the polymer itself is active, having a catalytic monomer. This catalytic
monomer generates a concentration gradient prompting faster diffusion of the non-catalytic
monomer resulting in rapid ring-closure [7]. Such studies are extremely important as loop
formation in biopolymers is an essential process in protein folding, DNA replication etc.
Experimentally there have been many attempts to study the dynamics of unfolded pro-
teins mainly involving long-range Fo¨rster resonance energy transfer (FRET) [8, 9]. In this
particular technique two residues of a protein are labelled with a donor and an acceptor us-
ing fluorescence probes to study the fluctuation of the distance between them (Fig. 1). This
distance is temporally correlated with a characteristic decay time, referred as reconfiguration
time (τN0) which is determined by fitting the long time decay of the second order intensity
correlation function [10, 11]. To the best of our knowledge no such experimental study has
been performed till date which will provide insights into the reconfiguration dynamics of a
chain in an active medium. In this paper we theoretically analyze the dynamics of a single
chain polymer in presence of active noise. By active noise we refer to a long-ranged temporal
noise where the time correlation is independent of ambient temperature. In contrary to the
recent simulation studies we find such long temporally correlated noise to result in a slower
reconfiguration of a polymer chain, be it flexible or semi-flexible. Even in the presence of
non-local hydrodynamics interactions in addition to the active noise, reconfiguration of the
chain is slower.
The paper is arranged as follows. In section II we have introduced the model for active
noise, in section III the calculation methods are discussed. The results are presented in
section IV and the paper is concluded in section V.
II. MODEL
For an one-dimensional Brownian particle, moving in a harmonic trap, the dynamics in
the over-damped regime is best described by the Langevin equation [12, 13]
ξ
dx(t)
dt
= −kx(t) + f(t) (1)
3FIG. 1: Schematics showing the end-to-end monomers of a protein labelled with the donor and the
acceptor. The arrow depicts the distance (RN0(t)) between the donor and acceptor monitored in
the experiment.
Where, k is the force constant and f(t) is the Gaussian random force with first and second
moments
〈f(t)〉 = 0, 〈f(t′)f(t′′)〉 = 2ξkBTδ(t′ − t′′) (2)
Here the strength of the correlation depends on the ambient temperature T . Now when the
system is subjected to an active noise of strength fA the equation of motion becomes [14],
ξ
dx(t)
dt
= −kx(t) + f(t) + fA(t) (3)
Here, fA is considered to be exponentially correlated with a characteristic decay time τA
and Gaussian distribution with moments
〈fA(t)〉 = 0, 〈fA(t′)fA(t′′)〉) = Ce−
|t′−t′′|
τA (4)
Importantly C, the strength of the active noise is independent of T and can be related to
probability of active force (P (fA)) and the force fA acting on the particle as f C ∼ P (fA)f 2A.
Being independent of ambient temperature T the active noise drives the system off the
equilibrium and only in the infinite time limit a stationary state can be realized. In between,
the system remains in a non-equilibrium state. Such a choice of noise correlation comes from
4earlier simulation studies on red-blood cell membrane fluctuations, where the force fA(t)
originates from the non-equilibrium fluctuations of the motor proteins [15].
The position correlation function 〈x(t)x(0)〉 with the active noise is analytically trackable
and has the following expression. Readers are referred to the appendix for the detailed
derivation.
φ(t) = 〈x(t)x(0)〉 = kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
 1
1
τ
(
1
τ
+ 1
τA
) + e tτ− tτA − 1(
1
τ2
− 1
τ2A
)
 (5)
In the absence of active noise, C → 0, the above expression is reduced to
lim
C→0
φ(t) =
kBT
k
e−
t
τ
This is the time correlation function for an over-damped Brownian particle in harmonic
potential in the presence of only thermal noise or the Ornstein-Uhlenbeck process and τ = ξ
k
is the corresponding relaxation time [16]. It is obvious from Eq. (5) that although the
correlation function is translationally invariant, it is not single exponential. However, this
can be approximated as a single exponential with an effective relaxation time τeff ,
φeff (t) =
kBT0
k
e
− t
τeff (6)
with,
τeff =
∞∫
0
dt
φ(t)
φ(0)
= τ
[
(kBTξ
2 + CττAk) (τ + τA)
Cτ 2τAk + kBTξ2 (τ + τA)
] (7)
τeff is bound from the above and below with τ and τ + τA. In the limit, T →∞, τeff = τ ,
in other extreme T → 0, τeff = τ + τA. Similarly, as C → ∞, the correlation decay also
become slower with τeff = τ + τA and in the absence of noise when C → 0, τeff = τ . Other
than τeff another parameter is T0 that defines the effective correlation function φeff (t). T0
is related to the ambient temperature as follows, kBT0 = kB
(
T + Ckτ
ξ2
(
1
τ
+ 1
τA
)
)
.
5Thus, kBT0 defines a renormalized thermal energy, but only in the limit t → ∞. This
directly follows from the mean square displacement (MSD) of the particle.
〈
(x(t)− x(0))2〉 = 2 (φ(0)− φ(t)) = 2kBT
k
(
1− e− tτ
)
+
2C
ξ2 1
τ
(
1
τ
+ 1
τA
) (1− e− tτ )−2C
(
e
− t
τA − e− tτ
)
ξ2
(
1
τ2
− 1
τ2A
)
(8)
This MSD grows with time t and saturates as expected due to confinement. However, the
initial growth of MSD is faster in presence of active noise (C 6= 0, τA 6= 0). A detailed
derivation of MSD is presented in the appendix.
This model can be further extended to describe a many-body system such as a flexible
or a semi-flexible polymer as long as the chain is assumed to have a Gaussian distribution.
A. Rouse chain
Rouse model is the simplest yet widely used model to describe a polymer with Gaussian
statistics devoid of any hydrodynamics and excluded volume interaction. The equation of
motion of nth monomer is given by [12, 13]
ξ
∂Rn(t)
∂t
= k
∂2Rn(t)
∂n2
+ f(n, t) (9)
Where, Rn(t) is the position of the n
th monomer at time t and n can vary from 0 to N
for a polymer with (N + 1) monomers. The friction coefficient is denoted by ξ, which is
proportional to solvent viscosity and k is the spring constant which is related to the Kuhn
length, b as k = 3kBT
b2
with f(n, t) being the random force acting on nth monomer at time t
which denotes the collision between the monomer with its surrounding solvent molecules.
〈f(n, t)〉 = 0, 〈fα(n, t′)fβ(m, t′′)〉 = 2ξkBTδαβδ(n−m)δ(t′ − t′′) (10)
As a simple extension of the above model one can consider a Rouse chain in presence of
active noise fA(t).
ξ
∂Rn(t)
∂t
= k
∂2Rn(t)
∂n2
+ f(n, t) + fA(n, t) (11)
6It is a very standard procedure to decouple the equation of motion of the monomers using
normal modes having independent motions as follows, Rn(t) = X0 + 2
∞∑
p=1
Xp(t)cos(
ppin
N
) and
as long as the noises f(n, t) and fA(n, t) are uncorrelated Eq. (11) converts to
ξp
dXp(t)
dt
= −kpXp(t) + fp(t) + fA,p(t) (12)
Where, kp =
6kBTp
2pi2
Nb2
and ξp = 2Nξ. The relaxation time for the p
th normal mode in absence
of any active noise is τp =
ξp
kp
= τ1
p2
, where τ1 =
ξN2b2
3kBTpi2
is known as Rouse time. fp(t) and
fA,p(t) are random and active forces respectively which follow
〈fpα(t)〉 = 0, 〈fpα(t′)fqβ(t′′)〉 = 2ξpkBTδαβδpqδ(t′ − t′′) (13)
〈fA,pα(t)〉 = 0, 〈fA,pα(t′)fA,qβ(t′′)〉) = 2NCδαβδpqe−
|t′−t′′|
τA (14)
The above equation (Eq. (12)) is structurally the same as that of Eq. (3), the only difference
being it is for the pth mode of a chain. It is obvious that each mode of the chain behaves as
an over-damped Brownian particle in the presence of the active noise trapped in a harmonic
well.
B. Zimm chain
When pre-averaged hydrodynamic interactions are considered under θ condition, the
normal modes of the polymer behave very similarly as that of a Rouse chain and have the
same structure [12]
ξZp
dXp(t)
dt
= −kZp Xp(t) + fp(t) + fA,p(t) (15)
with ξZp = ξ
√
piNp
3
where kZp = kp and τ
Z
p =
ξZp
kZp
and τZ1 =
ξN3/2b2
6
√
3pi3/2kBT
[17].
C. Wormlike chain
The semi-flexible polymer is modeled as Kratky-Porod wormlike chain which is unstretch-
able and includes the effect of bending energy [12, 18]. The equation of motion for a semi-
flexible chain without incorporating the effects from hydrodynamic interactions is given by
7ξ
∂Rn(t)
∂t
= k
∂2Rn(t)
∂n2
− κ∂
4Rn(t)
∂n4
+ f(n, t) + fA(n, t) (16)
In normal mode description semi-flexible chain is similar to a flexible chain except kp which
has a fourth order dependence on the mode number p unlike flexible chain.
ξSp
dXp(t)
dt
= −kSpXp(t) + fp(t) + fA,p(t) (17)
Where, kSp =
6kBTp
2pi2
Nb2
+ 2κp
4pi4
N3b3
and κ, bending rigidity is related to the persistence length lp
of the polymer as follows κ = kBT lp. However, ξ
S
p = ξp = 2Nξ and τ
S
p =
ξSp
kSp
.
III. CALCULATION METHODS
The time-correlation function for the normal modes has a very general structure for the
flexible as well as the semi-flexible chain and it remains the same even when the hydrody-
namic interactions are incorporated. The form of the expression is very similar to that of a
single over-damped Brownian particle moving in a harmonic well in the presence of active
noise
〈Xpα(t)Xqβ(0)〉 = kBT
kp
δαβδpqe
− t
τp +
2NC
ξ2p
δαβδpqe
− t
τp
 1
1
τp
(
1
τp
+ 1
τA
) + e tτp− tτA − 1(
1
τ2p
− 1
τ2A
)
 (18)
To find the exact expression for the flexible, semi-flexible or the Zimm chain one just need
to select the exact forms of kp, ξp and τp for a Rouse chain, k
Z
p , ξ
Z
p , τ
Z
p for a Zimm chain
and kSp , ξ
S
p , τ
S
p for a semi-flexible chain.
The time correlation function for the vector (RN0) connecting the N
th and the 0th monomer
can easily be calculated from the above expression, which is the summation over the corre-
lation functions of all normal modes describing the polymer.
φN0(t) = 〈RN0(t).RN0(0)〉 = 16
∞∑
p=odd
3 〈Xp(t)Xp(0)〉 (19)
The reconfiguration time (τN0) corresponding to the fluctuation of the distance between
the end-to-end monomers is theoretically calculated by taking a time integration of the
corresponding normalized correlation function (ΦN0(t)) [19, 20]
8τN0 =
∞∫
0
dtΦN0(t) (20)
Where, ΦN0(t) =
φ(t)
φ(0)
Similarly, the expression of the MSD of the vector (RN0) can also be derived from the
MSD of the normal modes [19, 21]. This is again similar to that of a single particle. In a
recent study, Ghosh et al. [14] have demonstrated how MSD of a semi-flexible chain grows
in presence of such active noise. Higher the strength of the active noise, faster the growth.
〈
(RN0(t)−RN0(0))2
〉
= 2 (φN0(0)− φN0(t))
= 16
∞∑
p=odd
3
(
2kBT
kp
(
1− e− tτp
)
+
2C
ξ2p
1
τp
(
1
τp
+ 1
τA
) (1− e− tτp )
−
2C
(
e
− t
τA − e− tτp
)
ξ2p
(
1
τ2p
− 1
τ2A
) )
(21)
IV. RESULTS AND DISCUSSIONS
In Fig. (2) we show the normalized correlation function for Rouse chain in presence
and absence of active noise which is calculated using the generalized expression given in
Eq. (18). The parameters are chosen in consistence with the real values such as N = 100,
b = 3.8×10−10m, kB = 1.38×10−23JK−1, T = 300K and ξ = 9.42×10−12kgs−1 which is in
agreement with the viscosity of water. As mentioned earlier C is the strength of the active
noise and C =
P (fA)f
2
A
b
. It has been experimentally observed that in biological systems motor
proteins like myosin, kinesin exert force in the ∼ 5−10pN range [22]. For our calculations we
have considered fa = 10×10−12N and P (fA) = 1. For a fixed value of C we have chosen two
different values of τA, such as 0.2τ1 and 5.0τ1 which are in the same order of magnitude of τ1.
From the plot it can be seen that correlation decay is always slower in presence of an active
noise even when the characteristic decay time of the active noise τA is very small and as τA
increases the decay of ΦN0 becomes even slower. However, this correlation loss has very weak
dependence on the strength of the active noise C. Changing the strength practically brings
no difference in the correlation function. The log-log plot of reconfiguration time against
9chain length (N) is shown in Fig (3) where the reconfiguration time is calculated using Eq.
(20) and as expected, reconfiguration time increases as the temporal correlation loss of the
active noise becomes slower. For, a 100 monomer chain τN0 increases ∼ 1.4 times in the
presence of active noise when τA = 0.2τ1, whereas it becomes ∼ 7 times higher when the
decay time of active noise τA = 5τ1. But, surprisingly the chain length dependence remains
unchanged even in the presence of active noise. In all three cases ν = 2 where, τN0 ∼ N ν . It
is well known that the reconfiguration time is a summation of the relaxation times of each
mode i.e. τN0 = 16
∞∑
p=odd
3 〈Xp(t)Xp(0)〉, which has the analytically exact expression
τN0 = 16
∞∑
p=odd
3τp
[(
kBTξ
2
p + CτpτAkp
)
(τp + τA)
Cτ 2p τAkp + kBTξ
2
p (τp + τA)
]
(22)
Where, the N dependence comes through τp, ξp and kp. A careful analysis of the preceding
expression shows that if the active noise strength C is very small i.e. C → 0, the above
expression reduces to τN0 ' 16
∞∑
p=odd
3τp and since, τp ∼ N2, the dependence of the recon-
figuration time is also identical. Now what happens if C becomes very large i.e. C → ∞,
τN0 ' 16
∞∑
p=odd
3τp + τ˜ , where τ˜ is a constant. Even in this case the N dependence comes
only from τp and τN0 ∼ N2. In between these two extreme cases the active noise cause very
small change in the N dependence of the reconfiguration time which is reflected Fig (3).
The same set of calculations have been performed for a flexible polymer including the
pre-averaged hydrodynamic interaction under θ condition. The plot of normalized time-
correlation function against time is shown in Fig. (4) which shows a similar trend as that
of Rouse chain, i.e. the correlation loss becomes slower whenever active noise is introduced
to the system. Next, the chain length dependence of the reconfiguration time is determined
for the Zimm chain from Fig. (5), and it is found to be ∼ N1.5 which is in agreement to the
previous work done by Chakrabarti [17]. In this case also the chain-length dependence of
reconfiguration time does not differ in the presence of active noise.
Fig. (6) shows the normalized time correlation function of the end-to-end vector for
a semi-flexible chain. Here also the behavior of the correlation loss in presence of active
noise is identical to Rouse and Zimm chain. The Kuhn length for semi-flexible has been
considered to be b = 50 × 10−9m. This is roughly the Kuhn length of DNA which has a
series of different Kuhn length depending upon the solvent condition [23]. The persistence
length of the semi-flexible chain has been considered to be half of the Kuhn length during
10
FIG. 2: Plot of ΦN0(t) vs t for Rouse chain
FIG. 3: Log-log plot of reconfiguration time (τN0) vs Chain length (N) for Rouse chain
11
FIG. 4: Plot of ΦN0(t) vs t for Zimm chain
FIG. 5: Log-log plot of reconfiguration time (τN0) vs Chain length (N) for Zimm chain
12
FIG. 6: Plot of ΦN0(t) vs t for semi-flexible chain
the calculations. When chain length dependence of semi-flexible chain is determined it is
found to be ∼ N2. This might seem surprising since τSp has a fourth order dependence on N
in addition to the usual second order dependence, for which the dependence on chain length
should be higher than that of Rouse model. However, if we take a look at the expression for
τSp , since the value of κ considered in the calculations is very small the contribution from
N4 is negligibly small and that is the reason even for semi-flexible chain the τN0 ∼ N2.
V. CONCLUSION
In this work we have looked into the effect of active noise in chain reconfiguration for
a flexible polymer where the active noise is modelled with a long temporally correlated
non-equilibrium force. It can be clearly seen that in the presence of active noise the chain
reconfiguration becomes slower. However slowing down of the reconfiguration dynamics
seems to be controlled by the correlation time τA rather than the strength of the correlation.
Thus in a typical FRET like experiment, measurement of reconfiguration time of a protein
should show slowing down in an environment with active noise. Similar behaviors are also
observed when pre-averaged hydrodynamic interaction is considered. For a worm-like semi-
13
FIG. 7: Log-log plot of reconfiguration time (τN0) vs Chain length (N) for semi-flexible chain
flexible chain the trend remains the same. However, the dependence on chain-length of
the reconfiguration time does not change in the presence of active noise. Keeping long
story short, our study suggests that not always presence of active noise can guarantee faster
reconfiguration of a polymer chain. In an environment, where a long temporal noise acts
on the chain, FRET type measurement would show the chain to retain the correlation for
longer time than in absence of such noise.
VI. APPENDIX
A. Correlation function
The equation of motion for a single over-damped Brownian particle trapped in harmonic
potential in presence of active noise
dx(t)
dt
+ k
ξ
x(t) = 1
ξ
(f(t) + fA(t))
Multiplying the integrating factor e
k
ξ
t on both sides we get,(
dx(t)
dt
+ k
ξ
x(t)
)
e
k
ξ
t = 1
ξ
(
f(t)e
k
ξ
t + fA(t)e
k
ξ
t
)
14
Integrating boths side from −∞ to t (which means we assume the system to start evolving
at infinite past).
t∫
−∞
d
dt
(
x(t′)e
k
ξ
t′
)
= 1
ξ
t∫
−∞
(
f(t′)e
k
ξ
t′ + fA(t
′)e
k
ξ
t′
)
or, x(t) = e
− tτ
ξ
t∫
−∞
dt′
(
f(t′)e
t′
τ + fA(t
′)e
t′
τ
)
as, ξ
k
= τ
Since the thermal and the active noise are uncorrelated, they come separately as a summation
in the correlation function and the position correlation function for the thermal noise has
standard solution which is not shown here,
〈x(t)x(0)〉 = e
− t
τ
ξ2
t∫
−∞
dt′
0∫
−∞
dt′′ (〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉) e
(
t′+t′′
τ
)
=
kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
t∫
−∞
dt′
0∫
−∞
dt′′e
t′+t′′
τ e
− |t′−t′′|
τA
The position correlation function for The time correlation function of the active noise involves
a modulus of time, therefore the integration is split in two parts. One where t′ > t′′ and
another considering t′ < t′′.
〈x(t)x(0)〉 =kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
( 0∫
t′′=−∞
dt′′
0∫
t′=t′′
dt′e
(
t′
τ
− t′
τA
)
e
(
t′′
τ
+ t
′′
τA
)
+
0∫
t′=−∞
dt′
0∫
t′′=t′
dt′′e
(
t′′
τ
− t′′
τA
)
e
(
t′
τ
+ t
′
τA
)
+
0∫
t′′=−∞
dt′′
t∫
t′=0
dt′e
(
t′
τ
− t′
τA
)
e
(
t′′
τ
+ t
′′
τA
))
=
kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
(
2
0∫
t′′=−∞
dt′′
0∫
t′=t′′
dt′e
(
t′
τ
− t′
τA
)
e
(
t′′
τ
+ t
′′
τA
)
+
0∫
t′′=−∞
dt′′
t∫
t′=0
dt′e
(
t′
τ
− t′
τA
)
e
(
t′′
τ
+ t
′′
τA
))
=
kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
 2(
1
τ
− 1
τA
) 0∫
t′′=−∞
dt′′
(
e
2t′′
τ − e t
′′
τ
+ t
′′
τA
)
+
1(
1
τ
+ 1
τA
) e tτ− tτA − 1(
1
τ
− 1
τA
)

〈x(t)x(0)〉 = kBT
k
e−
t
τ +
C
ξ2
e−
t
τ
 1
1
τ
(
1
τ
+ 1
τA
) + e tτ− tτA − 1(
1
τ2
− 1
τ2A
)
 (23)
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FIG. 8: The shaded region represents the range of time that has to be integrated for active noise
to calculate the time correlation function.
B. MSD
The mean-square displacement(MSD) of single particle in one-dimension is as follows,〈
(x(t)− x(0))2〉
x(t) = e
− tτ
ξ
t∫
−∞
dt′
(
f(t′)e
t′
τ + fA(t
′)e
t′
τ
)
x(t)− x(0) = e−
t
τ
ξ
t∫
−∞
dt′
(
f(t′)e
t′
τ + fA(t
′)e
t′
τ
)
− 1
ξ
0∫
−∞
dt′
(
f(t′)e
t′
τ + fA(t
′)e
t′
τ
)
16
〈
(x(t)− x(0))2〉 =e− 2tτ
ξ2
t∫
−∞
dt′
t∫
−∞
dt′′ (〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉) e
(
t′+t′′
τ
)
+
1
ξ2
0∫
−∞
dt′
0∫
−∞
dt′′ (〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉) e
(
t′+t′′
τ
)
−
2
e−
t
τ
ξ2
t∫
−∞
dt′
0∫
−∞
dt′′ (〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉) e
(
t′+t′′
τ
)
Again the MSD for an over-damped Brownian particle in presence of harmonic potential is
well-known which is not shown here in detail,
e−
2t
τ
ξ2
t∫
−∞
dt′
t∫
−∞
dt′′
( 〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉 )e( t′+t′′τ ) =
kBT
k
+
C
ξ2
(
e−
2t
τ
 1
1
τ
(
1
τ
+ 1
τA
) + 2e tτ− tτA − 1(
1
τ2
− 1
τ2A
)
+
1
1
τ
(
1
τ
+ 1
τA
) (1− e− 2tτ )− 2e− tτ(
1
τ2
− 1
τ2A
) (e− tτA − e− tτ ))
1
ξ2
0∫
−∞
dt′
0∫
−∞
dt′′ (〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉) e
(
t′+t′′
τ
)
=
kBT
k
+
C
ξ2
 1
1
τ
(
1
τ
+ 1
τA
)

2
e−
t
τ
ξ2
t∫
−∞
dt′
0∫
−∞
dt′′
( 〈f(t′)f(t′′)〉+ 〈fA(t′)fA(t′′)〉 )e( t′+t′′τ ) =
2kBT
k
e−
t
τ +
2C
ξ2
e−
t
τ
 1
1
τ
(
1
τ
+ 1
τA
) + e tτ− tτA − 1(
1
τ2
− 1
τ2A
)

〈
(x(t)− x(0))2〉 = 2kBT
k
(
1− e− tτ
)
+
2C
ξ2 1
τ
(
1
τ
+ 1
τA
) (1− e− tτ )− 2C
(
e
− t
τA − e− tτ
)
ξ2
(
1
τ2
− 1
τ2A
) (24)
17
[1] S. Chandrasekhar, Rev. Mod. Phys. 21, 383 (1949).
[2] C. P. Brangwynne, G. H. Koenderink, F. C. MacKintosh, and D. A. Weitz, Phys. Rev. Lett.
100, 118104 (2008).
[3] M. D. E. A. Faris, D. Lacoste, J. Pe´cre´aux, J.-F. Joanny, J. Prost, and P. Bassereau, Phys.
Rev. Lett. 102, 038102 (2009).
[4] X.-L. Wu and A. Libchaber, Phys. Rev. Lett. 84, 3017 (2000).
[5] A. Zidovska, D. A. Weitz, and T. J. Mitchison, Proc. Natl. Acad. Sci. U.S.A. 110, 15555
(2013).
[6] J. Shin, A. G. Cherstvy, W. K. Kim, and R. Metzler, New J. Phys. 17, 113008 (2015).
[7] D. Sarkar, S. Thakur, Y.-G. Tao, and R. Kapral, Soft Matter. 10, 9577 (2014).
[8] D. Nettels, A. Hoffmann, and B. Schuler, J. Phys. Chem. B 112, 6137 (2008).
[9] A. Soranno, B. Buchli, D. Nettels, R. R. Cheng, S. Mu¨ller-Spa¨th, S. H. Pfeil, A. Hoffmann,
E. A. Lipman, D. E. Makarov, and B. Schuler, Proc. Natl. Acad. Sci. 109, 17800 (2012).
[10] Z. Wang and D. E. Makarov, J. Phys. Chem. B 107, 5617 (2003).
[11] D. E. Makarov, J. Chem. Phys. 132, 035104 (2010).
[12] M. Doi and S. F. Edwards, The Theory of Polymer Dynamics (Clarendon Press. Oxford,
1988).
[13] T. Kawakatsu, Statistical Physics of Polymers An Introduction (Springer, 2004).
[14] A. Ghosh and N. S. Gov, Biophys. J. 107, 1065 (2014).
[15] E. Ben-Isaac, Y. Park, G. Popescu, F. L. H. Brown, N. S. Gov, and Y. Shokef, Phys. Rev.
Lett. 106, 238103 (2011).
[16] W. Ebeling and I. M. Sokolov, Statistical Thermodynamics and Stochastic Theory of Nonequi-
librium Systems (World Scientific Publishing Co. Pte. Ltd., 2005).
[17] R. Chakrabarti, Physica A 391, 4081 (2012).
[18] T. B. Liverpool, Phys. Rev. E. 67, 031909 (2003).
[19] N. Samanta, J. Ghosh, and R. Chakrabarti, AIP Adv. 4, 067102 (2014).
[20] N. Samanta and R. Chakrabarti, Physica A 436, 377 (2015).
[21] N. M. Toan, G. Morrison, C. Hyeon, and D. Thirumalai, J. Phys. Chem. B 112, 6094 (2008).
[22] H. Lodish, A. Berk, S. L. Zipursky, P. Matsudaira, D. Baltimore, and J. Darnell., Molecular
18
Cell Biology, 4th edition (W. H. Freeman, 2000).
[23] G. S. Manning, BioPhys. J 91, 3607 (2006).
