The algebra of truth values for fuzzy sets of type-2 consists of all mappings from the unit interval into itself, with operations certain convolutions of these mappings with respect to pointwise max and min. This algebra generalizes the truth-value algebras of both type-1 and of interval-valued fuzzy sets, and has been studied rather extensively both from a theoretical and applied point of view. This paper addresses the situation when the unit interval is replaced by two finite chains. Most of the basic theory goes through, but there are several special circumstances of interest. These algebras are of interest on two counts, both as special cases of bases for fuzzy theories, and as mathematical entities per se.
Introduction
The basic mathematical object underlying the theory of fuzzy sets of type-2 is an algebra, called the algebra of truth values for fuzzy sets of type-2. This algebra has been studied quite extensively since its introduction by Zadeh in 1975 . See, for example, 123456 . The elements of this algebra are all mappings [0 1]
[01] from the set [0 1] to the set [0 1] with operations certain convolutions of these functions. The basic algebraic theory depends only on the fact that [0 1] is a complete chain, so lends itself to various generalizations and specializations. One special case is where each of the two copies of [0 1] is replaced by a finite chain. That is, if  and  are finite chains, the set of elements of the algebra is   , all mappings of  into . This situation is studied in 7 . In the present paper, we consider certain special subalgebras of these finite algebras.
With operations we describe below, we have a finite algebra with basically the same algebraic properties (possibly generating the same variety) as the algebra of truth values of fuzzy sets of type-2. It contains two particular subalgebras that are, respectively, De Morgan and Kleene. Thus this construction gives, for any two finite chains, a finite De Morgan algebra, and a finite Kleene algebra. The calculation of their orders is an interesting combinatorial exercise, and leads to other representations of these algebras, which in turn leads to a more general class of De Morgan algebras. This more general class becomes the main focus of this 2 Carol Walker, Elbert Walker paper. A basic question is where do these special algebras fit into the world of all such finite algebras? What are their special properties?
These De Morgan algebras are characterized as those whose poset of join irreducible elements has a particularly simple structure. This leads to the determination of the automorphism groups of these algebras. Some combinatorial results are presented, detailing the sizes of these De Morgan and Kleene algebras. Our basic tools are alternate representations of these algebras, making their operations much more intuitive and much easier to work with than convolutions. Our results may be of interest in applications that use type-2 fuzzy sets, as many of these applications rely on a finite domain and range inside of [0 1].
Type-2 Fuzzy Sets
The setting proposed by Zadeh 6 generalized that of both type-1 and interval-valued fuzzy sets. The references at the end of this paper contain many additional citations. The definition of Zadeh's type-2 truth-value algebra follows. 
Determining the properties of the algebra M is helped by introducing the following auxiliary operations.
Definition 3. For  ∈ M, let   and   be the elements of M defined by
The point of this definition is that the operations t and u in M can be expressed in terms of the pointwise max and min of functions in two forms, as follows.
Theorem 1.
The following hold for all   ∈ M: Introducing the operations  and  and using them in this general situation to express other operations in terms of pointwise ones, as in the theorem above, appears in many papers, for example in 8 . Using these auxiliary operations, it is fairly routine to verify the following properties of the algebra M. The details of the proofs are in 5 .
The basic properties of M follow.
(
These equations do not form an equational basis for the variety generated by M However, the variety generated by M is generated by a finite algebra 9 . Notice that this list does not include the absorption laws or the distributive laws. The algebra M is, in general, not a lattice. However, M contains a host of subalgebras of interest, some of which are lattices. In particular, it contains copies of the truth value algebras of type-1 fuzzy sets and of interval-valued fuzzy sets. We refer the reader to 51011 for those and other details about M, and proceed directly to the subalgebras of M that motivated this paper. Here are the definitions and some facts about these subalgebras.
Proposition 2. The convex functions form a subalgebra C of M Definition 6. A De Morgan algebra is a bounded distributive lattice with a negation satisfying the De Morgan laws.
Theorem 2. The subalgebra D = C ∩ N is a De Morgan algebra, and is a maximal lattice in M.
Definition 7.
A Kleene algebra is a De Morgan algebra which satisfies the inequality min( ¬) ≤ max( ¬)
The support of an element  of M is the subset Again, the proofs of the propositions and theorems above are in 5 . Also, the algebras in Theorem 3 are investigated in 1213 . The basic theory goes through when [0 1] is replaced by any two finite chains. In that case, D and KD are finite De Morgan and Kleene algebras, respectively. So any two finite chains give rise to a finite De Morgan algebra and to a finite Kleene algebra. These two families of finite algebras are the subjects of this paper.
Notation and Terminology
Here we introduce some notation and translate some pertinent results from the previous section to the finite case. For a positive integer , let k be the linearly ordered set with  elements. As indicated, the basic theory above goes through if
[01] is replaced by m n  We denote this algebra by M(m n ) and its elements by -tuples from {1 2  } In particular, the convex normal functions form a De Morgan algebra. This De Morgan algebra is denoted D(m n ). For a -tuple to be normal requires that it contains  as an entry, and to be also convex requires that it be increasing until the first entry that is , and be decreasing after that. (Increasing means non-decreasing, and similarly for decreasing.) The negation on -tuples comes from the negation n → n given by
. The lattice operations t and u are given by the formulas in Theorem 1.
We translate Theorem 3 to our finite setting. The support of an -tuple is the set of those indices for which the corresponding entry is not 1. Table 1 gives the elements of some of these algebras for  = 2. 
Under the ordering given by the operation t or equivalently by u these algebras are chains of length 2 − 1. Table 2 gives some small examples for  = 3. 
In Section 5, we will develop formulas for the sizes of D(m n ) and KD(m n )
Other Representations of D(m n )
One problem in investigating the De Morgan algebra D(m n ) is that the partial order given by the lattice operations t and u is not the coordinate-wise partial order on the -tuples. To see this, just note that the identities of D(m n ) are coordinate-wise incomparable. For example, in D(3 3 ), those identities are (1 1 3) and (3 1 1). We now give another representation of the bounded lattice D(m n ) as -tuples in which the partial order is coordinate-wise.
is the algebra whose elements are decreasing -tuples of elements from {1 2     2 − 1} which include , and whose operations are given by pointwise max and min on these -tuples, negation ¬(
The proof of the following theorem is routine.
It is easy to see that  is a one-to-one mapping of
For an -tuple , we write   for its -th component. For an -tuple , the balance point of  is the smallest index  such that   = . Suppose the balance points of  and  are greater than . Then
Suppose the balance point of  is ≤  and the balance point of  is ≥ . Then
The last equality holds because   and   are ≤ . The other calculations to show that
The constants are obviously preserved, and a straightforward but tedious calculation shows the ¬ is preserved. a We make a slight simplification. For each -tuple in D 1 (m n ), remove the entry with the smallest index (or any index) that is equal to . This yields all decreasing ( − 1)-tuples from {1 2     2−1} which we denote by D 2 (m n ). With pointwise operations of max and min and negation ¬(
, and the obvious constants, this makes
is the set of all decreasing maps from n − 1 into 2m − 1. In any case, as De Morgan algebras we have
First, we determine the relationship between the sizes of D(m n ) and KD(m n ). Proof. For this proof, we use the original representation of D(m  ), that is, as normal convex -tuples. Suppose  is odd. The elements of KD(m n ) begin with − entries equal to 1 or end with − entries equal to 1. If they so begin, then the other entries form -tuples in one-to-one correspondence with D(m n ). Similarly, if elements end with  −  entries equal to 1, then the other entries form -tuples also in one-to-one correspondence with D(m n ). For  odd, one -tuple is counted twice. Similarly, if  is even, 2 − 1 -tuples get counted twice.
To determine the size of D(m  ), it is easiest to use the representation D 2 (m n ), which is the set of decreasing ( − 1)-tuples from {1 2     2 − 1}. To simplify notation in the calculation, we prove the following proposition. Finally, the number of decreasing -tuples from {1 2     } ending with  is the number of decreasing ( − 1)-tuples from {}. The sum of these numbers, using induction on  is
which, by a well-known combinatorial formula, or by an easy induction on , is
Proof. Letting  = 2 − 1 and  =  − 1 in the previous proposition yields the desired result.
Note that Theorem 7 gives an explicit formula for |KD(m n )| in terms of
. Coincidentally, this is the same as the number of strictly de-
This gives yet another representation of the elements of D(m  ), but do the lattice operations correspond to pointwise max and min? 
is rather obviously a lattice isomorphism. The proof that ¬ is preserved is straightforward though a bit tedious.
We now have four representations:
In the last three representations, the lattice operations are pointwise and the negations are as indicated earlier. We will not use representation 4, but just note that it came about from the combinatorial result in Theorem 8.
To illustrate, in Figures 1-4 that follow, we show each representation for  =  = 3. In depicting elements, we write an element ( 1   2     ) simply as  1  2    For example, in the following figures, (2 3 2) is written as 232. There is difficulty in depicting such lattices as those above for larger  and  because of the following. In the algebra D 2 (m n ), the tuples can be of any positive integer length, but entries must come from a set with an odd number of elements, namely {1 2     2 − 1}. This suggests considering a more general class, namely the one in the following definition. ¢ are isomorphic and have no non-trivial automorphisms. These are special instances of a general phenomenon as we will see later. So these algebras may or may not have non-trivial automorphisms, and H(m n ) may be isomorphic to H(p q ) with  6 =  and  6 = .
And of course, we want to identify the special Kleene algebras KD(m n ) in each. From Proposition 3, we get the following. point here is that finite distributive lattices and finite posets are equivalent categories, with maps in each case being order preserving ones. A finite distributive lattice corresponds to its poset of non-zero join irreducible elements under the induced order, and a finite poset to the lattice of its downsets with order given by set inclusion. The details may be found in 14 . We determine now the poset of join irreducible elements of H(m n ) Definition 11. An element  in a lattice is join irreducible if  =  ∨  implies that  =  or  = .
has a jump at  if its  + 1 entry is strictly less than its -th entry. It has a jump at  if the -th entry is at least 2.
The 5-tuple (5 5 5 3 1) has jumps at 3 and 4, the 6-tuple (8 7 2 2 2 2) has jumps at 1 and 2 and 6, and the 6-tuple (5 5 5 5 1 1) has a jump at 4. The only -tuple with no jumps is (1 1     1), the zero of the lattice H(m n ).
Theorem 11. The non-zero join irreducibles JIH(m  ) of H(m n ) are those -tuples with exactly one jump.
Proof. Let    and ( 1   2        ) have a jump at  and at  Then
Note that  may be . Therefore a join irreducible can have at most one jump. It is not hard to see that if a decreasing -tuple has exactly one jump, it cannot be the join of two such pointwise smaller -tuples.
Since the only element with no jumps is the -tuple (1 1     1), the non-zero join irreducible elements of H(m n ) are of the form (       1 1     1), with   1 and at least one  in the tuple. Thus with each non-zero join irreducible, there is associated a pair of integers, the integer  and the index of the last . For example, we have the following associations. It is interesting to recall ( 14 , page 85) that the length of maximal chains (length is one less than the number of elements in the chain) in a finite distributive lattice is the same as the size of the set of non-zero join irreducible elements. So the length of maximal chains in H(m n ) is also (( − 1) × ) It is not difficult to calculate directly the length of a maximal chain in H(m n ) Figures 8-19 illustrate Theorem 12. Because of the categorical equivalence of finite distributive lattices and finite posets, with a finite distributive lattice corresponding to its poset of non-zero join irreducible elements, the lattice H(m n ) is isomorphic to the lattice H(p q ) if and only if the posets (m − 1)×n and (p − 1)×q are isomorphic. Further, it is clear that the poset (m − 1) × n has only the trivial automorphism unless  − 1 =  in which case it has exactly two automorphisms. Thus the lattice H(m n ) has only the trivial automorphism unless −1 =  in which case it has exactly two automorphisms, its poset of non-zero join irreducibles being the poset n × n Thus we get the following corollaries. Corollary 4. The automorphism group (H(m n )) of the lattice H(m n ) has only one element unless  − 1 = , in which case it has exactly two elements.
, the nonzero irreducibles of D(m n ) are isomorphic to the poset (2 − 2) × ( − 1). Thus we get the following corollary. If  − 1 6 = , then the lattice H(m n ) has only the trivial automorphism, hence so does H(m n ) as a De Morgan algebra. If 2 − 1 6 = , the analogous statement holds for D(m  ) However, if  − 1 = , H(m n ) as a lattice has two automorphisms, and the question is whether or not the non-trivial lattice automorphism is also a De Morgan automorphism. We look more closely at this situation. Lemma 1. If  − 1 6 =  then H(m n ) has exactly one lattice antiautomorphism, and that is its negation ¬, which is of course an antiautomorphism or order 2.
Proof. H(m n ) has only the trivial lattice automorphism, and an antiautomorphism  6 = ¬ would yield a nontrivial automorphism ¬ Theorem 13. If  − 1 6 =  then the group consisting of the lattice automorphisms and antiautomorphisms of H(m n ) consists of only the negation of the De Morgan algebra H(m n ) and the trivial automorphism. If  − 1 =  then the group consisting of the lattice automorphisms and antiautomorphisms of H(m n ) has two automorphisms and two antiautomorphisms, and all are of order 2. This group is Abelian.
Proof. The first part is trivial. Suppose that  − 1 =  Let  be the nontrivial lattice automorphism of H(m n ) and  be any antiautomorphism of the lattice H(m n )  6 = ¬ There is at least one, namely ¬ Then ¬ =  = ¬ and since Since the poset of non-zero join irreducibles of H(m n ) is the lattice (m − 1)×n, this lattice is in turn determined by its poset of non-zero join irreducibles. That poset is simply the disjoint chains m − 2 and n − 1. This again shows, for example that the automorphism group of H(m n ) has exactly one element unless  − 2 =  − 1, in which case it has exactly two automorphisms.
It is not true that |H(m n )| determines H(m n ). That is, it can happen that |H(m n )| = |H(p q )| without the two being isomorphic lattices. For examplē H(8 3 )¯=¯H(15 2 )¯= 120, yet the criteria of Corollary 3 are not met.
Kleene Subalgebras of H(m n )
We singled out a special Kleene subalgebra KD(m n ) of each D(m n ) in Theorem 4, and now we will identify the corresponding subalgebras in this larger set H(m n ) of De Morgan algebras.
. Let KH(m n ) be those -tuples of H(m n ) whose first  entries are  or whose last  entries are 1. The proof of this theorem is entirely straightforward. However, note that this definition depends on the representation of H(m n ) The Kleene algebras KH(m n ) and KH((n + 1) m−1 ) may not be isomorphic.
Theorem 7 translates to the following.
Theorem 16. The sizes of KH(m n ) and H(m n ) compare as follows:
Any De Morgan algebra has subalgebras that are Kleene. For example the two constants form one such, and more generally, any chain that is closed under the negation operator. The Kleene algebra KH(m n ) is not necessarily a chain.
, that is, those elements whose only entries are  and 1. This is a subalgebra of H(m n ), and in fact, is Kleene.
Theorem 17. Any subalgebra A of H(m n ) which is Kleene and which contains SH(m n ) is contained in KH(m n ).
Proof. For ease of notation, we illustrate for the cases  = 4 and  = 7. Also, let
In the first case,  =  =  and in the second,  =  = 1. In either case (   ) ∈ KH(m n ).
which implies that  ∨ ( + 1 − ) = , so  =  or  = 1. In the first case  =  =  =  and in the second,  =  =  = 1, so (      ) ∈ KH(m n ).
Theorem 18. KH(m n ) is a maximal Kleene subalgebra of H(m n ) That is, any subalgebra of H(m n ) which is Kleene and contains KH(m n ) is KH(m n ).
Proof. Suppose A is a Kleene subalgebra of H(m n ) that contains KH(m n ), and let ( 1   2     ) ∈ A. Suppose  is even. The element (   1  1) ∈ KH(m n ), with the index of the last  being 2 = . We have
with the index of the last  in the last term being . Therefore
The case where  is odd is similar. we have no explicit isomorphism between them. We could calculate one from an isomorphism between their non-zero join irreducibles, but we prefer to give one in terms of their representations as tuples. For this purpose, we need yet another representation, one analogous to D 3 (m  ) in Section 5.
Definition 14. For  ≥ 1, H 1 ( (m − 1 + n) n ) is the algebra of all strictly decreasing functions from n to m − 1 + n with pointwise meet and join, the obvious constants, and negation
is a De Morgan isomorphism.
The proof is entirely straightforward. 
The mapping is clearly one-to-one and onto. It is equally clear that it reverses pointwise order, and therefore is a lattice anti-isomorphism.
Of course, the negation ¬ is an anti-automorphism of H(m n ) Proof. This follows immediately from Theorem 14.
We illustrate this theorem in Table 3 
