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We explore the use of centroid molecular dynamics~CMD! for calculating vibrational energy
relaxation~VER! rate constants of high-frequency molecular vibrations in the condensed phase. We
employ our recently proposed linear-response-theory-based approach to VER@Q. Shi and E. Geva,
J. Chem. Phys.118, 7562~2003!#, to obtain a new expression for the VER rate constant in terms of
a correlation function that can be directly obtained from CMD simulations. We show that the new
expression reduces to a centroid Landau-Teller-type formula in the golden-rule regime. Unlike
previously proposed CMD-based approaches to VER, the new formula does not involve additional
assumptions beyond the inherent CMD approximation. The new formula has the same form as the
classical Landau–Teller formula, and quantum effects enter it in two ways:~1! The initial sampling
and subsequent dynamics are governed by the centroid potential, rather than the classical potential;
~2! The classical force is replaced by the corresponding centroid symbol. The application of the new
method is reported for three model systems:~1! A vibrational mode coupled to a harmonic bath, with
the coupling exponential in the bath coordinates;~2! A diatomic molecule coupled to a short linear
chain of Helium atoms;~3! A ‘‘breathing sphere’’ diatomic molecule in a two-dimensional
monoatomic Lennard-Jones liquid. It is confirmed that CMD is able to capture the main features of
the force–force correlation function rather well, in both time and frequency domains. However, we
also find that CMD is unable to accurately predict the high-frequency tail of the
quantum-mechanical power spectrum of this correlation function, which limits its usefulness for
calculating VER rate constants of high-frequency molecular vibrations. The predictions of CMD are
compared with those obtained via the linearized-semiclassical initial-value-representation
~LSC-IVR! method, which does yield accurate predictions of high-frequency VER rate constants.
The reasons underlying these observations are discussed in terms of the similarities and differences




































The problem of vibrational energy relaxation~VER! in
the condensed phase has received much attention ove
last few decades.1–39 The VER rate provides a sensitiv
probe of intramolecular dynamics and solute–solvent in
actions, which are known to have a crucial impact on ot
important properties, such as chemical reactivity, solvat
dynamics, and transport coefficients. The calculation of V
rate constants has presented theoretical chemistry with
ongoing challenge due to the high frequency of most m
lecular vibrations~in the sense that\v/kBT@1). One impli-
cation of the high frequency is that VER is often found to
slow, due to the low density of accepting modes with mat
ing frequencies, and therefore cannot be obtained dire
from nonequilibrium MD simulations. This problem is us
ally circumvented by resorting to the Landau–Teller~LT!
formula, which gives the VER rate constant in terms of t
Fourier transform~FT!, at the vibrational frequency, of
certain short-lived force-force correlation function~FFCF!,
which can be calculated from equilibrium MD simulation
with a rigid solute. It should be noted that the derivation
the LT formula is based on several assumptions, nam












time scales~such that the VER lifetime is much longer tha
the correlation time of the FFCF!, and the rotating wave
approximation~RWA!.40
Another difficulty has to do with the fact that extractin
the very small high-frequency Fourier components of
FFCF can become extremely difficult due to statistical no
accompanying all real-life simulations. This difficulty is o
ten dealt with by using an extrapolation of the exponen
gap law, which usually emerges at low frequencies, to m
higher frequencies.41,42 An alternative, yet similar, approac
combines a short time expansion of the FFCF with a para
eterized ansatz that exhibits an exponential gap law beha
at high frequencies, and whose FT can be calcula
analytically.43–51
Yet another fundamental difficulty imposed by the fa
that \v/kBT@1, is that the quantum-mechanicalFFCF,
rather than theclassical FFCF, should be used in the LT
formula. The exact calculation of real-time quantum
mechanical correlation functions for general many-body s
tems remains far beyond the reach of currently availa
computer resources, due to the exponential scaling of
computational effort with the number of degrees of freed
~DOF!.52 The most popular approach for dealing with th














































































9031J. Chem. Phys., Vol. 119, No. 17, 1 November 2003 Vibrational energy relaxationthen multiply the result by a frequency-dependentquantum
correction factor (QCF).1,53–68 Various approximate QCF
have been proposed in the literature. Unfortunately, estim
obtained from different QCFs can differ by orders of mag
tude, and particularly so when high-frequency vibrations
involved. Thus, finding more rigorous ways for computi
VER rate constants is clearly highly desirable.
Several strategies have been proposed in order to add
the challenge of providing an effective, computationally fe
sible, and versatile approximate method for calculat
quantum-mechanical real-time correlation functions. Th
methods are based on various approaches, including a m
quantum-classical treatment,69–74 analytical continua-
tion,46,75–81centroid molecular dynamics~CMD!,82–106quan-
tum mode coupling theory,107–109and the semiclassical~SC!
approximation.52,110–128These methods have been applie
with relative success, to a rather extensive set of systems
processes. However, the application of these methods to V
in condensed-phase systems has been ra
limited.46,51,82,103,104It should be noted that such applicatio
are desirable for two main reasons:~1! They may give rise to
better ways for calculating VER rate constants, as well
understanding its underlying quantum-dynamical mec
nism; ~2! The highly quantum-mechanical nature of VE
which often leads to deviations by orders of magnitude
tween the classical predictions and experimental results,
vides an excellent platform for testing and comparing diff
ent methods for their ability to capture quantum effects
condensed phase systems.
To this end, we have recently considered the applica
of the linearized semiclassical initial-value-representat
~LSC-IVR! method of Milleret al.110,119,125,129–132for calcu-
lating the quantum-mechanical FFCF.133 In this case, the
quantum-mechanical FFCF is approximated by a classi
like expression, where Wigner transforms replace the co
sponding classical quantities and the dynamics is fully c
sical. In practice, the computation of the multidimension
Wigner integrals was based on a local-harmon
approximation~LHA !, and the method was therefore des
nated LHA-LSC-IVR. The LHA-LSC-IVR method has bee
applied to several nontrivial model systems and its pred
tions were found to be in good agreement with other e
mates or experiment. These studies have also shown tha
VER of high-frequency molecular vibrations is dominated
purely quantum-mechanical fluctuations of the force, wh
are unaccounted for in calculations based on classical
simulations.
In the present paper, we consider the application of
other approach, which is based on the CMD method,
calculating quantum-mechanical VER rate constants in c
densed phase systems. Previous attempts by Voth
co-workers82 and Poulsen and co-workers46,103,104 to use
CMD for this purpose, were complicated by the fact that
application of CMD is restricted to correlation functio
where at least one of the operators islinear in the coordi-
nates and/or momenta~see Sec. II!. This is definitely not the
case in most relevant VER problems, where the force in
above mentioned FFCF involves a highly nonlinear funct






































proposed to augment CMD with additional approximation
In the present paper, we show that this is not necessary,
that one can derive an approximate expression for the V
rate constant which is only based on the CMD approxim
tion, and avoids any other additional approximations. To t
end, we employ our recently proposed linear-response-ba
theory of VER,40 which enables us to express the VER ra
constant in terms of a correlation function that CMD can
directly applied to. By imposing on the resulting expressi
for the VER rate constant the same assumptions that lea
the LT formula,40 we then derive a centroid LT-like expres
sion for the VER rate constant, which can be calculated
rectly from CMD simulations. It should be emphasized th
the derivation of this centroid LT formula does not involv
any additional approximation beyond the original CM
approximation90 ~see Sec. III!. It therefore allows for a clean
test of the applicability of the CMD approximation to VER
without mixing CMD with additional, essentially uncon
trolled, approximations.
The structure of the remainder of this paper is as f
lows. An overview of the relevant CMD theory is given i
Sec. II. The derivation of the centroid LT formula is given
Sec. III. The predictions of the centroid LT formula are r
ported for several model systems in Sec. IV. Finally, a g
eral discussion on the applicability of CMD to VER, and i
relationship to the LHA-LSC-IVR-based studies of VER,
given in Sec. V.
II. AN OVERVIEW OF CENTROID MOLECULAR
DYNAMICS „CMD…
In its most recent formulation,89,90 centroid dynamics
has been shown to be based on the following phase-s








dhei j( x̂2xc)1 ih( p̂2pc)2bĤ,
~1!
wherexc and pc are the centroid position and momentum
respectively, andb51/kBT is the inverse temperature. A
central role is reserved for the trace of this operator, wh
corresponds to thecentroid density,
rc~xc ,pc!5Tr@f̂~xc ,pc!#. ~2!
The centroid approach also associates a classical-likecen-
troid symbol, Ac(xc ,pc), with each quantum dynamical ob
servable,A( x̂,p̂), which is defined by
Ac~xc ,pc!5Tr@f̂~xc ,pc!A~ x̂,p̂!#/rc~xc ,pc!. ~3!
The centroid density,rc(xc ,pc), turns out to have a







Vcm(xc)52 ln@rc(xc)#/b in Eq. ~4! is called thecentroid po-
tential. It is distinctly different from the classical potentia
and can be written in terms of a constrained imaginary-ti
path integral,











P/2E dx1¯E dxPdS xc2 1P (k51
P
xkD exp$2S@x1 ,...,xP#/\%, ~5!
TABLE I. The centroid formulation of quantum statistical mechanics.
Standard Centroid
Z5 Tr(e2bĤ) EE dxcdpc2p\ e2b[pc2/2m1Vcm(xc)]























































In Eq. ~7!, xP115x1 . It should be noted thatrc(xc) is pro-
portional to the probability density of finding a classical c
clic chain polymer consisting ofP beads, which are con
nected by harmonic springs and subject to the poten
V(x)/P, with their center of mass~the centroid! at x5xc .
The centroid also corresponds to the zero-frequency nor
mode of the chain polymer. The imaginary-time path integ
in Eq. ~5! can be computed using classical molecular dyna
ics or Monte Carlo simulations~PIMD and PIMC, respec-
tively! for relatively complex many-body systems.134,135
The above definitions form the basis for anexact
classical-like formulation of quantum statistical mechani
which is summarized in Table I. The last line in Table I is
particular importance since it relates the classical-like tw
time centroid correlation function with the exact Kub
transformed quantum-mechanical correlation function, wh
B̂ is proportional tox̂ ~or p̂),
1












It should be noted that Kubo-transformed correlation fun
tions can be related to the corresponding regular correla
functions via a well known identity.91 However, the relation-
ship in Eq.~8! is of little practical use since the exact tim
dependence of the centroid symbolAc@xc ,pc ;t# is given by
Ac~xc ,pc ;t !5Tr@e
2 iĤ t/\f̂c~xc ,pc!e
iĤ t/\Â#/rc~xc ,pc!,
~9!
and requires the same amount of effort to calculate as
standard quantum mechanics. The CMD method is base
circumventing this difficulty by imposing the following
CMD approximation:90
e2 iĤ t/\f̂c~xc ,pc!e
iĤ t/\'f̂c@xc~ t !,pc~ t !#, ~10!
such that
Ac@xc ,pc ;t#'Ac@xc~ t !,pc~ t !#. ~11!
Herexc(t) and pc(t) are propagated as classical-like pos
tion and momentum variables on the centroid potent,
Vcm(xc) @cf. Eqs.~4! and ~5!#.
We also note for later use that a centroid correlat
function similar to that in Eq.~8!, except thatxc is replaced
by xc
n , wheren is a positive integer, can be shown to b
identical to the corresponding high order Kubo-transform
correlation function.91 For example,
1










3 x̂~2 ib2 /\!Â~ t !!. ~12!
The CMD approximation for the correlation function in E
~12! can then be obtained by applying Eq.~11! to
Ac@xc ,pc ;t#.
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Name AQ(v) Assumption Refs.







































theIII. THE CENTROID LANDAU–TELLER FORMULA
A. The standard Landau–Teller formula
We consider the following general quantum mechani












is the Hamiltonian of the vibrational mode under investig
tion (q̂, p̂, m, andv are the corresponding coordinate, m




~ P̂( i )!2
2M ( i )
1V̂~Q̂(1),...,Q̂(N)! ~15!
is the Hamiltonian of the bath, which consists of the oth
intermolecular and intramolecular degrees of freed
($Q̂( i )%5Q̂, $P̂( i )%5P̂, $M ( i )% and V̂(Q̂(1),...,Q̂(N))5V(Q̂)
are the corresponding coordinates, momenta, masses,
potential energy, respectively!, and
Ĥbs5aq̂F̂~Q̂
(1),...,Q̂(N)!5aq̂F̂~Q̂! ~16!
is the system–bath coupling term, wherea is the system–
bath coupling parameter~to be later used in order to kee
track of the order of the perturbation in the golden ru
limit !. The system–bath coupling term,Ĥbs , is assumed to
be linearized in the vibrational coordinate,q̂. We also as-
sume that the force on the vibrational mode,F̂(Q̂), is a
function of the bath coordinates only. It should be noted t
this type of potential forceis typically a highly nonlinear
function of the bath coordinates, and is usually found
make a larger contribution to the VER rate constant th
momenta-dependentcentrifugal forces.
The standard description of VER is based on the







where dĤs5Ĥs2^Ĥs&0 , and ^Ĥs&05\v/21\v/(e
b\v








weak coupling limit!. The central quantity in Eq.~17! is the















is the FT of the free bath FFCF,
C~t!5^dF̂0~t!dF̂&0 , ~20!
where^Â&05Tr@e
2bĤbÂ#/Tr@e2bĤb#, dF̂5F̂2^F̂&0 , and
dF̂0~ t !5e
iĤ bt/\dF̂e2 iĤ bt/\. ~21!
Thus, Eq.~18! puts the VER rate constant in terms of the F
at the vibrational frequency, of the quantum-mechani
FFCF, which is evaluated with the vibrational mode frozen
its equilibrium position (q̂50).
It should be noted that the derivation of Eqs.~17! and
~18! is based on the Bloch–Redfield theory~BRT!,43,137–146
and relies on the validity of the following assumptions:~1!
Weak system–bath coupling, to the extent that first-orde
time-dependent perturbation theory~Fermi’s golden rule! ap-
plies; ~2! Separation of time scales, uch that the VER life-
time is much longer than the correlation time of the FFC
~3! The rotating wave approximation (RWA), which amounts
to the removal of rapidly oscillating terms, and results in t
decoupling of population relaxation from phase relaxation
It is important to note that the LT formula, Eq.~18!,
involves thequantumFFCF, rather than theclassicalFFCF.
The most popular approach for dealing with this difficulty
to first evaluate the FT of the classical FFCF, and then m










averaging over the classical Boltzmann phase space dist
tion, and the time evolution ofdF0(t) is governed by the
classical free bath Hamiltonian#. Table II lists some of the
























































9034 J. Chem. Phys., Vol. 119, No. 17, 1 November 2003 Q. Shi and E. Gevavarious QCFs can differ by orders of magnitude, and parti
larly so when high-frequency vibrations are involved.55,57,65
For example, Egorovet al. have recently estimated 1/T1 for
O2 in liquid O2, at 70 K, and found the following spread o
values that were based on different QCFs: 0.000 9521
~standard!, 0.015 s21 ~harmonic!, 270 s21 ~Egelstaff!,
4030 s21 ~Schofield!. ~The experimental value under the
conditions is 1/T15360 s
21.) Similar lack of uniqueness ha
also been observed in other systems.59,65
In this paper, we consider using CMD in order to a
proximate the quantum mechanical VER rate constant.
discussed in Sec. II, using CMD to directly calculate a c
relation function requires that at least one of the operator
linear in the coordinates and/or momenta. Unfortunately,
LT formula involves the autocorrelation function of the for
operator, which is typically a highly nonlinear function of th
bath coordinates. Hence, it appears that the FFCF canno
calculated directly from CMD simulations. Previou
attempts to overcome this problem were all based on
troducing one or more of the following additiona
approximations:46,82,84,86,88,91,103,104~1! Approximate analytic
continuation; ~2! A second-order cumulant approximatio
~3! Approximate semiclassical representation of nonlin
operators;~4! Approximate classical representation of no
linear operators. All of these approximations have seri
drawbacks. For example, the cumulant approximation w
fail if the dynamics is not Gaussian, and will not lead to t
correct classical limit. In a recent paper, Reichmanet al.
have derived a formal relationship between nonlinear c
troid time correlation functions and high-order Kubo tran
formed quantum ones@cf. Eq. ~12!#.91 However, in practice,
a numerically exact transformation of these high-ord
Kubo-transformed correlation functions into standard on
becomes very expensive, and therefore impractical in
case of highly nonlinear and/or many-body operators.
B. Linear-response theory of VER
The above discussion suggests that the LT formula c
not be evaluated directly from CMD simulations without t
help of additional approximations. In this section, we co
sider an alternative strategy which is based on expressing
VER rate constant in terms of another correlation funct
that can be calculated directly from CMD simulations.
this end, we will derive the VER rate constant from linea
response theory~LRT!,149 rather than from BRT.
We start out by considering the possibility of using sta
dard LRT. The analysis in this case follows closely that
Ref. 40, and starts by assuming that the initial state of





Here Ĥ is the actual Hamiltonian of the overall system@cf.
Eq. ~13!#, f is a coupling parameter, andÂ is a perturbation,
which will be kept unspecified for the time being. We ne
assume that the perturbation,f Â, is small enough, such tha


























Z F12 f E0bdldÂ~2 i\l!G , ~24!
where Z5Tr(e2bĤ), dÂ5Â2^Â&eq, ^Â&eq
5Tr(e2bĤÂ)/Z, and Â(2 i\l)5elHÂe2lH. A measure-
ment of VER is initiated by turning the perturbation off
t50, and monitoring the expectation value of the vibration
energy as a function of time, as it progresses toward its e
librium value. Forr̂(0) in Eq. ~24! this yields








Our basic hypothesis is that VER follows rate kinetic











5ke2kt5k at t!k21. ~27!
Substituting Eq.~25! into Eq. ~27!, and using the explicit




















Equation~29! allows us to express the VER rate consta
in terms of a Kubo-transformed correlation functio
*0
bdl^dÂ(2 i\l)@ p̂F̂#(t)&eq, which is distinctly different
from the FFCF. Furthermore, the fact that the perturbationÂ
is still unspecified, implies that Eq.~29! actually represents a
whole class of new expressions for the VER rate const
which correspond to different choices ofÂ. One particular
choice, namelyÂ5q̂, leads to a correlation function whic
can be directly obtained from CMD simulations. Unfort
nately, we have found that this particular choice would le
to non-LT VER.40 More specifically, we have shown in Re
40 that whenÂ5q̂, first order time-dependent perturbatio
theory~equivalent to Fermi’s golden rule! cannot account for
VER. Thus, in this case VER is dominated by non-LT high
order terms in the perturbation expansion, and its rate


































9035J. Chem. Phys., Vol. 119, No. 17, 1 November 2003 Vibrational energy relaxationNon-LT VER is interesting for its own sake and will be e
plored in future work. However, in this paper, we a
primarily interested in finding ways to calculate the rate co
stant in the case of LT-type VER. In Ref. 40, we have sho
that substituting a perturbation of the formÂ5(dq̂)2, can
give rise to an expression that reduces to the LT form
upon imposing the conditions under which BRT is va
~weak system–bath coupling, separation of time scales
RWA!. Unfortunately, the corresponding Kubo-transform
correlation function,*0
bdl^d(dq̂)2(2 i\l)@ p̂F̂#(t)&eq, can-
not be obtained directly from CMD simulations. The orig
of this problem and its resolution in terms of an extend
version of LRT are discussed in the following section.
C. Extended linear response theory of VER
The source of the dilemma encountered in the previ
section can be traced back to our choice of a Bolzmani
initial state, Eq.~23!. We have already seen that this form
not unique in the sense that different choices ofÂ can give
rise to either LT or non-LT VER pathways. At the same tim
it is conceivable that other types of initial states can give r
to VER of the LT-type. Furthermore, it may be possible
find an initial state that will lead to an expression for t
VER rate constant that reduces to the LT formula under
conditions of validity of BRTand can be obtained directly
from CMD simulations. That this fascinating possibility ca
be realized is shown in the present section.
We start out by considering the following, complete





The deviation from equilibrium,D̂, must obviously satisfy
Tr(D̂)50, D̂†5D̂, and keepr̂(0) positive. Following a
similar procedure to that discussed in the previous sect
leads to the following general expression for the relaxat
















^dĤs&~ t !5Tr@D̂dĤs~ t !#. ~31!
It should be noted that Eq.~31! applies to any initial state
regardless of its proximity to equilibrium, and is ther
fore more general than standard LRT. The latter c
obviously be retrieved from Eq.~31! by substituting
D̂52 f *0
bdle2(b2l)ĤdÂe2lĤ/Z. Finally, assuming that
^dĤs&(t) follows rate kinetics, one can put the VER ra




Tr$D̂@ p̂F̂#~ t !%
Tr$D̂dĤs%
. ~32!
It should be noted that the actual validity of rate kinetics,
well as the value of the rate constant, may depend on
choice ofD̂.









3dq̂~2 ib2 /\!2^dq̂~2 ib1 /\!dq̂~2 ib2 /\!&eq#.
~33!
This D̂ obviously corresponds to the second-order term in
expansion of the original initial state, Eq.~23!, in powers of
f . As such, it must satisfy Tr(D̂)50, D̂†5D̂. However, it is
important to note that using an initial state in the form of E
~30!, with D̂ as in Eq.~33!, is not the same as expandin
r̂(0) in Eq. ~23! to second order inf , since the first-order
term is now missing. Keeping this first-order term out
important for obtaining an expression for the VER rate co
stant which is independent off @including Eq. ~33! as a
second order term in the expansion of Eq.~23! would corre-
spond tononlinear, rather thanlinear, response theory#.
Upon substitution of Eq.~33! into Eq. ~32!, we obtain





b1db2^dq̂~2 ib1 /\!dq̂~2 ib2 /\!@ p̂F̂#~ t !&eq
*0
bdb1*0





It is important to note that the correlation function in th
numerator of Eq.~34! can be obtained directly from CMD
simulations@cf. Eq. ~12!#. Furthermore, the fact thatD̂ is
quadratic indq̂ suggests that this initial state may relax via
LT-type pathway. This indeed turns out to be the case. M
specifically, one can show thatk in Eq. ~34! reduces to 1/T1
of the LT formula, Eq.~18!, upon imposing the three bas
assumptions underlying BRT. The actual proof, which
rather tedious, is outlined in Appendix A.e
D. Derivation of the centroid Landau–Teller formula
As mentioned above, the correlation function in the n
merator of Eq.~34! is directly related to the correspondin
centroid correlation function@cf. Eq. ~12!#. Thus, by only
imposing the CMD approximation, Eq. ~11!, on the centroid
symbol of the time-dependent energy flux operator in E
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1Ucm~Qc ,qc!G J @dqc~2t !#2pcFc~Qc ,qc!















2/21Vcm~Qc ,qc!1aqcFc~Qc ,qc!. ~36!
In arriving at Eq.~35!, we have made use of the classical-like time-reversal symmetry of the CMD correlation fun
(^AcBc(t)&CMD5^Ac(2t)Bc&CMD). We have also used the centroid symbol of the energy flux operator, Eq.~28!, which can be
derived from Eq.~3! ~see also Ref. 89 for the path integral expression forf̂, and Ref. 105 for an explicit multi-dimensiona























































































S@q1 ,...,qP ,Q1 ,...,QP#
5b(
k51






M ( i )vP
2 ~Qk
( i )2Qk11
( i ) !2
1
1
P S 12 mvqk21V~Qk!1aqkF@Qk# D J , ~40!
q15qP11 , QP¿15Q1 , andvp
25P/(b\)2.










9037J. Chem. Phys., Vol. 119, No. 17, 1 November 2003 Vibrational energy relaxationlations of a system consisting ofN11 chain polymers,
whose centroids are fixed at (qc ,Qc
(1) ,...,Qc
(N)). More spe-
cifically, Fc(qc ,Qc) corresponds to the average force exer
on the beads of the polymer chain associated with vibratio
mode, $q1 ,...,qP%, by the polymer chains associated wi
the bath DOF,$Q1 ,...,QP%. It is important to note that the
centroid symbol of the force is distinctly different from th
classical force for the corresponding centroid position, i
Fc(qc ,Qc)ÞF(Qc).
In principle, one could evaluate the VER rate constant~if




















are primarily interested in VER under the conditions of v
lidity of the LT formula. Thus, we proceed by imposing th
three basic assumptions underlying BRT upon the VER r
constant in Eq.~35!. The details of the analysis are left t
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anFc@Qc#[Fc@Qc ,qc50#, andQc(t) follows a classical time
evolution which is governed by the centroid potent
Vcm(Qc)[Vcm(Qc ,qc50).
It should be noted thatCCMD(t) has the same form a
the classical FFCF. Quantum effects are introduced in
distinct ways:~1! The initial sampling and the dynamics a
governed by the free bath centroid potential,Vcm(Qc), rather
than the classical potential,V(Qc); ~2! The classical force,
F(Qc), is replaced by the corresponding centroid symbol
the force,Fc(Qc). Thus, the classical limit ofC
CMD(t) ob-
viously coincides with the exact classical limit, which is n
always the case in some of the other centroid-based
proaches, that also involve additional approximations. At
same time,CCMD(t) does not coincide with the exact qua
tum result att50. In this context, it is important to empha
size that the time integration variablet in Eq. ~42! has noth-
ing to do with the explicit time variablet in Eq. ~34!. More
specifically, one should distinguish betweenCCMD(t) and
the centroid correlation function in our original expressio
Eq. ~34!. The latter is directly related to the correspondi
Kubo-transformed correlation function and is therefore ex
at t50. However, the actual VER rate constant is related
the behavior of this correlation function atlong times (t
@k21). In fact, Eq.~41! is independent oft, and one canno
take itst50 limit since the long-time limit is already incor
porated into it as part of the conditions underlying BRT~as
shown in Appendix B, the6` in the limits of the Fourier
integral originate from the assumption thatt;T1@tc).
Finally, we note that it would be more appropriate
interpret Eq.~41! as an approximation for theVER rate con-
stant, rather than interpretCCMD(t), Eq. ~42!, as an approxi-
mation for thequantum-mechanical FFCF. The reason for
this is that Eq.~41! originates from Eq.~35!, which provides
an approximation for the VER rate constant in terms of
other correlation function. In fact, treating Eq.~41! as an









the following approximation for the exactquantum-












Inspection of Eq.~44! reveals that it coincides with the ap
proximation based on the harmonic QCF~cf. Table II! if
C̃CMD(v) is replaced with the FT of the classical FFC
C̃Cl(v). Thus, the approximate VER rate constant of E
~41! naturally incorporates the harmonic QCF and adds t
quantum corrections that originate from the difference
tween CCMD(t) and CCl(t). It should also be noted tha
C(t) in Eq. ~43! is complex, with real and imaginary parts
IV. APPLICATIONS
In this section, we consider the application of Eq.~41!
for calculating the VER rate constant in three model syste
~1! A harmonic vibrational mode coupled to a harmonic ba
with a force which is an exponential function of the ba
coordinates;~2! A diatomic molecule coupled to a sho
chain of Helium atoms with nearest neighbor Lennard-Jo
~LJ! interactions;~3! A breathing sphere diatomic molecu
in a monoatomic solvent with LJ interactions. The para
eters are chosen to be the same as in Ref. 133, and the
responding LHA-LSC-IVR-based results are presen
alongside the CMD-based predictions, for the sake of co
parison. The purpose of this analysis is to critically exam
the ability of the CMD approximation, upon which Eq.~41!
is based, to quantitatively capture the large quantum
hancement of VER rate constants. It should be noted
previous studies seem to suggest that CMD, suppleme
by additional approximations, is indeed useful for describ
quantum-mechanical VER. In our case, we avoided such
ditional approximations, which enables us to perform a cle
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The first model that we consider involves a bath cons




N S ~ P̂( j )!2




M ( j )~v ( j )!2~Q̂( j )!2D , ~45!





c( j )A 2M ( j )v ( j )
\
Q̂( j ). ~47!
The fact that the exact quantum-mechanical FFCF can
obtained analytically for this model42 has established it as
convenient benchmark.51,65 The exact quantum-mechanic











and n(v)5@exp(b\v)21#21. The calculations reported be





a11 expS 2 v2vc2D , ~51!
and for the following values of the parameters:l50.20, a
53, andb\vc54.0.
The fact that the bath is harmonic in this case, mad
possible to establish a simple analytical relationship betw
the classical force and its centroid symbol. The details of











~c(k)!2@coth~b\v (k)/2!2~b\v (k)/2!21#J .1.
~53!
Since the bath is harmonic, the centroid potential,Vcm(Qc),
coincides in this case with theclassical potential, V(Qc).













Thus, one may think ofz2 as an additional QCF that en
hances the quantum rate constant over the classical one
supplements the already built-in harmonic QCF. Howev
the fact thatz2 is independent of the frequencyv, immedi-
ately implies that this factor will not be able to account f
the rapid growth in the quantum correction factor, expec
with increasing frequency.
The real and imaginary parts of the FFCF, obtained fr
Eq. ~43!, are shown in Fig. 1. Also shown in Fig. 1 are th
exact, classical and LHA-LSC-IVR-based results, as well
a prediction based on the harmonic QCF. The CMD-ba
FFCF is somewhat better than the one based on the harm
QCF, which should be attributed to thez2 factor. Further-
more, the CMD-based FFCF is seen to be in reasona
agreement with the exact FFCF, although it should be no
that much of the improvement over the classical result is
to the inherent harmonic QCF, and not thez2 factor.
Despite the reasonable agreement in theime-domain,
one must not lose sight of the fact that VER is dominated
the high-frequency tail of the FFCF in thefr quency-domain.
A plot of the the FT of the FFCF, as predicted by Eq.~44!, is
given in Fig. 2, in regular and semilog formats. The regu
plot suggests that the CMD-based result is in good ag
ment with the exact result. It is also significantly better th
the harmonic-QCF-based result, which is once again att
uted to thez2 factor. Thus, CMD does seem to capture t
bulk of the power spectrum rather well, although much
this effect should actually be attributed to the inherent h
monic QCF and is not directly related to CMD. However, t
semilog plot shows that the high-frequency tail of this pow
spectrum, which is relevant for VER, essentially coinci
with the harmonic-QCF-based result. Thus, the modificati
due to thez2 factor, which are directly associated with CMD
are rather small at the high-frequency domain. It should a
be noted that the LHA-LSC-IVR-based result is in excelle
agreement with the exact result in this case, and is sign
FIG. 1. The real and imaginary parts of the FFCF, for the case of expo
tial coupling to a harmonic bath. The exact, CMD-based, harmonic-Q
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predictions.
The inability of CMD to provide a significant improve
ment over the harmonic QCF is rather surprising in light
the fact that a seemingly more approximate method, wh
supplements the CMD approximation with an approxim
second-order cumulant expansion~C-CMD! of the FFCF, has
been known to yield the exact result for this model.84,103 In
this case, one expresses the FFCF in terms of the pos
autocorrelation function, which can be obtained exactly fr
CMD when the system is harmonic. However, this fortun
coincidence is clearly restricted to harmonic systems, an
is not clear how well it will hold in highly anharmonic sys
tems such as liquids. Furthermore, the average posit
which is essential for calculating the position autocorrelat
function, is ill-defined in simulations of liquids with periodi
boundary conditions~previous applications of C-CMD wer
restricted to cases where the relaxing molecule was h
fixed!. Thus, the fact that C-CMD, which is more approx
mate than the method presented herein, happens to be
for this specific model, should probablynot be interpreted as
implying that CMD is generally applicable to high-frequen
VER.
B. A linear helium cluster
The second model to be considered has been rece
used by Poulsen and co-workers46,103,104for calculating the
FFCF via the C-CMD method. In this model, a harmon
diatomic molecule,A2 , is attached to a wall, and held fixe
perpendicular to it~cf. Fig. 3!. The A atom which is not
attached to the wall is coupled to a short linear chain of f
helium atoms, with the last helium atom held in place. T
interaction between theA atom and the helium atom next t
it, as well as the interactions between the helium atoms,
described by anharmonic Lennard-Jones~LJ! potentials,
which mimic realistic liquid-phase interactions. Only near
neighbor interactions are taken into account.
FIG. 2. The power spectrum of the FFCF, for the case of exponential
pling to a harmonic bath, in regular~upper panel! and semilog~lower panel!
formats. The exact, CMD-based, LHA-LSC-IVR-based, harmonic-QC
















The A2 molecule and helium chain are assumed to
along the x axis, with the origin positioned on theA atom
which is attached to the wall. The secondA atom is posi-
tioned at x05r eq1d0 , where r eq is the equilibrium bond
length ofA2 andd0 is the deviation relative to it. The posi
tions of Helium atoms 1, 2, and 3 are given byx15r eq
1sHe–A1d1 , x25r eq1sHe–A1sHe–He1d2 and x35r eq
1sHe–A12sHe–He1d3 , respectively, wheresHe–A and
sHe–He are the familiar LJ parameters. The position of t
last Helium atom is fixed atx45r eq1sHe–A13sHe–He. The
overall potential energy of this system is given by












where VLJ(r )54e@(s/r )
122(s/r )6#. The parameters use
are the same as these in Ref. 103:sHe–A54.944 a.u.,
sHe–He54.310 a.u., eHe–A /kB525.1 K, eHe–He/kB
510.2 K. The force on the diatomic molecule is obtained









The real part of the FFCF, obtained from Eq.~43!, is
shown in Fig. 4~note that^F(t)F& is plotted, rather than
^dF(t)dF&). Also shown are the exact, classical, harmon
QCF-based, LHA-LSC-IVR-based and C-CMD-based
u-
-
FIG. 3. A schematic view of the linear helium cluster model.
FIG. 4. The real part of the~nonshifted! FFCF, as obtained for the Helium
cluster model. Shown are the exact, classical, harmonic-QCF-based, C


























































9040 J. Chem. Phys., Vol. 119, No. 17, 1 November 2003 Q. Shi and E. Gevasults~the exact and C-CMD-based results were adopted f
Ref. 103!. The relatively large deviation between the clas
cal and exact quantum-mechanical results is indicative of
fact that the ‘‘solvent’’ is pronouncedly quantum-mechanic
in this case, as could be expected from helium at 40 K. T
failure of the harmonic QCF also suggests that this syste
pronouncedly anharmonic. The prediction based on Eq.~43!
is seen to provide a rather reasonable approximation of
exact quantum-mechanical FFCF in this case. This reinfo
the notion that CMD is capable of providing a reasona
approximation for the time-domain behavior of a pr
nouncedly quantum-mechanical and anharmonic system.
agreement between the C-CMD-based prediction and the
act result is clearly not as good, in accord with the mo
approximate nature of C-CMD. Finally, it is interesting
compare the prediction obtained from CMD to that obtain
via LHA-LSC-IVR. Generally speaking, Eq.~44! seem to
provide a better approximation to the exact FFCF over
time interval considered. This nicely reflects the fact that
dynamics in LHA-LSC-IVR is purely classical, whereas t
dynamics in CMD includes quantum effects via the centr
potential. However, LHA-LSC-IVR is exact att50 and
clearly provides a more accurate description of the ini
decay of the FFCF. Noting that correlation functions are
ten found to be short-lived in truly condensed phase syste
and that their high-frequency FT is dominated by this sh
time decay, then leads one to expect that LHA-LSC-IV
would be better suited than CMD for calculating hig
frequency VER rate constants.
C. A diatomic solute in a monoatomic solvent
„breathing sphere model …
We next consider the VER of a diatomic solute in
monoatomic solvent. The vibrational mode is assumed
have a spherical symmetry, and can therefore be viewed
‘‘breathing sphere.’’43,150,151 The solute–solvent and
solvent–solvent interactions are treated in terms of sph







f~r j 0 ,q!, ~57!
wherefs(r ) is the solvent–solvent pair potential,f(r ,q) is
the solvent–solute pair potential,r jk is the distance betwee
the j th andkth solvent atoms, andr j 0 is the distance betwee
the center of mass of the diatomic solute and thej t solvent
atom. The force is obtained by the linearization of the pot
tial with respect toq,
F52
]V
]qU q5052(j ]f]qUq50~r j 0!. ~58!
In order to enhance the computational feasibility, calcu
tions were performed on a two-dimensional liquid and un




























have the same mass, and thatfs(r ) andf(r ,q50) are iden-
tical and given by a LJ potential,152 fs(r )5f(r ,q50)
5VLJ(r )54e@(s/r )
122(s/r )6#.
In Figs. 5 and 6, we show the FFCF and its FT, as o
tained from simulations where the mass and LJ parame
were chosen to coincide with these of liquid neon, name
s52.72 Å ande/kB547.0 K. The calculations were per
formed on a 2D liquid consisting of 81 atoms confined to
square, at a reduced density and temperature ofr* 50.70
(r59.46 nm22) andT* 50.68 (T532 K), respectively. Pe-
riodic boundary conditions and a potential cutoff at 3s have
been employed. The real part of the FFCF, as obtained f
Eq. ~43!, is shown in Fig. 5. Since the exact quantum
mechanical result is not known for this case, and experim
tal results are unavailable for this particular model syste
evaluation of the quality of the approximation is difficul
However, Eq.~43! yields a FFCF which is clearly differen
from the classical one, and close to the one obtained
LHA-LSC-IVR. However, it is important to note that thi
difference arises almost exclusively from the harmonic QC
The FT of the FFCF, as obtained from Eq.~44!, is shown in
Fig. 6 on a semilog plot. The high-frequency tail of Eq.~44!
clearly coincides with that obtained via the harmonic QC
Thus, in this case, the fact that we used CMD instead
classical MD did not make a difference~as long as we ap-
plied the harmonic QCF to the latter!. It should also be noted
that the prediction of LHA-LSC-IVR, which has been se
to be very reliable in other models,133 deviates considerably
from that based on CMD or the harmonic QCF.
FIG. 5. The real part of the FFCF, as obtained for the breathing sphere
model. Shown are the LHA-LSC-IVR-based, CMD-based, PP-CMD-bas
harmonic-QCF-based, and classical results.
FIG. 6. A semilog plot of the FT of the FFCF for the breathing sphere ne
model. Shown are results obtained from CMD, PP-CMD, LHA-LSC-IV
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tained from simulations, where the mass and LJ parame
were chosen to coincide with these of liquid helium~the LJ
parameters were adopted from Sec. IV B!. The calculations
were performed on a 2D liquid consisting of 81 atoms co
fined to a square, at a reduced density and temperatur
r* 50.70 (r513.46 nm22) and T* 53.92 (T540 K), re-
spectively. The real part of the FFCF as obtained from
~43! is shown in Fig. 7. In this case, the CMD-based resul
significantly different from, and presumably more accur
than, the harmonic-QCF-based result. The reason for this
be traced back to the fact thatCCMD(t) is significantly dif-
ferent from its classical counterpart in this more pr
nouncedly quantum mechanical liquid. The FT of the FFC
as obtained from Eq.~44!, is shown in Fig. 8 on a semilog
plot. The high-frequency tail of Eq.~44! clearly deviate from
that obtained via the harmonic QCF. Thus, in this case,
fact that we used CMD instead of classical MD does mak
difference.
In order to get further insight into the above observ
tions, it is instructive to consider an approximate version
CMD, which is based on centroid pseudo~pair! potentials
~PP-CMD!,83,94instead of the full CMD potential~cf. Figs. 5,
6, 7, and 8!. The centroid pseudopair potentials for the tw
cases considered above are shown in Fig. 9. In the cas
neon, the CMD pair potential essentially coincides with t
classical pair potential. This is not surprising since neon
relatively heavy atom. This observation explains why us
CMD instead of classical dynamics does not change the
sults in Figs. 5 and 6. At the same time, the smaller mas
FIG. 7. The real part of the FFCF, as obtained for the breathing sp
Helium model. Shown are the CMD-based, PP-CMD-based, harmo
QCF-based, and classical results.
FIG. 8. A semilog plot of the FT of the FFCF for the breathing sph
helium model. Shown are results obtained from CMD, PP-CMD, class




















helium intensifies the quantum nature of the system, with
result that the centroid pseudopair potential becomes sig
cantly different in comparison to the classical pair potent
which explains why using CMD does make a difference
this particular case.
V. DISCUSSION
VER of high-frequency molecular vibrations represen
a rather unique example for an important, highly nonclas
cal, and inherently condensed-phase process. Experim
VER rate constants are often found to deviate from the c
responding classical predictions by several orders of ma
tude, and bridging this gap represents an important test a
challenge for any method that aspires to account for quan
dynamical effects in condensed phase systems. It shoul
emphasized that in most cases of interest, classical mec
ics would provide reasonable predictions of the bulk prop
ties of the solvent, under the prevailing conditions. Howev
VER is extremely sensitive to these very few high-frequen
and therefore very quantum-mechanical, modes of the
vent that are in resonance with the high frequency of
relaxing vibrational mode. CMD has been observed in
past to be rather accurate in predicting such quantities
diffusion coefficients in pronouncedly quantum liquids.94 It
has also been shown to work reasonably well for bar
crossing problems, where the extreme sensitivity of the r
to the barrier height seems to be in step with the idea
introducing quantum effects by means of an effective c
troid potential.105,106However, as we have shown in this p
per, CMD can run into difficulties in the case of VER, whe
the centroid force is essentially dominated by the large m
jority of classical modes, which completely overwhelm, a
obscure, the very few quantum modes that are relevant
VER. The fact that the VER rate constant is given in terms
a second order Kubo-transformed correlation function m
have further contributed to the inaccuracy of CMD. For e
ample, in the case of exponential coupling to a harmo
bath, CMD would give the exact first-order Kubo
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LT-type VERcannotbe given in terms of a first-order Kubo
transformed correlation function that can be directly obtain
from CMD simulations~unless additional approximation
are employed!.
In retrospect, the above observations are perhaps not
prising if one takes into account the basic procedures use
CMD in order to account for quantum effects. Perhaps m
surprising is the fact that the seemingly similar LSC-IV
method has been found to outperform CMD in the case
VER, and actually provides very accurate predictions of
VER rate constant.133 After all, LSC-IVR also leads to a
classical-like expression for the FFCF, with non-classi
sampling and ‘‘Wigner symbols,’’ instead of centroid sym
bols, of the corresponding operators. In order to gain furt
insight into this observation, it is important to note that t
high-frequency tail of the LSC-IVR FFCF power spectrum
dominated by a nonclassical term which is very sensitive
quantum fluctuationsof the force around its average value.133
The centroid symbol of the force, Eq.~38!, which correspond
to theaverageforce over the corresponding imaginary-tim
cyclic path, seem to miss this effect. Another evidence
favor of this interpretation comes from our recent work
the relationship between LSC-IVR and CMD.153 We found
that the centroid correlation function can be obtained fr
the LSC-IVR correlation function, by decoupling the ce
troid, which corresponds to the zero-frequency normal m
of the corresponding imaginary-time cyclic path, from t
higher normal modes. These higher normal modes, wh
LSC-IVR can account for, are responsible for the very sa
quantum fluctuations that seem to play a key role in VE
We note in passing that the analysis in Ref. 153 was p
formed in terms of first-order Kubo-transformed correlati
functions, whereas our expression for the VER rate const
Eq. ~35!, is given in terms of a second-order Kub
transformed correlation function. However, it seems reas
able to assume that the general argument remains valid
this case too.
The analysis presented in this paper is also valuable
yond the particular application to the VER problem. Mo
specifically, we have shown that one can take advantag
the freedom in choosing the perturbation in linear-respo
theory, in order to relate rate constants to correlation fu
tions that can be obtained directly from CMD simulations
should be noted that the same idea has been recently
ployed for calculating reaction rate constants from CM
simulations.105,106 The general procedure, which avoids t
need for adding approximations to CMD, should be app
cable for any process that can be characterized by a
constant. We hope that by utilizing this procedure one will
able to extend the application and testing of CMD to a wid
range of problems than is currently available.
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APPENDIX A: THE LANDAU–TELLER LIMIT
In this appendix, we outline the derivation of Eq.~18!
from Eq.~34! in the LT limit. To this end, one has to find th
leading terms in the expansion ofk, Eq.~34!, in powers ofa.
It can be readily shown that the leading term in the exp
sion of the denominator is of 0th order ina, while that in the
expansion of the numerator is second order ina. Thus, the
leading term in the expansion ofk is also of second order in




















2bĤb), and @¯#1 is the
first-order term, with respect toa, of the corresponding ex
pression.
It should be noted thate2bĤ, dq̂(2 i\b1), dq̂
(2 i\b2), and@ p̂F̂#(t) all depend explicitly ona, and have
the following nonvanishing zero and first-order terms wh



















@@ p̂F̂#~ t !#05 p̂0~ t !F̂0~ t !,




dt1@ q̂0~ t1! p̂0~ t !F̂0~ t1!F̂0~ t !
2 p̂0~ t !q̂0~ t1!F̂0~ t !F̂0~ t1!#. ~A2!
Here ^Â&05Tr(Âe
2bĤ0)/Z0 and Â0(t)5e
iĤ 0t/\Âe2 iĤ 0t/\.
Equation ~A1! can then be written more explicitly a
follows:















































d inIn order to proceed, one has to substitute the correspon
zeroth and first-order terms from Eqs.~A2! into ~A3!. The
resulting equation can then be further simplified to yield
k(2)~ t !5@L~ t !1R~ t !1T~ t !#, ~A4!
where
L~ t !5 1
m\v
ReH S 11 b\veb\v21D E0tdteivtC~t!
2S 11 b\v12e2b\vD E0tdte2 ivtC~t!J , ~A5!


















dlC~2t2 i\l!J . ~A7!
The LT formula emerges from Eq.~A4! when the two
additional approximations of BRT are imposed on it:
~1! Within BRT, rate kinetics is obtained at the Markovia
limit, which is reached whent becomes larger than th
correlation time of the FFCF, denoted bytc . tc is typi-
cally very short in liquids (;ps), particularly in com-
parison to the VER lifetime,T1 . In the case of Eq.~34!,
tc corresponds to the plateau time that signals the o
of rate kinetics. Assuming thatt.tc in Eq. ~A4! then has
two implications:~1! The transient term,T(t), vanishes
@C(2t2 i\l)→0 at t.tc]; ~2! the limit of the time
integrals in the termsL(t) andR(t) can be extended to
`.
~2! Decoupling the population and phase relaxations wit
BRT also requires the averaging out of terms which
tate rapidly with the frequency 2v ~the RWA!. Applying





Thus, under these two approximations,k(2) reduces into





























which is identical to 1/T1 in the LT formula, Eq.~18!.
APPENDIX B: THE DERIVATION OF THE CENTROID
LANDAU–TELLER FORMULA
In this Appendix, we outline the derivation of the ce
troid Landau-Teller formula, Eq.~41!, from Eq.~35!. To this
end, one has to find the leading terms in the expansion
kCMD , Eq. ~35!, in powers ofa. The leading term in the
expansion of the denominator is of 0th order ina, and is
given by


















where we have used Eqs.~55! and ~72! of Ref. 89 for the
centroid density and energy centroid symbol of a free h
monic oscillator, respectively. The first nonvanishing term
the expansion of the numerator is second order ina. It
should be noted thatrc(Qc ,qc), dqc(2t), and Fc(Qc ,qc)
all depend explicitly ona. The corresponding zero and firs
order terms obtained when these quantities are expande

























@Fc~Qc ,qc!#05Fc~Qc!, @Fc~Qc ,qc!#150. ~B2!
Using the zeroth and first order terms from Eqs.~B2! in
order to find the leading second order term in the expans
of the denominator of Eq.~35!, followed by some algebra
then leads to the following result:
kCMD




















dt sin~vt!CCMD~t!J . ~B5!
The centroid LT formula emerges from Eq.~B3! when
the two additional approximations of BRT are imposed on
Thus, assuming thatt.tc , wheretc is the correlation time
of CCMD(t), implies that we can extend the limit of the tim
integrals in Eqs.~B4! and~B5! to `. Averaging out of terms
which rotate rapidly with the frequency 2v ~the RWA! then
leads to the removal of the rotating termRCMD(t). kCMD(2)
reduces as a result into limt→` LCMD(t), which coincides
with Eq. ~41!.
APPENDIX C: EXPONENTIAL COUPLING TO THE
HARMONIC BATH: THE CENTROID FORCE
In this appendix, we outline the derivation of Eq.~52!.
To this end, we consider the centroid symbol of the expon
tial force operator, Eq.~46!,Fc~Qc!5)
j 51




( j )D e2b(k51P @1/2 M ( j )vP2 1 ~1/P!1/2 M ( j )(v( j ))2#(Qk( j ))2J








r, J.Changing the integration variables from$Q1
( j )
¯QP
( j )% into
the normal mode coordinates,105 $Q̃1
( j )
¯Q̃P




( j ) corresponds to the centroid, and expli




N c( j )A2M ( j )v( j )/\Qc
( j )
. ~C2!














which leads to Eq.~53!.
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