This paper considers model-free hypothesis testing and con…dence interval construction for conditional quantiles of time series. A new method, which is based on inversion of the smoothed empirical likelihood of the conditional distribution function around the local polynomial estimator, is proposed. The associated inferential procedures do not require variance estimation and the con…dence intervals are automatically shaped by data. We also construct the bias-corrected empirical likelihood which does not require undersmoothing. Limit theories are developed for mixing time series. Simulations show that the proposed methods work well in …nite samples and outperform the normal con…dence interval. An empirical application to inference of the conditional value-at-risk of stock returns is also provided.
Introduction
Quantile regression (Koenker and Bassett, 1978) , with median regression as a special case, has become popular among practitioners as an alternative modeling approach to the classical mean regression. It characterizes distributional impacts of the covariates on the dependent variable beyond the traditional average e¤ects. The estimation of the quantile regression is relatively insensitive to outlier observations, thereby providing a robust measure of location; see Buchinsky (1995) and Koenker (2005) for recent surveys on this topic.
Parametric quantile regression assumes a priori a functional form (linear or nonlinear) of the conditional quantile function and the valid estimation and inference relies on correct model speci…cation. The nonparametric model, which is the focus of the current paper, provides a ‡exible alternative. While nonparametric point estimation has attracted substantial recent attention in the literature (see Chaudhuri, 1991 , Koenker et al., 1992 , Yu and Jones, 1998 , Cai, 2002 , Li and Racine, 2008 , and references therein), the issues on inferences remain much less studied despite of their practical relevance. For example, the well-known measure of the market risk in …nancial risk management, value-at-risk (VaR) (see, e.g. Jorion, 2000) , can be computed by evaluating a lower tail quantile of the conditional distribution of portfolio returns and it characterizes the maximum potential loss for a given probability and time horizon. In most cases, a portfolio manager is not only interested in a single estimate but also a safe margin to understand the estimation risk (Christo¤ersen and Gonçalves, 2005) . The existing works on inference of the VaR, like those of Christo¤ersen and Gonçalves (2005) , Chan et al. (2007) and Gao and Song (2008) , focus on the zero mean parametric framework. The associated interval estimation procedures hinge on a decomposition of the volatilities and the innovations and also the speci…cation of the volatility process, e.g. a linear ARCHtype model. As another example in which inference is relevant, parents may be interested in whether the weights of their children are higher than the 90% quantile in the growth chart to obtain early warning of potential medical problems caused by over-weight.
In this paper we consider fully nonparametric quantile regression models which do not assume any representation of the dependent variable of interest. The model-free conditional quantile estimates and the associated con…dence intervals are derived directly from the nonparametrically estimated conditional cumulative distribution function (CDF). In such models, the conventional inferential method (e.g. Wald test or Wald con…dence interval) is based on the asymptotic normality of the conditional quantile estimate. Although this method is computationally easy to implement, it su¤ers from several practical de…ciencies. As a key step of the asymptotic normality-based inference, the estimation of the standard error involves the conditional density estimate, which could be very inaccurate and imprecise, for example at low or high quantiles due to the sparseness of the data on the extremal observations. As a result, the associated con…dence interval could be seriously size-distorted and ‡uctuate widely in lengths. In this paper we introduce an alternative computationally inexpensive approach to construct con…dence intervals for conditional quantiles which do not require variance estimation. It also drops the symmetry assumption of the normal con…dence intervals.
The proposed method, which is readily extendable to the case of multiple covariates, is based on inversion of the empirical likelihood (EL, Owen, 1988 Owen, , 1990 ) con…dence interval (CI) for the conditional CDF. The idea is illustrated in Figure 1 . The solid curve is the nonparametrically estimated conditional CDF of the Intel stock returns when the observed lagged log return is zero; see Section 4.4 for more details. Suppose we are interested in 5% conditional quantile q. The point estimate b q is obtained as the log return at which the estimated conditional distribution is 0.05, which is displayed by the solid arrow in the …gure. The 90% EL CI of the conditional distribution function at the estimated 5% quantile (c.f. Section 2) is constructed with two endpoints A and B. Then the EL CI of the 5% conditional quantile is just the collection of points at which the estimated CDFs fall in the interval [A; B]: The obtained con…dence interval is displayed in the …gure between two dashed arrows. For comparison the Wald CI, which is predetermined to be symmetric around b q, is also plotted by two vertical bars on the x-axis.
The empirical likelihood, as a nonparametric likelihood, has been proven as an e¢ cient and robust way to construct con…dence intervals for parametric and nonparametric models and is gaining increasing popularity (e.g. Owen, 2001 , Kitamura, 2006 . This paper can be viewed as an extension of Chen and Hall (1993) , who considered the EL CIs for the nonparametric unconditional quantiles in an iid setting, to the empirically more relevant nonparametric conditional quantile model given the existence of covariates. We also establish the validity of EL under weaker assumption on dependence of observations allowing for stationary mixing time series. Relatively large datasets are suitable for our applications especially when tail quantiles are of interest and conditioned variables take extreme values due to the nonparametric nature of the proposed methods. Other recent applications of EL to conditional quantile models include Whang (2006) and Otsu (2008) , who focused on the correctly speci…ed parametric models.
The remainder of the paper is organized as follows. Section 2 introduces the doublesmoothing local polynomial estimation of the conditional distribution function. The empirical likelihood for the conditional CDF, which we expect to be of independent interest, is derived, and an asymptotic distribution theory is developed allowing for dynamically depen-dent data. We also introduce the bias corrected empirical likelihood to relax the conventional undersmoothing assumption. The empirical likelihoods are inverted to form con…dence intervals for conditional quantiles in Section 3. The implementation issues are discussed, and the …nite sample performance is evaluated in Section 4 via simulations and an empirical application to the conditional value-at-risk of stock returns. Comparisons between empirical likelihood methods and Wald con…dence intervals are also provided. Section 5 discusses the extension to the case of multi-dimensional covariates. The proofs of the main results are contained in an appendix.
2 Empirical likelihood for conditional CDF function
Local polynomial estimation
Let fX t ; Y t : t = 1;
; T g be a two-dimensional stationary random process, where Y t is the dependent variable of the main interest and X t is the covariate. For clarity of exposition, we state our main results for a scalar covariate. The extension to the case of multiple covariates is discussed in Section 5. Denote F (yjx) as the conditional cumulative distribution function (CDF) of Y t at y given X t = x, which is the focus of this section. Let f (yjx) be the corresponding conditional density function and ( ) be the marginal density of X t :
Estimation and inference of conditional CDF are important in many applications. In …nance, popular risk measures like value-at-risk (VaR) and expected shortfall are essentially the estimates of functionals of conditional CDF. Consider a simple linear Gaussian AR-ARCH model for …nancial returns:
Then the CDF of r t conditional on r t 1 is N (' 0 + ' 1 r t 1 ; ' 2 + ' 3 r 2 t 1 ): The next-period VaR is obtained as a quantile of the normal distribution and the expected shortfall is calculated as an expectation conditional on that the loss exceeds the VaR, given the value on the today's return. In this paper we focus on an alternative approach to estimating the conditional CDF that does not rely on any parametric speci…cation (like linearity above) on mean, volatility or other distributional aspects.
Suppose that G is a user-chosen CDF. The kernel-weighted local polynomial (Fan and Yao, 2003) double-smoothing estimator of F (yjx) is de…ned as b F (yjx) = b 0 ; where
with K h ( ) = h 1 K( =h); for a kernel function K( ) and smoothing bandwidths h and h 0 :
; where I( ) is the indicator function, and b F (yjx) is the conventional single-smoothing estimator (Hall et al., 1999) . By smoothing over both directions of conditioned and conditioning variables, the resulting estimator not only appears closer to a distribution function, but also has more ‡exibility to reduce the mean squared error when the optimal bandwidths are used (Fan et al., 1996 , Yu and Jones, 1998 , Hansen, 2004 , Li and Racine, 2008 , Gourieroux and Jasiak, 2010 . The estimator b F (yjx) can be expressed in closed-form. De…ne
where k = 0; 1; ; 2p and b S is the (p + 1) by (p + 1) matrix with the (i; j) th element b S i+j 2 . Let e 1 be the (p + 1) dimension vector (1; 0;
; 0) 0 : Then b F (yjx) can be written as
where
For example, when p = 0; b F (yjx) is the Nadaraya-Watson or local constant estimator and W
The following conditions are assumed throughout the paper. Let C be a generic …nite constant.
Assumptions A1. The kernel function K is bounded with a bounded support. A2. Let f X 1 ;X l (x 1 ; x l ) be the joint density of X 1 and X l for any l 2: Assume that
A3. The process fX t ; Y t g is stationary mixing. 1 For mixing processes with the mixing coe¢ cients (l); P 1 l=1 (l) < 1: For mixing processes with the mixing coe¢ cients (l);
where > 2 and a > 1 2= :
A4. For mixing and mixing processes, we assume, respectively, that there is a sequence of positive integers s T such that s T ! 1;
A5. Assume that F (yj ) and ( ) are continuous at x; for any y: A6. T h ! 1 and T h 2p+3 = O(1); as T ! 1:
Assumptions A1-A5 were used in Masry and Fan (1997) . They are standard for the local polynomial estimator in the time series context. The mixing assumptions as in A3 restrict serial dependence of time series. They have been veri…ed to be reasonably weak, allowing for a variety of widely-used time series models including linear processes (like ARMA models), Markov processes (like ARCH models), GARCH models and stochastic volatility models. Carrasco and Chen (2002) provided conditions to ensure mixing (which implies mixing) for various GARCH models (excluding the IGARCH model), stochastic volatility models and autoregressive conditional duration models. For a mixing process, which is necessarily mixing, we impose the less restrictive coe¢ cient-decaying assumption. Assumption A4 relates convergence rates of mixing coe¢ cients to bandwidth h: The smaller h is, the stronger condition on the mixing coe¢ cient is imposed. This re ‡ects the manner in which the serial dependence is weakened by spatial smoothing; see Hart (1996) and Fan and Yao (2003, Section 5. 3). A4 is not needed if the mixing coe¢ cients decay exponentially. Assumptions A6 and A7 restrict the convergence rates of h and h 0 and they imply that
Denote S as the (p + 1) by (p + 1) matrix with the (i; j) th element R u i+j 2 K(u)du; S as the (p + 1) by (p + 1) matrix with the (i; j) th element R u i+j 2 K 2 (u)du and c p as the p + 1 by 1 vector with i th element R u p+2 i K(u)du: The following result gives the limit
Lemma. Under Assumptions A1-A7, as T ! 1;
and
Note that higher-order local polynomial smoothing reduces the bias incurred by smoothing in the X t direction (with a smaller order of h) but not the one in the Y t direction (of the order h 2 0 ). The Lemma can be compared with Yu and Jones (1998) , Hall et al. (1999) and Cai (2002) who considered local linear estimation (or its variant) of the conditional CDF. Yu and Jones was interested in an iid setting and Hall et al. only considered single-smoothing estimators. Li and Racine (2008) considered the case with multivariate X t allowing for continuous and categorical covariates in an iid setting and they focused on a local constant estimator.
Empirical likelihood
The empirical likelihood for the conditional CDF can be built up on the following estimating equation
which is obtained by rearranging (2). Let
De…ne the empirical likelihood (EL) ratio function for a candidate value as
The largest EL ratio is achieved at = b F (yjx) with p t = 1=T; i.e. e R( b F (yjx)) = 1: The idea of an EL con…dence interval, which will be de…ned below, is to collect the values of around b F (yjx) in the sense that the values have the EL ratios close to unity. De…ne R( ) = 2 log e R( ): The empirical likelihood construction is related to Chen and Qin (2000) which is concerned about nonparametric inference of a regression function. For the singlesmoothing local linear estimator (i.e. h 0 = 0 and p = 1), (5) reduces to their EL in view of the expectation representation of a CDF.
The constrained optimization (5) can be solved via the method of Lagrange multiplier at
To study the asymptotic behavior of the EL ratio, we strengthen Assumption A6 and A7 as follows.
Assumptions. A6'. T h ! 1 and T h 2p+3 ! 0; as T ! 1:
The undersmoothing conditions in A6'and A7'are used to eliminate the biases induced by smoothing X t and Y t : Assumption A6'will be relaxed in Section 2.3. The following result provides the limit distribution of R( ) when evaluated at F (yjx):
The empirical likelihood introduces a likelihood function in our purely nonparametric framework. Thus the con…dence interval for F (yjx) can be constructed just as the traditional parametric likelihood, i.e. the 100(1 )% EL CI for
Bias corrected empirical likelihood
The estimating function g t ( ) has zero expectation at the true value F (yjx) plus the biases, instead of at F (yjx): The undersmoothing assumptions A6'and A7'presume that the biases are negligible. A6'is particularly restrictive as it excludes the optimal bandwidth; see Section 4.1. We now introduce an empirical likelihood that implicitly corrects the bias in the
: De…ne e R bc ( ) and R bc ( ) similarly to e R( ) and R( ) respectively except that b g t ( ) is used in place of g t ( ). The following result shows that Theorem 1 applies to R bc ( ) without requiring Assumption A6'.
The con…dence interval for F (yjx) based on the bias corrected empirical likelihood R bc ( ) is then constructed as ELCI bc = f : R bc ( ) < 2 1 (1)g:
EL con…dence intervals for conditional quantiles
The quantile of the conditional CDF F (yjx) is de…ned as q (x) = F 1 ( jx) = inffy :
We follow Yu and Jones (1998) and Li and Racine (2008) and estimate q (x)
The empirical likelihood con…dence interval for q (x) is thus obtained by inverting the EL con…dence interval (ELCI or ELCI bc ) for F ( jx): The steps of implementation are given below. ; Bg: 2. Obtain the estimate of the quantile of
4. Obtain the estimates of the b
; Bg were calculated in Step 1.
The following result follows directly from Theorems 1 and 2.
Theorem 3. The EL con…dence interval described above contains the true value of q (x) with probability 100(1 )%; as T ! 1:
Alternatively, EL CI for conditional quantile q (x) can be constructed directly from the EL ratio function [ e R( ) or e R bc ( )] for conditional CDF. Consider e R( ) for example. Rewrite e R( ) in (5) as e R( ; x; y): Similarly to the proof of Theorem 1, we can show that 2 log e R( ; x; y)
(1); as T ! 1: Then the EL CI for q (x) is obtained as fy :
2 log e R( ; x; y) < 2 1 (1)g: This method does not require the point estimate of q (x) and is an extension of Chen and Hall (1993) to conditional model. We considered such constructed con…dence intervals in simulations and found little di¤erence with the ones formed by inversion of CIs for conditional CDF.
Implementation and numerical examples 4.1 Bandwidth selection
Important issues in practical implementation include selection of smoothing parameters h and h 0 . For the most popular member of (1), the local linear estimator (viz. p = 1); Assumptions A6 and A7'assure that h and h 0 should satisfy h T ; where 2 ( 1; 1=5]; and h 0 T 0 ; where 0 2 ( 1; (1 + )=4); for the bias corrected EL to be valid. The usual optimal data-driven bandwidth selectors when estimating conditional quantiles can be used to obtain con…dence intervals. Yu and Jones (1998) considered the local linear conditional quantile estimator in an iid setting and derived the integrated mean squared error (IMSE). They showed that the optimal choices of h 0 and h satisfy h 0 T 2=5 and h T 1=5 : See also Racine (2007, page 186, 2008 ). The optimal rates satisfy our Assumptions A6 and A7'. Li and Racine (2008) considered the conditional quantile estimator via inversion of the conditional CDF estimator, as in our paper, and adopted the bandwidth selector of Hall et al. (2004) to jointly select h and h 0 . Their least-squares-cross-validation (LSCV) based procedure is more computationally involved than one in estimating conditional mean since the integration of MSE is over both dimensions of X and Y: The resulting bandwidths are not of the optimal rates and they proposed adjustments. Another useful method leads to the ad hoc rule-of-thumb bandwidths h
; where b ( ) means sample standard deviation. They are much simpler to compute and are found to perform well in …nite samples in both estimation and inference. In the simulations of Li and Racine (2008) , under a nonlinear multiple quantile regression design, ad hoc bandwidths for continuous variables have comparable performance as the LSCV bandwidths, especially under heteroskedasticity, and LSCV tends to select bandwidths that vary widely (over realizations) and the resulting estimator has relatively large variance. Here we emphasize that the usual IMSE-minimizing bandwidths, as ones mentioned above, are designed to optimize estimation performance, may not be optimal for inference purposes. Optimal bandwidths for inference involve balancing of size and power and a thorough treatment in a general context deserves further research.
Wald con…dence intervals for conditional quantiles
The conventional Wald con…dence interval can be constructed if an estimate of the asymptotic variance is available. Under the assumptions of Theorem 1, it follows that by an application of the delta method to (4)
The asymptotic variance V (x) involves several unknown quantities which need to be separately estimated. The estimated asymptotic variance is
;
Note that h 0 has to be chosen large enough so that b f (b q (x)jx) is not zero, especially when is small. The Wald con…dence interval for q (x) at 100(1 )% signi…cance level is formed as
where z 1 =2 is the (1 =2) quantile of the standard normal distribution. The Wald con…dence intervals for conditional quantiles are subject to at least two criticisms. First, they are predetermined to be symmetric around the point estimates and thus the shapes of the intervals are not data-driven. Second, their qualities rely strongly on how well the variances are estimated. The denominator of b V (x) is usually poorly estimated when is small (like in the value-at-risk application) and/or when x is far from the majority of data due to sparseness of local observations. Also, in these cases large bandwidths h and h 0 (probably larger than those used in the point estimate b
q (x)) should be used to avoid overly long con…dence intervals. We will see numerical examples in this point in the next subsections.
Simulations
We present simulation evidence to illustrate the …nite sample performance of the proposed methods and compare with the conventional Wald approach. Samples of T +201 observations are generated from the following two data generating processes (DGPs): DGP 1 : r t = 0:0174 + t " t ; " t N (0; 1); 2 t = 0:0126 + 0:3526(r t 1 0:0174) 2 ;
DGP 2 : r t = 0:0221 + t " t ; " t t(6); 2 t = 0:0134 + 0:2492(r t 1 0:0221) 2 ;
with the initial observation set as zero. For each sample we discard the …rst 200 observations to eliminate the start-up e¤ects. We set T = 371 to match the sample size of the empirical application analyzed in Section 4.4, and the coe¢ cients are obtained by …tting the linear ARCH models to the data (Tsay, 2005 , Section 3.4.4). The ARCH e¤ect is reduced when the heavy-tailed innovation distribution is used. 2 Let Y t = r t and X t = r t 1 and we are interested in the 2 f3%; 5%g conditional quantile of the distribution of Y t given X t = x; where x 2 f0; 0:08g:
We only consider the local linear estimation (p = 1), and in this case the term e 
Simulation results
The results are summarized in Tables 1, 2 and 3 for two DGPs. The point estimates of conditional quantiles are quite close to the true values with acceptable standard errors. Standard errors are larger when the risk level is more extreme ( = 3%), the conditioned variable takes value farther away from the majority of the data (x = 0:08) or the data have heavier tails (DGP 2). Not surprisingly, in these cases the CIs are generally longer using two types of methods analyzed below. The well-known smoothing bandwidth e¤ects, the shorter bandwidth the larger estimation standard error and thus the longer CI, are also clearly identi…ed in our results. Wald con…dence intervals are generally under-covered. The under-coverage is more severe for 3% VaR than for 5% VaR; taking DGP 1 for example, the nominal coverage rates are between 63% and 78% for 3% VaR, and are between 71% and 83% for 5% VaR. We …nd that the estimated variances that are used in Wald CIs tend to be smaller than the actual standard errors of the point estimates (see the last rows of the tables where we report the medians of the squared roots of variance estimates over replications), which partly explains the under-coverage of Wald CIs.
Empirical likelihood CIs are more accurate than Wald CIs with milder under-coverage. After bias correction, they are even more accurate with the coverage rates very close to the nominal level. In Figure 2 we plot all con…dence intervals for 5% VaR in 1000 realizations generated by Wald method [Panel (a)] and empirical likelihood (bias corrected) [Panel (b) ] when x = 0 and h = h(2). They are sorted in the ascending order of the lower bounds of CIs. We can clearly see the cases of rejections when the true value is smaller than the lower bounds of CIs (at the right ends of the plots) and when it is larger than the upper bounds of CIs. The coverage rates are actually 78.5% and 89.4% for Wald CIs and EL CIs respectively. We …nd that the improvements of EL CIs over Wald CIs appear to be robust to the smoothing bandwidths used, risk levels, the values of the conditional variable and DGPs.
We also check the lengths of various con…dence intervals. Tables 1, 2 and 3 report the average, median, 75% quantile and 90% quantile of the lengths of Wald and EL CIs over realizations. Although in median, Wald CIs are shorter than two types of EL CIs, they can be absurd. We …nd very long Wald CIs and ones with in…nite lengths in simulations. For a particular case when x = 0 and h = h(2); this can be visually seen in Figure 2 in which the …rst few sorted Wald CIs are very long and EL CIs exhibit much less ‡uctuation in lengths. Eleven too wide Wald CIs are not displayed in the …gure. The percentages of realizations that give in…nitely long Wald CIs are reported in the second-to-last rows of the tables. Wald CIs with in…nite length are more likely to happen when the bandwidth h or h 0 is small so that the conditional density estimate b f (b q (x)jx) is close to zero. When h = h(1) is used, about 7-10% in…nitely long Wald CIs would emerge after 1000 realizations with …nite Wald CIs. Even when h = h(3), there are still about 1-3% in…nitely long Wald CIs. The proportion of in…nite Wald CIs is more remarkable for 3% VaR. In contrast, the EL CIs circumvent this di¢ culty by selecting the variance estimates implicitly via the internal mechanism of nonparametric likelihood. Bias corrected EL CIs are usually longer than uncorrected ones due to more variation introduced by the bias correction term.
Intel stock returns
In this subsection we consider an empirical application to stock returns of Intel Corporation. The data of monthly log stock returns from January 1973 to December 2003 are obtained from Tsay (2005) . The …rst-order lagged log return is used as the conditioned variable X t : Implementation issues summarized in Sections 4.1 and 4.3 also apply here. In particular,
and h = h ROT are used. Suppose we are interested in the -quantile of the distribution of the log returns, which corresponds to (the negative of) the -level value-atrisk (VaR), conditional on a value of the observed lagged log return. Table 4 gives the values of the augmented Dickey-Fuller (ADF) and Elliott-RothenbergStock (1996) DF-GLS unit root test statistics for the return and the squared return series.
3 It provides strong evidence for stationarity of the series. We plot the autocorrelation functions (ACFs) for two series in Figure 3 . From these results we verify the weak dependence of the return series (the squared returns are more serially dependent but nevertheless not persistent) and thus the assumptions maintained in the paper are satis…ed. . Automatic shaping of EL CIs can lead to meaningfully di¤erent consequences for …nancial decision-makers from those based on Wald CIs. For example, suppose we observe zero lagged log return and we then estimate the next day 5% VaR around 0:136. The EL CI tells the risk manager that the loss would be more likely to be above 0:136 (times the amount of the …nancial position) than to be below it, i.e. she is likely to su¤er more losses, the information that the Wald CI fails to provide.
We illustrate the construction of EL CI further by focusing on the case when x = 0: As mentioned in Introduction, Figure 1 shows how the EL CI for the conditional quantile is obtained by inverting the EL CI for the conditional CDF. Figure 6 plots the Lagrange multipliers ( ) and bc ( ) and EL ratio statistics R( ) and R bc ( ) when computing the EL CI for the conditional CDF.
The point estimates of 5% VaRs are between 0:25 and 0:13 for the four representative values of the covariate considered. These can be compared with the unconditional quantile estimate by historical simulation, which is 0:167. In contrast to historical simulation in which equal weights are assigned to all the historical observations, the conditional method we adopted here puts more weights on observations which bear more resemblance (in terms of the values of covariates) to the forecasting target, the return distribution next day.
We also consider VaR estimates at di¤erent risk levels ranging from 0.3% to 10%, together with 90% Wald CIs and EL CIs, as shown in Figure 7 . The Wald CIs are of in…nite length when the risk level is equal to or lower than 0.4%, and are thus not displayed in the …gure. For instance, at the 0.4% level, the VaR is estimated as 0:217 with the 90% EL CI [ 0:449; 0:184], while the denominator of the Wald standard error is zero and the Wald method does not generate a con…dence interval of practical value. Figure 7 shows that at low risk levels, the left-skewness of EL CI is even more remarkable. Figure 7 also indicates that the most useful inference works for risk levels higher than around 4% in the current application and a larger dataset should be entertained to understand VaRs at lower tails if the model-free method is used.
Extension to the case with multiple covariates
The inference methods proposed in the paper extend to the case when there are more than one covariates. Multi-dimensionality of covariates does not change the number of model restrictions in the empirical likelihood (5), and the only complication is that the model restrictions involve smoothing in higher dimension. To illustrate this, we adopt Li and Racine's (2008) framework which allows for mixed continuous and discrete covariates and we only consider the local linear estimation of the conditional CDF. Suppose
is a q dimensional vector of covariates with the …rst q 1 variables being continuous and the last q 2 variables being discrete, 4 where q = q 1 + q 2 ; and 
with M T;1 = P T t=1 (X t x) h; (X t ; x) and M T;2 = P T t=1 (X t x)(X t x) 0 h; (X t ; x): Li and Racine (2008) developed the asymptotic theory for the local constant (or Nadaraya-Watson) estimator of F (yjx) for iid data, and the local linear estimator b F (yjx) derived here is expected to further reduce the bias of the Li and Racine's estimator. Then the empirical likelihood in (5) (and also the bias corrected empirical likelihood) can be computed using the multivariate local linear weights in (8), and con…dence intervals of the conditional quantiles of the dependent variable given values of multivariate covariates can be therefore obtained. We also incorporate bias correction in a similar way as in Section 2.3. The smoothing bandwidths h 0 and h j for a particular covariate are expected to be larger than the uni-covariate case when no other covariates is included in the regression. Take for instance the case of no discrete covariates (q = q 1 ). Following the lines of Sections 2 and 3, if h j 's (j = 1;
; q) are of the same order, they should satisfy T h 
NOTES
1. See, e.g. Davidson (1994) , for the de…nitions of various mixing processes.
2. It can be veri…ed that the simple ARCH models in DGPs 1 and 2 are strictly stationary (Nelson, 1990) , mixing with exponentially decaying coe¢ cients (Basrak et al., 2002) and have …nite fourth moments, so the Assumptions are satis…ed.
3. For both unit root tests, we use BIC to select the numbers of lags.
4. For example, Tsay (2005) and Li and Racine (2008) considered several categorical variables and checked whether they are useful to forecast the VaR of stock returns next day. These categorical variables were generated to capture, e.g. the year-end e¤ects and the possibility of panic selling of the previous trading day.
respectively.
Proof of the Lemma. By (2), the sampling error of b F (yjx) can be written as
First we will show that
Note that
We can write
where K (u) = e 0 1 S 1 (1; u; ; u p ) 0 K(u) and the o p (1) part in (11) does not depend on u:
The equivalent kernel K (u) satis…es (Fan and Yao, 2003, p. 237-238 , hereafter FY)
and (10) holds if we show that
We will use the following facts
Among them, (15) and (16) have been shown by Li and Racine (2008) . Now we show (17).
The left-hand side of (17) equals R G((y y t )=h 0 )I(y t y)f (y t jX t )dy t ; which can be rewritten as, after a change of variables v = (y y t )=h 0 ;
Thus (17) holds. By stationarity of fX t ; Y t g,
On the other hand, (16) and (17) =
= O(h 0 =h):
By the stationarity of fX t ; Y t g;
(1 l=T )Cov(Q 1 ; Q l+1 ):
Following the steps in FY (p. 262-263, see also Masry and Fan, 1997) , under Assumptions A1-A7 we can show that J 1 ; J 2 = o(1=h): Thus
Then (14) follows from (18) and (19). So (10) holds.
The asymptotic normality of A T in (9) follows from Theorem 6.3 of FY (p.238, see also Masry and Fan, 1997) by noting that Var(I(Y t y)jX = x) = F (yjx)[1 F (yjx)]: Thus the proof of the Lemma is complete.
Proof of Theorem 1. The proof contains the following steps: (i). First we establish some preliminary results. According to the Lemma, by undersmoothing (Assumptions A6'and A7'), we have
Next we show that
where we have used the LLN for mixingales and the fact that function of mixing process is still mixing, and the last probability limit is by (13). Then (21) holds.
(ii). Now we study the Lagrange multiplier (F (yjx)). By the proof of (21), we have
for all t: Following the proof of Lemma 11.2 in Owen (2001, page 218) ,
By (6), for any …nite ; 0 = j
Thus by (20), (21) and (23) 
By (6) and using the equality (1 a)
By Taylor expansion of b F (yjX t ) and F (yjX t ) with respect to
; where x and x are two points between X t and x: Note that
By the convergence rate of the derivative estimator,
So the left hand side of (29) is O p (1= p T h) and thus (29) holds. Similarly we can show (21). The proof of Theorem 2 is complete. 
