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Abstract
In this study, we investigate the turbulence structure over idealized wind-generated surface gravity waves with varying wave age
using a wave-modified one-dimensional boundary layer model. To prescribe the shape of the water wave and the associated orbital
velocities, we employ an empirical expression for the wave energy spectrum without assigning a prognostic equation for modelling
wave evolution under the action of wind. The key element in this model is the the work done by the wave-induced momentum flux
on the atmosphere in the presence of waves. This is incorporated into the airflow using an exponential decay function. Finally,
we conduct a series of numerical experiments to identify wave eﬀects on the airflow over a wavy moving interface as a function
of wave age, and to check the skill of the present model in capturing wave-induced processes in the marine atmospheric boundary
layer (MABL). The results obtained confirm again the significant role of wave-induced processes in influencing the MABL, for
example, in modifying the wind profile. Meanwhile, it is shown that the modified one-dimensional model is sensitive to wave
parameterizations and the wave energy spectrum. However, a number of uncertainties remain for further investigation, such as the
choice of wave energy spectrum, wave forcing parametrization, and surface boundary conditions for momentum and energy.
c© 2014 The Authors. Published by Elsevier Ltd.
Selection and peer-review under responsibility of SINTEF Energi AS.
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1. Introduction
Ocean surface gravity waves, as a ubiquitous phenomenon in the world ocean, set a restless boundary between the
atmosphere and the ocean. Due to the role of surface gravity waves for various air-sea interaction processes, they are
important features of the air-sea interaction for both ocean engineers and atmospheric and ocean scientists [1]. All
marine structures and installations in deep and shallow coastal ocean regions require wave climate information as a
substantial input for design, installation, and maintenance. In addition to industrial requirements for the understanding
of wave forcing eﬀects, wave processes have attracted great attention from oceanographers and meteorologists due
to their significant role in the exchange of momentum, heat, energy, gas, and moisture across the air-sea boundary.
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Moreover, a better knowledge of these exchange mechanisms at the air-sea interface is beneficial for climate and
ocean modelling and the prediction of ocean waves and storm surges.
Swell (waves which have propagated away from their generation area) comprise part of the wave energy spectrum
which may be responsible for the upward transfer of momentum and energy from the ocean to the atmosphere. To
date, the idea of wave-induced momentum and energy injection into the MABL close to the wavy interface was
reported first by Harris [2], and has been confirmed by subsequent field observations and laboratory experiments.
Fabrikant [3] and Janssen [4] analysed wave-wind interaction by developing a quasi-linear interaction mechanism
which applied Miles’ [5] wave generation theory. Jenkins [6] applied the Miles and Fabrikant quasi-linear theory
together with a simplified form of the wind velocity profile to show that the 10 m drag coeﬃcient increases with wave
age at small wave ages, and decreases again at large wave ages. Jenkins [7] employed quasi-linear wave generation
and an eddy viscosity turbulence closure scheme in surface following coordinates to compute wave generation and
air-sea momentum flux due to wave–mean flow interaction in the entire MABL (in addition to the interaction at the
critical level where the wave phase velocity is equal to the wind velocity, which determines the rate of wave generation
in the Miles [5]) theory. Sullivan et al. [8] studied the turbulence structure over a wavy wall using Direct Numerical
Simulation (DNS) and Large Eddy Simulation (LES) techniques. Their result suggested that in-line wind and swell
results in a low-level jet as a responsible mechanism for transferring of energy from waves to the overlying wind.
Kudryavtsev et al. [9] studied the interactions between swell and the MABL based on a two-layer approximation
for the boundary layer. They showed that the wave age characterizes the swell impact on the MABL with stronger
impacts for steeper swells. Belcher and Hunt [10] reviewed theoretical studies on turbulent flow over wavy terrain
with no discussion of swell eﬀects. Semedo [11] highlighted that moving swells aﬀect the overlying wind by imposing
acceleration of the flow in the lower surface MABL, resulting in the formation of a low-level wind jet. In addition to
the aforementioned eﬀects, waves can also aﬀect the aerodynamic characteristics of the airflow through formation of
flow separation regions and alteration of the surface roughness length.
Yelland and Taylor [12] reported an increase of the drag coeﬃcient, CD, under low wind speeds in the open ocean.
Donelan et al. [13] found that the drag coeﬃcient increases at low wind speed when swell propagates across or
opposite to the wind. Thus swells directly influence the surface roughness and attenuate the wind seas. Babanin and
Makin [14] suggested that CD depends on the directional spreading of the surface waves along with other possible
factors. Chalikov and Rainchik [15] (hereafter CR11) studied numerically the dependence of CD on wind speeds and
directional spreading of the wave field. Ting et al. [16] used the CR11 derived one-dimensional model to study the
interaction between CD and wave field.
To simplify the computation of wave and atmosphere interactions, we use a one-dimensional k–ε turbulence mixing
model for the MABL based on CR11 configurations. We present the derivation of this wave-modified model which
includes wave eﬀects in both the momentum and energy equations. Due to the complexity of wind-wave interactions,
in this paper we only study the vertical distribution of the dissipation rate of Turbulent kinetic Energy (TKE) within
the MABL, for varying wave ages and wind speeds.
2. Theoretical background
Traditional equations of motion and energy equations within the MABL, over the sea surface, disregard the eﬀects
of wave forcing in the exchange of momentum, energy, and tracers at the air-sea interface. However, the forego-
ing review of observational and theoretical studies suggests that surface gravity waves have substantial eﬀects on
the various physical processes across the air-sea boundary. To account for wave eﬀects on the momentum and en-
ergy equations, a milestone stage would be the decomposition of velocity and pressure fields into mean, wave, and
turbulence components as follows:
u = u¯ + u˜ + u′, and p = p¯ + p˜ + p′ (1)
where bars, tildes, and primes denote time-averaging over scales which remove waves and turbulence contributions,
time-averaging over the dominant wave period, and time-averaging over turbulent scales. The decomposed com-
ponents are assumed to be uncorrelated. By substituting Eq. (1) into the Navier-Stokes equations, the governing
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equations of motion in a right-hand Cartesian coordinate system are given as
∂u¯i
∂xi
= 0, (2)
Du¯i
Dt
= −
1
ρa
∂p¯
∂xi
− δi3g + ν
∂u¯i
∂xi
−
∂
∂x j
(u′ju′i + u˜ ju˜i), (3)
where δi3 is the Kronecker delta function, g is the acceleration due to gravity, ρa is the air density, t is time, −ρau′iu′j and
−ρau˜iu˜ j are the components of Reynolds and wave-induced stresses, respectively arising from applying decomposition
(1), and D/Dt denotes the material derivative. We also denote xi = (x, y, z) and ui = (u, v,w), with x directed eastward,
y northward, and z upward, where u, v, and w are the corresponding velocity components.
Although Eq. (3) provides modifications of the momentum balance equations above the wavy interface, more as-
sessments of the wave-wind-turbulence interactions are required by investigating the respective turbulent and Wave
Kinetic Energy (WKE) equations. Individual components of WKE and the Turbulent Kinetic Energy (TKE) bud-
get, assuming neutrally buoyant flow, a rotational wave field, and neglecting viscous terms are given after Anis and
Moum [17] as
1
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⎤⎥⎥⎥⎥⎥⎦ − ε, (5)
where < . > denotes the phase averaging, and the first terms on the right-hand side of Eqs. (4) and (5) correspond to
the energy transfer from the wave field to the mean flow and mean flow shear production, respectively. The second
term describes production of WKE (and TKE) as a result of interaction between the periodic wave shear and Reynolds
stresses, the third term represents only transport of the WKE and TKE (neither production nor consumption) and the
fourth term on the right-hand side of Eq. (5) represents the viscous dissipation of TKE. Using Eqs. (4) and (5), the
vertical wave-modified TKE equation can be simplified as
∂e
∂t
= −u′w′
∂u¯
∂z
1︷︸︸︷
−u˜w˜
∂u¯
∂z
+
∂
∂z
[
1
ρ
w′p′ + e′w′
] 2︷︸︸︷
−
1
ρ
∂w˜p˜
∂z
−ε = 0, (6)
where e = (u′2 + w′2)/2 and e′ = (u′2 + w′2)/2 are the TKE and its fluctuation, respectively. Term 1 describes the
wave-induced energy flux, and the third term corresponds to the vertical rate of change of energy flux due to the
correlation between p˜ and the vertical component of orbital velocity, w˜. Hence, the momentum and energy equations
for the mean flow driven by the wave and wind under the assumptions of horizontal homogeneity, no horizontal
pressure gradients, and no Coriolis force eﬀects become:
∂u¯
∂t
= −
1
ρ
∂
∂z
[
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∂z
+ τwx
]
, (7)
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= −
1
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∂
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]
, (8)
∂e
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= −
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∂
∂z
(
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+ P − ε, (9)
∂ε
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= −
1
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)
+
ε
e
(c1εP − c2εε), (10)
where the second-order moments in Eqs. (7)–(10) are obtained using the following closure assumption:
−u′w′ = Km
∂u¯
∂z
; − v′w′ = Km
∂v¯
∂z
;
−e′w′ = Ke
∂e
∂z
; − ε′w′ = Kε
∂ε
∂z
; (11)
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The eddy viscosity for momentum is expressed using the Kolmogorov equation
Km = cμ
e2
ε
, (12)
where cμ is a constant, and the eddy viscosities for TKE and ε are parameterized in terms of the turbulent eddy
viscosity:
Ke =
Km
σe
; Kε =
Km
σε
; (13)
Corresponding values of all model parameters are listed in Table 1. The wave-wind induced production term, P, is
Table 1. The turbulence closure parameters.
Coeﬃcient cμ σe σε c1ε c2ε c3ε κ
0.0054 1 1 3.7 1.92 1.3 0.41
specified as:
P = Km
⎡⎢⎢⎢⎢⎢⎣
(
∂u¯
∂z
)2
+
(
∂v¯
∂z
)2⎤⎥⎥⎥⎥⎥⎦ + τwx ∂u¯∂z + τwy
∂v¯
∂z
, (14)
where τwx = −ρu˜w˜ and τwy = −ρv˜w˜ are the horizontal components of wave-induced stress. It should be noted that we
neglected the pressure correlation contribution to simplify the problem. The boundary conditions for the momentum
equations (7) and (8) for the MABL are given by[
Km
∂u¯
∂z
]
z=H
= uH∗a;
[
Km
∂u¯
∂z
]
z=z0s
= u0∗a; (15)
where z0s is the aerodynamic roughness length at the sea surface, H denotes the height of the MABL, and uH∗a and u0∗a
are friction velocities at height H and at the sea surface, respectively. We also set zero flux boundary conditions for
the v-component of the wind at both the sea surface and the height H. Furthermore, boundary conditions for TKE and
its dissipation are set by:
[ε]z=H =
(uH∗a)3
κH
;
[
Kε
∂ε
∂z
]
z=z0s
=
(u0∗a)4
h1c1ε
;
[
Ke
∂e
∂z
]
z=H,z0s
= 0; (16)
where h1 is the thickness of the grid cell adjacent to the surface.
3. Wave-induced stress
The action of wind over the ocean injects momentum into both the MABL and OBL by the means of form drag
of the sea surface. This drag is defined as a correlation between the sea surface slope and the wave-induced surface
pressure. Near the sea surface the form drag satisfies the following relation:
τtot = ρaCDu2∗a  τt + τν + τw, (17)
where ρa is the water-side density, CD is the drag coeﬃcient, τν is the viscous stress at the interface which becomes
valid in the viscous layer, and τt is the turbulent stress. Hence, the wave-induced momentum stress (form drag) can
be calculated by virtue of τt and τν. The wave-induced momentum flux can also be determined using wave energy
spectrum information:
τw = ρwg
∫ S in( f )
cp
ˆk d f , (18)
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Fig. 1. Dimensionless growth rate corresponding to Snyder et al. [18] (thick gray line), Ardhuin et al. [19] (thick black line). Babanin et al. [20]
and Rogers et al. [21] (BYDRZ thin line), and Tolman and Chalikov [23] (TC96) (dotted line). The dashed line represents WAM Cycle 4 with
modifications by Janssen [24] and Bidlot et al. [25]. The triangles, circles, dotes, and crosses are from the laboratory and field observations made
by Shemdin and Hsu [26], Snyder et al. [18], Larson and Wright [27] and Wu et al. [28,29], respectively. The growth rate estimates have been
provided by Tolman [30].
where cp is the wave phase speed according to the linear dispersion relation, f is frequency in Hz, ˆk is the wave
direction, ρw is the water-side density, and S in( f ) = γE( f ) is the energy input from the wind to waves, γ being the
growth rate of wind-generated waves [15]. Here, E denotes the non-directional wave energy spectrum. To discuss the
physics of wind-wave interaction, we illustrate (Fig. 1) the growth rate of wind-generated waves in which the shape
of the wave energy spectrum is given by the Joint North Sea Wave Project (JONSWAP) theoretical spectrum:
E( f ) = αg
2
(2π)4 f 5 exp
[
−
5
4
f
fp
]−4
γ
exp [−1/2[( f− fp)/(σ fp)]2]
e (19)
where σ = 0.07(0.09) for f ≤ fp ( f > fp), γe = 3.3, α = 0.0081, and fp is the peak frequency of the wave energy
spectrum.
The importance of the growth rate parameterization is shown in Fig. 1. Analytical and numerical studies have
suggested that the growth rate is proportional to the square of the friction velocity as γ ∼ (u∗a/cp)2β, where β is the
growth rate parameter. The friction velocity should be determined from local turbulent stress as diﬀerence between
total stress and wave-induced stress rather than by using the square root of total stress (Eq. 17). This is because
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Fig. 2. Vertical distributions of wave-induced stress for diﬀerent inverse wave ages, Aw, and values of U10 at H = 10 m.
close to the sea surface the wave forcing gives rise to a substantial fraction (τw) of the total stress amount (τtot). In
Figure 1, the dimensionless growth rate γ/ f is shown as a function of u∗a/cp for various wave conditions. Here the
growth rates as suggested by Snyder et al. [18], source terms in BYDRZ (Babanin et al. [20] and Rogers et al. [21]),
and TC96 are compared with observational data compiled from Plant [22]. Parameterizations suggested by Snyder et
al. [18] give the largest growth rate for strongly forced waves with a slight overestimation of Shemdin and Hsu [26]
data. BYDRZ and TC96 give the highest correlations with the observed growth rate for weakly forced waves, and
also give a better fit with Snyder et al. [18] and Shemdin and Hsu [26] data for strongly forced waves. However, the
agreements between growth rate predictions and observations provide strong support for the aforementioned theories
and parameterizations of wind generated wave growth rate.
4. Numerical results
The numerical experiments are conducted for various wind speeds and wave ages to study wave-wind-turbulence
interactions and to investigate the distribution of momentum flux and turbulent structures in the MABL. Here, we use
a steady-state k–ε model with the minimum values assigned for initializing the TKE and its dissipation rate. We use
vertical non-equidistance higher resolution with a slight zooming to the surface (with an approximate resolution of
0.2 m).
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Fig. 3. Wind speed profiles for diﬀerent inverse wave ages and values of U10 at H = 10 m.
Surface wave-induced stresses together with wind and wave information for various wind and wave conditions are
given in Fig. 2. The wave-induced stress is calculated based on CR11 [15]. In the theory developed in the present
study, the wave-induced stress plays a significant role in both transporting momentum and injecting energy into the
overlying atmosphere. Thus, we provide a vertical distribution of τw for diﬀerent wave ages (A−1w = cp/U10, where Aw
is the inverse wave age) and wind speeds to better illustrate the eﬀects of diﬀerent physical mechanisms. Therefore,
an important question is how the form drag is distributed as a decaying function of height. To answer, it should be
pointed out that this is a controversial topic for both wave-wind and wave-current interactions. However, an educated
guess for the wavenumber component k might be f (z) = exp(−2kz). Here, we use the same vertical distribution as
that introduced in CR11.
To illustrate the significance of the wave eﬀects, we calculate the vertical profiles of the x-component of horizontal
velocity for the wavy water surface with diﬀerent wave ages and wind speeds at the height H of the top of the MABL.
As has been already mentioned, stratification eﬀects have been neglected in our simulations for the sake of simplicity.
For four diﬀerent wind speeds (ranging between 5 and 20 m s−1) at the top of the simulation domain, H = 10 m, four
velocity profiles are presented corresponding to various inverse wave ages (0.85, 1.5, 3, and 5, respectively). The
mean flow over the wavy surface is shown for both weak and strong wave and wind forcing. In Fig. 3-a, there is a
substantial diﬀerence between the swell dominated case, Aw = 0.855, and wind seas. The distance decreases with
increasing wind speed at height H and with a reduction in the wave forcing (Figs. 3-b,c, and d).
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Fig. 4. Vertical distribution of ε for diﬀerent inverse wave ages and values of U10 at H = 10 m.
A number of atmospheric and oceanic measurements have shown that profiles of ε in the MABL are substantially
enhanced near the wavy interface. In Fig. 4, we show the vertical distribution of ε in the MABL for similar config-
urations to the previous test case. In this figure, it can be seen that surface gravity waves strongly influence both the
magnitude and vertical distribution of ε near the sea surface. The maximum wave-induced jets occur (in Fig 4-a) at
heights around 1 to 1.5 m above the sea surface for Aw = 0.855, and increase for the case U10 = 10 m s−1. The eﬀect
of increasing the wind reference value at H is to suppress the wave-induced jet formation when U10 = 15–20 m s−1.
5. Conclusions
A wave-modified numerical scheme has been developed which calculates the coupling between waves and the
atmosphere, based on the method of CR11. The main modification with respect to CR11 was to derive governing
equations of motion and energy in a simplified way and to explain the turbulence structure above a wavy rough sea
surface. This also gives us the opportunity to further develop this model to take more complex factors into account,
in particular, when stratification has a significant role in both momentum transfer and the energy budget. Use of this
one-dimensional model is dependent on the wave-induced stress acting on the sea surface and its vertical distribution.
We have briefly presented derivations of the wave-induced drag and its vertical distribution pattern. The simplified
model, which assumes horizontal homogeneity and neglects Coriolis and buoyancy contributions, was applied for
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two test cases to investigate eﬀect of wave forcing on the mean flow and dissipation rates of TKE. The results are
preliminary and merit further investigation.
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