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Abstract
It is well known that for convergent pure periodic continued fractions (i.e.: jrj = jx1=x2j< 1) the truncation error is
O(jrjn). In earlier articles, with assumptions weaker than P1m=1 mdm<1, it was shown that the truncation error for
limit periodic continued fractions is, at best, of the form K(jr0j)jr0jn; 0< jr0j< jrj, where K(jr0j) is a function of jr0j
which may tend to innity as jr0j ! jrj. It is thus of interest to determine whether there exist conditions on fang; fbng
in the limit periodic continued fraction K(an=bn), which would insure that the truncation error is O(jrjn). It is shown here
that restrictions of that kind do exist and that
P
ndn <1 is such a condition. In view of the result on pure periodic
continued fractions, mentioned above, the estimate here obtained is optimal. Whether, beyond its aesthetic appeal, this
optimal error bound might also be useful, is not known to the author. c© 1999 Elsevier Science B.V. All rights reserved.
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This investigation can be traced back to joint work with Haakon Waadeland [6{9] that began
during the author’s rst year-long stay in Trondheim in 1978=1979. It is based on methods that
Waadeland had developed in his work on T-fraction expansions of holomorphic functions [10{12].
The T-fractions in question proved to be limit periodic and our joint work also was devoted to
that type of continued fraction, which is of importance in the analytic theory of continued fractions.
Among other ideas Waadeland introduced the device of modied approximants which led to the
acceleration of convergence as well as to analytic continuation of certain functions represented by
T-fractions.
The author further elaborated on some of these properties in studies devoted to limit periodic LFT
algorithms (a generalization of continued fractions), Schur algorithms and separate convergence
[2{5].
A thread that winds its way through many of these articles is the set of sum formulas (2.8) and
(2.10) for the numerators and denominators of the approximants which rst makes its appearance in
0377-0427/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
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[11] then reappears in more general form in [8] and takes on its nal form in [2]. These formulas
are used throughout the articles [3{5].
The articles on truncation error are also inuenced by [9] even though at that time it was not
clear to the present author how the results of [9] could be generalized.
1. Notation
We introduce the notation which will serve both for the denition of continued fractions as well
as provide tools for handling tails of continued fractions.
Let fsm(w)g be a sequence of linear fractional transformations (1.f.t) of the form
sm(w) :=
am
bm + w
; am 6= 0; m>1: (1.1)
Dene
S (n+1)n+m (w) := sn+1      sn+m(w); n>0; m>1; (1.2)
then S (n+1)n+m is an l.f.t. and can be written as
S (n+1)n+m (w)=:
A(n+1)n+m + wA
(n+1)
n+m−1
B(n+1)n+m + wB
(n+1)
n+m−1
: (1.3)
For n = 0 one obtains the continued fraction itself and one usually omits the superscripts in this
case, i.e.
S(1)m (w)=: Sm(w); A
(1)
m =:Am; B
(1)
m =:Bm: (1.4)
The continued fraction is the sequence fSm(0)g. The (n + 1)th tail is also a continued fraction
fS (n+1)n+m (0)g for all n>0.
From Eq. (1.2) one can derive the recursion formulas
A(n+1)n+m+1 = bn+m+1A
(n+1)
n+m + an+m+1A
(n+1)
n+m−1;
B(n+1)n+m+1 = bn+m+1B
(n+1)
n+m + an+m+1B
(n+1)
n+m−1
(1.5)
provided one sets
A(n+1)n−1 = 1; A
(n+1)
n = 0; B
(n+1)
n−1 = 0; B
(n+1)
n = 1:
The continued fraction is said to converge if limm!1 Sm(0) exists. The limit is called the value
of the continued fraction.
A continued fraction is called limit periodic if
lim
m!1 am=: a; limm!1 b=: b: (1.6)
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We write
am=: a+ m; bm=: b+ m: (1.7)
Sometimes it is convenient to have also
dm := max
k>m
(jk j+ jk=x2j): (1.8)
The solutions of the equation
x2 + bx − a= 0; (1.9)
i.e. the xed points of the limit transformation, will be denoted by x1 and x2. Throughout this paper
it will be assumed that jx1j 6= jx2j and a 6= 0 so that with proper choice of the indices it will always
be the case that
0< jx1=x2j< 1: (1.10)
We write
r := x1=x2:
The condition jrj< 1 is known to be sucient for the convergence, possibly to 1, of a limit
periodic continued fraction.
In deriving a formula for the truncation error
jSn+m(0)− Sm(0)j
the quantities
hn := − S−1n (1) and f(n) := limm!1 S
(n)
n+m(0) (1.11)
play an important role.
Note that
hn =
Bn
Bn−1
and f(n) = lim
m!1
A(n)n+m
B(n)n+m
: (1.12)
The case m ! 0; m ! 0, see denition (1.7), has been studied previously in an even more
general setting. Here we shall assume
1X
m=1
mdm<1; (1.13)
which is equivalent to
P1
n=1 (
P1
m=n dm)<1.
Condition (1.13) will not only simplify our proofs but will also yield a better truncation error
estimate.
Since we are here operating only with asymptotic conditions (namely Eq. (1.13)) on the limit
periodic continued fraction under consideration, we have no control over its initial behavior. This
means, in particular, that Vn = 0 and hence hn = 0 or 1 are possible. However, as we shall show
in Section 3, for nth tails Km=n (am=bm) of the continued fraction there will exist an n0 so that for
n>n0 B
(n)
n+m will not vanish for any m> 0. To avoid unnecessary awkwardness in notation, we shall
assume that the tail is the whole continued fraction. ‘Without loss of generality’ it can thus be
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asserted that
Bn 6= 0; hn 6= 0;1 for all n>1:
2. The sum formulas
Writing the recursion formula (1.5) as
Bn + x1Bn−1 = bnBn−1 + anBn−2 + x1Bn−1; (2.1)
and using the fact that
b+ x1 =−x2 and a=−x1x2 (2.2)
we obtain
Bn + x1Bn−1 =−x2(Bn−1 + x1Bn−2) + nBn−1 + nBn−2: (2.3)
Iterating Eq. (2.3) one arrives at
Bn + x1Bn−1 = (−x2)n +
n−1X
k=0
(−x2)n−1−k(k+1Bk + k+1Bk−1): (2.4)
Similarly we have
Bn + x2Bn+1 = (−x1)n +
n−1X
k=0
(−x1)n−1−k(k+1Bk + k+1Bk−1): (2.5)
Since we assume that x1 6= x2 it follows from Eqs. (2.4) and (2.5) that
(x1 − x2)Bn = (−x2)n+1 − (−x1)n+1 +
n−1X
k=0
((−x2)n−k − (−x1)n−k)(k+1Bk + k+1Bk−1): (2.6)
Now introduce
Dn :=Bn=(−x2)n+1 (2.7)
and recall that x1=x2 = r. One can thus write
(x1 − x2)Dn = 1− rn+1 +
n−1X
k=0
(1− rn−k)

k+1Dk − k+1x2 Dk−1

: (2.8)
Similarly it can be shown that, if one sets
Cn :=An=(−x2)n+1; (2.9)
one has
(x1 − x2)Cn = x1 − rn+1x2 +
n−1X
k=0
(1− rn−k)

k+1Ck − k+1x2 Ck−1

: (2.10)
It will now be convenient to introduce the abbreviation
F (t)n (X
(t)
n ) :=

n+1X (t)n −
n+1
x2
X (t)n−1

: (2.11)
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Then, if one denes
C(n+1)n+m :=
A(n+1)n+m
(−x2)m+1 ; D
(n+1)
n+m :=
B(n+1)n+m
(−x2)m+1 ; (2.12)
it can be easily shown that
(x1 − x2)C(n+1)n+m = x1 − rm+1x2 +
n+m−1X
k=n
(1− rn+m−k)F (n+1)n+k (C(n+1)n+k ); (2.13)
(x1 − x2)D(n+1)n+m = 1− rm+1 +
n+m−1X
k=n
(1− rn+m−k)F (n+1)n+m (D(n+1)n+k ): (2.14)
By means of the discrete version of the Gronwall inequality (see, e.g., Lemma 2.2 of [2]) it can
be shown that there exists an M > 0 and independent of n and m such that
jC(n+1)n+m j<M; jD(n+1)n+m j<M: (2.15)
It is then clear that C(n+1)1 and D
(n+1)
1 , as dened below, converge.
(x1 − x2)C(n+1)1 := x1 +
1X
k=n
F (n+1)n+k (C
(n+1)
n+k ); (2.16)
(x1 − x2)D(n+1)1 := 1 +
1X
k=n
F (n+1)n+k (D
(n+1)
n+k ): (2.17)
We conclude this section by showing that
lim
m!1D
(n+1)
n+m = D
(n+1)
1 : (2.18)
One has
(x1 − x2)(D(n+1)1 − D(n+1)n+m ) = rm+1 +
n+m−1X
k=n
rn+m−kF (n+1)n+k (D
(n+1)
n+k )
+
1X
k=n+m
F (n+1)n+k (D
(n+1)
n+k ): (2.19)
Clearly the rst and third term of the right-hand side of Eq. (2.19) tend to zero as m!1.
For the middle term we can write
n+m−1X
k=n
rn+m−kF (n+1)n+k (D
(n+1)
n+k )
<

n+[m=2]−1X
k=n
rn+m−kF (n+1)n+k (D
(n+1)
n+k )
+

1X
k=n+[m=2]
F (n+1)n+k (D
(n+1)
n+k )

< jrj[m=2]
1X
k=m
dkM +

1X
k=n+[m=2]
F (n+1)n+k (D
(n+1)
n+k )
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from which it follows that the middle term also tends to zero as m!1. By an analogous argument
it also can be shown that
lim
m!1C
(n+1)
n+m = C
(n+1)
1 : (2.20)
3. Order of convergence of hn + x2, f (n) − x1
Set
n := hn + x2: (3.1)
Then, using Eqs. (2.8) and (2.11), we obtain
n=
Bn + x2Bn−1
Bn−1
=
Dn − Dn−1
Dn−1
(−x2)
=
−x2
(x1 − x2)Dn−1
 
1− rn+1 − 1 + rn +
n−1X
k=0
(1− rn−k)Fk(Dk)−
n−2X
k=0
(1− rn−k−1)Fk(Dk)
!
=
1
(1− r)Dn−1
 
rn(1− r) +
n−2X
k=0
(1− r)rn−1−kFk(Dk) + (1− r)Fn−1(Dn−1)
!
=
1
Dn−1
 
rn +
n−1X
k=0
rn−1−kFk(Dk)
!
: (3.2)
Since jDnj<M , one has
jFk(Dk)j<dkM
and hence
jnj< 1jDn−1j
0
@jrjn + jrj[n=2] [n=2]−1X
k=0
dkM +
1X
k=[n=2]
dkM
1
A:
Set
P1
k=0 dkM = K . Then
jnj<
0
@jrj[n=2](k + 1) + 1X
k=[n=2]
dkM
1
A, jDn−1j:
Using Eqs. (2.14) and (2.15) one easily concludes that
lim
n!1(x1 − x2)D
(n+1)
n+m = 1:
Hence ‘without loss of generality’ (see discussion at the end of Section 1) we have 1Dn
< 2jx1 − x2j=:; n>n0:
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It follows that
1X
k=n0
jk j<(1 + k)
1X
k=n0
jrj[k=2] + M
1X
m=n0

m−

n0
2

+ 1

;
and thus, nally
1X
k=1
jk j<1: (3.3)
For f(n) one has
f(n) = lim
m!1
A(n)n+m
B(n)n+m
= lim
m!1
C(n)n+m
D(n)n+m
=
(x1 − x2)C(n)1
(x1 − x2)D(n)1
=
x1 +
P1
k=n F
(n)
n+k(C
(n)
n+k)
1 +
P1
k=n F
(n)
n+k(D
(n)
n+k)
: (3.4)
Note that for n>n0 the denominator is in absolute value > 1=2. Thus
jf(n) − x1j< 2

1X
k=n
F (n)k+n(C
(n)
n+k)− x1
1X
k=n
F (n)n+k(D
(n)
n+k)
=O(1=n): (3.5)
4. Truncation error
From the invariance of the cross ratio under l.f.t. Sn we have (see [1])
Sn(u)− Sn(v)
Sn(u)− Sn(w)

Sn(w)− Sn(z)
Sn(v)− Sn(z)

=

u− v
u− w

w − z
v− z

: (4.1)
Set z = S−1n (1) =−hn, so that Sn(z) =1. Then
Sn(u)− Sn(v)
Sn(u)− Sn(w) =
u− v
u− w :
w + hn
v+ hn
: (4.2)
Next set u= 0; v= S (n+1)n+m (0); w =1, then
Sn(0)− Sn+m(0)
Sn(0)− Sn−1(0) =
S (n+1)n+m (0)
hn + S
(n+1)
n+m (0)
: (4.3)
The formula (4.1) holds trivially unless three of u; v; w; z are equal to each other. Since hn 6= 0;
1 this is impossible with the values chosen here.
For m= 1 one obtains
Sn(0)− Sn+1(0)
Sn(0)− Sn−1(0) =
an+1
bn+1
hn +
an+1
bn+1
=
an+1
hnbn+1 + an+1
: (4.4)
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Next Sn+m(0)− Sn(0) can be written as
Sn+m(0)− Sn(0) = S
(n+1)
n+m (0)
S (n+1)n+m (0) + hn
nY
k=3
Sk(0)− Sk−1(0)
Sk−1(0)− Sk−2(0)(S2(0)− S1(0))
=
S(n+1)n+m (0)(−1)na1a2
(S (n+1)n+m (0) + hn)b1(b1b2 + a2)
nY
k=3

ak
ak + hk−1bk

: (4.5)
This formula is valid for all continued fractions provided all denominators are dierent from zero.
For limit periodic continued fractions one can write
an
an + hn−1bn
=
a+ n
a+ n + (−x2 + n−1)(b+ n)
=
a
a− x2b

(a+ n)(a− x2b)
a(a+ n) + (−x2 + n−1)(b+ n))a

=
a
a− x2b

1 +
a(a− x2b) + n(a− x2b)− a(a+ n)− a(−x2 + n−1)(b+ n)
aN

=
a
a− x2b

1 +
−nx2b+ ax2n − an−1b− an−1n
aN

: (4.6)
Hence anan + hn−1bn
6
 aa− x2b


1 +
(jnj+ jnj+ jn−1j)L
jaN j

:
Here
L=max(jx2bj; jx2aj; jab+ anj);
jN j = ja+ n + (−x2 + n)(b+ n)j
> ja− x2bj+O(jnj+ jnj+ jnj)
> jx22j − O(jnj+ jnj+ jnj)
>
1
2
jx22j (4.7)
for n suciently large.
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Note also that aa− x2b
=
−x1x2x22
= jrj:
For the limits below we obtain
lim
m!1
S (n+1)n+m (0)
S (n+1)n+m (0) + hn
=
f(n)
f(n) + hn
;
lim
n!1
f(n)
f(n) + hn
=
x1
x1 − x2 :
Hence for n; m suciently large S
(n+1)
n+m (0)
S (n+1)n+m (0) + hn
6
 2x1x1 − x2
 :
Thus nally for limit periodic continued fractions satisfying Eq. (1.13) one has
jSn+m(0)− Sn(0)j6
 2x1a1a2(x1 − x2)b1(b1b2 + a2)

 1Y
k=3

1+
(jk j+ jk j+ jk−1j)2L
jx2j2
!
jrjn−2: (4.8)
Note that for the convergence of the innite product in Eq. (4.8) the conditionsX
(jk j+ jk j)<1 together with n ! 0
are not sucient. However, as was shown in Eq. (3.3),
P jk j converges if Eq. (1.13) holds.
The remark on p. 365 of [4] to the eect that the convergence of
P
(jk j+ jk j) is sucient for
the truncation error to be O(jrjn) remains unproven and is probably erroneous.
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