Abstract -A method for calculating all nonmultiple zeros of the complex function in a given rectangle is proposed. The main idea of the method is to construct a covering of the initial rectangle by subsets where either there no solutions or there is only one solution. The algorithm for the construction of such a covering is presented and its convergence is proved. The implementation of the method is shown using different examples. 2010 Mathematical subject classification: 65H10; 65H20.
Introduction
Many practical problems lead to a search for complex roots of nonlinear equations. These problems include the calculation of eigenvalues, the stability analysis of dynamical systems, the solution of systems of differential equations, etc.
It is wellknown that there is a variety of methods for the calculation of isolated roots of nonlinear equations [1] . However, the problem of locating all roots remains principally unsolved. The two main approaches to the location of all roots of nonlinear algebraic equations are topological degree methods and branch-and-bound methods [2, 3, 4] . The topological degree methods are usually applied only to polynomial equations and are considered to be less generally applicable in comparison with the branch-and-bound ones. There are a lot of variations of branch-and-bound methods (see, e.g., [3] ). Nevertheless, there are no general methods and each particular case usually requires its own heuristics.
This work addresses the problem to locate all nonmultiple zeros of an analytic function in a bounded domain. Among the works devoted to this subject we can also mention the methods based on the argument principle [5] , [6] . Various methods for the location of complex roots of polynomials are considered in [7, 8] .
The proposed method belongs to the branch-and-bound family and is based on the approach proposed in [9] , [10] for real-valued systems of nonlinear equations.
Statement of the problem and substantiation of the method
Consider the nonlinear equation The main idea of the proposed method is to construct a covering of the initial rectangle
where in each D (k) (2.1) either has no roots or has just one root. Consider the following auxiliary statements for an arbitrary rectangle
The notation L n will be used for the constant constraining n-th derivative of the function f (z).
Lemma 2.1. Let f be an analytic function defined over the rectangle
holds, then f (z) has no zeros in D 0 .
Proof. Consider an arbitrary point z ∈ D 0 . According to the Taylor expansion of the function f (z), in the neighborhood of the point z 0 with the remainder term in the integral form
Here one can see that if formula (2.3) holds then |f (z)| > 0, as was to be shown.
Similarly one can prove the following statement.
Lemma 2.2. Let f be an analytic function defined over the rectangle 
Assume that f (z) and f ′ (z) do not have common zeros. Then there exists such a value of l 0 > 0 that one of conditions (2.3), (2.5) is satisfied for every rectangle
Proof. Let us introduce the functions
and
Denote by r(z) and r 1 (z) the nonnegative roots of the equations F (λ, z) = 0 and F 1 (λ, z) = 0 respectively 1 . The uniqueness of these roots, i.e., one-valuedness of the functions r(z) and r 1 (z) follows from Lemma 2.3.
Let us show that f (z) and f ′ (z) have no common roots iff r(z) and r 1 (z) have no common roots in D. Indeed, from (2.6) we can see that the conditions r(z) = 0 and f (z) = 0 are equivalent. Similarly, from (2.7) follows the equivalence of the conditions r 1 (z) = 0 and f ′ (z) = 0. So, the absence of multiple zeros of the function f (z) can be written as
Let us take an arbitrary value of l 0 such that
Consider an arbitrary rectangle According to its definition, the function F (λ, z 0 ) does not vanish on the semi-open interval [0; r(z 0 )). Since from (2.11) it follows that 0 < 0.5l < r(z 0 ), F (0.5l, z 0 ) > 0. It remains to note that the condition F (0.5l, z 0 ) > 0 is equivalent to (2.3). In a similar way one can obtain that in the case of r(z 0 )<r 1 (z 0 ) the condition F 1 (0.5l, z 0 )> 0 equivalent to (2.5) is fulfilled.
Thus, in an arbitrary rectangle with a diagonal less than or equal to l 0 either condition (2.3) or (2.5) is fulfilled. This completes the proof.
The above theorem shows that the initial rectangle D can be covered by a finite number of rectangles that satisfy either (2.3) or (2.5). The algorithm for constructing such a coverage is presented in the next section. Output data. List D of rectangles D (k) containing isolated roots z * k , k = 1, ..., K of Eq. (2.1); list R of rectangles with a size less than ǫ containing all remaining roots.
Roots localization algorithm
Steps of the algorithm. At the start of the algorithm the assignment D 0 = D is performed.
Step 1. If the size of D 0 is less than ǫ, then the rectangle D 0 is added to the list R.
Step 2. Condition (2.3) is verified. If the condition is satisfied, then the rectangle D 0 is excluded from consideration. Otherwise, go to Step 3.
Step 3. Condition (2.5) is verified. If the condition is satisfied, then the presence of a root in D 0 is verified by testing the Newton method convergence. If the convergence test fails, D 0 is excluded from consideration. Otherwise, the list D is updated by the rectangle D 0 . Also, the list of found roots is updated by the value obtained by the Newton method with a stop criterion |f (z 0 )| < δ.
Step 4. If neither (2.3) nor (2.5) are satisfied, then the current rectangle D 0 is subdivided into 4 equal rectangles for which steps "1"-"3" are executed.
Remark 3.1. To accelerate the algorithm, it is practical to use the specific constant L n for every current rectangle D 0 . A fragment of the coverage of the initial rectangle is shown in Fig. 4 .2. The red (light in the black-and-white mode) color marks rectangles satisfying (2.3); the domains satisfying (2.5) are marked in blue (dark in the black-and-white mode) and those containing a single root are marked in white.
Examples
Example 4.2. Now consider the problem that arises in analyzing the symmetric Lamb wave propagation [11] . In this case, we have to determine the complex zeros of the function
where In this case, we used a second-order Taylor approximation (n = 2). Because of the difficulty of obtaining an appropriate value of L 2 for every current rectangle D 0 , we took for L 2 the maximum of second derivative's absolute values among the nodes of D 0 (we have verified that an increase in L 2 does not lead to the finding of new roots).
The subdivision of the initial root search area performed by the proposed method is shown in Fig. 4.3 . The red (light in the black-and-white mode) color marks rectangles satisfying (2.3); domains satisfying (2.5) are marked in blue (dark in black-and-white mode) and those containing a single root are marked in white. The calculation of this coverage required 1718 recursive divisions of the initial rectangle. To check the convergence of the Newton method, 4 points (nodes) were checked inside the rectangles satisfying (2.5). As a result, 19 zeros of function (4.2) were found.
Discussion and conclusions
• In this paper, we propose a method for the localization and calculation of all nonmultiple zeros of the complex function in a given rectangle. The proposed method is based on the coverage of (2.2) of the initial rectangle D by subsets where either there are no solutions or there is only one solution. For this purpose auxiliary conditions (2.3) and (2.5) were introduced.
• The theorem showing the existence of such finite coverages has been proved.
• The algorithm to construct the covering of the initial rectangle by subsets satisfying either (2.3) or (2.5) was presented.
• The algorithm requires a bound for one of the derivatives of the analyzed function. This bound can be estimated either analytically or empirically.
• The presence of a root inside rectangles satisfying (2.5) is checked by verifying the Newton method convergence by multistart from various interior points. This makes the algorithm not rigorous, but it is supposed that the necessary number of such points for different classes of problems can be estimated. Otherwise, the tests based on the Kantorovich theorem or the Krawczyk operator [4] can be tried.
• The resulting method was verified using the example from [6] and the equation that arises in analyzing the symmetric Lamb waves [11] .
