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Peristiwa magnetik pada matahari ditandai dengan salah satu tanda yaitu munculnya sunspot atau bintik matahari. 
Sunspot terletak di fotosfer matahari yang memiliki warna lebih gelap dari pancaran sekitarnya. Tujuan dari 
penelitian ini adalah untuk memprediksi bilangan sunspot dengan menggunakan metode ARIMA. Metode ARIMA 
dilakukan dengan melihat plot ACF dan PACF untuk mendapatkan model yang akan digunakan dalam prediksi. 
Penelitian ini menggunakan data bilangan sunspot yang dimulai dari bulan Januari tahun 1987 hingga bulan 
Desember 2019 sebanyak 396 data. Dari data tersebut didapatkan 4 model ARIMA yaitu ARIMA(3,1,2), 
ARIMA(3,1,1), ARIMA(2,1,2), ARIMA(2,1,1). Dari keempat model tersebut, model terbaik yang digunakan untuk 
prediksi yaitu ARIMA(2,1,2) dengan nilai AIC sebesar -884,87. 
Kata Kunci : Prediksi, Sunspot, Autoregressive Integrated Moving Average, ARIMA 
 
Abstract 
One of the magnetic events in the sun is the appearance of sunspots. The sunspot is located in the sun's photosphere 
and has a darker colour than the surrounding radiance. The purpose of this research was to predict sunspot numbers 
using the ARIMA method. The ARIMA method is done by looking at the ACF and PACF plots to get a model that will 
be used in the predictions. The data used in this research is sunspot number data that started from January 1987 to 
December 2019 as many as 396 data. From the data obtained 4 models of ARIMA namely ARIMA(3,1,2), 
ARIMA(3,1,1), ARIMA(2,1,2), ARIMA(2,1,1). Of the four models, the best prediction model is ARIMA(2,1,2) by an 
AIC value of -884,87. 
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1. PENDAHULUAN  
Matahari merupakan sumber yang sangat penting bagi kehidupan manusia, karena memiliki sumber 
energi yang tak terbatas. Pada fotosfer matahari terdapat fenomena sunspot [1]. Sunspot merupakan 
perpotongan tabung medan magnet matahari dengan fotosfer yang terjadi karena aktivitas medan magnet 
yang sangat kuat pada permukaan matahari yang dipengaruhi oleh rotasi diferensial matahari [2], [3]. Sunspot 
memiliki warna gelap dibandingkan sekitarnya di permukaan matahari dikarenakan suhu yang dimiliki lebih 
rendah daripada suhu fotosfer yaitu sekitar 4000ᵒK sampai 4500ᵒK [4], [5]. Munculnya sunspot menunjukkan 
adanya daerah aktif di matahari, jika daerah aktif semakin luas kemunculannya berpotensi besar 
menyebabkan terjadinya flare (ledakan matahari) [6]. Sunspot juga memiliki dampak buruk pada iklim dan 
cuaca di bumi sehingga dapat mengganggu aktivitas manusia [7]. Sunspot memiliki periode rata-rata satu 
siklus matahari sekitar 11 tahun, sedangkan untuk periode siklus polaritas sunspot adalah sekitar 22 tahun 
yang dicatat berdasarkan time series (runtun waktu). Data time series dapat digunakan untuk memprediksi 
data di masa mendatang. Oleh karena itu, prediksi baik digunakan untuk mengantisipasi dampak buruk yang 
ditimbulkan oleh sunspot. Banyak metode yang dapat digunakan untuk prediksi dengan data time series salah 
satunya adalah metode ARIMA [4], [8]. 
 
Metode ARIMA merupakan salah satu metode time series yang ditemukan pada tahun 1970 oleh 
George Box dan Gwilym Jenkins sehingga metode ini juga dapat disebut dengan Box-Jenkins [9], [10]. 
Metode ARIMA sangat efisien untuk digunakan sebagai prediksi jangka pendek secara cepat karena hanya 
memanfaatkan data variabel yang hendak diramalkan saja dan memiliki akurasi yang baik [11]. 
 
Terdapat beberapa penelitian terdahulu yang menggunakan metode ARIMA untuk melakukan 
prediksi, antara lain penelitian tentang prediksi harga bitcoin didapatkan model ARIMA(0,2,1) dengan nilai 
MAPE yang baik yaitu sebesar 4,753% [12]. Selain itu pada penelitian lain tentang prediksi harga gula pasir 
di Jakarta yang membandingkan metode ARIMA dengan MA diperoleh model terbaiknya adalah 
ARIMA(2,1,1), sedangkan untuk metode MA kurang sesuai karena hasil peramalan untuk 30 hari ke depan 
menunjukkan hasil yang sama [13]. Metode ARIMA juga baik digunakan untuk meramal pergerakan inflasi 
daripada metode AR dan MA, dengan nilai Sum Square Error ARIMA, AR dan MA masing-masing sebesar 
23,22; 31,51 dan 577,36 [11]. Sementara, pada penelitian tentang bilangan sunspot didapatkan model AR(1) 
atau ARIMA(1,0,0) dengan nilai koefisien korelasi sebesar 96,5% [10]. Lalu pada penelitian estimasi tren 
dan perkiraan univariat dari bilangan sunspot dikatakan bahwa model ARMA(11,1) dan ARIMA(8,1,1) baik 
digunakan untuk meramalkan rata-rata bilangan sunspot tahunan [14]. 
 
Berdasarkan referensi dan beberapa penelitian mengenai sunspot dan metode ARIMA di atas, akan 
dilakukan penelitian tentang memprediksi bilangan sunspot bulanan dengan menggunakan metode ARIMA. 
Penelitian ini diharapkan dapat memprediksi sunspot untuk mengantisipasi efek buruk yang ditimbulkan bagi 
keadaan antariksa dan bumi sehingga tidak mengganggu aktivitas manusia. 
 
 
2. METODE PENELITIAN 
Pada ARIMA, terdapat beberapa metode yang berkaitan yaitu Autoregressive, Moving Average, 
Autoregressive Moving Average dan Autoregressive Integrated Moving Average (ARIMA). Autoregressive 
merupakan sebuah metode dimana data pada periode sebelumnya sangat berdampak atau berpengaruh 
terhadap data saat ini [10], [12]. 
 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝜙2𝑍𝑡−2+. . . +𝜙𝑝𝑍𝑡−𝑝 − 𝑒𝑡     (1) 
 
Keterangan 
𝑍𝑡 : deret waktu 
𝜙𝑝 : parameter autoregressive 
𝑒𝑡  : nilai error 
 
Moving Average merupakan model yang pertama kali dikenalkan pada tahun 1973 oleh Slutzky dan 
kemudian pada tahun 1989 dikembangkan oleh Wadsworth [10], [12]. 
 
𝑍𝑡 = 𝑒𝑡 − 𝜃1𝑒𝑡−1 − ⋯ − 𝜃𝑞𝑒𝑡−𝑞      (2) 
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Keterangan 
𝑍𝑡 : deret waktu 
𝜃𝑞 : parameter moving average 
𝑒𝑡 : nilai error 
 
Autoregressive Moving Average merupakan model yang mengkombinasikan antara Autoregressive dan 
Moving Average dengan bentuk umum sebagai berikut [10], [12]. 
 
𝑍𝑡 = ∅1𝑍𝑡−1 + ⋯ + ∅𝑝𝑍𝑡−𝑝 + 𝑒𝑡 − 𝜃1𝑒𝑡−1 − ⋯ − 𝜃𝑞𝑒𝑡−𝑞   (3) 
 
Keterangan 
𝑍𝑡 : deret waktu 
∅𝑝 : parameter autoregressive 
𝑒𝑡  : nilai error 
𝜃𝑞 : parameter moving average 
 
ARIMA merupakan model dengan dugaan data yang digunakan harus stasioner dengan mean dan 
varians, sehingga dibutuhkan proses differencing (pembedaan) yang tidak sanggup dijelaskan oleh model 
AR, MA dan ARMA [12].  
 
𝜙𝑝(𝐵)𝐷
𝑑𝑍𝑡 = 𝜇 + 𝜃𝑞(𝐵)𝑒𝑡       (4) 
 
Keterangan 
𝜙𝑝 : parameter autoregressive 
𝜃𝑞 : parameter moving average 
𝐵 : operator backshift 
𝐷 : differencing 
𝜇 : konstanta 
𝑒𝑡  : nilai error 
𝑝 : derajat autoregressive 
𝑞 : derajat moving average 
𝑑 : tingkat differencing 
 
Penelitian ini menggunakan data bilangan sunspot setiap bulan yang diperoleh dari 
https://www.sidc.be/silso/ [7]. Data yang digunakan sebanyak 396 data yang dimulai dari bulan Januari tahun 
1987 hingga bulan Desember 2019 dengan variabel terikat (Y) yaitu bilangan sunspot dan variabel bebas (X) 
yaitu periode waktu yang ditunjukkan pada Tabel 1, sebagai berikut: 
 
Tabel 1. Data bilangan sunspot 
Tahun Bulan Bilangan sunspot 
1987 1 9,8 
1987 2 3,4 
1987 3 17,4 
⋮ ⋮ ⋮ 
2019 11 0,5 
2019 12 1,5 
Sumber data: [7] 
 
Dalam menyelesaikan permasalahan pada penelitian ini, dilakukan beberapa tahapan metode ARIMA 
sebagai berikut: 
1. Pengumpulan data bilangan sunspot dari tahun 1987 hingga 2019 serta menentukan variabel terikat 
(Y) dan variabel bebas (X). 
2. Normalisasi data 
Salah satu metode untuk normalisasi adalah min-max. Normalisasi min-max merupakan metode yang 
menskala ulang data dari rentang yang lama ke rentang yang baru dengan rentang yang digunakan 
antara 0 dan 1 [15], [16]. 
 




       (5) 
 
Keterangan 
𝑥 ′ : nilai normalisasi 
𝑥 : nilai data 
min{𝑥𝑘} : nilai minimal dari suatu data 
max{𝑥𝑘} : nilai maksimal dari suatu data  
3. Identifikasi 
Identifikasi dilakukan melalui plot dari data time series, sehingga diketahui kestasioneran sebuah data 
[17]. Data yang digunakan harus stasioner terhadap mean dan varians [18]. Jika data time series tidak 
stasioner, maka diperlukan proses differencing untuk menstasionerkan data terhadap mean dan ini 
sudah menjadi bagian dari pemodelan ARIMA [19], [20]. 
 
𝑍′𝑡 = 𝑍𝑡 − 𝑍𝑡−1        (6) 
 
Keterangan 
𝑍′𝑡 : nilai data yang di-defferencing 
𝑍𝑡 : nilai data aktual 
 
Sedangkan untuk transformasi digunakan pada data yang tidak stasioner terhadap varians dengan 






        (7) 
 
Keterangan 
𝑇(𝑍𝑡) : nilai data yang ditransformasi 
𝑍𝑡 : nilai data aktual 
𝜆 : diperoleh dari metode maksimum likelihood 
 
Jika data telah stasioner, maka bisa didapatkan model ARIMA(𝑝, 𝑑, 𝑞) dengan 𝑑 merupakan tingkat 
differencing data, orde 𝑝 dan orde 𝑞 merupakan lag yang keluar dari garis signifikan atau garis putus-
putus pada plot PACF (Partial Autocorrelation Function) dan plot ACF (Autocorrelation Function) 
[17]. 
4. Estimasi Parameter 
Dari beberapa model yang sudah diperoleh, kemudian dilakukan uji hipotesis agar dapat mengetahui 
signifikansi suatu parameter dengan hipotesis awal 𝐻0 : parameter tidak signifikan dan 𝐻1 : parameter 
signifikan. Untuk kriteria uji yang digunakan yaitu 𝐻0ditolak jika p-value < 𝛼 (5% = 0,05) [12], [18]. 
 
Jika terdapat lebih dari satu model ARIMA(𝑝, 𝑑, 𝑞) yang memenuhi hipotesis 𝐻1, maka dapat dipilih 
satu model terbaik dengan nilai AIC yang paling rendah [21]. Akaike Information Criteria (AIC) 
banyak digunakan pada model statistik untuk mengukur tingkat kesesuaian model. Pada saat 
membandingkan dua atau lebih sebuah model, model dengan nilai AIC paling rendah dianggap lebih 







      (8) 
 
Keterangan 
𝐿(𝑃∗) : nilai maksimum likelihood  
𝑝∗ : jumlah parameter 𝛽, 𝑝∗ = 1,2, … , 𝑝 
𝑛 : jumlah data 
5. Uji diagnostik 
Uji diagnostik dilakukan setelah uji signifikansi estimasi dari suatu parameter untuk membuktikan 
apakah model sudah cukup baik atau tidak [17]. Model akan dikatakan baik jika asumsi dari distribusi 
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normal dan residual white noise terpenuhi. Untuk mengetahui residual dikatakan white noise atau 
tidak dapat menggunakan Uji Ljung-Box sebagai berikut [19]. 
 
𝑄 = 𝑛(𝑛 + 2) ∑ ?̂?𝑘
2(𝑛 − 𝑘)−1𝐾𝑘=1      (9) 
 
Keterangan 
𝑛 : banyak data 
𝑘 : nilai lag 
𝐾 : nilai maksimum lag 
?̂?𝑘 : nilai ACF 
 
Sedangkan, untuk asumsi distribusi normal dengan menggunakan Jarque Bera Test. Metode ini 
berasal dari perbandingan seberapa jauh ukuran asimetri dan kurtosis yang berbeda dari karakteristik 
nilai distribusi normal. Kriteria uji yang digunakan adalah jika nilai 𝐽𝐵 > α = 0,05 maka data 








𝐾𝑈       (10) 
 
Keterangan 
𝐽𝐵 : Jarque Bera 
𝑆𝐾 : kemiringan 
𝐾𝑈 : ukuran kurtosis 
6. Data aktual yang sebelumnya dinormalisasi akan dikembalikan ke data aktual semula atau 
didenormalisasikan. 
7. Model ARIMA yang sudah didapat kemudian digunakan untuk menentukan prediksi di masa 




3. HASIL DAN PEMBAHASAN 
Pada penelitian ini, data yang diperoleh akan digunakan untuk memprediksi bilangan sunspot enam bulan 
berikutnya yaitu bulan 1 hingga bulan 6 tahun 2020. 
 
Berdasarkan data pada Tabel 1 yang sudah diperoleh, data akan dinormalisasi terlebih dahulu untuk 
mengisi data yang bernilai nol. Setelah data dinormalisasi kemudian dibuat plot data dan plot ACF untuk 
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(b) 
Gambar 1. (a) Plot ACF, (b) Plot data bilangan sunspot 
 
Pada Gambar 1 (a) terlihat bahwa plot ACF lag ke-1 hingga lag ke-20 keluar dari garis putus-putus 
atau garis signifikan, sehingga dapat dikatakan data tersebut tidak stasioner. Sedangkan pada Gambar 1 (b) 
dapat dilihat bahwa varians sudah konstan terhadap waktu. Kemudian pada data aktual terlihat bahwa data 
tidak konstan terhadap waktu. Lalu pada mean juga tidak konstan terhadap waktu dan bergerak mengikuti 
plot data aktual. Karena data aktual dan mean tidak konstan, maka data dikatakan tidak stasioner terhadap 







Gambar 2. (a) Plot sunspot yang sudah stasioner, (b) plot ACF dan PACF yang sudah stasioner 
 
Pada Gambar 2 (a) dapat dilihat bahwa data aktual, mean dan varians sudah konstan terhadap waktu 
yang berarti data sudah stasioner. Karena data sudah stasioner maka dapat ditentukan model ARIMA(𝑝, 𝑑, 𝑞) 
dengan orde 𝑝 merupakan lag yang keluar dari signifikan pada plot PACF dan orde 𝑞 merupakan lag yang 
keluar dari garis putus-putus/signifikan pada plot ACF serta 𝑑 yang merupakan tingkat differencing pada data 
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yaitu satu. Dari Gambar 2 (b) didapatkan model sementara ARIMA yaitu ARIMA(3,1,2), ARIMA(3,1,1), 
ARIMA(2,1,2), dan ARIMA(2,1,1). 
 
Tabel 2. Estimasi parameter 
Model 
Estimasi Parameter 





AR(2) 0,4138 Tidak signifikan 
AR(3) 0,0112 Signifikan 
MA(1) 0,0000 Signifikan 




0,1946 Tidak signifikan 
AR(2) 0,0225 Signifikan 
AR(3) 0,0310 Signifikan 





AR(2) 0,0107 Signifikan 
MA(1) 0,0000 Signifikan 




0,6793 Tidak signifikan 
AR(2) 0,1077 Tidak signifikan 
MA(1) 0,0000 Signifikan 
 
Berdasarkan pada Tabel 2, setelah dilakukan estimasi parameter pada kelima model di atas diketahui 
bahwa model ARIMA(2,1,2) signifikan karena p-value < 𝛼 = 0,05 dan nilai AIC ARIMA(2,1,2) lebih rendah 




Gambar 3. Uji diagnostik 
 
Pada Gambar 3 terlihat bahwa plot residual ACF tidak menunjukkan adanya lag yang keluar dari garis 
putus-putus atau garis signifikan, sehingga residualnya dikatakan white noise. Sedangkan pada plot statistik 
Ljung-Box, diketahui p-value > 𝛼 = 0,05 yang berarti tidak terdapat autokorelasi. Kemudian dilakukan uji 
normalitas dengan Jarque Bera Test dan didapatkan p-value sebesar 1,125×10-9 < 𝛼 = 0,05 yang menunjukkan 
bahwa distribusi normal tidak terpenuhi. Sebelum dilakukan prediksi, data aktual yang sebelumnya 
dinormalisasi akan dikembalikan ke data aktual semula atau didenormalisasikan. 
 
Tabel 3. Perbandingan data prediksi dan data aktual 
Tahun Bulan Data Aktual Data Prediksi 
2020 1 6,2 1,0135777 
2020 2 0,2 0,5536694 
2020 3 1,5 0,1601057 
2020 4 5,2 -0,1628287 
2020 5 0,2 -0,4226707 
2020 6 5,8 -0,6297593 
 






Gambar 4 (a) Plot data prediksi dan aktual sunspot Tahun 2017-2020, (b) Plot data prediksi dan aktual 
sunspot Tahun 1987-2019 
 
Tabel 3 merupakan prediksi bilangan sunspot pada bulan 1 hingga bulan 6 tahun 2020. Pada Tabel 3 
terlihat hasil prediksi yang didapatkan berbeda jauh dengan data aktual sesuai dengan grafik yang berwarna 
merah pada Gambar 4 (a). Pada bulan kedua memiliki hasil prediksi yang mendekati data aktual daripada di 
bulan lainnya. Meskipun memiliki hasil prediksi yang jauh berbeda, akan tetapi memiliki grafik yang 
bergerak mengikuti data aktual seperti yang ditunjukkan pada Gambar 4 (b). 
 
Hasil prediksi dengan metode ARIMA yang jauh berbeda juga terdapat pada penelitian tentang 
perbandingan metode ARIMA dengan RBFNN untuk meramalkan rata-rata banyaknya bilangan sunspot [4]. 
Pada penelitian ini data yang digunakan tidak berdistribusi normal, karena itu untuk penelitian selanjutnya 
diharapkan menggunakan metode nonparametrik seperti metode Support Vector Regression (SVR) agar 




Berdasarkan hasil dan pembahasan prediksi bilangan sunspot menggunakan metode ARIMA dengan 
data bilangan sunspot setiap bulan yang dimulai dari tahun 1987 hingga tahun 2019 didapatkan 4 model 
ARIMA yaitu ARIMA(3,1,2), ARIMA(3,1,1), ARIMA(2,1,2), ARIMA(2,1,1). Dari keempat model tersebut 
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