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1. Introduction
In this paper, we consider the existence of positive solutions of the following four-point singular boundary value problem
(φp(u(n−1)(t)))′ + a(t)f (u(t), u′(t), . . . , u(n−2)(t), u(n−1)(t)) = 0, t ∈ (0, 1), (1.1)u
(i)(0) = 0, 0 ≤ i ≤ n− 3,
λ1φp(u(n−2)(0))− µ1φp(u(n−1)(ξ)) = 0, n ≥ 3
λ2φp(u(n−2)(1))+ µ2φp(u(n−1)(η)) = 0, n ≥ 3
(1.2)
where φp(s) = |s|p−2s, p > 1. (φp)−1 = φq, 1p + 1q = 1.
We will assume that the following conditions are satisfied throughout this paper:
(H1) f ∈ C([0,∞)n−1 × (−∞,+∞), [0,∞));
(H2) λ1, λ2, µ1, µ2 ∈ R and λ1 > 0, λ2 > 0, µ1 ≥ 0, µ2 ≥ 0, ξ , η ∈ (0, 1) is prescribed and ξ < η;
(H3) a(t) ∈ L1[0, 1] is nonnegative on [0, 1] and a(t) 6≡ 0 on any subinterval of [0, 1], 0 <
∫ 1
0 a(t)dt <∞.
The multipoint boundary value problems for differential equations arise from many fields of applied mathematics and
physics; see [1–3]. In recent years, the existence of positive solutions for nonlinear boundary value problems with p-
Laplacians has received wide attention. Recently, the existence and multiplicity of positive solutions of multipoint linear
and nonlinear ordinary differential equations and difference equations have been studied extensively. To identify a few, we
refer the reader to [1,4–16]. In [7], Su et al. study the existence of positive solutions of four-point singular boundary value
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problems:
(φp(u(n−1)(t)))′ + a(t)f (u(t), u′(t), . . . , u(n−2)(t)) = 0, t ∈ (0, 1),u
(i)(0) = 0, 0 ≤ i ≤ n− 3,
λ1φp(u(n−2)(0))− µ1φp(u(n−1)(ξ)) = 0, n ≥ 3
λ2φp(u(n−2)(1))+ µ2φp(u(n−1)(η)) = 0, n ≥ 3
by using the fixed point index theory. However, to date, no paper has appeared in the literature which discusses the
multipoint boundary value problem for higher-order p- Laplacian operator when nonlinearity f in the differential equation
depends on the n− 1 order derivative. So this paper attempts to fill this gap in the literature.
This paper is organized as follows. In Section 2, we present some definitions and fixed point theorem. In Section 3, we
present some related lemmas that will be used to prove our main results. In Section 4, we study the existence of positive
solutions of boundary value problem (1.1) and (1.2) and we give an example to illustrate our results.
2. Some definitions and fixed point theorems
In this section, we provide some background definitions cited from cone theory in Banach spaces and the fixed point
theorem due to Bai and Ge.
Definition 2.1. Let (X, ‖ · ‖) be a real Banach space. A nonempty, closed, convex set K ⊂ X is said to be a cone, provided
the following are satisfied:
(a) if y ∈ K and λ ≥ 0, then λy ∈ K ;
(b) if y ∈ K and−y ∈ K , then y = 0.
If K ∈ X is a cone, we denote the order induced by K on X by≤, that is, x ≤ y if and only if y− x ∈ K .
Definition 2.2. Amapψ is said to be a nonnegative, continuous, concave functional on a cone K of a real Banach space X , if
ψ : K → [0,+∞] is continuous and
ψ(tx+ (1− t)y) ≥ tψ(x)+ (1− t)ψ(y)
for all x, y ∈ K and t ∈ [0, 1]. Similarly we say that a map α is a nonnegative, continuous, convex functional on a cone K
provided that α : K → [0,+∞] is continuous and
α(tx+ (1− t)y) ≤ tα(x)+ (1− t)α(y),
for all x, y ∈ K and t ∈ [0, 1].
Definition 2.3. Let r > a > 0 and L > 0 be constants,ψ a nonnegative continuous concave functional andα, β nonnegative
continuous convex functionals on the cone K . Define convex sets:
K(α, r;β, L) = {u ∈ K | α(u) < r, β(u) < L} ,
K(α, r;β, L) = {u ∈ K | α(u) ≤ r, β(u) ≤ L} ,
K(α, r;β, L;ψ, a) = {u ∈ K | α(u) < r, β(u) < L, ψ(u) > a} ,
K(α, r;β, L;ψ, a) = {u ∈ K | α(u) ≤ r, β(u) ≤ L, ψ(u) ≥ a} .
The following assumptions as regards the nonnegative continuous convex functionals α, β are used:
(A1) There existsM > 0 such that ‖ x ‖≤ Mmax{α(x), β(x)} for all x ∈ K ;
(A2) K(α, r;β, L) 6= ∅, for any r > 0 and L > 0.
The following fixed point theorem due to Bai and Ge is fundamental and important to prove our main results.
Theorem 2.1 ([10]). Let X be a Banach space, K ⊂ E a cone and 0 < r1 < b < d ≤ r2, 0 < L1 ≤ L2. Assume that α and β are
nonnegative continuous convex functionals satisfying (A1) and (A2),ψ is a nonnegative continuous concave functional on K such
that ψ(y) ≤ α(y) for all y ∈ K(α, r2;β, L2) and T : K(α, r2;β, L2) → K(α, r2;β, L2) is a completely continuous operator.
Suppose that
(i)
{
y ∈ K(α, d;β, L2;ψ, b) | ψ(y) > b
} 6= ∅, ψ(Ty) > b for y ∈ K(α, d;β, L2;ψ, b),
(ii) α(Ty) < r1, β(Ty) < L1 for all y ∈ K(α, r1;β, L1) and
(iii) ψ(Ty) > b for all y ∈ K(α, r2;β, L2;ψ, b) with α(Ty) > d.
Then T has at least three fixed points y1, y2, and y3 in K(α, r2;β, L2) with
y1 ∈ K(α, r1;β, L1), y2 ∈
{
K(α, r2;β, L2;ψ, b) | ψ(y) > b
}
and
y3 ∈ K(α, r2;β, L2) \
(
K(α, r2;β, L2;ψ, b) ∪ K(α, r1;β, L1)
)
.
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3. Some related lemmas
Let X = {u ∈ Cn−1[0, 1] : u(i)(0) = 0, 0 ≤ i ≤ n− 3}. Then X is a Banach space with the norm ‖u‖ = max{maxt∈[0,1]
|u(n−2)(t)|,maxt∈[0,1] |u(n−1)(t)|}. And defined the cone K ⊂ X by
K =
{
u ∈ X
∣∣∣∣u(n−2)(t) ≥ 0, λ1φp(u(n−2)(0))− µ1φp(u(n−1)(ξ)) = 0, λ2φp(u(n−2)(1))+µ2φp(u(n−1)(η)) = 0, u(n−2)(t) is concave on [0, 1]
}
.
Lemma 3.1. Let u ∈ K and ω ∈ (0, 12 ). Then
u(n−2)(t) ≥ ω max
0≤t≤1
|u(n−2)(t)|, t ∈ [ω, 1− ω].
Proof. Suppose τ = inf{δ ∈ [0, 1] : maxt∈[0,1] |u(n−2)(t)| = u(n−2)(δ)}. We can discuss it in the following three cases.
(i) τ ∈ [0, ω]. By the concavity of u(n−2)(t), we have
u(n−2)(t) ≥ u(n−2)(δ)+ u
(n−2)(1)− u(n−2)(δ)
1− δ (t − δ)
≥ min
t∈[ω,1−ω]
[
u(n−2)(δ)+ u
(n−2)(1)− u(n−2)(δ)
1− δ (t − δ)
]
= u(n−2)(δ)+ u
(n−2)(1)− u(n−2)(δ)
1− δ (1− ω − δ)
= 1− ω − δ
1− δ u
(n−2)(1)+ ω
1− δ u
(n−2)(δ)
≥ ωu(n−2)(δ), t ∈ [ω, 1− ω].
This means that u(n−2)(t) ≥ ωmax0≤t≤1 |u(n−2)(t)|, t ∈ [ω, 1− ω].
(ii) τ ∈ [ω, 1− ω]. If t ∈ [ω, δ]. By the concavity of u(n−2)(t), we get
u(n−2)(t) ≥ u(n−2)(δ)+ u
(n−2)(δ)− u(n−2)(0)
δ
(t − δ)
≥ min
t∈[ω,δ]
[
u(n−2)(δ)+ u
(n−2)(δ)− u(n−2)(0)
δ
(t − δ)
]
= ω
δ
u(n−2)(δ)+
(
1− ω
δ
)
u(n−2)(0)
≥ ωu(n−2)(δ).
If t ∈ [δ, 1− ω]. By the concavity of u(n−2)(t), we can obtain
u(n−2)(t) ≥ u(n−2)(δ)+ u
(n−2)(1)− u(n−2)(δ)
1− δ (t − δ)
≥ min
t∈[δ,1−ω]
[
u(n−2)(δ)+ u
(n−2)(1)− u(n−2)(δ)
1− δ (t − δ)
]
= ω
1− δ u
(n−2)(δ)+ 1− ω − δ
1− δ u
(n−2)(1)
≥ ωu(n−2)(δ).
This implies that u(n−2)(t) ≥ ωmax0≤t≤1 |u(n−2)(t)|, t ∈ [ω, 1− ω].
(iii) δ ∈ [1− ω, 1]. By the concavity of u(n−2)(t), we have
u(n−2)(t) ≥ u(n−2)(δ)+ u
(n−2)(δ)− u(n−2)(0)
δ
(t − δ)
≥ min
t∈[ω,1−ω]
[
u(n−2)(δ)+ u
(n−2)(δ)− u(n−2)(0)
δ
(t − δ)
]
= ω
1− δ u
(n−2)(δ)+
(
1− ω
1− δ
)
u(n−2)(0)
≥ ωu(n−2)(δ), t ∈ [ω, 1− ω].
This implies that u(n−2)(t) ≥ ωmax0≤t≤1 |u(n−2)(t)|, t ∈ [ω, 1− ω].
Therefore, in either case, u(n−2)(t) ≥ ωmax0≤t≤1 |u(n−2)(t)|, t ∈ [ω, 1− ω]. This completes the proof of Lemma 3.1. 
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Lemma 3.2. Suppose that conditions (H1), (H2) and (H3) hold, then u(t) ∈ X ∩Cn(0, 1) is a solution of boundary value problem
(1.1) and (1.2) if and only if u(t) ∈ X is a solution of the following integral equation:
u(t) =
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
v(sn−2)dsn−2dsn−3 · · · ds1
where
v(t) :=

φq
(
µ1
λ1
∫ σ
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ t
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds, 0 ≤ t ≤ σ ,
φq
(
µ2
λ2
∫ η
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
t
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds, σ ≤ t ≤ 1,
(3.1)
Proof. The proof of the lemma is the same to the proof of Lemma 2.3 in [7]. As a complement, we give the proof.
Necessity. By the condition (1.2), we have u(n−1)(ξ) ≥ 0, u(n−1)(η) ≤ 0, then there exist a constant σ ∈ [ξ, η] ⊂ (0, 1)
such that u(n−1)(σ ) = 0. Firstly, by integrating the equation of the problem (1.1) on (σ , 1), we get
φp(u(n−1)(t)) = φp(u(n−1)(σ ))−
∫ t
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds, (3.2)
it implies that
u(n−1)(t) = u(n−1)(σ )− φq
(∫ t
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
,
so, we have
u(n−2)(t) = u(n−2)(σ )−
∫ t
σ
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds. (3.3)
By combining u(n−1)(σ ) = 0 and the condition (1.2), let t = η on (3.2), we obtain
φp(u(n−1)(η)) = −
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds.
The condition (1.2) implies that
φp(u(n−2)(1)) = −µ2
λ2
φp(u(n−1)(η)),
so, we have
u(n−2)(1) = φq
(
µ2
λ2
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
.
From (3.3) and let t = 1 on (3.3), we can get
u(n−2)(σ ) = φq
(
µ2
λ2
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
+
∫ t
σ
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds (3.4)
so, we have
u(n−2)(t) = φq
(
µ2
λ2
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
+
∫ 1
t
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds. (3.5)
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By integrating Eq. (3.5) for n− 2 times on (0, 1), it follows that
u(t) =
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
φq
(
µ2
λ2
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
dsn−2 · · · ds2ds1
+
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
(∫ 1
sn−2
φq
(∫ s
σ
a(r)f (u(r), u′(r) . . . , u(n−1)(r))dr
)
ds
)
dsn−2 · · · ds2ds1.
Similarly, for t ∈ (0, σ ), by integrating the equation of problem (1.1) on (0, σ ), we can obtain
u(t) =
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
φq
(
µ1
λ1
∫ σ
ξ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
dsn−2 · · · ds2ds1
+
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
(∫ sn−2
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
)
dsn−2 · · · ds2ds1.
It follows for any t ∈ [0, 1] that
u(t) =
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
v(sn−2)dsn−2dsn−3 · · · ds1
where v(t) is expressed as (3.1). Then the results of Lemma 3.2 hold.
Sufficiency. Suppose that u(t) = ∫ t0 ∫ s10 · · · ∫ sn−30 v(sn−2)dsn−2dsn−3 · · · ds1. Then (3.1) implies that
u(n−1)(t) =

φq
(∫ σ
t
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
≥ 0, 0 ≤ t ≤ σ ,
−φq
(∫ t
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
≤ 0, σ ≤ t ≤ 1.
(3.6)
Thus (φp(u(n−1)(t)))′ + a(t)f (u(t), u′(t), . . . , u(n−1)(t)) = 0, 0 < t < 1. These imply that Eq. (1.1) holds. Furthermore, by
letting t = 0 and t = 1 on (3.1) and (3.6), we can obtain the condition (1.2). The proof is complete. 
Lemma 3.3. Suppose that conditions (H1), (H2) and (H3) hold, then the solution u(t) of boundary value problem (1.1) and (1.2)
satisfies u(n−2)(t) is concave with u(n−2)(t) ≥ 0 on [0, 1].
Proof. Suppose that u(t) is the solution of boundary value problem (1.1) and (1.2). From the fact that (φp(u(n−1)(t)))′ =
−a(t)f (u, u′, . . . , u(n−1)) ≤ 0, together with φp(s) a nondecreasing function we know that u(n−1)(t) is nonincreasing. Thus
u(n−2)(t) is concave on [0, 1].
From the proof of Lemma 3.2, it follows that
u(n−2)(t) =

φq
(
µ1
λ1
∫ σ
ξ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
+
∫ t
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds, 0 ≤ t ≤ σ ,
φq
(
µ2
λ2
∫ η
σ
a(s)f (u(s), u′(s), . . . , u(n−1)(s))ds
)
+
∫ 1
t
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds, σ ≤ t ≤ 1
this together with a(t) and f are nonnegative functions, we know that u(n−2)(t) ≥ 0, t ∈ [0, 1]. The proof is complete. 
By the Lemma 3.3, we can easily get the following lemma.
Lemma 3.4 ([7]). Suppose that conditions (H1), (H2) and (H3) hold, then the solution u(t) of boundary value problem (1.1) and
(1.2) satisfies:
u(t) ≤ u′(t) ≤ · · · ≤ u(n−3)(t), t ∈ [0, 1],
and for ω ∈ (0, 12 ) as in Lemma 3.1, we have u(n−3)(t) ≤ 1ωu(n−2)(t), t ∈ [ω, 1− ω].
Lemma 3.5. Suppose that conditions (H1), (H2) and (H3) hold. For any u ∈ K, define the operator T : K → Cn[0, 1] given by
(Tu)(t) =
∫ t
0
∫ s1
0
· · ·
∫ sn−3
0
v(sn−2)dsn−2dsn−3 · · · ds1
where v(t) is given by (3.1). Then T : K → K is completely continuous.
2762 H. Wu, J. Zhang / Journal of Computational and Applied Mathematics 233 (2010) 2757–2766
Proof. It is easy to see that (Tu)(n−2)(t) ≥ 0(0 ≤ t ≤ 1) and (φp((Tu)(n−1)(t)))′ = −a(t)f (u(t), u′(t), . . . , u(n−1)(t)) ≤ 0,
together with φp(s) a nondecreasing function we know that (Tu)(n−2)(t) is concave on [0, 1].
In addition, by (H1), (H2), (H3) and u ∈ K , we have λ1φp((Tu)(n−2)(0))−µ1φp((Tu)(n−1)(ξ)) = 0, λ2φp((Tu)(n−2)(1))+
µ2φp((Tu)(n−1)(η)) = 0. So TK ⊂ K and that each fixed point of T is a solution of problem (1.1) and (1.2). Furthermore, it is
easy to check by Arzela–Ascoli theorem that T : K → K is completely continuous. 
Remark 3.6. From Lemmas 3.5 and 3.1 we have that
(Tu)(n−1)(t) = v′(t) =

φq
(∫ σ
t
a(r)f (u, u′, . . . , u(n−1))dr
)
, 0 ≤ t ≤ σ ,
−φq
(∫ t
σ
a(r)f (u, u′, . . . , u(n−1))dr
)
, σ ≤ t ≤ 1,
so (Tu)(n−1)(σ ) = 0. By the concavity of (Tu)(n−2)(t)we can easily get
(Tu)(n−2)(σ ) = max
0≤t≤1
(Tu)(n−2)(t).
4. The main results and proofs
In this section, we impose a growth condition on f which allows us to apply Theorem 2.1 to obtain the positive solutions
of the boundary value problem (1.1) and (1.2).
Let the nonnegative continuous convex functional α, β, the nonnegative continuous concave functional ψ be defined
on K by
α(u) = max
0≤t≤1
|u(n−2)(t)|, β(u) = max
0≤t≤1
|u(n−1)(t)|, ψ(u) = min
ω≤t≤1−ω |u
(n−2)(t)|,
for u ∈ K . Then α and β satisfy the condition (A1) and (A2). And by Lemma 3.1, we have
ωα(u) ≤ ψ(u) ≤ α(u),
for all u ∈ K .
For convenience we denote:
L = φq
(∫ 1
0
a(r)dr
)
,
M = min{M1,M2},
N = max{N1,N2},
where
M1 = φq
(
µ1
λ1
∫ ω
ξ
a(r)dr
)
+
∫ ω
0
φq
(∫ ω
s
a(r)dr
)
ds,
M2 = φq
(
µ2
λ2
∫ η
1−ω
a(r)dr
)
+
∫ 1
1−ω
φq
(∫ s
1−ω
a(r)dr
)
ds,
N1 = φq
(
µ1
λ1
∫ 1
ξ
a(r)dr
)
+
∫ 1
0
φq
(∫ 1
s
a(r)dr
)
ds,
N2 = φq
(
µ2
λ2
∫ η
0
a(r)dr
)
+
∫ 1
0
φq
(∫ s
0
a(r)dr
)
ds.
Theorem 4.1. Assume that (H1), (H2) and (H3) hold and there exist constants 0 < r1 < b < b/ω ≤ r2, 0 < L1 ≤ L2 such that
φp(b/Mω) ≤ min
{
φp(r2/N), φp(L2/L)
}
. Suppose that f satisfies the following conditions:
(H4) f (u, u′, . . . , u(n−1)) < min
{
φp(r1/N), φp(L1/L)
}
, for (u, u′, . . . , u(n−1)) ∈ [0, r1/ω]n−2 × [0, r1] × [−L1, L1];
(H5) f (u, u′, . . . , u(n−1)) > φp(b/Mω), for (u, u′, . . . , u(n−1)) ∈ [0, b/ω2]n−2 × [b, b/ω] × [−L2, L2];
(H6) f (u, u′, . . . , u(n−1)) ≤ min
{
φp(r2/N), φp(L2/L)
}
, for (u, u′, . . . , u(n−1)) ∈ [0, r2/ω]n−2 × [0, r2] × [−L2, L2].
Then boundary value problem (1.1) and (1.2) has at least three positive solutions u1, u2, and u3 such that
max
0≤t≤1
u(n−2)1 (t) < r1, max0≤t≤1
|u(n−1)1 (t)| < L1,
b < min
ω≤t≤1−ω u
(n−2)
2 (t) ≤ max0≤t≤1 u
(n−2)
2 (t) ≤ r2, max0≤t≤1 |u
(n−1)
2 (t)| ≤ L2,
max
0≤t≤1
u(n−2)3 (t) < b/ω, min
ω≤t≤1−ω u
(n−2)
3 (t) ≤ b, max0≤t≤1 |u
(n−1)
3 (t)| < L2.
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Proof. By Lemma 3.5, T is completely continuous and the fixed point of T is a solution of boundary value problem (1.1) and
(1.2). Thus we shall verify that T satisfies the conditions of Theorem 2.1.
For u ∈ K(α, r2;β, L2), then α(u) ≤ r2, β(u) ≤ L2 and the condition (H6) implies
α(Tu) = max
0≤t≤1
|(Tu)(n−2)(t)| = (Tu)(n−2)(σ )
= φq
(
µ1
λ1
∫ σ
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ σ
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
= φq
(
µ2
λ2
∫ η
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
σ
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
≤ max
{
φq
(
µ1
λ1
∫ 1
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
0
φq
(∫ 1
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds,
φq
(
µ2
λ2
∫ η
0
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
0
φq
(∫ s
0
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
}
<
r2
N
max
{
φq
(
µ1
λ1
∫ 1
ξ
a(r)dr
)
+
∫ 1
0
φq
(∫ 1
s
a(r)dr
)
ds,
φq
(
µ2
λ2
∫ η
0
a(r)dr
)
+
∫ 1
0
φq
(∫ s
0
a(r)dr
)
ds
}
= r2
N
N = r2.
On the other hand, for u ∈ K one has Tu ∈ K , Then
β(Tu) = max
0≤t≤1
|(Tu)(n−1)(t)|
= max
{
φq
(∫ σ
t
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
, φq
(∫ t
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)}
≤ L2
L
φq
(∫ 1
0
a(r)dr
)
= L2
L
L = L2.
Therefore, T : K(α, r2;β, L2)→ K(α, r2;β, L2).
In the same way, if u ∈ K(α, r1;β, L1), then assumption (H4) yields f < min
{
φp(r1/N), φp(L1/L)
}
, 0 ≤ t ≤ 1. As in the
argument above we can obtain that T : K(α, r1;β, L1)→ K(α, r1;β, L1). Thus condition (ii) of Theorem 2.1 is satisfied.
Next we prove that the condition (i) of Theorem 2.1 holds. Choosing u(t) = b
(n−2)!ω t
n−2, 0 ≤ t ≤ 1. Then
u(n−2)(t) = b/ω, 0 ≤ t ≤ 1. It is easy to see that u(t) ∈ K(α, b/ω;β, L2;ψ, b), ψ(u) = b/ω > b and consequently
{u ∈ K(α, b/ω;β, L2;ψ, b) | ψ(Tu) > b} 6= ∅ for ω ≤ t ≤ 1 − ω. Hence by condition (H5) one has f > φp(b/Mω) for
ω ≤ t ≤ 1− ω. We shall discuss it from three cases.
Case (i) If σ ∈ [ω, 1− ω], by Lemma 3.1 and (H5), it implies that
ψ(Tu) = min
ω≤t≤1−ω |(Tu)
(n−2)(t)| ≥ ω max
0≤t≤1
|(Tu)(n−2)(t)| = ω(Tu)(n−2)(σ )
= ω
[
φq
(
µ1
λ1
∫ σ
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ σ
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
]
= ω
[
φq
(
µ2
λ2
∫ η
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
σ
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
]
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≥ ωmin
{
φq
(
µ1
λ1
∫ ω
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ ω
0
φq
(∫ ω
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds,
φq
(
µ2
λ2
∫ η
1−ω
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
1−ω
φq
(∫ s
1−ω
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
}
> ω
b
Mω
min
{
φq
(
µ1
λ1
∫ ω
ξ
a(r)dr
)
+
∫ ω
0
φq
(∫ ω
s
a(r)dr
)
ds,
φq
(
µ2
λ2
∫ η
1−ω
a(r)dr
)
+
∫ 1
1−ω
φq
(∫ s
1−ω
a(r)dr
)
ds
}
= b
M
M = b.
Case (ii) If σ ∈ (1− ω, 1], then
ψ(Tu) = min
ω≤t≤1−ω |(Tu)
(n−2)(t)| ≥ ω(Tu)(n−2)(σ )
= ω
[
φq
(
µ1
λ1
∫ σ
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ σ
0
φq
(∫ σ
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
]
≥ ω
[
φq
(
µ1
λ1
∫ ω
ξ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ ω
0
φq
(∫ ω
s
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
]
> ω
b
Mω
M = b.
Case (iii) If σ ∈ [0, ω), then
ψ(Tu) = min
ω≤t≤1−ω |(Tu)
(n−2)(t)| ≥ ω(Tu)(n−2)(σ )
= ω
[
φq
(
µ2
λ2
∫ η
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
+
∫ 1
σ
φq
(∫ s
σ
a(r)f (u(r), u′(r), . . . , u(n−1)(r))dr
)
ds
]
> ω
b
Mω
M = b.
Therefore, ψ(Tu) > b for all u ∈ K(α, b/ω;β, L2;ψ, b). This shows that condition (i) of Theorem 2.1 is satisfied.
Finally we show that condition (iii) of Theorem 2.1 also holds. Suppose that u ∈ K(α, r2;β, L2;ψ, b)with α(Tu) > b/ω.
Then by the definition of ψ and Lemma 3.1, we have
ψ(Tu) = min
ω≤t≤1−ω |(Tu)
(n−2)(t)| ≥ ω max
0≤t≤1
|(Tu)(n−2)(t)| = ωα(Tu) > ω b
ω
= b.
Thus condition (iii) of Theorem 2.1 is also satisfied. Therefore, Theorem 2.1 implies the boundary value problem (1.1) and
(1.2) has at least three positive solutions u1, u2 and u3 in K(α, r2;β, L2)which satisfying
u1 ∈ K(α, r1;β, L1), u2 ∈ {K(α, r2;β, L2;ψ, b) | ψ(y) > b}
and
u3 ∈ K(α, r2;β, L2) \
(
K(α, r2;β, L2;ψ, b) ∪ K(α, r1;β, L1)
)
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i.e.
max
0≤t≤1
u(n−2)1 (t) < r1, max0≤t≤1
|u(n−1)1 (t)| < L1,
b < min
ω≤t≤1−ω u
(n−2)
2 (t) ≤ max0≤t≤1 u
(n−2)
2 (t) ≤ r2, max0≤t≤1 |u
(n−1)
2 (t)| ≤ L2,
min
ω≤t≤1−ω u
(n−2)
3 (t) ≤ b, max0≤t≤1 |u
(n−1)
3 (t)| < L2.
The fact that ωα(u) < ψ(u) for u ∈ K implies that max0≤t≤1 u(n−2)3 (t) < b/ω. The proof is complete. 
Theorem 4.1 can be generalized to obtain many positive solutions, we give the following result.
Corollary 4.2. Assume that (H1), (H2) and (H3) hold and suppose that there exist constants 0 < r1 < b1 < b1/ω ≤ r2 < b2 <
b2/ω ≤ · · · ≤ rm, 0 < L1 ≤ L2 ≤ · · · ≤ Lm, m ∈ N such that φp(bi/Mω) ≤ min
{
φp(ri+1/N), φp(Li+1/L)
}
. If f satisfies the
following conditions:
(H7) f (u, u′, . . . , u(n−1)) < min
{
φp(ri/N), φp(Li/L)
}
, for (u, u′, . . . , u(n−1)) ∈ [0, ri/ω]n−2×[0, ri]× [−Li, Li], 1 ≤ i ≤ m;
(H8) f (u, u′, . . . , u(n−1)) > φp(bi/Mω), for (u, u′, . . . , u(n−1)) ∈ [0, bi/ω2]n−2 × [bi, bi/ω] × [−Li+1, Li+1], 1 ≤ i ≤ m− 1.
Then the boundary value problem (1.1) and (1.2) has at least 2m− 1 positive solutions.
Proof. When m = 1, it follows from condition (H7) that T : K(α, r1;β, L1) → K(α, r1;β, L1) ⊂ K(α, r1;β, L1), which
means that T has at least one positive solution u1 ∈ K(α, r1;β, L1) by Schauder’s fixed point theorem. When m = 2, it is
clear that Theorem 4.1 holds. Then we can obtain at least three positive solutions u2, u3 and u4. In this way, we can finish
the proof by the method of induction. 
Example 4.1. Consider the following 3-order singular boundary value problem with p-Laplacian
(
φp(u′′(t))
)′ + 4t− 12 f (u(t), u′(t), u′′(t)) = 0, 0 < t < 1,
u(0) = 0,
4
√
3φp(u′(0))− φp
(
u′′
(
1
4
))
= 0, 4φp(u′(1))+ φp
(
u′′
(
3
4
))
= 0,
(4.1)
where
λ1 = 4
√
3, λ2 = 4, µ1 = µ2 = 1, p = 32 , ω =
1
4
, ξ = 1
4
, η = 3
4
, a(t) = 4t− 12 ,
f (v1, v2, v3) =

1
1.4× 108 v1 +
1
8
v22 +
1
5× 1015 v
2
3, 0 < v2 ≤ 384(111− 64
√
3),
1
1.4× 108 v1 +
1
8
(384(111− 64√3))2 + 1
5× 1015 v
2
3, v2 > 384(111− 64
√
3).
Then obviously,
q = 3,
∫ 1
0
a(t)dt = 8.
And by directly computing, we get that
L = 64, M1 = 23 , M2 =
2
3
(111− 64√3), N1 = 11, N2 = 35.
Thus
M = min{M1,M2} = 23 (111− 64
√
3), N = max{N1,N2} = 35.
We choose r1 = 57 , r2 = 3.5× 107, L1 = 8, L2 = 6.4× 107 and b = 96(111− 64
√
3), then φp(b/Mω) < min{φp(r2/N),
φp(L2/L)} and f (u(t), u′(t), u′′(t)) satisfies
f (u, u′, u′′) < min{φp(r1/N), φp(L1/L)} = 18 , for (u, u
′, u′′) ∈
[
0,
20
7
]
×
[
0,
5
7
]
× [−8, 8],
f (u, u′, u′′) > φp(b/Mω), for (u, u′, u′′) ∈ [0, 1536(111− 64
√
3)] × [96(111− 64√3),
384(111− 64√3)] × [−6.4× 107, 6.4× 107],
f (u, u′, u′′) ≤ min{φp(r2/N), φp(L2/L)} = 103, for (u, u′, u′′) ∈ [0, 1.4× 108] × [0, 3.5× 107]
× [−6.4× 107, 6.4× 107].
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Then all conditions of Theorem4.1 hold. Thus,with Theorem4.1, problem (4.1) has at least three positive solutions u1, u2, u3
such that
max
0≤t≤1
u′1(t) <
5
7
, max
0≤t≤1
|u′′1(t)| < 8,
96(111− 64√3) < min
1
4≤t≤ 34
u′2(t) ≤ max0≤t≤1 u
′
2(t) ≤ 3.5× 107, max0≤t≤1 |u
′′
2(t)| ≤ 6.4× 107,
min
1
4≤t≤ 34
u′3(t) ≤ 96(111− 64
√
3), max
0≤t≤1
|u′′3(t)| < 6.4× 107, max0≤t≤1 u
′
3(t) < 384(111− 64
√
3).
Remark 4.1. The early result (see [7], for example) is not applicable to the above problem. In conclusion, we see that the
nonlinear term is involved in n− 1 order derivative explicitly.
Acknowledgment
The authors thank the referee for his/her valuable comments and suggestions.
The Project is supported by NSFC (No. 10871096), Foundation of Major Project of Science and Technology of Chinese
Education Ministry.
References
[1] H.Y. Wang, On the existence of positive solutions for semilinear elliptic equations in the annulus, J. Differential Equations. 109 (1994) 1–7.
[2] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1980.
[3] S. Timoshenko, Theory of Elastic Stability, McGraw-Hill, New York, 1961.
[4] J.Y. Wang, The existence of positive solution for the one-dimensional p-Laplacian, Proc. Amer. Math. Soc. 125 (81) (1997) 2275–2283.
[5] W. Sun, W. Ge, The existence of positive solutions for a a class of nonlinear boundary value problem, Acta. Math. Sinica. 4 (2001) 577–580.
[6] X. He, W. Ge, Twin positive solutions for the one-dimensional p-Laplacian boundary value problems, Nonlinear. Anal. 56 (2004) 975–984.
[7] H. Su, B.H. Wang, Z. Wei, X. Zhang, Positive solutions of four-point singular boundary value problems for higher-order p-Laplacian operator, J. Math.
Anal. Appl. 330 (2007) 836–851.
[8] S. Liang, J. Zhang, The existence of countably many positive solutions for nonlinear singularm-point boundary value problems, J. Comput. Appl. Math.
214 (2008) 78–89.
[9] Y.Y. Wang, C. Hou, Existence of multiple positive solutions for one-dimensional p-Laplacian, J. Math. Anal. Appl. 315 (2006) 144–153.
[10] Z. Bai, W. Ge, Existence of three positive solutions for some second-order boundary value problems, Comput. Math. Appl. 48 (2004) 699–707.
[11] B. Liu, Positive solutions three-points boundary value problems for one-dimensional p-Laplacian with infinitely many singularities, Appl. Math. Lett.
17 (2004) 655–661.
[12] B.F. Liu, J.H. Zhang, The existence of positive solutions for some nonlinear boundary value problems with linear mixed boundary conditions, J. Math.
Anal. Appl. 309 (2005) 505–516.
[13] B.F. Liu, J.H. Zhang, The existence of positive solutions for some nonlinear equation systems, J. Math. Anal. Appl. 324 (2006) 970–981.
[14] H. Su, Z. Wei, F.Y. Xu, The existence of countably many positive solutions for a system of nonlinear singular boundary value problems with the p-
Laplacian operator, J. Math. Anal. Appl. 325 (2007) 319–332.
[15] K.Q. Lan, Multiple positive solutions of semi-linear differential equations with singularities, J. London Math. Soc. 63 (2005) 690–704.
[16] Y. Guo, Y. Ji, X. Liu, Multiple positive solutions for some multi-point boundary value problems with p-Laplacian, J. Comput. Appl. Math. 216 (2008)
144–156.
