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ABSTRACT
Shock accelerated electrons are found in many astrophysical environments, and
the mechanisms by which they are accelerated to high energies are still not completely
clear. For relatively high Mach numbers, the shock is supercritical, and its front ex-
hibit broadband fluctuations, or ripples. Shock surface fluctuations have been object
of many observational and theoretical studies, and are known to be important for
electron acceleration. We employ a combination of hybrid Particle-In-Cell and test-
particle methods to study how shock surface fluctuations influence the acceleration
of suprathermal electrons in fully three dimensional simulations, and we give a com-
plete comparison for the 2D and 3D cases. A range of different quasi-perpendicular
shocks in 2D and 3D is examined, over a range of parameters compatible with the ones
observed in the solar wind. Initial electron velocity distributions are taken as kappa
functions, consistent with solar wind in-situ measurements. Electron acceleration is
found to be enhanced in the supercritical regime compared to subcritical. When the
fully three-dimensional structure of the shock front is resolved, slightly larger energi-
sation for the electrons is observed, and we suggest that this is due to the possibility
for the electrons to interact with more than one surface fluctuation per interaction. In
the supecritical regime, efficient electron energisation is found also at shock geometries
departing from θBn very close to 90
◦. Two dimensional simulations show indications of
unrealistic electron trapping, leading to slightly higher energisation in the subcritical
cases.
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1 INTRODUCTION
Electron acceleration at collisionless shocks is a key pro-
cess in space and astrophysical plasmas, being observed
in situ at planetary bow shocks (e.g. Burgess 2007;
Masters et al. 2017), and interplanetary shocks (e.g. Potter
1981; Dresing et al. 2016). It is also inferred from observa-
tions of solar radio Type II emission (e.g. Holman & Pesses
1983; Pulupa & Bale 2008), synchrotron emission at SNR
shocks (e.g. Koyama et al. 1995; Ellison 2001) and diffuse
radio emission from the intragalactic cluster medium (e.g.
Ensslin et al. 1998; Kang et al. 2017).
Shocks in general convert directed flow energy (up-
stream) to thermal energy (downstream), and at shocks in
collisionless plasmas a small fraction of the energy is avail-
able for acceleration of particles to high energies. Space ob-
servations and simulation studies have shown that the inter-
nal structure of the shock is important for the relevant type
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of acceleration mechanism, and also its detailed operation
(Burgess & Scholer 2015). Depending on its Mach number
the shock can be sub- or supercritical, where, for the latter,
ion reflection and gyration dominates and controls both the
average shock structure and the types of microstructure as-
sociated with instabilities. Recent three-dimensional hybrid
simulations (kinetic ions and fluid electrons) have revealed
more detail of the microstructure of quasi-perpendicular su-
percritical shocks (Burgess et al. 2016). In this paper we will
explore the effects of this microstructure on electron accel-
eration, starting from just above thermal energies. We will
also demonstrate the importance of the sub- and supercrit-
ical Mach number regimes for the effectiveness of shocks as
sources of electron acceleration; this is important when in-
voking shocks as electron acceleration sites for any particular
astrophysical system.
Collisionless shock transitions have an internal struc-
ture controlled by many parameters,the most important of
which is the angle between the upstream magnetic field and
the normal to the shock surface, θBn. When θBn & 45
◦ (i.e.,
© 2018 The Authors
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the upstream magnetic field is almost parallel to the shock
surface), the shock is quasi-perpendicular; and when θBn .
45◦, the shock is quasi-parallel. In this work we concentrate
on electron acceleration at quasi-perpendicular shocks, mo-
tivated by both observational and theoretical arguments.
Shock accelerated electrons were first observed in situ
upstream of the Earth’s bow shock, in the region known
as the electron foreshock (Anderson 1969). Energetic elec-
trons were observed with energies 50 eV to >10 keV stream-
ing away from the bow shock, along magnetic field lines
connected to the shock surface. The most energetic back-
streaming electrons were found to be confined in a small re-
gion, corresponding immediately downstream of the tangent
point between the interplanetary magnetic field and the bow
shock surface (where θBn = 90
◦). Furthermore, the source
was found to be ordered in energy, with less energetic elec-
trons found deeper (further downstream) into the electron
foreshock (Gosling et al. 1989). The electrons at intermedi-
ate energies (up to about 1 keV) originate in a broad region
behind the magnetic tangent surface, i.e., on field lines with
connection to the shock at θBn < 90
◦. A thorough review of
these observations can be found in Fitzenreiter (1995).
The first analytical model for accelerated electrons at
quasi-perpendicular shocks was based on adiabatic reflec-
tion (Leroy & Mangeney 1984; Wu 1984), which assumes a
1D, planar and steady shock, and magnetic moment conser-
vation in the Hoffman - de Teller frame (HTF) resulting in
magnetic mirror reflection for some electrons. The HTF is
the shock frame in which the flow is parallel to the magnetic
field, and the motional electric field is zero (assuming ideal
MHD, although it can be nonzero within the shock transi-
tion). In the HTF, the electron energy is constant, neglect-
ing any change due to electric field in the shock structure.
Here the energy gain is associated with the frame transfor-
mation from the HTF to the observer frame. In the observer
frame (typically the Normal Incidence Frame, NIF, where
upstream bulk flow and shock normal are parallel), the elec-
trons gain energy in the reflection process via drift parallel to
the motional electric field. The energy gain for reflected elec-
trons depends on the velocity frame transformation from the
NIF to the HTF, so increases with θBn, and for significant
energisation, θBn has to be close to 90
◦. On the other hand,
the density of reflected electrons decreases as θBn increases
since only electrons from the wings of the incident distribu-
tion satisfy the conditions for reflection. The presence of a
cross-shock potential modifies the reflection process, acting
to reduce reflection at low energies. The resulting distribu-
tion function of reflected electrons is a truncated loss-cone
(Leroy & Mangeney 1984).
The role of self consistent shock structure (e.g.,
overshoot, cross-shock potential) have been investigated
by means of test particle simulation of electrons using
electromagnetic fields obtained from 1D plasma simula-
tions (Krauss-Varban et al. 1989; Krauss-Varban & Burgess
1989). Later, the role of shock curvature was found to be
important in terms of electron energisation, due to the rel-
atively large distance transverse to the shock travelled by
electrons during reflection (Krauss-Varban & Burgess 1991).
Other studies (e.g., Zlobec et al. 1993; Vandas & Karlicky´
2000; Knock et al. 2003) linked the presence of large scale
ripples at the shock surface features to electron acceleration
in interpreting solar type II radio bursts.
The shock structure depends crucially on the Mach
number. A shock can be sub- or supercritical, depending
on its Mach number relative to the critical Mach number
Mc , defined as that at which the downstream flow speed is
equal to the speed of sound. Super-critical shocks require
a dissipation process other than resistivity, and this is pro-
vided by ion reflection and gyration into the downstream.
Although the definition of Mc arises from two-fluid theory,
usually supercritical shocks are treated as those dominated,
in terms of structure and thermalization, by ion reflection
and gyration. The structure is usually described as ”foot-
ramp-overshoot” where the foot is formed by reflected ions
gyrating around ahead of the main ramp before returning
to the shock. On the other hand low Mach number, sub-
critical shocks do not exhibit strong structuring around the
transition layer, appearing similar to laminar fluid shocks.
Non-stationarity and microstructure are important fea-
tures of collisionless shocks. Self-reformation of supercritical,
quasi-perpendicular shocks, with a quasi-periodic steepen-
ing of the shock ramp, has been found in simulations (e.g.,
Biskamp & Welter 1972; Quest 1985; Lembege & Savoini
1992). The process of self-reformation is important at low βi
(i.e., the ratio of upstream ion plasma to magnetic field pres-
sures), and high Mach number (Hada et al. 2003). It can be
inhibited through the emission of nonlinear whistler waves in
the shock foot (Krasnosel’Skikh et al. 1991; Hellinger et al.
2007), although the situation can be complicated by the
shock geometry used in the simulations (Lembe`ge et al.
2009). In addition, the shock ramp and foot can be unstable
to multiple wave modes, leading to microstructure within the
shock transition. The landscape of possible microinstabili-
ties that can be generated in the foot of quasi-perpendicular
shocks is broad: Matsukiyo & Scholer (2006) identified six
types of instabilities being excited in short times (less than
one ion gyroperiod) using 2D, fully kinetic simulations. Early
hybrid 2D simulations of perpendicular shocks with the mag-
netic field in the simulation plane showed that the surface
exhibits fluctuations or ripples associated with ion Alfve´n
cyclotron and possibly mirror instabilities (Winske & Quest
1988). The ripples propagate across the shock front at the
Alfve´n speed of the shock overshoot (Lowe & Burgess 2003).
Simulations of perpendicular shocks with the magnetic field
out of the simulation plane revealed a different type of fluc-
tuation, directly connected with the reflected ion popula-
tion (Burgess & Scholer 2007). Recently, a study of struc-
turing in 3D shock simulations has shown that 2D simula-
tions do not fully capture the dynamics of shock structure
since there are processes due to the coupling between field
parallel and reflected ion fluctuations (Burgess et al. 2016).
Another source of nonstationarity which has been identified
at quasi-perpendicular shocks is whistler wave turbulence
(e.g., Krasnosel’Skikh et al. 1991). Oka et al. (2006), using
Geotail data, related the electron acceleration at the Earth’s
bow shock with the presence of whistler waves in the shock
foot. Recent observational results obtained using the Magne-
tospheric Multiscale Spacecraft (MMS) have proven directly
and for the first time that quasi-perpendicular, collisionless
shocks do have a rippled surface (Johlander et al. 2016). It
has been shown that the observed ripples are consistent with
results from hybrid simulations, and are modulated by the
process of shock reformation (Gingell et al. 2017). An ex-
tensive review about the dynamics of quasi-perpendicular
MNRAS 000, 1–10 (2018)
Electron acceleration at sub- and supercritical shocks 3
shocks and their observational properties can be found in
Krasnoselskikh et al. (2013).
A study of the role of surface ripples in electron accel-
eration was carried out by Burgess (2006), by means of test
particle and 2D hybrid shock simulation. At low Mach num-
bers a good agreement with adiabatic reflection theory was
found, whereas at high Mach numbers the rippled character
of the shock enhanced the electron acceleration. This pic-
ture of enhanced energisation was extended by considering
a turbulent upstream plasma flow, and it was found that
electron energy gains are enhanced even at more oblique
configurations (departing from the condition for θBn to be
close to 90◦) (Guo & Giacalone 2010). This is due to the
fact that large scale upstream fluctuations can mirror the
electrons back to the shock, creating a multiple-shock en-
counter scenario which leads to larger electron energisation
(Guo & Giacalone 2015).
In the studies discussed so far, the shock structure
has been assumed to be dominated by ion scale processes,
making the hybrid simulation method appropriate. There
are also studies of electron acceleration using fully kinetic
Particle-In-Cell (PIC) simulations, which also model elec-
tron scale physics. Simulations which display nonstationar-
ity (shock reformation) were found to eject upstream elec-
trons in a bursty fashion (Lembe`ge & Savoini 2002). Other
simulations emphasized the importance of whistler waves ex-
cited in the foot of the quasi-perpendicular shock for electron
acceleration out of the thermal population, with relevance
to super nova remnant shocks (Riquelme & Spitkovsky
2011). Strong electron acceleration was also observed in
full PIC simulations of high Mach number shocks by
Amano & Hoshino (2009), where it was found that elec-
trons were efficiently reflected at the shock front by electron-
scale electrostatic fluctuations induced by the modified two-
stream instability, and then accelerated by the convective
electric field in front of the shock, in a picture known
as “electron surfing acceleration”. At lower Mach numbers,
electron surfing acceleration was found to be important
for both energisation itself and also as a channel of pre-
acceleration for further energisation by shock drift accelera-
tion (Amano & Hoshino 2007). However, fully kinetic simu-
lations have some limitations, for example, using a reduced
proton to electron mass ratio can produce large differences
in the shock structure compared to when the real ratio is
used (e.g., Scholer et al. 2003) (see also Krasnoselskikh et al.
(2013) for a discussion).
The motivation of this work is to extend earlier studies,
in the picture of hybrid and test-particle simulations, com-
paring 2D and 3D simulations for a range of non-reforming
shock parameters, and using realistic upstream kappa elec-
tron distributions, for which there is observational evidence
in the solar wind (e.g., Pierrard et al. 1999). In this frame-
work, we want to demonstrate the importance of the critical
Mach number for electron acceleration, being an important
issue for many astrophysical environments.
The paper is organised as follows: in section 2 the de-
tails of the hybrid and test-particle method are presented;
section 3.1 shows the different types of surface fluctuations
found in the sub- and supercritical regimes; in section 3.2
the upstream energy spectra obtained in 2D and 3D sim-
ulations are compared; in section 3.3 we focus on electron
acceleration in 3D simulations, showing the scenarios for dif-
ferent shock parameters; in section 4 we discuss the electron
acceleration mechanisms in the simulations and in section 5
the results are summarised.
2 METHOD
We use and extend a method seen in earlier works (e.g.,
Krauss-Varban et al. 1989; Burgess 2006), which consists
of a combination of hybrid plasma and electron test par-
ticle simulations. In the hybrid plasma simulation method,
the electrons are modelled as a massless, charge neutralis-
ing fluid with an adiabatic equation of state. The protons
are modelled as macroparticles and advanced using standard
PIC methods. The hybrid code used (HYPSI), is based on
the Current Advance Method - Cyclic Leapfrog (CAM-CL)
algorithm (Matthews 1994). The electrons participating in
acceleration are modelled as test particles in the time vary-
ing electric and magnetic fields from the hybrid simulation.
This model assumes that the test particle electrons do not
belong to the thermal population of the plasma, which is al-
ready modelled as a fluid in the hybrid framework. In other
words, the initial energy for the test-particle electrons must
be high enough (i.e., suprathermal) so that the feedback of
the test particle ensemble to the macrospcopic fields can be
neglected.
The simulation is carried out in two phases. First, a
hybrid shock simulation is performed to obtain electric and
magnetic fields with data stored for every grid point at ev-
ery time step. The equations of motion for an ensemble of
test particle electrons are then integrated using the time-
dependent fields using interpolation in space and time at
the particle position. The shock is initiated by the injection
method, in which the plasma flows along the x-direction with
a velocity Vi . The right-hand boundary of the simulation do-
main acts as a reflecting wall, and at the left-hand boundary
plasma is continuously injected. The simulation is periodic
in the y and z directions. A shock is created as a consequence
of reflection at the wall, and it propagates in the negative
x-direction. In the simulation frame, the upstream flow is
along the shock normal.
Distances are normalised to the ion inertial length
c/ωpi ≡ di , time to the inverse cyclotron frequency Ωci
−1,
velocity to the Alfve´n speed vA (all referred to the upstream
state), and the magnetic field and density to their upstream
values, B0 and n0, respectively. Results are presented for hy-
brid simulations in 2D and 3D, for a range of inflow velocity
(and hence shock Mach numbers), and angle between the
upstream magnetic field and the x-axis θBx . The latter cor-
responds to the angle between the upstream magnetic field
and the mean shock normal, θBn. In all the simulations, the
upstream magnetic field is in the x-y plane. The simulation
domain is 60 × 60 di for the 2D case, and 60 × 60 × 20
di in the 3D case. The spatial resolution used is ∆x = ∆y
= ∆z = 0.25 di . The time step for particle (ion) advance
is ∆tpa = 0.01 Ωci . Substepping is used for the magnetic
field advance, with an effective time step of ∆tB = ∆tpa/10.
A small, nonzero resistivity is introduced in the magnetic
induction equation. The value of the resistivity is chosen so
that there are not excessive fluctuations at the grid scale,
and the overall shock behaviour is similar to that observed
at the Earth’s bow shock. For the parameters chosen here
MNRAS 000, 1–10 (2018)
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the average shock structure is quasi-stationary (i.e., not ex-
hibiting self-reformation). The number of particles per cell
used is always greater than 100 (upstream), in order to keep
the statistical noise characteristic of PIC simulations to a
reasonable level.
Using the electromagnetic fields from the hybrid sim-
ulations, the equations of motion for an ensemble of test-
particle electrons are solved using a 4th order scheme
(Thomson 1968). The electric and magnetic fields at each
electron position are interpolated from the hybrid simulation
grid. It is important, as shown in previous works (Burgess
2006), to employ a smooth spatial interpolation method
to avoid artificial energisation. In these simulations three-
dimensional spatial interpolation is carried out by means of a
“tricubic”routine, which gives an interpolant function for the
electromagnetic fields that is both C1 and isotropic. It is also
worth noting that this interpolation method is completely
local, i.e., the interpolated function values depend only on
the values at neighbouring grid points (Lekien & Marsden
2005). The interpolation in time, on the other hand, is lin-
ear. When advancing the electrons adaptive time stepping
is used with a time step varying between upper and lower
limits of 0.1 and 6 × 10−6 Ωce
−1.
The test particle electrons are released as a set of mo-
noenergetic shells, with initial positions in a plane parallel
to the shock front and 5 di upstream of it. The shock posi-
tion is calculated at each time step using an average shock
velocity, which in turn is based on the position at which
the magnetic field first exceeds twice the upstream magnetic
field. The time of release is chosen when the shock is already
well developed, with the shock at least 15 di away from the
right-hand wall. The electrons are collected after the inter-
action with the shock at two boundaries placed respectively
at 7 and 5 di upstream and downstream, respectively, of the
shock front. The energy shells are defined in eV, meaning
that the free parameter c/vA is introduced when converting
the energy value to the normalised units used by the hybrid
simulation. We use a c/vA ratio of 5000, corresponding to
an Alfve´n speed of 60 km s−1, typical of the solar wind. The
velocity distribution for each energy shell is a sphere in veloc-
ity space, centred on the upstream inflow velocity. The final
upstream and downstream distributions are reconstructed
from the results of many initial energy shells. In this work
the initial upstream electrons have a kappa distribution, as
widely observed in the solar wind (e.g., Maksimovic et al.
2005; Sˇtvera´k et al. 2009). The test particle upstream kappa
distribution has the following form:
fk(v) =
1
(πω2
k
)3/2
Γ(k + 1)
Γ(k − 1/2)
(
1 +
v
2
kω2
k
)−(k+1)
, (1)
ω2
k
=
(
1 −
3
2k
) (
2kBT
m
)
, (2)
where m is the electron mass, kB is the Boltzmann con-
stant, T is the electron temperature and Γ denotes the Eu-
ler gamma function. For large k the distribution approaches
a Maxwellian. Throughout this study k = 4 and electron
temperature T = 105 K, consistent with solar wind obser-
vations. To reconstruct the distribution functions defined in
equation (1), approximately 106 test-particle electrons are
followed. The resulting upstream energy spectra shown in
the following sections represent the reflected electron popu-
lations, and are normalised to the total number of particles
injected in the simulation.
3 RESULTS
3.1 Shock ramp fluctuations
In order to set the context for the shock structure, we sum-
marize results from 3D hybrid simulations at different Mach
numbers. Figure 1 shows the magnetic field amplitude at
two shocks with θBn = 87
◦ (with the upstream magnetic
field in the x-y plane) and MA = 2.9 and 6.6, respectively.
Cuts in the x-y and y-z simulation planes are shown. The y-z
cut is taken at the x position indicated with the red dashed
line, corresponding to the shock ramp position, and shows
the structuring of the shock surface in the field direction
and perpendicular to the coplanarity plane. In the low Mach
number case the shock has an approximately smooth surface,
whereas at high Mach number the shock surface appears to
be considerably structured (note that the colour scale ranges
are different in the two cases). The high Mach number case
shows rippling over a range of wavelengths, primarily in the
y direction with wave vectors parallel to ®B. This is consis-
tent with the appearance of field-aligned propagating ripples
associated with the reflected-gyrating ions seen in the foot
of the shock (Winske & Quest 1988; Lowe & Burgess 2003),
when the shock is supercritical. There is also strong struc-
turing in the z (out-of-coplanarity plane) direction, which is
completely absent in 2D simulations in the x-y plane. The
formation mechanisms for structure seen in the shock sur-
face in 3D hybrid simulations is discussed in Burgess et al.
(2016). When 2D high Mach number shock simulations are
performed, with the upstream magnetic field in the simula-
tion plane, the structure is dominated by the field-aligned
propagating ripples. The field-aligned ripple structure in 2D
simulations can be suppressed by choosing the upstream
magnetic field to point out of the simulation plane (Burgess
2006), although in this case, for some upstream parameters,
there can be other sources of structuring (Burgess & Scholer
2007).
It is interesting to identify potential sources of electron
scattering at supercritical shocks, and in particular the local
transient changes in geometry that are responsible for depar-
tures from adiabatic theory. Figure 2 shows the distribution
of the local θBx value over the shock surface in the y-z plane
for the two shocks shown in Figure 1. In a small region (1 di
thick) around the shock the value of θBx is calculated at each
cell, using the magnetic field at that position, and the oc-
currence distribution is accumulated. At low Mach number,
there are only small deviations from the nominal upstream
value of θBx , mostly due to the statistical noise present in
the simulation, whereas for the high Mach number case there
is a broad range of θBx due to fluctuations. To make these
statements more quantitative, a Gaussian distribution is fit-
ted to the histogram of the deviation from nominal value
∆θBx , and then its standard deviation σ is a measure of the
fluctuation level. From Figure 2, σ ≈ 1.4◦ for the low Mach
number shock front, which is considerably smaller than in
the high Mach number case (σ ≈ 15.2◦). Note, some of the
variation in θBx will be due to the change in the field an-
gle across the shock due to the conservation relations, but
MNRAS 000, 1–10 (2018)
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Figure 1. Magnetic field intensity plots for low (left) and high (right) Mach number shocks (M = 2.9 and 6.6, respectively). Top panels
correspond to cuts of 3D data along z = 10 di . The bottom panels correspond to cuts along the red dashed lines in the plots above). In
both cases, the upstream θBn is 87
◦.
since the shock is close to perpendicular this is very small.
Electrons, with their small gyroscale and high velocity, will
sample the variation of the local θBx within the shock re-
gion, giving more favourable conditions for scattering in the
high Mach number shock.
3.2 Electron acceleration: 2D and 3D shock
simulations
In this section we compare the results of the test particle
simulations using upstream electron energy spectra obtained
with 2D and 3D hybrid simulation datasets. The spectra are
collected upstream of the shock, after all the test-particle
electrons have interacted with the shock front; electrons that
did not interact with the shock are excluded. The electrons
are initialised upstream as a kappa distribution with κ = 4,
consistent with solar wind observations. In Figures 3 and 4
we show the energy spectra for low and high Mach number
shocks with a nominal θBn of 87
◦. In the low Mach num-
ber case, shown in Figure 3, the resulting distribution from
the shock interaction shows only moderate energisation, irre-
spective of whether the simulation is 2D or 3D. The results in
this Mach number regime are consistent with what would be
expected from adiabatic theory with a static planar shock.
The spectrum in the 2D case shows a slightly higher flux at
high energies, but, as discussed in the next section, this is
probably an artefact of the two-dimensionality of the shock
simulation.
The energy spectra in high Mach number case (Fig-
ure 4) show an important change of character, so that en-
ergisation is seen to be much more efficient when the shock
has a rippled surface. In particular, the distribution function
exhibits a plateau-like feature extending in energy over two
decades. This behaviour is a consequence of the additional
source of scattering provided by the broadband fluctuations
at the shock front, confirming the results obtained previ-
ously with 2D simulations (Burgess 2006). Comparing the
spectra obtained from 2D and 3D datasets, overall there are
not strong differences, and in particular the maximum ener-
gisation obtained for the electrons in both cases is approxi-
mately the same. The falloff of the 3D spectrum is shallower
than the 2D one. This behaviour is attributed to the fact
that in the 3D hybrid simulations, the structuring of the
shock front is fully resolved in the z direction, introducing
an additional source of scattering through the fluctuations
present at the shock front.
3.3 Mach number and θBn dependence
Throughout this section, results using 3D hybrid shock and
test particle simulations are shown. Figure 5 shows the fi-
nal upstream electron energy spectra for θBn = 87
◦ as the
Mach number varies from 2.9 to 6.6. The appearance of the
plateau-like feature in the spectra is controlled by the shock
Mach number and, hence, by the presence of shock surface
fluctuations. The lowest Mach number case (M = 2.9), as
MNRAS 000, 1–10 (2018)
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Figure 2. Top panels: Map in z-y plane of ∆θBx , the deviation of θBx from its nominal upstream value, over the shock front for low
(left) and high (right) Mach number shocks (M = 2.9 and 6.6, respectively). The x position of the planes shown are as given in Fig. 1.
Bottom panels: Histograms of ∆θBx around the shock front and respective gaussian fits.
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Figure 3. Comparison of upstream collected electrons energy
spectra in 2D and 3D simulations in low M regime. The Mach
number is 2.9 and the upstream θBn is 87
◦.
shown previously (Figure 3), is compatible with the the-
ory of adiabatic reflection. At slightly higher Mach num-
ber (M=3.5), the shock front starts to exhibit a moderate
level of fluctuations, resulting in a longer tail in the spec-
trum and leading to a maximum electron energisation of 10
keV. At higher Mach numbers, the shock front exhibits fully
developed surface fluctuations, leading to higher maximum
energies and to the flattening of the spectrum as discussed
above.
Adiabatic reflection acceleration theory predicts that ef-
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Figure 4. Comparison of upstream collected electrons energy
spectra in 2D and 3D simulations in high M regime. The Mach
number is 6.6 and the upstream θBn is 87
◦.
fective electron energisation is possible only for angles θBn
very close to perpendicular. Simulations in 3D were per-
formed for a range of geometries between 80◦ and 87◦ for
both low and high Mach number regimes to gain information
about the role shock surface fluctuations can play in broad-
ening the range of geometries for which effective electron
acceleration is observed. Figure 6 shows upstream electron
spectra for simulations in the low Mach number regime for
θBn = 80
◦, 85◦ and 87◦. It is clearly seen that increasing θBn
produces a more efficient energisation of the electron pop-
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Figure 6. Comparison of final upstream electron energy spectra
for three 3D shocks with different θBx . In all cases, the Mach
number of the shock is 2.9.
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Figure 7. Comparison of final upstream electron energy spectra
for three different θBx cases. The Mach number of the shock is
M = 6.6 .
ulation. Again, this is consistent with the predictions from
adiabatic theory. For the θBn = 80
◦ case, the energisation
is rather weak, with a maximum electron energisation less
than 1 keV.
Figure 7 shows the same set of θBn values, but for the
high Mach number (M = 6.6) regime. An important increase
in energisation going from smaller to larger θBn values is still
observed, but a significant flattening of the spectra is found,
even in the case θBn = 80
◦. This shows that the presence of
Figure 8. 2D contours and 3D isocontours of magnetic field mag-
nitude for a 3D hybrid shock simulation (M = 6.6).
shock surface fluctuations can lead to significant energisation
even for more oblique geometries.
Summarising, the enhancement of electron acceleration
due to shock surface fluctuations is evident when transition-
ing from small to high Mach numbers (and hence from sub
to super critical regimes), as shown in Figure 5. Further-
more, the presence of shock surface fluctuations broadens
the range of θBn at which efficient electron acceleration is
found (Figures 6 and 7).
4 ELECTRON DYNAMICS
In order to understand the nature of the ripples experienced
by the electrons, Figure 8 shows a plot of isosurfaces of the
magnetic field magnitude for a high Mach number, MA =
6.6, θBn = 87
◦ 3D shock simulation. The field lines are prin-
cipally in the y direction, and as electrons move along the
field lines the structure within the shock is able to add addi-
tional scattering through broadband fluctuations. Addition-
ally, the elongated structures in the z direction can act as
electron traps which boost energization, since the electron
energy gain is mainly via drift motion along the Ez electric
field. Figure 9 shows a similar plot for a 2D shock simula-
tion with the same parameters, with invariance in the z di-
mension. This figure merely illustrates the coherence of the
ripples in the z dimension, produced by the reduced dimen-
sionality of the simulation, which can make them a more
efficient trap for electrons, in comparison to the 3D case.
Some evidence for this may be, for the 2D case, the increase
in the energy spectrum before its eventual high energy fall
off (Figure 4).
To corroborate this interpretation, two typical trajecto-
ries of electrons accelerated at the shock front are presented.
Figure 10 shows the trajectory of a test-particle electron in-
teracting with a 2D, low Mach number shock. The particle
has an initial energy of 100 eV, and a final energy of 2 ×
103 eV. The zero on the x-axis corresponds to the nominal
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Figure 9. 2D contours and 3D isocontours of magnetic field mag-
nitude for a 2D hybrid shock simulation (M = 6.6), shown as a
3D dataset. The 2D simulation output is replicated along the z
direction.
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Figure 10. Particle trajectory in 3D and with its 2D projections
for an electron interacting with a 2D, 87◦, M = 2.9 shock.
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Figure 11. Particle trajectory in 3D and with its 2D projections
for an electron interacting with a 3D, 87◦ M=6.6 shock.
shock position, so the trajectory is plotted in the normal
incidence shock frame. At the shock ramp, the particle trav-
els for a very long distance along z, with little motion in
the x-y plane, demonstrating artificial enhanced trapping
at the shock front. Here artificial means that it is an arte-
fact of the reduced dimensionality of the the shock simu-
lation. From examination of many trajectories in the low
Mach number regime, the subset of artificially trapped elec-
trons was identified. It was found that they systematically
reach higher energies than the ones that are reflected at the
shock front with a motion overall contained in the x-y plane.
The latter particles show lower energisation, in line with the
prediction of adiabatic reflection. The final energies of ar-
tificially trapped electrons typically belong the tail of the
resulting upstream distributions shown in Figure 3, explain-
ing the slightly higher fluxes found in spectra obtained from
2D simulations compared to those obtained by 3D ones.
As comparison, Figure 11 shows the trajectory of an
electron in a 3D, high Mach number shock. This particle,
also initialised with an energy of 100 eV, exhibits very effi-
cient energisation (the final energy is 3.4 × 104 eV), happen-
ing mostly when it travels a long way in the z direction (see
the lower right plot). The z motion consists of several phases
of drift and energy gain, as if it is interacting with more than
one ripple throughout the reflection process. This confirms
the scenario of the shock ripples acting as an extra scatter-
ing source and trap at the same time, causing electrons to
undergo stochastic acceleration while interacting with the
ripples. A relatively large number of trajectories exhibit this
type of behaviour. It is also interesting to note that these
particles penetrate relatively far downstream of the shock
front, before eventually being scattered upstream again.
To demonstrate the role of scattering immediately
downstream of the shock ramp Figure 12 shows the distri-
bution of maximum x position and final particle energy of
test-particle electrons that are subsequently collected up-
stream. The x position is shown with respect to the nominal
shock position. Hence, the electrons are going to experience
their first interaction with the shock in a region surround-
ing the nominal x = 0 that is approximately 1 di thick.
All the electrons in the high energy region of the upstream
electron spectrum (energy > 103 eV) have been selected for
this distribution. The maximum particle position, xmax , is
the maximum position reached along x by an electron from
its release to the upstream collection. This distribution is
for the case of an initial single monoenergetic shell of 100
eV electrons. It can be seen that the more energetic parti-
cles are the ones which reach a maximum position deeper
into the shock, and so spend longer interacting with it. It is
natural that these particles are also those which have suf-
fered additional scattering associated with the rippled shock
structure.
5 CONCLUSIONS
We have performed 2D and 3D hybrid simulations of quasi-
perpendicular collisionless shocks and used the test par-
ticle method to study electron acceleration starting from
suprathermal energies. It is the first time that the full, three-
dimensional structure of the shock has been considered in
the framework of hybrid plasma and test-particle simula-
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Figure 12. Maximum particle position relative to shock as a
function of electron energisation for an ensemble of electrons in-
teracting with a 3D, 87◦ high Mach number shock. The initial
electron distribution is a 100 eV monoenergetic shell.
tions. The strongest signatures of electron acceleration were
found for shocks with a shock normal geometry close to
perpendicular. The difference between electron acceleration
at subcritical (low Mach number) and supercritical (high
Mach number) shocks was addressed with both 2D and 3D
simulations. There is a clear difference between these two
cases. At low Mach number only moderate energisation is
found, consistent with single interaction, coherent reflection
models based on adiabatic motion (Leroy & Mangeney 1984;
Wu 1984). In the supercritical regime enhanced energization
is found, which can be explained by considering the small
scale structures and fluctuations in the shock ramp (e.g.,
Burgess 2006; Guo & Giacalone 2010), which produce addi-
tional scattering.
Comparing 2D and 3D simulations, in 2D we find sig-
natures of enhanced acceleration due to particle trapping in
fluctuations, which is an artefact of the reduced dimension-
ality. In the subcritical regime this leads to slightly higher
electron energy gains, and the mechanism appears to be im-
portant also for the supercritical regime, accentuating the
plateau feature observed in upstream energy spectra.
When the full three dimensional structure of the shock
front is resolved, slightly higher final electron energies are
obtained in the supercritical regime. We believe that this is
due to the possibility that the electrons can interact with
several surface fluctuations throughout the reflection pro-
cess, thus being retained in the shock transition layer for
longer times where they experience the electric field paral-
lel to the shock surface (Ez) responsible for their accelera-
tion. This scenario is corroborated by the analysis of Fig-
ure 12, which illustrates that electrons that penetrate deep-
est into the shock layer before reflection have the largest
final energies. Therefore, any process which tends to retain
the electrons at the shock front increases their energy gain.
Although the current simulations rely on ion scale fluctu-
ations, a similar scenario has been proposed based on full
kinetic PIC simulations (Amano & Hoshino 2009).
In the supercritical regime, efficient electron accelera-
tion was also found at more oblique shock geometries, down
to θBn = 80
◦ (Figure 7). It is important to consider that the
key ingredient for efficient electron acceleration is the local
value of θBn, rather than the average one. In this respect,
the shock rippling causes local changes in the shock geome-
try at various spatial scales (see Figures 1 and 2), so when
an electron approaches the shock transition, it has a certain
possibility to interact with a local part of the shock with
temporarily perpendicular geometry, and then later a less
perpendicular region allowing upstream escape. This phe-
nomenon leads, statistically, to higher energisation when rip-
pling is present at the shock front.
A number of restrictions in this study should be
noted. The shock simulations do not include any large
scale non-stationarity (such as shock reformation), and
the shock fluctuations are self-generated without account-
ing for any upstream turbulence, which can be important
(Guo & Giacalone 2010; Guo & Giacalone 2015). The rela-
tive roles of these two mechanisms remains a topic for fu-
ture work. As initial electron distributions kappa functions
have been used, motivated by solar wind observations (e.g.,
Maksimovic et al. 2005), but similar results have been found
using different initial distributions (e.g., Maxwellian). How-
ever, electron distribution functions and their features need
more observational work for a full characterization in the so-
lar wind (e.g., Graham et al. 2017). A major issue with this
study is the use of a reduced plasma model, such as the hy-
brid model, for the shock structure fields. The justification
for using a hybrid simulation combined with test particles is
based on starting from electron superthermal energies, as-
suming that the electron scale structure (which is absent in
the hybrid approximation) does not play an important role
for the superthermal electrons. This allows longer time peri-
ods to be simulated, so the effects of ion scale structure can
be shown to be important. However, the results should be
confirmed by fully kinetic simulations, although they have
their own limitations such as small spatial extents and un-
realistic mass ratio (e.g., Krasnoselskikh et al. 2013). From
our results we see that electron acceleration is efficient when
there is a combination of magnetic mirror reflection and scat-
tering within the shock gradient. There is evidence from fully
kinetic PIC simulations that a similar process operates for
the thermal electrons Amano & Hoshino (2009), although
the fluctuations producing the scattering are different in na-
ture (lower hybrid rather than ion scale ripples). In either
case, depending on initial energy, the importance of scat-
tering is key for efficient acceleration. The additional point
made by this work is that the presence of ion scale ripples as
a source of scattering requires that the Mach number should
be supercritical. Finally, as for all simulation work, valida-
tion for this picture is required by observational means.
It is important to remark that the critical Mach num-
ber, at which shocks develop surface fluctuations, is rela-
tively low (Mc ≈ 3.5). Solar wind observations show that, at
1 AU, the range of observed shock parameters covers both
sub- and supercritical regimes, so it is possible, in princi-
ple, to test the results of analytical and numerical studies.
However, further observational work is required towards a
deeper understanding of electron acceleration: in particular
in order to investigate the role of upstream solar wind tur-
bulence, which is expected to enhance the electron energisa-
tion. Another challenging topic is to look at how sub- and
supercritical shock regimes can effect electron injection into
other mechanisms leading to higher energies and observed in
large scale astrophysical environments, such as giant radio
relics in the intracluster medium (e.g., Brunetti & Lazarian
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2016; Kang et al. 2017), and this will be the object of future
investigations.
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