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decisive, given the immediacy and simplicity associated in their input measurements and the ubiquitous 23 problems derived from equipment failures, maintenance and calibration, and physical and biological con-24 straints. Further, the performance quality of empirical equations is to be questioned in a large variety of 25 climatic contexts. As an alternative to traditional techniques, artificial neural networks (ANNs) are highly 26 appropriate for the modelling of non-linear processes. Nevertheless, temperature-based ANN models do 27 not always provide accurate enough solar radiation estimations as their performance depends consider- 28 ably on the specific temperature/solar radiation relationships of the studied context. This paper describes 29 a new procedure to improve the performance accuracy of temperature-based ANN models for estimation 30 of total solar radiation on a horizontal surface (R s ) taking advantage of ancillary data records from sec- 31 ondary similar stations, which work as exogenous inputs. The influence on the model performance of 32 the number of considered ancillary stations and the corresponding number of training patterns is also 33 analyzed. Finally, these models are compared with those relying exclusively on local temperature record- 34 ings. The proposed models provide performances with lower associated errors than those which do not 35 consider exogenous inputs. The ancillary supply is translated into a decrease around 0.1 of RMSE in the 36 local performance. The consideration of non-measured inputs in the simple local temperature-based 37 models, namely extraterrestrial radiation or day of the year, entails a performance accuracy improvement 38 around 0.1 of RMSE. for a particular studied location and application requires accurate 46 estimations of long-term global solar radiation data to simulate 47 the operating conditions of the system [1, 2] . Solar radiation also 48 plays an important role in many physical, biological and chemical 49 processes, such as plant photosynthesis, evaporation or crop 50 growth and productivity [3, 4] . It is also necessary in biophysical 51 models for risk assessment of forest fires, hydrological simulation 52 models of natural processes [5] , environmental and agrometeoro-53 logical research, or atmospheric physics [6] . to total radiation on a horizontal surface, R s [2] , normally given 58 on an hourly or daily basis. 59 Solar based applications are highly interesting in places where 60 no connection to an electrical supply grid is available, like rural, 61 mountainous or remote areas and natural parks, as well as in many 62 developing countries [7] [8] [9] [10] . Unfortunately, despite its signifi- 63 cance, global solar radiation measurements are generally not avail-64 able at the places of interest due to the high-cost installation, 65 maintenance and calibration associated to radiometric stations 66 [7, 9, 11] . Nevertheless, in some cases, there are meteorological sta-67 tions without solar radiation sensors, where other variables can be 68 registered [5] . Even in automatic meteorological stations where so-69 lar radiation is measured, data records are often missing due to 70 equipment failure, erroneous because of sensor calibration prob-71 lems, or lie outside the expected range [1, 12, 13] . 72 Therefore, different empirical and numerical models for global 73 terrestrial solar radiation estimation, based on different meteoro-74 logical input combinations, have been proposed for those cases 75 where radiation data are not available [2, 6, 7, 14] . The different so-76 lar radiation models differ in sophistication from simple empirical 77 formulations based on common climate data to more complex 0196 [29] , and Allen [30] tively. With these latter intervals, the neural network cannot pro- Thus, these were calculated as follows [32] : Station code [31] , only the mean CI was used in the present study. The consid- Table 3 Model alternatives and corresponding considered inputs.
Model name Considered inputs
Training station Ancillary station Fig. 2 . Diagram of input/output management in model c 2 . Fig. 3 . Architecture scheme of model c 2 . Note: exogenous inputs in italics. ts means training station.
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314
The ANNs used correspond to multilayer feed-forward net- Table 5 . These are standard values for the adopted ANN configura-335 tion [35] . followed by an increase as the network starts to over-fit [36] . 342 Accordingly, when the chosen error (the MSE) of the cross-valida-343 tion set was lower than its value in the previous iteration, the 344 training of the network proceeded; otherwise, the training ended.
345
Additional stopping criteria were taken into account, so that train- Table 6 Average local performance indicators in the 30 training stations.
Number of ancillary stations considered 
Results and discussion

421
The performance quality of the proposed models, when they are 422 tested in the training station is gathered in Table 6 . Each element of The RMSE values presented in Table 9 allow a detailed analysis 543 of the external performance corresponding to the optimum a 2 544 model (12 ancillary stations). As aforementioned, a mean external to take into account the complete set of remaining training stations tionships is mandatory to select the most suitable training station. 
