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Resumen
El crecimiento de la cantidad de informacio´n
que se pone a disposicio´n en Internet a trave´s
de la Web presenta el desaf´ıo de satisfacer, en
el menor tiempo posible, a los clientes que rea-
lizan bu´squedas sobre esa informacio´n y a la vez
mejorar el uso eficiente de los recursos. Los mode-
los de computacio´n paralela permiten acercarse a
este objetivo. Este trabajo presenta una solucio´n
eficiente y de bajo costo basada en el modelo de
computacio´n Bulk Synchronous Parallel, para la
implementacio´n de un Digesto Digital basado en
un motor de bu´squedas paralelo que utiliza bases
de datos relacionales, en un entorno de acceso
Web.
Palabras claves: Bases de Datos, Procesamien-
to Paralelo de Consultas SQL, Computacio´n
Paralela y Distribu´ıda, BSP
1. Introduccio´n
La web se ha convertido en un recurso ubicuo
para la computacio´n distribuida, haciendo rele-
vante la investigacio´n de nuevos caminos para
proveer acceso eficiente a los servicios disponibles
en los sitios dedicados. El crecimiento exponen-
cial que ha experimentado desde sus comienzos
en cuanto al volumen de informacio´n y al nu´mero
de usuarios que la utilizan hace que la bu´sque-
da, organizacio´n, acceso y mantenimiento de sus
contenidos sea cada vez ma´s dif´ıcil.
En respuesta a esta expansio´n de las fuentes po-
tenciales de informacio´n, los motores de bu´sque-
da han hecho e´nfasis en ampliar su velocidad y
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cobertura, brindando poca importancia a la efi-
ciencia.
Debido a esto, diversos estudios se han aboca-
do al desarrollo de nuevas estrategias que permi-
tan satisfacer estas demandas a trave´s del proce-
samiento paralelo, el cual ha demostrado ser un
paradigma que permite mejorar los tiempos de
ejecucio´n de los algoritmos.
En este trabajo se propone una solucio´n basada
en el modelo BSP [13, 4] de computacio´n paralela,
el cual utiliza una configuracio´n de base de datos
distribuida para acelerar las consultas, realizando
el procesamiento de la cola de consultas en forma
secuencial.
La implementacio´n de este sistema requirio´ en
primer lugar la modificacio´n de la librer´ıa de co-
municaciones de la Paderborn University, BSP-
PUB [5, 3], para hacer posible la ejecucio´n de
programas BSP a trave´s de sockets. Esta modi-
ficacio´n permite la ejecucio´n como daemon (es
decir, con la capacidad de mantenerse en ejecu-
cio´n en forma continua) del mo´dulo encargado de
recibir las consultas, lo cual no era posible realizar
con la versio´n esta´ndar de la librer´ıa [2].
La ma´quina en la que reside este daemon es de-
nominada broker, y forma parte del cluster o red
de computadoras compuesta por P procesadores.
Para evitar la sobrecarga de este procesador, no
realiza consultas locales sino que u´nicamente ad-
ministra la cola de consultas recibidas desde el
servidor web, las distribuye entre cada uno de los
procesadores restantes, y recopila los resultados
obtenidos, devolvie´ndolos agrupados al servidor.
Cada una de las restantes ma´quinas del clus-
ter posee un servidor de base de datos secuencial
MySQL, y trabaja localmente sobre una porcio´n
de los datos.
Un logro a destacar es que la modificacio´n de
la librer´ıa esta´ndar de BSP-PUB nos ha permiti-
do implementar una aplicacio´n real y funcional,
utilizando tecnolog´ıa gratuita existente, con cos-
tos de implementacio´n y operacio´n muy bajos,
ya que se utiliza equipamiento de bajo costo y
software libre, a la vez que obtener un rendimien-
to cercano al o´ptimo en cuanto a la eficiencia en
la utilizacio´n de los recursos involucrados. Adi-
cionalmente hemos propuesto una estrategia sim-
ple para distribuir uniformemente los registros al-
macenados en las bases de datos locales de cada
uno de los procesadores que componen el cluster.
En las secciones siguientes brindaremos un
panorama del funcionamiento del modelo de
computacio´n paralela BSP, explicaremos la
configuracio´n de cada uno de los componentes
mencionados, as´ı como describiremos las res-
ponsabilidades de los mismos y finalmente
presentaremos los resultados preliminares de
laboratorio logrados a trave´s de la aplicacio´n
de nuestras investigaciones en un desarrollo
concreto que tiene por objetivo la publicacio´n de
los documentos producidos por los organismos
de gobierno de la Universidad y que hemos
denominado Digesto Digital Institucional.
2. Modelo de computacio´n
paralela BSP
Varios productos comerciales fueron desarrolla-
dos para ma´quinas multiprocesadores de memo-
ria compartida y distribuida, y ma´s recientemente
para clusters de computadores. Todos estos desa-
rrollos esta´n basados en modelos tradicionales de
computacio´n paralela como paso de mensajes y
memoria compartida. En este trabajo se presen-
ta una solucio´n funcional basada en un modelo
relativamente nuevo de computacio´n paralela lla-
mado Bulk Synchronous Parallel, BSP.
En BSP un computador paralelo es visto como
un conjunto de procesadores con memoria local e
interconectados a trave´s de una red de comuni-
caciones de topolog´ıa transparente al usuario. En
este modelo, la computacio´n es organizada como
una secuencia de supersteps. Tal como lo indica la
Fig. 1, un superstep esta´ formado por una fase en
la que cada procesador puede realizar operaciones
sobre datos locales u´nicamente y depositar men-
sajes a ser enviados a otros procesadores. Al final
del superstep, todos los mensajes son enviados a
sus destinos y los procesadores son sincronizados
en forma de barrera para iniciar el siguiente su-
perstep. Es decir, los mensajes esta´n disponibles
en sus destinos al instante en que se inicia el si-
guiente superstep.
El modelo pra´ctico de programacio´n paralela
en BSP es el conocido SPMD (Simple Program
Multiple Data), el cual es realizado mediante P
copias del mismo programa corriendo en un clus-
ter de P procesadores, cada una actuando sobre
un subconjunto de los datos, donde la comuni-
cacio´n y sincronizacio´n de las copias es realiza-
da mediante librer´ıas tales como BSPlib o BSP-
PUB. Enfatizamos que el modelo BSP es en reali-
dad un paradigma de programacio´n en paralelo y
no una librer´ıa de comunicaciones en particular.
En la pra´ctica, es ciertamente posible implemen-
tar programas BSP utilizando librer´ıas tales como
PVM (Parallel Virtual Machine) y MPI (Messa-
ge Passing Interface). No´tese que varios estudios
han mostrado que algoritmos BSP presentan un
desempen˜o ma´s eficiente que sus respectivas con-
trapartes en los enfoques de paso de mensaje y
memoria compartida en varias aplicaciones.
La estructura del modelo BSP facilita la predic-
cio´n del desempen˜o de programas y algoritmos. El
costo de un programa esta´ dado por la suma del
costo de todos sus supersteps, donde el costo tem-
poral de cada uno de ellos esta´ dado por la suma
del tiempo de computacio´n sobre datos locales, el
tiempo de comunicacio´n entre procesadores y el
tiempo de sincronizacio´n.
Figura 1: Modelo BSP y supersteps.
3. Configuracio´n del Motor de
Bu´squedas Paralelo
Esta herramienta de software se compone de
los siguientes elementos: una aplicacio´n web de-
sarrollada fundamentalmente con PHP, insta-
lada en un servidor Web con infraestructura
LAMP (Linux, Apache, MySQL, PHP), un servi-
dor de base de datos distribuida implementado
con MySQL, un programa ejecutable desarrolla-
do bajo el modelo de computacio´n paralela BSP
y un broker realizado en base a la modificacio´n
del daemon del BSP-PUB, pubd.
Estos componentes se interrelacionan como
se explica a continuacio´n: en primer lugar los
clientes acceden a la aplicacio´n a trave´s del servi-
dor web, donde elaboran la consulta a realizar. El
servidor web env´ıa la consulta al broker a trave´s
de sockets, ejecutando el programa BSP en cada
procesador que forma parte del cluster. En cada
procesador se ejecuta la consulta en el servidor
local de base de datos MySQL y, cuando se pro-
duce la etapa de sincronizacio´n del superstep BSP,
los resultados son enviados a la ma´quina broker,
quien los agrupa y env´ıa al servidor Web a trave´s
de los sockets definidos para que de esta manera
el cliente pueda obtener los resultados requeridos.
A continuacio´n se describen los componentes
mencionados:
3.1. Configuracio´n del Servidor Web
Para este trabajo se ha desarrollado una apli-
cacio´n Web donde los clientes pueden realizar
consultas relativas a los documentos emanados
por las autoridades de Gobierno de la Univer-
sidad. Adicionalmente, el servidor Web almace-
na un archivo en formato PDF por cada uno de
los documentos almacenados en la Base de Datos.
Es este archivo PDF el que sera´ accedido por los
clientes una vez que reciban las tuplas que coinci-
dan con el criterio de bu´squeda ingresado. Cada
tupla cuenta con un link al archivo PDF corres-
pondiente. Se ha tomado esta decisio´n para mini-
mizar el tra´fico interno dentro del cluster, ya que
cada cliente accedera´ a un archivo PDF por vez,
por lo que el procesamiento paralelo para esta
etapa no aportar´ıa beneficios adicionales.
3.2. Configuracio´n del Servidor de Base
de Datos Distribuida
La implementacio´n del servidor es como sigue.
Existe un conjunto P de procesadores ejecutan-
do los superstep de BSP. En cada ma´quina existe
un administrador de bases de datos relacionales
(MySQL en nuestro caso). Este administrador es
operado mediante instrucciones en lenguaje SQL
enviadas a trave´s de una conexio´n socket imple-
mentada por una API para C++. De esta mane-
ra, cada ma´quina del cluster puede ejecutar co-
mandos SQL sobre su base de datos local.
Cada una de las P ma´quinas mantiene el mismo
esquema de la base de datos, es decir, las mismas
tablas pero con distintas tuplas. Las tuplas esta´n
distribuidas uniformemente en la base de datos y
almacenan la informacio´n como texto plano para
la realizacio´n de las consultas.
Si bien se consideraron varias alternativas para
realizar esta distribucio´n, la solucio´n adoptada
consiste en realizar una consulta a todos los
procesadores del cluster sobre la cantidad de re-
gistros existentes en cada uno de ellos antes de
realizar una insercio´n. Para realizar esta opera-
cio´n se seleccionara´ siempre el procesador con el
nu´mero mı´nimo de registros existentes. De esta
manera es posible administrar en forma automa´-
tica la distribucio´n uniforme de la base de datos
ante eliminacio´n o insercio´n de registros e incluso
ante cambios en la cantidad de procesadores que
componen el cluster.
3.3. Broker o Agente de Gestio´n
La gestio´n de las consultas es cr´ıtica para un
aprovechamiento global de los recursos, y tambie´n
para garantizar que la arquitectura es adecuada-
mente modular y escalable. En el modelo BSP,
esta optimizacio´n depende del tipo de consultas,
generalmente determinada por la programacio´n
de un broker o agente de gestio´n.
Este broker tiene por responsabilidad admi-
nistrar una cola de consultas recibidas desde la
ma´quina front-end, ya que cada consulta se rea-
liza en forma secuencial con respecto a las otras
consultas. Adicionalmente realiza la tarea de in-
termediacio´n entre la ma´quina front-end y el clus-
ter.
Al investigar la posibilidad de implementar un
sistema operacional que recibiera consultas de los
clientes a trave´s del servidor Web, nos encon-
tramos con la imposibilidad de utilizar la libre-
r´ıa BSP-PUB tal como fue desarrollada, ya que
la misma prevee la ejecucio´n de los programas a
trave´s de una ventana de comandos que se carga
al ejecutar el daemon que genera la intercomuni-
cacio´n de los procesadores participantes y genera
los buffers que se utilizara´n en esa comunicacio´n.
Este daemon esta´ definido como pubd. Por esta
razo´n fue necesario modificar el daemon pubd
para que permitiera la ejecucio´n de programas
BSP a trave´s de sockets, permitiendo el acceso
al mismo directamente desde la aplicacio´n Web
desarrollada.
Es importante destacar que si bien el broker
participa del cluster BSP, este tiene un tratamien-
to especial, no contando con base de datos, y por
lo tanto no se realizan bu´squedas en ese proce-
sador. Esto se ha definido as´ı ya que en la misma
ma´quina del broker se encuentra el servidor Web
y, en cualquier caso, la existencia dentro del clus-
ter de un broker participando adema´s como servi-
dor de base de datos generar´ıa una carga adicional
que har´ıa perder el balance del sistema, afectan-
do la performance global y convirtie´ndose en un
posible cuello de botella. Alternativamente el bro-
ker podr´ıa ubicarse en una ma´quina distinta al
servidor web.
Al culminar el procesamiento de las consultas,
los procesadores involucrados devuelven a P0 (el
procesador que llamo´ a la ejecucio´n del programa
BSP, en este caso el que contiene pubd en ejecu-
cio´n, es decir el broker) los resultados obtenidos,
y e´ste los almacena en un archivo que sera´ con-
sultado por el servidor web, de manera de poder
entregar al cliente que realizo´ la solicitud los resul-
tados en forma parcial, de acuerdo a la demanda
del usuario.
Para evitar que el broker se transforme en un
cuello de botella del sistema se ha optado por
realizar el almacenamiento de las consultas en un
archivo temporal en el broker, el cual podra´ ser
consultado por la sesio´n iniciada por el cliente, y
que se eliminara´ cuando se cierre dicha sesio´n.
4. Digesto Digital Institucional
La configuracio´n del motor de bu´squeda ex-
puesta precedentemente se ha implementado exi-
tosamente en una aplicacio´n en etapa de prue-
ba que hemos denominado Digesto Digital Ins-
titucional. Originalmente el te´rmino Digesto se
aplico´ a la codificacio´n del Derecho Romano, pero
actualmente y por extensio´n se conoce como di-
gesto a la compilacio´n ordenada de toda norma
jur´ıdica. El Digesto Institucional permite acceder
a todo lo actuado, sancionado y legislado en el
tiempo, por una Institucio´n dada. Constituye el
cuerpo de leyes o reglamentaciones por el cual se
rige la actuacio´n y las decisiones de una adminis-
tracio´n, compendiando adema´s, todo lo resuelto o
actuado en funcio´n y con atencio´n a ese conjunto
de reglamentaciones ba´sicas.
Hemos optado por implementar el Digesto Di-
gital de la Universidad Nacional de la Patagonia
Austral, ya que el volumen de datos involucrados
resulta atractivo para realizar las pruebas de
laboratorio de esta investigacio´n. En principio
hemos estimado un volumen de datos de al menos
500.000 pa´ginas de documentos correspondientes
a los o´rganos de gobierno de la Universidad de
los u´ltimos 10 an˜os, las que se almacenara´n en
formato texto en la base de datos distribuida
(lo que permitira´ realizar las bu´squedas) y en
formato de archivos PDF almacenados en el
servidor web (para poder obtener un copia con
autenticacio´n por parte de la Universidad).
4.1. Resultados Preliminares
Luego de realizar en investigaciones anterio-
res [8, 6, 7, 9, 10, 12, 11, 1] diversas considera-
ciones con respecto a servidores paralelos sobre
bases de datos distribuidas a trave´s del mode-
lo de computacio´n paralela BSP, hemos estimado
conveniente aplicar los resultados de laboratorio
obtenidos, fundamentalmente a trave´s de simula-
ciones, en una sistema real que nos permita por
una parte verificar los resultados obtenidos en
laboratorio y por otro permitir el desarrollo de
una aplicacio´n que pueda ser ampliada y mejora-
da a trave´s de los aportes de los usuarios e inves-
tigadores que accedan a la misma.
Resultados preliminares de las pruebas reali-
zadas con el compendio de normas almacenadas
hasta el momento demuestran valores similares
a los obtenidos en anteriores pruebas de labo-
ratorio. En este caso so´lo fue necesario realizar
la simulacio´n de las consultas generadas por los
clientes. El desempen˜o paralelo, en comparacio´n
al secuencial, obtiene mejor rendimiento cuan-
to ma´s tuplas existen en las tablas, ya que
se realiza un procesamiento local ma´s intensi-
vo. En la figura 2 se muestra la relacio´n tiem-
po secuencial/tiempo paralelo para el caso de un
cluster compuesto por 4 procesadores y un prome-
dio de resultados de 1000 tuplas para cada con-
sulta. Como puede observarse, a medida que au-
menta la cantidad de tuplas en la base de datos
la relacio´n indicada se acerca al o´ptimo, que para
este caso es 4. Debe considerarse que para el ca-
so de pocos documentos almacenados, la mejora
en el procesamiento local no es suficiente para
contrarrestar los costos de comunicacio´n para la
transmisio´n de las 1000 tuplas resultantes.
Figura 2: Relacio´n entre el tiempo secuen-
cial/paralelo de acuerdo al nu´mero de documentos
almacenados en la base de datos para un promedio
de 1000 tuplas de resultados para una consulta.
Un aspecto interesante es que el efecto del au-
mento en comunicacio´n en el caso paralelo no
es muy significativo frente a la mayor actividad
de disco generada producto de tablas de mayor
taman˜o en el caso secuencial.
4.2. Trabajos Futuros
Trabajos futuros permitira´n mejorar la admi-
nistracio´n de la cola de consultas manejada por
la ma´quina broker, por ejemplo a trave´s de la eva-
luacio´n de prioridades. Otro tema de estudio es la
recuperacio´n de la base de datos distribuida a ra´ız
de la ca´ıda de una ma´quina del cluster, mediante
la replicacio´n de registros u otra estrategia. Tam-
bie´n es posible su aplicacio´n a redes de Datos del
tipo Grid, si se piensa que en una aplicacio´n como
elDigesto pueda plantearse la necesidad de contar
con una base de datos ditribuida geogra´ficamente
para respetar la autonomı´a de las organismos in-
tervinientes. Por u´ltimo es posible investigar la
aplicacio´n de este modelo en la conexio´n de las
Bases de Datos relacionales con una ontolog´ıa le-
gal y el acceso a la misma a trave´s del desarrollo
de una web sema´ntica.
5. Conclusiones
En este trabajo hemos presentado una solu-
cio´n concreta al problema de acceso a grandes
volu´menes de datos a trave´s de la Web, mediante
el desarrollo de varios componentes que confor-
man un motor de bu´squedas paralelo, con acceso
a una base de datos distribuida, implementando el
modelo de computacio´n paralela BSP, en particu-
lar a trave´s de la librer´ıa BSP-PUB. Este modelo
soporta una metodolog´ıa estructurada de disen˜o
de software que es simple de utilizar y permite el
uso de tecnolog´ıa existente y gratuita para obte-
ner sistemas de bajo costo y alta eficiencia.
En particular, en este trabajo nos hemos cen-
trado en el desarrollo del servidor de consultas y
el broker asociado, que permite distribuir las con-
sultas y enviar los resultados a los clientes que las
han generado. Con las modificaciones realizadas
a la librer´ıa BSP-PUB ahora es posible su uti-
lizacio´n en sistemas de bu´squeda y recuperacio´n
de informacio´n en un entorno paralelo con bases
de datos relacionales, permitiendo lograr eficien-
cia a un bajo costo, con tiempos de respuesta su-
periores a los sistemas secuenciales.
En los resultados preliminares de laboratorio
obtenidos a trave´s de un sistema denominado
Digesto Digital Institucional, se han obtenido
valores cercanos al o´ptimo en cuanto a eficiencia
en relacio´n con el caso secuencial, para el caso de
grandes cantidad de registros, donde se justifica
la utilizacio´n de modelos paralelos.
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