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Abst rac t - - In  this paper, we derive anecessary condition for local asymptotic stability of equilibria 
of discrete-time nonlinear systems with parameters. Our necessary condition is analogous to the 
necessary condition obtained by Byrnes and Sundarapandian [1]for local asymptotic stability of 
equilibria of continuous-time nonlinear systems with parameters. As a corollary of our general result, 
we deduce the necessary condition obtained by Lin and Byrnes [2] for local asymptotic stability 
of equilibria of discrete-time nonlinear systems. We also illustrate our result with some examples. 
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1. INTRODUCTION 
In [1], Byrnes and Sundarapandian obtained a necessary condition for local asymptotic stability 
of equilibria of continuous-time nonlinear systems with parameters. Their necessary condition 
generalizes the famous and useful result of Brockett [3] giving a necessary condition for local 
asymptotic stability for continuous-time nonlinear autonomous systems. 
In this paper, we derive a necessary condition for local asymptotic stability of equilibria of 
discrete-time nonlinear systems with parameters. Our necessary condition is analogous to the 
necessary condition obtained in [1]. 
We consider a nonlinear system described by 
Xk-}-I = f(xk, ~) ~---- f.(Xk), (1) 
where x E N n is the state vector, and # E R k is the parameter vector, for the nonlinear system (1). 
We assume that x E X, where X is an open neighborhood of the origin in R n, # E ~, where 
is a path-connected subset in R a, f is C 1 in x, and jointly continuous in x and #, and also that 
f(O, #*) = O. 
In this paper, we will show that the local solvability of the equation 
x - fax )  = v,  (2) 
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for all # near #* is a necessary condition for local asymptotic stability of the equilibrium x = 0 
of the nonlinear system 
xk+l  = f (xk ,  = 
If x = 0 is a locally exponentially stable equilibrium of system (1), then it follows immediately 
from Lyapunov stability theory that 
A =~ ~(0 ,#*)  
is a convergent matrix, i.e., A has all eigenvalues in the open unit disc U of the complex plane, 
where 
< 1}.  
Therefore, the matrix I - A has full rank n. In particular, from the inverse function theorem, 
it follows that for all # near #*, equation (2) is locally solvable. We contend that this is the 
case for critically asymptotically stable equilibria as well. The following examples illustrate our 
contention. 
EXAMPLE 1. Consider the scalar difference quation described by 
xk+l  = f (xk) =  k(1 + - (3) 
where # is a real parameter. Equilibria of the difference quation (3) are the solutions of the 
equation x(# - x 2) = 0 and so x = 0 is always an equilibrium. 
For # > 0, system (3) has three equilibria and stable orbit structure. At # = 0, the equilibria 
come together at the origin and the system is at a bifurcation point. For all # < 0, the system 
again has stable orbit structure, with one asymptotically stable equilibrium. This bifurcation is 
known as supercritical pitchfork bifurcation [4]. 
Note that x -- 0 is a critically asymptotically stable equilibrium of the zero-parameter system 
Xk.b l  -~- X k - -  X3k" 
Note especially that for all values of # near the origin, the equation 
X - -  f~(x)  -~- - - fAX  -~ X 3 : y 
is locally solvable. | 
EXAMPLE 2. Consider the scalar difference quation described by 
xk+l ---- f~(x&) -: Xk q- # q- X 2, (4) 
where # is a real parameter. This difference quation exhibits saddle-node bifurcation [4]. 
Clearly, x -- 0 is an unstable quilibrium of the zero-parameter system 
Xk+ 1 ~ X k -[- X2k . 
Note that the equation 
x- f~(x)=-#-x  2=y 
is not locally solvable for any/z > 0. | 
2. PERS ISTENCE OF  EQUIL IBR IA  FOR 
LOCALLY  ASYMPTOTICALLY  STABLE 
D ISCRETE-T IME NONLINEAR SYSTEMS 
In this section, using degree theory, we derive a necessary condition for x = 0 to be a locally 
asymptotically stable equilibrium of the system 
Xkq-  1 : f~* (X). 
Our main result asserts, in particular, that any asymptotically stable equilibrium of a 
C 1 discrete-time system persists as an equilibrium system in a robust way. 
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THEOREM 1. Consider the nonlinear system described by 
xk+i = f(xk,~) =~ f.(~k), (~ • Rn,~ • R~), (5) 
where f is C 1 in x, jointly continuous in x and lz, and f(O,#*) = O. A necessary condition for 
x = 0 to be a locally asymptotical ly stable equilibrium of the system 
Xk+l =/n" (xk) (0) 
is that for o21 I~ near #*, the map I - fn is locally onto, i.e., the equation 
x -- In(x) = y (7) 
is locally solvable. 
PROOF. Our proof follows from Krasnoselskii's necessary condition [5] for locally asymptotically 
stable discrete-time systems. 
Consider a C 1 autonomous system 
Xk-kl  = F (Xk)  , F(O) = O, x • R n. (8) 
If  x = 0 is a locally asymptotically stable equilibrium of (8), then it is necessary [5, Theo- 
rem 39.1, p. 235] that 
ind ( I  - F, 0) = 1, 
where ind ( I  - A, 0) denotes the index of the map I - F at the critical point x = 0. 
Now, suppose that x -- 0 is a locally asymptotically stable equilibrium of the system 
zk+~ = In" ( z ) ,  x • R ~. 
By Krasnoselskii's necessary condition, it follows that 
ind ( I  - :n ' ,  0) = 1. 
Since the index operator is robust with respect o small variations in the parameter, it follows 
that for all values of # near #*, we have 
ind ( I  - fn, 0) ~ 0. 
Now, we can apply the degree theory [6] to conclude that for all values of # near #*, the map 
I - f~, is locally onto, i.e., the equation 
x - :n(z) = y 
is locally solvable. This completes the proof. | 
COROLLARY 1. (See [2, Theorem 2.7].) A necessary condition for x = 0 to be a locally asymp- 
totically stable equilibrium of  a C 1 autonomous system 
Xkq-I = F(xk)  (F(0) = 0, x • R n) (9) 
is that the map I - F is locally onto, i.e., the equation 
x - F (x )  = y (10)  
is locally solvable. 
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PROOF OF COROLLARY 1. Define the function 
f . (~)  = F(~)  - ~. 
If x = 0 is a locally asymptotically stable equilibrium of system (9), then x = 0 is a locally 
asymptotically stable equilibrium of the zero-parameter system 
xk+: = fo(X) = F(x) .  (II) 
By Theorem 1, the map I - fa is locally onto for all values of # near #* = 0. In particular, taking 
# = 0, we see that the map I - f0 = I - F is locally onto. | 
We now note that the necessary condition given in Theorem 1 is not sufficient. 
EXAMPLE 3. Consider the scalar difference quation described by 
xk+l = fax)  = ~k(1 + , )  + x~, (12) 
where # is a real parameter. This difference quation exhibits a subcritical pitchfork bifurca- 
tion [4]. 
Note that when # = 0, x = 0 is an unstable quilibrium of the zero-parameter system 
xk+: = xk + x 3. (13) 
However, the equation 
x - fax )  = - ,~  - ~ = y (14) 
is locally solvable for all values of # near #* = 0. 
Note that the local solvability of equation (14) for small values of # does not imply that 
system (12) has an asymptotically stable equilibrium at the origin for #* = 0. | 
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