Since the advent of the first Kinect as motion controller device for the Microsoft XBOX platform (November 2010), several similar active and low-cost range sensing devices have been introduced on the mass-market for several purposes, including gesture based interfaces, 3D multimedia interaction, robot navigation, finger tracking, 3D body scanning for garment design and proximity sensors for automotive. However, given their capability to generate a real time stream of range images, these has been used in some projects also as general purpose range devices, with performances that for some applications might be satisfying. This paper shows the working principle of the various devices, analyzing them in terms of systematic errors and random errors for exploring the applicability of them in standard 3D capturing problems. Five actual devices have been tested featuring three different technologies: i) Kinect V1 by Microsoft, Structure Sensor by Occipital, and Xtion PRO by ASUS, all based on different implementations of the Primesense sensor; ii) F200 by Intel/Creative, implementing the Realsense pattern projection technology; Kinect V2 by Microsoft, equipped with the Canesta TOF Camera. A critical analysis of the results tries first of all to compare them, and secondarily to focus the range of applications for which such devices could actually work as a viable solution.
INTRODUCTION

Gesture tracking
The low-cost 3D sensors mentioned in this paper are simple 3D devices for managing the so called "gesture based" interfaces. Although the study and implementation of such interfaces date back to 1980 when the "Put-That-There" system was developed (Bolt, 1980) , such topic has been more a research field rather than a real industrial interest for general purpose applications, mainly due to its relatively low social acceptance and to the high cost of the associated devices (Rico et al., 2011) . The real boost to this approach was represented by the need to manage 3D interactions in the video-gaming industry, that from the early 2000 started to develop human-machine interfaces alternative to keyboarddriven cursors. The earliest gesture gaming device to go mass-market was probably the Power Glove that Nintendo introduced in 1989 for their gaming controllers. It was a device based on ultrasoundbased position detection and derived by the NASA funded Dataglove project where the position was determined by magnetic tracking (Fisher, 1987) . Although fully 3D and well ahead of it's time, the device involved a physical contact with the user that needed to wear it. In 1999 Richard Marks conceived a dedicated webcam embedding some gesture recognition based on 2D images whose patent was sold to Sony and became later the Eyetoy device for the Playstation platform (Marks, 2011) . It was not yet a 3D device but it worked in complete absence of contact. In 2006 Nintendo added another 3D motion sensing controller to their gaming consoles, which they called the Wii. The camera embedded in the Wii controller features an integrated multiobject tracking (MOT) engine, which provides high-resolution, highspeed tracking of up to four simultaneous IR light sources. The camera provides location data with a resolution of 1,024 × 768 pixels, more than 4 bits of dot size or light intensity, 100 Hz refresh rate, and 45 degree horizontal field of view. The integrated hardware object tracking minimizes the data transmitted over the wireless connection and greatly simplifies the implementation of camera-based tracking applications. The sensor is completed by a 3-axis linear accelerometer that provides the Wii with remote's motion-sensing capability (Lee, 2008) . The philosophy here is to use two arrays of infrared LEDs, attached above and below the TV screen used as game monitor, as position references. The Wii device is handheld and its logic is to track in real time the fixed LEDs positions with the IR camera embedded in the device, estimating the 6DOF of the player's hand holding the device and the corresponding acceleration along x y and z. This approach, enriched with gyroscopes and magnetometers, led later to a variety of intelligent devices for sport simulation like golf clubs, tennis rackets, baseball bats etc., and to wearable technologies for delivering fitness related services (Lightman, 2016) . In addition this device represented a major step ahead in the 3D user-machine interaction, and its low cost (approx. 40$), determined a significant boom for the Manufacturer, with 20M$ revenues in the first year (Nintendo, 2008) . The extremely good results of Wii generated a worried reaction of the competitors that started to think to alternative ways for measuring position and orientation of the player harms, hands and legs, without any device hold by the end-user. This led Microsoft, at the time involved in the lunch of the XBOX360 platform, to start the Project Natal whose purpose was to develop a device looking to the user (like Sony's Eyetoy), but with a full 3D vision of the scene, on the basis of which generate gesturebased 3D input for a gaming console. This produced in 2010 the first device, named Kinect, whose 3D sensing technology was developed by Primesense, an Israeli company based in Tel Aviv. The 3D sensing, based on triangulation, was named "Light coding technology". This approach, in principle very similar to that employed by the white or blue light pattern projection devices, was implemented in efficient way, packed in a single chip, coupled with a standard color camera and a microphone, thus allowing the production of a small and inexpensive multimodal input unit (less than 200$). The key element of such device was to get a 3D input from the user's movements, being capable to extract from the body posture of the player a simplified skeleton whose nodes relative positions could trigger specific actions of a virtual environment like a 3D videogame.
Alternative uses of low-cost 3D devices
As a matter of facts such devices were conceived as steady units made for capturing the 6DOF of a moving object in front of them, like an arm or an entire human body, "distilling" from the thousands of 3D points contained in a real-time stream of 3D images, just position and orientation of a tracked object (6 parameters), or few sets of 6 parameters mutually constrained. The first Kinect was a device for a closed and proprietary environment such as the Microsoft XBOX360, whose data could not be used for general purpose issues. This is why after its launch in 2010 several hackers started to reverse engineer the system arriving to practical results only few days later. This allowed to develop a set of projects aiming at using the 3D data originated by such low-cost sensors in a way different from their original purpose. The possibility to access the raw 3D data opened the possibility to use the unit in a different fashion: not anymore a steady unit with a moving object in front of it, but a moving camera framing a steady scenario from different points of view, collecting al the geometric information needed for modeling it in 3D. So, something very similar to a high-cost handheld 3D scanner, at a fraction of its cost. The first project exploring this possibility was KinectFusion, whose purpose was investigating techniques to track the 6DOF position of handheld Kinect, as it is moved through space, aligning accordingly the corresponding 3D data for performing 3D surface reconstructions (Newcombe et al., 2011 ). This approach has been then implemented also in two different commercial packages: ReconstructMe (http://reconstructme.net) and Scenect by FARO (http://www.faro.com/scenect/scenect).
CURRENT LOW-COST 3D SENSORS
This latter type of applications has been favored also by the introduction of a variety of 3D sensor of the same category, exploiting two different working principles.
Triangulation based devices
The Primesense device, as anticipated in section 1.1, is based on triangulation. It involves the projection on the scene of a speckle pattern of near-IR laser light constantly projected on the scene. This pattern is captured by the infrared camera and correlated against a reference pattern obtained by capturing a plane at a known distance from the sensor. When the same pattern is projected on a surface whose distance to the sensor is smaller or larger than that of a reference plane, the position of each dot will be affected by a parallax shift in the direction of the baseline between the laser projector and the perspective center of the infrared camera. The measurement of such parallaxes allows then to estimate distances for each image pixel (Maizels et al., 2010) . For this reason, the system schematically shown in Figure 1a , is made by an IR projector, a 640x480 CMOS IR camera dedicated to range sensing, a second 640x480 CMOS color camera for capturing the color image associated to the depth map. All these are controlled by a System-on-a-Chip (SoC) that exist in two versions indicated as Carmine 1.08, for long range sensing (0.8m-3.5m), and Carmine 1.09, for short range sensing (0.35m-1.4m). In addition to the original Kinect version 1, a second similar device was produced by ASUS (Xtion Pro live) and, after the acquisition of Primesense by Apple in 2014, the Occipital Structure Sensor. This latter device has been specifically designed to be coupled to an IPad, for transforming it in a cheap and user-friendly handheld 3D digitizer. The same technology has been recently embedded in the Astra Pro 3D, a device produced by the Chinese company ORBBEC. Intel has instead developed his own triangulation-based range sensing technology called "Realsense", very similar to the Primesense. It has been implemented in stand alone units by Creative, and in some Lenovo laptops. Although Intel -similarly to Primesense -is developing different versions of the device for different ranges, the actual device tested in this paper was the SR300, equipped of a 640x480 depth camera, and a Full-HD color camera (1920x1080), with operating range 200-1500 mm.
TOF based devices
In addition to these triangulation-based device, a technology competing with Primesense have been introduced in the last few years. For the updated version of its Kinect device, Microsoft developed a novel 3D sensor based on a flash camera that determine the distance to objects by measuring the round trip travel time of an amplitude-modulated light from the source to the target and back to the camera at each pixel. The system, originally patented by Canesta (Payne et al., 2014) , involves the modulation of an IR light source with a square wave. The time taken from the light for reaching each pixel of the flash camera is evaluated indirectly by detecting the phase shift between the modulating square wave and the signal received by each pixel. The receiving unit is made by a 512 × 424 depth image sensor. Each 10 µm×10 µm pixel incorporates a TOF detector that operates using the Quantum Efficiency Modulation (QEM). This specific technique involves the use of two different modulating frequencies (80MHz and 100 MHz) for solving possible range ambiguities (Bamji et al., 2015; Sell and O'Connor, 2014) . The whole Kinect2 2D/3D imaging system is schematically represented in Figure 1b .
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BACKGROUND
A metrological characterization of this type of sensors have been proposed by different authors in the last few years, making evident the high variability of the 3D results, and sometimes also of the excessive variability of the related characterization. Some researcher attempted for example to define the optimal operating distance for Primesense-based Kinect obtaining 1000-3000 mm as the range when with best overall performances operating with the OpenKinect framework (Khoshelham and Elberink, 2012) , 800-1500 mm operating with the SDK (Alnowami et al., 2012) and 700-2000 mm operating with the OpenNI framework (Molnár et al., 2012) . A comparison between two Primesense-based devices as the first Kinect and the Asus Xtion presented similar result (GonzalezJorge et al., 2013) . According to this paper both exhibited negligible variations acquiring the same test object from different angles, showing instead very large accuracy changes from 5mm to 15mm, and from 5mm to 25mm at a sensor-to-target distance of 1m and 2m respectively. In addition, this analysis gave a precision data ranging from 1mm to 6mm for 1m range and from 4mm to 14mm for 2m range. Probably the high variability in the latter results is also due to the small size of the calibrated object with the respect of the limited spatial resolution of the analyzed devices, and in general to the relatively limited number of samples involved in this type of analysis, that make them more prone to high variability of the related characterization results.
Spatial and temporal error
In general noise in a depth image is either Spatial -i.e. observable within a single frame -or Temporal -i.e. observable across multiple consecutive frames - (Mallick et al., 2014) . Even if both make sense when characterizing a 3D device, in the practical application a spatial characterization allows to obtain more statistically significant results even with just one isolated 3D image. This is the approach we have followed for obtaining some metrological parameters in function of the operating range, that could be practically usable for estimating accuracy and precision of each analysed device. Provided that one 3D frame is acquired in a fraction of a second, focusing our attention on the spatial error allowed also to neglect the effects of temperature in time, that have been proved to influence the performances of this range of devices over a timespan of several tens of minutes (DiFilippo and Jouaneh, 2015) . The aim of the performed tests is therefore more on the relative differences between the various points belonging to the same range image rather then the absolute deviation between such coordinates and their true values.
Systematic and random error
According to the International Vocabulary of Metrology (Joint Committee For Guides In Metrology (JCGM), 2008), the measurement uncertainty of each measurement equipment or device represents the cumulative effect of the systematic errorsassociated to the concept of accuracy -, that once modelled can be eliminated through a proper calibration, and unavoidable random errors -associated with the concept of precision -, dependant by unpredictable causes like the electronic noise, that can be only statistically characterized for making the end-user aware of the measurement system intrinsic limitations. Such quantity can be evaluated by 3D digitizing a certified object, estimating the deviation of each measured value from the theoretical one and calculating the standard deviation of. Such value represents an estimation of the global measurement uncertainty in that operating conditions.
MATERIAL AND METHODS
Devices
Five 
Control software
The software used for controlling the devices has been the following: i) Skanect (http://skanect.occipital.com/) for all Primesense-based devices (i.e. Kinect1, ASUS Xtion and Structure Sensor); ii) KScan3D (http://www.kscan3d.com/) for the Kinect2; iii) Camera Explorer (https://software.intel.com/enus/blogs/2015/03/19/realsense-sdk-and-camera-setup-onwindows-10) for the Realsense F200. While Skanect has been used on both Windows and Mac platforms using indifferently USB 2 or 3, the other two packages were just for use on a Windows 8 (or higher) systems, connected to the sensor through a USB3. Figure 2 . Devices characterized during the tests described in this paper.
3D processing software
All the raw 3D data has been exported as mesh generated on the acquired points and saved in Wavefront .obj format. When not possible (i.e. for the Kinect2 system), the data have been exported as ASCII file of 3D coordinates. When the mesh was not natively available from the sensor, the unstructured cloud has been triangulated with the "IMAlign" module of Innovmetric Polyworks, avoiding any smoothing during the mesh generation. All the other 3D processing actions have been conducted with the open-surce packages Meshlab and Cloud Compare, and with the commercial package Innovmetric IMInspect. Finally, additional statistical analysis has been made on MATLAB with custom scripts developed within this project.
Test object
The main test object is the reference plane, that was made with a rectangular piece of float glass with a thickness of 11mm. The dimensions of the rectangle are 700 mm × 528 mm, appropriate for covering a significant part of the framed area by each of the sensors under test in the different working conditions. The reason behind using the glass is because it is very low cost and the surface is very smooth with small deviations from the theoretical plane. The float glass manufacturing process allows to obtain a planar target with a peak deviation from the theoretical plane in the order of few micrometers. Geometrically, this is suitable for testing the devices under observation, characterized by
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B5, 2016 XXIII ISPRS Congress, 12-19 July 2016, Prague, Czech Republic measurement uncertainties in the range of millimeters. This material is obviously not usable "as is" due to its transparency, not compliant with an active range sensing device made for working with a diffusive reflecting surface. This problem was resolved by painting the surface matt white, using the painting process employed in the car industry, that ensure a uniform distribution of paint not distorting the geometry of the plane. With this solution the final surface of the painted side has almost the same surface qualities that of the glass with nicely diffusive reflecting surface (Guidi et al., 2010) . Tests with reference planes at different operating distances have been made for extracting two crucial parameters: the systematic error and the random error (Guidi, 2013) .
Systematic and random error estimation method
The method here employed is based on simple considerations considering the 3D digitizer as a "black box" system whose behavior influence the 3D cloud differently at different spatial frequencies. In particular, we know that the random error is largely due to the thermal noise of the electronic stage capturing the IR images, and by the laser speckle originated by the material response to coherent light. All these effects are superimposed on the deterministic content of the probing pattern, whose image is used for estimating the parallaxes in the different points of the frame. In this paper we assume to model the global random contribution of each range image as Additive White Gaussian Noise (AWGN), similarly to the thermal noise affecting CCD and CMOS sensors. The fact that this contribution can be considered additive with good approximation is confirmed by the literature (Hirakawa and Parks, 2006) . This means assuming to consider three separate contributions for each depth sample collected by the sensor: i) the actual measured value; ii) the random error; iii) the systematic error. The sum of the latter two define the spatial measurement uncertainty. Actually all these contributions are delivered simultaneously by the sensor, and the purpose of the technique here proposed is to discriminate them with low-cost equipment easily replicable in any small laboratory. In Figure 3 , representing the color-coded deviation of each z value from the fitting plane associated with a set of points all nominally belonging to the same plane, this superposition is made evident. Figure 3 . Color-coded deviation from the best-fitting plane originated by a range map acquired with the ASUS Xtion device while capturing the reference plane located at 650mm by the sensor. The color scale ranges from -12mm (pink) to +12mm (yellow).
The "grainy" appearance of the mesh represented in Figure 3 indicates the presence of a random error component, that typically is associated to high spatial frequencies, while the evident green spot in the center (positive errors), with the bluish area in the peripheral area of the image (negative errors), show a systematic distortion of the measured values. Thanks to the strong difference between the two components in terms of spatial frequency, we applied a low-pass filtering to the cloud, with a set of parameters such to leave only the lowfrequencies associated to the systematic errors. The spatial filtering was achieved with the λ-µ smoothing algorithm (Taubin, 1995) , implemented in Meshlab, using λ=1, µ=-0.53 and 50 iterations. This parametrization allowed to filter out all the high frequency components that we associate to the random errors. The output of this step, shown in figure 4 , represents a good approximation of the systematic error affecting the range map shown in Figure 3 . Figure 4 . Color-coded deviation from the best-fitting plane of the same same map shown in Fig. 3 , after the application of a low-pass filter leaving the systematic 3D distortion only. The color map is the same of Fig. 3 .
The last step for estimating the random component of the range measurement error is to compare the raw 3D point cloud shown in Figure 3 , with its smoothed version shown in Figure 4 . Such deviation, as visually confirmed by its color coded representation in Figure 5 , is far more uniformly distributed along the whole image area. Figure 5 . Color-coded deviation of the raw range map from the filtered one. The color map is the same of Fig. 3 . The error span is clearly reduced and the error appears more randomly distributed over the plane.
In conclusion, for each 3D acquisition of the reference plane, we can estimate the standard deviation of each acquired point from the best-fitting plane. This represents an estimation of the global spatial uncertainty (σ u ). The 3D same cloud is then low-pass filtered and meshed. The standard deviation between the raw 3D data and the filtered mesh represents an estimation of the spatial random error (σ r ). Since the uncertainty is the global parameter,
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EXPERIMENTAL RESULTS
The 5 sensors have been fixed on a tripod, used for digitizing the test object with the optical axis approximately orthogonal to the reference plane and moved from 550 mm to 1450 mm at steps of 100 mm, thanks to references drawn on the floor. The actual orientation was then slightly tilted from exactly 90° for minimizing the reflection that typically appears in the central part of the scanned surface, as for example the round area with no data in the lower central side of figures 3, 4 and 5. All the software packages used for controlling the different sensors gave the opportunity to select various nominal operating volumes, ranging from small (600mm x 600mm x 600mm), to room size (5m x 5m x 5m). In our case the intermediate step was used (1m x 1m x 1m), but it was not clear how this setting influenced the sensor given that some 3D information was collected also for distances far larger than 1m. The specific minimal distance (550 mm) was chosen just testing on-the-fly during the experiment what was the real minimal distance giving some response. The maximum distance was defined similarly, by the sensor giving the better results also from a long range (Kinect2), that in this conditions allowed to work easily up to 1450 mm. All sensors were used for acquiring a single frame of the realtime 3D stream provided by the range device in steady condition. No time averaging was made. Given that the framed area might contain several elements of the room in addition to the reference plane, a manual selection of the points belonging to the same plane was needed before starting all the following processing.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B5, 2016 XXIII ISPRS Congress, 12-19 July 2016 In Figure 6 to 10 the results related do the global uncertainty and the random error have been represented graphically, respectively for Asus Xion (6), Microsoft Kinect1 (7), Occipital Structure Sensor (8), Microsoft Kinect2 (9), and Creative Realsense F200 (10).
As expected the trend of the global uncertainty σ u follows generally a growing trend with distance for each triangulation based device, as shown by figures 6, 7, 8, and 10. However this growth does not seem to be following a predictable behavior, probably due to the poor (or absent) calibration of the camera in charge of collecting the IR image from which the distances are calculated. All the depth images analyzed in this study exhibit a clear radial distortion varying with the different depths, that could be probably eliminated with a proper calibration and postprocessing of the raw 3D data collected by the sensor. Differently from σ u , the random error σ r extracted by such data follows coherently the quadratic behavior expected for any triangulation based device (Blais et al., 1988) :
where z is the probing range, f is the camera focal length, b is the camera-projector distance, or baseline, and Δp is the error on the measurement of the position of each dot in the projected pattern, intrinsically affected by the noise of the IR camera. The efficiency of this approach seems to be confirmed by the high correlation between the various quadratic functions obtained by fitting a parabolic function on the measured σ r at different working distances, reported in Table 3 . Table 3 . Correlation factor between the values of random error σ r at the different distances and the related quadratic error model, for all the triangulation-based devices.
Differently from the triangulation-based devices, the Kinect2 (i.e. the only TOF-based device analyzed in this test) exhibits a nearly constant value of the random error at the different distances, following a slow growth roughly linear (ρ=0.8127), but maintaining values always lower than 1mm even at the maximum operating range (see Table 2 ). However, also for this device, the apparently poor calibration of the optoelectronic device in charge of collecting the IR echoes from the scene, tend to produce a global uncertainty much more erratic than the pure random error. This is in agreement with the trend found by other researchers focused on the same characterization on a larger range (Gonzalez-Jorge et al., 2015) , except for the modeling of the random error, that does not seem following a quadratic growth.
CONCLUSIONS
The performances of five low-cost 3D sensors conceived for gesture tracking have been analyzed in terms of systematic errors and random errors for exploring the applicability of them in standard 3D capturing projects. The tests have analyzed the range from 550mm to 1450mm that seems the more suitable for possible low-cost 3D acquisition with handheld devices, giving acceptable results with all the devices only between 550mm and 1150mm. In this range the results exhibit a global uncertainty similar for all the Primesense-based devices, ranging from 2 to 3.9 mm for the Kinect1, from 1.9 to 2.9 mm for the Xion, from 1.3 to 2.8 mm for the structure sensor. Much worst results are produced by the Realsense-based unit, whose global uncertainty ranges from 3 to 6.9 mm at the same operating ranges. Finally the Kinect2 unit, if excluded the closest range, exhibit a measurement uncertainty ranging from 1.4 and 2.7 mm even extending the analysis to the full operating range (up to 1450 mm), and seems therefore unbeatable above 1m if compared with any of the triangulation-based devices.
The experimental results obtained in our tests indicate that these five low-cost 3D sensors can certainly cater to gesture tracking and understanding. When it comes to precision manufacturing, their use is somewhat hindered by their intrinsic characteristics, i.e. low thermal stability, absence of trusted data on measurement uncertainty in repeatability and reproducibility conditions and lack of vertical integration into current inspection software pipeline. This is not to say that there are no 3D inspection and modeling problems they can tackle. If those intrinsic characteristics are not that important then such examples as digitization of rough handmade mockups for design purposes, the acquisition of shapes for determining volumes (parcel shipping) independently of the fine details, or the rough digitization of human bodies for the estimation of garment sizes. In these cases, low-cost devices can be effectively used. Like with any use of a 
