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2In the present notes we show that the quadratic phase factors inherent in the time evolution of many quantum
systems provide a tool to nd the prime factors of a large number. Our article is organized as follows: In
section II we briey summarize the essential ingredients of the Talbot eect in the language of atom optics. We
devote section III to the calculation of the free propagator of an array of wave packets. In section IV we connect
this Green's function with the one of the particle in a box. In both cases we arrive at quadratic phase factors. We
then show in section V that similar phases appear in many discrete quantum systems. They manifest themselves
in the autocorrelation function. We dedicate section VI to cast the relevant sum into a form which brings out
most clearly the phenomenon of fractional revivals. This form allows us in section VII to test our factorization
scheme. We suggest a dierent approach towards factoring in section VIII based on properties of Gauss sums.
We conclude in section IX by presenting a brief outlook.
II. MODEL OF TALBOT EFFECT
In order to set the stage for the mathematical treatment of the Talbot eect presented in the next section,
we now dene the principle setup. We consider the diraction of an atomic wave from a grating. In principle
our treatment is also correct for electromagnetic waves in paraxial approximation. Indeed, in this limit the
d'Alembert wave equation reduces to the Schrodinger equation. For the inuence of the higher order corrections
we refer to ref. [16].
The grating, aligned along the x-axis, could be a mechanical or an optical one. Since we are interested in the
subsequent propagation, it suÆces to assume that the grating creates a wave function (x) with the period d of







consists of an innite number of independent initial wave packets '(x) separated by d.
We assume that initially the atomic wave is under normal incidence, that is the wave vector
~
k, aligned along
the z-azis, is orthogonal to the grating. When we consider an atom with an energy much larger than the recoil
energy of the grating we can treat its motion along the z-axis classically. In this case time translates into the
z-coordinate of the atom [17], that is z = vt where v is its velocity along the z-direction.
We now consider the distribution of atoms along the x-axis for xed propagation time t. For a dened velocity
v of the incoming atoms this time corresponds to a xed position z behind the grating. At the Talbot time
T , that is at the distance z
T
 vT the initial wave function (x) repeats itself. At time T=2 the interference
pattern is identical to the initial one but shifted by half a period. At fractions of the Talbot time the period
of the initial wave packet is a fraction of the original one. In the following sections we derive these results and
show that they are a consequence of an intricate interference of phases.
III. MATHEMATICS OF THE TALBOT EFFECT
In the present section we briey review the mathematical treatment of the Talbot eect. Our key tool is the
Poisson summation formula. This analysis provides the foundation for the next section, where we emphasize the
close connection between the Talbot eect and the particle in a box.
A. Free time evolution of a periodic structure





























allows us to nd the wave function






(x; tjy; t = 0)(y) (6)
at a later time t.
Indeed, when we substitute the initial wave function, eq. (2), and the Green's function, eq. (3), into the
propagation equation, eq. (6), we arrive at






















where in the last step we have introduced the integration variable y  y   nd.
Therefore, eq. (7) takes the form


















denotes the Talbot propagator.
B. Quadratic phase factors
In order to bring out the relation of G
Talbot
to the propagator G
box
of the particle in a box, discussed in the
















where f(n) is a continuous extension of f
n
such that f(n) = f
n
at integer values n.
This relation allows us to replace the summation by a sum of Fourier integrals. Hence, the Green's function
G
Talbot
, eq. (9), takes the form
G
Talbot












































4Moreover, we have recalled the denition, eq. (5), of the normalization N (t).























































































In the time dependent phase factor we recognize the quadratic dependence on the summation index m.
C. Integers and half integers of Talbot time
According to eq. (17) the propagator for t = s  T with an integer s is identical to the propagator at time
t = 0. Consequently, at integer multiples of the Talbot time the wave packet regains its initial shape.
Furthermore, at t = (s +
1
2

















= exp ( im) (18)
casts the propagator into the form
G
Talbot

















We can identify the right-hand side of this equation with the propagator at time t = 0 shifted by half the period
d. Hence, the initial wave packet repeats itself at half integer multiples of the Talbot time but is displaced by
d=2.
IV. PARTICLE IN A BOX
We now turn to the standard problem of a particle of mass M in a box of length L. We rst briey review
the essential equations and then derive the corresponding propagator. We conclude by comparing this result to
the Talbot propagator.
5A. Propagation
The time evolution of an initial wave packet  (x; t = 0)  '(x) in a box reads


















































When we substitute the expansion coeÆcients  
n
, eq. (21), into the expression, eq. (20), for the wave function,
we nd the propagation equation

























is the Green's function of the box.

















Hence, the Green's function of a particle in a box reads
G
box


















In complete analogy to the Talbot eect, we nd that for t = T the phases, eq. (27), are integer multiples of 2.
At this time the Green's function is identical to the one at time t = 0. Consequently, the initial wave function
revives, that is  (x; t = T ) =  (x; t = 0) = '(x). The similarity of the phases in the Talbot eect and the box
problem justies the use of the same symbol T for the Talbot time and the revival time.
We conclude this section by noting that the quadratic dispersion relation, eq. (24), is also the origin of quantum
carpets [8, 18] observed in a box [16, 19] and in many other quantum systems [20, 21].
6B. Relation to the Talbot propagator
It is instructive to cast the sum of products of sine functions in the propagator, eq. (29), into a slightly dierent



























The terms with negative phase can be combined with the ones having positive phase by extending the summation
in eq. (29) to negative values, that is
G
box
























The term n = 0 does not contribute since k
0
= 0.
When we introduce the Green's function
G
T





















eq. (31) takes on the form
G
box
(x; tjy; t = 0) = G
T
(x; tjy; t = 0) G
T
(x; tj   y; t = 0): (33)
Hence, the propagator of the box is the dierence of two Green's functions with starting points y and  y, both
leading to x at time t. This dierence ensures the boundary condition that the wave function vanishes at the
walls.
When we compare the Green's function G
T
, eq. (32), to the Talbot propagator G
Talbot
, eq. (17), we nd that
they are identical provided L = d=2.
V. TIME EVOLUTION AND AUTOCORRELATION FUNCTION
So far we have concentrated on the time evolution of two specic quantum systems: a wave periodic in space
and a particle conned to a box. Both systems have shown quadratic phase factors and complete revivals. In the
present section we generalize this treatment and show that quantum systems with a discrete energy spectrum
can display the same phenomena.
A. Denition
We consider a discrete superposition







of energy eigenstates jni with energy eigenvalues E
n
. Possible quantum systems are the inter-nuclear motion of
a diatomic molecule [22], a Rydberg electron [23], the center-of-mass motion of an atom in a standing light wave
[24] or a single mode of an electromagnetic eld in a cavity [25].
Due to the time evolution the energy eigenstates accumulate phases E
n






























is a measure for the overlap between the initial state j (t = 0)i and the state j (t)i at time t. This overlap is a









7B. Quadratic expansion of the energy spectrum
When the occupation probabilityW
n
has a dominant maximum around a quantum number n and the energy
spectrum is only slightly changing with n, we can expand E
n

















































































We substitute this expression into the denition, eq. (37), of S(t), introduce the new summation index m 





































. Here we have extended the lower bound  n of the summation to  1 since the dominant
contributions arise for m  0.
In complete analogy to the Green's functions, eqs. (17) and (31), of the Talbot eect or the particle in a box,
the autocorrelation function, eq. (36), is determined by a sum where the summation index enters the phase in
a quadratic way. However, in contrast to these two examples, we now also have a linear contribution providing




In ref. [26] we have devised a method to rewrite the sum S(t), eq. (43), in an exact way as to bring out the
features of S(t) typical for the dierent time domains. We now concentrate on times










that are close to a fraction q=r of T and are close to a large integer multiple ` of T
cl




































































































































































































































of the real and the imaginary Gaussians.







(t) of the Gauss sum W
(r)
m
and the shape function I
(r)
m
(t). The latter consists of the product
of a complex-valued square root, a real and an imaginary Gaussian. The Gaussians only take on non-vanishing
values in the neighborhood of t = mT
cl
=r. When the separation T
cl
=r between two neighboring Gaussians
is larger than their width 
r
they do not overlap. In this case the sum over m, that is, over the individual
Gaussians, separates into a sequence of Gaussians.








+t consists of a sequence of Gaussians separated by T
cl
=r provided r is odd or 2T
cl
=r for r even. This
dependence on the odd-even-property of r is a consequence [6] of the Gauss sums W
(r)
m
, eq. (47). When the
Gaussians do not overlap the mth term in the summation, eq. (46), represents the mth fractional revival.







(t) overlap, interferences between these terms arise.
Then the phases of the complex Gaussian and the square root start to play an important role. Consequently,
the sum S(t) exhibits a more complicated pattern.
VII. FACTORIZATION USING WAVEPACKETS
In the preceding section we have cast the sum S(t) determining the autocorrelation function into a sequence
of complex-valued Gaussians. We now show, that this form suggests a scheme to factorize numbers.
9A. General principle
For this purpose we return to the non-overlap criterion and recall from eq. (52), that the width 
r
of each





















= 0 the time t
min
of minimal width vanishes. Since the Gaussian with index m = 0 also has its













on the width n of the Gaussian weight function
f
W , eq. (49).










corresponds to the condition
`  r = q N (58)
where N = T=T
cl
is the number to be factorized.




= 0 and thus provides the factor ` of N .
We conclude this section by briey discussing the case when ` is not a factor of N and therefore "
q=r
is
non-zero. In this case the structure at t = 0 is not a Gaussian of minimal width. Indeed, the widths of this
Gaussian and its neighbors are so large, that they overlap considerably and the phase factors in
e
N and in the
imaginary Gaussian, eq. (50), lead to complicated interference structures. No clear fractional revival occurs at
t = 0.
B. Simulation
In order to test our predictions, we encode the number N in the ratio T=T
cl
of the two time scales. We then
search the autocorrelation function for maxima at integer multiples of T
cl
.
































as a function of dimensionless time   t=T
cl
for the Gaussian weight function, eq. (49). Here we have chosen
the width n = 250. The number we want to factorize is N = 1309 = 7  11  17. Since the behavior of S
N
( )




around various integers. We recognize dominant
maxima at  = 7,  = 11 and  = 17, which are indeed the factors of N .
VIII. GAUSS SUMS AND FACTORIZATION
The success of our factorization scheme relies on the interference of quadratic phase factors. Why not concen-
trate on the bare essentials of the method and eliminate the weight factors and the linear phase term altogether?































, dened in eq. (59), as a function of dimensionless time  in the
vicinity of various integers ` = 2; 3; 5 : : :. The goal is to nd the factors of N = 1309 = 7  11  17. The autocorrelation
function has a maximum at an integer, that is at the origin of each horizontal axis, provided this integer is a factor of N .
In the present case we clearly recognize 7, 11 and 17 as factors.
for xed N as a function of n.
This sum was also investigated in ref. [27] and gives rise to the so-called curlicues. The emphasis of ref. [27] was
on the self-similarity of the emerging structures. However, in the present discussion we focus on the possibility
of nding factors by considering the real and imaginary parts of this sum.
In g. 2 we display real and imaginary parts of s
N=21
. We recognize that the factors 3 and 7 appear as the
periods in the imaginary part.
IX. CONCLUSIONS AND OUTLOOK
Interference of quadratic phase factors emerging in the Talbot eect, the particle in a box or in fractional
revivals of wave packets has the potential to factorize large numbers. So far our technique relies solely on


























FIG. 2: Absolute value of real part (left) and imaginary part (right) of the Gauss sum s
N
(n), eq. (60), for N = 21 = 3  7.
The factors and their integer multiples appear in the imaginary part of s
21
(n).
a next step we want to combine the eect of the quadratic phases with the advantages entanglement can
oer. We therefore have to consider composite quantum systems, such as highly dimensional spin systems, and
develop generalized measurements (POVMs). Besides establishing a novel link to the problem of factorizing
large numbers, this approach will povide new insight into the connections between quantum physics and number
theory.
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