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Abstract
We prove an infinite dimensional KAM theorem. As an application, we use the theorem to study the two
dimensional nonlinear Schrödinger equation
iut −u+ |u|2u= 0, t ∈ R, x ∈ T2
with periodic boundary conditions. We obtain for the equation a Whitney smooth family of small-amplitude
quasi-periodic solutions corresponding to finite dimensional invariant tori of an associated infinite dimen-
sional dynamical system.
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There have been many remarkable results in KAM (Kolmogorov–Arnold–Moser) theory of
Hamiltonian PDEs achieved either by methods from the finite dimensional KAM theory [1,8,
10,11,13–15,12,16–26,28], or by a Newtonian scheme developed by Craig, Wayne, Bourgain [4,
3,5,7,6,2,9]. The advantage of the method from the finite dimensional KAM theory is the con-
struction of a local normal form in a neighborhood of the obtained solutions in addition to the
existence of quasi-periodic solutions. The normal form is helpful to understand the dynamics.
For example, one sees the linear stability and zero Lyapunov exponents. The scheme of CWB
avoids the cumbersome second Melnikov conditions by solving angle dependent homological
equations. All those methods are well developed for one dimensional Hamiltonian PDEs. How-
ever, they meet difficulties in higher dimensional Hamiltonian PDEs. Bourgain [5] made the
first breakthrough by proving that the two dimensional nonlinear Schrödinger equations admit
small-amplitude quasi-periodic solutions. Later he improved in [7] his method and proved that
the higher dimensional nonlinear Schrödinger and wave equations admit small-amplitude quasi-
periodic solutions.
Constructing quasi-periodic solutions of higher dimensional Hamiltonian PDEs by method
from the finite dimensional KAM theory appeared later. Geng and You [14,15] proved that the
higher dimensional nonlinear beam equations and nonlocal Schrödinger equations admit small-
amplitude linearly-stable quasi-periodic solutions. The breakthrough of constructing quasi-
periodic solutions for more interesting higher dimensional Schrödinger equation by modified
KAM method was made recently by Eliasson–Kuksin. They proved in [11] that the higher di-
mensional nonlinear Schrödinger equations admit small-amplitude linearly-stable quasi-periodic
solutions.
However, all the above results on higher dimensional Schrödinger equation need artificial
parameters, and hence do not apply to classical equations such as the higher dimensional cubic
Schrödinger equation. To obtain quasi-periodic solutions of Hamiltonian PDEs with physical
background such as the cubic Schrödinger equation, it is necessary to use the Birkhoff normal
form techniques to get amplitude-frequency modulation. When the space dimension is greater
than one, due to complicated resonances between the corresponding eigenvalues, it is difficult
to get a nice integrable Birkhoff normal form. So far there are only two results available for
the physical backgrounded higher dimensional Hamiltonian PDEs. In [5,6], Bourgain proved
the existence of two-frequency quasi-periodic solutions for the two dimensional Schrödinger
equation with constant potential
iut −u+mu+ u|u|2 = 0. (1.1)
More concretely, for two fixed distinguished lattice points i1, i2 ∈ Z2 on a circle
|i1| = |i2| =R, i1 = −i2,
where | · | denotes Euclid-norm, Bourgain proved that (1.1) possesses quasi-periodic solutions of
the form
u(t, x)=
2∑
ξj e
i(ωj t+〈ij ,x〉) +O(|ξ |3)j=1
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ωj = |ij |2 +m+O
(|ξ |2), j = 1,2.
Here ξ = (ξ1, ξ2) are in a Cantor set O of positive measure. As observed by Bourgain [5], the
normal form analysis in the case of b sites with b > 2 involves additional difficulties, which leads
to the generalization of his result widely open. In [15], Geng–You considered d dimensional
nonlinear beam equations
utt +2u+ σu+ f (u)= 0, x ∈ Td , t ∈ R,
u(t, x1 + 2π, . . . , xd)= · · · = u(t, x1, . . . , xd + 2π)= u(t, x1, . . . , xd),
where σ ∈ I ≡ [σ1, σ2] are parameters, and f (u) is a real-analytic function near u = 0 with
f (0) = f ′(0) = 0. Then for carefully-chosen tangential sites {i1, . . . , ib} ∈ Zd , the above non-
linear beam equation admits a family of small-amplitude, linearly-stable quasi-periodic solution.
Unfortunately the KAM theorem in [15] cannot be applied to the cubic Schrödinger equations.
In this paper, we will consider the two dimensional nonlinear Schrödinger equation
iut −u+ |u|2u= 0, x ∈ T2, t ∈ R, (1.2)
with the periodic boundary conditions
u(t, x1, x2)= u(t, x1 + 2π,x2)= u(t, x1, x2 + 2π). (1.3)
Eq. (1.2) is equivalent to (1.1) by a simple change of variables. We shall prove that the above
equation admits a family of small-amplitude quasi-periodic solutions. Our results extend the
Bourgain’s existence result [5,6] to arbitrary finite dimensional invariant tori. We emphasize that,
besides the existence of quasi-periodic solutions, we also get a nice linear normal form, which
can be used to study the linear stability of the obtained solutions.
Now we state the main results of this paper. Let φn =
√
1
4π2 e
i〈n,x〉 be the orthonormal eigen-
functions of operator − with periodic boundary conditions (1.3), and λn = |n|2 = n21 +n22, n=
(n1, n2) ∈ Z2 the corresponding eigenvalues.
A finite set S = {i1 = (x1, y1), . . . , ib = (xb, yb)} ⊂ Z2 is called admissible if
1. Any three of them are not vertices of a rectangle.
2. For any n ∈ Z2\S, there exists at most one triplet {i, j,m} with i, j ∈ S,m ∈ Z2\S such that
n−m+ i − j = 0 and |i|2 − |j |2 + |n|2 − |m|2 = 0. If such triplet exists, we say that n,m
are resonant of the first type. By definition, n,m are mutually uniquely determined. We say
that (n,m) is a resonant pair of the first type. Geometrically, (m,n, i, j) forms a rectangle
with n,m being two adjacent vertices.
3. For any n ∈ Z2\S, there exists at most one triplet {i, j,m} with i, j ∈ S,m ∈ Z2\S such that
n+m− i − j = 0 and |n|2 + |m|2 − |i|2 − |j |2 = 0. If such triplet exists, we say that n,m
are resonant of the second type. By the definition n,m are mutually uniquely determined.
We say that (n,m) is a resonant pair of the second type. Geometrically, (m,n, i, j) forms a
rectangle with n,m being two diagonal vertices.
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i, j, f, g ∈ S and m,m′ ∈ Z2\S, such that
⎧⎪⎪⎨
⎪⎪⎩
n+m− i − j = 0,
|n|2 + |m|2 − |i|2 − |j |2 = 0,
n−m′ + f − g = 0,
|n|2 − |m′|2 + |f |2 − |g|2 = 0.
Geometrically, any two of the above defined rectangles cannot share vertex in Z2\S.
In Appendix A, a concrete way of constructing the admissible set will be given. It is plausible
that any randomly chosen set S is almost surely admissible.
Theorem 1. Let S = {i1, i2, . . . , ib} ∈ Z2 be an admissible set. There exists a Cantor set C
of positive-measure such that for any ξ = (ξ1, . . . , ξb) ∈ C, the nonlinear Schrödinger equa-
tion (1.2) with (1.3) admits a small-amplitude analytic quasi-periodic solution of the form
u(t, x)=
b∑
j=1
√
ξj e
iωj tφij +O
(|ξ | 32 ), ωj = |ij |2 +O(|ξ |).
We shall prove the theorem by a KAM theorem given in Section 2. One knows that the
KAM theory applies to perturbations of a nice normal form. The nice normal form is not only
an important outcome of the KAM theory, but also a very important ingredient in the proof.
For Hamiltonian systems without external parameters, one has to use normal form theory to
put the Hamiltonian system into a small perturbation of a nice normal form (usually twisted
and integrable). This would be difficult for the Hamiltonian system coming from the nonlinear
Schrödinger equation (1.2) since the linear part is completely resonant. This difficulty is avoided
in [5,6,11] by introducing external parameters.
Since the linear part of the cubic Schrödinger equation is completely resonant, an integrable
normal form is not available to (1.2). Some θ -dependent quadratic terms ∑|n|=|m| Pnm(θ)znz¯m
will be kept in the normal form part, thus the KAM theorem in [11] cannot be applied directly to
our case. Our strategy is to choose the tangential sites, to make the non-integrable terms in the
normal form as sparse as possible so that the homological equations in KAM iteration is easy
to be solved. Similar idea has been used in [15]. In the next section, we shall prove an infinite
dimensional KAM theorem which allows sparsing θ -dependent terms in the normal form.
To prove the KAM theorem, we will incorporate with methods in [11] (Töplitz–Lipschitz
property) and [27] (solving angle dependent homological equations). A major innovation in [11]
is the introduction of the concept of Töplitz–Lipschitz property which allows them to deal with
the measure estimate caused by 〈k,ω〉+Ωn −Ωm. In this paper we shall use Eliasson–Kuksin’s
Töplitz–Lipschitz property at the conceptual level. Our proof is close to the standard KAM.
Since the normal form part is much more simpler than Bourgain’s although it depends on the
angle variables θ , as in [27] the homological equations can be decomposed into a set of linear
equations of dimension at most four. As a result, the homological equations are easier to solve in
each KAM iteration steps. Finally, we give a few more remarks on Theorem 1.
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For example, if we choose the amplitudes ξ1, ξ2 such that ξ21 +ξ22 < 14ξ1ξ2 for the two-frequency
case, the corresponding quasi-periodic solutions are partially-hyperbolic.
Remark 1.2. Theorem 1 holds for more general two dimensional nonlinear Schrödinger equation
iut −u+ f
(|u|2)u= 0, x ∈ T2, t ∈ R,
with periodic boundary conditions (1.3), f is a real analytic function in some neighborhood
of the origin satisfying f (0) = 0, f ′(0) = 0. However three or higher dimensional nonlinear
Schrödinger equation is significantly different from two dimensional case because it is difficult
to construct the admissible tangential sites S.
The rest of the paper is organized as follows: We state an abstract infinite dimensional KAM
theorem (Theorem 2) suitable for the application to two dimensional Schrödinger equation in
Section 2; in Section 3, we prove Theorem 1 by using Theorem 2. In Section 4, Theorem 2 is
proved. A concrete way of constructing the tangential sites is given in Appendix A.
2. An infinite dimensional KAM theorem
In this section, we give an infinite dimensional KAM theorem which allows a few θ dependent
terms in the normal form part. The KAM can be applied to two dimensional Schrödinger equation
with periodic boundary conditions.
We start by introducing some notations. For b vectors in Z2, say {i1, . . . , ib}, we denote Z21 =
Z2 \ {i1, . . . , ib}. Let z = (. . . , zn, . . .)n∈Z21 , and its complex conjugate z¯ = (. . . , z¯n, . . .)n∈Z21 . We
introduce the weighted norm
‖z‖ρ =
∑
n∈Z21
|zn|e|n|ρ,
where |n| =
√
n21 + n22, n = (n1, n2) and ρ > 0. Denote a neighborhood of Tb × {I = 0} × {z =
0} × {z¯ = 0} by
Dρ(r, s)=
{
(θ, I, z, z¯): | Im θ |< r, |I |< s2, ‖z‖ρ < s, ‖z¯‖ρ < s
}
,
where | · | denotes the sup-norm of complex vectors. Moreover, we denote by O a positive-
measure parameter set in Rb.
Let α ≡ (. . . , αn, . . .)n∈Z21 , β ≡ (. . . , βn, . . .)n∈Z21 , αn and βn ∈ N with finitely many nonzero
components of positive integers. The product zαz¯β denotes
∏
n z
αn
n z¯
βn
n . Let
F(θ, I, z, z¯)=
∑
α,β
Fαβ(θ, I )z
αz¯β, (2.1)
where Fαβ =∑k,l FklαβI lei〈k,θ〉 are C4W functions in parameter ξ in the sense of Whitney. Define
the weighted norm of F by
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‖z¯‖ρ<s
∑
α,β
‖Fαβ‖
∣∣zα∣∣∣∣z¯β ∣∣, (2.2)
where, if Fαβ =∑k∈Zb,l∈Nb Fklαβ(ξ)I lei〈k,θ〉 (〈·,·〉 being the standard inner product), ‖Fαβ‖ is
short for
‖Fαβ‖ ≡
∑
k,l
|Fklαβ |Os2|l|e|k|r , |Fklαβ |O ≡ sup
ξ∈O
∑
0d4
∣∣∂dξ Fklαβ ∣∣ (2.3)
(the derivatives with respect to ξ are in the sense of Whitney).
To a function F , we associate a Hamiltonian vector field defined by
XF =
(
FI ,−Fθ , {iFzn}n∈Z21, {−iFz¯n}n∈Z21
)
.
Its weighted norm is defined by1
‖XF ‖Dρ(r,s),O ≡ ‖FI‖Dρ(r,s),O +
1
s2
‖Fθ‖Dρ(r,s),O
+ 1
s
(∑
n∈Z21
‖Fzn‖Dρ(r,s),Oe|n|ρ +
∑
n∈Z21
‖Fz¯n‖Dρ(r,s),Oe|n|ρ
)
. (2.4)
Suppose that S is an admissible set. Let L1 be the subset of Z21 with the following property:
for each n ∈ L1, there exists a unique triplet (i, j,m) with m ∈ Z21, i, j ∈ S such that
i − j + n−m= 0, |i|2 − |j |2 + |n|2 − |m|2 = 0.
In this case, we say that (n,m) is a resonant pair of the first type. L1 is composed of resonant
pairs of the first type.
Let L2 be the subset of Z21 with the similar property: for each n ∈ L2, a unique triplet (i, j,m)
with m ∈ Z21, i, j ∈ S such that
−i − j + n+m= 0, −|i|2 − |j |2 + |n|2 + |m|2 = 0.
In this case, we say that (n,m) is a resonant pair of the second type. L2 is composed of finitely
many resonant pairs of the second type. We assume that L1 ∩ L2 = ∅.
We now describe the family of Hamiltonians studied in this paper. Let
1 The norm ‖ · ‖Dρ(r,s),O for scalar functions is defined in (2.2). The vector function G : Dρ(r, s) × O → Cm,
(m<∞) is similarly defined as ‖G‖D (r,s),O =
∑m ‖Gi‖D (r,s),O .ρ i=1 ρ
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N = 〈ω(ξ), I 〉+ ∑
n∈Z21
Ωn(ξ)znz¯n,
A =
∑
n∈L1
an(ξ)znz¯me
i(θi−θj ),
B =
∑
n∈L2
an(ξ)znzme
i(−θi−θj ),
B¯ =
∑
n∈L2
a¯n(ξ)z¯nz¯me
i(θi+θj ), (2.5)
where ξ ∈ O is a parameter. Recall that (i, j) is uniquely determined by the corresponding reso-
nant pair (n,m). Let L′1, L′2 be subsets of L1, L2 which contains one element in each resonant
pair. We re-write the A, B in resonant pairs by
A =
∑
n∈L′1
〈(
0 am
an 0
)(
zne
iθi
zme
iθj
)
,
(
z¯ne
−iθi
z¯me
−iθj
)〉
,
B =
∑
n∈L′2
〈(
0 am
an 0
)(
zne
−iθi
zme
−iθj
)
,
(
zne
−iθi
zme
−iθj
)〉
. (2.6)
For each ξ ∈ O, the Hamiltonian equations for H0 are
dθ
dt
= ω,
dI
dt
= −∂(A + B + B¯)
∂θ
,
d
(
zn
zm
)
dt
= i
(
Ωn ame
i(−θi+θj )
ane
i(θi−θj ) Ωm
)(
zn
zm
)
, n ∈ L1,
d
(
zn
z¯m
)
dt
= i
(
Ωn a¯me
i(θi+θj )
−anei(−θi−θj ) −Ωm
)(
zn
z¯m
)
, n ∈ L2,
dzn
dt
= iΩnzn, dz¯n
dt
= −iΩnz¯n, n ∈ Z21 \ (L1 ∪ L2). (2.7)
The system admits special solutions (θ,0,0,0)→ (θ +ωt,0,0,0) that corresponds to an invari-
ant torus in the phase space. Consider now the perturbed Hamiltonian
H =H0 + P =N + A + B + B¯ + P(θ, I, z, z¯, ξ). (2.8)
Our goal is to prove that, for most values of parameter ξ ∈ O (in Lebesgue measure sense), the
Hamiltonians H = N + A + B + B¯ + P still admit invariant tori provided that ‖XP ‖Dρ(r,s),O
is sufficiently small. One should not expect a KAM theorem for general infinite dimensional
Hamiltonian systems. So we consider Hamiltonian H satisfying the following hypotheses:
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(A2) Asymptotics of normal frequencies:
Ωn = ε−a|n|2 + Ω˜n, a  0 (2.9)
where Ω˜n’s are C4W functions of ξ with C
4
W -norm bounded by some small positive con-
stant L.
(A3) Melnikov’s nondegeneracy: Let An =Ωn for n ∈ Z21 \ (L1 ∪ L2), and let
An =
(
Ωn +ωi an
am Ωm +ωj
)
, n ∈ L′1,
An =
(
Ωn −ωi −an
a¯m −Ωm +ωj
)
, n ∈ L′2,
where (n,m) are resonant pairs, (i, j) are uniquely determined by (n,m). We assume that
ω(ξ),An(ξ) ∈ C4W(O) and there exist γ, τ > 0 (here I2 is 2 × 2 identity matrix)
∣∣〈k,ω〉∣∣ γ|k|τ , k = 0,∣∣det(〈k,ω〉I +An)∣∣ γ|k|τ ,∣∣det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′)∣∣ γ|k|τ , k = 0.
(A4) Regularity of A + B + B¯ + P : A + B + B¯ + P is real analytic in I , θ , q , q¯ and Whitney
smooth in ξ ; in addition
‖XA‖Dρ(r,s),O + ‖XB‖Dρ(r,s),O < 1, ‖XP ‖Dρ(r,s),O < ε.
(A5) Special form: A + B + B¯ + P admits a special form of the following
D =
{
A + B + B¯ + P : A + B + B¯ + P
=
∑
k∈Zb,l∈Nb,α,β
(A + B + B¯ + P)klαβ(ξ)I lei〈k,θ〉zαz¯β
}
where k, α, β have the following relation
b∑
j=1
kj ij +
∑
n∈Z21
(αn − βn)n= 0. (2.10)
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lim
t→∞
∂2(B + P)
∂zn+tc∂zm−tc
, lim
t→∞
∂2(
∑
n∈Z21 Ω˜nznz¯n + A + P)
∂zn+tc∂z¯m+tc
, lim
t→∞
∂2(B¯ + P)
∂z¯n+tc∂z¯m−tc
exist. Moreover, there exists K > 0, such that when t > K , N + A + B + B¯ + P satisfies
∥∥∥∥ ∂2(B + P)∂zn+tc∂zm−tc − limt→∞ ∂
2(B + P)
∂zn+tc∂zm−tc
∥∥∥∥
Dρ(r,s),O
 ε
t
e−|n+m|ρ,
∥∥∥∥∂
2(
∑
n∈Z21 Ω˜nznz¯n + A + P)
∂zn+tc∂z¯m+tc
− lim
t→∞
∂2(
∑
n∈Z21 Ω˜nznz¯n + A + P)
∂zn+tc∂z¯m+tc
∥∥∥∥
Dρ(r,s),O
 ε
t
e−|n−m|ρ,∥∥∥∥ ∂2(B¯ + P)∂z¯n+tc∂z¯m−tc − limt→∞ ∂
2(B¯ + P)
∂z¯n+tc∂z¯m−tc
∥∥∥∥
Dρ(r,s),O
 ε
t
e−|n+m|ρ.
Now we are ready to state an infinite dimensional KAM theorem.
Theorem 2. Assume that the Hamiltonian N + A + B + B¯ + P in (2.8) satisfies (A1)–(A6). Let
γ > 0 be small enough. Then there is a positive constant ε, depending on b,L,K, τ, γ, r, s and
ρ such that if ‖XP ‖Dρ(r,s),O < ε, the following holds: There exist a Cantor subset Oγ ⊂ O with
meas(O \ Oγ )=O(γ 14 ) and two maps (analytic in θ and C4W in ξ )
Ψ : Tb × Oγ →Dρ(r, s), ω˜ : Oγ → Rb,
where Ψ is ε
γ 4
-close to the trivial embedding Ψ0 : Tb×O → Tb×{0,0,0} and ω˜ is ε-close to the
unperturbed frequency ω, such that for any ξ ∈ Oγ and θ ∈ Tb , the curve t → Ψ (θ + ω˜(ξ)t, ξ)
is a quasi-periodic solution of the Hamiltonian equations governed by H =N +A+B+ B¯ +P .
3. Proof of Theorem 1
3.1. Hamiltonian and Birkhoff normal form
With scaling u → ε 12 u, we consider equation iut −u+ ε|u|2u = 0. The associated Hamil-
tonian is
H = 〈−u,u〉 + ε
2
∫
T2
|u|4 dx,
where 〈·,·〉 is the inner product in L2. The operator − under periodic boundary conditions (1.3)
has a family of orthonormal eigenfunctions φn(x) =
√
1
4π2 e
i〈n,x〉, n ∈ Z2 and the corresponding
eigenvalues are λn = |n|2. Let u=∑ 2 qnφn(x), we haven∈Z
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∑
n∈Z2
λn|qn|2 + ε8π2
∑
i−j+n−m=0
qi q¯j qnq¯m. (3.1)
For an admissible set of tangential sites S, we have a nice normal form for H .
Proposition 1. Let S be admissible. For Hamiltonian function (3.1), there is a symplectic trans-
formation Ψ , such that
H ◦Ψ = 〈ω, I 〉 + 〈Ωz,z〉 + A + B + B¯ + P (3.2)
with {
ωi(ξ)= ε−4|i|2 − 14π2 ξi +
∑
j∈S 12π2 ξj ,
Ωn = ε−4|n|2 +∑j∈S 12π2 ξj ,
A = 1
2π2
∑
n∈L1
√
ξiξj znz¯me
iθi−iθj ,
B = 1
2π2
∑
n∈L2
√
ξiξj znzme
−iθi−iθj ,
B¯ = 1
2π2
∑
n∈L2
√
ξiξj z¯nz¯me
iθi+iθj ,
|P | =O(ε2|I |2 + ε2|I |‖z‖2ρ + εξ 12 ‖z‖3ρ + ε2‖z‖4ρ + ε2ξ3
+ ε3ξ 52 ‖z‖ρ + ε4ξ2‖z‖2ρ + ε5ξ
3
2 ‖z‖3ρ
)
. (3.3)
Proof. The proof consists of several symplectic change of variables. Firstly, let
F =
∑
i−j+n−m=0
|i|2−|j |2+|n|2−|m|2 =0
S∩{i,j,n,m}2
iε
8π2(λi − λj + λn − λm)qi q¯j qnq¯m, (3.4)
and X1F be the time one map of the flow of the associated Hamiltonian systems. The change of
variables X1F sends H to
H ◦X1F =
∑
i∈S
λi |qi |2 +
∑
i∈Z21
λi |zi |2 +
∑
i∈S
ε
8π2
|qi |4 (3.5)
+
∑
i,j∈S,i =j
ε
2π2
|qi |2|qj |2 +
∑
i∈S,j∈Z21
ε
2π2
|qi |2|zj |2 (3.6)
+
∑
n∈L1
ε
2π2
qi q¯j znz¯m +
∑
n∈L2
ε
2π2
(qiqj z¯nz¯m + q¯i q¯j znzm) (3.7)
+O(ε|q|‖z‖3ρ + ε‖z‖4ρ + ε2|q|6 + ε2|q|5‖z‖ρ + ε2|q|4‖z‖2ρ + ε2|q|3‖z‖3ρ).
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Introducing the action-angle variable in the tangential space
qj =
√
Ij + ξj eiθj , q¯j =
√
Ij + ξj e−iθj , j ∈ S, (3.8)
we have
H ◦X1F =
∑
i∈S
λi(Ii + ξi)+
∑
i∈Z21
λi |zi |2 +
∑
i∈S
ε
8π2
(Ii + ξi)2
+ ε
2π2
∑
i,j∈S,i =j
(Ii + ξi)(Ij + ξj )+ ε2π2
∑
i∈S,j∈Z21
(Ii + ξi)|zj |2
+ ε
2π2
∑
n∈L1
√
(Ii + ξi)(Ij + ξj )znz¯meiθi−iθj
+ ε
2π2
∑
n∈L2
√
(Ii + ξi)(Ij + ξj )znzme−iθi−iθj
+ ε
2π2
∑
n∈L2
√
(Ii + ξi)(Ij + ξj )z¯nz¯meiθi+iθj
+O(εξ 12 ‖z‖3ρ + ε‖z‖4ρ + ε2ξ3 + ε2ξ 52 ‖z‖ρ + ε2ξ2‖z‖2ρ + ε2ξ 32 ‖z‖3ρ)
=
∑
i∈S
λiIi +
∑
i∈Z21
λi |zi |2 +
∑
i∈S
ε
4π2
ξiIi
+ ε
2π2
∑
i,j∈S,i =j
ξiIj + ε2π2
∑
i∈S,j∈Z21
ξi |zj |2
+ ε
2π2
∑
n∈L1
√
ξiξj znz¯me
iθi−iθj
+ ε
2π2
∑
n∈L2
√
ξiξj znzme
−iθi−iθj
+ ε
2π2
∑
n∈L2
√
ξiξj z¯nz¯me
iθi+iθj
+O(ε|I |2 + ε|I |‖z‖2ρ + εξ 12 ‖z‖3ρ + ε‖z‖4ρ + ε2ξ3
+ ε2ξ 52 ‖z‖ρ + ε2ξ2‖z‖2ρ + ε2ξ
3
2 ‖z‖3ρ
)
=N + A + B + B¯ + P,
where
N =
∑
i∈S
λiIi +
∑
j∈Z2
λj |zj |2 −
∑
i∈S
ε
4π2
ξiIi +
∑
i,j∈S
ε
2π2
ξiIj +
∑
i∈S,j∈Z2
ε
2π2
ξi |zj |2,1 1
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2π2
∑
n∈L1
√
ξiξj znz¯me
iθi−iθj ,
B = ε
2π2
∑
n∈L2
√
ξiξj znzme
−iθi−iθj ,
B¯ = ε
2π2
∑
n∈L2
√
ξiξj z¯nz¯me
iθi+iθj ,
|P | =O(ε|I |2 + ε|I |‖z‖2ρ + εξ 12 ‖z‖3ρ + ε‖z‖4ρ + ε2ξ3 + ε2ξ 52 ‖z‖ρ + ε2ξ2‖z‖2ρ + ε2ξ 32 ‖z‖3ρ).
By the scaling in time
ξ → ε3ξ, I → ε5I, θ → θ, z → ε 52 z, z¯ → ε 52 z¯
we finally arrive at the rescaled Hamiltonian
H = ε−9H (ε3ξ, ε5I, θ, ε 52 z, ε 52 z¯)= 〈ω, I 〉 + 〈Ωz,z〉 + A + B + B¯ + P, (3.9)
where {
ωi(ξ)= ε−4|i|2 − 14π2 ξi +
∑
j∈S 12π2 ξj ,
Ωn = ε−4|n|2 +∑j∈S 12π2 ξj ,
A = 1
2π2
∑
n∈L1
√
ξiξj znz¯me
iθi−iθj ,
B = 1
2π2
∑
n∈L2
√
ξiξj znzme
−iθi−iθj ,
B¯ = 1
2π2
∑
n∈L2
√
ξiξj z¯nz¯me
iθi+iθj ,
|P | =O(ε2|I |2 + ε2|I |‖z‖2ρ + εξ 12 ‖z‖3ρ + ε2‖z‖4ρ + ε2ξ3 + ε3ξ 52 ‖z‖ρ
+ ε4ξ2‖z‖2ρ + ε5ξ
3
2 ‖z‖3ρ
)
. 
3.2. Verifying (A1)–(A6) for (3.2)
Verifying (A1): In view of (3.3), we have
∂ω
∂ξ
=A= 1
4π2
⎛
⎜⎜⎝
1 2 · · · 2
2 1 · · · 2
· · · · · · · · · · · ·
2 2 · · · 1
⎞
⎟⎟⎠
b×b
. (3.10)
It is easy to check that detA = 0, thus (A1) is verified.
Verifying (A2): Take a = 4, the proof is obvious.
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An =Ωn, n ∈ Z21 \ (L1 ∪ L2),
An =
(
Ωn +ωi 12π2
√
ξiξj
1
2π2
√
ξiξj Ωm +ωj
)
, n ∈ L′1,
An =
(
Ωn −ωi − 12π2
√
ξiξj
1
2π2
√
ξiξj −Ωm +ωj
)
, n ∈ L′2,
where (m, i, j) is uniquely determined by n. We only verify (A3) for det[〈k,ω〉I ± An ⊗ I2 ±
I2 ⊗ An′ ] which is the most complicated. Let A,B be 2 × 2 matrices. We know that λI + A ⊗
I − I ⊗B = (λI +A)⊗ I − I ⊗B . Moreover, we have
Lemma 3.1.
|A⊗ I ± I ⊗B| = (|A| − |B|)2 + |A|(tr(B))2 + |B|(tr(A))2 ± (|A| + |B|) tr(A) tr(B)
where | · | denotes the determinant of the corresponding matrices.
Case 1. n,n′ ∈ L1.
〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′
= Diag
⎛
⎜⎜⎝
〈k,ω〉 ± (Ωn +ωi)± (Ωn′ +ωi′)
〈k,ω〉 ± (Ωn +ωi)± (Ωm′ +ωj ′)
〈k,ω〉 ± (Ωm +ωj )± (Ωn′ +ωi′)
〈k,ω〉 ± (Ωm +ωj )± (Ωm′ +ωj ′)
⎞
⎟⎟⎠
±
(
0 12π2
√
ξiξj
1
2π2
√
ξiξj 0
)
⊗ I2 ± I2 ⊗
(
0 12π2
√
ξi′ξj ′
1
2π2
√
ξi′ξj ′ 0
)
.
Set α = ε−4(|i1|2, |i2|2, . . . , |ib|2), ξ = (ξi1, ξi2, . . . , ξib ), β = 14π2 (2,2, . . . ,2), and notice that
|n|2 + |i|2 = |m|2 + |j |2, |n′|2 + |i′|2 = |m′|2 + |j ′|2. We have
〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′
= (〈k,α〉 ± ε−4(|n|2 + |i|2)± ε−4(∣∣n′∣∣2 + ∣∣i′∣∣2)+ 〈Ak ± 2β ± 2β, ξ 〉)I
±
(
− 14π2 ξi 12π2
√
ξiξj
1
2π2
√
ξiξj − 14π2 ξj
)
⊗ I2 ± I2 ⊗
(
− 14π2 ξi′ 12π2
√
ξi′ξj ′
1
2π2
√
ξi′ξj ′ − 14π2 ξj ′
)
. (3.11)
Its eigenvalues are
〈k,α〉 ± ε−4(|n|2 + |i|2)± ε−4(∣∣n′∣∣2 + ∣∣i′∣∣2)+ 〈Ak ± 2β ± 2β, ξ 〉
± 1 [(−ξi − ξj ±√ξ2i + 14ξiξj + ξ2j )± (−ξi′ − ξj ′ ±√ξ2i′ + 14ξi′ξj ′ + ξ2j ′ )].8π2
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If i = i′, consequently j = j ′, hence if the eigenvalue is
〈k,α〉 + ε−4(|n|2 + |i|2)− ε−4(∣∣n′∣∣2 + |i|2)+ 〈Ak + 2β − 2β, ξ 〉
+ 1
8π2
[(−ξi − ξj +√ξ2i + 14ξiξj + ξ2j )− (−ξi − ξj +√ξ2i + 14ξiξj + ξ2j )]
= 〈k,α〉 + ε−4(|n|2 − ∣∣n′∣∣2)+ 〈Ak, ξ 〉
then Ak = 0 for k = 0; if the eigenvalue is
〈k,α〉 + ε−4(|n|2 + |i|2)+ ε−4(∣∣n′∣∣2 + |i|2)+ 〈Ak + 2β + 2β, ξ 〉
+ 1
8π2
[(−ξi − ξj +√ξ2i + 14ξiξj + ξ2j )+ (−ξi − ξj −√ξ2i + 14ξiξj + ξ2j )]
= 〈k,α〉 + ε−4(|n|2 + |i|2)+ ε−4(∣∣n′∣∣2 + |i|2)+ 〈Ak + 2β + 2β, ξ 〉 + 1
4π2
(−ξi − ξj )
= 〈k,α〉 + ε−4(|n|2 + |i|2)+ ε−4(∣∣n′∣∣2 + |i|2)+ 〈Ak + 2β + 2β + 1
4π2
(−ei − ej ), ξ
〉
then when Ak + 2β + 2β + 14π2 (−ei − ej ) = 0, all components of k − ei − ej are equal and
(2b−1)(k−ei −ej )1 +8 = 0 (b 2), this equation has no integer solutions. Thus all eigenvalues
are not identically zero.
Case 2. n ∈ L1, n′ ∈ L2. In this case, the eigenvalues of 〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′ are
〈k,α〉 ± ε−4(|n|2 + |i|2)± ε−4(∣∣n′∣∣2 − ∣∣i′∣∣2)+ 〈Ak ± 2β, ξ 〉
± 1
8π2
[(−ξi − ξj ±√ξ2i + 14ξiξj + ξ2j )± (ξi′ − ξj ′ ±√ξ2i′ − 14ξi′ξj ′ + ξ2j ′ )].
Hence all the eigenvalues are not identically zero due to the presence of the square root terms.
Case 3. n,n′ ∈ L2. In this case, the eigenvalues of 〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′ are
〈k,α〉 ± ε−4(|n|2 − |i|2)± ε−4(∣∣n′∣∣2 − ∣∣i′∣∣2)+ 〈Ak, ξ 〉
± 1
8π2
[(
ξi − ξj ±
√
ξ2i − 14ξiξj + ξ2j
)± (ξi′ − ξj ′ ±√ξ2i′ − 14ξi′ξj ′ + ξ2j ′)].
If i = i′, all the eigenvalues are not identically zero due to the presence of the square root terms.
If i = i′, consequently j = j ′, hence if the eigenvalue is
〈k,α〉 + ε−4(|n|2 − |i|2)− ε−4(∣∣n′∣∣2 − |i|2)+ 〈Ak, ξ 〉
+ 1
8π2
[(
ξi − ξj +
√
ξ2i − 14ξiξj + ξ2j
)− (ξi − ξj +√ξ2i − 14ξiξj + ξ2j )]
= 〈k,α〉 + ε−4(|n|2 − ∣∣n′∣∣2)+ 〈Ak, ξ 〉
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〈k,α〉 + ε−4(|n|2 − |i|2)+ ε−4(∣∣n′∣∣2 − |i|2)+ 〈Ak, ξ 〉
+ 1
8π2
[(
ξi − ξj +
√
ξ2i − 14ξiξj + ξ2j
)+ (ξi − ξj −√ξ2i − 14ξiξj + ξ2j )]
= 〈k,α〉 + ε−4(|n|2 − |i|2)+ ε−4(∣∣n′∣∣2 − |i|2)+ 〈Ak, ξ 〉 + 1
4π2
(ξi − ξj )
= 〈k,α〉 + ε−4(|n|2 − |i|2)+ ε−4(∣∣n′∣∣2 − |i|2)+ 〈Ak + 1
4π2
(ei − ej ), ξ
〉
then when Ak+ 14π2 (ei − ej )= 0, all components of k+ ei − ej are equal and (2b− 1)(k− ei +
ej )1 = 0 (b  2), the integer solutions to this equation are k = ei − ej . While at this time, when
|n| = |m′|,
〈ei − ej ,α〉 + ε−4
(|n|2 − |i|2)+ ε−4(∣∣n′∣∣2 − |i|2)
= ε−4(|i|2 − |j |2 + |n|2 − |i|2 + (−∣∣m′∣∣2 + |j |2))
= ε−4(|n|2 − ∣∣m′∣∣2) = 0.
Thus all eigenvalues are not identically zero. Due to Lemma 3.1, det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗
An′) is polynomial function in ξ of order at most four. Thus∣∣∂4ξ (det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′))∣∣ 12 |k| = 0.
By excluding some parameter set with measure O(γ 14 ), we have∣∣det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′)∣∣ γ|k|τ , k = 0.
(A3) is verified.
Verifying (A4): See [14].
Verifying (A5): See [14].
Verifying (A6): We only need to check P satisfies (A6). Recall (3.4). F is given as
F =
∑
i−j+n−m=0
|i|2−|j |2+|n|2−|m|2 =0
S∩{i,j,n,m}2
iε
8π2(λi − λj + λn − λm)qi q¯j znz¯m.
Then for t sufficient large and ∀c ∈ Z2 \ {0}, we have
∑
i,j,n,m,t
iε
8π2(λi − λj + λn+tc − λm+tc)qi q¯j zn+tcz¯m+tc
=
∑ iε
8π2(|i|2 − |j |2 + |n|2 − |m|2 + 2t〈n−m,c〉)qi q¯j zn+tcz¯m+tc.
i,j,n,m,t
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∂2F
∂zn+tc∂z¯m+tc
= ∂
2F
∂zn∂z¯m
;
when 〈n−m,c〉 = 0, ∥∥∥∥ ∂2F∂zn+tc∂z¯m+tc − 0
∥∥∥∥ εt e−|n−m|ρ.
Similarly,∥∥∥∥ ∂2F∂zn+tc∂zm−tc − limt→∞ ∂
2F
∂zn+tc∂zm−tc
∥∥∥∥,
∥∥∥∥ ∂2F∂z¯n+tc∂z¯m−tc − limt→∞ ∂
2F
∂z¯n+tc∂z¯m−tc
∥∥∥∥ εt e−|n+m|ρ.
That is to say, F satisfies Töplitz–Lipschitz property. Recalling the construction of Hamil-
tonian (3.1), we only need to check that { ε8π2
∑
i−j+n−m=0 qi q¯j znz¯m,F } also satisfies the
Töplitz–Lipschitz property. Lemma 4.4 in the next section shows that Poisson bracket preserves
Töplitz–Lipschitz property. Thus N + A + B + B¯ + P satisfies (A6).
By applying Theorem 2, we get Theorem 1.
4. Proof of Theorem 2
Theorem 2 will be proved by a KAM iteration which involves an infinite sequence of change
of variables. Each step of KAM iteration makes the perturbation smaller than that in the previous
step at the cost of excluding a small set of parameters and contraction of weight. We have to
prove the convergence of the iteration and estimate the measure of the excluded set after infinite
KAM steps.
At the νth step of the KAM iteration, we consider a Hamiltonian vector field with
Hν =Nν + Aν + Bν + B¯ν + Pν = 〈ων, I 〉 +
∑
n∈Z21
Ωνnznz¯n + Aν + Bν + B¯ν + Pν,
where Aν + Bν + B¯ν + Pν ∈ A is defined in Dρν (rν, sν)× Oν−1 and satisfies (A1)–(A6).
We will construct a symplectic change of variables
Φν :Dρν (rν+1, sν+1)× Oν →Dρν (rν, sν)× Oν−1
such that the vector field XHν◦Φν defined on Dρν+1(rν+1, sν+1) satisfies
‖XPν+1‖Dρν+1 (rν+1,sν+1),Oν = ‖XHν◦Φν −XNν+1+Aν+1+Bν+1+B¯ν+1‖Dρν+1 (rν+1,sν+1),Oν  εκν
with some κ > 1 and some new normal form Nν+1, Aν+1, Bν+1, B¯ν+1. Moreover, the new
Hamiltonian still satisfies (A1)–(A6).
For simplicity, in what follows the quantities without subscripts and superscripts refer to
quantities at the νth step, while the quantities with subscript + or superscript + denote the
corresponding quantities at the (ν + 1)th step. Thus we consider now Hamiltonian
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≡ e + 〈ω(ξ), I 〉+ ∑
n∈Z21
Ωn(ξ)znz¯n + A + B + B¯ + P(θ, I, z, z¯, ξ, ε) (4.1)
defined in Dρ(r, s)× O.
We assume that for ξ ∈ O, |k|K ,
∣∣〈k,ω(ξ)〉∣∣ γ
Kτ
, k = 0,∣∣det(〈k,ω〉I +An)∣∣ γ
Kτ
,∣∣det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′)∣∣ γ
Kτ
, k = 0, (4.2)
where An =Ωn for n ∈ Z21 \ (L1 ∪ L2),
An =
(
Ωn +ωi an
am Ωm +ωj
)
, n ∈ L′1,
An =
(
Ωn −ωi −an
a¯m −Ωm +ωj
)
, n ∈ L′2,
where (n,m) are resonant pairs, and (i, j) is uniquely determined by (n,m). Moreover, N +A+
B + B¯ + P satisfies (A4), (A5), (A6).
Expand P into the Fourier–Taylor series P =∑k,l,α,β PklαβI lei〈k,θ〉zαz¯β . (A5) implies that
Pklαβ = 0 if
b∑
j=1
kj ij +
∑
n∈Z21
(αn − βn)n = 0. (4.3)
We now let 0 < r+ < r and define
s+ = 14 sε
1
3 , ε+ = c
(
γ−1Kτ
)4
ε
4
3 . (4.4)
Here and later, the letter c denotes suitable (possibly different) constant not depending on the
iteration steps.
We will construct a set O+ ⊂ O and a change of variables Φ : D+ × O+ = Dρ(r+, s+) ×
O+ →Dρ(r, s)×O such that the transformed Hamiltonian H+ =N+ +A+ +B+ + B¯+ +P+ ≡
H ◦Φ satisfies all the above iterative assumptions with new parameters s+, ε+, r+, ρ+ and with
ξ ∈ O+.
4.1. Solving the linearized equations
Expand P into the Fourier–Taylor series
P =
∑
Pklαβe
i〈k,θ〉I lzαz¯βk,l,α,β
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vectors α ≡ (. . . , αn, . . .)n∈Z21 with finitely many nonzero components of positive integers.
Let R be the truncation of P given by
R(θ, I, z, z¯)=R0 +R1 +R10 +R01 +R20 +R11 +R02
=R0(θ)+ 〈R1(θ), I 〉+ 〈R10(θ), z〉+ 〈R01(θ), z¯〉
+ 〈R20(θ)z, z〉+ 〈R11(θ)z, z¯〉+ 〈R02(θ)z¯, z¯〉
=
∑
|k|K
P 0k e
i〈k,θ〉 +
∑
|k|K
〈
P 1k , I
〉
ei〈k,θ〉 +
∑
|k|K,n
P 10k,nzne
i〈k,θ〉
+
∑
|k|K,n
P 01k,nz¯ne
i〈k,θ〉 +
∑
|k|K,n,m
P 20k,nmznzme
i〈k,θ〉
+
∑
|k|K,n,m
P 11k,nmznz¯me
i〈k,θ〉 +
∑
|k|K,n,m
P 02k,nmz¯nz¯me
i〈k,θ〉 (4.5)
where P 10k,n = Pk0αβ with α = en,β = 0, here en denotes the vector with the nth component
being 1 and the other components being zero; P 01k,n = Pk0αβ with α = 0, β = en; P 20k,nm = Pk0αβ
with α = en + em, β = 0; P 11k,nm = Pk0αβ with α = en, β = em; P 02k,nm = Pk0αβ with α = 0,
β = en + em.
Rewrite H as H = N + A + B + B¯ + R + (P − R). By the choice of s+ in (4.4) and the
definition of the norms, it follows immediately that
‖XR‖Dρ(r,s),O  ‖XP ‖Dρ(r,s),O  ε. (4.6)
Moreover, we take s+  s such that in a domain Dρ(r, s+),
‖X(P−R)‖Dρ(r,s+)  ε+. (4.7)
In the following, we will construct an F satisfying (A5), defined in a domain D+ =
Dρ(r+, s+), such that the time one map φ1F of the Hamiltonian vector field XF defines a map
from D+ → D and transforms H into H+. More precisely, by second order Taylor formula, we
have
H ◦ φ1F = (N + A + B + B¯ +R) ◦ φ1F + (P −R) ◦ φ1F
=N + A + B + B¯ + {N + A + B + B¯,F } +R
+
1∫
0
(1 − t){{N + A + B + B¯,F },F} ◦ φtF dt
+
1∫
0
{R,F } ◦ φtF dt + (P −R) ◦ φ1F
=N+ + A+ + B+ + B¯+ + P+ + {N + A + B + B¯,F } +R
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∑
n
P 011nn znz¯n − Aˆ − Bˆ − Bˆ, (4.8)
where
ωˆ =
∫
∂P
∂I
dθ |z=z¯=0,I=0,
Aˆ =
∑
n∈L1
P 11ei−ej ,nmznz¯me
i(θi−θj ),
Bˆ =
∑
n∈L2
P 20−ei−ej ,nmznzme
i(−θi−θj ),
Bˆ =
∑
n∈L2
P 02ei+ej ,nmz¯nz¯me
i(θi+θj ),
N+ =N + P0000 + 〈ωˆ, I 〉 +
∑
n
P 011nn znz¯n, (4.9)
A+ = A + Aˆ, (4.10)
B+ = B + Bˆ, (4.11)
B¯+ = B¯ + Bˆ = B¯ + Bˆ, (4.12)
P+ =
1∫
0
(1 − t){{N + A + B + B¯,F },F} ◦ φtF dt
+
1∫
0
{R,F } ◦ φtF dt + (P −R) ◦ φ1F . (4.13)
We shall construct a function F of the form
F(θ, I, z, z¯)= F 0 + F 1 + F 10 + F 01 + F 20 + F 11 + F 02
= F 0(θ)+ 〈F 1(θ), I 〉+ 〈F 10(θ), z〉+ 〈F 01(θ), z¯〉
+ 〈F 20(θ)z, z〉+ 〈F 11(θ)z, z¯〉+ 〈F 02(θ)z¯, z¯〉 (4.14)
which satisfies the equation
{N + A + B + B¯,F } +R − P0000 − 〈ωˆ, I 〉 −
∑
n
P 011nn znz¯n − Aˆ − Bˆ − Bˆ = 0. (4.15)
(4.15) is equivalent to
{
N,F 0 + F 1}+R0 +R1 − P0000 − 〈ωˆ, I 〉 = 0, (4.16){
N + A + B + B¯,F 10 + F 01}+R10 +R01 = 0, (4.17)
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N + A + B + B¯,F 20 + F 11 + F 02}+R20 +R11 +R02
−
∑
n
P 011nn znz¯n − Aˆ − Bˆ − Bˆ = 0. (4.18)
Solving (4.16). F 0(θ) =∑0<|k|K F 0k ei〈k,θ〉,F 1(θ) =∑0<|k|K F 1k ei〈k,θ〉 is constructed by
setting
F
j
k =
1
i〈k,ω〉P
j
k , j = 0,1, 0 < |k|K.
From the assumption
∣∣〈k,ω(ξ)〉∣∣ γ
Kτ
, ξ ∈ O,
we have
∣∣Fjk ∣∣O  γ−2K2τ ∣∣P jk ∣∣O, 0 < |k|K.
Solving (4.17). Comparing the Fourier coefficients, (4.17) is decomposed into a set of linear
systems of order 1 or 2. More precisely, we have
(1) If n ∈ Z21\{L1 ∪ L2}, we have (〈k,ω〉 +Ωn)F 10k,n = −iR10k,n,(〈k,ω〉 −Ωn)F 01k,n = −iR01k,n. (4.19)
(2) If (n,m) is a resonant pair in L1, we have(〈k + ei,ω〉 +Ωn)F 10k+ei ,n + anF 10k+ej ,m = −iR10k+ei ,n,(〈k + ej ,ω〉 +Ωm)F 10k+ej ,m + amF 10k+ei ,n = −iR10k+ej ,m. (4.20)
(3) If (n,m) is a resonant pair in L2, we have(〈k − ei,ω〉 +Ωn)F 10k−ei ,n − anF 01k+ej ,m = −iR10k−ei ,n,(〈k + ej ,ω〉 −Ωm)F 01k+ej ,m + a¯mF 10k−ei ,n = −iR01k+ej ,m. (4.21)
(4.19), (4.20) and (4.21) are linear systems with coefficient matrix
〈k,ω〉I +An. (4.22)
By the small divisor assumption
∣∣det(〈k,ω〉I +An)∣∣ γ , |k|K
Kτ
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∣∣F 10k,n∣∣O 
(
Kτ
γ
)4
εe−|k|re−|n|ρ,
∣∣F 01k,m∣∣O 
(
Kτ
γ
)4
εe−|k|r e−|m|ρ.
Solving (4.18). Similarly, by comparing the Fourier coefficient, (4.18) is decomposed into a
set of linear systems of order 1,2 and 4 with coefficient matrix
〈k,ω〉I ±An ⊗ I ± I ⊗An′ , n,n′ ∈ Z21.
For example, in case that n,n′ ∈ Z21\(L1 ∪ L2), we have(〈k,ω〉 +Ωn −Ωn′)F 11k,nn′ = −iR11k,nn′ ,(〈k,ω〉 +Ωn +Ωn′)F 20k,nn′ = −iR20k,nn′ ,(〈k,ω〉 −Ωn −Ωn′)F 02k,nn′ = −iR02k,nn′ . (4.23)
In case that n ∈ Z21\(L1 ∪ L2) and (n′,m′) is a resonant pair in L1, we have(〈k − ei′ ,ω〉 +Ωn −Ωn′)F 11k−ei′ ,nn′ − an′F 11k−ej ′ ,nm′ = −iR11k−ei′ ,nn′ ,(〈k − ej ′ ,ω〉 +Ωn −Ωm′)F 11k−ej ′ ,nm′ − am′F 11k−ei′ ,nn′ = −iR11k−ej ′ ,nm′ .
In case that (n,m) is a resonant pair in L1 and (n′,m′) is a resonant pair in L2. Comparing
the Fourier coefficients, we have that F 11
k+ei+ei′ ,nn′ ,F
20
k+ei−ej ′ ,nm′ ,F
11
k+ej+ei′ ,mn′ , F
20
k+ej−ej ′ ,mm′
satisfy
(〈k + ei + ei′ ,ω〉 +Ωn −Ωn′)F 11k+ei+ei′ ,nn′ + an′F 20k+ei−ej ′ ,nm′ + anF 11k+ej+ei′ ,mn′
= −iR11k+ei+ei′ ,nn′ ,(〈k + ei − ej ′ ,ω〉 +Ωn +Ωm′)F 20k+ei−ej ′ ,nm′ − a¯m′F 11k+ei+ei′ ,nn′ + anF 20k+ej−ej ′ ,mm′
= −iR20k+ei−ej ′ ,nm′ ,(〈k + ej + ei′,ω〉 +Ωm −Ωn′)F 11k+ej+ei′ ,mn′ + amF 11k+ei+ei′ ,nn′ + anF 20k+ei−ej ′ ,mm′
= −iR11k+ej+ei′ ,mn′ ,(〈k + ej − ej ′,ω〉 +Ωm +Ωm′)F 20k+ej−ej ′ ,mm′ + amF 20k+ei−ej ′ ,nm′ − a¯m′F 11k+ej+ei′ ,mn′
= −iR20k+ej−ej ′ ,mm′ .
By small divisor assumption
∣∣det(〈k,ω〉I ±An ⊗ I ± I ⊗An′)∣∣ γ ,
Kτ
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∣∣F 11k,nn′ ∣∣O 
(
Kτ
γ
)4
εe−|k|re−|n−n′|ρ,
∣∣F 20k,nn′ ∣∣O + ∣∣F 02k,nn′ ∣∣O 
(
Kτ
γ
)4
εe−|k|re−|n+n′|ρ.
4.2. Estimation on the coordinate transformation
With the previous section, we give the estimate to XF and φ1F .
Lemma 4.1. Let Di =D(r+ + i4 (r − r+), i4 s), 0 < i  4. Then
‖XF ‖D3,O  c
(
γ−1Kτ
)4
ε. (4.24)
Lemma 4.2. Let η = ε 13 , Diη =D(r+ + i4 (r − r+), i4ηs), 0 < i  4. If ε  ( 12γK−τ )6, we then
have
φtF :D2η →D3η, −1 t  1. (4.25)
Moreover,
∥∥DφtF − Id∥∥D1η  c(γ−1Kτ )4ε. (4.26)
4.3. Estimation for the new perturbation
The map φ1F defined above transforms H into
H+ =N+ + A+ + B+ + B¯+ + P+
(see (4.8) and (4.15)).
Since
P+ =
1∫
0
(1 − t){{N + A + B + B¯,F },F} ◦ φtF dt
+
1∫
0
{R,F } ◦ φtF dt + (P −R) ◦ φ1F
=
1∫
0
{
R(t),F
} ◦ φtF dt + (P −R) ◦ φ1F ,
where R(t)= (1 − t)(N+ −N)+ tR. Hence
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1∫
0
(
φtF
)∗
X{R(t),F } dt +
(
φ1F
)∗
X(P−R).
According to Lemma 4.2,
∥∥DφtF − Id∥∥D1η  c(γ−1Kτ )4ε, −1 t  1,
thus
∥∥DφtF∥∥D1η  1 + ∥∥DφtF − Id∥∥D1η  2, −1 t  1,
‖X{R(t),F }‖D2η  c
(
γ−1Kτ
)4
η−2ε2,
and
‖X(P−R)‖D2η  cηε,
we have
‖XP+‖D(r+,s+)  cηε + c
(
γ−1Kτ
)4
η−2ε2  ε+.
4.4. Verification of (A5) and (A6) after one step of KAM iteration
(A5) after one step of KAM iteration is proved by Geng–You in Lemma 4.4 [14]. In the
following, we have to check that the new error term P+ satisfies (A6) with K+, ε+, ρ+ in place
of K,ε,ρ. Since
P+ = P −R + {P,F } + 12!
{{N,F },F}+ 1
2!
{{P,F },F}
+ · · · + 1
n!
{· · · {N,F } · · · ,F︸ ︷︷ ︸
n
}+ 1
n!
{· · · {P,F } · · · ,F︸ ︷︷ ︸
n
}+ · · ·
then for a fixed c ∈ Z2 \ {0}, and |n−m|>K with K  1
ρ−ρ+ ln(
ε
ε+ ),
∥∥∥∥ ∂2(P −R)∂zn+tc∂z¯m+tc − limt→∞ ∂
2(P −R)
∂zn+tc∂z¯m+tc
∥∥∥∥ εt e−|n−m|ρ  ε+t e−|n−m|ρ+ .
That is to say, P −R satisfies (A6) with K+, ε+, ρ+ in place of K,ε,ρ. The proof of the remain-
ing terms satisfying (A6) is composed by the following two lemmas.
Lemma 4.3. F satisfies (A6) with ε 23 in place of ε.
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F 11knn′ =
−i
〈k,ω〉 +Ωn −Ωn′ R
11
knn′
where
Ωn = |n|2 + Ω˜n,
and limt→∞ Ω˜n+tc exists for all n, c ∈ Z2 with
∣∣∣Ωn+tc − lim
t→∞ Ω˜n+tc
∣∣∣< ε0
t
. (4.27)
Notice that
〈k,ω〉 + ε−a0
(|n+ tc|2 − ∣∣n′ + tc∣∣2)= 〈k,ω〉 + ε−a0 (|n|2 − ∣∣n′∣∣2 + 2t 〈n− n′, c〉).
In the case that 〈n− n′, c〉 = 0,
F 11k,n+tc,n′+tc =
−i
〈k,ω〉 + ε−a0 (|n|2 − |n′|2)+ Ω˜n+tc − Ω˜n′+tc
R11k,n+tc,n′+tc.
Thus
lim
t→∞F
11
k,n+tc,n′+tc =
−i
〈k,ω〉 + ε−a0 (|n|2 − |n′|2)+ limt→∞(Ω˜n+tc − Ω˜n′+tc)
lim
t→∞R
11
k,n+tc,n′+tc.
By (4.27),
∣∣∣F 11k,n+tc,n′+tc − limt→∞F 11k,n+tc,n′+tc
∣∣∣ γ−8K8τ ε
t
e−|n−n′|ρe−|k|r  ε
2
3
t
e−|n−n′|ρe−|k|r .
Thus
∥∥∥∥ ∂2F∂zn+tc∂z¯n′+tc − limt→∞ ∂
2F
∂zn+tc∂z¯n′+tc
∥∥∥∥ ε
2
3
t
e−|n−n′|ρ.
If 〈n− n′, c〉 = 0 and t > K , it is easy to see that
∥∥∥∥ ∂2F∂zn+tc∂z¯n′+tc − 0
∥∥∥∥ εt e−|n−n′|ρ.
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g
∥∥∥∥ ∂2F∂zn+tc∂zn′−tc − limt→∞ ∂
2F
∂zn+tc∂zn′−tc
∥∥∥∥,
∥∥∥∥ ∂2F∂z¯n+tc∂z¯n′−tc − limt→∞ ∂
2F
∂z¯n+tc∂z¯n′−tc
∥∥∥∥
 ε
2
3
t
e−|n+n′|ρ.
In the case that n ∈ L1, n′ ∈ L2, we let
Qk,nn′ =
(
F 11k+ei+ei′ ,nn′ ,F
20
k+ei−ej ′ ,nm′ ,F
11
k+ej+ei′ ,mn′ ,F
20
k+ej−ej ′ ,mm′
)
,
Tk,nn′ =
(
R11k+ei+ei′ ,nn′ ,R
20
k+ei−ej ′ ,nm′ ,R
11
k+ej+ei′ ,mn′ ,R
20
k+ej−ej ′ ,mm′
)
.
Then,
(〈k,ω〉I +An+tc ⊗ I2 − I2 ⊗An′+tc)Qk,n+tc,n′+tc = −iTk,n+tc,n′+tc.
Recall (4.2)
∣∣det(〈k,ω〉I ±An ⊗ I2 ± I2 ⊗An′)∣∣ γ
Kτ
, k = 0,
and notice that
〈k,ω〉 + ε−a0
(|n+ i + tc|2 − ∣∣n′ − i′ + tc∣∣2)
= 〈k,ω〉 + ε−a0
(|n+ i|2 − ∣∣n′ − i′∣∣2 + 2t 〈n+ i − n′ + i′, c〉).
Hence if 〈n+ i − n′ + i′, c〉 = 0,
lim
t→∞Qk,n+tc,n′+tc = −i
(
〈k,ω〉I + lim
t→∞(An+tc ⊗ I2 − I2 ⊗An′+tc)
)−1
lim
t→∞Tk,(n+tc)(n′+tc),
exists.
Notice that ∥∥∥ lim
t→∞Qk,n+tc,n′+tc
∥∥∥ γ−4K4τ εe−|k|re−|n−n′|ρ,
(〈k,ω〉I +An+tc ⊗ I2 − I2 ⊗An′+tc)(Qk,n+tc,n′+tc − lim
t→∞Qk,n+tc,n′+tc
)
= −i
(
Tk,n+tc,n′+tc − lim
t→∞Tk,n+tc,n′+tc
)
−
(
An+tc ⊗ I2 − I2 ⊗An′+tc − lim
t→∞(An+tc ⊗ I2 − I2 ⊗An′+tc)
)
lim
t→∞Qk,n+tc,n′+tc,
and
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t→∞(An+tc ⊗ I2 − I2 ⊗An′+tc)
)
lim
t→∞Qk,n+tc,n′+tc
∥∥∥
 ε0
t
γ−4K4τ εe−|k|r e−|n−n′|ρ,
we have
∥∥∥Qk,(n+tc)(n′+tc) − lim
t→∞Qk,n+tc,n′+tc
∥∥∥ γ−8K8τ ε
t
e−|k|r e−|n−n′|ρ  ε
2
3
t
e−|k|re−|n−n′|ρ.
As a consequence,
∥∥∥∥ ∂2F∂zn+tc∂z¯n′+tc − limt→∞ ∂
2F
∂zn+tc∂z¯n′+tc
∥∥∥∥ ε
2
3
t
e−|n−n′|ρ.
If 〈n+ i − n′ + i′, c〉 = 0 and t > K , it is easy to see that
∥∥∥∥ ∂2F∂zn+tc∂z¯n′+tc − 0
∥∥∥∥ εt e−|n−n′|ρ.
Similarly, we have
∥∥∥∥ ∂2F∂zn+tc∂zn′−tc − limt→∞ ∂
2F
∂zn+tc∂zn′−tc
∥∥∥∥,
∥∥∥∥ ∂2F∂z¯n+tc∂z¯n′−tc − limt→∞ ∂
2F
∂z¯n+tc∂z¯n′−tc
∥∥∥∥
 ε
2
3
t
e−|n+n′|ρ.
As a result, F satisfies Töplitz–Lipschitz property (A6) with ε 23 in place of ε. 
Lemma 4.4. Assume that P satisfies (A6), F satisfies (A6) with ε 23 in place of ε and
∂2F
∂zn∂zm
= 0 (|n+m|>K), ∂2F
∂zn∂z¯m
= 0 (|n−m|>K),
∂2F
∂z¯n∂z¯m
= 0 (|n+m|>K),
then {P,F } satisfies (A6) with ε+ in place of ε.
Proof. Set f 11nm = limt→∞ ∂
2F
∂zn+tc∂z¯m+tc , p
11
nm = limt→∞ ∂
2P
∂zn+tc∂z¯m+tc , we have
∥∥∥∥ ∂2F∂zn+tc∂z¯m+tc − f 11nm
∥∥∥∥< ε
2
3 e−|n−m|ρ
t
,
∥∥∥∥ ∂2P − p11nm
∥∥∥∥< εe−|n−m|ρ .∂zn+tc∂z¯m+tc t
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∑
j
(
f 11nj p
11
jm − f 11mjp11jn
)
−
∑
j
(
f 20nj p
02
jm − f 02nj p20jm
)−∑
j
(
f 20mjp
02
jn − f 02mjp20jn
)∥∥∥∥

∑
j
∥∥∥∥ ∂2F∂zn+tc∂z¯j+tc − f 11nj
∥∥∥∥∥∥p11jm∥∥+
∥∥∥∥ ∂2F∂zm+tc∂z¯j+tc − f 11mj
∥∥∥∥∥∥p11jn∥∥
+
∑
j
∥∥∥∥ ∂2P∂zn+tc∂z¯j+tc − p11nj
∥∥∥∥∥∥f 11jm∥∥+
∥∥∥∥ ∂2P∂zm+tc∂z¯j+tc − p11mj
∥∥∥∥∥∥f 11jn∥∥
+
∑
j
∥∥∥∥ ∂2P∂zn+tc∂zj+tc − p20nj
∥∥∥∥∥∥f 02jm∥∥+
∥∥∥∥ ∂2P∂zm+tc∂zj+tc − p20mj
∥∥∥∥∥∥f 02jn∥∥
+
∑
j
∥∥∥∥ ∂2F∂zn+tc∂zj+tc − f 20nj
∥∥∥∥∥∥p02jm∥∥+
∥∥∥∥ ∂2F∂zm+tc∂zj+tc − f 20mj
∥∥∥∥∥∥p02jn∥∥
+
∑
j
∥∥∥∥ ∂2P∂z¯n+tc∂z¯j+tc − p02nj
∥∥∥∥∥∥f 20jm∥∥+
∥∥∥∥ ∂2P∂z¯m+tc∂z¯j+tc − p02mj
∥∥∥∥∥∥f 20jn∥∥
+
∑
j
∥∥∥∥ ∂2F∂z¯n+tc∂z¯j+tc − f 02nj
∥∥∥∥∥∥p20jm∥∥+
∥∥∥∥ ∂2F∂z¯m+tc∂z¯j+tc − f 02mj
∥∥∥∥∥∥p20jn∥∥
+
∑
j
∥∥∥∥ ∂2F∂zn+tc∂z¯j+tc − f 11nj
∥∥∥∥
∥∥∥∥ ∂2P∂zm+tc∂z¯j+tc − p11mj
∥∥∥∥
+
∑
j
∥∥∥∥ ∂2F∂zm+tc∂z¯j+tc − f 11mj
∥∥∥∥
∥∥∥∥ ∂2P∂zn+tc∂z¯j+tc − p11nj
∥∥∥∥
+
∑
j
∥∥∥∥ ∂2P∂zn+tc∂zj+tc − p20nj
∥∥∥∥
∥∥∥∥ ∂2F∂z¯m+tc∂z¯j+tc − f 02mj
∥∥∥∥
+
∑
j
∥∥∥∥ ∂2P∂zm+tc∂zj+tc − p20mj
∥∥∥∥
∥∥∥∥ ∂2F∂z¯n+tc∂z¯j+tc − f 02nj
∥∥∥∥
+
∑
j
∥∥∥∥ ∂2P∂z¯n+tc∂z¯j+tc − p02nj
∥∥∥∥
∥∥∥∥ ∂2F∂zm+tc∂zj+tc − f 20mj
∥∥∥∥
+
∑
j
∥∥∥∥ ∂2P∂z¯m+tc∂z¯j+tc − p20mj
∥∥∥∥
∥∥∥∥ ∂2F∂zn+tc∂zj+tc − f 20nj
∥∥∥∥
 K
2ε
5
3
e−|n−m|ρ + K
2ε
5
3
e−|n−m|ρ  ε+ e−|n−m|ρ.t t2 t
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|j +m|K and |j + n|K, or |j − n|K and |j −m|K.
The other cases are proved similarly. 
4.5. Iteration lemma and convergence
For any given s, ε, r, γ and for all ν  1, we define the following sequences
rν = r
(
1 −
ν+1∑
i=2
2−i
)
,
εν = c
(
γ−1Kτν−1
)4
ε
4
3
ν−1,
ην = ε
1
3
ν , Lν = Lν−1 + εν−1,
sν = 14ην−1sν−1 = 2
−2ν
(
ν−1∏
i=0
εi
) 1
3
s0,
ρν = ρ
(
1 −
ν+1∑
i=2
2−i
)
,
Kν = c
(
(ρν−1 − ρν)−1 ln ε−1ν
)
, (4.28)
where c is a constant, and the parameters r0, ε0, L0, s0 and K0 are defined to be r , ε, L, s and
ln 1
ε
respectively.
4.5.1. Iteration lemma
The preceding analysis is summarized as follows.
Lemma 4.5. Let ε be small enough and ν  0. Suppose that
(1) Nν + Aν + Bν + B¯ν = eν + 〈ων(ξ), I 〉 +∑n Ωνn(ξ)znz¯n + Aν + Bν + B¯ν is a normal form
with parameters ξ on a closed set Oν of Rb satisfying
∣∣〈k,ων 〉∣∣ γ
Kτν
, 0 < |k|Kν,
∣∣det(〈k,ων 〉I +Aνn)∣∣ γKτν , |k|Kν,∣∣det(〈k,ων 〉I ±Aνn ⊗ I ± I ⊗Aνn′)∣∣ γKτν , 0 < |k|Kν,
where Aν =Ων for n ∈ Z2 \ (L1 ∪ L2),n n 1
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(
Ωνn +ωνi aνn
aνm Ω
ν
m +ωνj
)
, n ∈ L′1,
Aνn =
(
Ωνn −ωνi −aνn
a¯νm −Ωνm +ωνj
)
, n ∈ L′2.
Here (n,m) are resonant pairs, and (i, j) is uniquely determined by (n,m).
(2) ων(ξ), Ωνn(ξ) are C4W smooth in ξ satisfying∣∣ων −ων−1∣∣Oν  εν−1, ∣∣Ωνn −Ων−1n ∣∣Oν  εν−1.
(3) Nν + Aν + Bν + B¯ν + Pν satisfies (A5), (A6) with Kν, εν, ρν and
‖XPν‖D(rν,sν ),Oν  εν.
Then there is a subset Oν+1 ⊂ Oν ,
Oν+1 = Oν
∖( ⋃
Kν<|k|Kν+1
Rν+1k (γ )
)
,
where Rν+1k (γ ) is given in (4.35) with ων+1 = ων +P ν0l00, and a symplectic transformation
of variables
Φν :Dρν (rν+1, sν+1)× Oν →Dρν (rν, sν), (4.29)
such that on Dρν+1(rν+1, sν+1)× Oν+1, Hν+1 =Hν ◦Φν has the form
Hν+1 = eν+1 +
〈
ων+1, I
〉+∑
n
Ων+1n znz¯n + Aν+1 + Bν+1 + B¯ν+1 + Pν+1, (4.30)
with
∣∣ων+1 −ων∣∣Oν+1  εν, ∣∣Ων+1n −Ωνn ∣∣Oν+1  εν. (4.31)
And for ξ in a closed subset Oν+1 of Rb, satisfies Diophantine condition
∣∣〈k,ων+1〉∣∣ γ
Kτν+1
, 0 < |k|Kν+1,
∣∣det(〈k,ων+1〉I +Aν+1n )∣∣ γKτν+1 , |k|Kν+1,∣∣det(〈k,ων+1〉I ±Aν+1n ⊗ I ± I ⊗Aν+1n′ )∣∣ γKτν+1 , 0 < |k|Kν+1,
where Aν+1 =Ων+1 for n ∈ Z2 \ (L1 ∪ L2),n n 1
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(
Ων+1n +ων+1i aν+1n
aν+1m Ων+1m +ων+1j
)
, n ∈ L′1,
Aν+1n =
(
Ων+1n −ων+1i −aν+1n
a¯ν+1m −Ων+1m +ων+1j
)
, n ∈ L′2.
Here (n,m) are resonant pairs, (i, j) is uniquely determined by (n,m).
And also Nν+1 + Aν+1 + Bν+1 + B¯ν+1 + Pν+1 has the special form defined in (A5), (A6)
with Kν+1, εν+1, ρν+1 in place of Kν, εν, ρν and
‖XPν+1‖Dρν+1 (rν+1,sν+1),Oν+1  εν+1. (4.32)
4.5.2. Convergence
Suppose that the assumptions of Theorem 2 are satisfied. Recall that
ε0 = ε, r0 = r, s0 = s, ρ0 = ρ, L0 = L, N0 =N,
A0 = A, B0 = B, P0 = P,
O is a bounded positive-measure set. The assumptions of the iteration lemma are satisfied when
ν = 0 if ε0 and γ are sufficiently small. Inductively, we obtain the following sequences:
Oν+1 ⊂ Oν,
Ψ ν =Φ0 ◦Φ1 ◦ · · · ◦Φν :Dρν (rν+1, sν+1)× Oν →Dρ0(r0, s0), ν  0,
H ◦Ψ ν =Hν+1 =Nν+1 + Aν+1 + Bν+1 + B¯ν+1 + Pν+1.
Let O˜ =⋂∞ν=0 Oν . As in [21,22], thanks to Lemma 4.2, it concludes that Nν,Ψ ν,DΨ ν,ων
converge uniformly on D 1
2ρ
( 12 r,0)× O˜ with
N∞ + A∞ + B∞ + B¯∞ = e∞ +
〈
ω∞, I
〉+∑
n
Ω∞n znz¯n + A∞ + B∞ + B¯∞.
Since
εν+1 = c
(
γ−1Kτν
)4
ε
4
3
ν
it follows that εν+1 → 0 provided that ε is sufficiently small. And we also have ∑∞ν=0 εν  2ε.
Let φtH be the flow of XH . Since H ◦Ψ ν =Hν+1, we have
φtH ◦Ψ ν = Ψ ν ◦ φtHν+1 . (4.33)
The uniform convergence of Ψ ν,DΨ ν,ων and XHν implies that the limits can be taken on both
sides of (4.33). Hence, on D 1 ( 1 r,0)× O˜ we get2ρ 2
J. Geng et al. / Advances in Mathematics 226 (2011) 5361–5402 5391φtH ◦Ψ∞ = Ψ∞ ◦ φtH∞ (4.34)
and
Ψ∞ :D 1
2ρ
(
1
2
r,0
)
× O˜ →Dρ(r, s)× O.
It follows from (4.34) that
φtH
(
Ψ∞
(
Tb × {ξ}))= Ψ∞(Tb × {ξ})
for ξ ∈ O˜. This means that Ψ∞(Tb×{ξ}) is an embedded torus which is invariant for the original
perturbed Hamiltonian system at ξ ∈ O˜. We remark here that the frequencies ω∞(ξ) associated
to Ψ∞(Tb × {ξ}) are slightly different from ω(ξ). The normal behavior of the invariant torus is
governed by normal frequencies Ω∞n .
4.6. Measure estimates
For notational convenience, let O−1 = O, K−1 = 0. Then at νth step of KAM iteration, we
have to exclude the following resonant set
Rν =
⋃
Kν−1<|k|Kν,n,n′
(Rνk ∪ Rνkn ∪ Rνknn′) (4.35)
where
Rνk =
{
ξ ∈ Oν−1:
∣∣〈k,ων(ξ)〉∣∣< γ
Kτν
}
, (4.36)
Rνkn =
{
ξ ∈ Oν−1:
∣∣det(〈k,ων 〉I +Aνn)∣∣< γKτν
}
, (4.37)
Rνknn′ =
{
ξ ∈ Oν−1:
∣∣det(〈k,ων 〉I ±Aνn ⊗ I ± I ⊗Aνn′)∣∣< γKτν
}
. (4.38)
In the following, we only give the proof for the most complicated case: {ξ ∈ Oν−1:
|det(〈k,ων〉I +Aνn ⊗ I − I ⊗Aνn′)|< γKτν }.
Set Mν = 〈k,ων〉I +Aνn ⊗ I − I ⊗Aνn′ , Mν−1 = 〈k,ων−1〉I + Aν−1n ⊗ I − I ⊗Aν−1n′ , then
for |k|Kν−1 ∥∥(Mν)−1∥∥= ∥∥(Mν−1 + (Mν −Mν−1))−1∥∥
= ∥∥(I + (Mν−1)−1(Mν −Mν−1))−1(Mν−1)−1∥∥
 2
∥∥(Mν−1)−1∥∥ 2Kτν−1
γ
 K
τ
ν
γ
.
For Kν−1 < |k|  Kν , we consider n,n′ ∈ L1 as an example, the other cases can be proved
analogously. Assume that (n,m) and (n′,m′) are resonant pairs in L1, then
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k,ων
〉
I +Aνn ⊗ I2 − I2 ⊗Aνn′
= Diag
⎛
⎜⎜⎝
〈k,ων〉 + (Ωνn +ωνi )− (Ωνn′ +ωνi′)
〈k,ων〉 + (Ωνn +ωνi )− (Ωνm′ +ωνj ′)
〈k,ων〉 + (Ωνm +ωνj )− (Ωνn′ +ωνi′)
〈k,ων〉 + (Ωνm +ωνj )− (Ωνm′ +ωνj ′)
⎞
⎟⎟⎠
+
(
0 aνn
aνm 0
)
⊗ I2 − I2 ⊗
(
0 aν
n′
aν
m′ 0
)
.
Lemma 4.6. For any given n,n′ ∈ Z21 with |n− n′|Kν , either |det(〈k,ων〉I +Aνn ⊗ I2 − I2 ⊗
Aν
n′)| > 1 or there are n0, n′0, c with |n0|, |n′0|, |c|  3Kν and t0 ∈ Z, such that n = n0 + tc,
n′ = n′0 + tc.
Proof. Since |n− n′|Kν , with an elementary calculation
|n|2 − ∣∣n′∣∣2 = ∣∣n− n′∣∣2 + 2〈n− n′, n′〉.
If |〈n− n′, n′〉|>K2ν , we have |det(〈k,ων〉I +Aνn ⊗ I2 − I2 ⊗Aνn′)|> 1, there will be no small
divisor problem.
In the case that |〈n−n′, n′〉|K2ν , we choose c ∈ Z2 such that c ⊥ n−n′ and |c| = |n−n′|
Kν . It is easy to see that there is a t0 ∈ Z such that |n′ − ct0|  2Kν . Take n′0 = n′ − ct0 and
n0 = n′0 + n− n′. We have |n′0| 2Kν and
|n0|
∣∣n− n′∣∣+ ∣∣n′0∣∣ 3Kν. 
Lemma 4.7.
⋃
n,n′∈Z21
Rνknn′ ⊂
⋃
n0,n′0,c∈Z2,t∈Z
Rν
k,n0+tc,n′0+tc (4.39)
where |n0|, |n′0|, |c| 3Kν .
Proof. If |〈n − n′, n′〉| > K2ν , Rνknn′ = ∅. If |〈n − n′, n′〉|  K2ν , there exist n0, n′0, c with|n0|, |n′0|, |c| 3Kν such that n= n0 + tc, n′ = n′0 + tc. Hence
⋃
n,n′∈Z21
Rνknn′ ⊂
⋃
n0,n′0,c∈Z2,t∈Z
Rν
k,n0+tc,n′0+tc (4.40)
where |n0|, |n′0|, |c| 3Kν . 
Lemma 4.8. (See Lemma 8.4 of [1].) Let g : I → R be b + 3 times differentiable, and assume
that
(1) ∀σ ∈ I there exists s  b + 2 such that g(s)(σ ) > B .
J. Geng et al. / Advances in Mathematics 226 (2011) 5361–5402 5393(2) There exists A such that |g(s)(σ )|A for ∀σ ∈ I and ∀s with 1 s  b + 3.
Define
Ih ≡
{
σ ∈ I: ∣∣g(σ )∣∣ h},
then
meas(Ih)
meas(I) 
A
B
2
(
2 + 3 + · · · + (b + 3)+ 2B−1)h 1b+3 .
For a proof see [1].
Lemma 4.9. For fixed k,n0, n′0, c,
meas
(⋃
t∈Z
Rν
k,n0+tc,n′0+tc
)
<
γ
1
4
K
τ
20
ν
.
Proof. Due to the analysis above and Töplitz–Lipschitz property of N + A + B + B¯ + P , the
coefficient matrix Mν(t) has a limit as t → ∞,∥∥∥Mν(t)− lim
t→∞M
ν(t)
∥∥∥ ε0
t
.
We define resonant set
Rν
kn0n′0c∞ =
{
ξ ∈ Oν−1:
∣∣∣det lim
t→∞M
ν(t)
∣∣∣< γ
K
τ
5
ν
}
. (4.41)
Then for ξ ∈ Oν−1\Rνkn0n′0c∞, we have ‖(limt→∞M
ν(t))−1‖ K
τ
5
ν
γ
.
Since ∥∥∥Mν(t)− lim
t→∞M
ν(t)
∥∥∥ ε0
t
,
for |t |>K
τ
5
ν , we have
∥∥(Mν)−1(t)∥∥ 2K
τ
5
ν
γ
 K
τ
ν
γ
.
For |t |K
τ
5
ν , we define the resonant set
Rν
kn0n′0ct
=
{
ξ ∈ Oν−1:
∣∣detMν(t)∣∣< γ
Kτν
}
. (4.42)
In addition
inf max
∣∣∂dξ (detMν(t))∣∣ 1 |k| 1K.ξ∈O 0<d4 2 2
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meas
{Rν
kn0n′0c∞
}
<
(
γ
K
τ
5
ν
) 1
4 = γ
1
4
K
τ
20
ν
,
meas
{ ⋃
|t |K
τ
5
ν
Rkn0n′0ct
}
<K
τ
5
ν
(
γ
Kτν
) 1
4
 γ
1
4
K
τ
20
ν
.
Hence
meas
(⋃
t
Rν
k,n0+tc,n′0+tc
)
<
γ
1
4
K
τ
20
ν
. 
Lemma 4.10.
meas
( ⋃
Kν−1<|k|Kν
Rνk
)
Kbν
(
γ
K
τ
5
ν
) 1
4 = γ
1
4
K
τ
20 −b
ν
,
meas
( ⋃
Kν−1<|k|Kν,n
Rνkn
)
K3+bν
(
γ
K
τ
5
ν
) 1
4 = γ
1
4
K
τ
20 −3−b
ν
,
meas
( ⋃
Kν−1<|k|Kν,n,n′
Rνknn′
)
 γ
1
4
K
τ
20 −3−b
ν
.
Lemma 4.11. Let τ > 20(b+4), then the total measure need to exclude along the KAM iteration
is
meas
(⋃
ν0
Rν
)
= meas
[⋃
ν0
( ⋃
Kν−1<|k|Kν,n,n′
Rνk ∪ Rνkn ∪ Rνknn′
)]

∑
ν0
γ
1
4
Kν
 γ 14 .
Appendix A. A precise way to construct the admissible tangential sites
For any given positive integer b, we give a concrete way to construct the admissible tangential
sites S = {i1 = (x1, y1), i2 = (x2, y2), . . . , ib = (xb, yb)}. Firstly we choose x1, y1, x2, y2 such
that x1 > b2, y1 = x51 , x2 = y51 , y2 = x52 , the others are defined inductively by
xj+1 = y5j
∏
2mj,1l<m
(
(xm − xl)2 + (ym − yl)2
)
, 2 j  b − 1,
yj+1 = x5j+1, 2 j  b − 1.
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Proof. The proof is elementary but cumbersome. Firstly, because for any three points c, d, f ∈
S, we have
c1 − d1
c2 − d2 > 0,
d2 − f2
d1 − f1 > 0,
hence
c1 − d1
c2 − d2 +
d2 − f2
d1 − f1 > 0,
thus
〈c − d, d − f 〉 = (c1 − d1)(d1 − f1)+ (c2 − d2)(d2 − f2) = 0.
As a result, any three points in S cannot be three vertices of a rectangle.
Note that n − m + i − j = 0, |n|2 − |m|2 + |i|2 − |j |2 = 0 implies 〈n − j, j − i〉 = 0 and
n+m− c − d = 0, |n|2 + |m|2 − |c2| − |d|2 = 0 implies 〈n− c,n− d〉 = 0. To prove that S is
admissible, it suffices to prove that
{ 〈n− g,g − f 〉 = 0,
〈n− c, c − d〉 = 0, (A.1){ 〈n− g,n− f 〉 = 0,
〈n− c,n− d〉 = 0, (A.2){ 〈n− g,g − f 〉 = 0,
〈n− c,n− d〉 = 0, (A.3)
have no solution in Z21 for c, d, f, g ∈ S and {c, d} = {f,g}.
Write Eqs. (A.1) in detail
{
(n1 − g1)(g1 − f1)+ (n2 − g2)(g2 − f2)= 0,
(n1 − c1)(c1 − d1)+ (n2 − c2)(c2 − d2)= 0. (A.4)
We prove that (A.4) has no solution in Z21 by contradiction.
(I) We consider the case that only one of {|c|, |d|, |f |, |g|} reaches the maximum value of
them.
(1) |d| = max{|c|, |d|, |f |, |g|}.
By an elementary calculation, we have
n2 = (g1 − c1)(g1 − f1)(c1 − d1)+ g2(g2 − f2)(c1 − d1)− c2(c2 − d2)(g1 − f1)
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1)
= c2 + (g1 − c1)(g1 − f1)(c1 − d1)+ (g2 − c2)(c1 − d1)(g2 − f2) .
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1)
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(2) |f | = max{|c|, |d|, |f |, |g|}.
We have
n2 = (g1 − c1)(g1 − f1)(c1 − d1)+ g2(g2 − f2)(c1 − d1)− c2(c2 − d2)(g1 − f1)
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1)
= g2 + (g1 − c1)(g1 − f1)(c1 − d1)+ (g2 − c2)(c2 − d2)(g1 − f1)
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1) .
By same analysis as in the above case, we have n /∈ Z21.
(3) |g| = max{|c|, |d|, |f |, |g|}.
We have
n2 = (g1 − c1)(g1 − f1)(c1 − d1)+ g2(g2 − f2)(c1 − d1)− c2(c2 − d2)(g1 − f1)
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1)
= g2 + (g1 − c1)(g1 − f1)(c1 − d1)+ (g2 − c2)(c2 − d2)(g1 − f1)
(c1 − d1)(g2 − f2)− (c2 − d2)(g1 − f1)
= g2 + (g1 − c1)(g1 − f1)(c1 − d1)+ (g
5
1 − c51)(c51 − d51 )(g1 − f1)
(c1 − d1)(g51 − f 51 )− (c51 − d51 )(g1 − f1)
= g2 + (g1 − c1)+ (g
5
1 − c51)(c41 + c31d1 + c21d21 + c1d31 + d41 )
(g41 + g31f1 + g21f 21 + g1f 31 + f 41 )− (c41 + c31d1 + c21d21 + c1d31 + d41 )
= g2 +
(
c41 + c31d1 + c21d21 + c1d31 + d41
)
g1 −
(
c41 + c31d1 + c21d21 + c1d31 + d41
)
f1
+ g1 − c1 + (g1 − f1)(c
4
1 + c31d1 + c21d21 + c1d31 + d41 )2 + (f 51 − c51)(c41 + c31d1 + c21d21 + c1d31 + d41 )
(g41 + g31f1 + g21f 21 + g1f 31 + f 41 )− (c41 + c31d1 + c21d21 + c1d31 + d41 )
.
Note that
g1 − c1 + (g1 − f1)(c41 + c31d1 + c21d21 + c1d31 + d41 )2 + (f 51 − c51)(c41 + c31d1 + c21d21 + c1d31 + d41 )
(g41 + g31f1 + g21f 21 + g1f 31 + f 41 )− (c41 + c31d1 + c21d21 + c1d31 + d41 )
∈ (0,1).
Hence n2 /∈ Z.
(4) |c| = max{|c|, |d|, |f |, |g|}.
This proof is the same as (3).
(II) Secondly, we consider the case that two of {|c|, |d|, |f |, |g|} reach the maximum of them.
(1) |d| = |g| = max{|c|, |d|, |f |, |g|}.
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〈n− g,g − f 〉 = 0, 〈n− c, c − g〉 = 0
have no solution in Z2.
From above equation, we have
(n1 − g1)(g1 − f1)+ (n2 − g2)(g2 − f2)= 0,
(n1 − c1)(c1 − g1)+ (n2 − c2)(c2 − g2)= 0.
By elementary calculation, we have
n2 = g2(g2 − f2)(c1 − g1)− c2(c2 − g2)(g1 − f1)− (g1 − c1)
2(g1 − f1)
(g2 − f2)(c1 − g1)− (c2 − g2)(g1 − f1)
= g
5
1(g
5
1 − f 51 )(c1 − g1)− c51(c51 − g51)(g1 − f1)− (g1 − c1)2(g1 − f1)
(g51 − f 51 )(c1 − g1)− (c51 − g51)(g1 − f1)
= g
5
1(g
4
1 + g31f1 + g21f 21 + g1f 31 + f 41 )− c51(g41 + g31c1 + g21c21 + g1c31 + c41)+ (g1 − c1)
(g41 + g31f1 + g21f 21 + g1f 31 + f 41 )− (g41 + g31c1 + g21c21 + g1c31 + c41)
.
Without loss of generality, we assume that |c|< |f |. According to the choice of tangential sites S,
c41|
[(
g41 + g31f1 + g21f 21 + g1f 31 + f 41
)− (g41 + g31c1 + g21c21 + g1c31 + c41)],
c41|
[
g51
(
g41 + g31f1 + g21f 21 + g1f 31 + f 41
)− c51(g41 + g31c1 + g21c21 + g1c31 + c41)+ g1], c41  c1,
hence
g51(g
4
1 + g31f1 + g21f 21 + g1f 31 + f 41 )− c51(g41 + g31c1 + g21c21 + g1c31 + c41)+ (g1 − c1)
(g41 + g31f1 + g21f 21 + g1f 31 + f 41 )− (g41 + g31c1 + g21c21 + g1c31 + c41)
/∈ Z.
(2) |d| = |f | = max{|c|, |d|, |f |, |g|}.
We have d = f . So
〈n− g,g − f 〉 = 〈n− g,g − d〉 = 0, 〈n− c, c − d〉 = 0.
Hence c, d, g ∈ S are three vertices of a rectangle, which is impossible.
(3) |c| = |g| = max{|c|, |d|, |f |, |g|}.
We have c = g. From
〈n− g,g − f 〉 = 0, 〈n− c, c − d〉 = 〈n− g,g − d〉 = 0,
thus the vectors g−f and g−d is parallel each other. Therefore d,f, g ∈ S lie on the same line,
which contradicts with the choice of tangential sites S.
Now we prove that (A.3) has no solution in Z2.
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(1) |d| = max{|c|, |d|, |f |, |g|}.
From the above two equations, we have
〈n− c,n− d〉 = 0, 〈n− g,g − f 〉 = 0.
We take g to be the origin. Then n, c, d, f will change to be n− g, c− g,d − g,f − g, however
|d − g|  |f − g| + |c − g|. This condition is enough in this part. For simplicity we still use
n, c, d, f to substitute n− g, c − g,d − g,f − g.
From 〈n− c,n− d〉 = 0, 〈n,f 〉 = 0, we have
(
f 21 + f 22
)
n21 +
(
(c2 + d2)f2f1 − f 22 (c1 + d1)
)
n1 + f 22 c2d2 + f 22 c1d1 = 0.
Let
= ((c2 + d2)f2f1 − (c1 + d1)f 22 )2 − 4(f 21 + f 22 )(f 22 c2d2 + f 22 c1d1)
= (f1f2d2 + (c2f2f1 − f 22 c1 − f 22 d1))2 − 4(f 21 + f 22 )(f 22 c2d2 + f 22 c1d1)
=
(
f1f2d2 +
(
c2f2f1 − f 22 c1 − f 22 d1 −
2c2(f 21 + f 22 )f2
f1
))2
−
(2c2(f 21 + f 22 )f2
f1
)2
+ 4c2(f
2
1 + f 22 )f2
f1
(
c2f2f1 − f 22 c1 − f 22 d1
)− 4(f 21 + f 22 )f 22 c1d1.
Since 4c2(f
2
1 +f 22 )f2
f1
(c2f2f1 − f 22 c1 − f 22 d1)− 4(f 21 + f 22 )f 22 c1d1 − ( 2c2(f
2
1 +f 22 )f2
f1
)2 ∈ Z is of
order 4c2f
5
2 d1
f1
which is far less than d2, we may assume
=
(
f1f2d2 +
(
c2f2f1 − f 22 c1 − f 22 d1 −
2c2(f 21 + f 22 )f2
f1
)
− α
)2
where α ∼ d1
d2
 1
f1
. Thus
n1 = −((c2 + d2)f2f1 − f
2
2 (c1 + d1))±
√

2(f 21 + f 22 )
= −((c2 + d2)f2f1 − f
2
2 (c1 + d1))± (f1f2d2 + (c2f2f1 − f 22 c1 − f 22 d1 −
2c2(f 21 +f 22 )f2
f1
)− α)
2(f 21 + f 22 )
.
Since 0 < α2(f 21 +f 22 )
 12f1(f 21 +f 22 ) , we have n1 /∈ Z.(2) |f | = max{|c|, |d|, |f |, |g|}.
As before, we take g to be the origin. Solving (A.3), we get
(
f 2 + f 2)n2 + ((c2 + d2)f2f1 − f 2(c1 + d1))n1 + f 2c2d2 + f 2c1d1 = 0. (A.5)1 2 1 2 2 2
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= ((c2 + d2)f2f1 − (c1 + d1)f 22 )2 − 4(f 21 + f 22 )(f 22 c2d2 + f 22 c1d1)
= (c1 − d1)2f 42 − 4c2d2f 42 − 2(c1 + d1)(c2 + d2)f 32 f1
+ (c2 − d2)2f 21 f 22 − 4f 21 f 22 c1d1 < 0.
(3) |g| = max{|c|, |d|, |f |, |g|}.
From |n|2 − |m′|2 + |f |2 − |g|2 = 0, we have |n|2 + |f |2 = |g|2 + |m′|2, which lead to |n|2 >
|g|2 − |f |2. Finally, we get
|n|2 + |m|2 − |c|2 − |d|2 > 0.
(IV) Secondly, we consider the case that only one of {|c|, |d|, |f |, |g|} reach the maximum of
them and two of the remaining are same.
(1) |d| = max{|c|, |d|, |f |, |g|}.
If c = g, we should solve
〈n− c,n− d〉 = 0, 〈n− c, f − c〉 = 0.
With an elementary calculation, we have
n2 = (f1 − c1)
2d2 + c2(f2 − c2)2 − (f2 − c2)(f1 − c1)(d1 − c1)
(f1 − c1)2 + (f2 − c2)2
= c2 + (f1 − c1)
2d2 − (f2 − c2)(f1 − c1)d1
(f1 − c1)2 + (f2 − c2)2 +
−c2(f1 − c1)2 + (f2 − c2)(f1 − c1)c1
(f1 − c1)2 + (f2 − c2)2
= c2 + (f1 − c1)
2d2 − (f2 − c2)(f1 − c1)d1
(f1 − c1)2 + (f2 − c2)2 +
(f1 − c1)(c1f2 − c2f1)
(f1 − c1)2 + (f2 − c2)2
= c2 + (f1 − c1)
2d2 − (f2 − c2)(f1 − c1)d1
(f1 − c1)2 + (f2 − c2)2 +
(f1 − c1)(c1f 51 − c51f1)
(f1 − c1)2 + (f 51 − c51)2
= c2 + (f1 − c1)
2d2 − (f2 − c2)(f1 − c1)d1
(f1 − c1)2 + (f2 − c2)2 +
c1f1(f
3
1 + f 21 c1 + f1c21 + c31)
1 + (f 41 + f 31 c1 + f 21 c21 + f1c31 + c41)2
.
According to the choice of tangential sites S,
(f1 − c1)2d2 − (f2 − c2)(f1 − c1)d1
(f1 − c1)2 + (f2 − c2)2 ∈ Z,
c1f1(f
3
1 + f 21 c1 + f1c21 + c31)
1 + (f 41 + f 31 c1 + f 21 c21 + f1c31 + c41)2
∈ (0,1),
hence n2 /∈ Z.
If c = f, the proof is similar to the case III(1).
(2) |f | = max{|c|, |d|, |f |, |g|}.
If g = c, we have
〈n− c,n− d〉 = 0, 〈n− c, c − f 〉 = 0.
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n2 = f
2
1 d2 − f2f1d1
f 21 + f 22
/∈ Z.
The proof is the same as the case g = d .
(3) |g| = max{|c|, |d|, |f |, |g|}.
The proof is the same as the case III(3).
(V) Thirdly, we consider the case when two of {|c|, |d|, |f |, |g|} reach the maximum.
(1) |g| = |d| = max{|c|, |d|, |f |, |g|}.
Obviously we have g = d . In this case, we have the following relations
〈n− c,n− d〉 = (n1 − c1)(n1 − d1)+ (n2 − c2)(n2 − d2)= 0,
〈d − f,n− d〉 = (d1 − f1)(n1 − d1)+ (d2 − f2)(n2 − d2)= 0.
Hence
n1 − d1
n2 − d2 = −
n2 − c2
n1 − c1 = −
d2 − f2
d1 − f1 ,
i.e.,
(d1 − f1)(n2 − c2)− (d2 − f2)(n1 − c1)= 0.
Thus we have
(d1 − f1)(n1 − d1)+ (d2 − f2)(n2 − d2)= 0,
(d1 − f1)(n2 − c2)− (d2 − f2)(n1 − c1)= 0.
An elementary calculation shows that
n1 = d1(d1 − f1)
2 + c1(d2 − f2)2 + (d2 − c2)(d1 − f1)(d2 − f2)
(d1 − f1)2 + (d2 − f2)2
= c1 + (d1 − f1)
2(d1 − c1)+ (d2 − c2)(d1 − f1)(d2 − f2)
(d1 − f1)2 + (d2 − f2)2
= c1 + d1 − f1 + (d1 − f1)
2(d1 − c1)+ (f2 − c2)(d1 − f1)(d2 − f2)− (d1 − f1)3
(d1 − f1)2 + (d2 − f2)2 .
So from the choice of tangential sites S, we have n1 /∈ Z.
(2) |f | = |d| = max{|c|, |d|, |f |, |g|}.
Obviously we have f = d . We encounter the equation as before
〈n− c,n− d〉 = 0,
〈n− g,g − d〉 = 0.
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n− g, c − g,d − g.
Then we have
(n1 − c1)(n1 − d1)+ (n2 − c2)(n2 − d2)= 0,
n1d1 + n2d2 = 0.
So
(
d21 + d22
)
n21 +
(
d1d2c2 − d22c1
)
n1 + c1d1d22 + c2d32 = 0
has no solution since
= (d1d2c2 − d22c1)2 − 4(d21 + d22 )(c1d1d22 + c2d32 )< 0.
Finally, we prove that (A.2) has no solution in Z2. Note that {c, d} = {f,g}. If {c, d} ∩
{f,g} = 1, we may assume c = f . It suffices to prove that{ 〈n− g,g − d〉 = 0,
〈n− c,n− d〉 = 0, (A.6)
has no solution in Z2, while we have proved in V(2) that this case has no solution in Z2.
So we only need to consider the case that c, d, f, g are different from each other. For simplic-
ity, we assume that |d|> max{|c|, |f |, |g|}. From the first equation in (A.2), we have |n|2  d1.
Moreover, from (A.2), we have
〈n, c + d − f − g〉 = 〈c, d〉 − 〈f,g〉.
By elementary computation,
n2 = c2d2 − 〈f,g〉 + c1d1 − n1(c1 + d1 − f1 − g1)
c2 + d2 − f2 − g2
= c2 + −c2(c2 − f2 − g2)− 〈f,g〉 + c1d1 − n1(c1 + d1 − f1 − g1)
c2 + d2 − f2 − g2
= c2 + (c1 − n1)d1 − c2(c2 − f2 − g2)− 〈f,g〉 − n1(c1 − f1 − g1)
c2 + d2 − f2 − g2 .
From the choice of the tangential sites S: if c1 − n1 = 0, we have
0 <
∣∣−c2(c2 − f2 − g2)− 〈f,g〉 − n1(c1 − f1 − g1)∣∣< d1;
if c1 − n1 = 0, we have
0 <
∣∣(c1 − n1)d1 − c2(c2 − f2 − g2)− 〈f,g〉 − n1(c1 − f1 − g1)∣∣< 12d2.
So we have proved that n2 /∈ Z. 
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