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We confirm Landauer’s 1961 hypothesis that reducing the number of possible macroscopic states
in a system by a factor of two requires work of at least kT ln 2. Our experiment uses a colloidal
particle in a time-dependent, virtual potential created by a feedback trap to implement Landauer’s
erasure operation. In a control experiment, similar manipulations that do not reduce the number of
system states can be done reversibly. Erasing information thus requires work. In individual cycles,
the work to erase can be below the Landauer limit, consistent with the Jarzynski equality.
In 1961, Rolf Landauer proposed a fundamental link
between information theory and physical systems [1]:
erasing information in a macroscopic or mesocopic sys-
tem is an irreversible process that should require a mini-
mum amount of work, kT ln 2 per bit erased, where T is
the system temperature and k is Boltzmann’s constant.
This work is dissipated into a surrounding heat bath. At
the time, the motivation was to understand the minimum
power a computer requires to function. Surprisingly, log-
ical operations—the computations themselves—can be
coded using logically reversible gates that in principle
can be realized in a thermodynamically reversible oper-
ation, with no dissipation [2]. But eventually, a com-
puter’s memory must be reset to its original state, and
such an operation is, according to Landauer, inherently
dissipative. As the only inherently dissipative operation,
it determines the theoretical minimum power required to
run a computer.
Landauer’s principle acquired further significance some
years later, when Charles Bennett (and, independently,
Oliver Penrose) noted that it resolves the long-standing
threat to the second law of thermodynamics posed by
Maxwell’s demon [3–6]. In modern language, a demon
acquires information about a system, lowering its entropy
and raising its free energy, and then uses this acquired
free energy to do work. Unless some aspect of the de-
mon’s operation is dissipative, it will use the energy of
the surrounding heat bath to do work, violating the sec-
ond law of thermodynamics. Szilard [7], Brillouin [8],
and others [5] proposed that the measurement step is in-
herently dissipative. However, as Bennett showed, mea-
surements can, in principle, be done without work [4]. If
measurements and calculations do not require work, the
only other possibility consistent with the second law is
that the erasure step, required to return the computer to
its original state, is dissipative. Thus, Landauer’s princi-
ple resolves the paradox created by Maxwell’s demon. Al-
though these theoretical arguments have persuaded most
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physicists, there has been persistent skepticism from a
variety of authors, within and without the physics com-
munity [9–12]. The continuing controversy makes clear
experimental tests of Landauer’s principle particularly
important.
Landauer’s principle remained untested for over fifty
years. Tests have recently become possible because
of two key recent developments: The first advance is
conceptual—a method for estimating the work done on
a particle and the heat dissipated by that particle that is
based solely on the trajectory x(t) and a knowledge of the
potential U(x, t). In particular, it does not rely on mea-
suring the minute amounts of heat (≈ 10−21 J) involved
in the erasure of a single bit of information. The method
was first proposed by Sekimoto [13, 14] and tested, for
example, by studying a colloidal particle in an aqueous
medium [15]. Extensions have led to a new field, the
stochastic thermodynamics of small systems [16, 17]. By
focusing solely on the trajectory and the potential, one
can isolate and measure the quantities of direct inter-
est, removing the contributions of work and dissipation
from ancillary devices—computer, camera, illumination,
etc.—that are irrelevant to calculating the work done by
the potential on the particle and the heat dissipated into
the surrounding bath.
The second advance is technical—the development of
ways to impose user-defined potentials on a small par-
ticle undergoing Brownian motion. One way, for exam-
ple, uses the localized potential forces created by opti-
cal tweezers formed from a highly focused laser beam.
Then, either by shaping the beam by diffractive optical
elements or by rapidly moving the beam between two or
more locations, a more complicated potential, such as a
double well, can be created. Such an approach was re-
cently used to make a first test of Landauer’s principle,
under partial-erasure conditions [18]. A related approach
[19] had earlier been used to explore a Szilard engine [5]
that converts information to work, a process that may be
regarded as an indirect test of Landauer’s principle.
Here, we adopt a more flexible approach that uses feed-
back loops to create a virtual potential. We implement
a version of the Anti-Brownian Electrokinetic (ABEL)
feedback trap to test Landauer’s principle. As illustrated
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2in Fig. 1, the trap acquires an image of fluorescent parti-
cle diffusing in an aqueous solution and uses image pro-
cessing to estimate its position. Rather than using a
physical potential, such as that produced by optical or
magnetic tweezers, in a feedback trap, voltages are ap-
plied across two sets of electrodes, creating an electrical
force that moves the particle. In the present study, the
force is chosen to create a virtual potential U(x¯n) that is
a discrete approximation to a corresponding continuous
potential U(x) [20–23]. The potential is virtual because
it is imposed by the feedback loop and is based on the
measured position at x¯n, rather than the corresponding
(unknown) actual position, xn. The feedback trap al-
lows the exploration of particle dynamics in a nearly arbi-
trary potential, where the only constraint is that the local
relaxation time of the potential be significantly greater
than the update time of the feedback loop. The local
relaxation time is the time for a particle to relax in a po-
tential of curvature κ(x), where x is the local position of
the particle [24]. A virtual potential may also be time de-
pendent U(x¯n, tn); the time variations must also be slow
compared to the feedback update time ts. If the feedback
update time is short, the dynamics in virtual potentials
asymptotically approach those of the corresponding con-
tinuous potential [22].
In our experimental setup, described in detail in [23],
a camera takes images of 200-nm fluorescent particles in
an inverted epifluorescence microscope. Particles diffuse
in two dimensions, as the 800-nm thick cell limits ver-
tical motion. For inserting the electrodes, the cell has
two pairs of holes that are roughly orthogonal. Fluores-
cent particles are illuminated by a 5-mW, 532-nm laser.
The computer estimates a particle’s position in a cam-
era image using a modified centroid algorithm and then
generates a feedback force based on the inferred position.
The feedback force is applied as an electric force that is
generated by applying voltage differences to two pairs of
electrodes. The feedback loop is updated every ts = 10
ms, with force updates at the middle of a 5-ms camera
exposure. The delay between observing a position and
applying the calculated force is also 10 ms.
Since the feedback forces are generated by applying
voltage differences to two pairs of electrodes, one must
translate the voltages into forces properly. The two sets
of quantities are connected by a 2× 2 mobility matrix µ
that relates the two nominally orthogonal potentials to
x and y displacements [24]. In the feedback trap, dis-
placements are affected by slow drifts, most likely due
to voltage offsets created by electrochemical reactions at
the electrodes and by the voltage amplifier. Removal
of these drifts is essential for quantitative measurement
of thermodynamic parameters such as work. Here, we
estimate and correct for them in real time, using a recur-
sive maximum likelihood (RML) method [25] for relating
displacements to applied voltages. The RML method
gives an unbiased estimate of particle’s properties, which
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FIG. 1. (color online). Schematic of feedback trap oper-
ation. (a) Acquisition of an image of a fluorescent particle.
(b) Determination of particle position from that image us-
ing a centroid algorithm. (c) Evaluation of feedback force
Fx = −∂xU(x, t) at the observed position x¯. (d) Application
of electric force, with voltage set by electrodes (light blue),
held constant during the update time ts = 10 ms. (e) Ac-
quistion of another image, with particle at a new position.
The position of the particle is shifted relative to the previous
one because of the deterministic feedback displacement due to
the applied electric field, the stochastic effects due to thermal
diffusion, and observational noise due to the finite number of
photons collected. In the full trap, two sets of electrodes allow
for two-dimensional trapping. Using a thin sample cell (800
nm) confines the particle in the third dimension.
are further used for imposing the “virtual” potential and
measuring work with the high precision. See [26] for a
full discussion.
The ability to measure work with the high precision
and the flexibility to choose the potential in a feedback
trap gives it a key advantage in testing Landauer’s prin-
ciple. Previous tests, based on the rapid manipulation
of optical tweezers, did not have full control of poten-
tial shape [18]. As a result, they were unable to achieve
complete erasure, and corrections were necessary to con-
nect to the kT ln 2 result predicted by Landauer for the
full erasure of one bit of information. Follow-up studies
used the Jarzynski relation to infer the Landauer value
from finite-time cycles [27] and explored the energetics
of symmetry breaking [28]. Here, a higher barrier pre-
vents spontaneous hops across the barrier, ensuring com-
plete erasure and approach to the limiting value of work,
kT ln 2. Equally important, we are also able to perform
a control experiment where, using similar manipulations
in the potential that are chosen so as not to compress the
phase space, the required work goes to zero at long cycle
times, consistent with a reversible operation. We thus
directly show the link between phase-space compression
3tim
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FIG. 2. (color online). Erasure protocol and trajectories
for full erasure (p = 1) and no erasure (p = 0.5). Full era-
sure requires a strong tilt of the potential towards the desired
well (A = 0.5). In the no-erasure protocol, the potential is
symmetric at every time step (A = 0), implying that a par-
ticle ends up in a random final state. The image intensity
I(x, t) ∝ P (x, t) the occupation probability for a particle in
a time-dependent, double-well potential and was generated
from 30 trajectories for each case using kernel density esti-
mation. We used a Gaussian kernel with standard deviation
equal to 0.1 in time and 0.15 µm in space, evaluated on a
500× 160 grid. Scale bar at lower left measures 5 µm.
and loss of reversibility.
Figure 2 illustrates the two protocols that we used. At
left is the full-erasure protocol, denoted p = 1 to indicate
that the probability that a particle ends up in the right
well, regardless of its initial state (left well or right) is
unity. Our erasure protocol is a modified version of that
presented by Dillenschneider and Lutz [29]. The cyclic
operation has four stages: lower the barrier, tilt, raise
the barrier, untilt. To create the protocol, we impose
U(x, t) = 4Eb
[− 12g(t)x˜2 + 14 x˜4 −Af(t)x˜] , (1)
where x˜ = x/xm and where the energy barrier Eb sep-
arates two wells located at ±xm. The functions g(t)
and f(t) control barrier height and tilt, respectively [24].
The full potential is harmonic in the transverse direction:
Utot(x, y, t) = U(x, t) +
1
2κyy
2.
The associated density plot, where red intensity is pro-
portional to the occupation probability P (x, t) of the par-
ticle, shows that all trajectories end up in in the right
well. Figure 2 shows at right the no-erasure protocol,
which differs from the full-erasure protocol only in that
there is no tilt. From the symmetry, we expect (and
experimentally we confirm) that there is an equal prob-
ability for particles to end up in the left or right well.
In this case, no net erasure of information occurs: the
particle has two possible states before and two possible
states after the cyclic operation, and a further measure-
ment would be needed to know the state of the system.
The duration of each protocol (cycle period) is denoted
τ and is measured in units of τ0 = (2xm)
2/D, the time
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FIG. 3. (color online). (a) Experimental series of work
values for individual cycles of duration τ = 0.5, 1, and 2.5.
The gray shaded area shows those cycles where the measured
work is below the Landauer limit. (b) Histograms of work
series in (a), with Gaussian fits shown as solid curves. The
gray shaded area shows the part of the probability distribution
that is below the Landauer limit.
scale for particles to diffuse between wells at ±xm. In
the experiment, xm = 2.5 µm, D ≈ 1.7 µm2/s, implying
τ0 ≈ 15 s. The energy barrier Eb is set to 13 kT . Such a
barrier height insures that the time between spontaneous
hops (dwell time) is two orders of magnitude longer than
the longest erasure cycle [24]. The update time ts = 10
ms is fast enough that the discrete dynamics and work
measurements are accurate estimates of the continuous
equivalents for our set of parameters [30].
To find the work in one erasure cycle, we evaluate the
imposed potential U [x(t), t] at the position of the particle
and discretize Sekimoto’s formula [13], W =
∫ τ
0
dt (∂tU),
where τ is the erasure cycle time. We then have
W (τ) = −4Eb
Ns∑
n=0
[
1
2 (∆g)n x˜
2
n +A(∆f)n x˜n
]
, (2)
where ∆gn ≡ g˙(tn) ts and ∆fn ≡ f˙(tn) ts and Ns is the
number of steps in the erasure cycle.
Figure 3 shows that, for fixed τ , the work in each cy-
cle is stochastic, with W (τ) empirically distributed as a
Gaussian random variable. We estimate the mean work
〈W 〉τ for cycles of time τ by averaging over N measure-
ments. From Fig. 3, the standard error of the mean de-
pends only on the total time ttot taken by the N cycles.
To keep the standard error of the mean constant for dif-
ferent cycle times, we thus choose N(τ) = ttot/τ . With
ttot = 60 min., the statistical errors were about±0.10 kT .
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FIG. 4. (color online). Mean work measured in the full
erasure (p = 1) and no-erasure (p = 0.5) protocols. (a) Mean
work approaches the Landauer limits for each protocol. Solid
line shows fit to asymptotic τ−1 correction. (b) Mean work
as a function of inverse time. The Landauer limit is given by
the y-axis offset. The dimensionless cycle times τ are in units
of τ0 = (2xm)
2/D.
Asymptotic
work (±0.03)
Scale
time a
χ2
ν = 14
full erasure (p = 1) 0.71 1.39 8.2
no erasure (p = 0.5) 0.05 1.48 7.5
TABLE I. Summary of results for full-erasure and no-erasure
protocols. Work 〈W 〉 is divided by a factor of kT . The full-
erasure value is compatible with ln 2 ≈ 0.693. The dimen-
sionless parameter a, defined in Eq. 3, gives the erasure scale
time, in units of τ0 = (2xm)
2/D.
To find the asymptotic work, we extrapolate results from
finite-τ cycles to infinite cycle times via the expected τ−1
finite-time correction [14, 31, 32]:
〈W 〉τ
kT
=
〈W 〉∞
kT
+ aτ−1 , (3)
where 〈W 〉∞/kT is ln 2 for the full-erasure and 0 for the
no-erasure protocols.
Figure 4 presents the main results of this study: Part
A shows the average work as a function of τ for both the
full-erasure and no-erasure protocols. The solid lines are
fits to Eq. 3. To show the asymptotic form and its limit
more clearly, we replot the data as a function of τ−1 in
Fig. 4B. The fit parameters are collected in Table I.
The asymptotic work values that we find are compat-
ible with the expected values, ln 2 ≈ 0.69 and 0, respec-
tively; the dimensionless scale times a are of order unity,
also as expected; and the χ2 statistics indicate good fits.
Thus, we have shown experimentally that the full-erasure
protocol, which involves the compression of phase space
from two macroscopic states to one, asymptotically re-
quires kT ln 2 of work, while the very similar no-erasure
protocol, which has no such phase-space compression, is
reversible.
The Gaussian work distributions seen in Fig. 3 have a
mean that exceeds Landauer’s limit in the erasure exper-
iment. However, individual cycles may have values of the
stochastic work that are below the Landauer limit. In-
deed, they can even be negative, drawing energy from the
bath, in an apparent violation of the second law [33]. As a
further check on our results, we note that when work dis-
tributions are Gaussian, the Jarzynski equality—in this
case, equivalent to linear response theory—implies a re-
lation between the mean 〈W 〉 and variance σ2W of the
work distribution [see, for example, Ref. [34], Eq. 21]:
σ2W = 2 (〈W 〉 −∆F ) , (4)
where 〈W 〉, ∆F , and σW are all measured in units of kT
and where ∆F is interpreted as a non-equilibrium free
energy [35] , equal to ln 2 for the full-erasure protocol
and 0 for the no-erasure protocol.
Figure 5 shows these quantities for both protocols. The
solid lines are plots (not fits) from Eq. 4. There is good
agreement for longer cycle times that becomes poorer for
shorter cycles, which have larger mean work values. The
shorter cycle times are problematic, both because the
asymptotic result, Eq. 4, and the approximation of a vir-
tual to a real potential can break down. The Jarzynski
equality has been explored in more detail in the context
of Landauer’s principle in Ref. [27]. In combination with
the expected decrease in mean work as cycle times are
lengthened, it explains immediately why the work distri-
bution sharpens for long τ . Because the variance of the
mean estimate and the mean itself (see Eq. 4) both de-
crease as τ−1, measuring for a time T leads to the same
error-bar estimates, independent of the chosen cycle time
τ , assuming that τ is long enough that the distributions
are indeed Gaussian. For shorter cycle times, the distri-
butions are expected to be non-Gaussian [29].
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FIG. 5. (color online). Variance versus mean for the work
distribution, in units of kT . Solid lines are plotted from the
Jarzynski relation, Eq. 4, and have slope 2.
In conclusion, the results presented here give the first
direct test of Landauer’s principle to confirm the pre-
dicted erasure energy of ln 2 per bit, connecting the seem-
ingly disparate ideas of information and heat flow. The
tests also answer the threats to the second law of ther-
modynamics posed by Maxwell’s demon.
The high precision and great flexibility of feedback
traps opens doors to many further tests of stochastic
5thermodynamics and nonequilibrium statistical physics.
For example, Aurell et al. [32] have studied the problem
of minimizing the work in finite-time operations and con-
cluded that optimal protocols involve complex, discontin-
uous manipulations of potentials that would be hard to
impose in any other way. The potential from a feed-
back trap need not even come from a potential, making
possible the exploration of non-potential dynamics [21].
Feedback traps are, of course, also natural settings for ex-
ploring non-equilibrium extensions of the Landauer the-
ory [36, 37], as well as connections between feedback and
thermodynamics [16, 17].
Landauer’s link between information theory and physi-
cal systems is critical for understanding performance lim-
its in nanoscale machines and biological systems. At
present, the lowest energies involved in elementary op-
erations in computation such as switching are ≈ 1000 kT
[38], which are approaching the energy scales (10–100 kT )
used by biological systems to sense the outside world and
make decisions [39]. At these energy scales, the funda-
mental explorations of equilibrium and non-equilibrium
systems made possible by the new methods used here will
become increasingly important.
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6SUPPLEMENTAL MATERIAL:
ERASURE PROTOCOL
Our erasure protocol is similar to that presented by
Dillenschneider and Lutz [29] but separates explicitly the
operations that change the barrier height and tilt the
potential. The function g(t) in Eq. 1 lowers and raises
the barrier. A lowered barrier (g ≈ 0) allows a particle
to explore both states on a time scale set by diffusion,
τ0 ≡ (2xm)2/D. The time scale τ0 sets the basic scale
for trap dynamics: achieving full erasure requires a cycle
time τ  τ0. For this reason, we scale times by τ0 (rather
than by ts, the time per update step).
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Scaled time  τ
0 τ / 2  τ
f(t)
g(t)(a)
(b)
g(t)
f(t)
•
•
FIG. 6. Control functions. (a) Barrier control g(t) (solid red
line) and its time derivative g˙(t) (dotted red line), used for
the work calculation. (b) Potential tilt f(t) (solid red line)
and its derivative f˙(t) (dotted red line).
The linear term Af(t)x˜ in Eq. 1 tilts the potential,
with A setting the tilt amplitude and favoring one state
and f(t) the time-dependent protocol. The functions f(t)
and g(t) take values ∈ [0, 1] and are plotted in Fig. 6.
time g(t) f(t) action
t ∈ [0, 1
4
τ ] 1− sin[ω(t)] 0 lower barrier
t ∈ [ 1
4
τ, 1
2
τ ] 0 4t/τ − 1 tilt
t ∈ [ 1
2
τ, 3
4
τ ] 1− sin[ω(t− τ/4)] 1 raise barrier
t ∈ [ 3
4
τ, τ ] 0 4− 4t/τ untilt
t /∈ [0, τ ] 1 0 static double-well
TABLE II. Protocols for lowering and raising the barrier (g)
and for tilting the potential (f). Time t and cycle time τ are
both scaled by the diffusion time τ0, and ω = 2pi/τ .
Table II defines explicitly the four stages of the pro-
tocol, each lasting a quarter cycle. The stages are as
follows: First, lower the barrier; then tilt the potential
to favor one state; then lock the particle in that state by
raising the barrier; and, finally, return the potential to
its initial form by untilting it.
BARRIER HEIGHTS AND DWELL TIME
For the symmetric double-well potential, it is impor-
tant that the barrier be so high that the probability for a
spontaneous “hop” across is vanishingly small on the time
scale of the longest cycle time explored. Such hops would
imply an incomplete erasure and thus a work that is less
than the (kT ln 2) limit. In previous experiments[18, 27],
the barrier was low enough that spontaneous hops oc-
curred. Erasure was thus incomplete and corrections for
the finite barrier height had to be made.
104
102
100
τ 
dw
el
l / 
τ 0
151050
Barrier height  Eb / kT
τ = 64
Eb / kT = 13
FIG. 7. Mean Kramers times for different barrier heights.
Solid red markers indicate experimental data points. Black
curve shows the Kramers theory, Eq. 5, for double-well poten-
tial with xm = 2.5 µm and Eb = 13 kT . The vertical dotted
line shows the barrier height for the erasure experiment. The
horizontal dotted line shows the longest erasure cycle time.
The circled short, vertical line with double arrows represents
the factor of ≈ 100 between the predicted dwell time and the
longest experimental cycle time.
We thus explored the relation between barrier height,
Eb/kT and dwell time, the mean time between sponta-
neous “hops” across the barrier. Figure 7 gives dwell
time vs. barrier height, showing theory (solid line), and
experiment (red solid markers). Although we are inter-
ested in long dwell times in the erasure experiment, we
can directly measure the dwell time only for lower barri-
ers, where the dwell times are accessible experimentally,
as in previous work [20]. The theoretical predictions for
dwell time are based on Eq. 5. The relevant experimental
point is that at the chosen barrier height, Eb/kT = 13,
the expected dwell time is about two orders of magnitude
greater than the longest experimental cycle time (circled
vertical line with double arrows). This separation of time
scales implies full erasure in a double-well potential.
The theoretical prediction for the dwell time is derived
from the overdamped limit of Kramers theory [40],
7(
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16
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)
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In the second expression, we substitute τ0 = (2xm)
2/D
and insert the curvatures of the potential at the bar-
rier and the well: |κ0| = |∂xxU(x = 0)| = 4Eb/x2m and
|κm| = |∂xxU(x = xm)| = 8Eb/x2m, respectively. Note
that the dwell time diverges for Eb/kT → 0. This sur-
prising conclusion, just noticeable as the upturn in the
solid curve in Fig. 7, is an artifact of the calculation itself,
which assumes Eb/kT  1.
