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Abstract
Deep learning object detectors achieve state-of-the-art
accuracy at the expense of high computational overheads,
impeding their utilization on embedded systems such as
drones. A primary source of these overheads is the ex-
haustive classification of typically 104 − 105 regions per
image. Given that most of these regions contain uninforma-
tive background, the detector designs seem extremely su-
perfluous and inefficient. In contrast, biological vision sys-
tems leverage selective attention for fast and efficient ob-
ject detection. Recent neuroscientific findings shedding new
light on the mechanism behind selective attention allowed
us to formulate a new hypothesis of object detection effi-
ciency and subsequently introduce a new object detection
paradigm. To that end, we leverage this knowledge to de-
sign a novel region proposal network and empirically show
that it achieves high object detection performance on the
COCO dataset. Moreover, the model uses two to three or-
ders of magnitude fewer computations than state-of-the-art
models and consequently achieves inference speeds exceed-
ing 500 frames/s, thereby making it possible to achieve ob-
ject detection on embedded systems.
1. Introduction
Object detection is a core computer vision task and there
is a growing demand for enabling this capability on em-
bedded devices [1]. State-of-the-art deep learning models,
such as Faster R-CNN [2], YOLO [3], and SSD [4], achieve
unprecedented object detection accuracy at the expense of
high computational costs [5]. A major contributor to these
Input Image State-of-the-art (104−
105 regions classified)
Ours (∼10 regions
classified)
Figure 1: Region proposal filtration comparison. This fig-
ure panel compares the number of regions (red boxes) typ-
ically classified as containing background or objects by
state-of-the-art object detection models with our method.
Our method rarely evaluates background regions, thus sig-
nificantly reduces computational costs.
costs is the exhaustive region proposal generation stage of
object detection [6], where typically thousands of regions
from an input image are classified as background or ob-
ject regions prior to sending only object regions for fur-
ther classification (Figure 1). Since images typically con-
tain more background than objects of interest, most regions
evaluated during the region proposal stage contain uninfor-
mative background and are therefore processed unnecessar-
ily [7, 8]. To mitigate this computational cost, researchers
employed optimization to reduce the network architecture
size of these state-of-the-art models (e.g. Tiny SSD [9] and
SqueezeDet [10]). Nevertheless, these smaller models in-
herit the same region proposal generation algorithm and
consequently still evaluate mostly background regions.
In contrast, object detection in biological vision sys-
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tems is extremely efficient owing to the mechanisms behind
salience detection and selective attention [11]. Salience
detection involves the generation of a saliency map in the
brain, which spatially maps the locations of salient regions,
most likely objects of interest, in the visual field [12]. The
brain then selectively attends to these regions serially to
process them further e.g. classifying objects. Inspired by
this mechanism’s speed and efficiency, many attempts have
leveraged saliency-based models to generate object-only re-
gion proposals in object detection [13, 14, 15, 16, 17]. Un-
fortunately, none have improved the speed or efficiency over
state-of-the-art models.
Intuitively, saliency-based approaches should be able
to improve detection efficiency if implemented correctly.
Therefore, the pursuit of a deeper understanding of the
mechanisms behind saliency detection prompted a thorough
investigation of the visual neuroscience literature. Conse-
quently, we discovered that salience detection is efficient
because the retina compresses visual information from the
entire visual field by ∼90% to a low-resolution achromatic
image [18]. This image is then processed by a structure
called the superior colliculus (SC), which was only recently
identified as the correct location where the saliency map is
generated in primates and humans [19, 20, 21]. Such an ar-
rangement has the effect of significantly reducing the vi-
sual search space of objects and regions of interest [22], so
that a relatively small and simple neural network suffices for
computing and generating a saliency map. In contrast, most
salience-guided object detection models typically employed
high-resolution (e.g. 800× 600 pixels [14]) color images to
train and run their detection models, which could explain
their high computation costs. However, a recent study [11]
investigated the preservation of saliency in low-resolution
grayscale (LG) images and found that saliency was well-
preserved in images downsampled all the way to 64 × 64
pixels.
Inspired by our assumption that LG input into the SC of
primates and humans is the primary reason behind speed
and efficiency in natural salience detection, together with
the encouraging results from [11], we designed a novel
saliency-guided selective attention region proposal network
(RPN) and investigated its speed and computational costs.
This study provides two main contributions: (1) unveiling
the mechanism behind speed and efficiency in selective vi-
sual attention; and (2) establishing a new RPN based on this
mechanism and demonstrating the significant cost reduction
and dramatic speedup over state-of-the-art object detectors.
2. Related work
The sliding-window approach was the leading detec-
tion paradigm in classic object detection. However, with
the resurgence of deep learning [23], two-stage detectors
quickly came to dominate object detection. As pioneered
in the Selective Search work [24], the first stage gen-
erates a sparse set of ideally object-only candidate pro-
posals while filtering out the majority of negative loca-
tions [25], while the second stage classifies the proposals
into object-category classes. Region Proposal Networks
(RPN) integrated proposal generation with the second-stage
classifier into a single convolution network, forming the
Faster R-CNN framework [2], of which numerous exten-
sions have been proposed, e.g. [8, 26, 27, 28, 29]. Never-
theless, while two-stage detectors achieved unprecedented
accuracies, they were slow. The need to improve speed
ushered in the development of one-stage detectors, such as
SSD [4] and YOLO [3, 30].
Both one-stage and two-stage object detection methods
typically evaluate 104 − 105 candidate regions per image;
densely covering many different spatial positions, scales,
and aspect ratios. In the current state-of-the-art one-stage
detector, RetinaNet [7], evaluation (i.e. predicting the prob-
ability of object presence) of each of these regions is carried
by a classification subnet, which is a fully-convolutional
neural network comprising five convolutional layers, each
with typically 256 filters and each followed by ReLU acti-
vations. Input images into these networks are typically re-
scaled to 800×1366 pixels, from which 104−105 candidate
regions are individually evaluated. Therefore, significant
computational costs are incurred. Consequently, the im-
proved speed of one-stage detectors comes at a significant
computational cost, which makes them impractical for em-
bedded systems. Moreover, due to the extreme background-
to-object class-imbalance in typical images, the exhaustive
region classification design seems extremely superfluous
and inefficient.
Inspired by the promise of better region proposal effi-
ciency in natural vision, researchers used saliency-based
models to generate object-only region proposals for object
detection [13,14,15,16,17]. Their main motivation was that
a saliency map, generated non-exhaustively, could highlight
regions containing objects, which can then be proposed to
an object-category classifier, thereby ignoring background
regions altogether and potentially saving thousands of un-
necessary classifications. Nevertheless, a primary short-
coming of these previous attempts is that most models used
high-resolution color (e.g. 1000×600 pixels; RGB [16]) im-
ages, which results in the overall detection model still being
more computationally expensive and resource demanding
than state-of-the-art one- and two-stage detectors. Further-
more, other studies (e.g. [31]) used saliency models trained
on human eye fixations. A problem with this approach is
that not all objects of interest are detected; just objects that
grab human attention, which is inadequate for general ob-
ject detection.
These saliency-based approaches were inspired by the
right idea; however, their implementations may not have
been an accurate reflection of how saliency works in nat-
ural vision. Consequently, we decided to revisit the con-
cept of a saliency-guided region proposal network, armed
with deeper insights into its biological mechanisms. Our
research into salience detection and selective attention in
natural vision suggests that the processing of low-resolution
achromatic visual information from the retina is key to its
speed and efficiency. The implementation of these features
in our model enable the processing of a significantly re-
duced image of the original and only regions highlighted
in a saliency map, which would simultaneously address the
exhaustive region evaluation paradigm of one- and two-
stage detectors, and the high-resolution saliency computa-
tion paradigm of previous saliency-guided attempts.
3. Selective attention in natural vision
Selective visual attention describes the tendency of vi-
sual processing to be confined largely to stimuli that are
relevant, i.e. salient, while ignoring irrelevant stimuli such
as background. It is among the most fundamental of cogni-
tive functions, particularly in humans and other primates for
whom vision is the dominant sense [32]. Visual attention re-
lies on a saliency map, which is a well-known precursor for
salience detection [21, 33, 34]. This mapping projects the
locations of salient and interesting regions in visual space,
thus making vision more efficient by narrowing down the
regions an observer must attend to in a typically large vi-
sual field. Nevertheless, all of this is existing knowledge;
therefore, why have we been unable to achieve similar effi-
ciency in computer vision salience detection?
3.1. The superior colliculus
For a long time, research suggested that the saliency map
was generated in the primary visual cortex (V1), which is
a cortical structure occupying a relatively large portion of
the neocortex. However, two recent papers by indepen-
dent research teams [19,21] converged on the claim that the
saliency map is actually generated in a significantly smaller
and more primitive structure called the superior colliculus
(SC). Nevertheless, while these studies finally identified the
correct brain structure where saliency is computed, they did
not reveal what information from the eye is used to gener-
ate a saliency map. Identifying the number, structure, and
distribution of retinal ganglion cells (RGCs) 1 projecting to
the SC may reveal key insights into the underlying cause of
efficiency in human and primate vision systems. Hence, we
conducted further research to determine whether any studies
specifically investigated the neural circuitry entering the SC
from the eye via the retinocollicular (retina to superior col-
liculus) pathway, since we suspected that a relatively small
proportion of information from the eye is used for comput-
1Final output neurons of the retina
Figure 2: Estimated spatial and cell-type distributions of
retinal ganglion cells (RGCs) exiting each eye. Pβ RGCs
express color opponency via longwave (red), medium-wave
(green), and shortwave (blue) sensitive detectors, and re-
semble a Laplacian probability density function (PDF). Pα
and Pγ/ are achromatic RGCs encoding primarily lumi-
nance information, and resemble Gaussian and Poisson
PDFs, respectively. The information and data used to pro-
duce these plots were retrieved from [18, 35].
ing saliency, based on a recent study hypothesizing that pe-
ripheral vision information was low-resolution and used for
computing saliency [11].
3.2. Retinocollicular pathway
Fortunately, two studies by Perry and Cowey in 1984
[18, 35] investigated the neural circuitry entering the SC
from the eye via the retinocollicular pathway in the
Macaque monkey, which has historically been a good rep-
resentative animal model for studying primate and human
vision. They found that ∼80% of all RGCs are Pβ neu-
rons (having small dendritic fields and exhibiting color op-
ponency), projecting axons primarily from the foveal region
2 of the retina to the parvocellular lateral geniculate nucleus
(LGN) 3. About 10% of RGCs are Pα neurons (having large
dendritic fields and achromatic output), projecting axons
from throughout the retina to magnocellular layers in the
LGN. This totals to ∼90% of all RGCs projecting to the
LGN. The remaining ∼10% comprises mainly achromatic
Pγ, P, and (some) Pα neurons that are relatively uniformly
distributed throughout the retina and only project to the SC.
Figure 2 summarizes these estimated RGC distributions.
Figure 3: Hypothetical model of selective attention in hu-
man and primate vision. An image is first projected onto
the retina. The retina then segregates information from this
image into different visual pathways. A large chromatic
proportion is sent to the LGN and beyond. A significantly
smaller achromatic portion is sent to the superior colliculus,
where the saliency map is generated.
3.3. A new model of selective attention
En masse, the studies by Perry and Cowey [18,35], Veale
[19], and White [21] summarize object detection in human
and primate vision as follows: the retinocollicular pathway
(dashed gray line in Figure 3) shrinks the high-resolution
color image projected onto the retina from the visual field
into a tiny colorless, e.g. low-resolution grayscale, image,
which can then be scanned quickly by the SC to highlight
peripheral regions worth attending to via the saliency map.
The SC then aligns the fovea to attend to one of these re-
gions, thereby sending higher-acuity, e.g. high-resolution
color, visual information to the LGN and beyond for further
processing. In doing so, a new image of the visual field is
now projected onto the retina, and the cycle repeats. From
this description of the workings of selective attention, we
arrived at the model depicted in Figure 3.
3.4. Low-resolution grayscale
The low-resolution grayscale (LG) compression of vi-
sual space performed by the retinocollicular pathway has
multiple benefits. Firstly, it reduces the visual search space
by representing a large detailed visual field using a rela-
tively small population of neurons. This results in enor-
mous efficiency, since it is reasonable to assume that more
neurons would be required to represent the high-resolution
details of a larger visual search space, resulting in higher
computation and thus, energy demands. Secondly, an object
2Central region of highest visual acuity
3An intermediary structure en route to the visual cortex where higher
cognitive processes analyze the visual information
can be simply defined as something that occupies a region
of visual space and is distinguishable from its surround-
ings. Therefore, high-resolution details about objects, such
as texture, patterns, and shape, seem irrelevant and superflu-
ous. Remember, we are first interested in detecting the pres-
ence of an object; what its color or other feature-specific
properties are seem only essential for classification. There-
fore, LG transformation benefits natural vision by requiring
a much smaller (i.e. efficient) structure (SC) for computing
saliency.
Thence, we begin to realize that, at least in human and
primate vision, regions of interest are non-exhaustively se-
lected from a spatially compressed grayscale image, un-
like the common computer vision practice of exhaustively
evaluating thousands of background regions from high-
resolution color images. To the authors knowledge, this is
the first paper proposing a plausible hypothesis explaining
how salience detection and selective attention in human and
primate vision is fast and efficient. In the next section, a
new model is thereby proposed with the aim of verifying the
above hypothesis computationally and replicating the bene-
fits of selective attention in computer vision.
4. Computational selective attention model
Our goal is to reduce computational costs associated
with exhaustive region classification in object detection;
hence, we are only interested in implementing and investi-
gating the portion of the pipeline that generates the saliency
map (i.e. the dashed gray line and SC in Figure 3).
4.1. Retinocollicular compression
As explained in Section 3.2,∼10% of RGCs carry sparse
achromatic information from the full visual field to the SC.
This can be approximated as a low-resolution grayscale
image in the digital domain. Following methods outlined
in [11], we did this compression by first transforming the
color space of high-resolution color (HC) images IHC to
8-bit grayscale IHG. We then down-sampled the original
image resolution using bicubic interpolation. In their pa-
per, the authors chose 64 pixels as the target low-resolution
height since [36] found this to be the resolution with the
best resolution-saliency compromise compared to the other
resolutions they investigated. However, this may not nec-
essarily be the optimal resolution for our model. Alterna-
tively, we could follow the 10% rule based on Perry and
Cowey’s study [18] and downsample the original image to
10% of its original size. However, this 10% compression ra-
tio seems specific to Macaque monkeys based on how their
retinocollicular pathway evolved in their natural habitats,
which might not necessarily be the optimal compression ra-
tio for object detection in computer vision.
Evolutionarily, we can assume that visual regions and
stimuli of interest moulded the retinocollicular pathway
in a given species. Therefore, computationally, we can
think of objects and regions of interest in the visual en-
vironment as being our positive (salient) class, and every-
thing else as background, which is analogous to a train-
ing dataset containing images with background and pos-
itively labelled object regions. Moreover, since semanti-
cally different object detection datasets might have differ-
ent properties, such as sky datasets containing simple back-
grounds vs. street datasets containing complex scenes, we
cannot expect a universal one-size-fits-all downsampling
size. Therefore, it seems reasonable to hypothesize that the
optimal retinocollicular compression resolution depends on
the dataset. Hence, different input resolutions are studied in
our experiments presented in Section 5.
Figure 4: Superior colliculus region proposal network (SC-
RPN) architecture. The network takes an input image,
adopts convolution layers (blue) with 323 × 3 kernels and
unity stride, together with 2 × 2 kernel max-pooling lay-
ers (red), to transform the image into multidimensional fea-
ture representations, before applying a stack of deconvo-
lution layers (yellow) for upsampling the extracted coarse
features. Finally, a fully convolution layer with a 1 × 1
kernel and sigmoid activation function outputs a pixel-wise
probability (saliency) map the same size as the input, where
larger values correspond to higher saliency.
4.2. Superior colliculus region proposal network
The proposed superior colliculus region proposal net-
work (SC-RPN, Figure 4) simulates partial functionality of
the superior colliculus by treating all objects and regions
of interest or relevance as salient, and subsequently gener-
ating a spatial map locating them. Since salience can be
thought of as a single class, the SC essentially behaves as
a binary classifier [11]. Therefore, for the purpose of train-
ing a binary classifier, we can treat all positive classes (Fig-
ure 5B) as the same class (Figure 5C) so that the classi-
fier can generalize saliency across different object classes.
This is similar to salience detection models trained on hu-
Figure 5: Dataset label binarization. (A) represents the
original dataset image, (B) represents the original dataset
label where each object class is encoded using a separate
pixel value, and (C) is the binarization of B where all object
classes are treated as the same positive class and encoded
by the same pixel value.
man eye-tracking datasets where fixated objects in an im-
age are assigned the same groundtruth class label despite
coming from semantically different object categories. For
tasks requiring spatial labels, like generating a pixel-wise
mapping of objects, we consider fully convolutional neural
networks (FCNs) with deconvolutional layers [37]. This ar-
chitecture has been previously used for saliency detection
in low-resolution grayscale images with great success [11],
which is why we used a slightly modified version in our
study. The model generates a binary object mapping from a
given input, which can then be compared with correspond-
ing groundtruth labels.
5. Experiments
Experiments were conducted to determine (1) whether
the SC-RPN could mimic the hypothesized functionality
of the biological SC by generating a saliency map that en-
codes different object categories as the same class; (2) if the
optimal retinocollicular compression resolution, i.e. small-
est input resolution the SC-RPN could detect objects from
without significant accuracy loss, is dataset dependent; (3)
what impact the optimal resolution has on reducing com-
putation costs and inference times; and (4) how these costs
and speeds compared with state-of-the-art RPNs (i.e. is this
novel paradigm worth pursuing).
5.1. COCO images
To determine (1), we needed a dataset with images con-
taining multiple object category classes in order to assign
all positive classes the same label, thus forming groundtruth
saliency labels for each dataset. For evaluation purposes, we
used the COCO 2017 dataset [38], which is a very popular
benchmark for object detection, segmentation, and caption-
ing. It is suitable for this study as it contains 164K large-size
natural images and corresponding groundtruth labels with
instance-level segmentation annotations from 80 common
object classes. To investigate (2), we needed to compare the
Figure 6: COCO subset distributions. This plot summarizes
the 5 COCO 2017 subsets each containing three object class
categories.
SC-RPN’s accuracy on different image resolutions across
contextually different datasets.
5.2. Retinocollicular compression and re-labelling
En masse, (1) and (2) can be combined into a single ex-
periment. Hence, we extracted 5 semantically different sub-
sets from the COCO 2017 dataset based on the following
selection criteria: (a) each subset must contain at least three
contextually related and balanced (relatively uniform class
instance distribution) object classes so that images have
similar global properties, and (b) each subset must be quite
different from the other subsets so that we can demonstrate
how retinocollicular compression resolution varies depend-
ing on the dataset. Statistics of the resulting 5 datasets ex-
tracted from COCO 2017 are summarized in Figure 6.
Furthermore, 6 different resolutions, ranging between
162 and 5122 pixels, of each subset were generated, to-
talling 30 new datasets. Resolutions below 16 or above
512 pixels were deemed unnecessary for our investi-
gation. Concretely, we had training datasets Di with
i ∈ {1, 2, 3, 4, 5} of square images of resolution r ∈
{16, 32, 64, 128, 256, 512}2, Ir (see Figure 5-A), with as-
sociated labels LrI representing the instances of k objects
present in I, with k ⊆ C, where C is the set of all positive
object classes. In particular, LrI maps every image into a
grayscale image of the same resolution r where the k-object
instances are highlighted against the background by assign-
ing each class a unique grayscale value (Figure 5-B). The
downsampling method described in Section 4.1 were used
to transform original images from COCO resolution to each
of these resolutions. We hypothesize that for a given dataset
D, the optimal compression resolution roptimal exists in the
range {16, 32, 64, 128, 256, 512}2. We define roptimal here
as the smallest resolution required to train a model with-
out compromising its accuracy relative to training the same
model on the highest resolution in the hyperparameter range
yielding the highest accuracy.
Re-labelling of groundtruth images was subsequently
performed in order to binarize the object class: ∀LrI 7→
BLrI , BL
r
I ∈ Zr2. BLrI maps every label LrI into a bi-
nary image of the same resolution (Figure 5-C). Finally, we
follow common machine learning practice and divide each
dataset into 70%, 20% and 10% for training, test and vali-
dation, respectively.
5.3. Training
For each of the aforementioned 30 datasets we trained
a separate network instance using the SC-RPN architec-
ture described in Section 4.2 on the training and valida-
tion images against the corresponding binarized saliency
groundtruth labels BLrI . The SC-RPN’s FCN architecture
used in this study is capable of generating saliency maps
that are the same resolution as the input image, which was
ideal for our experiment since we needed to train and com-
pare the same network architecture on images of different
resolutions without needing to change network or training
hyperparameters, which always remained constant. The
Python Keras API with the TensorFlow framework backend
was used to implement and train each model on the respec-
tive subset training images end-to-end and from scratch (i.e.
randomized initial weights). Network weights and param-
eters were initialized by seeding a pseudo-random number
generator with the same seed for all training sessions and
models to ensure repeatability and reproducibility 4. The
training images were propagated through the neural net-
work in batches of 64. Weights were learned using stochas-
tic gradient descent (RMSProp) over 100 epochs. The base
learning rate was set to 0.05 and decreased by a factor of 10
every 2000 iterations. A mean-squared error loss function
was implemented to compute loss for gradient descent. An
NVIDIA Tesla K80 GPU was used for training and infer-
ence.
5.4. Evaluation metrics
Trained SC-RPNs were tested on their respective held-
out test sets. The predicted labels from the models out-
put were upsampled to match the dimensions of the ground
truth labels of the highest resolution in the set (512 ×
512 pixels) for a fair accuracy evaluation and comparison.
Model accuracy was defined as a function of intersection
over union (IoU) (Equation 1), where AG is the pixel area
4Code included in the supplementary materials
Figure 7: Dataset-specific resolution vs. IoU and FLOPs
results. This histogram shows IoU results for each of the
SC-FCN models trained separately on each of the 5 dataset
at 6 different image resolutions and tested on the held-out
test subsets of each dataset and resolution. Floating point
operations (FLOPs) are also plotted for comparing number
of computations between the resolutions. Asterisks indicate
roptimal for a given dataset, defined as the minimum resolu-
tion yielding an IoU not statistically significantly different
from the maximum IoU across all resolutions within each
dataset. Bars represent means and error bars represent stan-
dard error of the mean.
of the ground truth bounding region, and AP is the area of
the predicted region. We did not adopt other common evalu-
ation metrics, such as mean average precision (mAP), since
saliency map proposals may include overlapping objects,
and hence, regions containing multiple objects. We then
performed two-tailed Students t-tests (with a null hypoth-
esis of p ≤ 5%) between the highest accuracy resolution
and the rest within each of the 5 subsets in order to identify
roptimal, which was then compared across all 5 subsets to
determine if it varied depending on the dataset.
IoU =
AG ∩AP
AG ∪AP (1)
Finally, to determine (3) and (4), we needed to mea-
sure the SC-RPN’s computational costs and inference times
across all 6 input resolutions. Consequently, detection time,
defined as the average time taken by the model to generate a
predicted saliency map based on each of the test images, and
floating-point operations (FLOPs), defined in [39], were
measured. FLOPs gives us a platform-independent measure
of computation, which may not necessarily be linear with
inference time for a number of reasons, such as caching,
I/O, and hardware optimization [40].
6. Results
Figure 7 shows the dramatic reduction in computation
cost from 109 FLOPs at 512× 512, which is representative
of high-resolution input images used in most state-of-the-art
detectors, to 107 FLOPs at 128×128 and 64×64. Moreover,
this significant computational cost saving comes at no sig-
nificant accuracy cost, suggesting that identifying roptimal
for a given dataset is an extremely valuable endeavour. Fig-
ure 8 complementarily echos the significant reduction in
computational overheads by showing that the SC-RPN is
capable of generating the complete set of region proposals
at 500 frames/s. These figures are subsequently summa-
rized and compared with state-of-the-art RPNs in Table 1.
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Figure 8: Inference time vs. resolution independent of
dataset. This plot shows mean inference times for SC-RPNs
trained and tested on each of the 5 dataset at 6 different im-
age resolutions.
Figure 7 qualitatively shows four sets of example SC-
RPN outputs (region proposal maps) from each group at 6
resolutions arranged from 512×512 to 16×16. Predictions
highlighted in red correspond to roptimal shown as asterisks
in Figure 7. We observe that the SC-RPN is able to treat ob-
jects of different classes as the same salience class (fourth
row in each subset). We further observe that roptimal varies
depending on the dataset (red saliency maps). It is also
worth noting that among the five groups, three 5 have pre-
dictions at 512 × 512 that are significantly worse than the
best in each group. This suggests that high resolution im-
ages are not necessarily more accurate. A likely explanation
might be that too much class-specific information is counter
productive when the network is trying to learn to generalize
features across different classes.
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Figure 9: Qualitative results showing region proposals
from SC-RPNs trained on different datasets and resolutions
(columns). Each dataset has 4 sample images demonstrat-
ing the ability of models to predict saliency for images con-
taining single and multiple classes. Red region proposals
indicate roptimal for that particular dataset.
En masse, the reasonably high IoU scores and unprece-
dentedly low FLOPs observed in Figure 7, the enormous
speed gains in Figure 8, the qualitative results in Figure
9, and last but not least, the unparalleled comparison with
state-of-the-art RPNs in Table 1 suggests that the SC-RPN
can accurately propose object-only regions using signifi-
cantly fewer computational resources at significantly faster
speeds compared to state-of-the-art RPNs. Therefore, these
result support the hypotheses that: (1) the SC-RPN is able
to correctly assign salience to all the original object-only
classes; and (2) the optimal input resolution roptimal is
dataset depended and (3) requires significantly fewer com-
putations.
7. Conclusions
This paper exposed a common bottleneck in state-of-the-
art object detection models, which has thus far impeded
their practical adoption, especially on embedded systems.
After thoroughly and carefully researching the visual neuro-
science literature, particularly on the superior colliculus, se-
lective attention, and the retinocollicular visual pathway, we
discovered new, overlooked knowledge that gave us new in-
sights into the mechanisms underlying speed and efficiency
in detecting objects in biological vision systems. Specif-
ically, we learned that a midbrain structure known as the
superior colliculus receives heavily-reduced achromatic vi-
sual information from the eye, which it then uses to compute
a saliency map that highlights object-only regions for fur-
ther cognitive analyses. We also learned that the degree of
visual information reduction is species-dependent and con-
sequently dependent on the visual environment; thereby, al-
lowing us to think of object detection training datasets in a
similar manner.
We then leveraged these insights to design and imple-
Model Size (MB) GFLOPs Frames/s
SSD 104 91 20
RetinaNet 332 78 8
TinySSD 2.3 1.2 23
YOLO 753 213 9
Tiny YOLO 61 7 17
Faster R-CNN 523 172 9
MobileNet 22 1 30
SC-RPN 0.57 0.13 500
Table 1: Comparing SC-RPN’s size, efficiency and speed
with state-of-the-art models [40]. The comparison is based
on three key aspects: (1) memory required to store network
parameters measured in Megabytes; (2) computational cost
measured in Giga FLOPs; and (3) inference speed measured
in frames per second using an NVIDIA Tesla K80 GPU.
ment a region proposal model based on selective attention
that demonstrably significantly reduces computational costs
in object detection without compromising detection accu-
racy. Furthermore, our results suggest that this bio-inspired
model outperforms the computational costs of state-of-the-
art region proposal networks by two to three orders of mag-
nitude in terms of inference speed and FLOPs. Therefore,
we conclude by proposing our model and methodology for
designing practical and efficient deep learning object detec-
tion networks for embedded devices.
A promising future direction to explore is an optimiza-
tion algorithm that automatically learns the optimal in-
put resolution (i.e. degree of visual compression) required
by the superior colliculus RPN to only detect classes-of-
interest from a given dataset, while ignoring background re-
gions; thus optimizing the overall region proposal pipeline
in an end-to-end fashion.
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