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Introduction. In this paper, we give defining relations of the affine Lie
superalgebras and defining relations of a super-version of the Drinfeld[D1]-
Jimbo[J] affine quantized enveloping algebras. As a result, we can exactly
define the affine quantized universal enveloping superalgebras with generators
and relations. Moreover we give a Drinfeld’s realization of Uh(sˆl(m|n)(1)).
For the Kac-Moody Lie algebra G, Gabber-Kac [GK] proved the Serre
theorem which states that G is defined with the Chevalley generators Hi, Ei,
Fi (1 ≤ i ≤ rankG) and relations
[Hi, Hj] = 0, [Hi, Ej] = (αi, αj)Ej, [Hi, Fj] = −(αi, αj)Fj ,
[Ei, Fj ] = δijHi,
ad(Ei)
1−aij (Ej) = 0, ad(Fi)1−aij (Fj) = 0
where {αi(1 ≤ i ≤ rankG)} are simple roots of G, ( , ) is an invariant form
of G and (aij) is the Cartan matrix of G. We call these relations Serre’s
relations.
Kac [K2] classified the finite dimensional simple Lie superalgebras, which
are sl(m|n), osp(m|n), D(2, 1; x) (x 6= 0, 1), F4 and G3. Van de Leur [VdL]
classified the Kac-Moody Lie superalgebras G of finite growth, which are the
finite dimensional simple Lie superalgebras and:
sˆl(m|n)(i) (i = 1, 2, 4), ôsp(m|n)(i) (i = 1, 2),
D(2, 1; x)(1) (x 6= 0, 1), F (1)4 , G(1)3 .
In this paper we call complex infinite dimensional Kac-Moody Lie superal-
gebras of finite growth affine Lie superalgebras.
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Our first result is to give a Serre theorem for the affine Lie superalgebra
G, i.e., to give defining relations between the Chevalley generators Hi, Ei,
Fi. We give the defining relations associated to each Cartan matrix of G. (In
general, G does not have a unique Cartan matrix.) To do this, we use Weyl-
group-type isomorphisms {Li} between G. Let H be a Cartan subalgebra of
G. We note that the Cartan matrix defined forH does not necessarily coincide
with the one defined for Li(H), though {Li} are introduced as counterparts
of the inner automorphisms {exp(−adFi) exp(− 2(αi,αi)adEi) exp(−adFi) (1 ≤
i ≤ rankG) } of the Kac-Moody Lie algebra G. We introduce another Lie
superalgebra G¯ associated to each G. We define the Lie superalgebras G¯ by a
universal condition that {Li} can be lifted to isomorphisms {L¯i} between G¯.
We directly calculate defining relations of G¯. In the case of the Kac-Moody
Lie algebra G, defining relations of G¯ are given by Serre’s relations. However,
for G, we need other relations such as
[[Ei, Ej], [Ej , Ek]] = 0 for (αi, αk) = (αj, αj) = 0, (αi, αj) = −(αj , αk) 6= 0.
There is an epimorphism j : G¯ → G satisfying j ◦Li = L¯i ◦ j. In the case
of the Kac-Moody Lie algebra, most of the proof of the Gabber-Kac theorem
[GK] was to prove ker j = 0.
However, in the case of the affine Lie superalgebras G, G¯ 6= G if and only
if G = sˆl(m|n)(i) (i = 1, 2, 4) and m = n. (In the case of G = sˆl(m|m)(1),
G¯ = sl(m|m) ⊗ C[t, t−1] ⊕ Cc ⊕ Cd and ker j = I ⊗ C[t, t−1] where I is
the unit matrix.) Nevertheless, we can also look for defining relations of
G = sˆl(m|m)(i) because we have concretely known sˆl(m|m)(i).
Our second result is to give relations of quantized universal enveloping
superalgebras Uh(G) such that, after h→ 0, the relations become the defining
relations of G¯ obtained as our first result. Here Uh(G) is an h-adic topological
C[[h]]-Hopf superalgebra introduced in [Y1]. In [Y1], we showed an existence
of a non-degenerate symmetric bilinear form defined on a Borel part of Uh(G).
Applying the Drinfeld’s quantum double construction to Uh(G) by using
the bilinear form, we can see that Uh(G) is topologically free and that the
universal R-matrix of Uh(G) exists.
Since U0(G) = Uh(G)/hUh(G) is a cocommutative Hopf C-superalgebra,
applying Milnor-Moor theorem [MM] to U0(G), we see that U0(G) is a uni-
versal enveloping superalgebra U(G0) of the Lie superalgebra G0 = P(U0(G))
of primitive elements of U0(G). By definition of G as the Kac-Moody Lie
superalgebra, G must be a quotient of G0. On the other hand, we see that
G0 is a quotient of G¯ by our second result. Hence, if G = G¯, we see that
U0(G) coincides with U(G) and that our relations must be defining relations
of Uh(G) by the topologically freedom of Uh(G).
Finally, we calculate relations of Uh(sˆl(m|m)(1)) which become ones gener-
ating ker j after h→ 0, while showing Drinfeld’s realization of Uh(sˆl(m|n)(1))
for general m, n. Gathering up the relations and the ones obtained as our
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second result, we get defining relations of Uh(sˆl(m|m)(1)). To do these, we
introduce a Braid group action on Uh(sˆl(m|n)(1)) which become the action
on sˆl(m|n)(1) defined by {Li} after h → 0, and follow Beck’s argument [B].
We won’t consider Uh(sˆl(m|m)(2)) or Uh(sˆl(m|m)(4)).
Results in this paper have already been announced in [Y2]. The same
results for the finite dimensional A − G type simple Lie superalgebras have
already been given in [Y1].
1 Preliminary
1.1. In §1, we mainly refer to [K1-2] and [VdL].
Let G be a C-vector space with a direct sum decomposition G = G(0)⊕
G(1). For X ∈ G, p(X) ∈ {0, 1} means that X ∈ G(p(X)). We call p(X)
the parity of X . A Lie superalgebra G is defined with the bilinear map
[ , ] : G × G → G such that
[X, Y ] = −(−1)p(X)p(Y )[Y,X ],
[X, [Y, Z]] = [[X, Y ], Z] + (−1)p(X)p(Y )[Y, [X,Z]].
If a bilinear form ( | ) : G ×G → C satisfies (X|Y ) = (−1)p(X)p(Y )(Y |X) and
([X, Y ]|Z) = (X|[Y, Z]), then we call it an invariant form.
A Lie superalgebra Gˆ = G ⊗C C[t, t−1]⊕ Cc⊕ Cd is defined by
[X ⊗ tm + a1c+ b1d, Y ⊗ tn + a2c+ b2d]
= [X, Y ]⊗ tm+n +mδm+n,0(X|Y )c + b1nY ⊗ tn − b2mX ⊗ tm.
where Gˆ(0) = G(0)⊗C C[t, t−1]⊕ Cc⊕ Cd and Gˆ(1) = G(1)⊗C C[t, t−1].
Let γ : G → G be an automorphism of finite order r (i.e. γ([X, Y ]) =
[γ(X), γ(Y )]). Put
Gγn = {X ∈ G|γ(X) = (exp
2π
√−1
n
)X} (0 ≤ n < r).
Then Gγ0 is a subalgebra of G and Gγi (1 ≤ i ≤ r − 1) is the Gγ0 -module. We
can define a subalgebra Gˆ(γ) by
Gˆ(γ) =
r−1⊕
n=0
(
⊕
m∈Z
Gγn ⊗ tmr+n)⊕ Cc⊕ Cd .
Obviously Gˆ(1) = Gˆ.
1.2. Here we introduce a definition of the Kac-Moody Lie superalgebra in
an abstract manner similar to the abstract definition of the Kac-Moody Lie
algebra given in [K1;1.3]. Let E be a finite dimensional C vector space with a
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nondegenerate symmetric bilinear form ( , ) : E×E → C. Let Π = {α0, ..., α1}
be a finite linearly independent subset of E . We call an element αi ∈ Π
the simple root. Let p : Π → Z/2Z be a function. We call p the parity
function. Put H = E∗. We call H the Cartan subalgebra. We identify an
element γ ∈ E with Hγ ∈ H satisfying δ(Hγ) = (δ, γ) (δ ∈ E). For a datum
(E ,Π, p), we define a Lie superalgebra G˜ = G˜(E ,Π, p) with the generators Ei,
Fi (0 ≤ i ≤ n), H ∈ H, the parities p(Ei) = p(Fi) = p(αi), p(H) = 0 and
the relations:
[H,H ′] = 0 (H,H ′ ∈ H), (1.2.1)
[H,Ei] = αi(H)Ei, [H,Fi] = −αi(H)Fi, (1.2.2)
[Ei, Fj] = δijHαi . (1.2.3)
Then we have the triangular decomposition G˜ = N˜+⊕H⊕N˜−. Here N˜+
(resp. N˜−) is the free superalgebra with generators Ei (resp. Fi). Define the
quotient Lie superalgebra G = G(E ,Π, p) of G˜ = G˜(E ,Π, p) by
G(E ,Π, p) = G˜(E ,Π, p)/r .
where r = r(E ,Π, p) is the ideal which is maximal of the ideals r1 satisfying
r1 ∩ H = 0. We call G = G(E ,Π, p) the Kac-Moody Lie superalgebra. We
have the triangular decomposition
G = N+ ⊕H⊕N−
where N+ and N− are the subalgebras of G generated by Ei and Fi respec-
tively. Let r± = r ∩ N˜±. Then we have r = r− ⊕ r+ and N± = N˜±/r±. We
also have N˜+ ∼= N˜− (Ei ↔ Fi). Let G = H ⊕ (⊕α∈E Gα) be the root
space decomposition where Gα = {X ∈ G|[H,X ] = α(H)X (H ∈ H)}.
Let rα = r ∩ Gα. We put Φ = Φ(E ,Π, p) = {α ∈ E|Gα 6= 0}. Let
P+ = Z+α0 ⊕ · · · ⊕ Z+αn and Φ+ = Φ ∩ P+, Φ− = −Φ+. Then we have
Φ = Φ+ ∪ Φ−. Clearly, we have r =⊕α∈Φ rα.
For β, α ∈ P+, we say β ≤ α if α− β ∈ P+. Let r+,≤α be the ideal of N˜+
generated by rβ with β ≤ α. Then r+ = ∪γ∈P+r+,≤γ. By the same argument
in [K1], we have:
Proposition 1.2.1. For (E ,Π, p), let ρ ∈ E be an element such that (ρ, αi) =
(αi, αi)/2. If α ∈ P+ satisfies (α, α) 6= 2(ρ, α), then rα is included in the ideal
of N˜+ generated by rβ such that β ≥ α. In particular,
r+ =
⋃
γ∈P+, (γ,γ)=2(ρ,γ)
r+,≤γ . (1.2.4)
Lemma 1.2.1. For αi ∈ Π, we have dimGαi = 1. If p(αi) = 1 and
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(αi, αi) 6= 0, then dimG2αi = 1.
Proof. By [Ei.Fi] = Hαi 6= 0, dimGαi 6= 0. Hence dimGαi = 1. Similarly we
can get a proof of the latter half.
Q.E.D.
1.3. Here we introduce the Dynkin diagram Γ for a datum (E ,Π, p). We first
prepare the three-type dots:
♠ , ♠ , ❅ ⑥.
We call those the white dot, the gray dot and the black dot respectively. To
the i-th simple root αi, we put the corresponding i-th dot defined such that:
♠ if (αi, αi) 6= 0 and p(αi) = 0 ,
♠ ❅ if (αi, αi) = 0 and p(αi) = 1 ,
⑥ if (αi, αi) 6= 0 and p(αi) = 1 .
The dot  ❅ stands for ♠ or ♠ ❅ . The dot ♠✉ stands for ♠
or ⑥. We write a |(αi, αj)|-line between the i-th dot and the j-th dot or
write as follows:
·
i (αi, αj)
·
j
Moreover we add a pile pointing to the smaller of |(αi, αi)| and |(αj, αj)|.
If |(αi, αi)| = 0 or |(αj, αj)| = 0, then we sometimes omit the pile. The
semilines
 ❅
 ❅
...
... stands for
♠
♠
or
♠ ❅
♠ ❅
. If (αi, αj) 6= 0, (αi, αk) 6= 0 and
5
|(αi, αj)|
(αi, αj)
· |(αi, αk)|
(αi, αk)
= 1, then we put ∗ in a sector enclosed by an edge be-
tween i-th and j-th dots and an edge between i-th and k-th dots. Namely
we describe the situation as ×
i  
×j
❅❅×k
∗ . However we sometimes omit ∗.
1.4. We have already known:
Theorem 1.4.1[K2].The Kac-Moody Lie superalgebra G(E ,Π, p) is finite di-
mensional as a C-vector space if and only if the datum is one of the following
Dynkin diagram. (In any diagram, there is an only one dot whose parity is
odd.)
Diagram 1.4.1
AN−1
❤ · · · ❤× · · · ❤
BN
❤ · · · ❤× · · · ❤=⇒ ❤
BN
❤ · · · ❤=⇒ ①
CN
❤× · · · ❤⇐= ❤
DN
❤ · · · ❤× · · · ❤  
❤
❅❅ ❤
∗
D(2; 1, x) ❤× 
 
−1
❤
❅❅
x ❤
(x 6= 0, 1)
F4
❤ ❤=⇒ ❤ ❤×
6
G3
❤× ❤< ❤
1.5. In 1.5-13, we give a concrete form of finite dimensional G(E0,Π0, p0)
of (E0,Π0, p0) of ABCD-type, which is given by using matrices.
Let E˜0 is an N˜ -dimensional C-vector space with a nondegenerate sym-
metric bilinear form ( , ) : E˜0 × E˜0 → C. Let e ∈ {±1}. Let ε¯i (1 ≤ n ≤ N)
be the orthogonal basis of E˜0 satisfying
(ε¯i, ε¯j) = e · δij · (−1)p˜(i) .
where p˜(i) is 0 or 1. Let d¯i = (ε¯i, ε¯i). Let gl(E˜0, e) = gl(E˜0) be the C-
linear space of N˜ × N˜ -matrices. Put Eij = (δxi, δyi)1≤x, y≤N˜ ∈ gl(E˜0) (1 ≤
i, j ≤ N˜). We regard gl(E˜0, e) as a superspace with a parity p defined by
p(Eij) = (−1)(p˜(i)+p˜(j)). Then gl(E˜0, e) can be regarded as a Lie superalgebra
defined by
[X, Y ] = XY − (−1)p(X)p(Y )Y X .
Define a C-linear map str : gl(E0, e)→ C by str(Eij) = δij · d¯i. Let sl(E0, e)
denote the subalgebra of gl(E0, e) of the elements X ∈ gl(E0, e) satisfying
str(X) = 0. Let G(E0,Π0, p0) be a finite dimensional Kac-Moody Lie super-
algebra. Let γ : G(E0,Π0, p0) → G(E0,Π0, p0) be an automorphism of finite
order r. In 1.6-13, We give a concrete form of an affine ABCD-type superal-
gebra G(E ,Π, p) arising from Gˆ(E0,Π0, p0)(γ). Let (Eγ0 ,Πγ0 , pγ0) be the datum
of G(E0,Π0, p0)γ0 , i.e., G(Eγ0 ,Πγ0 , pγ0) = G(E0,Π0, p0)γ0 . For γ, we define the
datum (E ,Π, p) = (E0,Π0, p0)(γ) of affine type as follows:
(i) E = Eγ0 ⊕ Cδ ⊕ CΛ0
where (x, δ) = (x,Λ0) = 0 (x ∈ Eγ0 ), (δ, δ) = (Λ0,Λ0) = 0 and (δ,Λ0) = 1.
(ii) For the lowest weight ψ of G(E0,Π0, p0)γ1 , let α0 = δ+ψ and Π = {α0}∪Πγ0 .
(iii) Let eψ ∈ G(E0,Π0, p0)γ1 be a weight vector of ψ. We define the parity
p(α0) of α0 by the parity of eψ in G(E0,Π0, p0). We also define p(αi) = pγ0(αi)
(αi ∈ Πγ0)
1.6. Here we put N = N˜ , E0 = E˜0, n = N − 1, N ≥ 2 and e = 1. Let
(E0,Π0, p0) be the datum whose Dynkin diagram is:
Diagram 1.6.1
7
A  
1
ε¯1 − ε¯2
❅  
2
ε¯2 − ε¯3
❅ . . .  
N − 1
ε¯N−1 − ε¯N
❅
Then we can identify G(E0,Π0, p0) with gl(E0, e) where Hε¯j = d¯jEjj , Ei =
Eii+1, Fi = d¯iEi+1i . We also note that Hαi = d¯iEii − d¯i+1Ei+1i+1.
We also note the lowest root of gl(E0, e) is θ = ε¯N−ε¯1. Lowest and highest
root vectors Eθ, Fθ (∈ gl(E0, e)) satisfying [Eθ, Fθ] = Hθ(= d¯NENN − d¯1E11)
are given by
Fθ = d¯NE1N , Eθ = EN1.
Proposition 1.6.1. If
∑N
i=1 d¯i 6= 0, then sl(E0, e) is the simple Lie su-
peralgebra. If
∑N
i=1 d¯i = 0, then the quotient sl(E0, e)/I is the simple Lie
superalgebra where
I =C ·∑N−1i=1 ((∑ij=1 d¯j) ·Hαi) =C·∑Ni=1Eii .
Proposition 1.6.2. Assume N ≥ 3 if p(α0) = 1. Let (E0,Π0, p0) be the
datum of Diagram 1.6.1 and (E ,Π, p) = (E0,Π0, p0)(I). Let G¯(E ,Π, p) =
sˆl(E0, e) + E0 (⊂ gˆl(E0, e)). There is an epimorphism j : G¯(E ,Π, p) →
G(E ,Π, p) defined by letting j(H ⊗ 1 + ac+ bd) = H + aHδ + bHΛ0 (H ∈ H)
and j(Eθ ⊗ t) = E0, j(Fθ ⊗ t−1) = F0.
If
∑N
i=1 d¯i 6= 0, then j is an isomorphism. If
∑N
i=1 d¯i = 0, then
ker j = ⊕i 6=0I ⊗ ti.
Example 1.6.1. The Dynkin diagram of (E ,Π, p) in Proposition 1.6.2 is:
Diagram 1.6.2. (N ≥ 2)
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(AA)  
1
ε¯1 − ε¯2
❅✑
✑
✑
✑
✑
✑
✑
✑✑
 
2
ε¯2 − ε¯3
❅ . . . ◗
◗
◗
◗
◗
◗
◗
◗◗
 
N − 1
ε¯N−1 − ε¯N
❅
 
0
δ − ε¯1 + ε¯N❅
♠
0
♠
1
(
∑N−1
i=0 p(αi) ≡ 0).
1.7. Here we assume
N˜ =
{
2N + 1 if N˜ is odd,
2N if N˜ is even.
We assume N˜ ≥ 3. Let i′ = N˜ + 1− i. We also assume
p˜(i) = p˜(i′) (1 ≤ i ≤ N˜)
and
p˜(N + 1) = 0 if N˜ is odd.
Let gi (1 ≤ i ≤ N˜) be such that gi ∈ {±1} and gigi′ = (−1)p˜(i). We assume
that gN+1 = 1 if N˜ is odd.
Let Ω be an automorphism of gl(E˜0, e) of order 2 defined by:
Ω(X)ij = −(−1)(p˜(i)p˜(j)+p˜(j))gigjXj′i′ .
Denote sl(E˜0, e)Ω0 by osp(E˜0, e). We can identify osp(E˜0, e) with a finite di-
mensional Kac-Moody Lie superalgebra G(E0,Π0, p0) of a datum (E0,Π0, p0).
Here we note n = N . In 1.8-11 we will give:
(1) the datum (E0,Π0, p0).
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(2) the lowest root θ of sl(E˜0, e)Ω0 , a lowest root vector Eθ and a highest
root vector Fθ such that [Eθ, Fθ] = Hθ.
(3) the lowest weight ψ of sl(E˜0, e)Ω1 , a lowest weight vector Eψ and a
highest weight vector Fψ such that [Eψ, Fψ] = Hψ.
(4) G(E ,Π, p) and G¯(E ,Π, p) arising from ôsp(E˜0, e)(I) and sˆl(E˜0, e)(Ω).
1.8. B-type. If N˜ is odd, then the Dynkin diagram of (E0,Π0, p0) is:
Diagram 1.8.1.
B  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅ .
HereHε¯j = d¯j(Ejj−Ej′j′) (1 ≤ j ≤ N), Ei = Eii+1−(−1)p˜(i)p˜(i+1)(−1)p˜(i+1)gigi+1E(i+1)′i′
(1 ≤ i ≤ N − 1), EN = ENN+1 − gNE(N+1)′N ′ , Fi = e · {(−1)p˜(i)Ei+1i −
(−1)p˜(i)p˜(i+1)gigi+1Ei′(i+1)′} (1 ≤ i ≤ N − 1), FN = e · {(−1)p˜(N)EN+1N −
gNEN ′(N+1)′} .
Moreover we have:
If p(α1) + · · ·+ p(αN−1) ≡ 0, then
θ = −ε¯1 − ε¯2, Fθ = e · {(−1)p˜(1)E21′ − (−1)p˜(1)p˜(2)g2g1′E12′},
Eθ = E1′2 − (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1,
ψ = −2ε¯1, Fψ = e · 2(−1)p˜(1)E11′ , Eψ = E1′1.
If p(α1) + · · ·+ p(αN−1) ≡ 1, then
θ = −2ε¯1, Fθ = e · 2(−1)p˜(1)E11′ , Eθ = E1′1.
ψ = −ε¯1 − ε¯2, Fψ = e · {(−1)p˜(1)E21′ + (−1)p˜(1)p˜(2)g2g1′E12′},
Eψ = E1′2 + (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1,
1.9. C-type. If N˜ is even and p˜(N) = 1, e = −d¯N , then the Dynkin diagram
of (E0,Π0, p0) is:
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Diagram 1.9.1.
C  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅  ❅
♠
N
2ε¯N
.
HereHε¯j = d¯j(Ejj−Ej′j′) (1 ≤ j ≤ N), Ei = Eii+1−(−1)(p˜(i)p˜(i+1)+p˜(i+1))gigi+1E(i+1)′i′
(1 ≤ i ≤ N−1), EN = ENN ′ , Fi = e·{(−1)p˜(i)Ei+1i−(−1)p˜(i)p˜(i+1)gigi+1Ei′(i+1)′} (1 ≤
i ≤ N − 1), FN = e · 2(−1)p˜(N)EN ′N .
Moreover we have:
If p(α1) + · · ·+ p(αN−1) ≡ 1, then
θ = −ε¯1 − ε¯2, Fθ = e · {(−1)p˜(1)E21′ − (−1)p˜(1)p˜(2)g2g1′E12′},
Eθ = E1′2 − (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1,
ψ = −2ε¯1, Fψ = e · 2(−1)p˜(1)E11′ , Eψ = E1′1.
If p(α1) + · · ·+ p(αN−1) ≡ 0, then
θ = −2ε¯1, Fθ = e · 2(−1)p˜(1)E11′ , Eθ = E1′1,
ψ = −ε¯1 − ε¯2, Fψ = e · {(−1)p˜(1)E21′ + (−1)p˜(1)p˜(2)g2g1′E12′},
Eψ = E1′2 + (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1.
1.10. D-type. If N˜ is even and p˜(N) = 0, e = d¯N , then the Dynkin diagram
of (E0,Π0, p0) is:
Diagram 1.10.1.
D  
1
ε¯1 − ε¯2
❅ . . .  
N − 2
ε¯N−2 − ε¯N−1
❅  
 
 
 
❅
❅
❅
❅
 
ε¯N−1 − ε¯N
N − 1❅
 
ε¯N−1 + ε¯N
N❅
...
...
...
...
...
...
.
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HereHε¯j = d¯j(Ejj−Ej′j′) (1 ≤ j ≤ N), Ei = Eii+1−(−1)(p˜(i)p˜(i+1)+p˜(i+1))gigi+1E(i+1)′i′
(1 ≤ i ≤ N − 1), EN = EN−1N ′ − gN−1gN ′EN(N−1)′ ,
Fi = e · {(−1)p˜(i)Ei+1i − (−1)p˜(i)p˜(i+1)gigi+1Ei′(i+1)′} (1 ≤ i ≤ N − 1),
FN = e · {(−1)p˜(N−1)EN ′N−1 − g(N−1)′gN ′E(N−1)′N} .
Moreover we have:
If p(α1) + · · ·+ p(αN−1) ≡ 0, then
θ = −ε¯1 − ε¯2, Fθ = e · {(−1)p˜(1)E21′ − (−1)p˜(1)p˜(2)g2g1′E12′},
Eθ = E1′2 − (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1,
ψ = −2ε¯1, Fψ = e · 2(−1)p˜(1)E11′ , Eψ = E1′1.
If p(α1) + · · ·+ p(αN−1) ≡ 1, then
θ = −2ε¯1, Fθ = e · 2(−1)p˜(1)E11′ , Eθ = E1′1.
ψ = −ε¯1 − ε¯2, Fψ = e · {(−1)p˜(1)E21′ + (−1)p˜(1)p˜(2)g2g1′E12′},
Eψ = E1′2 + (−1)p˜(1)p˜(2)(−1)p˜(2)g1′g2E2′1,
1.11. Proposition 1.11.1. osp(E˜0, e) is the simple Lie superalgebra.
Proposition 1.11.2. Let (E0,Π0, p0) be the datum of osp(E˜0, e) and (E ,Π, p) =
(E0,Π0, p0)(I). Put G¯(E ,Π, p) = ôsp(E˜0, e)(I). There is an isomorphism:
j : G¯(E ,Π, p) → G(E ,Π, p) defined by letting j(H ⊗ 1 + ac + bd) = H +
aHδ + bHΛ0 (H ∈ H) and j(Eθ ⊗ t) = E0, j(Fθ ⊗ t−1) = F0.
Proposition 1.11.3. If
∑N˜
i=1(−1)p˜(i) 6= 0, then sl(E˜0, e)Ω1 is the simple
osp(E˜0, e)-module. If (−1)N˜ = 1 and∑Ni=1 d¯i = 0, then the quotient sl(E˜0, e)Ω1 /I
is the simple osp(E˜0, e)-module where
I =C·∑Ni=1(Eii + Ei′i′) .
Proposition 1.11.4. Assume N ≥ 3 if αN = 2ε¯N and p(α1) = 1. Let
(E0,Π0, p0) be the datum of sl(E˜0, e) and (E ,Π, p) = (E0,Π0, p0)(Ω). Put
G¯(E ,Π, p) = ŝl(E˜0, e)(Ω). There is an epimorphism: j : sˆl(E˜0, e)(2) → G(E ,Π, p)
defined by letting j(H ⊗ 1 + ac + bd) = H + aHδ + bHΛ0 (H ∈ H) and
j(Eψ ⊗ t) = E0, j(Fψ ⊗ t−1) = F0.
If
∑N
i=1 d¯i 6= 0, then j is an isomorphism. If (−1)N˜ = 1 and
∑N
i=1 d¯i = 0,
then
ker j = ⊕iI ⊗ t2i−1.
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.Example 1.11.1. The Dynkin diagrams of (E ,Π, p) in Proposition 1.11.2
(resp. Proposition 1.11.4) are:
Diagram 1.11.1 (N ≥ 2)
(DB)
 
δ − ε¯1 − ε¯2
0 ❅
 
ε¯1 − ε¯2
1 ❅
...
...
...
...
...
...
❅
❅
❅
❅
 
 
 
 
 
2
ε¯2 − ε¯3
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅
 0 ❅
 1 ❅
...
...
...
...
...
...
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
♠
2
✉
(
∑N
i=1 p(αi) ≡ 0 (resp. 1))
Diagram 1.11.2 (N ≥ 1)
(CB) ♠
0
δ − 2ε¯1
 
❅ 
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅
♠
0
♠✉
1
 
❅
13
(
∑N
i=1 p(αi) ≡ 1 (resp. 0))
Diagram 1.11.3 (N ≥ 3)
(DC)
 
δ − ε¯1 − ε¯2
0 ❅
 
ε¯1 − ε¯2
1 ❅
...
...
...
...
...
...
❅
❅
❅
❅
 
 
 
 
 
2
ε¯2 − ε¯3
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅  ❅
♠
N
2ε¯N
(
∑N−1
i=1 p(αi) ≡ 1 (resp. 0))
Diagram 1.11.4 (N ≥ 3)
(CC) ♠
0
δ − 2ε¯1
 
❅ 
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅  ❅
♠
N
2ε¯N
(
∑N−1
i=1 p(αi) ≡ 0 (resp. 1))
Diagram 1.11.5 (N ≥ 3)
(DD)
 
δ − ε¯1 − ε¯2
0 ❅
 
ε¯1 − ε¯2
1 ❅
...
...
...
...
...
...
❅
❅
❅
❅
 
 
 
 
 
2
ε¯2 − ε¯3
❅ . . .  
N − 2
ε¯N−2 − ε¯N−1
❅  
 
 
 
❅
❅
❅
❅
 
ε¯N−1 − ε¯N
N − 1❅
 
ε¯N−1 + ε¯N
N❅
...
...
...
...
...
...
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♠ 0 ❅
❅
❅
❅
♠  2❅
♠ 1 ❅
 
 
 
♠  3❅
(
∑N−1
i=1 p(αi) ≡ 0 (resp. 1))
Diagram 1.11.6 (N ≥ 3)
(CD) ♠
0
δ − 2ε¯1
 
❅ 
1
ε¯1 − ε¯2
❅ . . .  
N − 2
ε¯N−2 − ε¯N−1
❅  
 
 
 
❅
❅
❅
❅
 
ε¯N−1 − ε¯N
N − 1❅
 
ε¯N−1 + ε¯N
N❅
...
...
...
...
...
...
(
∑N−1
i=1 p(αi) ≡ 1 (resp. 0))
1.12. Keep the notations in 1.10. However we denote the integer N in
1.10 by N1. In 1.12, we let N denotes N1 − 1. We assumed N˜ ≥ 3. Then
N ≥ 2. Let ω be an automorphism of osp(E˜0, , d¯N1) of order 2 defined by:
ω(X)ij = Xiˆjˆ
where
iˆ =

N ′ if i = N1,
N if i = N ′1,
i otherwise.
Then we can identify osp(E˜0, , d¯N1)ω0 with G(E0,Π0, p0) of (E0,Π0, p0) of the
Dynkin diagram:
Diagram 1.12.1.
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B  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅ .
Here Hε¯j = d¯j(Ejj − Ej′j′) (1 ≤ j ≤ N − 1), Ei = Eii+1−
(−1)(p˜(i)p˜(i+1)+p˜(i+1))gigi+1E(i+1)′i′ (1 ≤ i ≤ N − 2), EN1−1 = EN1−1N1 +
EN1−1N ′1 −gN1−1gN ′1(EN1(N1−1)′ + EN ′1(N1−1)′),
Fi = e · {(−1)p˜(i)Ei+1i − (−1)p˜(i)p˜(i+1)gigi+1Ei′(i+1)′} (1 ≤ i ≤ N1 − 2),
FN1−1 =
1
2
· e · {(−1)p˜(N1−1)(EN1N1−1 + EN ′1N1−1) − g(N1−1)′gN ′1(E(N1−1)′N +
E(N1−1)′N ′1)}.
Here we introduce the lowest weight ψ of osp(E˜0, e)ω1 , a lowest weight vector
Eψ and a highest weight vector Fψ such that [Eψ, Fψ] = Hψ:
ψ = −ε¯1, Fψ = 1
2
· e · {E1N1 + E1N ′1 − g1gN1(EN11 + EN ′11)},
Eψ = EN1 + EN ′1 − (−1)p˜(1)gNg1′(E1′N + E1′N ′).
Proposition 1.12.2. osp(E˜0, e)ω1 is a simple osp(E˜0, e)ω0 -module.
Proposition 1.12.3. Let (E0,Π0, p0) be the datum of osp(E˜0, e) and (E ,Π, p) =
(E0,Π0, p0)(ω). Put G¯(E ,Π, p) = ôsp(E˜0, e)(ω). There is an isomorphism:
j : G¯(E ,Π, p) → G(E ,Π, p) defined by letting j(H⊗1+ac+ bd) = H +aHδ+
bHΛ0 (H ∈ H) and j(Eψ ⊗ t) = E0, j(Fψ ⊗ t−1) = F0.
Example 1.12.1. If N1 ≥ 3, the Dynkin diagrams of (E ,Π, p) in Propo-
sition 1.12.1 are:
Diagram 1.12.2. (N ≥ 1)
(BB) ♠✉
0
δ − ε¯1
 
❅  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅
16
♠✉
0
♠✉
1
(
∑N
i=1 p(αi) ≡ 0)
1.13. Let E˜0 be the C-vector space in 1.5. Here we assume that N˜ = 2N +2
(N ≥ 1) and shift the numbering of the basis as follows
{ε¯0, ε¯1, . . . , ε¯N , ε¯N+1, ε¯N ′, . . . , ε¯1′}
where i′ = 2N − i+ 2. We also assume:
p˜(0) = 1, p˜(N + 1) = 0, p˜(i) = p˜(i′) (1 ≤ i ≤ N),
and
gi, gi′ ∈ {±1} (1 ≤ i ≤ N) gigi′ = (−1)p˜(i).
In 1.13, we denote this E˜0 by E˜01 and we again denote the subspace with
the basis {ε¯1, . . . , ε¯N , ε¯N+1, ε¯N ′, . . . , ε¯1′} by E˜0. We denote an element X ∈
sl(E˜01, e) by
X =

α ai
bi Xij

where the sizes of the matrices (α), (ai), (bi) and (Xij) are 1×1, 1×(2N+1),
(2N+1)×1 and (2N+1)×(2N+1) respectively. Let Ξ be an automorphism
of sl(E˜01, e) of order 4 defined by:
Ξ(X) =

−α −√−1gibi′
−√−1gi′ai′ Ω((Xij))
 .
Then sl(E˜01, e)Ξ0 consists of the matrices
X =

0 0
0 Xij

where the 2N + 1 × 2N + 1-matrices (Xij) form osp(E˜0, e) whose Dynkin
diagram is:
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Diagram 1.13.1
B  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅ .
Here we introduce the lowest weight ψ of sl(E˜01, e)Ξ, a lowest weight vector
Eψ ∈ sl(E˜01, e)Ξ1 and a highest weight vector Fψ ∈ sl(E˜01, e)Ξ3 such that
[Eψ, Fψ] = Hψ:
ψ = −ε¯1, Fψ = e · {(−1)p˜(1)E01′ + g1E1′0},
Eψ = E1′0 − g1E01′ .
Proposition 1.13.1. sl(E˜01, e)Ξ1 and sl(E˜1, e)Ξ3 are the simple osp(E˜ , e) =
sl(E˜01, e)Ξ0 -modules.
Proposition 1.13.2. As an osp(E˜0, e)-module,
sl(E˜1, e)Ξ2 ∼= sl(E˜ , e)Ω1 ⊕ I
where I = C∑2N+1i=1 {(−1)p˜(i)E00 + Eii}.
Proposition 1.13.3. Let (E0,Π0, p0) be the datum of sl(E˜01, e) and (E ,Π, p) =
(E0,Π0, p0)(Ω). Put G¯(E ,Π, p) = ŝl(E˜01, e)(Ξ). There is an epimorphism:
j : sˆl(E˜0, e)(4) → G(E ,Π, p) defined by letting j(H ⊗ 1 + ac + bd) = H +
aHδ + bHΛ0 (H ∈ H) and j(Eψ ⊗ t) = E0, j(Fψ ⊗ t−1) = F0.
If
∑N
i=1 d¯i 6= 0, then j is an isomorphism. If (−1)N˜ = 1 and
∑N
i=1 d¯i = 0,
then
ker j = ⊕iI ⊗ t4i−2.
.
Example 1.13.1. The Dynkin diagrams of (E ,Π, p) in Proposition 1.13.2
are:
Diagram 1.13.2. (N ≥ 1)
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(BB) ♠✉
0
δ − ε¯1
 
❅  
1
ε¯1 − ε¯2
❅ . . .  
N − 1
ε¯N−2 − ε¯N−1
❅ ♠✉
N
ε¯N
 
❅
♠✉
0
♠✉
1
(
∑N
i=1 p(αi) ≡ 1)
1.14. We call the datum (E ,Π, p) in the following table the one of affine
ABCD-type. In the following table, a subscript of a name of a Dynkin diagram
shows
n∑
i=0
p(αi) (mod 2) of the corresponding superalgebra.
Name Another name Dynkin diagram G = G¯
A
(1)
N−1 sˆl(E˜)(1) (AA)0
N∑
i=1
d¯i 6= 0
B
(1)
N ôsp(E˜odd)(1) (DB)0 (CB)1 all
A
(2)
2N sˆl(E˜odd)(2) (DB)1 (CB)0 all
C
(1)
N D
(1)
N ôsp(E˜even)(1) (CC)0 (CD)1 (DD)0 (DC)1 all
A
(2)
2N−1 sˆl(E˜even)(2) (CC)1 (CD)0 (DD)1 (DC)0
N∑
i=1
d¯i 6= 0
D
(2)
N+1 ôsp(E˜even)(2) (BB)0 all
A
(4)
2N+1 sˆl(E˜)(4) (BB)1
N∑
i=1
d¯i 6= 0
1.15. We call the data whose Dynkin diagrams are Diagram 5.1.4, Diagram
5.2.3 and Diagram 5.3.3 D(2; 1, x)(1)-type, F
(1)
4 -type and G
(1)
3 -type respec-
tively. We call these affine exceptional type.
2. Affine Weyl type isomorphism
2.1. In this section, we introduce a family {Li} of isomorphisms between Lie
superalgebras G(E ,Π, p) of (E ,Π, p) of affine ABCD-type (see also [FSS]).
The isomorphism Li can be considered as a super-version of Weyl group ac-
tion. However our isomorphisms change Dynkin diagrams. We shall also in-
troduce other Lie superalgebras G¯(E ,Π, p) of (E ,Π, p) of affine ABCD-type.
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We shall show that G¯(E ,Π, p)’s are universal superalgebras satisfying: (i)
G(E ,Π, p) is a quotient of G¯(E ,Π, p), (ii) Li can be lifted to isomorphisms
of G¯(E ,Π, p)’s. Finally we shall show that G¯(E ,Π, p) = G¯(E ,Π, p). We have
already introduced G¯(E ,Π, p) in a concrete way in §1 for (E ,Π, p) of affine
ABCD-type. We have known that G¯(E ,Π, p) 6= G(E ,Π, p) if and only if
G(E ,Π, p) = sˆl(E˜)(1), sˆl(E˜even)(2), sˆl(E˜)(4) and
N∑
i=1
d¯i = 0.
Our idea using Weyl-group-type isomorphisms relates to [LS].
2.2. Let
E˘ij(k) = [...[[Ej , Ei], Ei], . . . , Ei]︸ ︷︷ ︸
k− times
, F˘ij(k) = [...[[Fj , Fi], Fi], . . . , Fi]︸ ︷︷ ︸
k− times
.
The calculations of the following lemma are useful.
Lemma 2.2.1. (i) If i 6= j, then [[Ej , Ei], Fi] = −(αi, αj)Ej , [Ei, [Fj, Fi]] =
(−1)p(αi)p(αj )(αi, αj)Fj [[Ej , Ei], [Fj, Fi]] = (−1)p(αi)p(αj )(αi, αj)Hαi+αj .
(ii) For the i-th simple root αi ∈ Π satisfying (αi, αi) 6= 0, let aij = 2(αj, αi)
(αi, αi)
.
Assume that aij is an even integer if p(αi) = 1. Put
< k;−aij >=

k(−aij − k + 1) if p(αi) = 0,
k if p(αi) = 1 and k is even,
−aij − k + 1 if p(αi) = 1 and k is odd.
We put < k;−aij >! = ∏kr=1 < r;−aij >. Then
[Ei, F˘ij(k)] = −(−1)p(αi)p(αj) < k;−aij > F˘ij(k − 1),
[E˘ij(k), Fi] = (−1)(k−1)p(αj ) < k;−aij > E˘ij(k − 1),
[E˘ij(k), F˘ij(k)] = (−1)k(−1)p(αi)p(αj) < k;−aij >!Hkαi+αj .
Lemma 2.2.2. Let G = G(E ,Π, p) be a Kac-Moody superalgebra with the
triangular decomposition G = N+ ⊗ H ⊗N−. If X ∈ N+ (resp. Y ∈ N−)
satisfies [X,Fk] = 0 (resp. [Ek, Y ] = 0) for any k, then X = 0 (resp. Y = 0)
in G.
Proof. We can assume that X is in an root space. Let r+(X) be the ideal of
N+ generated by X . Then r+(X) is an ideal of G such that r+(X)∩H = 0.
Hence X = 0.
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Q.E.D.
As an immediate consequence of Lemma 2.2.1 and Lemma 2.2.2, we have:
Lemma 2.2.3 (i) For the i-th simple root αi ∈ Π satisfying (αi, αi) 6= 0,
let aij = 2(αj, αi)/(αi, αi). Assume that aij is an even integer if p(αi) = 1.
Then E˘ij(−aij) = 0, F˘ij(−aij) = 0 in G.
(ii) If (αi, αi) = 0, then [Ei, Ei] = [Fi, Fi] = 0 in G.
Proof. Direct calculations.
Proposition 2.2.1. Let G = G(E ,Π, p) be a Kac-Moody superalgebra such
that an i-th simple root αi ∈ Π satisfies (αi, αi) = 0. Let Π′ = {α′1, . . . α′n}
= {−αi, αj + αi (j 6= i, (αi, αj) 6= 0), αj (j 6= i, (αi, αj) = 0) }. Put
G ′ = G(E ,Π′, p). Then there are isomorphisms φ : G → G ′ such that
φ(Hγ) = Hγ . (2.2.1)
(In particular,
φ(Hγ) =

−Hα′i if γ = αi,
Hα′
i
+α′
j
if γ = αj and (αi, αj) 6= 0,
Hα′j if γ = αj and (αi, αj) = 0.
)
φ(Ei) = −(−1)p(αi)Fi, φ(Fi) = −Ei, (2.2.2)
φ(Ej) = −(−1)
p(αi)p(αj)
(αi, αj)
[Ej , Ei], φ(Fj) = −[Fj , Fi], ( (αi, αj) 6= 0 )
(2.2.3)
φ(Ej) = Ej , φ(Fj) = Fj ( i 6= j, (αi, αj) = 0 ) (2.2.4)
Proof. Let H′ be the Cartan subalgebra of G ′. Denote the right hand sides
of (2.2.1-4) by H ′γ, E
′
j and F
′
j . We can show that there is an epimorphism
y : G˜(E ,Π, p)→ G ′. such that y(Hγ) = H ′γ , y(Ej) = E ′j and y(Fj) = F ′j . For
example, by Lemma 2.2.3 (ii), we can show that the elements satisfy (1.2.1-
3). Clearly y|H : H → H′ is isomorphism. Hence there exists an epimorphism
φ1 : G ′ → G such that φ1(H ′γ) = Hγ, φ1(E ′j) = Ej and φ1(F ′j) = Fj . Since
φ1|H′ is injective, φ1 is isomorphism. φ1 is nothing else but φ
−1.
Q.E.D.
Keep the notations in the statement of Proposition 2.2.1. We still assume
(αi, αi) = 0. For the Dynkin diagram Γ of (E ,Π, p), we denote the Dynkin
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diagram of (E ,Π′, p) by Γ<i>. Similarly to the proof of Proposition 2.2.1, we
have following Propositions 2.2.2-3.
Proposition 2.2.2. Let G = G(E ,Π, p) be a Kac-Moody superalgebra such
that an i-th simple root αi ∈ Π satisfies (αi, αi) 6= 0. Let di = (αi, αi)/2. Let
(−aij)s! =
{
(−aij)! if p(αi) = 0,
(
−aij
2
)!2
−aij
2 if p(αi) = 1,
Assume that aij is an even integer if p(αi) = 1. Then there is an isomor-
phisms φ : G → G such that
φ(Hγ) = Hγ− 2(γ,αi)
(αi,αi)
αi
(2.2.7)
φ(Ei) = −(−1)p(αi)Fi, φ(Fi) = −Ej , (2.2.8)
φ(Ej) =
1
(−aij)s!d−aiji
E˘ij(−aij), (2.2.9)
φ(Fj) = (−1)−aij 1
(−aij)s! F˘ij(−aij). (2.2.10)
Proposition 2.2.3. For Π = {α1, . . . , αn}, let a : {1, . . . , n} → {1, . . . , n}
be a bijective map such that (αa(i), αa(j)) = (αi, αj) (1 ≤ i, j ≤ n). Then
there is an isomorphisms φ : G → G such that
Hαi = Hαa(i), (2.2.11)
φ(Ei) = Ea(i), φ(Fi) = Fa(i). (2.2.12)
2.3. Here we fix a positive integer N . Let ΘN be the set of affine ABCD-
type Dynkin diagrams Γ satisfying that the number of the dots of Γ is N −1
if Γ is of the affine A-type, N otherwise. Let D(ΘN) be the set of the
data (E ,Π = {α0, α1, . . . , αn}, p) whose Dynkin diagrams belong to ΘN . Let
Γ ∈ ΘN and (E ,Π, p) ∈ D(ΘN). For 0 ≤ i ≤ n, we define Γσ(i) = Γ′ ∈ ΘN
and (Eσ(i) = ⊕Ni=1Cε¯′i⊕Cδ⊕CΛ0, Πσ(i), pσ(i)) ∈ D(ΘN) by following (i)-(iii):
(We put d¯′i = (ε¯
′
i, ε¯
′
i).)
(i) If 1 ≤ i ≤ N − 1 and (αi, αi) = 0, then (Eσ(i),Πσ(i), pσ(i)) satisfies that
Γσ(i) = Γ<i> (read the sentences before Proposition 2.2.2) and d¯′i = d¯i+1,
d¯′i+1 = d¯i, d¯
′
j = d¯j (j 6= i, i+ 1).
(ii) If Γ is affine A type and i = 0, then (Eσ(i),Πσ(i), pσ(i)) satisfies that
Γσ(i) = Γ<i> and d¯′1 = d¯N , d¯
′
N = d¯1 and d¯
′
j = d¯j (j 6= 1, N).
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(iii) Otherwise we put Γσ(i) = Γ and (Eσ(i),Πσ(i), pσ(i)) = (E ,Π, p).
2.4. For (E ,Π, p) ∈ D(ΘN), let (E †, Π† = {α†0, . . . , α†n}, p†) ∈ D(ΘN) be
an another datum satisfying:
(i) E † = E ,
(ii) For (E ,Π, p) ∈ D(ΘN), the type of the Dynkin diagram Γ† of (E †,Π†, p†) ∈
D(ΘN) is: 
(AA) if Γ is type (AA),
(BB) if Γ is type (BB),
(CB) if Γ is type (CB) or (DB),
(CC) if Γ is type (CC), (CD), (DC) or (DD).
We shall not need p†. So we merely denote (E †,Π†, p†) by (E †,Π†).
Remark 2.4.1. We can easily see that two Γ†’s defined for (E ,Π, p) and
(Eσ(i),Πσ(i), pσ(i)) are same.
Lemma 2.4.1. P+ = Z+α0 ⊕ . . .⊕ Z+αn ⊂ P †+ = Z+α†0 ⊕ . . .⊕ Z+α†n.
2.5. On E = ⊕Ni=1Cε¯i ⊕ Cδ ⊕ CΛ0, we define another symmetric form
(( , )) : E × E → C by
((ε¯i, ε¯i)) = δij , ((ε¯i, δ)) = 0, ((δ, δ)) = 0, ((δ,Λ0)) = 1, ((Λ0,Λ0)) = 1.
For (E ,Π, p) ∈ D(ΘN) and 0 ≤ i ≤ n, define Iσ(i) : E = ⊕Ni=1Cε¯i ⊕ Cδ ⊕
CΛ0 → Eσ(i) = ⊕Ni=1Cε¯′i ⊕ Cδ ⊕ CΛ0 by Iσ(i)(ε¯i) = ε¯′i, Iσ(i)(δ) = δ and
Iσ(i)(Λ0) = Λ0. We also define a linear map σ(i) : E → Eσ(i) by
σ(i) (v) = Iσ(i)(v − 2((v, α
†
i))
((α†i , α
†
i ))
α†i ).
As an easy consequence from Propositions 2.2.1-3, we have:
Theorem 2.5.1. For (E ,Π, p) ∈ D(ΘN) and 0 ≤ i ≤ n, Let H⊕⊕α∈Φσ(i)Gσ(i)α
be the root space decomposition of G(Eσ(i),Πσ(i), pσ(i)).
(i) There is an isomorphism Li : G(E ,Π, p) → G(Eσ(i),Πσ(i), pσ(i)) such
that:
Li(Hγ) = Hσ(i)(γ) (γ ∈ E). (2.5.1)
In particular, Li satisfies:
Li(Gα) = Gσ(i)σ(i)(α) (α ∈ Φ). (2.5.2)
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(ii) Let L′i and Li be two isomorphisms satisfying (2.5.1) Then there exist
aj ∈ C∗ such that
L′i(Ej) = ajLi(Ej), L
′
i(Fj) = a
−1
j Li(Fj). (2.5.3)
Proof. (i) We can choose one of φ’s in Propositions 2.2.1-3 as Li. It is
obvious Li satisfies (2.5.1-2).
(ii) By (2.5.2) and the fact of dimGαj = 1, dimGσ(i)σ(i)(αj ) = 1. By the fact
of [Li(Ej), Li(Fj)] = Hσ(i)(αj ) = [L
′
i(Ej), L
′
i(Fj)], we get (2.5.3).
Remark 2.5.1. For example, σ(i) and Li move as follows:
i− 1
♠  
i
❅♠
i+ 1
♠
❄
i
✻
 
i− 1
❅♠  
i
❅♠  
i+ 1
❅♠ ,
i− 1
♠  
i
❅♠  
i+ 1
❅♠
❄
i
✻
 
i− 1
❅♠  
i
❅♠
i+ 1
♠ (1 ≤ i ≤ N − 1),
 
N − 2
❅♠  
N − 1
❅♠  
❅
N
♠ ✲
N − 1
✛
N − 2
♠  
N − 1
❅♠  
❅
N
⑥,
 
N − 2
❅♠
 
 
 
❅
❅
❅
 
N − 1
❅♠
 
N
❅♠
✟
✠
✛
✛
N
✲N-2✛  
N − 2
❅♠
 
 
 
❅
❅
❅
N − 1
♠
N
♠
✟
✠
✛
✛
N
✞ ☎
❄
N-1
✻
N-1
❄
N − 2
♠  
N − 1
❅♠ ❅
N
♠
Proposition 2.5.1. For (E ,Π, p) ∈ D(ΘN), let G = G(E ,Π, p). Then
dimGα = 1 if α ∈ Φ \ Zδ.
Proof. We consider the case of α ∈ Φ+ \ Z+δ. We use an induction on
the height with respect to Π†. By ((α, α)) > 0, ((α, αi)) > 0 for some i. If
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α /∈ Zαi then the height of σ(i)(α) is smaller than the height of α. Thus by
σ(i)’s, we can get a path from α to rαi ∈ Π′ of another datum (E ′,Π′, p′)
where r ∈ {1, 2} if p(αi) = 1 and (αi, αi) 6= 0, r = 1 otherwise. On the other
hand, dimG ′rαj = 1 by Lemma 1.2.1.
Q.E.D.
2.6. Let D(ΘN)(XY ) denote {(E ,Π, p) ∈ ΘN |(E ,Π, p) is (XY ) − type}.
Then {σ(i)|1 ≤ i ≤ n} preserveD(ΘN)1 = D(ΘN)(AA),D(ΘN)2 = D(ΘN)(BB),
D(ΘN)3 = D(ΘN)(CB) ∪D(ΘN)(DB) or D(ΘN)4 = D(ΘN)(CC) ∪D(ΘN )(CD)
∪D(ΘN)(DC) ∪D(ΘN )(DD). Let W = W (i) denote a group generated by
{σ(i)|1 ≤ i ≤ n} acting on D(ΘN)i. Then W (i) is isomorphic to the affine
Weyl group of the corresponding (E †,Π†).
Let D(ΘN)i = ∪aij=1D(ΘN)ij be the orbit decomposition. If a datum
(E ,Π, p) associated to a Dynkin diagram Γ ∈ ΘN belongs to D(ΘN)ij, then
we denote D(ΘN)ij by D(ΘN)[Γ].
2.7. Proposition 2.7.1. Fix an orbit D(ΘN)[Γ]. Fix an isomorphism
 Li : G(E ,Π, p)→ G(Eσ(i),Πσ(i), pσ(i)) for each (E ,Π, p) and σ(i). Then there
exists a unique family {G¯(E ,Π, p) |(E ,Π, p) ∈ D(ΘN)[Γ]} of Lie superalgebras
satisfying following (1), (2) and (3).
(1) For (E ,Π, p) ∈ D(ΘN)[Γ], there is a sequence of epimorphisms
G˜(E ,Π, p) Ψ˜(E,Π,p)−→→ G¯(E ,Π, p) Ψ(E,Π,p)−→→ G(E ,Π, p)
(Hγ, Ei, Fi −→ Hγ, Ei, Fi −→ Hγ, Ei, Fi).
(2) For the isomorphism Li : G(E ,Π, p) → G(Eσ(i),Πσ(i), pσ(i)), there is an
isomorphism L¯i : G¯(E ,Π, p) → G¯(Eσ(i),Πσ(i), pσ(i)) satisfying the following
commuting diagram:
G¯(E ,Π, p) ✲L¯i G¯(Eσ(i),Πσ(i), pσ(i))
❄
Ψ(E,Π,p)
❄
Ψ(Eσ(i),Πσ(i),pσ(i))
G(E ,Π, p) ✲Li G(Eσ(i),Πσ(i), pσ(i))
✎☞
✌✛
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(3) If there is a family {G¯(λ)(E ,Π, p) |(E ,Π, p) ∈ D(ΘN)[Γ]} of Lie superal-
gebras satisfying (1) and (2), then there are epimorphisms
Ψ¯(λ)(E ,Π, p) : G¯(E ,Π, p)→→ G˜(λ)(E ,Π, p) ((E ,Π, p) ∈ D(ΘN)[Γ])
satisfying following commutative diagram
Diagram 2.7.1.
G¯(E ,Π, p) ✲L¯i G¯(Eσ(i),Πσ(i), pσ(i))
❄
Ψ(E,Π,p)
❄ ❄
Ψ(Eσ(i),Πσ(i),pσ(i))
❄
G(E ,Π, p) ✲Li G(Eσ(i),Πσ(i), pσ(i))
❇
❇
❇
❇
❇
❇
❇◆❇◆
Ψ¯(λ)(E,Π,p)
G¯(λ)(E ,Π, p)
✂
✂
✂
✂
✂
✂
✂✌✂✌
Ψ(λ)(E,Π,p)
✲L¯
(λ)
i
❇
❇
❇
❇
❇
❇
❇◆❇◆
Ψ¯(λ)(Eσ(i),Πσ(i),pσ(i))
G¯(λ)(Eσ(i),Πσ(i), pσ(i))
✂
✂
✂
✂
✂
✂
✂✌✂✌
Ψ(λ)(Eσ(i),Πσ(i),pσ(i))
(ii) The set {G¯(E ,Π, p) |(E ,Π, p) ∈ D(ΘN)[Γ]} does not depend on the choice
of {Li}.
Proof. (i) Let {C(λ) = {G¯(λ)(E ,Π, p)|(E ,Π, p) ∈ D(ΘN)[Γ]} }(λ)∈(Λ) be
the family of the families C(λ) ((λ) ∈ (Λ)) satisfying (1) and (2). Let
Ψ˜(λ)(E ,Π, p) : G˜(E ,Π, p) → G¯(λ)(E ,Π, p) be the epimorphism in (1) for (λ) ∈
(Λ). Let r¯(λ)(E ,Π, p) = ker Ψ˜(λ)(E ,Π, p) and r¯(E ,Π, p) = ∩(λ)∈(Λ)r¯(λ)(E ,Π, p).
Put G¯(E ,Π, p) = G˜(E ,Π, p)/r¯(E ,Π, p). Let [Li(Ej)], [Li(Fj)] ∈ G¯(Eσ(i),Πσ(i), pσ(i))σ(i)(αj )
be representatives of Li(Ej), Li(Fj). Similarly to Proposition 2.5.1, we can
show dim G¯(λ)(E ,Π, p)α = 1 if α ∈ Φ \ Zδ. Then r¯(λ)(Eσ(i),Πσ(i), pσ(i))σ(i)(αj )
= r(Eσ(i),Πσ(i), pσ(i))σ(i)(αj ). Hence [Li(Ej)] ≡ L¯
(λ)
i (Ej), [Li(Fj)] ≡ L¯(λ)i (Fj)
(mod r¯(λ)(Eσ(i),Πσ(i), pσ(i))).
Hence, in G¯(λ)(Eσ(i),Πσ(i), pσ(i)), the elements Hσ(i)(γ), [Li(Ej)] and [Li(Fj)]
satisfy (1.2.1-3) for (E ,Π, p) whence, even in G¯(E ,Π, p), the elements satisfy
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(1.2.1-3). Hence there is a morphism ˜¯Li : G˜(E ,Π, p) → G¯(Eσ(i),Πσ(i), pσ(i))
such that
Ψ¯(λ)(Eσ(i),Πσ(i), pσ(i)) ◦ ˜¯Li = L¯(λ)i ◦ Ψ˜(λ)(E ,Π, p). (2.7.1)
Therefore there exists L¯i : G¯(E ,Π, p) → G¯(Eσ(i),Πσ(i), pσ(i)) such that ˜¯Li =
L¯i ◦ Ψ˜(E ,Π, p). Clearly L¯i satisfying the commutative diagram of (2). Using
Lemma 2.2.1, we can see that L¯i ◦ L¯i : G¯(E ,Π, p)→ G¯(E ,Π, p) satisfies that
L¯i ◦ L¯i(Hγ) = (Hγ), and L¯i ◦ L¯i(Ej), L¯i ◦ L¯i(Fj) are nonzero scalar multiples
of Ej, Fj respectively. Hence L¯i is an isomorphism.
(ii) By theorem 2.5.1, if L′i is another Li, then L
′
i(Ej) = ajLi(Ej), L
′
i(Fj)
= a−1j Li(Fj) for some aj ∈ C \ {0} (0 ≤ j ≤ n). Let φa : G(E ,Π, p)
→ G(E ,Π, p) be an isomorphism defined by φa(Ej) = ajEj, φa(Fj) = a−1j Fj,
φa(H) = H . Then L
′
i = Li ◦ φa. The ideal r¯(E ,Π, p) in the proof of (i)
satisfies H ∩ r¯(E ,Π, p) = 0. Then r¯(E ,Π, p) is the homogeneous ideal. Then
we can also define an isomorphism φ¯a : G¯(E ,Π, p) → G¯(E ,Π, p) similar to
φa. Denote L¯i defined for L
′
i by L¯
′
i. By the universality of L¯i, it follows that
L¯′i = L¯i ◦ φ¯a. In particular, G¯(E ,Π, p) is determined independently of the
choice of Li.
Q.E.D.
Lemma 2.7.1. Let (E ,Π, p) ∈ D(ΘN) and G¯ = G¯(E ,Π, p). Let N¯+, N¯−
be the subalgebras of G¯ generated by Ei, Fi respectively. Then we have the
triangular decomposition
G¯ = N¯+ ⊕H⊕ N¯−.
Here H can be identified with H of G. We have N¯+ ∼= N¯− (Ei ↔ Fi).
Proof. The triangular decomposition is clear because r¯ ∩ H = 0. Let r¯
be the ideal r¯(E ,Π, p) of G˜(E ,Π, p) in the proof of Proposition 2.7.1. Let
r¯± = r¯∩N˜±. Let r¯1− (resp. r¯1+) be the ideal defined as the image of r¯+ of the
map N˜+ → N˜− (Ei → Fi) (resp. N˜− → N˜+ (Fi → Ei) ). Put r¯1 = r¯1−⊕ r¯1−
and G¯1 = G˜/r¯1. By the universality, we can show G¯1 = G¯. Then we have
r¯1∓ = r¯±
Q.E.D.
Lemma 2.7.2. For αi ∈ Π, we have dim G¯αi = 1. If p(αi) = 1 and
(αi, αi) 6= 0, then dimG2αi = 1.
Proof. The proof is obtained similarly to the proof of Lemma 1.2.1.
Q.E.D.
Proposition 2.7.2. Let Φ be the set of the roots of G(E ,Π, p) associated with
(E ,Π, p) ∈ D(ΘN). For G¯ = G¯(E ,Π, p), let G¯γ = {x ∈ G¯ | [H, x] = γ(H)x}.
Then we have
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(i) dim G¯γ = 1 if γ ∈ Φ \ Zδ.
(ii) dim G¯γ ≥ dimGγ if γ ∈ Zδ.
(iii) dim G¯γ = 0 if γ /∈ Φ ∪ {0}.
In particular,
kerΨ(E ,Π, p) ⊂ ⊕r 6=0G¯rδ.
Proof. By Lemma 2.7.1, we may assume γ ∈ P+. (ii) is clear. Using Lemma
2.7.2, we can proof (i) similarly to the proof of Proposition 2.5.1. Moreover
(iii) can be proved similarly to the proof of Proposition 2.5.1: If γ /∈ Φ∪{0},
then, by σ(i)’s, we can get a path from γ to (⊕αi∈Π′Zαi) \ (P ′+ ∪ −P ′+) of
another datum (E ′,Π′, p′). By the triangular decomposition of G¯(E ′,Π′, p′),
we have dim G¯γ = 0.
Q.E.D.
2.8. Proposition 2.8.1. Let (E ,Π, p) ∈ D(ΘN).
(i) There exists a unique Lie superalgebra G¯‡(E ,Π, p) satisfying following
(1), (2) and (3).
(1) For (E ,Π, p) ∈ D(ΘN), there is a sequence of epimorphisms
G˜(E ,Π, p) Ψ˜‡(E,Π,p)−→→ G¯‡(E ,Π, p) Ψ‡(E,Π,p)−→→ G(E ,Π, p)
(Hγ, Ei, Fi −→ Hγ, Ei, Fi −→ Hγ, Ei, Fi).
(2) By (1), there is a root space decomposition
G¯‡(E ,Π, p) = H⊕ (⊕α∈Ψ‡ G¯‡α)
such that E = H∗ ⊃ Ψ‡ ⊃ Ψ. Here Ψ is the set of the roots of G(E ,Π, p).
Then the assumption (2) is that Ψ‡ = Ψ and dim G¯‡α = 1 if α ∈ Ψ \ Zδ.
(3) If there is a Lie superalgebra G¯‡(λ)(E ,Π, p) satisfying (1) and (2), then
there is an epimorphism:
Ψ¯‡(λ)(E ,Π, p) : G¯‡(E ,Π, p)→→ G¯‡(λ)(E ,Π, p)
(ii) G¯‡(E ,Π, p) is isomorphic to G¯(E ,Π, p).
Proof. (i) Let {G¯‡(λ)(E ,Π, p)}(λ)∈(Λ) be the family of Lie superalgebras sat-
isfying (1) and (2). Let Ψ˜‡(λ)(E ,Π, p) : G˜(E ,Π, p) → G¯‡(λ)(E ,Π, p) be the
epimorphism in (1) for (λ) ∈ (Λ). Let r¯‡(λ)(E ,Π, p) = ker Ψ˜‡(λ)(E ,Π, p) and
r¯‡(E ,Π, p) = ∩(λ)∈(Λ)r¯‡(λ)(E ,Π, p). Put G¯‡(E ,Π, p) = G˜(E ,Π, p)/r¯‡(E ,Π, p).
Then G¯‡(E ,Π, p) satisfies (1), (2) and (3).
(ii) By the universality of G¯‡(E ,Π, p), there is an epimorphism L‡i :
G¯‡(E ,Π, p) → G¯‡(Eσ(i),Πσ(i), pσ(i)) such that L‡i (Hγ) = Hσ(i)(γ), L‡i (Ej) =
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Ψ‡(E ,Π, p)−1Li(Ej). L‡i (Ej) = Ψ‡(E ,Π, p)−1Li(Ej). Clearly {Li} satisfy (2)
of Proposition 2.7.1. Then we have an epimorphism G¯(E ,Π, p)→ G¯‡(E ,Π, p).
By the universality of G¯‡(E ,Π, p), this map is isomorphism.
Q.E.D.
As an immediate consequence, we have:
Lemma 2.8.1. For (E ,Π, p) ∈ D(ΘN), there is an epimorphism
Ψ†(E ,Π, p) : G¯(E ,Π, p)→→ G¯(E ,Π, p).
where G¯(E ,Π, p) has already introduced in §1 for (E ,Π, p) of affine ABCD-
type.
In §3, we will show that Ψ†(E ,Π, p) is isomorphism.
3. The estimation of dim G¯rδ
3.1. Proposition 3.1.1. (i) Let (E ,Π, p) ∈ D(ΘN). Put DN = ∑Ni=1 d¯i.
Then
(δ, 2ρ) =

2DN (AA),
2DN (BB),
2d¯1 + 4DN (CB),
−2d¯1 + 4DN (DB),
2d¯1 + 4DN + 2d¯N (CC),
−2d¯1 + 4DN + 2d¯N (DC),
2d¯1 + 4DN − 2d¯N (CD),
−2d¯1 + 4DN − 2d¯N (DD).
(ii) For exceptional type, we have:
(δ, 2ρ) =

0 D(2, 1, ; x)(1),
−12 F (1)4 ,
12 G
(1)
3 .
Proof. Direct calculations.
Q.E.D.
Here we again remark, if there is a relation of weight β ∈ P+ such that
(β, β) 6= 2(β, ρ), then the relation can be obtained by relations of lower
weights (see Proposition 1.2.1). Therefore have:
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Lemma 3.1.1 If (E ,Π, p) ∈ D(ΘN) satisfies (δ, δ) 6= 2(δ, ρ), then G¯(E ,Π, p) ∼=
G(E ,Π, p).
3.2. Proposition 3.2.1. Let (E ,Π, p) ∈ D(ΘN)[Γ]. Assume that x-th
simple root αx ∈ Π and y-th simple root αy ∈ Π satisfy αx + αy ∈ Φ+ (i.e.
(αx, αy) 6= 0), αx+αy = σ(x)(α†y) and that Π(x,y) = (Π\{αx, αy}) ∪{αx+αy}
is affine ABCD type.
(i) Let Π†(x,y) be Π
† of Π(x,y). Then Π
†
(x,y) = (Π
† \{α†x, α†y}) ∪σ(x)(α†y) Let
W(x,y) denote a subgroup of W generated by ({σ(0), . . . , σ(n)} \ {σ(x), σ(y)})
∪{σ(x)σ(y)σ(x)}. Then W(x,y) is W defined for (E ,Π(x,y), p).
(ii) Let (E ,Π(x,y), p) be a datum such that the set of simple roots is Π(x,y).
Then there is a homomorphism i : G¯(E ,Π(x,y), p)→ G¯(E ,Π, p) such that
i(Hαj ) =
{
Hαx+αy αj = αx + αy,
Hαj αj 6= αx + αy,
i(Ej) =
{
(−1)p(αx)p(αy)(αx, αy)−1[Ex, Ey] αj = αx + αy,
Ej αj 6= αx + αy,
i(Fj) =
{
[Fx, Fy] αj = αx + αy,
Fj αj 6= αx + αy.
Proof. (i) We can check the fact for each affine type.
(ii) Let {L¯0, . . . , L¯n} be the isomorphisms defined in Proposition 2.7.1.
We consider an orbit Orbit(G¯(E ,Π, p))(x,y) through G¯(E ,Π, p) under the ac-
tion of a subgroup generated by ({L¯0, . . . , L¯n}\{L¯x, L¯y})∪{L¯xL¯yL¯x}. Then
Orbit(G¯(E ,Π, p))(x,y) satisfies the conditions of {G¯(λ)(E ,Π(x,y), p)} in Propo-
sition 2.7.1 where {L¯(λ)i } is ({L¯0, . . . , L¯n} \ {L¯x, L¯y}) ∪ {L¯xL¯yL¯x}. By the
universality of G¯(E ,Π(x,y), p), we get the homomorphism i : G¯(E ,Π(x,y), p)→
G¯(E ,Π, p).
Q.E.D.
3.3. Let (E ,Π, p) ∈ D(ΘN)[Γ]. Here we shall show that G¯(E ,Π, p) is isomor-
phic to G¯(E ,Π, p). By Proposition 2.8.1, we have to show dim G¯(E ,Π, p)nδ =
dim G¯(E ,Π, p)nδ. Here we only prove the fact in the case of (E ,Π, p) of Di-
agram 1.11.6 with
∑
p(αi) ≡ 1. Because we can prove the fact in another
case by the similar way. In this case, G¯ = ôsp(E˜0, e)(I) (see 1.11). Then we
have to show:
dim G¯(E ,Π, p)nδ ≤ N (n 6= 0). (3.3.1)
We start with N = 3. In this case, its Dynkin diagram is:
30
Diagram 3.3.1
♠
0
 
❅ 
1
❅♠
 
 
 
♠2
❅
❅
❅ ♠3
The isomorphism σ(1) divert Diagram 3.3.1 into:
Diagram 3.3.2
♠ 0 ❅
❅
❅
❅
♠  2❅
♠ 1 ❅
 
 
 
♠  3❅
Therefore it is sufficient to show (3.3.1) for (E ,Π, p) of Diagram 3.3.2. By
Proposition 3.2.1, we have the homomorphism
i : G¯(E ,Π(2,3), p)→ G¯(E ,Π, p).
Here the Dynkin diagram of (E ,Π(2,3), p) is:
Diagram 3.3.3
♠ α0 ❅
♠ α1 ❅
♠α2 + α3
❅
❅
❅
❅
 
   
This is equivalent to Diagram 1.6.2 as the Dynkin diagram of the Kac-Moody
Lie superalgebra. By Lemma 3.1.1, G¯(E ,Π(2,3), p) = G(E ,Π(2,3), p). Hence
dim G¯(E ,Π(2,3), p)nδ = 2 (n 6= 0). (3.3.2)
We assume n > 0. For a root γ /∈ Zδ of G(E ,Π, p) (resp. G(E ,Π(2,3), p)), let
Eγ (resp. E
(2,3)
γ ) denote a non-zero element of G¯(E ,Π, p)γ (resp. G¯(E ,Π(2,3), p)γ).
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By (3.3.2), {[E(2,3)nδ−α0 , E(2,3)α0 ], [E(2,3)nδ−α1 , E(2,3)α1 ], [E(2,3)nδ−(α2+α3), E
(2,3)
α2+α3 ]} are lin-
early dependent. Transposing by i, we see that {[Enδ−α0 , E0], [Enδ−α1 , E1],
[Enδ−(α2+α3), [E2, E3]]} are linearly dependent. Since [Enδ−(α2+α3), [E2, E3]]
= [[Enδ−(α2+α3), E2], E3] −(−1)p(α2)p(α3)[[Enδ−(α2+α3), E3], E2], {[Enδ−α0 , E0],
[Enδ−α1 , E1], [Enδ−α2 , E2], [Enδ−α3 , E3]} are linearly dependent. Hence dim G¯(E ,Π, p) ≤
3. Then we could show (3.3.1) for N = 3.
Next we show (3.3.1) for N ≥ 4 by induction. By Proposition 3.2.1, we
can use the homomorphism
i : G¯(E ,Π(N−3,N−2), p)→ G¯(E ,Π, p).
Using a similar argument to that in the case of N = 3, we can show (3.3.1).
Using a similar argument to that in the above case, we can get:
Theorem 3.3.1. Let (E ,Π, p) ∈ D(ΘN). Then G¯(E ,Π, p) is isomorphic
to G¯(E ,Π, p).
4. Relations of Affine ABCD-types
4.1. Let (E ,Π, p) ∈ D(ΘN). Using the definition of G¯(E ,Π, p) given in
Proposition 2.7.1, we can directly calculate defining relations of G¯(E ,Π, p).
Theorem 4.1.1. Let (E ,Π, p) ∈ D(ΘN) (i.e., (E ,Π, p) is affine ABCD
type). The Lie superalgebra G¯(E ,Π, p) is defined by generators H ∈ H, Ei,
Fi (0 ≤ i ≤ n) with parities p(H) = 0, p(Ei) = p(Ei) = p(αi) and relations:
(1) [H,H ′] = 0, (H,H ′ ∈ H)
(2) [H,Ei] = αi(H)Ei, [H,Fi] = −αi(H)Fi,
(3) [Ei, Fj ] = δijHαi,
(4) Relations of Ei’s.
(i) [Ei, Ej ] = 0
if (αi, αj) = 0, (i 6= j),
(ii) [Ei, Ei] = 0
if  
i
❅♠
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(iii) [Ei, [Ei, . . . , [Ei, Ej]. . .]] = 0
(Ei appears 1− 2(αi, αj)/(αi, αi) times)
if (αi, αi) 6= 0 and (−1){p(αi)
2(αj ,αi)
(αi,αi)
}
= 1,
(iv) [[[Ei, Ej ], Ek], Ej ] = 0
if  
i
❅
−x
 
j
❅♠
x
 
k
❅ (x 6= 0),
(v) [[[Ei, Ej ], [[Ei, Ej ], Ek]], Ej ] = 0
if  
i
❅♠  
j
❅♠ ❅
♠
k
,
(vi) [[[[[[Ei, Ej], Ek], El], Ek], Ej ], Ek] = 0
if  
i
❅
j
♠  
k
❅♠ ❅
♠
l
,
(vii) (−1)p(αi)p(αk)(αi, αk)[[Ei, Ej], Ek] = (−1)p(αi)p(αj)(αi, αj)[[Ei, Ek], Ej ]
if .
i
 
 
 a
❅
❅
❅b
. j
c
. k
(a = (αi, αj), b = (αi, αk), c = (αj , αk),
abc 6= 0, a+ b+ c = 0,
p(αi)p(αj) + p(αi)p(αj) + p(αi)p(αj) ≡ 1),
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(viii) [[[Ei, Ej ], [Ej, Ek]], [Ej , El]] = [[[Ei, Ej], [Ej , El]], [Ej, Ek]]
if ♠
i
❅
  
j
❅♠ ∗ 
 
 
 
❅
❅
❅
❅
k♠
l♠
(ix)
[[[Ek, [El, [Ek, Ej , ]]], [Ek, [El, [Ek, [Ej , Ei, ]]]]], Ej]
= 2[[Ek, Ej], [[Ek, [Ej , Ei]], [Ek, [El, [Ek, [Ej , Ei, ]]]]]]
if ♠
i
❅
 
j
♠  
k
❅♠ ❅
♠
l
,
(x)
[Ej, [Ek, [Ej , [Ek, Ei]]]] = [Ek, [Ej , [Ek, [Ej , Ei]]]]
if  k ❅♠  ❅♠ j ,
 
 
♠
i
❅
❅
(5) Relations of Fi’s defined as the same relations as (4).
Proof. Direct calculations.
Q.E.D.
5. Relations of D(2; 1, x)(1), F
(1)
4 and G
(1)
3
5.1. Let (E0,Π0, p0) = (E0 = ⊕3i=1Cαi,Π0 = {α1, α2, α3}, p0) be the datum
whose Dynkin diagram is:
Diagram 5.1.1.
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 1
❅♠
 
 
 −1
♠2
❅
❅
❅−x ♠3
.
Let (E ,Π, p) = (E0,Π0, p0)(I) (see 1.5). Then its Dynkin diagram is:
Diagram 5.1.2.
♠
0
x+ 1
 
1
❅♠
 
 
 −1
♠2
❅
❅
❅−x ♠3
.
Using the same argument as the one for affine ABCD-type, we can calcu-
late the defining relation of G(E ,Π, p). In the argument, (E †,Π†) = (E † =
⊕3i=0Cα†i ,Π† = {α†i , (0 ≤ i ≤ 3)}) is defined by a Dynkin diagram:
Diagram 5.1.3.
♠
0
❅
 
1
♠
2
♠ 
❅
♠
3
,
Then the Weyl-group-type isomorphism σ(i) and Li (0 ≤ i ≤ 3) move as
follows;
Diagram 5.1.4.
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♠
0
x+ 1
 
1
❅♠
 
 
 −1
♠2
❅
❅
❅−x ♠3
♠
0
x+ 1
 
1
❅♠
 
 
 −x
♠2
❅
❅
❅−1 ♠3
♠ 
0
❅
❅
❅
❅
−(x + 1)
x
1 1
♠ 
2
❅
−(x+ 1)
x
♠ 
1
❅
 
 
 
♠ 
3
❅
♠ 
0
❅
❅
❅
❅
−(x + 1)
1
x x
♠ 
2
❅
−(x + 1)
1
♠ 
1
❅
 
 
 
♠ 
3
❅
 
2
❅♠
❅
❅
❅−1
♠0
 
 
 −x♠1
♠
3
x+ 1
 
2
❅♠
❅
❅
❅−x
♠0
 
 
 −1♠1
♠
3
x+ 1
❄
✻
1
❄
✻
1
❄
✻
2
❄
✻
2
✛ ✲0
✛ ✲3
✛ ✲0
✛ ✲3
.
Theorem 5.1.1. Let (E ,Π, p) be the data of which Dynkin diagrams in Dia-
gram 5.1.4. Then G¯(E ,Π, p) = G(E ,Π, p) and its defining relations are ones
defined by replacing (vii) of Theorem 4.1.1 with:
(vii) [[[Ei, Ej ], [Ej, Ek]], [Ej , El]] = x[[[Ei, Ej ], [Ej, El]], [Ej , Ek]]
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if ♠
i x+ 1
 
j
❅♠ 
 
 
 −1
❅
❅
❅
❅
−x
k♠
l♠
(x 6= ±1, 0).
5.2. The same argument can still apply to affine F -type. Let (E0,Π0, p0)
= (E0 = ⊕4i=1Cαi,Π0 = {α1, α2, α3, α4}, p0) be the datum whose Dynkin
diagram is:
Diagram 5.2.1.
1 2 3 4
❤ ❤=⇒ ❤ ❤×
.
Using the same argument as the one for affine ABCD-type, we can calcu-
late the defining relation of G(E ,Π, p). In the argument, (E †,Π†) = (E † =
⊕3i=0, Cα†i ,Π† = {α†i , (0 ≤ i ≤ 4)}) is defined by a Dynkin diagram:
Diagram 5.2.2.
0 1 2 3 4
❤ ❤ ❤=⇒ ❤ ❤
.
Then the affine F4 Weyl group type isomorphism σ(i) and Li (0 ≤ i ≤ 4)
move as follows: (In the diagrams, i+ j + · · · denote α†i + α†j + · · ·.)
Diagram 5.2.3.
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1 2 3 4
0+1+2+3
❤ ❤=⇒ ❤ ❤× 
 
❤
✛✲4
❄
✻
0
1 2 3 4
0+1+2+3
❤ ❤ ❤× ❤× 
 
❤×
❅❅ ✛✲3
❄
✻
0
∗ ∗
1 2+3 3 0+1+2
4
❤ ❤× ❤× ❤  
❤
❅❅
❄
✻
0
❄
✻
2
0+1 2 3 4
1+2+3
❤ ❤=⇒ ❤ ❤× 
 
❤
✛✲4
❄
✻
1
0+1 2 3 4
1+2+3
❤ ❤ ❤× ❤× 
 
❤×
❅❅ ✛✲3
❄
✻
1
∗ ∗
1+2 3 2+3 0+1
4
❤ ❤× ❤× ❤  
❤
❅❅
❄
✻
1
0 1+2 3 4
2+3
❤ ❤=⇒ ❤ ❤× 
 
❤
✛✲4
❄
✻
2
0 1+2 3 4
2+3
❤ ❤ ❤× ❤× 
 
❤×
❅❅ ✛✲3
❄
✻
2
∗ ∗
2 3 1+2+3 0
4
❤ ❤× ❤× ❤  
❤
❅❅
0 1 2+3 4
3
❤ ❤=⇒ ❤ ❤× 
 
❤
✛✲4
0 1 2+3 4
3
❤ ❤ ❤× ❤× 
 
❤×
❅❅ ✛✲3
0 1 2 3 4
❤ ❤ ❤ ❤× ❤
Theorem 5.2.1 Let (E ,Π, p) be the data of which Dynkin diagrams existing
in Diagram 5.2.3. Then G¯(E ,Π, p) = G(E ,Π, p) and its relations are defined
by adding the following relations to the ones of Theorem 4.1.1 with:
(4) (xi) [[[[[[[[[[Ei, Ej], Ek], El], Ek], Ej ], Ek], El], Ek], Ej ], Ek] = 0
if
i j k l
❤ ❤ ❤× ❤
,
(xii) [[[[[El, Ek], Ej ], Ei], Ek], Ej ] = 2[[[[[El, Ek], Ej ], Ei], Ej ], Ek]
if
i j k l
❤=⇒ ❤ ❤× ❤
,
(5) Relations of Fi’s defined as the same relations as (4).
5.3. An argument for affine G-type shall be different from the one for an-
other affine type. Let (E0,Π0, p0) = (E0 = ⊕4i=1Cαi,Π0 = {α1, α2, α3}, p0) be
the datum whose Dynkin diagram is:
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Diagram 5.3.1.
1 2 3
❤× ❤< ❤
.
Then the positive roots of G(E0,Π0, p0) are:
Φ0,+ = {aα1 + bα2 + cα3 | (a, b, c) = (1, 0, 0), (1, 1, 0), (1, 1, 1), (1, 2, 1),
(1, 3, 1), (1, 3, 2), (1, 4, 2), (2, 4, 2), (0, 0, 1), (0, 1, 1), (0, 3, 2), (0, 2, 1), (0, 3, 1),
(0, 1, 0)}.
Let (E ,Π, p) = (E0,Π0, p0)(I) (see 1.5). Then its Dynkin diagram is:
Diagram 5.3.2.
0 1 2 3
❤ ❤× ❤< ❤
.
Here the null root δ of G = G(E ,Π, p) is given by δ = α0 + 2α1 + 4α2 + 2α3.
For i = 0, 2, 3, we define σ(i) : E → E by σ(i)(γ) = γ − 2(γ,αi)
(αi,αi)
αi. For the set
Φ+ of the positive roots of G, we put
Φ♭+ = Φ+ ∪
⋃3
i=0(Φ+ + αi),
Φ♯+ = {γ ∈ Φ♭+|(γ, γ) = 2(ρ, γ)}.
Then as a more precise fact than (1.2.4), it follows:
r+ =
⋃
γ∈Φ♯+
r+,≤γ (5.3.1)
Since |2(ρ, δ)| = 12, it is clear that sufficiently large element of Φ♭+ doesn’t
belong to Φ♯+. By direct calculation, we can get:
Φ♯+ = {α1, 2α1, α0, α3, α2, α0+3α1+4α2+α3, α1+2α2, α0+α1+α2+α3,
2α0+ 3α1+ 5α2+2α3, α0+2α1+ 4α2+ 4α3, α2+2α3, α0+ 2α1+ 2α2+ α3,
4α2 + α3}.
Let r♯+ be the ideal of N˜+ generated by the relations (i), (ii), (iii) of Theorem
4.1.1 and
2[[[[[E0, E1], E2], E3], E1], E2] = 3[[[[[E0, E1], E2], E3], E2], E1] . (5.3.2)
We also define the ideal r♯− of N˜− in the same way. By the criterion of
Lemma 2.2.2, we can see r♯± ⊂ r±. We can also see that r♯ = r♯− ⊕ r♯+ is an
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ideal of G˜. Let G♯ = G˜/r♯. Then we have a triangular decomposition G♯ =
N ♯,+⊕H⊕N ♯,− where N ♯,± = N˜±/r♯±. Since the relations (iii) of Theorem
4.1.1 and their Fi’s version hold in G♯, the automorphisms L♯i : G♯ → G♯
(i = 0, 2, 3) given by
L♯i = exp(adEi) exp(ad(−
2
(αi, αi)
Fi)) exp(adEi)
are well-defined (see also [K1]). Let G♯ = H⊕(⊕α∈P+∪P−G♯α) be the root space
decomposition. Then we have L♯i(G♯α) = G♯σ(i)(α). By Proposition 2.2.2, we
have already had the automorphism Li : G → G such that Li(Gα) = Gσ(i)(α).
Clearly dimG♯α = dimGα if α ∈ {α0, α1, 2α1, α2, α3} Therefore, if β ∈ P+ is a
minimal element under the order ≤ (see 1.2) among dim G♯β > dimGβ , then
β ∈ Φ♭+ and (β, α0) ≥ 0, (β, α2) ≤ 0, (β, α3) ≤ 0 (5.3.3)
because σ(i)(β) ≤ β (i = 0, 2, 3). The unique element satisfying (5.3.3) is
α0+2α1+2α2+α3. However, using the relation (5.3.2), we see dimG♯α0+2α1+2α2+α3 ≤
1. Hence dimG♯α0+2α1+2α2+α3 = dim Gα0+2α1+2α2+α3 . Hence such β doesn’t ex-
ist. Hence G♯ is isomorphic to G.
By Proposition 2.2.1,we can get other Dynkin diagrams of G. Those are:
Diagram 5.3.3.
❤ ❤× ❤< ❤ ❤× ❤× 
 
❤×
❅❅
❤
❤× =⇒ ❤ 
 
❤×
❅❅
❤
❤ ❤× ❤ ❤ ❤ ❤ ❤×=⇒ ①
.
Theorem 5.3.1. Let (E ,Π, p) be the data of which Dynkin diagrams existing
in Diagram 5.2.3. Then defining relations of G(E ,Π, p) are defined by adding
the following relations to the ones of Theorem 4.1.1 with:
(4) (xiii) [[[Ei, Ej ], [[Ei, Ej ], [[Ei, Ej], Ek]]], Ej ] = 0
if
i j k
❤× ❤× ❤
,
(xix) [Ej, [Ek, [Ek, [Ej, Ei]]]] = [Ek, [Ej , [Ek, [Ej , Ei]]]]
if
i j k
❤ ❤×=⇒ ①
,
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(xx) 2[[[[[El, Ek], Ej], Ei], Ek], Ej ] = 3[[[[[El, Ek], Ej ], Ei], Ej], Ek]
l k j i
if ❤ ❤× ❤< ❤
,
(xxi)
[[[[[[[[[[[[[[Ei, Ej ], Ek], El], Ek], Ej ], Ek], El], Ek], Ej], Ek], El], Ek], Ej], Ek] = 0
l k j i
if ❤ ❤× ❤ ❤
,
(5) Relations of Fi’s defined as the same relations as (4).
6. Quantization of relations
6.1. Let (E ,Π, p) be a datum. Let C[[h]] denote the C-algebra of formal
power series in h. In [Y1], we defined an h-adic topological Hopf superal-
gebra Uh(G) = Uh(G(E ,Π, p)) in an abstract manner. For the terminologies
of topological algebras, Hopf superalgebras etc., see [Y1]. Let U˜ ♭h(B+)σ be
a non-topological C[[h]]-algebra defined with generators Kλ (λ ∈ ZΠ), Eα
(α ∈ Π), σ and relations:
σ2 = 1, σKλσ = Kλ, σEασ = (−1)p(α)Eα,
K0 = 1, KλKµ = Kλ+µ, KλEαKλ
−1 = exp((λ, α)h)Eα.
It is easy to see that U˜ ♭h(B+)σ is a Hopf algebra with coproduct ∆, an-
tipode S and counit ε such that
∆(σ) = σ ⊗ σ, ∆(Kλ) = Kλ ⊗Kλ, ∆(Eα) = Eα ⊗ 1 +Kασp(α) ⊗Eα
S(σ) = σ, S(Kλ) = K
−1
λ , S(Eα) = −K−1α σp(α)Eα
ε(σ) = 1, ε(Kλ) = 1, ε(Eα) = 0.
We note that U˜ ♭h(B+)σ is not a Hopf superalgebra but a Hopf algebra.
By [Y1], we have:
Lemma 6.1.1. (i)
Eα(1) · · ·Eα(r)Kλσc (α(j) ∈ Π, λ ∈ ZΠ, c ∈ {0, 1})
form a C[[h]]-basis of U˜ ♭h(B+)σ. In particular, as topological modules,
U˜ ♭h(B+)σ ∼= N˜+ ⊗ C[[h]] [Kλ]⊗ C[[h]]〈σ〉. (6.1.1)
Here N˜+, C[[h]] [Kλ] and C[[h]]〈σ〉 denote the free algebra generated by Eα
(α ∈ Π), the Laurent polynomial algebra in K±1α (α ∈ Π) and the group ring
of {1, σ} respectively.
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(ii) There is a symmetric Hopf pairing 〈 , 〉 : U˜ ♭h(B+)σ×U˜ ♭h(B+)σ → C[[h]]
such that;
(a) N˜+ and C[[h]] [Kλ]⊗ C[[h]]〈σ〉 are orthogonal,
(b) 〈Eα, Eβ〉 = δα,β (α, β ∈ Π),
(c) 〈Kλσc, Kµσd〉 = exp((λ, µ)h)(−1)cd.
Remark 6.1.1 In [Y1], we introduced an another topological Hopf alge-
bra U˜ ′√
h
(b+)
σ. Then U˜ ♭h(B+)σ is given as the non-topological subalgebra of
U˜ ′√
h
(b+)
σ generated by Eα, K
±
α = exp(±
√
hH ′α) and σ.
Lemma 6.1.2. (See [Y1]) Let I+ = {X ∈ N˜+|〈X, Y 〉 = 0 (Y ∈ N˜+)}. Then
ker〈 , 〉 ∼= I+ ⊗ C[[h]] [Kλ] ⊗ C[[h]]〈σ〉 under (6.1.1). In particular, letting
U ♭h(B+)σ = U˜ ♭h(B+)σ/ ker〈 , 〉 and N+ = N˜+/I+, it follows that U ♭h(B+)σ ∼=
N+ ⊗ C[[h]] [Kλ]⊗ C[[h]]〈σ〉.
By [Y1] and Lemma 6.1.1, we have:
Theorem 6.1.1. For the datum (E ,Π, p), there is an h-adic topological
C[[h]]-Hopf superalgebra Uh(G) = Uh(G(E ,Π, p)) with generators Hλ (λ ∈ E),
Eα, Fα (α ∈ Π) with parities p(Hλ) = 0, p(Eα) = p(Fα) = p(α) satisfying
following (a) and (b):
(a) In Uh(G), we have:
[Hλ, Hµ] = 0, [Hλ, Eα] = (λ, α)Eα, [Hλ, Fα] = −(λ, α)Fα,
[Eα, Fβ] = δα,β
sinh(hHα)
sinh(h)
. (6.1.3)
Put Kλ = exp(hHλ). Then (Uh(G),∆, S, ε) is a Hopf superalgebra such that
∆(Hλ) = Hλ ⊗ 1 + 1⊗Hλ, ∆(Eα) = Eα ⊗ 1 +Kα ⊗ Eα,
∆(Fα) = Fα ⊗K−1α + 1⊗ Fα,
S(Hλ) = −Hλ, S(Eα) = −K−1α Eα, S(Fα) = −FαKα,
ε(Hλ) = ε(Eα) = ε(Fα) = 0. (6.1.4)
(b) Let C[[h]] [H] (resp. N+ or N−) be the (non-topological) subalgebra of
Uh(G) generated by Hλ (resp. Eα or Fα). Then C[[h]] [H] is the polyno-
mial ring in Hλ ∈ H = E∗. There are algebra isomorphisms N˜+/I+ → N+
(Eα → Eα) and N+ → N− (Eα → Fα). There is a topological module iso-
morphism; Uh(G) ← (N− ⊗ C[[h]] [H] ⊗ N+)∧ (Y QX ← Y ⊗ Q ⊗ X).
(Here ( )∧ denotes completion.) In particular, Uh(G) is topologically free as
an h-adic module.
6.2. Let Uh(G) = ⊕γ∈ZΠUh(G)γ be the weight space decomposition. (Here
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Uh(G)γ = {X ∈ Uh(G)|[Hλ, X ] = (λ, γ)X (λ ∈ E)}. Putting N+γ = N+ ∩
Uh(G)γ, we have N+ = ⊕γ∈P+N+γ .
Lemma 6.2.1. There is an anti-homomorphism t : N+ → N+ (Eα → Eα)
(α ∈ Π).
Proof. Let S be the antipode of U ♭h(B+)σ. Define t by putting t(X)
= (−1)
∑
i<j
p(α(i))p(α(j)) · exp(−∑i<j(α(i), α(j))h)KγS(X) for X ∈ N γ with
γ =
∑
α(i) (α(i) ∈ Π). By Lemma 6.1.2, we can easily check that t is the
anti-homomorphism because S is so.
Q.E.D.
Let C((h)) be the quotient field of C[[h]]. Put C((h)) [H] = (C[[h]] [H])∧⊗C[[h]]
C((h)). Let C((h)) [Kλ] be the Laurent polynomial C((h))-algebra in K
±1
α
(α ∈ Π). Then C((h)) [Kλ] = C[[h]] [Kλ] ⊗C[[h]] C((h)) and there is an epi-
morphism C((h)) [Kλ] →֒ C((h)) [H] (Kλ → exp(hHλ)) (λ ∈ ZΠ). We define
e : Uh(G)→ C((h)) [H] as the composition:
Uh(G) ∼= (N− ⊗ C[[h]] [H]⊗N+)∧ ε⊗id⊗ε−→ C[[h]] [H] →֒ C((h)) [H] .
For γ ∈ ZΠ and T ∈ C((h)) [Kλ], denote the coefficient of Kγ of T by
Qγ(T ) ∈ C((h)). denote the isomorphism N− → N+ (Fα → Eα) by j. Put
q = exp(h) and qa = exp(ah). Let 〈, 〉 : N+ × N+ → C[[h]] be the non-
degenerate symmetric pairing induced from 〈, 〉 of Lemma 6.1.1 (ii).
Lemma 6.2.2. Let γ =
∑
α∈Π lαα ∈ P+ (lα ∈ Z+). Let X ∈ N+γ and
Y ∈ N−γ . Then e(XY ) ∈ C((h)) [Kλ] and we have:
Qγ(e(XY )) =
〈t(X), j(Y )〉
(q − q−1)
∑
lα
∈ C((h)). (6.2.1)
Proof. The first statement is clear. Describe γ ∈ P+ as two sums γ =∑r
i=1 α(i) =
∑r
i=1 α
′(i) (α(i), α′(i) ∈ Π). We compare two calculations of
〈Eα(r)Eα(r−1) · · ·Eα(1), Eα′(1) · · ·Eα′(r−1)Eα′(r)〉 and Eα(r) · · ·Eα(r−1)Eα(r)Fα′(1) · · ·Fα′(r−1)Fα′(r).
By ∆(Eα(i)) = Eα(i) ⊗ 1 +Kα(i)σp(α(i)) ⊗ Eα(i), we can calculate:
〈Eα(r)Eα(r−1) · · ·Eα(1), Eα′(1) · · ·Eα′(r−1)Eα′(r)〉
= 〈Eα(r) ⊗ Eα(r−1) · · ·Eα(1),∆(Eα′(1) · · ·Eα′(r−1)Eα′(r))〉
=
∑
1≤x≤r
α(r)=α′(x)
〈Eα(r) ⊗Eα(r−1) · · ·Eα(1),
K∑x−1
i=1
α′(i)
σp(
∑x−1
i=1
α′(i))Eα′(x)K∑r
i=x+1
α′(i)σ
p(
∑r
i=x+1
α′(i)) ⊗ Eα′(1)
x
∨· · · Eα′(r)〉
=
∑
1≤x≤r
α(r)=α′(x)
(−1)p(α(r))p(
∑r
i=x+1
α′(i))q−(α(r),
∑r
i=x+1
α′(i))〈Eα(r−1) · · ·Eα(1), Eα′(1)
x
∨· · · Eα′(r)〉
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and
Eα(1) · · ·Eα(r−1)Eα(r)Fα′(1) · · ·Fα′(r)
= (−1)p(α(r))p(
∑r
i=1
α′(i))Eα(1) · · ·Eα(r−1)Fα′(1) · · ·Fα′(r)Eα(r)
+ 1
(q−q−1)
∑
1≤x≤r
α(r)=α′(x)
(−1)p(α(r))p(
∑x−1
i=1
α′(i))
{
q−(α(r),
∑r
i=x+1
α′(i))Eα(1) · · ·Eα(r−1)Fα′(1)
x
∨· · · Fα′(r)Kα(r)
−q(α(r),
∑r
i=x+1
α′(i))Eα(1) · · ·Eα(r−1)Fα′(1)
x
∨· · · Fα′(r)K−1α(r)
}
.
Since (−1)p(α(r))p(
∑x−1
i=1
α′(i)) = (−1)p(α(r))+p(γ)p(α(r))(−1)p(
∑r
x+1
α′(i)), we can
reach (6.2.1) inductively.
Q.E.D.
Proposition 6.2.1. If X ∈ N+ satisfies
[X,Fα] = 0 for all α ∈ Π, (6.2.2)
then X = 0.
Proof. Since [N+γ , Fα] ⊂ N+γ−α, we may assume X ∈ N+γ for some γ ∈
P+. By (6.2.2), we see that [X,Fα(1)Fα(2) · · ·Fα(r)] = 0 for any {α(i)} with∑r
i=1 α(i) = γ. Hence, by Lemma 6.2.2, it follow that 〈X,X1〉 = 0 for any
X1 ∈ N+γ . It is clear that the decomposition N+ = ⊕γ∈P+N+γ is orthogonal.
Hence X ∈ ker〈 , 〉 whence X = 0.
Q.E.D.
6.3. For Xα ∈ Uh(G)α, Xβ ∈ Uh(G)β , we put:
[[Xα, Xβ]] = XαXβ − (−1)p(α)p(β)q−(α,β)XβXα.
Let [x] = sinh(xh)
sinh(h)
∈ C[[h]]. By Proposition 6.2.1 and direct calculation, we
have:
Proposition 6.3.1. In N+, we have:
(i) [Ei, Ej ] = 0 if (αi, αj) = 0, (i 6= j)
(ii) [Ei, Ei] = 0 if
i
❤× ,
(iii) [[Ei, [[Ei, . . . , [[Ei, Ej]]. . .]]]] = 0 (Ei appear 1− 2(αi,αj)(αi,αi) times)
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if (αi, αi) 6= 0 and p(αi)2(αj ,αi)(αi,αi) is even,
(iv) [[[[[Ei, Ej ]], Ek]], Ej] = 0 if
i j k−x x× ❤× × (x 6= 0),
(v) [[[[[Ei, Ej]], [[[[Ei, Ej]], Ek]]]], Ej] = 0 if
i j k
❤× ❤×⇐= ❤ ,
(vi) [[[[[[[[[[[Ei, Ej ]], Ek]], El]], Ek]], Ej ]], Ek] = 0 if
i j k l
× ❤ ❤×⇐= ❤ ,
(vii) (−1)p(αi)p(αk)[(αi, αk)][[[[Ei, Ej ]], Ek]] = (−1)p(αi)p(αj )[(αi, αj)][[[[Ei, Ek]], Ej]]
if j k (ab 6= 0)
i
.
a b
−a− b
. 
 
.
❅❅ and p(αi)p(αj) + p(αi)p(αj) + p(αi)p(αj) ≡ 1,
(viii) [[[[[[Ei, Ej]], [[Ej , Ek]]]], [[Ej , El]]]] = [x][[[[[[Ei, Ej]], [[Ej , El]]]], [[Ej , Ek]]]]
i j
k
l
(x 6= ±1, 0),if ❤x+ 1 ❤×  −1
❤
❅❅
−x
❤
(ix) [[[[Ek, [[El, [[Ek, Ej, ]]]]]], [[Ek, [[El, [[Ek, [[Ej, Ei, ]]]]]]]]]], Ej]
= [2][[[[Ek, Ej ]], [[[[Ek, [[Ej , Ei]]]], [[Ek, [[El, [[Ek, [[Ej, Ei, ]]]]]]]]]]]]
if
i j k l
❤=⇒ ❤ ❤× ❤ ,
(x) [[Ej, [[Ek, [[Ej, [[Ek, Ei]]]]]]]] = [[Ek, [[Ej , [[Ek, [[Ej , Ei]]]]]]]]
if
i j
k
❤× ❤×  
❤
❅❅ ,
(xi) [[[[[[[[[[[[[[[[[[[Ei, Ej]], Ek]], El]], Ek]], Ej ]], Ek]], El]], Ek]], Ej ]], Ek] = 0
if
i j k l
❤ ❤ ❤× ❤
,
(xii) [[[[[[[[[[El, Ek]], Ej]], Ei]], Ek]], Ej]] = [2][[[[[[[[[[El, Ek]], Ej ]], Ei]], Ej ]], Ek]]
if
i j k l
❤=⇒ ❤ ❤× ❤
,
(xiii) [[[[[Ei, Ej]], [[[[Ei, Ej ]], [[[[Ei, Ej ]], Ek]]]]]], Ej] = 0
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if
i j k
❤× ❤× ❤
,
(xix) [[Ej , [[Ek, [[Ek, [[Ej, Ei]]]]]]]] = [[Ek, [[Ej, [[Ek, [[Ej , Ei]]]]]]]]
if
i j k
❤ ❤×=⇒ ①
,
(xx) [2][[[[[[[[[[El, Ek]], Ej ]], Ei]], Ek]], Ej]] = [3][[[[[[[[[[El, Ek]], Ej ]], Ei]], Ej ]], Ek]]
l k j i
if ❤ ❤× ❤< ❤
,
(xxi)
[[[[[[[[[[[[[[[[[[[[[[[[[[[Ei, Ej]], Ek]], El]], Ek]], Ej]], Ek]], El]], Ek]], Ej ]], Ek]], El]], Ek]], Ej ]], Ek] =
0
l k j i
if ❤ ❤× ❤ ❤
.
In 6.4, we shall describe how we calculate the relations (i)-(xix).
6.4. Let S be a C[[h]] or C((h))-superalgebra. For a ∈ C[[h]]×, we put:
[X, Y ]a = XY − (−1)p(X)p(Y )aY X (X, Y ∈ S).
Then we have
[[X, Y ]a, Z]b = [X, [Y, Z]c]abc−1 + (−1)p(Y )p(Z)c[[X,Z]bc−1 , Y ]ac−1 , (6.4.1)
and
[X, [Y, Z]a]b = [[X, Y ]c, Z]abc−1 + (−1)p(X)p(Y )c[Y, [X,Z]bc−1]ac−1 . (6.4.2)
Hence, for Uh(G) and Xν ∈ Uh(G)ν , Xµ ∈ Uh(G)µ, Xη ∈ Uh(G)η, we have:
[[[[Xν , Xµ]], Xη]] = [[Xν , [[Xµ, Xη]]]] + (−1)p(µ)p(η)q−(µ,η)[[[Xν , Xη]], Xµ]q(µ,η−ν) ,
(6.4.3)
and
[[Xν , [[Xµ, Xη]]]] = [[[[Xν , Xµ]], Xη]] + (−1)p(µ)p(ν)q−(µ,ν)[Xµ, [[Xν , Xη]]]q(µ,ν−η) .
(6.4.4)
We can get the relations (i)-(xix) of Proposition 6.3.1 by Proposition
6.2.1 and direct calculation using (6.4.3-4). Here we only show how to get
(ix) because the other relations can be also gotten similarly. We replace the
letters i, j, k, l with 0, 1, 2, 3. We assume (α1, α1) = −2. Then the diagram
can be rewritten as:
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0 1 2 32 1 −2❤=⇒ ❤ ❤× ❤ .
Put E...dcba = [[ . . . [[Ed, [[Ec, [[Eb, Ea]]]]]]...]]. Then (ix) is rewritten as:
−[[[[E2321, E23210]], E1]] + (q + q−1)[[E21[[E321, E23210]]]] = 0 (6.4.5)
We denote the LHS of (6.4.5) by X . Showing (6.2.2) is equivalent to showing
[[X , FaK−1a ]] = 0 for all 0 ≤ a ≤ 3 where we put Ka = Kαa . We note:
[[Eα, FβK
−1
β ]] = δα,β
1−K−2β
q − q−1 . (6.4.6)
First we show [[X , F3K−13 ]] = 0. In following equations, LHS ∼ RHS mean
LHS = a ·RHS for some a ∈ C[[h]]×. By (6.4.3) and (6.4.6), [[E321, F3K−13 ]]
∼ [1−K−23
q−q−1 , E21]q(2+2) ∼ E21. Hence
[[E2321, F3K
−1
3 ]]
∼ [[E2, [[E321, F3K−13 ]]]] by (6.4.3)
∼ [[E2, E21]]
= 0 by (ii) of Proposition 6.3.1.
Hence we also have [[E23210, F3K3]] = 0. Hence we have [[[[[[E2321, E23210]], E1]], F3K
−1
3 ]] =
0. On the other hand,
[[[[E21[[E321, E2321]]]], F3K
−1
3 ]]
∼ [[E21[[E21, E23210]]]] by (6.4.3) and E2321 = 0
= 0 since E221 = 0.
Then we have [[X , F3K3]] = 0.
Next we show [[X , F2K2]] = 0. First we calculate:
[[E2321, F2K
−1
2 ]] = [[[[E2, E321]], F2K
−1
2 ]] = −q−1[1−K
−2
2
q−q−1 , E321]q(1+1) = E321,
[[E23210, F2K
−1
2 ]] = E3210,
[[[[E2321, E23210]], F2K
−1
2 ]] = [[E2321, E3210]] +q
−1[E321, E23210]q(1−0)
= −q−2[E23210, E321]q(2+1) +q−1[E321, E23210]q(1−0) (since E2321 = 0)
= (q + q−1)[[E321, E23210]],
[[[[E321, E23210]], F2K
−1
2 ]] = 0 and [[E21, F2K
−1
2 ]] = E1.
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Using these, we have:
[[X , F2K−12 ]]
= −q[(q + q−1)[[E321, E23210]], E1]q(−1−2) − (q + q−1)q−2[E1, [[E321, E23210]]]q(2+1)
= 0
Similarly we can show [[X , F1K−11 ]] = [[X , F0K−10 ]] = 0. By Proposition 6.2.1,
it follows that X = 0 ∈ N+.
By similar calculation, we can get the relations (i)-(xix) of Proposition
6.3.1.
6.5. Let (A,∆) be a cocommutative Hopf C-superalgebra. Let
P (A) = {x ∈ A|∆(X) = X ⊗ 1 + 1⊗X}.
Then P (A) is a Lie C-superalgebra with a bracket [ , ] given by [X, Y ] =
XY − (−1)p(X)p(Y )Y X .
Let G be a Lie C-superalgebra and U(G) its universal enveloping superal-
gebra. Then U(G) is a cocommutative Hopf C-superalgebra with coproduct
∆ such that ∆(X) = X ⊗ 1 + 1⊗X for X ∈ U(G). It is known that:
Theorem 6.5.1(Milnor-Moor [MM]) Let CSH be the category of cocom-
mutative Hopf C-superalgebras. and SL the category of Lie C-superalgebras.
Define morphisms P and U by P : CSH → SL (A → P (A)), U : SL → CSH
(G → U(G)). Then PU = idCSH and UP = idSL.
As an immediate consequence of Theorem 6.5.1, we have:
Lemma 6.5.1 For a datum (E ,Π, p), let G = G(E ,Π, p) and U0(G) a co-
commutative Hopf C-superalgebra defined by U0(G) = Uh(G)/hUh(G). Then
there is an epimorphism
φ : U0(G)→ U(G) (H, Eα, Fα → H, Eα, Fα).
Proof. Let G0 = P (U0(G)). By theorem 6.5.1, we have U0(G) = U(G0).
Hence G0 should be a Lie C-superalgebra generated by H, Eα, Fα. By The-
orem 6.1.1 (a), H, Eα, Fα satisfy (1.2.1-3). Since Uh(G) has the triangular
decomposition by Theorem 6.1.1 (b), U0(G) also has a triangular decom-
position. In particular, H can be embedded into G0(⊂ U0(G)). By defini-
tion of the Kac-Moody Lie superalgebra G (see [K1]), we have epimorphism
φ|G0 : G0 → G (H, Eα, Fα → H, Eα, Fα). Hence we have φ.
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Q.E.D.
6.6. Theorem 6.6.1 Let (E ,Π, p) be a datum of affine type. Assume
G¯(E ,Π, p) = G(E ,Π, p),i.e., G(E ,Π, p) is not of sˆl(m|m)(i) (i = 1, 2, 4). Put
G = G(E ,Π, p). Then the defining relations of Uh(G) are given by
(i) The relations of Theorem 6.1.1 (a),
(ii) The relations of Proposition 6.3.1 (i)-(xix),
(iii) The same relations of Fα’s as (ii).
Proof. By Theorem 6.1.1, Proposition 6.3.1, Uh(G) satisfies the relations
(i)-(iii). Therefore, by Serre type theorems of Chapters 4 and 5, we have
an epimorphism ψ : U(G) → U0(G) (H, Eα, Fα → H, Eα, Fα). By Lemma
6.5.1, ψ should be the inverse map of φ. Then U0(G) = U(G). The relations
given by putting h = 0 on (i)-(iii) are the defining relations of U(G). Hence,
by the topologically freedom of Uh(G), the relations (i)-(iii) should be the
defining relations of Uh(G).
Q.E.D.
6.7 Lemma 6.7.1. Let Uh(G˙) be the topologically free Hopf C[[h]]-superalgebra
with generators {H,Eα, Fα} (α ∈ Π) such that
(1) {H,Eα, Fα} satisfy (6.1.3-4).
(2) The map H → Uh(G˙) (H → H) is injective.
Then there is a Hopf superalgebra epimorphism
J˙ : Uh(G˙)→ Uh(G) (H,Eα, Fα → H,Eα, Fα).
Proof. By (2), the topological freedom of Uh(G˙) and Theorem 6.5.1,
C[[h]] [H] is embedded into Uh(G˙). Let Uh(N˙+), Uh(N˙−) be non-topological
subalgebras generated by Eα, Fα respectively. Put U0(G˙) = Uh(G˙)/hUh(G˙)
and U0(N˙±) = Uh(N˙±)/hUh(N˙±). By Minor-Moor’s Theorem 6.5.1, U0(G˙)
(resp. U0(N˙±)) is the universal enveloping algebra U(G˙) (resp. U(N˙±))
of a Lie C-superalgebra G˙ = P(U0(G˙)). (resp. N˙± = P(U0(N˙±)) By
(2), H is embedded into G˙. Hence we have the triangular decompositions
G˙ = N˙− ⊕ H ⊕ N˙+ and U(G˙) = U(N˙−) ⊗ U(H) ⊕ U(N˙+). By the topo-
logical freedom of Uh(G˙), we have the triangular decomposition Uh(G˙) =
Uh(N˙−)⊗ˆC[[h]] [H] ⊗ˆUh(N˙+).
Let I˙+ = ker(N˜+ → N˙+). For γ ∈ P+, put N˜+γ (resp. I˙+γ ) = {X ∈
N˜+ (resp I˙) |[Hλ, X ] = (λ, γ)X}. Then we have N˜+ = ⊕γ∈P+N˜+γ and I˙+ =
⊕γ∈P+ I˙+γ . Keep notations in 6.2. Since I˙+ is an ideal of N˜+, by the triangular
decomposition of Uh(G˙),
e([I˙+γ , Fα(1) · · ·Fα(r)]) = 0 for
∑
α(i) = γ (α(i) ∈ Π).
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Hence, by a Uh(G˙)-version of Lemma 6.2.2, since N˜+ = ⊕γ∈P+N˜+γ is orthog-
onal with respect to 〈 , 〉, we have I˙+γ ⊂ I+ = ker〈 , 〉. Then we have the
algebra epimorphism Uh(N˙+)→ N+. (Eα → Eα).
Next we should show the existence of the epimorphism N˙− → N−. How-
ever a Hopf superalgebra (Uh(G˙), sτ◦∆, S−1, ε) with generators {−Hλ, Fα, (−1)p(α)Eα}
also satisfies (1) and (2). (Here sτ(X ⊗ Y ) = (−1)p(X)p(Y )Y ⊗X). Then the
same argument can be applied for the subalgebra generated by Fα. Hence
we can show the existence.
Eventually we get a C[[h]]-module surjective map:
J˙ : Uh(G˙) = (N˙− ⊗ C[[h]] [H]⊗ N˙+)∧Uh(G) = (N− ⊗ C[[h]] [H]⊗N+)∧.
Considering under the two triangular decompositions, it is clear that J˙ pre-
serve product. Hence J˙ is the algebra epimorphism. Clearly J˙ is the Hopf
superalgebra epimorphism.
Q.E.D.
7. Quantization of Weyl-group-type isomorphisms
7.1 Let (C,∆, S, ε) be a topological Hopf C[[h]]-algebra. Define τ : C⊗ˆC →
C⊗ˆC by τ(x ⊗ y) = y ⊗ x. Let ∆′ = τ ◦∆. Let C0 be a Hopf subalgebra of
C. Let R = ∑ ai ⊗ bi be an invertible element of C0 ⊗ C0 satisfying:
R∆(x)R−1 = ∆′(x), (7.1.1)
(∆⊗ I)(R) = R13R23, (I ⊗∆)(R) = R13R12. (7.1.2)
where R12 = R⊗ I, R23 = I ⊗ R and R13 = ∑ ai ⊗ I ⊗ bi.
By Drinfeld[D2], we have known:
Proposition 7.1.1.(Drinfeld[D2])(i) R satisfies:
R12R13R23 = R23R13R13, (7.1.3)
(S ⊗ I)(R) = R−1 = (I ⊗ S−1)(R), (7.1.4)
(ε⊗ I)(R) = 1 = (I ⊗ ε)(R). (7.1.5)
(ii) For R =
∑
ai ⊗ bi, following equations hold in C:
∑
aiS
−2(bi) =
∑
S(ai)S
−1(bi) =
∑
S2(ai)bi, (7.1.6)∑
aiS(bi) =
∑
S−1(ai)bi. (7.1.7)
Let u4, v4 ∈ C be the elements of (7.1.6), (7.1.7) respectively. Then u4v4 =
1 = v4u4.
7.2. Proposition 7.2.1. Keep notations in 7.1. For the Hopf algebra C
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and the element R =
∑
ai ⊗ bi satisfying (7.1.1-2), there is an another Hopf
algebra structure (C(R)) = (C,∆(R), S(R), ε) given by:
∆(R)(x) = R∆(x)R−1, S(R)(x) = u−14 S(x)u4.
Proof. First we show (I ⊗∆(R)) ◦∆(R) = (∆(R) ⊗ I) ◦∆(R). By (7.1.1-2),
We have:
(I ⊗∆(R)) ◦∆(R)(x)
= R23(I ⊗∆)(R∆(x)R−1)R−123
= R23R13R12(I ⊗∆)(∆(x))R−112 R−113 R−123
= R12R13R23(∆⊗ I)(∆(x))R−123 R−113 R−112
= (∆(R) ⊗ I) ◦∆(R)(x).
Let m : C ⊗C → C be the multiplication, which is defined by m(x⊗ y) = xy.
Next we show m ◦ (I ⊗ S(R)) ◦∆(R) = ε = m ◦ (S(R) ⊗ I) ◦∆(R). By (7.1.4)
and (7.1.6-7), for x ∈ C with ∆(x) = ∑x(1)i ⊗ x(2)i , we have:
(I ⊗ S(R)) ◦∆(R)(x)
=
∑
m((1⊗ u−14 )(I ⊗ S)(aix(1)j S(al)⊗ bix(2)j bl)(1⊗ u4))
=
∑
aix
(1)
j S(al) · ayS(bl)S(bi)S(x(2)j )S(bi)u4
=
∑
aix
(1)
j S(x
(2)
j )S(bi)u4 since (S ⊗ I)(R)R = 1
= ε(x)
∑
aiS(bi)u4 = ε(x)v4u4 = ε(x)
and
(S(R) ⊗ I) ◦∆(R)(x)
=
∑
m((u−14 ⊗ 1)(S ⊗ I)(aix(1)j S(al)⊗ bix(2)j bl)(u4 ⊗ 1))
=
∑
u−14 S
2(al)S(x
(1)
j )S(ai)S(ay)S
−1(by) · bix(2)j bl
=
∑
u−14 S
2(al)S(x
(1)
j )x
(2)
j bl since (I ⊗ S−1)(R)R = 1
= ε(x)u−14
∑
S2(al)bl = ε(x)u
−1
4 u4 = ε(x).
To show other formulae of the axiom of the Hopf algebra are easy.
Q.E.D.
7.3. Let (E ,Π, p) be a datum and G = G(E ,Π, p). Let Uh(G) be a topolog-
ical Hopf C[[h]]-superalgebra introduced in 6.1. Put Uh(G)σ = Uh(G) ⊗C[[h]]
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C[[h]]〈σ〉. Then Uh(G)σ is an algebra with a formula σXσ = (−1)p(X)X
(X ∈ Uh(G)). By [Y1], (Uh(G)σ,∆, S, ε) is a Hopf algebra such that
∆(H) = H ⊗ 1 + 1⊗H, ∆(Eα) = Eα ⊗ 1 +Kασp(α) ⊗ Eα,
∆(Fα) = Fα ⊗K−1α + σp(α) ⊗ Fα,
S(H) = −H, S(Eα) = −K−1α σp(α)Eα, S(Fα) = −σp(α)FαKα
ε(H) = ε(Eα) = ε(Fα) = 0.
Put Uh(H)σ = C[[h]][H] ⊗ C[[h]]〈σ〉. Then Uh(H)σ is a Hopf subalgebra of
Uh(G)σ. Put t0 = ∑Hδi ⊗ Hδi ∈ H ⊗ H where {δi} is a C-basis of H such
that (δi, δj) = δij . Then, by the quantum double construction (see [D] (also
[Y1])),
RT =
1
2
(
∑
c,d=0,1
(−1)cdσc ⊗ σd) · exp(−ht0) ∈ Uh(H)σ ⊗ Uh(H)σ
satisfies (7.1.1-2). Clearly R−1T also satisfies (7.1.1-2).
For t ∈ C[[h]] and n > 0, we put {n}t = tn−1t−1 , {n}t! = {n}t{n−1}t · · · {1}t
and {
n
m
}
t
=
{ {n}t!
{m}t!{n−m}t! if n ≤ m ≤ 0,
0 otherwise.
For u ∈ hUh(G)σ, put e(u, t) =
∞∑
n=0
un
{n}t! . It is easy to show that
e(−u, t−1) = e(u, t)−1, (7.3.1)
e(u, t)Xe(u, t)−1 =
∑∞
n=0
1
{n}t!adtn−1(u)adtn−2(u) · · ·ad1(u)(X) (7.3.2)
where adx(u)(X) = [u,X ]−,x = uX − xXu.
For α ∈ Π, let Uh(G(α))σ be a topological subalgebra of Uh(G)σ generated
by Uh(H)σ and Eα, Fα. By the quantum double construction, we see that
Rα = e(−(q − q−1)Eα ⊗ Fασp(α), (−1)p(α)q(α,α)) ·RT ∈ Uh(G(α))σ ⊗ Uh(G(α))σ
satisfies (7.1.1-2). Let (Uh(G)σ)(α) = (Uh(G)σ,∆(α), S(α), ε) be an another
Hopf algebra defined as ((Uh(G)σ)(Rα))(R−1T ). Put
Rˆα = e(−(q − q−1)σp(α)K−1α Eα ⊗ FαKα, (−1)p(α)q(α,α)).
Then we get Rˆα = R
−1
T Rα. Hence
∆(α)(X) = Rˆα∆(X)Rˆ
−1
α (X ∈ Uh(G)σ).
Proposition 7.3.1. For α, β ∈ Π. Put E∨β+sα = [[...[[[[Eβ , Eα]], Eα]] . . . Eα]],
F∨β+sα = [[...[[[[Fβ, Fα]], Fα]] . . . Fα]] (Eα, Fα appears s-times).
(i) ∆(α)(EαK
−1
α ) = EαK
−1
α ⊗Kα + σp(α) ⊗ EαK−1α ,
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∆(α)(KαFα) = KαFα ⊗ 1 + σp(α)K−1α ⊗KαFα.
(ii) Assume (α, α) 6= 0. For β ∈ Π, assume r = r(α,β) = −2(α,β)(α,α) ∈ Z+
and p(α) · r is even. Then
∆(α)(E∨β+rα) = E
∨
β+rα ⊗ 1 +Kβ+rασp(β+rα) ⊗ E∨β+rα,
∆(α)(F∨β+rα) = F
∨
β+rα ⊗K−1β+rα + σp(β+rα) ⊗ F∨β+rα.
(iii) Assume (α, α) = 0 and (α, β) 6= 0. Then
∆(α)(E∨β+α) = E
∨
β+α ⊗ 1 +Kβ+ασp(β+α) ⊗ E∨β+α,
∆(α)(F∨β+α) = F
∨
β+α ⊗K−1β+α + σp(β+α) ⊗ F∨β+α.
(iv) ∆(α)(H) = H ⊗ 1 + 1⊗H , ∆(α)(σ) = σ ⊗ σ.
Proof. Here we calculate ∆(α)(E∨β+rα) of (ii). Put tα = (−1)p(α)q(α,α) and
tα,β = (−1)p(α)p(β)q(α,β). By direct calculation, we have:
∆(E∨β+uα) = E
∨
β+uα ⊗ 1
+
u∑
s=0
{
u
s
}
tα
u−s∏
k=1
(t−1α,β − t−1α,βtk−uα )Eu−sα Kβ+sασp(β+sα) ⊗E∨β+sα.
Hence, for r of (ii),
∆(E∨β+rα) = E
∨
β+rα ⊗ 1
+
r∑
s=0
{
r
s
}
tα
tr−sα,β
r−s∏
k=1
(1− tkα)Er−sα Kβ+sασp(β+sα) ⊗E∨β+sα.
Put X = −σp(α)K−1α ⊗ FαKα. Then
[−X,EsαKβ+(r−s)ασp(β+(r−s)α) ⊗E∨β+(r−s)α]−,t−s
=

− tα,β
q−q−1 t
−s
α
(tr−sα −1)(ts+1α −1)
tα−1 E
s+1
α Kβ+(r−s−1)ασ
p(β+(r−s−1)α) ⊗ E∨β+(r−s−1)α
if r > s,
0 if r = s.
Hence
ad
t
−(s−1)
α
(X)ad
t
−(s−2)
α
(X) · · · ad1(X)(Kβ+rασp(β+rα) ⊗ E∨β+rα)
=

=
(
tα,β
q−q−1
)s
t
− s(s−1)
2
α (tα − 1)s
{
r
s
}
tα
EsαKβ+(r−s)ασ
p(β+(r−s)α) ⊗E∨β+(r−s)α
if r ≥ s,
0 if r < s.
Hence, by (7.3.1-2),
Rˆ−1α (Kβ+rασ
p(β+rα) ⊗ E∨β+rα)Rˆα
=
r∑
s=0
(−tα)s(t− 1)s {r}tα !{r − s}tα!
EsαKβ+(r−s)ασ
p(β+(r−s)α) ⊗ E∨β+(r−s)α .
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On the other hand, we can easily show Rˆ−1α (E
∨
β+rα⊗1)Rˆα = E∨β+rα⊗1. Then
we get:
Rˆ−1α (E
∨
β+rα ⊗ 1 +Kβ+rασp(β+rα) ⊗E∨β+rα)Rˆα = ∆(E∨β+rα) .
We can show other formulae similarly or easily.
Q.E.D.
By [Y1], we see:
Lemma 7.3.1. For α ∈ Π, Uh(G) has an another Hopf superalgebra struc-
ture Uh(G)(α) = (Uh(G),∆(α)s ) with coproduct ∆(α)s satisfies formulae given by
eliminating σp(·) in the formulae of ∆(α) of Proposition 7.3.1 (i)-(iv).
7.4. Lemma 7.4.1. Keep notation in 7.3. Let α ∈ Π.
(i) Assume (α, α) 6= 0. Assume r = rα,β ∈ Z+ and p(α)r ∈ 2Z for
any β ∈ Π \ {α}. Define σα : H → H by σα(Hλ) = Hλ− 2(α,λ)
(α,α)
α
. Let
xβ, yβ ∈ C[[h]]× (β ∈ Π) be such that
xβyβ =

(−1)p(β) (β = α),
(−1)rα,βq−(rα,β+1)(α,β)
(
1−t−1α
q−q−1
)rα,β
({rα,β}t−1α !)2 (β 6= α, (α, β) 6= 0),
1 (β 6= α, (α, β) = 0).
Put H ′λ = Hσα(λ), E
′
α = x
−1
α FαKα, F
′
α = y
−1
α K
−1
α Eα, E
′
β = x
−1
β E
∨
β+rα,βα
,
F ′β = y
−1
β F
∨
β+rα,βα
(β ∈ Π \ {α}).
Then H ′λ, E
′
β, F
′
β satisfy (6.1.3).
(ii) Assume (α, α) = 0. For β ∈ Π \ {α}, put
rα,β =
{
1 (α, β) 6= 0
0 (α, β) = 0
Let Π′ = {α′ = −α, β ′ = α + β (β ∈ Π, (α, β) 6= 0), γ′ = γ (γ ∈ Π \
{α}, (γ, α) = 0)}. Let σα : (E ,Π, p) → (E ,Π′, p) by σα(H) = H. (In
particular,
σα(Hβ) =
{
H−α′ (β = α),
Hβ′+rα,βα′ (β 6= α, (α, β) 6= 0).)
Let xβ, yβ ∈ C[[h]]× (β ∈ Π) be such that
xβyβ =

−1 (β = α),
t−1α,β
q(α,β)−q−(α,β)
q−q−1 (β 6= α, (α, β) 6= 0),
1 (β 6= α, (α, β) = 0).
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Put E ′α = x
−1
α FαKα, F
′
α = y
−1
α K
−1
α Eα, E
′
β = x
−1
β E
∨
β+rα,βα
, F ′β = y
−1
β F
∨
β+rα,βα
(β ∈ Π \ {α}).
Then H, E ′β, F
′
β satisfy (6.1.3) for (E ,Π′, p).
Proof. Here we show how to calculate
[E∨β+rα,βα, F
∨
β+rα,βα
] = xβyβ
sinh(hHβ+rα,βα)
sinh(h)
. (7.4.1)
Put {k; β}α = q
−(α,β)(1−t−kα )(1−t2α,β tk−1α )
(q−q−1)(1−t−1α ) and {k; β}α! =
k∏
v=1
{v; β}α. First we
show:
[Eα, F
∨
β+kα] = −t−1α,βq−(k−1)(α,α){k; β}αF∨β+(k−1)αKα ,
[E∨β+kα, Fα] = (−1)(k−1)p(α){k; β}αK−1α E∨β+(k−1)α .
Then, by induction on k, we can show:
[E∨β+kα, F
∨
β+(k−1)α]
= (−1)k(1+p(α)p(β))q− (k−1)(k−2)2 (α,α)q(−k+1)(α,β){k; β}α!EαKβ+(k−1)α,
[E∨β+(k−1)α, F
∨
β+kα]
= (−1)(k−1)(1+p(α)+p(α)p(β))q− k(k−1)2 (α,α)q−k(α,β){k; β}α!K−1β+(k−1)αFα
and
[E∨β+kα, F
∨
β+kα]
= (−1)kt−kα,βq−
k(k−1)
2
(α,α){k; β}α! sinh(hHβ+kα)
sinh(h)
.
Substituting rα,β for k, we get (7.3.1).
We can show other formulae similarly or easily.
Q.E.D.
7.5. Proposition 7.5.1. Keep notations in 7.4.
(i) Let Πσα = Π if (α, α) 6= 0 and let Πσα = Π′ if (α, α) = 0. Put Uh(Gσα) =
Uh(G(E ,Πσα, p)). Then there is an isomorphism Lα : Uh(G)→ Uh(Gσα) such
that
Lα(H) = σα(H), Lα(Eβ) = E
′
β, Lα(Fβ) = F
′
β. (7.5.1)
(ii)
∆(Lα(X)) = Rˆ
−1
α (Lα ⊗ Lα∆(X))Rˆα (X ∈ Uh(G)σ). (7.5.2)
Proof. (i) By Lemma 6.7.1, Lemma 7.3.1 and Lemma 7.4.1, there is an
epimorphism L′α : Uh(G) → Uh(Gσα) satisfying (7.5.1). Let Lα : Uh(G) →
Uh(Gσα) denote L′α defined by changing Uh(G) and Uh(Gσα). (Keep notations
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in the proof of Lemma 6.5.1.) Since L′αLα|H = idH and (resp. LαL
′
α|H = idH),
L′αLα (resp. LαL
′
α) induce an automorphism of G0 (resp. Gσα0 ) as well as an
automorphism of U0(G0) (resp. U0(Gσα0 )). Hence Lα induce an isomorphism
U0(G0)→ U0(Gσα0 ). Hence by topological freedom of Uh(G) and Uh(Gσα), Lα
is an isomorphism.
(ii) (7.5.2) is clear from the formulae in Proposition 7.3.1 (i)-(iii).
Q.E.D.
By direct calculation, we have:
Lemma 7.5.1. L−1α : Uh(G) → Uh(Gσα) satisfies (Here we let the region of
definition (resp. values) of L−1α be (E ,Π, p) (resp. (E ,Πσα, p))). For α, β ∈
Π. Put Eβ+sα = [[Eα . . . [[Eα, [[Eα, Eβ]]]]...]], Fβ+sα = [[Fα . . . [[Fα, [[Fα, Fβ]]]]...]],
(Eα, Fα appears s-times).
Put H ′′λ = Hσα(λ), E
′′
α = x˙
−1
α K
−1
α Fα, F
′′
α = y˙
−1
α EαKα, E
′′
β = x˙
−1
β Eβ+rα,βα,
F ′′β = y˙
−1
β Fβ+rα,βα (β ∈ Π \ {α}). Here we define x˙β , y˙β ∈ C[[h]]× by:
xαy˙α = yαx˙α = 1,
y
rα,β
α yβy˙β = (−1)rα,β(−1)(p(α)+p(α)p(β))rα,β{rα,β; β}α!,
x
rα,β
α xβ x˙β = (−1)rα,β(−1)p(α)p(β)rα,βqrα,β(α,α){rα,β; β}α! (β 6= α, (α, β) 6= 0),
xβ x˙β = yβx˙β = 1 (β 6= α, (α, β) = 0).
(Here xβ , yβ ∈ C[[h]]× have been defined in Lemma 7.4.1 for Lα : Uh(Gσα)→
Uh(G).)
7.6. As an immediate consequence of Proposition 7.5.1, we have:
Proposition 7.6.1. (See also [KT].) Let (E ,Π, p)’s be the data of affine
type. For the isomorphisms Li defined for G(E ,Π, p)’s in §2, there are iso-
morphisms Ti’s of Uh(G(E ,Π, p))’s such that Ti → Li : U0(G(E ,Π, p)) →
U0(G(Eσ(i),Πσ(i), pσ(i))) (h→ 0).
8. On Uh(sˆl(m|m))(i) (i = 1, 2, 4).
In this chapter, we use Beck’s method [B].
8.1. In 8.1, let (E ,Π, p) be of Diagram 1.6.2 and assume N ≥ 4. Let W be
the Weyl group defined in 2.6 associated to (E †,Π†). Let W0 be a subgroup
of W generated by {σ(i), (1 ≤ i ≤ n)}. Let ω∨j ∈ ⊕ni=1Cα†i (1 ≤ j ≤ n) be
such that
2((α†i ,ω
∨
j ))
((α†
i
,α†
i
))
= δij (1 ≤ i ≤ n). Put P ∨ = ⊕Zω∨i . Define W¯ = W0|×P ∨
by (s, x)(s′, x′) = (ss′, s′−1(x) + x′). We know that there is a certain sub-
group T of Dynkin diagram automorphism of (E †,Π†) such that W¯ ∼= T |×W0
(τσ(i)τ−1 = σ(τ(i)) (τ ∈ T )). If W is of type A(1)N−1, then T ∼= Z/NZ. For
the datum (E = (⊕Ni=1Cε¯i) ⊕ Cδ ⊕ Cλ0,Π = {αi}, p) and τ ∈ T , define the
datum (E τ = (⊕Ni=1Cε¯τi )⊕ Cδ ⊕ Cλ0,Πτ = {ατi }, pτ ) by
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(i) The Dynkin diagram of (E τ ,Πτ , pτ) is the same type as the one of (E ,Π, p).
(ii) pτ (αi) = p(ατ−1(i)).
(iii) (ε¯τi , ε¯
τ
j ) = (ε¯τ−1(i), ε¯τ−1(j)) (Here we consider τ
−1(i) under modN).
For w ∈ W¯ and an reduced expression w = τσ(i1) · · ·σ(ir), put (Ew,Πw, pw)
= ( (( (Eσ(ir)) · · ·)σ(i1))τ , (( (Πσ(ir)) · · ·)σ(i1))τ , (( (pσ(ir)) · · ·)σ(i1))τ ). Clearly (Ew,Πw, pw)
doesn’t depend on reduced expressions.
Let Uh(G)′ be the subalgebra of Uh(G) generated by {Hαi, Ei, Fi (0 ≤
i ≤ n)}. By Proposition 7.5.1, Lemma 7.5.1 and direct calculation, we have:
Lemma 8.1.1. Assume that (E ,Π, p) is type A(1)N−1. Keep notations in 2.3-5.
Let i ∈ {0, 1, ..., N − 1}(= Z/NZ). Put Ki = Kαi.
(i) There are isomorphisms Ti : Uh(G(E ,Π, p))′ → Uh(G(Eσ(i),Πσ(i), pσ(i)))′
such that (We put p′ = pσ(i).)
TiEi = −d¯′i+1FiKi, TiFi = −d¯′iK−1i Ei,
TiEi−1 = q−d¯
′
i d¯′i[[Ei−1, Ei]], TiEi+1 = q
−d¯′i+1(−1)p′(αi)p′(αi+1)d¯′i+1[[Ei+1, Ei]],
TiFi−1 = −(−1)p′(αi)p′(αi−1)[[Fi−1, Fi]], TiFi+1 = −[[Fi+1, Fi]].
T−1i : Uh(G(E ,Π, p))′ → Uh(G(Eσ(i),Πσ(i), pσ(i)))′ is given by:
T−1i Ei = −d¯′i+1K−1i Fi, T−1i Fi = −d¯′iEiKi,
T−1i Ei−1 = q
−d¯′i(−1)p′(αi)p′(αi−1)d¯′i[[Ei, Ei−1]], T−1i Ei+1 = q−d¯
′
i+1d¯′i+1[[Ei, Ei+1]],
T−1i Fi−1 = −[[Fi, Fi−1]], T−1i Fi+1 = −(−1)p′(αi)p′(αi+1)[[Fi, Fi+1]].
For τ ∈ T , there is an isomorphism Tτ : Uh(G(E ,Π, p))′ → Uh(G(E τ ,Πτ , pτ ))′
such that Tτ (Hαi) = Hατ(i), Tτ (Ei) = Eτ(i), Tτ (Fi) = Fτ(i).
(ii) Ti’s satisfy Braid relation:
TiTj = TjTi ((αi, αj) = 0), TiTjTi = TjTiTj (|(αi, αj)| = 1).
It also hold that TτTiT
−1
τ = Tτ(i).
(iii) By (ii), putting Tw = TτTi1 · · ·Tir for w ∈ W¯ whose reduced expres-
sion is w = τσ(i1) · · ·σ(ir), Tw is well-defined. Moreover we have:
Tw(Ei) = Ej , Tw(Fi) = Fj if w(αi) = αj.
There is an C-anti-automorphism Ω such that
Ω(Ei) = d¯i+1Fi, Ω(Ei) = d¯i+1Fi, Ω(H) = H, Ω(h) = −h .
Moreover ΩTw = TwΩ (w ∈ W¯ ).
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8.2. Put Tωi = Tω∨i . For 1 ≤ i ≤ n, k > 0 and s ∈ Z, let
ψ¯
(s)
ik = K
− k
2
δ q
−(αi,αi)[[T sωi(Ei), T
k+s
ωi
(K−1i Fi)]] . (8.1.1)
Put Qij,k =
q
k(αi,αj)−q−k(αi,αj)
q−q−1 and C˙ij = q
(αi,αj)K
− 1
2
δ . By [B], we have:
Lemma 8.2.1. (i) K
1
k
δ ψ¯
(s)
ik ∈ N+ if s ≤ 0 and k + s > 0.
(ii) Assume p(αi) = 0. Let r > 0 and m ∈ Z. Then ψ¯(s)ir = ψ¯(s
′)
ir (s, s
′ ∈ Z)
and
[ψ¯
(s)
ir , T
m
ωi
(Fi)] = −K
1
2
δ Qii,1
{
((q − q−1)
r−1∑
k=1
C˙1−kii T
m+k
ωi
(Fi)ψ¯
(s)
i,r−k) + C˙
1−r
ii T
m+r
ωi
(Fi)
}
,
[ψ¯
(s)
ir , T
m
ωi
(Ei)] = K
− 1
2
δ Qii,1
{
((q − q−1)
r−1∑
k=1
C˙k−1ii T
m−k
ωi
(Ei)ψ¯
(s)
i,r−k) + C˙
r−1
ii T
m−r
ωi
(Ei)
}
.
(ii) Assume 1 ≤ i 6= j ≤ n. Let r > 0 and m ∈ Z. Then:
[ψ¯
(s)
ir , T
m
ωj
(Fj)]
= K
1
2
δ Qij,1
{
((q − q−1)
r−1∑
k=1
(−C˙ij)1−kTm+kωj (Fj)ψ¯(s)i,r−k) + (−C˙ij)1−rTm+rωj (Fj)
}
,
[ψ¯
(s)
ir , T
m
ωj
(Ej)]
= −K−
1
2
δ Qij,1
{
((q − q−1)
r−1∑
k=1
(−C˙ij)k−1Tm−kωj (Ej)ψ¯(s)i,r−k) + (−C˙ij)r−1Tm−rωj (Ej)
}
.
Let o(i) ∈ {±1} satisfy that o(i) 6= o(j) if (αi, αj) 6= 0 (i 6= j). Put
TˆmωiEi = o(i)
mTmωiEi and Tˆ
m
ωi
Fi = o(i)
mTmωiFi. Define
ˆ¯ψ
(s)
ir by replacing Tωi of
(8.1.1) with Tˆωi. By Lemma 8.2.1, we have:
Lemma 8.2.2. Assume j 6= i or p(αi) = 0. Then:
[ ˆ¯ψ
(s)
ir , Tˆ
m
ωj
(Fj)]
= −K
1
2
δ Qij,1
{
((q − q−1)
r−1∑
k=1
C˙1−kij Tˆ
m+k
ωj
(Fj)
ˆ¯ψ
(s)
i,r−k) + C˙
1−r
ij Tˆ
m+r
ωj
(Fj)
}
,
[ ˆ¯ψ
(s)
ir , Tˆ
m
ωj
(Ej)]
= K
− 1
2
δ Qij,1
{
((q − q−1)
r−1∑
k=1
C˙k−1ij Tˆ
m−k
ωj
(Ej)
ˆ¯ψ
(s)
i,r−k) + C˙
r−1
ij Tˆ
m−r
ωj
(Ej)
}
.
Define h
(s)
ik ∈ Uh(G) (k > 0) by the following generating function in z.
exp((q − q−1)
∞∑
k=1
h
(s)
ik z
k) = 1 + (q − q−1)
∞∑
k=1
ˆ¯ψ
(s)
ik z
k.
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Remark. For (αi, αi) = 0, we have not shown [
ˆ¯ψ
(s)
ik ,
ˆ¯ψ
(s)
ir ] = 0 yet. Hence an
uncertainly of the definition of h
(s)
ik has still remined. It depends on an order
of { ˆ¯ψ(s)ik }.
By Lemma 8.2.2, we have:
Lemma 8.2.3. Assume j 6= i or (αi, αi) 6= 0. Then:
[h
(s)
ik , Tˆ
m
ωj
(Fj)] = − 1kQij,kK
k
2
δ Tˆ
m+k
ωj
(Fj),
[h
(s)
ik , Tˆ
m
ωj
(Ej)] =
1
k
Qij,kK
− k
2
δ Tˆ
m−k
ωj
(Ej).
8.3. Lemma 8.3.1. Let 1 ≤ i ≤ n and r ∈ Z. Then:
[[Tm+rωi (Fi), T
m
ωi
(Fi)]] = −[[Tm+1ωi (Fi), Tm+r−1ωi (Fi)]],
[[Tmωi (Ei), T
m+r
ωi
(Ei)]] = −[[Tm+r−1ωi (Ei), Tm+1ωi (Ei)]].
Proof. For (αi, αi) 6= 0, we have already known these by [B]. For (αi, αi) = 0,
by Lemma 8.2.3 and Tmωi (Fi)
2 = Tmωi (Ei)
2 = 0,
[Tm+rωi (Fi), T
m
ωi
(Fi)] = [T
m+r
ωi
(Ei), T
m
ωi
(Ei)] = 0, (8.3.1)
which are nothing else but the formulae we want.
Q.E.D.
Lemma 8.3.2. Let (αi, αi) = 0 and r > 0. Then ψ¯
(s)
ir = ψ¯
(s′)
ir and
[h
(s)
ir , T
m
ωi
(Fi)] = [h
(s)
ir , T
m
ωi
(Ei)] = 0. (8.3.2)
Proof. By (8.3.1), we have:
[Ei, ψ¯
(0)
ir ] = [ψ¯
(0)
ir , Fi] = 0. (8.3.3)
We use an induction on r. Let 1 ≤ j ≤ n be such that (αi, αj) 6= 0. First we
assume r = 1. Then h
(s)
i1 = o(i)ψ¯
(s)
i1 .
ψ¯
(−1)
i1 = K
− 1
2
δ [T
−1
ωi
(Ei), K
−1
i Fi]
= o(i)K
− 1
2
δ Q
−1
ji,1K
1
2
δ [[h
(0)
j1 , Ei], K
−1
i Fi] (by Lemma 8.2.3)
= o(i)Q−1ji,1K
−1
i · o(i)Qji,1[K−
1
2
δ Tωi(Fi), Ei]
= K
− 1
2
δ [Tωi(K
−1
i Fi), Ei]
= ψ¯
(0)
i1 .
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Hence, by (8.3.3), we get our formulae for r = 1.
We assume that we have shown the lemma for 1, 2,..., r − 1. Firstly we
show [h
(0)
j1 , h
(0)
jr−1] = 0. By Lemma 8.2.3, we have:
[[h
(0)
j1 , h
(0)
jr−1], Tˆ
m
ωk
(Fk)] = [[h
(0)
j1 , h
(0)
jr−1], Tˆ
m
ωk
(Ek)] = 0
for 1 ≤ k ≤ n and m ∈ Z. By Lemma 8.2.1 (i), K
r
2
δ [h
(0)
j1 , h
(0)
jr−1] ∈ N+.
We know the fact that Tˆmωk(Fk), Tˆ
m
ωk
(Ek) and H generate Uh(G). Hence, by
Proposition 6.2.1, we get
[h
(0)
j1 , h
(0)
jr−1] = 0 (8.3.4)
as well as [h
(0)
j1 , ψ¯
(0)
jr−1] = 0. Hence:
ψ¯
(−1)
ir = K
− 1
2
δ [T
−1
ωi
(Ei), T
r−1
ωi
(K−1i Fi)]
= o(i)K
− r
2
δ Q
−1
ji,1K
1
2
δ [[h
(0)
j1 , Ei], T
r−1
ωi
(K−1i Fi)] (by Lemma 8.2.3)
= o(i)Q−1ji,1K
1−r
2
δ
{
[h
(0)
j1 , K
r−1
2
δ ψ¯
(0)
ir−1] + o(i)Qji,1[K
− 1
2
δ T
r
ωi
(K−1i Fi), Ei]
}
= ψ¯
(0)
ir .
Hence, by (8.3.3), we get our formulae.
Q.E.D.
We put hir = h
(s)
ir and
ˆ¯ψik
ˆ¯ψ
(s)
ik (r > 0, 1 ≤ i ≤ n) which is well defined
by Lemma 8.3.2. Similarly to show (8.3.4), we have:
Lemma 8.3.3. [hir, hir′] = 0.
By Lemma 8.2.3 and Lemma 8.3.2, we have:
Lemma 8.3.4.
[hik, Tˆ
m
ωj
(Fj)] = − 1kQij,kK
k
2
δ Tˆ
m+k
ωj
(Fj),
[hik, Tˆ
m
ωj
(Ej)] =
1
k
Qij,kK
− k
2
δ Tˆ
m−k
ωj
(Ej).
We know that K
k
2
δ hik ∈ N+. By Lemma 8.3.4 and Proposition 6.2.1, since
Tˆmωj(Ej), Tˆ
m
ωj
(Fj) and H generate Uh(G), we have:
Lemma 8.3.5. Keep notations in 1.6. If
N∑
i=1
d¯i = 0, then
n∑
i=1
[ i∑
j=1
kd¯j
]
K
k
2
δ hik = 0 (k ≥ 1). (8.3.5)
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in N+ ⊂ Uh(G)(E ,Π, p) of (E ,Π, p) of Diagram 1.6.2 (N ≥ 4).
After all we have:
Theorem 8.3.6. Let (E ,Π, p) be the datum of Diagram 1.6.2 (N ≥ 4)
with
∑
d¯i = 0. Then the defining relations of Uh(G(E ,Π, p)) are defined by
adding (8.3.5) to the ones of Theorem 6.6.1.
8.4. For 1 ≤ i ≤ N − 1 and r ≥ 0, put
ψir =
{
(q − q−1)Ki ˆ¯ψik (r > 0),
Ki (r = 0).
and ϕir = Ω(ψir). Put hi,−r = hir (r > 0). For 1 ≤ i ≤ N − 1 and k ∈ Z,
put x−ik = Tˆ
k
ωi
(Fi) and x
+
ik = Tˆ
−k
ωi
(Ei). Similar to [B], we have:
Theorem 8.4.1. Let (E ,Π, p) be the datum of Diagram 1.6.2 (N ≥ 3).
Then Uh(G(E ,Π, p)) is defined with the generators {H ∈ H, x±ij , hik} and the
relations:
[H, x±jk] = (±αj + kδ)(H)x±jk,
[hik, hjl] = δk,−l 1kQij,k
Kk
δ
−K−k
δ
q−q−1 ,
x±ik+1x
±
jl − (−1)p(αi)p(αj )q±(αi,αj)x±jlx±ik+1 = (−1)p(αi)p(αj)q±(αi,αj)x±ikx±jl+1 − x±jl+1x±ik,
[x+ik, x
−
jl] = δij
K
k−l
2
δ
ψik+l−K
l−k
2
δ
φik+l
q−q−1 ,
[x±ik, x
±
il ] = 0 if (αi, αi) = 0,
(In the following equations, Symk1,k2,...,ks means symmetrization with respect
to {k1, k2, . . . , ks}.)
Symk1,k2[[x
±
ik1
, [[x±ik2 , x
±
jl]]]] = 0 if (αi, αi) 6= 0 and (αi, αj) 6= 0,
Symk1,k2[[[[[x
±
il , x
±
jk1
]], x±um]], x
±
jk2
] = 0 if
i j u
× ❤× ×
(Each of the following equations means an equation as a generate function
in an indeterminate z.)∑
k≥0 ψikzk = Ki exp((q − q−1)
∑
r≥1 hirzr),∑
k≥0 φikz
k = K−1i exp((q
−1 − q)∑r≥1 hi,−rzr).
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