Abstract-In two-tiered Wireless Sensor Networks (WSNs) relay node placement considering resource constraints and high overhead of the relay nodes plays a key role in extending the network lifetime. Therefore, approaches that support fewer relay nodes are desired to cover the WSNs. In this paper, we formulate the relay node placement problem as a Geometric Disc Covering (GDC) problem, and propose a novel local search approximation algorithm (LSAA) to solve the GDC problem. In the proposed LSAA, the sensor nodes are allocated into independent groups and then a Set Cover (SC) for each group is performed. The set of the SC for each group constitutes a SC of the GDC problem. LSAA is extensively investigated and analyzed by rigorous proof and the simulation results presented in this paper clearly demonstrate that the proposed LSAA outperform the approaches reported in literature in the reduction in deployed relay nodes.
I. INTRODUCTION
Wireless sensor networks (WSNs) have been an attractive research area since last decade due to their tremendous application potentials in battlefield surveillance, environmental monitoring, biomedical observation, industrial automation and other fields [1] [2] . WSNs are typically composed of many low-cost and low-power homogenous or heterogeneous sensor nodes, which can perform sensing, simple computations, and short-range wireless communications. In many WSN applications, the lifetime of networks is limited due to constrains in energy resources and accessibility of the actual sensor nodes [3] [4] . A two-tiered network architecture is proposed to extend the network lifetime in WSNs. In this approach a small number of relay nodes with ample power and suitable wireless communication range are placed to serve as the relay nodes. The relay nodes function like the cluster heads to collect sensed information from one-hop-neighbor sensor nodes and transmit the data to the sink node [5] [6] . This is an energyefficient approach since it reduces the energy and resource consumption of each sensor node and relies on the mesh networks of relay nodes to transmit data from sensor nodes. This highlights the key role of relay nodes and the importance * Corresponding author.
of investigating their placement considering the required cost and overhead.
The relay node placement in two-tiered WSNs can be divided into two problems, 1) the geometric disc covering (GDC) problem, and 2) the network connectivity problem, subject to various constraints, such as network lifetime, fault tolerance, and connectivity. This paper only focuses on the geometric disc covering problem since the contributions of published work in this area have been limited. Several approximation algorithms were proposed in the literature for the GDC problem that is NP-complete [7] . The proposed strategies to the GDC problem generally can be classified into three categories of the Shift Strategy [8] - [10] , the Grid Strategy [11] [12] , and the Set-Covering Strategy [13] - [15] . However, the time complexity of the Shift Strategy [8] - [10] grows exponentially with the shift parameter. The Grid Strategy [11] [12] leads poor approximation ratio due to the fixed feasible placement location in each grid. The Set-Covering strategy [13] - [15] also yields an approximation ratio growing with the number of sensor nodes.
In order to address the limitations of published works [8] - [15] , this paper proposes a novel Local Search Approximation Algorithm (LSAA) for relay node placement in WSNs. Different from [8] - [15] , LSAA is a two-phase algorithm, in which the first phase allocates the sensor nodes into independent groups and the second phase searches a Set Cover (SC) for each group. The approximation ratio and the time complexity of the LSAA are analyzed by rigorous proof.
In summary, this paper makes the following two-fold major contributions in relay node placement in WSNs:
• Different from [8] - [15] , this paper presents the novel solution algorithm LSAA to the GDC problem. The twophase idea of LSAA enables more complete analysis and as a result yields better performances, such as approximation ratio and time complexity.
• The simulations results of LSAA show the major contribution of the proposed approach that at most one third of the deployed relay nodes can be saved in comparison to published works. This paper is organized as follows. Section II reviews related work. Section III gives out the problem formulation. Section IV presents an approximation algorithm-LSAA for the GDC problem. Simulations are conducted to demonstrate the efficiency of the proposed LSAA in Section V. Section VI finally concludes this paper.
II. RELATED WORK
In two-tiered WSNs, the placement of relay nodes is a significant factor in networks overhead and resource consumptions. In order to address the NP-complete nature of the relay node placement problem [7] , existing research works mainly focus on three approaches of the Shift Strategy, the Grid Strategy and the Set-Covering Strategy.
The Shift Strategy: D. S. Höchbaum and W. Maass [8] studied the GDC problem and proposed a polynomial time approximation scheme (PTAS) based on the Shift Strategy, which divides the deployed field into stripes with the same width and partitions these stripes into different groups by shifting the stripes, then solve the GDC problem in each stripe. The approximation ratio of their scheme is bounded by (1 + 1/l) 2 , where l ≥ 1. T. Feder and D. Greene [9] considered the related problem and proposed a (1 + ε)−approximation algorithm, which solves the problem by dividing the deployed field into stripes, where 0 < ε ≤ 1. J. Tang et. al. [10] proposed two approximation algorithms to solve relay node single cover problem and relay node double cover problem based on the Shift Strategy, with the approximation ratio of 4 and 9/4, respectively.
The Grid Strategy: M. Franceschetti et al. [11] [12] proposed a grid strategy, which divides the deployed field into square meshes and the relay nodes can only be placed at the vertices of square meshes. They first deduced the approximation factor of grid strategy under different disc radius. Then they combined grid strategy with shift strategy, which leads to a family of algorithms with a performance ratio of (3 + ε), where 1 < ε ≤ 21.
The Set-Covering Strategy: In the Set-Covering Strategy, each relay node is represented by the sensor nodes covered by it, correspondingly, the Set-Covering Strategy searches a minimum set cover of the given sensor nodes. Brönninamm and Goodrich [13] studied the set cover problem of dual VC-dimension and proposed an algorithm with a constant performance ratio, which is not determined yet. Then they gave several applications of their method to computational geometry including the GDC problem. K. N. Xu et. al. [14] first modeled the GDC problem with the set covering problem in WSNs, and proposed a recursive algorithm to the set covering problem. K. Ali et. al. [15] considered the related problem and proposed a weighted greedy algorithm, with an approximation ratio of ln(n) + 1.
Each of the three approaches suffers from limitations. The time complexity of the Shift Strategy is a problem and grows exponentially with the shift parameter. The Grid Strategy leads poor approximation ratio due to the fixed feasible placement 
location in each grid. The Set-Covering Strategy also yields an approximation ratio which grows with the number of sensor nodes and suffers from scalability issue. Therefore, an investigation of a new approach is highly merited. 
The communication range of a sensor node x i can be described as a disk centered at location x i with the radius r. In the GDC problem, the potential locations of relay nodes should be selected in the first step. For any two sensor nodes 
In the second step, the GDC problem searches a smallest subset which covers all sensor nodes, from the set of possible positions F . In other words, the second step of GDC problem reduces to the classic set covering problem for WSNs. As the example in Fig. 2 , the GDC problem with Fig. 1 is equivalent to searching for a smallest subset covering X of F = {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 }. In the rest of this paper, we will devote to the design of an efficient solution algorithm to the set covering problem.
IV. APPROXIMATION ALGORITHM FOR COVERING PROBLEM
A. The Formulation of LSAA Definition 4.1 [Neighbor of a possible position]. For any two different elements P i and P j in F , if at least one sensor node within P i (or P j ) is covered by P j (or P i ), P i and P j are mutual neighbors.
Let N(P i ) denote the set of neighbors of P i and R i = (P 1 ∪ P2 ∪ . . . ∪ P k ) − P i denote the sensor nodes covered by N(P i ) but not covered by P i . As shown in Fig. 3 , if P i corresponds to area covered by the green circle, then N(P i ) represents the area covered by black circles and R i represents the set of the red points. Then, X i = X − P i − R i corresponds to the purple points located in blue region in Fig. 3 . 
We denote A * as a minimum SC of the set system (X, F ). The set consisting of all bridges belonging to A * is denoted by bridge A * .
Given a set of sensor nodes X = {x 1 , x 2 , ..., x n }, let group i (consisting of the red points and the black points in Fig.  3 ) denote an arbitrary group of X. As shown in Fig. 3 , the bridges (the blue circles) of group i cover sensor nodes both in group i and other groups, i.e., group i is associated with other groups by the bridges of group i. A * may include some of the bridges, if we know these bridges belonging to A * of group i and remove these bridges, we just need to consider the possible positions (the black circles and the green circle in Fig. 3 ) which only cover group i to cover group i. In other words, group i becomes independent from other groups. Therefore, as we remove all the bridges (i.e., bridge A * ) belonging to A * of each group, all the sensor nodes are divided into several independent groups. But this method is based on the assumption that the bridge A * is known, and bridge A * should be built based on A * , whose solution is NPcomplete. Hence, in the first phase of LSAA, we just group the sensor nodes without removing bridge A * .
The detail of the first phase of the LSAA is described as follows: LSAA starts with the multi-stage grouping phase. At each stage of the grouping phase, LSAA picks a possible position P i which covers the greatest number of remaining sensor nodes. Then, LSAA allocates the sensor nodes covered by P i and N(P i ) as one group. The grouping procedure above repeats until all sensor nodes are grouped.
Since fewer sensor nodes may lead to less searching time and favorable performance, we further classify the sensor nodes of group i into two kinds, i.e., R i (the red points in Fig.  3 ) and P i (the black points in Fig. 3 ). Then, we search a SC M i for R i . Let w i denote the number of sensor nodes, which are not covered by M i , in P i . If M i fully covers P i , we have w i = 0, otherwise, we have w i > 0. The second phase of LSAA is to carry out a local search for each group. Specifically, LSAA checks the weight w i of P i . If w i > 0, LSAA takes {P i } ∪ M i as the local search result; if w i = 0, LSAA takes M i as the local search result. The whole procedure is repeated until all sensor nodes are covered. The whole procedure of LSAA is summarized in Algorithm 1.
B. Performance Analysis of LSAA
Before performing the performance analysis of LSAA, we have to first give out the definitions of some important symbols that will be used in the following proof. Let C i and A i denote a minimum SC of group i and the subset (covering the sensor nodes of group i) of A * , respectively. Let B i = A i − bridge A * denote the set difference between A i and bridge A * . Obviously, |A i | ≥ |C i | holds. Let |OPA i | denote the cardinality of a feasible SC (returned by the approximation algorithm) of group i. Let r i = |OPA i |/|C i | denote an approximation ratio of the local search algorithm at group i. Let r max and r min denote the
Algorithm 1 Local Search Approximation Algorithm (LSAA).

Require:
A set of sensor nodes X = {x 1 , x 2 , . . . , x n }, wireless communication radii of sensor node r and relay node R (R = 2r) , and a set of possible positions F .
Ensure:
A set of relay nodes Y = {y 1 , y 2 , . . . , y m }, which ensures that each sensor node is covered by at least one relay node. 1: PP = ∅; %∅ is the empty set. find a P i covering the greatest number of remaining nodes; 8: find N(P i ); 9: search M i by a local search approximation algorithm; 10: calculate w i ; 11: switch(w i )
12:
case w i > 0: PP = {P i } ∪ M i ; 13: case w i = 0: P = M i ; 14: while j < |PP| do 
Lemma 1:
LSAA yields an approximation ratio of (1 + ε)r max , whereε = m|D max |/|A * |.
Proof: According to the definition of B i , we have
Then, the following inequality (2) holds
where (2) straightforwardly follow |A i | ≥ |C i |.
Thus, there exists a non-negative constant C such that
Then, we have
where " = " and " ≥ α " follows from (4) and (2), respectively. According to the definition of A i , we can easily get
Plugging (6) into (5) yields
or
Equivalently,
Then, the approximation ratio of LSAA is given by
which completes the proof. Remark: Inequality (10) shows that the approximation ratio of LSAA only depends on r max andε. Thus the approximation algorithm yielding small r max andε is favorable.
Lemma 2: The approximation ratio of LSAA
has a lower bound of r min .
Proof: According to the definition of A * , we have
According to the definition of C i , we have
This completes the proof of Lemma 2. Inequality (13) implies that the only way to improve lower bound of the performance of LSAA is to adopt algorithms with a low approximation ratio.
Let t i denote the running time of the local search algorithm for group i. As the time complexities of searching for P i and N(P j ) are O(1) and O(|X|), respectively, the running time spent on searching a SC for group i (T i ) is bounded by O(t i + |F | + 1). The overall running time of LSAA, T, is bounded as follows
As m ≤ |X|, then we have
Moreover, due to the fact that there are at most |X|(|X| − 1) intersections between |X| discs, the time complexity for searching F is given by O(|X| 2 ) and the time complexity of LSAA is finally given by O(mt max + |X| 3 ).
V. LOCAL SEARCH APPROXIMATION ALGORITHM
K. Ali et. al. [15] proposed a weighted greedy algorithm, which selects the possible position with the largest weight. The weight of possible position P i is defined as: weight(P i ) = |U ∩ P i | − α(|P i | − |U ∩ P i |), 0 < α ≤ 1/n, where U denotes the set of remaining sensor nodes. In this paper, We propose a Neighbor First Weighted Greedy Algorithm (NFWGA). The NFWGA does not only distinguish the remaining sensor nodes U from the already covered sensor nodes, which are denoted by X −U, but also classify U into two kinds of sensor nodes. The first kind of U is denoted by X N , which is covered by the neighbors of the deployed relay nodes. And the second kind of U is denoted by U −X N . The weights of sensor nodes of X N and U − X N are denoted by α and β , respectively. In order to increase the node degree of sensor nodes, we consider giving the sensor nodes in X −U a weight γ, where the node degree of one sensor node is defined as the number of relay nodes covering this sensor node in this paper. The weight γ is set far less than α and β so as not to impact the size of the set cover of the remaining sensor nodes. The weight of possible position P i is calculated as
where δ , ε and ζ denote the number of sensor nodes that are covered by X N , U − X N and X −U, respectively. The proposed NFWGA is summarized in Algorithm 2. SN= the remaining sensor nodes covered by the neighbor possible positions of Y; 7: for all P i ∈ AP do 8:
end for 10:
weight(P i ); 
VI. PERFORMANCE EVALUATION
In the simulation, sensor nodes are randomly deployed in a square area with the size 100 × 100m 2 . The number of deployed sensor nodes n ranges from 5 to 120. Wireless communication radii for sensor node and relay node are r = 10m and R = 20m, respectively. For fair comparison, each piece of data in simulation figures is based upon the average value of 100 simulations. Fig. 4 compares the performances of NFWGA under different ratios between α and β . Comparison results show that the α : β = 5 : 1 yields the least deployed relay nodes. Without loss of generality, we set α : β = 5 : 1 in the following simulations.
For simplicity, we denote the algorithms proposed by [11] , [10] and [15] as Grid, Shift and Weighted Greedy, respectively. Fig. 5 compares the LSAA with [11] , [10] and [15] . The local search phase of LSAA adopts the NFWGA. It is clearly shown that LSAA returns the least number of relay nodes among all four algorithms. We observe that a large number of relay nodes Number of sensor nodes n Grid [11] Shift [10] Weighted Greedy [15] LSAA-NFWGA Average node degree Number of sensor nodes n Grid [11] Shift [10] Weighted Greedy [15] LSAA-NFWGA could be saved due to LSAA in comparison to [11] , [10] and [15] , in which the largest saving (8/24 ≈ 33.3%) occurs when n = 40 and the Grid is adopted. Fig. 6 shows that Grid is the most robust covering algorithm among the four algorithms. However, the poor performance in the number of deployed relay nodes limits the use of Grid in practice. Although fewer relay nodes are deployed by LSAA, the average node degree of LSAA is generally larger than the Weighted Greedy, and comparable to the Shift as shown in Fig. 6 , which can be explained by the introduction of weight γ in NFWGA. To be specific, when multiple possible positions have the same weight δ × α + ε × β on remaining sensor nodes, the possible position covering more covered sensor nodes will be selected.
VII. CONCLUSION
In this paper, the relay node placement problem in WSNs has been studied. As a result, a novel LSAA approach has been proposed and analyzed by modeling the relay node placement as a GDC problem. The novelty of LSAA lies in the separation of the grouping phase and the local search phase. Specifically, LSAA first allocates the sensor nodes into independent groups, and then searches a SC for each group. The set of the SC of each group constitutes a SC of the GDC problem. The approximation ratio and time complexity of LSAA are proved to be (1+ε)r max and O(mt max +|X| 3 ), respectively, where r max denotes the maximal approximation ratio and t max denotes the largest running time of the local search algorithm. The number of deployed relay nodes by LSAA is compared with the existing works and simulation results show that at most one third of relay nodes could be saved due to LSAA.
Future work will focus on the relay node deployment problem with the consideration of energy efficiency and time delay performance.
