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ABSTRACT 
By means of quadratic forms, an order relation is introduced into the set L of 
complex n by n matrices over the set X of complex n-dimensional vectors. The 
positive cone is P, its dual is P*. After identifying P* we establish equality of two 
binary expressions for arbitrary p E i3P and 9 E L. The first expression is maxRecq 
over all c E P* satisfying cl = 1 and Re cp = 0. The second is maxRe(& 95) over alI 
[ E X satisfying 1[1= 1 and (p + p*)t = 0. Equality of these two expressions sheds 
light on the theory of matrix differential inequalities, though that aspect of the subject 
is not considered here. 
1. INTRODUCTION 
Throughout this paper X denotes the complex n-dimensional space 
Z,(X) denotes the set of n-by-n complex matrices, the inner product of 
vectors (5.7~) E X is 
C”, 
hV0 
the norm is IEI = (E, E) ‘I2 the conjugate transpose of a matrix of c E L(X) is , 
c*, and a partial ordering is introduced in Z,(X) by the definition 
aEP 0 a>0 a Re(E,aE)zO, (E-X. 
*Currently guest professor, University of Karlsruhe, under auspices of the Deutsche 
Forschungsgemeinschaft. 
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The dual of the order cone P is the set P* of linear functionals c in L( X )* 
such that the value CI = c(x) satisfies 
cx >, 0 whenever r=L(X), x>o. 
Denoting the identity matrix by I, we introduce the following: 
DEFINITION 1. Let p E 6'P and 9 E L(X). Then 
where p(p) is the set of elements c E P* satisfying cl = 1 and Re(cp) = 0, 
while a(p) is the set of elements 6 E X satisfying 
Our objective is to establish the following: 
El= 1 and (p + p*)& = 0. 
THEOREM 1. The equation [13,91, = l~,91, 
9 E UX). 
holds for all p E aP and 
Let us explain why we consider this result to be worth presenting. 
Although the corresponding statement in spaces of infinite dimension (gen- 
eral operator algebras) is false, there is a somewhat more elaborate for- 
mulation which is true, and which has great importance in the theory of 
differential inequalities. Not only is the statement more elaborate when 
dim X = cc, but the proof requires a number of analytical notions, such as the 
Hahn-Banach theorem, which tend to obscure the algebraic content. By 
contrast, the proof in the finite-dimensional case is both algebraic and 
elementary. The difference between the cases dim X < cc and dim X = cc is 
brought into sharp focus when the methods of this paper are compared with 
those in the proof of [ 1, Theorem 21. 
2. A CHARACTERIZATION OF POSITIVE LINEAR FUNCTIONALS 
We do not distinguish between an element p E L(X) and its matrix 
representation p = (pi j), and a similar convention is followed for the matrices 
representing elements c of the dual space L(X)*. To get the matrix represen- 
tation of c E L(X)* one can regard L(X) as a space of dimension n2 and 
quote the Riesz representation theorem, or more simply, one can introduce 
LINEAR FUNCTIONALS 
the matrices ejk which have 1 in the (j, k) position 
cejk = cjk then linearity gives the representation 
n 
w = c ‘jkpjk’ P E L(X). 
j,k=l 
The class of positive matrices is defined by 
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and 0 elsewhere. If 
P’O - Re(t,p5)>0 (tEX, E+O). 
This is equivalent to p = x + y, where x = x* > 0 and y* = - y. The corre- 
sponding formulation for p >, 0 has x=x* > 0, y* = - y. (Although this 
definition of the order allows p 2 0 and p Q 0 without p = 0, and although it 
depends only on the self-adjoint part x, it is appropriate in the study of 
differential inequalities.) The positive function& c are those that satisfy 
Re(cp) > 0 for p > 0. 
The following characterization of positive functionals should be compared 
with a similar result obtained for real matrices in [2]. Our approach is insome 
respects simpler, but the main difference is that the condition c = c* is 
postulated initially in [2], while here it is part of the conclusion. Since the 
structure of our proof also lends itself to the proof of Theorem 1, which is our 
main goal, the proof is presented in full. 
It will be shown that c is a positive functional if, and only if, its 
representing matrix has the three properties 
c = c*, c 2 0, c + 0. (I) 
Here, as throughout the sequel, an inequality such as c >, 0 pertains to the 
notion of matrix inequality as defined by P; it does not pertain to some new 
type of ordering in L(X)*. 
If c satisfies (l), then c = u*a where a is the nonnegative square root. 
Clearly a # 0. Also, assuming p E L(X), 
q = c Cajmak,pkjs 
jsk m 
For a specified value of m let tj = a jm. If p > 0, the corresponding term in 
the sum satisfies 
Re c Pkjtkgj 2 0 
k,j 
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with strict inequality for at least one m, since a # 0. This gives Re(cp) > 0 as 
desired. The above proof is essentially the same as the proof of the Schur-Fejer 
lemma, but has been repeated because the latter is commonly established 
only for real matrices both of which are symmetric. 
Suppose next that c is a functional satisfying Re(cp) > 0 whenever p > 0. 
That c # 0 and c z 0 are trivial, and it remains only to prove that c = c*. To 
this end let us use the letters h and s to stand for Hermitian and skew 
Hermitian matrices, respectively, so that h* = h and s* = - s. Let c = h + s 
and p = h + s’ be canonical decompositions of c and p, and note that 
Re(cp)=Re[h+s,A+C] =Re[h,h]+Re[s,C], 
where for convenience we have introduced the notation 
n 
lIPY91 = C Pjk’ljk. 
j,k=l 
If s # 0, we can choose g so that the result is negative. Since the hypothesis 
p > 0 is not affected by the value of C, we conclude that s = 0 and hence 
c = c*. 
The functionals c E P* satisfy Re(cp) > 0 for p > 0 and are characterized 
by c= c*, c > 0. We have preferred to describe the positive functionals 
because the additional condition turns out to be c z 0, and not c > 0 as one 
might at first expect. This fact is useful in the study of degenerate elliptic 
operators. 
3. PROOF OF THE MAIN THEOREM 
Having identified the dual cone P*, let us turn to the proof of Theorem 1. 
In the finite-dimensional case being considered here the sup is attained and 
rp,91a=m~ReCCkj9kj~ 
j,k 
where the max is over the tlrby-n complex matrices c such that 
c=c*>o 9 C”i(=l> Re c Cj#jk = 0. 
I j,k 
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(The range of summation should be obvious from the previous equations.) 
The value [p, 91c is given in similar fashion, except that the matrix c is 
restricted to be of the form ([&), ItI= 1. Clearly [p,ql, z [p, 9l,, and it 
remains to demonstrate the opposite inequality. 
To this end let [p, 91c = /?. If th e normalization IQ= 1 is dropped, we 
conclude from the definition of 1 p, 91c that 
Re C Sj Pjk6k = 0 j Re C ljqj&k G P1512- (2) 
j,k j.k 
Let us now write c = a*a as above, so that the two sums concerned with 
Ip,91, are 
Re C ~jrnakmpjk=O, Re C ajrnakrn9jk=a, (3) 
j,k,m j,k,m 
where (Y is defined by the equation. Now comes an important point. The first 
equation (3) can be written 
ZRe( Z~jmPjkakm) =O. 
m j,k 
Until now we have not used the hypothesis that p E aP, which is assumed in 
the definition of [ p ,9 1, and [ p ,9 1,. But now we require p >, 0, which with 
the first relation (3) makes p E ap automatically. If p >, 0, each term in the 
parentheses in the above sum is 3 0, and hence the terms are 0 individually. 
That is, 
Re c iijmpjkak, = 0 (m = 1,2 ,..., n), 
j.k 
Setting tj = a jm for specified m, we see that (2) applies, so that 
GPClajm12 (m=1,2 ,..., fl). (4) 
Since the normalization cl = 1 gives 
1= Ccii = C (ajm12, 
i Jvm 
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addition of the inequalities (4) gives a < p. The desired conclusion 
hl, G h71, 
follows from this. 
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