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また、実験 2の結果、表 1.1と表 1.2が獲られた。
real user sys
Normal Kernel 54m29.588s 8m43.380s 0m36.010s
提案手法 24m32.983s 8m48.820s 0m38.370s






図 1.2: 実験 1(はじめに):RSSの比較
real user sys
Normal Kernel 602m25.512s 9m13.920s 3m3.070s
提案手法 111m24.717s 9m40.260s 5m45.270s





































































































int getrlimit(int resource, struct rlimit *rlim);
int getrusage(int who, struct rusage *usage);









































































 No sharing 資源を他の SPUにはまったく貸し出さない。
 Share all すべての資源をすべての相手に対して貸し出す。

























































































































レンタル (Rental)することができる (図 3.3)。但し、チケットを貸し出したグルー
プのCurrencyが資源を必要としたとき、即座にレンタルしている分のチケットと
















図 3.4: Retrieve Ticket
























実装は、以下に示す環境において Linux Kernel 2.4.19をベースに行った。
CPU Celeron 800MHz
RAM SDRAM256MB
Kernel Linux Kernel 2.4.19
Swap 512MB








extern struct currency base;
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メンバ 説明
cid t cid currency ID
unsigned short type ノードのタイプ (base,user,process,thread)
short flag 状態フラグ
atomic t nr children 子ノード数
long cpu ticket CPU資源チケット
struct currency *p pptr,*p ysptr,*p osptr,*p cptr Lottery木管理用ポインタ
struct currency *cidhash prev,*cidhash next ハッシュ管理用ポインタ
struct task struct *task task struct構造体へのポインタ
struct user struct *user user struct構造体へのポインタ
spinlock t lock スピンロック
atomic t total cpu tickets 総発行CPUチケット数
atomic t total mem tickets 総発行メモリチケット数
struct list head list リスト管理用
long cpu ticket value CPUチケット配当分実行時間
struct rental to ticket cpu rental ticket to CPU貸し出し用データ構造体
struct rental from ticket cpu rental ticket from CPU借り入れ用データ構造体
unsigned long mem ticket メモリ資源チケット
unsigned long mem ticket value メモリチケット配当分割当量
struct rental to ticket mem rental ticket to メモリ貸し出し用データ構造体
struct rental from ticket mem rental ticket from メモリ借り入れ用データ構造体
int cpu load CPU負荷
int cpu rental flag CPUレンタル状態フラグ
int mem load メモリ使用率
int mem rental flag メモリレンタル状態フラグ
struct tms old tms 実行時間測定用




CPUの負荷状況を表すフラグ値。cpu loadavg flag[0]はここ最近 10秒間のCPU使
用率の平均値。cpu loadavg flag[1]は30秒のCPU使用率の平均値。cpu loadavg flag[2]
は最近 90秒のCPU使用率の平均値である。これらの cpu loadavg flagを、
























struct currency* mk_node(unsigned short type,
struct task_struct *tsk,struct user_struct *usr);
int add_node(struct currency *cur)
int remove_node(struct currency *cur)
またチケットの発行と修正のために以下のシステムコールを用意した。
int issue_ticket(struct currency *from,struct currency *to,long ticket)























て分の counter値を使い切るか、自分で CPUを解放するかするまで CPUを占有
することができる。
603 /*
604 * Default process to select..
605 */
606 next = idle_task(this_cpu);
607 c = -1000;
608 list_for_each(tmp, &runqueue_head) {
609 p = list_entry(tmp, struct task_struct, run_list);
610 if (can_schedule(p, this_cpu)) {
611 int weight = goodness(p, this_cpu, prev->active_mm);
612 if (weight > c)








617 /* Do we need to re-calculate counters? */
618 if (unlikely(!c)) {





















617 /* Do we need to re-calculate counters? */
618 if (unlikely(!c)) {








































が 800/d tmpのときそのプロセスの CPU使用率状態を CPU HIGHに設定する。















































get vm area()関数で取得した空間に、vmalloc area pages()関数を使って指定
されたページ数分のページを割り当てる。vmalloc area pages()関数は、当該
領域に対して pmd alloc kernel()関数、alloc area pmd()関数で PMDを生成
し、pte alloc kernel()関数、alloc area pte()関数でPTEおよびページを生成





































PG locked ページをディスク I/O操作で使っている
PG error ページ内容を転送中に I/Oエラーが発生した







PG highmem ZONE HIGHMEMゾーン内のページフレーム
PG checked このフラグは ext2ファイルシステムで利用
PG arch 1 80x86アーキテクチャでは未使用
PG reserved カーネルコードが予約している。
PG launder ページを shrink cache()関数で起きた I/O操作で使用中
表 4.3: ページフレームの状態を表すフラグ














される。kswapdは、active listの中から PG referenceビットが立っていない (最
近参照されていない)ページを選びだし、inactive listにつなぎかえる。その後、
inactive listの中から必要な分のページをスワップ領域に退避させる。
本手法では、LRUリストを従来の active listと inactive listの 2つだけでなく、
さらにもう一つ active rental listというものを追加する。これは、ページ要求の
際、自分のもっているチケットの配当分を超過してページ割り当てを受けた場合
(レンタル要求をしている場合も含む)、前述のように PG skipビットがオンにな
るが、PG skipビットがオンのページを active rental listに連結するようにする。
メモリの負荷が増大し、空き容量を作るため犠牲ページを選択するとき、従来
の kswapdでは、active listをスキャンし、PG referenceビットのオフになってい
るものを inactive listのほうへ退避させた。本手法の場合、以下のような順でLRU
リストをスキャンし inactive listのほうへつなぎ変える。
1. active rental listをスキャンしPG referenceビットのオンになっていないペー
ジを inactive listへつなぎ変える。
まだ要求ページ数に達さないとき
2. active rental listから PG referenceビットがオンになっているものでも inac-
tive listへつなぎかえる。まだ要求ページ数に達さないとき
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のと思われる。開始から約 180秒付近で約 1.5秒であったレスポンスタイムが 0.8
秒まで減少している。これは、180秒付近でレンタルしていたチケットの取り返し
が行われたためと思われる。




図 5.1: 実験 1-1:レスポンスタイム測定 in Normal Kernel
図 5.2: 実験 1-1:レスポンスタイム測定 in Lottery Kernel
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図 5.3: 実験 1-1:レスポンスタイムの比較
図 5.4はNormalカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスの RSS量を計測した。計測開始 120秒から CPU占有型の攻
撃プロセスを開始したが攻撃開始前と使用しているRSS量は変化していない。
図 5.4は Lotteryカーネル上で CPU占有プロセスをバックグランドでは知らせ
た時の対話型プロセスのRSS量を計測した。計測開始 120秒から CPU占有型の
攻撃プロセスを開始したが攻撃開始前と使用しているRSS量は変化していない。
図 5.6は上記の図 5.4と 5.5を比較した。両者に特に違いは見られない。
実験 1-2














図 5.4: 実験 1-1:RSS測定 in Normal Kernel
図 5.5: 実験 1-1:RSS測定 in Lottery Kernel
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図 5.6: 実験 1-1:RSSの比較





図 5.8: 実験 1-2:レスポンスタイム測定 in Lottery Kernel



















図 5.12は図 5.10と図 5.11のグラフを比較している。計測開始 120秒の攻撃開始
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図 5.9: 実験 1-2:レスポンスタイムの比較
図 5.10: 実験 1-2:RSS測定 in Normal Kernel
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図 5.12: 実験 1-2:RSSの比較









図 5.14: 実験 1-3:レスポンスタイム測定 in Lottery Kernel

















図 5.15: 実験 1-3:レスポンスタイムの比較




図 5.17: 実験 1-3:RSS測定 in Lottery Kernel












































図 5.19: 実験 1-4:レスポンスタイム測定 in Normal Kernel
図 5.20: 実験 1-4:レスポンスタイム測定 in Lottery Kernel
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図 5.22: 実験 1-4:RSS測定 in Normal Kernel
図 5.23: 実験 1-4:RSS測定 in Lottery Kernel
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図 5.25: 実験 1-5:レスポンスタイム測定 in Normal Kernel



























図 5.28: 実験 1-5:RSS測定 in Normal Kernel





図 5.30: 実験 1-5:RSSの比較
実験 1-6










































図 5.32: 実験 1-6:レスポンスタイム測定 in Lottery Kernel
























図 5.35: 実験 1-6:RSS測定 in Lottery Kernel





















$ stres --cpu 5 --vm 7 --vm-bytes 100M
また、測定用のプログラムとしてカーネルのコンパイルを行い timeコマンドで
スループットを測定した。使用したコマンドは以下のよう。






















Normal Kernel 9m36.687s 8m54.780s 0m36.240s
提案手法 9m40.631s 8m53.630s 0m39.870s











Normal Kernel 54m29.588s 8m43.380s 0m36.010s
提案手法 24m32.983s 8m48.820s 0m38.370s
















Normal Kernel 602m25.512s 9m13.920s 3m3.070s
提案手法 111m24.717s 9m40.260s 5m45.270s
表 5.4: 実験 2-3の実験結果
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