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Abstract
The paper surveys some constructions of linear binary codes de-ned by the adjacency matrices
of undirected graphs. It is shown that the class of all graphs with n vertices leads to codes that
for large n meet the Gilbert–Varshamov bound. Some interesting codes are obtainable from
graphs with high degree of symmetry, such as strongly regular graphs. A relation between the
linear binary codes derived from graphs and a class of quantum error-correcting codes is also
discussed.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Binary codes from graphs
We assume familiarity with some basic facts from coding theory (cf., e.g. [7]) and
combinatorial design theory [10,12].
A linear binary code C of length n and dimension k (or an [n; k] code), is a
k-dimensional linear subspace of the n-dimensional binary vector space Fn2 . The dual
code C⊥ of an [n; k] code C is the [n; n − k] code being the orthogonal space of
C with respect to the inner product in the binary -eld. Any basis of C is called a
generator matrix of C, while any basis of C⊥ is called a parity check matrix of C.
The Hamming distance between two vectors x=(x1; : : : ; xn); y=(y1; : : : ; yn) is equal
to the number of indices i such that xi =yi. The Hamming weight of a vector is the
number of its nonzero coordinates. The minimum distance d of a code is de-ned as the
smallest possible distance between pairs of distinct code words. A code of minimum
distance d can correct up to [(d − 1)=2] errors by the maximum likelihood principle.
An [n; k; d] code is a linear [n; k] code with minimum distance d.
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An undirected graph =(V; E) is a set V = {vi}ni=1 of vertices together with a
collection E of edges, where each edge is an unordered pair of vertices. The vertices
vi and vj are adjacent if {vi; vj} is an edge. The degree of a vertex v is the number
of vertices adjacent to v. A graph is regular of degree k if all vertices have the same
degree k. The adjacency matrix A=(aij) of a graph =(V; E) is a symmetric (0; 1)-
matrix de-ned as follows: ai; j=1 if the ith and jth vertices are adjacent, and aij =0
otherwise.
Given a graph on n vertices with adjacency matrix A, one can de-ne two linear
codes being the row spaces of the following generator matrices:
(a) G=(I; A),
(b) G=A,
where I is the identity matrix of order n.
The code of type (a) is of length 2n, dimension n, and minimum Hamming distance
d6degmin + 1, where degmin is the minimum degree among the degrees of the graph
vertices. The code of type (b) is of length n, dimension equal to the rank of A over
the binary -eld (2-rank of A), and minimum distance d6degmin.
The next theorem shows that the class of codes of type (a) contains codes with
minimum distance being a linear multiple of the number of vertices, or as it is said in
coding theory, this class contains codes that meet the Gilbert–Varshamov bound.
Theorem 1.1. The classA of binary linear codes of length 2n and dimension n de3ned
by generator matrices of the form (I; A) where A is a symmetric matrix, contains
codes with minimum Hamming distance
d¿0:22n:
Proof. Let C∈A be an [2n; n] code with a generator matrix (I; A), where A=AT. Then
(A; I) is a parity-check matrix of C with respect to the ordinary inner product
xy=
2n∑
i=1
xiyi (mod 2): (1)
A vector x=(x1; : : : ; x2n) is in C if and only if (A; I)xT = 0, that is
a11x1 + a12x2 + · · · + a1nxn = xn+1;
a12x1 + a22x2 + · · · + a2nxn = xn+2;
· · ·
a1nx1 + a2nx2 + · · · + annxn = x2n:
(2)
Now -x x and consider aij; (i6j) as unknowns:
a11x1 + a12x2 + a13x3 + · · · + a1nxn = xn+1
a12x1 + 0 + · · · + a22x2 + a23x3 + · · · + a2nxn = xn+2
a13x1 + · · · + a23x2 + · · · = xn+3
· · · · · · · · ·
a1nx1 + · · · = x2n:
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The coeFcient matrix of this system of linear equations for aij is
M =


x1 x2 x3 x4 : : : xn 0 0 0 : : : 0 0 : : : : : : 0
0 x1 0 0 : : : 0 x2 x3 x4 : : : xn 0 : : : : : : 0
0 0 x1 0 : : : 0 0 x2 0 : : : 0 x3 : : : xn : : : : : : 0
: : : : : : : : :
0 0 0 0 : : : x1 0 0 0 : : : x2 0 : : : x3 : : : : : : xn

 :
Every xi (16i6n) appears exactly once in every row of M , and the only (possibly)
nonzero entries in the column corresponding to aij are xj (in row i) and xi (in row j),
j¿i. It follows that if x1 = x2 = · · · = xr−1 = 0; xr =0, the matrix M contains a minor
of order n of the form
∣∣∣∣∣∣∣∣
xr
0 xr
0 0 xr
0 0 0 : : : xr
∣∣∣∣∣∣∣∣
:
Therefore, M is of rank n for every x=(x1; x2; : : : ; x2n)∈GF(2)2n such that (x1; : : : ; xn)
is nonzero. Consequently, the system of equations (2) has at most 2(
n+1
2 )−n solutions,
and x is contained in at most 2(
n+1
2 )−n codes from A.
The total number of vectors in GF(2)2n of Hamming weight k and at least one
nonzero component among the -rst n coordinates is
(
n
1
)(
n
k − 1
)
+
(
n
2
)(
n
k − 2
)
+ · · ·+
(
n
k
)(
n
0
)
;
while the number of all such vectors of weight k¡d (for a given d) is
d−1∑
k=1
k∑
i=1
(
n
i
)(
n
k − i
)
:
The number of codes in A that contain any such vectors of weight less than d is
smaller than or equal to
2(
n+1
2 )−n
d−1∑
k=1
k∑
i=1
(
n
i
)(
n
k − i
)
: (3)
Clearly, if A =B the codes generated by (I; A) and (I; B) are distinct, and the total
number of codes in A is 2(
n+1
2 ). Therefore, if
d−1∑
k=1
k∑
i=1
(
n
i
)(
n
k − i
)
¡2n; (4)
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then A contains a code with minimum Hamming weight at least d. We have
d−1∑
k=1
k∑
i=1
(
n
i
)(
n
k − i
)
¡
d−1∑
k=1
k∑
i=0
(
n
i
)(
n
k − i
)
=
d−1∑
k=1
(
2n
k
)
¡22nH ((d−1)=2n)
for d6n, where H (x)= −x log2 x−(1−x) log2 (1− x) is the entropy function. There-
fore, (4) holds true if
2nH
(
d− 1
2n
)
6n: (5)
Since H (0:11)6 12 , the class A contains codes with minimum weight d¿0:11(2n)=
0:22n.
2. Strongly regular graphs and codes
The theorem from the previous section establishes the existence of some very good
codes that are obtainable from graphs with suFciently large number of vertices. How-
ever, the proof does not provide a constructive way of -nding such codes. In this
section, we consider some special graphs, known as strongly regular graphs. The codes
associated with strongly regular graphs admit an eFcient decoding algorithm, known
as majority decoding [7,12].
A strongly regular graph with parameters (n; k; ; ) is an undirected graph on n ver-
tices without loops or multiple edges which is regular of degree k and such that every
two adjacent vertices have exactly  common neighbors, and every two nonadjacent
vertices have exactly  common neighbors.
A rank 3 graph is a graph that admits an automorphism group which is transitive
on the vertices, edges, and nonedges. Note that any rank 3 graph is a strongly regular
graph. The converse is not true in general.
Theorem 2.1. The dual code of a code of types (a) or (b) de3ned by a strongly
regular graph with parameters (n; k; ; ) can correct up to
k +max(; )− 1
2max(; )
errors by majority decoding.
Proof. Assume that C is a code of type (a), that is, a [2n; n] code with a generator
matrix G=(I; A), where A is the adjacency matrix of a strongly regular graph with
parameters (n; k; ; ). Note that the dual code of an [2n; n] code C of type (a) is
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obtained by interchanging the -rst n and the last n coordinates in every code word of
C, that is, C and C⊥ diIer by a permutation of the 2n coordinates.
The rows of (A; I) form a basis of the dual code C⊥, and a vector x=(x1; : : : ; x2n)
belongs to C if and only if (A; I)xT = 0. This matrix equation can be viewed as a
system of n linear equations for the coordinates of x. Note that each of the coordinates
x1; : : : ; xn occurs in exactly k equations.
Assume now that some of the coordinates of x have been changed due to random
errors. Let us -x an index i; 16i6n, and solve the k equations for xi in terms of the
remaining variables xj, 16j62n; j = i. Since the scalar product of every two columns
of A is either  or , and the scalar product of any column of I with any column of
A is at most one, an error in the jth coordinate xj can corrupt at most max(; ) of
the k equations for xi.
We can add to the set of k equations for xi a set of max(; ) equations of the form
xi = xi. In this way, we have k +max(; ) equations (or rather estimates) for xi, and
an error in any given coordinate can corrupt at most max(; ) equations. Thus, if the
total number of erroneous coordinates t satis-es the inequality
t6
k +max(; )− 1
2max(; )
¡
k +max(; )
2max(; )
;
then more than half of the k + max(; ) equations for xi will give the correct value
of xi. Thus, xi can be determined (or decoded) by a majority vote.
Once the -rst n coordinates x1; : : : ; xn are decoded, the remaining coordinates xn+1; : : : ;
x2n can be found by using again the system (A; I)xT = 0, this time solved for xn+1; : : : ;
x2n in terms of x1; : : : ; xn.
The case of a code of type (b), generated by the rows of A, is treated similarly.
The idea of majority decoding described in the last theorem can be applied also if
the code contains among its vectors the incidence matrix of a combinatorial 2-(v; k; )
design.
A 2-(v; k; ) design (or shortly, a 2-design) D is a pair (X; B), where X is a set of
v points and B is a collection of k-subsets of X called blocks with the property that
every two points are contained together in exactly  blocks. The incidence matrix of
a design is a (0; 1) matrix with rows being the incidence vectors of the blocks.
It is relatively easy to construct 2-(v; k; ) designs as orbits of subgraphs in rank
3 graphs. The following theorem is proved by an easy counting argument, based on
the fact that in a rank 3 graph, all edges are in one single orbit, and all pairs of
nonadjacent vertices are in one single orbit under the automorphism group of the
graph.
Theorem 2.2. Let B be a subgraph with K vertices and  edges of a rank 3 graph 
with n vertices and degree a. The orbit of B under the full automorphism group of
 is a 2-design if and only if
 =
K(K − 1)a
2(n− 1) :
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Example 2.3. The HoIman–Singleton graph  is the unique strongly regular graph
with parameters (50; 7; 0; 1) [10]. The automorphism group of  is transitive on vertices,
edges and nonedges, so Theorem 2.2 applies. Let B be a subgraph of  consisting of
one edge {x; y} plus the 12 other vertices adjacent to either x or y. Clearly, B is a
subgraph with K=14 vertices and  =13 edges. Since
13=
14× 13× 7
2× 49 ;
and all edges of  are in one orbit, it follows that the collection of all 175 such
subgraphs B considered as blocks, is a 2-(50,14,13) design D.
Next we consider some codes of length 50 obtained from the HoIman–Singleton
graph [11].
The 2-rank of the adjacency matrix of the HoIman–Singleton graph  is 22. The
code of type b) de-ned by  is a [50; 22] code of minimum distance d=7. The rows
of the adjacency matrix can be used for majority decoding of up to 3 errors in the
dual [50; 28] code.
Another interesting code is obtained by using the design D described in Example
2.3. The incidence matrix M of D has 2-rank 21. The row span of M is a binary
[50; 21; 12], and the dual code is a [50; 29; 8] code. The rows of the incidence matrix
M of D can be used for majority decoding of the dual code [11]. The codes with
parameters [50; 21; 12] and [50; 29; 8] have the largest known minimum distance for
the given length and dimension [1].
The occurrence of designs in a rank 3 graph can provide additional error protection
for n of the 2n code positions that is greater than the error-correcting capability guar-
anteed by the minimum distance. More speci-cally, if the minimum distance of the
code is d, all 2n coordinates are protected against up to (d − 1)=2 errors, while n of
the coordinates are protected against a greater number of errors that can be corrected
by using majority decoding. Some families of such codes are discussed in [9].
3. Quantum codes
In the dawn of digital computing, John von Neumann showed how redundancy can
help in building a reliable computer from unreliable components, and Claude Shannon
proved that error-correcting codes that cleverly employ redundancy can be used to
secure reliable transmission of classical information over unreliable noisy channels. In
recent years, quantum computing has been considered by many as an alternative to
digital computing for the future. Quantum computers could provide an environment for
genuine parallel processing. It was thought initially that building a reliable quantum
computer out of unreliable parts by employing error-correction would not work because
of the Heisenberg uncertainty principle and the impossibility to clone a single quantum
[5,13]. However, the recent discovery of quantum error-correcting codes provides a
signi-cant step towards the solution of this problem. A quantum error-correcting code
encodes quantum states so that decoherence in a small number of quantum bits does not
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corrupt the encoded data as a whole. On the experimental level, some very encouraging
results were reported about the implementation of a quantum code at the Los Alamos
National Laboratory [6].
The Hilbert space C2
n
, being the tensor product of n copies of the two-dimensional
complex space C2, is used as a model of the quantum state space of n quantum bits
(qubits). A quantum [[n; k]] code is a k-dimensional linear subspace of C2
n
. An error
e in the completely depolarized channel is a tensor product of n Pauli matrices from
the set
 x =
(
0 1
1 0
)
;  z =
(
1 0
0 −1
)
;  y =
(
0 −i
i 0
)
:
The CliIord group of unitary transformations of C2
n
can be used for encoding and
decoding of quantum codes [2,3].
In [4], Calderbank et al. established a relation between quantum-error-correcting
codes of length n and linear subspaces of the 2n-dimensional binary space GF(2)2n
equipped with the symplectic inner product
((a|b); (a′|b′))= a · b′ + b · a′; (6)
where
(a|b)= (a1; : : : ; an; b1; : : : bn); (a′|b′)= (a′1; : : : ; a′n; b′1; : : : b′n);
ai; bi; a′i ; b
′
i ∈GF(2):
The symplectic weight ws of a vector (a1; : : : ; an; b1; : : : ; bn)∈GF(2)2n is de-ned as the
number of indices i such that at least one of ai and bi is nonzero. The symplectic
weight ws and Hamming weight wh of a binary vector (a|b) are related by
1
2wh((a|b))6ws((a|b))6wh((a|b)): (7)
The following result shows that binary symplectic self-orthogonal codes can be used
for the construction of quantum-error-correcting codes.
Theorem 3.1 (Calderbank et al. [4]). Suppose S is an (n− k)-dimensional linear sub-
space of GF(2)2n which is contained in its orthogonal subspace S⊥ (with respect to
the inner product (6)), and is such that there are no vectors of symplectic weight
6 d− 1 in S⊥. Then by taking the eigenspace (for any chosen linear character) of
S, one obtains a quantum-error-correcting code mapping k qubits to n qubits which
can correct [(d− 1)=2] errors.
Remark 3.2. If the subspace S is self-dual, that is, S = S⊥, the resulting quantum
code corresponds to a single quantum state with the property that when subjected to a
decoherence of [(d − 1)=2] coordinates, it is possible to determine which coordinates
were decohered. Such codes are useful in testing whether certain storage locations of
qubits are decohering faster than they should [4].
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Consider now a binary (2n; n) code C∈A with a generator matrix (I; A), where A
is a symmetric n× n matrix. Since (A; I) is a generator matrix of the dual code with
respect to the ordinary inner product (1), the code is formally self-dual, that is, the
Hamming weight distribution of the code and its dual coincide.
Lemma 3.3. Any binary [2n; n] code C∈A is self-dual (C =C⊥) with respect to the
symplectic inner product (6).
Proof. If G=(I; A) is a generator matrix of C, the inner product of the ith and jth
row of G is aij + aji =0 (mod 2).
Now 1.1, 3.1, 3.3 and (7) imply the following:
Theorem 3.4. The class of quantum-error-correcting codes of length n obtained from
binary codes from A via Theorem 3.1 contains codes that can correct [(d − 1)=2]
errors where
d¿0:11n:
Remark 3.5. The bound d¿0:11n can be derived also from the known Gilbert–Var-
shamov bound for quaternary linear or additive self-dual codes [7], and the result
from [4] that relates quaternary codes of length n with quantum codes with n qubits.
However, the class A is much smaller that any of these two classes. For example, the
total number of quaternary additive self-dual codes of length n is
n∏
i=1
(2i + 1)¿
n∏
i=1
2i =2(
n+1
2 ) = |A|:
References
[1] A.E. Brouwer, T. VerhoeI, An updated table of minimum-distance bounds for binary linear codes, IEEE
Trans. Inform. Theory 39 (1993) 662–677.
[2] A.R. Calderbank, E.M. Rains, P.W. Shor, N.J.A. Sloane, Quantum error correction and orthogonal
geometry, Phys. Rev. Lett. 78(3) (1997) 405–408.
[3] A.R. Calderbank, E.M. Rains, P.W. Shor, N.J.A. Sloane, Quantum error correction via codes over
GF(4), IEEE Trans. Inform. Theory 44 (1998) 1369–1387.
[4] A.R. Calderbank, P.W. Shor, Good quantum error-correcting codes exist, Phys. Rev. A, 54 (1996)
1098–1105.
[5] D. Dieks, Communication by EPR devices, Phys. Lett. A 92 (1982) 271.
[6] E. Knill, Adventures in experimental quantum error-correction, IMA Workshop on Coding and
Cryptography, Minneapolis, July 1998.
[7] F.J. MacWilliams, N.J.A. Sloane, The Theory of Error-Correcting Codes, North-Holland, Amsterdam,
1977.
[8] P.W. Shor, Scheme for reducing decoherence in quantum memory, Phys. Rev. A 52 (1995) 2493.
[9] V.D. Tonchev, Rank 3 graphs, block designs and unequal error protection codes, Problemi peredatchi
informatsii 27(2) (1981) 19–25 (in Russian).
V.D. Tonchev /Discrete Mathematics 257 (2002) 549–557 557
[10] V.D. Tonchev, Combinatorial Con-gurations, Longman, Wiley, New York, 1988.
[11] V.D. Tonchev, Binary codes derived from the HoIman–Singleton and Higman–Sims graphs, IEEE
Trans. Inform. Theory 43 (1997) 1021–1025.
[12] V.D. Tonchev, Codes and Designs, in: V.S. Pless, W.C. HuIman (Eds.), Handbook of Coding Theory,
Chapter 15, Elsevier, Amsterdam, 1998, pp. 1229–1267.
[13] W.K. Wooters, W.H. Zurek, A single quantum cannot be cloned, Nature 299 (1982) 802.
