Abstract-This paper aims to compare two RKHS models used for describing nonlinear process behaviour. The first model is issued from the estimation of the minimal value of the learning set cardinal and the second results from the complexity reduction of an RKHS model built using arbitrary learning set cardinal. Both models have been tested on non linear dynamic system used as a benchmark and the results were successful.
I. INTRODUCTION
The last few years has registered the birth of a new modeling technique of nonlinear systems developed on a particular Hilbert Space, known as Reproducing Kernel Hilbert Space (RKHS) which uses the Statistical Learning Theory (SLT) to provide an RKHS model as a linear combination of the kernels forming this space [6] , [11] , … Even though the yielded model looks like very wise since it appears as a linear combination of kernel, the parameter number of the model may be high as it equal the number of observations used in learning phase. To encounter this limitation two propositions have taken in the literature in the recent years. The first designs the RKHS model from an arbitrary training set and then proceeds to the reduction of the yielded model. The second proposition acts on the training set itself by estimating the minimal number of its components which dwindles the model parameter number. In this paper we compare the performances of both methods. The paper is organized as follows: In the second paragraph we remind the RKHS space and the structure of the RKHS model. In paragraph three we detail all the steps of the estimation method of the minimal parameter number named hence forward model order. In paragraph four we remind a method to reduce the number of parameters of RKHS model, titled Reduced Kernel Principal Component Analysis (RKPCA). The last paragraph is devoted for validation of the model built with the minimal value parameters, validation of method RKPCA and comparing the two methods. The validation relies on the evaluation of the normalized mean square error between the process output and the model one and time calculate with two different kernel.
II. REPRODUCING KERNEL HILBERT SPACE (RKHS)
A. Definition
H is a Hilbert space of functions defined from X to IR, an appropriate scalar product .,. H 〈 〉 , [13] .
Consider a function
is a function of the space H.
H is a Reproducing Kernel Hilbert Space (RKHS) for the kernel K .
The relation (2) describes the property of reproduicibility of the function for the space H [1] . In other words the scalar product between each function H f ∈ and the function x K enables to determine ( ) f x . Let K is a definite positive kernel in X then exists a Hilbert space H provided with the product scalar ¨, H and an application [1] Comparative study of minimal value parameters and RKPCA in RKHS.
We defines C Γ covariance matrix of the transformed data is symmetrical, dimensional and it is written as following
Vapnik [11] proposes to adopt the (Structural Risk Minimisation: SRM)
,
Based on the representer theorem [12] the optimal function opt f which minimizes ( ) D f can be written as:
Where , 1,..., 
is the parameter vector that can be estimated from the input/output measurements.
III. RECURSIVE ALGORITHM FOR ORDER ESTIMATION
This algorithm consists on modeling the system by the model (4) of order m and to calculate the vector ( ) j g m and the
In the following we note ( , ) ( )
the writing : therefore the matrix ( ) P m is
In the following we will prove that the matrix ( ) P m goes to singularity when m M > , where M corresponds to minimal order value. In fact for 1 m M = + , we have:
Let's assume the ergodicity for the input/output signals. For a large number of measurements, the quantity
Therefore the matrix ( 1) P M + converges in probability to the matrix ' ( 1) P M + .
According to the relation (11) the second column of the matrix ' ( 1) P M + is obtained by multiplying the first column by 1 a . In the same way we can write 
According to both previous results we presume that the matrix ' ( 1) P M + is singular and consequently its determinant goes to • Calculate the quantities
• Form the vector ( ) An RKHS model which is a linear combination of the kernels spanning this space. Despites its linearity with respect to its parameters, the RKHS model suffers from huge and increasing complexity as the number of its parameters is related to the number of observations used in learning phase and which can be large depending on the process features and the hardness of its non linearity. The resulting model may be useless essentially in real time control. To overcome this problem and to reduce the model complexity some attempts have been tried in the literature [4] and [3] . Reduced Kernel Principal Components Analysis (RKPCA) [5] in which we consider only the set of observations that approximate the retained principal components. It consists on a reduced version of the principal component analysis technique applied to the RKHS model (KPCA).
Algorithm
The RKPCA algorithm is summarised by the five following steps: * Determine the nonzero eigenvalues { } 
V. SIMULATION
To illustrate the efficiency of all methods, we proceed to their validation on nonlinear dynamic system used as a benchmark [2] and given by: x the process input chosen as a normal sequence with zeros is mean and unity variance, i y is the process output and e an additive white noise chosen so that the signal to noise ratio (SNR) equals 5. the structure of the vector of inputs i x is ( )
Where i u is a normal sequence with zeros mean and unity variance.
A. Polynomial kernels
The measurement number used to select the model order is 300, in first time the kernels chosen for describing the RKHS space are polynomial as:
In this simulation 1 p = for both method. To select the model order we execute the algorithm proposed in section 3. In table 1 we summarize for each value of m and for SNR = 5, the absolute value of determinant of the matrix ( ) P m and the determinant ratio ( ) DR m given by (18). The values of ( ) DR m are reported to the Figure 1 where we plot the evolution of decimal logarithm of the determinant ratio for all values of m and for SNR = 5. The table as well as the figure confirm that the jump of the determinant ratio happens at m = 2.
There fore we assume that two input / output couples are enough for learning about the process to develop the RKHS model written as:
The coefficients 
B. RBF kernels
The measurement number used to select the model order is 300, in first time the kernels chosen for describing the RKHS space are RBF as:
, where μ ∈
The simulation was plot whith 12, 1 μ = for the first method and for RKPCA 5 μ = .
In Figure 4 we plot the evolution of decimal logarithm of the determinant ratio, we conclude that the jump is in m = 2. In Table 2 we summarise the absolute value of determinant of the matrix ( ) P m and the determinant ratio for m = 1, …,10. 
And in Figure 5 we plot the validation of output of output of the model and the real output we find that the NMSE is equal to 0.060, for the method to estimate the minimal value of parameters and the calculate time is 0, 35 s. In Figure 6 we draw the process output with the output of the model with the method RKPCA, with this method the number of parameter reduced is equal to 5 The concordance between both output is ensured with NMSE = 0,089 and the calculate time is 0,64 s.
And the vector b is
[ ] We conclude that with the kernel polynomial the both method with m = 2, 1 p = 2 is sufficient to construct RKHS model, and for the kernel RBF m = 2, 1 p = 5 . From CT we conclude that for two kernel CT of estimation method is less than RKPCA method. In figure 2, 3, 4, 6 we plot the RKHS model outputs using estimation and RKPCA methods and the output process as previously we notice the concordance between all the outputs.
V. CONCLUSION
In this paper we have compared a method to estimate the cardinal of the set data used to develop a model in the RKHS space for a non linear system and a method to reduce the number of parameter titled RKPCA and has been tested in simulation on two different kernels and the resulting model is validated.
