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ABSTRACT
This paper describes a process of partial parsing of a
spontaneous spoken corpus in French. It is based on a
preprocessing stage that consists in reformatting and
tagging utterances that breaks the syntactic structure
of the text. The chunking stage uses large-coverage
and fine-grained lexical resources for general language
that have been augmented with resources specific to
spoken. We show that it reaches a score of 84.1% f-
measure.
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1. Introduction
Dans cet article, nous pre´sentons une proce´dure de
segmentation en chunks de corpus oraux. Cette so-
lution s’inscrit dans un projet visant l’e´tiquetage
moprho-syntaxique automatique de l’oral. Le chunk-
ing doit donc eˆtre conside´re´ comme une premie`re
e´tape a` partir de laquelle nous infe´rerons les e´tiquettes
des diffe´rents mots du texte.
Concre`tement, nous ope´rons en deux temps. Nous
pre´traitons les donne´es transcrites de l’oral afin de
les rendre compatibles avec notre chunker. Cette pre-
mie`re e´tape nous permet ensuite d’envisager le chunk-
ing de la meˆme manie`re que nous le faisons pour
l’e´crit.
Apre`s une bre`ve description des corpus que nous util-
isons, nous de´crivons successivement les modules de
normalisation et de chunking. Nous comple´tons notre
discussion en pre´sentant une premie`re e´valuation de
l’ensemble.
2. Le corpus
2.1. Les donne´es
Le corpus sur lequel nous travaillons est un sous-
corpus extrait de la banque de donne´es textuelles
orales Valibel. Il est compose´ de 60 textes, soit 443 047
mots graphiques. Ceci correspond grosso modo a` 40
heures de parole. Le point commun de tous les enreg-
istrements qui composent ce sous-corpus est qu’ils ont
e´te´ effectue´s en Belgique francophone. Si les situations
de parole sont peu varie´es – principalement des entre-
tiens semi-dirige´s et des conversations entre amis –,
elles rele`vent toutes de l’oral non planifie´ (par oppo-
sition a` du written to be spoken). Une description de´-
taille´e du corpus (nombre de locuteurs, informations
sociolinguistiques, situation de parole pre´cise, etc) est
fournie dans [7].
2.2. Conventions de transcription
Les transcriptions suivent les conventions e´tablies au
Centre de recherche Valibel 1. Les grands principes
applique´s lors de la transcription sont les suivants. Ils
sont largement convergents avec ceux d’autres labo-
ratoires travaillant sur des transcriptions de l’oral :
– utilisation de l’orthographe standard. Lorsque le
transcripteur le juge ne´cessaire, des indications
phone´tiques figurent entre parenthe`ses ;
– abandon de la notion de phrase. Les travaux sur l’o-
ral ont montre´ depuis longtemps la non-pertinence
de la notion de phrase a` l’oral (pour le franc¸ais, [5]).
Les transcriptions ne sont donc pas ponctue´es. Le
continuum sonore, devenu par la transcription du
texte line´aire, est de´coupe´ en tours de parole (de´fini
par le changement de locuteur), et les pauses silen-
cieuses sont note´es suivant 3 degre´s : pause bre`ve
(/), pause longue (//) et silence (silence) ;
– notation de phe´nome`nes propres a` l’oral : disflu-
ences (cf. 3.2) et chevauchements de parole.
3. Pre´traitement des donne´es
Si l’annotation de corpus oraux ne nous semble pas
devoir eˆtre vue comme un proble`me spe´cifique (cf. [2]
et [13]), dans la mesure ou` il n’y a pas de grammaire
de l’oral par opposition a` une grammaire de l’e´crit [4],
en l’e´tat, ces transcriptions ne peuvent eˆtre soumises a`
un analyseur sans une adaptation relativement impor-
tante de celui-ci (qu’il s’agisse d’un analyseur syntax-
ique, ou meˆme de´ja` d’un simple concordancier). En
effet, le format des transcriptions, ainsi que la par-
ticularite´ des donne´es lie´es au mode de production
de l’oral, rendent l’automatisation de leur traitement
difficile. Plutoˆt qu’une adaptation couˆteuse de l’outil,
nous avons choisi de pre´traiter les donne´es, de manie`re
totalement automatise´e (voir aussi l’expe´rience mene´e
par [12]).
3.1. Choix de transcription
Par manque de place, nous ne traiterons dans cette
section que le cas des chevauchements de parole. On
pourrait y discuter e´galement du proble`me pose´ par
1cf. http://www.uclouvain.be/81836.html
l’absence de ponctuation dans nos donne´es.
Les paroles superpose´es. Les chevauchements de
parole (overlapping segment) brisent la line´arite´ de
la lecture du texte transcrit. En effet, quand le
chevauchement est interne au tour de parole (c’est-a`-
dire qu’un locuteur B commence a` parler alors qu’un
autre locuteur A est de´ja` en train de parler, mais sans
prendre de´finitivement la parole puisque le locuteur A
poursuit son propos), la transcription prend la forme
suivante :
ilrMF0 (aspiration) ben je pre´fe´rerais pas si |- c¸a
ne te <ilrTC1> c¸a va alors -| de´range pas [il-
rTC1r]
Dans la quasi-totalite´ des cas, ces chevauchements
internes ne brisent pas la structure syntaxique de
l’e´nonce´ en cours : le locuteur A poursuit, certes avec
une intrusion de l’interlocuteur dans son discours,
mais il ache`ve ne´anmoins ses propos selon une struc-
ture syntaxique ”classique”. Le lieu du chevauchement
ne constitue pas une rupture. Les chevauchements in-
ternes ont donc e´te´ extraits des tours de parole dans
lesquels ils figurent, pour en faire des tours de parole a`
part entie`re. L’exemple ci-dessus devient donc, apre`s
extraction :
ilrMF0 (aspiration) ben je pre´fe´rerais pas si |- c¸a
ne te @1132 -| de´range pas
@1132 ilrTC1 c¸a va alors
On a inse´re´ le signe @ qui permet de garder la trace
de l’existence du chevauchement interne. Celui-ci est
note´ en dessous du tour de parole dans lequel il fig-
urait. Les tours de parole internes sont nume´rote´s
afin d’e´viter tout risque de confusion, notamment
lorsqu’on a plusieurs chevauchements internes dans
un meˆme tour de parole.
3.2. Particularite´s de l’oral
Par particularite´s de l’oral, nous entendons ce que la
litte´rature appelle en ge´ne´ral disfluences [11]. Nous
avons analyse´ de manie`re approfondie certaines de ces
disfluences, afin de les traiter au mieux lors de cette
premie`re phase du travail (pour le de´tail, voir [7]).
Les re´pe´titions.
ilrMS1 (...) sans // sans bafouiller sans sans
sans que la la langue fourche quoi
Les amorces de morphe`mes. Nous appelons
amorce le phe´nome`ne langagier qui consiste en ”une
interruption de morphe`mes en cours d’e´nonciation”[9,
p. 79].
ilrMS1 (...) euh avec la boulangerie euh je fai/ je
faisais des pralines chez moi (...) [ilrMS1r]
Selon la typologie de [9], les amorces se re´partissent en
3 cate´gories, qui rec¸oivent un pre´traitement diffe´rent.
L’autocorrection imme´diate (le la fille) :
phe´nome`ne langagier qui consiste pour un locuteur
a` e´noncer un morphe`me suite a` un autre morphe`me
diffe´rent qui appartient a` la meˆme cate´gorie gram-
maticale. Ce deuxie`me morphe`me vise a` corriger le
premier morphe`me e´nonce´.
Le euh : appele´ e´galement pause pleine, est tre`s
fre´quent a` l’oral spontane´. Comme l’illustre l’exem-
ple suivant, il arrive qu’il cooccurre avec une autre
disfluence, ici une re´pe´tition :
ilpMJ1 (...) le syste`me de´mocratique dans lequel ils
|- vivent <ilpGV0> mm -| / les institutions euh qui
les qui les servent et cetera [ilpMJ1r]
Le pre´traitement que nous effectuons, de manie`re to-
talement automatise´, consiste a` baliser les portions
de texte qui constituent, selon la terminologie de
Shriberg (1994), le reparandum pour ne garder dans
le texte a` analyser par le chunker que le repair.
4. Le chunker
L’annotation en chunks repose sur une cascade d’au-
tomates a` e´tats finis [1]. Dans cette section, nous
donnons un aperc¸u relativement bref de ce processus.
Pour une description plus comple`te, nous renvoyons
a` [3].
La proce´dure de chunking s’articule en trois e´tapes
successives : (1) segmentation lexicale en mots simples
et compose´s (i.e. mots compose´s, expressions nom-
inales et adverbiales (semi)-fige´es et coocurrences) ;
(2) identification et e´tiquetage des super-chunks (i.e.
chunks inte´grant la notion de structure lexicale com-
plexe et autorisant, par conse´quent, certains at-
tachements pre´positionnels et adjectivaux droits) ; (3)
de´sambigu¨ısation et line´arisation.
Notre syste`me repose entie`rement sur des ressources
linguistiques a` large couverture. Selon la nature du
texte d’entre´e, ces ressources peuvent eˆtre augmente´es
et/ou modifie´es.
Fig. 1: Exemple de grammaire locale (adverbe de
temps)
4.1. Segmentation lexicale
La segmentation lexicale s’effectue au de´part d’un en-
semble de ressources linguistiques (RLs) de´veloppe´es
par des linguistes. Ces ressources se composent prin-
cipalement de dictionnaires morpho-syntaxiques des
formes fle´chies du franc¸ais. Le plus important en taille
rassemble 746 198 formes simples et 249 929 formes
compose´es du franc¸ais standard [6]. Chaque entre´e est
associe´e a` un lemme, une cate´gorie syntaxique, des
informations morphologiques (e.g. genre et nombre),
syntaxiques (e.g. la structure interne des compose´s)
et se´mantiques (e.g. trait humain pour les noms). Les
mots compose´s rassemblent des formes de diffe´rents
types :
– noms : pomme de terre, faux te´moignage
– pre´positions : au milieu de, a` cause de
– adverbes : par ailleurs, en pratique
– conjonctions : bien que, pendant que
Par ailleurs, nous avons construit deux dictionnaires
qui prennent en compte la double particularite´ de
notre corpus de ”franc¸ais parle´ en Belgique fran-
cophone”. L’un recense les particularite´s lexicales
du franc¸ais en Belgique, avec des formes comme
guindailleur (feˆtard) ou a` fond de balle (a` fond de
train) ; l’autre tient compte de formes non recense´es
dans les RLs ou qui peuvent recevoir une autre cate´-
gorie grammaticale a` l’oral (par exemple, allez qui
dans certains cas doit eˆtre analyse´ comme une inter-
jection et non comme une forme du verbe aller).
Outre les dictionnaires, les ressources linguistiques in-
cluent e´galement une librairie de 190 grammaires lo-
cales (i.e. automates lexicaux [8]). Ces grammaires
visent la reconnaissance de structures nominales, pre´-
positionnelles, de´terminatives et adverbiales telles
que :
– noms : noms de fonctions [ ministre anglais de l’A-
griculture ]
– pre´positions : pre´positions locatives [a` dix kilo-
me`tres au nord de]
– de´terminants : de´terminants nume´riques [vingt-
sept, des milliers de], de´terminants nominaux [dix
grammes de]
– adverbes : adverbes de temps [en octobre 2006 ]
Ce premier module prend, en entre´e, un texte seg-
mente´ en phrases et tokens. L’application des dictio-
nnaires de mots simples et compose´s permet, dans un
premier temps, d’associer a` chaque token l’ensemble
des e´tiquettes linguistiques possibles. Nous obtenons,
en sortie, un automate repre´sentant l’ambigu¨ıte´ lex-
icale du texte (TFSA). Les grammaires locales sont
ensuite applique´es sur cet automate qui se voit aug-
mente´ d’autant de transitions qu’il y a de se´quences
reconnues.
Fig. 2: Chunk pre´positionnel
4.2. Segmentation en Super-Chunks
Afin de re´aliser la segmentation en chunks propre-
ment dite, nous appliquons une cascade de transduc-
teurs sur l’automate du texte. De la meˆme manie`re
que pour les grammaires locales de´crites au point
pre´ce´dent, chaque reconnaissance se traduit par l’a-
jout d’une transition supple´mentaire au sein de l’au-
tomate du texte. La cascade est compose´e d’un re´seau
de 18 grammaires re´parties en huit e´tapes successives :
1. chunks adverbiaux (XADV) : adverbes simples et
complexes reconnus lors de la segmentation lexi-
cale
2. chunks adjectivaux (XA) : adjectifs (pre´ce´de´s le
cas e´che´ant d’un adverbe)
3. chunks nominaux (XN) : noms simples, entite´s
nomme´es et certaines cate´gories de pronoms
4. chunks prepositionnels (XP) : XN pre´ce´de´ d’une
pre´position
5. chunks verbaux (cascade de 4 transducteurs) :
formes passives et actives de l’infinitif (i.e.
XVI(P)), des participes passe´ et pre´sent (i.e.
XVK(P) et XVG(P)) et du verbe simple (i.e.
XV(P))
Notons que chaque chunk identifie´ peut he´riter de pro-
prie´te´s morpho-syntaxiques de sa teˆte et de ses con-
stituants.
4.3. De´sambigu¨ısation incre´mentale
La segmentation en chunks produit un automate du
texte comprennant l’ensemble des analyses possibles.
Afin de supprimer cette ambigu¨ıte´ et de line´ariser cet
automate, le chunker inclut un module de de´sam-
bigu¨ısation incre´mentale ope´rant en trois e´tapes suc-
cessives et optionnelles.
1. L’heuristique du plus court chemin. Cette heuris-
tique conserve uniquement les chemins les plus courts
au sein de l’automate. De cette manie`re, nous donnons
la priorite´ aux analyses comprenant un ou plusieurs
e´le´ments complexes.
2. Re`gles manuelles. Chacune des 26 re`gles imple´men-
te´es pour cette expe´rience se compose de trois parties
distinctes : deux contextes (gauche et droit) formal-
ise´s sous la forme d’un automate et un partie centrale
repre´sentant l’ambigu¨ıte´ (i.e. une liste d’analyses pos-
sibles). Si cette ambigu¨ıte´, de meˆme que ses contextes
d’apparition, sont observe´s au sein de l’automate du
texte, nous ne conservons qu’une unique analyse (les
autres sont supprime´es).
3. Re`gles stochastiques. Nous disposons de listes
fre´quentielles apprises sur corpus e´tiquete´s. Ces listes
nous permettent de conserver, pour chaque cas d’am-
bigu¨ıte´, l’analyse la plus fre´quente.
5. Expe´rimentations et re´sultats
Notre corpus de re´fe´rence compte 5 336 mots (i.e.
2 335 chunks), annote´s manuellement. Un script d’e´-
valuation nous permet de comparer automatiquement
les annotations de ce corpus a` celles obtenues par ap-
plication de notre chunker. Nous avons effectue´ une
double expe´rience : la premie`re utilisant les ressources
linguistiques propres a` l’oral et la seconde les de´sac-
tivant.
Les mesures utilise´es sont la pre´cision, le rappel et la
mesure f1, telles qu’elles sont de´finies dans [10]. La
pre´cision correspond au pourcentage de chunks cor-
rectement e´tiquete´s ; le rappel indique le pourcentage
de chunks dans le corpus de re´fe´rence qui ont e´te´ iden-
tifie´s ; et la mesure f1 est une combinaison du rappel
et de la pre´cision.
Pre´cision Rappel Mesure f1
avec 82,8 % 85,6 % 84,1%
sans 81,5 % 83,5 % 82,5%
Tab. 1: Re´sultats
Par comparaison aux re´sultats obtenus lors de la cam-
pagne easy [10], nous constatons que notre chunker
de´passe l’e´tat de l’art (cf. Table 1). En effet, si notre
pre´cision est infe´rieure de 2 points au meilleur chunker
de la campagne, notre rappel est nettement supe´rieur.
Par conse´quent, la mesure f1 d’appre´ciation globale
montre un gain de 5 points par rapport a` ce meˆme
chunker2. La qualite´ de ces re´sultats est directement
imputable a` la finesse de nos ressources linguistiques
et, plus encore, au module de normalisation syntax-
ique applique´ en amont du chunking. La normalisa-
tion explique e´galement la faible diffe´rence (moins de
2 %) que l’on observe entre les expe´riences avec et
sans ressources propres a` l’oral.
Une analyse plus avance´e des re´sultats, nous a per-
mis d’identifier 3 sources d’erreurs principales. (1)
Certaines structures complexes sont absentes de nos
ressources lexicales : la forme adverbiale nulle part,
par exemple, est analyse´e XN parce qu’elle est com-
pose´e d’un de´terminant et d’un nom. (2) La se´lection
ale´atoire en cas d’ambigu¨ıte´ re´siduelle est e´galement
responsable de nombreuses errreurs d’e´tiquetage : une
forme telle que de, pre´position ou de´terminant, con-
duit a` la confusion entre les analyses XN et XP. (3)
Il existe finalement une cate´gorie d’erreurs, plus re-
streinte, ressortissant au module de normalisation :
les re´pe´titions et disfluences, non de´tecte´es lors du
pre´traitement, brisent la structure syntaxique et, par
conse´quent, la reconnaissance elle-meˆme.
Bien que tre`s bre`ve, cette e´valuation tend a` prouver
que le recourt a` un processus de normalisation nous
permet de limiter efficacement les perturbations syn-
taxiques de l’oral et justifie donc pleinement notre
approche. Notons, cependant, qu’il nous reste encore
a` ge´rer certains cas d’agrammaticalite´ non pris en
compte par nos grammaires (e.g. Il m’avait voulu don-
ner).
6. Conclusion et perspectives
Les re´sultats obtenus sont extreˆmement encour-
ageants. Ils montrent que la proce´dure de normali-
sation d’un corpus de l’oral permet d’approcher la
structure de l’e´crit, meˆme si certains parame`tres par-
ticuliers viennent moduler notre hypothe`se. Dans un
futur proche, nous pensons ame´liorer encore ces re´-
sultats car il existe de nombreuses erreurs re´currentes
que l’on peut re´soudre en augmentant nos ressources
lexicales ou en inte´grant un module stochastique (avec
chaˆınes de Markov cache´es notamment).
2Pre´cisons toutefois que notre corpus d’e´valuation de meˆme
que notre de´finition du chunk s’e´loignent sensiblement du cadre
de´fini pour la campagne easy.
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