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Abstract
A dominating set D of a graph G is a vertex subset of V (G) which every vertex of G is
either in D or adjacent to a vertex in D. The minimum cardinality of a dominating set
is called the domination number of G and is denoted by γ(G). A dominating set D of
G is called a connected dominating set if the subgraph of G induced by D is connected.
The minimum cardinality of a connected dominating set is called the connected dom-
ination number of G and is denoted by γc(G). A dominating set D of G is called an
independent dominating set if D is also an independent set. The minimum cardinality
of an independent dominating set is called the independent domination number of G
and is denoted by i(G). A vertex subset D is called a total dominating set if every ver-
tex of G is adjacent to a vertex in D. The minimum cardinality of a total dominating
set is called the total domination number of G and is denoted by γt(G).
A graph G is said to be k− γ−edge critical if the domination number γ(G) = k
and γ(G+ uv) < k for any pair of non-adjacent vertices u and v of G. For the con-
nected domination number γc(G) = k, the total domination number γt(G) = k and the
independent domination number i(G) = k, a k− γc−edge critical graph, a k− γt−edge
critical graph and a k− i−edge critical graph are similarly defined. In the context of
vertex removal, a graph G is said to be k− γ−vertex critical if the domination number
γ(G) = k and γ(G− v) < k for any vertex v of G. A k− γc−vertex critical graph, a
k− i−vertex critical graph, are similarly defined. Moreover, a graph G is said to be
k− γt−vertex critical if γt(G) = k and γt(G− v)< k for any vertex v of G which is not
adjacent to a vertex of degree one.
In this thesis, we investigate the intersection between the classes of critical graphs
with respect to different domination numbers. We show that the class of connected
k− γt−edge critical graphs is identical to the class of connected k− γc−edge critical
graphs if and only if k = 3 or 4. In addition, for the vertex critical case, we prove
that the class of 2−connected k− γt−vertex critical graphs is identical to the class of
2−connected k− γc−vertex critical graphs if and only if k = 3 or 4. Moreover, in
the class of claw-free graphs, we show that every k− γ−edge critical graph is also a
k− i−edge critical graph and vice versa. We also have an analogous result for k−
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γ−vertex critical graphs and k− i−vertex critical graphs.
For k− γc−vertex critical graphs, we establish the order of k− γc−vertex critical
graphs in terms of maximum degree ∆ and k. We prove that ∆+ k ≤ n ≤ (∆−1)(k−
1)+ 3 and the upper bound is sharp for all integer k ≥ 3 when ∆ is even. It has been
proved that every k− γc−vertex critical graph achieving the upper bound is ∆−regular
for k = 2 or 3. For k = 4, we prove that every 4− γc−vertex critical graph achieving
the upper bound is ∆−regular. We further show that, for k = 2,3 or 4, there exists a
k− γc−vertex critical graph of order (∆− 1)(k− 1)+ 3 if and only if ∆ is even. For
k ≥ 5, we show that if G is a k− γc−vertex critical graph of smallest possible order,
namely ∆+ k, then G is isomorphic to a cycle of length k+ 2. We also establish the
realizability of k− γc−vertex critical graphs of maximum degree ∆ whose order is
between the bounds when ∆ and k are small.
For maximal k−γc−vertex critical graphs (the k−γc−vertex critical graphs whose
connected domination number is decreased after any single edge is added), we char-
acterize some classes for k = 3. More specifically, we prove that every even order
maximal 3− γc−vertex critical graph is bi-critical. If the order is odd, then every
maximal 3− γc−vertex critical graph is 3−factor critical with exactly one exception.
We investigate the hamiltonian properties of k−D−edge critical graphs where
D ∈ {γc,γt , i}. We prove that if k = 1,2 or 3, then every 2−connected k− γc−edge
critical graph is hamiltonian. We provide a class of l−connected k− γc−edge critical
non-hamiltonian graphs for k ≥ 4 and 2 ≤ l ≤ n−3k−1 . Thus, for n ≥ l(k− 1)+ 3, the
class of l−connected k− γc−edge critical non-hamiltonian graphs of order n is empty
if and only if k = 1,2 or 3. In addition, for k− γt−edge critical graphs, we show that
these graphs are hamiltonian when k = 2 or 3 and we provide classes of 2−connected
k− γt−edge critical non-hamiltonian graphs for k = 4 or 5. For k− i−edge critical
graphs, we give a construction for a class of 2−connected non-hamiltonian graphs for
k ≥ 3.
Further, we investigate on the hamiltonian properties of k−D−edge critical graphs
whereD ∈{γc,γt ,γ, i}when the graphs are claw-free. We prove that every 2−connected
4− γc−edge critical claw-free graph is hamiltonian and show that the claw-free con-
dition cannot be relaxed. We further prove that the class of k− γc−edge critical claw-
free non-hamiltonian graphs of connectivity two is empty if and only if k = 1,2,3 or
4. We show that every 3−connected k− γc−edge critical claw-free graph is hamilto-
nian for 1≤ k ≤ 6. For k− γt−edge critical graphs, we show that every 3−connected
k− γt−edge critical claw-free graph is hamiltonian for 2 ≤ k ≤ 5. We also show that
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every 3−connected 4−D−edge critical claw-free graph where D ∈ {γ, i} is hamilto-
nian.
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CHAPTER 1
Introduction
1.1 Background
Over the past almost three hundreds years or so since Leonhard Euler published a so-
lution to the famous Ko¨nigsberg Bridge Problem, graph theory has become an elegant
and important area of mathematics that has been dramatically developed as evidenced
in many thousands of publications. In particular, over the recent thirty years or so,
mathematicians have advanced and enriched the area of graph theory by developing
innovative and important ideas.
The basic structure of a graph which consists of nodes called vertices and lines
linking pairs of nodes called edges makes it easy to apply and becomes an extraordi-
nary tool in solving many mathematical questions in areas such as topology, geometry
and number theory. Indeed, graph theory can be applied to any system consisting
of a collection of objects some of which are related. A graph naturally models such
systems with the vertices representing the objects and the edges representing the re-
lationship between the objects. The versatility of graph theory is the main reason
that has attracted the attention of a number of researchers in areas such as engineer-
ing, communication networks, transport and logistics and biology. A discussion on
the applications of graph theory can be found in Caccetta [39, 40] and Caccetta and
Vijayan [52]. In Caccetta [40], the author introduced a fundamental network design
problem and pointed out the ideas to construct a network that meet the requirements
and optimizes a networks function performance such as cost, delay time and reliability.
To find the optimal solutions, we always appropriately focus on different parameters
that correspond to the requirements such as connectivity, diameter, domination number
and hamiltonicity of graphs.
The idea of domination number of graphs has been applied to many fields such
as optimization, linear algebra, complex network and combinatorial designs. The lit-
erature on this topic has been excellently surveyed by Haynes, Hedetniemi and S-
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later [80, 81] and Hedetniemi and Laskar [92]. In fact, the area of domination theory
has various types of domination numbers such as independent domination number,
total domination number and connected domination number. For other domination
numbers see Henning et al. [94,98,100,103,104] and Kang et al. [114–117,119,131].
The idea of independent domination dates back to 1862 and was inspired by a
chessboard puzzle. Jaenisch [110] introduced the problem of finding the minimum
number of queens that can be placed on a chessboard under the conditions that (i) the
queens are not attacking each other and (ii) the queens can attack every square (beyond
the queens themself) on the chessboard. The graph which corresponds to this problem
can be constructed by letting the vertices represent the squares and two vertices are
adjacent based on the legal move of a queen. The representing graph is known as
a queen graph and the minimum number of queens is the independent domination
number. The concept of independent domination became well known because of many
useful applications (see Berge [24], Ore [129] and Cockyane and Hedetniemi [58]).
For more examples of works on independent domination see [1, 20–22, 73, 136] and
[143]. For a good survey see Goddard and Henning [72].
The concept of total domination was also motivated by a problem, introduced by
Berge [24], of placing the minimum number of queens on a chessboard to cover all the
squares not occupied by queens. In this case, the queens have to cover each other (each
queen can go to at least one of the others by one move). This problem can be presented
by a queen graph as well and the minimum number of queens can be placed on the
chessboard is called the total domination number. The theory of total domination has
been studied and remarkably developed through several hundreds of research papers.
There is a group of researchers, Haynes, Henning, Mynhardt, Yeo, van der Merwe and
Goddard, who have mainly developed the theory and applications of this parameter as
detailed, for example, in [82–89, 93, 101, 102, 105–107, 140–143]. For more examples
of works on this parameter see [77–79,96,97,99,112,126,127,133,135–137,145,146]
and [148–150]. Outstanding surveys are detailed in Henning [95] and [107].
The concept of connected domination was introduced formally by Sampathkumar
and Walikar [134]. The results on this parameter have been continuously developed in
both theory and applications. In particular, it is well known and extensively applied in
the areas of operations research and wireless networks. There have been a number of
papers on the so called connected dominating set problem. The problem of determining
a smallest connected dominating set of a graph is well known to be NP-hard (Garey and
Johnson [70]). Guha and Khuller [75] pointed out that these problems can be solved by
constructing a spanning tree (a connected graph contains no cycle) with many leaves
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(a vertex which is adjacent to exactly one of the others). For more examples see [2,19,
53, 90, 111–113, 118, 121, 125, 144] and [147].
The well know hamiltonian problem was first encountered in Sir William Rowan
Hamilton’s game on a dodechahedron in which each of its 20 corners was given a
name of a place. The challenge was to find a closed route passing through every cor-
ner via the edges of the dodechahedron such that every corner is visited only once
except for the origin. This problem can be modeled by a 3−regular graph (a graph
which every vertex is adjacent to exactly three other vertices) of twenty vertices such
that all the corners correspond to the vertices of the graphs while the edges of the do-
dechahedron are the edges of the graph. The problem then is to find a tour that pass
through each vertex exactly once. Such a tour is called a hamiltonian cycle. The prob-
lem becomes much more difficult for general graphs. Until now, the problem to find
a simple necessary and sufficient condition for a hamiltonian cycle remains unsolve.
However, the idea of hamiltonian graphs can be widely applied in many research ar-
eas such as Industrial Engineering, Physics and Astronomy, Earth and Planetary Sci-
ences, Immunology and Microbiology, Arts and Humanities. In fact, more than twen-
ty thousand research papers related to this topic have been published. For example,
see [22, 29–31, 56, 57, 60, 61, 63–67, 108, 109, 113, 122–124, 136] and [151–153].
Given a set of graph parameters, the question that arises typically in extremal graph
theory is finding the relationships between the parameters. The basic method involves
fixing some of the parameters and considering how the others change, for example see
Caccetta [32–38] and [43]. For a given parameterP of a graph, it would be interesting
to restrict attention to the so called critical graphs with respect to P under a single
operation such as vertex or edge deletion or edge addition. That is to say these graphs
whose parameterP changes whenever a single vertex or edge deletion or single edge
addition occurs. For examples see Ananchuen and Caccetta [9–12], Ananchuen et
al. [3, 5–8, 13–18], Bolloba´s [25], Bondy and Murty [26], Caccetta [41, 42], Caccetta
et al. [44–51], Krishnamoorthy and Nandakumar [120] and Murty [128].
In this thesis, we mainly focus on the critical graphs with respect to connected dom-
ination number under the single operation of edge addition as well as critical graphs
with respect to connected domination number under the single operation of vertex dele-
tion. However, we also establish some related results on critical graphs with respect
to domination number, total domination number and independent domination number.
Moreover, we investigate the hamiltonian properties of these critical graphs.
In the following, Section 1.2, we give the notation and terminology for the graphs
that we use throughout this thesis. In Section 1.3, we give a summary of all results in
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each chapter.
1.2 Terminology
Our basic graph theoretic notation and terminology follows for the most part that of
Bondy and Murty [27]. Thus G denotes a finite graph with vertex set V (G) and edge
set E(G). For S ⊆ V (G), G[S] denotes the subgraph of G induced by S. Throughout
this thesis all graphs are simple (i.e. no loops or multiple edges). For v ∈ V (G), the
open neighborhood NG(v) of a vertex v in G is the set of vertices u ∈V (G) for which
uv ∈ E(G). The closed neighborhood NG[v] of a vertex v in G is the set of vertices
NG(v)∪{v}. The degree degG(v) of a vertex v in G is |NG(v)|. For an integer r≥ 1, an
r−regular graph is a graph whose vertices all have degree r. The maximum degree of a
graph G is denoted by ∆(G) and the minimum degree of a graph G is denoted by δ (G).
For subsets X ,Y ⊆V (G), NY (X) denotes the set of vertices y ∈Y for which yx ∈ E(G)
for some x ∈ X . It might happen that NY (X)∩X 6= /0. For a subgraph H of G, we use
NY (H) instead of NY (V (H)). If X = {x}, we use NY (x) instead of NY ({x}). Moreover
if x ∈ Y and NY (x) = /0, then x is called an isolated vertex in Y . We use E(X ,Y ) to
denote the set of all edges having one end vertex in X and the other one in Y . The set
X denotes V (G)−X and E(X ,G) denotes E(G[X ])∪E(X ,X), that is, the set of edges
having at least one end vertex in X . For y ∈ Y , the private neighbor set PN(y,Y ) of
a vertex y respect to Y is a set of vertices x /∈ Y such that NY (x) = {y}. We denote
PN(y,Y )∩X by PNX(y,Y ).
A matching M is a set of pairwise non-adjacent edges (no two edges in M joining
to a common vertex). A matching is perfect if it covers every vertex of G. A graph
G is s−factor critical if G− S contains a perfect matching for any vertex subset S of
order s of G, moreover, if s = 2, we say that G is bi-critical. An independent set is a
set of pairwise non-adjacent vertices. The maximum cardinality an independent set is
called the independence number and is denoted by α(G).
The join of two disjoint graphs G and H, G∨H, is the graph obtained from the
union of G and H by joining every vertex of G to every vertex of H. Moreover, for
disjoint graphs H1,H2, ...,Hm, the join H1 ∨H2 ∨ ...∨Hm is the graph obtained from
the union of H1,H2, ...,Hm by joining every vertex of Hi to every vertex of Hi+1 for
1 ≤ i ≤ m− 1. For a graph G of order n, the Mycielskian µ(G) of G is the graph
containing a copy of G as an induced subgraph together with another n+ 1 vertices
which are vertices u′ corresponding to each vertex u of G and a vertex x. The vertex
x is joined to every vertex u′ and, moreover, a vertex u′ is joined to a vertex v of G if
uv∈ E(G), namely, µ(G) has the vertex setV (G)∪V ′∪{x}whereV ′= {u′|u∈V (G)}
1.2 Terminology 5
and the edge set E(G)∪{uv′|uv ∈ E(G)}∪{v′x|v′ ∈ V ′}. As an example, let G be a
graph which is a union of a path u,v,w of length two and an isolated vertex z. The
Myscielskian of G is illustrated by Figure 1.1.
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Figure 1.1 : The Myscielskian of G
The number of components of a graph G is denoted by ω(G), in particular, the
number of odd components (a component of odd order) is denoted by ωo(G). For a
connected graph G, a cut set S is a vertex subset which ω(G−S)> 1, moreover if S=
{c}, then c is called a cut vertex. The connectivity κ(G) of a graph G is the minimum
cardinality of a cut set. A graph G is s-connected if κ(G) ≥ s. When no ambiguity
occurs, we abbreviate NG(v),NG[v],∆(G),δ (G),α(G) and κ(G) to N(v),N[v],∆,δ ,α
and κ , respectively.
A tree is a connected graph that contains no cycle. A leaf of a tree, or an end
vertex of a graph, is a vertex of degree one. A support vertex is a vertex adjacent to
a leaf. A disjoint union of trees is called a forest. A star K1,n is a tree of order n+ 1
containing n leaves, in particular if n = 3, a star K1,3 is called a claw. For integers
s1,s2,s3 ≥ 1, let u1,u2, ...,us1+1;v1,v2, ...,vs2+1 and w1,w2, ...,ws3+1 be three disjoint
paths of length s1,s2 and s3, respectively. The net Ns1,s2,s3 is constructed by adding
edges us1+1vs2+1,vs2+1ws3+1 and ws3+1us1+1 (see Figure 1.2).
r r r r r
r r r r r
r r r r r
 
 
 
@
@
@
p p p
p p p
p p p
us1+1 us1 us1−1 u2 u1
ws3+1 ws3 ws3−1 w2 w1
vs2+1 vs2 vs2−1 v2 v1
Figure 1.2 : The net Ns1,s2,s3
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For a family of graphs F , a graph G is said to be F -free if there is no induced
subgraph of G isomorphic to H for all H ∈F . A spanning subgraph of a graph G
is a subgraph which contains every vertex of G. Moreover, if a tree T is a spanning
subgraph of G, then T is a spanning tree.
The distance between vertices u and v in G is the length of a shortest (u,v)−path
in G. The diameter of G is the maximum distance between two vertices of G. A
hamiltonian path (cycle) is a path (cycle) that contains every vertex in V (G). A graph
G is called hamiltonian if it contains a hamiltonian cycle. Moreover, a graph G is
hamiltonian connected if every pair of vertices of G are joined by a hamiltonian path.
For any subgraph F of G and a,b∈V (G), aPFb denotes an (a,b)−path with all internal
vertices inV (F). Note that a and b need not be inV (F). An aPFb path is F-hamiltonian
if it contains all vertices of F . As an example, consider a pair of vertices a,b ∈ V (G)
which are adjacent respectively to a′,b′ ∈V (F)−{a,b}. If F is a complete subgraph of
G, then clearly there exists an F−hamiltonian path aPFb when a′ 6= b′ and |V (F)|> 1
or when a′ = b′ and |V (F)|= 1.
A circulant graph Cn < a0,a1, ...,ak > where 0 < a0 < a1 < ... < ak < n+12 is a
graph with vertex set {x0,x1, ...,xn−1} and edge set {xix j|(i− j) ≡ (±al)(mod n) for
some 1≤ l ≤ k}. Note that circulant graphs are symmetric.
For subsets D,X ⊆ V (G), D dominates X if every vertex in X is either in D or
adjacent to a vertex in D. If D dominates X , then we write D  X , moreover, we
also write a  X when D = {a} and D  x when X = {x}. If X = V (G), then D is a
dominating set of G and we write DG instead of DV (G). A smallest dominating
set is called a γ−set. The order of a γ−set is called the domination number and is
denoted by γ(G). A vertex subset D is a connected dominating set of X if D dominates
X and G[D] is connected. We write D c X if D is a connected dominating set of X .
In addition, we also write ac X when D= {a} and Dc x when X = {x}. Moreover
if X = V (G), then D is called a connected dominating set of G and we write D c G
instead of D c V (G). A smallest connected dominating set is called a γc−set. The
order of a γc−set is called the connected domination number and is denoted by γc(G).
A vertex subset D totally dominates X if every vertex in X is adjacent to a vertex of
D. We write D t X if D totally dominates X . If X = V (G), then D is called a total
dominating set of G and we write D t G instead of D t V (G). A smallest total
dominating set is called a γt−set. The order of a γt−set is called the total domination
number and is denoted by γt(G). Clearly γt(G) ≥ 2. If a dominating set D of G is
independent, then D is called an independent dominating set. We write Di G if D is
an independent dominating set of G. A smallest independent dominating set is called
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an i−set. The independent domination number i(G) of G is the cardinality of an i−set.
As an example, consider the net N3,3,3 in Figure 1.3. We see that {u2,v2,w2,w4} is a
γ−set and also an i−set. Moreover, {w4,w3,w2,u4,u3,u2,v4,v3,v2} is a γc−set and
{u3,u2,v3,v2,w3,w2} is a γt−set. Hence, γ(N3,3,3) = 4, i(N3,3,3) = 4,γc(N3,3,3) = 9
and γt(N3,3,3) = 6.
r r r r
r r r r
r r r r
 
 
 
@
@
@
u4 u3 u2 u1
w4 w3 w2 w1
v4 v3 v2 v1
Figure 1.3 : The net N3,3,3
A graph G is said to be k domination edge critical, or k− γ−edge critical, if
γ(G) = k and γ(G+uv)< k for any pair of non-adjacent vertices u and v of G. A k con-
nected domination edge critical graph (k− γc−edge critical graph), a k independent
domination edge critical graph (k− i−edge critical graph) and a k total domination
edge critical graph (k− γt−edge critical graph) can be similarly defined.
In the context of vertex removal, a graph G is said to be k domination vertex criti-
cal, or k− γ−vertex critical, if γ(G) = k and γ(G− v) < k for any vertex v of G. A k
connected domination vertex critical graph (k−γc−vertex critical graph) and a k inde-
pendent domination vertex critical graph (k− i−vertex critical graph) can be similarly
defined. Observe that a disconnected graph does not have a connected dominating set.
Hence, if a k− γc−vertex critical graph G contains a cut vertex c, then we cannot find
a connected dominating set of G− c. To avoid this, we always focus on 2−connected
graphs when we study k−γc−vertex critical graphs. We observe also that a graph con-
taining an isolated vertex does not have a total dominating set. A graph G is said to be
a k total domination vertex critical graph (k− γt−vertex critical graph) if γt(G) = k
and γt(G− v)< k for a vertex v of G which is not a support vertex.
If a graph is either k− γ−edge critical or k− γ−vertex critical, then we call it a
γ−critical graph. An i−critical graph, a γt−critical graph and a γc−critical graph
can be defined similarly. A k− γ−vertex critical graph G is maximal if γ(G+uv)< k
for any pair of non-adjacent vertices u and v of G. A maximal k− γc−vertex critical
graph can be similarly defined.
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1.3 Summary
In the previous sections a brief history of graphs, graph parameters was given togeth-
er with the definition of critical graphs with respect to various types of domination
numbers.
Chapter Two reviews some of the voluminous literature on the subject of domina-
tion critical graphs and hamiltonian graphs that are pertinent to the major part of this
research.
Chapter Three is concerned with the intersection of the classes of critical graphs
with respect to different domination numbers. We show that the class of connected
k− γt−edge critical graphs is identical to the class of k− γc−edge critical graphs if
and only if k = 3 or 4. Further, we prove that the class of 2−connected k− γt−vertex
critical graphs is identical to the class of k− γc−vertex critical graphs if and only if
k = 3 or 4. Moreover, in the class of claw-free graphs, a k− γ−edge critical graph
is also a k− i−edge critical graph and vice versa. We also have analogous results on
vertex critical graphs.
Chapter Four is concerned with the order of k− γc−vertex critical graphs. We
prove that ∆+ k ≤ n≤ (∆−1)(k−1)+3. We show that our upper bound is sharp for
all integer k≥ 3 when ∆ is even. We prove that 4−γc−vertex critical graphs of order 3∆
are ∆−regular. We show that k− γc−vertex critical graphs of order (∆−1)(k−1)+3
need not be ∆−regular when k = 5 or 6. We further show that, for k = 2,3 or 4, there
exists a k−γc−vertex critical graph of order (∆−1)(k−1)+3 if and only if ∆ is even.
For k≥ 5, the k−γc−vertex critical graphs G of smallest possible order, namely ∆+k,
are characterized and shown to be precisely a cycle G = Ck+2 on k+ 2 vertices. We
conclude Chapter Four by establishing the realizability of k−γc−vertex critical graphs
of order n with maximum degree ∆ for ∆+ k ≤ n ≤ (∆− 1)(k− 1)+ 3 when k and ∆
are small.
Chapter Five is concerned with maximal k− γc−vertex critical graphs. We charac-
terize maximal 3− γc−vertex critical graphs of connectivity three. We show that any
maximal 3− γc−vertex critical graph with minimum degree δ ≥ 4 contains at least
eight vertices. We also characterize all maximal 3− γc−vertex critical graphs with
δ ≥ 4 containing eight vertices. For a positive integer l ≥ 2, the maximal 3−γc−vertex
critical graphs G of connectivity l which a minimum cut set of G is an independent set
are characterized and shown to be precisely the Mycielskian of a complete graph Kl .
For the matching property, we show that every maximal 3− γc−vertex critical graph
G is bi-critical if the order of G is even. Furthermore, if the order is odd, then G is
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3−factor critical with only one exception.
Chapter Six is mainly concerned with the hamiltonian properties of k−D−edge
critical graphs where D ∈ {γc,γt , i}. We establish that if k = 1,2 or 3, then every
2−connected k− γc−edge critical graph is hamiltonian. We give a construction for
a class of l−connected k− γc−edge critical non-hamiltonian graphs for k ≥ 4 and
2 ≤ l ≤ bn−3k−1c. Hence, for n ≥ l(k− 1) + 3, the class of l−connected k− γc−edge
critical non-hamiltonian graphs of order n is empty if and only if k = 1,2 or 3. In
addition, we show that all 2−connected k−γt−edge critical graphs are hamiltonian for
k= 2 or 3 and we provide classes of 2−connected k−γt−edge critical non-hamiltonian
graphs for k= 4 or 5. In the class of 2−connected k− i−edge critical non-hamiltonian
graphs, we show that it is non-empty when k ≥ 3.
Chapter Seven is concerned with the hamiltonian properties of k−D−edge critical
claw-free graphs where D ∈ {γc,γt ,γ, i}. We prove that all 2−connected 4− γc−edge
critical claw-free graphs are hamiltonian and show that the claw-free condition cannot
be relaxed. We prove that the class of k− γc−edge critical claw-free non-hamiltonian
graphs of connectivity two is empty if and only if k = 1,2,3 or 4. We show that
every 3−connected k− γc−edge critical claw-free graph is hamiltonian for 1≤ k ≤ 6.
WhenD = γt , we show that every 3−connected k−γt−edge critical claw-free graph is
hamiltonian for 2≤ k ≤ 5. When D ∈ {γ, i}, we show that every 4−D−edge critical
claw-free graph is hamiltonian.
We conclude this thesis with Chapter Eight which contains possible future research
and open problems.
CHAPTER 2
Literature Review
In this chapter, we state a number of results from the literature that we make use of
in our work. We begin with results on domination theory and followed by results on
hamiltonian graphs.
2.1 Domination Numbers
We begin with a result of Allan and Laskar [1] which is the relationship between the
domination number and the independent domination number of claw-free graphs.
Theorem 2.1.1. [1] If G is a claw-free graph, then γ(G) = i(G).
However, in this thesis, we mainly focus on critical graphs with respect to domination
numbers. In the following, we give the results which are related in such graphs.
Sumner and Blitch [138] introduced the concept of k− γ−edge critical graphs
and investigated properties and parameters of these such graphs such as the diame-
ter, matching property and hamiltonian property. Moreover, these graphs have been
studied by many authors, for example; Ananchuen and Plummer [13, 14, 16] and [18]
studied matching property, Wojcicka [151], Flandrin et al. [66], Favaron et al. [65] and
Tian et al. [139] studied the hamiltonian property. The following result of Sumner and
Blitch [138] was established in the early study on γ−critical graphs.
Theorem 2.1.2. [138] Let G be a k− γ−edge critical graph. If k = 1, then G is Kn.
Moreover, if k = 2, then G= ∪ni=1K1,ni .
The next basic property of k−γ−edge critical graphs is observed by Ananchuen et
al. [5].
Lemma 2.1.3. [5] Let u and v be a pair of non-adjacent vertices in a k−γ−edge critical
graph G and let Duv be a γ−set of G+uv. Then
10
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(1) |Duv|= k−1 and
(2) |Duv∩{u,v}|= 1.
In the context of vertex criticality, Ananchuen and Plummer [15] and [17] investi-
gated matching property of 3−γ−vertex critical graphs. We next provide the following
observation on k− γ−vertex critical graphs which follows easily by the definition.
Observation 2.1.4. [17] Let G be a k− γ−vertex critical graph and, for a vertex v ∈
V (G), let Dv be a γ−set of G− v. Then |Dv|= k−1.
The study on γt−edge critical graphs was started by van der Merwe et al. [142] and
continued by a number of researchers (for example, Goddard et al. [71], Henning and
van der Merwe [101] and van der Merwe and Loizeaux [141]). As a total dominating
set does not contain an isolated vertex, we must always have γt(G) ≥ 2. By this ob-
servation, Henning and van der Merwe [101] pointed out the structure of k− γt−edge
critical graphs when k = 2.
Theorem 2.1.5. [101] A graph G is 2− γt−edge critical if and only if G is a complete
graph.
Van der Merwe et al. [141] and [142] established fundamental properties of 4−
γt−edge critical graphs described in the following propositions. In what follows, for a
pair of non-adjacent vertices u and v of G, Dtuv denotes a γt−set of G+uv.
Proposition 2.1.6. [141] Let G be a 4−γt−edge critical graph and let u and v be a pair
of non-adjacent vertices of G. Then at least one of the following holds:
(1) {u,v}  G,
(2) for either u or v, without loss of generality, say u, {w,u,v}  G for some w ∈
NG(u) and w /∈ NG(v),
(3) for either u or v, without loss of generality, say u, {x,y,u}G−v and G[{x,y,u}]
is connected.
Proposition 2.1.7. [142] For any graph G with γt(G) = 3 and a γt−set D, either G[D] =
P3 or G[D] = K3.
Goddard et al. [71] established the following property of k− γt−vertex critical
graphs.
Lemma 2.1.8. [71] Let G be a k− γt−vertex critical graph and, for any vertex v ∈
V (G), let Dtv be a γt−set of G− v. Then
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(1) Dtv∩NG[v] = /0,
(2) |Dtv|= k−1.
Goddard et al. [71], further, pointed out that the order of k− γt−vertex critical
graphs satisfies ∆+ k ≤ n≤ ∆(k−1)+1. Mojdeh and Rad [127] proved the existence
of these graphs achieving the upper bound ∆(k−1)+1 with respect to the parities of
k and ∆.
Theorem 2.1.9. [127] If there exists a k−γt−vertex critical ∆−graph G of order ∆(k−
1)+1, then k is odd and ∆ is even.
Rad and Sharebaf [133] proved that there is only one 3− γt−vertex critical graph of
order 9 when ∆= 4. Moreover, they established the existence of 3− γt−vertex critical
graphs achieving the upper bound for even ∆≥ 6.
Theorem 2.1.10. [133] For even ∆≥ 4, there is a 3− γt−vertex critical graph of order
2∆+1.
For the lower bound, Mojdeh and Rad [126] proved the existence of 3− γt−vertex
critical graphs achieving the bound when ∆ is small.
Theorem 2.1.11. [126] There is no 3− γt−vertex critical graph of order ∆+ 3 with
∆= 3 or 5.
Sohn et al. [137] further established the existence of k− γt−vertex critical graphs
achieving the lower bound of ∆+ k vertices.
Theorem 2.1.12. [137] For any odd k ≥ 3 and even ∆ ≥ 2bk−12 c, there exists a k−
γt−vertex critical graph of order ∆+ k.
We next provide results on connected domination. We begin with a result of Sam-
pathkumar and Walikar [134] which gives a relationship between the connected domi-
nation number and the order of a graph.
Proposition 2.1.13. [134] For a connected graph of order n≥ 3, γc(G)≤ n−2 and the
bound is best possible.
Hedetniemi and Laskar [91], further, generalized Proposition 2.1.13 in term of maxi-
mum degree.
Theorem 2.1.14. [91] For any connected graph G, γc(G)≤ n−∆.
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The k− γc−edge critical graphs were introduced by Chen et al. [55] and contin-
ued in Ananchuen [3] and Kaemawichanurat and Ananchuen [111]. Chen et al. [55]
completely characterized 2− γc−edge critical graphs and gave many properties of
3− γc−edge critical graphs. Kaemawichanurat and Ananchuen [111] gave a charac-
terization of 4− γc−edge critical graphs with cut vertices and proved that such graphs
contain a perfect matching. The following results on k− γc−edge critical graphs were
established by Chen et al. [55].
Lemma 2.1.15. [55] Let G be a k− γc−edge critical graph and, for any pair of non-
adjacent vertices u and v of G, let Dcuv be a γc−set of G+uv . Then
(1) k−2≤ |Dcuv| ≤ k−1, in particular if k = 3, then |Dcuv|= 2.
(2) Dcuv∩{u,v} 6= /0.
(3) If u ∈ Dcuv and v /∈ Dcuv, then NG(v)∩Dcuv = /0.
Lemma 2.1.16. [55] Let G be a 3− γc−edge critical graph and I an independent set
with |I| = p ≥ 3. Then the vertices in I may be ordered as w1,w2, ...,wp in such a
way that there exists a path P = z1,z2, ...,zp−1 in G− I with {wi,zi} c G−wi+1 for
1≤ i≤ p−1.
s s s s
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Figure 2.1 : The structure of the independent set I and a path P when p= 5
Theorem 2.1.17. [55] A graph G is 2− γc−edge critical if and only if G = ∪ni=1K1,ni
for ni ≥ 1 and n≥ 2.
Ananchuen [3] provided the following result.
Theorem 2.1.18. [3] Let G be a 3− γc−edge critical graph and S a cut set of G with
|S| ≥ 2. Then ω(G−S)≤ |S|.
It is not difficult to see that 3− γt−edge critical graphs are 3− γc−edge critical
graphs. Simmons [136] established the following result on 3−γt−edge critical graphs.
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Theorem 2.1.19. [136] Let G be a 3− γt−edge critical graph. Then α ≤ δ +2, more-
over if α = δ+2, all vertices of degree δ are contained in every maximum independent
set.
We conclude this section with the following lemma, the proof of which uses similar
ideas to Favaron et al. [65].
Lemma 2.1.20. Let G be a 3− γc−edge critical graph with δ ≥ 2 and α = δ +2 and
x a vertex of degree δ of G. Then G[N[x]] is a clique (complete graph). Moreover, G
has only one vertex of degree δ .
Proof. Let I be a maximum independent set and x a vertex of degree δ . By Theo-
rem 2.1.19, x ∈ I. Let J = I−{x} and then |J| = δ + 1. Lemma 2.1.16 implies that
there exists an ordering w1, ...,wδ+1 of the vertices of J and a path z1, ...,zδ such that
{wi,zi} c G−wi+1 for 1≤ i≤ δ . Since I is an independent set and x ∈ I, xzi ∈ E(G)
for all 1≤ i≤ δ . Thus N(x)= {z1, ...,zδ}. Consider G+wiw j, where 2≤ i 6= j≤ δ+1.
Lemma 2.1.15(2) implies that at least one of wi or w j is in Dcwiw j . Without loss of
generality, let wi ∈ Dcwiw j . Lemma 2.1.15(1) yields that |Dcwiw j −{wi}| = 1. Clearly,
Dcwiw j 6= {wi,w j} to dominate J. Suppose u ∈ Dcwiw j −{wi}. To dominate x and by the
connectedness of (G+wiw j)[Dcwiw j ], u ∈ N(x). Therefore u= zi′ for some 1≤ i′ ≤ δ .
We have uw j /∈ E(G) by Lemma 2.1.15(3). Because z j−1 is the only vertex in N(x)
that w j is not adjacent to, u= z j−1. Thus Dcwiw j = {wi,z j−1}. Because wizi−1 /∈ E(G),
zi−1z j−1 ∈ E(G). It then follows that G[N[x]] is a clique.
Because I is a maximum independent set, there exists an ordering q1, ...,qδ+2 of the
vertices of I and a path y1, ...,yδ+1 satisfying Lemma 2.1.16. Suppose that degG(qi) =
δ for some 1 ≤ i ≤ δ + 1. Thus G[N[qi]] is a clique. We see that q1  {y1, ...,yδ+1}
and so qi 6= q1. Therefore N(qi) = {y j|1≤ j ≤ δ +1}−{yi−1}. Since {qi,yi} c G−
qi+1 and G[N[qi]] is a clique, it follows that yi  G− qi+1. Lemma 2.1.16 yields that
yi−1qi+1,yi−1yi ∈ E(G). Clearly {yi,yi−1} c G, contradicting γc(G) = 3. Therefore
degG(qi)> δ for all 1≤ i≤ δ +1. We have by Theorem 2.1.19 that the only vertex of
degree δ of G is qδ+2. This completes the proof.
For vertex deletion, Ananchuen et al. [7] characterized k−γc−vertex critical graphs
when k ∈ {1,2} and, further, established properties of k− γc−vertex critical graphs.
Lemma 2.1.21. [7] Let G be a k− γc−vertex critical graph. If k = 1, then the only
1− γc−vertex critical graph is a singleton vertex. If k = 2, then the 2− γc−vertex
critical graphs are obtained from Kn for any even number n ≥ 4 by deleting a perfect
matching.
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Lemma 2.1.22. [7] Let G be a k− γc−vertex critical graph and u,v two different ver-
tices of G. We, moreover, let Dcv be a γc−set of G− v. Then
(1) Dcv∩NG[v] = /0,
(2) |Dcv|= k−1 and
(3) NG[v]* NG[u].
Actually, when k≥ 3, Lemma 2.1.22(3) can be slightly improved regardless of whether
or not u and v are adjacent.
Corollary 2.1.23. Let G be a k− γc−vertex critical graph and u,v ∈ V (G) such that
u 6= v and k ≥ 3. Then N(v)* N[u], in particular, N(v)* N(u).
Proof. Suppose there exist u,v ∈V (G) such that N(v)⊆ N[u]. By Lemma 2.1.22(3), it
suffices to consider the case uv /∈ E(G). Because γc(G)≥ 3, V (G)− (N[u]∪{v}) 6= /0.
Let A = V (G)− (N[u]∪{v}). Consider G− u. By Lemma 2.1.22(1), Dcu∩N[u] = /0.
If v ∈ Dcu, then Dcu ∩N(v) = /0 because N(v) ⊆ N[u]. To dominate A, Dcu ∩A 6= /0. It
follows that (G−u)[Dcu] is not connected. Thus v /∈ Dcu and Dcu ⊆ A. Clearly Dcu does
not dominate v, a contradiction and this completes the proof.
When G is a k− γc−vertex critical graph for k ≥ 3, it is worth noting that the neigh-
borhood of every vertex of G− v intersects Dcv.
Lemma 2.1.24. Let G be a k− γc−vertex critical graph for k ≥ 3 and v a vertex of G.
For any vertex w ∈V (G)−{v}, Dcv∩N(w) 6= /0.
Proof. If w ∈ Dcv, then Dcv ∩N(w) 6= /0 by the connectedness of (G− v)[Dcv]. But if
w /∈ Dcv, then Dcv∩N(w) 6= /0 to dominate w. This completes the proof.
2.2 Hamiltonian Graphs
Hamiltonian properties of graphs have attracted considerable attention by many re-
searchers. A very simple but useful necessary condition was found by Chva´tal and
Erdo¨s [57]. They established the following result which is a sufficient condition of a
graph to be hamiltonian.
Theorem 2.2.1. [57] Let G be an l−connected graph. If l ≥ α , then G is hamiltonian.
Moreover if the inequality is strict, then G is hamiltonian connected.
A well known and very useful property of hamiltonian graphs was established by
Chva´tal [56].
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Proposition 2.2.2. [56] If G is a hamiltonian graph, then |S|ω(G−S) ≥ 1 for every cut set
S⊆V (G).
A graph G is called minimal 2−connected non-hamiltonian if it is a 2−connected
non-hamiltonian graph and H is either hamiltonian or connectivity less than two for
any induced subgraph H of G. These graphs have been characterized by Brousek [30]
as detailed in the following construction.
For n1,n2,n3 ≥ 3, let P = x1,x2, ...,xn1,P′ = y1,y2, ...,yn2 and P′′ = z1,z2, ..., ,zn3
be three disjoint paths of order n1,n2 and n3, respectively. From these, we define the
graph Pn1,n2,n3 by adding the edges
• x1y1,y1z1,z1x1 and
• xn1yn2,yn2zn3,zn3xn1 .
The graph Pn1,n2,n3 is illustrated in Figure 2.2(a).
We construct the graph PT,n2,n3 from the graph Pn1,n2,n3 by letting n1 = 3 and adding
the edge x1x3, that is
• PT,n2,n3 = P3,n2,n3 + x1x3.
We can construct the graphs Pn1,T,n3,Pn1,n2,T ,PT,T,n3 ,PT,n2,T ,Pn1,T,T and PT,T,T in the
same way. For example, see Figure 2.2(b) for the graph PT,n2,T .
We define the classP of eight types of graphs as follows.
P = {Pp1,p2,p3 : pi ∈ {T,ni} and ni ≥ 3 for 1≤ i≤ 3}.
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Figure 2.2(a) : The graph Pn1,n2,n3
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Figure 2.2(b) : The graph PT,n2,T
Theorem 2.2.3. [30] A graph G is a minimal 2−connected non-hamiltonian claw-free
graph if and only if G ∈P .
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We next determine an operation which was introduced by Ryja´cˇek [132] in order to
study hamiltonicities of claw-free graphs. A vertex x is said to be eligible if G[NG(x)]
is connected but non complete. For an eligible vertex x let EG(x) = {vu|u,v ∈ NG(x)
but uv /∈ E(G)} and let Gx be the graph such that V (Gx) =V (G) and E(Gx) = E(G)∪
EG(x). The graph Gx is called the local completion of G at x. For a claw-free graph G,
let G0,G1, ...,Gt be a sequence of graphs for which G=G0 and for some eligible vertex
x of Gi−1, Gi = (Gi−1)x, at the end, Gt has no eligible vertex. Hence Gt is called the
closure of G and is denoted by cl(G). Ryja´cˇek [132] showed that cl(G) is well defined.
As an example, consider a claw-free graph G in Figure 2.3. We see that G[N(a)] is
connected and non complete with EG(a) = {bd,be}. Thus Ga is the graph G adding
edges bd and be. We then have NGa(d) = {a,b,c,e, f} and EGa(d) = { f c, f a, f e}.
Therefore (Ga)d is the graph Ga adding edges f c, f a and f e. We see that the graph
(Ga)d has no eligible vertex. Hence, cl(G) = (Ga)d . In Figure 2.3, we use a thick line
to denote an edge for the local completion.
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We, further, give an example to demonstrate that if we choose a different sequence of
vertices for the local completion, then we still obtain the same closure of G. We see
that N( f ) = {b,d} and EG( f ) = {bd}. Clearly, G f = G+ bd. We then see that c is
an eligible vertex of G f with NG f (c) = {a,b,d,e} and EG f (c) = {be}. Thus (G f )c =
G f +be. Clearly (G f )c still has b and d as eligible vertices. It is easy to see that both
of ((G f )c)d and ((G f )c)b are the same as (Ga)d .
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Brousek et al. [31] use this operation to establish Theorem 2.2.4. Before we state this
theorem let us introduce some classes of graphs.
The ClassF1 :
Let Q1 and Q2 be two copies of complete graphs of order at least three and Q′3,Q
′
4
and Q′5 three disjoint non-empty sets of vertices. Let a3,a4 and a5 be three different
vertices of Q1 and b3,b4 and b5 be three different vertices of Q2. We define a graph
G in the classF1 by adding edges so that the vertices in {ai,bi}∪Q′i form a complete
graph for 3≤ i≤ 5.
Observe that G[{ai,bi}∪Q′i] is a complete graph of order at least three. We call this
subgraph the Qi. We observe also that |V (Q1)∩V (Qi)| = 1 and |V (Q2)∩V (Qi)| = 1
for 3 ≤ i ≤ 5. A graph in this class is illustrated by Figure 2.5(a). We use an oval to
denote a complete subgraph.
The ClassF2 :
Let c1,c2,c3,c1 and c′1,c
′
2,c
′
3,c
′
1 be two disjoint triangles. We, further, let R
′
1,R
′
2
and R′3 be three disjoint non-empty sets of vertices and r ∈ R′3.
Define a graph G in the classF2 as follows.
• For 1 ≤ i ≤ 2, add edges so that the vertices in {c′i,ci} ∪R′i form a complete
graph,
• add edges so that the vertices in {c3}∪R′3 form a complete graph and
• add the edge rc′3.
Observe that, for 1 ≤ i ≤ 2, the subgraph G[{ci,c′i}∪R′i] is a complete graph of order
at least three. We call this subgraph the Ri. We observe also that G[{c3}∪R′3] is a
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complete graph of order a least two and we call this subgraph the R3. A graph in this
class is illustrated by Figure 2.5(b).
The ClassF3 :
Let c1,c2, ...,c5,c6,c1 be a cycle on six vertices and F a copy of a complete graph
of order at least three. Let s and s′ be two different vertices of F .
Define a graph G in the classF3 by
• adding the edges sc1,sc6 and
• adding the edges s′c3,s′c4.
A graph in this class is illustrated by Figure 2.5(c).
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Figure 2.5(c) : The ClassF3
Brousek et al. [31] proved :
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Theorem 2.2.4. [31] Let G be a 2−connected {K1,3,N1,2,2,N1,1,3}−free graph. Then
either G is hamiltonian, or G is isomorphic to P3,3,3 where P3,3,3 ∈P or cl(G) ∈
F1∪F2∪F3.
Recently, Xiong et al. [152] establish this following lemma.
Theorem 2.2.5. [152] Let G be a 3−connected {K1,3,Ns1,s2,s3}−free graphs. If s1 +
s2+ s3 ≤ 9 and si ≥ 1, then G is hamiltonian.
CHAPTER 3
Critical Graphs with respect to
Domination Numbers
By the concept of connected domination, every connected dominating set of size at
least two does not contain an isolated vertex in its induced subgraph. This mean-
s that it is also a total dominating set. By the minimality of γt(G), we always have
γt(G) ≤ γc(G) if γc(G) ≥ 2. When the total domination number is 2 or 3, we see that
the subgraph induced by a γt−set is connected. Therefore, γc(G)≤ γt(G). We can con-
clude by simple structures of γt−sets that every graph G with γt(G) ∈ {2,3} satisfies
γc(G) = γt(G). However, for γt(G)≥ 4, the subgraph induced by a γt−set need not be
connected. For example, a cycle C8 = c1,c2, ...,c8,c1 has Dt = {c1,c2,c5,c6} as one
of its γt−set and it has Dc = {c1,c2, ...,c6} as one of its γc−set. The induced subgraph
C8[Dt ] consists of two components of paths of length one rather than connected while
C8[Dc] is a path of length five. Therefore, γt(G) = γc(G) is not always true for a graph
G with γt(G) ≥ 4. However, we have noticed that for a 4− γt−edge critical graph G,
γt(G+uv)≤ 3 for any non-adjacent vertices u,v of G. Thus the subgraph induced by a
γt−set of G+uv is connected and is therefore a connected dominating set. This gives
rise to the following problem : Is the class of connected 4−γt−edge critical graphs the
same as the class of 4− γc−edge critical graphs? When we study edge critical graphs,
it spontaneously leads us to consider vertex critical graphs as well. Similarly, for a
2−connected 4− γt−vertex critical graph G, γt(G− v) = 3 for every vertex v of G.
Thus a γt−set of G− v is a connected dominating set. We may ask the same question
whether every 2−connected 4−γt−vertex critical graph is the same as a 4−γc−vertex
critical graph? In this chapter, we show that the class of connected k−γt−edge critical
graphs and the class of k− γc−edge critical graphs are the same if and only if k = 3 or
4. Similarly, we show that the class of 2−connected k− γt−vertex critical graphs and
the class of k− γc−vertex critical graphs are the same if and only if k = 3 or 4.
For domination number and independent domination number, Allan and Laskar [1]
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proved that γ(G) = i(G) for every claw-free graph G. Although we might obtain a
claw as an induced subgraph after adding any single edge in a claw-free graph, we can
show that k−γ−edge critical graphs and k− i−edge critical graphs are the same in the
class of claw-free graphs.
3.1 γc−Critical Graphs and γt−Critical Graphs
In this section, we show that the class of connected k−γt−edge critical graphs and the
class of k− γc−edge critical graphs are the same if and only if 3 ≤ k ≤ 4. Note that
γt(G)≤ γc(G) when γc(G)≥ 2. We first establish the following theorem.
Theorem 3.1.1. Let G be a connected graph. Then G is a 4− γt−edge critical graph if
and only if G is a 4− γc−edge critical graph.
Proof. Suppose that G is a 4− γc−edge critical graph. Thus γt(G)≤ γc(G) = 4. Sup-
pose that γt(G)< 4. Hence, there exists a γt−set Dt of G of size less than 4. Because
|Dt | < 4, G[Dt ] is connected by Proposition 2.1.7. Therefore Dt is a connected domi-
nating set of G of size less than 4, a contradiction. Hence, γt(G) = 4.
Consider G+ uv for uv /∈ E(G). Because G is 4− γc−edge critical, there exists
by Lemma 2.1.15(1) a γc−set Dcuv of G+ uv with |Dcuv| < 4. Clearly, Dcuv is a total
dominating set of G+uv. Therefore γt(G+uv)≤ |Dcuv|= γc(G+uv)< γc(G) = γt(G).
Hence, G is 4− γt−edge critical.
Conversely, suppose G is a 4−γt−edge critical graph. We first show that γc(G)= 4.
Claim : There exists a connected dominating set of size 4 of G.
Consider G+uv for uv /∈ E(G). Let Dtuv be a γt−set of G+uv. By the criticality,
|Dtuv| < 4. Clearly (G+ uv)[Dtuv] is connected by Proposition 2.1.7. Thus Dtuv c
G+uv. We distinguish two cases.
Case 1 : |Dtuv∩{u,v}|= 1.
Proposition 2.1.6(3) implies that |Dtuv| = 3. We may suppose without loss of gen-
erality that Dtuv∩{u,v}= {v}. Since Dtuv c G+uv and G is connected, it follows that
there exists w ∈ V (G)−Dtuv such that wu ∈ E(G) and w must be adjacent to at least
one vertex in Dtuv. Because |Dtuv|= 3, Dtuv∪{w} is a connected dominating set of size
4 of G.
Case 2 : |Dtuv∩{u,v}|= 2.
We then distinguish two subcases according to Proposition 2.1.6(1) and (2).
Subcase 2.1 : Dtuv = {u,v}.
If there is w ∈ N(u)∩N(v), then {u,v,w} is a total dominating set of size 3 of G,
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a contradiction. Hence, N(u)∩N(v) = /0. Because G is connected and {u,v}  G,
there exist x,y such that x ∈ N(u),y ∈ N(v) and xy ∈ E(G). Therefore {u,v,x,y} is a
connected dominating set of size 4 of G.
Subcase 2.2 : Dtuv = {u,v,z} for some z ∈V (G).
Thus z is adjacent to exactly one of u or v, say v. If there is y ∈ N({z,v})∩N(u),
then {u,v,y,z} is a connected dominating set of size 4 of G. Suppose that N({z,v})∩
N(u) = /0. We partition set V (G)−{u,v,z} as A1 = N(u) and A2 = N({v,z})−{v,z}.
If v  A2, then {u,v}  G+ uv. This contradicts the fact that Dtuv = {u,v,z} is a
smallest total dominating set of G+ uv. Hence, there is w ∈ A2 such that zw ∈ E(G)
but vw /∈E(G). Consider G+vw. If |Dtvw∩{v,w}|= 1, then, by similar arguments as in
the proof of Case 1, G contains a connected dominating set of size 4. Thus, we suppose
|Dtuv∩{v,w}|= 2. If Dtvw = {v,w}, then no vertex in Dtvw dominates u because w ∈ A2
and A1∩A2 = /0, a contradiction. Therefore Dtvw = {a,v,w} for some a ∈V (G). In fact
a ∈ A1. Thus a is adjacent to w because A1∩A2 = /0. Since vz,wz ∈ E(G), {a,v,w,z}
is a connected dominating set of size 4 of G and thus, establishing the claim.
We now suppose that γc(G)< 4. Thus γt(G)≤ γc(G)< 4 contradicting γt(G) = 4.
Hence, γc(G)≥ 4 and this together with the claim give γc(G) = 4.
We finally prove the criticality by considering G+ uv for uv /∈ E(G). Because G
is 4− γt−edge critical, there exists a γt−set Dtuv of size less than 4 of G+ uv. Since
|Dtuv| < 4, (G+ uv)[Dtuv] is connected by Proposition 2.1.7. Thus Dtuv c G+ uv. So
γc(G+uv)≤ |Dtuv|< 4 = γc(G). This completes the proof of Theorem 3.1.1.
Let Gk = {G|γc(G) = γt(G) = k} and, moreover, let
Tek : the class of connected k− γt−edge critical graphs G with G ∈Gk and
Cek : the class of connected k− γc−edge critical graphs G with G ∈Gk.
In view of Theorem 3.1.1, we have Te4 = Ce4. We next show that Tek and C
e
k need not
be the same for k ≥ 5.
Theorem 3.1.2. Tek 6= Cek when k ≥ 5.
Proof. We prove the theorem by providing a graph G ∈ Tek −Cek when k ≥ 5. We
distinguish the proof by the parity of k.
Case 1 : k is even.
Let k = 2q for some positive integer q≥ 3. Let G be the graph constructed from q
different paths of length two, say Pi = xi1,x
i
2,x
i
3 for i= 1,2, ...,q and then adding edges
so that the vertices in {xi1|1≤ i≤ q} form a clique (see Figure 3.1(a)).
We first show that γt(G) = γc(G) = k= 2q. Note that {xi1,xi2|1≤ i≤ q}c G. Thus
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γc(G)≤ 2q. For i= 1,2, ..,q, we need at least two vertices to totally dominate each of
Pi. So 2q≤ γt(G). Thus 2q≤ γt(G)≤ γc(G)≤ 2q. Hence, γt(G) = γc(G) = 2q.
We now consider the total domination number of G+ uv where uv /∈ E(G). If
{u,v} = {xim,x jp} where i 6= j and 2 ≤ m, p ≤ 3, then {xim,x jp} ∪ {xl1,xl2|l 6= i, j} t
G+uv. So γt(G+uv)≤ 2q−2< γt(G). If {u,v}= {xi1,x jp}where i 6= j and p∈ {2,3},
then {xi1,xi2,x jp}∪{xl1,xl2|l 6= i, j}t G+uv. So γt(G+uv)≤ 2q−1< γt(G). Finally, if
{u,v}= {xi1,xi3}, then {xi1}∪{xl1,xl2|l 6= i}t G+uv Thus γt(G+uv)= 2q−1< γt(G).
So G is k− γt−edge critical and G ∈ Tek.
We now consider the connected domination number of G+uv. If {u,v}= {x13,x23},
then by Lemma 2.1.15(2), Dcuv ∩ {x13,x23} 6= /0. Without loss of generality, we may
suppose x13 ∈ Dcuv. Since (G+ uv)[Dcuv] is connected, we need at least two vertices
xi1,x
i
2 to dominate P
i for i 6= 1,2. If x23 ∈ Dcuv, then x21,x22 ∈ Dcuv or x11,x12 ∈ Dcuv by the
connectedness of (G+ uv)[Dcuv]. Therefore |Dcuv| ≥ 2q = k. Thus G is not critical.
Hence, we may assume that x23 /∈ Dcuv and so, x11,x12,x13 ∈ Dcuv by the connectedness of
(G+uv)[Dcuv]. Further, x
2
1 ∈ Dcuv for dominating x22. So |Dcuv| ≥ 2q = k and G is not a
k− γc−edge critical graph. Thus G /∈ Cek.
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Figure 3.1(a): G ∈ Tek−Cek, k is even Figure 3.1(b): G ∈ Tek−Cek, k is odd
Case 2 : k is odd.
Let k= 2q+1 for some positive integer q≥ 2. Let G be the graph constructed from
q different paths of length two, say Pi = xi1,x
i
2,x
i
3 for i = 1, ...,q and a path of length
one, say Pq+1 = xq+11 ,x
q+1
2 and then adding edges so that the vertices in {xi1|1 ≤ i ≤
q+1} forms a clique (see Figure 3.1(b)).
By similar arguments as in Case 1, we have γt(G) = γc(G) = 2q+ 1. To show
γt(G+ uv) < k where uv /∈ E(G), we can apply similar arguments as in the proof
of Case 1 when {u,v} ⊆ {xil|1 ≤ i ≤ q,1 ≤ l ≤ 3}. We now suppose that {u,v} ∩
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V (Pq+1) 6= /0. Because |V (Pq+1)|= 2, |{u,v}∩V (Pq+1)|= 1. Without loss of general-
ity, assume that u ∈V (Pq+1) and v ∈V (P j) for some j ∈ {1, ...,q}. If u ∈ {xq+11 ,xq+12 }
and v ∈ {x j2,x j3}, then {u,v}∪{xl1,xl2|l 6= j,q+ 1} t G+ uv. So γt(G+ uv) ≤ 2q ≤
γt(G). Finally if u= xq+12 and v= x
j
1, then {xl1,xl2|l 6= q+1}t G+uv. So γt(G+uv)≤
2q< γt(G) and G ∈ Tek. By considering G+ x13x23, we can show that a graph G is not a
k− γc−edge critical graph by similar arguments as in Case 1.
Hence, G ∈ Tek but G /∈ Cek. Therefore, Tek 6= Cek when k ≥ 5. This completes the
proof of Theorem 3.1.2.
Chen et al. [55] characterized that a graph G is 2− γc−edge critical if and only if
G = ∪ni=1K1,ni for ni ≥ 1 and n ≥ 2. Henning and van der Merwe [101] proved that
a graph G is 2− γt−edge critical if and only if G is a complete graph (see Theorem
2.1.5). Thus Te2 6= Ce2. For k = 3, Ananchuen [3] pointed out that Te3 = Ce3. Thus,
Theorems 3.1.1 and 3.1.2 imply the following corollary.
Corollary 3.1.3. Tek = C
e
k if and only if 3≤ k ≤ 4.
The next result shows that there exists a graph belonging to Tek and C
e
k.
Theorem 3.1.4. For k ≥ 5, Tek∩Cek 6= /0.
Proof. Let G ∈Cek. For all uv /∈ E(G) and a γc−set Dcuv of G+uv, we have Dcuv is also
a total dominating set of G+uv. Since G is a k−γc−edge critical graph and γt(G) = k,
it follows that γt(G+ uv) ≤ |Dcuv| < k = γt(G). Therefore G ∈ Tek, and thus Cek ⊆ Tek.
To prove the theorem, it suffices to establish a graph G in the class Cek. We distinguish
two cases according to the parity of k.
Case 1 : k is even.
Let k = 2m for some positive integer m ≥ 3. For 1 ≤ i ≤ k, let Kni be a copy of a
complete graph of order ni ≥ 1 and Kk a copy of a complete graph of order k where
V (Kk) = {x1,x2, ...xk}. We obtain a graph G in the class Tek∩Cek from Kn1,Kn2, ...,Knk
and Kk by adding edges according to the following join operations :
• Kn2i ∨Kn2i−1 ,
• x2i∨(Kn2i−1−u2i−1) and x2i−1∨(Kn2i−v2i) for some u2i−1 ∈V (Kn2i−1) and v2i ∈
V (Kn2i)
for 1≤ i≤ m. Moreover, for 1≤ j ≤ 2m,
• x j∨Kn j .
The following figure illustrates the graph G.
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Figure 3.2(a): G ∈ Tek∩Cek, k is even
We next show that a graph G ∈ Cek. Therefore {x1,x2, ...,xk} c G. Thus γt(G) ≤
γc(G) ≤ k. By the construction, we need at least two vertices to totally dominate
Kn2i ∪Kn2i−1 for 1≤ i≤m. It follows that γt(G)≥ k. Therefore k≤ γt(G)≤ γc(G)≤ k.
Hence, γc(G) = γt(G) = k.
For establishing the criticality, we consider G+ uv where uv /∈ E(G). If {u,v} =
{x2i,u2i−1}, then Dcuv = {xi|i= 1,2, ...,k}−{x2i−1}. Similarly, if {u,v}= {x2i−1,v2i},
then Dcuv = {xi|i= 1,2, ...,k}−{x2i}. If {u,v}= {x2i,q} when q is any vertex in Kn2 j−1
or Kn2 j for 1≤ i 6= j ≤m, then Dcuv = ({xi|i= 1,2, ...,k}∪{q})−{x2 j,x2 j−1}. We can
show that γc(G) < k when {u,v} = {x2i−1,q} such that q is a vertex in Kn2 j−1 or Kn2 j
for 1≤ i 6= j ≤ m by a similar argument. Further, if {u,v}= {p,q} when p ∈V (Kn2i)
and q ∈ V (Kn2 j) for 1 ≤ i 6= j ≤ m, we have Dcuv = ({xi|i = 1,2, ...,k} ∪ {p,q})−
{x2i−1,x2 j,x2 j−1}. Moreover, when p ∈ V (Kn2i) and q ∈ V (Kn2 j−1) or p ∈ V (Kn2i−1)
and q ∈ V (Kn2 j) or p ∈ V (Kn2i−1) and q ∈ V (Kn2 j−1) for 1 ≤ i 6= j ≤ m, we can prove
the criticality by similar arguments. Therefore G ∈ Cek.
Case 2 : k is odd.
Let k= 2m+1 for some positive integer m≥ 2. For 1≤ i≤ k−1, let Kni be a copy
of a complete graph of order ni ≥ 1, Knk = K1 and Kk a copy of a complete graph of
order k such thatV (Kk) = {x1,x2, ...xk}. We obtain a graph G in the class Tek∩Cek from
Kni for 1≤ i≤ k and Kk by adding edges according to the following join operations :
• Kn2i ∨Kn2i−1 ,
• x2i∨(Kn2i−1−u2i−1) and x2i−1∨(Kn2i−v2i) for some u2i−1 ∈V (Kn2i−1) and v2i ∈
V (Kn2i)
for 1≤ i≤ m. Moreover, for 1≤ j ≤ 2m+1,
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• x j∨Kn j .
The following figure illustrates the graph G. It is worth noting that, in these two con-
structions of Cases 1 and 2, the graphs G ∈ Tek ∩Cek when ni = 1 for 1 ≤ i ≤ k were
found earlier by Henning and van der Merwe [101].
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Figure 3.2(b) : G ∈ Tek∩Cek, k is odd
We can show that γc(G) = k by similar arguments as in Case 1. We then show
the criticality of G. Let {a}=V (Knk). Consider G+uv where uv /∈ E(G). If {u,v} ⊆
∪k−1i=1 (V (Kni)∪{xi}), we then establish the criticality by similar arguments as k is even.
We now consider when {u,v}∩{a,xk} 6= /0. If {u,v} = {xk, p} for some p ∈ V (Kn2i)
or p ∈ V (Kn2i−1), i = 1,2, ...,m, then Dcuv = ({xi|i = 1,2, ...,k} ∪ {p})−{x2i,x2i−1}.
If {u,v} = {a, p} for some p ∈ V (Kn2i) or p ∈ V (Kn2i−1), i = 1,2, ...,m, then Dcuv =
({xi|i= 1,2, ...,k}∪{p})−{x2i−1,xk} or Dcuv = ({xi|i= 1,2, ...,k}∪{p})−{x2i,xk},
respectively. Finally, if {u,v}= {a,xi} for 1≤ i≤ k−1, then Dcuv = {xi|i= 1,2, ...,k−
1}. In either case, γc(G+uv)< k. Therefore, G ∈ Cek and this completes the proof of
Theorem 3.1.4.
In the following, we show that the class of 2−connected k− γt−vertex critical
graphs and the class of 2−connected k− γc−vertex critical graphs are the same if and
only if 3≤ k ≤ 4. We first give the following theorem.
Theorem 3.1.5. Let G be a 2−connected graph. Then G is a 4− γt−vertex critical
graph if and only if G is a 4− γc−vertex critical graph.
Proof. Note that for any v∈V (G), v is not a support vertex and G−v is connected since
G is 2−connected. Let G be a 4− γc−vertex critical graph. Thus γt(G) ≤ γc(G) = 4.
If γt(G)< 4, then there exists a γt−set Dt of size less than 4 of G. Therefore G[Dt ] is
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connected by Proposition 2.1.7. Thus Dt c G and we have γc(G)≤ 3, a contradiction.
Hence, γt(G) = 4.
We next show that γt(G− v) < γt(G) for a vertex v of V (G). Hence γt(G− v) ≤
γc(G− v) = 3 by Lemma 2.1.22(2). Thus γt(G− v)< γt(G) as required.
Conversely, suppose G is 4− γt−vertex critical. We first show that γc(G) = 4. Let
v ∈ V (G). Consider G− v. Lemma 2.1.8(2) yields that |Dtv| = 3. Proposition 2.1.7
gives also that (G− v)[Dtv] is connected. Therefore Dtv c G− v. Lemma 2.1.8(1)
thus implies there is no vertex of Dtv adjacent to v. Since G is connected, there exists
w∈V (G)−Dtv such that vw∈ E(G) and w is adjacent to at least one vertex of Dtv. Thus
Dtv ∪{w} is a γc−set of size 4 of G. We now have γc(G) ≤ 4. Suppose there exists
Dc which is a γc−set of size less than 4. Since G[Dc] is connected, there is no isolated
vertex in G[Dc]. Thus Dc t G and so, γt(G)≤ |Dc|< 4= γt(G), a contradiction. Thus
γc(G) ≥ 4 and these imply that γc(G) = 4. In the proof of criticality, since |Dtv| = 3,
(G−v)[Dtv] is connected. Hence Dtv becomes a connected dominating set of G−v. That
is γc(G− v)≤ |Dtv|= 3 < 4 = γc(G) and this completes the proof of our theorem.
Let
Tvk : class of 2−connected k− γt−vertex critical graphs G with G ∈Gk and,
Cvk : class of 2−connected k− γc−vertex critical graphs G with G ∈Gk.
As a consequence of Theorem 3.1.5, we have Tv4 = C
v
4. However, we next show
that Tvk and C
v
k are different when k ≥ 5.
Theorem 3.1.6. Tvk 6= Cvk when k ≥ 5.
Proof. We prove this theorem by giving a construction of a graph G such that G ∈ Tvk
but G /∈ Cvk when k ≥ 5. We distinguish two cases according to the parity of k.
Case 1 : k is even.
Let k = 2m+ 2 where m ≥ 2. Let Pi = ai1,ai2,ai3,ai4 for 1 ≤ i ≤ m. Let V (G) =
∪mi=1V (Pi)∪{x,y} and E(G) = {xy}∪{xai1|1≤ i≤ m}∪{yai4|1≤ i≤ m} (see Figure
3.3(a)).
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Figure 3.3(a) : G ∈ Tvk−Cvk, k is even
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So {x,y}∪{ai1,ai4|1 ≤ i ≤ m} c G. Thus γc(G) ≤ 2m+ 2. Since a γc−set of G
is also a total dominating set of G, γt(G) ≤ γc(G) ≤ 2m+ 2. To show that γt(G) =
γc(G) = 2m+2, we need only show that 2m+2≤ γt(G). Let Dt be a γt−set of G. We
next establish the following claim.
Claim 1 : For 1≤ i≤ m, |Dt ∩V (Pi)| ≥ 2.
Suppose first that ai2 ∈ Dt . Thus ai3 ∈ Dt or ai1 ∈ Dt . It follows that ai3,ai2 ∈ Dt or
ai1,a
i
2 ∈ Dt . We then suppose that ai2 /∈ Dt . If ai3 ∈ Dt , then ai4 ∈ Dt . Finally, consider
when ai3 /∈ Dt . Therefore ai1,ai4 ∈ Dt to dominate ai2,ai3 and we settle Claim 1.
Consider the case {x,y} ⊆ Dt . By Claim 1, |Dt | ≥ 2m+2.
We now consider the case when |{x,y}∩Dt | = 1. Without loss of generality, as-
sume that {x,y}∩Dt = {x}. Since x ∈ Dt , x is adjacent to some vertex in Dt . Thus
ai1 ∈ Dt for some i ∈ {1, ...,m}. Without loss of generality, let a11 ∈ Dt . Suppose that
a14 /∈ Dt . Since Dt t a14 and y /∈ Dt , a13 ∈ Dt . Because a13 ∈ Dt and a14 /∈ Dt , it fol-
lows that a12 ∈ Dt . Hence {x,a11,a12,a13} ⊆ Dt . Claim 1 gives that |Dt ∩V (Pi)| ≥ 2 for
2 ≤ i ≤ m. So |Dt | ≥ 2(m− 1)+ 4 = 2m+ 2. We then suppose that a14 ∈ Dt . Since
y /∈ Dt , a13 ∈ Dt . Hence, {x,a11,a14,a13} ⊆ Dt . Similarly, |Dt | ≥ 2(m−1)+4 = 2m+2.
We finally consider the case when {x,y}∩Dt = /0. Since Dt t {x,y}, ai1,a j4 ∈ Dt
for some i, j ∈ {1, ...,m}. Suppose first that i = j. Without loss of generality, let
i = j = 1. Since x,y /∈ Dt , a11,a14 ∈ Dt and a11a14 /∈ E(G), it follows that a12,a13 ∈ Dt
and thus {a11,a12,a13,a14} ⊆ Dt . Claim 1 yields that |V (Pi)∩Dt | ≥ 2 for 2 ≤ i ≤ m. So
|Dt | ≥ 2(m− 1)+ 4 = 2m+ 2. We now consider j 6= i. Without loss of generality,
let i = 1, j = 2. Since {x,y}∩Dt = /0 and a11,a24 ∈ Dt , it follows that we need at least
three vertices in Dt ∩V (Pl) to totally dominate Pl for l ∈ {1,2}. Claim 1 thus implies
|Dt | ≥ 2(m−2)+3+3 = 2m+2. Hence, 2m+ 2 ≤ γt(G) ≤ γc(G) ≤ 2m+2 and we
have that γt(G) = γc(G) = 2m+ 2. We show that γt(G− v) < γt(G) for a vertex v of
G. Consider G− v. We have to show that |Dtv| = 2m+ 1. Suppose first that v = ai1.
Thus Dtv = {ai3,ai4,y}∪{a j2,a j3|1≤ i 6= j ≤ m} and |Dt |= 2(m−1)+3 = 2m+1. We
then suppose that v = ai2. Thus D
t
v = {x,y,ai4}∪ {a j2,a j3|1 ≤ j 6= i ≤ m} and |Dtv| =
2(m− 1)+ 3 = 2m+ 1. When v = x, we have Dtv = {a12,a13,a14}∪{ai2,ai3|2 ≤ i ≤ m}
and |Dtv| = 2(m− 1)+ 3 = 2m+ 1. We can prove the criticality when v = ai4,v = ai3
and v= y where i∈ {1, ...,m} by the same arguments as when v= ai1,v= ai2 and v= x,
respectively. Hence, G ∈ Tvk. Consider G− x. By Lemma 2.1.22(1), y /∈ Dcx. It follows
that (G−x)[Dcx] is not connected. Therefore the graph G is not a k−γc−vertex critical.
So G /∈ Cvk.
Case 2 : k is odd.
Let k= 2m+1 when m≥ 2. Let Pi= ai1,ai2,ai3,ai4 for 2≤ i≤m and P1 = a11,a12,a13.
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LetV (G) =∪mi=1V (Pi)∪{x,y} and E(G) = {xy,a13y}∪{xai1|1≤ i≤m}∪{yai4|2≤ i≤
m} (see Figure 3.3(b)).
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Figure 3.3(b) : G ∈ Tvk−Cvk, k is odd
We see that {x,y,a11} ∪ {ai1,ai4|2 ≤ i ≤ m} c G. Thus γc(G) ≤ 2(m− 1)+ 3 =
2m+1. To show that γt(G) = γc(G) = 2m+1, we need only show that γt(G)≥ 2m+1.
Let Dt be a γt−set of G. We establish the following claim.
Claim 2 : For 2≤ i≤ m, |Dt ∩V (Pi)| ≥ 2.
By applying the same arguments as in the proof of Claim 1, |Dt ∩V (Pi)| ≥ 2 for
all i such that |V (Pi)|= 4.
We consider the case when {x,y}⊆Dt . To dominate a12,a11 ∈Dt or a13 ∈Dt . Hence,
{a11,x,y} ⊆ Dt or {a13,x,y} ⊆ Dt . By Claim 2, |Dt ∩V (Pi)| ≥ 2 for 2 ≤ i ≤ m. So
|Dt | ≥ 2(m−1)+3 = 2m+1.
We consider the case when |{x,y}∩Dt | = 1. Without loss of generality, assume
that {x,y} ∩Dt = {x}. Since x ∈ Dt and y /∈ Dt , it follows that ai1 ∈ Dt for some
i ∈ {1, ...,m}. Suppose that i> 1, without loss of generality i= 2. Thus a21 ∈Dt . Since
y /∈Dt andDt t P1, it follows that |Dt∩V (P1)| ≥ 2. Because Dt t a24, {x,a21,a22,a23}⊆
Dt when a24 /∈ Dt and {x,a21,a23,a24} ⊆ Dt when a24 ∈ Dt . Claim 2 thus implies γt(G) =
|Dt | ≥ 2(m−2)+2+4= 2m+2 > 2m+1= γc(G), a contradiction. We then suppose
that i = 1. Since y /∈ Dt , Dt t a13 and a11a13 /∈ E(G), it follows that |Dt ∩V (P1)| ≥ 2.
Claim 2 yields that |Dt ∩V (P j)| ≥ 2 for j ∈ {2, ...,m}. Therefore |Dt | ≥ 2(m− 1)+
2+1 = 2m+1.
We consider the case when {x,y}∩Dt = /0. To dominate {x,y}, {ai1,a13} ⊆ Dt or
{ai1,a j4} ⊆ Dt for some 1≤ i≤ m,2≤ j ≤ m.
Suppose that {ai1,a j4} ⊆ Dt for some 1 ≤ i ≤ m,2 ≤ j ≤ m. Since x,y /∈ Dt , |Dt ∩
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V (P1)| ≥ 2. We may assume that i> 1. If i 6= j, then |Dt ∩V (Pi)|= |Dt ∩V (P j)|= 3
to dominate ai4 and a
j
1 because x,y /∈ Dt . Claim 2 implies that γt(G) = |Dt | ≥ 2(m−
3) + 3+ 3+ 2 = 2m+ 2 > 2m+ 1 = γc(G), a contradiction. Hence, i = j. Since
ai1,a
i
4 ∈Dt ,x,y /∈Dt and ai1ai4 /∈ E(G), it follows that ai2,ai3 ∈Dt . Claim 2 thus implies
γt(G) = |Dt | ≥ 2(m−2)+2+4= 2m+2> 2m+1= γc(G), again a contradiction. We
now assume that i= 1. Hence {a11,a12} ⊆ Dt and {a j2,a j3,a j4} ⊆ Dt to totally dominate
a j1. Thus |Dt | ≥ 2(m−2)+2+3 = 2m+1.
We now suppose that {ai1,a13} ⊆Dt for some 1≤ i≤m. If i= 1, then Dt ∩V (P1) =
{a11,a12,a13} because a11a13 /∈ E(G). Claim 2 then implies that |Dt | ≥ 2(m− 1)+ 3 =
2m+1. If i> 1, without loss of generality let i= 2, then a12 ∈ Dt because a13 ∈ Dt and
y /∈Dt . Since a21 ∈Dt and x,y /∈Dt , it follows that |Dt ∩V (P2)|= 3 to totally dominate
a24. Claim 2 yields that |Dt | ≥ 2(m− 2)+ 2+ 3 = 2m+ 1. Hence, 2m+ 1 ≤ γt(G) ≤
γc(G)≤ 2m+1. Therefore, γt(G) = γc(G) = 2m+1.
We show that γt(G− v) < γt(G) for a vertex v of G. Consider G− v. We have to
show that |Dtv|= 2m. Suppose first that v= x, then Dtv = {ai2,ai3|2≤ i≤ m}∪{a12,a13}
and |Dtv| = 2(m− 1)+ 2 = 2m. Similarly, |Dty| = 2m. We then suppose v = a11. Thus
Dtv = {ai2,ai3|2 ≤ i ≤ m}∪{a13,y} and |Dtv| = 2(m− 1)+ 2 = 2m. We also show that
|Dt
a13
| = 2m by a similar argument as v = a11. If v = a12, then Dtv = {ai2,ai3|2 ≤ i ≤
m}∪{x,y} and |Dtv|= 2(m−1)+2= 2m. If v= ai1 for 2≤ i≤m, then Dtv= {a j2,a j3|2≤
j 6= i≤m}∪{ai3,ai4}∪{a11,a12}. It follows that |Dtv|= 2(m−2)+2+2= 2m. Further,
if v= ai4 for 2≤ i≤m, then Dtv= {a j2,a j3|2≤ j 6= i≤m}∪{ai1,ai2}∪{a13,a12}. It follows
that |Dtv|= 2(m−2)+2+2 = 2m. If v= ai2 for 2≤ i≤ m, then Dtv = {a j2,a j3|2≤ j 6=
i ≤ m}∪ {a11,ai4,x,y}. It follows that |Dtv| = 2(m− 2)+ 4 = 2m. Finally, if v = ai3
for 2 ≤ i ≤ m, then Dtv = {a j2,a j3|2 ≤ j 6= i ≤ m}∪ {a11,ai1,x,y}. It also follows that
|Dtv|= 2(m−2)+4 = 2m. Hence, G ∈ Tvk.
We can show that G is not a k− γc−vertex critical graph by the same arguments as
in Case 1. Hence, G /∈ Cvk and this completes the proof of our theorem.
Goddard et al. [71] mentioned that K2 is a 2− γt−vertex critical graph while
Ananchuen et al. [7] claimed that a 2− γc−vertex critical graph is K2n with a perfect
matching deleted where n ≥ 2. Thus Tv2 6= Cv2. Ananchuen et al. [7] also pointed out
that Tv3 = C
v
3. By Theorems 3.1.5 and 3.1.6, we can conclude the following corollary.
Corollary 3.1.7. Tvk = C
v
k if and only if 3≤ k ≤ 4.
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3.2 γ−Critical Graphs and i−Critical Graphs
We first note that an i−set is a dominating set. By the minimality of γ(G), we must
have γ(G) ≤ i(G). We note, further, by Theorem 2.1.1 that γ(G) = i(G) if a graph G
is claw-free. Although we might obtain a claw as an induced subgraph after adding
any single edge to a claw-free graph, we can show that in the class of claw-free graphs
γ−edge critical graphs and i−edge critical graphs are the same.
Theorem 3.2.1. Let G be a claw-free graph. Then G is a k− γ−edge critical graph if
and only if G is a k− i−edge critical graph.
Proof. Let G be in the class of claw-free graphs. Suppose first that G is a k− γ−edge
critical graph. By Theorem 2.1.1, i(G) = k. Let u,v be any non-adjacent vertices of
G. Consider G+ uv. Lemma 2.1.3(1) implies that a graph G+ uv has a γ−set of
size k− 1. Choose Duv to be a γ−set of G+ uv such that (G+ uv)[Duv] contains the
minimum number of edges. Lemma 2.1.3(2) implies that |Duv∩{u,v}| = 1. Without
loss of generality, let u ∈ Duv. Suppose that (G+ uv)[Duv] contains an edge xy. We
can choose a vertex z ∈ {x,y} which is not a vertex u. Let Z = PN(z,Duv). By the
minimality of Duv, Z 6= /0. Let w ∈ {x,y}−{z}. Since NZ(w) = /0, it follows by claw-
freeness of G that (G+uv)[Z] is complete. So z′  Z and NDuv(z′) = {z} for all z′ ∈ Z.
Let D′uv = (Duv− z)∪{z′}. Hence D′uv  G+uv but (G+uv)[D′uv] contains less edges
than (G+ uv)[Duv], contradicting the choice of Duv. Thus Duv is an independent set.
Therefore Duvi G+uv. This implies that i(G+uv)≤ |Duv|< k and G is a k− i−edge
critical graph.
Conversely, let G be a k− i−edge critical graph. By Theorem 2.1.1, γ(G) = k.
Let u,v be any non-adjacent vertices of G. Consider G+ uv. By the criticality of G,
i(G+ uv) < k. Because γ(G+ uv) ≤ i(G+ uv), G is a k− γ−edge critical graph as
required.
By using the same idea as Theorem 3.2.1, we also have the analogous result on
vertex critical graphs. We conclude this section with the following theorem.
Theorem 3.2.2. Let G be a claw-free graph. Then G is a k− γ−vertex critical graph
if and only if G is a k− i−vertex critical graph.
Proof. Let G be in the class of claw-free graph. Suppose first that G is a k− γ−vertex
critical graph. Theorem 2.1.1 implies that i(G) = k. Let v be a vertex of G. Consider
G− v. By Observation 2.1.4, a graph G− v has a γ−set of size k− 1. Choose Dv to
be a γ−set of G− v such that (G− v)[Dvv] contains the minimum number of edges.
Suppose that (G− v)[Dv] contains an edge xy. Let X = PN(x,Dv). By the minimality
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of Dv, X 6= /0. Since NX(y) = /0, it follows by claw-freeness of G that (G− v)[X ] is
complete. So x′  X and NDv(x′) = {x} for all x′ ∈ X . Let D′v = (Dv−x)∪{x′}. Hence
D′v  G− v but (G− v)[D′v] contains less edges than (G− v)[Dv], contradicting the
choice of Dv. Thus Dv is an independent set. Therefore Dv i G− v. This implies that
i(G− v)≤ |Dv|< k and G is a k− i−vertex critical graph.
Conversely, let G be a k− i−vertex critical graph. Theorem 2.1.1 gives that γ(G) =
k. Let v any vertex of G. Consider G−v. By the criticality of G, i(G−v)< k. Because
γ(G− v)≤ i(G− v), G is a k− γ−vertex critical graph as required.
Van der Merwe et al. [143] established the existence of 3− γ−edge critical graphs
for arbitrary i(G) ≥ 3. Moreover, Ao et al. [20] showed that, for k ≥ 4, there exists a
connected k− γ−edge critical graph G with i(G)> k. Thus the claw-free condition is
necessary to prove Theorems 3.2.1 and 3.2.2.
CHAPTER 4
Bounds on the Order of Connected
Domination Vertex Critical Graphs
This chapter focuses on the order of k− γc−vertex critical graphs. The study on
k− γc−vertex critical graphs was initially started by Ananchuen et al. [7] and [8].
They characterized some 3− γc−vertex critical graphs with respect to connectivity
and introduced three new infinite families of 3− γc−vertex critical graphs. They al-
so studied a matching property of these graphs. For a 3− γc−vertex critical graph G
of even order, they proved that if G is K1,7−free, then G contains a perfect match-
ing (see also Henning and Yeo [105]). Moreover, if G is K1,4−free or K1,5−free and
5−connected, then G is bi-critical. For a 3− γc−vertex critical graph G of odd order,
if G is K1,6−free, then G is 1−factor critical (see also Henning and Yeo [105]). More-
over, if G is K1,3−free and δ ≥ 4, then G is 3−factor critical. For surveys of the results
in k− γc−vertex critical graphs, see [4] and [130]. The objective of this chapter is to
investigate the order of k− γc−vertex critical graphs.
4.1 Introduction
In this section we detail some related results and our main theorems. On k− γ−vertex
critical graphs, Brigham et al. [28] established the upper bound of the order of k−
γ−vertex critical graphs, namely, n≤ (∆+1)(k−1)+1. They further conjectured that
every k− γ−vertex critical graph on (∆+ 1)(k− 1)+ 1 vertices is ∆−regular. This
conjectured was proved by Fulman et al. [69].
Theorem 4.1.1. [69] If G is a k− γ−vertex critical graph of order (∆+1)(k−1)+1,
then it is ∆−regular.
On k− γt−vertex critical graphs, Goddard et al. [71] pointed out that the order of
k−γt−vertex critical graphs satisfies ∆+k≤ n≤ ∆(k−1)+1. They further raised the
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question of characterizing the k− γt−vertex critical graphs that achieve the upper and
lower bounds. Wang et al. [146] and Mojdeh and Rad [127] independently proved the
following theorem.
Theorem 4.1.2. ( [146] and [127]) If G is a k−γt−vertex critical graph of order ∆(k−
1)+1, then it is ∆−regular.
For the lower bound, there have been a number of papers on the so called existence
problem. These problems investigated the existence of k− γt−vertex critical graphs
of order ∆+ k according to the parities of ∆ and k. For k = 3, Mojdeh and Rad [126]
claimed that there is a 3− γt−vertex critical graph of order ∆+ 3 for all even ∆ but
there is no such graph when ∆ = 3 or 5. Chen and Sohn [54] and Wang et al. [150]
independently proved that there is no 3− γt−vertex critical graph of order ∆+3 when
∆= 7 and δ ≥ 2 and, further, provided a class of 3− γt−vertex critical graphs of order
∆+3 for odd ∆≥ 9 and δ ≥ 2. Therefore, they obtained that :
Theorem 4.1.3. ( [54] and [150]) For ∆ and δ ≥ 2, there is a 3− γt−vertex critical
graph of order ∆+3 if and only if ∆ 6= 3,5 and 7.
For k = 4, Hassankhani and Rad [78] proved that there is no 4− γt−vertex critical
graph of order ∆+ 4 when ∆ = 3 or 5. Sohn et al. [137], further, proved that such
graphs do not exists for ∆= 7. They provided classes of 4− γt−vertex critical graphs
of order ∆+4 for all even ∆ and odd ∆≥ 9. That is, they proved that :
Theorem 4.1.4. [137] For ∆ and δ ≥ 2, there is a 4− γt−vertex critical graph of order
∆+4 if and only if ∆ 6= 3,5 and 7.
In this chapter, on k− γc−vertex critical graphs, we establish the upper and lower
bounds of k− γc−vertex critical graphs in terms of ∆ and k. More specifically, we
prove that :
Theorem 4.1.5. Let G be a k− γc−vertex critical graph of order n and k ≥ 2. Then
∆+ k ≤ n≤ (∆−1)(k−1)+3
and the upper bound is sharp for all k ≥ 2 when ∆ is even.
In view of Theorems 4.1.1 and 4.1.2, we naturally come up with the question whether
every k− γc−vertex critical graph achieving the upper bound is ∆−regular. Interest-
ingly, it turns out that these graphs are ∆−regular for k= 2,3 or 4 but do not need to be
∆−regular for k= 5 or 6 when ∆= 3. We see that (∆−1)(k−1)+3 < ∆(k−1)+1 for
k= 4. By Theorems 3.1.5 and 4.1.5, we obtain the sharp upper bound for 4−γt−vertex
critical graphs when ∆ is even which is 3∆. We, further, prove that :
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Theorem 4.1.6. For ∆≥ 2 and k = 2,3 or 4, there is a k− γc−vertex critical graph of
order (∆−1)(k−1)+3 if and only if ∆ is even.
Theorem 4.1.6 implies that, for ∆ ≥ 2 and k = 3 or 4, there is a k− γt−vertex critical
graph of order (∆−1)(k−1)+3 if and only if ∆ is even.
For the lower bound of ∆+k, we easily obtain the existence of k−γc−vertex critical
graphs for k = 3 and 4 by Theorems 3.1.5, 4.1.3 and 4.1.4. For k ≥ 5, we prove that :
Theorem 4.1.7. For k ≥ 5, G is a k− γc−vertex critical graph of order ∆+ k if and
only if G is a cycle, Ck+2, on k+2 vertices.
We finally study the realizability of k− γc−vertex critical graphs of order between
∆+ k and (∆−1)(k−1)+3 when ∆ and k are small.
4.2 The Upper and Lower Bounds of k− γc−Vertex
Critical Graphs
For k≤ 2, k−γc−vertex critical graphs are characterized by Lemma 2.1.21. So, in this
section, we focus on k ≥ 3. Recall that, for vertex subsets X and Y of V (G), we use
E(X ,Y ) to denote the set of all edges having one end vertex in X and the other one in
Y . The set X denotes V (G)−X and E(X ,G) denotes E(G[X ])∪E(X ,X), that is, the
set of edges having at least one end vertex in X . We recall also that, for a vertex v of G,
Dcv is a γc−set of G− v. To establish Theorem 4.1.5, we need to prove these following
lemmas.
Lemma 4.2.1. Let G be a k− γc−vertex critical graph of order n and v a vertex of
G. We further let H be the subgraph of G such that V (H) = V (G)−{v} and E(H) =
E(Dcv,G). Then
n≤ |E(H)|+2 = |E(Dcv,G)|+2.
Proof. Because Dcvc G−v, H is connected. Thus |V (H)|−1≤ |E(H)|= |E(Dcv,G)|.
Since |V (H)|= n−1,
n≤ |E(H)|+2 = |E(Dcv,G)|+2
and this completes the proof of Lemma 4.2.1.
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Lemma 4.2.2. Let G be a k− γc−vertex critical graph and v a vertex of G. Then
|E(Dcv,G)| ≤ (∆−1)(k−1)+1
and the equality holds if every vertex in Dcv has degree ∆ and the induced subgraph
(G− v)[Dcv] contains exactly k−2 edges.
Proof. Consider G−v and let H ′ = (G−v)[Dcv]. Lemma 2.1.22(2) implies that |Dcv|=
k− 1. Because H ′ is connected, it follows that |E(H ′)| ≥ k− 2 edges. Hence, each
vertex u in Dcv is joined to at most ∆−degDcv(u) vertices in Dcv. Therefore
degDcv(u)≤ ∆−degDcv(u).
Hence
|E(Dcv,Dcv)| ≤ Σu∈Dcv(∆−degDcv(u)) = ∆|Dcv|−Σu∈DcvdegDcv(u) = ∆|Dcv|−2|E(H ′)|
and so
|E(Dcv,G)|= |E(Dcv,Dcv)|+ |E(H ′)| ≤ ∆|Dcv|− |E(H ′)|= (∆−1)(k−1)+1
because |Dcv| = k− 1 and |E(H ′)| ≤ k− 2. We see that the equality holds when
degG(u) = degDcv(u)+ degDcv(u) = ∆ for all u ∈ Dcv and |E(H ′)| = k− 2 . This com-
pletes the proof of Lemma 4.2.2.
The following corollary establishes the lower bound of the connected domination
number of a graph when the maximum degree and the order are given.
Corollary 4.2.3. For integer k ≥ 2, let G be a graph with maximum degree ∆ of order
(∆−1)(k−1)+3. Then γc(G)≥ k.
Proof. Suppose there exists a connected dominating set D of order at most k−1. We
further let H ′′ be the subgraph of G such that V (H ′′) = V (G) and E(H ′′) = E(D,G).
So |E(G[D])| ≥ k−2 and degD(u)≤ ∆−degD(u) for all u ∈ D. By similar arguments
in Lemma 4.2.2, we have
|E(D,D)| ≤ ∆|D|−2|E(G[D])|.
Thus
|E(D,G)| ≤ |E(D,D)|+ |E(G[D])| ≤ ∆|D|− |E(G[D])| ≤ (∆−1)(k−1)+1.
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Therefore |E(H ′′)| ≤ (∆−1)(k−1)+1. Because D c G and V (G) = V (H ′′), it fol-
lows that H ′′ is connected. Thus |V (H ′′)|−1≤ |E(H ′′)|. These imply that
n= |V (H ′′)| ≤ (∆−1)(k−1)+2
contradicting n= (∆−1)(k−1)+3. Therefore γc(G)≥ k.
The following lemma gives the existence of a connected dominating set of some
circulant graph. Recall from Chapter 1 that a circulant graphCn< a0,a1, ...,ak> where
0 < a0 < a1 < ... < ak < n+12 is a graph with vertex set {x0,x1, ...,xn−1} and edge set
{xix j|(i− j)≡ (±al)(mod n) for some 1≤ l ≤ k}.
Lemma 4.2.4. For all positive integers k≥ 3 and even ∆≥ 4, let n= (∆−1)(k−1)+3.
Further, let Cn < a0,a1, ...,a∆−2
2
> be a circulant graph where al = 1+ l(k− 1) for
l ∈ {0,1, ..., ∆−22 }. Then {x0,x1, ...,xk−2} c G− x∆2 (k−1)+1.
Proof. Since a0 = 1, it follows that every pair of consecutive vertices are adjacent,
namely, xixi+1 ∈ E(G) for i= 0,1, ...,n−2 and xn−1x0 ∈ E(G). In particular, G[{x0,x1,
..., xk−2}] is connected.
We partition V (G)−{x∆
2 (k−1)+1} into V1,V2 and V3 where
• V1 = {xn−1,x0,x1, ...,xk−2,xk−1},
• V2 = {xk,xk+1, ...,x∆
2 (k−1)} and
• V3 = {x∆
2 (k−1)+2,x∆2 (k−1)+3, ...,xn−2}.
Let y ∈ V (G)−{x∆
2 (k−1)+1}. We will show that y is either in {x0,x1, ...,xk−2} or
is adjacent to a vertex in this set. Suppose first that y ∈ V1. If y ∈ {x0,x1, ...,xk−2},
there is nothing to prove. If y = xn−1, then yx0 ∈ E(G). Moreover, if y = xk−1, then
yxk−2 ∈ E(G).
We now consider the case when y ∈V2. We show that
V2 = {x j+i(k−1) : 1≤ j ≤ k−1,1≤ i≤
∆−2
2
}.
We can, further, partition V2 into ∆−22 sets of size k−1.
V2 ={xk,xk+1, ...,x2k−2}∪{x1+2(k−1),x2+2(k−1), ...,x(k−1)+2(k−1)}∪ ...
{x1+i(k−1),x2+i(k−1), ...,x(k−1)+i(k−1)}∪ ...
{x1+(∆−22 )(k−1),x2+(∆−22 )(k−1), ...,x(k−1)+(∆−22 )(k−1)}.
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Clearly,
{xk,xk+1, ...,x2k−2}= {x j+(k−1) : 1≤ j ≤ k−1},
{x1+2(k−1),x2+2(k−1), ...,x(k−1)+2(k−1)}= {x j+2(k−1) : 1≤ j ≤ k−1},
...
{x1+i(k−1),x2+i(k−1), ...,x(k−1)+i(k−1)}= {x j+i(k−1) : 1≤ j ≤ k−1},
...
{x1+(∆−22 )(k−1),x2+(∆−22 )(k−1), ...,x(k−1)+(∆−22 )(k−1)}= {x j+(∆−22 )(k−1) : 1≤ j ≤ k−1}.
Hence
V2 = {x j+i(k−1) : 1≤ j ≤ k−1,1≤ i≤
∆−2
2
}.
Therefore y= x j+i(k−1) for some j ∈ {1,2, ...,k−1} and i ∈ {1,2, ..., ∆−22 }. We show
that yx j−1 ∈ E(G). Clearly
( j+ i(k−1))− ( j−1) = 1+ i(k−1).
Recall that ai = 1+ i(k−1). Thus 1+ i(k−1)−ai = 0. Therefore
(( j+ i(k−1))− ( j−1))≡ (ai)(modn).
Hence yx j−1 ∈ E(G).
We now consider the case when y ∈V3. We show that
V3 = {x(n−2)−i(k−1)− j : 0≤ j ≤ k−2,0≤ i≤
∆−4
2
}.
Clearly, we can also partition V3 into ∆−22 sets of size k− 1. Note that (n− 2)−
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(∆−42 )(k−1)− (k−2) = ∆2 (k−1)+2.
V3 ={xn−2,x(n−2)−1, ...,x(n−2)−(k−2)}∪
{x(n−2)−(k−1),x(n−2)−(k−1)−1, ...,x(n−2)−(k−1)−(k−2)}∪
{x(n−2)−2(k−1),x(n−2)−2(k−1)−1, ...,x(n−2)−2(k−1)−(k−2)}∪ ...
{x(n−2)−i(k−1),x(n−2)−i(k−1)−1, ...,x(n−2)−i(k−1)−(k−2)}∪ ...
{x(n−2)−(∆−42 )(k−1),x(n−2)−(∆−42 )(k−1)−1, ...,x(n−2)−(∆−42 )(k−1)−(k−2)}.
Since
{xn−2,x(n−2)−1, ...,x(n−2)−(k−2)}= {x(n−2)− j : 0≤ j ≤ k−2},
{x(n−2)−(k−1),x(n−2)−(k−1)−1, ...,x(n−2)−(k−1)−(k−2)}
= {x(n−2)−(k−1)− j : 0≤ j ≤ k−2},
{x(n−2)−2(k−1),x(n−2)−2(k−1)−1, ...,x(n−2)−2(k−1)−(k−2)}
= {x(n−2)−2(k−1)− j : 0≤ j ≤ k−2},
...
{x(n−2)−i(k−1),x(n−2)−i(k−1)−1, ...,x(n−2)−i(k−1)−(k−2)}
= {x(n−2)−i(k−1)− j : 0≤ j ≤ k−2},
...
{x(n−2)−(∆−42 )(k−1),x(n−2)−(∆−42 )(k−1)−1, ...,x(n−2)−(∆−42 )(k−1)−(k−2)}
= {x(n−2)−(∆−42 )(k−1)− j : 0≤ j ≤ k−2},
it follows that
V3 = {x(n−2)−i(k−1)− j : 0≤ j ≤ k−2,0≤ i≤
∆−4
2
}.
Thus y= x(n−2)−i(k−1)− j for some j ∈ {0,1, ...,k−2} and i ∈ {0,1, ..., ∆−42 }. We show
that yxk−2− j ∈ E(G). Clearly,
(n−2)− i(k−1)− j− (k−2− j) = (∆− i−2)(k−1)+2
because n= (∆−1)(k−1)+3. Recall that ai+1 = 1+(i+1)(k−1). Thus
(∆− i−2)(k−1)+2− (−ai+1) = (∆−1)(k−1)+3 = n.
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Therefore
(n−2)− i(k−1)− j− (k−2− j)≡ (−ai+1)(modn).
It follows that yxk−2− j ∈ E(G) and this completes the proof of Lemma 4.2.4.
We are now ready to prove Theorem 4.1.5. For convenience, we restate the theo-
rem.
Theorem 4.1.5. Let G be a k− γc−vertex critical graph of order n and k ≥ 2. Then
∆+ k ≤ n≤ (∆−1)(k−1)+3
and the upper bound is sharp for all k ≥ 2 when ∆ is even.
Proof. Let G be a k− γc−vertex critical graph and v a vertex of G. Moreover, let H
be the subgraph of G defined as in Lemma 4.2.1, namely, V (H) = V (G)−{v} and
E(H) = E(Dcv,G). By Lemmas 4.2.1 and 4.2.2, we have that
n≤ (∆−1)(k−1)+3
and this proves the upper bound.
To establish the lower bound, let a ∈ V (G) be such that degG(a) = ∆. Lemma
2.1.22(2) implies that |Dca| = k− 1, moreover, Lemma 2.1.22(1) yields that Dca and
N[a] are disjoint. Thus
∆+ k = (k−1)+(∆+1) = |Dca|+ |N[a]|= |Dca∪N[a]| ≤ |V (G)|= n
extablishing the lower bound.
It is easy to see that Cn is (n−2)− γc−vertex critical. Moreover Cn satisfies ∆= 2
and ∆+ k = 2+(n− 2) = n = (2− 1)((n− 2)− 1)+ 3 = (∆− 1)(k− 1)+ 3. Hence,
the upper and lower bounds are sharp when ∆= 2.
For all positive integers k ≥ 3 and even ∆ ≥ 4, let n = (∆− 1)(k− 1)+ 3. Fur-
ther, let Cn < a0,a1, ...,a∆−2
2
> be a circulant graph where al = 1+ l(k− 1) for l ∈
{0,1, ..., ∆−22 }. We show that Cn < a0,a1, ...,a∆−22 > is a k− γc−vertex critical graph
with maximum degree ∆ of order n. Let G = Cn < a0,a1, ...,a∆−2
2
> and V (G) =
{x0,x1, ...,xn−1}.
For xi ∈ {x0,x1, ...,xn−1}, we have xix j1,xix j2 ∈ E(G) for all
j1 ∈ J1 = {i+1, i+1+(k−1), i+1+2(k−1), ..., i+1+(∆−22 )(k−1)} and
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j2 ∈ J2 = {i−1, i−1− (k−1), i−1−2(k−1), ..., i−1− (∆−22 )(k−1)}
all indices are taken modulo n. Thus N(xi) = {x j1 : j1 ∈ J1}∪{x j2 : j2 ∈ J2}. Since
n= (∆−1)(k−1)+3 > ∆+1, J1∩ J2 = /0. Hence
degG(xi) = |N(xi)|= |{x j1 : j1 ∈ J1}|+ |{x j2 : j2 ∈ J2}|= ∆.
We now ready to prove that γc(G) = k. We see that ((∆2 (k− 1)+ 1)− (k− 1)) ≡
(a∆−2
2
)(mod n). Thus xk−1x∆
2 (k−1)+1 ∈ E(G). By Lemma 4.2.4, {x0,x1, ...,xk−1} c G
and hence γc(G)≤ k. Corollary 4.2.3 implies that γc(G) = k.
We finally establish the criticality of G. For all y ∈V (G), consider G− y. Because
G is symmetric, we suppose without loss of generality that y = x∆
2 (k−1)+1. Lemma
4.2.4 implies that {x0,x1, ...,xk−2} c G− y. Hence γc(G− y)< k.
Thus, for k ≥ 3 and even ∆ ≥ 4, there exists a k− γc−vertex critical graph with
maximum degree ∆ of order n and this completes the proof of Theorem 4.1.5.
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Obviously, for k = 2, every 2− γc−vertex critical graph of order n is (n−2)−regular
by Lemma 2.1.21. For k= 3, we have that (∆−1)(k−1)+3= ∆(k−1)+1. Then 3−
γc−vertex critical graphs of order (∆−1)(k−1)+3 are ∆−regular by Theorem 4.1.2.
For k = 4, we show that every 4− γc−vertex critical graph of order (∆−1)(k−1)+3
is ∆−regular. For k = 5 or 6, we provide k− γc−vertex critical graphs with ∆ = 3 of
order 2k+1 which are not 3−regular.
Lemma 4.3.1. Let G be a k− γc−vertex critical graph of order n= (∆−1)(k−1)+3.
Then
(1) If u ∈ Dcv, then degG(u) = ∆,
(2) for all x,y ∈ Dcv, x,y are adjacent to different vertices in V (G)− (Dcv∪{v}) and
(3) (G− v)[Dcv] is a tree.
Proof. (1) Suppose there exists u ∈ Dcv such that degG(u)< ∆. By Lemma 4.2.2,
|E(Dcv,G)|< (∆−1)(k−1)+1.
Lemma 4.2.1 thus implies n ≤ |E(Dcv,G)|+ 2 < (∆− 1)(k− 1)+ 3, a contradiction.
This completes the proof of (1).
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Before proving (2) and (3), it is worth establishing the following claim. Let H be
defined as in Lemma 4.2.1, namely, V (H) =V (G)−{v} and E(H) = E(Dcv,G). Thus
|E(H)|= |E(Dcv,G)| ≤ (∆−1)(k−1)+1 by Lemma 4.2.2.
Claim : H is a tree.
Suppose to the contrary that H is not a tree. Let T be a spanning tree of H. So
|E(T )|< |E(H)|. SinceV (T ) =V (H) =V (G)−{v}, n= |V (T )|+1. Hence, |V (T )|=
|E(T )|+1. These imply that
n= |V (T )|+1 = (|E(T )|+1)+1 < |E(H)|+2≤ (∆−1)(k−1)+3 = n,
a contradiction. Thus establishing the claim.
(2) Suppose x,y ∈ Dcv are adjacent to w ∈ V (G)− (Dcv ∪{v}). Since (G− v)[Dcv]
is connected, there is a path from x to y with internal vertices are in Dcv. Because
xw,yw ∈ E(H), H is not a tree. This contradicts the claim. Thus x and y are not
adjacent to any common vertex in V (G)− (Dcv∪{v}). This establishes (2).
(3) Because (G−v)[Dcv] is a subgraph of H, it follows by the claim that (G−v)[Dcv]
is a tree. This completes the proof of Lemma 4.3.1.
Theorem 4.3.2. Let G be a 4− γc−vertex critical graph of order 3∆. Then G is
∆−regular.
Proof. By using Lemma 4.3.1(1), we need only show that for each vertex v ∈ V (G),
there exists w ∈ V (G) such that v ∈ Dcw. Consider G− v. By Lemma 2.1.22(2), let
Dcv = {ai : 1≤ i≤ 3} and Ai = NDcv(ai) for i= 1,2,3. It follows from Lemma 4.3.1(2)
that Ai∩A j = /0 for i 6= j.
Lemma 4.3.1(3) yields (G− v)[Dcv] is a path P3 of order 3. Without loss of gener-
ality, assume that (G− v)[Dcv] = a1,a2,a3. Consider G− a2. Lemma 2.1.22(1) gives
that (A2∪{a1,a3})∩Dca2 = /0. To dominate ai for all i ∈ {1,3}, |Dca2 ∩Ai| ≥ 1. Sup-
pose |Dca2 ∩Ai| ≥ 2 for some i ∈ {1,3}. Thus there are two vertices in Dca2 with ai
as a common neighbor contradicting Lemma 4.3.1(2). Therefore |Dca2 ∩Ai| = 1 for
i= 1,3. It follows by Lemma 2.1.22(2) that |Dca2− (A1∪A3)|= 1. Since v is the only
one remaining vertex, v ∈ Dca2 . Thus G is ∆−regular and this completes the proof of
Theorem 4.3.2.
We are now ready to prove Theorem 4.1.6.
Theorem 4.1.6. For ∆≥ 2 and k = 2,3 or 4, there is a k− γc−vertex critical graph of
order (∆−1)(k−1)+3 if and only if ∆ is even.
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Proof. We first consider the case when k = 2. As a consequence of Lemma 2.1.21,
we have ∆= n−2 and n is even and, clearly, ∆ is even. Thus there is a 2− γc−vertex
critical graph of order (∆−1)(k−1)+3 if and only if ∆ is even. We may assume that
k is 3 or 4. By Theorem 4.1.5, there exists a k− γc−vertex critical graphs of order
(∆−1)(k−1)+3 for all 3≤ k ≤ 4 when ∆ is even. Suppose to the contrary that there
exists a k− γc−vertex critical graph G of order (∆−1)(k−1)+3 for some k ∈ {3,4}
and odd ∆≥ 3. So (∆−1)(k−1)+3 is odd. Theorems 4.1.2 and 4.3.2 imply that G is
∆−regular. As ∆ is odd, we have that G has an odd number of vertices of odd degree
which is a contradiction. Hence, for 3 ≤ k ≤ 4, if there exists a k− γc−vertex critical
graph of order (∆−1)(k−1)+3, then ∆ is even.
Conversely, let ∆ be even. Theorem 4.1.5 yields that there exists a k− γc−vertex
critical graph of order (∆−1)(k−1)+3 for 3≤ k ≤ 4. This completes the proof.
For k ≥ 5, a k− γc−vertex critical graph of order (∆− 1)(k− 1)+ 3 need not be
∆−regular. The graph in Figure 4.1 is G1 a 5− γc−vertex critical graph with ∆= 3 of
order 11 and the graph in Figure 4.2 is G2 a 6− γc−vertex critical graph with ∆= 3 of
order 13. The graphs G1 and G2 are not 3−regular. Thus the regularity of k−γc−vertex
critical graphs of order (∆−1)(k−1)+3 does not depend on the parity of k.
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Figure 4.1 : A 5− γc−vertex critical graph G1 of order 11 with ∆= 3
Clearly, G1 has order 11 and ∆= 3. We now show that it is a 5− γc−vertex critical
graph. Corollary 4.2.3 gives γc(G1)≥ 5. We see that {u2,r2,w,v2,v} c G1. Therefore
γc(G1) = 5. We, moreover, see that
Dcx = {u2,r2,w,v2},Dcu = {r2,w,v2,v},Dcv = {u,u2,r2,w},Dcu1 = {v,v1,u2,r2},
Dcu2 = {u1,v2,v,w},Dcv1 = {w,v2,u1,u},Dcv2 = {u,u2,r2,v1},Dcw = {u1,u,u2,v1},
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Dcr1 = {u2,v1,v,v2},Dcr2 = {v1,v,v2,u1} and Dcr3 = {v2,u1,u,u2}
Therefore G1 is a 5− γc−vertex critical graph.
rr3 rr4
rr1 rr2 rr5 rr6
ru1 rv2
rx
ru2
ru rv
rv1
@
@
@
@
HH
HH
HH
HH




 
 
 
 








Z
Z
Z
Z
Z
Z
Z
Z
Figure 4.2 : A 6− γc−vertex critical graph G2 of order 13 with ∆= 3
Obviously, G2 has order 13 and ∆ = 3. We show that it is a 6− γc−vertex critical
graph. Corollary 4.2.3 implies γc(G2) ≥ 6. Clearly {u2,r1,r3,r5,v2,v} c G2. Thus
γc(G1) = 5. We, moreover, see that
Dcx = {u2,r1,r3,r5,v2},Dcu = {v,v2,r5,r3,r1},Dcv = {u,u1,r2,r4,r6},
Dcu1 = {u2,v1,v,r6,r1},Dcu2 = {u1,v2,v,r5,r2},Dcv1 = {u,u1,v2,r2,r5},
Dcv2 = {u,u2,r1,v1,r6},Dcr1 = {u,u1,v2,r5,r6},Dcr2 = {u,u2,v1,r5,r6},
Dcr3 = {r2,u1,v2,v,v1},Dcr4 = {r5,v2,u1,u,u2},Dcr5 = {v,v1,u2,r1,r2} and
Dcr6 = {v,v2,u1,r2,r1}.
Therefore G2 is a 6− γc−vertex critical graph.
We conclude this section by showing that there are exactly two 5− γc−vertex crit-
ical graphs of order 11 with ∆= 3 which are G1 and G1− r1r3.
Lemma 4.3.3. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of G of degree 2. If N(x) = {u,v}, then |N(u)|= 3 and |N(v)|= 3.
Proof. Suppose to the contrary that N(v) = {x,v′}. Lemma 2.1.22(1) thus implies
v /∈ Dcv′ . To dominate v, x ∈ Dcv′ contradicting Lemma 4.3.1(1). This completes the
proof.
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Lemma 4.3.4. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of G such that N(x) = {u,v}. Then N[u]∩N[v] = {x}.
Proof. If uv ∈ E(G), then N[x] ⊆ N[v] contradicting Lemma 2.1.22(3). Thus uv /∈
E(G). If there exists w∈N(v)∩N(u)−{x}, then N(x)⊆N(w) contradicting Corollary
2.1.23. Therefore N[u]∩N[v] = {x} and this completes the proof.
From now on, let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and
a vertex x of G such that N(x) = {u,v}. By Lemmas 4.3.3 and 4.3.4, there are four
different vertices v1,v2,u1 and u2 in V (G) such that N(v) = {x,v1,v2} and N(u) =
{x,u1,u2}.
Lemma 4.3.5. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of G such that N(x) = {u,v}. Then N(u1)∩N(u2) = {u} and N(v1)∩N(v2) =
{v}.
Proof. Suppose there exists w ∈ N(u1) ∩ N(u2)− {u}. Consider G− w. Lemma
2.1.22(1) implies that {u1,u2} ∩Dcw = /0. If u ∈ Dcw, then x ∈ Dcw by the connect-
edness of (G−w)[Dcw]. But if u /∈ Dcw, then x ∈ Dcw to dominate u. In both cases,
x ∈ Dcw. This contradicts Lemma 4.3.1(1). Therefore N(u1)∩N(u2) = {u} and, simi-
larly, N(v1)∩N(v2) = {v}.
Lemma 4.3.6. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of degree two in G. Then (G− x)[Dcx] is a path.
Proof. Suppose that (G− x)[Dcx] is not a path. By Lemmas 2.1.22(2) and 4.3.1(3),
(G− x)[Dcx] is a claw. Let Dcx = {a,b,c,d} such that a is the center of the claw. For all
y ∈ {b,c,d}, let A(y) = N(y)−{a}. Lemma 4.3.1(2) yields that the set of six vertices
in V (G)−{x,a,b,c,d} can be partitioned into A(b),A(c) and A(d). Consider G− a.
Lemma 2.1.22(1) gives that {b,c,d} ∩Dca = /0. For all y ∈ {b,c,d}, to dominate y,
Dca∩A(y) 6= /0. Moreover, Lemma 4.3.1(2) gives |Dca∩A(y)|= 1 and Lemma 2.1.22(2)
gives |Dca−∪y∈{b,c,d}A(y)| = 1. Since x is the only one remaining vertex, x ∈ Dca
contradicting Lemma 4.3.1(1). Therefore (G− x)[Dcx] is a path and this completes the
proof.
Lemma 4.3.7. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of G such that N(x) = {u,v}. If N(u) = {u1,u2,x} and N(v) = {v1,v2,x}, then
there exists ui or vi such that |N(u)∩Dcvi|= 1 or |N(v)∩Dcui|= 1.
Proof. Suppose to the contrary that |N(u)∩Dcvi| > 1 and |N(v)∩Dcui| > 1 for all i ∈
{1,2}. By ∆ = 3, |N(u)∩Dcvi| = 2 and |N(v)∩Dcui| = 2. Consider G− v1. Thus
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{u1,u2}⊆Dcv1 . By Lemmas 2.1.22(1) and 4.3.1(1), v and x are not in Dcv1 , respectively.
To dominate x, u ∈ Dcv1 , moreover, to dominate v, v2 ∈ Dcv1 . We have that Dcv1 =
{v2,u1,u,u2}. By the connectedness of (G−v1)[Dcv1], v2u1 or v2u2 is in E(G). Without
loss of generality let v2u2 ∈ E(G). Consider G− v2. Similarly, {u1,u2} ⊆ Dcv2 . This
contradicts Lemma 2.1.22(1). Thus there exists ui or vi such that |N(u)∩Dcvi| = 1 or
|N(v)∩Dcui|= 1 and this completes the proof.
Lemma 4.3.8. Let G be a 5− γc−vertex critical graph with ∆ = 3 of order 11 and a
vertex x of G such that N(x) = {u,v}, N(u) = {u1,u2,x} and N(v) = {v1,v2,x}. If
N(u)∩Dcvi = {u j} for some i, j ∈ {1,2}, then u jv3−i ∈ E(G).
Proof. Suppose without loss of generality that N(u)∩Dcv1 = {u1}. We will prove
that u1v2 ∈ E(G). Suppose to the contrary that u1v2 /∈ E(G). By Lemmas 2.1.22(1)
and 4.3.1(1), v and x are not in Dcv1 , respectively. To dominate x and v, u and v2 are
respectively in Dcv1 . Lemma 2.1.22(2) together with (G− v1)[Dcv1] is connected im-
ply that there exists w ∈V (G)−{x,u,v,v1,v2,u1,u2} such that (G− v1)[Dcv1] is a path
v2,w,u1,u. Lemma 4.3.1(2) yields that the three vertices inV (G)−{x,u,v,v1,v2,u1,u2,
w} are adjacent to a different vertex in {v2,w,u1}. Let r1,r2 and r3 be vertices such
that r1u1,wr2,v2r3 ∈ E(G). By ∆= 3, we have N(u1) = {u,r1,w},N(w) = {u1,v2,r2}
and N(v2) = {v,r3,w}. Since r1u1 and v2r3 are in E(G), it follows by Lemma 4.3.5
that r1u2 and v1r3 are not in E(G).
Consider G−w. Lemma 4.3.1(1) implies x /∈ Dcw. To dominate x, {u,v}∩Dcw 6= /0.
Without loss of generality let u ∈ Dcw. Lemma 2.1.22(1) also implies that u1,v2,r2 /∈
Dcw. Since uu1,ux ∈ E(G) and u ∈ Dcw, it follows by Lemma 4.3.1(2) that r1,v /∈
Dcw. We now have that u1,v2,r2,r1,x,v,w /∈ Dcw. Lemma 2.1.22(2) gives that Dcw =
{u,u2,v1,r3}. Noting that r3v1 /∈ E(G). The connectedness of (G−w)[Dcw] implies
that u2r3,u2v1 ∈ E(G). Therefore N(u2) = {u,r3,v1}. Since v1,r3 ∈ Dcw, it follows
by Lemma 4.3.1(1) that degG(v1) = 3 and degG(r3) = 3. This implies, by Lemma
4.3.1(2), that v1r2,r3r1 ∈ E(G) or v1r1,r3r2 ∈ E(G).
Case 1 : v1r2,r3r1 ∈ E(G).
Consider G− r1. Lemma 2.1.22(1) thus implies u1,r3 /∈ Dcr1 . If r2r1 ∈ E(G), then
r2 /∈Dcr1 by Lemma 2.1.22(1). Further, if r2r3 /∈ E(G), then degG(r2) = 2. This implies
by Lemma 4.3.1(1) that r2 /∈ Dcr1 . In both cases, r2 /∈ Dcr1 . Lemma 4.3.1(1) gives also
that x /∈ Dcr1 . Lemma 2.1.24 yields u2 ∈ Dcr1 ∩N(u) and v2 ∈ Dcr1 ∩N(w), moreover,
Lemma 2.1.22(2) yields |Dcr1−{u2,v2}| = 2. As (G− r1)[Dcr1 ] is connected, we must
have Dcr1 = {u2,v2,v1,v}. Thus Dcr1 does not dominate u1 contradicting Dcr1 c G− r1.
This case cannot occur.
Case 2 : v1r1,r3r2 ∈ E(G).
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Consider G− r2. Lemma 2.1.22(1) then implies that w,r3 /∈ Dcr2 . By using similar
arguments to Case 1, r1 is not in Dcr2 whether it is adjacent to r2 or not, moreover,
x /∈ Dcr2 . To dominate w, v2 or u1 is in Dcr2 . Suppose that v2 ∈ Dcr2 . As (G− r2)[Dcr2]
is connected, by Lemma 2.1.22(2), we must have Dcr2 = {v2,v,v1,u2}. But Dcr2 does
not dominate u1 contradicting Dcr2 c G− r2. Hence u1 ∈ Dcr2 . Lemma 2.1.24 yields
that v1 or v2 is in Dcr2 ∩N(v). Since (G− r2)[Dcr2] is connected, it follows from Lemma
2.1.22(2) that Dcr2 = {u1,u,u2,v1}. But Dcr2 does not dominate v2 contradicting Dcr2 c
G− r2. This case cannot occur.
In both cases we have a contradiction and so u1v2 ∈ E(G) and this completes the
proof.
Theorem 4.3.9. Let G be a 5− γc−vertex critical graph with ∆= 3 of order 11. Then
G is isomorphic to G1 or G1− r1r3.
Proof. Because G has odd order, at least one vertex of G has degree two. Let x be a
vertex ofG such thatN(x)= {u,v}. By Lemmas 4.3.3 and 4.3.4, there are four different
vertices u1,u2,v1 and v2 in G such that N(u) = {x,u1,u3} and N(v) = {x,v1,v2}.
Lemma 4.3.7 implies that there exists ui or vi such that |N(u)∩Dcvi|= 1 or |N(v)∩
Dcui|= 1. Without loss of generality let N(u)∩Dcv1 = {u1}. By Lemmas 2.1.22(1) and
4.3.1(1), v,x /∈Dcv1 . Thus v2 and u are in Dcv1 to dominate v and x, respectively. Lemma
4.3.8 gives also that v2u1 ∈ E(G). By Lemma 2.1.22(2), let {w} = Dcv1 = {v2,u1,u}.
Lemma 4.3.1(3) then implies that w is adjacent to either v2 or u1.
We will prove for the case wv2 ∈ E(G) and omit the case wu1 ∈ E(G) which we
can prove by the similar arguments. Suppose that wv2 ∈ E(G). Let {r1,r2,r3} =
V (G)−{x,u,v,u1,u2,v1,v2,w}. By ∆= 3 and Lemma 4.3.1(2), w is adjacent to exactly
two vertices in {r1,r2,r3} and u1 is adjacent to the vertex in {r1,r2,r3} which is not
adjacent to w. Without loss of generality let wr2,wr3 ∈ E(G) and u1r1 ∈ E(G).
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Figure 4.3(a)
We now have that N(u1) = {u,v2,r1},N(v2) = {u1,w,v} and N(w) = {v2,r2,r3}.
The structure at the moment is displayed by Figure 4.3(a).
We need to characterize G[{u2,v1,r1,r2,r3}]. Consider G− v2. Lemma 2.1.22(1)
implies that {u1,w,v} ∩Dcv2 = /0, moreover, Lemma 4.3.1(1) gives also that x /∈ Dcv2 .
Thus u and v1 are in Dcv2 to dominate x and v respectively. Since u ∈ Dcv2 , it follows by
the connectedness of (G− v2)[Dcv2] that u2 ∈ Dcv2 . To dominate w, {r2,r3}∩Dcv2 6= /0.
Lemma 2.1.22(2) yields that |{r2,r3}∩Dcv2|= 1. Without loss of generality let r2 ∈Dcv2
Hence (G− v2)[{u2,r2,v1}] is connected and, in fact, it is a path by Lemma 4.3.1(3).
We distinguish three cases.
Case 1 : u2,r2,v1 is a path in G.
Thus N(r2) = {w,u2,v1}. Lemma 4.3.1(2) yields that u2 and v1 are adjacent to a
different vertex in {r1,r3}. We have two more subcases.
Subcase 1.1 : u2r1 ∈ E(G) and v1r3 ∈ E(G).
Consider G− r3. Lemma 2.1.22(1) implies that w,v1 /∈ Dcr3 . If r1r3 ∈ E(G), then
r1 /∈ Dcr3 by Lemma 2.1.22(1). And if r1r3 /∈ E(G), then degG(r1) = 2 and r1 /∈ Dcr3 by
Lemma 4.3.1(1). Thus r1 /∈ Dcr3 whether r1 is adjacent to r3 or not. To dominate v1,
we have r2 or v is in Dcr3 . If r2 ∈ Dcr3 , then v /∈ Dcr3 by Lemma 4.3.1(2). Lemma 2.1.24
gives also that u1 ∈Dcr3 ∩N(v2). Moreover, u is in Dcr3 to dominate x. As (G− r2)[Dcr3]
is connected, by Lemma 2.1.22(2), we must have Dcr3 = {r2,u2,u,u1} which does not
dominate v. This contradicts Dcr3 c G−r3. Hence r2 /∈Dcr3 and v∈Dcr3 . Lemma 2.1.24
thus implies u ∈ Dcr3 ∩N(u2). Since (G− r3)[Dcr3] is connected, by Lemma 2.1.22(2),
Dcr3 = {v,v2,u1,u} which does not dominate r2. This contradicts Dcr3 c G− r3 and
Subcase 1.1 cannot occur.
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Subcase 1.2 : u2r3 ∈ E(G) and v1r1 ∈ E(G).
Consider G− r3. By Lemmas 2.1.22(1) and 4.3.1(1), we have that w,u2 /∈ Dcr3 and
x /∈ Dcr3 . By the same arguments as Subcase 1.1, r1 /∈ Dcr3 whether r1 is adjacent to r3
or not. To dominate u2, we have r2 or u is in Dcr3 . If r2 ∈ Dcr3 , then u /∈ Dcr3 by Lemma
4.3.1(2). Thus u1 is in Dcr3 , to dominate u. By the connectedness of (G− r2)[Dcr3],
Dcr3 = {r2,v1,v,v2,u1} contradicting Lemma 2.1.22(2). Hence r2 /∈Dcr3 and u∈Dcr3 . To
dominate r2, v1 ∈Dcr3 . Similarly, Dcr3 = {u,u1,v2,v,v1} contradicting Lemma 2.1.22(2)
Thus Case 1 cannot occur.
Case 2 : r2,u2,v1 is a path in G.
Thus N(u2) = {u,r2,v1}. Lemma 4.3.1(2) implies that r2 and v1 are adjacent to a
different vertex in {r1,r3}.
Subcase 2.1 : r2r3 ∈ E(G) and v1r1 ∈ E(G).
Consider G− r1. Lemma 2.1.22(1) thus implies u1,v1 /∈ Dcr1 . By the same argu-
ments as Subcase 1.1, r3 /∈Dcr1 whether r1 is adjacent to r3 or not. We have that r2 or w
is in Dcr1 to dominate r3. If r2 ∈ Dcr1 , then w /∈ Dcr1 by Lemma 4.3.1(2). It follows from
Lemma 2.1.24 that v ∈ Dcr1 ∩N(v2). Lemma 4.3.1(1) gives also that x /∈ Dcr1 . Thus
(G− r1)[Dcr1] is not connected, a contradiction. Hence r2 /∈ Dcr1 and w ∈ Dcr1 . Lemma
2.1.24 yields that u ∈ Dcr1 ∩N(u2). Since x /∈ Dcr1 , (G− r1)[Dcr1] is not connected, a
contradiction. Subcase 2.1 cannot occur.
Subcase 2.2 : r2r1 ∈ E(G) and v1r3 ∈ E(G).
We see that a graph in this subcase is isomorphic to the graph G1− r1r3.
Case 3 : u2,v1,r2 is a path in G.
Thus N(v1) = {v,r2,u2}. By Lemma 4.3.1(2), r2 and u2 are adjacent to a different
vertex in {r1,r3}.
Subcase 3.1 : u2r1 ∈ E(G) and r2r3 ∈ E(G).
Thus r1 ∈ N(u2)∩N(u1)−{u} contradicting Lemma 4.3.5.
Subcase 3.2 : u2r3 ∈ E(G) and r2r1 ∈ E(G).
By adding r1r3 to this graph, we see that the graph in this subcase is isomorphic to
the graph G1 by relabeling r2 and r3 to r′3 and r
′
2, respectively. and this completes the
proof of Case 3.
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Figure 4.3(b)
When wu1 ∈ E(G), similarly, let {r1,r2,r3}=V (G)−{x,u,v,u1,u2,v1,v2,w}. By
∆ = 3 and Lemma 4.3.1(2), w is adjacent to exactly two vertices in {r1,r2,r3} while
v2 is adjacent to the vertex in {r1,r2,r3} which is not adjacent to w. Without loss of
generality let wr1,wr2 ∈ E(G) and v2r3 ∈ E(G). The structure in this case is displayed
by Figure 4.3(b) and we can prove by the similar arguments to the case when wv2 ∈
E(G). This completes the proof of this theorem.
4.4 The k− γc−Vertex Critical Graphs achieving
the Lower Bound
By Theorem 3.1.5, k− γc−vertex critical graphs of order ∆+ k for k ≤ 4 have been
studied by [54,78,126,137] and [150] in the sense of k−γt−vertex critical graphs. We
then turn our attention to k ≥ 5. The main objective of this section is to prove that,
for k ≥ 5, every k− γc−vertex critical graph of order ∆+ k is isomorphic to Ck+2. The
following lemma (Lemma 4.4.1) is the main tool to prove Theorem 4.1.7 and we can
prove this in two ways. We first state this lemma and prove Theorem 4.1.7 and then
we give the two proofs of Lemma 4.4.1 in the following two subsections.
Lemma 4.4.1. Let G be a k− γc−vertex critical graph of order ∆+k and a be a vertex
of degree ∆. We, further, let H = G[V (G)−N[a]]. Then H is isomorphic to a path
Pk−1 = x1,x2, ...,xk−1, moreover, N(a)∩N(xi) 6= /0 if and only if i= 1 or k−1.
We are now ready to give a proof of Theorem 4.1.7.
Theorem 4.1.7. For k ≥ 5, G is a k− γc−vertex critical graph of order ∆+ k if and
only if G is a cycle, Ck+2, on k+2 vertices.
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Proof. Clearly, a cycle Ck+2 is a k− γc−vertex critical graph of order ∆+ k.
Conversely, let G be a k− γc−vertex critical graph of order ∆+ k. We show that G
is a Ck+2. Let a be a vertex of maximum degree. Lemma 4.4.1 yields that (G−a)[Dca]
is a path x1,x2, ...,xk−1 of order k−2. Moreover, let A= N(a) and
L= Dca−{x2,x3}.
So |L| = k− 3. Because Dca  A, it follows by Lemma 4.4.1 that {x1,xk−1} c A. If
there exists x ∈ A joining both x1 and xk−1, then {x}∪Lc G contradicting γc(G) = k.
Therefore NA(x1)∩NA(xk−1) = /0. Thus A is partitioned into X1 = NA(x1) and Xk−1 =
NA(xk−1).
Claim 1 : E(X1,Xk−1) = /0.
Suppose there exists an edge xy such that x ∈ X1 and y ∈ Xk−1. So {x,y}∪Lc G
contradicting γc(G) = k. Hence E(X1,Xk−1) = /0, thus establishing Claim 1.
Claim 2 : For i ∈ {1,k− 1}, each w ∈ Xi, there exists a vertex z ∈ Xk−i such that
z Xi−{w}.
We may assume without loss of generality that w ∈ Xk−1. Consider G−w. Lemma
2.1.22(1) implies that neither a nor xk−1 in Dcw. Lemma 2.1.24 implies also that Dcw∩
N(a) 6= /0 and Dcw∩ ({xk−2}∪Xk−1) 6= /0 because N(xk−1) = {xk−2}∪Xk−1.
We show that xk−2 ∈ Dcw. Suppose to the contrary that xk−2 /∈ Dcw. Hence Dcw ∩
Xk−1 6= /0 to dominate xk−1. Thus, there exists x ∈ Dcw∩Xk−1. Since N(xk−2) = {xk−1,
xk−3}, we have by Lemma 2.1.24 that xk−3 ∈ N(xk−2)∩Dcw. As (G−w)[Dcw] is con-
nected and xk−1 /∈ E(G), (G−w)[Dcw] must have a path P= xk−3,xk−4, ...,x2,x1,y1,y2,
...,yt−1,x where yt = x and y1,y2, ...,yt are in Dcw ∩ (A∪{a}). Because xx1 /∈ E(G),
t ≥ 2. Since a /∈ Dcw, there exists i ∈ {1,2, ..., t−1} such that yi ∈ X1 and yi+1 ∈ Xk−1.
This contradicts Claim 1. Thus xk−2 ∈ Dcw.
As (G−w)[Dcw] is connected and Dcw∩N(a) 6= /0, we must have {xk−2,xk−3, ...,x2,
x1,z}⊆Dcw for some z∈X1. Lemma 2.1.22(2) then yields that Dcw= {xk−2,xk−3, ...,x2,
x1,z}. Lemma 4.4.1 together with Claim 1 give that NXk−1(xi) = /0 for all 1≤ i≤ k−2.
Therefore z Xk−1−{w}, thus establishing Claim 2.
It remains to show that |A|= 2. Suppose that |A|> 2. By the pigeonhole principle,
at least one of X1 and Xk−1 has more than one vertex. Suppose that |Xi| > 1. Let
{w,w′}⊆Xi. By Claim 2, there exists z∈Xk−i such that zXi−{w}. Thus zw′ ∈E(G)
contradicting Claim 1. Therefore |A| = 2 and this completes the proof of Theorem
4.1.7.
By Theorems 4.1.5 and 4.1.7, we can establish the following result.
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Corollary 4.4.2. Let G be a k−γc−vertex critical graph with ∆≥ 3 and k≥ 5 of order
n. Then
∆+ k+1≤ n≤ (∆−1)(k−1)+3.
4.4.1 The First Proof of Lemma 4.4.1
The first proof utilizes the idea of Theorem 2.1.14 to show that the maximum degree
of the induced subgraph (G−a)[Da] is at most two. Obviously, a connected graph of
maximum degree two is either a cycle or a path. Then it is easy to characterize further
the structure between Da and N(a). Let G be a k− γc−vertex critical graph of order
∆+ k containing a vertex a of degree ∆. In this section, let H be G[V (G)−N[a]].
Clearly |V (H)|= k−1.
Lemma 4.4.3. γc(H) = k−3 and ∆(H) = 2.
Proof. Lemma 2.1.22(1) gives that Dca⊆V (H), moreover, Lemma 2.1.22(2) gives also
that |Dca| = k− 1. Therefore V (H) = Dca. By the connectedness of (G− a)[Dca], H is
connected. Thus ∆(H)≥ 2. By Theorem 2.1.14,
γc(H)≤ |V (H)|−∆(H)≤ (k−1)−2 = k−3.
Suppose that γc(H) ≤ k−4. Let D be a γc−set of H and x a vertex of H which is
adjacent to a vertex in N(a). Hence x is adjacent to a vertex in D. Let y ∈ N(a)∩N(x).
Thus D∪{x,y,a} c G. But |D∪{x,y,a}| ≤ (k−4)+3≤ k−1 contradicting γc(G) =
k. Therefore γc(H) = k−3. We see that the equality holds if ∆(H) = 2. This completes
the proof.
Lemma 4.4.4. Let D be a γc−set of H. Then N(x)∩N(a) = /0 for any vertex x in D.
Proof. Suppose to the contrary that there exists y∈N(x)∩N(a). Thus D∪{y,a}c G.
Lemma 4.4.3 yields that |D∪{y,a}|= (k−3)+2= k−1 contradicting γc(G) = k. This
completes the proof.
We now give the first proof of Lemma 4.4.1.
Proof. We have by Lemma 4.4.3 that ∆(H) = 2. By the connectedness of H, we
have that H is either Ck−1 or Pk−1. Suppose to the contrary that H is isomorphic to
Ck−1. Since G is connected, there exists x ∈ V (H) such that N(x)∩N(a) 6= /0. Let
H = x1,x2, ...,xk−1,x1 where x = x1. We see that {x1,x2, ...,xk−3} is a γc−set of H
containing a vertex x. This contradicts Lemma 4.4.4. Therefore H is isomorphic to
Pk−1.
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Let Pk−1 = x1,x2, ...,xk−1. If i ∈ {1,k−1}, then N(xi)∩N(a) 6= /0 by the 2− con-
nectedness of G.
Conversely, suppose there exists i ∈ {2,3, ...,k− 2} such that N(xi)∩N(a) 6= /0.
We see that {x2,x3, ...,xk−3} is a γc−set of H containing a vertex xi. This contradicts
Lemma 4.4.4. Thus N(xi)∩N(a) 6= /0 if and only if i ∈ {1,k− 1} and this completes
the proof of Lemma 4.4.1.
4.4.2 The Second Proof of Lemma 4.4.1
The second proof is much longer than the first one. The idea of the second proof is
based on the the structure between sets at a different distance from a. Let a be a vertex
of maximum degree and s the maximum distance from a. For 1≤ i≤ s, we have
Li : the set of vertices at distance i from a.
Clearly N(a) = L1 and |L1|= ∆. Moreover, for 1≤ i≤ s−1, let
Vi : a smallest vertex subset of Li such that Vi  Li+1.
Note that G[Vi] needs not be connected. We have the following lemma by the defini-
tions of Vi and Li.
Lemma 4.4.5. Let Dca be a γc−set of G−a and D= {a}∪ (∪s−1i=1Vi). Then
(1) Dca = ∪si=2Li,
(2) for 1≤ i≤ s−1, |Vi| ≤ |Li+1| and
(3) |D|= k.
Proof. We see that
|∪si=2 Li|= |V (G)−N[a]|= n− (∆+1) = ∆+ k− (∆+1) = k−1.
Because Dca∩ (L1∪{a}) = /0, it follows that Dca ⊆ ∪si=2Li. But |Dca| = k−1, we have
that Dca = ∪si=2Li. This establishes (1).
By the minimality of Vi, PNLi+1(v,Vi) 6= /0. Hence |Vi| ≤ |Li+1| which establishes
(2).
We see that aV1. Because Vi  Li+1, it follows that Vi Vi+1. Thus Dc G. By
the minimality of k, k ≤ |D|. By (1) and (2), we have that
|∪s−1i=1 Vi|= |V1|+ |V2|+ ...+ |Vs−1| ≤ |L2|+ |L3|+ ...|Ls|= k−1.
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Therefore |D|= 1+ |∪s−1i=1 Vi| ≤ k. Hence |D|= k which establishes (3).
Before proving the next lemma, we need to establish a basic property between two
finite sequences.
Proposition 4.4.6. Let {ai}si=1 and {bi}si=1 be real finite sequences such that ai ≤ bi
for all i. If ∑si=1 ai = ∑
s
i=1 bi, then ai = bi for i= 1, ...,s.
Proof. Since ai ≤ bi for all i = 1, ...,n, there exists a real number ci ≥ 0 such that
ai+ ci = bi. Thus
∑si=1 ai = ∑
s
i=1 bi = ∑
s
i=1(ai+ ci) = ∑
s
i=1 ai+∑
s
i=1 ci.
So ∑si=1 ci= 0 and this implies that ci= 0 for all i= 1, ...,n. Hence ai= bi for all i.
The following lemma shows the minimum value of s and the relationship between
|Vi| and |Li+1|.
Lemma 4.4.7. s≥ 3 and, for i= 1, ...,s−1, |Vi|= |Li+1|.
Proof. Clearly s> 1. Suppose s= 2. Lemma 4.4.5(1) gives that Dca = L2. This implies
|L2| = k−1 ≥ 4. By applying Proposition 2.1.13 to G[L2], γc(G[L2]) ≤ (k−1)−2 =
k−3. Let Y be a γc−set of L2 and u ∈ Y . Since u ∈ L2, there is w ∈ L1 adjacent to u.
Thus {a,w}∪Y c G. But {a,w}∪Y contains k−1 vertices contradicting γc(G) = k.
Hence s≥ 3.
In view of Lemma 4.4.5 (1), (2) and (3)
k = |D|= 1+ |V1|+ ...+ |Vs−1| ≤ 1+ |L2|+ ...+ |Ls|= k.
Thus ∑s−1i=1 |Vi|= ∑s−1i=1 |Li+1|. By Proposition 4.4.6, |Vi|= |Li+1| for i= 1, ...,s−1 and
this completes the proof.
Lemmas 4.4.8-4.4.11 establish a structure of G[Li∪Li+1] for i= 1, ...,s−1.
Lemma 4.4.8. For any v ∈ Li, |NLi+1(v)| ≤ 1 for i= 1, ...,s−1.
Proof. Since PNLi+1(v,Vi) 6= /0 for all v ∈ Vi, it follows that |X | ≤ |NLi+1(X)| for all
subset X ⊆ Vi. By Hall’s Marriage Theorem, there exists a perfect matching M such
that every edge in M has an end vertex in Vi and the other one in Li+1.
Claim : |PNLi+1(v,Vi)|= 1 for all v ∈Vi.
Suppose there exists v′ ∈Vi such that |PNLi+1(v′,Vi)|> 1. Since |PNLi+1(v,Vi)| ≥ 1
for all v ∈Vi, it follows that |NLi+1(Vi)| ≥ |Vi|+1. But |NLi+1(Vi)| ⊆ Li+1. This implies
|Li+1| ≥ |Vi|+1 contradicting Lemma 4.4.7, thus establishing the claim.
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Suppose there exists v ∈ Li such that |PNLi+1(v,Vi)| > 1. By the claim v ∈ Li−
Vi. Let u,w ∈ NLi+1(v). Thus there exist u′,w′ ∈ Vi such that u′u,w′w ∈ M. By the
claim PNLi+1(u
′,Vi) = {u} and PNLi+1(w′,Vi) = {w}. Thus (Vi−{u′,w′})∪{v}  Li+1
contradicting the minimality of Vi. This completes the proof.
Lemma 4.4.9. For any v ∈ Li and i= 3, ...,s−1, we have that
(1) If v ∈Vi and s≥ 4, then |NLi−1(v)|= 1.
(2) If v ∈ Li−Vi and s ≥ 4, then |NLi−1(v)| ≤ 2. Moreover, if |NLi−1(v)| = 2, then
|NVi−1(v)|= 1 and NLi+1(v) = /0.
(3) If v∈ Ls and s= 3, then |NL2(v)| ≤ 2. Moreover, if |NL2(v)|= 2, then |NV2(v)|= 1
Proof. We first consider the case when s ≥ 4. Suppose there exists v ∈ Li such that
|NLi−1(v)| ≥ 2. Because v ∈ Li, there is vi−1 ∈ Vi−1 adjacent to v. Let ui−1 ∈ Li−1−
{vi−1} be a vertex which is adjacent to v. If ui−1 ∈ Vi−1, then by Lemma 4.4.8,
NLi(ui−1) = {v}. Clearly G[D−{ui−1}] is connected. Thus D−{ui−1} c G con-
tradicting the minimality of D. Therefore ui−1 ∈ Li−1−Vi−1.
Suppose that v ∈Vi. Because ui−1 ∈ Li−1, there is ui−2 ∈Vi−2 such that ui−2ui−1 ∈
E(G). Lemma 4.4.8 then yields NLi−1(ui−2) = {ui−1}. Since vui−1 ∈ E(G), it fol-
lows that D−{ui−2} c G with k− 1 vertices, a contradiction. Hence if v ∈ Vi, then
|NLi−1(v)|= 1 and this proves (1).
To prove (2), suppose that v ∈ Li−Vi and vi−1,ui−1 ∈ NLi−1(v). Moreover, Lemma
4.4.8 implies that there are different vi−2,ui−2 ∈ Vi−2 such that NLi−1(vi−2) = {vi−1}
and NLi−1(ui−2) = {ui−1}.
Suppose that there exists wi−1 ∈ NLi−1(v)−{vi−1,ui−1}. Lemma 4.4.8 yields that
there is wi−2 ∈ Vi−2 − {vi−2,ui−2} such that NLi−1(wi−2) = {wi−1}. So D∪ {v} −
{wi−2,ui−2} c G contradicting the minimality of D. Therefore |NLi−1(v)| ≤ 2.
By Lemma 4.4.8 and the minimality of Vi−1, only one of vi−1 or ui−1 is in Vi−1. If
|NLi−1(v)|= 2, then |NVi−1(v)|= 1.
Suppose that NLi+1(v) 6= /0. Lemma 4.4.8 thus implies |NLi+1(v)|= 1. Let {vi+1}=
NLi+1(v). Because v /∈ Vi, there exists xi ∈ Vi such that xivi+1 ∈ E(G). By Lemma
4.4.8, NLi+1(xi) = {vi+1}. But {vi+1,ui−1} ⊆ N(v). Thus (D∪{v})−{xi,ui−2} c G
contradicting the minimality of D. Hence if |NLi−1(v)|= 2, then NLi+1(v) = /0 and this
proves (2).
Since Vs is not defined in Ls, we can prove that every vertex in Ls has property (3)
by the same arguments as when a vertex is in Li−Vi which is case (2). This completes
the proof.
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Lemma 4.4.10. Li is an independent set for all i= 2, ...,s−1.
Proof. Suppose this lemma is false.
Choose i= min{ j ∈ {2, ...,s−1} : L j is not an independent set }.
Therefore there exist xi,yi ∈ Li such that xiyi ∈ E(G). Lemma 4.4.8 thus implies there
are different xi−1,yi−1 ∈Vi−1 such that NLi(xi−1) = {xi} and NLi(yi−1) = {yi}. If xi or
yi are in Vi, without loss of generality xi ∈ Vi, then D−{yi−1} c G contradicting the
minimality of D. Hence xi,yi /∈Vi. We distinguish two cases.
Case 1 : NLi+1({xi,yi}) 6= /0.
Without loss of generality, NLi+1(xi) 6= /0. By Lemma 4.4.8, let NLi+1(xi) = {xi+1}.
Since xi /∈Vi, it follows from Lemma 4.4.8 that there exists zi ∈Vi such that NLi+1(zi) =
{xi+1}. Clearly, xi 6= zi. We now have that {xi+1,yi} ⊆ N(xi). Thus (D∪ {xi})−
{yi−1,zi} c G contradicting the minimality of D. This case cannot occur.
Case 2 : NLi+1({xi,yi}) = /0.
Let Ti be the component in (G− a)[Li] containing xiyi. By similar arguments,
Ti∩Vi = /0 and NLi+1(Ti) = /0. SinceVi  Li+1 and Li+1 6= /0, it follows that Li−V (Ti) 6=
/0. If i = 2, then (G− a)[Dca] = (G− a)[∪sj=2L j] is not connected with at least two
components Ti and G[∪sj=2L j−V (Ti)], a contradiction. Thus i> 2. By the minimality
of i, L2, ...,Li−1 are independent set. Let Tj−1 = NL j−1(Tj) for 3 ≤ j ≤ i. Further, let
H1 = V (Ti)∪ (∪i−1j=2Tj) and H2 = ∪sj=2L j −H1. If there exists an edge xy such that
x ∈ H1 and y ∈ H2, then x ∈ Tj and y ∈ L j−1 ∪L j+1 for some j ∈ {2, ..., i}. Suppose
that y ∈ L j+1. Since x ∈ Tj, there exists a vertex z ∈ Tj+1 such that xz ∈ E(G). Lemma
4.4.8 gives that z= y. Thus y∈ Tj+1 contradicting y∈H2. Therefore y∈ L j−1. Because
x ∈ Tj, it follows that y ∈ NL j−1(Tj). Thus y ∈ Tj−1 contradicting y ∈ H2. Hence G[Dca]
is not connected with at least two components G[H1] and G[H2], a contradiction. This
completes the proof.
Lemma 4.4.11. |L2|= 2.
Proof. Suppose to the contrary that |L2| = p ≥ 3. We first establish the following
claim.
Claim : G[Ls] is connected and |Ls| ≤ 2.
Lemma 4.4.10 implies that L j is independent for j ∈ {2, ...,s− 1}. In view of
Lemmas 4.4.8, 4.4.9(1), (2) and (3), (G−a)[∪s−1j=2L j] is a forest. By the connectedness
of (G−a)[Dca], G[Ls] is connected.
Suppose to the contrary that |Ls| ≥ 3. By Proposition 2.1.13, γc((G− a)[Ls]) ≤
|Ls|−2. Let Y be a γc−set of Ls. Since Y ⊆ Ls, there exists w ∈Vs−1 which is adjacent
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to a vertex y ∈ Y . Because |Vs−1|= |Ls|, |Vs−1−{w}|= |Ls|−1. Therefore (D∪Y )−
(Vs−1−{w})c G. We note by Lemma 4.4.5(3) that |D|= k. Thus
|(D∪Y )− (Vs−1−{w})| ≤ k+(|Ls|−2)− (|Ls|−1) = k−1,
a contradiction. Hence |Ls| ≤ 2 and we settle the claim.
Because |L2| ≥ 3, there exists j ∈ {3, ...,s} such that |L j|< |L j−1|.
Choose i= min{ j ∈ {3, ...,s} : |L j|< |L j−1|}.
Thus |L2|= |L3|= ...= |Li−1|> |Li|. This implies by Lemmas 4.4.8, 4.4.9(1), (2) and
(3) that (G−a)[∪i−1j=2L j] is a disjoint union of p paths of length i−3 with one end vertex
in L2 and the other end vertex in Li−1. By the connectedness of (G−a)[Dca], there exists
vi ∈ Li such that |NLi−1(vi)|> 1. Let vi−1 ∈ NVi−1(vi) and yi−1 ∈ NLi−1(vi)−{vi−1}. By
Lemma 4.4.9(2) and (3), NLi−1(vi) = {vi−1,yi−1}, NVi−1(vi) = {vi−1} and NLi+1(v) = /0.
These imply that there exist a path Pi−2 with one end vertex in L2 and the other end
vertex is vi−1 and, similarly, a path P′i−2 with one end vertex in L2 and the other end
vertex is yi−1.
If i< s, then (G−a)[Dca] contains a path P= Pi−2,v,P′i−2 as one of the components.
Because p ≥ 3, it follows that Dca−V (P) 6= /0. Hence (G− a)[Dca] is not connected.
Thus i= s. This implies vi = vs,vi−1 = vs−1 and yi−1 = ys−1. Moreover, |L2|= |L3|=
...= |Ls−1| ≥ 3 and (G−a)[∪s−1j=2L j] is a disjoint union of p paths of length s−3.
Case 1 : |Ls|= 2.
Let {us} = Ls−{vs}. By the claim, usvs ∈ E(G). Since us ∈ Ls and ys−1 ∈ Ls−1,
there are vertices us−1 ∈ Vs−1, ys−2 ∈ Vs−2 adjacent to us,vs−1, respectively. Lem-
ma 4.4.8 implies that NLs(us−1) = {us} and NLs(ys−2) = {ys−1}. Thus (D∪{vs})−
{us−1,ys−2} c G contradicting the minimality of D and this case cannot occur.
Case 2 : |Ls|= 1.
Hence {vs}= Ls. Since (G−a)[∪s−1l=2Ll] is a disjoint union of p paths, vs  Ls−1 by
the connectedness of (G−a)[Dca]. Because vs−1 ∈ Ls−1, there is vs−2 ∈ Vs−2 adjacent
to vs−1. Since |Vs−2| = |Ls−1| ≥ 3, |Vs−2−{vs−2}| ≥ 2. So (D∪ {vs})− (Vs−2−
{vs−2})c G. But |(D∪{vs})− (Vs−2−{vs−2})| ≤ (k+1)−2 = k−1 contradicting
the minimality of D. This completes the proof.
We are now ready to establish the second proof of Lemma 4.4.1.
Proof. Lemma 4.4.7 implies that |L2| ≥ |L3| ≥ ...≥ |Ls|. As a graph G is 2−connected,
it follows from Lemma 4.4.11 that |Li| = 2 for i = 2, ...,s− 1 and |Ls| ≤ 2. Lemma
4.4.10 yields that the two vertices in Li are not adjacent each other. Moreover, by Lem-
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ma 4.4.8, each vertex in Li is adjacent only one vertex in Li+1. By the connectedness
of (G− a)[Dca], when |Ls| = 2, the two vertices in Ls are adjacent and each of them
is adjacent to a different vertex in Ls−1. Moreover, when |Ls| = 1, the two vertices in
Ls−1 are both adjacent to the vertex in Ls. We now have that G[∪si=2Li] is a path of
length k−2 with the two end vertices are in L2. This completes the proof.
4.5 Vertex Critical Graphs of Prescribed Order
In this section we determine the existence of k−γc−vertex critical graphs whose order
is between ∆+ k and (∆− 1)(k− 1)+ 3 when ∆ and k are given. In view of Lemma
2.1.21, k− γc−vertex critical graphs have been completely characterized for k = 1
or 2. We then turn our attention to k ≥ 3. We see that if ∆ = 2, then 2+ k ≤ n ≤
(2− 1)(k− 1) + 3. Thus n = k+ 2. It is not difficult to show that a k− γc−vertex
critical graph with ∆= 2 of order k+2 is isomorphic to a cycleCk+2. For ∆≥ 3, as the
range of n increases, it is difficult to resolve the realizable problem. In the following,
we focus on ∆= 3 or 4.
4.5.1 ∆= 3
Our first result in this section is to deny the existence of 3− γc−vertex critical graphs
with ∆= 3.
Corollary 4.5.1. There is no 3− γc−vertex critical graph with ∆= 3.
Proof. By Theorem 4.1.5, n can be 6 or 7. By Theorem 2.1.11, n 6= 6. Moreover,
Theorem 4.1.6 gives that there is no 3− γc−vertex critical graph with ∆ = 3 of order
7. Thus there is no 3− γc−vertex critical graph with ∆ = 3 and this completes the
proof.
For k ≥ 4, we establish the following theorem.
Theorem 4.5.2. For k ≥ 4, there is a k− γc−vertex critical graph with ∆= 3 of order
2k.
Proof. Let Ck = x1,x2,x3, ...,xk,x1 and C′k = y1,y2,y3, ...,yk,y1 be two disjoint cycles
of length k. We construct a graph G by adding k edges x1y1,x2y2, ...,xkyk to the two
cycles. The following figure shows the graph G. We show that G is a k− γc−vertex
critical graph with ∆= 3 of order 2k.
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Figure 4.4 : A k− γc−vertex critical graph with ∆= 3 of order 2k
Clearly, {x1,x2, ...,xk} c G. Thus γc(G)≤ k. Suppose that γc(G)< k. Let D be a
γc−set. Therefore |D|< k. Consider k sets {x1,y1},{x2,y2}, ..., {xk,yk}. Since |D|< k,
at least one of these k sets does not contain any vertex of D. By symmetry, let this set
be {x1,y1}. Thus, to dominate x1, D contains x2 or xk. Without loss of generality let
x2 ∈ D. To dominate y1, D contains y2 or yk.
Suppose first that y2 ∈ D. If xk ∈ D, then, by the connectedness of G[D], D∩
{xi,yi} 6= /0 for all i where 3 ≤ i ≤ k, implying that |D| ≥ |{x2,y2}|+(k− 2) = k, a
contradiction. Therefore xk /∈ D. In this case, in order to dominate xk, we have that
xk−1 or yk is in D. In both cases, by the connectedness of G[D], D∩{xi,yi} 6= /0 for all
3 ≤ i ≤ k− 1. Thus {y2,x2,w3, ...,wk−1} ⊆ D for some wi ∈ {xi,yi}. Since |D| < k,
D= {y2,x2,w3, ..., wk−1}. Thus D does not dominate zk where {zk}= {xk,yk}−{wk}.
Hence yk ∈ D. By the connectedness of G[D], D∩ {xi,yi} 6= /0 for all 3 ≤ i ≤ k−
1, moreover, at least one of {x j,y j} for some j ∈ {3,4, ...,k− 1} is a subset of D.
Therefore |D| ≥ k, a contradiction. Hence γc(G) = k.
To establish the criticality, considerG−wi wherewi ∈{xi,yi} and i∈{1,2,3, ...,k}.
For {zi}= {xi,yi}−{wi}, we see that {zi+1,zi+2, ...,zk,z1,z2, ...,zi−1}cG−wi. There-
fore γc(G−wi)< k and G is a k− γc−vertex critical graph.
Corollary 4.5.3. Let G be a 4− γc−vertex critical graph with ∆= 3 of order n. Then
n= 8.
Proof. Let G be a 4− γc−vertex critical graph with ∆ = 3. By Theorem 4.1.5, n can
be 7,8 or 9. Theorem 4.1.4 implies that n 6= 7. Theorem 4.1.6 yields also that n 6= 9.
By Theorem 4.5.2, n= 8.
For k = 5 or 6, let us show some k− γc−vertex critical graphs in the following
figures. It is a routine exercise to check that they are k− γc−vertex critical graphs.
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Fig.4.5(a): A 5− γc−vertex critical graph
of order 9 with ∆= 3
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Fig.4.5(b): A 6− γc−vertex critical graph
of order 10 with ∆= 3
Corollary 4.5.4. Let G be a 5− γc−vertex critical graph with ∆= 3 of order n. Then
n= 9,10 or 11.
Proof. By Corollary 4.4.2, n 6= 8. By Figure 4.5(a), Theorem 4.5.2 and the graph G1 in
Section 4.3, there are 5−γc−vertex critical graphs with ∆= 3 of order 9,10 or 11.
For k = 6, we have by Corollary 4.4.2 that there is no 6− γc−vertex critical graph
of order 9. Although we have found 6− γc−vertex critical graphs with ∆= 3 of order
10,12 or 13 as detailed in Figure 4.5(b), Theorem 4.5.2 and the graph G2 in Section
4.3, we could not determine the existence of these graphs of order 11. The following
table displays all the results that we have for ∆ = 3 and 3 ≤ k ≤ 6. We use a X to
denote there exists, a × to denote there does not exist and a ? to denote an unresolved
case.
Table 1: The existence of k− γc−vertex critical graphs when ∆= 3 for 3≤ k ≤ 6.
k\n 6 7 8 9 10 11 12 13
3 × × − − − − − −
4 − × X × − − − −
5 − − × X X X − −
6 − − − × X ? X X
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4.5.2 ∆= 4
In this subsection we focus on k− γc−vertex critical graphs with ∆= 4 for k = 3 or 4.
The following two figures show some k− γc−vertex critical graphs for k = 3 or 4.
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Fig.4.6(a): A 3− γc−vertex critical graph
of order 8 with ∆= 4
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Fig.4.6(b): A 4− γc−vertex critical graph
of order 10 with ∆= 4
Our first result, is when k = 3.
Corollary 4.5.5. There is a 3− γc−vertex critical graph with ∆ = 4 of order n for all
n= 7,8 or 9.
Proof. Let G be a 3− γc−vertex critical graph with ∆ = 4 of order n. By Theorem
4.1.5, n can be 7,8 or 9. Theorem 4.1.6 gives that there exists a 3− γc−vertex critical
graphs of order 9. By Theorem 2.1.12 and Figure 4.6(a), there are 3−γc−vertex critical
graphs with ∆= 4 of order n= 7 or 8.
For k = 4, by Theorem 4.1.4, Figure 4.6(b) and Theorem 4.1.5, there are 4−
γc−vertex critical graphs with ∆= 4 of order n= 8,10 or 12. We could not determine
the existence of such graphs of order 11. However, we can show, for the smaller case,
that there is no 4−γc−vertex critical graph with ∆= 4 of order 9 by giving a very long
proof as detailed in Theorem 4.5.6. We conclude this work with the following table
which displays all the known results when ∆= 4.
Theorem 4.5.6. There is no 4− γc−vertex critical graph with ∆= 4 of order 9.
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Table 2: The existence of k− γc−vertex critical graphs when ∆= 4 for 3≤ k ≤ 4.
k\n 7 8 9 10 11 12
3 X X X − − −
4 − X × X ? X
Hereafter, to prove Theorem 4.5.6, let G be a 4− γc−vertex critical graph of order
9 with a vertex a of degree ∆= 4 and let s be the maximum distance of a vertex from
the vertex a in the graph G. For 1≤ i≤ s, let
Li : the set of vertices at distance i from a.
Thus L1 = N(a) and |∪si=2 Li|= 4.
Lemma 4.5.7. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then s≤ 3 and |L3| ≤ 1.
Proof. Suppose that s≥ 4. Since |∪si=2Li|= 4, at least one of L2 or L3 contains exactly
one vertex. Thus G has a cut vertex contradicting G is 2−connected. Therefore s≤ 3.
Suppose to the contrary that |L3| ≥ 2. Thus |L2| = |L3| = 2. Let L2 = {x1,x2} and
L3 = {y1,y2}. Since y1 ∈ L3, it is adjacent to a vertex xi for some i ∈ {1,2}. Similarly,
y2 is adjacent to a vertex x j for some j ∈ {1,2}. By the 2−connectedness of G, we
can find the different i and j. Without loss of generality let i = 1 and j = 2. If x1x2 ∈
E(G), then N(y2)⊆ N[x1] contradicting Corollary 2.1.23. Thus x1x2 /∈ E(G). Suppose
that xiy j ∈ E(G) where {i, j} = {1,2}. Clearly N(yi)⊆ N[y j] contradicting Corollary
2.1.23. Therefore x1y2,x2y1 /∈ E(G). Consider G− a. Lemma 2.1.22(1) yields that
Dca ⊆ ∪3i=2Li. As (G−a)[Dca] is connected, by Lemma 2.1.22(2), we must have |Dca∩
L2| = 1. Let xi ∈ Dca. Thus xi  L1. This implies that N(a) ⊆ N[xi] contradicting
Corollary 2.1.23. Thus |L3| ≤ 1 and this completes the proof.
Lemma 4.5.8. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then NL2(a′) 6= /0 for all a′ ∈ L1.
Proof. Suppose to the contrary that NL2(a
′) = /0. Thus N[a′]⊆N[a] contradicting Lem-
ma 2.1.22(3). This completes the proof.
We set up the condition for Lemmas 4.5.9 and 4.5.10. Let ai,a j,al ∈ L1 and b′ ∈ L2
such that {a,b′} ⊆ N(ai)∩N(a j)∩N(al). Moreover, let Z = {z1,z2,zt} where t = 2 or
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3 be a set of all possible vertices in (L1∪L2)−{ai,a j,al} which ai,a j and al can be
adjacent to.
Lemma 4.5.9. If t = 2, then at least one of these following situations must occur
(i) a jz1,alz2,aiz1,aiz2 and a jal are in E(G) or
(ii) aia j,aial ∈ E(G) and a j and al are adjacent to a different vertex in Z.
Proof. Suppose first that there is no edge in E(G[{ai,a j,al}]). If ai is not adjacent to
any vertex in Z, then N(ai)⊆ N[a j] contradicting Corollary 2.1.23. Thus ai is adjacent
to a vertex in Z. Similarly, a j and al are adjacent to a vertex in Z. Since t = 2, it
follows by the pigeonhole principle that at least two of ai,a j and al are adjacent to the
same vertex in Z, ai and a j says. Thus N(ai) ⊆ N[a j] or N(ai) ⊆ N[a j] contradicting
Corollary 2.1.23. Thus there is at least one edge in E(G[{ai,a j,al}]).
We then suppose that there is exactly one edge a jal ∈ E(G[{ai,a j,al}]). It follows
from Lemma 2.1.22(3) that a j and al are adjacent to a different vertex in Z. Moreover
ai  Z as otherwise N(ai) ⊆ N[al] or N(ai) ⊆ N[a j] contradicting Corollary 2.1.23.
This proves (i).
Suppose that there exists a vertex ai such that ai{a j,al}. Thus N(ai) = {a j,al,a,
b′} and {ai,a,b′} ⊆ N(a j)∩N(al). If a jal ∈ E(G), then N[a j] = {ai,a j,al,a, b′} =
N[al] contradicting Lemma 2.1.22(3). Therefore a jal /∈ E(G). If a j is not adjacent to
any vertex in Z, then N(a j)⊆N[al] contradicting Corollary 2.1.23. Thus a j is adjacent
to a vertex in Z, similarly, so is al . But if they are adjacent to the same vertex in Z, then,
by ∆ = 4, N(a j) = N(al) contradicting Corollary 2.1.23. Thus a j and al are adjacent
to a different vertex in Z. This proves (ii).
Lemma 4.5.10. If t = 3, then at least one of these following situations must occur
(i) there is a perfect matching between the sets {ai,a j,al} and Z or
(ii) for some some {z,z′} ⊆ Z, a jz,alz′,aiz,aiz′ and a jal are in E(G) or
(iii) aia j,aial ∈ E(G) and a j and al are adjacent to a different vertex in {z,z′}.
Proof. We distinguish two cases.
Case 1 : |NZ{ai,a j,al}|= 3.
Suppose first that NZ(ai) = /0. If ai is not adjacent to any vertex in {a j,al}, then
N(ai)⊆ N[al] contradicting Corollary 2.1.23. If ai is adjacent to exactly one vertex in
{a j,al}, a j says, then N[ai]⊆ N[a j] contradicting Lemma 2.1.22(3). Thus aia j,aial ∈
E(G). By ∆ = 4, each of a j and al can be adjacent to at most one vertex in Z. This
implies |NZ{ai,a j,al}| ≤ 2, a contradiction. Therefore NZ(ai) 6= /0, similarly, NZ(a j) 6=
/0 and NZ(al) 6= /0.
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As {a,b′} ⊆ N(ai)∩N(a j)∩N(al), by ∆ = 4, each of ai,a j and al is adjacent
to at most two vertices in Z. Since |NZ{ai,a j,al}| = 3, there exist two vertices in
{ai,a j,al} which are adjacent to a different vertex in Z, without loss of generality let
aiz1,a jz2 ∈E(G). If alz3 ∈E(G), then {aiz1,a jz2,alz3} is a perfect matching. Suppose
that alz3 /∈ E(G). Because NZ(al) 6= /0, al is adjacent to z1 or z2. Without loss of
generality let alz1 ∈ E(G). If aiz3 ∈ E(G), then {aiz3,alz1,a jz2} is a perfect matching.
We then suppose that aiz3 /∈ E(G). As |NZ{ai,a j,al}|= 3, we must have a jz3 ∈ E(G).
Thus N(a j) = {a,b′,z2,z3}, in particular, a jai,a jal /∈ E(G). We show that at least one
of ai and al is adjacent to z2. Suppose to the contrary that ai and al are not adjacent
to z2. If aial ∈ E(G), then N[ai] = N[al] contradicting Lemma 2.1.22(3). Thus aial /∈
E(G). Therefore N(ai) = {a,b′,z1}= N(al) contradicting Corollary 2.1.23. Hence ai
or al is adjacent to z2.
Clearly if aiz2 ∈ E(G), then {aiz2,a jz3,alz1} is a perfect matching. If alz2 ∈ E(G),
then {alz2,aiz1,a jz3} is a perfect matching. This proves (i) and we finish Case 1.
Case 2 : |NZ{ai,a j,al}| ≤ 2.
If |NZ{ai,a j,al}| < 2, then it is not difficult to see that there exist two vertices in
{ai,a j,al}, ai and a j say, such that N(ai) ⊆ N[a j]. This contradicts Corollary 2.1.23.
Therefore |NZ{ai,a j,al}| = 2. By Lemma 4.5.9 (i) and (ii), we establish (ii) and (iii),
respectively. This completes the proof.
Lemma 4.5.11. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If L3 = {b} and degG(b) = 3, then |NL2(b′)| ≤ 2 for all b′ ∈ L2.
Proof. Suppose there exists b1 ∈ L2 such that b1 is adjacent to a1,a2 and a3 in L1.
Since ∆ = 4, N(b1) = {a1,a2,a3,b}. Let {a4} = L1−{a1,a2,a3}. If a4ai ∈ E(G) for
some i ∈ {1,2,3}, then {ai,b1,b} c G contradicting γc(G) = 4. Thus a4ai /∈ E(G) for
all i ∈ {1,2,3}
Claim : |{a1a2,a2a3,a3a1}∩E(G)| ≤ 1.
Suppose there exists ai is adjacent to a j and al for {i, j, l} = {1,2,3}. Thus
N(ai) = {a j,al,a,b1}. Consider G−ai. By Lemma 2.1.22(1), {a j,al,a,b1}∩Dcai = /0.
Lemma 2.1.24 gives also that a4 ∈ Dcai ∩N(a) and b ∈ Dcai ∩N(b1). As (G− ai)[Dcai]
is connected, by Lemma 2.1.22(2), there exists b2 such that {b2} ∈ (L2 − {b1})∩
Dcai . Thus {a4,b2}  {a j,al}. Since a4a j,a4al /∈ E(G), it follows that b2a j,b2al ∈
E(G). Thus N(a j) = {a,ai,b1,b2} = N(al) contradicting Corollary 2.1.23. Hence
|{a1a2,a2a3,a3a1}∩E(G)| ≤ 1 and we settle the claim.
Let {b2,b3}= L2−{b1}. We see that {b1,a}⊆N(a1)∩N(a2)∩N(a3) and {b2,b3}
is the set of all vertices which a1,a2 and a3 can be adjacent to. By Lemma 4.5.9, (i) or
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(ii) must be occur for which {z1,z2}= {b2,b3}.
By the claim, (ii) in Lemma 4.5.9 cannot occur. Hence (i) occurs. This implies that
N(b) = {b1,b2,b3}⊆N[ai] contradicting Corollary 2.1.23. Therefore |NL2(b′)| ≤ 2 for
all b′ ∈ L2 and this completes the proof.
Lemma 4.5.12. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆ = 4. If L3 = {b} and degG(b) = 3, then there is at most one vertex a′ ∈ L1
such that |NL2(a′)| ≥ 2.
Proof. Suppose to the contrary that there exists a1 and a2 in L1 such that |NL2(a1)| ≥ 2
and |NL2(a2)| ≥ 2. Since N(b) = L2, it follows by Corollary 2.1.23 that |NL2(a1)|= 2
and |NL2(a2)|= 2. We distinguish two cases.
Case 1 : NL2(a1) = NL2(a2).
Let NL2(a1) = {b1,b2} and {b3} = L2−{b1,b2}. By Lemma 4.5.11, NL1(bi) =
{a1,a2} for all i = 1,2. Moreover at least one vertex of b1 or b2 is not adjacent to b3,
as otherwise N[b] ⊆ N[b3] contradicting Lemma 2.1.22(3). Without loss of generality
let b1b3 /∈ E(G). Clearly N(b1)⊆ N[b2] contradicting Corollary 2.1.23. Case 1 cannot
occur.
Case 2 : NL2(a1) 6= NL2(a2).
Since |L2| = 3, |NL2(a1)∩NL2(a2)| = 1. Let NL2(a1) = {b1,b2} and NL2(a2) =
{b2,b3}. Lemma 4.5.11 implies that NL1(b2) = {a1,a2}. Let {a3,a4}= L1−{a1,a2}.
By Lemmas 4.5.8 and 4.5.11, a3 and a4 are adjacent to a different vertex in {b1,b3}.
Without loss of generality let a3b1,a4b3 ∈ E(G). We have that b1b2,b1b3 and b2b3
are not in E(G) as otherwise {b2,a2,a},{a1,b1,b3} and {b2,a1,a} dominate G, re-
spectively, contradicting γc(G) = 4. Thus N(b1) = {a1,a3,b},N(b2) = {a1,a2,b} and
N(b3) = {a2,a4,b}. We moreover have that neither {a2a3,a1a4} nor {a2a4,a1a3} are
subset of E(G) as otherwise {a1,b2,a2} c G, a contradiction.
Consider G−b2. Lemma 2.1.22(1) thus implies {a1,a2,b}∩Dcb2 = /0. By Lemma
2.1.24, b1 or b2 is in Dcb2 ∩N(b). We may assume without loss of generality that
b1 ∈ Dcb2 . It follows by the connectedness of (G− b2)[Dcb2] that a3 ∈ Dcb2 . Lemma
2.1.22(2) gives also that |Dcb2 −{b1,a3}| = 1. By Lemma 2.1.24, a4 ∈ Dcb2 ∩N(b3).
Thus Dcb2 = {b1,a3,a4} and a3a4 ∈ E(G). To dominate a2, we have a2a3 or a2a4 is in
E(G).
Subcase 2.1 : a2a3 ∈ E(G).
Thus a1a4 /∈ E(G) and N(a3) = {a,a4,a2,b1}. Consider G−a3. Lemma 2.1.22(1)
yields that {a,a4,a2,b1}∩Dca3 = /0. Since N(b3) = {a2,a4,b}, it follows from Lemma
2.1.24 that b ∈ Dca3 ∩N(b3). Moreover, a1 ∈ Dca3 to dominate a. By the connectedness
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of (G−a3)[Dca3], b2 ∈ Dca3 . By Lemma 2.1.22(2), Dca3 = {b,a1,b2}. But Dca3 does not
dominate a4 contradicting Dca3 c G−a3.
Subcase 2.2 : a2a3 /∈ E(G).
Therefore a2a4 ∈ E(G) and N(a4) = {a,a2,a3,b3}. As {a2a4,a1a3} * E(G), we
have a1a3 /∈ E(G). Consider G− a4. Lemma 2.1.22(1) implies that {a,a2,a3,b3}∩
Dca4 = /0. Since N(b3)= {a4,a2,b}, it follows from Lemma 2.1.24 that b∈Dca4∩N(b3).
To dominate a, a1 ∈ Dca4 . By the connectedness of (G− a4)[Dca4], b1 or b2 is in Dca4 .
Lemma 2.1.22(2) yields that Dca4 is either {b,a1,b1} or {b,a1,b2}. But {b,a1,b1} does
not dominate a2 and {b,a1,b2} does not dominate a3. These contradict Dca4 c G−a4,
thus case 2 cannot occur.
Hence, there is at most one vertex a′ ∈ L1 such that |NL2(a′)| ≥ 2 and this completes
the proof.
Lemma 4.5.13. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If L3 = {b}, then degG(b) = 2.
Proof. Suppose to the contrary that degG(b) = 3. Since | ∪3i=2 Li|= 4, |L2|= 3. Thus
b L2.
Suppose that there exists a1 ∈ L1 such that |NL2(a1)| ≥ 2. Hence |NL2(a1)| = 2
as otherwise N(b) ⊆ N[a1] contradicting Corollary 2.1.23. Let NL2(a1) = {b1,b2}.
Moreover, let {a2,a3,a4} = L1−{a1} and {b3} = L2−{b1,b2}. If bib3 ∈ E(G) for
some i ∈ {1,2}, then {a,a1,bi} c G contradicting γc(G) = 4. Thus bib3 /∈ E(G).
We see that {b,a1} ⊆ N(b1)∩N(b2). Lemma 2.1.22(3) and Corollary 2.1.23 then im-
ply that b1 and b2 are adjacent to a different vertex in {a2,a3,a4}. Without loss of
generality let b1a2,b2a3 ∈ E(G). Lemma 4.5.11 yields that NL1(b1) = {a1,a2} and
NL2(b2) = {a1,a3}. By Lemma 4.5.8, a4b3 ∈ E(G). Consider G−a. Lemma 2.1.22(1)
implies that Dca ⊆ {b,b1,b2,b3}. As (G− a)[Dca] is connected, Dca 6= {b1,b2,b3}. By
Lemma 2.1.24, b3 ∈ Dca ∩N(a4). Thus either b1 or b2 is in Dca. If b1 ∈ Dca, then
b3a3 ∈ E(G) to dominate a3. So NL2(a1) = {b1,b2} and NL2(a3) = {b2,b3} contra-
dicting Lemma 4.5.12. Therefore b1 /∈Dca and b2 ∈Dca. To dominate a2, b3a2 ∈ E(G).
Thus NL2(a1) = {b1,b2} and NL2(a2) = {b1,b3} contradicting Lemma 4.5.12. So
|NL2(a′)| ≤ 1 for all a′ ∈ L1.
We finally consider G−a. Lemma 2.1.22(1) yields that Dca⊆ L2∪L3. Suppose that
Dca⊆ L2 By the connectedness of (G−a)[Dca] and |L2|= 3, there exists bi ∈ L2 such that
bi  L2. Therefore N[b] ⊆ N[bi] contradicting Lemma 2.1.22(3). Thus |Dca∩L2| ≤ 2.
As Dca  L1, by Lemma 4.5.11, we must have |Dca ∩ L2| = 2. Let bi,b j ∈ Dca ∩ L2.
Lemma 4.5.11 gives also that |NL1(bi)| = |NL1(b j)| = 2 and NL1(bi)∩NL1(b j) = /0.
Since |NL2(a′)| ≤ 1 for all a′ ∈ L1, no vertex in L1 is adjacent to bl where {bl} =
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L2−{bi,b j}. This contradicts bl ∈ L2. Hence degG(b)≤ 2. As G is 2−connected, we
must have degG(b) = 2 and this completes the proof.
Lemma 4.5.14. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex
of degree ∆ = 4. Moreover, let L3 = {b} and L2 = {b1,b2,b3}. If N(b) = {b1,b2},
then G[{b,b1,b2,b3}] is a path of length three with end vertices bi and b3 for some
i ∈ {1,2}.
Proof. Clearly, bb1,bb2 ∈ E(G) and bb3 /∈ E(G). By Lemma 2.1.22(3), b1b2 /∈ E(G)
as otherwise N[b] ⊆ N[b1]. If b3 is not adjacent to b1 and b2, then N(b3) ⊆ N[a]
contradicting Corollary 2.1.23. Thus b3 is adjacent to at least one vertex of b1 or b2.
If b3 is adjacent to both b1 and b2, then N(b) ⊆ N[b3] contradicting Corollary 2.1.23.
Thus G[{b,b1,b2,b3}] is a path with end vertices bi and b3 for some i ∈ {1,2}. This
completes the proof.
Lemma 4.5.15. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If degG(b) = 2, then |NL1(b′)| ≤ 2 for all b′ ∈ L2.
Proof. By Lemma 4.5.14, let G[L2 ∪ L3] be a path b1,b,b2,b3. Because {b,b3} ⊆
N(b2) and ∆= 4, it follows that |NL1(b2)| ≤ 2.
We first suppose to the contrary that |NL1(b1)| ≥ 3. By ∆ = 4, |NL1(b1)| = 3.
Let NL1(b1) = {a1,a2,a3} and {a4} = L1 − {a1,a2,a3}. If aib2 ∈ E(G) for some
i ∈ {1,2,3}, then N(b) ⊆ N[ai] contradicting Corollary 2.1.23. Thus aib2 /∈ E(G) for
all i ∈ {1,2,3}.
Claim 1 : |{a1a2,a2a3,a3a1}| ≤ 1.
Suppose without loss of generality that {a1a2,a2a3}⊆ E(G). Thus N(a2) = {a,a1,
a3,b1} and {a2,a,b1} ⊆ N(a1)∩N(a3). Lemma 2.1.22(3) and Corollary 2.1.23 imply
that a1 and a3 are adjacent to a different vertex in {a4,b3}. Without loss of generality
let a1b3,a3a4 ∈ E(G). Consider G−a2. By Lemma 2.1.22(1), {a,a1,a3,b1}∩Dca2 =
/0. To dominate b1 and a, Dca2 contains b and a4, respectively. As (G− a2)[Dca2] is
connected, b2 ∈ Dca2 . Lemma 2.1.22(2) yields Dca2 = {b,a4,b2}. But Dca2 does not
dominate a1 contradicting Dca2 c G− a2. Therefore |{a1a2,a2a3,a3a1}| ≤ 1, thus
establishing Claim 1.
We see that {a,b1} ⊆ N(a1)∩N(a2)∩N(a3) and {a4,b3} is the set of all possible
vertices which a1,a2 and a3 can be adjacent to. We have by Lemma 4.5.9 that (i) or
(ii) must occur which {z1,z2}= {a4,b3}.
By Claim 1, (ii) in Lemma 4.5.9 cannot occur. Hence (i) occurs. Thus aia4,aib3 ∈
E(G). This implies that {ai,b1,b}cG contradicting γc(G)= 4. Therefore |NL1(b1)| ≤
2.
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We now suppose to the contrary that |NL1(b3)| ≥ 3. Similarly, |NL1(b3)| = 3. Let
NL1(b3) = {a2,a3,a4} and {a1}= L1−{a2,a3,a4}.
Claim 2 : |{a2a3,a3a4,a4a2}| ≤ 1.
Suppose without loss of generality that {a2a3,a3a4}⊆ E(G). Thus N(a3) = {a,a2,
a4,b3}. Consider G−a3. By Lemma 2.1.22(1), {a,a2,a4,b3}∩Dca3 = /0. To dominate
a and b3, a1 and b2 are respectively in Dca3 . Lemma 2.1.22(2) gives |Dca3−{a1,b2}|= 1.
Since b1b2 /∈ E(G), by the connectedness of (G−a3)[Dca3], a1b2 ∈ E(G). If b1 ∈ Dca3 ,
then a1b1 ∈ E(G). Thus N(b)⊆ N[a1] contradicting Corollary 2.1.23. Therefore b1 /∈
Dca3 , moreover, b ∈ Dca3 to dominate b1. That is Dca3 = {a1,b2,b}. Hence {a1,b2} 
{a2,a4}. Since {a3,a,b3} ⊆ N(a2)∩N(a4) and ∆= 4, it follows that a2 and a4 are not
adjacent to b1. Therefore b1 is not adjacent to any vertex in L1 contradicting b1 ∈ L2.
Thus |{a2a3,a3a4,a4a2}| ≤ 1 and we settle Claim 2.
We see that {a,b3} ⊆ N(a2)∩N(a3)∩N(a4) and {a1,b1,b2} is the set of all pos-
sible vertices which a2,a3 and a4 can be adjacent to. In view of Lemma 4.5.10, (i), (ii)
or (iii) must occur.
By Claim 2, (iii) in Lemma 4.5.10 cannot occur. Suppose that (ii) occurs. Thus
{z,z′} 6= {b1,b2} as otherwise N(b)⊆ N(ai) contradicting Corollary 2.1.23. We have
two more cases that {z,z′} = {a1,b1} or {z,z′} = {a1,b2}. If {z,z′} = {a1,b1}, then
aia1,aib1 ∈ E(G). This implies that {ai,b1,b3} c G contradicting γc(G) = 4. Hence
{z,z′} = {a1,b2}. Thus a1a j,b2al,a1ai,b2ai ∈ E(G). We see that NL1(b2) = {al,ai}
and NL1(b3) = {a j,al,ai}. By Lemma 4.5.8, a1b1 ∈ E(G). Thus {ai,a1,b2} c G, a
contradiction. That is (ii) cannot occur.
Hence (i) occurs. Without loss of generality let a2a1,a3b1,a4b2 ∈ E(G). Moreover,
by Corollary 2.1.23, a3b2,a4b1 /∈ E(G) as otherwise N(b) ⊆ N[a3] and N(b) ⊆ N[a4]
respectively. Consider G− b3. Lemma 2.1.22(1) gives that {a2,a3,a4,b2} ∩Dcb3 =
/0. By the connectedness of (G− b3)[Dcb3 ], Dcb3 is either {a,a1,b1} or {a1,b1,b}. If
Dcb3 = {a,a1,b1}, then a1b1,a1b2 ∈ E(G). Thus N(b)⊆ N[a1] contradicting Corollary
2.1.23. Hence Dcb3 = {a1,b1,b} and b1a1 ∈E(G). Thus {b1,a3,b3}c G contradicting
γc(G) = 4. Therefore |NL1(b3)| ≤ 2 and this completes the proof.
Lemma 4.5.16. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then L3 = /0.
Proof. Suppose to the contrary that L3 6= /0. Lemma 4.5.7 thus implies |L3| = 1. Let
L3 = {b}. By Lemmas 4.5.13 and 4.5.14, there exist b1,b2 and b3 such that L2 =
{b1,b2,b3} and G[L2 ∪ L3] = b1,b,b2,b3 is a path of length three. Consider G− a.
Lemma 2.1.22(1) gives that Dca ⊆ L2 ∪L3. As (G− a)[Dca] is connected, Dca must be
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{b,b2,b3} or {b1,b,b2}.
Suppose first that Dca = {b,b2,b3}. Thus {b2,b3}  L1. Since |L1| = 4, it follows
from Lemma 4.5.15 that |NL1(b2)|= 2, |NL1(b3)|= 2 and NL1(b2)∩NL1(b3) = /0. With-
out loss of generality let NL1(b2) = {a1,a2} and NL1(b3) = {a3,a4}. Since a1b2,a2b2 ∈
E(G) and N(b) = {b1,b2}, it follows by Corollary 2.1.23 that a1b1,a2b1 /∈ E(G). Con-
sider G−b3. Lemma 2.1.22(1) then implies that {a4,a3,b2}∩Dcb3 = /0. Lemma 2.1.24
gives that a1 or a2 is in Dcb3 ∩N(a), similarly, b1 ∈ Dcb3 ∩N(b). Thus (G−b3)[Dcb3] is
not connected, a contradiction. Therefore Dca 6= {b,b2,b3}.
Hence Dca = {b1,b,b2}. Similarly, let NL1(b1) = {a1,a2} and NL1(b2) = {a3,a4}.
Since N(b) = {b1,b2}, it follows by Corollary 2.1.23 that a1b2,a2b2,a3b1 and a4b1
are not in E(G). Suppose that |NL1(b3)| = 1. If b3ai ∈ E(G) for some i ∈ {3,4},
then N[b3] ⊆ N[b2] contradicting Lemma 2.1.22(3). If i ∈ {1,2}, then NL2(a3) =
{b2} = NL2(a4). Lemma 2.1.22(3) and Corollary 2.1.23 give that a3 and a4 are ad-
jacent to a different vertex in {a1,a2}. Let a jai ∈ E(G) for some j ∈ {3,4}. Hence
N(b3) ⊆ N(a j) contradicting Corollary 2.1.23. Therefore |NL1(b3)| ≥ 2. By Lemma
4.5.15, |NL1(b3)|= 2. If NL1(b3) = {a3,a4}, then N[b3]⊆ N[b2] contradicting Lemma
2.1.22(3). If NL1(b3) = {a1,a2}, then {a1,b3,b2} c G contradicting γc(G) = 4. Thus
b3 is adjacent to one vertex in {a1,a2} and one vertex in {a3,a4}. Without loss of
generality let b3a2,b3a4 ∈ E(G).
Consider G− a4. Lemma 2.1.22(1) yields {b2,b3,a}∩Dca4 = /0. To dominate b3,
a2 ∈ Dca4 . Lemma 2.1.24 gives also that b1 ∈ Dca4 ∩N(b). To dominate b2, a3 or b is in
Dca4 . Thus, by Lemma 2.1.22(2), D
c
a4 is {a2,b1,a3} or {a2,b1,b}. If Dca4 = {a2,b1,a3},
then by the connectedness of (G− a4)[Dca4 ], a2a3 ∈ E(G). If Dca4 = {a2,b1,b}, then
a2a3 ∈ E(G) because Dca4 c G−a4. In both cases, a2a3 ∈ E(G). Thus {b1,a2,b3} c
G contradicting γc(G) = 4. Thus L3 = /0 and this completes the proof.
Lemma 4.5.17. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex
of degree ∆ = 4. Moreover, let x ∈ L2 and y ∈ L1. If xy ∈ E(G), then {x,y} does not
dominate L2.
Proof. By Lemma 4.5.16, L3 = /0. If {x,y}  L2, then {x,y,a} c G contradicting
γc(G) = 4. This completes the proof.
Lemma 4.5.18. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then G[L2] is isomorphic to either P4 or C4.
Proof. Lemma 4.5.16 implies that |L2| = 4. Consider G− a. By Lemma 2.1.22(1),
Dca ⊆ L2. Since (G− a)[Dca] is connected, it contains a path b1,b2,b3 as a spanning
subgraph where {b1,b2,b3} ⊆ L2. Let {b4} = L2−{b1,b2,b3}. Let x ∈ L1 such that
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xb2 ∈ E(G). Thus b4 is adjacent to a vertex in Dca. If b2b4 ∈ E(G), then {x,b2}  L2
contradicting Lemma 4.5.17. Thus b1b4 ∈E(G) or b3b4 ∈E(G). Moreover, by Lemma
4.5.17, every vertex in L2 is adjacent to at most two vertices in L2. This implies that
G[L2] is isomorphic to either P4 or C4 and this completes the proof.
Lemma 4.5.19. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then |NL2(x)| ≤ 2 for all x ∈ L1.
Proof. Suppose that x is adjacent to three vertices b1,b2 and b3 in L2. Lemma 4.5.18
gives that the vertex in L2−{b1,b2,b3} is adjacent to bi for some i ∈ {1,2,3}. Thus
{bi,x} c L2 contradicting Lemma 4.5.17. Thus |NL2(x)| ≤ 2 and this completes the
proof.
Lemma 4.5.20. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If (G−a)[Dca] is a path b1,b2,b3 and G[L2] is the cycle b1,b2,b3,b4,b1,
then |NL1(b2)| ≤ 1.
Proof. Suppose to the contrary that |NL1(b2)| ≥ 2. By ∆ = 4, |NL1(b2)| = 2. Let
NL1(b2) = {a2,a3}. Let {a1,a4} = L1−{a2,a3}. By Lemma 4.5.17, a2b4 and a3b4
are not in E(G).
Since {b1,b2,b3} c G− a, {b1,b3}  {a1,a4}. If bia1,bia4 ∈ E(G) for some
i ∈ {1,3}, then {b2,bi,a2} c G contradicting γc(G = 4. Thus b1 and b3 are adjacent
to a different vertex in {a1,a4}. Without loss of generality let b1a1,b3a4 ∈ E(G). If
aia j for some i∈ {2,3} and for some j ∈ {1,4}, then, for y∈ {b1,b3} such that ya5− j ∈
E(G), we have that {ai,b2,y} c G contradicting γc(G) = 4. Thus aia j /∈ E(G) for all
i ∈ {2,3} and j ∈ {1,4}. We see that {a,b2} ⊆ N(a2)∩N(a3). By Corollary 2.1.23,
a2 and a3 are adjacent to a different vertex in {b1,b3}. Without loss of generality let
a2b1,a3b3 ∈ E(G).
Because b4 ∈ L2 and b4a2,b4a3 /∈ E(G), it follows that b4a1 or b4a4 is in E(G).
Therefore {a1,a,a3}cG or {a2,a,a4}cG respectively. These contradict γc(G)= 4.
Thus |NL1(b2)| ≤ 1 and this completes the proof.
Lemma 4.5.21. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If (G−a)[Dca] is a path b1,b2,b3 and G[L2] is the cycle b1,b2,b3,b4,b1,
then |NL1(b3)| ≤ 1.
Proof. Suppose to the contrary that |NL1(b3)| ≥ 2. By ∆ = 4, NL1(b3) = 2. Let
NL1(b3)= {a3,a4} and {a1,a2}=L1−{a3,a4}. Since {b1,b2,b3}cG−a, {b1,b2}
{a1,a2}. By Lemma 4.5.20, b2 is adjacent to at most one vertex in {a1,a2}. Thus b1 is
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adjacent to at least one vertex in {a1,a2}. Without loss of generality let b2a1 /∈ E(G)
and b1a1 ∈ E(G). We distinguish two cases.
Case 1 : b2a2 ∈ E(G).
By Lemma 4.5.20, NL1(b2) = {a2}. Since b3  {b2,b4,a3,a4}, it follows from
Lemma 4.5.17 that a3b1,a4b1 /∈ E(G). Moreover if a1ai ∈ E(G) for some i ∈ {3,4},
then {ai,b3,b2} c G contradicting γc(G) = 4. Thus a1ai /∈ E(G) for all i ∈ {3,4}.
Since b2  {b1,b3,a2}, it follows from Lemma 4.5.17 that a2b4 /∈ E(G). Moreover
if b4a1 ∈ E(G), then let b′1 = b2,b′2 = b3,b′3 = b4 and b′4 = b1. Thus {b′1,b′2,b′3} c
G− a and b′1,b′2,b′3 is a path but |NL2(b′2)| ≥ 2 contradicting Lemma 4.5.20. Hence
b4a1 /∈ E(G). Because b4 ∈ L2, it is adjacent to at least one vertex in {a3,a4}. Without
loss of generality let b4a3 ∈ E(G).
We now have that {a,b3} ⊆ N(a3)∩N(a4). By Corollary 2.1.23, a4a2 ∈ E(G) and
a2a3 /∈ E(G). Consider G− a4. Lemma 2.1.22(1) implies that {a,b3,a2} ∩Dca4 = /0.
Lemma 2.1.24 yields that b1 ∈ Dca4 ∩N(b2) and b4 ∈ Dca4 ∩N(a3). Lemma 2.1.22(2)
gives also that |Dca4 − {b4,b1}| = 1. Moreover, by Lemma 2.1.24, a1 or a3 is in
Dca4 ∩N(a). If a3 ∈ Dca4 , then b1a2 ∈ E(G) because Dca4  a2. Thus {a2,a,a3} c G
contradicting γc(G) = 4. Therefore a1 ∈ Dca4 and, similarly, b1a2 /∈ E(G). Thus
a1a2 ∈ E(G). We then have that {a2,b2,b3} c G contradicting γc(G) = 4. Hence,
Case 1 cannot occur.
Case 2 : b2a2 /∈ E(G).
Because {b1,b2,b3} c G− a, b1  {a1,a2}. Since b2 ∈ L2, it is adjacent to at
least one vertex in {a3,a4}. Without loss of generality let b2a3 ∈ E(G). Let b′1 =
b3,b′2 = b2,b
′
3 = b1 and b
′
4 = b4. Thus {b′1,b′2,b′3} c G− a and G[L2] is the cycle
b′1,b
′
2,b
′
3,b
′
4,b
′
1. Moreover, |NL1(b′3)| = 2. We can show that Case 2 cannot occur by
the same arguments as Case 1.
Therefore |NL1(b3)| ≤ 1 and this completes the proof.
Lemma 4.5.22. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. Then G[L2] is a path.
Proof. Suppose to the contrary that G[L2] is not a path. By Lemma 4.5.18, G[L2] is
a cycle. Let G[L2] = b1,b2,b3,b4,b1. Consider G− a. Lemma 2.1.22(1) yields that
Dca ⊆ L2. Since (G− a)[Dca] is connected, it is a path. Without loss of generality let
(G−a)[Dca] be b1,b2,b3. By Lemmas 4.5.20 and 4.5.21, |NL1(b2)| ≤ 1 and |NL1(b3)| ≤
1. Since {b1,b2,b3}c L1, b1 is adjacent to at least two vertices in L1 and b2 and b3 are
adjacent to a different vertex in L1−N(b1). Let b′1 = b3,b′2 = b2,b′3 = b1 and b′4 = b4.
We have that {b′1,b′2,b′3} c G− a and b′1,b′2,b′3,b′4,b′1 is a cycle. But |NL1(b′3)| ≥ 2
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contradicting Lemma 4.5.21. Thus G[L2] is a path and this completes the proof.
Lemma 4.5.23. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If Dca = {b1,b2,b3} and G[L2] is a path b1,b2,b3,b4, then |NL1(b3)|= 1.
Proof. Suppose to the contrary that |NL1(b3)| ≥ 2. By ∆ = 4, |NL1(b3)| = 2. Let
NL1(b3)= {a3,a4}. Since Dca= {b1,b2,b3}, {b1,b2} L1. If b1 does not have a private
neighbor respect to Dca in L1, then {b2,b3} c G− a contradicting Lemma 2.1.22(2).
Thus b1 has a private neighbor a1 in L1−{a3,a4}. That is a1b2,a1b3 /∈ E(G). Let
{a2}= L1−{a1,a2,a3}. We distinguish two cases.
Case 1 : b2a2 /∈ E(G).
Thus b1a2 ∈E(G). Because b2 ∈L2, it is adjacent to a vertex in L1. But b2a1,b2a2 /∈
E(G). It is adjacent to a vertex in {a3,a4}. Without loss of generality let b2a3 ∈ E(G).
We have that b1ai ∈ E(G) for all i ∈ {1,2} and b2a3,b3a3 ∈ E(G). Hence b4ai /∈
E(G) for all i ∈ {1,2} as otherwise {ai,a,a3} c G contradicting γc(G) = 4. Thus
N[b4]⊆ N[b3] contradicting Lemma 2.1.22(3). Case 1 cannot occur.
Case 2 : b2a2 ∈ E(G).
Recall that a1b2,a1b3 /∈ E(G). Since b2  {b1,b3,a2}, it follows from Lemma
4.5.17 that a2b4 /∈ E(G).
If aib1 ∈ E(G) for some i ∈ {3,4}, then {b3,ai,a} c G, contradicting γc(G) =
3. Moreover if aia1 ∈ E(G) for some i ∈ {3,4}, then {ai,b3,b2} c G contradicting
γc(G) = 4. Therefore aib1,aia1 /∈ E(G) for all i ∈ {3,4}.
We see that {a,b3} ⊆ N(a3)∩N(a4). Corollary 2.1.23 implies that there exist
different vertices x and y in {a2,b2,b4} such that xa3,ya4 ∈ E(G). We distinguish
three more subcases.
Subcase 2.1 : {x,y}= {b2,b4}.
Without loss of generality let a3b2,a4b4 ∈ E(G). This implies that b4a3 /∈ E(G)
otherwise {b2,a3,a} c G contradicting γc(G) = 4. Moreover if b4a1 ∈ E(G), then
{a1,a,a3}cG, again a contradiction. Thus N[b4] = {b4,b3,a4}⊆N[a4] contradicting
Lemma 2.1.22(3). This subcase cannot occur.
Subcase 2.2 : {x,y}= {a2,b2}.
Without loss of generality let a3a2,a4b2 ∈ E(G). Recall that a2b4 /∈ E(G). We see
that {b3,b4} ⊆ N[b3]∩N[b4] and N[b3] = {b4,b3,b2,a3,a4}. By Lemma 2.1.22(3), b4
is adjacent to a1. Thus {a1,a,a4} c G, a contradiction. This subcase cannot occur.
Subcase 2.3 : {x,y}= {a2,b4}.
Without loss of generality let a3a2,a4b4 ∈ E(G). Lemma 4.5.17 yields that b2a4 /∈
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E(G). Recall that b4a2 /∈ E(G). Thus b4a1 ∈ E(G) as otherwise N[b4]⊆ N[b3] contra-
dicting 2.1.22(3). Consider G−a3. Lemma 2.1.22(1) implies that {a,a2,b3}∩Dca = /0.
Lemma 2.1.24 gives also that b1 ∈Dca3∩N(b2) and b4 ∈Dca3∩N(a4). As (G−a3)[Dca3]
is connected, by Lemma 2.1.22(2), we must have Dca3 = {b1,a1,b4}. Thus a1a2 or b1a2
is in E(G). If a1a2 ∈ E(G), then {a1,b4,b3} c G contradicting γc(G) = 4. Therefore
b1a2 ∈ E(G). Thus {a2,a,a4} c G again a contradiction. This subcase cannot occur.
Hence |NL1(b3)|= 1 and this completes the proof.
Lemma 4.5.24. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex of
degree ∆= 4. If Dca = {b1,b2,b3} and G[L2] is a path b1,b2,b3,b4, then |NL1(b2)|= 1.
Proof. Suppose to the contrary that |NL1(b2)| ≥ 2. By ∆ = 4, |NL1(b2)| = 2. Let
NL1(b2) = {a2,a3}. Since b2  {b1,b3,a2,a3}, it follows from Lemma 4.5.17 that
b4a2,b4a3 /∈E(G). Because Dca= {b1,b2,b3}, b1 has at least one private neighbor with
respect to Dca in L1, a1 say. Thus b1a1 ∈ E(G) and a1b2,a1b3 /∈ E(G). Moreover, let
{a4}= L1−{a1,a2,a3}. Since b3 ∈ L2, NL1(b3) 6= /0. By Lemma 4.5.23, |NL1(b3)|= 1.
We distinguish two cases.
Case 1 : NL1(b3) 6= {a4}.
Since a1b3 /∈ E(G), b3 is adjacent to a vertex in {b2,b3}. Without loss of generality
let b3a3 ∈ E(G). Because Dca = {b1,b2,b3}, b1a4 ∈ E(G). Thus a1b4 /∈ E(G) as
otherwise {a1,b1,b2} c G contradicting γc(G) = 4. Consider G− b2. By Lemma
2.1.22(1), {b1,a2,a3,b3}∩Dcb2 = /0. To dominate b3, b4 ∈ Dcb2 . By the connectedness
of (G− b2)[Dcb2], a4 ∈ Dcb2 and b4a4 ∈ E(G). Thus {a3,a,a4} c G contradicting
γc(G) = 4. This case cannot occur.
Case 2 : NL1(b3) = {a4}.
Since b3  {b2,b4,a4}, it follows from Lemma 4.5.17 that a4b1 /∈ E(G). Remind-
ing that a2b4,a3b4 /∈ E(G). Thus b4a1 ∈ E(G) as otherwise N[b4]⊆ N[b3] contradict-
ing Lemma 2.1.22(3). We see that {a,b2} ⊆N(a2)∩N(a3). By Corollary 2.1.23, there
exist different vertices x and y in {b1,a1,a4} such that xa2,ya3 ∈ E(G). We distinguish
three more subcases.
Subcase 2.1 : {x,y}= {a1,a4}.
Without loss of generality let a2a1,a3a4 ∈ E(G). Clearly a1a4 /∈ E(G) as otherwise
{a1,a4,a3} c G contradicting γc(G) = 4. Since {a1,b2} ⊆ N(b1)∩N(a2), it follows
from Corollary 2.1.23 that b1a3 ∈ E(G). Consider G− a2. By Lemma 2.1.22(1),
{a1,a,b2} ∩Dca2 = /0. To dominate a1, we have b1 or b4 is in Dca2 . We show that
a4b4 ∈ E(G) in both cases. Suppose that b1 ∈ Dca2 . Lemma 2.1.24 implies that b3 ∈
Dca2 ∩N(b4) or, possibly, a4 ∈ Dca2 ∩N(b4). As (G−a2)[Dca2] is connected, by Lemma
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2.1.22(2), we obtain Dca2 = {b1,a3,a4}. Thus a4b4 ∈ E(G). We then suppose that
b4 ∈ Dca2 . By Lemma 2.1.24, a3 ∈ Dca2 ∩N(b1). As (G− a2)[Dca2] is connected, by
Lemma 2.1.22(2), we must have Dca2 = {b4,a4,a3}. Thus a4b4 ∈ E(G). This implies
that {a3,a,a4} c G contradicting γc(G= 4. This subcase cannot occur.
Subcase 2.2 : {x,y}= {b1,a4}.
Without loss of generality let a2b1,a3a4 ∈ E(G). We see that neither a3a1 nor
a4a1 are in E(G) as otherwise {a3,b2,b3} and {a4,b3,b2} dominate G respectively.
Moreover, a4b4 /∈ E(G) as otherwise {a2,a,a4} c G.
We show that b1a3 /∈ E(G). Suppose to the contrary that b1a3 ∈ E(G). Thus
{a,b1,b2} ⊆ N(a2)∩N(a3). Therefore a2a1 ∈ E(G) as otherwise N(a2)⊆ N(a3) con-
tradicting Corollary 2.1.23. By ∆= 4, N(a2) = {a,b1,b2,a1}. Consider G−a2. Lem-
ma 2.1.22(1) implies that {a,b1,b2,a1}∩Dca2 = /0. Thus b4 ∈ Dca2 to dominate a1 and
a3 ∈ Dca2 to dominate b1. Since (G− a2)[Dca2 ] is connected and a4b4,a3b3 /∈ E(G),
it follows that Dca2 = {a3,a4,b3,b4} contradicting Lemma 2.1.22(2). Hence b1a3 /∈
E(G).
Consider G− a2. By Lemma 2.1.22(1), {b1,b2,a} ∩Dca2 = /0. To dominate b1,
we have that a1 is in Dca2 . Lemma 2.1.24 thus implies a4 ∈ Dca2 ∩N(a3). By the
connectedness of (G−a2)[Dca2], Dca2 = {a4,b3,b4,a1} contradicting Lemma 2.1.22(2).
This subcase cannot occur.
Subcase 2.3 : {x,y}= {b1,a1}.
Without loss of generality let a2b1,a3a1 ∈ E(G). Thus a4b4 /∈ E(G) as otherwise
{a2,a,a4} c G contradicting γc(G) = 4. Consider G− a3. By Lemma 2.1.22(1),
{a1,a, b2} ∩Dca3 = /0. To dominate a1, we have b1 or b4 is in Dca3 . Suppose that
b1 ∈ Dcb3 . As (G− a3)[Dca3] is connected, by Lemma 2.1.22(2), we must have Dca3 =
{b1,a2,a4} with a2a4 ∈ E(G). But Dca3 does not dominate b4 contradicting Dca3 c
G−a3. Thus b1 /∈ Dcb3 and b4 ∈ Dca3 . To dominate b1, a2 ∈ Dca3 . By the connectedness
of (G− a3)[Dca3], Dca3 = {b4,b3,a4,a2} with a2a4 ∈ E(G). This contradicts Lemma
2.1.22(2) and Case 2 cannot occur.
Hence |NL1(b2)|= 1 and this completes the proof.
Lemma 4.5.25. Let G be a 4− γc−vertex critical graph of order 9 and a be a vertex
of degree ∆= 4. If Dca = {b1,b2,b3} and G[L2] is a path b1,b2,b3,b4, then NL1(b2) 6=
NL1(b3).
Proof. Lemmas 4.5.23 and 4.5.24 imply that |NL1(b2)| = |NL1(b3)| = 1. Suppose to
the contrary that NL1(b2) = NL1(b3) = {a4}. Since Dca = {b1,b2,b3}, b1  L1−{a4}.
Let NL1(b1) = {a1,a2,a3}. If b4ai ∈ E(G) for some i ∈ {1,2,3}, then {ai,a,a4} c
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G contradicting γc(G) = 4. Thus b4ai /∈ E(G) for all i. This implies that N[b4] ⊆
N[b3] contradicting Lemma 2.1.22(3). Hence NL1(b2) 6= NL1(b3) and this completes
the proof.
We are now ready to prove Theorem 4.5.6.
Proof. Suppose there exists a 4− γc−vertex critical graph G of order 9 and ∆ = 4.
Let a be a vertex of degree 4 and, for all 1 ≤ i ≤ s, Li the set of vertices at distance
i from a. Lemma 4.5.16 implies that s = 2 and Lemma 4.5.22 implies that G[L2]
is a path of length three. Consider G− a. By Lemma 2.1.22(1), Dca ⊆ L2. By the
connectedness of (G−a)[Dca], let (G−a)[Dca] = b1,b2,b3. Since n= 9, |L2−Dca|= 1.
Let {b4} = L2−Dca. Since Dca c G− a, b4 is adjacent to at least one vertex in Dca.
Since G[L2] is a path, either b1b4 or b3b4 is in E(G). Without loss of generality let
b3b4 ∈ E(G).
By Lemmas 4.5.23 and 4.5.24, |NL1(b2)| = 1 and |NL1(b3)| = 1. Lemma 4.5.25
yields, further, that NL1(b2) 6=NL1(b3). Let NL1(b2) = {a3} and NL1(b3) = {a4}, more-
over, {a1,a2}= L1−{a2,a4}. Thus b1a1,b1a2 ∈ E(G). We have that a4b1 /∈ E(G) and
a3b4 /∈ E(G) as otherwise {b3,a4,a} and {b2,a3,a} dominate G, a contradiction.
Since N[b3] = {b2,b3,b4,a4}, it follows from Lemma 2.1.22(3) that b4 is adja-
cent to a vertex in {a1,a2}. Without loss of generality let b4a1 ∈ E(G). We see that
{a,b1} ⊆ N(a1)∩N(a2). Corollary 2.1.23 then implies that a2 is adjacent to at least
one vertex in {a3,a4}. We distinguish two cases.
Case 1 : a2a4 ∈ E(G).
We show that a1a3 ∈ E(G). Consider G− a2. By Lemma 2.1.22(1), {a,b1,a4}∩
Dca2 = /0. To dominate a, we have a1 or a3 is in D
c
a2 . We have three more subcases.
Subcase 1.1 : a1 ∈ Dca2 and a3 /∈ Dca2 .
Lemma 2.1.24 implies that b3 ∈ Dca2 ∩N(b2). As (G−a2)[Dca2] is connected, b4 ∈
Dca2 . Lemma 2.1.22(2) gives that D
c
a2 = {a1,b3,b4}. Since b3a3,b4a3 /∈ E(G), a1a3 ∈
E(G). We finish this subcase.
Subcase 1.2 : a1 /∈ Dca2 and a3 ∈ Dca2 .
Lemma 2.1.24 yields that b3 ∈ Dca2 ∩N(b4). Lemma 2.1.22(2) gives also that
|Dca2 −{a3,b3}| = 1. By the connectedness of (G− a2)[Dca2 ], Dca2 = {a3,b3,b2}. S-
ince b2a1,b3a1 /∈ E(G), a1a3 ∈ E(G). We finish this subcase.
Subcase 1.3 : a1 ∈ Dca2 and a3 ∈ Dca2 .
By Lemma 2.1.22(2), |Dca2 −{a1,a3}| = 1. To dominate b3, either b2 or b4 is in
Dca2 . Since neither b2a1 nor b4a3 are in E(G), it follows that a1a3 ∈ E(G). We finish
this subcase and so a1a3 ∈ E(G).
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We now have that N(a1) = {a,b1,b4,a3}. Thus a2b4 /∈ E(G) and a4b4 /∈ E(G) as
otherwise {a1,b4,b3} and {a1,b1,b4} dominate G, respectively, contradicting γc(G) =
4. Consider G−a3. By Lemma 2.1.22(1), {a,a1,b2}∩Dca3 = /0. This implies, by Lem-
ma 2.1.24, that b3 ∈Dca3 ∩N(b4) and a2 ∈Dca3 ∩N(b1). As (G−a3)[Dca3] is connected,
by Lemma 2.1.22(2), Dca3 = {b3,a2,a4}. But Dca3 does not dominate a1 contradicting
Dca3 c G−a3. Case 1 cannot occur.
Case 2 : a2a4 /∈ E(G).
Thus a2a3 ∈ E(G). We have that a1a4 /∈ E(G) as otherwise {a1,b1,b2} c G con-
tradicting γc(G)= 4. Moreover, a1a3 /∈E(G) as otherwise N(a2)⊆N[a1] contradicting
Corollary 2.1.23.
Consider G− a2. By Lemma 2.1.22(1), {a,b1,a3} ∩Dca2 = /0. Thus a1 or a4 is
in Dca2 to dominate a. Suppose that a1 ∈ Dca2 . As (G− a2)[Dca2] is connected, we
obtain b4 ∈ Dca2 . Lemma 2.1.22(2) gives that |Dca2 −{a1,b4}| = 1. Lemma 2.1.24
gives also that b3 ∈Dca2 ∩N(b2). Therefore Dca2 = {a1,b4,b3} does not dominate a3, a
contradiction. Thus a1 /∈ Dca2 and a4 ∈ Dca2 . To dominate a1, b4 ∈ Dca2 . Lemma 2.1.24
yields that b3 is in Dca2 ∩N(b2). Lemma 2.1.22(2) then implies that Dca2 = {a4,b3,b4}.
But Dca2 does not dominate b1 contradicting D
c
a2 c G−a2. Thus Case 2 cannot occur
and this completes the proof of Theorem 4.5.6.
CHAPTER 5
Maximal Connected Domination Vertex
Critical Graphs
The study of maximal 3−γ−vertex critical graphs was started by Ananchuen et al. [6].
They established the characterization of these graphs of connectivity two. They also
proved that maximal 3− γ−vertex critical graphs are bi-critical with some exceptions.
The objective of this chapter is to investigate properties of maximal k− γc−vertex
critical graphs. In particular, we characterize the structures of some classes and study
matching properties of maximal 3− γc−vertex critical graphs.
Let M (k, l,r) : the class of maximal k− γc−vertex critical graphs of connectivity
l with an induced subgraph of a minimum cut set containing at most r edges.
The chapter is organized as the following. In Section 5.2, we characterize all graphs
in M (3,3,r). We see that a graph G in M (3, l,r) for any positive integer l is com-
plicated to characterize. Then we focus on all graphs in M (3, l,0). We establish that
a graph G in M (3, l,0) is isomorphic to µ(Kl) (the Mycielskian of Kl). We show
that a maximal 3− γc−vertex critical graph with δ ≥ 4 contains at least eight vertices.
We conclude this section by characterizing all maximal 3− γc−vertex critical graph-
s with δ ≥ 4 containing eight vertices. In Section 5.3, we prove that every maximal
3−γc−vertex critical graph of even order is bi-critical. We, moreover, prove that every
maximal 3− γc−vertex critical graph of odd order is either 3−factor critical or in the
classM (3, l,0).
5.1 Preliminaries
In this section, we state a number of results from the literature that we make use of in
our work. We begin with a result of Ananchuen et al. [7] which gives a characteriza-
tion of 3− γc−vertex critical graphs of connectivity two as detailed in the following
theorem.
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Theorem 5.1.1. [7] If G is a 3− γc−vertex critical graph, then G is either isomorphic
to a cycle C5 of length five or 3−connected.
They showed that a minimum cut set of 3− γc−vertex critical graphs of connec-
tivity three contains at most one edge. They, further, established the two following
theorems which are the characterizations of 3− γc−vertex critical graphs of connec-
tivity three according to the number of edge of a minimum cut set.
Theorem 5.1.2. [7] Suppose G is a 3− γc−vertex critical graph and S is a minimum
cut set of G with |S|= 3. If S is an independent set, then G is isomorphic to one of G0
or G′0.
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Figure 5.1(a) : G0 Figure 5.1(b) : G′0
Theorem 5.1.3. [7] Suppose G is a 3− γc−vertex critical graph and S is a minimum
cut set of G with |S| = 3. If S contains an edge, then G has G1 or G2 as a spanning
subgraph where G1 and G2 are defined as follows. Let i ∈ {1,2}.
(1) V (Gi) = {c1,c2,c3,x,y}∪A∪B where A and B are independent.
(2) Gi has S= {c1,c2,c2} as a minimum cut set of size 3.
(3) Gi− S contains exactly two components H1 and H2 such that V (H1) = {x} and
V (H2) = {y}∪A∪B.
(4) {c1c2,xc1,xc2,xc3} ⊆ E(Gi), moreover, yc3 /∈ E(Gi).
(5) c1  A,c2  B and c3  A∪B.
(6) y is adjacent at least one vertex in A and at least one vertex in {c1,c2}.
(7) Join each vertex in A to every vertex in B with a perfect matching deleted.
(8) For G1, y B. For G2, yc1,yc2,yb ∈ E(G) for some b ∈V (B).
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Figure 5.2(a) : G1 Figure 5.2(b) : G2
We conclude this section by proving the following two lemmas. Let G be a maxi-
mal 3− γc−vertex critical graph with a vertex cut set S and C1,C2, ...,Cm be the com-
ponents of G−S.
Lemma 5.1.4. Let G be a maximal 3− γc−vertex critical graph. For all v ∈ V (G), if
m≥ 3 or v∈ S∪V (Ci) where |V (Ci)|> 1, then G satisfies the following two properties.
(1) Dcv∩S 6= /0.
(2) v does not dominate S.
Proof. (1) Suppose that Dcv ∩ S = /0. Since (G− v)[Dcv] is connected, Dcv ⊆ V (C j)
for some 1 ≤ j ≤ m. Because Dcv c G− v, m = 2 and V (Ci)−{v} = /0 where i ∈
{1,2}− { j}. Thus {v} = V (Ci), contradicting the assumption. This completes the
proof of (1).
(2) Suppose that v  S. Consider G− v. Lemma 2.1.22(1) yields that Dcv∩S = /0,
contradicting (1) and this completes the proof of (2).
Lemma 5.1.5. Let G be a maximal 3− γc−vertex critical graph. Let a ∈ V (Ci) for
some i ∈ {1, ...,m}. Then G has these following properties.
(1) Let b ∈ V (C j) for some j ∈ {1, ...,m} such that {a,b} does not dominate G, if
m≥ 3 or |V (Ci)|, |V (C j)|> 1, then |Dcab∩{a,b}|= 1 and |Dcab∩S|= 1.
(2) If c ∈ Dca where c is an isolated vertex in S, then m = 2 and {w} = V (C j) for
some j ∈ {1,2} where {w}= Dca−{c}.
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Proof. (1) Consider G+ ab. Lemma 2.1.15(2) gives Dcab ∩{a,b} 6= /0. Since {a,b}
does not dominate G, |Dcab∩{a,b}|= 1. To dominate ∪mi′=1V (Ci′)−{a,b} and by the
connectedness of (G+ab)[Dcab], D
c
ab∩S 6= /0. By Lemma 2.1.15(1), |Dcab∩S| = 1, as
required.
(2) Suppose that c ∈ S∩Dca. Lemma 2.1.22(2) yields that |Dca−{c}| = 1. Let
{w} = Dca−{c}. Thus wc ∈ E(G). Since c is an isolated vertex in S, w  S. By
Lemma 5.1.4(2), m= 2 and {w}=V (C j) for some j ∈ {1,2}, as required.
5.2 Some Characterizations
In this section, we characterize all graphs inM (3,3,r)∪M (3, l,0) for any positive in-
teger l. Ananchuen et al. [7] pointed out that a graph 2− γc−vertex critical is K2n−M
where n≥ 2 and M is a perfect matching. By Theorem 2.1.17, we have that a maximal
2− γc−vertex critical graph is K2n−M where n ≥ 2. We turn the attention to charac-
terize maximal 3− γc−vertex critical graphs. First of all, we establish a property of
maximal 3− γc−vertex critical graphs that they can be constructed from some graphs.
We observe that the connected domination number of the complement of every
disconnected graph is at most 2.
Lemma 5.2.1. If H is a graph of order n such that γc(H) > 2 or H is disconnected,
then there exists a maximal 3− γc−vertex critical graph of order 2n+1 containing H
and H as induced subgraphs.
Proof. Let H be any graph of order n such that γc(H) > 2 or H is disconnected.
Moreover, we let V (H) = {ui|i = 1,2, ...,n} and we relabel ui in H to vi in H for
i= 1,2, ...,n. We next construct a maximal 3− γc−vertex critical graph G from H and
H. LetV (G) =V (H)∪V (H)∪{x} and E(G) = {xui|1≤ i≤ n}∪{uiv j|1≤ i 6= j≤ n}.
Firstly, we prove that γc(G) = 3. Clearly {x,u1,u2} c G and so γc(G) ≤ 3.
Suppose there exists a γc−set D of two vertices. If x ∈ D, then D = {x,ui} for
some i ∈ {1, ...,n}. But D does not dominate vi. Hence x /∈ D. To dominate x,
D∩V (H) 6= /0. Since γc(H) > 2 or H is not connected, D is not a subset of V (H).
Therefore |D∩V (H)| = 1 and |D∩V (H)| = 1. Since G[D] is connected, we have
D = {ui,v j} where i 6= j. Moreover, the construction gives |{uiu j,viv j}∩E(G)| = 1.
If uiu j ∈ E(G), then D does not dominate vi. Similarly, D does not dominate u j if
viv j ∈ E(G). Hence γc(G)≥ 3. Therefore γc(G) = 3.
Consider G+ab. If {a,b}= {x,vi}, then Dcab = {x,ui}. If {a,b} is either {ui,u j}
or {vi,v j}, then Dcab = {ui,v j}. Finally, if {a,b} = {ui,vi}, then Dcab = {ui,vi}. Thus
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G is a 3− γc−edge critical graph. We next show that G is 3− γc−vertex critical.
As γc(H) ≤ 2, we can suppose that {v1,v2} c H. Because γc(H) > 2, every vertex
ui is not adjacent at least one vertex u j in H. Let Dcx = {v1,v2}, Dcui = {u j,vi} and
Dcvi = {ui,x}. So G is a 3− γc−vertex critical graph. Therefore G is a maximal 3−
γc−vertex critical graph containing H and H as induced subgraphs, thus establishing
this lemma.
Moreover, if H is an arbitrary graph of order n, we can construct a maximal 3−
γc−vertex critical graph containing H and H as induced subgraphs by using slightly
more vertices.
Theorem 5.2.2. For any graph H of order n, there exists a maximal 3− γc−vertex
critical graph of order 2n+3 containing H and H as induced subgraphs.
Proof. Let H ′ be a graph H union a vertex y. So V (H ′) = V (H)∪{y} and E(H ′) =
E(H). Further, we let H be the complement of H and we label y in H ′ to z in H ′. Hence
H ′ is H joining every vertex to a vertex z.
Obviously, H ′ is not connected and {z,v} c H ′ for some v ∈ V (H ′)−{z}. By
Lemma 5.2.1, this completes the proof of Theorem 5.2.2.
In view of Theorem 5.2.2, there is no characterization of maximal 3− γc−vertex
critical graphs in terms of forbidden graphs.
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Figure 5.3 : G3
Ananchuen et al. [7] established that 3− γc−vertex critical graphs of connec-
tivity two are isomorphic to a cycle C5 on five vertices (see Theorem 5.1.1). So
we start our study of maximal 3− γc−vertex critical graphs of connectivity three
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by using Theorems 5.1.2 and 5.1.3. Ananchuen et al. [7], further, claimed that a
minimum cut set of size 3 of every 3− γc−vertex critical graph contains at most
one edge. That is M (3,3,r) =M (3,3,1). Let H1,H2,A,B,c1,c2,c3,x and y be
defined as in Theorem 5.1.3, clearly, A = NH2(c1)∩NH2(c3) = {ui|i = 1, ..., t} and
B= NH2(c2)∩NH2(c3) = {vi|i= 1, ..., t}.
Theorem 5.2.3. Let G ∈M (3,3,1). Then G is G3 where G3 satisfies the following
statements.
(1) V (G3) = {c1,c2,c3,x,y}∪A∪B where A and B are cliques.
(2) c1 is not adjacent to any vertex in B and c2 is not adjacent to any vertex in A.
(3) y A∪B.
(4) {c1c2,xc1,xc2,xc3,yc1,yc2} ⊆ E(Gi), moreover, yc3 /∈ E(Gi).
(5) Every vertex in A is adjacent to each vertex in B accept one vertex and vice versa.
Proof. Theorems 5.1.2 and 5.1.3 imply that either G ∈ {G0,G′0} or G has G1 or G2
as a spanning subgraph. It is easy to see that G0 is not a 3− γc−edge critical graph.
Therefore G is G′0 or has G1 or G2 as a spanning subgraph. We first consider the case
when G has G1 as a spanning subgraph. As a consequence of Theorem 5.1.3(7), we
establish (5).
Claim 1 : c1 and c2 are not adjacent to any vertex in B and A, respectively.
As otherwise, NG(x)⊆ NG(ui) when uic2 ∈ E(G) and NG(x)⊆ NG(vi) when vic1 ∈
E(G). These contradict Corollary 2.1.23, thus establishing Claim 1.
So Claim 1 gives (2).
Claim 2 : G[B] and G[A] are cliques.
Suppose there are non-adjacent vertices vi,v j ∈ B. Consider G+ viv j. Lemma
2.1.15(3) yields that c2,c3 /∈ Dcviv j , moreover, the connectedness of (G+ viv j)[Dcviv j ]
yields that c1 /∈ Dcviv j . These contradict Lemma 5.1.5(1). Thus G[B] is complete, simi-
larly, G[A] is complete, thus establishing Claim 2.
Therefore Claim 2 gives (1). Theorem 5.1.3(6) yields that y is adjacent to at least
one vertex of c1 or c2. We let without loss of generality that yc1 ∈ E(G).
Claim 3 : y A.
Suppose there exists ui ∈ A which is not adjacent to y. Consider G+ yui. Lemma
5.1.5(1) implies that |Dcyui ∩{y,ui}| = 1 and |Dcyui ∩{c1,c2,c3}| = 1. If y ∈ Dcyui , then
c1 ∈ Dcyui−{y} by the connectedness of (G+ yui)[Dcyui]. Thus Dcyui does not dominate
5.2 Some Characterizations 84
c3. So ui ∈ Dcyui . Lemma 2.1.15(3) yields that c1 /∈ Dcyui and the connectedness of
(G+yui)[Dcyui] yields that c2 /∈Dcyui . Therefore c3 ∈Dcyui . Claim 1 yields that Dcyui does
not dominate c2, a contradiction, thus establishing Claim 3.
Hence Claim 3 together with Theorem 5.1.3(8) imply (3).
Claim 4 : yc2 ∈ E(G).
Suppose yc2 /∈ E(G). Consider G+yc2. Lemma 2.1.15(2) gives Dcyc2 ∩{y,c2} 6= /0.
If Dcyc2 = {y,c2}, then Dcyc2 does not dominate c3. If {c2} = Dcyc2 ∩{c2,y}, then by
Lemma 2.1.15(3), ({c1} ∪ B)∩Dcyc2 = /0. As (G+ yc2)[Dcyc2] is connected, we ob-
tain x ∈ Dcyc2 . Claim 2 implies that Dcyc2 does not dominate A, contradicting Lemma
2.1.15(1). Therefore {y}=Dcyc2 ∩{c2,y}. Since (G+yc2)[Dcyc2] is connected, to dom-
inate x, c1 ∈ Dcyc2 . This contradicts Lemma 2.1.15(3), thus establishing Claim 4.
Claim 4 and Theorem 5.1.3(4) give (4). We now have that G is G3 if G has G1 as a
spanning subgraph.
We then consider when G has G2 as a spanning subgraph. Theorem 5.1.3(7) implies
(5). By similar arguments as Claims 1, 2 and 3, we obtain (2), (1) and yA. Moreover,
Theorem 5.1.3(4) and (8) give (4). We need only show that y  B. Suppose there
exists vi ∈ B such that yvi /∈ E(G). Consider G+ yvi. Lemma 5.1.5(1) yields that
|Dcyvi ∩{y,vi}|= 1 and |Dcyvi ∩{c1,c2,c3}|= 1. If y ∈ Dcyvi , then by Lemma 2.1.15(3),
c1 ∈ Dcyvi . But Dcyvi does not dominate c3. Therefore vi ∈ Dcyvi . Lemma 2.1.15(3) gives
that c3 ∈Dcyvi . Clearly Dcyvi does not dominate c1. Therefore y B and this implies that
G is G3.
We see that G′0 is G3 when |A|= |B|= 1. This completes the proof.
Since we have characterizations of all maximal 3− γc−vertex critical graphs of
connectivity 2 and 3, we focus on maximal 3− γc−vertex critical graphs which κ ≥ 4
in the following studies. Hereafter, all graphs satisfy δ ≥ κ ≥ 4. We will show that a
graph G inM (3, l,0) is isomorphic to the Mycielskian µ(Kl) of a complete graph Kl .
We would like to mention that the graph µ(Kl) has been provided independently by
Ananchuen et al. [7].
Theorem 5.2.4. Let G ∈M (3, l,0). Then G is isomorphic to the Mycielskian µ(Kl)
of a clique of order l.
Proof. Let S be a minimum cut set of size l ≥ 4 such that G[S] contains no edge and
C1,C2, ...,Cm be components of G−S.
Claim 1 : There exists j ∈ {1,2, ...,m} such that |V (C j)|> 1.
Suppose to the contrary that |V (Ci)| = 1 for all i ∈ {1,2, ...,m}. Since S is a
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minimum cut set, every vertex in S is adjacent to at least one vertex in V (Ci) for
each i ∈ {1,2, ...,m}. Because |V (Ci)| = 1 for all i, ci  S where {ci} = V (Ci) and
s∪mi=1V (Ci) where s∈ S. Thus {c1,s} c G, contradicting γc(G) = 3, thus establish-
ing Claim 1.
Claim 2 : m = 2 and |V (Ci)| = 1 for some i ∈ {1,2}, moreover, x  S where {x} =
V (Ci).
By Claim 1, letC j be a non-singleton component and c j ∈V (C j). Consider G−c j.
Lemma 5.1.4(1) gives that Dcc j ∩S 6= /0. Let s ∈Dcc j ∩S. Since s is an isolated vertex in
S, by Lemma 5.1.5(2), m= 2 and Dcc j = {x,s} where {x}=V (Ci) for some i ∈ {1,2}.
Because |V (C j)| > 1, i = 3− j. As S is an independent set, we must have x  S, thus
establishing Claim 2.
Without loss of generality, let V (C1) = {x}. Hence |V (C2)|> 1.
Claim 3 : For all si ∈ S, i ∈ {1,2, ..., l}, there exists ti ∈V (C2) such that ti  S−{si}.
Consider G− si. This implies, by Lemma 5.1.4(1), that there exists s j ∈ Dcsi ∩ S
where j 6= i. Moreover, Lemma 2.1.22(2) yields |Dcsi−{s j}|= 1. Let {ti}=Dcsi−{s j}.
Clearly tis j ∈ E(G). As (G− si)[Dcsi] is connected, we obtain ti ∈ ∪2q=1V (Cq). By
Lemma 2.1.22(1), ti ∈ V (C2). Since s j is an isolated vertex in S, ti  S−{si}, thus
establishing Claim 3.
Claim 4 : V (C2) = {ti|1≤ i≤ l}.
Suppose there exists tl+1 ∈ V (C2)− {t1, t2, ..., tl}. Consider G− tl+1. Lemma
5.1.4(1) gives that there exists si ∈ Dctl+1 ∩ S. Since si is an isolated vertex in S, by
Lemma 5.1.5(2), {x} = Dctl+1 −{si}. Clearly Dctl+1 does not dominate ti, a contradic-
tion. Hence V (C2) = {t1, t2, ..., tl}, and thus establishing Claim 4.
Claim 5 : C2 is complete.
Suppose that ab /∈ E(G) for a,b∈V (C2). Consider G+ab. We see that {a,b} does
not dominate G. Lemma 5.1.5(1) implies that |Dcab ∩{a,b}| = 1 and |Dcab ∩ S| = 1.
Without loss of generality, let Dcab = {a,s} for some s ∈ S. Thus as ∈ E(G). Since S is
an independent set, a S, contradicting Lemma 5.1.4(2). This establishes Claim 5.
In view of Claims 1,2,3,4 and 5, we have that G is µ(Kl) and this completes the
proof.
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Figure 5.4(a) : µ(Kl) Figure 5.4(b) : G4
We now show that every maximal 3− γc−vertex critical graph with δ ≥ 4 con-
tains at least eight vertices. We also characterize that all maximal 3− γc−vertex crit-
ical graphs with δ ≥ 4 containing eight vertices are isomorphic to G4 (see the Figure
5.4(b)). Let x be a vertex of degree δ and A = V (G)−N[x]. Since G is connected, a
is adjacent to a vertex x′ in N(x) for all vertex a in A. We have that |A| > 1 because
γc(G) = 3.
Lemma 5.2.5. Let G be a maximal 3− γc−vertex critical graph with δ ≥ 4. Then it
contains at least eight vertices.
Proof. Since |A| > 1, it is easy to see that a maximal 3− γc−vertex critical graph
contains at least eight vertices when δ ≥ 5. We assume that there exists a maximal
3− γc−vertex critical graph G with δ = 4 containing seven vertices. So |A| = 2. Let
A = {u,v}. As δ = 4, we obtain |N(v)∩N(x)| ≥ 3 and |N(u)∩N(x)| ≥ 3. Since
|N(x)|= 4, it is not difficult to show that there exists a vertex y such that yu,yv∈ E(G).
Thus {x,y} c G contradicting γc(G) = 3 and this completes the proof.
Theorem 5.2.6. If G is a maximal 3− γc−vertex critical graph with δ ≥ 4 containing
eight vertices, then G is G4.
Proof. Since |A| > 1 and G has eight vertices, it follows that δ is equal to either 4 or
5. Suppose that δ = 5. So |A| = 2. Because δ = 5, there exists a vertex x′ in N(x)
which is a common neighbor of the two vertices in A. Thus {x,x′} c G contradicting
γc(G) = 3. Therefore δ = 4 and |A|= 3. Consider G−x. Lemma 2.1.22(1) implies that
Dcx ⊆ A. Lemma 2.1.22(2) implies that |Dcx| = 2. Let Dcx = {u,v} and A−Dcx = {w}.
Hence vu ∈ E(G) and w is adjacent to u or v, without loss of generality, wv ∈ E(G).
Since δ = 4, v is adjacent to at least two vertices x3 and x4 in N(x).
Claim 1 : For all a ∈ A, |N(a)∩N(x)| ≤ 3.
As otherwise N(x)⊆ N(a) contradicting Corollary 2.1.23, thus establishing Claim
1.
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Claim 2 : For all a ∈ A such that a A, a is adjacent to at most two vertices in N(x).
Suppose a is adjacent at least three vertices in N(x). Claim 1 yields that a is adja-
cent to exactly three vertices in N(x), x1,x2 and x3 says, moreover, a is not adjacent to
x4 where {x4} = N(x)−{x1,x2,x3}. Since δ = 4, x4 is adjacent to at least one vertex
in {x1,x2,x3}, without loss of generality, x4x1 ∈ E(G). Because a  A, {a,x1} c G
contradicting γc(G) = 3 thus establishing Claim 2.
As a consequence of Claim 2, N(v) = {u,w,x3,x4}. Because Dcx = {v,u}, u is
adjacent to the two vertices in N(x)−{x3,x4}, x1,x2 say. We distinguish two cases
according to the existence of an edge uw.
Case 1 : uw /∈ E(G).
By δ = 4 and Claim 1, u is adjacent to exactly one vertex of {x3,x4}, without
loss of generality, let ux3 ∈ E(G). We first suppose that w is adjacent to at most one
vertex of {x1,x2}. By δ = 4, wx3,wx4 ∈ E(G). Thus x3  A, moreover, {x,x3} c G
contradicting γc(G) = 3. Therefore wx1,wx2 ∈ E(G). By δ = 4 and Claim 1, either
wx3 ∈E(G) or wx4 ∈E(G). Since x3u,x3v∈E(G), x3w /∈E(G) as otherwise {x,x3}c
G contradicting γc(G) = 3. Therefore wx4 ∈ E(G).
We next show that x1x3,x2x4,x1x4,x2x3 /∈E(G). Suppose that x1x3 ∈E(G). Clearly
{x1,w} c G contradicting γc(G) = 3. Similarly, x2x4 /∈ E(G). We then suppose that
x2x3 ∈ E(G). Thus {x2,w}c G, again a contradiction. Similarly, x1x4 /∈ E(G). Hence
x1x3,x2x4,x1x4,x2x3 /∈ E(G).
Clearly degG(x1)< δ , a contradiction. Hence Case 1 cannot occur.
Case 2 : uw ∈ E(G).
Therefore u A and w A. By Claim 2, N(u)∩N(x) = {x1,x2}. Moreover, δ = 4
implies that w is adjacent to two vertices in N(x). Lemma 2.1.22(3) yields w is adjacent
only one vertex of {x1,x2} and only one vertex of {x3,x4}, without loss of generality,
wx2,wx3 ∈ E(G). We now have that N(u)∩N(x) = {x1,x2},N(w)∩N(x) = {x2,x3}
and N(v)∩N(x) = {x3,x4}.
Claim 3 : |{x4x2,x4x1}∩E(G)| ≤ 1 and |{x4x3,x4x2}∩E(G)| ≤ 1.
Suppose x4x2,x4x1 ∈ E(G). Clearly {x4,v} c G contradicting γc(G) = 3. There-
fore |{x4x2,x4x1} ∩E(G)| ≤ 1. We next suppose that x4x3,x4x2 ∈ E(G). If x2x1 ∈
E(G), then {x2,w} c G contradicting γc(G) = 3. So x2x1 /∈ E(G). Clearly x3x1 /∈
E(G) as otherwise {x3,w} c G. These imply that degG(x1)≤ 3 < δ , a contradiction,
and thus establishing Claim 3.
If x4x2 ∈ E(G), then x4x3 ∈ E(G) or x4x1 ∈ E(G) because δ = 4. This contra-
dicts Claim 3. Thus x4x2 /∈ E(G) and x4x3,x4x1 ∈ E(G). Similarly, x1x3 /∈ E(G) as
otherwise {x1,u} c G. By δ = 4, x1x2 ∈ E(G). If x2x3 ∈ E(G), then {x2,x3} c G
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contradicting γc(G) = 3. Thus x2x3 /∈ E(G). We see that G is now isomorphic to G4
and this completes the proof of Theorem 5.2.6.
5.3 Matching Properties
In this section, G will always denote a maximal 3− γc−vertex critical graph. We let
S be a vertex cut set such that |S| = s. Note that S, in this section, need not be a
minimum cut set. Let ω(G− S) = m and C1,C2, ...,Cm be the components of G− S.
We will show that every maximal 3− γc−vertex critical graph G satisfies m+2≤ s or
G is isomorphic to µ(Kl). In view of Theorems 5.1.1 and 5.2.3, we concentrate only
when s≥ 4. We first provide the following lemma.
Lemma 5.3.1. Let G be a maximal 3−γc−vertex critical graph. For all a ∈V (Ci),b ∈
V (C j) such that i 6= j and m≥ 3, NS(a) 6= NS(b).
Proof. Suppose that NS(a) = NS(b). Consider G+ ab. Lemma 5.1.5(1) implies that
|Dcab ∩{a,b}| = 1 and |Dcab ∩ S| = 1. Suppose that {a,c} = Dcab where c ∈ S. Thus
ac ∈ E(G). Lemma 2.1.15(3) implies that cb /∈ E(G) contradicting NS(a) = NS(b).
We have a contradiction by the same arguments when b ∈ Dcab. This completes the
proof.
Suppose that m+1≥ s. Since s≥ 4, m≥ 3. Let I′ be a maximum independent set
of ∪mi=1V (Ci). We see that I′∩V (Ci) 6= /0 for i= 1,2, ...,m. Therefore |I′| ≥m≥ 3. The
next lemma gives the upper bound of |I′|.
Lemma 5.3.2. |I′|+1≤ s.
Proof. Suppose to the contrary that |I′| = t ≥ s. Since s ≥ 4, |I′| ≥ 4. Lemma 2.1.16
implies that the vertices in I′ can be ordered as x1,x2...,xt and there exists a path
y1,y2...,yt−1 with {xi,yi} c G− xi+1 for i = 1,2, ..., t − 1. As m ≥ 3, to dominate
∪mi=1V (Ai), we must have {y1,y2, ...,yt−1} ⊆ S. Thus t − 1 ≤ s. If t − 1 = s, then
{y1,y2, ..., yt−1} = S. It follows by Lemma 2.1.16 that x1  S. This contradict-
s Lemma 5.1.4(2). Therefore t − 1 < s. By the assumption that t ≥ s, we have
t = s. Let {ys}= S−{y1,y2...,yt−1}. Since x1  {y1,y2...,ys−1}, by Lemma 5.1.4(2),
x1ys /∈ E(G). Thus y1ys ∈ E(G) because {x1,y1} c G− x2. Consider G+ x2xi for
2< i≤ t. Lemma 5.1.5(1) thus implies Dcx2xi = {x2,y} or Dcx2xi = {xi,y′}where y,y′ ∈ S.
To dominate x1, we have y,y′ /∈ {ys}. Suppose first that Dcx2xi = {x2,y}. By Lemma
2.1.16, y jxi ∈ E(G) for all j 6= i−1,s. Lemma 2.1.15(3) thus implies y = yi−1. Since
x2y1 /∈ E(G), yi−1y1 ∈ E(G). In the case Dcx2xi = {xi,y′}, similarly, we have y′ = y1 and
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yi−1y1 ∈ E(G). In both cases, y1yi−1 for 2 < i≤ t. Therefore y1  {y2,y3, ...,yt−1}. S-
ince y1ys ∈E(G), y1 S, contradicting Lemma 5.1.4(2). This completes the proof.
As a consequence of Lemma 5.3.2, we have the following corollary.
Corollary 5.3.3. For any maximal 3− γc−vertex critical graph, m+1≤ s, moreover,
if m+1 = s, then Ci is complete for all i= 1,2, ...,m.
Proof. Since I′ ∩V (Ci) 6= /0 for i = 1,2, ...,m, m ≤ |I′|. By Lemma 5.3.2, m+ 1 ≤
|I′|+1≤ s. If m+1= s, then m+1≤ |I′|+1≤ s=m+1. Clearly |I′|=m. Therefore
the independent number of every component is equal to 1. That isCi is complete. This
completes the proof of Corollary 5.3.3.
We can use Corollary 5.3.3 to investigate matching properties of these graphs. Re-
call that, for any vertex cut set S of G, ωo(G− S) denotes the number of odd compo-
nents of G−S.
Corollary 5.3.4. Let G be a maximal 3− γc−vertex critical graph of even order with
δ ≥ 3. Then G is bi-critical.
Proof. Suppose G is not bi-critical. Thus there exists a vertex cut set S′ of size two
such that G′ =G−S′ does not contain a perfect matching. Tutte’s Theorem and parity
then implies that there exists a vertex cut set S′′ such that ωo(G′− S′′) ≥ |S′′|+ 2.
Let S˜ = S′ ∪ S′′. We have |S˜| = |S′′|+ 2 and ωo(G′− S′′) = ωo(G− S˜). Therefore
ωo(G− S˜) ≥ |S˜|. Corollary 5.3.3 then yields that ω(G− S˜)+ 1 ≤ |S˜| ≤ ωo(G− S˜) ≤
ω(G− S˜), a contradiction. Thus G is bi-critical. This completes the proof of Corollary
5.3.4.
We will show that if a maximal 3− γc−vertex critical graph G satisfies m+1 = s,
then G is isomorphic to µ(Kl).
In the following lemmas, we suppose that m = s− 1 and let ci ∈ V (Ci) for i =
1,2, ...,s− 1. Since s ≥ 4, s− 1 ≥ 3. By Lemma 2.1.16, the vertices c1,c2, ...,cs−1
can be ordered as x1,x2, ...,xs−1 and there exists a path y1,y2, ...,ys−2 with {xi,yi} c
G− xi+1 for i ∈ {1,2, ...,s− 2}. The components C1,C2, ..,Cs−1 are also ordered as
A1,A2, ...,As−1 where xi ∈V (Ai) for i= 1,2, ...,s−1. We see that x1{y1,y2, ...,ys−2}.
By Lemma 5.1.4(2), x1 is not adjacent to at least one vertex in S, ys−1 says. Thus
y1ys−1 ∈ E(G).
In the following, we let
x1ys−1 /∈ E(G) and y1ys−1 ∈ E(G).
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Let {ys}= S−{y1,y2, ...,ys−1}.
Lemma 5.3.5. Let i, j ∈ {1,2, ...,s−2}. We have these following properties.
(1) yi∪s−1j=1V (A j)−(V (Ai)∪{xi+1}), in particular, {y1,y2, ..., ys−2}−{yi}⊆NS(xi+1)
and {y1,y2, ...,ys−2}−{yi} ⊆ NS(ai) where ai ∈V (Ai)−{xi}.
(2) If yiy j ∈ E(G), then {yi,y j} c ∪s−1i′=1V (Ai′).
Proof. (1) Because xi is not adjacent to any vertex of a component A j where j 6= i,
By Lemma 2.1.16, we must have yi  ∪s−1j=1V (A j)− (V (Ai)∪{xi+1}). This implies
that {y1,y2, ..., ys−2}− {yi} ⊆ NS(xi+1) and {y1,y2, ...,ys−2}− {yi} ⊆ NS(ai) where
ai ∈V (Ai)−{xi}, thus establishing (1).
(2) If j = i−1, then, by (1), y j  (V (Ai)−{xi})∪{xi+1}. This implies by (1) that
{yi,y j} c ∪s−1i′=1V (Ai′). If j = i+ 1, then, similarly, {yi,y j} c ∪s−1i′=1V (Ai′). Suppose
that j 6= i+ 1, i− 1. Therefore (1) implies y j  V (Ai)∪ {xi+1} and so {yi,y j} c
∪s−1i′=1V (Ai′), thus establishing (2).
Lemma 5.3.6. For i, j ∈ {2,3, ...,s−1}, if xiys,x jys ∈ E(G), then yi−1y j−1 ∈ E(G).
Proof. Consider G+xix j. Lemma 5.1.5(1) gives |Dcxix j ∩{xi,x j}|= 1 and |Dcxix j ∩S|=
1. Suppose without loss of generality that Dcxix j = {xi,y} where y ∈ S. To dominate
x1, y 6= ys−1. As x jys ∈ E(G), by Lemma 5.3.5(1), we must have {y1,y2, ...,ys−2,ys}−
{y j−1} ⊆ NS(x j). By Lemma 2.1.15(3), y /∈ {y1,y2, ...,ys−2,ys}−{y j−1}. Thus y =
y j−1. Since xiyi−1 /∈ E(G), it follows that y j−1yi−1 ∈ E(G). This completes the proof.
Lemma 5.3.7. For i, j ∈ {2, ...,s−1}, ys /∈ Dcxix j and yi−1y j−1 ∈ E(G).
Proof. Consider G+ xix j. By Lemma 5.1.5(1), |Dcxix j ∩ {xi,x j}| = 1 and |Dcxix j ∩
S| = 1. Without loss of generality let x j ∈ Dcxix j . Suppose to the contrary that ys ∈
Dcxix j . Thus D
c
xix j = {ys,x j}. Since x j is not adjacent to (∪i′ 6= jV (Ai′))∪{y j−1}, ys 
((∪i′ 6= jV (Ai′))∪ {y j−1,x j})−{xi}, in particular, ys  {x1,x2, ...,xs−1}− {xi}. As a
consequence of Lemma 5.3.6, G[{y1,y2, ..., ys−2}−{yi−1}] is complete. Since {xi,yi}
c G− xi+1, yiys ∈ E(G). We distinguish three cases according to i.
Case 1 : i= 2.
Clearly y2ys ∈ E(G) and G[{y2,y3, ...,ys−2}] is complete. Since y1ys−1 ∈ E(G), by
Lemma 5.3.5(2), {y1,y2} c G, contradicting γc(G) = 3. So Case 1 cannot occur.
Case 2 : 3≤ i≤ s−2.
Because G[{y1,y2, ...,ys−2}−{yi−1}] is complete, it follows that S−{yi−1,ys} ⊆
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NS(y1). As yiys−1,yiyi−1 ∈ E(G), we obtain {y1,yi} c G, again, a contradiction. So
Case 2 cannot occur.
Case 3 : i= s−1.
Clearly ys  {x1,x2, ...,xs−2}. Lemma 5.3.6 gives that G[{y1,y2, ..., ys−3}] is com-
plete. Since {ys,x j}= Dcxix j and x jy j−1 /∈ E(G), it follows that ysy j−1 ∈ E(G).
We show that y1ys−2 ∈ E(G). If s= 4, then, clearly, y1ys−2 ∈ E(G). Suppose that
s≥ 5. Consider G+x2xs−1. Lemma 5.1.5(1) thus implies |Dcx2xs−1∩{x2,xs−1}|= 1 and
|Dcx2xs−1 ∩S|= 1. Suppose that x2 ∈ Dcx2xs−1 . Since (G+ x2xs−1)[Dcx2xs−1 ] is connected,
y1 /∈ Dcx2xs−1 . To dominate x1, ys−1 /∈ Dcx2xs−1 . To dominate x3,x4, ...,xs−2, we have
by Lemma 5.3.5(1) that y2,y3, ...,ys−3 /∈ Dcx2xs−1 . Thus ys ∈ Dcx2xs−1 or ys−2 ∈ Dcx2xs−1 .
If ys ∈ Dcx2xs−1 , then Dcx2xs−1 = {ys,x2}. Since x2y1 /∈ E(G), y1ys ∈ E(G) and so y1 
{y2,y3, ...,ys}−{ys−2}. Because ys−3ys−2 ∈ E(G), by Lemma 5.3.5(2), {y1,ys−3} c
G, contradicting γc(G) = 3. So Dcx2xs−1 = {x2,ys−2}. Since x2y1 /∈ E(G), y1ys−2 ∈
E(G), as required. We then suppose that xs−1 ∈ Dcx2xs−1 . By the connectedness of
(G+ x2xs−1)[Dcx2xs−1], ys−2 /∈ Dcx2xs−1 . As ysx2 ∈ E(G), by Lemma 2.1.15(3), we must
have ys /∈Dcx2xs−1 . To dominate x1, ys−1 /∈Dcx2xs−1 . To dominate x3,x4, ...,xs−2, we have
by Lemma 5.3.5(1) that y2,y3, ...,ys−3 /∈ Dcx2xs−1 . Therefore y1 ∈ Dcx2xs−1 and Dcx2xs−1 =
{y1,xs−1}. Since xs−1ys−2 /∈ E(G), y1ys−2 ∈ E(G), as required.
We now have y1  {y2,y3, ...,ys−1}. Since y j−1ys ∈ E(G), by Lemma 5.1.4(2),
j 6= 2. Moreover, Lemma 5.3.5(2) yields {y1,y j−1} c G contradicting γc(G) = 3 and
Case 3 cannot occur.
Hence ys /∈ Dcxix j for all i, j ∈ {2,3, ...,s− 1}. Moreover, to dominate x1, ys−1 /∈
Dcxix j . As a consequence of Lemma 5.3.5(1), {y1,y2, ...,ys−2}−{yi−1} ⊆ NS(xi). Lem-
ma 2.1.15(3) thus implies ({y1,y2, ...,ys−2} − {yi−1}) ∩Dcxix j = /0. Hence Dcxix j =
{x j,yi−1}. Because x jy j−1 /∈ E(G), it follows that yi−1y j−1 ∈ E(G). This completes
the proof.
Lemma 5.3.8. G[{y1,y2, ...,ys−2}] is complete, moreover, for all i = 1,2, ...,s− 2,
ysyi /∈ E(G) and ysxi ∈ E(G).
Proof. Lemma 5.3.7 yields that G[{y1,y2, ...,ys−2}] is complete. Because y1ys−1 ∈
E(G), by Lemma 5.1.4(2), y1ys /∈ E(G). If ysyi ∈ E(G) for some i ∈ {2,3, ...,s− 2},
then Lemma 5.3.5(2) implies {y1,yi} c G contradicting γc(G) = 3. Thus ysyi /∈ E(G)
for all i= 1,2, ..., s−2. Because {xi,yi} c G− xi+1, xiys ∈ E(G) for i ∈ {1,2, ...,s−
2}. This completes the proof.
Lemma 5.3.9. NS(x1) = S−{ys−1}.
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Proof. Recall that x1  {y1,y2, ...,ys−2} and x1ys−1 /∈ E(G). These imply, by Lemma
5.3.8, that NS(x1) = S−{ys−1}. This completes the proof.
Lemma 5.3.10. ys−1yi ∈ E(G) for i= 1,2, ...,s−3.
Proof. For i ∈ {2,3, ...,s−2}, consider G+x1xi. Lemma 5.1.5(1) implies that |Dcx1xi ∩
{x1,xi}| = 1 and |Dcx1xi ∩S|= 1. Lemma 5.3.8 gives that ys  {x1,x2, ...,xs−2}. Thus,
by Lemma 2.1.15(3), ys /∈ Dcx1xi . We consider the case {x1} = Dcx1xi ∩{x1,xi}. As a
consequence of Lemma 5.3.5(1), {y1,y2, ...,ys−2}−{yi−1} ⊆NS(xi). This implies that
({y1,y2, ...,ys−2}−{yi−1})∩Dcx1xi = /0 by Lemma 2.1.15(3). Because (G+x1xi)[Dcx1xi]
is connected, ys−1 /∈ Dcx1xi . Lemma 5.1.4(1) thus implies Dcx1xi = {x1,yi−1}. Hence
yi−1ys−1 ∈ E(G) because x1ys−1 /∈ E(G). We now consider the case when {xi} =
Dcx1xi ∩{x1,xi}. Lemma 5.3.9 yields that NS(x1) = S−{ys−1}. By Lemma 2.1.15(3),
we must have (S−{ys−1})∩Dcx1xi = /0. That is Dcx1xi = {xi,ys−1}. Similarly, yi−1ys−1 ∈
E(G). Therefore ys−1yi ∈ E(G) for i= 1,2, ...,s−3. This completes the proof.
We next establish the following lemmas which describe the structure of a maximal
3− γc−vertex critical graph satisfying m+1 = s and will be used directly to proof our
main result.
Lemma 5.3.11. ys is an isolated vertex of S.
Proof. In view of Lemma 5.3.8, we need only show that ys−1ys /∈ E(G). Suppose
ys−1ys ∈ E(G). Lemmas 5.1.4(2) and 5.3.10 imply that ys−1ys−2 /∈ E(G). Thus ys−1 
S−{ys−2}.
Consider G−ys−1. Lemma 5.1.4(1) gives that Dcys−1 ∩S 6= /0. By Lemma 2.1.22(1),
Dcys−1 ∩ S = {ys−2}. As (G− ys−1)[Dcys−1] is connected, to dominate xs−1, we obtain
Dcys−1 ∩ (V (As−1)− {xs−1}) 6= /0. Moreover, Lemma 2.1.22(2) yields that |Dcys−1 ∩
(V (As−1)− {xs−1})| = 1. Let {b} = Dcys−1 − {ys−2}. As Lemma 5.3.8 gives that
ys−2ys /∈ E(G), we must have bys ∈ E(G). This together with Lemma 5.3.5(1) yields
S−{ys−1} ⊆ NS(b). So NS(b) = S−{ys−1} by Lemma 5.1.4(2). It follows from Lem-
ma 5.3.9 that NS(x1) = NS(b), contradicting Lemma 5.3.1. Hence ys−1ys /∈ E(G). This
completes the proof.
Lemma 5.3.12. G[S−{ys}] is complete.
Proof. In view of Lemma 5.3.10, we need only show that ys−2ys−1 ∈ E(G). Consider
G+ x1xs−1. Lemma 5.1.5(1) yields |Dcx1xs−1 ∩{x1,xs−1}|= 1 and |Dcx1xs−1 ∩S|= 1.
We first consider the case when {x1}= Dcx1xs−1 ∩{x1,xs−1}. By the connectedness
of (G+x1xs−1)[Dcx1xs−1], ys−1 /∈Dcx1xs−1 . Lemma 5.3.5(1) yields that {y1,y2, ...,ys−3}⊆
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NS(xs−1). Lemma 2.1.15(3) thus implies {y1,y2, ...,ys−3}∩Dcx1xs−1 = /0. Hence ys ∈
Dcx1xs−1 or ys−2 ∈ Dcx1xs−1 . We note by Lemma 5.3.11 that ysys−1 /∈ E(G). Thus the
first case is impossible because Dcx1xs−1 = {x1,ys} does not dominate ys−1. Therefore
Dcx1xs−1 = {x1,ys−2}. Since x1ys−1 /∈ E(G), ys−2ys−1 ∈ E(G).
We now consider the case when {xs−1} = Dcx1xs−1 ∩{x1,xs−1}. We note by Lem-
ma 5.3.9 that NS(x1) = S−{ys−1}. Lemma 2.1.15(3) then yields that (S−{ys−1})∩
Dcx1xs−1 = /0. Therefore D
c
x1xs−1 = {xs−1,ys−1}. So ys−1ys−2 ∈ E(G). Hence G[S−{ys}]
is complete. This completes the proof.
Lemma 5.3.13. ys  {x1,x2, ...,xs−1}.
Proof. By Lemma 5.3.8, we need only show that ysxs−1 ∈ E(G). Suppose ysxs−1 /∈
E(G) and then consider G+xs−1ys. Lemma 2.1.15(2) yields that Dcxs−1ys∩{xs−1, ys} 6=
/0. To dominate ys−2, Dcxs−1ys 6= {xs−1,ys}. By Lemma 2.1.15(1) and (2), |Dcxs−1ys −
{xs−1, ys}|= 1 and |Dcxs−1ys∩{xs−1,ys}|= 1. Suppose ys ∈Dcxs−1ys . Let {y}=Dcxs−1ys−
{ys}. Since ys is an isolated vertex in S, y  S contradicting Lemma 5.1.4(2). So
xs−1 ∈Dcxs−1ys . To dominate x1, {y1,y2, ...,ys−2}∩Dcxs−1ys 6= /0. By the connectedness of
(G+xs−1ys)[Dcxs−1ys], ys−2 /∈Dcxs−1ys . Thus yi ∈Dcxs−1ys for some i ∈ {1,2, ...,s−3}. So
Dcxs−1ys does not dominate xi+1, a contradiction. Hence ysxs−1 ∈ E(G). This completes
the proof.
Lemma 5.3.14. ys−1  ∪s−1i=2V (Ai).
Proof. Suppose ys−1c /∈ E(G) for some c ∈ ∪s−1i=2V (Ai). Consider G+ ys−1c. Lemma
2.1.15(1) and (2) then imply that |Dcys−1c|= 2 and Dcys−1c∩{ys−1,c} 6= /0. To dominate
x1, Dcys−1c 6= {ys−1,c}.
Case 1 : c ∈ Dcys−1c.
This imply, by Lemmas 5.3.12 and 2.1.15(3), that yi /∈Dcys−1c for i∈ {1,2, ...,s−2}.
To dominate ∪s−1i=1V (Ai), ys ∈Dcys−1c. Clearly cys ∈ E(G). Since ys is an isolated vertex
in S, NS(c) = S−{ys−1}. It follows from Lemma 5.3.9 that NS(x1) = NS(c). This
contradicts Lemma 5.3.1. So Case 1 cannot occur.
Case 2 : ys−1 ∈ Dcys−1c.
By Lemma 2.1.15(1), |Dcys−1c−{ys−1}| = 1. Let Dcys−1c−{ys−1} = {a}. Remind
that x1ys−1 /∈ E(G). As Lemma 5.3.11 gives that ys is an isolated vertex in S, to
dominate {x1,ys}, we must have a ∈ V (A1). Thus ys−1  ∪s−1i=2V (Ai)−{c}. Since
(G+ ys−1c)[Dcys−1c] is connected and ys−1ys /∈ E(G), it follows that ays−1,ays ∈ E(G).
This, together with Lemma 5.3.5(1), gives that S−{y1} ⊆ NS(a). By Lemma 5.1.4(2),
NS(a) = S−{y1}. Consider G− a. Lemmas 2.1.22(1) and 5.1.4(1) yield that {y1} =
Dca ∩ S. By Lemma 2.1.22(2), |Dca−{y1}| = 1. Let {b} = Dca−{y1}. To dominate
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{x2,ys}, b ∈ V (A2). Lemma 5.3.11 gives bys ∈ E(G). Lemma 5.3.5(1) then implies
that S−{y2,ys−1} ⊆ NS(b).
Subcase 2.1 : b= c.
Thus ys−1b /∈ E(G). Because S−{y2,ys−1} ⊆ NS(b), it follows that y2b /∈ E(G)
as otherwise NS(b) = NS(x1) contradicting Lemma 5.3.1. Therefore NS(b) = S−
{y2,ys−1}. Consider G+ x1c. Lemma 5.1.5(1) gives that |Dcx1c ∩ {x1,c}| = 1 and
|Dcx1c ∩ S| = 1. We note by Lemma 5.3.9 that S−{ys−1} = NS(x1). Thus NS(x1)∩
NS(b) = S−{y2,ys−1}. By Lemma 2.1.15(3), (S−{y2,ys−1})∩Dcx1c = /0. By the con-
nectedness of (G+x1c)[Dcx1c], ys−1 /∈Dcx1c. Therefore y2 ∈Dcx1c. Clearly Dcx1c does not
dominate x3, a contradiction. So Subcase 2.1 cannot occur.
Subcase 2.2 : b 6= c.
Since ys−1  ∪s−1i=2V (Ai)−{c}, it follows that ys−1b ∈ E(G). By Lemma 5.1.4(2),
NS(b) = S−{y2}. Lemmas 5.3.13 and 5.3.5(1) give S−{y2,ys−1} ⊆NS(x3). If x3 6= c,
then x3ys−1 ∈ E(G) because ys−1 ∪s−1i=2V (Ai)−{c}. This implies by Lemma 5.1.4(2)
that NS(x3) = S−{y2}. Thus NS(x3) = NS(b) contradicting Lemma 5.3.1. Therefore
x3 = c, moreover, NS(x3) = S−{y2,ys−1}.
We finally consider G+ bx3. Lemma 5.1.5(1) yields that |Dcbx3 ∩{b,x3}| = 1 and
|Dcbx3 ∩ S| = 1. Suppose first that b ∈ Dcbx3 . As NS(x3) = S−{y2,ys−1}, by Lemma
2.1.22(1), we obtain (S−{y2,ys−1})∩Dcbx3 = /0. Thus y2 or ys−1 is in Dcbx3 . Since
(G+bx3)[Dcbx3] is connected, D
c
bx3
= {b,ys−1}. But Dcbx3 does not dominate x1, a con-
tradiction. Therefore x3 ∈Dcbx3 and b /∈Dcbx3 . By Lemma 2.1.22(1), (S−{y2})∩Dcbx3 =
/0 and so Dcbx3 = {x3,y2}. Clearly (G+bx3)[Dcbx3] is not connected, a contradiction and
Case 2 cannot occur.
Hence ys−1  ∪s−1i=2V (Ai) and we finish proving this lemma.
Lemma 5.3.15. |V (Ai)|= 1 for all i= 1,2, ...,s−1.
Proof. Let Ai be a non-singleton component and bi ∈ V (Ai)−{xi}. We distinguish
three cases according to i.
Case 1 : 1≤ i≤ s−3.
By Lemma 5.3.5(1), S−{yi,ys−1,ys} ⊆NS(bi). Consider G−bi. Lemma 2.1.22(1)
implies that (S−{yi,ys−1,ys})∩Dcbi = /0, moreover, by Lemma 5.1.5(2), ys /∈Dcbi . Thus
Lemma 5.1.4(1) implies that either ys−1 ∈Dcbi or yi ∈Dcbi . Suppose that ys−1 ∈Dcbi . As
a consequence of Lemma 2.1.22(1), ys−1bi /∈ E(G). This implies, by Lemma 5.3.14,
that i = 1. We let {z} = Dcbi−{ys−1} by Lemma 2.1.22(2). To dominate {x1,ys}, z ∈
V (A1). Lemma 2.1.22(1) yields that zbi /∈ E(G). Thus A1 is not complete contradicting
Corollary 5.3.3. Therefore yi ∈ Dcbi . Let {w} = Dcbi −{yi}. To dominate {xi+1,ys},
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w∈V (Ai+1). So wyi,wys ∈E(G). Lemmas 5.3.14 and 5.3.5(1) imply that S−{yi+1}⊆
NS(w). Moreover, Lemma 5.1.4(2) gives NS(w)= S−{yi+1}. Lemma 5.3.5(1) together
with Lemmas 5.3.13 and 5.3.14 yield that S−{yi+1} ⊆ NS(xi+2). In fact, NS(xi+2) =
S−{yi+1} by Lemma 5.1.4(2). Clearly NS(w) = NS(xi+2) contradicting Lemma 5.3.1.
So Case 1 cannot occur.
Case 2 : i= s−2.
Consider G− bi. Lemmas 5.3.14 and 5.3.5(1) yield that S−{ys−2,ys} ⊆ NS(bi).
Thus Lemma 2.1.22(1) gives (S−{ys−2,ys})∩Dcbi = /0. Moreover, ys /∈Dcbi by Lemma
5.1.5(2). Thus ys−2 ∈ Dcbi by Lemma 5.1.4(1). As a consequence of Lemma 2.1.22(2),
we have Dcbi = {ys−2,z′} for some z′. To dominate xs−1, z′ ∈ V (As−1). It follows
from Lemmas 5.3.14 and 5.3.5(1) that z′  {y1,y2, ...,ys−1}. Since ys−2ys /∈ E(G),
z′ys ∈ E(G). Therefore z′  S contradicting Lemma 5.1.4(2). So Case 2 cannot occur.
Case 3 : i= s−1.
Clearly bi  {y1,y2, ...,ys−1} by Lemmas 5.3.5(1) and 5.3.14. Consider G− bi.
Lemma 5.1.4(1) yieldsDcbi∩S 6= /0. Since Lemma 2.1.22(1) givesDcbi∩{y1,y2, ...,ys−1}
= /0, it follows that ys ∈ Dcbi contradicting Lemma 5.1.5(2). Hence |V (Ai)| = 1 for all
i= 1,2, ...,s−1. This completes the proof.
Theorem 5.3.16. Let G be a maximal 3− γc−vertex critical graph and let ω(G−S) =
m and |S|= s. If m+1 = s, then G is isomorphic to µ(Ks−1).
Proof. In view of Lemmas 5.3.11 - 5.3.15, we have ys is a vertex such that NG(ys) =
{x1,x2, ..., xs−1} is an independent set and G[{y1,y2, ...,ys−1}] is complete. Moreover,
let y′1 = x2,y
′
2 = x3,y
′
3 = x4, ...,y
′
s−2 = xs−1 and y
′
s−1 = x1. Thus yi  NG(ys)−{y′i} for
1≤ i≤ s−1. Clearly G is isomorphic to µ(Ks−1). This completes the proof.
We conclude this section by establishing the next corollary.
Corollary 5.3.17. Let G be a maximal 3− γc−vertex critical graph of odd order with
δ ≥ 4. Then G is 3−factor critical or isomorphic to µ(Kl).
Proof. Suppose G is not 3−factor critical. Thus there exists a vertex cut set of size
three S′ such that G′=G−S′ does not contain a perfect matching. Tutte’s Theorem and
parity then imply that there exists a vertex cut set S′′ such that ωo(G′−S′′)≥ |S′′|+2.
Let S˜ = S′ ∪ S′′. We have |S˜| = |S′′|+ 3 and ωo(G′− S′′) = ωo(G− S˜). Therefore
ωo(G− S˜)+1≥ |S˜|. Corollary 5.3.3 yields that
ω(G− S˜)+1≤ |S˜| ≤ ωo(G− S˜)+1≤ ω(G− S˜)+1.
Thus ω(G− S˜)+1 = |S˜|. By Theorem 5.3.16, G is isomorphic to µ(Kl).
CHAPTER 6
Hamiltonicities of Critical Graphs with
respect to Domination Numbers
The problem of interest is to investigate the structures of k−D−edge critical graphs
where D ∈ {γc,γt ,γ, i}. In particular, we consider the hamiltonicity of k− γc−edge
critical graphs. Observe that the cycle Ck+2 on k+2 vertices is a k− γc−edge critical
hamiltonian graph. There are a number of results on the hamiltonian properties of
k−D−edge critical graphs when D ∈ {γt ,γ, i}. Sumner and Blitch [138] conjectured
that :
Conjecture B1. Every 3− γ−edge critical graph with more than six vertices contains
a hamiltonian path.
This conjecture was proved by Wojcicka [151] who made the further conjecture
that :
Conjecture B2. Every connected 3−γ−edge critical graph with δ ≥ 2 is hamiltonian.
Favaron et al. [65] showed that every connected 3− γ−edge critical graph satisfies
α ≤ δ +2 where α is the independence number. Further, when this inequality is strict
and δ ≥ 2, the graph is hamiltonian. Conjecture B2 was finally established by Tian et
al. [139] when they proved that every connected 3− γ−edge critical graph with δ ≥ 2
and α = δ +2 is hamiltonian. Moreover, in Chapter 16 of [81], Sumner and Wojcicka
proposed the following conjecture.
Conjecture B3. Every (k−1)−connected k− γ−edge critical graph is hamiltonian.
Yuansheng et al. [153] gave, for k = 4, a smallest counter example to this conjec-
ture, a graph with thirteen vertices.
Ao et al. [22] established that 2−connected 3− i−edge critical graphs are hamil-
tonian when δ ≥ 3. They also showed that there is only one family of 2−connected
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3− i−edge critical non-hamiltonian graphs when δ = 2.
Simmons [136] showed that every 3− γt−edge critical graph with a cut vertex
contains a hamiltonian path. She, further, studied the hamiltonicity of 2−connected
3− γt−edge critical graphs according to the diameter. She proved that 2−connected
3−γt−edge critical graphs of diameter three contain a hamiltonian path. When the di-
ameter is two, she focused on 2−connected 3−γt−edge critical graphs with δ ∈ {2,3}
and showed that they contain a hamiltonian cycle. To investigate the hamiltonicity of
2−connected 3− γt−edge critical graphs remains unsolved.
This gives rise to the following problem :
When are l−connected k− γc−edge critical graphs hamiltonian?
The chapter is organized as the following. In Section 6.1, we prepare the notation
and terminology as well as results that we make use in this chapter. In Section 6.2, we
prove that every 2−connected k− γc−edge critical graph is hamiltonian for k = 1,2
or 3. It is not difficult to show that every 3− γc−edge critical graph is 3− γt−edge
critical. Hence, this implies that every 2−connected 3− γt−edge critical graph is also
hamiltonian. In Section 6.3, we provide a class of l−connected k− γc−edge critical
non-hamiltonian graphs for k ≥ 4 and 2 ≤ l ≤ n−3k−1 . Hence, for n ≥ (k− 1)l+ 3, the
class of l−connected k− γc−edge critical non-hamiltonian graphs of order n is empty
if and only if k = 1,2 or 3. For k− γt−edge critical graphs, we provide classes of
2−connected k− γt−edge critical non-hamiltonian graphs for k = 4 or 5. For k−
i−edge critical graphs, we give a construction for a class of 2−connected k− i−edge
critical non-hamiltonian graphs for k ≥ 3.
6.1 Preliminaries
In this section we set up the notation and terminology that we make use of in our work.
Suppose G is a 2−connected 3− γc−edge critical non-hamiltonian graph. Let C be a
longest cycle of G. We write
−→
C to indicate the clockwise orientation of C. Similarly,
we denote the anticlockwise orientation of C by
←−
C . In particular, for vertices u and
v of C we denote the (u,v)−directed segment of −→C (←−C ) by u−→C v (u←−C v). These two
segments are illustrated in the following figure.
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Figure 6.1 : The clockwise and anticlockwise orientations.
The successor (predecessor) of a vertex v of C in
−→
C is denoted by v+(v−). Note
that we always use the orientation
−→
C when we mention about the successor and the
predecessor of any vertex of C. Let H be a component of G−C and X = NC(H).
Suppose |X | = d. We may order the vertices of the set X as x1,x2, ...,xd according to−→
C . We, further, let
X+ = {a1,a2, ...,ad} where ai = x+i ,
X− = {b1,b2, ...,bd} where bi = x−i+1 ,
Ci =V (ai
−→
C bi).
All subscripts are taken modulo d throughout. The following figure illustrates our
notation and terminology.
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A vertex v ∈ Ci is called an X+−vertex if v+ai ∈ E(G) and an X−−vertex if
v−bi ∈ E(G). Hence, every ai(bi) is an X+(X−)−vertex. Favaron et al. [65] and Tian
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et al. [139] provided some structural properties described in Lemmas 6.1.1 - 6.1.10.
These lemmas are consequences of the assumption that C is a longest cycle of a non-
hamiltonian graph G and do not require the property that G is 3− γc−edge critical.
Lemma 6.1.1. [65] X+∩X = /0 and X−∩X = /0.
Lemma 6.1.2. [65] If ui ∈ Ci and u j ∈ C j are two X+−vertices(X−−vertices) with
i 6= j, then there is no uiPG−Cu j path, in particular, uiu j /∈ E(G).
Lemma 6.1.3. [65]
(1) Let ui ∈Ci,u j ∈C j be two X+−vertices(X−−vertices) with i 6= j. For any vertex
v ∈V (u+i
−→
C u−j ), if vui ∈ E(G), then v−u j /∈ E(G).
(2) Let ai ∈ X+ and b j ∈ X− be such that i 6= j+1. For any vertex v ∈V (a j+1−→C xi),
if vb j ∈ E(G), then v−ai /∈ E(G).
Lemma 6.1.4. [65] Suppose b j−1a j ∈ E(G). If w∈Ci is an X−−vertex with i 6= j−1,
then wx j /∈ E(G). Further, if w ∈Ci is an X+−vertex with i 6= j, then wx j /∈ E(G).
Lemma 6.1.5. [139] Let ai ∈ X+ and b j ∈ X− be such that i 6= j+ 1. For any vertex
v ∈V (x j+1−→C bi−1), if vb j ∈ E(G), then v+ai /∈ E(G).
Lemma 6.1.6. [139] Suppose aib j ∈ E(G) for some i and j with i 6= j+1, and u,u+ ∈
V (ai
−→
C b j), v,v+ ∈ V (b+j
−→
C a−i ). Then uv ∈ E(G) implies u+v+ /∈ E(G); uv+ ∈ E(G)
implies u+v /∈ E(G).
Lemma 6.1.7. [139] If aib j ∈ E(G) for some i and j with i 6= j+1 and i 6= j and G[X ]
is a clique, then N(a j+1)∩{bi,bi+1, ...,b j−1}= /0.
Moreover, from Favaron et al. [65], we can establish, using similar arguments, the
following three lemmas when V (H) = {v},degG(v) = d and α ≤ d+1.
Lemma 6.1.8. [65] If u ∈ Ci is an X+−vertex, then all the vertices of V (ai−→C u) are
X+−vertices. Similarly, if u ∈ Ci is an X−−vertex, then all the vertices of V (u−→C bi)
are X−−vertices.
Lemma 6.1.9. [65] Let ui ∈Ci be an X+−vertex. If N(ui)∩Ci−1 6= /0, then uibi−1 ∈
E(G). Similarly, let vi ∈Ci be an X−−vertex. If N(vi)∩Ci+1 6= /0, then viai+1 ∈ E(G).
Lemma 6.1.10. [65] For each vertex ai ∈X+−X−, N(ai)∩X− 6= /0 and for each vertex
bi ∈ X−−X+, N(bi)∩X+ 6= /0.
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6.2 Hamiltonicity of 3−D−Edge Critical Graphs where
D ∈ {γc,γt}
In this section, we prove that 3− γc−edge critical graphs are hamiltonian. We will do
this by considering two cases according to the value of δ . Our first case is that of δ = 2
and the other case is δ ≥ 3.
6.2.1 δ = 2
Our main aim in this subsection is to prove the following theorem.
Theorem 6.2.1. Let G be a 3−γc−edge critical graph. If δ = 2, then G is hamiltonian.
We establish this theorem by proving a number of lemmas. Throughout we make
use of the following notation and terminology. Let G be a 3− γc−edge critical graph
containing a vertex c of degree δ = 2. Let N(c) = {c1,c2}, Vi = N(ci)−N[c3−i] for
i= 1,2, V3 = NG−c(c1)∩NG−c(c2) and V4 =V (G)− (∪3i=1Vi∪{c,c1, c2}).
Lemma 6.2.2. Let G be a 3− γc−edge critical graph with δ = 2. If a ∈Vi,b ∈Vj and
ab /∈ E(G), then Dcab = {x,y} where x ∈ {a,b}, y ∈ {c1,c2} and xy ∈ E(G).
Proof. Consider G+ab. By Lemma 2.1.15(1), |Dcab| = 2. Let Dcab = {x,y}. We have
Dcab ∩{a,b} 6= /0 by Lemma 2.1.15(2). Without loss of generality, let x ∈ {a,b}. To
dominate c, y ∈ {c,c1,c2}. Since (G+ ab)[Dcab] is connected, y 6= c and xy ∈ E(G).
Therefore y ∈ {c1,c2}. This completes the proof.
Lemma 6.2.3. Let G be a 3− γc−edge critical graph with δ = 2. Then either Vi = /0
or G[Vi] is complete for i= 1, ...,4.
Proof. Suppose there exist a,b ∈ Vi such that ab /∈ E(G). Consider G+ ab. As a
consequence of Lemma 6.2.2, |Dcab∩{a,b}| = 1, |Dcab∩{c1,c2}| = 1 and i 6= 4. This
implies that either V4 = /0 or G[V4] is complete. Without loss of generality let {a} =
Dcab∩{a,b} and c j ∈ Dcab for some j ∈ {1,2}. As ac j ∈ E(G), we must have a ∈ Vj′
for some j′ = j or 3. By the assumption b ∈ Vj′ . Clearly bc j ∈ E(G) contradicting
Lemma 2.1.15(3). Thus G[Vi] is complete and this completes the proof.
Lemma 6.2.4. Let G be a 3− γc−edge critical graph with δ = 2. For all u ∈ Vi, i ∈
{1,2,3}, we have |NV4(u)| ≥ |V4|−1. If |NV4(u)|= |V4|−1, then
(1) for i= 3, uVj for some j = 1 or 2,
(2) for i 6= 3, uV3−i and c1c2 ∈ E(G).
6.2 Hamiltonicity of 3−D−Edge Critical Graphs where D ∈ {γc,γt} 101
Proof. Suppose there exist a,b ∈V4 such that au,bu /∈ E(G). Consider G+au. Lem-
ma 6.2.2 yields that |{c1,c2}∩Dcau| = 1 and {u} = Dcau ∩{a,u}. Thus Dcau does not
dominate b, a contradiction. So |NV4(u)| ≥ |V4| − 1. Suppose that u  V4− a where
u ∈ Vi and a ∈ V4. If i ∈ {1,2}, then, by Lemma 6.2.2, Dcau = {u,ci}. Thus u  V3−i
and cic3−i ∈ E(G). If i= 3, then, similarly, Dcau = {u,c j} for some j ∈ {1,2}. We have
uV3− j, thus completing the proof of this lemma.
From now on, let F =G[∪4i=1Vi] and α1 = α(F). The following lemma shows that
G is hamiltonian when α1 ≥ 3.
Lemma 6.2.5. Let G be a 3− γc−edge critical graph with δ = 2. If α1 ≥ 3, then G is
hamiltonian.
Proof. Let I be an independent set of F of size α1 ≥ 3. Lemma 2.1.16 implies that
there exists an ordering w1, ...,wα1 of the vertices of I and a path z1, ...,zα1−1 satisfying
{wi,zi} c G−wi+1 for 1≤ i≤ α1−1. Since I ⊆∪4i=1Vi, wic /∈ E(G). To dominate c,
zi ∈ {c,c1,c2}. By the connectedness of G[{wi,zi}], zi 6= c. Therefore {z1, ...,zα1−1} ⊆
{c1,c2}. Thus α1−1≤ 2 and so α1 = 3.
Suppose without loss of generality that z1 = c1 and z2 = c2. Lemma 2.1.16 yields
that w1 ∈ V3,w2 ∈ V2,w3 ∈ V1. Moreover, z1z2 ∈ E(G). Thus V4 6= /0, as otherwise
{z1,z2} c G, contradicting γc(G) = 3. Since {w1,w2,w3} is an independent set, w1
does not dominate Vi for i ∈ {1,2}. Further, w2 and w3 do not dominate V1 and V2,
respectively. It follows from Lemma 6.2.4 that wi  V4 for i = 1,2,3. Consider G+
cw3. Lemma 2.1.15(1) implies that |Dccw3| = 2. Moreover, Lemma 2.1.15(2) gives
|{c,w3}∩Dccw3| ≥ 1. To dominate w2, |{c,w3}∩Dccw3| = 1. If c ∈ Dccw3 , then by the
connectedness of (G+cw3)[Dccw3], D
c
cw3 = {c,ci} for some i ∈ {1,2}. Thus Dccw3 does
not dominate V4 contradicting Dccw3 c G+ cw3. Therefore c /∈ Dccw3 and w3 ∈ Dccw3 .
Let {a} = Dccw3 −{w3}. Clearly, w3a ∈ E(G). Thus a 6= w1,w2. To dominate c2,
a ∈ V2 ∪V3 ∪{c1}. Lemma 2.1.15(3) yields that a 6= c1. Suppose that a ∈ V2. For
1 ≤ i ≤ 4, we let Ui = G[Vi]. Lemma 6.2.3 together with wi  V4 for 1 ≤ i ≤ 3 then
imply that there are Ui−hamiltonian paths c1PU1w3,w3PU2w2,w1PU3c2 and w2PU4w1.
Thus
C′1 = c,c1PU1w3PU2w2PU4w1PU3c2,c
is a hamiltonian cycle. We also have, using similar arguments, a hamiltonian cycle
when a ∈V3. Hence if α1 ≥ 3, then G is hamiltonian. This completes the proof.
Lemma 6.2.6. Let G be a 3− γc−edge critical graph with δ = 2. If F has the connec-
tivity less than two, then G is hamiltonian.
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Proof. By Lemma 6.2.5, it suffices to consider the case α1 ≤ 2. Suppose F is not
connected. Let H1 and H2 be components of F . Therefore G−{c1,c2} has at least
three components H1,H2 and H3 with V (H3) = {c}, contradicting Theorem 2.1.18.
Hence F is connected.
Suppose that F has a cut vertex u. Since α1 ≤ 2, F − u has only two components
H1,H2 and they are complete. Thus, for i ∈ {1,2} and x,y ∈ V (Hi), there exists an
Hi−hamiltonian path xPHiy. We have that G−{u,c1,c2} contains three components
H1,H2 and H3 with V (H3) = {c}. Let hi ∈ NHi(u). If |V (Hi)| ≥ 2, then, as G is
2−connected, there is ki ∈ NHi(u)−{hi} adjacent to c1 or c2. But if |V (Hi)|= 1, then
let ki = hi. In both cases ki is adjacent to c1 or c2. If kic1,k3−ic2 ∈ E(G), then
C′2 = u,hiPHiki,c1,c,c2,k3−iPH3−ih3−i,u
is a hamiltonian cycle. If c jk1,c jk2 ∈ E(G) for some j ∈ {1,2}, we then consider
G+ k1k2. Since k1,k2 ∈ V (F), by Lemma 6.2.2, |{k1,k2}∩Dck1k2 | = 1 and |Dck1k2 ∩
{c j,c3− j}| = 1. Without loss of generality, let k1 ∈ Dck1k2 . Lemma 2.1.15(3) implies
that c3− j ∈ Dck1k2 . Therefore c3− jk1 ∈ E(G). Thus c jk2,c3− jk1 ∈ E(G) and the above
argument again establishes a hamiltonian cycle. This completes the proof.
We are now ready to prove Theorem 6.2.1.
Proof. In view of Lemmas 6.2.5 and 6.2.6, it remains to consider the case α1 ≤ 2 and
F is 2−connected. Suppose there exists a cut set of size two of F , say {a,b}. Since
α1 ≤ 2, there are only two components H1,H2 of F−{a,b}. Moreover, Hi is complete
for i= 1,2 and there exists an Hi−hamiltonian path xPHiy for any x,y∈V (Hi). We have
that G−{a,b,c1,c2} contains only H1,H2 and H3 as three components with V (H3) =
{c}. Since F is 2−connected, there are vertices a′ ∈ NH1(a), a′′ ∈ NH2(a). Moreover,
if |V (H1)| > 1, then there exists b′ ∈ NH1(b)−{a′}. Otherwise, if |V (H1)| = 1, then
let b′ = a′. Consider G+a′a′′. By Lemma 6.2.2 we can let without loss of generality
that Dca′a′′ = {a′,c1}. Lemma 2.1.15(3) yields that a′′c1 /∈ E(G). We now distinguish
two cases.
Case 1 : |V (H2)|= 1.
Therefore ba′′ ∈E(G) because F is 2−connected. Consider G+a′′c. Thus |Dca′′c|=
2 by Lemma 2.1.15(1) and Dca′′c∩{a′′,c} 6= /0 by Lemma 2.1.15(2). To dominate H1,
Dca′′c 6= {a′′,c} .
Suppose first that c∈Dca′′c. By the connectedness of (G+a′′c)[Dca′′c], either Dca′′c =
{c,c1} or Dca′′c = {c,c2}. Suppose that Dca′′c = {c,c1}. Thus c1 V (H1)∪{a,b}. Let
J1 = {c2a′′,c2a,c2b,c2a′}. If J1∩E(G) 6= /0, then
C′3 = c2,a
′′,a,a′PH1b′,b,c1,c,c2 or C′4 = c2,a,a
′′,b,b′PH1a′,c1,c,c2 or
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C′5 = c2,b,a
′′,a, a′PH1b′,c1,c,c2 or C′6 = c2,a
′PH1b′,b,a′′,a,c1,c,c2
is a hamiltonian cycle. We now consider the case when J1∩E(G)= /0. Then there exist-
s c′ ∈NH1(c2)−{a′} otherwise c1 is a cut vertex of G contradicting G is 2−connected.
Hence
C′7 = c2,c
′PH1a′,a,a′′,b,c1,c,c2
is a hamiltonian cycle. Thus, in either case, G is hamiltonian. By similar arguments,
G has hamiltonian cycle when Dca′′c = {c,c2}.
We next suppose that a′′ ∈ Dca′′c. This implies, by Lemma 2.1.15(3), that c1,c2 /∈
Dca′′c−{a′′}. By the connectedness of (G+a′′c)[Dca′′c], either Dca′′c = {a′′,a} or Dca′′c =
{a′′,b}. Without loss of generality let Dca′′c = {a′′,a}. Since a′′c1 /∈ E(G), ac1 ∈ E(G).
If a′′c2 ∈ E(G), then
C′8 = c2,a
′′,b,b′PH1a′,a,c1,c,c2
is a hamiltonian cycle. Suppose a′′c2 /∈ E(G). Thus ac2 ∈ E(G) and a′′ ∈ V4. Since
a′a′′ /∈ E(G), by Lemma 6.2.2, a′ /∈V4. Therefore a′ is adjacent to c1 or c2. Hence
C′9 = c1,a
′PH1b′,b,a′′,a,c2,c,c1 or C′10 = c2,a
′PH1b′,b,a′′,a,c1,c,c2
is a hamiltonian cycle. This completes Case 1.
Case 2 : |V (H2)| ≥ 2.
Since F is 2−connected, we can choose b′′ ∈ NH2(b)−{a′′}. Recall that Dca′a′′ =
{a′,c1}. Thus a′c1,b′′c1 ∈ E(G). Consider G+a′b′′. Since a′,b′′ ∈V (F), by Lemmas
6.2.2 and 2.1.15(3), c2 ∈ Dca′b′′ and |Dca′b′′ ∩{a′,b′′}|= 1.
We first suppose that Dca′b′′ = {b′′,c2}. Clearly c2b′′ ∈ E(G). Thus c2  H1−a′. If
c2a ∈ E(G), then
C′11 = c2,a,a
′′PH2b′′,b,b′PH1a′,c1,c,c2
is a hamiltonian cycle. Suppose that c2a /∈ E(G). As Dca′b′′ = {b′′,c2}, we must have
b′′a ∈ E(G). If |V (H1)| = 1, then V (H1) = {a′} and c1  H1. Moreover, {c1,b′} c
G contradicting γc(G) = 3. Clearly |V (H1)| ≥ 2. As c2  H1− a′, there exists an
(H1−a′)−hamiltonian path c2PH1−a′b′. Hence
C′12 = c2PH1−a′b
′,b,b′′PH2a′′,a,a′,c1,c,c2
is a hamiltonian cycle. Therefore if Dca′b′′ = {b′′,c2}, then G is hamiltonian.
We now consider the case when Dca′b′′ = {a′,c2}. Thus c2a′ ∈ E(G) and c2 
H2−b′′. Clearly there exists an (H2−b′′)−hamiltonian path c2PH2−b′′a′′. Thus
C′13 = c2PH2−b′′a
′′,a,a′PH1b′,b,b′′,c1,c,c2
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is a hamiltonian cycle. This completes Case 2. Therefore if F has the connectivity
two, then G is hamiltonian.
We finally suppose that F is 3−connected. Since α1 = 2, by Theorem 2.2.1, F is
hamiltonian connected. Since G is 2−connected, V1 ∪V3 and V2 ∪V3 are not empty.
We then have an F−hamiltonian path aPFb with a ∈V1∪V3,b ∈V2∪V3. We form
C′14 = c,c1,aPFb,c2,c
as a hamiltonian cycle, completing the proof of Theorem 6.2.1.
6.2.2 δ ≥ 3
In the following results we use the notation and terminology introduced in Section
6.1. More specifically, let G be a 2−connected 3− γc−edge critical graph with δ ≥ 3.
Suppose that G is non-hamiltonian. Recall that C is a longest cycle of G and H is a
component of G−C. Moreover, X = NC(H) = {x1,x2, ...,xd}, X+ = {a1,a2, ..., ad}
where ai= x+i ,X
−= {b1,b2, ..., bd}where bi= x−i+1 andCi=V (ai
−→
C bi) for i= 1, ...,d.
All subscripts are all taken modulo d.
Lemma 6.2.7. Let G be a 3− γc−edge critical non-hamiltonian graph. Let a,b and
v be pairwise non-adjacent vertices such that a,b ∈ X+ ∪X− and v ∈ V (H). Then
|Dcab∩{a,b}|= 1 and |Dcab∩X |= 1, moreover, if v ∈ Dcav, then |Dcav∩X |= 1.
Proof. Consider G+ab. Lemma 2.1.15(2) implies that {a,b}∩Dcab 6= /0. Without loss
of generality let a ∈ Dcab. To dominate H and by Lemma 6.1.1, Dcab 6= {a,b}. By the
connectedness of (G+ab)[Dcab], X ∩ (Dcab−{a}) 6= /0. Lemma 2.1.15(1) thus implies
|Dcab∩{a,b}|= 1 and |Dcab∩X |= 1. We next consider G+av. Suppose that v ∈ Dcav.
Lemma 6.1.1 yields v is not adjacent to any vertex in X+ ∪X−. If a ∈ Dcav, then by
Lemma 2.1.15(1), Dcav = {a,v}. Lemma 6.1.2 implies that Dcav does not dominate
X+∪X−, a contradiction. Thus a /∈Dcav. In view of Lemma 6.1.2, to dominate X+, we
must have Dcav−{v} ⊆V (C). By the connectedness of (G+av)[Dcav], Dcav−{v} ⊆ X .
Lemma 2.1.15(1) thus implies |Dcav∩X |= 1, as required.
Lemma 6.2.8. Let G be a 3− γc−citical non-hamiltonian graph. Then |V (H)|= 1.
Proof. Suppose that |V (H)|> 1. We distinguish two cases according to the cardinality
of X .
Case 1 : d = 2.
We have that a1a2 /∈ E(G) by Lemma 6.1.2. Consider G+ a1a2. Lemma 6.2.7
yields that either a1 or a2 is in Dca1a2 . Without loss of generality, let a1 ∈Dca1a2 . Lemma
6.2 Hamiltonicity of 3−D−Edge Critical Graphs where D ∈ {γc,γt} 105
6.2.7 gives also that x1 or x2 is in Dca1a2 . Clearly x1 ∈Dca1a2 by Lemma 2.1.15(3). Thus
x1  H and there exists x1PHx2 such that |V (x1PHx2)|> 3. If |C1|= 1, then
C′ = x1PHx2
−→
C x1
is a cycle longer than C, a contradiction. Thus |C1| ≥ 2. Similarly, |C2| ≥ 2. Let
v ∈ NH(x2). Therefore vx1,vx2 ∈ E(G). Consider G+ a1v. It follows from Lem-
ma 2.1.15(1) that |Dca1v| = 2. By Lemmas 2.1.15(2) and 6.2.7, |{a1,v}∩Dca1v| = 1.
Suppose that a1 ∈ Dca1v. Let {a} = Dca1v−{a1}. Lemma 6.1.2 implies that a  X+
and a ∈ V (C). Thus a ∈ V (C)−X by Lemma 2.1.15(3). Clearly Dca1v dominates on-
ly one vertex v of H. Since Dca1v c G+ a1v, |V (H)| = |{v}| = 1, a contradiction.
Therefore v ∈ Dca1v and hence, by Lemma 6.2.7, x1 or x2 is in Dca1v. Now, by Lemma
2.1.15(3), x1 /∈ Dca1v . So Dca1v = {x2,v}. Lemma 6.1.1 yields that vb2 /∈ E(G). There-
fore x2b2 ∈ E(G). Consider G+ vb2. By the same arguments, v ∈ Dcvb2 and b2 /∈ Dcvb2 ,
moreover, x1 or x2 is in Dcvb2 . Because b2x1,b2x2 ∈ E(G), this contradicts Lemma
2.1.15(3). Thus d 6= 2.
Case 2 : d ≥ 3.
Lemma 2.1.16 implies that there exists an ordering w1,w2, ..., wd of the vertices of
X+ and a path z1,z2, ...,zd−1 such that {wi,zi} c G−wi+1 for all 1≤ i≤ d−1. Thus
wi is not adjacent to any vertex in H by Lemma 6.1.1. To dominate H, zi ∈ X ∪V (H).
By the connectedness of G[{wi,zi}], zi ∈ X for all 1≤ i≤ d−1, moreover, zi H. Let
zd ∈ X −{z1, ...,zd−1} and v ∈ NH(zd). We have that v  X , implying there exists a
path xiPHx j of length at least three for 1≤ i 6= j ≤ d. By the same argument as Case 1,
|Ci| ≥ 2 for 1≤ i≤ d. Therefore ai 6= bi for 1≤ i≤ d.
Claim : b1  X .
For i ∈ {1, ...,d}, consider G+ wiv. By Lemmas 2.1.15(2) and 6.2.7, |Dcwiv ∩
{wi,v}| = 1. Lemma 6.1.2 yields that wi is not adjacent to any vertex in X+. If
wi ∈Dcwiv, then Dcwiv−{wi}⊆V (C) to dominate X+. Since vX , it follows by Lemma
2.1.15(3) that Dcwiv−{wi}⊆V (C)−X . Clearly Dcwiv dominates only one vertex v of H.
As Dcwiv c G+wiv, we must have V (H) = {v}, a contradiction. So v ∈ Dcwiv. Lemma
6.2.7 yields that there exists xi′ ∈ X ∩ (Dcwiv−{v}). We note by Lemma 6.1.1 that v
is not adjacent to any vertex in (X+ ∪X−)−{wi}. Hence xi′  (X+ ∪X−)−{wi}.
Since a1 6= b1, xi′b1 ∈ E(G). Let j ∈ {1, ...,d}−{i}. Consider G+w jv. By the same
arguments, there exists x j′ such that x j′  (X+ ∪X−)−{w j}. Clearly xi′ 6= x j′ for
1≤ i 6= j≤ d. Since a1 6= b1, x j′b1 ∈ E(G) for 1≤ j′ 6= i′ ≤ d. As i and j are arbitrary,
we obtain b1  X . This settles the claim.
We consider G+ vb1. Similarly, {v} = {v,b1} ∩Dcvb1 . Lemma 6.2.7 yields that
Dcvb1−{v} ⊆ X . By the claim, the vertex in Dcvb1−{v} is adjacent to b1 contradicting
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Lemma 2.1.15(3). Hence |V (H)|= 1.
In view of Lemma 6.2.8, hereafter, we let V (H) = {v}. Since NC(H) = X and
|X |= d, it follows that NC(v) = X and degC(v) = degG(v) = d. Recall that, for vertex
subsets A and B of V (G), we use E(A,B) to denote the set of all edges having one end
vertex in A and the other one in B.
Lemma 6.2.9. Let G be a 3−γc−edge critical non-hamiltonian graph. Then d+1<α .
Proof. Suppose to the contrary that d+1≥ α . By Lemmas 6.1.1 and 6.1.2, X+∪{v}
is independent. Therefore α ≥ |X+∪{v}|= d+1. It follows that α = d+1.
As a consequence of Theorem 6.2.1, d ≥ 3. Lemma 2.1.16 implies that there ex-
ists an ordering w1, ...,wd of the vertices of X+ and a path P = z1, ...,zd−1 such that
{wi,zi} c G−wi+1 for all 1 ≤ i ≤ d−1. Lemma 6.1.1 yields that wi is not adjacent
to v. To dominate v, V (P)⊆ X ∪{v}. By the connectedness of G[{wi,zi}], V (P)⊆ X .
Let {zd} = X −V (P). Similarly, there exists an ordering h1, ...,hd of the vertices of
X− and a path P′ = y1, ...,yd−1 of X such that {hi,yi} c G−hi+1 for all 1≤ i≤ d−1.
Let {yd}= X −V (P′). Since zd ∈ X , there is p ∈ {1, ...,d} such that zd = xp. Lemma
2.1.16 yields that, for all i ∈ {1,2, ...,d}−{p}, there is j 6= i such that xia j ∈ E(G). If
|C j|= 1 and j= i−1, then ai−1 = bi−1 and aibi−1 /∈ E(G) by Lemma 6.1.2. Otherwise
if |C j| > 1 or j 6= i−1, then aibi−1 /∈ E(G) by Lemma 6.1.4. Thus aibi−1 /∈ E(G) for
all 1≤ i 6= p≤ d.
Claim 1 : If Dcaiv = {ai,y} for some y ∈V (C), then y ∈Cp−1.
Clearly, y X+. Suppose that y ∈Cr such that r 6= p−1. Since yar+1 ∈ E(G) and
ar+1 is an X+−vertex, it follows by Lemma 6.1.9 that ar+1br ∈ E(G), a contradiction,
thus establishing Claim 1.
Claim 2 : Dcap−1v = {v,x j} for some j ∈ {1, ...,d}.
Lemma 2.1.15(1) yields that |Dcap−1v|= 2. By Lemmas 2.1.15(2) and 6.2.7, |Dcap−1v∩
{ap−1,v}| = 1. Suppose Dcap−1v = {ap−1,y′} for some y′ ∈V (G)−{v}. Lemma 6.1.2
yields that y′  X+ and y′ ∈ V (C). This implies, by Claim 1, that y′ ∈Cp−1. Because
ap−1bp−2 /∈ E(G), y′bp−2 ∈ E(G). As bp−2 is an X−−vertex, by Lemma 6.1.9, we
obtain ap−1bp−2 ∈ E(G) which is a contradiction. Therefore {v}=Dcap−1v∩{ap−1,v}.
As a consequence of Lemma 6.2.7, Dcap−1v = {v,x j} for some j ∈ {1, ...,d}, thus es-
tablishing Claim 2.
Claim 3 : Dcapv = {v,x j} for some j ∈ {1, ...,d}.
Similarly, |Dcapv∩{ap,v}|= 1. Suppose Dcapv= {ap,y′′} for some y′′ ∈V (G)−{v}.
Lemma 6.1.2 yields that y′′ X+ and y′′ ∈V (C). By Claim 1, y′′ ∈Cp−1. Lemma 6.1.9
6.2 Hamiltonicity of 3−D−Edge Critical Graphs where D ∈ {γc,γt} 107
thus implies apbp−1 ∈ E(G). It follows by Lemma 6.1.2 that |Cp|, |Cp−1| > 1. Clearly
xpbi /∈ E(G) for all i 6= p−1 by Lemma 6.1.4. Therefore xp /∈V (P′) and xp = yd .
Consider G+ap−1v. By Claim 2, let xr ∈ Dcap−1v−{v}. Lemma 6.1.1 implies that
v is not adjacent to any vertex in X−. Thus xr  X− since ap−1 6= bp−1. As xpbi /∈
E(G) for i 6= p− 1, we obtain xr 6= xp. Since xr  X−, xr /∈ V (P′). Clearly V (P′) ⊆
X −{xr,xp}. Thus |V (P′)| ≤ d− 2, a contradiction. Therefore {v} = Dcapv∩{ap,v}.
Lemma 6.2.7 thus implies Dcapv = {v,x j} for some j ∈ {1, ...,d}, thus establishing
Claim 3.
Claim 4 : |Cp|= 1 or |Cp−1|= 1 and aibi−1 /∈ E(G) for all 1≤ i≤ d.
Suppose that |Cp| ≥ 2 and |Cp−1| ≥ 2. By Claims 2 and 3, let xi ∈ Dcap−1v−{v},
x j ∈ Dcapv−{v}. By Lemma 6.1.1, v is not adjacent to any vertex in X+∪X−. Lemma
2.1.15(3) then implies that xi  (X+ ∪ X−)− {ap−1} and x j  (X+ ∪ X−)− {ap}.
Therefore xi 6= x j. Because ap 6= bp and ap−1 6= bp−1, xi  X− and x j  X−. It follows
thatV (P′)⊆ X−{xi,x j}. So |V (P′)| ≤ d−2, a contradiction. Hence |Ci|= 1 for some
i ∈ {p, p−1}.
Since aibi−1 /∈ E(G) for all 1 ≤ i 6= p ≤ d, we need only show that apbp−1 /∈
E(G). If |Cp| = 1, then ap = bp. Lemma 6.1.2 yields apbp−1 /∈ E(G). Moreover, if
|Cp−1| = 1, then ap−1 = bp−1. As a consequence of Lemma 6.1.2, apbp−1 /∈ E(G),
thus establishing Claim 4.
Claim 5 : For all i ∈ {1, ...,d}, Dcaiv = {v,x j} for some j ∈ {1, ...,d}
Suppose to the contrary that there exists j ∈ {1, ...,d} such that Dca jv = {a j,z} for
some z ∈ V (G). Lemma 6.2.7 implies that z 6= v. To dominate X+, z ∈ V (C). Claim
1 yields that z ∈ Cp−1. Because {a j,z} c G− v, by Lemma 6.1.2, zap ∈ E(G). By
Lemma 6.1.9, apbp−1 ∈ E(G), contradicting Claim 4. As a consequence of Lemma
6.2.7, Dcaiv = {v,x j} for some j ∈ {1, ...,d}, thus establishing Claim 5.
Claim 6 : |Cr| ≥ 2 and |Cs| ≥ 2 for some 1≤ r 6= s≤ d.
Suppose first that |Ci|= 1 for all 1≤ i≤ d. So ai= bi. Thus, by Lemma 6.1.2, there
is no aiPG−Ca j path for 1 ≤ i 6= j ≤ d, in particular, E(Ci,C j) = /0. Hence X is a cut
set with |X |= d but G−X contains at least d+1 components, contradicting Theorem
2.1.18. We then suppose that Cr is only one component such that |Cr| ≥ 2. Since
ai = bi for all i 6= r, by Lemma 6.1.2, there is no aiPG−Cbr, in particular, aibr /∈ E(G).
Lemma 6.1.10 yields that brar ∈ E(G). As a consequence of Lemma 6.1.8, all vertices
ofCr−{br} are X+−vertices. This implies, by Lemma 6.1.2, that there is no uiPG−Cu j
for ui ∈Ci,u j ∈C j and 1≤ i 6= j≤ d. Therefore |X |<ω(G−X) contradicting Theorem
2.1.18, thus establishing Claim 6.
In view of Claim 6, we let Cr and Cs be such that |Cr| ≥ 2 and |Cs| ≥ 2. Moreover,
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by Claim 5, we let xr′ ∈ Dcarv−{v},xs′ ∈ Dcasv−{v}. Lemma 6.1.1 implies that v
is not adjacent to any vertex in X+ ∪ X−. Thus xr′  (X+ ∪ X−)−{ar} and xs′ 
(X+∪X−)−{as} by Lemma 2.1.15(3). So xr′ 6= xs′ , moreover, xr′  X− and xs′  X−
because ar 6= br and as 6= bs. So V (P′) ⊆ X − {xr′,xs′}. Thus |V (P′)| ≤ d − 2, a
contradiction.
Hence d+1 < α . This completes the proof of Lemma 6.2.9.
Lemma 6.2.10. LetG be a 3−γc−edge critical non-hamiltonian graph. Then degG(v)=
δ = α−2.
Proof. Lemma 6.2.9 yields that α > d+1. Suppose that α 6= δ +2. As a consequence
of Theorem 2.1.19, α ≤ δ+1. Since d≥ δ , d+1≥ δ+1≥α > d+1, a contradiction.
Hence α = δ +2.
Finally, suppose that d 6= δ . Therefore d ≥ δ +1 and it follows that d+1 ≥ (δ +
1)+1= δ +2= α > d+1, a contradiction. So degG(v) = d = δ = α−2, as required.
Lemmas 2.1.20 and 6.2.10 give the following corollary.
Corollary 6.2.11. Let G be a 3−γc−edge critical graph andC be a longest cycle of G.
Then |V (G)−V (C)| ≤ 1, moreover, if {v}=V (G)−V (C), then |Ci| ≥ 2 for 1≤ i≤ δ
where Ci is defined as in Section 6.1.
Proof. Suppose that there exist v,w ∈V (G)−V (C). Thus degG(v) = degG(w) = δ =
α−2 by Lemma 6.2.10. Since α = δ+2, by Lemma 2.1.20, v=w. Therefore |V (G)−
V (C)|= 1. We next suppose that {v}=V (G)−V (C) and |Ci|= 1. Let {ai}=Ci. We
then have
C′ = xi,v,xi+1
−→
C xi
is a longest cycle that does not contain ai. Lemma 6.2.10 yields that degG(ai) =
degG(v) = δ , contradicting Lemma 2.1.20. This completes the proof.
It follows from Lemma 6.2.10 and Corollary 6.2.11 that {v} = V (G)−V (C) and
degG(v) = d = δ = α−2. Further, by Lemma 2.1.20, G[X ] = G[N(v)] is a clique.
Lemma 6.2.12. Let G be a 3− γc−edge critical non-hamiltonian graph. For any a ∈
X+∪X−, there exists a vertex y ∈V (C)−X such that Dcav = {a,y}.
Proof. Let a ∈ X+∪X−. Consider G+va. Lemma 6.2.7 yields that |Dcva∩{v,a}|= 1.
If v ∈ Dcva, then, by Lemma 6.2.7, Dcva = {x,v} for some x ∈ X . Lemma 6.2.10 thus
implies degG(v) = δ . If follows from Lemma 2.1.20 that G[N[v]] is a clique. Because,
x ∈ N[v], N[v] ⊆ N[x]. Hence x  G− a. But a = x+i for some xi ∈ X when a ∈ X+
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and a = x−j for some x j ∈ X when a ∈ X−. Therefore {x,xi} c G or {x,x j} c G
contradicting γc(G) = 3. So a ∈ Dcav. Let y ∈ Dcav−{a}. By Lemma 2.1.15(3), y ∈
V (C)−X , as required.
The next two lemmas show that at least one of the sets X+∪{b} or X−∪{a} for
some b ∈ X− and a ∈ X+ is independent.
Lemma 6.2.13. Let G be a 3− γc−edge critical non-hamiltonian graph. If N(bi)∩
X+ 6= /0 for all bi ∈ X− and N(ai)∩X− 6= /0 for all ai ∈ X+, then X+ * I and X− * I
for any maximum independent set I of G.
Proof. By Corollary 6.2.11, |Ci| ≥ 2 for all 1≤ i≤ δ . We suppose to the contrary that
there exists a maximum independent set I of G which X+ ⊆ I or X− ⊆ I.
Without loss of generality let X+ ⊆ I. Theorem 2.1.19 thus implies v ∈ I and
|I| = δ + 2. Let J = I−{v}. Clearly X+ ⊆ J and |J| = δ + 1. Since δ ≥ 3, |J| ≥ 4.
Lemma 2.1.16 yields that there exists an ordering w1, ...,wδ+1 of the vertices of J
and a path P = y1, ...,yδ such that {wi,yi} c G−wi+1 for 1 ≤ i ≤ δ . Since {v}∪ J
is independent, to dominate v, yi ∈ X ∪{v} for 1 ≤ i ≤ δ . By the connectedness of
G[{wi,yi}], yi 6= v. Therefore yi ∈ X . Because |X | = δ , X = V (P). We now establish
the following claims.
Claim 1 : aibi−1 /∈ E(G) for all 1≤ i≤ δ .
By the ordering, each of yi is adjacent to w j for i ∈ {1, ...,δ}, j ∈ {1, ...,δ + 1}−
{i+ 1}. Because δ + 1 ≥ 4 and V (P) = X , it follows that xi is adjacent to at least
one of a j where j 6= i. Lemma 6.1.4 yields that aibi−1 /∈ E(G) for all 1 ≤ i ≤ δ , thus
establishing Claim 1.
Claim 2 : |N(a)∩X | ≥ δ −1 for all a ∈ J.
We note that by the ordering, there is j ∈ {1, ...,δ +1} such that a= w j. Therefore
N(a)∩X = {y1, ...,yδ}−{y j−1}, if j ≥ 2 and otherwise N(a) = X . Thus establishing
Claim 2.
Claim 3 : N(ai)∩X− = {bi} for all i= 1, ...,δ .
Without loss of generality, we consider a1. By our assumption, a1b j ∈ E(G) for
some j ∈ {1, ...,δ}. Suppose that j > 1. By Claim 1, x j+1 6= x1. Lemma 6.1.3(1)
and (2) thus imply a jx j+1,a jx1 /∈ E(G), contradicting Claim 2. Hence j = 1, thus
establishing Claim 3.
Claim 4 : ai Ci and bi Ci for 1≤ i≤ δ .
Suppose without loss of generality that a1 does not dominate C1. Let a ∈C1 such
that a1a /∈ E(G) and a1  V (a+−→C1b1). This choice is possible because a1  {b1}
by Claim 3. Therefore a is an X+−vertex. Lemma 6.1.2 yields that X+ ∪ {a} is
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independent. Moreover, if there exists j ∈ {2, ...,δ} such that a j does not dominate
C j, we then choose z ∈ C j such that a jz /∈ E(G) and a j  V (z+−→C jb j). Thus z is an
X+−vertex. Lemmas 6.1.1 and 6.1.2 then imply that X+∪{z,a,v} is an independent
set of size δ + 3, a contradiction. So ai  Ci for all 2 ≤ i ≤ δ . It follows that every
vertex in Ci−{bi} is an X+−vertex.
Consider G+a1v. Lemma 6.2.12 yields that Dca1v= {a1,y} for some y∈V (C)−X .
Therefore ya1 ∈ E(G). Claim 3 together with Lemma 6.1.2 imply that y /∈ Ci for
2≤ i≤ δ . Moreover, y 6= b1 to dominate b2. Thus y ∈C1−{a1,b1}.
As a1bδ ,a1a2 /∈ E(G), we obtain ybδ ,ya2 ∈ E(G). Since ybδ ,a1b1 ∈ E(G), it
follows by Lemmas 6.1.2 and 6.1.3(1) that y− 6= a1 and y−b1 /∈ E(G). Lemma 6.1.5
and ya2 ∈ E(G) then imply that y−bi /∈ E(G) for 2 ≤ i ≤ δ . Therefore X−∪{y−} is
independent.
Lemma 2.1.16 implies that there exists an ordering q1, ...,qδ+1 of the vertices of
X−∪{y−} and path P′ = r1,r2, ...,rδ such that {qi,ri} c G−qi+1 for 1 ≤ i ≤ δ . By
similar arguments as Claim 2, V (P′) = X and |N(a)∩X | ≥ δ − 1 for a ∈ X−∪{y−}.
This implies that y− is adjacent to x1 or x2. Since ybδ ,ya2,a1b1 ∈E(G), this contradicts
Lemma 6.1.6. So a1 C1. Therefore ai Ci for all 1 ≤ i ≤ δ . By similar arguments
bi Ci, thus establishing Claim 4.
Claims 3 and 4 together with Lemma 6.1.2 imply that E(Ci,C j) = /0 for 1 ≤ i 6=
j≤ δ . We now have X as a cut set with |X |= δ but G−X contains δ +1 components.
This contradicts Theorem 2.1.18. Thus X+ * I and X− * I. This completes the proof
of Lemma 6.2.13.
Lemma 6.2.14. Let G be a 3− γc−edge critical non-hamiltonian graph. Then at least
one of X+∪{b} or X−∪{a} for some b ∈ X− and for some a ∈ X+ is independent.
Proof. Suppose to the contrary that N(bi)∩X+ 6= /0 for all bi ∈ X− and N(ai)∩X− 6= /0
for all ai ∈ X+. Therefore, we are in the situation of Lemma 6.2.13. We first establish
the following claims.
Claim 1 : For 1≤ i≤ δ , if an X+−vertex u belongs toCi, then every vertex inV (ai−→C u)
is an X+−vertex.
Suppose to the contrary that there exists a vertex in V (a+i
−→
C u) which is not an
X+−vertex. Let y be the last vertex in V (a+i
−→
C u) which is not adjacent to ai. Thus
y+ai ∈ E(G). Therefore y is an X+−vertex. By Lemmas 6.1.1 and 6.1.2, X+∪{y,v} is
an independent set of size δ +2. This contradicts Lemma 6.2.13. Clearly every vertex
in V (ai
−→
C u) is an X+−vertex. Thus establishing Claim 1.
Claim 2 : For 1 ≤ i ≤ δ , if N(ai)∩Ci−1 6= /0, then aibi−1 ∈ E(G). Similarly, if
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N(bi)∩Ci+1 6= /0, then ai+1bi ∈ E(G).
Let w ∈ N(ai) ∩Ci−1. Suppose aibi−1 /∈ E(G) and let y be the first vertex in
V (w+
−−→
Ci−1bi−1) which is not adjacent to ai. Clearly, y 6= a+i−1 and y−ai ∈ E(G). Lem-
ma 6.1.3(1) yields that X+∪{y} is independent. Similarly, X+∪{y,v} is an indepen-
dent set of size δ + 2, a contradiction. Hence aibi−1 ∈ E(G). We can prove that if
N(bi)∩Ci+1 6= /0, then ai+1bi ∈ E(G) by similar arguments. Thus establishing Claim 2
Since δ ≥ 3 and X+ is independent, by Lemma 2.1.16, there exists an ordering
w1, ...,wδ of the vertices of X+ and a path P′′ = y1, ...,yδ−1 such that {wi,yi} c G−
wi+1 for 1≤ i≤ δ−1. To dominate v and by the connectedness of G[{wi,yi}],V (P′′)⊆
X . Without loss of generality let {x1}= X−V (P′′).
Claim 3 : ai+1bi /∈ E(G) for 1≤ i≤ δ −1.
Since each of yi is adjacent to w j for i ∈ {1, ...,δ − 1}, j ∈ {1, ...,δ}− {i+ 1}
and {y1, ...,yδ−1} = {x2, ..,xδ}, it follows by Lemma 6.1.4 that ai+1bi /∈ E(G) for
1≤ i≤ δ −1, thus establishing Claim 3.
Consider G+ va1. Lemma 6.2.12 implies that there exists y ∈ V (C)−X such that
Dcva1 = {a1,y}. Suppose that y /∈ Cδ . Hence y ∈ C j for some j < δ . So a j+1 6= a1.
Since a1a j+1 /∈ E(G), ya j+1 ∈ E(G). By Claim 2, a j+1b j ∈ E(G) but this contradicts
Claim 3. So y ∈Cδ .
We next suppose that a1bδ−1 ∈ E(G). Lemma 6.1.7 implies that aδbi /∈ E(G) for
1 ≤ i ≤ δ − 2. Moreover, Claim 3 gives aδbδ−1 /∈ E(G). Because N(aδ )∩X− 6= /0,
aδbδ ∈ E(G). Claim 1 yields that every vertex in Cδ −{bδ} is an X+−vertex. Since
ya1 ∈ E(G), it follows by Lemma 6.1.2 that y= bδ . Because yaδ−1 ∈ E(G), bδaδ−1 ∈
E(G). So
C′ = a1,bδ−1
←−
C aδ−1,bδ
←−
C xδ ,v,x1,xδ−1
←−
C a1
is a hamiltonian cycle, a contradiction. So a1bδ−1 /∈ E(G). Since {y,a1} c G− v,
ybδ−1 ∈ E(G). Because y ∈ Cδ , it follows by Claim 2 that bδ−1aδ ∈ E(G). This
contradicts Claim 3. Therefore at least one of X+∪{b} or X−∪{a} for some b ∈ X−
and for some a ∈ X+ is independent. This completes the proof of Lemma 6.2.14.
We now prove our main result.
Theorem 6.2.15. Every 2−connected 3− γc−edge critical graph is hamiltonian.
Proof. Suppose G is non-hamiltonian. Let C be a longest cycle of G and v ∈ V (G)−
V (C). Lemma 6.2.10 and Corollary 6.2.11 then imply that V (G)−V (C) = {v} and
degG(v) = δ = α − 2. By Lemma 6.2.14, without loss of generality, let X+∪{b1,v}
be a maximum independent set. Theorem 6.2.1 yields that |X+∪{b1,v}| ≥ 5.
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Consider G+ vb1. Lemma 6.2.12 implies that there is y ∈ V (C)− X such that
Dcvb1 = {y,b1}. So yX+∪X−. We have by Lemma 6.1.2 that y /∈X+∪X−. Therefore
y ∈Cp−{ap,bp} for some p ∈ {1, ...,δ}.
Suppose y= a+p or y= b
−
p . Hence
C′1 = xp,v,xp+1
←−
C y,ap+1
−→
C xp or C′2 = xp,v,xp+1
−→
C bp−1,y
←−
C xp
are longest cycles that do not contain ap or bp, respectively. Lemma 6.2.10 yields that
degG(ap) = δ = degG(bp), contradicting Lemma 2.1.20. Hence y 6= a+p and y 6= b−p .
Because y X+∪X−, it follows by Lemmas 6.1.3(1) and 6.1.5 that X+∪{y+} and
X−∪{y−} are independent sets of size δ +1≥ 4. This implies, by Lemma 2.1.16, that
there is an ordering u1, ...,uδ+1 of the vertices of X+∪{y+} and a path P = z1, ...,zδ
such that {ui,zi} c G− ui+1 for 1 ≤ i ≤ δ . Since y /∈ {ap,bp}, by Lemma 6.1.1, v
is not adjacent to y+ and y−. Moreover, {u1, ...,uδ+1,v} is an independent set. To
dominate v, zi ∈ X ∪{v}. By the connectedness of G[{ui,zi}], zi ∈ X . Thus V (P) = X .
Similarly, there is an ordering q1, ...,qδ+1 of the vertices of X− ∪ {y−} and a path
P′ = r1, ...,rδ such that {qi,ri} c G−qi+1 for 1≤ i≤ δ and V (P′) = X .
Claim : For x∈ X , if x X+, then xy+ /∈ E(G). Similarly, if x X−, then xy− /∈ E(G).
By the ordering, there is z j such that z j = x. Since {z j,u j} c G−u j+1, it follows
that z j  (X+∪{y+})−{u j+1}. As x X+, we must have u j+1 = y+ and xy+ /∈ E(G).
By similar arguments, if x X−, then xy− /∈ E(G). This settles our claim.
We finally suppose that y+y− ∈ E(G). Thus
C′3 = y,bp
←−
C y+,y−
←−
C xp,v,xp+1
−→
C bp−1,y
is a hamiltonian cycle. So y+y− /∈ E(G). Consider G+ y+y−. By Lemma 2.1.15(2),
Dcy+y− ∩{y+,y−} 6= /0. But Dcy+y− 6= {y+,y−} to dominate v. Lemma 2.1.15(1) yields
that Dcy+y− = {y+,x} or Dcy+y− = {y−,x} for some x ∈ X ∪{v}. If Dcy+y− = {y+,x},
then x  X+ because X+∪{y+} is independent. As a consequence of Lemma 6.1.1,
x 6= v. Therefore x ∈ X . By the claim, xy+ /∈ E(G), contradicting (G+ y+y−)[Dcy+y−]
is connected. We can show that Dcy+y− = {y−,x} can not occur by the same arguments.
Hence, G is hamiltonian as required.
Since every 3− γc−edge critical graph is 3− γt−edge critical, this together with
Theorem 6.2.15, we have the following result on 3− γt−edge critical graphs.
Corollary 6.2.16. Every 2−connected 3− γt−edge critical graph is hamiltonian.
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6.3 k−D−Edge Critical Non-Hamiltonian Graphs
where D ∈ {γc,γt,γ, i}
In this section, we are interested in the existence of k−D−edge critical non-hamiltonian
graphs where D ∈ {γc,γt ,γ, i}.
For k ≥ 1 and D ∈ {γc,γt ,γ, i}, let
GDk : class of 2−connected k−D−edge critical non-hamiltonian graphs.
Sumner and Blitch [138] proved that a 1− γ−edge critical graph is a Kn and a
graph G is 2− γ−edge critical graph if and only if G= ∪ni=1K1,ni where n,ni ≥ 1 (see
Theorem 2.1.2). Clearly, every 2−connected k− γ−edge critical graph is hamiltonian
when k = 1 or 2. Note that the class of 2−connected graphs is a subclass of graphs
with δ ≥ 2. As Favaron et al. [65] and Tian et al. [139] proved that every 3− γ−edge
critical graph with δ ≥ 2 is hamiltonian, these imply that
G γk = /0 for k = 1,2 or 3, moreover, G
γ
4 6= /0
because Conjecture B3 was disproved for k = 4.
6.3.1 k− γc−Edge Critical Graphs
For integers k, l ≥ 2, let
C lk : class of k− γc−edge critical non-hamiltonian graphs of connectivity l.
Obviously, for given integers k, l ≥ 2, C lk ⊆ G γck , in fact, ∪l≥2C lk = G γck . More-
over, every 1− γc−edge critical graph is Kn. Chen et al. [55] showed that a graph G
is 2− γc−edge critical if and only if G = ∪ni=1K1,ni for ni ≥ 1 and n ≥ 2. It is not
difficult to see that 2−connected 2− γc−edge critical graphs are hamiltonian. Further,
by Theorem 6.2.15, G γck = C
l
k = /0 for all k= 1,2 or 3. We now consider the case when
k ≥ 4.
Define the graph Blk(n1,n2, ...,nk−1) as
Blk(n1,n2, ...,nk−1) = x∨H1∨H2∨ ...∨Hk−2∨Hk−1∨ y
where Hi ∼= Kni,n1 = l,ni ≥ l for all 2 ≤ i ≤ k− 2 and Hk−1 ∼= Knk−2+1. Let M =
{e1,e2, ..., enk−2} be a matching in Blk(n1,n2, ...,nk−1) of size nk−2 between the sets
V (Hk−2) and V (Hk−1). Define the graph H lk(n1,n2, ...,nk−1) as
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H lk(n1,n2, ...,nk−1) = B
l
k(n1,n2, ...,nk−1)− e1− e2− e3...− enk−2 .
Figure 6.3 illustrates our construction. Note that the dash lines represent the edges of
M. We remark also that the vertices of Hk−1 may be ordered as w1, ...,wp in such a
way that the vertices z1, ...,zp−1 of Hk−2 satisfy zi Hk−1−wi+1 for 1≤ i≤ p−1 and
p= nk−2+1.
s sqqq qqqq q q
s
s
s
s
s
s
s
s
s












A
A
A
A
A
A
A
A
A
A
A
J
J
J
J
J
J
J
J
L
L
L
L
L
L
L
L
L
L
L
L
LL
A
A
A
A
A
A
A
A
A
A
A
J
J
J
J
J
J
J
J



@
@
@
@
@@
@
@
@
@
@@
 
 
 
 
  














































@
@
@
@
@@
HH
HH
HH
 
 
 
 
  




























J
J
J
J
JJ
H
H
H
H
H
HH
H
H
x y
H1 H2 Hk−2 Hk−1
w1
w2
wp−1
wp
z1
z2
zp−2
zp−1
Figure 6.3 : A graph H lk(n1,n2, ...,nk−1)
We define the classH lk as
H lk = ∪{H lk(n1,n2, ...,nk−1) : l ≥ 2,k ≥ 4 and ni ≥ l for 1≤ i≤ k−1}.
Theorem 6.3.1. C lk 6= /0 for k ≥ 4 and 2≤ l ≤ n−3k−1 , in particular, G γck 6= /0.
Proof. As C lk ⊆ G γck , it suffices to show thatH lk ⊆ C lk . Let G= H lk(n1,n2, ...,nk−1) ∈
H lk for k ≥ 4 and ni ≥ l ≥ 2. By the construction, G is an l−connected graph on n
vertices with n= 2+Σk−1i=1 ni. Since nk−1 = nk−2+1, it follows that
n= 2+Σk−1i=1 ni ≥ 2+(k−1)l+1 = 3+(k−1)l.
So l ≤ n−3k−1 . Let hi ∈ V (Hi) for 1 ≤ i ≤ k− 3. We first show that γc(G) = k. We see
that {h1,h2, ...,hk−3,z1,w1,y} c G. Thus γc(G) ≤ k. Since G[Dc] is connected, to
dominate x and y, |Dc∩V (Hi)| ≥ 1 for all 1≤ i≤ k−1. But there is no subset of two
vertices {a,b} of V (Hk−1)∪V (Hk−2) such that {a,b} c V (Hk−1)∪V (Hk−2)∪{y}.
Thus |Dc∩ (V (Hk−1)∪V (Hk−2)∪{y})| ≥ 3, and so k ≤ γc(G). Clearly γc(G) = k.
We now consider the connected domination number of G+ uv where uv ∈ E(G).
We first suppose that x ∈ {u,v}, without loss of generality let x= u. If v ∈ ∪k−3i=2V (Hi),
6.3 k−D−Edge Critical Non-Hamiltonian Graphs
where D ∈ {γc,γt ,γ, i} 115
then there exists j ∈ {2, ...,k− 3} such that v ∈ V (H j). Without loss of generality
let v = h j. Thus {h2, ...,h j−1,v,h j+1, ...,hk−3,z1,w1,y} c G. If v ∈ V (Hk−2), then
{h2, ...,hk−3,v,w1,y} c G. If v ∈V (Hk−1), then {h2, ...,hk−3,z1,v,y} c G or {h2, ...,
hk−3,z2,v,y} c G. If v = y, then {x,h1, ...,hk−3,y} c G. Therefore γc(G+ uv) < k
when x ∈ {u,v}.
We next consider when {u,v} ⊆ ∪k−3i=1V (Hi). By the construction, k ≥ 6. Thus
|{u,v}∩V (H j)| = 1 and |{u,v}∩V (Hp)| = 1 where 1 ≤ j ≤ p− 2 ≤ k− 5. Without
loss of generality let u = h j and v = hp. If j+ 2 < p, then {h1, ...,h j−1,u,h j+1, ...,
hp−3,v,hp+1, ...,hk−3,z1,w1,y} c G. If j+ 2 = p, then {h1, ...,h j−1,u,v,hp+1, ...,
hk−3,z1,w1,y} c G. Clearly γc(G+uv)< k if {u,v} ⊆ ∪k−3i=1V (Hi).
Suppose that |{u,v} ∩∪k−3i=1V (Hi)| = 1, without loss of generality let u = h j for
some j∈{1, ...,k−3}. Suppose that v∈V (Hk−2). Therefore 1≤ j≤ k−4 and we have
{h1, ...,h j−1,u,h j+1, ...,hk−4,v,w1,y} c G. If v ∈ V (Hk−1), then {h1, ...,h j−1,u, ...,
hk−3,v,y} c G. If v= y, then {h1, ...,h j−1,u, ...,hk−3,y} c G. Hence γc(G+uv)< k
when |{u,v}∩∪k−3i=1V (Hi)|= 1.
We finally suppose that {u,v}⊆ (∪k−1i=k−2V (Hi))∪{y}. Thus |{u,v}∩V (Hk−2)| ≤ 1
because Hk−2 is complete. Consider when |{u,v} ∩V (Hk−2)| = 1, without loss of
generality let u ∈ V (Hk−2). If v ∈ V (Hk−1), then there exists q ∈ {1, ..., p} such
that u ∈ zq and v = wq+1. Since zq  Hk−1−wq+1 and wqy ∈ E(G), it follows that
{h1,h2, ...,hk−3,zq,wq} c G. If v = y, then {h1,h2, ...,hk−3,u,v} c G. We then
consider when |{u,v}∩V (Hk−2)| = 0. Thus {u,v} ⊆ V (Hk−1) and there exist q,r ∈
{1, ..., p} such that u = wq and v = wr, without loss of generality let 1 ≤ q < r.
Since zr−1  Hk−1 −wr, zr−1u ∈ E(G). Thus {h1, ...,hk−3,zr−1,u} c G. There-
fore if {u,v} ⊆ (∪k−1i=k−2V (Hi))∪{y}, then γc(G+ uv) < k. These imply that G is a
k− γc−edge critical graph.
Let S = V (Hk−2)∪{y}. We see that S is a cut set of size p of G such that G− S
contains G[{x} ∪ (∪k−3i=1V (Hi))],w1, ...,wp−1 and wp as p+ 1 different components.
Thus |S|ω(G−S) < 1. Proposition 2.2.2 implies that G is not a hamiltonian graph and,
hence, G ∈ C lk . ThereforeH lk ⊆ C lk as required. This completes the proof of Theorem
6.3.1.
We have shown that C lk = /0 for k = 1,2 or 3. This together with Theorem 6.3.1
imply the following result.
Corollary 6.3.2. For n≥ (k−1)l+3, C lk = /0 if and only if k = 1,2 or 3.
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6.3.2 k− γt−Edge Critical Graphs
We begin this subsection by providing a class of 2−connected 5− γt−edge critical
non-hamiltonian graphs.
The Class T :
Let x and y be two isolated vertices. For 1≤ i≤ 3, let Kini be a copy of a complete
graph of order ni ≥ 3. Further, we let Kix,Kiy and Kiz be three induced subgraphs of Kini
such that |V (Kiz)|= 1 and {V (Kix),V (Kiy),V (Kiz)} is a partition ofV (Kini). A graph G in
the class T can be obtained from {x,y},K1n1,K2n2 and K3n3 by adding edges according
to the join operations :
• x∨Kix and
• y∨Kiy
for 1≤ i≤ 3. A graph G in the class T is illustrated by the following figure.
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Figure 6.4 : A graph in the class T
Lemma 6.3.3. T ⊆ G γt5 .
Proof. We need to show that, for a graph G ∈ T , G ∈ G γt5 . So we need to prove that
G is a 2−connected 5− γt−edge critical non-hamiltonian graph. Let G ∈ T . For
i ∈ {1,2,3}, we let xi and yi be vertices of Kini . We see that {x,x1,x2,x3,y1} t G.
Thus γt(G)≤ 5. We need to show that 5≤ γt(G). Let D be a γt−set of G. To dominate
Kiz, V (K
i
ni)∩D 6= /0. If {x,y} ⊆ D, then 5 ≤ |D| ≤ γt(G). But if {x,y}∩D = /0, then
|D∩V (Kini)| ≥ 2 for 1≤ i≤ 3. Thus 6≤ |D| ≤ γt(G)≤ 5, a contradiction. Therefore,
|{x,y}∩D|= 1. Without loss of generality let x ∈ D . To dominate y, yi′ ∈ D for some
1≤ i′ ≤ 3. Thus |V (Ki′ni′ )∩D| ≥ 2. Therefore 5≤ |D| ≤ γt(G)≤ 5.
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Let u,v ∈V (G) be any non-adjacent vertices. Clearly, |{u,v}∩V (Kini)| ≤ 1. If u ∈
V (Kini) and v ∈V (Ki
′
ni′ ) for i 6= i′, then {x j,y j,u,v} t G+uv where { j}= {1,2,3}−
{i, i′}. Suppose u ∈ {x,y} and v ∈ V (Ki′ni′ ). Let {w} = {x,y} − {u} and {i, j} =
{1,2,3}−{i′}. If v ∈V (Ki′w), then {u,v,ui,u j} t G+uv. If v ∈V (Ki
′
z ), then {u,ui,w,
w j} t G+ uv. Finally if {u,v} = {x,y}, then {x,x1,x2,x3} t G+ uv. Therefore,
γt(G+uv)< γt(G) and G is a 5− γt−edge critical graph.
We see that {x,y} is a cut set of size 2 such that G−{x,y} has K1n1,K2n2 and K3n3
as the three components. Thus there is a cut set S = {x,y} such that |S|ω(G−S) < 1. By
Proposition 2.2.2, G is a non-hamiltonian graph. Thus G ∈ G γt5 and this completes the
proof.
Corollary 6.3.4. If k = 2 or 3, then G γtk = /0, but if k = 4 or 5, then G
γt
k 6= /0.
Proof. By Theorem 2.1.5, it is easy to prove that G γt2 = /0, moreover, Corollary 6.2.16
implies that G γt3 = /0. By Theorems 3.1.1 and 6.3.1, we see that G
γt
4 6= /0. Finally,
Lemma 6.3.3 yields that G γt5 6= /0. This completes the proof.
Although 2−connected 4− γt−edge critical graphs and 2−connected 5− γt−edge
critical graphs need not be hamiltonian, we can show that 2−connected 4− γt−edge
critical graphs and 3−connected 5−γt−edge critical graphs are hamiltonian when they
are claw-free in the next chapter.
6.3.3 k− i−Edge Critical Graphs
We first give a construction of k− i−edge critical non-hamiltonian graphs for k ≥ 3.
The Class Ik :
For k ≥ 3, let Kk be the complement of Kk and Kk−1 the complement of Kk−1.
Let Kn1 be a copy of a complete graph of order n1 ≥ 2. These three graphs Kk,Kk−1
and Kn1 are disjoint. We, further, let V (Kk) = X = {x1,x2, ...,xk} and V (Kk−1) = Y =
{y1,y2, ...,yk−1}. A graph G in the class Ik is obtained from Kk,Kk−1 and Kn1 by
adding edges according to the join operations :
• (Kk− xk)∨Kk−1 and
• Kk∨Kn1 .
A graph in this class is illustrated by the following figure. It is worth noting that, for
k = 3, the class I3 was found independently by Ao et al. [22].
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Figure 6.5 : A graph in the class Ik
Lemma 6.3.5. Ik ⊆ G ik .
Proof. We need to show that, for a graph G ∈ Ik, G ∈ G ik . Therefore, we have to
show that G is a 2−connected k− i−edge critical non-hamiltonian graph. Let G ∈
Ik. Clearly, X i G. Thus i(G) ≤ k. We show that k ≤ i(G). Let D be a smallest
independent dominating set. Suppose that x1 ∈ D. Since x1  V (Kn1)∪Y , (V (Kn1)∪
Y )∩D = /0. Clearly X ⊆ D to dominate X . Thus k ≤ |D| ≤ i(G). Suppose that x1 /∈
D. To dominate x1, we have that V (Kn1) or Y intersects D. We first consider the
case when Y ∩D 6= /0. Thus (X −{xk})∩D = /0 because D is an independent set.
We have Y ⊆ D for dominating Y . Moreover, to dominate V (Kn1)∪ {xk}, we have
D∩ (V (Kn1)∪ {xk}) 6= /0. Thus k ≤ |D| ≤ i(G). We now consider the case when
V (Kn1)∩D 6= /0. Thus X ∩D= /0 because x j V (Kn1) for all 1≤ j ≤ k. To dominate
Y , we have Y ⊆ D. Therefore k ≤ |D| ≤ i(G). These imply that i(G) = k.
Let u,v be any non-adjacent vertices of G. If {u,v} ⊆ X , then X −{v} i G+uv.
If {u,v} ⊆ Y , then (Y −{v})∪{xk} i G+ uv. If u ∈ Y and v ∈ V (Kn1)∪{xk}, then
{v}∪ (Y −{u})i G+uv. Therefore i(G+uv)< i(G) and G is a k− i−edge critical
graphs. We see that X−{xk} is a cut set of size k−1 but G−(X−{xk}) has G[V (Kn1∪
{xk})],y1,y2, ...,yk−1 as the k components and so |X−{xk}|ω(G−(X−{xk})) < 1. Proposition 2.2.2
thus implies G is a non-hamiltonian graph. Therefore G ∈ G ik and this completes the
proof.
On k− i−edge critical graphs, it is obvious that every 1− i−edge critical graph is
Kn for n≥ 1. Moreover, Ao [3] proved that a graph G is 2− i−edge critical if and only
if G ∼= ∪ni=1K1,ni where n ≥ 1. It is easy to see that every 2−connected k− i−edge
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critical graph when k = 1 or 2 is hamiltonian. Moreover, Lemma 6.3.5 yields that
Ik ⊆ G ik for k ≥ 3. These imply the following corollary.
Corollary 6.3.6. G ik = /0 if and only if k = 1 or 2.
CHAPTER 7
Hamiltonicities of Claw-Free Graphs that
are Critical with respect to Domination
Numbers
In the previous chapter, we showed that 2−connected k−γc−edge critical graphs need
not be hamiltonian for k ≥ 4. We observed that those non-hamiltonian graphs contain
a claw as an induced subgraph, for example, a graph G in the class H lk in Chapter 6
contains claw as an induced subgraph. Moreover, we have noticed that k− γc−edge
critical claw-free graphs are hamiltonian, for example the graph x∨Kn1 ∨Kn2 ∨ ...∨
Knk−1∨Knk−e1−e2− ...−enk , where n1 ≥ n2 ≥ ...≥ nk−1 = nk ≥ 2 and {e1,e2, ...enk}
is a matching of size nk in the graph between the vertices in V (Knk−1) and V (Knk).
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Figure : 7.1 A k− γc−edge critical claw-free graph which is hamiltonian
Hence, this gives rise to the following problem : Is every 4− γc−edge critical
claw-free graph hamiltonian. We further study hamiltonian properties of edge critical
graphs with respect to domination number, independent domination number and total
domination number when they are claw-free.
The chapter is organized as the following. We show that every 2−connected 4−
γc−edge critical claw-free graph is hamiltonian and show that the claw-free condition
cannot be relaxed. We further prove that the class of k−γc−edge critical claw-free non-
hamiltonian graphs of connectivity two is empty if and only if k= 1,2,3 or 4. We show
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that every 3−connected k−γc−edge critical claw-free graph is hamiltonian for 1≤ k≤
6. For k− γt−critical graphs, we show that every 3−connected k− γt−edge critical
claw-free graph is hamiltonian for 2 ≤ k ≤ 5. For every 3−connected 4−D−critical
claw-free graph where D ∈ {γ, i}, we show that it is hamiltonian.
7.1 k− γc−Edge Critical Claw-free Graphs
In this section, we use the claw-freeness to determine when 2−connected k− γc−edge
critical claw-free graphs are hamiltonian. Firstly, we give two optional proofs for the
following theorem
Theorem 7.1.1. Let G be a 2−connected 4− γc−edge critical claw-free graph. Then
G is hamiltonian.
Our first proof utilizes the classical way by suppose to the contrary that a 4−
γc−edge critical claw-free graph is not hamiltonian. We then have a longest cycle
which does not contain some vertices of the graph. We can apply the results in Favaron
et al. [65], Tian et al. [139] and Brousek [30] as the tool to work on this proof. For
the second proof, we have observed that a 4− γc−edge critical claw-free graph cannot
contain the nets N1,2,2 and N1,1,3 as an induced subgraph. From Theorem 2.2.4, if we
can show that G is neither isomorphic to P3,3,3 where P3,3,3 ∈P nor the closure cl(G)
is inF1∪F2∪F3, then we will obtain that G is hamiltonian.
7.1.1 The First Proof of Theorem 7.1.1
Suppose G is a 2−connected 4− γc−edge critical non-hamiltonian graph. Let C be a
longest cycle of G. As in the previous chapter, we write
−→
C to indicate the clockwise
orientation of C. Similarly, we can denote the anticlockwise orientation of C by
←−
C . In
particular, for vertices u and v of C we denote the (u,v)−directed segment of −→C (←−C )
by u
−→
C v (u
←−
C v), moreover, we let
−→
C [u,v] = V (u
−→
C v). The successor (predecessor) of
a vertex v of C in
−→
C is denoted by v+(v−). Furthermore, for i ≥ 1, v(i+1)+ = (vi+)+
and v(i+1)− = (vi−)− where v1+ = v+ and v1− = v−. This notation is illustrated by the
following figure. Note that we always use an orientation
−→
C when we mention about
the successor and the predecessor of any vertex of C.
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Let H be a component of G−C and X = NC(H). Suppose |X | = d. We may order
the vertices of the set X as x1,x2, ..., and xd according to the orientation
−→
C . Lemmas
7.1.2 and 7.1.3 are well known (see Brousek [30]) and proved under the condition that
G is claw-free non-hamiltonian graph. For completeness, we also provide the proofs.
Recall that, for 1 ≤ i 6= j ≤ d, xiPHx j denotes a path from xi to x j which the internal
vertices are in V (H).
Lemma 7.1.2. For all 1≤ i≤ d, x+i x−i ∈ E(G).
Proof. Suppose to the contrary that x+i x
−
i /∈ E(G). Let h ∈ NH(xi). The maximality
of C yields that hx+i ,hx
−
i /∈ E(G). Thus G[{xi,x+i ,x−i ,h}] is a claw centered at xi, a
contradiction. Thus x+i x
−
i ∈ E(G), as required.
Lemma 7.1.3. For 1≤ i 6= j ≤ d, {xix2+j ,x+i x2+j ,xix2−j ,x−i x2−j }= /0.
Proof. Lemma 7.1.2 implies that x+i x
−
i ∈ E(G). By symmetry, it suffices to show that
xix2+j ,x
+
i x
2+
j /∈ E(G). If xix2+j ∈ E(G), then
xi,x2+j
−→
C x−i ,x
+
i
−→
C x−j ,x
+
j ,x jPHxi
is a cycle longer than C. Moreover if x+i x
2+
j ∈ E(G), then
x+i ,x
2+
j
−→
C xiPHx j,x+j ,x
−
j
←−
C x+i
is a cycle longer than C. In both cases, the maximality of C is contradicted. Thus
xix2+j ,x
+
i x
2+
j /∈ E(G) and this completes the proof.
Finally, we prove Lemmas 7.1.4-7.1.9 which we use to prove our main results.
Lemma 7.1.4. For all 1≤ i≤ d, |−→C [x+i ,x−i+1]| ≥ 3.
Proof. Lemma 7.1.2 yields x+i x
−
i ∈ E(G). Clearly x+i 6= xi+1. Suppose to the contrary
that x2+i or x
3+
i is xi+1. Thus
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xiPHxi+1
−→
C x−i ,x
+
i ,xi or
xi,x+i ,x
−
i
←−
C x+i+1,x
−
i+1,xi+1PHxi
is a cycle longer than C which is a contradiction. Hence, |−→C [x+i ,x−i+1]| ≥ 3. This
completes the proof.
The proof of Lemmas 7.1.5-7.1.9 are under the assumption that x+i x
−
i ∈ E(G) and
|−→C [x+i ,x−i+1]| ≥ 3 for all 1≤ i≤ d.
Lemma 7.1.5. For all 1≤ i 6= j ≤ d, x2+i x2+j ,x2−i x2−j /∈ E(G).
Proof. By symmetry, it suffices to show that x2+i x
2+
j /∈ E(G). If x2+i x2+j ∈ E(G), then
a cycle
x2+i ,x
2+
j
−→
C x−i ,x
+
i ,xiPHx j,x
+
j ,x
−
j
←−
C x2+i
has length longer than C. This contradiction establishes the lemma.
Lemma 7.1.6. For all v ∈ −→C [x+i ,x3−j ], if xiv ∈ E(G), then x2−j v− /∈ E(G).
Proof. Let xiv ∈ E(G). Suppose to the contrary that x2−j v− ∈ E(G). If v = x+i , then
v− = xi. It follows that x2−j xi ∈ E(G) contradicting Lemma 7.1.3. Therefore, v ∈−→
C [x2+i ,x
3−
j ]. Clearly a cycle
xi,v
−→
C x2−j ,v
−←−C x+i ,x−i
←−
C x+j ,x
−
j ,x jPHxi
has length longer thanC. This contradiction gives x2−j v
− /∈ E(G), thus establishing the
lemma.
Lemma 7.1.7. For all v ∈ −→C [x+i ,x3−j ], if x−i v ∈ E(G), then x2−j v− /∈ E(G).
Proof. Let x−i v ∈ E(G). Suppose to the contrary that x2−j v− ∈ E(G). Thus
x−i ,v
−→
C x2−j ,v
−←−C xiPHx j,x−j ,x+j
−→
C x−i
is a cycle longer thanC, a contradiction. Therefore x2−j v
− /∈ E(G) and establishing this
lemma.
Lemma 7.1.8. For all v ∈ −→C [x2+i ,x−j ], if x2+j v ∈ E(G), then x−i v− /∈ E(G).
Proof. Let x2+j v ∈ E(G). Suppose to the contrary that x−i v− ∈ E(G). Thus a cycle
x−i ,v
−←−C xiPHx j,x+j ,x−j
←−
C v,x2+j
−→
C x−i
is longer than C which is a contradiction. Hence x−i v
− /∈ E(G) and establishing this
lemma.
Lemma 7.1.9. For all v ∈ −→C [x2+i ,x2−j ], if x2−i v ∈ E(G), then x2−j v− /∈ E(G).
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Proof. Let x2−i v ∈ E(G). Suppose to the contrary that x2−j v− ∈ E(G). Lemma 7.1.5
yields that v 6= x2−j . Therefore
x2−i ,v
−→
C x2−j ,v
−←−C x+i ,x−i ,xiPHx j,x−j ,x+j
−→
C x2−i
is a cycle longer thanC. This implies that x2−j v
− /∈ E(G) and completes the proof.
Note that Lemmas 7.1.2 and 7.1.4 are used in almost every proof in this section.
For the sake of convenience, from now on, we let
x+i x
−
i ∈ E(G) and |
−→
C [x+i ,x
−
i+1]| ≥ 3
for all 1 ≤ i ≤ d. We note also that Lemmas 6.1.2-6.1.5 from Chapter 6 may be used
in the proofs of some lemmas.
Lemma 7.1.10. d = 2.
Proof. Suppose to the contrary that d≥ 3. Lemma 6.1.2 yields x+1 x+2 /∈E(G). Consider
G+ x+1 x
+
2 . Lemma 2.1.15(2) implies that D
c
x+1 x
+
2
∩{x+1 ,x+2 } 6= /0. We distinguish three
cases.
Case 1 : {x+1 ,x+2 } ⊆ Dcx+1 x+2 .
As (G+x+1 x
+
2 )[D
c
x+1 x
+
2
] is connected, to dominate H, we obtain xi ∈Dcx+1 x+2 for some
i ∈ {1,2,3, ...,d}. Therefore xix+1 ∈ E(G) or xix+2 ∈ E(G). Lemma 6.1.4 gives that
either xi = x1 or xi = x2. This imply by Lemmas 6.1.2 and 6.1.4 that Dcx+1 x+2
does not
dominate x+3 contradicting D
c
x+1 x
+
2
c G+ x+1 x+2 . Thus Case 1 cannot occur.
Case 2 : |Dc
x+1 x
+
2
∩{x+1 ,x+2 }|= 1.
Without loss of generality let x+1 ∈ Dcx+1 x+2 . Suppose that x1 ∈ D
c
x+1 x
+
2
. In view of
Lemma 7.1.3, x+1 and x1 are not adjacent to any vertex in {x2+2 ,x2+3 }. To dominate
{x2+2 ,x2+3 }, we have that Dcx+1 x+2 −{x
+
1 ,x1} 6= /0. In fact, |Dcx+1 x+2 −{x
+
1 ,x1}| = 1 as a
consequence of Lemma 2.1.15(1). Let {a}= Dc
x+1 x
+
2
−{x+1 ,x1}. By the connectedness
of (G+ x+1 x
+
2 )[D
c
x+1 x
+
2
], a /∈ {x2+2 ,x2+3 }. Thus ax2+2 ,ax2+3 ∈ E(G). Lemma 7.1.5 yields
that x2+3 x
2+
2 /∈ E(G). Because (G+x+1 x+2 )[Dcx+1 x+2 ] is connected, a is adjacent to a vertex
v∈ {x+1 ,x1}. Clearly G[{a,v,x2+2 ,x2+3 }] is a claw centered at a, a contradiction. Hence,
x1 /∈ Dcx+1 x+2 .
Because Dc
x+1 x
+
2
c H and (G+ x+1 x+2 )[Dcx+1 x+2 ] is connected, it follows that xi ∈
Dc
x+1 x
+
2
for some i ∈ {2,3, ...,d}. Moreover, x+1 xi /∈ E(G) by Lemma 6.1.4. Thus
Dc
x+1 x
+
2
−{xi,x+1 } 6= /0. In fact, Lemma 2.1.15(1) yields |Dcx+1 x+2 −{x
+
1 ,x1}| = 1. Let
{a} = Dc
x+1 x
+
2
−{xi,x+1 }. Clearly axi,ax+1 ∈ E(G). We note by Lemma 2.1.15(3) that
i 6= 2. Lemma 7.1.3 thus implies x+1 x2+2 ,xix2+2 /∈ E(G). Because ax+1 ∈ E(G), a 6= x2+2 .
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Clearly ax2+2 ∈ E(G). We have G[{a,xi,x+1 ,x2+2 }] is a claw centered at a, a contradic-
tion. Therefore Case 2 cannot occur. This together with Case 1 implies that d = 2.
This completes the proof.
Let {i, j} = {1,2}. Lemmas 7.1.11-7.1.16 are characterizations of a cycle C ac-
cording to the existence of edges x+i x
−
j and x
+
j x
−
i . Let hl ∈ NH(xl) for l ∈ {i, j}.
Lemma 7.1.11. For all x ∈ NC(xi)−{x j}, NC(xi)−{x,x j} ⊆ NC(x).
Proof. Suppose there exists y ∈ (NC(xi)−{x,x j})−NC(x). Therefore yx /∈ E(G). S-
ince y 6= x j, yhi /∈ E(G). Thus G[{xi,x,y,hi}] is a claw centered at xi, a contradiction.
Hence NC(xi)−{x,x j} ⊆ NC(x) and this completes the proof.
Lemma 7.1.12. If x+i x
−
j /∈ E(G), then |{x+i ,x−j }∩Dcx+i x−j |= 1.
Proof. Suppose to the contrary that {x+i ,x−j } ⊆ Dcx+i x−j . To dominate H, D
c
x+i x
−
j
−
{x+i ,x−j } 6= /0, in fact, Lemma 2.1.15(1) yields |Dcx+i x−j −{x
+
i ,x
−
j }| = 1. Moreover,
by the connectedness of (G+x+i x
−
j )[D
c
x+i x
−
j
], xi ∈Dcx+i x−j or x j ∈D
c
x+i x
−
j
. Without loss of
generality, we let xi ∈Dcx+i x−j . Lemma 7.1.11 thus implies NC(xi)−{x j,x
+
i } ⊆ NC(x+i ).
As Dc
x+i x
−
j
= {xi,x+i ,x−j }, we obtain {x+i ,x−j } c
−→
C [x+j ,x
−
i ]. Because x
+
i x
−
i ,x
+
j x
−
j ∈
E(G), there exists an integer l such that x−j x
l+
j , x
+
i x
(l+1)+
j ∈ E(G). This contradicts
Lemma 6.1.5. Therefore |{x+i ,x−j }∩Dcx+i x−j |= 1. This completes the proof.
Lemma 7.1.13. Suppose that x+i x
−
j /∈ E(G). If Dcx+i x−j = {x
+
i ,xi,a} or Dcx+i x−j = {x
−
j ,x j,
a} for some a ∈V (G), then a ∈ −→C [x+j ,x−i ].
Proof. By symmetry, it suffices to consider the case Dc
x+i x
−
j
= {x−j ,x j,a}. To dominate
x−i , we have a ∈ V (C). Suppose to the contrary that a /∈
−→
C [x+j ,x
−
i ]. Therefore a ∈−→
C [xi,x j]. Lemma 2.1.15(3) gives a 6= xi.
We note by Lemmas 6.1.2 and 6.1.4 that x−j x
−
i ,x jx
−
i /∈ E(G). Moreover, Lemma
7.1.3 yields x−j x
2−
i ,x jx
2−
i /∈ E(G). Hence ax−i ,ax2−i ∈ E(G). By the connectedness
of (G+ x+i x
−
j )[D
c
x+i x
−
j
], ax j ∈ E(G) or ax−j ∈ E(G). Since a 6= xi, by Lemma 7.1.11,
ax−j ∈ E(G). As ax−i ∈ E(G), by Lemma 6.1.3(1), we obtain a−x−j /∈ E(G). Thus a−
is adjacent to x−i and x
2−
i , as otherwise G[{a,x−i ,a− ,x−j }] and G[{a,x2−i ,a−,x−j }] are
claws centered at a.
Let
−→
C [x+j ,x
3−
i ] = {x+j ,x2+j , ...,xp+j = x3−i }.
Claim : If x−j x
l+
j ∈ E(G) for 1≤ l ≤ p−1, then x−j x(l+1)+j ∈ E(G).
We prove the claim by induction on l. Clearly, x−j x
+
j ∈ E(G). We first show that
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x−j x
2+
j . Since a
−x−i ∈ E(G), it follows from Lemma 7.1.8 that ax2+j /∈ E(G). As
Dc
x+i x
−
j
 x2+j , by Lemma 7.1.11, we obtain x−j x2+j .
Assume that, for all 1≤ l0 < l, if x−j xl0+j , then x−j x(l0+1)+j ∈ E(G). Choose l0 = l−
1, by induction, x−j x
l+
j ∈ E(G). We have to show that x−j x(l+1)+j ∈ E(G). If ax(l+1)+j ∈
E(G), then we have a contradiction that
a,x(l+1)+j
−→
C x−i ,a
−←−C xiPHx j−→C xl+j ,x−j
←−
C a
is a cycle longer thanC. So ax(l+1)+j /∈ E(G). Therefore x jx(l+1)+i ∈ E(G) or x−j x(l+1)+j
∈ E(G). Lemma 7.1.11 yields x−j x(l+1)+j ∈ E(G), thus establishing the claim.
As a consequence of the claim, x−j x
3−
i ∈ E(G). Thus
x j
−→
C x3−i ,x
−
j
←−
C a,x2−i ,a
−←−C x+i ,x−i ,xiPHx j
is a cycle longer than C, a contradiction. Therefore a ∈ −→C [x+j ,x−i ]. This completes the
proof.
Lemma 7.1.14. If x+i x
−
j /∈ E(G), then x+i x2−j ∈ E(G) or x−j x2+i ∈ E(G).
Proof. Lemma 7.1.12 implies that |Dc
x+i x
−
j
∩ {x+i ,x−j }| = 1. Suppose first that x+i ∈
Dc
x+i x
−
j
. To dominate H and by the connectedness of (G+x+i x
−
j )[D
c
x+i x
−
j
], Dc
x+i x
−
j
∩X 6= /0.
Lemma 2.1.15(3) yields that x j /∈ E(G). Thus xi ∈Dcx+i x−j . Moreover, Lemma 2.1.15(1)
gives |Dc
x+i x
−
j
−{xi,x+i }| ≤ 1. By Lemmas 6.1.2 and 6.1.4, xix+j ,x+i x+j /∈ E(G). Thus,
to dominate x+j , |Dcx+i x−j −{xi,x
+
i }|= 1. Let {a}= Dcx+i x−j −{xi,x
+
i }. Therefore ax+j ∈
E(G). Lemma 7.1.13 thus implies a ∈ −→C [x+j ,x−i ].
Because (G+ x+i x
−
j )[D
c
x+i x
−
j
] is connected, ax+i ∈ E(G) or axi ∈ E(G). As a conse-
quence of Lemma 7.1.11, ax+i ∈ E(G).
By claw-freeness a+x+j ∈ E(G) or a+x+i ∈ E(G), as otherwise G[{a,a+,x+i ,x+j }] is
a claw centered at a. Because ax+i ∈ E(G), it follows by Lemma 6.1.3(1) that a+x+j /∈
E(G). Thus a+x+i ∈ E(G). Lemma 7.1.8 implies that x2−j a /∈ E(G). By Lemma 7.1.3,
xix2−j /∈ E(G). Therefore x+i x2−j ∈ E(G) as required. For the case x−j ∈ Dcx+i x−j , we can
show that x−j x
2+
i ∈ E(G) by the similar arguments. This completes the proof.
Lemma 7.1.15. If x+i x
2−
j ∈ E(G), then x2+i is not adjacent to any vertex in {xi,x−i ,x j,
x+j }. If x−j x2+i ∈ E(G), then x2−j is not adjacent to any vertex in {x j,x+j ,xi,x−i }.
Proof. Suppose first that |−→C [x+i ,x−j ]|= 3. Clearly x2+i = x2−j . Lemma 7.1.3 yields x2+i
is not adjacent to any vertex in {xi,x−i ,x j,x+j } as required. Suppose that |
−→
C [x+i ,x
−
j ]| ≥
4. If x+i x
2−
j ∈E(G), then, by Lemmas 7.1.6 and 7.1.7, x2+i x−i ,x2+i xi /∈E(G). Moreover,
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Lemma 7.1.3 gives x2+i x
+
j ,x
2+
i x j /∈ E(G). The case x−j x2+i ∈ E(G) can be proved by
the same arguments. This completes the proof.
Lemma 7.1.16. If x+i x
−
j ∈ E(G), then x2+i x−j ,x2−j x+i ∈ E(G).
Proof. Lemma 6.1.4 implies that xix−j /∈E(G). If x2+i xi,x2+i x−j /∈E(G), thenG[{x+i ,x2+i
,xi,x−j }] is a claw centered at x+i . Hence, x2+i xi ∈ E(G) or x2+i x−j ∈ E(G). If x2+i xi ∈
E(G), then
xi,x2+i
−→
C x−j ,x
+
i ,x
−
i
←−
C x jPHxi
is a cycle longer thanC, a contradiction. Thus x2+i x
−
j ∈E(G). Similarly, x2−j x+i ∈E(G)
and this completes the proof.
We next define a pair of non-adjacent vertices on C with a situation which is, in
fact, prohibited as it will give a claw as an induced subgraph.
A pair of non-adjacent vertices (x,y) is called an extremal pair of vertices if
(i) x ∈ −→C [x2+i ,x2−j ],
(ii) y ∈ −→C [x2+j ,x2−i ],
(iii) x is not adjacent to any vertex in {xi,x−i ,x j,x+j } and
(iv) y is not adjacent to any vertex in {xi,x+i ,x j,x−j }.
Figure 7.3 illustrates the extremal pair of vertices. Observe that Lemma 7.1.4 implies
that x and y are well defined, that is, there always exists x and y satisfying (i) and
(ii). However, if x and y are not adjacent and satisfy (iii) and (iv), i.e. C contains an
extremal pair of vertices, then G must contains a claw as induced subgraph as we will
detail in the following lemma.
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Figure 7.3 An extremal pair of vertices
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Lemma 7.1.17. If C contains an extremal pair of vertices, then G contains a claw as
an induced subgraph.
Proof. Consider G+ xy. Lemma 2.1.15(2) yields that {x,y}∩Dcxy 6= /0. Suppose first
that {x,y} ⊆ Dcxy. Hence |Dcxy−{x,y}| ≤ 1 by Lemma 2.1.15(1). As (G+ xy)[Dcxy] is
connected, we obtain Dcxy ∩ (V (H)∪{xi,x j}) = /0. Thus Dcxy does not dominate H, a
contradiction. Therefore, |{x,y}∩Dcxy|= 1. Without loss of generality, let {x}=Dcxy∩
{x,y}. To dominate H and by the connectedness of (G+ xy)[Dcxy], Dcxy ∩{xi,x j} 6= /0
and there exists a ∈V (G) such that Dcxy = {x,xi,a} or Dcxy = {x,x j,a}.
We now consider the case when Dcxy = {x,xi,a}. Since xxi /∈ E(G), we have that
ax,axi ∈ E(G). By the assumption, xx+j /∈ E(G). Lemma 6.1.4 thus implies that xix+j /∈
E(G). By the connectedness of (G+ xy)[Dcxy], a 6= x+j . Since Dcxy c x+j , ax+j ∈ E(G).
Hence, G[{a,xi,x,x+j }] is a claw centered at a.
We now consider the case when Dcxy = {x,x j,a}. Similarly, ax,ax j ∈ E(G). By the
assumption, xx−i /∈ E(G). Lemma 6.1.4 implies that x jx−i /∈ E(G). By the connected-
ness of (G+ xy)[Dcxy], a 6= x−i . Since Dcxy c x−i , ax−i ∈ E(G). Hence, G[{a,x j,x,x−i }]
is a claw centered at a. This completes the proof.
We further define a pair of edge for which is prohibited as it also gives a claw as an
induced subgraph.
For any edges e′1,e
′
2 ∈ E(G), (e′1,e′2) is called an extremal pair of edges if
(i) e1 ∈ {x+i x2−j , x2+i x−j } and
(ii) e2 ∈ {x+j x2−i ,x2+j x−i }.
This extremal pair of edges is the main tool to prove by the contradiction.
Lemma 7.1.18. If C contains an extremal pair of edges, then G contains a claw as an
induced subgraph.
Proof. Suppose that e1 = x+i x
2−
j . This implies by Lemma 7.1.15 that x
2+
i is not adja-
cent to any vertex in {xi,x−i ,x j,x+j }. As a consequence of Lemma 7.1.17, it suffices to
show that C contains an extremal pair of vertices.
We first consider the case when e2 = x2+j x
−
i . Thus Lemma 7.1.15 implies x
2−
i is not
adjacent to any vertex in {xi,x+i ,x j,x−j }. Since x+i x2−j ∈ E(G), it follows by Lemma
7.1.9 that x2−i x
2+
i /∈ E(G). Clearly (x2+i ,x2−i ) is an extremal pair of vertices.
We now consider the case when e2 = x+j x
2−
i . Lemma 7.1.15 implies that x
2+
j is
not adjacent to any vertex in {xi,x+i ,x j,x−j }. Moreover, Lemma 7.1.5 yields x2+i x2+j /∈
E(G). Therefore (x2+i ,x
2+
j ) is an extremal pair of vertices. We can show that C con-
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tains an extremal pair of vertices when e1 = x2+i x
−
j by the same arguments. We finish
proving this lemma.
We now ready to prove Theorem 7.1.1.
Proof. Suppose to the contrary that G is not hamiltonian. Let C be a longest cycle in
G and H a component of G−C such that X = NC(H) 6= /0. We, further, let |X |= d and
order the vertices of the set X as x1,x2, ..., and xd according the orientation
−→
C . As a
consequence of Lemma 7.1.10, d = 2. Let {i, j}= {1,2}.
Our proof is a contradiction. In view of Lemma 7.1.18, it suffices to prove that
C contains an extremal pair of edges. We first consider the case when x+i x
−
j ∈ E(G).
Thus Lemma 7.1.16 implies x2+i x
−
j ,x
+
i x
2−
j ∈ E(G). We now consider the case when
x+i x
−
j /∈ E(G). Therefore x+i x2−j ∈ E(G) or x2+i x−j ∈ E(G) by Lemma 7.1.14. Hence
{x+i x2−j ,x2+i x−j } 6= /0. Similarly, if x+j x−i ∈ E(G), then Lemma 7.1.16 yields x2+j x−i ,
x+j x
2−
i ∈ E(G). Finally, if x+j x−i /∈ E(G), then by Lemma 7.1.14, x+j x2−i ∈ E(G) or
x2+j x
−
i ∈ E(G). Clearly {x+j x2−i ,x2+j x−i } 6= /0 and so C contains an extremal pair of
edges, as required. As a consequence of Lemma 7.1.18, G contains a claw as an
induced subgraph, a contradiction. Therefore, G is hamiltonian. This complete the
first proof of Theorem 7.1.1.
7.1.2 The Second Proof of Theorem 7.1.1
We next prepare some results to establish the second proof of theorem 7.1.1. Recall the
classes F1, F2 and F3 from Chapter 2. We moreover establish the following lemma
which provides the relationship of the cardinalities of a connected dominating set and
an independent set on claw-free graphs.
Lemma 7.1.19. Let G be a claw-free graph, X be a vertex subset of G and I be an
independent set such that X c I. Then |I| ≤ |X |+ 1. Moreover if X ∩ I 6= /0, then
|I| ≤ |X |.
Proof. Our proof is by induction on the number of vertices in X . If |X | = 1, then,
by claw-freeness, the vertex in X is adjacent to at most two vertices in I. Thus |I| ≤
2 = |X |+ 1. Assume that for all |X | < p, |I| ≤ |X |+ 1. Consider the case |X | = p.
We will prove that |I| ≤ p+1. Suppose to the contrary that |I| ≥ p+2. Since G[X ] is
connected, there exists a spanning tree T of G[X ]. Choose a vertex v∈X which is a leaf
of T . By claw-fredom, |PNI(v,X)| ≤ 1. Since v is a leaf, G[X−{v}] is connected. Thus
X −{v} c I−PNI(v,X). We see that |X −{v}| = p− 1 but |I−PNI(v,X)| ≥ p+ 1
violates the assumption. Therefore |I| ≤ |X |+1.
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Suppose that X ∩ I 6= /0. If |X | = 1, then X ⊆ I. Because X c I and I is an in-
dependent set, it follows that |I| = 1. Assume that for all |X | < p, |I| ≤ |X |. Con-
sider the case |X | = p. We will prove that |I| ≤ p. Suppose to the contrary that
|I| ≥ p+ 1. Let T ′ be a spanning tree of G[X ] and v′ be a leaf of T ′. If v′ ∈ X ∩ I,
then, by independence of I, PNI(v′,X) = /0. But if v′ ∈ X − I, then, by claw-freeness,
|PNI(v′,X)| ≤ 1. Hence |PNI(v′,X)| ≤ 1 whether v′ ∈ I or not. Since v′ is a leaf of T ′,
X−{v′}c I−PNI(v′,X). We see that |X−{v′}|= p−1 but |I−PNI(v′,X)| ≥ p con-
tradicts the assumption. Thus |I| ≤ |X | and this completes the proof of the lemma.
Our next observation is the structure of the induced subgraph G[Dcxy] of G when
{x,y} ⊆ Dcxy.
Observation 7.1.20. If {x,y} ⊆Dcxy, then G[Dcxy] contains exactly two components C1
and C2 containing x and y respectively.
Proof. By Lemma 2.1.15(1), |Dcxy|< k. If G[Dcxy] is connected, then Dcxy c G contra-
dicting the minimality of k. Since all components of G[Dcxy] are joined by an edge xy,
there are exactly two components C1 and C2 containing x and y respectively.
Our next lemma is to establish the minimum number of k from k−γc−edge critical
claw-free graphs when some independent set is given.
Lemma 7.1.21. Let G be a k− γc−edge critical claw-free graph and x,y be any pair of
non-adjacent vertices of G. If {x}=Dcxy∩{x,y} and there exists an independent set I1
of order p of G− y containing x or {x,y} ⊆ Dcxy and there exists an independent set I2
of order p of G containing both x and y, then k ≥ p+1.
Proof. As a consequence of Lemma 2.1.15(1) and (2), |Dcxy|< k and Dxy∩{x,y} 6= /0.
Clearly it suffices to show |Dcxy| ≥ p. We first consider the case when |Dcxy∩{x,y}|= 1.
Without loss of generality, let x ∈ Dcxy. By the assumption there exists an independent
set I1 of order p of G− y containing x. Because Dcxy c G+ xy, Dcxy c I1. Since
Dcxy∩ I1 6= /0, it follows by Lemma 7.1.19 that |Dcxy| ≥ p.
We next consider the case {x,y} ⊆ Dcxy. Thus there exists an independent set I2 of
order p of G containing both x and y. Observation 7.1.20 gives G[Dcxy] consists of two
components C1 and C2. Therefore Dcxy = V (C1)∪V (C2). Since Dcxy c I2 and x,y ∈
Dcxy∩ I2, it follows by Lemma 7.1.19 that |NI2(C1)| ≤ |V (C1)| and |NI2(C2)| ≤ |V (C2)|.
Since Dcxy c I2, |I2| ≤ |NI2(C1)|+ |NI2(C2)|. Thus
p= |I2| ≤ |NI2(C1)|+ |NI2(C2)| ≤ |V (C1)|+ |V (C2)| ≤ |Dcxy|
as required. This completes the proof.
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Let Ps1 = u1,u2,u3, ...,us1+1,Ps2 = v1,v2,v3 , ...vs2+1 and Ps3 = w1,w2,w3, ...,ws3+1
be three disjoint paths of length s1,s2 and s3 respectively. Hereafter, let Ns1,s2,s3 be the
net constructed by adding so that the vertices in {us1+1,vs2+1, ws3+1} form a clique K3.
We also use the graph P3,3,3 in the classP from Section 2.2 of Chapter 2.
We are ready to give the second proof of Theorem 7.1.1.
Proof. We first show that G is {K1,3,N1,2,2,N1,1,3}−free graph. Clearly G is a claw-
free graph. Suppose to the contrary that G contains N1,2,2 as an induced subgraph.
Consider G+ v1w1. By Lemma 2.1.15(1), |Dcv1w1 | ≤ 3. Moreover, Lemma 2.1.15(2)
gives {v1,w1}∩Dcv1w1 6= /0. If {v1,w1} ⊆Dcv1w1 , then {w3,u1,v1,w1} is an independent
set of size 4 of G containing both v1 and w1. By Lemma 7.1.21, k≥ 5, a contradiction.
Thus |{v1,w1} ∩Dcv1w1| = 1. By symmetry let v1 ∈ Dcv1w1 . Thus {v1,v3,u1,w2} is
an independent set of size 4 of G containing v1. Lemma 7.1.21 thus implies k ≥
5, a contradiction. Thus G is an N1,2,2−free graph. By similar arguments, G is an
N1,1,3−free graph. Therefore G is a {K1,3,N1,2,2,N1,1,3}−free graph. It is not difficult
to see that γc(P3,3,3) = 5. Thus G is not isomorphic to P3,3,3. To show that G is a
hamiltonian graph, by Theorem 2.2.4, it remains to show that cl(G) /∈F1∪F2∪F3.
Suppose to the contrary that cl(G) ∈ F1 ∪F2 ∪F3. Consider the case cl(G) ∈
F1. Let qi, j ∈ V (Qi)∩V (Q j) where 1 ≤ i ≤ 2 and 3 ≤ j ≤ 5. Since |V (Q j)| ≥ 3
for all 3 ≤ j ≤ 5, there exist x ∈ V (Q3)−{q1,3,q2,3},y ∈ V (Q4)−{q1,4,q2,4} and
z ∈ V (Q5)−{q1,5,q2,5}. Clearly, E(G) ⊆ E(cl(G)). Thus xy /∈ E(G) and z is not
adjacent to any vertex in V (G)−V (Q5). Consider G+ xy. Lemma 2.1.15(1) yields
|Dcxy| ≤ 3, moreover, Lemma 2.1.15(2) implies that {x,y}∩Dcxy 6= /0. By symmetry let
x ∈ Dcxy. To dominate z, Dcxy ∩V (Q5) 6= /0. By the connectedness of (G+ xy)[Dcxy],
{qi,3,qi,5} ⊆ Dcxy where 1 ≤ i ≤ 2. Thus Dcxy = {x,qi,3,qi,5} for some i. We see that
Dcxy does not dominate q3−i,4, a contradiction. Thus cl(G) /∈F1.
We now consider the case when cl(G) ∈F2. Since |V (Ri)| ≥ 3 for all 1 ≤ i ≤ 2,
there exist x ∈ V (R1)−{c1,c′1} and y ∈ V (R2)−{c2,c′2}. Since E(G) ⊆ E(cl(G)),
xy /∈ E(G) and r is not adjacent to any vertex in V (G)− (V (R3)∪ {c′3}). Consider
G+ xy. Similarly, |Dcxy| ≤ 3 and {x,y}∩Dcxy 6= /0. By symmetry let x ∈ Dcxy. Thus
|Dcxy−{x}| ≤ 2. To dominate r, Dcxy ∩ (V (R3)∪{c′3}) 6= /0. By the connectedness of
(G+ xy)[Dcxy], D
c
xy is {x,c1,c3} or {x,c′1,c′3}. But {x,c1,c3} does not dominate c′2 and
{x,c′1,c′3} does not dominate c2, a contradiction. Thus cl(G) /∈F2.
For the case cl(G) ∈F3, let s′′ ∈ V (F)−{s,s′}. Since E(G) ⊆ E(cl(G)), c2c5 /∈
E(G) and s′′ is not adjacent to any vertex inV (G)−V (F). Consider G+c2c5. Similar-
ly, Lemma 2.1.15(1) and (2) thus implies |Dcc2c5 | ≤ 3 and {c2,c5}∩Dcc2c5 6= /0. Without
loss of generality let c2 ∈ Dcc2c5 . We have that V (F)∩Dcc2c5 6= /0 to dominate s′′. Thus
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Dcc2c5 is {c2,c1,s} or {c2,c3,s′}. But {c2,c1,s} does not dominate c4 and {c2,c3,s′}
does not dominate c6, a contradiction. Thus cl(G) /∈F3.
Clearly cl(G) /∈F1∪F2∪F3 and so, Theorem 2.2.4 yields that G is a hamiltonian
graph. This completes the second proof of Theorem 7.1.1.
By Theorems 3.1.1 and 7.1.1, we have the following corollary.
Corollary 7.1.22. Let G be a 2−connected 4−γt−edge critical claw-free graph. Then
G is hamiltonian.
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Figure 7.4 : A graph H24 (n1,2,3)
Note that a graph H24 (n1,2,3) (in Section 6.3.1 of Chapter 6) is a 2−connected 4−
γc−edge critical K1,4−free graph which is non-hamiltonian but contain K1,3. Hence,
the claw-free condition in Theorem 7.1.1 and Corollary 7.1.22 are best possible.
7.1.3 k− γc−Edge Critical Claw-free Graphs for k ≥ 5
We have observed that the graph Pn1,n2,n3 in the classP in Section 2.2 of Chapter 2 is
a k− γc−edge critical claw-free graph.
Let
K γck : the class of k− γc−edge critical claw-free non-hamiltonian graphs of
connectivity two.
The following theorem shows thatK γck 6= /0 for k ≥ 5.
Theorem 7.1.23. For n1+n2+n3−4 = k ≥ 5 and ni ≥ 3 for all 1≤ i≤ 3, Pn1,n2,n3 ∈
K γck .
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Proof. For a fixed k≥ 5, let G=Pn1,n2,n3 be such that n1+n2+n3−4= k and ni≥ 3 for
all 1≤ i≤ 3. We, further, let P= x1,x2, ...,xn1,P′= y1,y2, ...,yn2 and P′′= z1,z2, ...,zn3 .
We first show that γc(G) = k. We see that V (P) ∪ (V (P′)− {yn2−1,yn2−2}) ∪
(V (P′′)−{zn3−1,zn3−2})c G. Thus γc(G)≤ n1+n2+n3−4 = k. Let D be a γc−set
of G. We distinguish two cases according to D.
Case 1 : {x1,xn1,y1,yn2,z1,zn3}* D.
Without loss of generality let xn1 /∈ D. To dominate xn1−1 and by the connect-
edness of G[D], we have that {x1, ...,xn1−2} ⊆ D. If neither yn2 nor zn3 is in D,
then, to dominate yn2 and zn3 , {y1,y2, ...,yn2−1}∪{z1,z2, ...,zn3−1} ⊆ D. Thus |D| ≥
(n1−2)+(n2−1)+(n3−1) = k. We now consider the case when yn2 ∈D or zn3 ∈D.
Since x1 ∈ D and G[D] is connected, it follows that V (P′) ⊆ D or V (P′′) ⊆ D. Sup-
pose that V (P′)⊆D. Clearly V (P′′)∩D 6= /0 to dominate {z2,z3, ...,zn3−1}. As G[D] is
connected, we obtain z1 or zn3 is in D. We have three more subcases.
Subcase 1.1 : z1 ∈ D but zn3 /∈ D.
Thus zn3−2 ∈D to dominate zn3−1. By the connectedness of G[D], {z1,z2, ...,zn3−2}
⊆ D. Clearly {x1, ...,xn1−2}∪V (P′)∪{z1,z2, ...,zn3−2} ⊆ D. Therefore |D| ≥ (n1−
2)+n2+(n3−2) = k. Thus |D|= k as required. This proves Subcase 1.1.
Subcase 1.2 : z1 /∈ D but zn3 ∈ D.
Thus z3 ∈ D to dominate z2. Similarly, {z3,z4, ...,zn3} ⊆ D and so |D| ≥ k. Thus
|D|= k as required. This proves Subcase 1.2.
Subcase 1.3 : z1,zn3 ∈ D.
Let j be the maximum integer that G[D∩{z1,z2, ...,z j}] is connected. As zn3 ∈ D,
by the minimality of |D|, we obtain j ≤ n3 − 3. Moreover, z j+3 ∈ D to dominate
z j+2. The connectedness of G[D] yields that zi ∈ D for all j+ 3 ≤ i ≤ n3. We have
{x1,x2, ...,xn1−2}∪V (P′)∪{z1,z2, ...,z j}∪{z j+3,z j+4, ...,zn3} ⊆ D. Therefore |D| ≥
(n1−2)+n2+ j+(n3− ( j+2)) = k and |D|= k.
We can show that γc(G) = k when V (P′′)⊆ D by the same arguments, thus estab-
lishing Case 1.
Case 2 : {x1,xn1,y1,yn2,z1,zn3} ⊆ D.
Since G[D] is connected, at least one of the sets V (P),V (P′) or V (P′′) is con-
tained in D. Without loss of generality let V (P) ⊆ D. Let l and j be the maximum
integers such that G[D∩{y1,y2, ...,yl}] and G[D∪{z1,z3, ...,z j}] are both connected.
By the similar arguments as Subcase 1.3, V (P)∪{y1,y2, ...,yl}∪{yl+3,yl+4, ...,yn2}∪
{z1,z2, ...,z j}∪{z j+3,z j+4, ...,zn3} ⊆ D. Therefore |D| ≥ n1+ l+(n2− (l+2))+ j+
(n3− ( j+2)) = k. We have that |D|= k, thus establishing Case 2.
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Cases 1 and 2 give γc(G) = 4.
We next establish the criticality. Let u,v ∈ V (G) such that uv /∈ E(G). Clearly
u ∈ V (P)∪V (P′)∪V (P′′). Without loss of generality let u ∈ V (P). Thus xi = u for
some 1 ≤ i ≤ n1. If v ∈ V (P), then v ∈ x j for some 1 ≤ j ≤ n1 and |i− j| ≥ 2. By
symmetry, we suppose that i< j. Let Y =V (P′)−{y1,y2} and Z =V (P′′)−{z1,z2}.
Clearly (V (P)−{xi+1})∪Y ∪Z c G+uv. Thus γc(G+uv)≤ k−1= (n1−1)+(n2−
2)+ (n3−2). We then suppose that v ∈V (P′)∪V (P′′). Without loss of generality let
v ∈ V (P′). If v = y1, then vx1 ∈ E(G). Because uv /∈ E(G), it follows that i > 1.
Thus (V (P)−{x1})∪ (V (P′)−{y2,y3})∪Z c G+ uv. Thus γc(G+ uv) ≤ k− 1 =
(n1− 1)+ (n2− 2)+ (n3− 2). When v = yn2 , similarly, Thus γc(G+ uv) ≤ k− 1 =
(n1−1)+ (n2−2)+ (n3−2). We now consider the case when v ∈ {y2,y3, ...,yn2−1}.
If n2 = 3, then V (P)∪ Z c G. We then suppose that n2 ≥ 4. We, further, let Y1 =
{y2,y3, ...,yn2−2} if v = y2 and Y1 = {y3,y4, ...,yn2−1} otherwise. This implies that
V (P)∪Y1∪Z  G, that is, γc(G+uv)≤ k−1 = n1+(n2−3)+(n3−2).
Therefore G is a k− γc−edge critical graphs. By Theorem 2.2.3, G ∈ K γck , as
required.
We note by Corollary 6.3.2 that G γck = /0 if and only if k = 1,2 or 3. ThusK
γc
k = /0
when k = 1,2 or 3 because K γck ⊆ G γck . Theorem 7.1.1 also implies that K γc4 = /0.
Thus, Theorem 7.1.23 implies the following corollary.
Corollary 7.1.24. K γck = /0 if and only if k = 1,2,3 or 4.
We have observed that the graph Pn1,n2,n3 has the connectivity two. We now turn
attention to 3−connected graphs. We conclude this section with the following theorem.
Theorem 7.1.25. Let G be a 3−connected k− γc−edge critical claw-free graph. If
1≤ k ≤ 6, then G is hamiltonian.
Proof. Suppose that G contains N3,3,3 as an induced subgraph. Consider G+ u1v1.
Lemma 2.1.15(2) yields that {u1,v1}∩Dcu1v1 6= /0. If {u1,v1}⊆Dcu1v1 , then {u1,v1,u3,v3,
w1,w3} is an independent set in G. It follows from Lemma 7.1.21 that k ≥ 7, a con-
tradiction. Therefore |{u1,v1} ∩Dcu1v1| = 1. By symmetry let u1 ∈ Dcu1v1 . Clearly
{u1,u3,v2,v4,w1, w3} is an independent set. Lemma 7.1.21 gives that k ≥ 7, a con-
tradiction. Therefore G is an N3,3,3−free graph. Theorem 2.2.5 thus implies G is a
hamiltonian graph.
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7.2 k−D−Edge Critical Claw-free Graphs
where D ∈ {γt,γ, i}
By Corollary 7.1.22, we have that all 2−connected 4− γt−edge critical claw-free
graphs are hamiltonian. In Chapter 6, we have shown by giving the construction of
the class T that 2−connected 5− γt−edge critical graphs need not be hamiltonian.
However, if these graphs are 3−connected and claw-free, then they are hamiltonian.
Observation 7.2.1. Let G be a k− γt−edge critical graph and let u,v be a pair of non-
adjacent vertices of G. We, moreover, let Dtuv be a γt−set of G+ uv. If {u,v} ⊆ Dtuv,
then at least one of u or v is an isolated vertex of G[Dtuv].
Proof. Let H1,H2, ...,Hp be the components of (G+vu)[Dtuv]. Thus D
t
uv = ∪pi=1V (Hi).
Without loss of generality let {u,v} ⊆ V (H1). If H1 is connected in G, then Dtuv t G
contradicting the minimality of k. Thus H1 has two components H1,1 and H1,2 contain-
ing u and v, respectively. Clearly, V (H1) = V (H1,1)∪V (H1,2). If |V (H1,1)| > 1 and
|V (H1,2)|> 1, then Dtuv t G, a contradiction. Thus at least one of them is a singleton
component. This implies that at least one of u or v is an isolated vertex of G[Dtuv] and
we finish proving this lemma.
Lemma 7.2.2. Let G be a claw-free graph, Y be a vertex subset of G and I be an
independent set such that Y t I and Y ∩ I 6= /0. Then |I| ≤ |Y |+ b |Y |2 c−1.
Proof. Let H1,H2, ...,Hp be the components of G[Y ]. Therefore Y = ∪pi=1V (Hi) and
|Y |= ∑pi=1 |V (Hi)|. Because Y t I, |V (Hi)| ≥ 2. Therefore p≤ b |Y |2 c. Without loss of
generality let V (H1)∩ I 6= /0. Since Hi is connected, V (Hi) c NI(Hi). Lemma 7.1.19
thus implies |NI(H1)| ≤ |V (H1)| and |NI(Hi)| ≤ |V (Hi)|+1 for 2≤ i≤ p. Therefore
|I| ≤ ∑pi=1 |NI(Hi)| ≤ ∑pi=1 |V (Hi)|+ p−1≤ |Y |+ b |Y |2 c−1
as required.
Theorem 7.2.3. Let G be a 3−connected k− γt−edge critical claw-free graph. If
2≤ k ≤ 5, then G is hamiltonian.
Proof. Suppose that G contains N3,3,3 as an induced subgraph. Consider G+u1v1. Let
Dtu1v1 be a γt−set of G+u1v1.
Claim : |Dtu1v1| ≥ 5.
The minimality of k gives Dtu1v1 ∩{u1,v1} 6= /0. We distinguish two cases.
Case 1 : {u1,v1} ⊆ Dtu1v1 .
Let I1 = {u1,u3,v1,v3,w1,w3}. We see that I1 is an independent set in G, moreover,
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Dtu1v1 t I1 and Dtu1v1∩I1 6= /0. By Observation 7.2.1, suppose without loss of generality
that that u1 is an isolated vertex of G[Dtu1v1].
Subcase 1.1 : v1 is not an isolated vertex of G[Dtu1v1].
Therefore Dtu1v1 −{u1} t I1−{u1} and v1 ∈ (Dtu1v1 −{u1})∩ (I1−{u1}). As
|I1−{u1}| = 5, by Lemma 7.2.2, we obtain |Dtu1v1 −{u1}| ≥ 4. This implies that
|Dtu1v1| ≥ 5, as required.
Subcase 1.2 : v1 is also an isolated vertex of G[Dtu1v1].
Thus Dtu1v1−{u1,v1} t I1−{u1,v1}. If (G+u1v1)[Dtu1v1−{u1,v1}] is connected,
then by Lemma 7.1.19, |Dtu1v1 −{u1,v1}| ≥ 3. But if it is not connected, then each
component of (G+ u1v1)[Dtu1v1 −{u1,v1}] has at least two vertices. Thus |Dtu1v1 −
{u1,v1}| ≥ 4. These imply that |Dtu1v1| ≥ 5, as required.
Case 2 : |{u1,v1}∩Dtu1v1|= 1.
Without loss of generality let u1 ∈Dtu1v1 . Let I2 = {u1,u3,v2,v4,w1,w3}. Clearly I2
is an independent set of six vertices and Dtu1v1 ∩ I2 6= /0. By Lemma 7.2.2, |Dtu1v1| ≥ 5.
In view of Cases 1 and 2, |Dtu1v1| ≥ 5, thus establishing the claim.
Since |Dtu1v1|< k, it follows by the claim that k ≥ 6 violates k ≤ 5. Hence G is an
N3,3,3−free graph. As a consequence of Theorem 2.2.5, G is a hamiltonian graph.
On k− i−edge critical graphs, we have showed in Chapter 6 that 2−connected
k− i−edge critical graphs need not be hamiltonian for k ≥ 3. We can prove in this
section that, for k = 4, if these graphs are claw-free and 3−connected, then they are
hamiltonian. On the one hand, although Conjecture B3 (in Chapter 6) was disproved
when k = 4, it can be proved that if those 4− γ−edge critical graphs are claw-free,
then they are hamiltonian.
Theorem 7.2.4. Let G be a 3−connected 4− γ−edge critical claw-free graph. Then
G is hamiltonian.
Proof. By Theorem 2.2.5, it suffices to show that G is an N3,3,3−free graph. Suppose
to the contrary that G contains N3,3,3 as an induced subgraph. Consider G+ u1v1.
By Lemma 2.1.3(1), Du1v1 < k = 4. Thus by Lemma 2.1.3(2), |Du1v1 ∩{u1,v1}| = 1.
Suppose without loss of generality that u1 ∈ Du1v1 . Note that {u1,u3,v2,v4,w1,w3}
is an independent set of size 6 of G. Thus Du1v1 −{u1}  {u3,v2,v4,w1,w3}. Since
|Du1v1 −{u1}| ≤ 2, by the pigeonhole principle, there is a vertex v ∈ Du1v1 −{u1}
adjacent to three vertices of {u3,v2,v4,w1,w3}. Then G contains a claw as an induced
subgraph, a contradiction. This completes the proof of Theorem 7.2.4.
By Theorems 7.2.4 and 3.2.1, we have the following theorem.
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Theorem 7.2.5. Let G be a 3−connected 4− i−edge critical claw-free graph. Then G
is hamiltonian.
Finally, by Theorem 7.2.4, we have the following corollary.
Corollary 7.2.6. The Conjecture B3 is true when k = 4 under the condition that the
graphs are claw-free.
CHAPTER 8
Future Work and Open Problems
In this final chapter, we would like to discuss more open problems which arise from
results in chapters 3-7. We present this according to the chapters.
Chapter 3
In view of Theorem 3.1.2 that Tek−Cek 6= /0, it would be interesting to characterize
properties of graphs in the class Tek−Cek. In particular, when k = 5, could we charac-
terize the structures of all graphs in Tek−Cek? We could also ask the same questions for
those graphs in the class Tvk−Cvk.
A graph G is domination perfect if for each induced subgraph H of G, γ(H) = i(H).
Fulman [68] established a class of graphs, apart from K1,3, for which if a graph G does
not contain any of these graphs as an induced subgraph, then G is domination perfect.
This gives rise to the following problem : Does there exists any graph H, apart from
K1,3, such that the class of k− γ−edge critical graphs and the class of k− i−edge
critical graphs are the same when they are H−free?
Chapter 4
We have shown in Theorem 4.1.6 that the upper bound is sharp for all k = 2,3 or
4 when ∆ is even. We are interested in investigating the existence of k− γc−vertex
critical graphs achieving the upper bound (∆− 1)(k− 1)+ 3 for k ≥ 5 and ∆ ≥ 3 is
odd.
As a consequence of Theorems 4.1.5 and 4.1.7 that for k ≥ 5 and ∆≥ 3, the order
of k− γc−vertex critical graphs with maximum degree ∆ is bounded by ∆+ k+1 and
(∆− 1)(k− 1) + 3, it would be interesting to characterize all k− γc−vertex critical
graphs of order ∆+ k+1.
We are, moreover, interested in the realizability of k− γc−vertex critical graphs
whose order is between these bounds. This gives rise to the following problem : deter-
138
139
mine the relationship of n,∆ and k to guarantee the existences of k− γc−vertex critical
graphs of order n where ∆+ k+1≤ n≤ (∆−1)(k−1)+3 with maximum degree ∆.
Chapter 5
We would like to investigate whether or not there exists a maximal 3− γc−vertex
critical graph G of even order and a cut set S of G which ωo(G− S)+ 2 ≥ |S|. This
result together with Tutte’s Theorem imply that every maximal 3− γc−vertex critical
graph of even order is 4−factor critical with, probably, some exceptions.
Chapter 6
We first establish a link between k− γc−edge critical non-hamiltonian graphs and
connectivity, order and independence number.
For our graphH lk(n1,n2, ...,nk−1), we observe that the set of vertices {w1,w2,w3, ...,
wp}∪{h1,h3,h5, ...,hk−5,hk−3} and {w1,w2,w3, ...,wp}∪{x,h2,h4, ...,hk−5,hk−3}
where hi ∈V (Hi) and 1≤ i≤ k−3 form independent sets of size p+d k2e−1 for even
and odd k, respectively. Hence
α(H lk(n1,n2, ...,nk−1))≥ p+ d k2e−1.
Further, observe that
κ(H lk(n1,n2, ...,nk−1)) = min{ni : 1≤ i≤ k−2}
because nk−1 = nk−2+1.
For r≥ 1, we define the graph H lk(n1,n2, ...,nk−1 : r) on n1+n2+ ...+nk−1+ r+1
vertices as follows. We add a new component Kr−1 to H lk(n1,n2, ...,nk−1) and join each
of these r−1 new vertices to each vertex in N[w1]. Clearly
α(H lk(n1,n2, ...,nk−1 : r)) = α(H
l
k(n1,n2, ...,nk−1)) and
κ(H lk(n1,n2, ...,nk−1 : r)) = κ(H
l
k(n1,n2, ...,nk−1)).
Note that H lk(n1,n2, ...,nk−1 : r) = H
l
k(n1,n2, ...,nk−1) when r = 1.
Further, observe that if we take n2 = n3 = ...= nk−3≥ nk−2 = n1 = p−1 and r≥ 1,
then p−1 = n1 = min{ni : 1≤ i≤ k−2}. Therefore
κ(H lk(p−1,n2,n3, ...,nk−1 : r)) = p−1.
Since α(H lk(p−1,n2,n3, ...,nk−1 : r))≥ p+ d k2e−1, it follows that
κ(H lk(p−1,n2,n3, ...,nk−1 : r))≤ α(H lk(p−1,n2,n3, ...,nk−1 : r))−d k2e.
Moreover, for all 0≤ i≤ p−3, if we let Gi =H lk(p−1− i,n2,n3, ...,nk−1 : r+ i), then
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κ(Gi) = p−1− i and α(G0) = α(G1) = ...= α(Gp−3)≥ p+ d k2e−1.
We must also have
κ(Gi)≤ α(Gi)−d k2e.
This implies that, for a fixed n ≥ Σk−1i=1 ni+ 2 and α = p+ d k2e− 1, there exists a k−
γc−edge critical non-hamiltonian graph of order n with the independence number α
and the connectivity κ for all 2≤ κ ≤ α−d k2e. It was proved (see Theorem 2.2.1) by
Chva´tal and Erdo¨s [57] that if a graph G satisfies κ ≥ α , then G is hamiltonian. Hence
the case which is left for consideration is α−d k2e+1≤ κ ≤ α−1.
On the other hand, since a graph H lk(n1,n2, ...,nk−1 : 1) has the connectivity κ =
min{ni : 1≤ i≤ k−2}, it follows that n= Σk−1i=1 ni+2≥ (k−1)κ+3. Thus
κ ≤ bn−3k−1c.
Note that the condition n1 = n2 = ...= nk−2 implies κ = bn−3k−1c, that is, n1 = n2 = ...=
nk−2 = bn−3k−1c. Thus, by selecting n2 = n3 = ...= nk−2 and n1 = t,2≤ t ≤ bn−3k−1c, then
the graph H lk(t,n2,n3, ...,nk−1 : 1+ bn−3k−1c− t) has connectivity t and is k− γc−critical
non-hamiltonian graph. So this leaves bn−3k−1c+1≤ κ as the unresolved case.
The question is :
Is every k− γc−critical graph with α −d k2e+ 1 ≤ κ ≤ α − 1 and bn−3k−1c+ 1 ≤ κ
hamiltonian?
Observe that, when k = 4, we have that α−1 = α−d k2e+1≤ κ ≤ α−1. So the
only case to consider is α−1 = κ . That is :
Is every 4− γc−critical graph with bn−33 c+1≤ κ = α−1 hamiltonian?
We, moreover, observed that all graphs in the classH lk contain a hamiltonian path.
However, we have found k− γc−edge critical graphs for k ≥ 7 which do not contain a
hamiltonian path. For k ≥ 7, let Pk−5 = a1,a2, ...,ak−5 be a path of length k−6, C5 =
c1,c2,c3,c4,c5,c1 and C′5 = c
′
1,c
′
2,c
′
3,c
′
4,c
′
5,c
′
1 be two cycles of length five. A graph
R(k) is obtained from Pk−5,C5 and C′5 by adding edges c2c5 and c
′
2c
′
5 and inducing
{a1,c1,c′1} as a clique. The following figure illustrates a graphR(k).
r r r r r r r rr r
r r r rr r
 
 
@
@
 
 
@
@
a1 c1 c′1ak−5 ...
Figure 8.1 : A graphR(k)
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Observe that this graph is a k− γc−edge critical graph where k ≥ 7 does not contain a
hamiltonian path. This gives rise to the following problem : Does every k− γc−edge
critical graph for 4≤ k ≤ 6 contain a hamiltonian path.
For k−γt−edge critical graphs, we provided such graphs which are non-hamiltonian
when k = 4 or 5. However, we could not determine if every k− γt−edge critical graph
is hamiltonian or not for k ≥ 6. It would be interesting to investigate the hamiltonian
property of these graphs.
Chapter 7
We think that the idea of the proof in Theorem 7.1.25 still can be used to show that
every 3−connected k− γc−edge critical claw-free graph is hamiltonian when k = 7,8
or 9.
When k= 10, we construct some class 3−connected k−γc−edge critical claw-free
graphs which cannot apply the idea of the Theorem 7.1.25. For integers s1,s2 ≥ 1,s3 ≥
2 and s1+ s2+ s3 = 9, define
Z1s1 = Kn11 ∨Kn12 ∨ ...∨Kn1s1+2 ∨Kn1s1+3
such that n1j = 1 if j = b s1+32 c or b s1+32 c+ 1 and n1j ≥ 2 otherwise. Moreover, for
2≤ i≤ 3, define
Zisi = Kni1 ∨Kni2 ∨ ...∨Knisi+1 ∨Knisi+2
such that nij = 1 if j = b si+22 c or b si+22 c+1 and nij ≥ 2 otherwise.
For s1,s2 ≥ 1,s3 ≥ 2 and s1+ s2+ s3 = 9, let Z (s1,s2,s3) be the graph construct-
ed from Z1s1,Z
2
s2 and Z
3
s3 by adding edges so that the vertices in V (Kn11)∪V (Kn1s1+3)∪
V (Kn21)∪V (Kn2s2+2)∪V (Kn31)∪V (Kn3s3+2) form a clique.
y y y y y y
y y s y s yss s s
 
 
 
@
@
@
@
 
 
@
@
@
@
Kn11 Kn16 Kn21 Kn25 Kn31 Kn35
Figure 8.2 : The graph Z (3,3,3)
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Kn11 Kn14 Kn21 Kn23 Kn31 Kn39
Figure 8.3 : The graph Z (1,1,7)
We can show that these are 3−connected 10− γc−edge critical claw-free graphs con-
taining Ns1,s2,s3 as an induced subgraph. Although these graphs are hamiltonian, but
the idea of Theorem 7.1.25 cannot be applied when k ≥ 10.
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