
























sample  sizes. Contextually, population  observations may  no  longer  compensate  for  the  lack  of 
sufficient data to fit lactation curves, hindering model efficiency, explicative ability, and predictive 
potential.  Individualized  lactation  curve  analyses may  save  these drawbacks, but may be  time‐
demanding, which may  be  prevented  through  computational  automatization. An  SPSS model 
syntax was defined and used to evaluate the  individual performance of 49  linear and non‐linear 
models to fit the curve described by the milk components of the milk of 159 Murciano‐Granadina 










three‐parameter model of parabolic yield‐density  (PARYLDENS)  for  somatic cell  counts  (0.481). 




models. Thirty‐nine models successfully  fitted  the  individual  lactation curve  for all components. 
Animals 2020, 10, 1693  2  of  18 
 
Parametric and computational complexity promote variability‐capturing properties, while model 
flexibility  does  not  significantly  (p  >  0.05)  improve  the  predictive  and  explanatory  potential. 
Conclusively, ALISCH  and  PARYLDENS  can  be  used  to  study  goat milk  composition  genetic 
variability as trustable evaluation models to face future challenges of the goat dairy industry. 




























issues derived  from  incorrectly  fitting biologically abnormal curves  to normalized models, which 
may  distort  the  real  information  that  can  be  found  in  the  field.  There  are  multiple  software 
possibilities available. However,  their utilization  requires an  extra  effort  from  researchers whose 
background may widely depart  from biostatistics disciplines. SPSS software  [13,14]  improves  the 
possibilities for the automatization of the computational stages of the process of model fitting, and at 
the same time it may save time resources. 
Contextually,  the present paper aims  to describe  the model syntax  for  the SPSS software  for 
forty‐nine models  found  in  the  literature  to  fit milk  component  curves  (protein,  fat, dry matter, 
lactose, and somatic cells). Then, to compare the model explanatory capacity and predictive ability to 
identify  the best‐fitting models in each case. Once  the best‐fitting functions had been determined, 
peak  and  persistency were  computed  for  each  component  using  the  specific methods  that may 
mathematically  be more  appropriate  in  each  case. Afterwards,  the model  fitting  properties  and 
parameter  estimation  performance will  be  compared  in  a  sample  of Murciano‐Granadina  goats 


































To  this aim,  real production  (RPj)  for each goat was  first computed as  follows,  𝑅𝑃 𝑑 𝑃











A 30∑   , 𝐵 𝑑 30 𝑛 2 . 
The  model  used  to  calculate  normalized  yields  at  210  days  is  described  by  𝑀𝑃210
























All  tanks  comprised  raw milk  on  the  farm  at  the  time  of  collection  and were marked with  an 
individual identification label, to ensure all the necessary data to enable the analysis in the lab, to 
correctly  identify  the sample, and  for sending  the  results  to  the “Letter Q database”. The date of 
sampling was always indicated. The Letter Q Database facilitates the traceability of milk through the 


























whether  sample properties  could be biased after animal  selection  to  configure  the  study  sample. 
Shapiro‐Francia (Stata Version 15.0 software, College Station, TX) was used to evaluate the normality 
assumption. Levene’s test (SPSS Statistics for Windows statistical program, Version 25.0, Armonk, 















One  linear model  and  forty‐eight non‐linear models were used  to describe  the  composition 
curves for protein, fat, dry matter, lactose, and somatic cells of the 159 does considered in the study 
sample. The potential differences across different lactations per animal were tested using Bayesian 
inference  of ANOVA,  as  lactation  order  has  been  reported  to  condition milk  composition. No 
statistically significant difference was  found  for any of  the component across  lactations  (p > 0.05), 









[25] was used  to  iteratively  specify  the parameter bounds of  each model  (b0, b1, b2, b3,  and b4 
parameters)  using  the  Levenberg‐Marquardt  method  of  iteration  [26].  The  iterative  process 
considered as many rounds as was necessary until a tolerance convergence criterion (error sum of 
squares between  successive  iterations  [5]) of 10−8 was  reached, as  suggested by other authors, as 
stricter criteria such as 10−6 or 10−8 have been suggested to report the same outcomes out of a slightly 





percentage  of  fitted  lactation  curves, RSS, MSPE,  adjusted R‐squared  (Adj. R2)  and  its  standard 
deviation across the does, Akaike (AIC), corrected Akaike (AICc), and Bayesian information criteria 
(BIC). The Residual Sum of Squares (RSS) is a statistical technique used to measure the amount of 





In comparison  to R2, adjusted R‐squared or modified R‐squared  (Adj. R2)  is a measure of  the 
models’ ability to predict responses  for new observations while  it compensates (penalizes) for the 
overfitting event occurring after the inclusion of a high numbers of predictors. The adjusted R2 was 

























Bayesian approximation  for Pearson correlations  functions was computed using  the Pearson 


















The  estimated  effect  of  the  factors  considered  in  the  predictive models,  its  95%  credibility 
interval, and the posterior distribution statistics were computed. The significant effect of a certain 
factor may be detected if 0 is not contained within the credibility range. 
The Bayes  factor  (BF)  is a measure of  the strength of  the evidence against null or alternative 







is  symmetric  and  centered  at  zero,  in  line with  the predictive matching  criterion  as  reported by 
Bayarri et al. [42], hence positive and negative values of the slope parameters have a priori the same 
probability to occur. Additionally, it is scale‐invariant, hence the Bayes factors are also independent 








guide reports  that  the algorithm of  JZS prior  for  linear regression analyses,  to compute  the Bayes 
factor, uses the default value of  𝛾 2√𝜋= 3.5, which reflects a prior belief of a medium effect size. 
For a single covariate x, this choice implies that the standardized regression slope  𝛽∗ 𝛽  𝑆𝐷 𝑥 /𝜎  
has an a priori probability of 53.2% of being in the range (±0.50). 
2.5.5. Curve Shape Parameters Computation for the Best‐Fitting Model 
Curve  shape parameters  (protein,  fat, dry matter,  lactose, and  somatic  cell  count peaks  and 














Tables  S5–S7  show  summaries  of  the  adjusted  coefficients  of  determination  (Adj.  R2), 
percentages of  successfully  fitted  curves, and Adj. R2 standard deviations of  the models  for milk 
protein,  fat,  dry matter,  lactose  (%),  and  somatic  cell  counts  (sc/mL)  curve  fitting  in Murciano‐
Granadina goats. The adjusted R2 for the model reporting the best ability to capture variability was 
0.548, 0.374, 0.429, and 0.624  for protein,  fat, dry matter, and  lactose content, respectively,  for  the 












Parametric  assumptions  (normality,  Shapiro‐Francia  test  p  <  0.05)  and  homoscedasticity, 
Levene’s test, p < 0.05 across groups) were violated in our study dataset, hence we opted for the use 
of  a  nonparametric  statistical  alternative. As  the  sample used  in  this  study was  small, Bayesian 
analyses were run in an attempt to preserve the model accuracy and power of the techniques applied. 
Additionally,  the  Shapiro‐Francia  test  was  performed  to  test  for  the  residuals’  normality, 
reporting statistically significant  results  for all  fitted models  (p < 0.001). Thus,  residuals were not 
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normally distributed. The Durbin‐Watson statistic showed that all values were within the range of 0 




Figure  1. Graphic  representation  of  best‐fitting models  for milk  composition  traits  in Murciano‐
Granadina goats; Ali and Schaeffer model  (ALISCH)  for  fat  (%), protein  (%), dry Matter  (%), and 
lactose  (%)  and  the parabolic  yield density model  (PARYLDENS)  for  somatic  cell  count  (sc/mL), 
respectively. 
Supplementary Materials Tables S8–S12 show a summary of the model curve shape parameters 
(b0,  b1,  b2,  b3,  and  b4),  the  number  of model  regressors, measures  for model  fit  and  flexibility 
selection criteria computed  through the Residual Sum of Squares  (RSS), Mean‐Squared Prediction 
Error  (MSPE), variability explanation power  through  the Akaike  Information Criterion  (AIC) and 




respectively,  as  shown  in  Tables  S8–S12,  except  for  those  implying  a  higher  computational 
complexity, which  in  fact may have  conditioned  their better  explicative  and predictive potential 
(CEXPGR,  CUBSPL,  CURVES,  DJKSTR, HAYSHI,  INVQPOL,  LGMWEIB, MILKBOT, NELDER, 
PARYLDENS, RATCUB,  and  3ORDLEG  for protein,  fat, dry matter,  and  lactose;  and LOGLOG, 














the adjusted determination coefficient while no significant difference was  found  for  the flexibility 
selection criteria (AIC, AICc, and BIC) when models comprised two, three, four, or five regressors. 
An  increasing  trend was described with each element added  to  the model  (mean  increase  for all 
components was 0.111 when model complexity increased from 2 to 3 parameters, of 0.036 from 3 to 
4 parameters and of 0.105 from 4 to 5 parameters, respectively). Regarding the flexibility selection 




resulted  in  the best‐fitting model. This better performance could be attributed  to  the  inclusion of 
logarithms, powers, and exponents or sine and cosine elements in the model, as it was also reported 
for other models  tested  such  as Cubic  (CUBIC), Cubic Spline  function with one knot  (CUBSPL), 
Quadratic cum log model (QDCMLOG), Grossman (GROSMN), Dijkstra (DJKSTR), Quadratic model 
(QUADRT), Quadratic model Dave (DAVE), Quadratic spline function with one knot (QUADSPL), 
Dhanoa  (DHANOA), Parabolic  exponential model  and Parabolic, Sikka  (PEMSIK), Ratio Cubics/ 
Partial  Fraction  with  Cubic  Denominator  (RATCUB),  Singh  And  Gopal  (SIN&GOP),  Cappio 
Borlino/biexponential  (CAPBOR), Asymptotic  Regression,  Lactation modification  of Metcherlich 
Law  of Diminishing  Returns  or  Exponential  growth model  (METLAW), Morgan Mercer  Florin 
(MORMFLO), Wilmink’s exponential (WILMINK), and Wood (WOOD), which reported very close 




for  the  specific  computation  of  peak  and  persistency  following  the  methods  proposed  in 
Supplementary Materials Table S1 are shown in Supplementary Materials Table S16. 














Sum of Squares  0.237  0.128  0.164  0.234  0.184 
df  3  3  3  3  3 
Mean Square  0.079  0.043  0.055  0.078  0.061 
F  4.78  6.102  4.479  3.361  4.461 
Sig.  0.007  0.002  0.009  0.029  0.009 
Bayes Factor  2.173  8.367  1.536  0.451  1.564 
2 elements models 
Posterior Mean 
0.215  0.130  0.153  0.312  0.136 
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0.342  0.217  0.241  0.454  0.259 






0.389  0.242  0.289  0.479  0.277 






0.497  0.341  0.391  0.588  0.381 

























In  the  context  of  studies  seeking  the  understanding  of  the  genetic  background  behind  the 
lactation curve shape parameters, Santos et al. [50] suggested the models using the ALISCH function 
for the additive genetic and permanent environmental effects can be adopted, as little variation is 
observed  in  the genetic parameter estimates compared to those estimated by models using  the B‐
spline function. Again, Santos et al. [50] reported ALISCH usually outperform other models, such as 
WOOD,  especially  in  different  scenarios  of  data  distribution  [51],  although  it  tends  to  generate 




of  the  lactation  compared  to middle  stages;  hence,  shortcomings  of  extrapolating  relationships 
between traits (either yield or composition) and days in milk (DIM) beyond their known range of 
validity may occur when models are fitted [52]. 
Grossman and Koops  [53] also addressed an additional  theoretical  issue, common  to several 
models used to fit lactation curves, which is the fact that the whole lactation is often considered as a 
single process. These authors introduced the assumption that lactation may result after the sum of 
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two  different  overlapping  phases.  The  diphasic  model  (two  linear  and  two  quadratic  logistic 
functions) has estimated theoretical durations of the two overlapping phases of approximately 200 
and 410 days. As a result, multiphasic models are characterized by a  large number of parameters 
(three  for each phase), thus requiring a greater number of  tests  to achieve a convenient degree of 
fitness, as  in  the case of average curves and extended  lactations  [5], which have been reported  to 






somatic  cells  in  milk  were  9,756,000  sc/mL,  which  means  some  of  the  goats  considered  may 















models were  fitted derive  from  the specific deformation of  two basic shapes  (typical or atypical). 








According  to  Palacios  Espinosa  et  al.  [63]  and  Buttchereit  et  al.  [49],  the Ali  and  Schaeffer 




logarithmic  shapes  included  in  computational methods  promote model  fit,  but  also  exponential 
shapes, as  it was  supported by our  results  for Adj. R2 and Adj. R2 SD with  the models of Cubic 
(CUBIC), Cubic Spline function with one knot (CUBSPL), Quadratic cum log model (QDCMLOG), 
Grossman  (GROSMN), Dijkstra  (DJKSTR), Quadratic model  (QUADRT), Quadratic model Dave 
(DAVE), Quadratic  spline  function with  one  knot  (QUADSPL),  Dhanoa  (DHANOA),  Parabolic 
exponential  model  and  Parabolic,  Sikka  (PEMSIK),  Ratio  Cubics/Partial  Fraction  with  Cubic 
Denominator (RATCUB), Singh And Gopal (SIN&GOP), Cappio Borlino/biexponential (CAPBOR), 
Asymptotic  Regression,  Lactation  modification  of Metcherlich  Law  of  Diminishing  Returns  or 
Exponential growth model (METLAW), Morgan Mercer Florin (MORMFLO), Wilmink’s exponential 
(WILMINK), and Wood (WOOD). 
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According  to Palacios Espinosa  et al.  [63],  the parameters  related  to  the  fitting performance 
reported by  the Legendre polynomials were  lower  than  those obtained  for  the Ali and Schaeffer 
(ALISCH) function. This behavior was referred to by Ali and Schaeffer [57], who found it difficult to 
find biological reasons why the functions of the Ali‐Schaeffer and Legendre polynomials can detect 





milk produced by each goat  individually  to  the properties of  the model, which may  result  in  the 
improvement of its ability to capture the variability of the models compared to the rest. However, 
Meyer  [64]  reported  that  these better model adjustment  results can be balanced by  the  increased 
power of prediction or a decrease in explicative error, since random regression models using cubic, 
quadratic,  or  even  higher  polynomials  provide  erratic  and  unlikely  estimates  of  variance 






called  segmented polynomials,  have  also  been  studied. These  functions  are  curves  consisting  of 
individual  segments of  low‐grade polynomials  that merge at  specific points,  called knots. Spline 
functions can be modeled in different ways and, depending on the choice, reduce multicollinearity, 
are easy to estimate, and have a simple biological interpretation. 





the  knots.  Some  authors  recommend  that  knots  be  as  many  as  possible,  placed  at  maximum 
concentration points of records [65,66], even if such a criterion necessarily increases the number of 
records and function parameters. 




Therefore,  since  the  flexibility  selection  criteria  (AIC, AICc,  and BIC) were negligibly  lower  and 
statistically insignificant for CUBSPL than for ALISCH or QUADSPL, respectively, the ALISCH and 
PARYLDENS model remained preferable when individualized lactation curves are made. 





obtained  in our analyses may be  supported by  those of Macciotta et al.  [8], as moderate  to  large 














































properties,  in cases  in which models presented a slightly  lower number of parameters,  the  slight 
decrease  in  explanatory  ability was  compensated  by  the  inclusion  of  logarithmic  or  exponential 
elements, which  increased  the model’s computational complexity. This computational complexity 
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5. Conclusions 
Conclusively,  our  results  emphasize  that  even  in  limited  sample  size  contexts,  the ALISCH 
model’s superiority  in  the modelization of components (protein, fat, dry matter, and  lactose) may 
rather  be  ascribed  to  its  higher  computational  complexity  than  to  its  parametric  complexity. 
Parametric complexity may condition the variability capturing ability of models, but it may not alter 
or condition the better performance of models regarding flexibility criteria (AIC, AICc, and BIC). The 
PARYLDENS model’s more  successful  results when  fitting  for  total  somatic  cell  count may  be 
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