Abstract: This paper focuses on detecting the static eccentricity and bearing faults of a permanent magnet synchronous motor (PMSM) using probability distributions based on equal width discretization (EWD) and a multilayer perceptron neural network (MLPNN) model. In order to achieve this, the PMSM stator current values were measured in the cases of healthy, static eccentricity, and bearing faults for the conditions of three speeds and five loads. The data was discretized into several ranges through the EWD method, the probability distributions were computed according to the number of current values belonging to each range, and these distributions were then used as inputs to the MLPNN model.
Introduction
Permanent magnet synchronous motors (PMSMs) are more frequently preferred than other motors in industrial applications due to some advantages, such as a high efficiency and power factor, a high power-weight ratio, and a high torque-inertia ratio [1] . In PMSMs, as well as in other rotary machines, periodic maintenance increases motor life, but it is not sufficient for protecting the motor from faults. In recent years, applications engineers and scientists have focused on predictive maintenance instead of periodic maintenance.
The faults that occur in PMSMs can be classified as electrical faults (drive and winding failures), mechanical faults (bearings and eccentricity), and magnetic faults (demagnetization) [2] . Detecting these faults early and taking some precautions will reduce the costs of maintenance and repair as well as increasing operational safety.
Eccentricity faults in electric motors occur because of the unequal air gap between the stator and the rotor. The allowable eccentricity ratio of the manufacturer is between 5% and 10%. However, manufacturers try to reduce as much as possible the amount of eccentricity in order to minimize noise level and the vibration * Correspondence: mehmet.akar@gop.edu.tr that occurs in motors. Because of the increase in the amount of eccentricity, rubbing may occur between the rotor and stator windings or the stator core. Eccentricity occurs due to factors such as bending of the motor shaft, incorrect positioning of the motor couplings, and bearing wear [3] .
The bearing fault is another mechanical fault that can occur in PMSMs. This fault is usually caused by manufacturing defects, some environmental effects such as high temperature and humidity, and factors such as improper installation and insufficient lubrication [4] . Another reason for bearing faults that can be seen in PMSMs is the motor shaft voltages. While the selection of switching frequency high in the motor drive provides noiseless operation of the motor, it quickly causes defects in the bearings. Shaft voltages induced in the motor shaft over time cause a loss of dielectric of grease on the bearings, which leads to the pulsed currents circulating on the motor shaft. These currents produce deformations on the surface of the bearing [4, 5] .
Rosero et al. [5] monitored the motor current spectrum for the detection of eccentricity and bearing faults of a PMSM in an experimental study. In another study, the dynamic eccentricity in a PMSM was modeled using the finite element method, and the effects of faults on the current were investigated [6] . Roux et al. [7] monitored the voltage signal applied to the motor terminals as well as the motor current for static and dynamic eccentricity and magnet fracture faults. They carried out the diagnosis of faults using current and voltage spectra. Akar et al. [1] examined the effect of eccentricity faults on the motor current and torque signal in a PMSM. They used the coherence method on the current and torque signals, and revealed the features related to faults. Ebrahimi et al. [8] demonstrated the effect of static, dynamic, and mixed-eccentricity faults on the current spectrum. In another study, Ebrahimi and Faiz [9] monitored the spectrum component of electromagnetic torque signals for the detection of static, dynamic, and mixed eccentricity components. Rosero et al. [10] investigated eccentricity faults in a PMSM operating in the conditions of nonstationary speed using the discrete wavelet transform method. The results obtained from their simulation and experimental study showed that their method can be used successfully for the detection of eccentricity faults. Jongman et al. [11] proposed a new offline method, an inverter-embedded technique, for the detection of demagnetization and eccentricity faults. In their proposed method, the d-axis is excited whenever the motor is stopped using an ac-dc signal, and the variation in the inductance pattern due to demagnetization or eccentricity faults is used to detect these faults. Torregrosa et al. [12] investigated the acoustic variations and torque oscillations caused by partial demagnetization and eccentricity faults occurring in the motor. Ebrahimi and Faiz [13] detected static and dynamic eccentricity faults by monitoring the magnetic field and vibration in a 2D and 3D-modeled PMSM. Li et al. [14] diagnosed the bearing faults occurring in the PMSM by using an independent multiscale principal component analysis and the least squares support vector machine methods together. In another study for the detection of bearing faults, the flux density and bearing friction coefficients were obtained from a robust and dynamic model created for a faulty situation [15] . Akar and Cankaya [16] used current and voltage frequency spectra to detect static eccentricity.
However, most of these studies in the literature focus on the detection of motor faults using the features in the frequency domain. In order to obtain high resolution and accurate results in the frequency domain, a large number of data must be buffered. In this study, our approach is based on the time domain, and therefore the complexity of computation is more suitable for real-time applications. The main advantages of this study are that it does not need extra hardware because of running in time-domain, and the proposed method has a very high classification success rate in the case of maximum class purity. Since frequency domain methods do not need to be used, the study also presents a different point of view for detection of faults in an electrical motor.
In the paper, we detect the cases of healthy, static eccentricity and bearing faults in a PMSM by applying the equal width discretization (EWD) method based on probability distributions of datasets of these cases into a multilayer perceptron neural network (MLPNN) model. The EWD-based probability distributions approach was firstly used for the detection of epileptic seizures from EEG signals in a study by Orhan et al. [17] . In the approach, the data were discretized by using the EWD method, the probability distributions for dataset of each case were obtained by finding the number of data points within each discretized interval, and these distributions were used as inputs to MLPNN in order to detect the cases of PMSM fault. A block diagram of the study is shown in Figure 1 . 
Motor current data acquisition and experimental study
The PMSM, whose parameters are given in Table 1 , was controlled by the closed loop speed control mode and driven by pulse width modulation (PWM) inverter. n max = 9000 rpm, n n = 3000 rpm
The motor used in the experimental study was driven by a Sinamics CU310DP inverter, and while loading the motor the Foucault brake was used. Depending on the applied voltage applied to the Foucault brake and its drawn current, it produced a load torque between 0 and 20 Nm. Since nominal torque of the motor used in the experiment was 2.6 Nm, the motor could be easily loaded at the desired ratio. In the experimental study, the motors representing three situations (healthy, eccentricity, and bearing faults) in the conditions of low, medium, and nominal speed (600, 1800, and 3000 rpm) and different load levels (0%, 25%, 50%, 75%, and 100%) were operated and motor currents were recorded in a sampling frequency of 8 kHz over 4 s. The data acquisition process was carried out by the interface of the used inverter and its own current sensor. Then, the experimental procedure was repeated for static eccentricity and bearing faults created in the motor artificially. A block diagram of the measurement system of the PMSM and the motor test bench are shown in Figures 2 and 3, respectively [1] . Figure 2 shows a typical PMSM drive with a speed controller, a PWM inverter, speed feedback, and current controllers in the dq-axis (rotor rotating reference frame) [1] . The reference speed command is given (ω * r ), compared with the actual speed ( ω r ), and then a proportional-integral (PI) controller is applied to the speed error signal. The output of the speed controller is a torque reference command, and it is equal to the A 6204ZZ bearing (the outer and inner diameters are 47 and 20 mm, respectively, the thickness is 14 mm, and its structure is deep groove ball) was used in the experimental study. In order to simulate the possible faults that may occur in bearings, we focused on four different fault types (inner race, outer race, and cage and ball defect). A particular part of the outer cage of the used bearing was cut, and a hole of 4 mm diameter in the inner cage was created so that outer and inner ring faults occurred in the bearing. Similarly, the bearings subjected to the aforementioned faults were obtained by damaging the balls in the bearings and the cage holding the balls. All bearing faults are shown in Figure 4 . 
Feature extraction
In this study, the faults of the PMSM were detected by using the probability distributions based on EWD offered in [17] . Discretization methods are very important preprocessing approaches for machine-learning methods since they simplify the information, reduce the computational complexity, and improve the inference algorithm performance. These methods divide a continuous attribute into several ranges, label them with different values, and assign the data points to these labels. They are used for clustering of data points in the noncontinuous digital signals. In general, the effectiveness of a discretization method depends on the algorithm used and the number of ranges. There are many discretization algorithms: equal width, equal frequency [19, 20] , statistic test [21] , information entropy [22] [23] [24] , and clustering-based discretization [25] .
In this study, we used the EWD method to find the probability values in discrete intervals of the current signals of the PMSM. To achieve this, the current signals of the PMSM were divided into k ranges between the minimum (v min ) and maximum ( v max ) values on the amplitude axis. Each range had the width of:
and its cutoff points became
After the discretization of the current signals using EWD, the probability of the j th signal belonging in the i th range was calculated by
where S ij is the number of samples of the j th current signal belonging to the i th range, S j is the number of samples of the j th current signal, and n is the number of current signals. Figure 5 shows an example of the probability distributions of several current signals taken from the data.
The probability values exist only within the ranges k of 1, 2, and 10 for the healthy dataset; 1, 2, and 4 for the static eccentricity dataset; and 1, 5, 6, 7, and 10 for the bearing faults dataset. These differences in the probability distributions of the signals provide a higher rate of classification successes. 
Classification
After the feature extraction step, the extracted properties are used as the inputs of a classifier. The classifier used in the study is a MLPNN. The MLPNN has a very classical model structure because it is the beginning of the neural networks. Generally, it has architecture with at least 3 layered neurons, as shown in Figure 6 . In the first (input) layer, by multiplying the inputs with some weights, they reach the second (hidden)
layer. Each neuron in the hidden layer is the sum of the incoming weighed inputs (x i * w ij ) and sends the summation into its activation function. Lastly, every neuron in the output layer processes the outputs of the hidden layer as in the hidden layer. Producing an output value by the network is called feed forward. In a feed forward operation, the output value of each neuron is calculated by
where x i is the ith input, w ij is the weight between the i th input and the j th neuron, and f is an activation function used to provide nonlinear solutions. The training of the network depends on the error amount in the network output. The most frequently used training algorithm is the generalized delta rule algorithm. It adjusts the weights between neurons with the help of the error in the output. To distribute the output error to weights, the equation below is used:
where y(t) is the computed output, d(t) is the desired output in the dataset, ∆w(t) is updating amount of the weight, ∆w(t-1) is updating amount of weight in the previous iteration, α is the momentum coefficient, and η is the learning rate. At first, the energy of the output error is calculated, and then the distribution ratio of the error energy into each weight is determined. In the training procedure, there are some parameters that need to be managed, such as the learning rate and momentum coefficient. Additionally, the activation function for the neurons should be selected according to the problem. Although all of these replaceable parameters can improve the performance of the system, the network should be created again and again because it starts with random initial values.
Experimental results
In this study, we detected whether a PMSM is healthy or faulty, and the eccentricity or bearing faults that occur in the PMSM. The healthy and fault datasets of the PMSM were measured in the conditions of 600, 1800, and 3000 rpm speed, and also 0%, 25%, 50%, 75%, and 100% load. Each dataset was discretized by the EWD method for different k values, and their probability distributions for each dataset were computed according to the number of data points within the discretized ranges. For all experiments, the computed probability distributions were used as the inputs to the MLPNN model without any hidden layer. The MLPNN model was used in all experiments since it achieved the best detection successes. This model was trained using the generalized delta rule learning algorithm since it gave better results than other learning algorithms [26] . In the study, MATLAB was chosen as the software development environment that was authorized to manage some parameters such as the momentum coefficient and learning rate. When MATLAB managed these two parameters, it assigned them some initial values (learning rate = 0.01 and momentum coefficient = 0.9). However, according to the gradient descent algorithm, the values change depending on the iteration number. A hyperbolic tangent function was chosen as the activation function for the MLPNN. The model used was validated using a 10− fold cross validation method. The basic aim of the 10-fold cross validation method is to illustrate the generalization of classification success by using available data, and it is one of the most widely used methods for generalizing the results of classifiers. In the experiments, the used data were grouped into 10 subsets. One of the 10 subsets was selected as the test dataset for testing the model, and the others were used for the training and validity datasets. This process was repeated 10 times for each subset. Then the generalized success of the model was computed by averaging 10 results obtained from the test datasets. In the study, we applied the generalized delta rule learning algorithm to our methodology and its number of iterations was fewer than 1000. The proposed method was repeated 100 times for each experiment, and the average of total correct classification (TCC) successes was taken for all experiments. TCC success is the combination of specificity and sensitivity parameters [19, 27, 28] and it is the proportion of the number of correctly classified decisions (TN + TP ) to the number of all cases (TN + FN + TP + FP ):
Sensitivity is the proportion of the number of true positive (TP ) decisions to the number of actually positive cases (TP + FN ), and specificity is the proportion of the number of true negative (TN ) decisions to the number of actually negative cases (TN+FP ):
, and Specif icity
where TP is the number of true class events correctly detected as true class, FP is the number of false class events incorrectly detected as true class, TN is the number of false class events correctly detected as false class, and FN is the number of true class events incorrectly detected as false class.
In the study, we implemented 18 different experiments, which are given in detail as follows: Experiment 1. Detection of bearing faults in the load of 100% and the speed of 3000 rpm.
Experiment 2.
Detection of bearing faults in all loads (0%, 25%, 50%, 75%, and 100%) and the speed of 3000 rpm.
Experiment 3.
Detection of bearing faults in the load of 100% and the speeds of 1800 and 3000 rpm.
Experiment 4.
Detection of bearing faults in all loads (0%, 25%, 50%, 75%, and 100%) and all speeds (600, 1800, and 3000 rpm).
Experiment 5.
Detection of bearing faults in the load of 100% and the speeds of 600, 1800, and 3000 rpm.
Experiment 6.
Experiment 7.
Detection of eccentricity faults in the load of 100% and the speed of 3000 rpm.
Experiment 8.
Detection of eccentricity faults in all loads (0%, 25%, 50%, 75%, and 100%) and the speed of 3000 rpm.
Experiment 9.
Detection of eccentricity faults in the load of 100% and the speeds of 1800 and 3000 rpm.
Experiment 10.
Detection of eccentricity faults in all loads (0%, 25%, 50%, 75%, and 100%) and all speeds (600, 1800, and 3000 rpm).
Experiment 11.
Detection of eccentricity faults in the load of 100% and the speeds of 600, 1800m and 3000 rpm.
Experiment 12.
Experiment 13.
Detection of all faults (bearing and eccentricity) in the load of 100% and the speed of 3000 rpm.
Experiment 14.
Detection of all faults (bearing and eccentricity) in all loads (0%, 25%, 50%, 75%, and 100%) and the speed of 3000 rpm.
Experiment 15.
Detection of all faults (bearing and eccentricity) in the load of 100% and the speeds of 1800 and 3000 rpm.
Experiment 16.
Detection of all faults (bearing and eccentricity) in all loads (0%, 25%, 50%, 75%, and 100%) and all speeds (600, 1800, and 3000 rpm).
Experiment 17.
Detection of all faults (bearing and eccentricity) in the load of 100% and the speeds of 600, 1800, and 3000 rpm.
Experiment 18.
The detection accuracies of the experiments given in detail above are shown in Table 2 . Table 2 , the tested approach reached 100% in the full load and 3000 rpm speed condition. In contrast, it reached the lowest success rate when all load and speed conditions were used together. As a result, this method provided the highest success in full load condition for the speed of 3000 rpm in the detection of the PMSM faults. As is known, the basic classification process is performed on the 2-class datasets. Many classifier algorithms attain the best results since they are developed for the mentality based on 2-class datasets. Therefore, all the experiments in this study were arranged for 2-class problems. To this end, different class datasets combined in a single class were labeled as the same class dataset. The results of the proposed method for these datasets are illustrated in Table 2 . In particular, our approach achieved a high success rate for high speed and full load conditions, which demonstrated that not only is the method capable of very high efficiency but also that the datasets had good class purity. However, because of decreasing class purity, the mixture of a different class of datasets in the other speed and load conditions (0%, 25%, 50%, 75%, and 100%) gradually decreased the classification successes. These results showed that the proposed method is suitable for the classification of PMSM faults in high speed and full load conditions.
Conclusions
In this paper, we used EWD-based probability distributions of the dataset measured from a PMSM and a MLPNN classifier in the detection of eccentricity and bearing faults. We implemented 18 experiments in different load and speed conditions to evaluate the performance of the proposed model in the detection of the faults. In the experiments, the classifier model achieved a detection success of 100% for the full load condition at the speed of 3000 rpm in the detection of PMSM faults (bearing, eccentricity, and both of them together), while it achieved the lowest success rate when all load and speed conditions were used together. One of the most important advantages of the presented model is that it does not require any additional cost for the user since there are current sensors already available in inverter-driven systems. In addition to their driver ability, the abilities of motor monitoring and fault detection can be given to the inverter by means of additional software, without any extra hardware requirements. As a result, we showed that the proposed model resulted in satisfactory detection accuracies. Therefore, we suggest that the model used in this study can be used as a diagnostic decision support mechanism in the detection of PMSM faults.
