Abstract. Lloyd algorithm originated in the context of optimal quantization and represents a fixed point iteration for computing an optimal quantizer. Reducing average distortion at every step, it constructs a Voronoi partition of the domain and replaces each generator with the centroid of the corresponding Voronoi cell. Optimal quantization is obtained in the case of a centroidal Voronoi tessellation (CVT), which is a special Voronoi tessellations of a domain Ω ∈ R d having the property that the generators of the Voronoi diagram are also the centers of mass, with respect to a given density function ρ ≥ 0, of the corresponding Voronoi cells. Lloyd iteration is currently the most popular and elegant algorithm for computing CVTs and optimal quantizers, but many questions remain about its convergence, especially in d-dimensional spaces (d > 1). In this paper, we prove that any limit point of the Lloyd iteration in any dimensional spaces is non-degenerate provided that Ω is a convex and bounded set, and ρ belongs to L 1 (Ω) and is positive almost everywhere. This assures that the fixed point map remains closed and hence the standard theory of descent methods guarantees weak global convergence of the Lloyd iteration to the set of non-degenerate fixed-point quantizers. While previously only conjectured, the convergence properties of the Lloyd iteration are rigorously justified under such minimal regularity assumptions on the density functional. The results presented in this paper go beyond existing convergence theories for CVT and optimal quantization related algorithms and should be of interest to both mathematical and engineering communities.
Introduction. Given an bounded domain Ω ∈ R
d and a set of distinct points Z = {z i } n i=1 ⊂ Ω. For each point z i , i = 1, . . . , n, define the corresponding Voronoi region V i (Z), i = 1, . . . , n, by V i (Z) = z ∈ Ω | |z − z i | < |z − z j | for j = 1, · · · , n and j = i where | · | denotes the Euclidean norm in R d . Clearly V i (Z) ∩ V j (Z) = ∅ for i = j, and ∪ n i=1 V i (Z) = Ω so that {V i (Z)} n i=1 is a tessellation of Ω. We refer to V(Z) = {V i (Z)} n i=1 as the Voronoi tessellation (VT) of Ω associated with the point set Z. A point z i is called a generator; a subdomain V i (Z) ⊂ Ω is referred to as the Voronoi region corresponding to the generator z i . It is well-known that the dual tessellation (in a graph-theoretical sense) to a Voronoi tessellation of Ω is the so-called Delaunay triangulation (DT). All Voronoi regions V i (Z)'s are convex (especially convex polygons/polyhedra except their part on the boundary) if Ω is convex.
Given a density function ρ(z) ≥ 0 defined on Ω, for any region V ⊂ Ω, define c V , the mass center or centroid of V by of Ω, define the energy by E(Z, V) = Then it can be shown that E is minimized only if (Z, V) forms a CVT of Ω [4] . Notice that (Z, V) still may not be a minimizer of E although (Z, V) is a CVT. For some properties of the minimizers of the energy functional E (i.e., CVTs or optimal quantizations), see discussions in [4, 2, 22] . Although the energy E may not be directly identified with the energy of some physical system, it is often naturally associated with quantities such as error distortion, variance and cost in many applications. Currently the most popular and effective algorithm for construction of CVTs is the so-called Lloyd algorithm [18] that is a simple iteration between constructing Voronoi diagrams and mass centroids. Algorithm 1.1. (Lloyd Algorithm) Given a domain Ω, a density function ρ(x) defined on Ω, and a positive integer n.
0. Select an initial set of n points Z = {z i } n i=1 on Ω; 1. Construct the Voronoi regions V(Z) = {V i (Z)} n i=1 of Ω associated with Z; 2. Determine the centroids of the Voronoi regions V(Z); these centroids form the new set of points Z; 3. If the new points meet some convergence criterion, return (Z, V(Z)) and terminate; otherwise, goto step 1. The Lloyd algorithm also coincides with the simplest version of the k-means algorithm in clustering and quantization fields [10, 12, 18, 16] . A commonly used stopping criterion is to test whether Z k − Z k−1 ≤ ǫ holds for some predefined tolerance ǫ at some iteration k. It is worth noting that the energy E(Z, V(Z)) decreases monotonically along Lloyd iteration. Some acceleration scheme based on multigrid techniques are proposed in [6] . A probabilistic version of the Lloyd method for computing CVTs and its parallel implementation have also been studied in [14] . One famous generalization in the vector quantization setting is the Linde-Buzo-Gray (LBG) algorithm [17] , widely used in statistics and data mining applications.
Since Lloyd's pioneering work, many studies have been made on convergence properties of the Lloyd iteration [4, 7, 15, 19] , and despite its long history and wide popularity in many applications, it is far from being complete. Many researchers addressed the question of existence and uniqueness of an optimal quantizer. Most notably, in [9] and later in [25] and [15] , it was shown that Lloyd method is a local contraction (thus locally convergent) in the one dimensional space when the density function is logarithmically concave. This result was reiterated in [4] with a much simpler proof. In [26] , this result was extended to all differential and positive densities in the one-dimensional setting of scalar quantization. A different approach was used in [7] , where the fixed point map was shown to be closed and a weak global convergence result was presented for all continuous and positive density functional along with some numerical studies and precise theoretic estimates of the local convergence rate.
In higher dimensions, convergence results are much more limited. For discrete distributions, the algorithm is shown to converge and, moreover, reach a CVT in a finite number of steps [21, 11] . In the case of continuous distributions, [11, 24] show convergence of the energy functional by defining the value of the Lloyd map on degenerate points. In order to ensure that the algorithm is closed, this requires that degenerate points be defined as fixed points in the definition of the algorithm. So, while standard theory of descent methods ensure that this extended Lloyd algorithm will converge to a fixed point, these limit points could be degenerate. We seek to apply the theory of descent methods to the Lloyd algorithm without any extension to degenerate points. This makes sense as it will be shown that points of degeneracy maximize the energy in some sense. Moreover, this is necessary in order to ensure that limit points are in fact CVTs.
In this paper we prove that for an arbitrary, positive density function under a mild L 1 regularity assumption, the fixed point mapping remains closed, which guarantees weak global convergence of the Lloyd iteration. Although we rely on the standard global convergence theory for descent algorithms the way discussed in previous investigations ([24] , [25] etc), we take a more direct approach of rigorously justifying the non-degeneracy of the limiting and intermediate iteration points, the fact that much simplifies the analysis of the method and that escaped rigorous treatment until now. These results ensure that Lloyd iterates do not approach degenerate points and that any limit point of the algorithm is a CVT with n distinct generators.
The rest of the paper is organized as follows. In section 2, we introduce some necessary notations and give an overview of some relevant results and properties. In subsection 3.1, we derive precise estimates on the distance from a centroid to the boundary of the domain and obtain an upper bound on the difference of two Voronoi regions. In subsection 3.2 we present the proof of non-degeneracy of the limit points of the Lloyd iteration, followed in The fact that ρ is positive almost everywhere means M (V ) > 0 if m(V ) > 0. We also defineΩ n as follows:
The so-called Lloyd map is the function T :Ω n →Ω n that takes a tuple of generators into the tuple of the centroids of its Voronoi regions (exactly the iteration used in the Lloyd algorithm). More precisely, let T = (T 1 , · · · , T n ), then for any Z ∈Ω n ,
The Lloyd map is continuous fromΩ n toΩ n [4, 7] , but not defined onΩ n \Ω n . The Lloyd algorithm is then the process generating a sequence of point sets:
Clearly, the resulting Lloyd iterates are bounded. For any Z ∈Ω n , the quantization energy is defined as
The quantization energy function is also continuous onΩ n . Furthermore, this energy can be extended continuously to Ω n . When Z ∈Ω n , the value of G is given by the same formula except we consider Z without duplicate components. For example, in the case of n = 2, if Z = (z 1 , z 2 ) and z 1 = z 2 , then
In the degenerate case, Z = (z 1 , z 1 ), then
The derivative of G inΩ n is given [4] by
and thus the set of critical points of G inΩ n is exactly the set of fixed points of the Lloyd map and thus is the set of CVTs.
For convenience of discussion, a more general energy H is defined in [7] as: for
Notice that H can not be continuously extended to (Ω n , Ω n ) like the function G. The
Lloyd algorithm is in fact a dual minimization process [7] : for any Z ∈Ω n ,
As long as ρ is positive almost everywhere, the above minimization problems in the right hand side both have a unique solution. Thus we have that
Uniqueness of the centroid implied by the positive density in a convex set ensures
The following definition of weak convergence will be used throughout the paper. Definition 2.1. Denote by σ(x, S) a distance between a point x ∈ Ω and a set S and by Γ the set of fixed points of T. We will say that the sequence of Lloyd iterates
In other words, the sequence of Lloyd iterates converges in a weak sense, if the energy values asymptotically approach some limit and the sequence of Lloyd iteration points approaches the set of fixed points of T.
In order to analyze global convergence of the Lloyd algorithm in general dimensional spaces, we recall the following result.
Theorem 2.1. [7, 20] If the iterates in the Lloyd algorithm stay in a compact set where the Lloyd map T is continuous, then the algorithm is weakly globally convergent, i.e., lim i→+∞ ∇G(Z i ) = 0 for the Lloyd iterates
starting from any initial guess (in other words any limit point of
is a critical point of G).
Theorem 2.1 was proved in [7] using the properties of H and the (Weak) Global Convergence Theorem stated in [20] . It was also shown in [7] and [26] that the Lloyd algorithm has to converge to the set of critical points of the energy in one dimensional space provided that ρ is strictly positive and smooth, but for higher dimensional cases, this question is still open, as discussed earlier in the introduction.
It has also never been rigorously justified that the set of limit points cannot contain more than one point, except for the case of log-concave density in one-dimensional case, restricting the convergence in the aforementioned result to the "weak" sense as given in Definition 2.1. Although we conjecture that a stronger convergence result can be obtained in most practical cases, this question requires a separate rigorous treatment, while at present we focus our attention on extending Theorem 2.1 to higher dimensions.
More precisely, the goal of this paper is to present a proof for the weak global convergence of the Lloyd algorithm in any dimensional space. We do this by showing that Lloyd method in R d is non-degenerate and hence it converges in the sense of Definition 2.1 for any L 1 density functions in any dimension.
3. Weak Global Convergence of Lloyd Iteration. In the following part of this paper, we assume the following conditions hold.
Assumption 3.1. 1) The domain Ω ∈ R d is a convex and bounded set with the diameter
2) The density function ρ belongs to L 1 (Ω) and is positive almost everywhere. Consequently, we have that
For the proof of weak global convergence of the Lloyd algorithm, we will show that any limit point of the algorithm is non-degenerate ( inΩ n ) and thus the iterates stay inside a compact set inΩ n . The weak global convergence of the algorithm will then follow from Theorem 2.1. This ensures that any limit point of the algorithm does in fact correspond to a CVT. Before these results can be shown, a number of technical intermediate lemmas must be shown. The goal of these lemmas is to estimate how the quantization energy changes between iterations of the Lloyd map when iterates approach the boundary ofΩ n . As iterates approach the boundary ofΩ n , some generator approaches the boundary of its Voronoi region. As all Voronoi regions are convex sets, it becomes important to bound the distance between the boundary and the centroid of a generic convex set in Ω with a prescribed mass.
3.1. Some lemmas. First, let us present a classic result from measure theory. Lemma 3.1. Let Assumption 3.1 be satisfied. Then for any ǫ > 0, there exists a constant η > 0 such that
The proof of this Lemma is given in the Appendix. For any ǫ ≥ 0, define
and Lemma 3.1 tells us that E ǫ is a nonempty set, so that
is well-defined and satisfies that η ǫ1 ≤ η ǫ2 if ǫ 1 ≤ ǫ 2 . It is also obvious that η ǫ > 0 if ǫ > 0. For a given ǫ ≥ 0, η ǫ is often difficult to compute, but here we only assert its existence. Now, we estimate the distance from the boundary to the centroid of a general convex set. The important feature of the estimate below is that lower bound on the distance between the centroid and the boundary of a general convex set only depends on the set through the mass of the set.
For any V ∈ Ω, let R V := diam(V ) denote the diameter of V (Clearly R V ≤ R Ω ) and define the V -dependent constant δ V by
4 . Then the following result holds:
Lemma 3.2. Let Assumption 3.1 be satisfied. Then for any convex set V ⊂ Ω, it holds that
where dist(c V , ∂V ) denotes the shortest distance from the centroid of V denoted by c V to the boundary of V . Proof. Without loss of generality, we assume that the origin is the nearest boundary point to the centroid c V and let c V have the coordinate (0,
The representation above has essentially reduced the problem to a similar one dimensional problem. To bound (3.4) from below, follow the following steps. In the first step, we find a set such that S f ρ (y d ) dy d is sufficiently large and f ρ is bounded below away from 0. Second, a lower bound on this Lebesgue measure of this set is found. Finally, the third step is to combine these estimate to get a lower bound on (3.4) in terms of the mass of V .
STEP 1: For any number µ > 0, define
V } and let L(S µ ) denotes the measure of S µ . First we have
, then the above inequality gives us
it is easy to deduce that
, and so that
Then, by Lemma 3.1, we obtain that
According to (3.5) and (3.6), we get
Notice that we also have
Combination of (3.7) and (3.8) gives us
(3.9) STEP 3: Using (3.4) and (3.9), we get
that completes the proof. Remark 3.1. If ρ ∈ L q (Ω) for some q > 1, then δ V can be selected such that it does not depend on the constant η M (V )/4 such as
2q/(q−1)
This follows from that fact that applying Hölder inequality to
and so that
where
. The next lemma is a local estimate on the difference in the quantization energy over a particular set with respect to different generators. For our purposes, it is important to compare the energy with respect to the centroid to the energy generated by a point near the boundary. To prove this, the previous lemma is essential: it ensures that the centroid is sufficiently far away from the boundary. This again leads to an estimate that depends on the particular convex set V through M (V ).
For any convex set V ⊂ Ω, let us define the V -dependent constant γ V by
Lemma 3.3. Let Assumption 3.1 be satisfied and V ⊂ Ω be a convex set. Then for any z ∈ V with dist(z, ∂V ) ≤ δV 2 , it holds that
10)
where c V is the centroid of V . Proof. First, from Lemma 3.2, it is obvious that
We have
and
Using (3.11) and (3.12), we go further and get
that deduces (3.10) and completes the proof. Before presenting the next lemma, we need to define some notation. For any point set Z ∈ Ω n , denote by Z i the i-th point of Z. Definition 3.1. Let k, n ∈ N. For any points Z ∈Ω k and Y ∈Ω n , define the
Then the natural definition of the distance between Z and Y is given by
This is a generalization of the regular Euclidean difference between to elements of Ω n to the case of vectors of a different length. This definition will come useful for us when we consider a degenerate set of generators in the proof of our main theorem. Provided this definition, let us consider the set theoretic difference of the two Voronoi tessellations generated by the vectors Z and Y as
This definition is illustrated in Figure 3 .1 below.
The next lemma for quantifies the fact that if two possibly degenerate points in Ω n are close together in the sense of Definition 3.1, then the corresponding Voronoi regions of these points are also close together in some sense. The appropriate measurement of how far apart these Voronoi regions are is the total mass of the difference of corresponding Voronoi regions.
Lemma 3.4. Let Assumption 3.1 be satisfied. where
Proof. Let us suppose that Y ∈Ω n and d(Z, Y) < δ for some δ > 0. Since Z ∈Ω k is fixed, let us define the constant d Z by
We let δ be small enough such that δ ≤ d Z 2 , then it is not difficult to verify that S i is a nonempty set for each 1 ≤ i ≤ k. From the Definition 3.1, it is also obvious that for any 1 ≤ i ≤ k,
For any y, if y ∈ V i (Z) − ∪ j∈Si V j (Y) (i.e., y ∈ V i (Z) and y ∈ ∪ j∈Si V j (Y)), then we will argue by contradiction that dist(y, ∂V i (Z)), the shortest distance from y to the boundary of V i (Z), satisfies 13) where α Z = 2
is a constant depending only on Z and R Ω .
Let us first assume that dist(y, ∂V i (Z)) ≥ σ. We will show that y ∈ ∪ j∈Si V j (Y). Take any 1 ≤ j ≤ k with j = i, without loss of generality, assume V i (Z) and V j (Z) are neighbor Voronoi cells. Notice that V i (Z) and V j (Z) are both convex polygons/polyhedra except the part belonging to the boundary of Ω, see Figure 3 .2 for illustration in two dimensional cases. One can easily verify that
Then, for any j ∈ S i and any m ∈ S l with l = i, it holds
This means y ∈ ∪ j∈Si V j (Y) and gives us a contradiction with y ∈ ∪ j∈Si V j (Y), so that the inequality (3.13) holds. Since V i (Z) ⊂ Ω is convex and diam(Ω) = R Ω < +∞, it holds that
Γ(d/2) denotes the hyper-surface area of an d-sphere of unit radius, see [3] for details. Then the inequality (3.13) with (3.14) implies that
and thus the result holds. Remark 3.2. In the case that ρ ∈ L q (Ω) for some q > 1, the Hölder inequality again can be used to find a δ ǫ in the above lemma which does not depend on the constant η ǫ/k such as
3.2. Non-degeneracy of limit points. Now, let us present our first important result.
Theorem 3.5. Let Assumption 3.1 be satisfied. Given n ∈ N and any initial point
be the iterates of Lloyd algorithm starting with Z 0 . Then any limit point Z of these iterates is is non-degenerate (i.e., Z ∈Ω n ). Proof. Let Z ∈ Ω n be any limit point of these iterates
. We will argue by contradiction that Z ∈Ω n . Let us first assume that Z = (Z 1 , · · · , Z n ) is degenerate, i.e., in the sense that several of its components are equal. Without loss of generality, assume that Z 1 = · · · = Z r for some 1 < r ≤ n.
Since Z i 's are Lloyd iterates, by the continuity of G on Ω n and the monotone decrease of G along Z i 's due to (2.2), we know
i.e., G(Z i ) monotonically decreases and converges to G(Z). LetZ ∈Ω k (k = n−r+1 < n) be the set of points in Z without duplication, i.e.,
, and β = η , and γ = αβ 
.
Obviously we have α, β, γ > 0 since V 1 (Z)) is a convex set with positive measure.
With (3.17) , (3.20) and (3.21), we have
that contradicts with the fact (3.15). We conclude that Z ∈Ω n , i.e., any limit point of the Lloyd iteration cannot be a degenerate point.
Theorem 3.6. Let Assumption 3.1 be satisfied. Given n ∈ N and any initial point
be the iterates of Lloyd algorithm starting with Z 0 . Then there exists a constant D Z 0 > 0 depending only on n, Ω, ρ and Z 0 such that for any i ≥ 0,
for all j, k ∈ {1, · · · , n} and j = k.
Proof. We will use the contradiction argument again. Let us assume that the theorem is not true, then ∀m ∈ N, there always exists an index i m , some j m , k m ∈ {1, · · · , n} and j m = k m , such that
Let us consider the subsequence {Z im } ∞ m=1 . Without loss of generality, assume the index set I = {i m } ∞ m=1 is a monotonically increasing sequence (otherwise we can do that by adding some restriction such as i k+1 > i k during choosing
has at most n(n − 1) different elements, so there exists a pair {(j * , k * )} ∈ JK that appears infinitely many times along the increasing of m and let us record their appearances by the increasing sequence {m 1 , m 2 , · · · } ⊂ N. This means that
Since {Z im p } are bounded, there always exists a convergent subsequence of {Z im p }, and assume Z is the corresponding limit point. Due to (3.22), we must have Z j * = Z k * , that means Z is a degenerate point. However, Z is also a limit point of the original Lloyd iterates {Z i } ∞ i=0 , according to Theorem 3.5, Z could not be a degenerate point. We then get a contradiction and so that the theorem holds.
Remark 3.3. In Theorem 3.6, we are only able to show existence of the lower bound of the distances between any pair of generators of all Lloyd iterates starting with Z 0 . For the one dimensional case, an explicit estimate was derived in [7] when the density function is strictly positive and smooth.
A direct consequence of Theorem 3.6 is the following corollary. 
is weakly convergent (i.e., lim i→+∞ ∇G(Z i ) = 0) and any limit point of
is also a non-degenerate critical point of the quantization energy G (and thus a CVT). (2) Moreover, it also holds that lim i→+∞ Z i+1 − Z i = 0. Proof. Using the result of Corollary 3.7, we see that we can define a compact set (away from the degenerate points) such that for any initial point Z 0 ∈Ω n , the Lloyd iterates (the images of the Lloyd maps) will stay in such a compact set. Thus, we can apply Theorems 2.1 and Corollary 3.7 to deduce the weak global convergence of the Lloyd iterations. The first part of the theorem is then complete with the help of Theorem 3.5.
From the Corollary 3.7, we also know that for any 1 ≤ k ≤ n and i ≥ 0,
Together with Lemma 3.1 and the assumption that ρ is positive almost everywhere, we know there exists some constant M * > 0 such that
Using the equation (2.1), we then get
Consequently, we get
which deduces the second part of this theorem. Theorem 3.8 in fact tells us that the Lloyd method always terminates under general practical stopping criteria.
4. Conclusions and Open Questions. In this paper, we prove that any limit point of the Lloyd iteration is non-degenerate provided that Ω is a convex and bounded set and ρ belongs to L 1 (Ω) and is positive almost everywhere in any dimensional spaces. It follows that, for every initial point set, the Lloyd iteration always approaches the set of non-degenerate critical points of the so-called quantization energy (which is exactly the set of CVTs). These results go beyond those presented in earlier papers; they enlarge the class of densities in the one-dimensional case and provide a stronger meaning to the statement of global convergence of the Lloyd iteration by eliminating the possibility of degeneracy. Although the proofs in their generality hold for all L 1 density functions, we have been able to provide a more constructive characterization for the constants δ V and δ ǫ in the case of L q , q > 1, which possess their own merit from practical point of view.
There are still some open questions. Throughout our proof, the convexity of Ω is required in many places. The first question is whether this condition is really necessary or can Ω be a nonconvex set with some constraints. Another question is under which conditions weak convergence transforms into a strong single limitpoint convergence. Also, it remains to explore whether the proof can be extended to replace the density function with a more general measure: ideally, it would be extended to a set of measures more general than those considered in [24] . Finally, it is also very meaningful and interesting to study the convergence properties of the Lloyd algorithm when the CVT is defined under some other error weighting functions, such as the very commonly used l 1 and l ∞ that arise in many engineering applications. The geometric proof provided here clearly provides room for such generalizations, however, the detailed analysis would complicate current presentation hence it is left to a separate treatment. These questions and generalizations are the focus of current research and will be addressed in subsequent publications. 
