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Abstract
We introduce a new method for studying universality of random matrices. Let
Tn be the Jacobi matrix associated to the Dyson beta ensemble with uniformly con-
vex polynomial potential. We show that after scaling, Tn converges to the Stochastic
Airy operator. In particular, the top edge of the Dyson beta ensemble and the corre-
sponding eigenvectors are universal. As a byproduct, our work leads to conjectured
operator limits for the entire family of soft edge distributions.
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1 Introduction
The goal of this paper is to introduce a novel approach to universality of randommatrices.
We consider Dyson’s beta ensembles: these are n random points on the real line with
probability density
1
Zn,β
e−βn
∑n
k=1 V (λk)
∏
j<k
|λj − λk|β, (1)
where V is polynomial, and we assume V ′′ ≥ cu > 0. We show that the distribution of the
top points converges to a universal limit that does not depend on V . There have been two
approaches to universality for such ensembles. The first, classical method (see the book of
Deift [9]) is based on asymptotics of the orthogonal polynomials, and is tied to the special
values β = 1, 2, 4. The more recent method, carried out in the bulk by Bourgade, Erdo˝s,
and Yau [2, 3], is based on the study the dynamics given by versions of Dyson’s Brownian
motion.
Just as in the classical method, our starting point is the theory of orthogonal poly-
nomials. Recall that for a probability measure π supported on exactly n points there
exists a unique n × n Jacobi matrix T (i.e., tridiagonal symmetric matrix with positive
off-diagonals), so that the spectral measure of T at the first coordinate vector e1 is π. Con-
sider the Jacobi matrix Tn = Tn(V, β) associated to the random measure with support
points picked form (1) and with independent Dirichlet(β/2, .., β/2) distributed weights
(8).
We study the structure of the matrix Tn and show that after scaling, it converges as an
operator to a unique random limit depending on β only. This, in particular, implies the
universality of the joint distribution of top eigenvalues: its limit does not depend on V .
Theorem 1. There exists a coupling of the random matrices Tn on the same probability space and
constants γ, ϑ, E depending on V only (and specified in Remark 4) so that a.s. we have
γn2/3(E − Tn)→ SAOβ
in the norm-resolvent sense: for every k the bottom kth eigenvalue converges the and correspond-
ing eigenvector converges in norm. Here E − Tn acts on Rn ⊂ L2(R+) with coordinate vectors
ej = (ϑn)
1/6
1[j−1,j](ϑn)−1/3.
For the special values of β = 1, 2, 4, Theorem 1 strengthens (to operator convergence)
some previously known results [8]. For those cases, (1) describes the eigenvalue distribu-
tion of a random matrix Υ with real, complex or quaternion entries, respectively. Then,
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Tn is simply Υ written in the basis given by the Gram-Schmidt procedure with input
e1,Υe1, . . . ,Υ
n−1e1.
The limiting object SAOβ of Theorem 1 is the Stochastic Airy Operator, a second order
differential operator with random potential defined by
SAOβ = − d
2
dx2
+ x+
2√
β
W ′(x). (2)
Here x 7→ W (x) is a standard Brownian motion, and SAOβ acts on a dense subset of
L2(R+)with Dirichlet boundary conditions. SAOβ was introduced in Rider, Ramirez and
Vira´g [18], where Theorem 1 was proved for V = x2/4, when Tn has a particularly simple
form found by Dumitriu and Edelman [11]. The GOE and GUE are special cases. The
paper [18] also establishes some basic criteria for the convergence of random tridiagonal
operators. The proof of Theorem 1 relies on [18], but apart from that and a few classical
facts about orthogonal polynomials it is self-contained.
The eigenvalue/eigenvector pairs (Λk, fk) of SAOβ can also be defined via the varia-
tional formalism. We iteratively define
Λk = inf
f⊥f0,...fk−1
f∈L
∫ ∞
0
[(f ′)2(x) + xf 2(x)] dx+
2√
β
∫ ∞
0
f 2(x)dWx, (3)
where L is the space of functions satisfying f(0) = 0,
∫∞
0
f 2 = 1, along with
∫∞
0
[(f ′)2 +
xf 2] < ∞. That working on the space L makes the stochastic integral in (3) sensible as
well as the form bounded below (almost surely) is one part of what is proved in [18].
The top eigenvalue of -SAOβ has the so-called Tracy-Widom-β distribution. The repre-
sentation (2) has been been used to study rank-one deformations, to give a quick deriva-
tion of the Painleve´ formulas for the TWβ distribution for β = 2, 4, [4] and for precise tail
bounds [10].
Most of this paper consists of the proof of Theorem 1, and we will conclude the in-
troduction with an outline and motivation. But first, a conjecture, which is supported by
further evidence in Section 13.
The empirical distribution of eigenvalues of Tn, without scaling, converge to the classi-
cal equilibrium measure form potential theory corresponding to V (see Remark 8 below).
The convexity and analyticity of V forces this measure to have a density which is decays
like x1/2 at the edges. As one might guess, this x1/2 is crucial for the SAOβ limit. When
V is analytic, the possible decay rates are x2k+1/2 for some integer k. We conjecture (see
Conjecture 45) that after scaling, Tn in this case converges to the random operator
Sβ,k = − d
2
dx2
+ x
1
2k+1 +
2√
β
x−
k
2k+1W ′(x).
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For β = 2 the eigenvalue limits have been studied in [6] via the Riemann-Hilbert ap-
proach.
1.1 Methods of the proof
To explain, begin with the β-Hermite ensembles, i.e. the case V = x2/4. For this case,
Theorem 1 had been conjectured to hold by Edelman and Sutton [12, 19]. Their reasoning,
as well as the rigorous proof in [18], makes essential use of the discovery by Dumitriu and
Edelman of a simple tridiagonal matrix model for the β-Hermite ensembles [11] (see also
the earlier work of Trotter [23] for the classical β case). Let
Hn =
1√
nβ


g1 χ(n−1)β
χ(n−1)β g2 χ(n−2)β
. . . . . . . . .
χ2β gn−1 χβ
χβ gn


, (4)
in which the gk are Gaussian random variable of mean 0 and variance 2, the χk are χ
random variables indexed by the shape parameter, and all variable are independent save
for the condition that Hn is symmetric. The fact is that the eigenvalues of Hn realize the
law (1) for V = x2/4 and all β > 0.
The heuristic behind the Edelman-Sutton conjecture can then be gleaned from the
asymptotic assessment: in distribution, χn−k ∼
√
n + k
n
+ g for a standard Gaussian ran-
dom variable g. One thus sees that, to leading order, the top corner of Hn− 2In resembles
the discrete second derivative operator. The corrections can be viewed as an additive po-
tential which is of type linear plus Gaussian noise. This heuristic guides the proof of [18]
in which the Stochastic Airy Operator is identified by showing that, after “centering” Hn
by the appropriate second derivative operator, the running sum of the process of entries
(the integrated potential) converges to 1
2
x2+ 2√
β
W (x). In this way Tracy-Widom limits are
obtained as a consequence of a simple functional central limit theorem.
Here we continue this approach. First, we establish a tridiagonal representation for
general V . In Proposition 2 we show that the diagonal (A1, . . . , An) and off-diagonal
(B1, . . . , Bn−1) entries of Tn have joint density
ce−nβH), where H = H(a, b) = tr(V (T ))−
n−1∑
k=1
(1− k/n− 1/(nβ)) log(bk). (5)
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It follows from the path expansion of tr(T ) that while the entries are not independent any
more, they have a certain Markov field property. Indeed, variables with indices that are
more that deg V/2 apart are conditionally independent given the variables in between.
Our goal is to prove the required central limit theorem and tightness conditions for these
variables.
The Markov field property suggests that one could understand the distribution of the
(A,B) through studying some equilibrium measure of a Markov chain. One issue is that
the distribution is not homogeneous in k. However, one expects that mixing happens rea-
sonably fast (in time log n). In particular, some local metastable equilibria will develop,
and that (A,B) will be close to these local equilibria. In Section 3 we will study the loca-
tion of these equilibria, and derive some properties of it.
Section 4 contains a far more extensive outline of the proof: we recall the criteria es-
tablished in [18] and outline how they will be applied. Essentially, we have to establish
tightness and a functional CLT for the variables A,B.
The first step is to give rough bounds on the minimizers of H . This is achieved in
Section 5. Then, in Section 6 we study the minimizers of versions of the Hamiltonian H
5, and their dependence on boundary conditions. In the next section we show that they
are close to the local minimizers studied in Section 3. In Section 8 we bound the random
variables (A,B), and in Section 9 we establish a Gaussian approximation.
One wrinkle is that first O(logn) stretch of (A,B) variables do not have a universal
behavior. As a (deg V/2 − 1)-Markov process, k 7→ (Ak, Bk) can be expected to require
O(logn) steps to achieve local equilibrium. Thus, we first study the submatrices T[c logn,n].
The effect of the truncation can be controlled by a rank-one perturbation. This is studied
in Section 10. In Section 11 we compute the parameters of the CLT, and in Section 12 we
complete the proof. Conjectures about the general (nonregular) edge case are discussed
in Section 13.
2 Tridiagonal models
Let T = T (a, b) denote the symmetric tridiagonal matrix with Ti,i = ai for i ≤ n and
Ti,i+1 = Ti+1,i = bi for i ≤ n− 1.
Recall that for a symmetric matrix M the spectral measure of M at a unit vector v is
the probability measure whose kth moment is 〈v,Mkv〉. In the below we take v and to be
the first coordinate vector e1.
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Proposition 2 (Matrix model). Let (A,B) be sampled from the density
exp
{
−nβ
[
tr(V (T ))−
n−1∑
k=1
(1− k/n− 1/(nβ)) log(bk)
]}
. (6)
Then the eigenvalues of Tn = T (A,B) have joint density proportional to
exp{−nβ
n∑
j=1
V (λj)}
∏
j<k
|λj − λk|β.
Moreover, the weights q2i of the spectral measure µ :=
∑n
j=1 q
2
j δλj of T are independent with
Dirichlet(β
2
, . . . , β
2
) distribution.
Henceforth T will mean this random tridiagonal matrix and we shall assume that V
is a polynomial with even degree and positive leading coefficient. It is not hard to show
that in the classical β = 1, 2, 4 cases T has the distribution of the randommatrixM chosen
from the probability distribution
Z−1 exp(−nβTrV (M)) dM,
written in the orthonormal basis obtained from e1,Me1,M
2
e1, . . . via the Gram-Schmidt
procedure.
Proof. By definition, 〈T ke1, e1〉 =
∫
xkdµ(x) for any k ≥ 0. Consider this equation for each
0 ≤ k ≤ 2n− 1 and write them as
ℓ∏
j=1
b2j + fℓ(aj , bj; j < ℓ) =
n∑
j=1
q2jλ
2ℓ
j if k = 2ℓ
aℓ+1
ℓ∏
j=1
b2j + gℓ(aj, bj′ ; j < ℓ, j
′ ≤ ℓ) =
n∑
j=1
q2jλ
2ℓ+1
j if k = 2ℓ+ 1
Equate the Jacobian determinant with respect to (a, b) of the left side with the Jacobian
determinant of the right side with respect to (λ, q2) to find that,
2n−1
n−1∏
j=1
b
4(n−j)−1
j da1 · · · dan db1 · · · dbn−1 = det(M) dq21 · · ·dq2n−1 dλ1 . . . dλn
in which
M =


λ1 − λn . . . λn−1 − λn q21 . . . q2n
λ21 − λ2n . . . λ2n−1 − λ2n 2q21λ1 . . . 2q2nλn
...
...
...
...
...
...
λ2n−11 − λ2n−1n . . . λ2n−1n−1 − λ2n−1n q21(2n− 1)λ2n−21 . . . q2n(2n− 1)λ2n−2n

 .
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Note here that
∑n
k=1 q
2
k = 1. A special case of the confluent Vandermonde determinant
identity [17] yields
det(M) =
n∏
i=1
q2i
∏
i<j
(λi − λj)4.
Further, there is the identity
n−1∏
k=1
b
2(n−k)
k =
n∏
i=1
q2i
∏
i<j
(λi − λj)2, (7)
see for example Section 3.1 of [9], expressing the bk in terms of the spectral measure of T .
It follows that, the measure with density exp {−nβ tr(V (T ))}∏n−1k=1 bβ(n−k)−1k on (a, b)
transforms to the measure(
e−nβ
∑n
k=1 V (λk)
∏
i<j
|λi − λj |β dλ1 · · · dλk
)(
n∏
k=1
qβ−2k dq
2
1 · · · dq2n−1
)
(8)
for (λ, q2). In particular, λ and q are independent, q2 has Dirichlet distribution with pa-
rameters (β
2
, . . . , β
2
), and λ has the desired Coulomb gas distribution.
Lemma 3 (UniformConvexity). The function (a, b) 7→ tr V (a, b) is convex or uniformly convex
along with V . That is, its Hessian is bounded below by cuI for cu = minx V
′′(x).
Proof. That tr(V (a, b)) is convex follows from Chandler Davis’s theorem [7]: any convex
function of the eigenvalues is also a convex function of the entries. For uniform convexity,
write V = V˜ (x) + cux
2/2, where cu = minx V
′′(x).
With now V (a, b) := tr V (a, b) it follows that
H = H(a, b) = tr(V (T ))−
n−1∑
k=1
(1− k/n− 1/(nβ)) log(bk), (9)
shares its convexity properties with V as long as β ≥ 1. For β < 1 the same is true for
H restricted to the coordinates with indices k ≤ n− 1/β with the remaining (a, b)-values
viewed as fixed.
3 Local minimizers
Intuitively, to first order the variables (A,B) should be close to the global minimizers
(a◦, b◦) of the Hamiltonian H , recall (9). Recall also that for β < 1, this minimizer is
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understood to be subject to the “boundary” condition bk = 0 for k > n − 1β . The ac-
tual minimizers are difficult to characterize, but, as will show, for indices away from the
boundaries they are locally close to constant functions. The goal of this section is to de-
scribe these constants.
Introduce the local Hamiltonian: for fixed x,
H(x) = H(x)(a, b) = tr(V (C))−
n∑
k=1
(1− x) log(bk) (10)
where C is the symmetric circulant matrix with main diagonal given by the a’s, first off-
diagonal given by the b’s and zeros elsewhere. This definition aims to mimic the local
behavior of H around the index about k = xn.
SinceH(x) is convex, it has a unique minimizer; since a rotation of the indices does not
change H(x), it follows that for the minimizer, all of the ai’s have to be equal, and also all
of the bi’s have to be equal. Assuming this, note that as long as n > deg(V ), the expression
H(x)(a, b)/n does not depend on n. Thus the location of the minimum
(a† = a†(x), b† = b†(x)) ∈ R2 (11)
does not depend on n. As functions of x ∈ [0, 1] these define the local minimizers. We will
also have reason to consider:
a†k = a
†(k/n + 1/(nβ)), b†k = b
†(k/n+ 1/(nβ)), (12)
the local minimizers corresponding to index k.
More concretely, introduce the function
W (a, b) =
1
dimC
tr V (C),
assuming dimC > deg V . Then a†(x), b†(x), minimize the expression
W (a, b)− (1− x) log b. (13)
The functionW may also be written as in
W (a, b) = [1]V (a + b(z + 1/z)) (14)
where [1] denotes the coefficient of the constant term in the Laurent series in z. One
way to understand (14) is by counting random walk paths. Another is to note that C0,1
corresponds to the sum of the left and right shift operators on the discrete circle. In the
Fourier basis it corresponds to by the multiplication operator of z + 1/z, and traces of
multiplication operators are given by the constant term.
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Remark 4 (Constants in the main theorem). We can now specify the constants γ, ϑ, E in
Theorem 1 for easy reference. With a†(x), b†(x) defined quickly by (13, 14), we have τ =
−(a†)′(0)− 2(b†)′(0), γ = (b†(0))−1/3τ−2/3 ϑ = b†(0)/τ , and E = a†(0) + 2b†(0).
For the rest of this section, we will drop the † from the local minimizers. The most
basic properties of the local minimizers as function of x are captured in the following.
Proposition 5. The minimizers x 7→ a(x), b(x) ofW (a, b)− (1−x) log b are unique and analytic
as functions of x ∈ (−∞, 1). Furthermore, they are continuous from the left at x = 1 with
b(1) = 0.
Proof. Again, uniform convexity implies that (a(x), b(x)) are well-defined and unique.
This is true even as local extrema; there cannot be local maxima and inflection points.
Differentiating (13) we get that, at (a(x), b(x)):
W1(a(x), b(x)) = 0, W2(a(x), b(x))− (1− x)/b(x) = 0. (15)
Here the indices denote partial derivatives in the a and b variables.
Thinking of these as a pair of functions f of a, b, x, the 2 × 2 Jacobian matrix in a, b is
exactly the Hessian ofW − (1− x) log b. By uniform convexity (Lemma 3) this is bounded
away from zero for a ∈ R, 1 − x, b ≥ ǫ and hence also for some complex neighborhood
of these sets. The analytic implicit function theorem now implies that (a(x), b(x)) is an
analytic function of x ∈ (−∞, 1). Note that when V (x) = x2, we have b(x) = 1
2
√
1− x,
and analyticity breaks down at x = 1.
Next, differentiating the version
W1(a(x), b(x)) = 0, b(x)W2(a(x), b(x)) = 1− x
of (15) we get
a′W11 + b′W12 = 0, (a′W21 + b′W22)b+ b′W2 = −1. (16)
As W11 > 0 by uniform convexity, it follows from the first equation of (16) that b
′(x) =
0 implies a′(x) = 0, but this would contradict the second equation of (16). From the
optimization problem (13) it is also clear that as x → −∞, we get b(x) → ∞, so b′(x) < 0
for all x < 1.
Last, since W is an even function of b, we see that b(1) = 0. Testing the minimizer
against a = a(1), b = 1− x, we get
W (a(1), 1− x)− (1− x) log(1− x) ≥W (a(x), b(x))− (1− x) log b(x).
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Uniform convexity ofW at its minimizer gives the lower bound
W (a(1), 0) + c(a(1)− a(x))2 + cb(x)2 − (1− x) log b(x).
Comparing the upper and lower bounds then shows that
c(a(1)− a(x))2 + cb(x)2 ≤W (a(1), 1−x)−W (a(1), 0)+ (1−x) log b(x)− (1−x) log(1− x).
Since b(x) is decreasing andW is continuous, the right hand side tends to 0 as x ↓ 1.
Continuing we note thatW is not an arbitrary two-variable polynomial. For example,
it satisfies
Lemma 6.
4bW11 = bW22 +W2
where the indices refer to partial derivatives in the a or b variables.
Proof. Using the formulation (14) this reduces to
[1]4bV ′′(a+ by) = [1]
(
by2V ′′(a+ by) + yV ′(a + by)
)
with y = z + 1/z. In order to show this, by shifting and scaling V , we may assume that
b = 1, a = 0. Then by linearity, it enough to consider V ′(x) = xk. Then we get
[1]4kyk−1 = [1]
(
y2kyk−1 + yyk
)
.
which since [1]yk =
(
k
k/2
)
reduces to the combinatorial identity
4k
(
k − 1
k−1
2
)
= (k + 1)
(
k + 1
k+1
2
)
.
We close this section with a formula for the inverse Hessian ofW (a, b)− (1− x) log(b)
at a(x), b(x). Note that by the definition of W , this the inverse of the Hessian the local
Hamiltionian (10) evaluated at its minimizer, and restricted to the invariant subspace
with basis ξa, ξb. Here the ξ are the vectors that are 1 at all a and b variables, respectively,
and zero otherwise.
Proposition 7. Denote by Σ(x) the inverse of the Hessian of W (a, b) − (1 − x) log(b) at its
minimizer a(x), b(x). It holds that
Σ(x) = −b(x)
[
4b′(x) a′(x)
a′(x) b′(x)
]
. (17)
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Further, Σ is strictly positive and bounded for x ∈ [0, 1), and it is recorded for later use that
b′(x) < 0, a′(x) + 2b′(x) < 0 (18)
for x ∈ [0, 1).
Proof. Start with the equations
a′W11 + b′W12 = 0, (a′W21 + b′W22)b+ b′W2 = −1
derived in the course of proving Proposition 5. Now use Lemma 6 to cancelW2 andW22
from the second equation, and
W12 = −a
′
b′
W11
to cancelW12. This gives
W11 =
−1
bb′(4− a′2
b′2
)
and by Lemma 6 and the second equation of (15) we have
W22 = 4W11 − 1− x
b2
.
Finally we can compute
Σ =
[
W11 W12
W21 W22 +
1−x
b2
]−1
=
1
W11
[
1 −a′
b′
−a′
b′
4
]−1
=
1
W11(4− a′2b′2 )
[
4 a
′
b′
a′
b′
1
]
= −b
[
4b′ a′
a′ b′
]
,
as claimed.
ThatΣ is positive is another consequence of uniform convexity alongwith the continu-
ity of a(x), b(x). That b′(x) < 0 was already noted in (the proof of) Proposition 5, but both
claims in (18) now follow from testing the quadratic form Σ against simple vectors.
Remark 8. The equations for (a(x), b(x)) can be put in another form. Using the integral
formula for the Laurent coefficient, (15) is equivalent to
i
2π
∫ Rx
Lx
sVx(s) ds√
(s− Lx)(Rx − s)
= 1,
∫ Rx
Lx
Vx(s) ds√
(s− Lx)(Rx − s)
= 0, (19)
where
Vx(s) =
1
1− xV (s), Lx = a(x)− 2b(x), Rx = a(x) + 2b(x).
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This identifies (Lx, Rx) as the left and right endpoints of support for the equilibriummea-
sure µV associated with the family of potentials Vx,−∞ < x < 1. That is, with
µV = argmin
∫ ∞
−∞
Vx(s)µ(ds) +
∫ ∞
−∞
∫ ∞
−∞
log
1
|s− t|µ(ds)µ(dt),
and the (realized) infimum taken over all probability measures µ, it is the case that suppµV =
[Lx, Rx]. So, with obvious notation,
E(x) = Rx = a(x) + 2b(x). (20)
From this point of view (19) form the so-called moment conditions used in the determi-
nation of µV , see for example [16]. The results there provide another proof that a(x), b(x)
are real analytic with b′(x) < 0, L′x > 0, R
′
x = E ′x < 0.
4 Outline of the main argument
The starting point of our argument is the paper [18], which provides a set of conditions
for a sequence of tridiagonal random matrices to converge (in the norm-resolvent sense)
to their natural continuum limit. We begin by repeating the set-up from that paper, along
with a needed extension from [4].
4.1 Limits of random tridiagonal operators
Start with a sequence of discrete-time R2-valued random sequences (yn,1,k, yn,2,k) for 1 ≤
k ≤ n with the convention that yn,i,0 = 0. Let mn = o(n) be a scaling parameter. For each
n, build the n× n symmetric tridiagonal matrix Hn with
(2m2n +mn(yn,1,k − yn,1,k−1), k ≥ 1)
on the diagonal and
(−m2n +mn(yn,2,k − yn,2,k−1), k ≥ 1)
below and above the diagonal.
Defining yn,i(x) = yn,i,⌊xmn⌋1xmn∈[0,n] and△n the discrete Laplacian on the scale mn (so
mn is one over the discretization length), Hn should be viewed as −△n plus integrated
potential yn,1(x) + 2yn,2(x). What is desired is that Hn → H = − d2dx2 + y′(x) (in a sense to
be made precise) if it holds that yn,1(x) + 2yn,2(x) converges to a process y(x) (in a sense
to be made precise).
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Consider the following:
Assumption 1 (Tightness/Convergence) There exists a continuous process x 7→ y(x) with
y(0) = 0 such that
(
yn,i(x); x ≥ 0
)
i = 1, 2 are tight in law,(
yn,1(x) + 2yn,2(x); x ≥ 0
) ⇒ (y(x); x ≥ 0) in law, (21)
with respect to the Skorokhod topology of paths, see [13] for definitions.
Assumption 2 (Growth/Oscillation bound) There is a decomposition
yn,i,k = m
−1
n
k∑
ℓ=1
ηn,i,ℓ + wn,i,k, (22)
alongwith deterministic, unbounded nondecreasing continuous functions η(x) > 0, ζ(x) ≥
1, and random constants κn(ω) ≥ 1 defined on the same probability space which satisfy
the following. The κn are tight in distribution, and, almost surely,
η(x)/κn − κn ≤ ηn,1(x) + ηn,2(x) ≤ κn(1 + η(x)), (23)
0 ≤ ηn,2(x) ≤ m2n (24)
|wn,1(ξ)− wn,1(x)|2 + |wn,2(ξ)− wn,2(x)|2 ≤ κn(1 + η(x)/ζ(x)). (25)
for all n and x, ξ ∈ [0, n/mn] with |x− ξ| ≤ 1.
The growth/oscillation bounds in particular imply that the target limit operator H is
almost surely densely defined on L2 (of the positive half-line). In particular, it is made
sensible through its quadratic form 〈f, g〉H =
∫
f ′g′ +
∫
fgy′ after a suitable integration
by parts in the second term. Eigenvalues and eigenvectors of H , which has discrete spec-
trum with probability one, are also defined through the quadratic form: (Λ, f) is an eigen-
value/eigenvector pair if 〈f, ϕ〉H = Λ
∫
fϕ for all ϕ ∈ C∞0 . As for convergence ofHn toH ,
the needed result from [18], as extended in [4] reads:
Theorem 9. (i) [Theorem 5.1 of [18]] Given Assumption 1 and 2 above let (λn,k, vn,k), k =
1, 2, . . . , denote the ordered eigenvalues/eigenvectors of the matrices Hn. Similarly let (Λk, fk)
denote the ordered eigenvalues/eigenvectors of the operatorH , taken with Dirichlet boundary con-
ditions at the origin. Assume that Hn acts on R
n as a subspace of L2(R) with coordinate vectors
ej =
√
mn 1[j−1,j]m−1n . Then Hn, H can be coupled on a probability space so that a.s. we have
λn,k → Λk and vn,k →L2 fk.
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(ii) [Theorem 2.10 of [4]] The result is unchanged for certain perturbations of Hn at its first
entry. In particular let e11 be the matrix with 11-entry equal to one and otherwise zero and consider
the family of matricesHn + zne11 with Hn as above and
zn +m
2
n
mn
→∞ (26)
in probability. Then the eigenvalues/eigenvectors ofHn still converge to those ofH (in the manner
described) again with Dirichlet conditions at the origin.
In [18] and [4] this was was given as a distributional convergence statement, but by
the standard Skorokhod embedding theorem it can be phrased this way (and the actual
proof goes through Skorokhod embedding, giving the claimed result).
Remark 10. Let us clarify what is meant here by norm-resolvent convergence. Let some
operators Hn be defined on a domain An of L
2, and let H be defined on a subspace A.
If Hn and H are closed and their spectrum is real, then for any non-real complex z the
resolvents (z − Hn)−1 and (z − H)−1 can be defined on all of L2 and are bounded there
by 1/ℑz. This is very useful since the original operators may have disjoint domains and
would be hard to compare.
Norm-resolvent convergence means that these bounded operators converge in norm
for some (equivalently, all) such z.
It is easy to check that if Hn, H are closed and H has discrete spectrum bounded be-
low with no multiple eigenvalues, then norm-resolvent convergence is equivalent to the
following: for every k the kth lowest eigenvalue of Hn converges to that of H and the
corresponding eigenvector of Hn converges in norm to that of H . See [24] for more on
convergence of unbounded operators.
The extension in [4] goes beyond subcritical perturbations of the form (26). In particu-
lar, there it is proved that for critical perturbations reading zn/mn +mn → ω ∈ (−∞,∞)
changes the boundary condition for H : from Dirichlet, f(0) = 0, to Robin f ′(0) = ωf(0).
We should also note that have slightly changed the condition (24) in Assumption 2
from how things were stated in [18]. There it was assumed ηn,i ≥ 0 while the proof only
actually requires the non-negativity of ηn,2. Also, since it is convenient to define yn,2 here
to be twice that from [18] we have required ηn,2 ≤ m2n on the right hand side of (24)
(rather than the requirement ηn,2 ≤ 2m2n of (5.5) of [18]). We will have more to say about
this condition at the end of this section.
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4.2 Application to the Dyson β ensembles
To apply Theorem 9 one anticipates that EI − Tn has has a Laplacian term after scaling.
That is, the main diagonal should be−2 times the off-diagonal, to leading order. Recalling
the definition of the local minimizers, one would then expect −2b†(0) = −E + a†(0) − the
top of T presumably satisfying ∼ trigdiag(b†(0), a†(0), b†(0)) to first order. This provides
an intuitive understanding of the formula for the edge E = a†(0)+2b†(0) derived in Section
3, see (20).
Based on the β-Hermite case (V (x) = x2/4), we should rescale as in γn2/3(EI − T ) for
some γ = γ(V, β). This sets mn =
√
γb†(0)n1/3, and the appropriate choice is to let
γ =
1
τ 2/3(b†(0))1/3
, with τ = −((a†)′(0) + 2(b†)′(0)),
so that
mn = (b
†(0)n/τ)1/3. (27)
From (18) and (20) we have that τ is positive and equals the derivative of the edge at zero,
τ = E ′(0). For the β-Hermite case γ = τ = b†(0) = 1.
One wrinkle is that, as alluded to the introduction, the first O(logn) stretch of (A,B)
variables do not have a universal behavior. As a (deg V/2 − 1)-Markov process, k 7→
(Ak, Bk) can be expected to require O(logn) steps to achieve local equilibrium. Thus, one
can only hope to apply the Theorem 9 as such directly to the submatrices T[c logn,n] for some
c = c(V, β). Our strategy will be to show that these truncated matrices satisfy part (i) of the
theorem, while the effect of the truncation can be controlled by a rank-one perturbation,
to which part (ii) of the theorem applies.
We therefore set for a suitably large constant c andmn as defined in (27):
yn,1(x) = mn
⌊xmn⌋∑
k=⌊c logn⌋
(a†(0)− Ak)/b†(0), yn,2(x) = mn
⌊xmn⌋∑
k=⌊c logn⌋
(b†(0)− Bk)/b†(0). (28)
This choice naturally prompts the further definitions:
wn,1(x) = mn
⌊xmn⌋∑
k=⌊c logn⌋
(a†k − Ak)/b†(0), wn,2(x) = mn
⌊xmn⌋∑
k=⌊c logn⌋
(b†k − Bk)/b†(0), (29)
and
ηn,1(x) = m
2
n(a
†(0)− a†⌊xmn⌋)/b†(0), ηn,2(x) = m2n(b†(0)− b
†
⌊xmn⌋)/b
†(0). (30)
In this way we recognize wn,i’s as noise/oscillation terms and the ηn,i’s as (derivatives of)
the drifts.
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It is important to note that the tightness/convergence conditions on yn,i from Assump-
tion 1 only require looking at the variable x on bounded sets, that is, x = O(1). On the
other hand, the conditions on the noise and drift components set out in Assumption 2
require x’s that track the entire index set of the matrix, or up to x of order n2/3. Since our
control of the variables at the bottom of the matrix is not so sharp, it is more convenient
put everything in the growth terms. More succinctly, what we actually do is to let: for an
ǫ = ǫ(V, β) > 0 chosen below,
Retain (29), (30) for x ≤ n2/3(1− ǫ), otherwise set: (31)
wn,i = 0, ηn,1(x) = m
2
n(a
†(0)− A⌊xmn⌋)/b†(0), ηn,2(x) = m2n(b†(0)− B⌊xmn⌋)/b†(0).
In terms of matrix indices this cutoff occurs at k = n(1− ǫ).
After several sections of preliminary estimates (to show that the minimizers of H are
indeed well-approximated by the local minimizers, around which the field concentrates
well), Section 9 contains in Proposition 29 the basic fluctuation result that allows Assump-
tions 1 and 2 above to be verified for the truncated matrices Hn = γn
2/3(EI − T[c logn,n]).
Section 10 establishes that the effect of this truncation on the spectrum can be bounded
by a suitable perturbation: that the spectrum of γn2/3(EI−Tn) is bounded in terms of that
for an ensemble of the form Hn + zne11 with zn satisfying requirement (26) of part (ii) of
Theorem 9. Our main result is then proved in Section 12
Remark 11. The rather funny condition (24) is automatically satisfied by the ηn,2 defined
in (30): the results of Section 3 show that x 7→ b†(x) is nonnegative and decreasing.
5 Bounding minimizers
A first step toward showing that the global minimizers (a◦, b◦) are well approximated by
the local minimizers (a†, b†) defined in Section 3 is to develop some preliminary upper
and lower bounds for (a◦, b◦). Actually, in the course of the proof it will be natural (and
necessary) to consider minimizers of H restricted to some subsets Ja, Jb of coordinates,
the values of a, b on the complement of Ja (respectively Jb) being fixed as boundary condi-
tions. A collection of bounds are therefore established in the context of such “conditional
minimizers”.
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5.1 Upper bounds
We are interested in the minimizer of Hamiltonians similar to H over entries aj , j ∈ Ja
and bj , j ∈ Jb. For example, for the overall minimizer we take Ja = {1, . . . , n}, Jb =
{1, . . . , n− 1}. Now let I be the set of integers at most deg V/2 away from Ja ∪ Jb.
Let TI be the finite minor of the doubly infinite tridiagonal matrix T (a, b) correspond-
ing to the indices I , and we set
VI(a, b) := tr(V (TI(a, b)).
Fix y2, y3 ∈ (0, 1], and define
H(a, b) = VI(a, b)−
∑
j∈Jb
αj log bj , |αj | ≤ y2 for j ∈ Jb (32)
The variables aj , j ∈ I \Ja, bj , j ∈ I \Jb are considered fixed, or boundary conditions, and
we are interested in the minimizer of H over aj ∈ R for j ∈ Ja and
bj ≥

y3 for αj < 00 otherwise, (33)
for j ∈ Jb. We employ the convention that log 0 = −∞.
The goal of this section is to show Theorem 12, a bound on the minimizers. It will be
used in two ways. First, more roughly, if the αi and the boundary conditions are bounded
by a constant, then so are the minimizers. Second, it will be used for indices close to n in
our original problem, where the |αi| are small. In this case, if the boundary conditions are
close to a(1), b(1) = 0, then we show that so are the minimizers.
Theorem 12. There exists a constant c depending on the polynomial V only so that if
|ak − a†(1)| ≤ y1 for all k ∈ I \ Ja, and bk ≤ y1 for all k ∈ I \ Jb,
then for the minimizers a, b of H satisfying (33) and all k ∈ I we have
|ak − a†(1)|+ bk ≤ cmax(y1, y(deg V )
2/2
1 , y2 log(e/y3), (y2 log(e/y3))
deg V/2)1/2.
The first step in the strategy is to show that a bound on H(a, b) gives a bound on
the ℓ2-norm of (a, b). We will then show that H(a, b) is small for the minimizers (a, b) by
comparing it to an explicit example.
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Lemma 13. Let V be a polynomial satisfying V (x) ≥ c1x2 for c1 > 0. Then for bj satisfying (33),
the Hamiltonian (32) has the bound
H(a, b) ≥ c1
2
∑
i∈I
(a2i + b
2
i )− |Jb|y2((log c1)− + log(1/y3)).
Proof. By the lower bound on V , the left hand side minus c1
2
tr(T 2I ) is bounded below by
c1
2
tr(T 2I )−
∑
i∈Jb
αi log bi ≥
∑
i∈Jb
(−αi log bi + c1b2i ),
where the terms can be minimized individually. When αi < 0, and so bi ≥ y3 a lower
bound is y2 log y3, and the same lower bound holds for αi = 0. When αi > 0 the minimal
value is
αi
2
(1− logαi + log(2c1)) ≥ −y2(log c1)−.
By comparing minimizers to some specific substitution, we get a bound that depends
on the boundary conditions.
Corollary 14. Assume that V (a) is minimized at a = 0 and V (0) = 0. There exists a constant c
depending on V and so that the conditional minimizer (a, b) ofH satisfies
∑
k∈I
(a2k + b
2
k) ≤ cγ4|I|+ c(1 + γ1−deg V4 )

 ∑
k∈I\Ja
adeg Vk +
∑
k∈I\Jb
bdeg Vk

 (34)
as long as
γ4 ≥ y2 log(e/y3). (35)
Proof. Let q denote the total of the two sums above, and let d = deg V . Consider the
candidate vector a′, b′ in which all a′i for i ∈ Ja are set identically 0 and all b′i for i ∈ Jb
terms are identically equal to y2, and the rest are given by the boundary conditions. For
some c depending on V only, we have
VI(a
′, b′) ≤ c
∑
i∈I
(
|a′i|+ a′id + b′i + b′id
)
since in the expansion, each a′i, b
′
i is contained in a bounded number of monomials and the
coefficients are all bounded. Now using the given substitution and the fact that y2 ≤ 1,
we get the upper bound
VI(a
′, b′) ≤ 2cy2|I|+ c
∑
i∈I\Ja
(
|a′i|+ a′id
)
+ c
∑
i∈I\Jb
(
b′i + b
′
i
d
)
.
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Note that for any x, η > 0 we have x+ xd ≤ η1−dxd + η, whence for any η > 0
VI(a
′, b′) ≤ c|I|(2y2 + η) + c(1 + η1−d)q.
This, together with the bound |I|y2 log(1/y3) on the logarithmic terms then yields
H(a′, b′) ≤ c|I|(y2 log(e/y3) + η) + c(1 + η1−d)q. (36)
We have assumed that V is minimized at 0, and V (0) = 0, so V is bounded below by
cux
2/2, where cu is the uniform convexity constant form Lemma 3. By Lemma 13 applied
to TI we have the lower bound for the minimizer a, b
H(a, b) ≥ c1
2
∑
k∈I
(a2k + b
2
k)− y2((log c2)− + log(1/y3))|I|.
Together with (36) andH(a′, b′) ≥ H(a, b) gives∑
k∈I
(a2k + b
2
k) ≤ c|I|(y2 log(e/y3) + η) + c(1 + η1−d)q.
We set η = y4 and the claim follows.
For the proof of Theorem 12 this bound will be iterated. The following lemma isolates
what we need for the iteration.
Lemma 15. Given γ1, γ2 > 0, α ≥ 2, and a nondecreasing positive sequence sn, assume that for
n = 1, . . . , n∗ − 1 we have
sn ≤ (sn+1 − sn)α/γ1 + γ2n. (37)
For any positive γ3, x0 satisfying
γ3 ≤ (32γ1)
−1
α−1 , x0 ≥ max((γ2/γ3)1−1/α − 1, 0)
set f(x) = γ3(x+ x0)
α
α−1 .
If s1 ≥ f(1) then sn ≥ f(n) for all n = 1, . . . , n∗.
Proof. We show this by induction on n. Note that f(x) has increasing derivative, so we
have f(x+ 1)− f(x) ≤ f ′(x+ 1). With ()+ denoting the positive part, we write
sn+1 = sn + (sn+1 − sn) ≥ sn + (γ1sn − γ1γ2n)
1
α
+ ≥ f(n) + (γ1f(n)− γ1γ2n)
1
α
+
using the bound on the derivative, we get the lower bound f(n+1)−f(n+1)′+(γ1f(n)−
γ1γ2n)
1
α . So it suffices to show that f(n + 1)′ ≤ (γ1f(n) − γ1γ2n) 1α This reduces to the
inequality (
αγ3
α− 1
)α
(n + x0 + 1)
α
α−1 ≤ γ1γ3 (n+ x0)
α
α−1 − γ1γ2n.
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We first choose γ3 so that the dominant terms satisfy(
αγ3
α− 1
)α
(n+ x0 + 1)
α
α−1 ≤ γ1γ3
2
(n+ x0)
α
α−1 ,
which holds for all n ≥ 1, x0 ≥ 0 as long as γ3 ≤ (32γ1)
−1
α−1 . It suffices to check
γ1γ2n ≤ γ1γ3
2
(n+ x0)
α
α−1 ,
which follows from our assumptions.
Proof of Theorem 12. By shifting the argument and the value of V by a constant we may
assume that its minimizer a†(1) is zero and V (0) = 0. By deleting unnecessary indices,
we may assume that I is an interval. Let J = {ℓ, . . . , r} be the smallest interval containing
Ja ∪ Jb, and by symmetry we may assume without loss of generality that the index of
interest, k, is closer to the left: k − ℓ ≤ r − k.
Let d = deg V , note that d ≥ 4 and even. The iteration will use j∗ = ⌊2(r − k)/d⌋ steps.
Define the nested intervals
J j = {k − jd/2, . . . , k + jd/2} ∩ J, j = 1, . . . , j∗ − 1
and let J j
∗
= J . Let sj =
∑
k∈Jj a
2
k + b
2
k. We are interested in s1 and we will control the sj
recursively from j∗ − 1 to 1.
Let J ja = Ja ∩ J j , let J jb = Jb ∩ J j , and let Ij be the set of indices at most d/2 away from
J ja ∪ J jb . Corollary 14 applied to J ja , J jb and Ij gives
∑
k∈Ij
(a2k + b
2
k) ≤ cγ4|Ij|+ c(1 + γ1−d4 )

 ∑
k∈Ij\Jja
adk +
∑
k∈Ij\Jjb
bdk

 . (38)
The left hand side is bounded below by sj . On the right hand side, we have boundary
terms ∑
k∈Jj\Jja
adk +
∑
k∈Jj\Jjb
bdk ≤ cyd1 .
For j < j∗ the rest of the summands have indices from Ij \ J j , which is a subset of
(Jj+1 \ Jj) ∪ ∂J . These can be bounded by c
(
(sj+1 − sj)d/2 + yd1
)
. So for j < j∗, we have
sj ≤ cγ4j + c(1 + γ1−d4 )
(
(sj+1 − sj)d/2 + yd1
)
. (39)
For j = j∗ only the first kind of boundary terms appear, so we have
sj∗ ≤ cγ4j∗ + c(1 + γ1−d4 )yd1. (40)
21
We now proceed to analyze two cases. First assume y1 ≤ 1, y2 log(e/y3) ≤ 1, and set
γ4 = y1 + y2 log(e/y3). Then (39), (40) simplify to
sj ≤ cγ4j + cγ1−d4 (sj+1 − sj)d/2, sj∗ ≤ cγ4j∗.
We use Lemma 15 with
γ2 = cγ4, γ3 = 2γ2, γ1 = c
′γd−14 , x0 = 0
to get that either s1 ≤ γ3 = 2cγ4, or we have
sj∗ ≥ γ3(j∗)1+1/(d/2−1) ≥ cγ4(j∗)1+1/(d/2−1).
Together with sj∗ < cγ4j
∗ the latter implies j∗ < c and so s1 ≤ sj ≤ cγ4. The claim follows.
Now assume y1 > 1 or y2 log(e/y3) > 1. Set γ4 = y
d
1 + y2 log(e/y3). Then (39), (40)
simplify to
sj ≤ cγ4j + c(sj+1 − sj)d/2, sj∗ ≤ cγ4j∗
we use Lemma 15 with
γ2 = cγ4, γ3 = c
′, γ1 = c′′, x0 = c′′′γ
1−2/d
4
to get that either s1 ≤ cγ24 , or we have sj∗ ≥ c(j∗)1+1/(d/2−1). Together with sj < cγ4j∗ the
latter implies j∗ < cγd/2−14 and so s1 ≤ sj∗ ≤ cγd/24 . The claim follows.
5.2 Lower bounds
We continue with the setup of the previous subsection with the additional assumption
αi ≥ 0 and show that:
Proposition 16. There exists a constant cV depending on V only so that if for the minimizers
a♯, b♯ of H of equation (32) together with the boundary conditions satisfy
max
j∈J∪∂J
|a♯j|+ |b♯j| ≤ y
for some y ≥ 1, then for all k ∈ J we have
log b♯k ≥ −cV
αk
ydeg V
.
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Proof. Let a, b equal a♯, b♯ except let bk = 1. By the minimizer property we have
0 ≤ H(a, b)−H(a♯, b♯) ≤ −αk log bk +
∑
k∈π
wπ(a, b)− wπ(a♯, b♯).
The sum is only over path π that pass through k, and wπ is the monomial correspond-
ing to π in the path expansion of tr(V (TJ)) (all other paths have the same contribution).
Counting such paths we get∑
k∈π
|wπ(a, b)| ≤ c′V (deg V )3deg V ydeg V ,
and the same holds for a♯, b♯. The claim follows.
6 Minimizers and boundary conditions
We continue the study of the conditional minimizers of H , demonstrating that they are
relatively insensitive to the boundary conditions. The typical setup now is that we we fix
the values of a, b on a set of indices (which usually will be an interval or two intervals −
a one or two sided boundary), and minimize H subject to these conditions.
Again we will consider such minimizers for slightly more general Hamiltonians of the
form
H = H(a, b) = tr(V (T ))−
n−1∑
k=1
αk log(bk) (41)
with αk ∈ [0, 1]. Compared with the modified Hamiltonian (32) of the previous section, it
is convenient here to assume the nonnegativity of the coefficients αk as the conditioning
we will need to consider will always have the effect of “disconnecting” the final stretch
of indices. Recall that in the actual Hamiltonian H it is only the indices k > n − 1/β (for
β < 1) for which the analogous coefficients are negative.
From now on, for any set of indices I , let δI be the set of indices outside I that are at
most deg V/2 away from I . An important consequence of V being polynomial the values
of the conditional minimizer (ai, bi) for i ∈ I depend only on the conditioned values
(ak, bk) for k ∈ δI .
In each of the next two propositions we compare two conditional minimizers of H for
same interval I , but with respect to different boundary conditions outside I . Again, only
the conditioned values of the variables in ∂I matter for in problem. To get the desired
bounds though, we requite the additional assumption that one of the minimizers is in
fact a minimizer of for all the variables I ∪ ∂I given the variables outside I ∪ ∂I .
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Introducing the following notation for ℓ2-distance over a set of indices
‖(a, b)− (a′, b′)‖2I =
∑
i∈I
(ai − a′i)2 + (bi − b′i)2,
the warm-up bound reads:
Proposition 17. Consider any two minimizers (a, b) and (a′, b′) of H over the variables with
indices in a set I . The variables outside I serve as boundary conditions and are generally different.
Assume further that (a′, b′) is also a minimizer over variables with indices in I ∪ ∂I . Then,
‖(a, b)− (a′, b′)‖I ≤ c‖(a, b)− (a′, b′)‖∂I
as long as |ak|, |a′k|, bk, b′k ≤ b∗ for all k, and bk, b′k ≥ b∗ for k ∈ I . The constant c depends on V ,
and b∗, b∗ only.
Proof. Without loss of generality, we can assume that (a, b)i = (a
′, b′)i for indices outside
I ∪ ∂I . Let (a⋄, b⋄) equal (a′, b′) on I and (a, b) elsewhere. We consider the problem of
minimizing H over the indices in I ∩ ∂I with the variables with different indices fixed.
This problem is solved by (a′, b′), so by uniform convexity (Lemma 3), the candidate (a, b)
satisfies
c1‖(a, b)− (a′, b′)‖2 ≤ H(a, b)−H(a′, b′).
Now consider the problem of minimizing H over the indices in I , with variables with
indices outside I fixed. For the boundary conditions given by (a, b) on ∂I , the variables
(a, b) solve this problem, and the other candidate (a⋄, b⋄) satisfiesH(a, b) ≤ H(a⋄, b⋄). Thus
we get
H(a, b)−H(a′, b′) ≤ H(a⋄, b⋄)−H(a′, b′)
≤ c2‖(a⋄, b⋄)− (a′, b′)‖2
= c2‖(a, b)− (a′, b′)‖2∂I .
The last inequality needs Taylor expansion around (a′, b′) and a bound on the second
derivative. Note that since (a′, b′) solves the minimization problem for the variables with
indices in I ∪ ∂I , the linear terms vanish, and we have
H(a, b)−H(a′, b′) ≤ 1
2
sup ‖HessH ‖2→2‖(a, b)− (a′, b′)‖2
where the supremum is over a’s and b’s on the line segment between (a, b) and (a′, b′). The
second partial derivatives of the polynomial part of H are bounded above by constant
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times a power of b∗, and that of the logarithmic part are bounded above by a constant
times b−2∗ .
SinceHessH has atmost 2 deg(V ) nonzero entries in each row, and each one is bounded,
it follows that as a quadratic form it is bounded by a constant times the identity matrix
by the Gershgorin Circle Theorem.
Iterating the above produces the estimate we will use going forward.
Proposition 18. Consider now any two minimizers (a, b) and (a′, b′) ofH over the variables with
indices in an interval I . The variables outside I serve as boundary conditions and are generally
different. Assume further that (a′, b′) is also a minimizer over variables with indices in I ∪ ∂I .
Then, for all k ∈ I ,
|ak − a′k|+ |bk − b′k| ≤ c exp(−c′ dist(k, ∂I)) ‖(a, b)− (a′, b′)‖∂I
as long as |ak|, |a′k|, bk, b′k ≤ b∗ and αk ≥ α∗ > 0 for all k ∈ ∂J . The constants c, c′ > 0 depend
on V and α∗, b∗ only.
Proof. By Theorem 12 and Proposition 16 the upper bound b∗ on ∂I coupled with the
lower bound on the α’s imply upper bounds on |ak|, bk, |a′k|, b′j ≤ bˆ∗ as well as lower
bounds on bk, b
′
k ≥ b∗ for k ∈ I . This fact will be required in order to employ Proposition
17.
Fix k, and divide the interval I ∪ ∂I into consecutive blocks I−m, . . . , Im, so that
• ∂I = I−m ∪ Im,
• for 1 ≤ |j| ≤ m− 1 the intervals Ij have length deg V/2,
• k ∈ I0, and dist(Ic0, k) ≤ deg V/2.
This forces m ≥ dist(k, ∂I)× 2/ deg V . For j = 0, . . . , m set
xj = ‖(a, b)− (a′, b′)‖2Ij ∪I−j .
The value of a conditional minimizer at an index i only depends on any conditioned
values for indices within deg V/2 of i. This implies that, for any subinterval I ′ of I , the
values of (a, b) (or (a′, b′) are the minimizers of H conditioned on the respective values of
(a, b) (or (a′, b′) on ∂I ′. Therefore, applying Proposition 17 to the interval I1−j ∪ · · · ∪ Ij−1
we find that
j−1∑
i=0
xi ≤ cxj ,
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with the same constant c for each j. Applying the Gronwall-type inequality of Lemma 19
below yields
x0 ≤ cxme−c′(m+1)
for some c′ > 0. This implies the statement of the proposition.
Lemma 19. Let xi ≥ 0 satisfy x1 + . . . + xk ≤ cxk for some c > 0. Then, x1 ≤ cxke−c′k with
another constant c′ > 0.
Proof. Define block sums yj = xjq+ . . .+x(j+1)q−1 where q = 1/c. Then y1+ . . .+yℓ ≤ yℓ+1.
Inductively it is easy to see that yℓ ≥ 2ℓ−2y1, and it follows that
cxk ≥ x1 + · · ·+ xk
≥ y1 + · · ·+ y[k/q]
≥ y1(1 + 2 + · · ·+ 2[k/q]−2) ≥ x1ec′k,
as desired.
7 Conditional and local minimizers are close
We are finally in position to the global (and conditional) minimizers are well approxi-
mated by the the local minimizers. Recall the local Hamiltonian 10 introduced in Section
3,
H(x) = H(x)(a, b) = tr(V (C))−
n∑
k=1
(1− x) log(bk),
where again C is s symmetric circulant matrix with main diagonal given by the a’s, first
off-diagonal given by the b’s and zeros elsewhere. Denote again by (a† = a†(x), b† =
b†(x)) its (independent of n, unique) minimizer, Proposition 5. Recall as well the local
minimizers corresponding to index k:
a†k = a
†(k/n + 1/(nβ)), b†k = b
†(k/n+ 1/(nβ)).
Proposition 20. Let H,H′ be two Hamiltonians given by αi, α′i, respectively as in (41). Let J be
a subinterval of 1, . . . , n, let (a, b) = (a′, b′) outside J , and let (a, b) = (a′, b′) be the minimizers
of the corresponding Hamiltonians inside J . Then with q =
∑
j∈J(aj − a′j)2 + (bj − b′j)2 we have
q ≤
∣∣∣∣∣
∑
k∈J
(αk − α′k) log bk
∣∣∣∣∣ +
∣∣∣∣∣
∑
k∈J
(αk − α′k) log b′k
∣∣∣∣∣ ≤ c log(b∗/b∗)maxk∈J |αk − α′k|. (42)
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where the second inequality assumes that
bk, b
′
k ∈ [b∗, b∗] for k ∈ J. (43)
Moreover, for every y > 0 there exists b∗, b∗ > 0 so that (43) holds as long as αk > 1/y for k ∈ J
and |a′k|, b′k ≤ y for k with 0 < dist(J, k) ≤ deg V/2.
Proof. By the definition of the minimizer, we have
H(a, b) ≤ H(a′, b′) H′(a′, b′) ≤ H′(a, b)
This implies that the two intervals, defined by their endpoints (whose order we do not
specify)
{H(a, b),H′(a, b)} and {H(a′, b′),H′(a′, b′)}
overlap, and therefore the difference between any two of these four values is bounded
above by the sum of the lengths of these intervals.
H(a′, b′)−H(a, b) ≤ |H(a, b)−H′(a, b)|+ |H(a′, b′)−H′(a′, b′)|
by convexity, the left hand side is bounded below by a constant multiple of q. For the
right hand side, all polynomial terms vanish. The remaining terms are bounded by the
right hand side of (42).
Corollary 21. Let J = {κ−ℓ, . . . , κ+ℓ} be a subinterval of 1, . . . , n, and consider the minimizer
(a, b) of H given the values outside J . Consider also the modified hamiltonian
Hκ(a, b) = V (a, b)−
n−1∑
k=1
(1− κ/n− 1/(nβ)) log bk (44)
which differs from H in that the coefficients of the log terms do not change with k. Fix (a′, b′) =
(a, b) outside J , and let (a′, b′) be the minimizer of Hκ inside J . Assume that bk ≥ b∗ for k ∈ J .
Let
q =
∑
j∈J
(aj − a′j)2 + (bj − b′j)2, y = max
i=1...ℓ
|b′κ−i − b′κ+i|
Then we have
q ≤ cℓ
2
n
max
(
y,
ℓ2
n
)
for a constant c = c(b∗).
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Proof. We use the first bound in (42). The first sum is bounded above by∣∣∣∣∣
∑
k∈J
κ− k
n
log bk
∣∣∣∣∣ =
∣∣∣∣∣
ℓ∑
i=1
i
n
log(bκ+i − log bκ−i)
∣∣∣∣∣ ≤ 1b∗n
ℓ∑
i=1
i |bκ+i − bκ−i| ,
and likewise for (a′, b′), having used the simple inequality |log x− log y| ≤ |x−y|
x∧y .
Combining the above gives
q ≤ 2
b∗n
ℓ∑
i=1
i|b′κ+i − b′κ−i|+
1
b∗n
ℓ∑
i=1
i(|bκ+i − b′κ+i|+ |bκ−i − b′κ−i|)
≤ cℓ
2
n
y +
cℓ3/2
n
√
q,
after an application of Cauchy-Schwarz. In the case y ≥ √q we get q ≤ 2c ℓ2
n
y. When
y <
√
q we get q ≤ 2c ℓ2
n
√
q, and so
q ≤ 4c2 ℓ
4
n2
≤ 4c2 ℓ
2
n
max
(
y,
ℓ2
n
)
.
Proposition 22. Let J be a subinterval of 1 . . . n− ⌊ǫn⌋, and let κ be its midpoint. For any set of
indices I , define
δI = max
i∈I
|aj − a†κ|+ |bj − b†κ|.
Let (a, b) denote the minimizers of H for the variables with indices in J with some boundary
conditions on ∂J . Then for any j ∈ J we have
|aj − a†κ|+ |bj − b†κ| ≤ c max
(
δ∂J exp(−c1dist(j, ∂J)), ℓ
2
n
)
.
where c, c1 depend on V , β and ǫ only.
Proof. First note that Theorem 12 and Proposition 16 give constant upper and lower bounds
on minimizers in terms of ǫ, V, β and the boundary values. When we invoke Corollary 23,
we will implicitly use these bounds. It is important that in the repeated use of Corollary
23 we can use the same bounds, and these don’t have to be iterated.
By induction, it suffices to prove that δJ ≤ cmax(δ∂J/2, ℓ2/n) and that there exist a con-
stant ℓ′, so that if J ′ is interval J reduced by ℓ′ on both sides, then δJ ′ ≤ max(δ∂J/2, cℓ2/n).
Corollary 21 (in its notation) says that with
q =
∑
j∈J
(aj − a′j)2 + (bj − b′j)2, y = max
i=1...ℓ
|b′κ−i − b′κ+i|,
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it holds that
q ≤ cℓ
2
n
max
(
y,
ℓ2
n
)
(45)
The values a′, b′ are minimizers of the local Hamiltonian (10) with some fixed boundary
conditions. Note also that the constant function a†κ, b
†
κ is also a minimizer of the same
Hamiltonian on any interval where boundary conditions are constant also given by a†κ, b
†
κ
(this follows from the definition (12) that says that they are minimizers of the periodic
problem). So we can apply Proposition 18 to get
|a′j − a†κ|+ |b′j − b†κ| ≤ c exp(−c1 dist(j, Jc))
(
max
i∈∂J
|a′i − a†κ|+ |b′i − b†κ|
)
(46)
= c exp(−c1 dist(j, Jc))δ∂J
the last equality follows since a′, b′ agree with a, b on ∂Jk. From here, since (a†κ, b
†
κ) is
constant we have that
y ≤ 2cδ∂J (47)
Next, by the triangle inequality and (46), we also have that
|aj − a†κ|+ |bj − b†κ| ≤ c exp(−c1 dist(j, Jc))δ∂J + 2
√
q.
Now using (47) in (45) produces
2
√
q ≤ 2
√
c
ℓ2
n
max(δ∂J ,
ℓ2
n
) =
1
4
√
64c
ℓ2
n
max(δ∂J ,
ℓ2
n
) ≤ 1
4
max(δ∂J , 64c
ℓ2
n
),
which when substituted in the previous display gives
|aj − a†κ|+ |bj − b†κ| ≤ max(δ∂J ,
c′ℓ2
n
) (c exp(−c1 dist(j, Jc)) + 1/4) .
We choose ℓ′ so that c exp(−c1ℓ′) < 1/4, and the two claims follow.
Corollary 23. Let again J be any subinterval of 1 . . . n. Let (a, b) denote the minimizers of H for
the variables with indices in J with some boundary conditions on ∂J . For any j ∈ J it holds that
|aj − a†j |+ |bj − b†j | ≤ c max
(
δ∂J exp(−c1dist(j, ∂J)), (log n)
2
n
)
.
where again δ∂J = maxj∈∂J |aj − a†j|+ |bj − b†j |.
Proof. First note that if |J | ≤ c logn one simply restates Proposition 22 using that
‖(a†κ, b†κ)− (a†j, b†j)‖J ≤ c′
logn
n
,
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which holds since by Proposition 5, the functions x 7→ (a†(x), b†(x)) are analytic for x ∈
(−∞, 1).
If now |J | > c logn and dist(j, ∂J) ≤ lognwe can again apply Proposition 22 by taking
j in the role of κ. That is, j can bemade themidpoint of J ′ ⊂ J with |J ′| = O(logn) and the
boundary conditions on ∂J ′ just equal to the values of (a, b) there. The point being that,
as noted before, (a, b) is still the conditional minimizer on J ′ subject to these boundary
conditions.
Finally, consider the case that |J | > c logn, but j is within log n distance of ∂J . Assume
say that j is closer to the left edge of J . By moving in order log n steps from the left
boundary we will find deg(V )/2 stretch of (a, b)which already satisfies |aj − a†j |+ |bj − b†j |
≤ c (log n)2
n
. The Proposition 22 can then be applied yet again to the subinterval J ′ defined
by the shared boundary of J to its left and the just identified good stretch of coordinates
to its right. This will produce the type of statement desired for the midpoint κ of J ′ and
with δ∂J ′ in place of δ∂J . For the first issue use again that (a
†
j , b
†
j) and (a
†
κ, b
†
κ) are close
throughout J ′. For the second, easily δ∂J ′ ≤ δ∂J .
8 Bounding the field
As in the case of the minimizers, good concentration properties of the field of random
variable (A,B) begins by showing some simple upper and lower bounds hold, now with
high probability. The convexity of the HamiltonianH plays a key role again here: the law
e−nβH expected to place most of its mass in a neighborhood of minimizers, for which we
have sharp bounds. We are able to get by with a relatively simple Gaussian domination.
8.1 A Gaussian lemma
The following may be viewed as instance of the Brascamp-Lieb inequality [5]. The short
proof is included as we were unable to locate a statement in precisely the form required,
allowing the “center” of the log-concave measure e−f below to take place on the boundary
of the domain in question.
Lemma 24. Let A be a convex subset of Rn. Let f : A → R be a convex with its minimum
on A achieved at y ∈ A (this may be on the boundary). Assume that f has Hessian satisfying
Hf(x) ≥ uI for all x ∈ A. Let X be a random variable with density proportional to e−f . Let
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G be the Gaussian vector with density proportional to e−u‖x‖
2/2. Then ‖X − y‖ is stochastically
dominated by ‖G‖.
Proof. Without loss of generality, assume u = 1 and y = 0. Fix any 0 ≤ s < t and ω ∈ Sn−1
so that ωt ∈ A. Then d2
dt2
f(tω) = ωtHf(tω)ω ≥ 1, from which it follows that d
dt
f(tω) ≥ t,
since the derivative is nonnegative at t = 0, because 0 is a minimum of f (it may be
positive if y is on the boundary). Thus,
f(tω) = f(sω) +
∫ t
s
d
du
f(uω)du ≥ f(sω) + t
2
2
− s
2
2
.
Hence,
e−f(sω)e−t
2/2 ≥ e−f(tω)e−s2/2.
This also holds for sω or tω outside A with the convention that in that case e−f(sω) = 0 or
e−f(tω) = 0, respectively. Fix r > 0. Multiply by sn−1tn−1 and integrate over t > r, s < r
and over ω ∈ Sn−1 to get∫
‖x‖>r
e−f(x)dx
∫ r
0
e−s
2/2sn−1ds ≤
∫
‖x‖<r
e−f(x)dx
∫ ∞
r
e−t
2/2tn−1dt.
Multiplication by the appropriate normalization constants yields
P[‖X‖ > r]P[‖G‖ < r] ≤ P[‖X‖ < r]P[‖G‖ > r].
We can rewrite this as
P[‖X‖ > r] (1−P[‖G‖ > r]) ≤ (1−P[‖X‖ > r])P[‖G‖ > r],
from which we get the desired domination P[‖G‖ > r] ≥ P[‖X‖ > r].
8.2 Upper and lower bounds on (A,B)
The Gaussian Lemma (Lemma 24) coupled with the bounds on the minimizers from Sec-
tion 5 imply that, with high probability, the random variables (|A|, B) themselves are
bounded above and the B’s are bounded below (with a small caveats depending on β).
Here we return to the original tridiagonal matrix entries for the Dyson β-ensemble
with Hamiltonian
H(a, b) = V (a, b)−
n−1∑
k=1
(1− k/n− 1/(nβ)) log bk.
The upper bound reads:
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Proposition 25 (Upper bound on the field). Let A,B denote the random tridiagonal matrix
entries for the Dyson β-ensemble. There exists constants c1, c2, c3 > 0 depending on V and β so
that for all β ≥ 1 and all n we have
P
(
n∑
k=1
(Ak − a◦k)2 +
n−1∑
k=1
(Bk − b◦k)2 > c1
)
≤ e−c2n (48)
here a◦, b◦ are the minimizers of the corresponding Hamiltonian H .
For all β > 0 we also have
P(|A1|, . . . , |An| ≤ c3, and B1, . . . Bn−1 ≤ c3) ≥ 1− e−c2n. (49)
Moreover, for all β > 0 and ǫ > 0 there is δ > 0 so that for all n and s ≥ 1− δ we have
P
(
|Ak − a†(1)|, Bk ≤ ǫ for all k ≥ sn
∣∣∣ |Ak − a†(1)|, Bk ≤ δ for all k ∈ [sn, sn+ deg V ])
≥ 1− e−c2n. (50)
Proof. We first treat the β ≥ 1 case.
The Hamiltionian corresponding to the distribution is uniformly convex with Hessian
bounded below by cuI by Lemma 3. Thus the Gaussian Lemma (Lemma 24) implies that
‖(A− a◦, B − b◦)‖2 is stochastically dominated by the norm an i.i.d. Gaussian vector G in
dimension n and entry variance c22 = 1/(2βcun).
Noting that E‖G‖2 = c22 and that G/c2 is the average of n independent χ21 random
variables P(G/c2 > c1) ≤ e−nI(c1) for any c1 > 1 and I(·) the rate function for the χ2-
distribution. For the second claim (49) recall that Theorem 12 proves that (conditional)
minimizers satisfy a uniform bound. For (50), use the fact that this bound tends to zero
as the coefficients of the logarithmic terms do, and apply previous argument to the con-
ditional distribution.
In the β < 1 case the the log terms with positive coefficients destroy the convexity of
the HamiltonianH . Fix a value y so that for b ≥ y the second derivative− 1
β
log b is at most
half the uniform convexity constant cu from Lemma 3.
We therefore condition on the set of indices k > n − 1/β so that Bk < y, as well as
the values of these Bk. The entries minimizer of the conditional Hamiltonian are then
bounded by a constant (depending on V only) by Theorem 12 (this requires the smallest
coefficient −1/βn ≥ −1, so it holds for large enough n; for small values of n any bound
works).
The conditional Hamiltonian is uniformly convex: the log terms with bk < y are re-
moved; for bk ≥ y the second derivatives of log bk terms are dominated by the uniform
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convexity constant cu. We can then bound the conditional distribution of the rest of the
A,B the the same way as in the β > 1 case. Averaging over the conditioning gives (49).
To get (50), we can let y → 0 with ǫ, and apply this previous argument with the quan-
titative version of Theorem 12.
For a lower bound we have:
Proposition 26 (Lower bound on the field). For any k ≤ n−1/β, there are constants c1, c2, c3
such that
P(Bk > e
−c1 nn−k , |A1|, . . . , |An| ≤ c3 and B1, . . . Bn−1 ≤ c3) ≥ 1− e−c2n.
Here c1 must be chosen to depend on c3. Otherwise the c1, c2, c3 depend only on V and β.
Proof. Consider (a, b) and (a′, b′)which agree everywhere except at a given index k ≤ n− 1
β
where it holds bk < b
′
k. By the same type of considerations used in Proposition 16 we have
that, assuming all |aj|, bj ≤ b∗,
exp{−nβH(a, b) + nβH(a′, b′)} ≤ exp{nc+ (β(n− k)− 1) log(bk/b′k)},
with a c = c(b∗, β, V ). We tacitly assume b∗ ≥ 1. The inequality is written in this way to
emphasize that the left hand side is the ratio of the densities at (a, b) and (a′, b′). If then
log(bk/b
′
k) < ρ := − 2c1−k/n−1/nβ < 0 this ratio is bounded by e−nc, still granted the overall
bound on the |a|’s and the b’s. Choosing for example bk < eρ and b′k = bk + 1 implies that
P(bk < e
ρ | aj and bj for j 6= k)1|aj |,|bj |≤b∗ ≤ e−nc.
Taking expectations and slightly adjusting ρ yields the claim.
9 Gaussian approximation of the field
We now show that, for suitable ranges of the indices, the random variables (A,B) are
well approximated by a Gaussian process, or really by a mixture of Gaussian processes.
The precise statement is given in Proposition 29 below. This is a first pass at the func-
tional central limit theorem which identifies the Brownian potential in the Stochastic Airy
Operator,
First we record two more concentration estimates for the field about various minimiz-
ers of the Hamiltonian H . The second is a refinement of the first. Both are consequences
of the Gaussian Lemma (Lemma 24).
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9.1 Concentration about the minimizers
Fix 0 < b∗ < b∗. We say that Gi(a, b) holds if we have |ai|, bi ≤ b∗ and bi > b∗. For a set of
indices J ⊂ {1, . . . , n}, we say that GJ(a, b) holds if Gi(a, b) holds for all i ∈ J ; we will say
G(a, b) holds if Gi(a, b) holds for all indices.
For an interval I , let ∂I denote union of the stretches of length (deg V )/2 immediately
before and after I .
Lemma 27 (Concentration in short intervals). Fix δ > 0. Let I be a subinterval of {1, . . . , n}
of length at most c1 log n.
Consider random variables (Ai, Bi)i∈I picked from the distribution (6), where the values a, b
on ∂I are fixed. Let (a♯, b♯) denote the minimizer of the density given the boundary conditions ∂I .
Then there is a c = c(δ, b∗, b∗) so that for all n we have
P
(∑
i∈I
(Ai − a♯i)2 + (Bi − b♯i)2 > n2δ−1
)
≤ ce−nδ . (51)
Proof. The log density of the conditional distribution is uniformly convex by Lemma 3.
Thus the Gaussian Lemma (Lemma 24) implies that |B−bk| is stochastically dominated by
the norm an i.i.d. Gaussian vector in dimension 2c1 log n and entry variance c2/n, where
c2 depends on the uniform convexity constant only.
The square of a 2-dimensional Gaussian has exponential distribution. This gives the
(standard) large deviation bound that for the sum of squares of independent standard
Gaussians Xi
P(X21 + . . .+X
2
m > a) ≤ mP(X21 +X22 > a/(m/2)) = m exp(−a/m)
Finally, Gaussian scaling gives for (51) the upper bound
(2 logn) exp(−n2δ/(2c2c1 logn)) ≤ ce−nδ .
Lemma 28 (Concentration everywhere). Fix δ > 0. Let I be any subinterval of {1 . . . (1−ǫ)n},
Consider random variables (Ai, Bi)i∈I picked from the distribution (6), where the values a, b on
∂I are fixed, and assume that
|ai − a†i |+ |bi − b†i | ≤ nδ−1/2 for all i ∈ ∂I.
where (a†i , b
†
i ) are the local minimizers defined in (12). Then there is a c = c(ǫ, δ, b∗, b
∗) so that for
all n and I we have
P
(
∃k ∈ I : |Ak − a†k|+ |Bk − b†k| > nδ−1/2
)
≤ ce−nδ . (52)
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Proof. Case 1. First we show that with high probability
|Ak − a†k|+ |Bk − b†k| ≤ nδ−1/2
holds for indices k satisfying dist(k, δI) ≥ c logn. Let J be a subinterval of I of length
1+2⌊c1 logn⌋ centered at k. Fix the values of A,B to be (a, b), ∂Jk (if ∂J intersects ∂I , then
then these values are already fixed by the boundary condition). Let (A
(k)
i , B
(k)
i )i∈Jk denote
the minimizer of the conditional density of the variables given these (random) boundary
conditions. Since k is far enough from the boundary of J , this minimizer is close to the
local minimizers. Indeed, Corollary 23 applied to the interval J gives that on G(A,B)∂J
we have
|A(k)k − a†k|+ |B(k)k − b†k| ≤ nδ−1/2
now Lemma 27 applied to the conditional distribution of (A
(k)
i , B
(k)
i )i∈Jk gives that with
probability at least 1− ce−nδ we have
|A(k)k −Ak|+ |B(k)k − Bk| ≤ nδ−1/2
together with the union bound, after increasing δ a bit, this gives the first case.
Case 2. Now consider indices k satisfying dist(k, δI) ≥ c logn. When |I| < 2c1 log n, all
indices are like that, so we consider this case first. Here, Corollary 23 shows that the max-
imizers a♯, b♯ of the conditional density of A,B are cnδ−1/2-close to the local minimizers,
and the Gaussian Lemma 24 shows that the values are concentrated around a♯, b♯, and the
claim follows after increasing δ a bit.
Case 3. Finally, assume that |I| > 2c1 logn. Assume that k is closer than c1 logn to the
left boundary i1 of I . Consider the deg(V )/2 indices starting at i1 + c1 logn. From the
first case, it follows that A,B at these indices are with high probability cnδ−1/2-close to the
local minimizers. Now apply the second case to the conditional distribution of A,B on
the interval i1, . . . , i1 + c1 logn to get the desired claim.
9.2 (A,B) as a mixture of Gaussians
Now let (A,B) are picked from the Dyson β ensemble distribution (6), and let I ⊂ 1, . . . (1−
ǫ)n be an interval. The distribution of Ai, Bi, i ∈ I depends only on the values (denote by
q) of A,B with indices in ∂I . Let µq denote this conditional distribution. Let a
(q), b(q)
denote maximizers of the density of µq on I , and let them correspond to q on ∂I .
Let νq denote the Gaussian measure on ai, bi, i ∈ I with mean (a(q), b(q)) and inverse
covariance matrix nβHessH(a
(q), b(q)).
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Let µI denote the averaging of µQ with respect to the random Q picked from its
marginal distribution. Note that µI is just the marginal distribution of (Ai, Bi; i ∈ I).
Let Q denote the set of boundary conditions (ai, bi), i ∈ ∂I so that
|ai − a†i |+ |bi − b†i | ≤ cnδ−1/2 for all i ∈ ∂I.
Pick q0 ∈ Q, and let Q′ = Qwhen Q ∈ Q and Q′ = q0 otherwise. Let νI = EνQ′ .
Proposition 29. Let I ⊂ {c logn, . . . , (1− ǫ)n} be an interval of length at most n1/2−ǫ. Then as
n→∞ we have
distTV (µI , νI) = o(1).
More precisely, we can choose the constant c so that the event
S = {|Ai| ≤ c, 1
c
≤ Bi ≤ c for i ∈ 1, . . . n(1− ǫ) ∩max
i∈I
|Ai − a(Q)i |+ |Bi − b(Q)i | < cnδ−
1
2}
satisfies µ(S) ≥ 1 − ce−nδ′/c as well as dνI
dµI
|S = 1 + o(1) so long as δ < ǫ/3. Moreover, on the
event S,
|a(q)j − a†j|+ |b(q)j − b†j | ≤ cmax
(
nδ−1/2 exp(−c1dist(j, ∂I)), (logn)
2
n
)
, (53)
for all j ∈ I .
Proof. Let Hq be the Hamiltonian corresponding to µq, so that
µq =
1
Zµq
exp(−nβHq) da db
Let HessH be the Hessian of Hq evaluated at its minimizer a
(q), b(q). We compare the prob-
ability measures µq and νq, which can be written as
νq =
1
Zνq
exp
(
−nβ
2
〈
(a− a(q), b− b(q)),HessH(a− a(q), b− b(q))
〉)
da db.
Note that by adjusting the Zνq we can assume that Hq(a
(q), b(q)) = 0. Then by Taylor
expansion
|H −
〈
(a− a(q), b− b(q)), 1
2
HessH(a− a(q), b− b(q))
〉
| ≤ ξ
k∑
i=1
|ai − a(q)i |3 + |bi − b(q)i |3
where
ξ(a, b) = c max
i∈I,t∈[0,1]
(∣∣∣∣∂3Hq∂3ai
∣∣∣∣
ai(t)
+
∣∣∣∣∂3Hq∂3bi
∣∣∣∣
bi(t)
)
(54)
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and ai(t) = tai + (1 − t)a(q)i , and bi(t) = tbi + (1 − t)b(q)i . Note that the bounded-range
interaction implies that there are only a linear number of non-zero mixed third partial
derivatives, and they can be bounded this way.
Next define
Sγ =
{
(a, b) : n ξ(a, b)
(
k∑
i=1
|ai − a(q)i |3 + |bi − b(q)i |3
)
≤ γ
}
.
By (54) and the preceding display, on the event Sγ , the Radon-Nikodym derivatives be-
tween the measures µq and νq lie in the interval ZµqZ
−1
νq [e
−γ, eγ ]. Further setting,
e−κ := min(µq(Sγ), νq(Sγ)),
we have that,
e−κ ≤ νq(Sγ) ≤
Zµq
Zνq
∫
Sγ
eγdµq,
from which it follows that
Zµq
Zνq
≥ e−γ−κ, and by symmetry Zνq
Zµq
≥ e−γ−κ.
Thus dµq
dνq
is in fact in the interval [e−2γ−κ, e2γ+κ]. This implies that for any event D
µq(D)− νq(D) ≤ µq(D)− e−2γ−κµq(D) + νq(Scγ)
≤ 2(γ + µq(Scγ) + νq(Scγ)),
using simply that 1− e−2γ ≤ 2γ and the definition of e−κ.
By symmetry and the last formula we have that
distTV (µq, νq) ≤ 2(γ + µq(Scγ) + νq(Scγ)).
Now recall the measure νI : it is the mixture of νq given by EνQ′ . The final form of the total
variation bound the reads,
distTV (µI , νI) ≤ EdistTV (µQ, νQ′) (55)
≤ 2γ + 2EµQ(Scγ) + 2EνQ(Scγ) + P (Q /∈ Q),
where the expectation is with respect to the random values assigned to Q.
We wish to show the last three quantities in (55) tend to zero for a γ = o(1). To begin,
introduce the event
E = {|ai|, bi ≤ b∗ and |bi| > b∗ for all i ∈ 1, . . . , (1− ǫ)n}.
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By Proposition 25 we have that the indicated upper bounds on the field hold with high
probability. Lemma 26 gives the desired conclusion for the lower bound as we have re-
stricted to indices less than (1− ǫ)n.
Working on E we can show that the left portion L of ∂I satisfies Q with high proba-
bility (the argument for the right part of ∂I is the same). Consider an interval of IL length
c logn containing L. Again on E, the events
max
k∈L
|Ak − A♯k|+ |Bk − B♯k| ≤ cnδ−
1
2 ,
and
max
k∈L
|A♯k − a†k|+ |B♯k − b†k| ≤ c
(log n)2
n
,
both hold with high probability. Here {A♯k, B♯k} are the conditional minimizers of H sub-
ject to the (random) boundary conditions on ∂IL (drawn from the basic law µ). The first
of these holds by Lemma 27. The second follows from Corollary 23. The point is that,
save for an event of exponentially small probability, (Ak, Bk) are within O(n
−1/2+δ) of the
local minimizers throughout L. That is, P(Q /∈ Q)→ 0.
To control EµQ(S
c
γ) it is enough to consider µq(S
c
γE) for q ∈ Q. We have only just
shown that on E the boundaries conditions may be assumed to satisfyQ. Now, also on E,
we have that ξ(A,B) < c′, recall (54). The upper bounds on the field and conditional min-
imizers (Proposition 25 and Theorem 12) bound the third derivatives of the polynomial
part; the lower bounds from Propositions 26 and 16will bound the derivatives of the loga-
rithms. Finally, Lemma 28 implies that µq(maxk∈I |Ak−a(q)|+|Bk−b(q)| > nδ−1/2) ≤ ce−nδ/c
where c is independent of q. But this estimate entails a similar bound on µq(S
c
γE) by ad-
justing δ so that δ < ǫ/3.
The Gaussian calculation supq∈Q νq(S
c
γ) → 0 is more immediate as under this law the
centered variables each have variance bounded by c/n (with again c independent of q).
The more refined statement dνI
dµI
|S = 1 + o(1) (with µ(S) = 1 − o(1)) follows readily
after noticing that the advertised S is contained in E∩Sγ(Q) for a γ chosen to be o(1). The
estimate (53) simply puts together the outcome of Corollary 23 with the assumption that
one is working on the event S.
10 A non-universal operator limit in the global scaling
With the results of the last section everything is in place to prove our main result, at least
as applied to the truncated operator T[c logn,n]. Adapting this truncation is not a matter of
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convenience: the first order logn entries of the matrix Tn behave very differently from the
quadratic case. Even their first-order behavior is different from the entries that come after
log n steps. We will show that at on one hand the top of Tn, on a global scale, encodes
the equilibrium measure µV and is thus non-universal. On the other hand, Theorem 36
below shows that the effect of this global non-universal behavior for the first stretch of
matrix entries can be absorbed into a suitably small perturbation that does not harm the
universality of the edge scaling limit.
Recall that for a bounded self-adjoint operator J on a Hilbert space, the spectral mea-
sure of J at a unit vector v is the measure whose kth moment is 〈v, Jkv〉. We will omit
mentioning the vector v, and by default take it to be the first coordinate vector. The spec-
tral measure of a matrix M is then the weighted sum of delta masses at the eigenvalues
with weights given by the squared first entries of the corresponding normalized eigen-
vectors.
Let J denote the Jacobi operator, or semi-infinite symmetric tridiagonal matrix, whose
entries ai, bi > 0 solve the optimization problem (41) with αi = 1, n = ∞, and left
boundary conditions 0.
More precisely, its entries are the unique bounded sequence so that for any finite
subinterval of indices I , the variables with indices of I solve the (now finite) optimiza-
tion given the rest as boundary conditions.
Lemma 30. The operator J defined above exists, is unique, and satisfies that for some c > 0, as
k →∞ we have
(Jk,k, Jk,k+1) = (a
†(0), b†(0)) +O(e−ck). (56)
Proof. The solutions for the optimization problem with zero boundary conditions on the
interval [1, n] have to converge to a limit J by Proposition 18, which says that the values of
two solutions with different boundary conditions are close away from the boundary. The
same Proposition implies that the limit J will solve the optimization problem restricted
to subintervals, as in the definition.
Uniqueness also follows from Proposition 18: J and any different solution has to be
arbitrarily close in any subinterval.
Finally, Proposition 18 also implies (56). Indeed, the vector with entries a†(0), b†(0)
minimizes the same Hamiltonian as the on- and off-diagonals of J with different bound-
ary conditions.
The first step toward Theorem 36 shows that the leadingminors of Tn are well approx-
imated by those of J . For clarity, throughout the rest of this section we use the notation
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A[ℓ, k] for the minor of a matrix A drawn from the rows and columns with indices in the
set [ℓ, k].
Proposition 31. For the matrix T ◦n of global minimizers for β ∈ [1,∞] and for every c logn <
m < c′n we have
‖T ◦n [1, m]− J [1, m]‖ ≤ c
max(m, log2 n)
n
(57)
Moreover, for all β ∈ (0,∞) with probability at least 1− ce−c log2 n we have
‖Tn[1, m]− J [1, m]‖ ≤ cmax(m, log
2 n)
n
. (58)
It follows immediately that J encodes the limiting empirical eigenvalue distribution,
the analogue of Wigner’s semicircle law.
Corollary 32. The spectral measure µ of J equals
(i) the limit of the eigenvalue distribution of Tn for every β and
(ii) the limit of the empirical distribution of the Fekete points, the n-point minimizers of the
density ce−
∑
V (λi)
∏
i<j |λi − λj |.
The second characterization (ii) identifies µV as the classical equilibrium measure of
potential theory associatedwith the potential V . In particular, µV and J are non-universal.
The fact that (i) equals µV regardless of β is classical; we include it to clarify how it fits
into our framework. The proof a simple consequence of the steps we need to prove our
main result.
Proof of Corollary 32. For claim (ii), note that the β = ∞ energy associated with the tridi-
agonal matrix Tn(a, b) can be expressed in terms of qi, λi using the expression (7):
H(a, b) = tr(V (Tn(a, b))) +
n−1∑
k=1
(1− k/n) log(bk) = log
(
n∏
i=1
qie
−V (λi)
∏
i<j
|λi − λj|
)
+ c
so H(a, b) is minimal exactly when the λi are the Fekete points, and all the qi are equal.
In particular, for β = ∞, the spectral measure of the tridiagonal matrix T ◦n = Tn(a◦, b◦)
built from the minimizers ofH(a, b) is the same as the empirical distribution of the Fekete
points.
By the Proposition, the k-th moment of this measure is given by the β =∞ case
((T ◦n)
k)1,1 = ((T
◦
n [1, k])
k)1,1 → ((J [1, k])k)1,1 = (Jk)1,1,
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and so these measures converge weakly to the spectral measure of J , showing (ii).
The same argument, using Tn in the finite β case, shows that the spectral measures
converge to that of Jk. Finally, recall Proposition 2 that for the β-ensemble, the spectral
measure is just a reweighted version of the empirical distributions, where the weights
are Dirichlet(β/2, . . . , β/2), independent from the eigenvalues. If we realize the Dirichlet
distribution as independent Gamma variables normalized by their sum, (i) follows easily
from the law of large numbers.
Proof of Proposition 31. We first handle the β ∈ [1,∞] case.
Let T ′n,m be the m × m matrix built from the minimizer of the main Hamiltonian
H = Hn of (9) with boundary conditions given by the corresponding entries of J on
m− deg V/2, . . . , m on the right, and zero on the left. The entries of T ′n,m and J [1, m]min-
imize different Hamiltonians with the same boundary conditions. Proposition 20 gives
the bound
‖J [1, m]− T ′n,m‖ ≤ cm/n, (59)
in a slightly altered form: for the maximum of entries of the difference matrix. The opera-
tor norm bound follows from this and close and the Greshgorin circle theorem (the matrix
is diagonally dominant).
To compare T ′n,m to T
◦
n , Corollary 23 gives that for j = m − deg V/2, . . . , m the entries
a◦, b◦ of T ◦ satisfy
‖(a◦j , b◦j )− (a†j, b†j)‖ ≤ c
max(m, log2 n)
n
,
by analyticity of a†, b† we have
‖(a†j, b†j)− (a†(0), b†(0))‖ ≤ c
m
n
.
Now (56) gives that for m ≥ c logn we have
‖(a◦j , b◦j )− (a†(0), b†(0))‖ ≤ c/n.
So the boundary conditions for T ′n,m and T
◦
n are indeed very close, and they minimize the
same Hamiltonian. This implies that the minimizers are also close by Proposition 17:
‖T ′n,m − T ◦n [1, m]‖ ≤ c
m
n
which, together with (59) shows the first claim (57).
Now assume β ∈ [1,∞). Proposition 29 gives the entries A,B of the random tridiago-
nal matrix Tn satisfy
P(|(Ak, Bk)− (a†k, b†k)| < cn−1/2+δ for allm− deg V/2 ≤ k ≤ m) ≥ 1− e−cn
δ
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now given these entries, the Ak, Bk for k < m − deg V/2 are picked from the conditional
Hamiltonian. These conditional minimizers are now n−1/2+δ-close to T ◦ by Proposition
17, since the boundary conditions are so close (with m′ = max(m, log2 n)). The Gaussian
Lemma 24 shows that the deviations from the minimizer are bounded above by constant
times the norm-squared of an i.i.d. Gaussian vector of dimensionm and variance c/n. So
it is exponentially (in m) unlikely to be more than cm/n. In summary, we get that with
probability at least 1− ec log2 n, we get the desired conclusion
‖Tn[1, m]− T ◦n [1, m]‖ ≤ c
m′
n
.
The β < 1 case can be treated by conditioning on the b terms with positive log coefficient
the same way as in Proposition 25.
Next, denote by j0,0 the first zero of the Bessel function J0 of the first kind. It will
be crucial for the proof that we have the strict inequality j0,0 ∼ 2.40482 > π/2. Let also
λmax(A) denote the largest eigenvalue of a matrix A. The point of Proposition 31 is that
top corner of Tn looks more and more like Jk, and next we show that Jk has no large
eigenvalues.
Proposition 33. We have that λmax(Jk) ≤ a†(0) + b†(0)(2− (j00/k)2) + o(k−2).
For the proof of this proposition, we recall a few facts from both orthogonal polyno-
mial theory and potential theory.
Fact 34. The following hold.
• For any probability measure µ of bounded support there exists a unique Jacobi op-
erator J with spectral measure µ. If the support of µ consists of m points, then J
reduces to anm×m Jacobi matrix.
• The top k×kminor Jk of J is uniquely determined by the first 2k−1moments of µ.
• For k ≤ m the spectral measure µk of Jk satisfies
essup(µk) = λmax(Jk) ≤ essup(µ). (60)
• For the case when µ is the uniform measure on [−1, 1], then µk is supported on the
zeros of the kth Legendre polynomial. The Bessel asymptotics for the Legendre
polynomials imply that
essup(µk) = 1− (j00/k)2/2 + o(k−2). (61)
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• When V is convex, the measure µ = µV has concave density on its support [−2b†(0)+
a†(0), 2b†(0) + a†(0)].
The first item is typically referred to as Favard’s Theorem [1]. The second is implied
by Heine’s formulas, see again Section 3.1 of [9]. The estimate on the largest zero of the
kth Legendre polynomial may be found in Chapter 6 of [20].
Assembling the above items leads to the next lemma, from which Proposition 33
quickly follows.
Lemma 35. Let µ be a probability measure with support [−2, 2] and having concave density. Then
for any m ≥ 1, there is a measure that has the same first 2m − 1 moments as µ and is supported
on a subset of [−2 +m−2ηm, 2−m−2ηm], where
ηm → η = j20,0.
Proof. For a sufficiently small ǫ, we may write µ as a convex combination of νt, t ≤ ǫ and
ν, where, νt is the uniform measure on [−2 + ǫ, 2− t] and ν is supported on [−2, 2− ǫ].
For each νt, by (61), we may find a measure supported on [−2, 2 − (2 − ǫ)m−2γm] and
having the same first 2m− 1moments as νt.
Thus we may find a measure supported on
[−2, 2− θm,ǫ], θm,ǫ = (2− ǫ)m−2γm ∧ ǫ
and having the same first 2m − 1 moments as µ. Choose ǫm = 1/m and set ηm = (2 −
1/m)γm to get the desired claim.
Proof of Proposition 33. By shifting and scalingwemay assume a†(0) = 0, b†(0) = 1. Lemma
35 shows that there is a measure µ′ that has the same first 2k − 1 moments as µ and sat-
isfies essup(µ′) ≤ 2 − (j00/k)2 + o(k−2). By Fact 34, the matrix J ′ corresponding to µ′ has
the same k × k top minor as J , and so by (60) λmax(Jk) ≤ essup(µ′), as required.
Finally, the following theorem will be used to show that for the sake of edge asymp-
totics we can safely ignore the first m ×m block of the matrix Tn as long as m is not too
large. For this theorem, let T|[a,b] denote the matrix T where all entries except the ones
with both indices in [a, b] are set to zero.
Theorem 36. There exists c, c0, δ, κ > 0 so that with probability at least 1 − e−nδ for every
m ∈ [c logn, c0n1/3], and large enough n the following holds in the positive definite order:
T ≤ (b†(0)− κ
m2
)emm + T|[m,n] + (2b†(0) + a†(0)− κ
m2
)I|[1,m−1].
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Wewill need the following simple lemma. Let λmax denote the top eigenvalue, and let
eij denote the elementary matrix with zeros everywhere except for a one at entry i, j; its
dimension will be clear from the context.
Lemma 37. Let T be an n×n tridiagonal matrix with positive off-diagonals, letm ∈ {1, . . . , n−
1}, and let q = Tm,m+1. We have
λmax(T ) = max
r>0
min
(
λmax(T [1, m] + q r emm), λmax(T [m+ 1, n] +
q
r
e11)
)
.
Proof. The two λmax expressions on the right are nondecreasing (respectively, nonincreas-
ing) as functions of r, so it suffices to show that for some r > 0we have
λmax(T ) = λmax(T [1, m] + q r emm) = λmax(T [m+ 1, n] +
q
r
e11.
By adding a sufficiently large constant times identity to T we may assume without loss of
generality that it has nonnegative entries. By the Perron-Frobenius theorem, there exists
an eigenvector ϕ of T with nonnegative entries for the positive eigenvalue λmax(T ). If
there were neighboring coordinates i, j so that ϕi = 0 and ϕj 6= 0, then the eigenvalue
equation at coordinate iwould fail. Thus ϕ is strictly positive.
Now with r = ϕn+1/ϕn, ϕ restricted to the first m coordinates is an eigenvector of
T [1, m] + qr emm with eigenvalue λmax(T ). Moreover, it must be a top eigenvector: by
the Perron-Frobenius theorem, there is a nonnegative top eigenvector which cannot be
orthogonal to the positive ϕ. Similarly, ϕ restricted to the last n −m coordinates is a top
eigenvector of T [m+ 1, n] + q
r
e11 with eigenvalue λmax(T ), as required.
Proof of Theorem 36. By shifting and scaling we may assume that a†(0) = 0, b†(0) = 1. We
decompose T as follows:
T =
(
T|[1,m] + (1− Tmm)emm − (2− κ
m2
)I|[1,m]
)
+
(
T|[m,n] + (2− κ
m2
)I|[1,m−1] + (1− κ
m2
)emm
)
It suffices to show that the nontrivial part T [1, m] + (1− Tmm)emm− (2− κm2 )Im of the first
matrix is negative definite with high probability. In light of Proposition 33, and (56), we
have
|Tmm|, ‖T [1, m]− J [1, m]‖ < cmax(m, log2 n)/n < cc0/m2
and so (by decreasing κ a bit and choosing c0 small enough) it suffices to show that
λmax(J [1, m] + emm) < 2− κ
m2
. (62)
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Now Proposition 33 gives us control of λmax(J [1, m]), but here we clearly need a little bit
more. For this, we let p > 1 so that pm is an integer, and study the matrix J [1, pm].
By (56) the matrix J [m + 1, pm] is exponentially close in norm to the ℓ × ℓ matrix Dℓ
with 1-s on the first off-diagonals and zeros elsewhere (and ℓ = pm−m+ 1). It is easy to
check that
λmax(Dℓ + e11) = λmax(D2ℓ) = 2 cos(
π
2ℓ+ 1
) = 2− π
2
4ℓ2
+O(ℓ−3).
Since q = Jm,m+1 is exponentially close to 1 by (56), we have
λmax(J [m+ 1, pm] + q
2e11) = 2− π
2
4(p− 1)2m2 +O(m
−3).
If p is large enough so that π/(2j00) > 1− 1/p, then for largem this is bounded below by
2− j
2
00
p2m2
+ o(m−2) ≥ λmax(J [1, pm]),
the last inequality coming from Proposition 33. Lemma 37 applied to J [1, pm]with r = 1/q
now gives
λmax(J [1, m] + emm) ≤ λmax(J [1, pm]) = 2− j
2
00
p2m2
+ o(m−2)
showing (62) and thus the Theorem. In fact, carefully following the constants shows that
we may use κ = 1/2.
11 Mean and variance of the limiting potential
The final ingredient needed to establish our main result is the computation of mean and
variance of the limiting (Brownian) potential of the operator identified by Theorem 9 (the
limit of the processes defined in (28)).
Proposition 29 shows that the field over the required range is close to a mixture of
Gaussians, centered at certain conditional minimizers and with variance given in terms
of the inverse Hessian of the associated conditional Hamiltonian (evaluated at those con-
ditional minimizers). Further, with the event S in that statement holding with high prob-
ability, any of these conditional minimizers are close to the corresponding local minimiz-
ers, recall (53). Thus we expect the limiting mean and variance to be given only in terms
of the local quantities.
Return to the given (by the Dyson beta ensemble) conditional Hamiltonian: for a set
of indices I ,
HI(a, b) = VI(a, b)−
∑
k∈I∩{1,...,n−1}
(
1− k
n
− 1
nβ
)
log bk, (63)
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where again VI(a, b) := tr(V (TI(a, b)) for the minor TI tied to the index set I .
For the mean, the following provides the basic ingredient. The condition (64) below
distills what is required out of Proposition 29. It is a deterministic condition that implies
the bound (53) as a direct consequence of Corollary 23.
Lemma 38. Fix δ > 0. Let I = {⌊c log n⌋, . . . , ⌊n1/2−δ⌋} and assume that for some ai, bi we have
|ai − a†i |+ |bi − b†i | ≤ nδ−1/2 for all i ∈ ∂I, (64)
where (a†i , b
†
i ) are the local minimizers defined in (12). In I , let (a, b) be the minimizers of the
conditional Hamiltonian HI with the above boundary conditions. It holds that
n1/3
⌊xn1/3⌋∑
k=c logn
(ak − a†0)→
1
2
(a†)′(0)x2, n1/3
⌊xn1/3⌋∑
k=c logn
(bk − b†0)→
1
2
(b†)′(0)x2 (65)
as n→∞.
Proof. Consider the expression over the a-variables (the treatment for the b-variables is
identical). Re-centering to arrive at
n1/3
⌊xn1/3⌋∑
k=c logn
(ak − a†k) + n1/3
⌊xn1/3⌋∑
k=c logn
(a†k − a†0),
the claimed evaluation comes from the second sum. By the analyticity of the local mini-
mizer x 7→ a†(x) this sum may be replaced by n1/3∑⌊xn1/3⌋k=1 (a†(k/n)− a†(0)) which, again
by analyticity, is asymptotic to (a†(0))′ times n1/3
∑⌊xn1/3⌋
k=1 (k/n + O(k
2/n2)) = x2/2 +
O(n−2/3).
As for the first sum, Corollary 23 implies that, given that (64) is in place, we have the
bound
|ak − a†k| ≤ cmax
(
nδ−1/2 exp(−c1dist(k, ∂I)), (logn)
2
n
)
.
It follows that the sum of n1/3|ak−a†k| up to xn1/3 is bounded above by cxn1/3nδ−1/2 logn→
0, as required.
For the variance we record:
Lemma 39. Keep the setup of the previous lemma: given δ > 0 and I = {⌊c log n⌋, . . . , ⌊n1/2−δ⌋}
assume that for some ai, bi we have
|ai − a†i |+ |bi − b†i | ≤ nδ−1/2 for all i ∈ ∂I.
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Here again (a†i , b
†
i) are the local minimizers, and in I , let (a, b) are the minimizers of the conditional
Hamiltonian HI with the above boundary conditions. Fix 0 ≤ x < y, and let and let ξJa be the
indicator of an subinterval ⌊max(c logn, xn1/3)⌋, . . . , ⌊yn1/3⌋ of I , of the a variables. Define ξJb
analogously. LetH(a, b) = HessHI (a, b). Then as n→∞ we have
n−1/3〈ξJi ,H−1ξJj 〉 → (y − x)Σ(0)ij (66)
where i, j ∈ {a, b} and the covariance matrix Σ(x) is defined in (17).
Proof. By polarization and linearity, it suffices to show that for any normalized eigenvec-
tor (αa, αb) of Σ(0) with eigenvalue λ, and w = wn = αaξ
J
a + αbξ
J
b we have
n−1/3〈w,H−1w〉 → (y − x)λ.
Consider the Hessian of the local Hamiltonian (10) evaluated at its minimizer. This is
invariant under the rotation of the indices, so the space spanned by the indicator ξa of
all variables a and the indicator ξb of all b variables form an invariant subspace. Then by
the discussion before Proposition 7 it holds that v = αaξa + αbξb is an eigenvector with
eigenvalue λ−1.
Note that the matrix C is a block circulant with 2× 2 blocks. It is also a band matrix –
any blocks entry whose two block indices are further than deg V/2 apart mod |I| are zero.
This implies that if two vectors v agree on a long interval (of blocks), then this will hold
after applyingH, apart from a short section of degV blocks that could have changed. Note
that the vector v agrees with v on a long stretch and then with 0 on another long stretch.
Thus we have
‖Cw − λ−1w‖ ≤ c
the constant comes from the boundary error terms, which are bounded and are of a
bounded number. Moreover, the same consideration shows that if C′ is C with the pe-
riodic boundary removed (i.e. all block entries with indices farther apart than deg V/2
changed to zero), we have
‖C′w − λ−1w‖ ≤ c
Note that C′ is Hessian for the non-periodic Hamiltonian (41), with all coefficients of
the log terms there given by 1. The Hessian is for the variables with indices in I , eval-
uated when all variables (including the boundary conditions with indices in ∂I) are set
to a†(0), b†(0), respectively. In particular, C′ is bounded below by a constant times the
identity, which implies
‖λw −C−1w‖ ≤ λ‖C′−1‖‖C′w − λ−1w‖ ≤ c.
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We can now use the assumption on the boundaries along with Corollary 23 to compare
the entries ofC′ andH. These are given by polynomials of ai, bi, plus a constant times b−2i ,
for H, and exactly the same expressions with all ai, bi replaced by a
†(0), b†(0) for C′. By
the proposition the ai are cn
δ−1/2-close to a†i , and a
†
i = a
†(i/n+ o(1/n)) are at most cnδ−1/2-
close to a(0). This is because the function a is analytic and so Lipschitz in a neighborhood
of 0 (5), and we are on a stretch where i/n ≤ cn1/2−δ . The same considerations hold for
the b variables.
Since H and C′ are band matrices, the Greshgorin circle theorem implies that for the
operator norm ‖H−C′‖ ≤ cnδ−1/2, and so
‖H−1 −C′−1‖ = ‖H−1(C′ −H)C′−1‖ ≤ ‖H−1‖‖C′ −H‖‖C′−1‖ ≤ cnδ−1/2.
Thus we get the desired conclusion
〈w,H−1w〉 = λ−1‖w‖2 +O(n1/3nδ−1/2) +O(1).
12 Putting it all together
Everything is now in place to prove our main result, which state more completely as
follows.
Corollary 40. Let γ = (b†(0))−1/3τ−2/3 for τ = −(a†)′(0) − 2(b†)′(0), let ϑ = b†(0)/τ , and let
E = a†)′(0)+2(b†)′(0). There exists a coupling of the random matrices Tn on the same probability
space so that a.s. we have
γn2/3(E − Tn)→ SAOβ
in the norm-resolvent sense: for every k the bottom kth eigenvalue converges the and correspond-
ing eigenvector converges in norm. Here E − Tn acts on Rn ⊂ L2(R+) with coordinate vectors
ej = (ϑn)
1/6
1[j−1,j](ϑn)−1/3.
The next two subsections check the conditions of Theorem 9, in particular how part
(i) of that theorem applies to the (centered and scaled) truncated matrix Hn = γn
2/3 (EI −
T[c logn,n]). After this, the results of Section 10 are incorporated to bypass the truncation
and prove the corollary.
12.1 Tightness and Brownian convergence
The following establishes Assumption 1 of Theorem 9, in particular the tightness and
convergence of the processes x 7→ yn,1(x), yn,2(x) defined in (28). Giving the limit of the
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(integrated) potential, this result already identifies the Stochastic Airy Operator.
Here we can assume that the conclusions of Proposition 29 are in place. Said an other
way we can assume we are on the event S defined there.
Proposition 41. Consider the measures on paths
Xn(x) = n
1/3
⌊n1/3x⌋∑
k=c logn
(b†0 − Bk),
Yn(x) = n
1/3
⌊n1/3x⌋∑
k=c logn
(a†0 − Ak).
For c chosen large enough,Xn and Yn from a tight family with respect to the uniform convergence
on compact sets. Moreover, we have the following convergence in distribution with respect to the
uniform-compact topology:
Xn + 2Yn ⇒ σWx + τ
2
x2. (67)
Here x 7→Wx is a standard Brownian motion and
τ = −E ′(0) = −
(
(a†)′(0) + 2(b†)′(0)
)
, σ2 =
4
β
b†(0)τ. (68)
Recall from (18) that τ > 0.
Proof. Wefirst switch to variables picked from the distribution νI introduced before Propo-
sition 29. Wewill still denote these random variablesAk, Bk. The c in the statement should
simply be large enough that we can assume the outcome of Proposition 29.
To prove tightness, note that it suffices to do this for the components of the mixture of
νq’s νI , since mixtures from tight families are also tight. Thus let
Zn(x) = n
1/3
⌊n1/3x⌋∑
k=c logn
(Bk − b(q)k )
be the partial sums as above from the sample from the normal distribution corresponding
to the variables Bk.
By Kallenberg [15], Corollary 16.9, in order to establish tightness for the sequence Zn
it suffices to show that the Kolmogorov-Chentsov criterion holds Zn and uniformly for all
n and boundary conditions q. In our case, this comes down to showing that
E|Zn(x)− Zn(y)|2 ≤ c|x− y| for all x, y such that |x− y| < 1. (69)
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Since the increments are normally distributed, this automatically implies a 4th moment
bound that works as an input for the Kolmogorov-Chentsov criterion, Lemma 43.
Indeed, Lemma 3 implies that the Hessian Hess ≥ cuI , whence Hess−1 ≤ c−1u I uni-
formly over q and n. Let v be the indicator of the coordinates of Hess corresponding to
Bk, . . . Bℓ. Then we have that
E[(Bk − b(q)k ) + . . .+ (Bℓ−1 − b(q)ℓ−1)]2 = 〈v, (nHess)−1v〉 ≤
c
n
〈v, v〉 = c(ℓ− k)
n
which, after appropriate scaling, gives precisely (69).
We also need to prove tightness of the integrated drifts,
n1/3
⌊n1/3x⌋∑
k=c logn
(b†0 − b(q)k ).
However, this along with the convergence to the desired value of −1
2
(b†)′(0) x2 is the con-
tent of Lemma 38. Note again what is required from the condition (64) in that lemma
is just the final statement of Proposition 29. In the same way Lemma 39 shows that
Var[Zn(x)] converges.
Since each Zn is a Gaussian process, the convergence of the means and variances (plus
tightness) is enough to yield unique limit in the uniform-on-compacts topology. That the
limit process is the appropriately shifted and scaled Brownian motion (to match the given
mean and variance) is implicit in the covariance structure described in Lemma 39.
This establishes tightness and convergence for Zn. Again, that for Yn follows from
Proposition 29 which shows that the processes are close in total variation. The same
procedure gives the desired conclusions for the Xn process. The integrated drifts in that
case converging to −1
2
(a†)′(0) x2, thus giving the formula for τ .
To verify the formula for σ2, return to the formula given in Proposition 7 and compute
βσ2 := Σ(0)11 + 4Σ(0)22 + 4Σ(0)12 = −4b†(0)
(
(a†)′(0) + 2(b†)′(0)
)
.
12.2 Oscillation and growth bounds
We establish the non-immediate conditions of Assumption 2, the bounds (23) and (25).
Recall from Section 4 that the definition of growth and oscillation terms differs depending
on the range of indices.
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On the interval [c logn, (1− ǫ)n]
The ǫ is as defined in Proposition 29, and again we can assume that we are on the event
S on which the various bounds described in that proposition all hold. On this stretch, the
oscillation (or noise) terms are defined, up to constants, by wn,1(x) = n
1/3
∑⌊xn1/3⌋
k=⌊c logn⌋(a
†
k −
Ak), and similarly for wn,2 in the B-variables. The growth terms, ηn,i(x), then read, again
up to constants, n2/3(a†0 − a†⌊n1/3x⌋) and n2/3(b
†
0 − b†⌊n1/3x⌋). Compare (29) and (30).
From the established differentiability of x 7→ a†(x), b†(x)we see that x/c ≤ ηn,i(x) ≤ cx
with a (deterministic) constant, so that (23) is satisfied with η(x) = x. The following then
shows (25) is satisfied with ζ(x) = xδ for some δ > 0 small.
Proposition 42 (Oscillation bounds). Let k0 = c logn, and for 0 ≤ x ≤ (1 − ǫ)n and some
sequence αi denote
oscn,x(α) = max
0≤ℓ<n1/3

n1/3 k0+xn1/3+ℓ∑
i=k0+xn1/3
αi


2
≤ Cn(1 + x1−δ)
then for some δ > 0 and a tight sequence of random constants Cn we have for all n and 0 ≤ x ≤
(1− ǫ)n
oscn,x(An − a†n) + oscn,x(Bn − b†n) ≤ Cn(1 + x1−δ).
Proof. Wewill show the claim for oscn,x(An− a†n), the proof for the a variables is identical.
Partition the interval k0, . . . , (1 − ǫ)n into with subintervals Ik of size n1/2−δ . Assume
that the indices k0 + xn
1/3 and k0 + (x + 1)n
1/3 fall in the same interval Ik (otherwise we
can split the sup and bound it in two steps).
Let
Xℓ = Xn,x,ℓ = n
1/3
k0+xn1/3+ℓ∑
i=k0+xn1/3
An,i −A♯n,i
where A♯ is the (random) minimizer of the conditional Hamiltonian of the variables in Ik,
given the values on ∂Ik. Let Sn,k denote the event S in Proposition 29 applied to Ik. Let
Sn =
⋂
k Sn,k. Note that by the Proposition PSn → 1. Let R′n,x = oscn,x(An − A♯n) and
R′′n,x = oscn,x(a
†
n − A♯n). It suffices to show that(
max
0≤x≤(1−ǫ)n2/3
R′′n,x
)
1Sn → 0,
in probability, and that we have
(1−ǫ)n2/3∑
x=0
E(R′2nx ;Sn)
(1 + x1−δ)2
≤ c. (70)
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For the first, note that by Proposition 29 on Sn we have
|A♯j − a†j | ≤ cmax
(
nδ−1/2 exp(−c1dist(j, ∂J)), (log n)
2
n
)
.
It follows that the sum of n1/3|A♯j − a†j| over any range of length n1/3 is bounded above by
cn1/3nδ−1/2 logn→ 0, as required.
By Proposition 29 on the event Sn and conditionally on Q the random vector (Xk, 0 ≤
k ≤ n1/3) is close to a Gaussian process with mean zero and E(Xi −Xj)2 ≤ c|i− j|/n1/3 in
the sense of Radon-Nikodym derivatives being close to 1. By Lemma 43 below we have
that
E[ (Rn,x −R′n,x)2;Sn |Q ] ≤ 2c(n−1/6)4(n1/3)4/2 = 2c
where the factor 2 is to control the ratio of Radon-Nikodym derivatives. Taking expecta-
tions (70) follows.
Lemma 43. Let (X(k), k = 0, . . . , n − 1) be a centered Gaussian vector. Assume that E(Xi −
Xj)
2 ≤ σ2|i− j| for all i, j. Then for any q > 0 we have
E sup
i
|Xi −X0|q ≤ cq σqnq/2.
Proof. We prove this by showing a quantitative version of the Kolmogorov-Chentsov cri-
terion – the proof is standard. We have
sup
i,j
|Xi −Xj |
|i− j|r ≤
2r
2r − 1 supℓ,k
|X(k2ℓ)−X((k + 1)2ℓ)|
2ℓr
,
as can be seen by repeated use of the triangle inequality. Indeed, consider a shortest
sequence i1 = i, . . . im = j so that consecutive i
′s differ by exactly one bit in their binary
expansion. Then by the triangle inequality we get
|Xi −Xj| ≤
log2 |i−j|∑
ℓ=0
2ℓrs = s
2r|i− j|r − 1
2r − 1
where s is the supremum on the right hand side. The claim follows. Bounding the sup by
the sum gives
(
sup
ℓ,k
|X(k2ℓ)−X((k + 1)2ℓ)|
2ℓr
)q
≤
⌈log2 n⌉∑
ℓ=1
n/2ℓ∑
k=1
(X(k2ℓ)−X((k + 1)2ℓ))q
2ℓrq
The expectation of the right hand side is bounded above by
q!!
⌈log2 n⌉∑
ℓ=1
n2−ℓ
(σ22ℓ)q/2
2ℓrq
= q!!σqn
(2⌈log2 n⌉)q/2−rq−1 − 1
2q/2−rq−1 − 1 ≤ cq,r σ
q(nq/2−rq ∨ 1)
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and we get
E
(
sup
i,j
|Xi −Xj|
|i− j|r
)q
≤ c′q,r σq(nq/2−qr ∨ 1)
for r < 1/2 this gives, in particular
E sup
i
|Xi −X0|q ≤ cq,r σqnq/2.
On the interval [(1− ǫ)n, n]
Here we take the definitions in (31): wn,i(x) ≡ 0 and ηn,1(x) = m2n(a†0 − A⌊xmn⌋)/b†(0),
ηn,2(x) = m
2
n(b
†
0 −B⌊xmn⌋)/b†(0).
By the proposition that follows we have a tight upper bounds on the A’s and B’s
over this span of indices. This is sufficient for (23) to hold as then ηn,i(x) = O(n
2/3)
which is O(x) throughout this span. The condition (24) is satisfied as the bound of Bk,
k ∈ [(1 − ǫ)n, n] can be made small: Bk ≤ η (with high probability) where η < b†0/2, for
example.
Proposition 44 (Last entries are small). For every η > 0 there exists δ > 0, with δ < 1, and
c1, c2, c3 > 0 so that we have
P
(|Ak − a†(1)|, Bk ≤ η for all k ≥ δn) ≥ 1− c1 exp(−c2nc3).
Proof. This is an immediate corollary of Proposition 25 which shows there is δ′ > 0 so that
for all n and s ≥ 1− δ′ we have
P
(
|Ak − a†(1)|, Bk ≤ η for all k ≥ sn
∣∣∣ |Ak − a†(1)|, Bk ≤ δ′ for all k ∈ [sn, sn + deg V ])
≥ 1− e−c2n.
By Proposition 5 we have a†(x), b†(x) → (a†(1), 0) as x → 1, and so Proposition 29 shows
that for some δ, s the conditioning event above holds with the claimed probability.
12.3 Proof of the main result
Proof of Corollary 40. Due to the interlacing inequalities, the lowest eigenvalues λn,1, λn,2, . . .
of the matrix
γn2/3 (EI − Tn) (71)
are bounded above by the lowest eigenvalues of any minor; we use the minor
Hn = γn
2/3 (EI − T[c logn,n]), (72)
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and denote its lowest eigenvalues by λn,1, λn,2, . . ..
By Theorem 36, for n large enough, the lowest eigenvalues of (71) are also bounded
below by min(λn,i, yn) where yn = cn
2/3/ logn and λn,i are eigenvalues of a rank-1 pertur-
bation of the same minor (72) at its first coordinate. The perturbation adds the matrix
γn2/3
(
−b†(0) + c
log2 n
)
e11 =
(
−m2n +
c′
log2 n
m2n
)
e11 := zne11.
Recall from (27) the definition (γ/n†(0))n2/3 = m2n. Since yn → ∞, it suffices to show that
the λn,i and the λn,i, the eigenvalues ofHn and its perturbationHn+zne11, converge to the
same limit.
By Theorem 9 (ii), in particular the condition (26), the perturbation here is subcrit-
ical: both sets of eigenvalues will converge to the same limit so long as Hn converges
in the manner set out in the first part of Theorem 9. But this has just been verified in
the preceding subsections: Theorem 41 establishing convergence of the random poten-
tials, or Assumption 1 (of Theorem 9), and Propositions 42 and 44 combined verifying the
growth/oscillation conditions, Assumptions 2.
To identify the Stochastic Airy Operator SAOβ only requires replacing the simple scal-
ings on the Xn(x) and Yn(x) sums in Theorem 41 with what is actually given via (27) and
(28). With a = a†(0) and b = b†(0) for short, the convergence,
( n
τb2
)1/3 ⌊x(bn/τ)1/3⌋∑
k=⌊c logn⌋
(a− Ak) + 2(b− Bk)→ 1
2
x2 +
2√
β
(bτ)1/2 · 1
τ 1/3b2/3
W ((b/τ)1/3x),
may be read off from (67)-(68). By Brownian scaling the right hand side is equivalent in
law to 1
2
x2 + 2√
β
Wx as is required.
For convergence of eigenvectors, note that we do have from Theorem 9 that the eigen-
vectors of Hn and Hn + zne11 converge to the same limit, the eigenvectors of SAOβ. Now
denote by Tn the full matrix (71) and by Tn its (positive definite) lower bound from Theo-
rem 36, scaled to our setting. That is, Tn = ynI|[1,c logn]+[Hn+ zne11], in which the previous
perturbed minor is padded by zeros in the first c log n rows and columns.
We now show, by induction on k that |〈ϕ
nk
, ϕnk, 〉| → 1 i.e. the normalized eigenvectors
are close in norm (up to sign).
Let An,k denote the k-dimensional subspace spanned by the lowest eigenvectors of Tn.
Assume that n is large enough so that yn > λn,k+1 ≥ λn,k, and the elements of An,k vanish
on the first c logn coordinates.
Write ϕn,k = ϕ
′ + ϕ′′ + ϕ′′′, where ϕ′′ is the orthogonal projection to An,k−1, ϕ
′′ is the
orthogonal projection to the 1-dimensional space ϕ
n,k
. Then, granted that yn ≥ λn,k+1, we
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have
λn,k = 〈ϕ, Tnϕ〉 ≥ 〈ϕ, T nϕ〉 ≥ λn,1‖ϕ′‖2 + λn,k‖ϕ′′‖2 + λn,k+1‖ϕ′′′‖2
where the last inequality follows from the eigenvector decomposition of T n.
Writing the inequality between the leftmost and rightmost expressions as in
(λn,k − λn,1)‖ϕ′‖2 + (λn,k − λn,k)‖ϕ′′‖2 ≥ (λn,k+1 − λn,k)‖ϕ′′′‖2,
we claim that the the left hand side converges to zero. Indeed, by the inductive hypothesis
An,k−1 is close to the subspace spanned by the first k − 1 eigenvectors of Tn, so ‖ϕ′‖ → 0,
and the coefficient stays bounded. For the second term, we have established that λn,k −
λn,k → 0.
Now SAOβ has almost surely discrete eigenvalues, and so λn,k+1 − λn,k > C > 0 for a
random constant C and all n large enough. Thus for the right hand side to converge to
zero it has to be the case that |ϕ′′′| → 0. Hence |ϕ′′| → 1, as claimed.
Thus the lower eigenvectors of Tn and Tn are close in norm. The latter are vanishingly
small shifts of the eigenvectors ofHn+ zne11, which are close to the eigenvectors of SAOβ,
as required.
13 The nonregular case
Even for the classical values of the parameter β = 1, 2 and 4 there exist external fields V
for which one does not see Tracy-Widom limits at the edge of the spectrum. The relevant
condition is understood through the behavior of the corresponding equilibrium measure
µV , again defined through the minimizing
I(µ) =
∫
V (s)dµ(s) +
∫ ∫
log
1
|s− t|dµ(s)dµ(t)
in the space of probability measures. If V (s)
log |s| → ∞ as s → ±∞ the minimizer (µV ) exists
and is unique. If it is further assumed that V is real analytic, then it is the case that has a
density of the form
ψV (s) =
dµV (s)
ds
=
√
(QV (s))+
for a real analytic functionQV (x). GenericallyQV has simple zeros and ψV vanishes like a
square root at the edge of its support [16]. In this case V is called regular and the rescaled
maximal eigenvalue has the appropriate Tracy-Widom law (see [8], again for β = 1, 2, 4).
55
In general though it is possible for QV to have a zero of order 4k + 1, k = 0, 1, . . . (but
not of order 4k + 3). The resulting “higher-order Tracy-Widom” laws which can result
from such non regular V ’s have been studied in [6] at β = 2. The eigenvalue fluctuations
in these settings is of order n2/(4k+3).
Throughout the above we have made essential use of the assumption that V is (uni-
formly) convex, specifically to control the regularity of the minimizers as well as the con-
centration of the field about the minimizers. In fact, the only simple geometric condition
for V to be regular is convexity. Nonetheless, our framework provides conjectural opera-
tor limits, of type Laplacian plus random potential, describing the limiting spectral edge
for any non regular V .
To explain, one first notices that the shape of the potential (linear plus a constant mul-
tiple of white noise) that characterizes the Stochastic Airy Operator is tied directly to the
differentiability of the local minimizers a†(x), b†(x) at zero. Really what is important is the
shape of the edge E(x) = a†(x) + 2b†(x) tied to the family of potentials x 7→ 1
1−xV , again
about zero. Recall Remark 8 at the end of Section 4. It has already been noted in [16] that
the behavior of ψV at E = E(0) determines that of E(x). Lemma 8.1 of that paper implies:
If ψV (t) ∼ (E − t) 4k+12 as t ↑ E then E − E(ǫ) ∼ ǫ
1
2k+1 as ǫ ↓ 0. (73)
Again, square-root vanishing of the density (k = 0) produces linear/differentiable behav-
ior of the edge E(x) ∼ E(0) + E ′(0)x.
After centering the tridiagonal operator by E(0), and so again factoring b†(0)× the
discrete second-derivative operator, the summed potential once more takes the form
yn(x) = mn
⌊mnx⌋∑
k=qn
(E(0)− (Ak + 2Bk)) ,
compare (28). Here a variable lower limit qn has been inserted assuming there will again
be a cutoff required. Before of course qn = c logn, what is important is that qn = o(mn).
Now assuming that Ak, Bk concentrate about appropriate local minimizes, at least in the
vicinity of the edge, one has up to constants that
E [yn(x)] ∼ mn
⌊mnx⌋∑
k=qn
(k/n)
1
2k+1 ∼ mn
4k+3
2k+1
n
1
2k+1
x
2k+2
2k+1 , (74)
granted (73). This implies thatmn must be chosen so thatmn ∼ n
1
4k+3 , which corresponds
to the general fluctuation exponent known to hold in the β = 2 case (the fluctuation
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is O(m2n)), as it should. Note that this can be cast in terms of the concentration of the
random “edge” Ak + 2Bk, without discussion of separate (a, b)-minimizers.
For the variance, the formula in the regular case (see Proposition 41) can be written in
an intuitive manner as in
−2βE(0)E ′(0)x = −β(E2)′(0)x ∼ βn2/3
∑
k≤n1/3x
−(∆E2)(k/n),
where ∆f(t) is short for f(t + 1/n) − f(t). On the left hand side, one recognizes the
formula given previously, with constant −4βb†(0)E ′(0), noting that it can be assumed that
a†(0) = 0 by a simple shift in which case E(0) = 2b†(0). The right hand side captures that
the (Gaussian) fluctuation a single step of the walk k 7→ Ak + 2Bk should scale with the
difference-square of its mean profile, E(k/n). This prompts
Var[yn(x)] ∼ m2n
(E2(0)− E2(xmn/n)) ∼ m2n(xmn/n) 12k+1 , (75)
as the proposed variance, neglecting constants. Note that the exponents of mn and n
match those in (74).
Restoring the appropriate constant factors, (74) and (75) allow us to formulate the
following.
Conjecture 45. Assume V is nonregular: with k ≥ 1, let ψV (t) ∼ (E − t) 4k+12 as t ↑ E = E(0),
the rightmost edge of the support of ψV . In line with (73) define the constant c by
lim
ǫ↓0
E − E(ǫ)
ǫ
1
2k+1
= c,
and set γ = c−2/3(E/2)−1/3. Then we have that
Hn,k = γn
2/4k+3(EI − Tn)
converges in the sense of Theorem 9 (i) to the operator
Sβ,k = − d
2
dx2
+ x
1
2k+1 +
2√
β
x−
k
2k+1W ′(x),
on the half-line with Dirichlet conditions at the origin. In particular, the ordered eigenvalues/eigenvectors
of Hn,k converges jointly in law to those of Sβ,k.
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