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Abstract An important challenge when using Rein-
forcement Learning for learning motions in robotics is
the choice of parameterization for the policy. We use
Gaussian Mixture Regression to extract a parameter-
ization with relevant non-linear features from a set of
demonstrations of a motion following the paradigm of
Learning from Demonstration. The resulting parame-
terization takes the form of a non-linear time-invariant
dynamical system (DS). We use this time-invariant DS
as a parameterized policy for a variant of the PI2 pol-
icy search algorithm. This paper contributes by adapt-
ing PI2 for our time-invariant motion representation.
We introduce two novel parameter exploration schemes
that can be used to 1) sample model parameters to
achieve a uniform exploration in state space and 2) ex-
plore while ensuring stability of the resulting motion
model. Additionally, a state dependent stiffness pro-
file is learned simultaneously to the reference trajectory
and both are used together in a variable impedance con-
trol architecture. This learning architecture is validated
in a hardware experiment consisting of a digging task
using a KUKA LWR platform.
1 Introduction
A limiting factor in the spread of the use of robotic sys-
tems in a wider variety of applications is the tediousness
of traditional methods for programming robots. Every
time a robot is used for a new task, many hours of work
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by trained people are required to endow the robot with
a new skill. These problems can be addressed by en-
dowing the robot to learn tasks instead of being ex-
plicitly programmed in the traditional sense. In Learn-
ing from Demonstration (LfD), the goal is to extract
task-relevant information from a set of demonstrations.
The demonstrations are used to optimize a task model
which can subsequently be used for autonomous task
execution by the robot [1,2]. Alternatively, with Rein-
forcement Learning (RL) the robot is expected to learn
on its own by executing trials of the task and evaluat-
ing these with a cost function that compactly describes
the task at hand [3,4]. These two paradigms are com-
plementary and often used in conjunction, e.g. by using
LfD as a means to find a good initial task model which
is subsequently refined by RL [5,6].
The choice of motion representation is crucial in
both LfD and RL. Dynamical Systems (DS) have emerged
as a general and efficient method for compactly repre-
senting a task. In a DS representation, the state vari-
ables are related to their derivatives through a set of pa-
rameterized differential equations. Key properties such
as global convergence to a target point [7] or cyclic mo-
tion [8] can be ensured by a proper choice of parame-
terization and constraints.
A limitation of current state-of-the art RL meth-
ods for learning DS models arises from the chosen pa-
rameterization. Models that are to be flexible enough
to capture complex motions rely on non-linear features
of the state variables. The selection of features play a
critical role in the representational power of the pol-
icy and hence the quality of the solution. In DS rep-
resentations, nonlinear features are typically built us-
ing Gaussian basis functions following two different ap-
proaches. The first approach is to use a uni-dimensional
input for the basis functions that is either time or an
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auxiliary phase variable [9–11,8]. It is then sufficient
to spread the basis function regularly along this sin-
gle dimension. The second approach, which is less com-
mon, is to use the state variables of the system as input
to the basis function [12,7,13]. Those two approaches
have different limitations. The first results in a behav-
ior which ultimately is time-dependent unless a mech-
anism to control the phase variable based on the robot
state is introduced. The second approach results in a
time-invariant DS which leads to benefits such as in-
creased robustness [12] [7], but requires an appropriate
placement of Gaussians in the state space which can be
difficult to obtain. In this work, we follow the second ap-
proach. For placement of the nonlinear features and for
initialization of the motion policy, we employ demon-
strations of the task modeled with Gaussian Mixture
Model (GMM). An time-invariant DS model is then
obtained through Gaussian Mixture Regression, as in
[12], resulting in a motion representation with the ba-
sis functions automatically placed in relevant areas of
the dataset. Subsequently, we use an adaptation of the
state-of-the-art RL algorithm PI2 to improve the model
learned from demonstrations. Hence, our work builds on
[12] in our choice of motion representation, on [14], [15]
and [16] in the choice of learning algorithm. Our main
contribution is to combine these two independent sets
of research (namely on time-invariant DS encoding of
motion and use of PI2 to improve policies). Precisely,
we extend [12] by adding RL as scheme to improve the
policy after training from learning from demonstration,
and we extend [16] to be used for time-invariant poli-
cies, in place of time-dependent encoding policy as was
done in the past.
For execution on a physical system, DS task mod-
els are typically used as an online trajectory generators
for a position controller or impedance controller. In the
latter case, the behavior of the robot is determined not
only by the DS but also strongly by the impedance pa-
rameters. In a learning setting, it hence makes sense
to include the tunable impedance parameters (usually
limited to the stiffness matrix) as a learnable object. In
this paper, we exploit the state-dependent stiffness rep-
resentation of [17] to ensure synchronization with our
motion representation. The stiffness is learned simul-
taneously with the nominal motion, as was previously
introduced for time-dependent motion and stiffness in
[16].
Exploration is an important part of any RL system.
In this paper, we propose two parameter sampling tech-
niques that are tailored to our parameterization. The
first is aimed at mapping locally uniform exploration in
velocity space to the associated exploration in param-
eter space. A major difficulty in applying learning to
DS motion representations is that parameter perturba-
tions can yield unstable models. To deal with this issue,
we use results from [7] to derive a second exploration
strategy with stability guarantee. This is particularly
important in tasks that have a fixed target point that
should be maintained during exploration.
In summary, the main contributions of this paper
are:
1. We show how demonstrations of a task can be used
to extract both non-linear features (i.e. basis func-
tions) and initial parameters for a parameterized
policy based on time-invariant non-linear DS (Sec-
tion 3.1).
2. We show that the policy search algorithm PI2 can be
adapted to refine this type of time-invariant policy
(Section 3.2).
3. We present two different ways of shaping the explo-
ration noise to obtain
(a) an homogeneous and isotropic exploration in task
space (Section 4.1)
(b) preservation of the stability properties of the ini-
tial policy (Section 4.2)
4. We present a method for learning a state dependent
stiffness simultaneously to the reference trajectory,
thereby obtaining a variable impedance controller
(Section 5).
2 State of the art
2.1 Representing motions for control in robotics
In robot control, encoding motions as Dynamical Sys-
tems (DS) has proven to be convenient because it can
provide a velocity or acceleration profile in addition
to the geometrical information. Furthermore, a DS can
generate different trajectories for different starting con-
ditions, which can provide generalization as well as the
ability to encode how the robot should react to a per-
turbation.
The most widely used DS for encoding robotic mo-
tions are time-dependent DS. Most of those DS are lin-
ear in the state variables and use non-linear basis func-
tions with the time or a phase auxiliary state as input
[8]. They have convenient properties, such as the pos-
sibility to allow non-constrained learning while ensur-
ing qualitative behavior such as global stability at an
attractor point or convergence to a limit cycle. There
have been numerous successful demonstrations of learn-
ing from demonstration and reinforcement learning in
such motion representations [18,19,5] learning motions
for a large variety of tasks.
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Time-invariant DS formulations can represent richer
behaviors because different motions can be learned in
different parts of the state space [12]. They can encode
a motion in a way that allows for on-the-fly adaptation
to spatial and temporal perturbations. Such an intrin-
sic robustness is desirable for robots operating in un-
certain environments. Several time-invariant DS repre-
sentations have been introduced, along with algorithms
for learning them [7,13]. The main drawback of these
models compared to time- or phase-dependent models
is that stability is generally more difficult to guarantee
and can easily be lost during learning. Different meth-
ods for obtaining stable non-linear DS have been pro-
posed. In [20], an approach combining Gaussian Mix-
ture Regression (GMR) [21] and Hidden Markov Model
(HMM) is used to compute a reference velocity based
on the position and sequential information. The sys-
tem is stabilized by a spring and damper system that
attracts trajectories toward the regions where demon-
strations have been provided. In [7], the Stable Estima-
tor of Dynamical Systems (SEDS) is presented. This
method is based on GMR, with additional constraints
to ensure global asymptotic convergence of the DS. In
[13], a method based on Extreme Learning Machines
for learning a DS that is stable in a given workspace is
presented. Other approaches represent the DS in a form
that makes it impossible to alter the stability properties
during learning [22]. All these DS can be learned from
demonstrations. In this paper we use the the stability
conditions originally proposed in [23]. These conditions
were used as constraints for an optimization problem in
[23]. In contrast, we employ these stability conditions
to derive a novel parameter sampling strategy that can
be used to guarantee that all explored policies remain
stable.
2.2 Policy search methods for learning motions from
experience
Policy search methods have become popular for RL in
robotics because they adapt well to problems with large
continuous state and action spaces. Examples include
[24], where the Natural Actor Critic (NAC) algorithm is
introduced and applied to the task of learning a baseball
swing with a robot arm. As policy, a DMP [8] is used,
which encodes a reference trajectory for each joint as
a time dependent DS. In [10], NAC is used to adapt
a different kind of policy, based on a time conditioned
GMR, in a reaching task constrained by an obstacle.
In [25], the PoWER algorithm is introduced, based
on Expectation-Maximization. It is applied to learning
the ”ball in a cup” game, using a DMP as a parame-
terized policy. A similar algorithm was used in [5] in
a pancake flipping task using a different parameter-
ized policy consisting of a time-dependent mixture of
proportional-derivative systems.
PI2 is a policy search method derived from the first
principles of stochastic optimal control [14]. The up-
date rule takes the form of a probability-weighted av-
erage and shares some similarities with the PoWER
algorithm. It is used in [16] to learn a variety of robot
motion tasks using a DMP policy. The reference tra-
jectory and the stiffness profile are learned simultane-
ously for an impedance control architecture. In [9], and
adaptation of PI2 called PI2-01 is used to refine a pa-
rameterized policy based on a mixture of functions that
are affine with respect to the state variables. The mix-
ing factor is time dependent. One particularity of this
approach is that the parameterized policy produces di-
rectly low level controls (i.e. the motor torques to be
applied) instead of a reference trajectory. The policy
can be viewed as providing both feed-forward and feed-
back terms together.
While these studies have all demonstrated learning
of complex tasks, they all use motion representations
that depend implicitly on time and hence suffer from
the problems described in Section 2.1.
A wider panel of parameterized policies, including
time-invariant ones, can be found in other examples
that are related to motion learning but that take the ap-
proach of learning a reactive behavior rather than a tra-
jectory. Examples include learning a tracking controller
for a helicopter and a balancing robot [26], learning
a reactive controller for peg-in hole insertion [27], and
learning the non-episodic task of walking [28]. Those
examples have the limitation that the non-linear fea-
tures used for the policy or the value function need to
be defined a priory. In contrast, we leverage on LfD to
use demonstrations for building the relevant features.
2.3 Learning varying stiffness control
Recent years have seen a revitalized interest in the role
of impedance control [29] when designing robot con-
trollers for uncertain environments including physical
interaction. A lot can be learned from biological sys-
tems, where numerous studies report that humans change
the stiffness of their arms not only between different
tasks but also during the execution of a task [30–32].
Several related robot controllers have been proposed.
The principles observed in human impedance adapta-
tion were transfered to an adaptive impedance con-
troller in [33]. Task specific impedance principles cap-
tured via a learned cost-function were transferred from
humans to robots in [34], and direct mirroring of hu-
man stiffness was proposed for tele-operation applica-
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tions in [35]. In the field of LfD, it has been proposed
to derive stiffness variations via kinematic variability in
demonstrated data [36]. Recent works have taken force
measurements into account for estimating stiffness us-
ing weighted least squares [37] and least squares with
platform specific priors on the stiffness parameters [38].
Another approach developed dedicated Human-Robot
interfaces for the purpose of enabling stiffness variations
to be easily taught to a robot [17]. Probabilistic motion
representations [39,40] can be used to derive varying
feedback gains in a principled manner [41,42,48]. Opti-
mal control has been used successfully to exploit passive
dynamics of robotic devices with intrinsically variable
stiffness [43,44].
In all of the works cited above, learning stiffness is
a one-shot process, often using a set of demonstrations
to derive a varying stiffness profile. However the robot
is not given the possibility to improve its gain sched-
ule over time. As has been demonstrated in all these
works, it is possible to derive stiffness that increase task
performance using any of these techniques. However,
except the works using optimal control, none of these
methods ensure that the best possible gain schedule
is learned. Furthermore, if a change in the environment
necessitates a correction in the gain schedule, additional
demonstrations have to be provided.
To deal with this problem, we use reinforcement
learning to allow the robot to improve over time, pos-
sibly in ways that were difficult or impossible for the
user to demonstrate [17]. The price we pay for this
added capability is the need for a well-designed cost
function describing the goal of the task. We take the
approach pioneered in [16] based on learning varying
stiffness and reference motion simultaneously via rein-
forcement learning. We differ in that our representa-
tion of learned reference motion and stiffness is state-
dependent as opposed the time-dependent formulation
used in [16].
3 Integrating LfD and RL using time-invariant
DS based policies
The first part of this section explains how an initial
parameterized policy can be extracted from a set of
demonstrations. This initial policy provides both a set
of initial parameters and a set of hyper-parameters that
determine the non-linear features used by the policy.
This is achieved by means of a Gaussian Mixture Re-
gression (GMR), which yields a policy of the form of a
non-linear time-invariant dynamical system.
The second part of this section explains how the
resulting GMR policy can be refined using a version of
PI2 adapted to the case of time-invariant policies.
The third part presents simulation to illustrate the
functioning and the performance of the proposed method.
3.1 Extracting an initial policy from demonstration
GMR are multivariate regressions based on conditioned
Gaussian Mixture Models (GMM) [21]. The GMM is
trained to approximate the joint probability distribu-
tion p(x, x˙) of the position x and velocity x˙ from the
demonstration dataset using an Expectation-Maximization
algorithm. GMR can then be used to compute an esti-
mation of the reference velocity for any given position,
yielding the following DS:
x˙ = GMR(x) = E{p
GMM
(x˙|x)}
=
NG∑
k=1
hkxt(µ
k
x˙ +Σ
k
x˙x(Σ
k
x)
−1(x− µkx))
=
NG∑
k=1
hkxt(A
kx+ bk),
(1)
where NG is the given number of Gaussian functions in
the mixture, and
hkxt =
pikN(x;µkx,Σ
k
x)∑NG
i=1 pi
iN(x;µix,Σ
i
x)
,
Ak = Σkx˙x(Σ
k
x)
−1,
bk = µkx˙ −Akµkx,
(2)
and µkx,µ
k
x˙,Σ
k
x,Σ
k
x˙x are parts of the vector of means
and of the covariance matrices of the Gaussians forming
the GMM:
µk =
[
µkx
µkx˙
]
, Σk =
[
ΣkxΣ
k
x˙x
Σkx˙xΣ
k
x˙
]
. (3)
A reference trajectory can then be generated by inte-
gration:
xti+1 = xti +
NG∑
k=1
hkxti
(Akxti + b
k)∆t. (4)
This procedure is illustrated by two examples in Fig-
ure 1. Two different motions are learned from sets of
three demonstrations each, using four Gaussian basis
functions (NG = 4).
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Fig. 1 The demonstration trajectories (orange) are used to
learn a GMR policy (the streamlines represent the velocity
for any given position) using 4 Gaussians (the ellipses show
the 1 standard deviation state space projection of the associ-
ated Gauss function), which produces a reference trajectory
(red) for a starting position in the demonstration area (black
square), and a given number of time steps.
3.2 Path integral policy improvement method for
time-invariant DS based policy
PI2 [14] is a policy search RL algorithm derived from
stochastic optimal control. It assumes a dynamical sys-
tem controlled by a parameterized policy which is linear
in the learned parameter vector θ:
x˙t = f(xt) +Gxt(θ + t), (5)
where xt is the state of the system at time t, f(xt) is
the transition function, Gxt the control matrix and t
is a Gaussian exploration noise vector with zero mean
and covariance matrix Σ.
The cost of a trajectory τ θxti
= [xtixti+1 . . .xtN ]θ
starting at time ti in state xti and resulting from the
policy parameterized by θ is given by:
C(τ θxti
) = Φ(xtN ) +
∫ tN
ti
(q(xti) +
1
2
uTt Rut), (6)
with Φ(xtN ) the terminal cost, q(xti) the immediate
cost, ut = Gxt(θ + t) the control given by the policy
and R the control cost matrix.
The objective is to find the parameter vector θ that
minimizes the value function:
V (xti , ti) = E[C(τ
θ
xti
)], (7)
where the expectation is taken over all the stochastic
trajectories τθxti
starting from xti and subject to the
policy parameterized by θ.
An iterative scheme is used to improve θ. At each
iteration a batch of trajectories (called rollouts), which
differ due to the stochasticity of t, are sampled and
used to compute an update δθ for the parameter vector,
following a path integrals approach.
PI2 is generally used to learn parameterized policies
that generate a reference trajectory that a system will
track. It is shown that the dynamics of the actual sys-
tem tracking the trajectory is not relevant to the learn-
ing algorithm. The state vector x thus only contains
the states describing the reference trajectory (in this
paper x ∈ R2, except for the hardware experiment).
The major difference between our approach and [14]
is that we use the GMR parameterized policy presented
in subsection 3.1 instead of the DMP parameterized
policy used in the original algorithm. Our policy is thus
state dependent and time-invariant, which is a funda-
mental change.
The GMR policy in Eq. (1) can be rewritten in the
form of Eq. (5), and we identify Gxt and θ to be the
following (shown here for the 2-dimensional case):
Gxt =
[
G1xt , G
2
xti
, . . . , GNGxt
]
, (8)
Gkxt = h
k
xt
[
x1,t, x2,t, 0, 0, 1, 0
0, 0, x1,t, x2,t, 0, 1
]
, (9)
θ =
[
θ1, θ2, . . . , θNG
]T
, (10)
θk =
[
Ak1,1, A
k
1,2, A
k
2,1, A
k
2,2, b
k
1 , b
k
2
]
. (11)
At this point we see that the parameters that are
learned (i.e the components of θ) are the parameters of
the matrices Ak and vectors bk as defined in Eq. (2).
As the terms µkx and Σ
k
x are also in h
k
xt , they cannot
be part of the learned parameters because of their non-
linear effect in the DS (i.e. it would not respect the form
of Eq. 5). Thus, what is actually learned is the mean
of the velocity µkx˙ and the covariance between position
and velocity Σkx˙x. The input part of the centers µ
k
x and
the shapes of the GaussiansΣkx remain fixed (initialized
by LfD as described in Section 3.1).
The control matrix Gxt contains the non-linear fea-
tures of the policy. The features consist of the Gaussian
basis functions multiplied by the input variables. The
Gaussian basis functions are positioned in the input
space during policy initialization through LfD (refer to
Section 3.1).
It should be noted that for the parameterization
given above (Equations 8 to 11) f(xt) is set to zero
in Eq. (5). Another possible parametrization is
f(xt) =
NG∑
k=1
hkxt(A
k0xt + b
k0), (12)
θk =
[
Ak1,1
∗
, Ak1,2
∗
, Ak2,1
∗
, Ak2,2
∗
, bk1
∗
, bk2
∗]
, (13)
where Aki,j
0
and bki
0
are the original parameters of the
GMR learned from the demonstration dataset. Aki,j
∗
=
Aki,j − Aki,j0 and bki ∗ = bki − bki 0 denote the difference
between the original parameters and the current param-
eters. Under this parametrization, the original GMR is
6 Joel Rey, Klas Kronander, Farbod Farshidian, Jonas Buchli, Aude Billard
seen as the system’s passive dynamics, and the control
is the modification to the original GMR. Gxt remains
unchanged.
With the parameterization in Eq. (11), the policy
search algorithm will try to keep the norm of the pa-
rameters small. In contrast, with the parameterization
given by Eq. (13), the control cost will tend to keep the
parameters relatively close to their initial values learned
from demonstration. The most appropriate choice may
depend on the task, but Eq. (13) appears as the most
natural choice for most cases and is used in the remain-
der of this paper.
The derivation of the update rule for PI2 with the
GMR parameterized policy follows closely the original
derivation of the update rule for PI2 with the DMP
parameterized policy as described in [14] up to the cal-
culation of the optimal control (denoted u∗ti in [14]).
After obtaining the optimal control, a parameter
update δθti can be computed for each time step. To
get a single update vector δθ, a time averaging method
can then be used as proposed in the original PI2 al-
gorithm (see [14]). Alternatively, one can consider only
the first parameter update (δθ = δθt1), as proposed in
the PIBB algorithm (see [15]). We chose the latter as it
avoids projection of the exploration noise on the range
space of the control matrix, which is not suitable in the
GMR representation (as shown later in Figure 3). The
complete procedure is described in algorithm 1.
3.3 Simulation experiments
To illustrate the performance of the algorithm, we present
two simulation experiments.
In the first experiment we apply the algorithm to the
task of reaching a goal xgoal from an initial state while
traveling through a set of via-points xvial , l = 1 . . . NV P .
The via points are distributed along the general motions
demonstrated earlier, with the goal at the end. The pol-
icy is initialized with the GMR previously learned from
demonstration. This can be seen as refining an imper-
fectly demonstrated motion for a specific performance
criterion. Details of this simulation experiment can be
found in Appendix A.1.
Figure 2 shows the final policies and resulting tra-
jectories that are obtained after applying the RL pro-
cedure. It can be seen that the policies are adapted so
that the trajectories pass through the via-points. The
learning curves show how the different component of
the cost evolve along the iterations. There is a fast ini-
tial decrease in the via-point cost, while the accelera-
tion cost increases slowly. The final cost results from a
trade-off of those two components. As for the control
cost, it only plays a regularization role.
Algorithm 1 PI2 for GMR parameterized policy
1: Given
– a set of demonstration trajectories Demos
– the covariance Σ of the exploration noise 
– a cost function composed of:
– a terminal cost term Φ(xtN )
– an immediate cost term q(xti )
– a quadratic control cost specified by the control ma-
trix R
– a transition function f(x) (= 0 or given by equ. 12)
2: procedure Initialize(Demos)
3: GMR← E-M(Demos)
4: for k ← 1, NG do
5: θk = [Ak1,1
∗
Ak1,2
∗
Ak2,1
∗
Ak2,2
∗
bk1
∗
bk2
∗
]
6: end for
7: θ = [θ1 θ2 . . . θNG ]
8: end procedure
9: procedure Policy search(θ, Cost function)
10: while Cost has not converged do
11: α← max ( 1
niter
, 0.1)
12: for r ← 1, Nr do
13: θr ← θ + r, r ∈ N (0, αΣ)
14: τ r ← [xt1 . . . xtN ]θr . Sample trajectory
15: Mti,r ← R−1GTti,r(Gti,rR−1GTxti )
−1Gti,r
16: Υti,r ← (θ +M ti,r tj ,r)TR(θ +M ti,r r)
17: S(τ r)← ΦxtN ,r +
∑Nt
j=0 qxtj ,r +
1
2
∑Nt
j=0 Υti,r
18: end for
19: λ←
max
r
S(τr)−min
r
S(τr)
10
20: for r ← 1, Nr do
21: P (τ r)← e−
1
λ
S(τr)∑Nr
r=1 e
− 1
λ
S(τr)
22: end for
23: δθ ←∑Nrr=1 P (τ r)r . Compute update
24: θ ← θ + δθ . Update parameter vector
25: end while
26: end procedure
We also show that, as discussed previously in part
3.2, the PIBB way of computing the update term is more
suitable to our parameterized policy than the PI2 way,
yielding significantly lower final costs as seen in Figure
3.
In the second simulation experiment, we illustrate
one advantage we gain in using time-invariant dynam-
ical systems as parameterized policies : the ability to
learn different behaviors for different parts of the state
space.
This time, the policy is evaluated for two different
initial states of the system. At each roll-out, there are
thus two different trajectories. The two trajectories are
evaluated with the same cost function, and the costs
are added to obtain the cost of the roll-out. Details of
this simulation experiment can be found in Appendix
A.2.
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Fig. 2 Left: The final GMR policies for the N-shape (top) and
P-shape (bottom) after the RL procedure, which produce ref-
erence trajectories (red) for a starting position (black square).
The via-points and goals are depicted by black crossed cir-
cles. The initial trajectory learned from demonstration are
shown for comparison (orange). Right: The learning curves
showing the cost mean along the roll-outs (one iteration is
ten roll-outs).
50
100
150
200
250
300
350
400
450
PI2 PIBB
Fi
na
l c
os
t
N−shape
1
2
3
4
5
6
7
PI2 PIBB
Fi
na
l c
os
t
P−shape
Fig. 3 Boxplots comparing the cost at the final iteration over
20 runs when using the the PI2 or PIBB ways of computing
the update term in the N-shape and P-shape simulation sce-
narios. The PIBB way is more suitable to the time-invariant
DS parameterization of the policy.
Initially, the system behaves similarly in the left and
right parts of the state space because it has received
similar (but mirrored) demonstrations in both parts to
build the initial policy. Through reinforcement learning,
the policy is updated and specific behaviors appear for
the left and right parts of the state space to fit the
specific via-points layout, as seen in Figure 4. The time-
invariant DS parameterization of the policy is key to
enable this behavior.
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Fig. 4 Simulation experiment with two different starting
states (back squares). The goal state is at the center (0,0)
and there are two sets of via-points (black circles with x or
+ crosses) in the right and left parts of the state space that
have a different arrangement. Starting form an initial policy
that yields two similar initial trajectories (orange), the RL
procedure refines it and adapts the behavior so that the tra-
jectories pass through the via-points. The final policy (blue
stream lines) displays very different trajectories in the right
and left parts of the state space, illustrating the advantage
of having a policy parameterization that enables state depen-
dent behavior.
4 Shaping the exploration noise
Exploration is a critical factor of RL, which can have
just as much impact on the performance of the algo-
rithm as the update procedure. Different tasks may
require different exploration strategies and sometimes
task knowledge can be used to focus the exploration on
promising parts of the policy space. In this section we
describe two different exploration strategies adapted to
our parameterization.
4.1 Homogeneous exploration in task space
The tuning of the exploration noise is critical to obtain
good performance in RL. When too low, the exploration
will not be sufficient and the improvement will be very
slow and may stop prematurely in a local minimum.
When too high, there is a high chance that the sam-
pled policies will perform poorly because they are too
far from the region of interest. In addition, the relative
exploration noise applied to each different parameter
can also be important. In order to define a suitable ex-
ploration noise for our parameterized policy, we analyze
the effect of the exploration noise  in the task space
(i.e. the perturbation on the reference velocity).
For simplicity we consider a region where only a
single Gaussian basis function k is active. In these con-
ditions the noise vrefj
on the jth component of the ref-
erence velocity vector can be written as
vrefj
= bkj +
Nin∑
d=1
xrefd Akj,d . (14)
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As the noise bkj and Akj,d applied to the parameters
is drawn form Gaussian distributions with zero mean,
each vrefj
has also a Gaussian distribution with zero
mean and variance σ2
vrefj
calculated as
σ2
vrefj
= σ2bkj
+
Nin∑
d=1
xrefd
2
σ2Akj,d
. (15)
Thus the velocity noise vector is a random Gaus-
sian vector. If we do not have prior knowledge of the
task, we generally would like the variance of the veloc-
ity noise vector to be isotropic so that all dimensions
are explored equally, and also state invariant so that
all parts of the trajectory can be equally perturbed.
Isotropy can be achieve by choosing σ2
bkj
= σ2bk and
σ2
Akj,d
= σ2
Akd
∀j = 1 : Nout .
A way of partially achieving state invariance is to
tune the variance of the noise for each Gaussian ba-
sis function such that it compensates for the state de-
pendency. This can be done by choosing σ2bk = σ
2
b0
and σ2
Akd
= (σA0d/µ
k
d)
2, where µkd is the mean of the
kth Gaussian basis function in the dth input dimen-
sion. This way the state dependency of the variance
of the velocity noise is exactly canceled at the center of
the Gaussian basis functions and partially compensated
elsewhere in the vicinity of the basis functions.
The mean norm of the velocity noise vector is a
relevant parameter for specifying the exploration noise.
With our choices so far and for the 2-dimensional case1,
the norm of the velocity noise vector follows a Rayleigh
distribution and its mean is µv = σ˜
√
pi
2 with σ˜ =√
σ2b0 +
∑Nin
d=1 σ
2
A0d
. Thus, the mean norm of the veloc-
ity noise vector can be set to a desired value µdesv by
choosing σ2
A0d
and σ2b0 . We choose to share the respon-
sibility of producing the noise vector equally among all
the terms composing µdesv , so σ
2
b0 = σ
2
A0d
= σ˜
2
3 =
2µ2v
3pi .
With all the choices explained in this sub-section,
we obtain the following rules for tuning the noise for
the 2-dimensional case:
σ2Ak1,1
= σ2Ak1,2
=
2µdesv
2
3piµk1
2 , (16)
σ2Ak2,1
= σ2Ak2,2
=
2µdesv
2
3piµk2
2 , (17)
σ2bk1
= σ2bk2
=
2µdesv
2
3pi
, (18)
1 for the 3-dimensional case, the norm follows a Maxwell-
Boltzmann distribution with mean µv = 2σ˜
√
2
pi
where µdesv is the desired mean norm of the velocity
noise vector and µki is the mean of the kth Gaussian
basis function in the ith input dimension.
Although those rules are derived for the simplified
case where only one Gaussian basis function is active,
they also give reasonable results in locations in the state
space where several basis functions affect the control.
Figure 5 compares the mean value of the velocity
noise vector for the different parts of the state space
when using a uniform variance for the noise on each
parameter and when using the method described in
this subsection. In the case of uniform noise on the
parameters, we can see how the velocity noise grows
with the distance to the origin (0;0), with some addi-
tional patterns caused by the mixture of the Gaussian
basis functions. This growth is undesirable. When using
the proposed tuning method, the velocity noise is con-
trolled in the vicinity of each Gaussian basis function,
and remains within 50% of the desired value in the area
visited by the trajectory.
Fig. 5 Maps of the mean norm of the velocity noise vec-
tor for the N shape scenario (the 1 standard deviation state
space projection of the Gaussian basis function is shown in
magenta). Left: using uniform variance of 1 for all the param-
eters. Right: using the tuning method with µdesv = 1
4.2 Stable exploration
Using a DS encoded by a GMR as a reference trajec-
tory allows to represent a large variety of trajectories.
However, without parameter constraints the result is
generally an unstable model with diverging trajecto-
ries. This can impact the learning as many roll-outs
can leave the area of interest and hence provide little
or no relevant information. In [7], a set of constraints
that ensure a stable model were presented. Here we give
a brief review of these constraints and propose a sam-
pling method that ensures that a stable model remains
stable during RL.
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Recalling that a GMR encodes a dynamical system
as a mixture of linear systems of the form:
x˙ =
NG∑
k=1
hkxt(A
kx+ bk) ,
the SEDS conditions [7] are expressed as follows:
1. bk = −Akxgoal ∀k = 1 : NG
2. A
k+Ak
T
2 ≺ 0 ∀k = 1 : NG
where xgoal is the goal state and NG is the number of
Gaussian basis functions used for the GMR.
In order to make sure that each iteration of the RL
algorithm preserves the SEDS conditions, we will shape
the exploration noise applied to the Ak matrix (kA)
and bk vector (kb ) so that the SEDS conditions are
preserved for each roll-out r:
1. bk,r = −Ak,rx∗ ∀k = 1 : NG, r = 1 : Nr
2. A
k,r+Ak,r
T
2 ≺ 0 ∀k = 1 : NG, r = 1 : Nr
with
bk,r = bk + k,rb , (19)
Ak,r = Ak + k,rA , (20)
where the vector k,rb and the matrix 
k,r
A are the ele-
ments of the exploration noise vector r that correspond
to the parameters forming Ak and bk.
Note that A
k+Ak
T
2 is the symmetric part of the ma-
trix Ak, that can be written in terms of its symmetric
part and antisymmetric part as:
Ak =
Ak +Ak
T
2
+
Ak −AkT
2
. (21)
The second SEDS condition only constraints the
symmetric part of k,rA , and therefore the antisymmetric
part, which we call k,ranti, can be built from a random
Gaussian noise vector with desired variance.
The symmetric part of k,rA , which we call 
k,r
sym,
must be built such that the symmetric part of Ak,r re-
mains negative definite. Constraining k,rsym to be nega-
tive definite would be sufficient but is overly restrictive,
as it would only allow Ak to grow in magnitude.
It can be shown that for a negative definite ma-
trix N and a symmetric (not necessarily definite) ma-
trix S, one can always find small enough η > 0 such
that N+ηS remains negative definite. We use this fact
to build k,rsym by generating a symmetric matrix S
k,r
from a Gaussian noise vector with desired variance, and
checking the negative definiteness of A
k+Ak
T
2 + ηS
k,r
for η decreasing from 1 to 0 until check is passed. The
exploration noise applied to Ak is then:
k,rA = 
k,r
sym + 
k,r
anti . (22)
The exploration noise applied to bk is imposed by the
first SEDS condition:
k,rb = −k,rA x∗ . (23)
Having built the exploration noise such that the pol-
icy of each roll-out satisfies the SEDS conditions, we
now show that the update process (lines 9 to 26 of al-
gorithm 1) preserves those conditions. The update vec-
tor δθ is a weighted sum of the exploration noise of the
different roll-outs. If we remap this vector to Ak and bk
(reversing lines 4 to 7 of algorithm 1), and considering
lines 23 and 25 of algorithm 1, we can write:
bknew = b
k + δbk , (24)
δbk =
Nr∑
r=1
P (r)k,rb , (25)
Aknew = A
k + δAk , (26)
δAk =
Nr∑
r=1
P (r)k,rA , (27)
and we need bknew and A
k
new to satisfy the SEDS con-
ditions.
It can be shown that this is the case:
Aknew = A
k +
Nr∑
r=1
P (r)k,rA =
Nr∑
r=1
P (r)(Ak + k,rA ) ≺ 0 .
(28)
The second equality of Eq. 28 holds because P (r) is
normalized (i.e.
∑Nr
r=1 P (r) = 1), and the negative def-
initeness comes from the fact that Ak +k,rA is negative
definite by construction and that a convex combination
of negative definite matrices is negative definite as well.
4.3 Simulation results for stable exploration
We illustrate the functioning of our algorithm in com-
bination with the sampling method proposed in sub-
section 4.2 with a 2-dimensional constrained reaching
task. In this task, the agent starts in a given position
and has to reach the goal within a given time (15sec,
∆t = 0.1, Nt = 150) and with the shortest possible
path. The goal is in a box and the agent needs to take
a detour to reach it, as illustrated in Figure 6. If the
agent collides with the box, its motion is stopped until
the end of the task.
A few sub-optimal demonstration trajectories are
given that span an area containing the starting position.
An initial SEDS policy is learned from those demon-
strations using the SEDS algorithm. This initial policy
is then used as a starting point for the reinforcement
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Fig. 6 Constrained reaching scenario with a goal (black
square) in a box (in black). The demonstration trajectories (in
dashed/orange) are used to learn a SEDS policy (the stream-
lines represent the velocity for any given position) using 3
Gaussian basis functions (the ellipses show the 1 standard
deviation state space projection of the associated Gauss func-
tion), which produces a reference trajectory (in red/bold) for
a starting position (red/bold square).
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Fig. 7 Left: final policy after reinforcement learning and re-
sulting reference trajectory. Right: Learning curve along the
iterations of the RL procedure, showing the median value for
the different components of the cost.
learning algorithm. Details of this simulation experi-
ment can be found in Appendix B.
The policy and trajectory resulting form the rein-
forcement learning and the learning curve along the it-
erations is shown in Figure 7. It can be seen that the
reinforcement learning procedure is capable of reduc-
ing the length of the trajectory significantly after 100
roll-outs already (which means 10 updates). The cost
continues decreasing slowly until about 400 roll-outs.
Figure 8 shows that the presented noise shaping
method increases the efficiency of the learning for this
task. The learning curve with and without the SEDS
constraints are compared and it appears clearly that
the cost decreases faster and lower with the SEDS con-
straints. Our interpretation is that enforcing the sta-
bility of the trajectory at every roll-out is particularly
helpful in this task where the shape of the trajectory
is restricted. Without the SEDS constraints, to many
roll-outs are lost with poor performance because of col-
lisions with the box.
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Fig. 8 The learning curves (medium values on 20 runs) for
the constrained reaching scenario with (blue plain) and with-
out (red dashed) the SEDS constraints on the exploration
noise, which insure stability of the trajectory at each roll-out.
4.4 Summary on exploration noise shaping
We introduced two different exploration noise shaping
methods tailored to our policy parameterization. The
aim of these two methods is to obtain two exploration
strategies that are suitable for different situations.
The first method promotes the isotropy and state
independence of the velocity noise vector, which is the
perturbation on the velocity resulting from the noise on
the parameters of the policy. This method lets the user
specify the desired norm of the velocity noise vector as
unique parameter. It is appropriate when there is no
prior knowledge on the task, to make sure that each
dimension is equally explored. We used this method for
the simulation experiments presented in section 3.3.
It should be noted that a directional bias in the
velocity noise vector could be introduced following a
similar approach with a different constraint regarding
isotropy if knowledge about the task should motivate
such choice.
The second method insures stability of the trajec-
tory for every roll-out by shaping the exploration noise
such that it satisfies the constraints of SEDS. This method
is appropriate when the system should never depart
from a given region of the state space. This can be
useful when experimenting on real hardware systems
which have strict limitations regarding their state. It
can also help focus the exploration on a region of the
state space which is thought to be promising. However
the constraints on the noise can slow down the learning
and prevent some regions of the parameter space from
being explored, so the method is not always suitable.
5 Learning the Stiffness Profile
So far we have considered only learning of a task model
using a time-invariant DS representation. In order to
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actually execute a task on the robot we need a con-
troller that makes the robot move according to our DS,
and learn the additional parameters that this controller
introduces.
5.1 Using DS as a Trajectory Generator
The input to the learned model is position and the out-
put is velocity. As we perform a task that requires phys-
ical contact, we use an impedance control framework
that uses the DS as reference trajectory. This allows
us to regulate the physical interaction dynamics via
the specification of impedance parameters, which may
vary during task execution. Impedance control requires
a reference position, which we obtain by integrating
the output from our DS. It should be pointed out that
in doing so, our controller is no longer time-invariant
and we hence loose some of its robustness properties to
perturbations on the robot structure. Robustness w.r.t
perturbations of the reference frame of the DS is still
guaranteed, which can be exploited e.g. to converge to
a moving target point, see [7].
While integration of the DS removes the possibil-
ity of responding to physical perturbations of the robot
arm, we compensated for this by allowing a variable
stiffness profile, which allows tuning the way the robot
responds to external forces during the task. In the next
section we detail how the robot learns this varying stiff-
ness profile in addition to its DS model.
It should be noted that our architecture is one pos-
sibility on how to use a time-invariant DS model at
task execution time. We recently proposed an alter-
native architecture [45], which gets rid of the stiffness
term completely and is solely based on velocity feed-
back control. The approach taken in this paper has the
advantage of adhering more strictly to the well known
impedance control framework, and can be implemented
on any platform supporting the same. The controller
in [45] requires a torque control interface, but can be a
better choice in situations were interaction with the en-
vironment is prone to destabilizing the system. Hence,
which one to use depends on the application, and is
covered in greater detail in [45].
5.2 Variable impedance control architecture
We consider here the full system composed of:
1. The system that needs to track the trajectory (here
a simple point mass with some damping):
xti = xti−1 + vtidt , (29)
vti = vti−1 + atidt , (30)
ati = (uti − vti−1 · damping)/mass , (31)
where xti is the position, vti the velocity and ati
the acceleration of the point mass at time ti. The
command uti comes from the controller.
2. The reference trajectory :
xrefti = x
ref
ti−1 + v
ref
ti dt , (32)
obtained by discrete integration of the reference ve-
locity vreft , which comes from the GMR parameter-
ized policy (see Equations 1 to 4).
3. The impedance controller :
uti = Sti(x
ref
ti−1 − xti) +Dti(vrefti−1 − vti) , (33)
where Sti and Dti are respectively the stiffness and
damping matrices at time ti.
In variable impedance control, the stiffness matrix
S and damping matrixD are variable matrices. The se-
quence of values that the stiffness and damping matrix
take along the trajectory is what we call the stiffness
and damping profiles.
In our architecture, we use a time-invariant DS to
model the stiffness profile, just as we do for the ref-
erence trajectory. The stiffness matrix is thus a state
dependent matrix.
We choose to use a diagonal stiffness matrix S =
diag(s) to reduce the number of parameters to be learned.
We also choose to directly compute the damping ma-
trix from the stiffness as D = diag(2
√
sm) to keep the
system critically damped.
5.3 The RL formulation
We now show how the stiffness profile for the impedance
controller can be learned through Reinforcement Learn-
ing at the same time as the reference trajectory.
Our GMR parameterization of the policy allows us
to integrate the stiffness parameter s as an additional
output of the policy. This is done by extending our
GMM to represent the joint probability p(xref ,vref , s)
of the position, velocity and stiffness for our set of
demonstrations. Stiffness data for demonstrations of
the task can be obtained for example by using the
method presented in [17]. In the case where no stiffness
data is available, it is possible to set the stiffness of the
demonstrations to a default uniform value in order to
initialize the stiffness to this value.
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Just like the desired velocity, the stiffness is queried
at every time step using the GMR given the current
reference position:
[
vref
s
]
= GMR(xref ;θ) . (34)
When the stiffness profile is integrated to the GMR,
the matrix G from Eq. 8 is augmented for each ker-
nel by Dimstiff raws and by Dimstiff · (Dimin + 1)
columns, where Dimin is the number of dimensions of
the input to the GMR and Dimstiff is the number of
dimensions of the stiffness. Note that the dimension of
the stiffness and of the trajectory can be different if sev-
eral dimensions of the trajectory use the same stiffness.
The parameter vector θ from Eq. 10 is augmented for
each kernel by Dimstiff · (Dimin+1). More details can
be found in Appendix C.1.
As explained in [16], learning the parameters of a
controller (here the stiffness parameter vector s) using
PI2 can be justified by considering that these parame-
ters are variables that are also governed by ODEs with
very small time constants. More details can be found in
Appendix C.2.
Exploration noise is applied to the parameters that
act on the stiffness profile the same way as for the other
parameters of the policy, meaning that fixed noise terms
are drawn from a Gaussian distribution for each roll-
out. The variance of the noise for each parameter is
hand tuned.
5.4 Simulation results
Two simulation experiments have been carried out to
test the performance of the algorithm.
In the first experiment, the task is to learn a motion
in a divergent force field 2. The trajectory has to pass
through some via-points while the stiffness has to be
maintained as low as possible. This represents the fact
that we want to keep the system as compliant as pos-
sible for safety reasons. The initial stiffness profile is at
a constant level of s0 = [20 20]T , which is quite high
given the force level. The successful completion of the
task requires a refining of the reference trajectory to-
gether with the tuning of the stiffness to a minimal level
that still ensures stable tracking. It is thus a good test
scenario for the simultaneous learning of the reference
trajectory and stiffness profile. Details of the simulation
can be found in Appendix C.3.
2 Note that the divergent force field is a perturbation that
has nothing to do with the exploration noise. The divergent
force field is not stochastic, and it is part of the system.
Figure 9 shows the trajectory resulting from the ini-
tial policy learned from demonstration. The reference
trajectory does not exactly follow the nominal trajec-
tory and the actual trajectory is thus disturbed by the
force field despite the initial high stiffness. Note that
the trajectory starts a little bit off the nominal zero
perturbation force path to increase the challenge.
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Fig. 9 First experiment: Initial reference trajectory (red) and
actual trajectory (blue), starting from the blue square. The
arrows represent the force field and the dashed line is the
nominal path where the perturbation is equal to zero. The
via-points are shown as black crossed circles.
Figure 10 shows the trajectories resulting from the
final policies after 100 RL iterations (using 10 roll-outs
each) for 20 runs of the experiment. The maps of the
mean state dependent stiffness learned through RL are
shown, as well as the actual mean stiffness followed dur-
ing the trajectories. It can be seen that despite the de-
crease in stiffness that happened during the RL, most of
the trajectories pass more accurately through the via-
points than with the initial policy. Both components of
the variable impedance control have thus been success-
fully learned simultaneously.
Figure 11 shows the mean learning curve for the 20
runs of the experiment. It can be seen that both the
cost related to the stiffness and the cost related to the
accuracy of passing through the via-points decreases
significantly.
In the second experiment, the task is again to pass
through the same set of via-points with a penalty for
high stiffness as in the first experiment (cost function
can be found in Appendix C.3), but the disturbance
force is different. Here the disturbance force has a con-
stant value f = [0 10]T but is only present in the half
plane x1 > −5. Moreover, the disturbance force is only
present in 50% of the executions of the task. The rest
of the time, there is no disturbance at all. The goal is
to learn a policy that yields the lowest cost on average.
In this setting, the stiffness needs to be increased in
the part of the state space where the disturbance might
be present, because the initial stiffness s0 = [10 10]T
is not sufficient to counter the disturbance. Because it
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Fig. 10 Top Left: final (actual) trajectories for the 20 runs
of the first experiment, with the via-points shown as black
crossed circles. Top Right: mean of the final stiffness profile
followed during the trajectory (on top in the 1st dimension,
bottom in the 2nd dimension) Bottom: map of the state de-
pendent stiffness (left in 1st dimension, right in 2nd dimen-
sion), with the basis functions (magenta ellipses) and via-
points (green circles with black squares).
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Fig. 11 Mean of the learning curve across the 20 runs of the
first experiment. Both the cost due to the stiffness and to the
via-points decrease.
is not always present, the disturbance cannot be coun-
tered simply by shifting the reference trajectory. The
stiffness also needs to be decreased in the part of the
state space where no disturbance is expected, as there
is a penalty for high stiffness.
In order to learn efficiently in these conditions, we
need to modify slightly the learning protocol. Each new
policy is evaluated against each situation (with and
without disturbance), and the cost of the roll-out is the
average of the two trials. This method allows to disam-
biguate between the role of the reference trajectory and
the stiffness.
Note that as every roll-out sees each situation, the
system remains deterministic, with the only stochas-
ticity being the exploration noise. Having the two trials
with and without disturbance can be seen as equivalent
to increasing the the number of states of the system to
represent two trajectories simultaneously.
Figure 12 shows the initial trajectories generated
by the initial policy with and without the disturbance
force. The reference trajectory learned from demonstra-
tions is already close to the via-points. Without the
disturbance force, the actual trajectory tracks the ref-
erence accurately. However when the disturbance force
is present, the actual trajectory is deviated far away
from the two last via-points.
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Fig. 12 Second experiment: initial reference trajectory (red)
and actual trajectories (blue) with and without disturbance,
starting from the blue square. The actual trajectory without
disturbance tracks almost perfectly the reference trajectory
(and is thus virtually invisible in the graph), while the dis-
turbed actual trajectory is deviated far from the two last
via-points.
Figure 13 shows a typical examples of the trajec-
tories (with and without perturbation) resulting from
the final policy after 100 RL iterations. The maps of
the mean state depended stiffness learned through RL
are shown, as well as the actual mean stiffness followed
during the trajectories. It can be seen that the reference
trajectory has been slightly modified to pass more pre-
cisely through the via-points. The perturbed trajectory
is also less deviated than initially. This can be explained
by the fact that in the final policy, the stiffness in the
x2 dimension has increased a lot in the second part of
the trajectory where the perturbation can occur. On
the contrary it has decreased in the initial part of the
trajectory, and it has decreased everywhere it the x1
dimension.
Figure 14a shows the mean learning curve over 20
runs of the experiment. The learning curve exhibits a
fast decrease in the via-point cost in the initial itera-
tions, while the stiffness cost increases slightly. After
that, the via-point decreases at a slower rate, but the
stiffness cost starts decreasing slowly as well. These two
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Fig. 13 Top Left: Typical final trajectories (with and with-
out disturbance force) Top Right: mean of the final stiffness
profile followed during the trajectory (on top in the 1st di-
mension, bottom in the 2nd dimension) Bottom: map of the
state dependent stiffness (left in 1st dimension, right in 2nd
dimension), with the basis functions (magenta ellipses) and
via-points (green circles with black squares).
phases can be interpreted as a initial global stiffening of
the controller to counter the perturbation, after what
the stiffness profile starts being refined in the different
parts of the trajectory and in the different dimensions.
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Fig. 14 Left: Mean of the learning curve across the 20 runs
of the second experiment. Both the cost due to the stiffness
and to the via-points decrease. Right: Comparison of the final
cost across 20 runs for a system with one single stiffness pa-
rameter (isotropic) and one stiffness parameter per dimension
(diagonal). This result shows that the algorithms is capable
of exploiting the potential of a diagonal stiffness matrix.
It is interesting to compare the learning potential of
a system with one single stiffness parameter (isotropic
stiffness) to a system with one stiffness parameter per
dimension (diagonal stiffness, as considered so far). Fig-
ure 14b presents a boxplot comparison of the final total
cost for the two systems. It can be seen that the system
with different stiffness parameters for each dimension
performs significantly better. We can conclude that the
learning algorithm is able to leverage the greater flexi-
bility of the more complex model.
6 Experimental results
A hardware experiment was designed to validate the
proposed algorithm with simultaneous learning of the
reference trajectory and of the stiffness profile. The re-
sults are presented and analyzed in this section.
The hardware experiment is carried on a KUKA
LWR robot. It is a 7-DOF robotic arm. The test sce-
nario consists of the task of shoveling gravel from a
large box. It is a planar task involving only two posi-
tional variables and one angle variable in the Cartesian
reference frame, as depicted on Figure 15. A shovel in-
strumented with a 6 axis force/torque sensor is held
firmly by a BarrettHand mounted at the end of the
LWR.
The objective of the task is to get as much gravel
as possible on the shovel within a given time (15 sec-
onds), while avoiding high interaction forces with the
environment and while remaining as compliant as possi-
ble. This objective is representative of situations where
a certain task must be carried out as efficiently as pos-
sible while taking into account safety constraints. Addi-
tional penalties are given for high accelerations during
the task and for not reaching a given goal at the end of
the trajectory. These penalties do not represent the pri-
mary goal of the task but are necessary to prevent im-
practical behaviors (e.g. excessive contact forces) from
occurring.
Fig. 15 Setting of the hardware experiment with the KUKA
LWR robotic arm. The task is planar and the state of the end
effector is determined by its position [x1, x2] and orientation
φ.
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The cost function for this task is given by the follow-
ing terminal cost Φr, immediate cost qti,r and control
cost matrix R that define the cost function according
to Eq. 6:
Φr = (f
WeightGravel − 3.5) + 10 · ||ξgoal − ξtNt ||
2 ,
qti,r = 10
−6||F˜ ti ||2 + 5 · 10−7||sti ||+ 10−4||ξ˙ti,r − ξ˙ti−1,r||2 ,
R = 10−12 · I ,
(35)
where ξti = [x
1
ti x
2
ti φti ]
T is a vector containing the
Cartesian position and angle of the end effector of the
robot in the task plane measured at time ti, f
WeightGravel
is the force measured at the end of the trajectory along
the negative x2 axis, and F˜ ti is the force vector mea-
sured at time ti. The latter is corrected so that forces
due to the weight of the gravel are removed.
The control architecture is similar to the one de-
scribed in Section 5 but the controlled system is now
the robotic arm. The robot is gravity compensated and
is controlled with a Cartesian impedance controller that
takes as input the desired Cartesian position x and an-
gle φ in the task plan, as well as scalar stiffness param-
eter s. The position and orientation outside the task
plane are fixed. The same stiffness is used for all axis,
with a scaling factor of 10 for the orientation stiffness.
The inputs to the Cartesian impedance controller
come from the parameterized policy. The stiffness is
directly output by the GMR while the desired position
xref and angle ψ come from integration of the desired
velocity vref and angular rate ωref :vreftiωrefti
sti
 = GMR(xrefti−1 ;θ) , (36)
xrefti = x
ref
ti−1 + v
ref
ti dt , (37)
φrefti = φ
ref
ti−1 + ω
ref
ti dt . (38)
Note that here the GMR takes as input only the posi-
tion and not the angle. This choice reduces the number
of parameters to be learned by reducing the number of
inputs, while still offering enough flexibility to learn the
task.
The learning is done as follows. An initial policy was
learned with a GMM with four components (NG = 4
in Eq. (1)) from a batch of five demonstrations of the
task. The demonstrations were given by a human back-
driving the robot and shoveling some soil. The initial
stiffness profile is set to a uniform value s0. The initial
policy is most probably sub-optimal as the demonstra-
tions were given in another material (soil vs. gravel) and
because the stiffness profile was chosen to a constant de-
fault value. The RL algorithm was applied for ten itera-
tions using eight rollouts each, with the nominal policy
from the previous iteration used as one of the rollouts3.
The homogeneous exploration scheme from subsection
4.1 was used to generate the exploration noise in this
experiment.
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Fig. 16 Learning curves for the two hardware experiments.
The two hardware experiments were initialized with the same
trajectory and with Left: initial stiffness s0 = 150 N/m.
Right: initial stiffness s0 = 450 N/m.
Two experiments were performed with different val-
ues for the initial uniform stiffness s0. The learning
curves of the experiments are shown in Figure 16 . In
the first experiment, the initial stiffness is set to a low
value (s0 = 150 N/m) which results in small interaction
forces but poor ability to penetrate the gravel. This can
be seen by the individual cost terms for collected gravel
and interaction force in Fig. 16, left. During the first up-
dates of the policy, the mean of the stiffness increases, as
can be seen from the increase in the associated penalty.
This results in a better penetration and in more gravel
being shoveled. The interaction forces do not really in-
crease, suggesting that the trajectory is also modified
and becomes more adapted to the task.
In the second experiment, the initial stiffness is set
to a high value (s0 = 400 N/m) which allows the robot
to follow the reference trajectory accurately and to shovel
a large payload of gravel in the initial rollouts. How-
ever, the large interaction forces during the shoveling
and the high stiffness of the robot cause large penal-
ties. During the first update of the policy, the mean of
the stiffness decreases and so do the interaction forces.
However, the quantity of gravel shoveled decreases. But
3 This method can improve the robustness by preventing
problematic situations where none of the roll-outs yield good
performance.
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after the mean stiffness stabilizes halfway through the
learning process, the quantity of gravel shoveled im-
proves again, suggesting that in the second half the
trajectory and stiffness profile are fine tuned and be-
come more efficient.
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Fig. 17 Total Cost resulting from policies learned from the
same demonstration set (same resulting reference trajectory)
but with different uniform stiffness s0. The average over 5
trials is reported with the 1 standard deviation envelope. The
two red crosses show the final total cost obtained after 80 roll-
outs starting with a uniform stiffness of 150 (first experiment)
and 400 (second experiment).
The effectiveness of the proposed algorithm is demon-
strated by comparing the cost of the policies refined
by reinforcement learning with the cost of the policies
learned only form the demonstration set and with a
constant stiffness value. Figure 17 shows the average to-
tal cost of policies which are all learned from the same
set of demonstrations (same resulting reference trajec-
tories) but have a different initial uniform stiffness s0.
It can be seen that the lowest cost occurs for uniform
stiffness between 200 and 350 N/m. However the cost
is still larger for any value of s0 than the cost obtained
with the policies refined by our algorithm. This shows
that it is useful to have a variable stiffness and to adapt
the trajectory simultaneously, and that our algorithm
can achieve this efficiently.
7 Conclusion and Future Work
In this paper we have shown how a variation of the
PI2 policy search RL algorithm can be applied to time-
invariant parameterized policies representing non-linear
time-invariant DS using GMR. We have formulated con-
straints on the exploration noise that enable the algo-
rithm to be used with SEDS parameterized policies as
well, providing globally asymptotically stable policies.
We further extended our parameterized policy so that
it can represent a state-dependent stiffness profile in
addition to the reference trajectory, which allows to
use the learned policies in a variable impedance con-
trol architecture. We demonstrated our approach in set
of simulated tasks as well as on a challenging digging
task.
The most important contributions of this paper are
1) combining the advantages of time-invariant motion
representation and PI2 reinforcement learning (Section
3), 2) development of exploration techniques that can
facilitate learning and crucially ensure stable exploration
(Section 4) and 3) simultaneous learning of DS and
state-dependent varying stiffness model. This work brings
LfD and RL together by using demonstrations of the
task to build an initial trajectory. This procedure pro-
vides us, in addition to initial values for the learned
parameters, with non-linear features for the parame-
terized policy that are relevant to the task at hand.
Our time-invariant motion representation is best suited
for manipulation tasks usually with D < 7, but it also
generalizes to higher dimension spaces if necessary [12,
7]. Of course, as more degrees of freedom are consid-
ered, the number of parameters to be adapted by RL
increases, usually with a negative impact on rate of con-
vergence. That said, PI2 has been demonstrated to work
well even with a large number of parameters [14].
When using a time-invariant DS model for describ-
ing a robot task one has to make a choice at task ex-
ecution time on how to convert the output from the
DS into control commands for the robot. In this work,
we followed our previous approach from [17] and inte-
grated a trajectory from a given starting point. That
trajectory was then used with an impedance controller
with a learned, varying stiffness profile. This means that
physical perturbations of the robot will not affect the
nominal trajectory during task execution. Instead, we
allow the robot to deal appropriately with physical per-
turbations via the stiffness design, which was given by
a the teacher in [17] and learned autonomously in this
paper.
In order to apply PI2 to our time-invariant DS for-
mulation, it was necessary to freeze the non-linear fea-
tures (locations of Gaussians in position space) during
policy improvement. This has the drawback that we
must rely on receiving relatively good demonstrations
in order for the Gaussian basis functions to be placed
in locations that are relevant to the task. Naturally, the
ability to improve the policy is limited by not being able
to recruit expressive power in parts of the input domain
that were not seen in the demonstrations. Hence, in or-
der for RL to introduce more significant changes to the
motion, it may be required to add new Gaussians in
the relevant part of the task space. We consider this
the natural direction for future work on this topic.
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There is also interesting further work to be done
on the topic of exploration. This paper introduced two
methods that shape the exploration noise for specific
exploration strategies. We think that these methods
can be further improved by using the data from the
demonstration to tune the exploration noise. Further-
more, recent approaches of PI2 have shown that there
are benefits to modifying the exploration noise during
the learning by updating its covariance matrix [15], [46].
Bringing the benefits of these these methods and our
methods together is also a interesting direction for im-
provement.
We would like to add a final remark about some in-
trinsic limitations of PI2 that have an influence on the
capabilities of the proposed approach. One limitation is
that PI2 assumes that there is no noise in the system
apart from the exploration noise. This means that per-
turbations encountered during the sampled trajectories
have a negative effect on the learning and cannot be
taken into account to improve the policy. The second
limitation is that PI2 was initially designed to learn tra-
jectories from one specific initial state. Using it to learn
trajectories from multiple initial states increases the
number of required roll-outs. With these limitations,
the learning of policies that generalize well on large ar-
eas of the state space remains challenging. Recent de-
velopments in the field of path integrals might bring
solutions to improve our method further. One work of
particular interest is [47], which presents an approach
that leverages the perturbations experiences during tri-
als to learn a robust policy with state feedback.
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A Additional details for section 3
A.1 Details of the first simulation experiment
The first simulation experiment is performed with Nr = 10
and 50 learning iterations. The variance of the exploration
noise Σ is set to obtain a mean norm of 0.1 for the velocity
noise vector (see 4.1).
The cost is composed of the following components:
Φr = ||xgoal − xtNt ||
2 +
NV P∑
l=1
min
j=1:Nt
||xvial − xtj ||2 ,
qti,r = 0.0001 · ||x˙ti,r − x˙ti−1,r|| ,
R = 0.0005 · I .
(39)
At each time step, the immediate cost penalizes the ac-
celeration to promote smoother trajectories. The final cost is
the sum of the squared minimum distance to each via-point
along the trajectory, plus the squared distance to the goal
at the final time step. Unlike the via-points, the goal has to
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be reached at a specific time, i.e. at the end of the trajec-
tory. On top of that there is the control cost4 that penalizes
for the size of the change from the initial parameter vector
(θ∗ = θ−θ0), through the control cost matrix R. It is rather
low and serves here more as a regularization term that can
prevent the parameter vector from becoming very large.
A.2 Details of the second simulation experiment
The second simulation experiment is performed with Nr = 20
and 200 learning iterations. The variance of the exploration
noise Σ is set to obtain a mean norm of 0.1 for the velocity
noise vector (see 4.1).
The cost function is similar to the cost functions of the
first experiment. The only difference is that for the ”via-
points” cost term, two sets of via-points are distinguished,
one in the right-half plane and on in the left half-plane of the
state space. The ”via-points” cost that is applied is the min-
imum between the cost relative to each set. This means that
the trajectory only has to pass through one of the sets of via-
points. The cost function is thus composed of the following
components:
Φr = ||xgoal − xtNt ||
2 + min
b=1:2
NV Pb∑
l=1
min
j=1:Nt
||xvial,b − xtj ||2 ,
qti,r = 0.0002 · ||x˙ti,r − x˙ti−1,r|| ,
R = 0.0005 · I ,
(40)
where index b is for the via-points set.
B Additional details for section 4
The cost function for for the constrained reaching task is given
by the following terminal cost Φr, immediate cost qti,r and
control cost matrix R:
Φr = 10 ||xgoal − xtNt ||
2 ,
qti,r = 0.01 ||x˙ti,r − x˙ti−1,r||+ ||x˙ti,r||∆t−
8.815
Nt
,
R = 0.001 I .
(41)
Penalizing the norm of the velocity of each time step is
equivalent to penalizing the length of the trajectory. The sub-
tractive term is there to remove the minimal possible path
length, which is 8.815, from the total cost. The norm of the
acceleration is penalized to promote smooth trajectories.
C Additional details for section 5
C.1 Augmented control matrix and parameter vector
Here is an example of the form that takes the matrix G and
parameter vector θ when extended with the stiffness profile.
4 Although for our parameterization the size of the param-
eters is only loosely related to the actual control that will be
applied to the system, we keep the conventional name ”con-
trol cost” for this term.
This is for a 1-dimensional stiffness profile (i.e same stiffness
applied to all dimensions) and a 2-D system:
Gxt =
[
G1xt G
2
xti
. . . G
NG
xt
]
(42)
Gkxt = h
k
xt
 x1,t x2,t 0 0 0 0 1 0 00 0 x1,t x2,t 0 0 0 1 0
0 0 0 0 x1,t x2,t 0 0 1
 (43)
θ =
[
θ1 θ2 . . . θNG
]T
(44)
θk =
[
Ak1,1 A
k
1,2 A
k
2,1 A
k
2,2 A
k
3,1 A
k
3,2 b
k
1 b
k
2 b
k
3
]
(45)
The parameters that have to do with s are Ak3,1, A
k
3,2, and
bk3.
C.2 About learning control parameters with PI2
Learning the stiffness profile for an impedance controller may
seem to depart from the most common application of PI2,
which is to learn policies in the form of reference trajectories.
However, it is explicitly mentioned in [14] that the concept
of ”action” in path integral optimal control has a broad sens
and can be a control gain just as well as a desire state.
In order have the stiffness parameters s fit the form im-
posed by the PI2 formalism, these parameters must be seen as
described by auxiliary ODEs (one per dimension of the stiff-
ness) that are added to the set of ODEs that represent our
point-mass system and our reference trajectory, as explained
in [16]. The auxiliary ODEs have the following form:
s˙j = αk(g
sj
xref
T
(θsj + sj )− sj) (46)
where the index j represents the dimension and in our 2-D
case
θsj =
[
Aj3,1 A
j
3,2 b
j
3
]T
(47)
g
sj
xref
=
[
hj
xref
· (xref1 xref2 1)
]T
(48)
The parameter αk of this auxiliary ODE are chosen very
large so that the sj converges very fast to its final value
g
sj
xref
T
(θs + sj ), i.e. much faster than the changes in g
sj
xref
T
(caused by the evolution of xref ). We will thus make the as-
sumption that for any practical purpose sj = g
sj
xref
T
(θsj +
sj ) and so by learning θs = [θs1 θs2 . . . ] we will learn the
stiffness profile (as a function of the state).
C.3 Details of the simulations
The cost function for the first task is given by the following
terminal cost Φr, immediate cost qti,r and control cost matrix
R:
Φr = ||xgoal − xtNt ||
2 +
NV P∑
l=1
min
j=1:Nt
||xvial − xtj ||2
qti,r = 10
−4 · ||x˙ti,r − x˙ti−1,r||+ 5 · 10−4||sti ||
R = 10−6 · I
(49)
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The divergent force field increases linearly with the dis-
tance to the nominal path. It is modeled by the following
equation :
f ti = 10 ·minj ||xti − x
nom
j || (50)
where [xnom1 x
nom
2 . . .x
nom
Nnom ] is the discrete representation of
the nominal path where the force is null (i.e. the ridge of the
divergent force field).
The cost function the second task has the same struc-
ture as the one of the first experiment, with slightly different
weights for the stiffness and acceleration costs:
Φr = ||xgoal − xtNt ||
2 +
NV P∑
l=1
min
j=1:Nt
||xvial − xtj ||2
qti,r = 10
−3 · ||x˙ti,r − x˙ti−1,r||+ 2 · 10−4||sti ||
R = 10−6 · I
(51)
