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Abstract
In this paper we establish some optimality and duality results under generalized convexity as-
sumptions for a multiobjective programming problem involving generalized d-type-I and related
n-set functions.
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1. Introduction
Consider the multiobjective programming problem involving n-set functions
(VP) minimize F(S)= (F1(S), . . . ,Fp(S))
subject to Gj(S) 0, j ∈M , S = (S1, . . . , Sn) ∈ Γ n,
where Γ n is the n-fold product of the σ -algebra Γ , Fi , i ∈ P = {1,2, . . . , p}, and Gj ,
j ∈ M = {1,2, . . . ,m} are real valued functions defined on Γ n. Let S0 = {S | S ∈ Γ n,
G(S) 0} be the set of all feasible solutions to (VP), where G= (G1, . . . ,Gm).
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papers (see [10] and the references herein). These problems arise in various applications
including fluid flow [1], electrical insulator design [2], regional design (districting, facility
location, warehouse layout, urban planning etc.) [4], statistics [5,9] and optimal plasma
confinement [12]. The general theory for optimizing set functions was first developed by
Morris [8]. Many results of Morris [8] are confined only to set functions of a single set.
Corley [3] started to give the concepts of partial derivatives and derivatives of real-valued
n-set functions.
Starting from the methods used by Jeyakumar and Mond [6] and Ye [14], Suneja and
Srivastava [11] defined some new classes of scalar or vectorial functions called d-type-I,
d-pseudo-type-I, d-quasi-type-I etc. for a multiobjective nondifferentiable programming
problem and obtained necessary and sufficient optimality criteria. Also, they established
duality between this problem and its Wolfe-type and Mond–Weir-type duals and obtained
some duality results considering the concept of a weak minimum following the lines of
Weir and Mond [13].
In this paper we consider some classes of functions of d-type-I for a multiobjective dif-
ferentiable programming problem involving n-set functions and give optimality and duality
results for this problem.
2. Definitions and preliminaries
In this section we introduce the notation and definitions which will be used throughout
the paper.
For x, y ∈Rm we put x  y iff xi  yi for each i ∈M; x ≤ y iff xi  yi for each i ∈M ,
with x = y; x < y iff xi < yi for each i ∈M while x ≮ y is the negation of x < y . We
write x ∈Rm+ iff x  0.
Let (X,Γ,µ) be a finite atomless measure space with L1(X,Γ,µ) separable, and let d
be the pseudometric on Γ n defined by
d(S,T )=
[
n∑
k=1
µ2(Sk 
 Tk)
]1/2
, S = (S1, . . . , Sn), T = (T1, . . . , Tn) ∈ Γ n,
where 
 denotes the symmetric difference; thus (Γ n, d) is a pseudometric space.
For h ∈ L1(X,Γ,µ), the integral
∫
S
hdµ will be denoted by 〈h, IS 〉, where IS ∈
L∞(X,Γ,µ) is the indicator (characteristic) function of S ∈ Γ .
We next introduce the notion of differentiability for n-set functions. This was originally
introduced by Morris [8] for set functions and subsequently extended by Corley [3] to n-set
functions.
A function ϕ :Γ → R is said to be differentiable at S0 ∈ Γ if there exist Dϕ(S0) ∈
L1(X,Γ,µ), called the derivative of ϕ at S0, and ψ :Γ ×Γ →R such that for each S ∈ Γ,
ϕ(S)= ϕ(S0)+ 〈Dϕ(S0), IS − IS0〉 +ψ(S,S0),
where ψ(S,S0) is o(d(S,S0)), that is, limd(S,S0)→0 ψ(S,S0)/d(S,S0)= 0.
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respect to its kth argument if the function
ϕ(Sk)= F
(
S01 , . . . , S
0
k−1, Sk, S
0
k+1, . . . , S
0
n
)
has derivative Dϕ(S0k ) and we define DkF(S0) = Dϕ(S0k ). If DkF(S0), 1  k  n, all
exist, then we put DF(S0)= (D1F(S0), . . . ,DnF(S0)).
A function F :Γ n → R is said to be differentiable at S0 if there exist DF(S0) and
ψ :Γ n × Γ n →R such that
F(S)= F(S0)+
n∑
k=1
〈
DkF(S
0), ISk − IS0k
〉+ψ(S,S0),
where ψ(S,S0) is o(d(S,S0)) for all S ∈ Γ n.
A feasible solution S0 to (VP) is said to be an efficient solution to (VP) if there exists
no other feasible solution S to (VP) such that Fi(S)  Fi(S0), for all i ∈M , with strict
inequality for at least one i ∈M .
A feasible solution S0 to (VP) is said to be a weakly minimum (weak efficient) solution
to (VP) if there exists no other feasible solution S to (VP) such that Fi(S) < Fi(S0), for all
i ∈M .
Let ρ1, . . . , ρp,ρ′1, . . . , ρ′m,ρ,ρ′ be real numbers and put ρ¯ = (ρ1, . . . , ρp) and ρ¯′ =
(ρ′1, . . . , ρ′m). Also let θ :Γ n×Γ n →R+ be a function such that θ(S,S0) = 0 for S = S0.
Along the lines of Jeyakumar and Mond [6] and Suneja and Srivastava [11], we now
define the following classes of n-set functions, called (ρ¯, ρ¯′, d)-type-I , (ρ,ρ′, d)-quasi
type-I, (ρ,ρ′, d)-pseudo type-I, (ρ,ρ′, d)-quasi-pseudo type-I, (ρ,ρ′, d)-pseudo-quasi
type-I.
Definition 1. We say that (F,G) is of (ρ¯, ρ¯′, d)-type-I at S0 ∈ Γ n if there exist functions
αi,βj :Γ
n × Γ n →R+\{0}, i ∈ P , j ∈M , such that for all S ∈ S0, we have
Fi(S)−Fi(S0) αi(S,S0)
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉+ ρiθ(S,S0), i ∈ P, (1)
and
−Gj(S0) βj (S,S0)
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉+ ρ′j θ(S,S0), j ∈M. (2)
We say that (F,G) is of (ρ¯, ρ¯′, d)-semistrictly type-I at S0 if in the above definition we
have S = S0 and (1) is a strict inequality.
Definition 2. We say that (F,G) is of (ρ,ρ′, d)-quasi type-I at S0 ∈ Γ n if there exist
functions γi, δj :Γ n × Γ n →R+\{0}, i ∈ P , j ∈M , such that for all S ∈ S0, we have
p∑
γi(S,S
0)Fi(S)
p∑
γi(S,S
0)Fi(S
0)i=1 i=1
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p∑
i=1
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉
−ρθ(S,S0) (3)
and
−
m∑
j=1
δj (S,S
0)Gj (S
0) 0
⇒
m∑
j=1
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0). (4)
Definition 3. We say that (F,G) is of (ρ,ρ′, d)-pseudo type-I at S0 ∈ Γ n if there exist
functions γi, δj :Γ n × Γ n →R+\{0}, i ∈ P , j ∈M , such that for all S ∈ S0, we have
p∑
i=1
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉
−ρθ(S,S0)
⇒
p∑
i=1
γi(S,S
0)Fi(S)
p∑
i=1
γi(S,S
0)Fi(S
0) (5)
and
m∑
j=1
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0)
⇒ −
m∑
j=1
δj (S,S
0)Gj (S
0) 0. (6)
Definition 4. We say that (F,G) is of (ρ,ρ′, d)-quasi-pseudo type-I at S0 ∈ Γ n if there
exist functions γi, δj :Γ n×Γ n →R+\{0}, i ∈ P , j ∈M , such that for all S ∈ S0, we have
p∑
i=1
γi(S,S
0)Fi(S)
p∑
i=1
γi(S,S
0)Fi(S
0)
⇒
p∑
i=1
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉
−ρθ(S,S0) (7)
and
m∑
j=1
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0)
⇒ −
m∑
j=1
δj (S,S
0)Gj (S
0) 0. (8)
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exist functions γi, δj :Γ n×Γ n →R+\{0}, i ∈ P , j ∈M , such that for all S ∈ S0, we have
p∑
i=1
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉
−ρθ(S,S0)
⇒
p∑
i=1
γi(S,S
0)Fi(S)
p∑
i=1
γi(S,S
0)Fi(S
0) (9)
and
−
m∑
j=1
δj (S,S
0)Gj (S
0) 0 ⇒
m∑
j=1
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0).
3. Optimality conditions
In this section, we derive necessary and sufficient optimality conditions for a feasible
solution to be a weak minimum to (VP).
Theorem 1. Let S0 be a feasible solution to (VP). Assume that
(i1) there exist scalars λ0i  0, i ∈ P ,
∑p
i=1 λ
0
i = 1, µ0j  0, j ∈M0 =M(S0)= {j ∈M |
Gj(S
0)= 0}, such that
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(S
0), ISk − IS0k
〉+ ∑
j∈M0
n∑
k=1
µ0j
〈
DkGj(S
0), ISk − IS0k
〉
 0 (10)
for all S ∈ Γ n;
(i2) (F,G0) is of (ρ¯, ρ¯′, d)-type-I at S0 where G0 = (Gj )j∈M0 ;
(i3)
p∑
i=1
λ0i ρi
αi(S, S0)
+
∑
j∈M0
µ0j ρ
′
j
βj (S,S0)
 0.
Then S0 is a weak minimum to (VP).
Proof. Suppose, on the contrary, that S0 is not a weak minimum to (VP). Then there exists
a feasible solution S(S = S0) to (VP) such that
Fi(S) < Fi(S
0), i ∈ P. (11)
Using (i2), we have for all S ∈ S0
Fi(S)−Fi(S0) αi(S,S0)
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉+ ρiθ(S,S0), i ∈ P
and
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n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉+ ρ′j θ(S,S0), j ∈M0.
Since αi(S,S0) > 0, i ∈ P and βj (S,S0) > 0, j ∈M0, by dividing by αi(S,S0) and
βj (S,S
0), respectively, the above inequalities reduce to the following
1
αi(S,S0)
Fi(S)− 1
αi(S,S0)
Fi(S
0)
n∑
k=1
〈
DkFi(S
0), ISk − IS0k
〉
+ ρi
αi(S,S0)
θ(S,S0), i ∈ P (12)
and
0
n∑
k=1
〈
DkGj (S
0), ISk − IS0k
〉+ ρ′j
βj (S,S0)
θ(S,S0), j ∈M0. (13)
As λ0i  0, i ∈ P , µ0j  0, j ∈M0, using (i1), (12) and (13), we obtain
p∑
i=1
λ0i
αi(S, S0)
Fi(S)−
p∑
i=1
λ0i
αi(S, S0)
Fi(S
0)
−
(
p∑
i=1
λ0i ρi
αi(S, S0)
+
∑
j∈M0
µ0j ρ
′
j
βj (S,S0)
)
θ(S,S0)

p∑
i=1
n∑
k=1
λ0i
〈
DkFi(S
0), ISk − IS0k
〉+ ∑
j∈M0
µ0j
n∑
k=1
〈
DkGj(S
0), ISk − IS0k
〉
 0.
Thus
p∑
i=1
λ0i
αi(S, S0)
Fi(S)−
p∑
i=1
λ0i
αi(S, S0)
Fi(S
0)
p∑
i=1
λ0i ρi
αi(S, S0)
+
∑
j∈M0
µ0j ρ
′
j
βj (S,S0)
.
Now, by (i3) we obtain
p∑
i=1
λ0i
αi(S, S0)
Fi(S)
p∑
i=1
λ0i
αi(S, S0)
Fi(S
0). (14)
Since λ0i /αi(S,S0) 0 for any i ∈ P and
∑p
i=1 λ
0
i = 1, by (11) we get
p∑
i=1
λ0i
αi(S, S0)
Fi(S) <
p∑
i=1
λ0i
αi(S, S0)
Fi(S
0)
which contradicts (14). Hence S0 is a weak minimum to (VP) and the theorem is
proved. ✷
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(j1) there exist scalars λ0i  0, i ∈ P ,
∑p
i=1 λ
0
i = 1 and µ0j  0, j ∈M0, such that (10)
holds;
(j2) ((λ0i Fi)i∈P , (µ0jGj )j∈M0) is of (ρ,ρ′, d)-pseudo-quasi type-I at S0;
(j3) ρ + ρ′  0.
Then S0 is a weak minimum to (VP).
Proof. Assume that S0 is not a weak minimum to (VP). Hence, another feasible solution S
(S = S0) to (VP) exists with this property, i.e.,
Fi(S) < Fi(S
0), for any i ∈ P. (15)
According to (j2) there exist γi, δj :Γ n × Γ n → R+\{0}, i ∈ P , j ∈M0, such that for
all S ∈ S0
p∑
i=1
γi(S,S
0)λ0i Fi(S) <
p∑
i=1
γi(S,S
0)λ0i Fi(S
0)
⇒
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(S
0), ISk − IS0k
〉
<−ρθ(S,S0) (16)
and
−
∑
j∈M0
δj (S,S
0)µ0jGj (S
0) 0
⇒
∑
j∈M0
n∑
k=1
µ0j
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0). (17)
From (15) and λ0i  0, i ∈ P ,
∑p
i=1 λ
0
i = 1, γi > 0 for any i ∈ P we get
p∑
i=1
γi(S,S
0)λ0i Fi(S) <
p∑
i=1
γi(S,S
0)λ0i Fi(S
0).
Now, using (16) we get
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(S
0), ISk − IS0k
〉
<−ρθ(S,S0). (18)
Since S0 is a feasible solution to (VP) and Gj(S0)= 0 for j ∈M0 we obtain
−
∑
j∈M0
δj (S,S
0)µ0jGj (S
0)≤ 0.
This last relation, together with relation (17), implies
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j∈M0
n∑
k=1
µ0j
〈
DkGj(S
0), ISk − IS0k
〉
−ρ′θ(S,S0). (19)
Summing the two relations (18) and (19) and using (j3) we obtain
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(S
0), ISk − IS0k
〉+ ∑
j∈M0
n∑
k=1
µ0j
〈
DkGj(S
0), ISk − IS0k
〉
<−(ρ + ρ′)θ(S,S0) 0
which contradicts (j1).
Hence S0 is a weak minimum to (VP) and the proof is complete. ✷
Now, we introduce
Definition 6 [15]. A feasible solution S0 to (VP) is said to be a regular feasible solution if
there exists Ŝ ∈ Γ n such that
Gj(S
0)+
n∑
k=1
〈
DkGj(S
0), IŜk − IS0k
〉
< 0, j ∈M.
Theorem 3 [15, Theorem 3.2]. Let S0 be a regular efficient (or weakly efficient) solution
to (VP) and assume that Fi , i ∈ P , and Gj , j ∈M , are differentiable at S0. Then there
exist λ= (λ1, . . . , λp) ∈Rp+,
∑p
i=1 λi = 1, µ= (µ1, . . . ,µm) ∈Rm+, such that
n∑
k=1
〈
p∑
i=1
λiDkFi(S
0)+
m∑
j=1
µjDkGj (S
0), ISk − IS0k
〉
 0, S ∈ Γ n, (20)
µjGj (S
0)= 0, j ∈M. (21)
4. Wolfe duality
For problem (VP) consider a Wolfe-type dual problem:
(WD) maximize ψ(T ,λ,µ)≡ F(T )+∑mj=1 µjGj (T )e
subject to
p∑
i=1
n∑
k=1
λi
〈
DkFi(T ), ISk − ITk
〉+ m∑
j=1
n∑
k=1
µj
〈
DkGj (T ), ISk − ITk
〉
 0,
S ∈ Γ n,
T ∈ Γ n, λi  0, i ∈ P,
p∑
i=1
λi = 1, µj  0, j ∈M,
where e= (1, . . . ,1) ∈Rp .
Let D be the set of all feasible solutions to (WD).
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(a1) S ∈ S0 and (T ,λ,µ) ∈D;
(a2) (F,G) is of (ρ¯, ρ¯′, d)-type-I at T ;
(a3) βj = 1 for all j ∈M; ∑pi=1 λi/αi(S,T )= 1;
(a4) ∑pi=1 λiρi/αi(S,T )+∑mj=1 µjρ′j  0.
Then F(S)≮ F(T )+∑mj=1 µjGj (T )e.
Proof. We proceed by contradiction. Then there exist S ∈ S0 and (T ,λ,µ) ∈ D feasible
solutions to (VP) and (WD), respectively, such that
F(S) < F(T )+
m∑
j=1
µjGj (T )e. (22)
According to (a2) for αi (i ∈ P), βj (j ∈M) we have
Fi(S)−Fi(T ) αi(S,T )
n∑
k=1
〈
DkFi(T ), ISk − ITk
〉+ ρiθ(S,T ), i ∈ P (23)
and
−Gj(T ) βj (S,T )
n∑
k=1
〈
DkGj(T ), ISk − ITk
〉+ ρ′j θ(S,T ), j ∈M. (24)
Multiplying the inequality (23) by λi/αi(S,T )  0, ∀i ∈ P , and (24) by µj  0,
∀j ∈M , and summing after all i and j , respectively, yields
p∑
i=1
λi
αi(S,T )
(
Fi(S)− Fi(T )
)

p∑
i=1
n∑
k=1
λi
〈
DkFi(T ), ISk − ITk
〉
+
p∑
i=1
λiρi
αi(S,T )
θ(S,T )
and
−
m∑
j=1
µjGj (T )
m∑
j=1
n∑
k=1
µj
〈
DkGj(T ), ISk − ITk
〉+ m∑
j=1
µjρ
′
j θ(S,T ).
Adding the last two inequalities and using the feasibility of (T ,λ,µ) for (WD) we get
p∑
i=1
λi
αi(S,T )
(
Fi(S)− Fi(T )
)− m∑
j=1
µjGj (T )

p∑ n∑
λi
〈
DkFi(T ), ISk − ITk
〉+ m∑ n∑µj 〈DkGj(T ), ISk − ITk 〉
i=1 k=1 j=1 k=1
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(
p∑
i=1
λiρi
αi(S,T )
+
m∑
j=1
µjρ
′
j
)
θ(S,T )

(
p∑
i=1
λiρi
αi(S,T )
+
m∑
j=1
µjρ
′
j
)
θ(S,T ).
Now, according to (a4) it follows
p∑
i=1
λi
αi(S,T )
(
Fi(S)− Fi(T )
)− m∑
j=1
µjGj (T ) 0. (25)
Using λi  0, i ∈ P , ∑pi=1 λi = 1, αi(S,T ) > 0, i ∈ P , by (22) we get
p∑
i=1
λi
αi(S,T )
(
Fi(S)− Fi(T )
)− p∑
i=1
λi
αi(S,T )
m∑
j=1
µjGj (T ) < 0.
Then, by (a3) we get
p∑
i=1
λi
αi(S,T )
(
Fi(S)− Fi(T )
)− m∑
j=1
µjGj (T ) < 0.
This inequality contradicts (25). Thus the theorem is proved. ✷
Theorem 5 (Strong Duality). Let S0 ∈ S0 be a regular weak minimum to (VP). Then there
exist λ0 ∈ Rp and µ0 ∈ Rm such that (S0, λ0,µ0) is a feasible solution to (WD) and the
values of the objective functions of (VP) and (WD) are equal at these points.
Further, if the conditions of the weak duality Theorem 4 hold for each feasible solution
(T ,λ,µ) to (WD), then (S0, λ0,µ0) is a weak maximum to (WD).
Proof. Using Theorem 3 we obtain that there exist λ0i  0, i ∈ P , with
∑p
i=1 λ
0
i = 1 and
µ0i  0, i ∈M , such that (20) and (21) hold, i.e., (S0, λ0,µ0) is a feasible solution to (WD)
and further, ψ(S0, λ0,µ0)= f (S0), i.e., the values of the objective functions of (VP) and
(WD) are equal.
For the last part of this theorem we suppose that (S0, λ0,µ0) is not a weak maximum to
(WD). Then, there exists a feasible solution (T ,λ,µ) to (WD) such that ψ(S0, λ0,µ0) <
ψ(T ,λ,µ). From this inequality and (21) we have
f (S0) < ψ(T ,λ,µ)
which is a contradiction to the weak duality Theorem 4. Hence (S0, λ0,µ0) is a weak
maximum solution to (WD) and the theorem is proved. ✷
Now we establish a Mangasarian-type [7] strict converse duality theorem for (VP)
and (WD).
Theorem 6 (Strict Converse Duality). Let S0 ∈ S0 and (T 0, λ0,µ0) ∈D such that
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(b2) ((Fi)i∈P , (Gj )j∈M) is (ρ¯, ρ¯′, d)-semistrictly type-I at T 0 with αi(S0, T 0)= 1, i ∈ P ,
βj (S
0, T 0)= 1, j ∈M;
(b3) ∑pi=1 λ0i ρi +∑mj=1 µ0j ρ′j  0.
Then S0 = T 0. Moreover, if
(b4) S0 is a weak minimum to (VP) and (T 0, λ0,µ0) is a weak maximum to (WD) then
T 0 solves (VP) and
F(S0)= F(T 0)+
m∑
j=1
µ0jGj (T
0)e. (26)
Proof. Suppose S0 = T 0 and obtain a contradiction. Using (b2) we obtain
p∑
i=1
λ0i
(
Fi(S
0)− Fi(T 0)
)
>
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(T
0), IS0k
− IT 0k
〉+ p∑
i=1
λ0i ρiθ(S
0, T 0)
and
−
m∑
j=1
µ0jGj (T
0)
m∑
j=1
n∑
k=1
µ0j
〈
DkGj (T
0), IS0k
− IT 0k
〉+ m∑
j=1
µ0j ρ
′
j θ(S
0, T 0).
Adding these inequalities and using the feasibility of (T 0, λ0,µ0) for (WD) we obtain
p∑
i=1
λ0i Fi(S
0) >
p∑
i=1
λ0i Fi(T
0)+
m∑
j=1
µ0jGj (T
0)
+
(
p∑
i=1
λ0i ρi +
m∑
j=1
µ0j ρ
′
j
)
θ(S0, T 0).
By this inequality and (b3) we get
p∑
i=1
λ0i Fi(S
0) >
p∑
i=1
λ0i Fi(T
0)+
m∑
j=1
µ0jGj (T
0)
which is a contradiction to (b1). Hence S0 = T 0.
Now the last part of this theorem results by (b4). Thus, the proof is complete. ✷
5. General Mond–Weir duality
With (VP) we associate a general Mond–Weir dual problem:
(GMWD) maximize ψ(T ,λ,µ)≡ F(T )+µTJ0GJ0(T )e
subject to
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i=1
n∑
k=1
λi
〈
DkFi(T ), ISk − ITk
〉+ m∑
j=1
n∑
k=1
µj
〈
DkGj(T ), ISk − ITk
〉
 0,
S ∈ Γ n,
µTJsGJs (T ) 0, s = 1, . . . , ν, T ∈ Γ n, µ 0, λ 0,
p∑
i=1
λi = 1,
where Js , 0  s  ν is a partition of M , with Js ∩ Jt = ∅ for s = t and⋃ν
s=0 Js =M .
LetD0 be the set of all feasible solutions to (GMWD). Let us prove the duality theorems.
Theorem 7 (Weak Duality). Let S ∈ S0 and (T ,λ,µ) ∈D0 such that
(a1) (λi(Fi +µTJ0GJ0))i∈P , (µjGj )j /∈J0) is of (ρ,ρ′, d)-pseudo-quasi type-I at T ;
(a2) ρ + ρ′  0.
Then F(S)≮ψ(T ,λ,µ).
Proof. We proceed by contradiction. Hence there exist S ∈ S0 and (T ,λ,µ) ∈ D0 such
that F(S) < ψ(T ,λ,µ), i.e.,
Fi(S) < Fi(T )+µTJ0GJ0(T ) for any i ∈ P. (27)
Using µ 0 and GJ0(S) 0, by (27) we get
Fi(S)+µTJ0GJ0(S) < Fi(T )+µTJ0GJ0(T ). (28)
By (a1), there exist γi (i ∈ P), δj (j ∈M\J0) (Definition 5), such that
p∑
i=1
γi(S,T )λi
(
Fi(S)+µTJ0GJ0(S)
)
<
p∑
i=1
γi(S,T )λi
(
Fi(T )+µTJ0GJ0(T )
)
⇒
p∑
i=1
n∑
k=1
λi
〈
DkFi(T )+
∑
j∈J0
µjDkGj (T ), ISk − ITk
〉
<−ρθ(S,T ) (29)
and
−
∑
j /∈J0
δj (S,T )µjGj (T ) 0
⇒
n∑
k=1
∑
j /∈J0
µj
〈
DkGj (T ), ISk − ITk
〉
−ρ′θ(S,T ). (30)
By λi  0, (i ∈ P), ∑pi=1 λi = 1 and γi(S,T ) > 0 (i ∈ P), and by (28), we obtain
p∑
γi(S,T )λi
(
Fi(S)+µTJ0GJ0(S)
)
<
p∑
γi(S,T )λi
(
Fi(T )+µTJ0GJ0(T )
)
.i=1 i=1
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∑p
i=1 λi = 1 and (29), we obtain
p∑
i=1
n∑
k=1
λi
〈
DkFi(T )+
∑
j∈J0
µjDkGj (T ), ISk − ITk
〉
<−ρθ(S,T ). (31)
Using δj (S,T ) > 0 (j ∈M\J0), µj  0 (j ∈M), and the feasibility of (T ,λ,µ) for
(GMWD), we have
−
∑
j /∈J0
∑
δj (S,T )µjGj (T ) 0.
By this inequality and (30) we obtain
n∑
k=1
∑
j /∈J0
µj
〈
DkGj(T ), ISk − ITk
〉
−ρ′θ(S,T ). (32)
Now, adding the inequalities (31) and (32), by (a2) we get
p∑
i=1
n∑
k=1
λi
〈
DkFi(T ), ISk − ITk
〉+ m∑
j=1
n∑
k=1
µj
〈
DkGj(T ), ISk − ITk
〉
<−(ρ + ρ′)θ(S,T ) 0, (33)
which contradicts the feasibility of (T ,λ,µ) for (GMWD). Thus, the theorem is proved. ✷
Theorem 8 (Strong Duality). Let S0 ∈ S0 be a regular weak minimum to (VP). Then there
exist λ0 ∈Rp andµ0 ∈Rm such that (S0, λ0,µ0) is a feasible solution to (GMWD) and the
values of the objective functions of (VP) and (GMWD) are equal at S0 and (S0, λ0,µ0),
respectively.
Further, if also the conditions of the weak duality Theorem 7 hold for each feasible
(T ,λ,µ) to (GMWD), then (S0, λ0,µ0) is a weak maximum to (GMWD).
Proof. The proof of this theorem is on the same lines as that of Theorem 5 but, in this
case, we shall invoke the weak duality Theorem 7. ✷
The last result of this section give a strict converse duality theorem of Mangasarian type
[7, p. 157] for the above dual problems.
Theorem 9 (Strict Converse Duality). Let S0 ∈ S0 and (T 0, λ0,µ0) ∈D0 such that
(b1) ∑pi=1 λ0i Fi(S0)∑pi=1 λ0i Fi(T 0)+µTJ0GJ0(T 0);
(b2) ((λ0i (Fi +µ0TJ0 GJ0))i∈P , (µ0jGj )j∈M\J0) is of (ρ,ρ′, d)-strictly pseudo-quasi type-I
at T 0 and γi(S0, T 0)= 1 (i ∈ P);
(b3) ρ + ρ′  0.
Then, S0 = T 0.
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have that there exist γi (i ∈ P) and δj (j ∈M\J0) (as in Definition 5) such that
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(T
0)+
∑
j∈J0
µ0jDkGj (T
0), IS0k
− IT 0k
〉
−ρθ(S0, T 0)
⇒
p∑
i=1
γi(S
0, T 0)λ0i
(
Fi(S
0)+µ0TJ0 GJ0(S0)
)
>
p∑
i=1
γi(S
0, T 0)λ0i
(
Fi(T
0)+µ0TJ0 GJ0(T 0)
) (34)
and
−
∑
j /∈J0
µ0j δj (S
0, T 0)Gj (T
0) 0
⇒
n∑
k=1
∑
j /∈J0
µ0j
〈
DkGj (T
0), IS0k
− IT 0k
〉
−ρ′θ(S0, T 0). (35)
Since δj (S0, T 0) > 0 (j ∈ J\J0) and (T 0, λ0,µ0) ∈D0, we obtain
−
∑
j /∈J0
µ0j δj (S
0, T 0)Gj (T
0) 0.
This last inequality, together with relation (35), implies
n∑
k=1
∑
j /∈J0
µ0j
〈
DkGj(T
0), IS0k
− IT 0k
〉
−ρ′θ(S0, T 0). (36)
By the inequality (36), the feasibility of (T 0, λ0,µ0) for (GMWD) and using (b3), we
obtain
p∑
i=1
n∑
k=1
λ0i
〈
DkFi(T
0)+
∑
j∈J0
µ0jDkGj (T
0), IS0k
− IT 0k
〉
 ρ′θ(S0, T 0)−ρθ(S0, T 0).
Now, the inequality (34) implies
p∑
i=1
γi(S
0, T 0)λ0i
(
Fi(S
0)+
∑
j∈J0
µ0jGj (S
0)
)
>
p∑
i=1
γi(S
0, T 0)λ0i
(
Fi(T
0)+
∑
j∈J0
µ0jGj (T
0)
)
. (37)
According to (b2), γi(S0, T 0) = 1 (i ∈ P) and by (T 0, λ0,µ0) ∈ D0 we have∑p
λ0 = 1. Now, (37) becomesi=1 i
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i=1
λ0i Fi(S
0)+
∑
j∈J0
µ0jGj (S
0) >
p∑
i=1
λ0i Fi(T
0)+
∑
j∈J0
µ0jGj (T
0). (38)
Using the feasibility of S0 for (VP) and µ0  0, by (38) we get
p∑
i=1
λ0i Fi(S
0) >
p∑
i=1
λ0i Fi(T
0)+
∑
j∈J0
µ0jGj (T
0),
which contradicts the assumption (b1). Thus the theorem is proved. ✷
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