The earth rotates on its axis every 24 h, with the result that any position on the earth's surface alternately faces toward or away from the sun-day and night. That the metabolism, physiology, and behavior of most organisms changes profoundly between day and night is obvious to even the most casual observer. These biological oscillations are apparent as diurnal rhythms. It is less obvious that most organisms have the innate ability to measure time. Indeed, most organisms do not simply respond to sunrise but, rather, anticipate the dawn and adjust their biology accordingly. When deprived of exogenous time cues, many of these diurnal rhythms persist, indicating their generation by an endogenous biological circadian clock. Until recently, the molecular mechanisms by which organisms functioned in this fourth dimension, time, remained mysterious. However, over the last 30 or so years, the powerful approaches of molecular genetics have revealed the molecular underpinnings of a cellular circadian clockwork as complicated and as beautiful as the wonderful chronometers developed in the 18th century. Then, the need to accurately measure time to precisely determine longitude sparked an international competition to claim a prize, the princely sum of 20,000 pounds sterling, offered by the British Crown (Sobel, 1995) .
CHARACTERISTICS OF CIRCADIAN RHYTHMS
Circadian rhythms are the subset of biological rhythms with period, defined as the time to complete one cycle (Figure 1) of ;24 h (Dunlap et al., 2004) . This defining characteristic inspired Franz Halberg in 1959 to coin the term circadian, from the Latin words ''circa'' (about) and ''dies'' (day) . A second defining attribute of circadian rhythms is that they are endogenously generated and self-sustaining, so they persist under constant environmental conditions, typically constant light (or dark) and constant temperature. Under these controlled conditions, the organism is deprived of external time cues, and the free-running period of ;24 h is observed. A third characteristic of all circadian rhythms is temperature compensation; the period remains relatively constant over a range of ambient temperatures (Pittendrigh, 1954) . This is thought to be one facet of a general mechanism that buffers the clock against changes in cellular metabolism.
Only in exceptional circumstances, such as in the laboratory, is an organism deprived of environmental time cues, such as light/dark cycles or temperature cycles, that derive from the alternation of day and night. These environmental time cues, termed zeitgebers (German for time givers), entrain the endogenous timing system to a period of 24 h, precisely corresponding to the exogenous period of the earth's rotation. The ability of a stimulus to reset the clock is a function of the time of day (phase; see Figure 1 ) at which the stimulus is administered. A pulse of light given before dawn will advance the phase of the clock, yet the same pulse of light given after dusk will delay the phase. If given at noon, the same pulse of light will have no effect at all. From this it is apparent that the clock regulates its own sensitivity to environmental stimuli. This varying sensitivity can be quantified and displayed as a phase response curve, in which one plots the shift in phase in response to a stimulus applied at different times across the circadian cycle (Dunlap et al., 2004) .
THE HISTORY OF CLOCK RESEARCH IN PLANTS
The first writings, at least in the western canon, to recognize diurnal rhythms come from the fourth century BC. Androsthenes described the observation of daily leaf movements of the tamarind tree, Tamarindus indicus, that were observed on the island of Tylos (now Bahrein) in the Persian Gulf during the marches of Alexander the Great (Bretzl, 1903) . There was no suggestion that the endogenous origin of these rhythms was suspected at the time, and it took more than two millennia for this to be experimentally tested. The scientific literature on circadian rhythms began in 1729 when the French astronomer de Mairan reported that the daily leaf movements of the sensitive heliotrope plant (probably Mimosa pudica) persisted in constant darkness, demonstrating their endogenous origin (de Mairan, 1729) . Presciently, de Mairan suggested that these rhythms were related to the sleep rhythms of bedridden humans. It took 30 years before de Mairan's observations were independently repeated (Hill, 1757; Duhamel duMonceau, 1759; Zinn, 1759) . These studies excluded temperature variation as a possible zeitgeber driving the leaf movement rhythms.
Nearly a century passed before period length of these leaf movements was accurately measured and it was realized that these rhythms were only ;24 h, making the rhythms circadian and suggesting that these rhythms were endogenous and not simply responses to environmental time cues. de Candolle (1832) determined that the free running period of M. pudica was 22 to 23 h, discernably shorter than 24 h. He further showed that the rhythm could be inverted by reversing the alternation of light and dark. A number of authors repeated and expanded these observations through the 19th and early 20th centuries, in each case exploiting plant leaf movements (Figure 2 ), the only known circadian rhythm (for a more complete historical account, see Bü nning, 1960; Cumming and Wagner, 1968) . As an aside, animal circadian rhythms were not scientifically described until much later, with pigment rhythms in arthropods (Kiesel, 1894) and daily activity in rats (Richter, 1922) being among the first in the literature.
Not surprisingly, that these circadian rhythms in leaf movements were truly endogenous was disputed. Pfeffer (1873) , for example, suspected that light leaking into the darkrooms (and wine cellars and caves) employed in these studies foiled the attempts to provide constant conditions and invalidated the claims that these rhythms had endogenous origins. However, the critics ultimately were persuaded by the accumulating mass of evidence. Pfeffer himself extensively studied leaf movements and provided many examples of the free-running periods of leaf movement rhythms differing from 24 h (Pfeffer, 1915) . That the rhythms were circadian and not exactly 24 h was an extremely important point because it was the best evidence, until experiments on the fungus Neurospora crassa were conducted in space (Sulzman et al., 1984) , that these rhythms were truly endogenous and not driven by some subtle and undetected geophysical cue associated with the rotation of the earth on its axis.
The third key criterion of circadian rhythms is temperature compensation, and it took much longer for this attribute to become appreciated. The rationale for examining temperature dependence of the period length emerged from the expectation that the clock mechanism was based on alternating chemical processes. Thus, it was anticipated that, like chemical processes, the clock should exhibit marked temperature dependence. The rate of a typical chemical reaction doubles with a 10°i ncrease in temperature (Q 10 ¼ 2). However, the period of leaf movement in P. coccineus exhibited a Q 10 of only 1.2 (Bü nning, 1931) . By the 1960s, this observation had been extended to many other plants as well as to animals (Sweeney and Hastings, 1960) . That the clocks were not temperature independent but, instead, exhibited less than expected temperature dependence strongly supported the concept of a temperature compensation mechanism that was imperfect. Consistent with this view was the observation of Q 10 values of ,1.0: an imperfect compensation mechanism could lengthen the period either insufficiently or too greatly at higher temperatures or, conversely, shorten the period too little or too much at lower temperatures.
As early as 1880, Charles and Francis Darwin suggested the heritability of circadian rhythms (Darwin and Darwin, 1880) , as opposed to the imprinting of a 24-h period by exposure to diurnal cycles during development. This was initially explored in the 1930s by two strategies. In one, plants or animals were raised in constant conditions for multiple generations. One of the most grueling among such studies demonstrated the retention of stable rhythms among fruit flies reared in constant conditions for 700 generations (reviewed in Johnson, 2005) . In a second strategy, seedlings or animals were exposed to cycles that differed from 24 h in an effort to imprint novel periods; such studies could sometimes impose the novel period length during the novel cycles, but upon release into continuous conditions, the endogenous circadian period was restored (Bü nning, 1973) . The inheritance of period length among progeny from crosses of parents with distinct period lengths was first reported in Phaseolus; hybrids had period length intermediates between those of the parents (Bü nning, 1932 (Bü nning, , 1935 .
Forward genetic analysis to identify components of circadian clocks began in the 1970s. Although now it seems axiomatic that circadian clocks are composed of the products of genes, just how this might be so was the source of considerable controversy. It was argued that forward genetic efforts would be fruitless because clocks were sufficiently complex to reasonably HISTORICAL PERSPECTIVE ESSAY Figure 1 . Critical Terms Used to Describe Circadian Rhythms.
Period is defined as the time to complete one cycle. It is commonly measured from peak to peak but could equally be measured from trough to trough or from any specified phase marker. Phase is the time of day for any given event. For example, if the peak in a rhythm occurred at dawn, the phase of the peak would be defined as 0 h. If a rhythm peaked 6 h after dawn, its phase would be 6 h, and so on. Phase is often defined in zeitgeber time (ZT). Zeitgeber is German for time giver, and any stimulus that imparts time information to the clock is a zeitgeber. The onset of light is a powerful zeitgeber, and dawn is defined as ZT0. The amplitude of the rhythm is defined as one-half the peak-to-trough distance. be expected to exhibit polygenic inheritance (Bü nning, 1935) and would not yield easily to standard genetic approaches. However, mutations conferring altered period length were identified and characterized in the fruitfly Drosophila melanogaster (Konopka and Benzer, 1971) , the green alga Chlamydomonas reinhardtii (Bruce, 1972) , and the filamentous fungus N. crassa (Feldman and Hoyle, 1973) . It took more than a decade to clone the first clock gene, the Drosophila period (per) gene (Bargiello and Young, 1984; Zehring et al., 1984) , and another 5 years to clone the second, the Neurospora frequency gene (McClung et al., 1989) . However, the decade of the 1990s saw rapid progress toward the identification of clock components and the elucidation of oscillator mechanisms central to the circadian clock in a number of organisms, most notably Drosophila, Neurospora, and mice (Dunlap, 1999) .
In plants, it was realized that the leaf movement rhythm was only one among many rhythms that included germination, growth, enzyme activity, stomatal movement and gas exchange, photosynthetic activity, flower opening, and fragrance emission (Cumming and Wagner, 1968) . However, genetic studies of plant clocks languished after Bü nning's first experiments. Two critical discoveries changed this. First, Kloppstech (1985) described a circadian rhythm in pea in the abundance of three nuclearencoded transcripts encoding the light-harvesting chlorophyll a/b binding protein (LHCB; also called CAB), the small subunit of ribulose-1,5-bisphosphate carboxylase/oxygenase, and an early light-induced protein. This observation was replicated and extended in wheat, where it was shown that the transcription rate for the Cab-1 gene was under circadian control (Nagy et al., 1988) . Neither pea nor wheat was particularly suitable for positional gene cloning, but Arabidopsis thaliana was emerging as a powerful system in which to combine forward genetic analysis with molecular gene cloning techniques (Somerville and Koornneef, 2002) . It was soon established that the transcription rate and transcript accumulation of Arabidopsis LHCB (Millar and Kay, 1991 ) and a number of other genes (McClung and Kay, 1994) were also under circadian control.
These initial Arabidopsis experiments were quite labor intensive, as tissues for RNA extraction, RNA gel blotting, and nuclear run-on analyses had to be harvested at frequent intervals over fairly lengthy time courses. Such experiments inevitably became exercises in sleep deprivation for the experimenters and provided considerable disincentive to the recruitment of graduate students into the field. Moreover, forward genetic analysis required a sensitive, reliable, and nondestructive assay that could score the circadian activity of individual seedlings without killing them. The luciferases offered a versatile class of noninvasive reporter genes. Firefly luciferase (LUC) catalyzes the ATP-dependent oxidative decarboxylation of luciferin with the concomitant release of a photon at 560 nm; this light emission can be quantified with luminometers or with sensitive chargecoupled device cameras (Welsh et al., 2005) . Millar et al. (1992) demonstrated that a short fragment of the Arabidopsis LHCB1*3 (CAB2) promoter would drive rhythmic transcription and mRNA accumulation of LUC mRNA detectable as rhythmic light emission from individual Arabidopsis seedlings bearing the LHCB:LUC transgene. There was an element of luck in this, as it turned out that the LUC protein itself was quite stable, and bulk LUC protein failed to oscillate in abundance. However, LUC protein loses catalytic activity after only a few enzymatic cycles, with the net result that light production requires de novo LUC synthesis that is limited by transcript abundance. The LUC mRNA is sufficiently unstable that its accumulation tracks the transcription rate, which, when driven by the LHCB promoter, is rhythmic. After this initial demonstration in Arabidopsis, LUC use in circadian studies spread to other organisms, including Drosophila and mammals (Welsh et al., 2005) .
The development of the LUC assay system permitted the first screen for Arabidopsis clock mutants. Arabidopsis seeds bearing the LHCB:LUC transgene were mutagenized, and M2 seedlings were screened to yield the first plant clock mutant, timing of cab expression1 (toc1-1; Millar et al., 1995b) . The LHCB:LUC transgene also was introduced into various genetic backgrounds to provide a sensitive assay system to test mutants for effects on circadian function (Millar et al., 1995a) .
ARABIDOPSIS DISPLAYS MANY CIRCADIAN RHYTHMS
Arabidopsis exhibits myriad rhythmic outputs or ''hands'' of the clock (McClung, 2001; McClung et al., 2002; Staiger, 2002) . Like many plants, Arabidopsis displays rhythmic cotyledon and leaf movement, although this rhythm in Arabidopsis is based on differential growth and thus differs from the rhythmic turgordriven expansion and contraction of the pulvinus that underlies rhythmic leaf movement in legumes, including Tamarindus and Mimosa (Kim et al., 1993) . In Arabidopsis, there is a circadian rhythm in the elongation rate of the abaxial and adaxial cells of the petiole that confers an oscillation in position of cotyledons and leaves (Engelmann and Johnsson, 1998) . Arabidopsis also exhibits a circadian rhythm in the rate of hypocotyl elongation (Dowson-Day and Millar, 1999) and in the elongation rate of inflorescence stem (Jouve et al., 1998) .
Circadian control of transcription is widespread (Dunlap, 1999) , and the list of plant genes regulated by the circadian clock is extensive. Microarray analyses suggest that ;10% of all Arabidopsis genes regulated at the level of mRNA abundance and have identified multiple metabolic pathways under circadian control (Harmer et al., 2000; Schaffer et al., 2001 ). Circadianregulated transcripts are enriched in the subset of transcripts with short half-lives (Gutierrez et al., 2002) ; it may be that high transcript stability may obscure some transcriptional oscillations when one simply monitors steady state transcript abundance. Indeed, enhancer trapping suggests that up to 35% of the transcriptome may show clock regulation .
Although the study of circadian rhythms has focused on constant conditions, it is important to remember that plants in nature grow in a changing world. In plants grown in diurnal cycles, there is an important interaction with sugar metabolism that strongly influences cycling gene expression (Blä sing et al., 2005) . In addition, recent data make it clear that the circadian clock modulates the ability to respond to abiotic stresses, such as cold (Fowler et al., 2005) . Clock modulation of response to biotic stresses has been the subject of speculation but remains to be established.
THE CURRENT CLOCK PARADIGM: INTERLOCKED FEEDBACK LOOPS
With the cloning of the Drosophila per gene, which encodes a novel protein of unknown function, the central question in clock research immediately became, ''how can this gene product generate a circadian rhythm?'' Negative feedback loops had been suspected to underlie the circadian clock, and several observations on per suggested that it might fit into such a loop. per mRNA abundance showed a circadian oscillation that was followed, with a lag of ;4 h, by oscillations in PER protein (Hardin et al., 1990) . As PER protein accumulated, per mRNA declined in abundance. This suggested a simple autoregulatory negative feedback loop: the clock gene is transcribed and the transcript is translated into a protein that accumulates in the nucleus to inhibit further transcription. Degradation of both mRNA and protein relieves this inhibition, and the cycle renews. This simple model has largely withstood the test of time, although it has increased in complexity. PER protein complexes with a second clock protein, TIMELESS (TIM), to inhibit the transcriptional activation of the per and tim promoters by a heterodimer of the dCLOCK (dCLK) and CYCLE (CYC) transcription factors. The dCLK/CYC heterodimer also activates the transcription of vrille and Pdp1e, which encode negative and positive regulators, respectively, of clk transcription (Hardin, 2004) . Thus, there are at least two interlocked feedback loops that include both positive and negative feedback. Positive components promote the transcription of negative components, and negative components play a dual role, blocking their own expression as well as increasing the expression of positive components, which interlocks the loops to create a robust sustained oscillation. In addition, a variety of posttranslational mechanisms, including nucleocytoplasmic localization, phosphorylation, and regulated protein degradation, affect clock function (Harms et al., 2004) .
This paradigm of interlocked transcriptional/translational feedback loops underpins the molecular mechanisms of the circadian clock in all eukaryotes studied to date (Dunlap et al., 2004) . However, the combination of components recruited to form the clock varies among organisms; the fungal clock is quite distinct from the animal clock, although fly and mouse clocks are fairly similar. It is also clear that cyanobacteria provide a stunning exception to the essential ubiquity of transcriptional regulation in clock function, as a temperature-compensated circadian rhythm can be reconstituted in vitro with three Synechococcus proteins and ATP Tomita et al., 2005) .
THE CURRENT PARADIGM APPLIED TO PLANTS: A MODEL OF THE PLANT OSCILLATOR
The sequencing of the Arabidopsis genome (Arabidopsis Genome Initiative, 2000) identified no obvious orthologs to most known clock proteins, which means that the Arabidopsis clock mechanism is novel, at least in terms of its composition. Nonetheless, the paradigm of interlocked feedback loops seems to be conserved. A number of recent reviews discuss the increasingly complex picture of the Arabidopsis clock McClung, 2004, 2005b; Harmon et al., 2005; Mizuno and Nakamichi, 2005) . A simplified version of the Arabidopsis circadian clock is illustrated in Figure 3 (see also Table 1 ). It comprises three interlocked feedback loops, with two single Myb domain transcription factors, CIRCADIAN AND CLOCK ASSO-CIATED1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY), playing roles in each loop. TOC1, the founding member of a family of pseudo-response regulators (PRRs), closes one loop, while three TOC1 paralogs, PRR5, PRR7, and PRR9, close a second loop. A third loop includes a Myb transcription factor, LUX ARRHYTHMO (LUX).
How do we conclude this? A toc1 loss-of-function mutant was identified as a short period mutant through a forward genetic screen, as described above. If the oscillating mRNA and protein abundance of a clock component, such as TOC1, is necessary for oscillator function but becomes pegged at a constant high level through overexpression, arrhythmicity should result. Indeed, TOC1 overexpressors are arrhythmic (Makino et al., 2002; Má s et al., 2003b) . CCA1 was identified initially as binding to the LHCB1*3 promoter. Loss of CCA1 function causes short period , but its overexpression causes arrhythmicity , suggesting that it too is a core clock component. LHY, CCA1's closest paralog in Arabidopsis, was identified in a screen for late-flowering mutants. The allele identified in a screen of transposon-tagged mutants turned out to be overexpressed, which conferred arrhythmicity (Schaffer et al., 1998; Wang and Tobin, 1998) . lhy loss of function, like that of cca1, confers short period, but the cca1 lhy double mutant is arrhythmic, suggesting that they are core clock components that function redundantly (Alabadí et al., 2002; Mizoguchi et al., 2002) .
How these genes form an oscillator loop is not completely understood. CCA1 and LHY bind to the TOC1 promoter, and overexpression of either results in low levels of TOC1 expression, consistent with their roles as negative regulators of TOC1. TOC1 is inferred to be a positive regulator because expression of CCA1 and LHY is greatly reduced in a severe toc1-2 mutant (Alabadí et al., 2001 (Alabadí et al., , 2002 Matsushika et al., 2002b; Mizoguchi et al., 2002; Harmer and Kay, 2005; Hazen et al., 2005) . Although TOC1 overexpression results in arrhythmicity, neither CCA1 nor LHY expression levels are dramatically elevated (Makino et al., 2002) . TOC1 contains a CCT (for CONSTANS, CONSTANS-LIKE, TOC1) domain thought to be involved in transcription (Strayer et al., 2000) but has not been shown to bind to either CCA1 or LHY promoters. It seems that TOC1 on its own is insufficient for expression of CCA1 and LHY. Several other genes, including GIGANTEA (GI), EARLY FLOWERING3 (ELF3), ELF4, and LUX, are required for CCA1 and LHY expression (Park et al., 1999; Doyle et al., 2002; Mizoguchi et al., 2002; Hazen et al., 2005) .
In other systems, the oscillator has been shown to include multiple interlocked feedback loops. Consistent with this paradigm, modeling studies show that available data cannot be accounted for within a single feedback loop (Locke et al., 2005) . At least two other loops are thought to interlock with the TOC1/ CCA1/LHY loop. Locke et al. (2005) proposed a second loop in which TOC1 is activated by a hypothetical evening-expressed protein that itself is repressed by TOC1 and demonstrated that GI behavior was consistent with that predicted for this hypothetical component. A number of investigators have proposed a third loop. CCA1 and LHY are positive regulators of three TOC1 relatives, PRR5, PRR7, and PRR9 (Farré et al., 2005; Harmer and Kay, 2005; Mizuno and Nakamichi, 2005) . PRR5/7/9 are negative regulators of CCA1/LHY because CCA1 and LHY transcripts accumulate in prr7 and prr7 prr9 mutants (Farré et al., 2005) , and CCA1 is constitutively transcribed in the arrhythmic prr5 prr7 HISTORICAL PERSPECTIVE ESSAY prr9 triple mutant (Nakamichi et al., 2005b) . PRR5/7/9 and TOC1 are thought to be mutually repressive (Mizuno and Nakamichi, 2005) . Loss of function of prr7 or prr9 causes period lengthening, while loss of function of prr5 causes period shortening (Kaczorowski and Quail, 2003; . The circadian phenotypes of the single prr mutants are small (period changes of 1 to 1.5 h) compared with the period shortening (3 to 4 h) seen in toc1-2 mutants, but redundancy among the PRRs may partially account for this. The phenotype of the prr7 prr9 double mutant is more than additive; the period lengthening is dramatically increased, and the double mutant is arrhythmic in the dark (Farré et al., 2005; Nakamichi et al., 2005a; Salomé and McClung, 2005a) . Emphasizing the centrality of the PRRs to clock function, the triple prr5 prr7 prr9 mutant is essentially arrhythmic under all conditions tested (Nakamichi et al., 2005b) . However, overexpression of PRR3, PRR5, or PRR9 has only small period effects (Matsushika et al., 2002a; Sato et al., 2002; Murakami et al., 2004) , suggesting that additional factors are required for full PRR function.
Transcriptional regulation is important in clock function, but it is clear that posttranscriptional regulation is an essential constituent of the clock mechanism. While incompletely understood, casein kinase II (CK2) phosphorylates CCA1 and LHY, and overexpression of the regulatory b3 subunit (CKB3) confers short period (Sugano et al., 1998 (Sugano et al., , 1999 . CK2-mediated phosphorylation of CCA1 is necessary for in vivo function (Daniel et al., 2004) . LHY is degraded via the proteasome, and this is accelerated in det1-1, providing a molecular explanation of the period-shortening effect of this mutation (Song and Carré , 2005) , although a role for phosphorylation in degradation remains possible. Recently, a second type of posttranslational modification has been implicated in clock function. SPINDLY is an N-acetylglucosamine transferase that decorates GI, among other targets, and spy mutants exhibit altered rhythms in leaf movement (Tseng et al., 2004) .
The identification of a novel family of proteins, ZEITLUPE (ZTL), LOV KELCH PROTEIN2 (LKP2), and FLAVIN binding KELCH REPEAT F-BOX (FKF), with PAS/LOV domains, Kelch repeats, and F-boxes (Nelson et al., 2000; Somers et al., 2000; Schultz et al., 2001) , has contributed to our understanding of the role of protein degradation in the Arabidopsis circadian clock. The LOV domains are similar to those of phototropins, and the LOV domain of FKF is photoactive (Imaizumi et al., 2003) . FKF seems restricted to photoperiodism (Nelson et al., 2000) , but ZTL and LKP2 affect the clock Jarillo et al., 2001; Schultz et al., 2001) . ztl-1 and ztl-2 mutants are affected in the period length of numerous rhythms Dodd et al., 2004) . ZTL mRNA abundance is not clock regulated, but ZTL protein levels peak around dusk, while trough levels are reached around dawn (Kim et al., 2003) . The rate of HISTORICAL PERSPECTIVE ESSAY proteasome-mediated degradation of ZTL varies during the course of the day: ZTL is more stable at dusk, around its peak value, and is more rapidly degraded at dawn when it reaches its trough. F-box proteins provide specificity to proteasomal degradation pathways by specific interaction with and polyubiquitination of targets for degradation. In this case, ZTL is a component of an SCF complex that recruits TOC1 for proteasomal degradation Má s et al., 2003a; Han et al., 2004) . In the ztl mutant, protein levels of TOC1 are elevated and only weakly rhythmic, demonstrating that ZTL is critical for degradation of TOC1. Increasing expression of ZTL confers corresponding dosage-dependent period shortening (Han et al., 2004) . Collectively, these data argue that the level of TOC1 activity, as regulated through transcriptional repression by CCA1 and LHY and via protein degradation by ZTL, is a key determinant of circadian period.
ENTRAINMENT
Although chronobiologists commonly study rhythms in constant conditions, organisms live in the cycling world of day and night. The two chief entraining stimuli that synchronize the endogenous clock with the exogenous temporal environment are light and temperature (Millar, 2004; Salomé and McClung, 2005b) . Both phytochromes and cryptochromes provide light input to the clock, although the signal transduction pathways are incompletely defined. Interestingly, photoreceptor expression is itself rhythmic, indicating that the clock gates its sensitivity to light (e.g., Tó th et al., 2001), although bulk phytochrome protein levels do not oscillate (Sharrock and Clack, 2002) . Light input is negatively regulated by ELF3; loss-of-function alleles of elf3 yield conditional arrhythmicity in continuous light but remain rhythmic in the dark (Hicks et al., 1996 (Hicks et al., , 2001 McWatters et al., 2000; Covington et al., 2001; Liu et al., 2001) . TIME FOR COFFEE (TIC) may have a similar effect on gating light input, although during a distinct phase; the tic elf3 double mutant is fully arrhythmic in light or dark (Hall et al., 2003) . The period alteration of ztl mutants shows fluence rate dependence, suggesting a role for ZTL in light input . It seems reasonable that both dawn and dusk provide important entraining cues. Possibly, the dusk signal involves relief from light repression of TOC1 degradation mediated by SCF ZTL . The dawn cue likely involves induction of CCA1 and LHY and other clock components, although we lack a detailed mechanistic understanding of this signaling. Light input is positively regulated by SENSITIVITY TO RED LIGHT REDUCED1 (SRR1), which also plays an as yet undefined role in the core oscillator (Staiger et al., 2003) . The basic helix-loop-helix transcription regulator, PHYTOCHROME-INTERACTING FACTOR3 (PIF3) induces CCA1 and LHY expression via binding to the G-box (Martínez-García et al., 2000) . Phytochrome B (PHYB) in its active form binds specifically and reversibly to DNA-bound PIF3, suggesting a direct link from light perception to modification of the negative limb of the circadian clock (Martínez-García et al., 2000) . However, loss of function of PIF3 does not affect period length of rhythmic gene expression (Monte et al., 2004) . It is also important to note that the conclusive resetting of the clock by transient expression of CCA1 or LHY has not been demonstrated nor has it been definitively shown that levels of CCA1 or LHY set phase (Salomé and McClung, 2005b) .
Temperature signaling to the clock is much less well defined. Abundant evidence supports the importance of temperature cycles in clock entrainment. Temperature steps as small as 0.5°C can entrain the Kalanchoe¨clock, showing the exquisite sensitivity of the system (Rensing and Ruoff, 2002) . In Arabidopsis, gene expression and cotyledon movement can be entrained by temperature cycles Salomé et al., 2002; Salomé and McClung, 2005a) , but the mechanism of action is currently unknown. It has been established that PRR7 and PRR9 are important as the prr7 prr9 double mutant fails to entrain to temperature cycles that effectively entrain the wild type (Salomé and McClung, 2005a) .
Considerable natural variation in temperature compensation has been described, and GI has been identified as a quantitative trait locus responsible for a substantial portion of that variation (Edwards et al., 2005) . It seems likely that this clock property will prove amenable to forward and reverse genetic approaches.
CIRCADIAN CLOCKS AND PHOTOPERIODISM
The role of photoperiod (daylength) in controlling seasonal responses was noted early in the 20th century (Tournois, 1912; Klebs, 1913) . Garner and Allard (1920) demonstrated that many plants flower in response to changes in daylength. The connection between photoperiodism and the circadian clock was first noted by Bü nning (1936) and was developed into the external coincidence model, in which a rhythmic process that controls the photoperiodic response is sensitive to light at certain times of day (Pittindrigh and Minis, 1964) .
Flowering of Arabidopsis is accelerated in long days, and the mechanism by which this occurs is becoming clear (for review, see Corbesier and Coupland, 2005) . Briefly, a key promoter of flowering is CONSTANS (CO). The transcription of the CO gene is clock regulated so that CO mRNA only accumulates late in the day. At least in part, this is because the clock-regulated F-box protein FKF controls the stability of a cycling Dof transcription factor, CDF1, which is a repressor of CO transcription . FKF has a photoactive LOV domain and likely serves as a photoperiodic blue-light receptor (Imaizumi et al., 2003) . Once CDF1 is degraded, CO transcription ensues. However, CO protein is unstable and fails to accumulate in the dark. Light perception via CRY2 and PHYA stabilizes CO (Valverde et al., 2004) in long days when CO mRNA accumulates and is translated in the light but not in short days when CO mRNA only accumulates and is translated after dusk. Thus, CO protein accumulates to activate its target, FLOWERING LOCUS T, in long but not in short days (Suá rez-Ló pez et al., 2001; Yanovsky and Kay, 2002) . Flowering is only promoted in Arabidopsis when there is the proper coincidence of the internal oscillation in CO transcription and subsequent translation with the external oscillation in light. Excitingly, this model applies to rice, a short-day plant-the salient difference seems to be that CO serves as a floral repressor in that species (Hayama and Coupland, 2004) .
ADAPTIVE FITNESS CONFERRED BY CIRCADIAN CLOCKS
It has long been presumed that the ability to anticipate light/dark cycles gives organisms a fitness advantage. One long-standing idea, termed the escape from light hypothesis, posits that organisms would accrue advantage from phasing light-sensitive processes, such as DNA replication, to the dark portion of the dailycycle (Pittendrigh,1993) .Incyanobacteria,competitiveability depends on the correspondence between a strain's free-running period and ambient daylength; wild-type strains outcompete either long-or short-period mutants when grown in 24-h days (12 h light/12 h dark). This does not reflect a competitive advantage to the wild type under all conditions because long-period (30-h period) mutants outcompete the wild type (25-h period) when grown in long cycles (15 h light/15 h dark) (Johnson, 2005) .
Early studies in tomato showed that growth improved on light/dark cycles of 24 h rather than short (6 h light/6 h dark) or long (24 h light/24 h dark) cycles or continuous light (Withrow and Withrow, 1949; Highkin and Hanson, 1954; Hillman, 1956) , although this work only indirectly implicates the circadian clock in the growth response. More direct testing has come in recent years. Arabidopsis clock mutants with longer than normal periods (28 h) have lower biomass than those with short periods (20 h) when grown under short cycles (10 h light/10 h dark), and these differences in size are largely attributable to impaired physiological function, including lower rates of chlorophyll production and carbon fixation Dodd et al., 2005) .
In Arabidopsis, there is considerable circadian variation among natural genotypes (for examples, see Swarup et al., 1999; Edwards et al., 2005) . There is a positive correlation between period length of a set of natural accessions and daylength encountered at latitude of origin of the accessions , which may indicate a selection of altered clock function under differing environmental conditions (temperature and daylength covary with latitude). In addition to the effects of period length on carbon fixation, biomass, and survival described above (Dodd et al., 2005) , period length may also affect the flowering timing response (for example, see Yanovsky and Kay, 2002) . Under the entraining conditions of a light/dark cycle, the period is 24 h. The effects of a long endogenous circadian period are seen as a lagging phase under entraining conditions. Thus, lengthening the period would delay the accumulation of CO mRNA, which would increase the critical daylength required for the accumulation of CO protein. This would delay flowering until the longer days encountered later in the season, which could be advantageous at higher latitudes where daylength increases rapidly and precedes the cessation of freezing weather. Altered temperature compensation might also underlie this latitudinal cline; there is a similar latitudinal cline in a polymorphism in the Drosophila per gene that is thought to be related to altered temperature compensation properties conferred by the per alleles (Costa et al., 1992; Sawyer et al., 1997) .
CRITICAL QUESTIONS THAT REMAIN
The progress achieved in the last 15 years toward unraveling the plant circadian clock mechanism is remarkable, but much remains unfinished. An outline of the oscillator mechanism has emerged but remains incomplete. Although we can safely conclude that the paradigm of interlocked feedback loops constituting a circadian oscillator is conserved in plants, not all the components have yet been identified, and the mechanistic details of almost every step are only incompletely understood. It is humbling that, after so much effort and progress, almost all questions remain only incompletely answered and, effectively, all questions remain! Moreover, the field is now expanding its view from the purely reductionist goal of identifying the oscillator itself to a consideration of the evolutionary and ecological consequences of variation in clock function, so a host of new questions are being considered. It is exhilarating to consider what a retrospective view a decade from now will reveal.
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