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We describe the behavior of the n-fold convolutions
f Žn. s f ) f ) f ) ??? ) f^ ‘ _
n times
under a suitable scaling as n “ ‘, where f is an integrable complex-valued
function on R. We consider only the unstable case and only two typical examples in
ˆ p qŽ .  < < < < 4that case. In the first example f is defined by f t s exp i t y t and in the
ˆ p qŽ .  < < Ž . < < 4second one by f t s exp i t sgn t y t , where p and q are real numbers such
that 2 F p - q. Q 2000 Academic Press
1. INTRODUCTION
If w is a non-negative integrable function on R, satisfying some rather
general conditions, then the behavior of the n-fold convolutions
w Žn. s w )w )w ) ??? )w^ ‘ _
n times
as n “ ‘ is described by the Central Limit Theorem. Namely, if j ,1
j , . . . , j , . . . is a sequence of mutually independent identically distributed2 n
random variables with the probability density w, variance s 2 and mathe-
matical expectation m, then w Žn. is the probability density of the random
1 This work is a part of the author’s Ph.D. dissertation directed by Professor B. M.
Baishanski.
1
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variable h s j q j q ??? qj and the Central Limit Theorem statesn 1 2 n
Žn.' 'Ž .that as n “ ‘, the scaled n-fold convolution s n w s n x q nm con-
1 2'Ž w x. Ž .  4verges weakly in L a, b to 1r 2p exp yx r2 .
However, the problem of describing the behavior of w Žn. rises in several
contexts when w is not a positive function. The Central Limit Theorem
Ž .was extended to such non-positive probabilities signed or complex-valued
w x w xby a number of authors: A. Zhukov 7 in numerical analysis, V. Krylov 6
w x w xin partial differential equations, and R. Hersh 3 and K. Hochberg 4
in distribution theory. In these extensions it was typically assumed that wˆ
Ž . Ž . Ž Ž .. qthe Fourier transform of w satisfies the condition ln w t s A q o 1 tˆ
as t “ 0, where A / 0, q an integer G 2, and it was shown that
1r q Žn.Ž 1r q .n w n x converges in some weak sense to the inverse Fourier
Ž q.transform of exp At .
Recently B. Baishanski has argued that in the unstable case, i.e., the
case when Re A s 0, the scaling factor n1r q is not the ‘‘natural’’ one.
Namely, it is known that in case of probability densities the scaling factor
is essentially unique, so the ‘‘natural’’ scaling for w Žn. in the complex-
valued case should be the same as the essentially unique scaling of
< Žn. < 5 Žn. 5 1w r w . He has considered two examples and shown that under theL
natural scaling one obtains analogues of the Central Limit Theorem of a
w xnew kind when Re A s 0. In his work Baishanski 2 looks at two functions$ $
2 q 2Ž . Ž . Ž . Ž Ž .w and w , defined on R by w t s exp it y t , w t s exp it sgn t ye o e o
q.t , where q ) 2 is an even integer. He considers n-fold convolutions
w Žn. s w )w )w ) ??? )w and w Žn. s w )w )w ) ??? )we e e e e o o o o o^ ‘ _ ^ ‘ _
n times n times
Ž . 1r2 Žn.Ž 1y1r q . Ž .and introduces new scaling c c s n w n c and c c se, n e o, n
1r2 Žn.Ž 1y1r q . Ž . Ž .n w n c . He then shows that under his scaling c c and c co e, n o, n
diverge, but diverge in a very regular oscillatory manner, which implies, in
< Ž . <particular, that the c c converge to a function of the forme, n
Ž < < q.B exp yE c , where B, E are positive constants dependent on q.
In this paper we obtain more general results of the same nature. We
consider two integrable complex-valued functions x and c given on R by
ˆtheir Fourier transforms x and cˆ
< < p < < q 4x t s exp i t y t 1.1Ž . Ž .ˆ
and
ˆ p q< < < <c t s exp i t sgn t y t , 4Ž . Ž .
where p and q are real numbers and 2 F p - q. 1.2Ž .
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B. Baishanski has suggested the study of these particular functions as
typical examples for the unstable case. We describe the behavior of n-fold
convolutions
x Žn. s x ) x ) x ) ??? ) x and^ ‘ _
n times
c Žn. s c )c )c ) ??? )c as n “ ‘.^ ‘ _
n times
In our main theorem we show that under a special scaling c Žn. and x Žn.
exhibit different types of regular oscillatory divergence:
THEOREM 1.1. Let l s n1ypr q, s s n1r q.
Ž . Ž .1 If the function x is gi¤en by 1.1 , then
Žn.'l sx slc s F c u c q r c , where 1.3Ž . Ž . Ž . Ž . Ž .l l
yg r< < < < 4F c s A c exp yB c , u c s 1 1.4Ž . Ž . Ž .l
and
C 1 1
r c F min , . 1.5Ž . Ž .l 2ž /' c cl
p y 2 qHere g s , r s , and A, B, and C are also positi¤e constants that
2 p y 1 p y 1Ž .
depend on p and q. Moreo¤er,
p p
du c s exp yiKlc q i , where d s , K ) 0. 1.6Ž . Ž .l ½ 54 p y 1
Ž . Ž .2 If the function c is gi¤en by 1.2 , then
Žn.'l sc slc s F c t c q s c , where 1.7Ž . Ž . Ž . Ž . Ž .l l
0, if c - 0
F c sŽ . ½ 2 F c , if c ) 0,Ž .
Ž . Ž . Ž . Ž . Ž .F c being defined by 1.4 , y1 F t c F 1, and s c satisfies 1.5 . More-l l
o¤er,
p
dt c s cos Klc y , where d and K are as in 1.6 . 1.8Ž . Ž . Ž .l ½ 54
Remark. The constants A, B, and K above are
1
y1rŽ2Ž py1.. yqrŽ py1.A s p , B s p ,(2p p y 1Ž .
K s pyp rŽ py1. p y 1 .Ž .
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Ž . Ž .It is the estimation of the remainders r c and s c that is the core of ourl l
theorem and the main difficulty lies there. Knowing how the estimate of the
remainder depends on the parameter c allows us to obtain asymptotics of
the L1-norms of the n-fold convolutions by integrating in c over the whole
real line. Thus, as an application of our main theorem we obtain the
following
Ž . Ž .COROLLARY 1.1. Let w and c be gi¤en in 1.1 and 1.2 , 2 F p - q.
Then as n “ ‘
1 Ž .Žn. 1yprq21w s Dn q O ln nŽ .L
1 Ž .Žn. 1yprq21c s D n q O ln n ,Ž .L 1
where
1
2 '2 p p y 1 p 2Ž .
D s G , D s D.1ž /ž /p q 2 q p
Only after this corollary is established we can conclude that the scaling
Ž . Ž . < Žn. < 5 Žn. 5 1in 1.3 and 1.7 really is the ‘‘natural’’ one in the sense that x r x L
converges to an integrable function as n “ ‘.
2. SCALED n-FOLD CONVOLUTIONS
1Žn. ‘ n yin tŽ . Ž . Ž .Since x n s H x t e dt, we obtain from 1.1ˆy‘2p
‘1 p qŽn. < < < < 4x n s exp yin t q in t y n t dt.Ž . H2p y‘
1ypr q 1r q yŽ1yŽ py1.r q. y1 y1Denote l s n , s s n , c s n n s nl s . Making the
substitution t s ny1r q x, we have
‘1 p qŽn. < < < <x n s exp il ycx q x y x dx. 4Ž . Ž .H2ps y‘
1Žn. ‘ n yin tˆŽ . Ž . Ž .Similarly, since c n s H c t e dt, we obtain from 1.2y‘2p
‘1 p qŽn. < < < <c n s exp il ycx q x sgn x y x dx. 4Ž . Ž .Ž .H2ps y‘
LIMIT THEOREM FOR PROBABILITY DENSITIES 5
Introduce a new special scaling
Žn.'l I c , where I c s sx slc , 2.1Ž . Ž . Ž . Ž .l l
Žn.˜ ˜'l I c , where I c s sc slc . 2.2Ž . Ž . Ž . Ž .l l
Study of the behavior of the n-fold convolutions x Žn. and c Žn. as n “ ‘
˜Ž . Ž .reduces this way to study of the integrals I c and I c as l “ ‘.l l
We need to know the behavior only for c / 0. For completeness sake,
1y1r p y1r p˜Ž . Ž . Ž . Ž .we mention that as l “ ‘ I 0 s Nl q O , I 0 s Re N l ql ll
1 1 1iŽp r2 p.Ž . Ž .O , where N s e G .
l pp p
Ž .3. INTEGRALS I cl
In this section we will prove the first part of Theorem 1.1. Since
‘1 p q< < < <I c s exp il ycx q x y x dx , 4Ž . Ž .Hl 2p y‘
we obtain by changing the integration variable x “ yx that I is an evenl
function. Thus, it is enough to consider the case c ) 0.
Ž . < < pThe phase function of I c is ycx q x . In order to have the criticall c 1rŽ py1.Ž .point fixed, we make the substitution x s t. Then the integral
p
becomes
‘ q1r q ya < t <2p I c s a J a , where J a s e exp imT t dt , 4Ž . Ž . Ž . Ž .Hl l l
y‘
3.1Ž .
Ž .qr py1c p pr q< <a s , T t s ypt q t , and m s a l. 3.2Ž . Ž .ž /p
Ž . Ž < < py1 Ž . . Ž .Since T 9 t s p t sgn t y 1 , the critical point of the function T t is
t s 1 and it is unique on R. Clearly,
‘
yaJ a s e exp imT t dt y R l, a , where 3.3 4Ž . Ž . Ž . Ž .Hl 1
y‘
‘ qya ya < t <R l, a s e y e exp imT t dt. 3.4 4Ž . Ž . Ž . Ž .H1
y‘
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Ž .To estimate the remainder R l, a , we will use the following four1
lemmas.
LEMMA 3.1. Let g and w be real-¤alued functions and grw9 be continu-
w x b Ž .  Ž .4ously differentiable on a, b , m ) 0. Consider L s H g x exp imw x dx.a
Then
Ž .a If g is a positi¤e, w an increasing, and grw9 a decreasing function
w x < < Ž . Ž Ž . Ž ..on a, b , then L F 2rm ? g a rw9 a .
Ž .b If g is a positi¤e and w together with grw9 is an increasing function
w x < < Ž . Ž Ž . Ž ..on a, b , then L F 2rm ? g b rw9 b .
2 n q 2Ž .Ž . w x < <c If grw9 has n critical points in a, b , then L F ?
m
< Ž . Ž . <sup g t rw9 t .aF t F b
Ž . w . Ž Ž . Ž ..d If grw9 has n critical points in a, ‘ and lim g t rw9 t s 0,t “‘
2n q 3< < < Ž . Ž . <then L F ? sup g t rw9 t .t G am
Proof. We use integration by parts and the fact that if a function h:
w xa, b “ R is continuously differentiable and has n extremum points on
bw x < Ž . < Ž . < Ž . <a,b , then H h9 x dx F 2n q 2 sup h x .a aF x F b
Ž . Ž . ya ya < t < q Ž . Ž .Note from 3.4 that if we take g t s e y e and w t s T t s
< < p Ž .t y pt, then we need to consider a function C t , defined and studied ina
the following
LEMMA 3.2. Let
¡ ya ya < t < qe y e
, t / 1py1< <t sgn t y 1Ž .~C t s 3.5Ž . Ž .a a q
yae , t s 1.¢p y 1
Ž . Ž .I For any a ) 0 there exists a unique point t g y‘, y1 such that1
min C t s C t .Ž . Ž .a a 1
Ž .y‘ , y1
p y 1Ž .II If 0 - a - 1 y , then
q
Ž . Ž .1 There exists a unique point s g 1, ‘ such that1
max C t s C s .Ž . Ž .a a 1
1Ft-‘
Ž . Ž .2 C is increasing on y1, 1 .a
Ž . < Ž . < Ž py1.r q3 sup C t F Ca , where C s C .< t < G1 a p, q
q yaŽ . < Ž . <4 sup C t s a e .< t < -1 a p y 1
p y 1Ž .III If a G 1 y , then
q
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Ž . Ž . Ž .1 C t is decreasing on 1, ‘ .a
Ž . Ž . Ž .2 There exists a unique point s g 0, 1 such that max C t0 Žy1, 1. a
Ž .s C s .a 0
Ž . Ž .3 There exists a ) 1 such that for all a ) a 0 - s a -0 0 0
ay1rŽqypq1..
q yaŽ . < Ž . <4 sup C t s a e .< t < G1 a p y 1
Ž . < Ž . < Ž py1.r q5 sup C t F Ca , where C s C .< t < F1 a p, q
Ž .Proof. Part I . Differentiating C , we find thata
< < qqpy2p y 1 tŽ . qX < <C t s exp ya t ? f t , 3.6Ž . Ž . Ž . Ž .a 2py1< <t sgn t y 1Ž .Ž .
where
< < qa q exp a t y 1 y 1 4Ž .1yp< <f t s 1 y t sgn t y . 3.7Ž . Ž . Ž .Ž . q< <p y 1 t
Ž .Let us show that for any a ) 0, f is increasing on y‘, y1 . Clearly,
< <1yp Ž . a < t < q1 q t is increasing on y‘, y1 . Developing e into Taylor series,
we obtain
q sy1qa Ž < t < y1. ya ‘ < <e y 1 1 y e a tŽ .yas y q a e .Ýq q< < < <t t s!ss1
Ž .Since each function in the sum above is decreasing on y‘, y1 , so is
Ž a Ž < t < qy1 . . < < q Ž . Ž .e y 1 r t . Hence, f is increasing on y‘, y1 . Since f y1
2a q Ž . Ž .s ) 0 and lim f t s y‘, there exists a unique root of f t ont “y‘p y 1
Ž . Ž . X Ž .y‘, y1 . By 3.6 , this root is also a root of C on y‘, y1 . Note that ita
is the local minimum of C .a
p y 1Ž .Part II . Suppose that 0 - a - 1 y .
q
Ž . Ž . Ž .1 Consider 3.7 . Clearly, f 1 s 0. Differentiating f , we get
Ž . Ž < < qq1. Ž .f 9 t s qr t ? h t , where
< < qypq1 < < q < < qh t s a t y 1 y sgn t exp a t y 1 a t y 1 . 3.8 4Ž . Ž . Ž . Ž . Ž .
On differentiating h we have
1 y p y 1 rqŽ .qyp qqpy1 q2 < < < < < <h9 t s a q t y t exp a t y 1 . 3.9 4Ž . Ž . Ž .
a sgn tŽ .
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qqpy1  Ž q .4 w .The function t exp a t y 1 is increasing from 1 to ‘ on 1, ‘ . On
1 y p y 1 rqŽ . Ž .the other hand, since ) 1, there exists a unique h g 1, ‘ such
a
p y 1 y1 qqpy1 qŽ .  Ž .4 Ž .that 1 y a y h exp a h y 1 s 0. Thus, h9 h s 0. Since
q
Ž . Ž . Ž . Ž . Ž . Ž .h9 t ) 0 on 1, h and h 1 s 0, h h ) 0. Since h9 t - 0 on h, ‘ and
Ž . Ž . Ž .lim h t s y‘, there exists a unique j g h, ‘ such that h j s 0.t “‘
Ž . Ž < < qq1. Ž . Ž .Hence, since f 9 t s qr t ? h t , f 9 j s 0.
Ž . Ž . Ž . Ž . Ž .Since f 9 t ) 0 on 1, j and f 1 s 0, f j ) 0. Since f 9 t - 0 on
Ž . Ž . Ž .j , ‘ and lim f t s y‘, there exists a unique s g j , ‘ such thatt “‘ 1
Ž . Ž . X Ž .f s s 0. Thus, by 3.6 , C s s 0.1 a 1
Ž . w x Ž . Ž . Ž .2 If t g y1, 0 , then by 3.7 , f t ) 0. Therefore, by 3.6 ,
X Ž . w xC t ) 0. Thus, C is increasing on y1, 0 .a a
p y 1Ž x Ž . Ž .Let t g 0, 1 . By 3.9 , if 0 - a - 1 y , then h9 t ) 0. Since by
q
Ž . Ž . Ž . Ž x Ž . Ž < < qq1. Ž .3.8 , h 1 s 0, h t - 0 on 0, 1 . Thus, since f 9 t s qr t ? h t , f is
Ž x Ž . Ž . Ž x Ž .decreasing on 0, 1 . Since f 1 s 0, f t ) 0 on 0, 1 . Therefore, by 3.6 ,
X Ž x Ž xC ) 0 on 0, 1 . Thus, C is increasing on 0, 1 .a a
Ž . Ž . py1 Ž . ya t q3 Let first t ) 0. Denote r t s t and g a , t s e . Then,
Ž .rewriting C t and using Cauchy’s formula, we obtaina
g a , t y g a , 1 g 9 a , j tŽ . Ž . Ž .Ž .
C t s y s y ,Ž .a r t y r 1 r 9 j tŽ . Ž . Ž .Ž .
Ž .where j t is between 1 and t and the differentiation in the numerator is
› g a , tŽ .Ž Ž ..understood as g 9 a , j t s .
› t
w . w .Let D be either 0, 1 or 1, ‘ . Then
g 9 a , j t g 9 a , tŽ . Ž .Ž . def
sup C t s sup F sup s sup H a , t ,Ž . Ž .a r 9 j t r 9 tŽ . Ž .Ž .tgD tgD tgD tgD
where we denoted
g 9 a , t a qŽ .
qypq1 q 4H a , t s y s t exp ya t ) 0, for t ) 0.Ž .
r 9 t p y 1Ž .
Since
› H a , t a qŽ .
qyp q q 4s t exp ya t q y p q 1 y a qt ,Ž .Ž .
› t p y 1
H attains its maximum at
1rqq y p q 1
t s .0 ž /a q
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p y 1 w .Clearly, t ) 1, if 0 F a - 1 y . If D s 1, ‘ , then t is inside D0 0q
and we have
Ž py1.r qsup C t F sup H a , t s H a , t F C p , q a .Ž . Ž . Ž . Ž .a 0
tG1 tG1
If t - 0, then
q qya ya < t < ya ya < t <e y e e y e
C t s F s C yt ,Ž . Ž .a apy1 py1< < < <t q 1 t y 1
where now yt is positive.
Thus, the same estimate holds for t - 0.
Ž . w .4 If D s 0, 1 , then t is outside D and we have0
a q
yasup C t F sup H a , t s H a , 1 s C 1 s e .Ž . Ž . Ž . Ž .a a p y 10Ft-1 0Ft-1
p y 1Ž . Ž . Ž . Ž .Part III . Suppose that a G 1 y . Statements 1 , 2 , 4 , and
q
Ž . Ž . Ž .5 are proved similarly to Part II . To prove statement 3 we note that
X Ž . Ž Ž ..since s is the point of maximum of C , C t ) 0 on 0, s a . Thus, to0 a a 0
Ž . y1rŽqypq1.show that 0 - s a - a it is enough to show that0
X Ž y1rŽqypq1.. Ž .C a - 0 for all a sufficiently large. Let us evaluate it. By 3.6a
Ž .and 3.7 we obtain
py 2 py1y y
qy pq1 qypq1p y 1 a exp yaŽ .  41X y
qy pq1C a sŽ .a 2py 1y
qy pq1a y 1Ž .
q py 1 py1y y
qy pq1 qypq1? a y 1 q 1 y exp a y a . 4Ž .
p y 1
Since
q qpy 1 py1y y
qy pq1 qypq1lim a y 1 q 1 y exp a y a s 1 y - 0, 4Ž .
p y 1 p y 1a“‘
X Ž y1rŽqypq1..there exists a ) 0 such that for all a ) a we have C a - 0.0 0 a
y1rŽqypq1.Ž . Ž .Therefore, the root s a satisfies 0 - s a - a .0 0
Ž .Subdividing the integration range of R l, a at the critical point of1
Ž . < < pT t s ypt q t and at t s y1, t s "« , 0 - « - 1 sufficiently small,
we get
5
qya ya tR l, a s J , where J s e y e exp imT t dt , 4Ž . Ž . Ž .Ý H1 j j
D jjs1
3.10Ž .
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w wD s 1, ‘ , D s y‘, y1 , D s « , 1 ,Ž. .1 2 3
D s y1, y« , D s y« , « .Ž Ž .4 5
Ž .In estimation of R l, a in a certain range of the parameter a the1
integral J is estimated in a way different from the other four integrals.5
Hence, we first prove the following
p y 1 C yŽ2 py1.r q< <LEMMA 3.3. If a G 1 y , then J F a .5q l
1 1r qŽ .Proof. Let us fix « s . Integrating by parts twice and using the2
Ž . Ž . < < pdefinition of T 3.2 , T t s t y pt, we obtain
« qya ya t< <J s e y e exp imT t dt 4Ž . Ž .H5
y«
C C
X XF C « q C y« q C « q C y«Ž . Ž . Ž . Ž .Ž . Ž .a a a a2m m
X 9«C C tŽ .aq dt.H2 py1ž /m < <t sgn t y 1y« Ž .
Ž .By definition of C 3.5 we havea
2 eya «
q y eyaŽ . ay
2C « q C y« s F Ce .Ž . Ž .a a 2Ž py1.1 y «
Ž . Ž .Similarly, by 3.6 and 3.7
aq qX X ya« ya« ya y
2C « q C y« F C a e q e q e F C a e q 1 .Ž . Ž . Ž . Ž .a a
Thus,
C Cq qya « ya«< <J F e q a e q 1Ž .5 pr q 2 2 pr qla l a
X 9«C F tŽ .aq dt. 3.11Ž .H2 2 pr q py1ž /l a < <t sgn t y 1y« Ž .
« <Ž < X Ž . < < < py1 Ž . . < Ž . ya ya < t < q Ž .Consider H C t r t sgn t y 1 9 dt. Let g t s e y e , w ty« a
< < py1 Ž .s t sgn t y 1. Then
g CX g 9w y gw9a
C s , s , anda 3w w w
X 9 2C g 0 gw0 3g 9w9 3gw9a s y y q .2 3 3 4ž /w w w w w
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w x < Ž . < Ž .Ž . py3If p G 3 or p s 2, then for t g y« , « , w0 t F p y 1 p y 2 «
and we can estimate
X 9« «C tŽ .a
< < < < < <dt F C « g 0 q g 9 q g dt.Ž . Ž .H Hž /w tŽ .y« y«
Ž . « < < « < <Note that the function g 0 t is even. Hence, H g 0 dt s 2H g 0 dt. Also,y« 0
1
qq y 1
g 0 t s 0 for t s 0 and t s "t , where t s .Ž . 2 2 ž /qa
p y 1Clearly, there exists a ) 1 y such that ;a G a « t - « . Thus, for2 2 2q
all a G a2
«
< <g 0 dtH
y«
« t t2< <s 2 g 0 dt s 2 g 0 t dt y 2 g 0 t dt s 4 g 9 t y 2 g 9 «Ž . Ž . Ž . Ž .H H H 2
0 0 t2
1
a
q y
2F C a q a e , where C s C p , q , « .Ž .ž /
p y 1For all 1 y F a - a we have A « F t and thus2 2q
« « « qya «< < < <g 0 dt s 2 g 0 dt s 2 g 0 t dt s 2 g 9 « y 2 g 9 0 s Ca e .Ž . Ž . Ž .H H H
y« 0 0
Thus, we have obtained
1¡ p y 1
qCa , if a ) a ) 1 y2
« q~< <g 0 dt FH p y 1ay« y
2Ca e , if 1 y F a F a .2¢ q
« < < < Ž . <Since H g 9 dt F 2 max g 9 t , using the estimations above, we findy« Ž0, « .
« < < « < <that H g 9 dt is bounded in the same way as H g 0 dt. Since, iny« y«
< Ž . < yaaddition, g t F 1 y e , we obtain that
p y 1if a ) a ) 1 y , then2 q
X 1 19« C tŽ .a q qyadt F C a q 1 q e F C a q 1 ,H ž / ž /py1ž /< <t sgn t y 1y« Ž .
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p y 1if 1 y F a F a , then2q
X 9« C tŽ .a
dtH py1ž /< <t sgn t y 1y« Ž .
F C a eya « q q 1 q eya F C a eya « q q 1 ,Ž . Ž .
where C is a positive constant that depends only on p, q, and « .
Since a is finite, choosing it sufficiently large, we get the uniform2
estimate
X 19« C tŽ .a qdt F Ca . 3.12Ž .H py1ž /< <t sgn t y 1y« Ž .
Ž . Ž .Ž . < < py3 Ž .If 2 - p - 3, then w0 t s p y 1 p y 2 t sgn t and thus we have
X < <« «C t gŽ .a
< < < < < <9 dt F C g 0 q g 9 q g q dt.H Hpy1 3ypž /ž /< < < <t sgn t y 1 ty« y«Ž .
We estimate the first three integrals just as in the case p G 3. Using the
< Ž . < yaestimation g t F 1 y e and the condition 0 - 3 y p - 1 we find that
< <« «g 1
yadt F 2 1 y e dt F C.Ž .H H3yp 3yp< < tty« 0
Ž .Thus, the estimation 3.12 holds true with a different constant. Hence,
Ž . Ž . Ž .using 3.2 , we get from 3.11 and 3.12
C 1 Cp a 2 py1 2 py1y y y yq 2 q q< <J F a e q a F a .5 ž /l l l
Let us now obtain the estimation of the remainder.
Ž . Ž .LEMMA 3.4. Let R l, a be defined in 3.4 ,1
C p y 11¡ y
qa if 0 - a - 1 y ,
l q~R l, a FŽ .1 C p y 12 py1y
qa if a G 1 y .¢l q
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p y 1Ž . Ž .Ž .Proof. 1 Suppose that 0 - a - 1 y . By II 1 of Lemma 3.2,
q
Ž . Ž .C has a unique point of maximum s g 1, ‘ . Thus, by part d ofa 1
Lemma 3.1 we have
5 5
< <J F sup C t s C s .Ž . Ž .1 a a 1m p m ptG1
Ž .Ž . Ž .By II 3 of Lemma 3.2 and 3.2
py 1C C 1
q y< < qJ F a s a . 3.13Ž .1 m l
Ž .Similarly, by Part I of Lemma 3.2, C has a unique point of minimuma
Ž . Ž .t g y‘, y1 . Thus, by part d of Lemma 3.1 we have1
5 5
< <J F sup C t s C t .Ž . Ž .2 a a 1m p m ptFy1
Ž .Ž . Ž .By II 3 of Lemma 3.2 and 3.2
py 1C C 1
q y< < qJ F a s a . 3.14Ž .2 m l
Ž .Ž . Ž .By II 2 of Lemma 3.2, C is positive and increasing on y1, 1 . Thus, bya
Ž .a of Lemma 3.1
5 21 qya ya tJ s e y e exp imT t dt F C 1 4Ž . Ž . Ž .Ý Hj apmy1js3
C C Cp 1ya ya 1y y
q qF a e s e a F a . 3.15Ž .
m l l
Ž . Ž . Ž . Ž .Using 3.13 , 3.14 , and 3.15 in 3.10 , we obtain the first part of the
lemma.
p y 1Ž . Ž .Ž .2 Suppose that a G 1 y . By III 1 of Lemma 3.2, C is de-aq
Ž . Ž . Ž .creasing for t G 1. Therefore, by part a of Lemma 3.1, 3.5 and 3.2 , we
find that
2 C C Cp 2 py1ya 1y ya y< < q qJ F C 1 F a e s a e F a . 3.16Ž . Ž .1 am p m l l
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Ž .By I of Lemma 3.2 we have
5 5
< <J F sup C t s C t .Ž . Ž .2 a a 1m p m ptFy1
Ž .Ž . Ž .By III 4 of Lemma 3.2 and 3.2
C C Cp 2 py1ya 1y ya y< < q qJ F a e s a e F a . 3.17Ž .2 m l l
Ž .Ž . Ž .By III 2 of Lemma 3.2, C has a unique point of maximum s g 0, 1 .a 0
Ž .Ž .By III 3 of Lemma 3.2 there exists a ) 0 such that for all a ) a we0 0
Ž . y1rŽqypq1. y1rŽqypq1.have 0 - s a - a . Choose a ) a such that a -0 1 0 1
« . Then ;a ) a it follows that ay1rŽqypq1. - « and, therefore, 0 -1
Ž . y1rŽqypq1. X Ž . Ž .s a - a - « . For these a , C t - 0 on « , 1 . Hence, by part0 a
Ž .a of Lemma 3.1 the following estimate holds
2 eya «
q y eya C pay y2< < qJ F C « s C F e a .Ž . p3 apm lq py1la 1 y «Ž .
p y 1 Ž .If 1 y F a F a , then by part c of Lemma 3.1 the following esti-1q
6< < < Ž Ž .. <mate holds J F sup C t a . Since C is a continuous function of3 w e , 1x a apm
C C p y 1< <a on a finite interval, J F s . Thus, for any a G 1 y3 m l q
C a py y< < 2 qJ F e a . 3.18Ž .3 l
Ž .Ž . Ž .By III 2 of Lemma 3.2, C is increasing for t g y1, s . Hence, by parta 0
Ž .b of Lemma 3.1, the following estimate holds
2 2 eya «
q y eya CŽ . a py y< < 2 qJ F C « s F e a . 3.19Ž . Ž .p4 apm lq py1pla 1 q «Ž .
Ž . Ž . Ž . Ž .Combining 3.16 , 3.17 , 3.18 , 3.19 , and using Lemma 3.3, we obtain
that
C 1 C2 py1 p a 2 py1 2 py1y y y y y
q q 2 q qR l, a F a q a e q a F a .Ž .1 ž /l l l
Thus, the second part of the lemma is proved.
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‘  Ž .4 Ž .To obtain the asymptotics of the integral H exp imT t dt in 3.3 wey‘
prove the following
LEMMA 3.5. Consider I s H b eimGŽ t . dt, y‘ F a - b F ‘. Suppose thata
Ž . Ž . Ž .1 G0 t G 0 for all t g a, b ;
Ž . Ž . Ž . Ž .2 there exists a unique t g a, b such that G t s G9 t s 0,0 0 0
Ž . Ž .G0 t / 0, and G t is four times differentiable in a neighborhood of t .0 0
Ž .Then there exists an absolute constant C s C G such that for any m ) 0
2p Cp
i
4'm I y e F .(G0 t 'Ž . m0
Proof. Subdividing the integration range of I at the critical point
b  Ž .4t s t , we obtain I s I q I , where I s H exp imG t dt and I s0 1 2 1 t 20t0  Ž .4H exp imG t dt. We will show that for j s 1, 2a
p Cp
i
4'm I y e F . 3.20Ž .j (2G0 t 'Ž . m0
We will prove this formula for I . The argument for I is similar.1 2
Fix any small d ) 0 such that G is four times differentiable and
Ž . < <G0 t / 0 in t y t - d and subdivide the integration range at t q d0 0
t qd b0I s I q I s q exp imG t dt. 3.21 4Ž . Ž .H H1 11 12
t t qd0 0
Let C* s 1r 2G0 t . Then' Ž .Ž .0
t qd0I s exp imG t dt 4Ž .H11
t0
G9 tŽ .t qd0s C* exp imG t dt 4Ž .H 'G tt Ž .0
1 C*t qd0q exp imG t y G9 t dt. 3.22 4Ž . Ž . Ž .H ž /G9 tŽ . 'G tt Ž .0
Ž .Making the substitution ¤ s G t in the first integral of the above sum, we
have
G9 tŽ .t qd A 10 im¤ y 2J s exp imG t dt s e ¤ d¤ , 4Ž .H H'G tt 0Ž .0
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Ž . A im¤ y1r2 ‘ ‘ im¤ y1r2where A s G t q d . Clearly, H e ¤ d¤ s H y H e ¤ d¤ .0 0 0 A
‘ im¤ y1r2 iŽp r4.' Ž .'By the Cauchy Integral Theorem H e ¤ d¤ s p e 1r m .0
Integrating by parts and estimating in absolute value, we have
‘ im¤ y1r2 '< <H e ¤ d¤ F 2rm A s Crm. Thus,A
1 Cp
i' 4J y p e F . 3.23Ž .
m'm
Ž .Consider the second summand in 3.22
t qd0K s u t exp imG t G9 t dt , 4Ž . Ž . Ž .H
t0
1 C*
where u t s y .Ž .
G9 tŽ . 'G tŽ .
Integrating by parts and estimating in absolute value, we obtain
1 t qd0< <K F lim u t q u t q d q u 9 t dt . 3.24Ž . Ž . Ž . Ž .H0m t“t t0 0
Ž . Ž xIt is clear that u t is continuous on t , t q d . Using the finite Taylor0 0
expansion of G, G9
G0 t G- t GŽ4. tŽ . Ž . Ž .0 0 02 3 4G t s t y t q t y t q t y tŽ . Ž . Ž . Ž .0 0 02 6 24
5q O t y t ,Ž .Ž .0
G- t GŽ4. tŽ . Ž .0 02 3G9 t s G0 t t y t q t y t q t y tŽ . Ž . Ž . Ž . Ž .0 0 0 02 6
4q O t y tŽ .Ž .0
and the definition of C*, we find that
'G t y C*G9 t 1 G- tŽ . Ž . Ž .0
lim u t s s y .Ž . 23t“t 'G9 t G tŽ . Ž .0 G0 tŽ .Ž .0
Ž . Ž . Ž .Thus, u t is also continuous at t . Hence, both lim u t and u t q d0 t “ t 00
Ž . Ž . Žin 3.24 are finite. Similarly, the function u 9 t is clearly continuous on t ,0
xt q d . To show that it is also continuous at t , we consider, in addition to0 0
the expressions for G and G9 above, the finite Taylor expansion of G0
GŽ4. tŽ .0 2 3G9 t s G0 t q G- t t y t q t y t q O t y t .Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 0 0 0 02
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Straightforward calculations show that
21 Ž4.G0 t G t q G- tŽ . Ž . Ž .Ž .0 0 04
lim u 9 t s y .Ž . 3t“t0 2 G0 tŽ .Ž .0
Ž . t0qd < Ž . < Ž .Thus, u 9 t is also continuous at t . Hence, H u 9 t dt in 3.24 is0 t0
C< < Ž . Ž .finite. Therefore, K F , which, combined with 3.23 in 3.22 , implies
m
that
p 1 Cp
i
4I y e F . 3.25Ž .11 (2G0 t m'Ž . m0
b  Ž .4Consider I s H exp imG t dt. Integrating by parts, we obtain12 t qd0
1 1 1 G0 tŽ .b
< <I F lim q q dtH12 2m G9 t G9 t q dt“b Ž . Ž . t qd G9 tŽ .Ž .0 0
2
s .
mG9 t q dŽ .0
CŽ . < < Ž .Since G9 t q d ) 0, I F . Using this inequality together with 3.250 12 m
Ž . Ž .in 3.21 , we obtain 3.20 for I .1
Ž .Proof of Theorem 1.1 . To obtain estimation of the integral
‘  Ž .4 Ž . Ž . < < pH exp imT t dt in 3.3 note that T t s t y pt. Its critical point isy‘
pr q Ž . Ž . Ž . < < pt s 1. Using Lemma 3.5, let m s la and G t s T t y T 1 s t0
y pt q p y 1. Then
p
‘ ‘
q yi mŽ py1.exp ila T t dt s e exp imG t dt , 4Ž . Ž .H H½ 5
y‘ y‘
where G satisfies all conditions of the previous lemma. Therefore, we
obtain
p
‘1 Fpqexp ila T t dt s u a q R l, a , whereŽ . Ž . Ž .pH ½ 5 l 22p y‘ 2 q'l a
3.26Ž .
1 C
F s , R l, a F ,Ž .p 2( pr q2p p p y 1 laŽ .
p p
qand u a s exp yila p y 1 q i .Ž . Ž .l ½ 54
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Ž . Ž . Ž .Now by 3.1 , 3.3 , 3.26 , and Lemma 3.4 we can write
py 1ya y' 2 ql I c a s F e a u a q R a , where 3.27Ž . Ž . Ž . Ž .Ž .l p l l
1
y1q ya'R a s l a e R l, a y 2p R l, a ,Ž . Ž . Ž . Ž .Ž .l 2 1
and
R aŽ .l
C C p y 1py 1 2 py1¡ ya y y y
q q qe a q a F a , 0 - a - 1 yŽ .' ' ql l~F C C p y 1py 1 2 py2 2 py2ya y y y
q q qe a q a F a , a G 1 y .Ž .¢' ' ql l
c qrŽ py1.Ž . Ž . Ž .Since by 3.2 , a s , making the substitution in 3.27 , we obtain
p
the assertion of the first part of Theorem 1.1.
˜Ž .4. INTEGRALS I cl
In this section we will prove the second part of Theorem 1.1. Consider
‘1 p q˜ < < < <I c s exp il ycx q x sgn x y x dx. 4Ž . Ž .Ž .Hl 2p y‘
p ˜< < Ž . Ž .Since the phase function ycx q x sgn x is odd, the integral I c is reall
‘ ‘q q pyx p yx ilŽyc xqx .˜p I c s e cos l ycx q x dx s Re e e dx. 4.1Ž . Ž . Ž .Ž .H Hl
0 0
˜Ž .The behavior of I c is quite different for c ) 0 and c - 0. We start withl
the essential case c ) 0.
Remark. We use the ideas similar to the ideas of the previous section.
Thus we will not give as detailed proofs as before.
c 1rŽ py1.Ž .Again, we make a substitution x s t to fix the movable critical
p
p Ž .point of ycx q x . Then the integral 4.1 becomes
1
‘ qq ya t˜ ˜ ˜p I c s a J a , where J a s Re e exp imT t dt , 4Ž . Ž . Ž . Ž .Hl l l
0
4.2Ž .
q
p
py1< <c qpa s , T t s ypt q t , and m s a l.Ž .ž /p
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Ž . pNote that only one critical point of the function T t s ypt q t , namely
Ž .t s 1, is on the integration path 0, ‘ . Clearly,
‘
ya˜ ˜J a s e Re exp imT t dt y R l, a , where 4.3 4Ž . Ž . Ž . Ž .Hl 1
0
‘ qya ya tR˜ l, a s Re e y e exp imT t dt. 4.4 4Ž . Ž . Ž . Ž .H1
0
˜ Ž .The following lemma gives estimates of the remainder R l, a .1
˜ Ž . Ž .LEMMA 4.1. Let R l, a be defined in 4.4 ,1
C p y 11¡ y
qa if 0 - a - 1 y ,
l q~R˜ l, a FŽ .1 C p y 12 py1y
qa if a G 1 y .¢l q
˜ Ž .Proof. Subdividing the integration range of R l, a at the critical1
Ž . ppoint of T t s ypt q t , we get
R˜ l, a s I q I , where 4.5Ž . Ž .1 1 2
‘ qya ya tI s Re e y e exp imT t dt , 4Ž . Ž .H1
1
1 qya ya tI s Re e y e exp imT t dt. 4Ž . Ž .H2
0
p y 1Ž .1 Suppose that 0 - a - 1 y .
q
Ž . Ž .Since I s Re J , where J was given in 3.10 of Lemma 3.4, by 3.131 1 1
< < 1r q < < < <that I F Crla . Analogously, estimating I in the same way as J ,1 2 3
Ž . Ž . < < 1r qgiven in 3.10 of Lemma 3.4, using 3.13 , we obtain I F Crla .2
Ž .Using these inequalities in 4.5 , we obtain the first part of the lemma.
p y 1Ž . Ž .2 Suppose that a G 1 y . Since I s Re J , by 3.161 1q
2 C Cp 2 py1
1y ya y< < q qI F C 1 F a e F a . 4.6Ž . Ž .1 am p l l
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1 1r qŽ .To estimate I , let us fix « s and subdivide I as I s M q M ,2 2 2 1 22
where
1 qya ya tM s Re e y e exp imT t dt and 4Ž . Ž .H1
«
« qya ya tM s e y e cos mT t dt. 4Ž . Ž .H2
0
Ž .We estimate M in the same way as we extimated K in 3.18 and obtain1 1
C a py y< < 2 qM F e a . 4.7Ž .1 l
Integrating by parts twice, we obtain in the same way as for the integral J5
in the proof of Lemma 3.4 that
C 1 Cp a 2 py1 2 py1y y y y< < q 2 q qM F a e q a F a . 4.8Ž .2 ž /l l l
C yŽ2 py1.r q˜Ž . Ž . Ž . Ž .Combining 4.6 , 4.7 , and 4.8 , we find that R l, a F a .1 l
Thus, the second part of the lemma follows.
C 2˜< Ž . < Ž < < < < .PROPOSITION 4.1. If c - 0, then I c F min 1r c , 1r c .l l
Ž . ‘ yx q ilGŽ x . Ž . pProof. 1 Consider J s H e e dx, where G x s ycx q x .0
Ž . py1 < <Since c - 0, G9 x s yc q px G c ) 0 for any x ) 0. Integrating by
parts and estimating in absolute value, we obtain
qyx 9‘1 1 e
< <J F q dx.H ž /lG9 0 l G9 xŽ . Ž .0
Ž yx q. Ž .Note that the function e rG9 x is decreasing for x ) 0. Thus,
yx q 9‘1 e 2 2
< <l J F y dx s s .H ž /< < < <c G9 x G9 0 cŽ . Ž .0
Ž .Using 4.1 , we obtain that
4
I˜ c F . 4.9Ž . Ž .l < <l c
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This estimation will be involved for all y1 F c - 0.
< <c 1rŽ py1.Ž . Ž .2 Suppose that c F y1. Making a substitution x s t in
p
Ž .4.1 to fix the movable critical point, we obtain
1
‘ qq ya t˜p I c s a H a , where H a s Re e exp imS t dt , 4Ž . Ž . Ž . Ž .Hl l l
0
4.10Ž .
q
p
py1< <c qpa s , S t s pt q t , and m s a l.Ž .ž /p
1 1r qŽ . Ž . Ž .Fix « s and subdivide H a as H a s H q H , wherel l 1 22
‘ qya t pH s Re e exp im pt q t dt and 4Ž .H1
«
« qya t pH s e cos m pt q t dt . 4Ž .H2
0
Integrating H by parts, we have1
qq ya t 9‘ 4exp ya« 1 e
< <H F q dt.H1 py1 py1ž /pmpm 1 q « 1 q tŽ . Ž .«
Ž . ya t q Ž py1.Note that the function V t s e r 1 q t is decreasing for t ) 0.a
Therefore,
a
q y
2 42 exp ya« C « eŽ .
< <H F F . 4.11Ž .p1 py1pm 1 q «Ž . q
la
Integrating H by parts twice, we have2
X X 9«C V « 1 V tŽ . Ž .a a
< <H F V « q q dt .Ž . H2 a pq1ž /ž /m m m 1 q t0
Ž . ya t q Ž . py1Let g t s e , f t s 1 q t . Then
X 9 2V t g 0 gf0 3g 9f9 3gf9Ž .a s y y q .py1 2 3 3 4ž /1 q t f f f f
The further estimates are obtained in the same way as for the integral J5
in the proof of Lemma 3.4 and we find that
C 1 Cp a 2 py1 2 py1y y y y< < q 2 q qH F a e q a F a . 4.12Ž .2 ž /l l l
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C y2 Ž py1.r q˜Ž . Ž . Ž . < Ž Ž .. <Combining 4.11 , 4.12 , and 4.10 , we obtain I c a F a .l l
< <c qrŽ py1. 2˜Ž . < Ž Ž .. <Since a s , we get I c a F Crlc . Combining the abovelp
Ž .estimation with 4.9 , we obtain the assertion of Proposition 4.1.
Ž . Ž .Proof of Theorem 1.1 . If c ) 0, taking real parts in 3.26 , we obtain
‘1 2 Fpp ˜Re exp im ypt q t dt s t a q R l, a , 4.13 4Ž . Ž . Ž . Ž .pH l 2p 0 2 q'a l
where
p1 p
qF s , t a s cos la p y 1 y ,Ž . Ž .p l( ž /2p p p y 1 4Ž .
C˜and R l, a F .Ž . p2
q
la
Ž . Ž . Ž .Now by 4.2 , 4.3 , 4.13 , and Lemma 4.1 we can write
py 1ya y˜ ˜' 2 ql I c a s 2 F e a t a q R a , where 4.14Ž . Ž . Ž . Ž .Ž .l p l l
1
q ya y1˜ ˜ ˜'R a s l a e R l, a y p R l, a .Ž . Ž . Ž .Ž .l 2 1
˜ ˜Ž . Ž . Ž .Since the estimations of R l, a and R l, a are the same as R l, a1 2 1
Ž .and R l, a , using the argument of the proof of the first part of Theorem2
1.1, we obtain
C p y 1py 1¡ y
qa , 0 - a - 1 y ,' ql~R˜ a FŽ .l C p y 12 py2y
qa , a G 1 y .¢' ql
c qrŽ py1.Ž . Ž .Substituting a s in 4.14 , we obtain the assertion of the
p
second part of Theorem 1.1 for c ) 0. If c - 0, the assertion of the second
part of Theorem 1.1 follows from Proposition 4.1.
‘ < Ž . < 15. BEHAVIOR OF H I c dc: L -NORMSy‘ l
OF n-FOLD CONVOLUTIONS w Žn.
THEOREM 5.1. If the parameters p and q are real and satisfy 2 F p - q,
1 Ž .then the L -norm of the scaled n-fold con¤olution, defined in 2.1 , has the
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following beha¤ior as l “ ‘
‘ ln l'l I c dc s D q O ,Ž .H l ž /'ly‘
1r22 p p y 1 pŽ .Ž .
where D s G .( ž /p q 2 q
Ž . ‘ < Ž . <Proof. Since I c is an even function of c, we have H I c dc sl y‘ l
1‘ < Ž . <2H I c dc. Subdividing the range of integration at , we write0 l l
1
‘ ‘
lI c dc s 2 q 2 I c dc. 5.1Ž . Ž . Ž .H H Hl l1y‘ 0
l
Ž . < Ž . < ‘ y < x < q Ž .Since by 2.1 , 2p I c F H e dx - ‘, the first summand in 5.1 canl y‘
C1r l < Ž . <be estimated as 2H I c dc F . Therefore,0 l l
‘ ‘ 1
I c dc s 2 I c dc q O .Ž . Ž .H Hl l1 ž /ly‘
l
By the first part of Theorem 1.1
q
‘ ‘ py 2 py1y' Ž .2 py12 l I c dc s 2 A c exp yBc dc q R , whereŽ .H H ½ 5l l1 1
l l
‘ 1 1y< < Ž .2 py1R F r c dc, A s p ,Ž .Hl l (1 2p p y 1Ž .
l
qy
py 1and B s p .
p 1Ž .By 1.5 and since ) , we have22 p y 1Ž .
‘C 1 1 ln l1
< <R F dc q dc F CH Hl 21' 'ž /c cl l1
l
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and
1 1q 1py 2 py2py1l ly y
Ž . Ž .2 py1 2 py1c exp yBc dc F c dc s pH H½ 5
Ž .0 0 2 py1
l
1
s O , l “ ‘.ž /'l
Therefore,
q
‘ ‘ ln lpy 2 py1y' Ž .2 py1l I c dc s 2 A c exp yBc dc q OŽ .H H ½ 5l ž /'ly‘ 0
1
22 p p y 1 p ln lŽ .Ž .
s G q O ,( ž / ž /'p q 2 q l
and the assertion of the theorem follows.
We can now prove the first part of Corollary 1.1. Since l s n1ypr q,
n1r qs s n , and c s ,
ls
‘ pTh 5.1 1 Ž .Žn. 1y2' q1w s l I c dc s D l q O ln l s Dn q O ln n .Ž . Ž . Ž .HL l
y‘
‘ ˜ 1< Ž . <6. BEHAVIOR OF H I c dc: L -NORMSy‘ l
OF n-FOLD CONVOLUTIONS c Žn.
THEOREM 6.1. If the parameters p and q are real and satisfy 2 F p - q,
1 Ž .then the L -norm of the scaled n-fold con¤olution, defined in 2.2 , has the
following beha¤ior as l “ ‘
‘
˜' <l I c dcŽ .H l
y‘
13
22ln l 2 p p y 1 pŽ .Ž .
s D q O , where D s G .1 1 ž /ž /ž /' p q 2 ql
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1Proof. Subdividing the integration range at c s " , we obtain
l
1
y‘ ‘
l˜ ˜I c dc s q q I c dc.Ž . Ž .H H H Hl l1
< <y‘ c -1rl y‘
l
˜ ‘ y < x < qŽ . < Ž . <Since by 2.2 , 2p I c F H e dx - ‘, the first summand above canl y‘
C˜< Ž . <be estimated as H I c dc F . For the second summand, by Propo-< c < -1rl l l
sition 4.1
1
y
l I˜ c dcŽ .H
y‘
1
y ‘C 1 C 1 ln ly1 1l ˜< <s q I dc F dc q dc F C .H H H H 21l c l lcy1 y‘ 1
l
‘ ˜ ˜' < Ž . <Finally, by the second part of Theorem 1.1, l H I c dc s M q R ,1r l l l
where
q p
‘ ppy 2 py1 py1y
Ž .2 py1M s 2 A c exp yBc cos Klc y dcH ½ 5 ½ 51 4
l
and
‘ ‘C 1 1 ln l1˜< <R F s c dc F dc q dc F CŽ .H H Hl l 21 1' 'ž /c cl l1
l l
1 1 q py y y
Ž . py1 py12 py1A s p , B s p , K s p p y 1 .Ž .(2p p y 1Ž .
Thus, we have
‘ ln l˜'l I c dc s M q O . 6.1Ž . Ž .H l ž /'ly‘
c prŽ py1.Ž . Ž .Making the substitution l p y 1 s v, t s , we obtain
p
‘ p
M s E g t cos vt y dt ,Ž .Hp ž /ys 4Cv
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p p y 1 prŽ py1.Ž . Ž .'where s s , C s , E s 2 p y 1 rp p , g t sŽ .pp y 1 p
py1r2 g r p ysŽ . Ž . w .t exp yt . The zeros of cos vt y s 0 in Cv , ‘ are t k4
1 3p 3pŽ .s q p k , k s 0, 1, 2, . . . . Subdividing the integration range at , we
v 4 4v
have
3p p
4vM s E g t cos vt y dtŽ .Hp ž /ys 4Cv
‘ t pkq1
q E g t cos vt y dtŽ .Ý Hp ž /4tkks0
‘ t p 1kq1
s E g t cos vt y dt q O .Ž .Ý Hp ž / ž /'4 vtkks0
w xBy the Generalized Mean Value Theorem there exists j g t , t suchk k kq1
that
t pkq1
g t cos vt y dtŽ .H ž /4tk
t p 2kq1
s g j cos vt y dt s g j .Ž . Ž .Hk kž /4 vtk
pTherefore, since t y t s ,kq1 k v
‘2 E 1p
M s g j t y t q OŽ . Ž .Ý k kq1 k ž /'p vks0
‘ ‘t t2 E 1kq1 kq1ps g t dtq g j yg t dt qO .Ž . Ž . Ž .Ž .Ý ÝH H kž / ž /'p vt tk kks0 ks0
Since g is a regularly varying function,
g j y g tŽ . Ž .k
C
< < < <F C g 9 t ? j y t F C g 9 t ? t y t s g 9 t .Ž . Ž . Ž .k kq1 k v
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q1y3r2 qr p qr pŽ .  4Ž .Since g 9 t s yt exp yt q t - 0, we have2 p
‘ t kq1
g j y g t dtŽ . Ž .Ž .Ý H k
tkks0
‘ ‘tC Ckq1
F g 9 t dt F g t y g tŽ . Ž . Ž .Ž .Ý ÝH k kq1v vtkks0 ks0
C 3p C
s g F .ž / 'v 4v v
Now
‘ t kq1
g t dtŽ .Ý H
tkks0
‘ ‘ 1 p p 1
s g t dt s g t dt q O s G q O .Ž . Ž .H H3p ž /ž / ž /' 'q 2 qv v0
4v
Hence,
2 E p p 1 1p
M s G q O s D q O ,1ž / ž / ž /' 'p q 2 q v l
13
222 p p y 1 pŽ .Ž .
D s G .1 ž /ž /p q 2 q
Ž .Thus, by 6.1 , the assertion of the theorem follows.
We can now prove the second part of Corollary 1.1. Since l s n1ypr q,
n1r qs s n , and c s ,
ls
1 pŽ .‘ 1yTh 6.1 q2Žn. ˜ '15 5c s l I c dc s D l q O ln l s D n q O ln n .Ž . Ž . Ž .L H l 1 1
y‘
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