The results of multi-epoch observations of the southern starburst galaxy, NGC 253, with the Australian Long Baseline Array (LBA) at 2.3 GHz are presented. As with previous radio interferometric observations of this galaxy, no new sources were discovered. By combining the results of this survey with Very Large Array observations at higher frequencies from the literature, spectra were derived and a free-free absorption model was fitted of 20 known sources in NGC 253. The results were found to be consistent with previous studies. The supernova remnant, 5.48−43.3, was imaged with the highest sensitivity and resolution to date, revealing a two-lobed morphology. Comparisons with previous observations of similar resolution give an upper limit of 10 4 km s −1 for the expansion speed of this remnant. We derive a supernova rate of <0.2 yr −1 for the inner 300 pc using a model that improves on previous methods by incorporating an improved radio supernova peak luminosity distribution and by making use of multi-wavelength radio data spanning 21 years. A star formation rate of SF R(M ≥ 5 M ⊙ ) < 4.9 M ⊙ yr −1 was also estimated using the standard relation between supernova and star-formation rates. Our improved estimates of supernova and star-formation rates are consistent with studies at other wavelengths. The results of our study point to the possible existence of a small population of undetected supernova remnants, suggesting a low rate of radio supernovae production in NGC 253.
Introduction
Starburst galaxies are defined as galaxies that are currently undergoing a period of intense star-formation, mainly within (but not exclusive to) the nuclear region, at a rate that cannot be maintained over their lifetime (Weedman 1987; Lehnert & Heckman 1996) . The radio emission from such galaxies is not dominated by an active supermassive black hole, but by thermal and nonthermal emission that traces the star-forming activity (e.g. McDonald et al. 2002) . The thermal emission is the result of free-free (or thermal bremsstrahlung) radiation from gas ionised by hot, young stars, while the non-thermal emission is from synchrotron radiation due to the acceleration of electrons to relativistic speeds by the core-collapse of massive stars to form Type II or Type Ibc supernovae (Pedlar et al. 1999; Weiler et al. 2002; McDonald et al. 2002) . Interaction of the supernova with the local circumstellar medium generates a hot, shocked region that produces a prompt emission typically observed as a radio supernova (RSN) (Weiler et al. 2002; Chevalier et al. 2006) . As the RSN expand into the surrounding interstellar 1 International Centre for Radio Astronomy Research, Curtin University, GPO Box U1987, Perth, WA, Australia 2 Sydney Institute for Astronomy, School of Physics, The University of Sydney, NSW, Australia 3 ARC Centre of Excellence for All-sky Astrophysics (CAAS-TRO)
* hayden.rampadarath@icrar.org medium, they evolve into supernova remnants (SNRs), forming shells that emit non-thermal synchrotron radiation that can be visible over many years (Woltjer 1972; Ulvestad & Antonucci 1997; Ferreira & de Jager 2008) . Studies of SNRs within nearby starbust galaxies can provide important information on the astrophysical processes occurring within these galaxies. Obscuration by dust and gas limit observations at shorter wavelengths, while radio wavelengths are largely unaffected. In addition, high-resolution, wide-field radio interferometry offers an opportunity to detect and resolve individual SNRs (e.g. McDonald et al. 2002; Tingay 2004; Lenc & Tingay 2006 , 2009 Fenech et al. 2010) . Such observations over multiple epochs allow monitoring of the evolution of existing SNRs and the detection of new RSNe and/or SNRs, enabling the supernova and star formation history of the galaxy to be reconstructed. Such studies have been successfully applied to nearby starburst galaxies such as: M82 (Pedlar et al. 1999; McDonald et al. 2002; Beswick et al. 2006; Fenech et al. 2010; Gendre et al. 2013) ; Arp 220 (Rovilos et al. 2005; Lonsdale et al. 2006; Parra et al. 2007; Batejat et al. 2012) ; Arp 299 (Ulvestad 2009; Romero-Cañizales et al. 2011; Bondi et al. 2012) ; NGC 4945 (Lenc & Tingay 2009 ); and NGC 253 (Ulvestad & Antonucci 1997; Tingay 2004 ; Lenc & Tingay 2006 ). These studies have provided a wealth of information concerning RSNe and the evolution of SNRs, the star-formation and supernova rates of the host galaxies, and the interstellar medium of the starburst region. For example, almost three decades of observations have identified ∼100 compact sources in M82 (Fenech et al. 2010) , where most have been resolved into parsec-scale shell-like structures (Muxlow et al. 1994; Beswick et al. 2006; Fenech et al. 2010) . In addition, these multi-epoch observations have been instrumental in measuring the expansion speeds of the resolved SNRs (2,000 -11,000 kms −1 ), and with giving a direct estimate of the supernova rate (0.09 yr −1 ) in M82.
The discovery of new sources such as SN2008iz ) and the radio transient 43.78+59.3 would not have been possible without regular radio monitoring of M82. In addition, by combining multi-wavelength, high resolution radio observations of 46 compact sources in M82, McDonald et al. (2002) were able to identify lowfrequency spectral turnovers, due to free-free absorption by the surrounding ionized medium.
As one of the nearest star-forming galaxies, NGC 253 has been extensively studied from gamma-rays to radio wavelengths. Recently, as part of the Advanced Camera for Surveys (ACS) Nearby Galaxy Survey Treasury (ANGST), Dalcanton et al. (2009) estimated the distance to NGC 253 as 3.47 ± 0.24 Mpc, 3.46 ± 0.07 Mpc and 3.40 ± 0.09 Mpc. The weighted average of the Dalcanton et al. (2009) distance estimates, 3.44 ± 0.13 Mpc, is used as the distance to NGC 253 in this paper.
The first high-resolution, wide-field radio interferometric observations of NGC 253 were made by Turner & Ho (1985, hereafter TH85) with the Very Large Array (VLA) at 15 GHz (2 cm). With a resolution of 0 ′′ .21 × 0 ′′ .10, TH85 discovered nine compact sources (designated TH1 to TH9) within the central nuclear region. Following the results of TH85, Ulvestad and Antonucci conducted almost a decade of multifrequency radio (1.8, 5, 8.3, 15 and 23 GHz) observations of the nuclear star-forming region of NGC 253 with the VLA, that culminated in a series of papers (Antonucci & Ulvestad 1988; Ulvestad & Antonucci 1991 , 1994 , 1997 ; they identified 64 individual compact sources, including the original nine from TH85. Spectral index measurements were obtained for the 17 brightest sources between frequency pairs of 5/15 and 8.3/23 GHz. Almost half of the 17 sources were identified with thermal Hii regions while the remaining sources were taken to be associated with SNRs. Over the course of their survey, no new RSNe or SNRs appeared and the radio flux densities of the detected SNRs were found to be stable (Ulvestad & Antonucci 1997, hereafter UA97) . This led to an estimate for the upper limit on the supernova rate of 0.3 yr −1 by UA97.
In an attempt to resolve the low frequency radio emission in the inner 300 pc, Tingay (2004) conducted the first wide-field VLBI observations of NGC 253. The observations were carried out with the Australian Long Baseline Array (LBA) at 1.4 GHz and matched the angular resolution of the UA97 23 GHz VLA observations. While the observations detected only two sources (TH7 and TH9), Tingay (2004) showed that the radio emission at low frequencies is absorbed by ionized gas with a free-free optical depth range at 1 GHz of τ 0 ⋍ 2.5 to > 8. This result was consistent with observations between 0.33 -1.5 GHz with the VLA (Carilli 1996) and radio-recombination line (RRL) modelling of the nuclear region of NGC 253 (Mohan et al. 2002) .
Motivated by these indicators of free-free absorption in NGC 253, Lenc & Tingay (2006, hereafter LT06) began a program to observe the nuclear region of this galaxy with the LBA. Their observations, conducted in 2004 at 2.3 GHz, were higher in sensitivity and resolution than Tingay (2004) and covered the region observed by UA97. They identified six compact sources, which were also seen in the higher frequency observations with the VLA (UA97). One of the sources, 5.48-43.3 was also resolved into a shell-like structure approximately 90 mas (1.7 pc) in diameter. Combining the LT06 data with the multi-wavelength radio data from UA97, the spectra of 20 compact sources in the nuclear region of NGC 253 were found to be consistent with the free-free absorption interpretation of Tingay (2004) . The results indicated that while the free-free optical depth is highest towards the supposed nucleus, it varies significantly (τ 0 ≃ 1 to > 20) throughout the nuclear region, implying variations in the gas density. Of the 20 sources, eight were found to have flat spectral indices, indicative of thermal H ii regions, while the remaining sources were taken to be associated with SNRs due to their steep spectral indices at high frequencies. With no new sources detected in NGC 253 over almost two decades, LT06 developed a Monte-Carlo method based on the work of Ulvestad & Antonucci (1991) , to estimate the upper limit on the supernova rate. Their model took into consideration improved distance measurements, a median free-free opacity, and the sensitivity limits of six observations over a 17 yr period. A value of 2.4 yr −1 was derived for the upper limit on the supernova rate. This high value suggests that there may be a large number of undetected RSNe, with observations over that period only detecting the rare, bright events. Detecting weaker or short-lived SNRs would provide tighter constraints on the supernova rate. However, this can only be done through frequent, high sensitivity, high resolution observations of NGC 253.
In this paper, we present the results of multi-epoch, wide-field VLBI observations conducted at 2.3 GHz with the LBA, of the nuclear region of NGC 253. Section 2 describes the observations, data analysis methods and the sources detected, including cross identifications with previous observations and investigations of possible flux density variations. Free-free absorption modelling of the spectra is described in Section 3.1. The morphology of the resolved SNR, , is examined in detail in Section 3.2. An improvement to the Monte-Carlo method of LT06 is presented with new estimates of the upper limits on supernova and star-formation rates within the inner 300 pc region of NGC 253 in Sections 3.3 & 3.4. The results are summarised in Section 4. 
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′′ .235 [J2000.0]), located 2.13 degrees from the target. The recorded data for all epochs were correlated using the DiFX software correlator (Deller et al. 2007 (Deller et al. , 2011 
Calibration and Data Reduction
The initial data reduction and calibration were performed using the data reduction package aips 2 . Prior to calibration, flagging of data during times at which each of the antennas were known to be slewing and time ranges that contained known bad data, were carried out via application of flag files and information provided by the observing logs. Data from the first 30 seconds of each scan from baselines involving ATCA or Parkes were flagged, in order to eliminate known corruption of the data at the start of each scan at these two telescopes. During correlation, nominal (constant) system temperatures (in Jansky) for each antenna were applied to the correlation coefficients. The nominal calibration was refined by application of antenna system temperatures (in Kelvin) measured during the observation, along with the gain (in Janskys per Kelvin) for each antenna. Further refinements to the amplitude calibration were derived from simultaneously recorded ATCA observations of PKS J0038-2459, which is a bright, compact radio source, unresolved at this frequency on the LBA baselines. Since the LBA isn't resolving out any extended structure, the ATCA and LBA baselines will measure the same flux density. Thus, the flux density measured at the ATCA can be used to check and refine the amplitude calibration for the LBA data. Suitable simultaneous recorded ATCA data were obtained for all but the 2008 observation.
The NRAO's Very Long Baseline Array (VLBA) calibrator survey routinely observes PKS J0038−2459 at 2.3 GHz, but did not in 2008. Figure 2 plots the 2.3 GHz light curve of PKS J0038−2459 for eight epochs from 1997 to 2010. The error bars are ±10% of the measured flux densities. A weighted non-linear least-squares fit was used to interpolate to the flux density of PKS J0038−2459 at the time of the 2008 LBA observation. The fit gave a flux density of 337 mJy, with a 1σ error of 19 mJy at the time of the 2008 observation. This flux density was used to refine the amplitude calibration for the 2008 LBA data, by defining a model with this flux density in difmap (Shepherd 1997) . The difmap task gscale was used to determine corrections to the uncalibrated amplitudes of PKS J0038−2459 from the model. Following amplitude calibration refinement, global fringe-fitting solutions were determined for PKS J0038−2459 (aips task fring) with a three minute solution interval, finding independent solutions for each of the 16 MHz bands. The delay and phase solutions were examined and, following editing of bad solutions, applied to PKS J0038−2459. The PKS J0038−2459 data were exported to difmap, where the data were vector-averaged over 30 s, flagged of bad data and imaged using standard imaging techniques (deconvolution and self-calibration of both phase and amplitude). The resulting images of PKS J0038-2459 for the 2006, 2007 and 2008 epochs show a highly compact source, with no significant structure on these baselines at this frequency to a dynamic range 3 of 400. The final calibration solutions (phase and amplitude) of PKS J0038−2459 were exported via the difmap task, cordump 4 (Lenc & Tingay 2009 ) to an aips-compatible solutions table. The solutions table was then trans-ferred to aips and applied to all sources in the dataset. The PKS J0038-2459 data were also used to derive a bandpass calibration via the aips task bpass which was applied to the NGC 253 data. The edge channels of each band were flagged from the data set (2 channels from both the lower and upper edge of each 16 channel band). The final calibration solutions were applied to both PKS J0038−2459 and NGC 253 and the visibility data exported as fits files.
The loss of amplitude due to bandwidth smearing at the field's edge (radius of ∼ 10 ′′ from the phase centre) is ∼ 3% on the longest baseline (Hobart -Ceduna). Thus, to allow imaging of the inner 300 pc at a resolution of ∼ 15 milli-arcseconds (mas), the NGC 253 dataset was not averaged in time or frequency. To facilitate imaging in difmap, the frequency channels were converted into intermediate frequencies (IFs) . This conversion allowed difmap to treat the frequency channels independently in the uv-plane rather than averaging them together, thus avoiding any further bandwidth smearing effects during the imaging process.
NGC 253 imaging was initially performed with a reduced resolution by excluding data from the Hobart and Ceduna antennas (the longest baselines). The imaging parameters were chosen to closely match the imaging parameters of LT06, with cellsize of 11 mas and application of natural weighting to minimise noise at the expense of resolution. Figure 3 displays the resulting contour images of NGC 253 for the three epochs. The 1σ noise measurement for the three images are listed in Table 1 Figure 4 shows the images of the SNR 5.48-43.3 for the three epochs. The images were made with the full array (i.e. including data from both Hobart and Ceduna), with natural weighting and a cell size of 4 mas.
Identification of Sources and Flux Density Measurements
A number of detected sources are clearly visible in Figure 3 . We used the source extraction software, blobcat (Hales et al. 2012 ) to identify and measure the flux densities of compact sources in the three images. Seven sources were detected above 5σ by blobcat in the 2008 epoch, while only the three brightest sources (5. 48-43.3, 5.62-41.3 and 5.79-39 .0) were found via blobcat for the less sensitive 2006 and 2007 epochs (see Table 2 ).
Included in Table 2 
17.148 5.79−39.0 TH2 Y 2.4 ± 0.2 4.1 ± 0.6 4.9 ± 0.7 2.6 ±0.4 5.7 ± 0.6 7.8 ± 1.0 7.3 ± 0.9 5.9 ± 2.3 the 2008 image. The flux density of the sources detected by LT06 were also estimated via blobcat and found to agree with LT06's values within measurement errors. For comparison, the published source flux densities of LT06 are included in Table 2 . While stacking of the 2004 and 2008 images improved image noise by a factor of √ 2, the resulting image did not reveal any additional sources.
Errors in the flux-density estimates have two different origins. Firstly, there is the overall uncertainty in the absolute flux density scale for the LBA, estimated as ± 10% (Reynolds 1994) . Secondly, there are the errors in determining the flux density by blobcat, which ranges from 5 -10%. Both terms are added in quadrature for the 2006 and 2007 observations. For the 2008 observation, we determine a third contribution to the error, which is described in Section 2.3.1. Table 2 lists cross identifications with sources detected at 15 GHz and 23 GHz by UA97 and at 2.3 GHz with the LBA by LT06. The mean position difference between our 2008 and LT06's 2004 J2000.0 source positions was found to be 8 mas, with a standard deviation of 5 mas, which is ∼ 10% of the beam-width. The mean position difference between our 2008 J2000.0 source position and the B1950.0 source positions of the 23 GHz sources from UA97 is 87 mas, with a standard deviation of 51 mas.
Variations in the Flux Density
Lower integrated flux densities are recorded for all sources except for 5.79−39.0 in the 2008 epoch compared to the 2004 epoch (see Table 2 and Figure 5 ). Since it was necessary to interpolate the flux density of a variable calibrator to obtain a value for the 2008 epoch (see Section 2.2) it would not be surprising if there were an error on the flux density scale. Given the covariance of the flux densities between 2006 and 2008 (and possibly for the other epochs too) this would appear to be the case. Adjusting empirically for the difference in flux density between 2006 and 2008 by taking the mean of each, we find that we must increase the absolute flux density calibration of the 2008 epoch by 20%. After this adjustment, no source appears significantly variable with the exception of 5.805-38.92, whose decrease in flux density would still be a 9σ error (assuming of course that the distribution of the errors is Gaussian).
To investigate whether the flux density decrease is genuine we used the aips task uvmod to simulate datasets with the same uv-coverage and noise level as the 2004 and 2008 LBA datasets. In uvmod the parameter factor was set to zero to allow the injection of the fake sources at the same positions as the real ones. The fake sources were injected with the properties (i.e. size, position angle, integrated flux density and position) of the sources detected by LT06. The resulting datasets (2004, 2006, 2007 and 2008) . The integrated flux densities (from Table 2 ) are plotted on the y-axis, while the observation date is listed on the x-axis. 5σ upper limits are represented by arrows for epochs without detections. The error-bars are the absolute flux density scaling and measurement errors (see Section 2.3) added in quadrature.
were exported and imaged in difmap following the procedure described in Section 2.2. The integrated flux densities of the injected sources were measured with blobcat and plotted in Figure 6 (left plot) against the model flux densities. If the flux density decrease in the observed dataset were due to only source variability, the measured (or recovered) flux densities would be equal to the injected flux densities, represented by the dashed lines. The deviation of the uvmod flux densities from the dashed lines follows a similar trend to the observed flux densities (right plot of Figure 6 ). Thus it is possible the flux density decrease results mainly from systematic effects such as deconvolution errors (e.g. clean bias Becker et al. 1995) and high side-lobes. The effect of clean bias is known to produce a systematic underestimate of flux densities (Becker et al. 1995) by redistributing flux density from sources to noise peaks in the image during deconvolution. The magnitude of the flux density redistributed is generally independent of flux density, and thus the fractional error is largest for weak sources. This effect may have a stronger effect in the 2008 image (as compared to the 2004 image) due to the presence of high side-lobes. The high side-lobes may have resulted from the combination of poor uv-coverage and an increased sensitivity due to a higher bandwidth.
The RMS 5 difference between the 2008 recovered flux densities and the model flux densities is 37%, which is added in quadrature with the absolute flux density scaling and measurement errors for the 2008 epoch (see Section 2.3) and listed in Table 2 . The resulting flux density decrease of 5.805−38.92 is then reduced to a significance of 4.5σ. While this variability may be due to unaccounted for calibration errors, we cannot rule out contributions from intrinsic variability.
Discussion

Radio Spectra and Free-Free Absorption Modelling of Compact Sources in NGC253
A downturn in the spectra of the compact sources in NGC 253 at low frequencies was observed previously by Tingay (2004) and LT06. Different mechanisms were explored by LT06 to explain the observed effect including; a simple power law, a power law spectrum with free-free absorption by a screen of ionized gas, and a self-absorbed bremsstrahlung spectrum. LT06 demonstrated that the spectra of the sources were consistent with a free-free absorbed power-law spectrum, given by the following equation:
where
and α is the optically thin intrinsic spectral index, τ 0 is the free-free optical depth at 1 GHz, and S 0 is the intrinsic flux density of the source at 1 GHz. Similar spectra have been obtained for compact sources in other nearby starburst galaxies, such as M82 (McDonald et al. 2002) , Arp 220 (Parra et al. 2007) , and NGC 4945 (Lenc & Tingay 2009 ). We therefore adopt this model and the method described by LT06.
To model the free-free absorption towards the compact sources within NGC 253 we compile multiwavelength radio flux density measurements for these 6 .0 ± 0.6 8.8 ± 0.9 6.3 ± 0.8 5.7 ± 0.8 6.8 ± 2.7 9.8 ± 1.0 7.3 ± 0.4 7.5 ± 0.8 5.8 ± 0.6 10. They reported higher flux densities for all sources compared to UA97, at the same frequency. Only the source 5.79−39.0 (the assumed core TH2) was similar in both epochs within a 10% error. The authors attributed the higher flux densities in their data to a larger beam (∼ 40%). To keep the spectral modelling consistent with LT06, and maintain a comparable beam size with the LBA 2.3 GHz images, the flux densities from were not used. Figure 7 presents multi-epoch monitoring of the free-free spectra of 20 compact sources in NGC 253. The free-free spectra obtained by LT06 are plotted as dashed lines, while the solid lines are the spectra derived using the 2008 2.3 GHz LBA data. For sources not detected in the 2008 observation, an upper limit of 0.9 mJy beam −1 (5σ) was adopted. Table 4 lists the fitted free parameters α, τ 0 , and S 0 for each compact source. Included for reference are the values of the parameters for the 2004 data. Differences in the free-free spectra and derived parameters between 2004 and 2008, while potentially large, are still within our errors, suggesting no evidence for changes in the freefree absorbing medium between epochs. These results further confirm the free-free absorption interpretation of Tingay (2004) and LT06.
From the radio spectra, LT06 deduced that eight 6 of the 20 sources were thermally dominated H ii regions (indicated with a flat intrinsic spectrum, α > −0.4) and the remaining 12 as consistent with steep intrinsic power-law spectra typical of RSNe or SNRs. We find no difference in the source classification in our study.
The flux density for the sources with spectra con-6 A typographical error was made in A typical RSNe follows a power law decay that begins after this fast rise, and would be detectable over many years. However, no such decay has been observed for these compact sources over two decades, suggesting that they are probably very old SNRs.
The Supernova Remnant 5.48-43.3
Morphology and Small-scale Features
The brightest source in NGC 253 at 2.3 GHz, 5.48-43.3, is the only fully resolved SNR in the starburst galaxy with the full LBA array (i.e. including the long baselines of Cd and Ho). In Figure 8 we present the two high sensitivity VLBI images of 5. 48-43.3 (the 2004 and 2008 epochs) , restored with a beam size of 13×15 mas and beam position angle of 58 o . The contours were chosen to represent identical surface brightness levels in both images.
As first noted by LT06, 5.48−43.3 appears to be a shell-type SNR, with a diameter of ∼70 -90 mas (1.4 -1.8 pc). At both epochs, the structure of 5.48−43.3 is dominated by the eastern lobe, which has a higher flux density than the western lobe by a factor of 3. This may be the result of interactions with a denser interstellar medium in the direction of the eastern lobe.
Comparing the epochs, we notice that there are several differences in the lobes. Such apparent changes in the small scale structures are possibly due to ambiguities caused by the combination of structural evolution and image fidelity limitations, resulting from incomplete sampling of the uv-plane. The effects of uv-plane sampling on the appearance and evolution of complex small-scale structures, within spherically symmetric shell-like sources, are well documented by Heywood et al. (2009) ; they demonstrated that sparse uv-plane sampling, and the non-uniqueness of deconvolution, can add complex azimuthal structure to a radio (Figure 1 ) observations. Thus, it is possible that 5.48-43.3 possesses a spherically symmetric (or slightly elliptical) morphology that is not recovered due to low sensitivity associated with sparse sampling of the uv-plane. This effect is noticeable in the epochs without the intermediate baselines to Tidbinbilla (2006 and , with the non-detection of the weaker, western lobe.
Expansion of 5.48-43.3
With multiple high resolution observations at the same frequency, it may be possible to determine the expansion speed of 5.48-43.3. In order to carry out such measurements, we use the aips task iring to measure radial profiles (averaged in azimuth) of the source at each epoch. This method has been successfully implemented to determine the expansion speed of resolved SNRs in M82 (Beswick et al. 2006; Fenech et al. 2010 ). Owing to differences in the small-scale structure between the two epochs (as discussed in the previous section), determination of the geometrical centre of 5.48-43.3 is difficult. To account for any positional offset between the epochs, the position of the peak surface brightness in the 2008 image was aligned to the position of the 2004 peak surface brightness, using the aips task ogeom. A common geometrical centre for both images was estimated by visual inspection, and indicated by the crosses in Figure 8 . Using this position as the reference point, the radial profiles were obtained by measuring the integrated flux density within a series of 4 mas thick annuli, and are plotted in Figure 9 .
No discernible expansion between the two epochs can be seen in Figure 9 . At the smaller radii, higher integrated flux densities were recovered for the 2004 image. This is possibly due to differences in the short spacings of the uv coverages and/or deeper cleaning in the 2008 image. 
The Supernova Rate in NGC 253
Lower limit estimation
A lower limit on the supernova rate can be estimated based on the number of detected SNRs, their size, and an assumed expansion rate (LT06). Based upon the method by Ulvestad & Antonucci (1994) and an assumed radial expansion rate of 10 4 km s −1 , LT06 estimated the lower limit of the supernova rate to be 0.14(v/10 4 km s −1 ). Our results from Section 3.2 are consistent with this as the minimum supernova rate.
Previous estimates of the supernova rate upper limit
No new sources have been detected in NGC 253 after two decades of multi-wavelength, high resolution radio observations. The consequences of the nondetections for estimates of the supernova rate were first investigated by Ulvestad & Antonucci (1991, hereafter UA91) . They assumed a hypothetical population of RSNe whose flux densities at 5 GHz peak 100 days after the optical maxima and decay as the −0.7 power of time (Weiler et al. 1986 (Weiler et al. , 1989 . The RSNe population was assumed to have peak luminosities uniformly distributed between 5 and 20 times that of Cas A, and an NGC 253 distance of 2.5 Mpc (TH85) was also assumed. UA91 found that ∼2/3 of the RSNe that occurred during the 18 month period between two 5 GHz epochs should be detectable above the second epoch's sensitivity limit. By assuming the events are Poisson distributed in time, UA91 determined with 95% confidence an upper limit to the supernova rate of 3.0 yr −1 in NGC253. This model was used to estimate the supernova rate upper limit for two subsequent 5 GHz epochs, ∼1.4 yr −1 for a third epoch 2.5 years later (Ulvestad & Antonucci 1994 ) and ∼0.3 yr −1 for a fourth epoch, 4.0 years later (UA97).
With new distance measurements for NGC 253 (3.94±0.5 Mpc, Karachentsev et al. 2003) and two additional high resolution observations, LT06 developed a new model based on the principles of UA91 and using new data: a 5 GHz 7 VLA observation by Mohan et al. (2005) ; and a 2.3 GHz LBA observation by LT06. The RSNe at 2.3 GHz were assumed to peak 200 days after the optical maxima at the same flux density as at 5 GHz (see Weiler et al. 1986 ). LT06 also considered the effects of free-free absorption by adjusting the flux densities of the RSNe with Equation (1), assuming a median value of τ 0 = 6. The number of RSNe that occur between epochs was determined via a Poisson-distributed random number, given a specified supernova rate. The radio luminosities of the RSNe were allowed to evolve using the parametric equation of (Weiler et al. 1986) into supernovae remnants (SNRs) and then, given the time and sensitivity of the observation, a test was made to determine if each SNR could be detected. A Monte Carlo simulation was used to drive the model (∼ 10000 iterations), where the proportion of SNRs detected, 7 LT06 erroneously lists a 5.0 GHz observation in place of the 8.3 GHz observation by Mohan et al. (2005) .
β SN at the end of each epoch was obtained. The simulation was seeded with an initial supernova rate of 0.1 yr −1 producing a confidence level for the β SN at each epoch. Using linear interpolation, the supernova rate required to drive the simulation to a 95% confidence limit was determined and the simulation was repeated until the confidence limit was achieved. The resulting supernova rate was then used to seed the next epoch and the process was continued until all epochs were processed.
Using this model, LT06 found that the increased distance, combined with the effects of free-free absorption, decreased β SN which resulted in an upper limit of the supernova rate at the end of the final epoch of 2.4 yr −1 . A summary of the model parameters used by Ulvestad & Antonucci (1991 , 1994 , 1997 and LT06 to derive upper limits on the supernova rate are listed in Table 5 . 
Determining a new supernova rate upper limit
With additional high resolution radio observations of NGC 253 since LT06, improved distance measurements to NGC 253, and availability of a more realistic RSNe luminosity function (Lien et al. 2011) , it is worth revisiting the estimates of the upper limit on the supernova rate. The additional NGC 253 observations are the three new 2.3 GHz LBA observations in this paper, plus 23 GHz VLA observations by and 15 GHz VLA observation by Mohan et al. (2005) . Figure 10 gives a time-line of all observations of NGC 253 used to determine the supernova rate. To further constrain the upper limit on the supernova rate with these observations, we have developed a new model based on the principles of Ulvestad & Antonucci (1991) and LT06, as well as incorporating suggested improvements by LT06. 6. Stockdale et al. (2005); 7. Ryder et al. (2010) Notes: -Where appropriate symbols and headings have same meaning as Table 6 . Only core-collapse supernovae that were observed in the radio within 200 days of the optical maximum are selected. a The probability the supernova's peak radio luminosity is actually less than the observed upper limits given the cumulative distribution function derived from Figure 12 . Ulvestad & Antonucci (1991 , 1994 , 1997 
Improved core-collapse supernovae peak luminosity distribution
At 5 GHz and 2.3 GHz our hypothetical RSN is the same as that used by UA91 and LT06 (see previous section and Table 5 ). At 8.3 GHz, 15 GHz and 23 GHz we assume that the RSN luminosity peaks 100, 70 and 50 days after the optical maximum at the same luminosity as at 5 GHz. This assumption closely agrees with the light curves of SN 1993J .
In the models of UA91 and LT06, the distribution of the 5 GHz peak luminosities of RSNe was assumed to be uniformly distributed between 5 and 20 times the luminosity of Cas A. This assumption follows Weiler et al. (1989) , who came to this conclusion after comparing the peak flux densities at 5 GHz of 16 Type II supernovae (three detections and 13 upper limits). Since the study by Weiler et al. (1989) there have been many more new detections of Type II as well as Type Ibc supernovae in the radio. Thus it is worth re-investigating the 5 GHz peak luminosity distribution of these objects. Table 6 lists 51 core-collapse (29 Type II & 22 Type Ibc) supernovae whose 5 GHz peak flux density have either been detected or estimated via spectral index 8 or extrapolation using the models by Chevalier (1982) or Weiler et al. (2002) . This table is represented graphically in Figure 11 , where the Type Ibc (grey symbols) and Type II (black symbols) luminosity ratio to Cas A's at 5 GHz is plotted on the y-axis and their distances on the x-axis. Included in the plots are the 5 GHz peak luminosity upper limits for 34 core-collapse supernovae not detected in the radio (Table 7) , that Fig. 11.-The 5 GHz peak luminosity ratio to Cas A as a function of distance for Type II supernovae (black points) and Type Ibc supernovae (grey points). The circles and stars are supernovae with detected and estimated peak luminosities (29 Type II and 22 Type Ibc, see Table 6 ). The upside down triangles are supernovae whose peak luminosities have not been detected (2 Type II and 32 Type Ibc, see Table 7 ). The dashed lines is the average 3σ detection limit of the VLA from Berger et al. 2003. follow the average 3σ detection limit of the VLA (the dashed lines, from Berger et al. 2003) . Using the detected core-collapse supernovae listed in Table 6 , we derived a more accurate luminosity distribution at 5 GHz shown in Figure 12 . The data are divided into bins of size ∆log 10 (L 5;CasA 9 ) = 1. The dashed line presents the best fit Gaussian with mean luminosity ratio of 245.5, standard deviation of 1.27 and χ 2 = 0.018. This distribution is similar to that presented by Lien et al. (2011) .
However, this analysis ignores the upper limits (Table 7) entirely, and so we should consider whether these offer any significant additional information. While their true luminosities are unknown, we need to determine if, given the upper limits, these supernovae are distributed differently to Figure 12 . To examine this we calculate the probability (or p-value), using the cumulative distribution function derived from the Gaussian distribution in Figure 12 , that a supernova will have a luminosity less than the upper limits listed in Table 7 . The p-values (Table 7) , although on average are lower than 0.5, are probably consistent with the chosen luminosity function given that the upper limits may not have been observed at a time corresponding to when the peak flux density actually occurs. However, detailed work on testing whether the upper limits in Table 7 are consistent with the chosen model are beyond the scope of this paper.
Improved spectral indices
Weiler et al. (1986, 2007) showed that the spectral 9 L 5;CasA is the RSNe 5 GHz peak luminosity ratio to Cas A's Figure 11 and is given in Table 6 . The data are binned to ∆log 10 (L 5;CasA ) = 1. The dashed curve shows a non-linear least-squares fitted Gaussian to the underlying data (black x's). The resulting fit: mean log 10 (L 5;CasA )= 2.39, σ = 1.27 and χ 2 = 0.018.
index between 6 cm and 20 cm evolves with time, for a number of RSNe. This has also been shown to be true for SN 1993J for wavelength pairs of 1.2/2 cm, 2/3.6 cm and 3.6/6 cm ). Thus, it is expected that 2.3/5 GHz, 5/8.3 GHz, 5/15 GHz and 5/23 GHz spectral indices will display similar variations with time. To account for this, we have included light curves that best describe the spectral indices between 6 & 20 cm from SN 1980k (Weiler et al. 1986 ) and between 6 & 3.6 cm, 6 & 2 cm, 6 & 1.2 cm from SN 1993J ). Table 8 lists the results of applying the improved model parameters described above and listed in column 4 of Table 5 , to the Monte-Carlo simulation of LT06 (see Section 3.3.2). We find that the proportion of SNRs detected, β SN at the end of each epoch are relatively consistent, with minor variations between 0.66 and 0.84. The major changes occur during epochs where the sensitivity varies by almost an order of magnitude. The consistently high β SN resulted in an upper limit on the supernova rate of ν SN = 0.2 yr −1 at the end of the final epoch. The results of the simulation indicate that the radio observations are detecting 60% -80% of all SNRs in NGC 253, thus pointing to the existence of a small population of undetected SNRs. Moreover, the fact that no RSNe or SNRs has been observed in NGC 253 during 21 years of radio observation suggests a low rate of RSNe production in NGC 253. Observations of the [FeII] line have been shown to be a strong tracer of shocks associated with SNRs (Rosenberg et al. 2012 (Rosenberg et al. , 2013 . Dust grains in the interstellar medium containing Fe atoms are destroyed via the shocks. The process releases the Fe atoms, which are then ionized by the interstellar radiation field. In the post shock region, Fe + is excited by electron collisions, causing it to emit at NIR wavelengths. However, there are possible contributions to the [FeII] line from shocks due to other processes such as mergers (Rosenberg et al. 2012 ). Thus, it is possible that the NIR [FeII] observations are overestimating the supernova rate upper limit.
The new supernova rate upper limit
The major uncertainty in our model arises from the RSNe peak luminosity distribution. First, the detection of RSNe has primarily been through follow-up observations of optical supernovae, resulting in a small and incomplete sample, whose luminosity depends on the sensitivity of the survey. Second, there is the possibility that many RSNe are not visible in the optical due to extinction and we may be looking at a slightly different sub-population Further uncertainty comes from the assumed rise time of the RSNe at the different frequencies. In this model, for simplicity, constant rise times (the time to reach maximum radio luminosities) were assumed for the hypothetical RSNe at the different frequencies. However, this has been observed to be variable for different RSNe (e.g. Weiler et al. 1986 Weiler et al. , 2002 . Additionally, the relation between the rise time and peak luminosity has also been observed to be variable ) and does not necessarily follow a one-to-one relationship as assumed in the model presented.
Further refinement to the supernova rate of NGC 253 could be obtained from either a large unbiased sample of the peak flux densities of RSNe, or direct observations of the RSNe population in NGC 253. Both possibilities can be provided by the Square Kilometre Array 10 , (SKA) and new generation telescopes, such as the Karl G. Jansky VLA 11 (JVLA). The sensitivity of both instruments may provide the opportunity to detect a population of weak SNRs that are faint due to either free-free absorption or intrinsic properties. The SKA is expected to have a Type II supernova detection rate of ∼620 yr −1 deg −2 out to a redshift z ∼ 5 (Lien et al. 2011) . The JVLA and precursors to the SKA may provide a detection rate of ∼160 yr
out to redshift z ∼ 3 (Lien et al. 2011 ).
Star Formation Rate
With new upper limits on the supernova rate, we can provide a new estimate for the star formation rate (SFR) in NGC 253. Following Condon (1992) , the SFR can be determined directly from the supernova rate (and vice versa) . By assuming that all stars with mass > 8M ⊙ eventually form supernovae, the relation between SFR and the supernova rate is given by:
Using the new supernova rate upper limits of ν SN < 0.2 yr −1 (Section 3.3), we find SF R(M ≥ 5 M ⊙ ) < 4.9 M ⊙ yr −1 . We can compare this upper limit to estimates from independent methods. If one assumes that the main contribution to the observed radio luminosity in a starburst are from RSNe, SNRs and thermal H ii regions, then the SFR of that region is directly proportional to its radio luminosity at the observed radio wavelength and can be calculated using the relation given by Condon (1992) and Haarsma et al. (2000) . Ott et al. (2005) observed a total flux density of 0.59 Jy for NGC 253 at 24 GHz. Using the relation by Haarsma et al. (2000) and the data from Ott et al. (2005) we obtain SF R(M ≥ 5 M ⊙ ) = 9.3 M ⊙ yr −1 . Additional observations of NGC 253 at 23 GHz (total flux density of 0.56 Jy) by Takano et al. (2005) give a similar SF R(M ≥ 5 M ⊙ ) = 8.7 M ⊙ yr −1 for the ∼300 pc nuclear region, using the same method.
The SF R(M ≥ 5 M ⊙ ) can also be determined from far infrared (FIR) emission using equation 26 from Condon (1992) . From FIR luminosity measurements with IRAS 12 (Radovich et al. 2001 ) and scaling for the new distance 3.44 Mpc, the SFR is 1.3 -2.0 M ⊙ yr −1 for the inner ∼300 pc nuclear region and 2.6 -3.2 M ⊙ yr −1 for the entire galaxy. FIR luminosity measurements of the inner ∼350 pc nuclear region by Spitzer 13 (Paglione & Abrahams 2012) lead to an estimate of 2.7 M ⊙ yr −1 . It is encouraging that the SF R(M ≥ 5 M ⊙ ) calculated using different estimators are in broad agreement with each other. However, the differences point to the existence of systematic or intrinsic differences between the different estimators.
The supernova rate derived from the FIR luminosity (via Equation 20 from Condon 1992) is 0.05 -11 https://science.nrao.edu/facilities/vla 12 http://irsa.ipac.caltech.edu/IRASdocs/exp.sup/ch1/index.html 13 http://www.spitzer.caltech.edu/ 0.13 yr −1 and is similar to the lower limit of the supernova rate deduced from expansion rates (LT06).
Summary
We have presented the results of multi-epoch observations of the southern starburst galaxy, NGC 253 with the LBA at 2.3 GHz. The results presented here are complementary to previous 2.3 GHz LBA observations by Lenc & Tingay (2006) . We find the following results:
1. Seven compact sources were detected in the highest sensitivity observation (the 2008 epoch). All sources were identified with higher-frequency VLA observations (UA97), while six were identified with a 2.3 GHz LBA detections by LT06. The three brightest sources were also detected in the lower sensitivity observations (2006 and 2007) . 4. The spectra of the 20 compact sources in NGC 253 from LT06 are compared with the spectra obtained with the new 2.3 GHz LBA flux density measurements (2008 epoch). As with LT06, we find that the spectra fit a free-free absorption model, with little difference in the spectra between the epochs.
5. Our results show no change in the classification of the compact sources by LT06. 12 of the 20 sources have steep spectra associated with SNRs, while the remaining eight have flat intrinsic power-law spectra (α > 0.4), indicative of H ii regions.
6. We derive an improved RSNe peak luminosity distribution at 5 GHz using data from the literature for 51 core-collapse supernovae (29 Type II & 22 Type Ibc).
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