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Introduction
One of the few empirically and theoretically robust results in the growth literature is the importance of investment in generating sustained, long-run growth of real income per capita (see King and Levine 1993) . A strand of this literature has focused on the effects of financial (stock market) development and bank financing on growth and on savings as a fundamental determinant of growth (Levine and Zervos 1998) . We contribute to this literature, extending it in two directions. First, we provide a more careful examination of the effects of bank credit on growth and savings by looking separately at (1) local bank loans versus foreign bank lending, and (2) domestic (affiliate) versus cross-border lending.
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Our paper addresses several puzzles that remain in the growth-finance research. The first and most important issue is that there is detectable and significant cross-country heterogeneity in the relationship between bank lending and growth as well as bank lending and savings. This heterogeneity appears both as overall cross-country differences (Demetriades and Hussein 1996) , and also as nonlinearities over different levels of financial development (Rioja and Valev 2004) and macro indicators (Rousseau and Wachtel 2002; Yilmazkuday 2011) . Our main contribution is that we estimate finite mixture models in order to address heterogeneity in the growth process. Our approach allows us to group countries based on the conditional distribution of growth or savings rates. Although we explain our methods in more detail below, essentially we classify countries as belonging to the same group if they have the same conditional distribution of growth rates, or in other words, the same coefficients in the growth regression. Because we classify countries by the conditional distribution of growth rates Second, we allow for the effects of bank credit to vary among the countries by estimating finite mixture models.
Overall, we find that the effect of bank credit on growth and savings does vary across groups of countries.
Furthermore, the source of bank credit (local or foreign institutions) is also an important determinant of the effect of bank loans on both savings and growth and this effect varies across groups of countries as well. 1 In what follows, "domestic" refers to banks operating within the borders of the host country, irrespective of their nationality. The term "local", on the other hand, refers to banks which are headquartered in the given host country.
(conditional on the independent variables in the regression equation and additional predictor variables), one interpretation of our findings is that the growth processes are similar within the group. The finite mixture model allows the data itself to determine class membership. In this, it is preferable to the previously used rolling regression models in which researchers impose the sorting variables (inflation, etc.) a priori. This endogenous sorting may be particularly important in dissecting the relationship between growth, savings and financial intermediary development if growth and private savings rates are also affected by unobserved country characteristics (e.g., culture). Our focus on conditional distributions incorporates additional characteristics that help to explain the groupings. In this, we extend previous papers in the growth literature that examined the unconditional distribution of growth rates (Bloom et al. 2003 , Paap et al. 2005 ), or did not use additional explanatory factors to predict groupings (Alfo et al. 2008 ).
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Our use of the finite mixture method is a powerful way to account for cross-country heterogeneity. However, we would also like to understand how the composition of bank lending affects the growth impact of finance in a given country. Therefore, we go beyond the previous literature's use of aggregate credit measures by differentiating loans based on the originating bank's nationality (foreign vs. local) and type (cross-border vs. affiliate). We have many reasons to believe that bank nationality is an important distinction for growth, since foreign banks tend to promote technology transfer (Goldberg 2004 ) and domestic banking sector competition (Mishkin 2007) , which -if market uncertainty is lowwill then lead to higher capital accumulation, economic growth (Cetorelli and Peretto 2012) and improved efficiency (Claessens et al. 2001) . By promoting more sophisticated risk management practices (Mishkin Our estimation results validate our specification by showing strong evidence of heterogeneity in the effect of bank lending on growth and savings during the time period 1995 to 2010. The finite mixture model categorizes countries into one of two separate groups based on the effects of bank lending on growth.
2 The most closely related methods to those we use in this study are those found in Owen et al. (2009) who not only examine the conditional distribution of long-run growth rates using panel data, but also explore country characteristics that help to explain the groupings. The focus in Owen et al. (2009) , however, is different from ours because they do not examine the effect of bank finance in that context. See also Bos et al. (2010). 2003) and providing a local safe haven for capital, foreign banks may also reduce the probability of a banking crisis (Demirguc-Kunt et al. 1998 ).
An alternative, but equally important dimension along which we differentiate bank lending is type: whether credit is originated from abroad via cross-border lending, or domestically via affiliates.
We have compelling reasons to believe that the relative growth effect of foreign bank activity might vary by type (cross-border loans vs. affiliate lending). Actual physical entry of foreign banks provides many growth advantages over the more volatile cross-border lending (Cetorelli and Goldberg 2011) : a broader array of financial services (Clarke et al. 2001) , efficiency improvement (Peria and Schmukler 2001) and stability (Goldberg 2004 ) -especially if the affiliate is an important source of revenue for the global parent bank (Cetorelli and Goldberg 2012) . A further reason we must differentiate by loan type is that cross-border lending and affiliate lending fuel very different sectors of the economy. The former tends to go to banks and large private borrowers 3 Beyond heterogeneity, a second important issue to address is that the finance-growth relationship seems to have weakened over time (Rousseau and Wachtel 2011) . This result is confirmed by our preliminary cross-country regression analysis, in which we replicate the Levine and Zervos (1998) regressions for the time period 1995-2010. A third important issue we tackle in this paper is that the channel through which financial intermediary development affects growth remains unclear. While the impact on total factor productivity appears important as a channel (Beck et al. 2000) , the results on the impact of bank finance on saving are mixed (Levine and Zervos 1998; Rajan and Zingales 1998) . We contribute by using the finite mixture method to sort countries into classes based on the relationships , while the latter is aimed more at private retail customers (Temesvary 2011) . Our estimation results show that the role that bank nationality and type play in the growth process varies significantly across the two groups of countries our finite mixture model identifies.
In one group, our results highlight the importance of the expertise of domestic lenders that are located within the country, irrespective of their nationality. In the second group, however, the influence of foreign lenders relative to local lenders is paramount.
3 Following multinational corporations into new markets, for instance. between bank lending and savings, i.e. to allow the data to tell us the ways in which the various types of bank lending are associated with higher savings rates. Our estimation results identify four groups of countries with distinct processes for determining the domestic savings rate. In each of these groups, the relative importance of foreign bank influence varies.
Our results are developed in the following four sections. In the next section, we briefly describe the data and variables we use and then, in Section 3, present some preliminary cross-section results that are comparable to previous literature. As will become evident, our preliminary results strongly support the conclusion that the effect of bank lending varies by country characteristic. To better account for the heterogeneity of the effects, we then use a more appropriate empirical technique. We estimate finite mixture models that allow us to group countries based on the conditional distribution of growth rates and savings rates, so that we can examine the effects of bank finance within these groupings. We explain the details of the econometric technique in Section 4 and the results of our finite mixture estimations in Section 5.
Data
There is substantial evidence that total credit as a share of GDP is an important determinant of growth (Levine and Zervos 1998) . We also include a total credit to GDP variable in our analysis, with two important modifications. First, we have excluded central bank lending from total credit, because our goal is to focus on private credit exclusively. Second, our variable includes cross-border loans because they also provide financial liquidity to host market countries. 4 An important contribution of our analysis is that we examine how the growth effects of bank lending depend on the nationality of lender, and the "type" of bank loans. As described above, local We name our total bank lending-GDP ratio
BANK.
lending refers to loans originated by banks who are residents of the host country. Domestic lending, on the other hand, refers to loans which come from banks within the borders of the host countryirrespective of whether the bank is owned by residents, or if it is an affiliate of a foreign-owned bank.
Based on these definitions, we define the variable FOREIGN-LOCAL as the stock of total claims by foreign banks (cross-border loans plus foreign affiliate loans) on host country private borrowers, divided by the stock of claims by local banks on private local borrowers. This variable is designed to capture the prevalence of foreign credit in funding host country borrowers. Similarly, the variable DOMESTIC-CB is the stock of claims by domestic banks (domestic affiliates of foreign banks plus local banks) divided by the stock of cross-border claims from foreign banks. This variable captures the prevalence of loans provided within the borders of the country relative to bank credit from abroad. A common issue in the finance and growth literature is that of simultaneity in the co-evolution of financial depth and economic growth. In order to ensure that simultaneous determination (or even, reverse causation) is not an issue in our analysis, we use initial values of the finance variables in all our estimations. Table 1 provides data definitions, sources, and descriptive statistics for both our crosssection and panel data sets.
Preliminary Cross-Section Results
We start with a preliminary analysis exploring the relationship between financial development and growth and financial development and savings in cross-section regressions that are similar to those in Levine and Zervos (1998) . We also include similar control variables in all estimations: the log of initial income, average secondary school enrollment rate, average inflation rates, rule of law, average government consumption/GDP and the average of (exports+imports)/GDP. However, our specification contains some important modifications which can make our results different in a meaningful way. One is that we examine a later time period (1995 to 2010), a potentially important difference given Rousseau and Wachtel (2011) 's finding of a weaking finance-growth relationship over time. Our bank credit-related explanatory variables are also new, as defined above.
Our initial results from this cross-section estimation appear in Table 2 . In the first three columns of Table 2 , we present cross-country results for per capita GDP growth. The specification in the first column is most directly comparable to that in Levine and Zervos (1998) and is restricted to countries that were in their original sample. In column two, we present the same specification; however, we have a considerably larger sample because more data are available for the later time period that we examine.
Nonetheless, the results in columns 1 and 2 are qualitatively similar. Our results confirm the weakening finance-growth relationship over time.
The FOREIGN-LOCAL and DOMESTIC-CB ratios are included in the expanded specification of the cross-section regression. In the Introduction (Section 1), we have outlined numerous established arguments as to why the composition (nationality and type) of credit matters for growth and savings. A natural implication of these arguments is that the impact of our overall credit variable should depend on its composition as well. In the growth regressions, nationality matters in that relatively more credit from foreign lenders may bring knowledge and experience, and loan covenants on foreign lending could improve management and efficiency of the use of bank credit. Furthermore, type matters in that domestic lenders might have better knowledge of local conditions and quality of management than banks lending via cross-border loans, giving them an advantage in making productive loans. These differences can significantly influence the marginal impact of total lending on growth.
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In column 3 of Table 2 , we present results for this expanded specification. While the coefficient on total bank lending remains negative and is now significant, when we interpret this in conjunction with the interaction terms, we conclude that for countries with average amounts of foreign bank activity (the two ratios at the sample average), the marginal effect of total bank lending on per capita GDP growth is positive. It is only countries that have significantly below-average relative foreign bank lending and amounts of domestic lending relative to cross-border lending for which the marginal effect of additional bank lending is negative.
When considering the effects of foreign banks on savings, similar advantages and disadvantages are apparent. Foreign banks may offer better financial products to facilitate savings, but the domestic presence of banks may lower the transaction costs of savings considerably. Alternatively, the marginal impact of credit composition (nationality and type) on growth and savings can depend on the overall financial development of the country (total lending). Therefore, in addition to examining the finance and growth relationship in a different time period, we also capture the role of credit composition by interacting total bank lending,
BANK, with FOREIGN-LOCAL and DOMESTIC-CB.
We draw similar conclusions for the impact of bank lending on savings rates. The baseline results reported in columns 4 through 6 of Table 1 show that when we do not include measures of foreign bank involvement, there is little evidence that financial development, as measured by total bank lending, influences savings. However, when we include measures that account for the involvement of foreign banks in the expanded specification, we find that for the country with average amounts of foreign bank activity (the ratios at the sample average), the marginal effect of total bank lending on the domestic savings rate is positive. Furthermore, as expected, for a country with an average amount of total bank lending, the effect on savings of a greater DOMESTIC-CB is positive. This finding is consistent with the hypothesis that a domestic presence facilitates savings by lowering transaction costs.
This preliminary investigation has shown that the effects of financial development as measured by bank lending depend on the composition of credit, especially the extent of foreign bank activity. This suggests that there is heterogeneity in the effects of bank credit. In the next section, we propose a more appropriate way to account for this heterogeneity, and we present the corresponding results.
Finite Mixture Models
As highlighted in the introduction, finite mixture models are becoming an increasingly popular means of modeling heterogeneity in the economics literature. Essentially, these models assume that the distribution of outcomes that we observe is the result of a mixture of a finite number of distributions that are not observed directly. In our case, we are interested in modeling the conditional distribution of growth rates and savings rates (conditional on the independent variables in the regression model and additional predictor variables.) As we explain further below, each country is assigned to a group (or latent class) based on the conditional distribution of growth rates or savings rates. For each class, separate regression coefficients are estimated and statistical tests are performed to identify meaningful differences across the groups. One advantage of this technique is that the regression parameters and probabilities of class membership for each country are estimated simultaneously via maximum likelihood.
Conceptually, this approach has several advantages to the standard regression approach. Most importantly, it allows us to model heterogeneity without making ad hoc assumptions about the way in which the heterogeneity manifests itself (e.g., via country fixed effects, or groupings imposed a priori by the researcher). 7 7 Country fixed-effects allow only for intercept heterogeneity. Finite mixture models allow for heterogeneity in both the slopes and intercepts.
Another important advantage is that it allows us to choose to model variables that are typically used as "control variables" in a regression either as variables that enter the regression and influence the dependent variable directly or as variables that simply influence the groupings of countries.
In other words, the role of a typical "control" variable may simply be one of determining the probability that a country is in a particular group. For example, in our preliminary cross-section estimation of per capita GDP growth, consistent with previous literature, we have included several control variables that arguably are not directly related to growth, but may affect the way in which bank credit affects growth.
Specifically, it is more consistent with current growth theory to think of policy variables such as inflation, government spending, trade, and rule of law as variables that do not directly impact growth, but rather influence the environment in which growth occurs. Therefore, we use these variables to help predict the groupings, but not as direct determinants of growth or savings in the regressions. In other words, they influence the effect of bank lending on growth, but we do not model these variables as a proximate cause of growth. In contrast, the theory of a human capital-augmented Solow model tells us that both initial income and human capital are proximate causes of growth and should be included as independent variables in a growth regression. Likewise, we include various measures of bank credit because of their close links to investment in the growth regression. This treatment of the proximate causes of growth vs.
variables that influence the environment in which growth occurs follows that of Owen et al. (2009) who estimate finite mixture models for growth regressions.
That said, the appropriate specification for stock market capitalization is less clear cut. The result that stock market capitalization is insignificant once we control for bank credit (Levine and Zervos 1998) is in line with the logic that equity and debt are alternative forms of financing for firms. As a result, (i) debt financing may be particularly productive in countries with under-developed stock markets, and (ii) the effect of bank lending is smaller in countries with high stock market capitalization. The Levine and Zervos (1998) result then suggests that stock market capitalization should be considered as a predictor variable that influences the manner in which bank lending affects growth rather than as a variable that directly affects growth. Fortunately, as we explain below, we are able to statistically test this treatment of stock market capitalization in our estimations. We use the same econometric specification for growth and savings rates, described more formally below.
The fifteen-year time period from 1995 to 2010 allows us to maximize observations for the preliminary cross-section estimations that are most comparable to earlier results. However, because the estimation of finite mixture models is a data-intensive process, we expand the time frame back to 1985 and examine an unbalanced panel with observations every five years. This strategy yields a significantly larger sample, with 82 countries and 299 observations. As will become clear in what follows, although we use panel data, we do not estimate country-specific effects. Rather, our strategy for dealing with country heterogeneity is to allow all the regression parameters (including the constant term) to vary based on the groupings identified in the data. If the model that best fits the data is one in which each country has different regression parameters, then our methods would reveal that there are as many separate classes as there are countries. We do not find this to be the case. However, we do restrict countries to belong to the same grouping for the entire time period of 1985 to 2010. Because of this, we allow for time heterogeneity by including time dummies for each five-year group. 8 To characterize the econometric model more formally, we assume that conditional distributions can be classified into M discrete classes which are not directly observed.
Let T represent the number of repeated observations per country, z be the vector of independent variables in the regression, v be the vector of K class membership predictors, and let j indicate the latent class. Then, the probability structure for a given country is:
z is the distribution of growth rates or savings rates conditional on membership in latent class j and independent variables, and
is the distribution of growth rates or savings rates conditional on independent variables and the vector o f class predictor variables, v. The probability of membership in latent class m (i.e., probability that j=m), given the predictor variables, v, is defined with a multinomial logit model. Specifically, 8 It is theoretically possible to estimate a Markov switching model in which countries can switch classes over time. However, the data requirements of such estimation are more extensive and given data limitations, we do not have sufficient variation over time in order to estimate a model in which there is evidence that any countries switch classes during the time period we observe. 9 Interested readers should also see Owen et al. (2009), and Skrondal and Rabe-Hesketh (2004) for a more detailed discussion of finite mixture model estimation.
Intuitively, these methods allow us to improve the groupings of countries by including country characteristics that do not influence growth or savings directly, but may influence them indirectly by determining the impact of the independent variables in the regressions. For example, a variable measuring the degree of rule of law may influence the environment in which growth occurs and therefore determine the impact of bank credit on growth, but is not either a measure of factor accumulation or technology so does not directly affect growth. The vector, v, contains the predictor variables that we use in our estimations: rule of law, inflation, government consumption, openness to trade, and stock market capitalization. We also add a predictor variable not used by Levine and Zervos (1998) : whether or not a country is classified as a banking center by the Federal Financial Institutions Examination Council.
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We can calculate the country-specific posterior membership probabilities for each country i = 1,…,N using the empirical Bayes rule. The probability that country i belongs to class m is:
Once we calculate the probability of class membership for each country, we use the empirical Bayes modal classification rule to assign countries into classes; we assign each country to the class for which it has the largest posterior probability. Although for most countries the classification occurs with posterior probabilities very close to 1, the classification is probabilistic. Classification errors are likely to be higher when the largest posterior probability is low. Specifically, the conditional probability of 10 Because we do not allow countries to switch classes over time, the predictor variables must be constant over the entire sample. We choose values early in the sample period to avoid the problem that these variables are correlated with the error in the growth regressions. However, because we have an unbalanced panel with fewer observations in the earlier time periods, we choose 1995 values for all our predictor variables except for rule of law for which we choose the value in 2005. These choices reflect a tradeoff between choosing values that are earlier in the sample period vs. maximizing the sample size. 
The overall misclassification rate can be used to judge the appropriateness of the model, holding the number of classes constant. However, as the number of classes increases, the largest posterior probability can decrease as more options for class membership become available, making it difficult to use the criteria to compare models with different numbers of classes.
Because the number of classes is unknown, we start with a one-class model and then estimate subsequent models that increase the number of classes by one each time. We use the Bayesian Information Criterion (BIC) to select the model that best fits the data. The BIC= -2LL + log(N)J where LL is the value of the log likelihood, N is the sample size, and J is the number of parameters estimated.
The BIC is decreasing in the value of the log likelihood and increasing in the number of parameters estimated. Therefore, we choose the model with the lowest BIC. The likelihood functions for these types of models can feature local maxima; to ensure that we obtain the global maximum, we estimate each model using 10,000 sets of starting values.
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Finite Mixture Results
Growth Regressions
We start by examining a finite mixture model for growth regressions. Table 3 presents some fit statistics for models of one to five classes. As can be seen in this table, the model with the lowest BIC contains two classes. It has a significantly higher R 2 than the one class regression model and a relatively low classification error of .016. Of course, as we allow for more classes, the R 2 increases, but that comes at the cost of additional parameters to be estimated and therefore the BIC does not also continue to decrease as well. 11 We use Latent GOLD to perform the estimation. bigger than Class 2, with 57 percent of the observations in it. The median GDP growth rate is similar, but slightly higher for Class 2 countries, which also have significantly higher levels of initial income. As to be expected in a group of higher income countries, Class 2 countries also have higher levels of schooling and higher levels of rule of law, openness to trade, stock market capitalization, government expenditures, and lower inflation. None of the Class 2 countries are classified as a banking center, while four percent of the Class 1 countries are. An examination of the patterns of bank lending reveal that the Class 2 countries have higher median levels of total bank lending relative to GDP, a higher ratio of foreign to local lending, but a lower ratio of lending done by banks within the country relative to cross border lending. Based on these observations, we note that Class 2 countries may be considered generally more developed, however, we note that with higher levels of economic development, there appears to be a greater presence of foreign banks in the typical country in this class. Table 5 are somewhat expected, but not completely anticipated a priori. It is important to emphasize that the model lets the data determine the groupings based on the conditional distribution of growth rates and the predictors, which is consistent with substantial heterogeneity of observable characteristics within the two groups of countries in Table 5 . That is why we can have Botswana, Canada, China, and the Czech Republic belong to the same group, a grouping that most traditional means of classifying countries in growth analyses would not generate. Probabilities of group membership are also shown in Table 5 , indicating that some countries are classified with greater certainty than others. For example, Italy belongs to its group with 85% probability, but China belongs to its group with a probability near one.
Country groupings in
The top rows of Table 6 present the regression coefficients for the two classes. A quick examination reveals that the coefficients are different from each other in meaningful ways and the pvalues for Wald tests of differences in the coefficients appear in the last column. The differences in the coefficients on all of the bank lending variables are significant or near significant at the 10 percent level.
The top half of Table 6 also reports additional diagnostic statistics. First, the R 2 for each group is reported; they indicate that the variation in the Class 2 countries is better explained by these independent variables than the variation in the Class 1 countries. In addition, the error variances for each regression are also reported along with their standard errors that indicate that we can reject the hypothesis that these variances are actually zero. This is important in this context because the likelihood functions for finite mixture models can often be complex. These non-zero variances ensure that we have not identified the maximum at a singularity in the conditional distribution.
Focusing on the coefficients of the regression models, we see that the most pronounced crossclass differences are in the effect of the DOMESTIC-CB ratio and its interaction with total bank lending.
The results in Table 6 suggest that, for countries in Class 1, a greater domestic presence of banks (either affiliates of foreign banks or local lenders) actually has a negative effect on growth. However, in Class 2 (generally more developed countries), for the typical country that has a value of total bank lending either at or above the median value for the group, a greater domestic presence of banks has a positive marginal impact on growth of GDP per capita. These Class 2 countries have more expansive bank lending and the interaction of total bank lending and the DOMESTIC-CB ratio is positive in this group. Therefore we can conclude that more domestic lending relative to cross-border credit enhances the finance-growth nexus --but only after a certain threshold level of intermediary development is achieved.
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The mitigating effects of a more developed banking sector overall on the impact of foreign bank lending is also seen in the results. The interaction of the FOREIGN-LOCAL ratio and total bank lending is positive in the regression for Class 1 countries. The magnitude of the coefficient on the interaction term is not large enough to totally offset the negative effect of the coefficient on FOREIGN-LOCAL. In general, this result shows that the negative impact of a relatively foreign-dominated banking sector is less severe at higher values of total bank credit. Consistent with this conclusion, we observe that in Class 2, where countries have more developed banking sectors overall, the coefficient on FOREIGN-LOCAL is insignificant.
What is it that countries in each class have in common that determine these groupings? As mentioned above, the countries are grouped based on the conditional distribution of growth rates, not a directly observable country characteristic. However, the coefficients on the predictor variables that appear in the bottom rows of Table 6 can help to shed light on observable country characteristics that influence the groupings. For example, the positive and significant coefficient on rule of law suggests that higher values of rule of law are associated with a country being placed in the more developed group in which bank finance has a positive effect on growth. This result makes sense if stronger rule of law allows banks to operate more efficiently and effectively. The only other significant predictor is stock market capitalization, with lower values of capitalization being associated with a higher probability of being in Class 2. Since this is the group where domestic bank finance has a positive effect on growth, our results suggest that bank finance and stock market finance can be substitutes in promoting growth.
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Our results suggest that the effect of bank finance on growth and the effect of foreign bank involvement depend on the degree of development of the banking sector. In countries with a more developed banking sector, domestic lenders have a greater positive impact and the effect of foreign influence is insignificant. In countries that have less developed banking sectors, on the other hand, the influence of foreign lenders relative to local lenders is more detrimental to growth. These results are consistent with a learning-by-doing theory in which (1) more experience with lending makes domestic banking more efficient, and that (2) when the domestic banking sector is less developed, a strong foreign influence can interfere with the accumulation of knowledge that makes domestic lending productive.
In general, the results for the predictor variables indicate that in countries with a stronger rule of law but also less developed stock markets, bank finance has a more positive effect on growth.
13 While it may seem counterintuitive that more capitalized stock markets are associated with a lower probability of Class 2 membership given that this group contains most of the more developed countries with more capitalized stock markets, it is important to note that these coefficients can only be interpreted holding all the other variables in the estimation constant.
Savings Regressions
We turn now to analyzing the results of finite mixture models that examine the determination of savings rates. We proceed as above, except now the dependent variable of interest is average savings rates over the five year periods. Table 7 provides the fit statistics for models of one to five classes. The lowest BIC is for the four class model and we focus our analysis on this model. The larger number of classes for savings regressions is consistent with greater heterogeneity in unobserved country characteristics that influence the savings process, possibly because of cultural factors.
Profiles for each of the four classes appear in Table 8 except that the median stock market capitalization in this group is significantly lower than for the other three groups. These countries might be generally characterized as Low Saving -Low Financial Development countries. In Class 3, the median country has a significantly higher savings rate than other countries, but also lower income and levels of schooling. It has the smallest FOREIGN-LOCAL ratio and also has the lowest value for openness to trade. In contrast to Class 2, however, the median country in this group has a relatively high stock market capitalization/GDP at 33 percent. Therefore, we can characterize this group as High Saving -Medium Financial Development countries. Finally, an examination of the Class 4 profile shows that the savings rate in the median country in Class 4 is the lowest of all the classes, at just shy of 13 percent. All other development indicators are relatively high, with the median country in Class 4 having the highest per capita income level, highest schooling, and the total bank lending-GDP ratio. We can characterize this group as the Low Saving -High Financial Development countries.
As before, there is substantial heterogeneity in country characteristics in each of the groups. Table 9 shows the countries in each group. The variety of countries in each grouping reminds us that the technique that we use sorts countries into groups not based on directly observable characteristics, but based on the conditional distribution of the savings rates. In other words, the independent variables have similar effects on savings for each country in a specific group.
The estimation results appear in Table 10 . Focusing first on the bottom rows of this table, we see that only banking center and capitalization are significant predictors of group membership. Being a banking center reduces the probability of being classified into Classes 2 or 3, and having higher stock market capitalization reduces the probability of being classified into Class 2, holding all else constant. As discussed above, these predictors are used in conjunction with the conditional distribution of savings rates to find the grouping that best fits the data.
The top rows of Table 10 provide the regression coefficients for each group and the last column presents the p-value for the Wald test that the coefficients are equal across groups. The low p-values indicate that none of the regression coefficients are equal across the four groups. Focusing first on the regression coefficients for the Class 1 group, we see that none of the coefficients on the banking variables are significant. Because Class 1 is the largest group of countries, this is consistent with previous findings that bank finance is not a significant determinant of savings. However, when we examine the results for the remaining three groups, we see that we need to temper that conclusion: Bank finance is not a significant determinant of savings in several countries, but it is correlated with aggregate savings rates in many others.
The regression coefficients for Class 2 highlight the importance of foreign influence. The marginal effect of the FOREIGN-LOCAL ratio on savings is positive. It is reduced somewhat by higher levels of total bank lending, but the effect remains positive for all countries in Class 2. Recall that the typical country in this group has a low level of stock market development and also the lowest level of total bank lending/GDP. In these countries, the influence of foreign banks may be supplementing a lack of local financial development. Although the coefficient on the DOMESTIC-CB ratio is negative and significant, the interaction of this variable with total bank lending is positive and significant, reducing the marginal effect. These coefficients imply that for a country with a median level of total bank lending in Class 2, the marginal effect of this variable is close to zero.
In contrast, in Class 3, a higher share of domestic credit has a positive effect on savings.
Although that impact is reduced somewhat as more total lending occurs within the country, it remains positive for the country with the median amount of bank lending. To the extent that presence of banks within the country lowers the cost of savings or increases the benefits, this result suggests that these effects are particularly important when total bank activity is low. It is also important to note that this is the only group of countries for which the total bank lending variable enters the regression positively and significantly. Finally, although the coefficient on FOREIGN-LOCAL lending is positive, its interaction with total bank lending is negative. Thus, for the typical country in Class 3 with the median amount of total bank lending, the net effect of a greater share of foreign lending in this group is negative and significantly more so at higher levels of total credit. Taken together, the results for Class 3 suggest that for this group of countries, more bank finance from domestic banks is associated with higher savings rates, especially if credit comes from a local bank. Interestingly, this is the class with the highest savings rates, but lowest levels of openness and foreign bank influence.
Class 4 is the class in which foreign bank influence has the largest positive effect. The negative coefficient on the FOREIGN-LOCAL ratio for Class 4 is more than offset by the positive interaction term of this variable and total bank lending. Similar to what we find in the growth regression results, for the country with the median amount of total bank lending in Class 4, higher involvement of foreign banks relative to local banks is associated with higher savings rates. In interpreting this result, it is important to realize that this is the class in which the typical country has higher values for total bank lending-GDP and has higher income, but the lowest saving rates. One possible explanation is that a sufficiently developed domestic financial system is necessary to facilitate and enable the flow of foreign credit into domestic savings. Alternatively, financially more developed countries may be able to channel the competitive pressure resulting from foreign bank presence into new financial products that encourage savings. We also find that a higher share of domestic credit relative to cross-border credit increases the saving rate significantly, especially at lower levels of total credit.
Conclusion
We have shown in both growth and savings regressions that the influence of bank finance is not homogeneous across countries. Our empirical technique has allowed us to group countries based on the conditional distribution of growth or savings rates and additional predictor variables. A main contribution of our work is that our method lets the data tell us which variables are important for grouping, instead of imposing a priori restrictions. Furthermore, we provided a more careful examination of the impact of finance on growth and saving by differentiating credit by the nationality and type of lending.
Our most important finding is that heterogeneity is important: bank lending does not have the same effect on growth or savings in all countries. Country characteristics such as the extent of stock market development, the degree of rule of law, and even the development of the banking sector itself vary considerably across countries and affect the productivity of bank lending in encouraging growth and savings.
14 Growth regressions show that the effect of bank finance on growth and the effect of foreign bank involvement depend on how well developed the banking sector is. The presence of domestic lenders is important but only once a threshold level of bank development is reached. Countries that can take advantage of the positive growth impact of domestic lending are more likely to have a stronger rule of law and a less capitalized stock market. In countries with underdeveloped banking sectors, the influence of
The impact of bank lending on growth also varies by the nationality and type of lending. In some countries, foreign banks may supplement a lack of domestic financial development. In other countries, our results are consistent with the idea that foreign bank influence may interfere with the learning-by-doing necessary to grow the domestic financial system.
foreign lenders relative to local lenders can be detrimental to growth. Savings regressions show that the effect of lender nationality varies across countries. Significant foreign influence encourages savings in countries with low average savings rates. However, in the group of countries with the highest savings rates, foreign lending discourages savings.
An important conclusion for policy makers is that the relationship between financial development and economic development is complex: There are multiple dimensions of financial sector development that interact with each other and additional country characteristics to produce long-run growth. 
