Endocannabinoid tone has recently been implicated in a number of prevalent neuropsychiatric conditions. [
INTRODUCTION
Fatty acid amide hydrolase (FAAH; EC3.5.1.99) is the primary metabolizing enzyme responsible for terminating the action of the major endocannabinoid anandamide (N-arachidonoyl-ethanolamine) and other fatty acid amides (e.g., oleoylethanolamide and palmitoylethanolamide). As such, FAAH sets the tone for endocannabinoid signaling at the type 1 and type 2 cannabinoid receptors and therefore modulates what is believed to be a range of human behaviors and processes including motor, pain, inflammation, pregnancy, appetite, mood, cognition, and addiction. Given the presumed role of this enzyme in a variety of human disorders, FAAH inhibitors have been avidly pursued as therapeutic targets and several attempts have been made to develop a positron emission tomography (PET) radiotracer to measure FAAH activity in vivo. In this regard, a number of highly specific and potent FAAH inhibitors have been discovered, including the prototypical carbamate inhibitor URB597, which have provided the basis for development of suitable radiotracers for PET imaging of FAAH. We recently reported 1,2 the radiolabeling of a close analog of URB597, 6-hydroxy- [ 2 show that (1) regional brain uptake of [ 11 C]CURB corresponds with the known distribution of FAAH in rat brain, specifically greater uptake is noted in cerebral cortex, cerebellum, and hippocampus with lowest uptake in the FAAH poor hypothalamus region; (2) administration of the unlabeled FAAH inhibitors URB694 and URB597 decreases brain uptake of [ 11 C]CURB in a dose-dependent manner; (3) binding of the radiotracer in the brain is irreversible based on chromatographic analyses of the fate of the radiolabel; and (4) the metabolites in blood, more polar than the parent compound, are unlikely to cross the blood-brain barrier.
In light of these promising results, we evaluated the ability of [ 11 C]CURB to quantify FAAH in the human brain. We sought to determine which compartment model best describes the brain uptake. We analyzed the identifiability of the parameters that can be used to quantify FAAH and their stability with varying regional blood flow. The convergence of the parameters as a function of the scan's length was determined.
MATERIALS AND METHODS

Radiosynthesis of [ 11 C]CURB
The radiosynthesis of [ 11 C]CURB has been described earlier. 2 The method utilizes a novel one-pot automated [ approved by the Research Ethics Board of CAMH and authorized by Health Canada. All subjects provided written informed consent after the procedures were fully explained to them.
Positron Emission Tomography Protocol
The PET scanning was performed using a 3D high resolution research tomograph (HRRT) brain tomograph (CPS/Siemens, Knoxville, TN, USA), which measures radioactivity in 207 slices with an interslice distance of 1.22 mm. The detectors of the HRRT are an LSO/LYSO phoswich detector, with each crystal element measuring 2 Â 2 Â 10 mm 3 .
In preparation for scanning, the participant's antecubital vein was cannulated for tracer injection and the radial artery in the opposite arm for blood sampling. A custom fitted thermoplastic mask was made for each subject and used with a head fixation system to reduce head movement. A transmission scan, measured using a single photon point source, 137 Cs (t 1/2 ¼ 30.2 years, Eg ¼ 662 keV) was acquired to correct the emission data for the attenuation of the emission photons through the head and support. After the transmission scan, [ 11 C]CURB was infused intravenously over a 1-minute period at a constant rate using a Harvard infusion pump (Harvard Apparatus, Holliston, MA, USA). Data were acquired in list mode for 90 minutes following the injection of [
11 C]CURB.
Image Reconstruction and Motion Correction
The emission list mode data were rebinned into a series of 3D sinograms. The 3D sinograms were gap-filled, scatter corrected and Fourier rebinned into 2D sinograms. The images were reconstructed from the 2D sinograms using a 2D filtered-back projection algorithm, with an HANN filter at Nyquist cutoff frequency. The reconstructed image has 256 Â 256 Â 207 cubic voxels measuring 1.22 Â 1.22 Â 1.22 mm 3 and the resulting reconstructed resolution is close to isotropic 4.4 mm, full width at half maximum in-plane and 4.5 mm full width at half maximum axially, averaged over measurements from the center of the transaxial field of view (FOV) to 10 cm off-center in 1.0-cm increments. The dynamic images were reconstructed into 28 time frames: The first frame was of variable length being dependent on the time between the start of acquisition and the arrival of [ 11 C]CURB in the tomograph FOV. The subsequent frames were defined as 5 Â 30 seconds, 1 Â 45 seconds, 2 Â 60 seconds, 1 Â 90 seconds, 1 Â 120 seconds, 1 Â 210 seconds, and 16 Â 300 seconds.
Head movement was corrected after the scan by realigning the frames of each subject using version 8 of the Statistical Parametric Mapping software (SPM8; Wellcome Trust Centre for Neuroimaging, London, UK).
Arterial Sampling of [ 11 C]CURB in Plasma
Arterial samples were taken continuously at a rate 350 mL/h for the first 7.25 minutes after [ 11 C]CURB injection and 150 mL/h for the next 15 minutes. The continuous early arterial blood radioactivity levels were counted using an automatic blood sampling system (ABSS) (Model PBS-101, Veenstra Instruments, The Netherlands). In addition, 4 to 10 mL manual samples were taken 3, 7, 12, 15, 20, 30, 45, 60 , and 90 minutes after injection. An aliquot of each blood sample was taken to measure radioactivity concentration in total blood. The remaining blood was centrifuged (1,500 g, 5 minutes) and a plasma aliquot counted together with the total blood sample using a Packard Cobra II g counter crosscalibrated with the PET system. The blood-to-plasma ratios were determined from the manual samples to correct the blood radioactivity time-activity curve (TAC) measured by automatic sampling and to generate the plasma radioactivity curve. A biexponential function was used to fit the blood-to-plasma ratios. The remaining volume of each manual plasma sample (except the one at 15 minutes) was used to determine the concentration of the parent radioligand and of its metabolites in plasma. Each plasma samples (1 to 5 mL) was spiked with 20% v/v of 50% aqueous acetic acid to disrupt plasma protein binding and applied to an Oasis HLB cartridge (Waters, 6 cc, 200 mg, 30 m) preconditioned with ethanol (5 mL) and water (10 mL). The cartridge was then washed successively with 5 mL of 5% MeOH, and 5 mL of CH 3 CN/H 2 O þ 0.1 N ammonium formate (45/55 0 v/v). The radioactivity in each of the three eluted fractions as well as the cartridge (containing only unmetabolized [ 11 C]CURB) were counted in the g counter to determine the percentage of unmetabolized parent compound in the plasma samples. The method was validated against an high performance liquid chromatography (HPLC) method of analysis 4 (Supplementary Figure S8) , which did not allow as rapid a throughput of plasma samples. A Hill function was used to fit the percentage of unmetabolized tracer.
Free Fraction
Arterial blood samples were collected from each subject before their PET scan. The whole blood was centrifuged and the plasma was then stored at À 801C and [ 11 C]CURB binding to plasma proteins was later determined by the ultrafiltration method. 5 
Magnetic Resonance Image and Regions of Interest Delineation
For the anatomical delineation of regions of interest (ROIs), a brain magnetic resonance image (MRI) was acquired for each subject. The MR scans were performed on a Discovery MR750 3.0 T GE scanner (Milwaukee, WI, USA) equipped with an 8-channel headcoil. 2D axial proton density images were acquired as follows: fast spin echo imaging, echo time/ repetition time/echo train length ¼ MinFull/6 seconds/8, receiver BW ± 15.63 kHz, FOV ¼ 22 cm, 256 Â 256 sampling matrix, slice thickness ¼ 2 mm, and a parallel imaging acceleration factor of 2. Cerebral blood flow (CBF) was measured using a new GE stock sequence. This new sequence uses 3D fast spin echo imaging with spiral readout combined with a pulsed continuous arterial spin labeling approach 6 and background suppression. 7 This new 3D GE ASL sequence helps generate robust, reproducible perfusion maps with high signal-to-noise ratio, reduced motion artifacts, and less distortion in high magnetic susceptibility regions. The CBF maps are produced with an in-plane resolution of 1.72 mm 2 and 4 mm through plane resolution.
Regions of interest for the cerebellar cortex (hereafter referred to as cerebellum), caudate, putamen, thalamus and frontal, temporal, occipital, insular and anterior cingulate cortices were automatically generated based on individual proton density MR images using in-house imaging software, ROMI (see Rusjan et al 8 for details).
Kinetic Analysis
Time-activity curves were analyzed as a function of the length of the scan with a set of compartmental models of increasing complexity. The models were compared based on the goodness of fit. An extensive description of the compartmental models and the definition of the rate constants K 1 , k 2 , yk 6 can be found elsewhere. 9 The models in order of complexity compared in this work were as follows: a one-tissue compartment model (1-TCM), 2-TCM with irreversible binding to the second compartment (2-TCMi, k 4 0), a 2-TCM, 3-TCM with a reversible compartment for nonspecific binding, and an irreversible for specific binding (3-TCMi, k 4 0). Additionally a graphical method (Patlak plot) was explored. Briefly, the 2-TCMi has three rate parameters:
where K 1 describes the influx of [ 11 C]CURB from plasma to the free and nonspecific compartment, k 2 the efflux of the tracer from the free and nonspecific compartment to plasma, and k 3 the transfer from the free and nonspecific compartment to the specifically bound compartment. l is the equilibrium distribution volume of the ligand in the free and nonspecifically bound compartment, F is the perfusion or blood flow, PS is the permeability surface area product, E is the first pass extraction factor: The parameters of interest to quantify specific binding were as follows: the composite parameter lk 3 , the rate constant k 3 , and the net influx constant K i :
Nonlinear Least-Square Fitting
Nonlinear fitting of the kinetic models were performed with the Levenberg-Marquardt algorithm using a trust-region implemented in the function lsqcurvefit() from the MATLAB optimization toolbox (v5.1) (Mathworks, Natick, MA, USA). The independent variables were the rate constants K 1 , k 2 , yk 6 depending on the model employed. Each model configuration was implemented to account for the contribution of activity from the cerebral blood volume assuming that cerebral blood volume was 4% of the gray-matter tissue. 11 The percent coefficient of variation (%COV ¼ 100% Â SE/mean) was used to measure the identifiability of the kinetic variables. The standard error (SE) was estimated from the diagonal of the covariance matrix (cov) of the nonlinear least-square fitting as
A smaller percentage indicates better identifiability. All data points were included in the fitting and brain data for each frame were weighted relative to other frames based on the trues T i in the FOV during the frame i in the following way: 
Delay and Dispersion
The radioactivity in the blood measured by the ABSS, C m (t), is delay and dispersed respect to the radioactivity in blood, C b (t), that would be measured in the FOV, such that:
where # is the convolution operator, d(t) is the dispersion and d is the delay. The dispersion was modeled by a monoexponential function:
where t is the dispersion constant. The dispersion constant t was fixed to 5 seconds, a reasonable value estimated from previous experiments in our facility and compatible with the results of Boellaard et al 14 using similar hardware with the pump rate at 300 mL/h. The deconvolution was performed iteratively using the Landweber method For the estimation of d, the initial rise of the TACs were approached by the whole brain TAC H c (t) (the so-called head curve derived from the tomograph prompts coincidence rate minus the random coincidence rate). H c (t) has the advantage over the TACs that it can be calculated on a second-by-second basis being practically noise free. d was estimated by fitting the rise of the H c (t) to its peak (B95 seconds after radioactivity appears in the FOV) to a 1-TCM with C b (t) as input function:
The value d was fixed for each ROI.
Simulations
Monte Carlo simulations were performed to (1) assess the loss of identifiability in K i , k 3 , and lk 3 when k 3 increases and decreases simulating a change in FAAH activity and (2) assess the effect of the regional CBF (rCBF) on K i , k 3 , and lk 3 as it is known that the quantification of irreversible radiotracers is susceptible to be affected by rCBF. An ROI with average rate constant values (K 1 ¼ 0.275 mL/mL per minute, k 2 ¼ 0.101 per minute and k 3 ¼ 0.055 per minute) was simulated to assess the loss of identifiability in K i , k 3 , and lk 3 when k 3 increases. To assess the effect of rCBF, the permeability surface area product PS (in equation (1)) was set at 34 mL per 100 mL per minute (the fitted values for PS), and l to the average values across ROIs in our experiments: 2.723 mL/mL. One thousand simulations of data of 60 minutes were performed. Noise for the frame i at time t i was modeled with a Gaussian distribution with standard deviation (SD i ) according to Logan:
where C i is the noise-free simulated radioactivity concentration and SF is the scale factor that controls the level of noise. Setting SF ¼ 7, the mean percent noise contained in the noisy data was calculated as the ratio of mean SD i to the mean C i 17 resulting in a 5% noise level. This level predicts the average COVs measured for K i , k 3 , and lk 3 (cf. average values in the last row of Table 3 versus row 11 of the Supplementary Table S2 ). The COV reported in the simulation was measured from the SD rather than from the diagonal of the covariance matrix.
Statistics
Goodness of fit was evaluated using the Akaike Information Criterion (AIC):
and the Model Selection Criterion (MSC):
Where p is the number of fitted parameters, n is the number of frames, C i is the activity data at time frame i, C is the mean activity over the TAC, andĈ i is the predicted activity data at time frame i. Lower AIC and higher MSC values were indicative of a better fit. Group data are expressed as mean±s.d.
RESULTS
Safety Measures
On the basis of patient reports, electrocardiogram, blood pressure, heart rate, and SpO 2 , injection of the new radiotracer [ 11 C]CURB caused no physiological effects during the 90 minutes of scan and the additional 2 hours of monitoring after the scan finished. There were no significant changes in either any of the next-day blood and urine tests or physical examination. The injected mass, dose, and specific activity of [ 11 C]CURB are reported in Table 1 .
Plasma Analysis The unmetabolized [ 11 C]CURB in arterial plasma ( Figure 1A ) peaked at 14.2±2.0 standard uptake value (SUV) 84 seconds after the start of injection, declined to 2.2 ± 0.7 SUV by 3 minutes and to 0.05 ± 0.01 SUV at 90 minutes after injection.
Reversed-phase HPLC showed the presence of at least two radioactive metabolites of [ 11 C]CURB (Supplementary Figure S9) , which appeared quickly in plasma and later became the predominant components. Similar to the observation in rats, 2 the radiometabolites eluted earlier than [ 11 C]CURB, indicating that CBF, cerebral blood flow; SA, specific activity. CBF is the measure using the technique of continuous arterial spin labeling and average in a region including cortical gray matter, striatal gray matter, and cerebellum gray matter.
they were less lipophilic than the parent compound. The rate of metabolization was fast at the beginning then slowed down: 48% of the parent compound remained after 20 minutes, whereas at 90 minutes after injection there was still 37% of parent compound left ( Figure 1B) . A Hill function 20 1 À (at b )/(c b þ t b ) was used to interpolate the fraction of radioactivity due to parent compound in plasma at time t after injection (Pearson coefficient r40.988).
The average values for the coefficients were as follows:
The blood-to-plasma radioactivity concentration ratio decreased from 0.77 ± 0.04 at 3 minutes to 0.64 ± 0.05 at 60 minutes. At 90 minutes, the radioactivity concentrations were very low resulting in poor counting statistics. The blood-to-plasma ratio showed a value higher than that at 60 minutes with a high dispersion between subjects (0.8 ± 0.3). A biexponential function was used to fit the ratio of blood-to-plasma ratio between 0 and 45 minutes. To create the input function, C p (t), between 0 and 22 minutes the radioactivity in blood measured with the ABSS was divided with the fitted ratio and multiplied by the fitted fraction of unmetabolized radioligand in plasma. The rest of the input function from 22 to 90 minutes was created by fitting the product of the manual samples of radioactivity in plasma with fraction of unmetabolized radioligand in plasma between 12 and 60 minutes with a biexponential and extrapolated to 90 minutes. Thus, the manual sample after 90 minutes was neglected.
Free Fraction in Blood
The free fraction of [
11 C]CURB in plasma was estimated at 0.9% ± 0.2%.
Distribution of Radioactivity in Brain Regions
After [ 11 C]CURB injection, all subjects showed radioactivity uptake in the brain. The TAC of each ROI showed a similar pattern (Figure 2) , with a peak occurring during frames 6 or 7 (120 to 195 seconds after radioactivity arrived to the FOV) followed by a washout. Approximately 30 minutes after injection, the TACs remained flat or increased very slowly with time. Peak SUVs ranged from 4.3 ± 0.8 and 4.2 ± 0.6 in the putamen and thalamus, respectively, to 3.5±0.5 in the anterior cingulate cortex. SUV during the plateau of the TAC ranged with a similar rank order than the peak with putamen and thalamus (2.9 ± 0.4 SUV and 2.8 ± 0.4 SUV) having the greatest values and anterior cingulate cortex, the lowest (2.4±0.3 SUV). As expected from the known postmortem distribution of FAAH in the human brain, 21 the distribution of activity was widespread and fairly uniform within the gray matter of cerebral cortices, cerebellum, basal ganglia, and thalamus (Supplementary Figure S1) . Table 2 presents the MSC values for the different TCMs and the statistical values of the differences (paired t-tests). The 1-TCM was insufficient to fit the TACs (see also Figure 3 ). At 60 minutes of scanning compared with 2-TCMi, more complex models (2-TCM, 3-TCMi) increased MSC in most of the brain regions but this did not reach statistical significance in any ROIs. With longer scanning, a 2-TCM (reversible specific compartment) became progressively better for cortical ROIs. At 90 minutes, the insular, temporal, and prefrontal cortices (P ¼ 0.008, P ¼ 0.005, and P ¼ 0.006, respectively) were better modeled by a 2-TCM than by the 2-TCMi; however, the identifiability of k 4 was poor (COV425%). Adding an extra compartment (3-TCMi) increased MSC, but it did not reach statistical significance in any ROI studied and the individual rate constant presented low identifiability. Similar conclusions can be drawn from AIC data (Supplementary Table S1 ). The fitting of the models in the prefrontal cortex and putamen for a single subject is shown in Figure 3 .
Kinetic Analysis
Due to the low identifiability of the parameters in the 2-TCM and 3-TCMi, only the parameters of the 2-TCMi are presented in Table 3 together with the COV. K i and lk 3 presented excellent identifiability for all the ROIs at 60 and 90 minutes (COV(K i )o2.4%, COV(lk 3 )o4.4%). The identifiability of k 3 was equally good at both 90 minutes (5.4%oCOV(k 3 )o8.6% and 60 minutes (5.9%oCOV(k 3 )o9.8%). Among the brain regions examined, the differences in the parameters were small and within 20%, which is similar to the sample variation observed among the subjects. Finally, it should be noted that while lk 3 correlates strongly well with K i (r 2 ¼ 0.87, Po10 À 20 ), the correlation with k 3 is weaker (r 2 ¼ 0.39, Po10
) but still significant. At 60 minutes, mean K i , lk 3 , K 1 , k 2 , and k 3 were on average 2.1%, 2.7%, 1%, 5%, and 7% higher than their final values at 90 minutes (Table 3 ; Supplementary Figure S2a) . Further, the identifiabilities (%COV) at 60 minutes were practically the same as those at 90 minutes (Table 3 ; Supplementary Figure S2b) . The between subject variability (s.d./mean values) at 60 minutes (on average across ROIs: 14%±3% for k 3 and 17%±2% for lk 3 and 14%±2% for K i ) were around 2% lower than those at 90 minutes.
Cerebral Blood Flow
The measured rCBF covered the range of normal values 22 ranging from 33 ± 9 (in a 53-year-old male) to 86 ± 19 mL per 100 g per minute (in a 19-year-old female).
K 1 measurements (6 subjects Â 9 ROIs) correlated strongly with rCBF (F): Assuming that extraction (E) can be modeled by the RenkinCrone formula:
), E versus K 1 /F can be fitted from our data with a permeability surface area product PS ¼ 34 mL per 100 mL per minute (r 2 ¼ 0.697) (Supplementary Figure S7) . This implies an extraction ranging from 30% for high rCBF to 65% for low rCBF. The ratio l ¼ K 1 /k 2 was not dependent of rCBF (54 measurements (six subjects, nine ROIs): r 2 ¼ 0.12, P ¼ 0.38). While K i showed a significant, but weak, correlation with rCBF (Figure 4 ). When excluding this subject, no significant correlations were observed between K i , lk 3 , or k 3 and rCBF (all r 2 o0.01 and P40.5).
Patlak Analysis
Patlak analysis assumes that the reversible compartment is in equilibrium with the tracer in plasma (i.e., for the 2-TCMi, C F þ NS (t)/ C P (t) ¼ cte for t4t linearization ). This condition for [ 11 C]CURB was visually identified at around 40 minutes of scanning. Applying Patlak analysis under nonequilibrium of the reversible compartment would result in a bias. 23 Patlak plot (C T (t)/C P (t) versus R C P (t)dt/C P (t)) from our experiments visually became linear after the 15 minutes sample (when C F þ NS (t)/C P (t) reaching the peak) but after the 60 minutes sample, the data points became noisier. Patlak analyses were performed with data from four different intervals: 30 to 60, 45 to 60, 30 to 90, and 45 to 90 minutes. Overall, K i values estimated with Patlak correlated well with those from the 2-TCMi using data of 54 ROIs (six subjects, nine ROIs, both 60 and 90 minutes data) but presented an underestimation between 12% and 18%, with the best correlation obtained when Patlak model was applied in the interval of 30 to 60 minutes (
, average bias À 12% for 90 minutes data and
, average bias À 14.5% for 60 minutes data).
Simulations
In the first set of simulations, we investigated the rate constants' bias and identifiability when k 3 was changed. The superscript '0' was used to denominate the average value for the healthy subjects from Table 3 Figure S3) . There was a reasonable linear dependence of K i on k 3 for k 3 o0.75 Â k 3 0 (Supplementary Figure S5) . At higher k 3 values, the sensitivity of K i to changes in Figures S4 and S5) . For lower values of k 3 , the %COV of K i , k 3 , and lk 3 became 410% when k 3 o0.2 Â k 3 0 . On the other hand, the %COV of k 3 and lk 3 became 410% when k 3 42 Â k 3 0 , and
, respectively. The %COV of K i , which decreased in a monotone manner, was 1% for
. Despite the excellent identifiability (low %COV) of K i for very high values of k 3 (e.g., k 3 43 Â k 3 0 ), this is the situation where flow determined the uptake, that is, the rate-limiting step is the delivery of ligand to the tissue, and thus the sensitivity to changes in binding site density becomes minimal. Therefore, the goal of the second set of simulations was to study the effect of changes in blood flow on parameters. We compared the values of K i , k 3 , and lk 3 for an average healthy value of F ¼ 70 mL per 100 mL per minute with those for F ¼ 35 or 105 mL per 100 mL per minute using different magnitudes of k 3 . While k 3 and lk 3 did not show a bias (o2%) on rCBF in the range in which the previous simulation showed that they were identifiable (Supplementary Table S2 ; Supplementary  Figure S6 ), K i increased in a monotone manner and nonlinearly with rCBF in agreement with equation (4) . The bias increased when k 3 was higher. For k 3 ¼ k 3 0 , K i changed 12% from F ¼ 35 to 105 mL per 100 mL per minute. DISCUSSION This work describes the first imaging study and quantification method of FAAH activity in the human brain. Brain Uptake After intravenous injection, [ 11 C]CURB binds to nonspecific sites on plasma proteins and the free fraction of [ 11 C]CURB was estimated at 0.9%±0.2%. This value is low. However, if the half-life of the dissociation from plasma proteins is fast compared with capillary transit time, net transport of radioligand from plasma to brain would result in a continuous dissociation of ligand from plasma proteins during the one second passage of blood through the capillaries. 24 This hypothesis applies in this case since the brain uptake of [ 11 C]CURB is high. The first pass extraction fraction estimated from K i and the measurement of rCBF was between 30% and 65% depending on the rCBF. There have been several examples in the literature that showed high first pass extraction factor in spite of a low free fraction in plasma (e.g., raclopride, 24 MePPEP (0.5%), 25 and PE2I (3%). 26 For other examples see Zoghbi et al. 27 ).
The radioactivity concentration in all the gray-matter ROIs was relatively uniform in agreement with a previous postmortem study showing widespread distribution of FAAH immunoreactivity in the human brain. 21 For that reason, the search for a reference region was discarded.
Compartmental Modeling [
11 C]CURB is a 'suicide' enzyme inhibitor that covalently labels the enzyme FAAH and homogenized brain extraction experiments in rats demonstrated unequivocally that [ 11 C]CURB was irreversibly bound to FAAH. 2 It was anticipated that the compartment model should include an irreversible trapping compartment. When 60 minutes of data were considered, more complex models than the 2-TCMi (three variables: K 1 , k 2 , and k 3 ) did not significantly improve AIC and MSC; but when 90 minutes of data were taken into account, the goodness of fit for the 2-TCM showed a significant improvement for three of the nine ROIs: the temporal, prefrontal, and insular cortices. However, the extra variable (k 4 ) in the 2-TCM was very poorly identified (COV425%). The preference for a different model with a longer scanning time might suggest oversimplification of the 2-TCMi, but may result from the lower quality data after 60 minutes, that is, radioactivity counts in plasma at 90 minutes were approaching background levels, compromising the description of the input function between 60 and 90 minutes and from tissue heterogeneity in the cortical regions coming from partial volume effects and head motion during each temporal window for the longer frames at the end of the dynamic series. Note that the putamen due to its geometrical shape and location, if delineated conservatively, is the least susceptible to head motion and partial volume effects, has a better fit in the 2-TCMi.
In summary, because of [ 11 C]CURB's known irreversibility and for practical reasons, the irreversible 2-TCM, 2-TCMi, is the preferred kinetic model for [
11 C]CURB. Data using the 90 minutes data from the cortical ROIs seem to indicate that this model might be oversimplified, but we have observed lower reliability in the longer data. More complex models than 2-TCMi did not show good identifiability in the variables. Based on the parameters, the optimal scan duration appears to be 60 minutes.
Influence of Blood Flow It is known that for an irreversible radioligand, blood flow or transport rate across the plasma membrane may limit the net amount of tracer that is taken up by tissue. When the irreversible trapping rate of the ligand is too high, the rate-limiting step is the delivery of ligand to tissue, and thus the sensitivity to changes in binding site density, or in our case enzyme activity, is minimal (equation (4) when k 3 ck 2 ). The ratio k 3 /k 2 ¼ 0.55 for [
11 C]CURB in our sample is just above the value for optimal sensitivity to detect changes in binding density. 10 Our simulations confirm that [ 11 C]CURB is far from the 'flow-limited' situation and it would require an increase of 4100% of k 3 to reach the point where sensitivity starts to decrease notably (k 3 Ek 2 ).
At the other extreme, a very low value of k 3 would not allow us to identify the irreversible compartment. The Monte Carlo simulations showed very good identifiabilty of K i , k 3 , and lk 3 even for values of k 3 as low as 20% of the average healthy value. Additionally, the presence of unmetabolized [ 11 C]CURB in plasma at the end of the scan indicated the radioligand was not totally bound to the target.
Comparisons of Parameters as Outcome Measures
The 2-TCMi gives three parameters to measure changes in FAAH activity (B max ): K i , lk 3 , and k 3 , which presented very good identifiability for the data analyzed in this work.
However, it is known 28 that k 3 , the rate constant describing the trapping of the radioligand in the irreversible compartment correlates with k 2 , the rate constant describing the efflux from the free and nonspecific compartment to plasma. Our data confirm these correlations: the statistical correlation corðk 2 ; k 3 Þ ¼ covðk 2 ; k 3 Þ/ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi covðk 2 ; k 2 Þcovðk 3 ; k 3 Þ p 4 0:8 (cov ¼ covariance matrix of the non linear fittings). Thus, k 3 would not be the most appropriate measure of FAAH activity.
From equation (4), K i depends nonlinearly on k 3 and rCBF(F). Our simulations showed that (1) for values of k 3 higher than the average healthy subject (k 3 ¼ 0.055 per minute), K i loses gradually linearity and sensitivity to changes in k 3 (Supplementary Figure S5) and (2) changes in blood flow could confound changes in K i : for a reasonable high limit of F ¼ 105 mL per 100 mL per minute or for the reasonable low limit of F ¼ 35 mL per 100 mL per minute, K i could increase by 2.4% or decrease 8.2% with respect to an average healthy subject (F ¼ 70 mL per 100 mL per minute, k 3 ¼ 0.055 per minute) (Supplementary Table S2 ; Supplementary Figure S6) . A decrease of 7% in K i could correspond either to a decrease in average blood flow (70 mL per 100 mL per minute) to a very low level (35 mL per 100 mL per minute) or to a decrease of 10% in k 3 and thus alert about using caution if K i is used to quantify FAAH activity. Moreover, it would partially explain why the correlation of K i with CBF was driven by a subject with atypically low CBF. It is known that males tend to have lower CBF than females and that CBF decreases with age. 22 However, our atypical 53-year-old male subject had CBF roughly 30% below the normal for his age. K i for this subject was actually 23% lower than the average of the others, rather than 10.5% estimated from equation (4) . Excluding this atypical subject, K i did not correlate with rCBF. lk 3 has been proposed as a parameter for the quantification of irreversible radioligands as it should be independent of rCBF, because it contains the ratio K 1 /k 2 , and also contains the ratio of the correlated parameters k 2 and k 3 . 29, 30 Our data showed that, K 1 /k 2 and lk 3 are independent of rCBF. The identifiability of lk 3 measured and simulated (from a reduction of 80% to an increase of 100% in k 3 ), and the convergence with the length of the scanning are excellent; therefore, lk 3 should be the most sensitive and safe way to measure changes in FAAH activity.
Although lk 3 did not correlate with rCBF even when the subject with atypically low CBF was included, lk 3 showed a value for this subject 18% below the average for the rest, implying that probably the correlation of K i with rCBF when all the subject are included is a consequence of the small sample size.
It is interesting to note that although neither k 3 nor k 2 converged to a scan-duration invariant value by 90 minutes (Supplementary Figure S2a) , lk 3 was practically constant between 60 and 90 minutes. lk 3 can be written as K 1 (k 3 /k 2 ), K 1 is determined by the first part of the TAC and the value was practically independent from the length of the scan after 30 minutes. Due to the high correlation of k 3 versus k 2 (see above), the ratio k 3 /k 2 was therefore constant from early times, explaining the temporal convergence of lk 3 .
K i values from Patlak model correlated with K i values from 2-TCMi but presented an important underestimation. This underestimation could be related to the violation of the assumption of Patlak model: 23 The ratio of free and nonspecific compartment (a reversible compartment) to plasma seems to reach a plateau only after 40 minutes of scanning. To satisfy this assumption, only time points after this time should be considered, but the slope of the Patlak plot becomes affected by the noise of the late data points of the measurement between 60 and 90 minutes in both the TAC and especially in the input function. The Patlak model was run on the simulated data from a single subject arterial data (with and without noise), the underestimation of K i was 7% for the interval 30 to 60 and decreased to 4% for the interval 45 to 60. This appears to support at least partially the above argument.
