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Polymer-clay nanocomposites offer the possibility of substantial improvement in 
material properties; however, the understanding of the basic relationship between 
nanometer lengthscale and microstructural variables and macroscale properties of bulk 
nanocomposites is still far from complete. The design and application of polymer-clay 
nanocomposites necessitate the development of a multiscale modeling approach to 
address their complex structure-property relationship.  
 
In this thesis, a multiscale framework combining computational chemistry and 
computational mechanics is developed for studying the mechanical properties of 
polymer-clay nanocomposites. This computational framework starts from molecular 
dynamics (MD) simulations of basic constituents, including pure epoxy matrices, 
silicate sheets and associated interfaces. The predicted material properties at the 
molecular level are then imported into a representative volume element (RVE) model 
for finite element analyses. The RVE model is used to predict the stiffness 
reinforcement of polymer-clay nanocomposites based on a homogenization scheme 
and the FEM results are compared with the Wang-Pryz (W-P) analytical predictions. In 
addition, the effects of micro-structure on the stiffness are also systematically 
investigated and it is concluded that improving dispersion situation under high volume 
fraction is the most effective way to enhance the overall stiffness of nanocomposites.  
 
The RVE model is further improved by integrating progressive damage techniques to 
study the damage initiation and failure process in polymer-clay nanocomposites. In 




model (CZM) are employed for the matrix phase and interfaces respectively. 
Simulation results show that two sites of damage initiation - the interlayer gallery and 
matrix phase – can be identified. The former is more likely to occur due to the reduced 
stiffness and strength of the gallery resulting from void defects. Gallery damage 
initiation usually occurs along with the formation of micro-cracks, which could 
gradually penetrate into the matrix phase and eventually form a complete fracture 
surface throughout the whole RVE domain. The observed failure mechanisms agree 
well with previous TEM studies. The effects of several micro-structural factors 
including exfoliation degree, particle size and clay content on the micro-deformation 
process are also investigated. The ultimate tensile strength of the nanocomposite is 
predicted and the predictions are in reasonably good agreement with available 
experimental results. The formation of micro-cracks in interlayer galleries, as an 
energy dissipating mechanism is related to the fracture toughness of bulk 
nanocomposite. This relation is used to explain why the maximum fracture toughness 
usually appears at medium clay contents. 
 
In conclusion, this multiscale modeling approach demonstrates the feasibility of a 
virtual material characterization tool for polymer-clay nanocomposites which could 
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Composite materials have been used in many engineering applications for a long time. 
More recently, researchers are looking to disperse nanofillers into polymer matrix to 
form polymeric nanocomposites, which are found to exhibit markedly improved 
material properties compared to pure matrix or traditional micro/macro composites. 
Due to their superior properties including light weight, high mechanical performance, 
thermal stability, gas impermeability and flammability [1-5], polymeric 
nanocomposites are gradually being used in the automobile, aerospace, biomedical 




Polymer-clay nanocomposites (PCN) are a typical family of such polymeric 
nanocomposites. They are composed of a polymeric matrix and nanosized clay 
particles. The matrix could either be thermoplastic or thermoset and the clay is usually 
referred to as natural minerals [6]. The most commonly used mineral is 
montmorillonite (MMT). It has a sandwich structure consisting of silicate sheets and 
interlayer galleries in between.  




PCN have complex micro-structure resulting from their varied morphological states 
under different dispersion situations. These morphological states are influenced by 
many factors, such as clay content, particle size, cation exchange capacity (CEC), 
organic surfactant, moisture content and synthesis process. In general, the MMT (as an 
example of clay particle) could exist in three typical states - immiscible, intercalated 
and exfoliated - as illustrated in Figure 1.1[7]. 
 
 
Figure 1.1 Three typical morphological states of clay particles [7]. (Top) TEM images and (Bottom) 
schematic illustrations. Black: silicate sheets, Green: organic surfactants, Orange: matrix polymer chains 
 
Immiscible particles appear only if the MMT is pristine and not treated with organic 
surfactants. In this case, the strong affinity between stacked silicates sheets would 
hinder the particle splitting. In order to reduce their affinity and hence improve 
intercalation and exfoliation, the pristine MMT is usually treated with organic 
surfactants, which adhere to the silicate surfaces to improve the compatibility between 
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the silicate sheets and polymeric matrix. The organically treated MMT is known as 
organically modified MMT (OMMT). With the help of these organic surfactants, the 
matrix polymers are able to penetrate into the galleries more readily, forming so-called 
intercalated OMMT. Once the amount of intercalated polymer reaches a certain degree, 
the affinity between silicate sheets becomes rather weak and the silicate sheets may be 
completely exfoliated and exist as individual layers. It should be pointed out that full 
exfoliation is difficult to achieve and the co-existence of intercalated and exfoliated 
silicate sheets is frequently observed.  
 
PCN are treated as a typical multi-phase system, comprising the bulk matrix, silicate 
sheets and associated interfaces as schematically illustrated in Figure 1.2. The 
constituent phases are introduced as follows: 
 
Matrix phase: same polymer used in traditional composite materials and it refers to a 
thermosetting epoxy system (DGEBA+DETDA) in this work. 
 
Silicate sheet: basic unit of clay particles. Fully exfoliated particles are in form of 
single silicate sheet while intercalated particles are stacked. The silicate sheet has in-
plane dimensions of 100-1000nm and a thickness of about 1nm.  
 
Gallery interface: the interlayer region between two stacked silicates sheets in 
intercalated clay particles.  
 
Matrix interphase: the interphase region of the matrix in contact with both intercalated 
and exfoliated particles.  





Figure 1.2 Schematic illustrations of polymer-clay nanocomposites at different levels. 
 
Silicate sheets are distributed throughout the matrix and they lead to a large number of 
gallery and interphase interfaces around them. The high interface/volume ratio is an 
important feature of PCN resulting from the nanometer scale dimensions of the clay 
particle. These nanosized interfaces are the key for the superior material properties of 
nanocomposites as they may induce interesting mechanisms at the molecular scale. 
However, the broad range of length scales of PCN, from nano to macro, from 
molecular to continuum, presents particular challenges in characterizing, predicting, 
and tailoring their material properties.  
 
The tools for material analysis and characterization can be divided into two types: 
experimental and numerical modeling. Each has its merits and shortcomings. 
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Experimental techniques are well established for studying physical phenomena from 
sub-micrometer scale onwards, but rather limited in nanosized systems. Even the most 
advanced measuring techniques nowadays, such as nano-indentation test [8, 9] and 
atomic force microscopy (AFM) [10, 11] are unable to test single silicate sheet to 
provide useful information for model parameterization and theory validation. 
Numerical modeling methods are not restricted to specific length scales. They can 
handle problems across multiple length scales based on corresponding physical 
principles and numerical algorithms. Furthermore, numerical methods would enable 
rapid prediction of material properties with relatively low cost in both time and money 
- another advantage compared to experimental techniques. However, predictions 
offered by numerical methods are based on underlying hypotheses and theoretical 
principles. The next section provides a literature review of numerical modeling 
methods that have been developed to explore PCN. 
 
1.2 Review of Numerical Modeling Methods 
 
Numerical modeling methods are now widely used in material science to understand 
and explain complex phenomena at various length scales, validate theories, and could 
even in turn provide guide on materials selection and fabrication processes. The 
numerical methods for studying PCN can commonly be divided into two types: 
molecular simulations and continuum modeling methods. 
 
1.2.1 Molecular Simulations 
 
Chapter 1     Introduction and Literature Review 
 
6 
The most popular molecular simulation tool is molecular dynamics (MD). It is 
becoming increasingly accepted as an effective tool to gain mechanistic understanding 
of processes and quantitative predictions of material systems at the atomistic and 
molecular level. The principle of MD is based on the Newton’s second law. The atoms 
or molecules are modeled as single particles and they move according to the potential 
forces acting on them. The following section will introduce several basic concepts of 
MD simulations. 
 
1.2.1.1 Basic Concepts 
 
Time integration: the MD model is a classical Hamiltonian system. For each particle i , 










= = − ΦÑ                                                                                                  (1.1) 
 
where M is the particle mass, R is the particle position, F is the potential force and Φ  
is the force field potential. The above second-order ordinary differential equations of 
all particles are solved using a numerical integration scheme. The Verlet’s leapfrog 
integration [12] is commonly used in MD simulations due to its stability and 
effectiveness. The equation of the particle motion is split into two first-order equations: 
 





R V FV ,
t t M
= =                                                                                                (1.2) 
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where V is the particle velocity. Based on the half-step leapfrog method, this set of 
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R t t R t tV t t
FV t t V t - t t
M
+ δ = + δ + δ
+ δ = δ + δ
                                                                                  (1.3) 
 
Force field: the force field is an interaction potential that describe how the atoms 
interact with each other in a system. Such a force field may be obtained by quantum 
method, empirical method or quantum-empirical method. The total potential energy is 
a function of a series of parameters like bond, angle, torsion, out of plane torsion and 
non-bond interaction as illustrated in Figure 1.3.  
 
 
Figure 1.3 Physical representations of bond, angle, torsion angle, out of plane angle and non-bond 
interaction. 
 
Ensemble: MD simulations are performed in different ensembles, such as micro 
canonical (NVE), canonical (NVT) and isothermal–isobaric (NPT). The temperature 
and pressure can be controlled by adding an appropriate thermostat (e.g., Berendsen 
[13], Nose, Nose–Hoover [14, 15]) and barostat (e.g., Berendsen [13]), Hoover [14] 
and Andersen [16]) respectively. The dynamic evolution of all atoms in the aforesaid 
ensembles is fully determined by numerical integration and this would yield a 
trajectory of all the atoms in the ensemble. By analyzing the trajectory coupled with 
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the velocity profiles, some material properties including thermodynamics, mechanical, 




MD simulations have been extensively used to study PCN. These studies normally use 
one of two types of models, namely Lennard-Jones (L-J) model and full atomistic 
model. Table 1.1 and Table 1.2 list their basic features and summarises several 
previous example studies. 
 
Though many full atomic MD studies have been conducted to study the constituent 
phases in PCN, there are still two fundamental issues unaddressed. The first is the 
complex crosslinked networks of epoxy systems. It is desirable to know the degree of 
crosslinking in epoxy materials as well as how it would influence the resulting material 
properties. The second is the interfacial behaviors of the large number of interfaces in 
PCN, including both gallery and interphase ones as defined in section 1.1. Other areas 
of interest are the strength and fracture energy of these, the failure process or 
mechanism of these interfaces and the factors influencing the interfacial behaviors of 
these interfaces. These problems will be addressed in this work and the answers to 
these questions would lay a foundation for material parameterization in higher level 
continuum models. Such ‘low scale to define high scale’ and ‘message passing’ 
approach would ensure the consistency of the multiscale framework to combine 
numerical methods at different levels. 
 
 
Chapter 1     Introduction and Literature Review 
 
9 




• Dimension less 
• Lennard-Jones (LJ) particle 
• Only consider L-J non-bond potential and finite extensible nonlinear 
elastic (FENE) bonds [17]. Angles, torsions and out of plane torsions 
are not included 
• Computational requirement is relative low and the models usually 
include both polymer chains and particles 
• Aims at gaining mechanistic understanding of phenomena and 





Liu Jun at al [18] studied the diffusion properties of nanoparticles 
in polymer melts 
• Viscosity and rheology 
Victor et al [19] studied linear viscoelastic behavior of polymer 
with spherical nanofillers 
Knauert et al [20] studied the effects of nanoparticle shapes on 
rheology and tensile strength of polymer nanocomposites 
Thomin et al [21] studied the effects of networks on the nonlinear 
rheology of polymer nanocomposites 
• Stiffness and strength 
Adnan et al [22] studied the effects of fillers size on elastic 
properties of nanoparticle reinforced polymer composites. 
Yagyu et al [23] studied the effects of crosslinking and nanofillers 
on reinforcement, uni-axial elongation behavior  
• Failure mechanism 
Gersappe [24] studied the molecular mechanisms of failure in 
polymer nanocomposites  
Tsige [25] studied the role of network connectivity on the 
mechanical properties of highly cross-linked polymers 
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• Actual materials and dimensions 
• Full atomic force field, including non-bond interactions, bonds, angles, 
torsions and out of plane torsions 
• Computationally intensive and models are usually limited to nanosized 
• Can only handle one particular constituent phase in nanocomposites 
instead of the whole system due to limit on model size 
• Aim to provide quantitative prediction of material properties and provide 





• Stiffness of pure polymer 
Wu [26-27] predicted the density and elastic constants of a crosslinked 
epoxy 
Clancy [28] studied the effect of crosslinking degree, temperature and  
moisture on moduli of epoxy 
Bandyopadhyay [29] investigated the effects of crosslinking degree on 
thermo-mechanical properties of epoxy 
• Stiffness of silicate sheets 
Manevitch [30] predicted the elastic constants of a single sheet of 
MMT 
Suter [31-33] studied the stress-strain relationship of MMT and 
material properties of both intercalated and exfoliated  particles in 
polymer(ethylene)-clay system  
• Binding energies and interfacial properties 
Sikdar [34] studied the role of interfacial interactions on the 
crystallinity and nanomechanical properties of nanocomposites 
Tanaka [35] predicted the binding energies in Nylon6,6/clay 
nanocomposites 
Heinz [36] investigated the interaction energy and surface 
reconstruction between silicate sheets in clay particles 
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1.2.2 Continuum Modeling Methods 
 
As mentioned, MD simulations are limited to nanosized models and cannot be solely 
used to predict macroscale properties of PCN. Continuum models should be employed 
to address the complex structure-property relationship of PCN. Generally, continuum 
models include analytical models and numerical methods, which will be discussed in 
sequence. 
 
1.2.2.1 Analytical Models 
 
Many analytical models have been proposed in the past decade to predict the overall 
stiffness of composite materials. These analytical models allow for the evaluation of 
the individual influence of the micro-structure factors, such as modulus of constituent 
phases, volume fraction and particle size. In general, these analytical models can be 
categorized into three types: (i) rule of mixtures, (ii) Halpin-Tsai equation and (iii) 
Eshelby-type model.  
 
Rule of Mixture: the rule of mixture is often used to predict the stiffness of aligned 
long fiber reinforced composite. The moduli are given by 
 
Longitudinal direction: c m m p pE E vf E vf= +                                                      (1.4) 




= +                                                   (1.5) 
 
Chapter 1     Introduction and Literature Review 
 
12 
However, the reinforcing filler for PCNs is discontinuous and in the form of randomly 
distributed disk-like plates. Thus, the rule of mixture is not suitable.  
 
Halpin-Tai Model: Halpin and Tai [37] developed a well-known composite theory for 
predicting the stiffness of composites from the early micro-mechanics works by Hill 
[38]. The Halpin-Tsai model is based on Hill’s self-consistent theory by considering a 
single fiber encased in a cylindrical shell of matrix embedded in an infinite medium. 
Halpin and Tai derived a simple analytical formula that is suitable for reinforcing 
particles with various geometries. The longitudinal and transverse moduli 11 22 and E E













                                                                                                           (1.6) 
 
where ξ  is a parameter associated with particle shape and loading direction. mvf is the 










                                                                                                           (1.7) 
 
For PCNs where the clay particles are randomly distributed and oriented, the formula 
of overall stiffness is given by van Es et al. [39] and D. Hull et al [40] as: 
 
disk-like
random 0 49 0 51E . E . E⊥= +                                                                                            (1.8) 
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Eshelby-type Model: Eshelby [41] predicted the stress field within and around an 
ellipsoidal particle in an infinite matrix. To account for the effect of finite volume 
fraction, Mori and Tanaka [42] considered a non-dilute composite system consisting of 
isotropic matrix and many identical spheroidal particles. They derived a complete 





{( ) } { }
N N






= + −  
 
∑ ∑C C C C T T                                                                    (1.9) 
 
where C  denotes the stiffness tensor of the composite composed of a continuous and 
isotopic matrix phase ( 1r = ) and 1N −  discrete and isotropic particle phases 
( 2r ,...,N= ). The volume fraction of the -r th phase is denoted by rc . {} denotes an 




1 1( )r r r
−− = + − T I S C C C                                                                                        (1.10) 
 
rS is the Eshelby tensor [41] corresponding to the -r phase. It is worth noting that the 
effects of particle shapes are accounted for the Eshelby’s tensor. Details of the formula 
of rS for particles with various shapes can be found from the book of Mura [44]. I is a 
fourth-order symmetric unit tensor. The Mori-Tanaka model is suitable for composites, 
in which both matrix and particles are isotropic. 
 
All the aforesaid models are limited to isotropic reinforcing particles. However, the 
clay particle in PCNs is more likely to be transversely isotropic. More recently, Wang 
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and Pyrz [45] improved the Mori-Tanaka model and proposed a so called Wang-Pyrz 
(W-P) model that could successfully handle transversely isotropic particles. The W-P 
model will be discussed in details in Chapter 5 and its predictions will be compared 
with the FEM results obtained in this research.  
 
1.2.2.2 Finite Element Model 
 
The finite element method is a very general and powerful numerical analysis tool and 
has been widely used in material science for predicting the mechanical properties of 
composite materials. The relationship between the mechanical properties of 
composites and those of their individual constituents is obtained using a 
homogenization scheme based on the so-called representative volume element (RVE) 
[46, 47]. Such homogenization framework comes out with the assumption that the 
mechanical response of a macroscopic sample could be described or represented by the 
mechanical behaviors of individual constituents through suitable numerical averaging 
processes.  
 
A RVE model is geometric domain that contains enough information concerning the 
heterogeneity of the micro-structures. Thus, it is essential to build a RVE model at an 
appropriate level to ensure the reliability and accuracy of predicted material properties 
[47]. Establishing an appropriate RVE model is crucial for the continuum modeling of 
PCN. The following sections will discuss several previous works in this area. 
 
Dai Ying et al [48] proposed a staggered model to predict the stiffness and strength of 
nylon6/MMT nanocomposites as shown in Figure 1.4. The model is partitioned into 
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four critical regions: A (for MMT), B and D (for matrix: tensile deformations), and C 
(for matrix: tensile and shear deformations). By applying force equilibrium and 
deformation compatibility in these four regions, an approximate close-form solution 
for the stiffness of nanocomposites is derived. Base on a matrix-dominated failure 
criterion, i.e., the nanocomposite fails once the stress in matrix phase reaches its tensile 
or shear limit, the overall strength of the RVE model is also predicted. However, this 
work suffers from two major flaws. The first is that this model is a 2D perfectly 
staggered model and hence it cannot present the actual micro-structure of PCN. The 
second is that a uniform strain distribution through the RVE domain is assumed. Thus, 
the effects of local deformation caused by the mismatch in modulus of particle and 
matrix are not considered. 
 
 
Figure 1.4 Schematic illustrations of (a) nanocomposites with ideally staggered arrangement of MMT, 
(b) RVE of the staggered model [48]. 
 
The essence of building an appropriate RVE model is to randomly distribute clay 
particles through the RVE domain and ensure these particles do not interpenetrate each 
Chapter 1     Introduction and Literature Review 
 
16 
other and exactly follow geometric continuity and periodicity when crossing the RVE 
boundary.  
 
Spencer et al [49] proposed an approach to build a simple 2D RVE model with 
randomly distributed particles in Figure 1.5. The approach comprises three steps: (a) 
representing the particles using straight line segments without width, (b) filling out the 
line segments to the desired width and (c) meshing the RVE cell. Pisano et al [50] also 
built a similar 2D model to predict the strength of intercalated epoxy-clay 
nanocomposites. However, these 2D models cannot represent the real micro-structure 
in PCN.  
 
 
Figure 1.5 Three steps for building 2D RVE model containing randomly distributed particle [50]. 
 
Wang at al [51] develop a 3D RVE model that contains particles with several common 
shapes as shown in Figure 1.6. In their method, the RVE cell is divided into regular 
sub-cells, each of which is then filled with a particle. It is required that the dimensions 
of the particles should be smaller than cell lengths of the sub-cell. Essentially, this type 
of model does not represent the essence of randomly distribution as each particle is 
restricted to be within one certain sub-cell without crossing any boundaries.  Moreover, 
as the sub-cell is always larger than particle’s dimensions, the maximum volume 
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fraction attainable is low, especially for particles with a high aspect ratio (defined as 
length/diameter and diameter/thickness for tube- and plate-like particles). 
 
 
Figure 1.6 3D RVE model with partitioned sub-cells [51]. 
 
Hbaieb and Chia [52-53] developed a 3D RVE model with both aligned and randomly 
distributed particles as shown in Figure 1.7. In particular, they proposed an analytical 
criterion for judging the interpenetration between two obliquely positioned particles 
based on the centers and normal vectors of the two particles. However, this analytical 
approach is limited to simple disk-like particles and the finite thickness of the particle 
is ignored to avoid complex judging equations. The criterion for judging the 
interpenetration is rather limited and not suitable for handling particles with complex 
shapes, whose geometries are impossible to be described using simple mathematic 
functions. 
 




Figure 1.7 3D RVE model with (a) aligned, (b) randomly distributed particles. (c) Criterion for no 
interpenetration of particles [53]. 
 
To sum up, many attempts have been made to establish an appropriate RVE model of 
PCN. However, the 2D models are inherently limited and the 3D models require a 
more effective method to avoid interpenetration between particles. Thus, there is a 
need for a more robust and powerful particle packing code for the construction of the 
RVE model of PCN. 
 
1.2.3 Hierarchical Multiscale Framework 
 
The previous sections have shown that macular simulations and continuum modeling 
are commonly used for PCN. However, the methods focus on specific problems with 
distinct temporal and spatial scales. On the one hand, MD simulations are able to 
account for chemical details and molecular structures of silicate and related interfaces; 
yet, the models are usually limited to nanometer scale and simulation times are also 
limited to nanoseconds. Such limitations would seriously hinder the understanding of 
phenomena and mechanisms at higher levels, like the effects of micro-structure on the 
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stiffness reinforcement and failure process. On the other hand, continuum modeling 
methods are unable to account for molecular structures and chemical details of 
interfaces, which are essential for nanocomposites because of the ultra high 
interface/volume ratio.  
 
Neither molecular simulations nor continuum methods could be solely used as a 
complete tool to study PCN. Instead, it is proposed that a multiscale modeling 
framework, combining computational chemistry on molecular level and computational 
mechanics for the continuum level be developed to study the complex structure-
property relationship of PCN. 
 
There are two families of multiscale modeling strategies, namely, concurrent and 
hierarchical ones. In the concurrent strategy, several computational methods are linked 
together in a unified framework, in which the domains at different scales are evolved 
concurrently with the help of some coupling techniques, such as Quansicontinuum 
(QC) method[54, 55],  bridge scale method[56],  handshaking method [57, 58, 59] and 
pseudo amorphous cell (PAC)[60]. However, so far, most of these methods are still 
limited to homogeneous materials without complex interfaces and micro-structures. 
 
In a hierarchical strategy, a series of computational methods are hierarchically linked 
in such a way that the calculated quantities from lower level simulations are used to 
parameterize models at the next high level. The following section will discuss about 
several hierarchical multiscale modeling studies that have been made on PCN. 
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Sikdar et al [61] proposed a multiscale approach combining MD simulations and FEM, 
as well as experimental techniques to investigate the stiffness of PCN. They used a so-
called constant force steered molecular dynamics (SMD) to evaluate nano-mechanical 
properties of intercalated clays in PCN and the results are transferred to a FEM model 
as shown in Figure 1.8. Atomic force microscopy and nano-indentation tests were also 
used to provide additional parameters to the FEM model. However, this FEM model 
includes perfectly aligned clay particles and cannot capture the effects of the random 
morphology of nanocomposites. Moreover, this model does not consider the interfaces 




Figure 1.8 Multiscale framework combing MD and FEM, as well as experimental techniques [61]. 
 
Scocchi et al [62] presented a hierarchical procedure to bridge the gap between 
atomistic and meso-scopic simulation for PCN. The dissipative particle dynamics 
(DPD) was adopted as the mesoscopic simulation technique and the interaction 
parameters were estimated by mapping the corresponding binding energy values 
between constituents in MD simulations. Two years later, Toth [63] in the same group 
extended the MD-DPD framework to FEA and used it to explore the material 
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behaviors of PCN with an example study of ethylene oxide (PEO)/MMT in hydrated 
environment as shown in Figure 1.9. This approach was used to predict the coefficient 
of thermal expansion (CTE) and electrical conductivity. The material parameterization 
for the FE model is adopted from literature instead of lower level simulations. The 
interfaces between constituent phases are also not considered, similar to the model by 
Sikdar [62]. Thus, this model is also limited to the prediction of some basic 
macroscopic properties. It cannot predict complex behaviors and phenomena, such as 
tensile strength, damage initiation and failure process of PCN. 
 
 
Figure 1.9 Multiscale framework based on MD-DPD-FEM [63]. 
 
Concurrent multiscale strategies are not considered in this work because their 
implementation for materials with complex interfaces and micro-structures has not be 
attempted. The hierarchical multiscale strategy is preferred. A more complete 
multiscale framework than existing hierarchical multiscale models is proposed to study 
the stiffness reinforcement, damage initiation and failure process of PCN for 
advancing their further applications in industry. 
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1.3 Objectives and Significance of the Study 
 
Experimental techniques are highly limited for studying PCN due to the nanoscale 
dimensions of silicate sheets. Thus, numerical modeling methods are adopted for this 
work. However, the nature of multiple length scales and complex micro-structures of 
PCN present particular challenges for existing numerical approaches. Molecular 
simulations are limited to nanosized models because of their computational intensity 
while continuum modeling methods are only suitable for continuum as they are unable 
to capture molecular structures and chemical details. Therefore, it is proposed to 
establish a multiscale modeling approach that can leverage on the merits of both 
molecular simulations and continuum modeling methods to address the complex 
structure-property relationship of PCN.   
 
The main objective of this study is to propose a multiscale modeling framework based 
on computational chemistry and computational mechanics to study stiffness 
reinforcement, damage initiation and failure of PCN. This multiscale modeling 
framework includes the following objectives: 
 
• To model crosslinked networks of epoxy system, and evaluate the influence of 
crosslinked networks on material properties. 
• To predict the mechanical properties of single silicate sheet and associated 
interfaces.  
• To develop a general particle packing code and construct a RVE model of PCN 
with appropriate boundary conditions. 
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• To estimate the stiffening efficiency in PCN using both analytical models and 
finite element models. 
• To investigate damage initiation and failure of PCN and understand their 
influence on tensile strength and fracture toughness. 
 
The numerical modeling approach would enable useful and timely prediction of the 
material behaviors of PCN with relatively low cost and thus serve as an alternative or 
complementary analytical tool to traditional experimental measurements. 
 
The main interest of this study is the development of a computational tool for 
characterizing the mechanical properties of PCN. Therefore, other functional 
properties such as thermal stability, electrical property, and gas impermeability are not 
within the scope of the current study. 
 
The next chapter will present MD simulations of epoxy matrix (DGEBA+DETDA) 
focusing on crosslinking degree in bulk epoxy system and its influence on thermal and 
mechanical properties. Chapter 3 will present the MD simulations of clay particles and 
associated interfaces. Chapter 4 will develop a general particle packing code for the 
construction of the RVE model. Chapter 5 will discuss the stiffness reinforcement of 
polymer-clay nanocomposite and Chapter 6 will present the damage initiation and 
failure processes. Finally, the conclusions and recommendation will be made in 
Chapter 7.  
 










The curing process of epoxy systems can be monitored using experimental tools such 
as Fourier transform infrared spectroscopy (FTIR) and differential scanning 
calorimetry (DSC). However, these techniques can only provide a qualitative measure 
of the extent of reaction, rather than a quantitative determination of crosslinking 
percentage (crosslinking degree). However, knowing the range of crosslinking degrees 
in real systems is important not only for constructing molecular models that are 
physically representative, but also for estimating upper bounds in their material 
properties. In this work, a parametric study on model size and a radial distribution 
function (RDF) of relevant functional groups reveal that a topological crosslinking 
limit may exist and its value in a typical epoxide-amine system is estimated to be about 
70%. Beyond this limit, atoms within the model form isolated clusters and the model 
fail to converge to an equilibrated topology. In addition, it is found that the predicted 
dependencies of thermal and mechanical properties on crosslinking degree are in 
concurrence with accepted norms and only show deviation when models exceed 70% 
degree of crosslinking.  
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2.1 Problem Statement 
 
Epoxide-amine epoxy is a family of thermosetting polymers characterized by complex 
crosslinked networks. The properties of epoxy systems are significantly determined by 
these irregular crosslinked networks. The nature of these networks depends on many 
factors such as the chemistry of resin and hardener, their stoichiometric ratio and 
curing condition.  
 
Experimental techniques such as FTIR and DSC are commonly used to monitor the 
physical change in resin-hardener compound in term of extent of conversion X [64-73]. 
In FTIR, the changes in spectral features, such as the intensity of the epoxide group are 












= −                                                                                       (2.1) 
 
where 0Re ference,A  and Re ference,tA  refer to the areas of the internal reference peak readings 
in the FTIR spectra chart at a reference time and after a certain time ( t ) respectively. 
0Epoxide,A  and Epoxide,tA  are the areas of the peak readings for the epoxide groups for 
uncrosslinked system and the same system after a certain curing time respectively [64-
67]. Another common technique is DSC, which monitors the heat flow within a sample 
when subjected to a specified thermal profile. There are two ways to calculate X  from 
DSC measurements. One way is to divide the heat released ( )tH∆  from the sample up 
to a time t  by the total reaction heat 0H∆  [68-70] as follows: 
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The other way is the DiBenedetto calorimetric method [67, 71-73]. The gT  is firstly 
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Here, g (0)T is the glass transition temperature of uncured system, g ( )T ∞  is the glass 
transition temperature of the system after curing, λ  is the ratio of the heat capacity 
step ( pC∆ ) of the fully cured to that of uncured resin.  
 
However, a qualitative description of the curing progress by these above experimental 
techniques cannot provide a quantitative description of what percentage of functional 
groups are involved in crosslinking reactions. In other words, a unity of X does not 
mean all the reactive sites are completely crosslinked together. It has been realized that 
that complete crosslinking seems impossible to achieve due to the inherent molecular 
topology [67, 74-77]. In this work, in order to be distinct from the extent of conversion 
X measured in experiments, a crosslinking degree α is defined based on the percentage 
of reacted functional groups. It should be pointed out this two terms do not 
quantitatively correspond to each other.  
 
Taking the epoxide-amine system as an example, the crosslinking degree α  is defined 
as the ratio of the number of reacted epoxide groups to the number of total epoxide 
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groups. It has a range from 0 to 1 depending on the percentage of reacted functional 
groups. As mentioned, experimental techniques cannot give an indication of the 
maximum attainableα ; however, this value of upper topological crosslinking limit is 
important for building physically realistic models in numerical simulations. 
Crosslinking degrees over a broad range have been adopted in many molecular 
dynamics (MD) simulations [78-83]. For example, Yarosky and Evans [78] studied 
low molecular weight and water soluble epoxy with  = 50%, 70% and 100%α . Wu 
and Xu [79] investigated a DGEBA+IPD system and α  of 93.7% was achieved with 
their relatively small models. Clancy and coworkers [80] studied the effects of 
crosslinking degree, moisture content and temperature on the properties of a widely 
used epoxy system and the α  adopted in their simulations was in the range from 38% 
to 86%. Vikas [81, 82] did a systematic study on EPON-862+DETDA and their α  
was as high as 95%. More recently, Holck [83] studied the interface between 
crosslinked epoxy and silica and the α  of their model was almost 90%. Although 
many MD simulations have been conducted to investigate the structure and properties 
of epoxy systems, little has been done to determine if the adopted crosslinking degrees 
of these models are realistic.  
 
In this work, an iterative crosslinking algorithm was employed to build randomly 
crosslinked networks of an epoxide-amine system of various crosslinking degrees up 
to 100%. A parametric study on model size and a radial distribution function (RDF) 
pattern analysis are used to demonstrate the existence of a topological crosslinking 
limit. In addition, the thermal and mechanical properties of the epoxide-amine system 
are calculated and their dependence on crosslinking degree is also discussed.  
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2.2 Molecular Models and Simulation Details 
 
The resin is diglycidyl ether of bisphenol A (DGEBA) and the hardener is 
diethylenetoluenediamine (DETDA). The molecular models of them are shown in 
Figure 2.1. Only the reactions between the epoxide and amine groups are considered, 
following the suggestion from Xu [79] and Vikas [81, 82]. The primary amine in the 
hardener may become a secondary or tertiary amine depending on the number of 
hydrogens replaced by other groups. The primary and secondary amines are assumed 
to have equal reactivity with epoxide groups [79-82]. Periodic cells of resin and 
hardener mixture are built using the Amorphous module and the crosslinking process 
is carried out using the Perl program, an embedded scripting language in Materials 
Studio 4.3 [84]. The long-time production stage is completed using LAMMPS [85]. 
All the crosslinked systems are equilibrated under NVT for 2 ns and further relaxed 
under NPT for 5 ns before the production stage. The MD simulations of the epoxy 
system are performed using the Consistent Valence Force Field (CVFF) [86], which 
has been previously used by Vikas [81, 82] and Lau [87, 88] for studying epoxy 
systems. A time step of 1 fs is used. The temperature and pressure terms are controlled 
using the Nose-Hoover thermostat and barostat, respectively. The cutoff distance for 
van der Waals and electrostatic forces is set at 10 Å. Long range Columbic forces are 
treated by the particle-particle particle-mesh (PPPM) technique.  
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Figure 2.1 (a) molecular structures of epoxy resin (DGEBA) and hardener (DETDA), (b) relevant 
chemical reactions in curing process. Atoms: Gray(C), White (H), Red (O), Blue (N). 
 
2.3 Crosslinking Process 
 
The framework for building crosslinked networks based on updating the covalent 
bonds involved in the chemical reactions between the functional groups has been 
demonstrated in earlier works [78-83, 89, 90]. Figure 2.2 shows the computational 
procedure. Initially, certain numbers of resin and hardener molecules are randomly 
packaged into a periodic cell and this system is equilibrated to eliminate any 
unphysical topology generated during the packing process. Then, the epoxide and 
amine groups are identified as reactive sites and their positions are recorded. Each 
epoxy and amine groups is defined as a reactive pair and the distanced between these 
two groups is defined as reaction distance. All these reaction distances are compared 
and the reactive pair with minimum reaction distance is chosen for the crosslinking 
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reaction, which means the formation of corresponding chemical bonds and update of 
molecular topology [79-82]. In this flowchart, two common controlling strategies for 
building models to achieve pre-determined crosslinking degrees are introduced. Either 
a target crosslinking degree or a maximum reaction distance for them to form bonds is 
specified. In the first approach, the crosslinking procedure continues until the target 
crosslinking degree is attained. While simple to implement, the target crosslinking 
degree is usually arbitrarily assigned in modeling works as actual values cannot be 
determined. The second option is based on a termination criterion of the reaction 
distance between potential reactive sites of the epoxide group and amine group. The 
distances of all potential reactive pairs are calculated every iteration. If they are larger 
than the specified termination reaction distance, the crosslinking process is stopped. 
Similarly, information on actual termination reaction distance for real epoxy systems is 
lacking. Values as small as 4 Å to as large as 10 Å have been used in previous works 
[78-83, 89, 90]. Regardless of the strategy used, the arbitrary nature of the assigned 
crosslinking degree is not addressed. 
 




Figure 2.2 Computational procedure for constructing crosslinked networks of epoxy systems. 
  
In the current work, neither a target crosslinking degree nor a termination reaction 
distance between function groups is specified. Instead, the crosslinking iteration 
continues until all the functional sites are fully crosslinked. The purpose of allowing 
this is to investigate the influence of large reaction distance on the molecular 
configuration of the system, though in later stage the reaction distance may become too 
large to be physical. During the curing process, a series of models of over a broad 
range of crosslinking degrees at an interval of = 0.1α are generated for further analysis 
of crosslinking process and prediction of material properties.  
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2.4 Results and Discussions 
 
In real bulk materials, the crosslinked network has a three dimensional molecular 
topology that is without regularity and periodicity. However, due to the computational 
intensity of classical molecular simulations, it is not practical to model the whole 
network at the macroscale. Periodic cells of molecular models that are sufficiently 
large are used to represent macroscale samples with the effects of free surfaces or 
boundaries eliminated. 
 
2.4.1 Size Dependent Crosslinking 
 
In order to check the size dependency of the crosslinking process, six models of 
varying sizes are examined as shown in Figure 2.3. Model N320_160 is the largest full 
atomic epoxy model and its crosslinking process takes about 2 week on an IBM Quad 
Core workstation.  
 
 
Figure 2.3 Periodic cells of epoxy models with various sizes before crosslinking.  Models are labeled as 
NA_B, where A is the number of resin molecules and B is the number of hardener molecules. 
 
The reaction distances of the functional groups are plotted against the corresponding 
crosslinking degree for the six models in Figure 2.4. The curves for each model size 
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are obtained by smoothing and averaging the results of three independent models. 
When α  is low, the reaction distances between the functional groups increase linearly 
with α and seem to be independent on model size. For low α, the high number of non-
bonded functional sites means the probability of a pair of them being within a short 
distance of each other is high. Thus, the relationship between the reaction distances 
and α is inherently dominated by the initial molecular distribution within the cell, 
which is random and size-independent. There is apparently a critical value of ~70% for
α  beyond which the reaction distances need to increase exponentially for further 
crosslinking to occur. Beyond this critical value, the relationship between α and the 
required reaction distance becomes dependent on model size. The number of 
nonbonded sites decreases significantly when a high α  is attained, leading to a sparse 
distribution of functional groups within the cell. The distances between these 
functional groups are thus strongly determined by the model size. More specifically, 
the larger the periodic cell is, the larger the reaction distance needs to be in order to 
find reactive pairs when α is high. The maximum reaction distance is half the diagonal 
length of the cubic cell. 
 
 
Figure 2.4 Reaction distance versus crosslinking degree curves of six models with various sizes. 




The trend of larger reaction distances required for large models when α  is beyond 70% 
suggests that macroscale samples, whose dimensions are several orders higher than the 
molecular models in this work, would require even larger reaction distances to achieve 
>70%α . Hence, crosslinking degrees above 70% in bulk materials might not be 
physical. In order to verify this, results from a model, N80_40, with crosslinking 
degrees  = 20% and 80%α are compared in Figure 2.5 (a) and (b). The one with 
 = 20%α shows a homogeneous distribution of atoms throughout the cell whereas in 
the model with  = 80%α , the molecular chains are highly clustered forming an 
alveolate-like structure. It should be pointed out that the systems are subjected to a 
high temperature of 500K to release the system by accelerating the mobility of 
molecules; however, the clustered configuration remains, indicating that this clustered 
configuration is inherent, rather than caused by any inappropriate procedure during the 
crosslinking process. This comparison suggests the existence of an upper topological 
limit on crosslinking degree and any α above this limit would lead to unphysical 
configuration of the molecular model.  
 
It might be argued that epoxy molecules in real systems are able to diffuse over a long 
time during curing, while molecular simulations are always limited to a short time on 
the scale of nano second. However, it should be noted that despite of the strong 
diffusion of resins and hardeners, they may still face the problem that the reaction 
distance will always increase with  α and becomes relative large in later stage, and 
finally become too large for the sites to form chemical bonds. Admittedly, enabling 
long-time diffusion in molecular simulation might slightly change the relationship 
between reaction distance and crosslinking degree, as well as the value of the 
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crosslinking degree limit. However, currently, the intensive calculation of molecular 
simulations and available computational resources do not allow us to run a simulation 
over a long time that is comparable to real curing process to investigate how the 
diffusion will affect this process. 
 
 
Figure 2.5 (a) N80_40 with α = 20% after crosslinking, (b) N80_40 with α = 20% after NPT ensemble 
relaxation, (c) N80_40 with α = 80% after crosslinking, (d) N80_40 with α = 80% after NPT ensemble 
relaxation.  
 
2.4.2  Radial Distribution Function (RDF) Pattern Analysis 
 
During the crosslinking process, every bond update involved in the chemical reaction 
will lead to a change in the local topology of the resin and hardener. The newly formed 
topology is equilibrated before proceeding to next reaction iteration. The RDFs of the 
distance between the epoxy carbon and amine nitrogen for different crosslinking 
degrees are presented in Figure 2.6. These results are calculated based on a series of 
models in which 100 energy minimization steps are conducted after each crosslinking 
iteration. A control simulation on the same model with 400 energy minimization steps 
at each crosslinking iteration has been constructed. The RDF curves in this control 
model were found to be identical to the RDF curves obtained from the crosslinking 
procedure utilizing 100 energy minimization steps. 
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Figure 2.6 Radial distribution functions (RDF) between the carbon of epoxide groups and the nitrogen 
of amine groups under different crosslinking degrees. 
 
When α  equals to 0, the absence of a RDF value at less than 3.2Å is expected as it 
shows that the two functional groups are randomly distributed within the cell without 
chemical bonds between the carbon and nitrogen. This distance is close to the sum of 
the Van der Waals radius of C (1.7 Å) and N (1.55 Å). As curing progresses, a peak 
value of the RDF at the radius of about 1.48 Å becomes increasingly obvious. This 
radius is very close to the C-N bond length of epoxy, which is usually in the range of 
1.469-1.499 Å [91]. The increase of the RDF value at 1.48 Å is almost linearly related 
with α  when α is less than 70%. The prediction of an appropriate C-N bond length 
demonstrates that the resulting new topologies have been sufficiently relaxed. When 
α increases to 80% and 100%, it is seen that the RDF peak values at the radius of 
1.48Å do not scale with the crosslinking degree α as are observed in models with α 
below the crosslinking limit of 70%. Instead, such models will exhibit RDF values at 
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radius equivalent to and larger than 1.48Å. This phenomenon indicates that some of 
the C-N bond lengths are slightly larger than 1.48 Å which consequently indicates that 
some of the C-N bonds are stretched beyond the equilibrium distance for this bond. 
These findings show the existence of a limit to the predicted crosslinking degree and 
that any model with α above this limit of about 70% will exhibit a significantly 
stressed molecular topology. To some extent, this RDF analysis could perhaps act as a 
way to check the crosslinking degree limit in epoxy networks, as systems with 
crosslinking degree below and above the limit will present different patterns of RDF 
curves.  
 
2.4.3 Effects of Initial Configuration on Crosslinking  
 
The effect of initial molecular configuration on the crosslinking process is firstly 
investigated. A large model, N320_160_R, is constructed by assembling eight units of 
model N40_20 into a cube of 2 by 2 by 2 units. As this large model is obtained directly 
from replication, it can be regarded as a three dimensional array of eight identical 
small cells of N40_20. The original N40_20 and N320_160 models are also used for 
comparison. Figure 2.7 shows the reaction distance versus crosslinking degree of the 
three models. The three curves essentially overlap when α is lower than 70%. For α 
beyond 70%, the required crosslinking distances of N320_160 become slightly larger 
than that of the N320_160_R until α reaches 95 %, indicating that the effect of the 
initial molecular configuration on the crosslinking process is not significant. The 
dependency of α on crosslinking distance for models N320_160_R and N40_20 are 
also compared as they essentially possess an identical initial molecular configuration 
and only the model sizes are different. The reaction distances of the N320_160_R are 
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found to be much larger than those of the N40_20 when α is above 70%, suggesting 
that model size rather than the initial configuration is a dominating factor in 
determining the relations between reaction distance and crosslinking degree and hence 
should be seriously considered in modeling of material with crosslinked networks.  
 
 
Figure 2.7 Reaction distance versus crosslinking degree curves of N40_20, N320_160, N320_160_R. 
 
2.4.4 Effects of Stoichiometric Ratio on Crosslinking 
 
It is worth noting in Figure 2.4 that the value of α =70% at which the required reaction 
distances of the various models start to deviate corresponds to a reaction distance of 
6.45 Å. This value could be regarded as a critical value beyond which any crosslinking 
reaction requiring a larger reaction distance should not be allowed because of spatial 
constraints imposed by molecular topology. This critical reaction distance can also be 
used as a criterion for epoxy models of different stoichiometric ratios to estimate their 
topological crosslinking limit. Three models N80_20, N80_40 and N80_80 with 
stoichiometric ratios 2:1, 1:1 and 1:2 respectively are examined. Their reaction 
distance curves are shown in Figure 2.8. For a reaction distance of 6.45 Å, the 
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topological crosslinking limits in N80_20 and N80_80 are estimated to be about 0.43 
and 0.9, respectively. It is seen that the stoichiometric ratio is a dominating factor in 
determining the degree of crosslinking which consequently determines the material 
properties of epoxy systems. Hence, controlling the stoichiometric ratio is a common 
mean to tailor the material behaviors of epoxy. 
 
 
Figure 2.8 Reaction distance versus crosslinking degree curves of N80_20, N80_40 and N80_80. 
 
2.4.5 Glass Transition Temperature (Tg)  
 
The glass transition temperature (Tg) is an important parameter for polymers including 
epoxy in industrial application as thermal compatibility is essential for interfaces in 
adhesives and composite materials. To study the dependence of Tg on molecular 
topology, an annealing simulation was performed on the models with various degrees 
of crosslinking. The temperature was slowly reduced from 600K to 100K at a rate of 
100K/ns. The specific volume versus temperature curve of N80_40 with α equal to 20% 
is plotted in Figure 2.9(a) as an example. The temperature at which a kink appears in 
the chart corresponds to the Tg – the temperature at which amorphous polymers 
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changes from brittle to rubber-like state. Below Tg, the volume increase is due to the 
increase in the equilibrium distance between atoms. The slippage and reptation of 
backbones as well as side chains are not expected. When the temperature is above Tg, 
the polymer backbones and side chains become more mobile, and their movement 
would markedly enhance thermal expansion, leading to a steeper slope of the specific 
volume versus temperature curves. Figure 2.9(b) shows the Tg of the model N80_40 
with different crosslinking degrees. The Tg values are averaged from three independent 
models. Several previous experimental results [92, 93] and MD simulations on similar 
systems [89, 90, and 94] are shown for comparison. It is seen that Tg increases from 
405 K to 458K when the α rises from 10% to 70% and this trend is also been observed 
in experiments [77, 95]. The predicted Tg of the system with α =70% is very closed to 
Ratna’ experimental value of 457K [92] and a little lower than that of Wang’ report of 
480K [93]. This may contradict the fact that ultra high cooling rate in molecular 
simulation is believed to lead to a relative higher Tg. We attributed this discrepancy to 
the CVFF force field, which may slightly underestimate the Tg when it is used for 
epoxy system. Same phenomenon is also observed by Vikas [81], who studied on a 
similar system of EPON-862+DETDA. In addition, it is found that Tg initially 
increases slowly and then at a higher rate when α is relatively high. This phenomenon 
is believed to be associated with the molecular weight, which will be explained in 
section 2.4.7. It should be noted that these analyses can only be performed on models 
with α not greater than ~70%. The density of the model with α = 80% decreases 
abruptly and the specific volume versus temperature curve does not show any kink as 
observed in other models. 
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Figure 2.9 (a) Specific volume versus temperature curve of N80_40 with α = 20%, (b) Tg as a function 
of crosslinking degree. 
 
2.4.6 Elastic Constants versus Crosslinking Degree 
 
Molecular dynamics simulations have been used as an effective tool to predict 
mechanical properties [80, 89, 90, and 94]. In typical molecular simulations, a 
displacement is imposed on the boundary and the strain is transmitted throughout the 
entire periodic cells. In this way, the whole system is strained homogeneously and then 
subjected to equilibration. Although such loading condition is not physically replicable 
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in actual experiments, it has been demonstrated by Makke [96] that it would yield 
equivalent results with those from actual experiments. 
 
In the current work, the epoxy systems in cubic periodic cells are usually assumed to 
be isotropic [79, 80, and 91]; thus, only two elastic constants  are sufficient to 
characterize their stiffness. Uniaxial tension is applied on the periodic cells in a 
stepwise fashion. After relaxation under NPT ensemble for 5ns, the periodic cell is 
elongated in one direction by a value of τ = 0.02nm, corresponding to a strain increase 
of ∆ε = τ/Lo. The coordinates of all atoms within the cell are then rescaled to fit the 
new geometry and the system is subjected to equilibration under the NLiPjPkT 
ensemble, in which the cell length in the deformed direction i is fixed and the two 
lateral sides j and k are kept at atmospheric pressure. The equilibration time for each 
elongation step is 100 ps, corresponding to a stretching velocity of 0.2m/s. 
 
Bulk epoxy is a brittle thermosetting polymer composed of hard and soft local zones at 
the macroscale. Under loading, the soft zones would experience much larger strain, 
leading to earlier local failure. Thus, it is difficult to use molecular models to study the 
ultimate strength and failure mechanisms based on the framework of a nanometer scale 
representative volume element (RVE). In this work, a tensile strain limited to 4.3% is 
applied to the molecular models to obtain information on their elastic constants. The 
stress component in the deformed direction and the lateral shrinkage of the cell are 
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                                                                                     (2.4) 
                                                                                     
 
Here,  is the strain applied in the deformed direction and  is the resulting normal 
stress component.  and equal to atmospheric pressure and are negligible. 
and are the lateral strains. In order to validate the model is isotropic, axial tension 
is performed in three directions to check that the moduli in three orthogonal directions 
are similar. This also suggests that the model N80_40 is large enough. The Young’ 
modulus and Poisson’s ratio are reported using the average of the values in three 
directions.  
  
Figure 2.10 shows the elastic constants of N80_40 models with different crosslinking 
degrees α. The elastic constants are averaged from three independent models. The 
Young’s modulus E increases with α and falls within the range of ~1.5 to ~3.5 GPa. 
Two experimental results on the same system [97, 98] and two MD simulation results 
on similar systems [89, 90] are also presented for comparison. Generally, the trend that 
E rise as a function of α  agrees well with previous observations in experiments [95, 99] 
when α is within ~70%. Interestingly, the Poisson’s ratio initially decreases slowly 
with increasing α and then decreases rapidly when α rises from 50% to 70%. The 
decrease in the Poisson’s ratio is attributed to the formation of crosslinked networks 
that restrict lateral shrinkage. Low crosslinked systems can be regarded as 
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agglomerations of small resin and hardeners molecules; hence, the molecules have 
greater mobility for shrinkage in lateral directions.  
 
 
Figure 2.10 Young’ modulus and Poisson's ratio versus the crosslinking degree. 
 
Uncharactericstically low values of Young’s modulus (1.1GPa) and Poisson’s ratio 
(0.05) are obtained for α = 80%. This phenomenon has also been reported by Clancy et 
al. [80], in which their model with α = 86% is even softer than that with α = 80%. The 
authors attributed it to statistical error. Based on the results of our simulation, it seems 
possible that when α is unrealistically high, the newly formed topology will not be 
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sufficiently relaxed even after energy minimization, leading to high internal stresses 
within the cell. When the system is subjected to the NPT ensemble for relaxation 
before the production stage, the model will expand under atmospheric pressure, as 
shown in Figure 2.5 (d). This expansion results in dramatic decrease in the mechanical 
properties. It is worth noting that these unrealistic molecular configurations will be 
observed only when the models are large enough. In small models, high crosslinking 
degree will be easily achieved with small reaction distances and its influence on the 
molecular distribution may not be easily identified.  
 
2.4.7 Material Property Dependency on Crosslinking Degree  
 
It is observed that Tg and Young’ modulus increase with increasing crosslinking degree. 
This is because the crosslinked networks could influence the molecular weight 
distribution, which in turn lead to different material properties. 
 
During the curing process, the resins and hardeners are gradually connected together 
by the crosslinking bonds resulting in an increase in molecular weight. When α  is 
relatively low, the models resemble a compound of small resin and hardener molecules 
and they are able to adjust their positions easily in response to applied strains. Thus, 
these models are compliant and viscous. However, the development of crosslinked 
networks lead to the formation of large molecules composed of many resin and 
hardener molecules linked together by the crosslinking. The presence of these large 
molecules throughout the cell would form cage-like architectures and behave much 
stiffer than the small oligomers and are responsible for the increase in Young’ modulus. 
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The Tg is also influenced by the molecular weight. The Flory-Fox equation [100] 





KT T M∞= −                                                                                                              (2.5) 
 
where Tg,∞ is the maximum glass transition temperature that can be achieved for a 
system with theoretically infinite molecular weight and K is a constant related to the 
‘free volume’ in the polymer sample. However, this equation is limited to 
thermoplastic polymers, such as polyethylene, polystyrene and Nylon, which have 
relatively narrow ranges of molecular weight distribution. Thus, this theory is not 
suitable for the epoxy system, which has a wider range of molecular weight 
distribution because of crosslinking. The crosslinking leads to the formation of a main 
network structure, which possesses the largest molecular weight (LMW) in the system. 
The smallest molecular weight (SMW) corresponds to the molecular weight of an 
uncrosslinked hardener. Take the model N80_40 with α = 70% as an example, the 
LMW is close to 25000 while the SMW is less than 200. The ratio of LMW to SMW 
would be much larger for real bulk epoxy due to its larger network structure.  
 
Even though there is no established theory to directly estimate the Tg of the resin-
hardener compound system with complex networks, it is clear that the molecular 
weight distribution will significantly influence the variation in Tg. The LMWs of the 
three systems are shown in Figure 2.11. It is found that the LMW increases more 
rapidly when α is above 40%. That is why the Tg increases by 7.6K only when 
nM
Chapter 2     Crosslinked Networks of Epoxy Systems 
47 
α increases from 10% to 30% whereas an increase of 29.6K is observed when α rises 
from 50 % to 70% (see Figure 2.9). 
 
 
Figure 2.11 Largest molecular weight (LWM) as a function of crosslinking degree. The dashed lines 
show the crosslinking degree limit 
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2.5 Conclusion  
 
Molecular dynamics simulations on models of epoxide-amine systems 
(DGEBA+DETDA) suggest that there is a limit to the degree of crosslinking. This 
limit is estimated to be about 70% and it may vary with stoichiometric ratio. An 
analysis of the radial distribution function (RDF) showed that when the degree of 
crosslinking degree is above 70%, the molecular configuration of the model becomes 
non-physical and results in isolated clusters of atoms. It should be emphasized that this 
phenomenon can be observed more readily if the molecular model is large enough. The 
methodology to predict the topological crosslinking limit in this work is also 
applicable for any other material with crosslinked networks. The glass transition 
temperature and elastic constants of DEGBA+DETDA were also calculated and they 
are found to be dependent on the crosslinking degree. Generally, high but realistic 
crosslinking degree (below the limit of 70%) leads to an increase in Tg and stiffer 
behavior. The dependence of these predicted material properties on the crosslinking 
degree is attributed to the change of the molecular weight distribution during curing 
process.  
 










In this chapter, molecular dynamics (MD) simulations of clay particles and associated 
interfaces are presented. Their molecular models are constructed and appropriate force 
field is selected with care to predict their basic mechanical properties. To be specific, 
the elastic constants of individual silicate sheet as the basic unit of clay particles are 
predicted and the results compare well with previous MD simulations and available 
empirical values. The associated interfaces including gallery interface and matrix 
interphase are subjected to Mode I tension to mimic the splitting failure. The splitting 
failure is characterized by a traction-separation law, in which several key parameters 
including peak strength, fracture energy and final splitting separation distances are 
qualified. In all, the MD simulation results would lay the basis for material 
parameterization in continuum modeling of polymer-clay nanocomposites (PCN). 
 
3.1 Molecular Models  
 
The clay particle studied in this works refers to organic montmorillonite (OMMT) that 
is obtained by treating the pristine MMT with organic surfactants. The clay particle has 
a multi-layer structure composed of stacked silicate sheets and organic galleries.  




Figure 3.1 Molecular models of (a) silicate sheet as the basic unit of MMT, (b) organic surfactant. 
 
Figure 3.1 (a) shows the crystal lattice of silicate sheets. The chemical composition of 
silicate sheets is very complex. Single silicate sheet is composed of one octahedral and 
two tetrahedral layers stacked together. The molecular model is adopted from Heinz’ 
work [101-103] and its dimensions are 2.7nm×2.6nm×0.95nm. The silicate sheet is 
characterized by negative charges, which come from the substitution of low-vacancy 
metal cations (Si4+->Al3+ in tetrahedral layer or Al
3+->Mg2+ in octahedral layer). For 
pristine MMT, the negative charges are compensated by interlayer cations, such as K+ 
and Na+. For OMMT, the negative charges are compensated by these surfactants 
molecules, which replace the cations during the process of organic treatment. The 
amount of cation substitution of silicate sheets play important role in their material 
behaviors as it directly determines the amount of surfactants adsorbed on the silicate 
surface and hence determines the thickness of the organic gallery. The amount of 
cation substitution is characterized by the cation exchange capacity (CEC), which is 
defined as the maximum amount of cations that the mineral is capable to hold at a 
given PH value. In this work, following the suggestion by Heinz, 10 Al3+->Mg2+ 
substitutions in the octahedral layer are considered and the corresponding cation 
exchange capacity (CEC) equals to 91 mequiv/100g, making the model close to 
representing the clay product from Southern Clay Products, Inc, US [104]. The 
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chemical composition of the corresponding model is 
Na0.333[Si4O8]Al1.667Mg0.333O2(OH)2.  
 
Figure 3.1 (b) shows the molecular structure of the organic surfactant. It is selected 
from a group of small organic molecules with particular functional groups of one 
positive charged ammonium head group (NH3+) and at least one alkyl chain (Cn). The 
function of the ammonium head group is to replace the cations (such as K+ and Na+) 
and help the surfactants being adhered to silicate sheet surface. The function of the 
alkyl chain is to improve the compatibility between silicate sheet and matrix polymer, 
in order to achieve better dispersion with higher exfoliation degree. 
 
3.2 Force Field: PFF_CVFF 
 
Molecular dynamics (MD) simulation is a force field based numerical method and the 
force field is essential for the predicted material properties. In last decades, many force 
fields, such as Consistent Valence Force Field (CVFF)[105], Polymer Consistent Force 
Field (PCFF)[106], Chemistry at Harvard Macromolecular Mechanics 
(CHARMM)[107], Assisted Model Building with Energy Refinement (AMBER) [108] 
and Groningen Machine for Chemical Simulation (GROMACS)[109], have been 
developed with particular interests for organic molecules, especially these bio-systems. 
However, the silicate sheet of clay particle has complex crystal structure and it makes 
the aforesaid force fields unsuitable. Moreover, some elements such as Na, Al, Si, and 
Mg those are uncommon for organic molecules appear in the silicate sheet and they 
require additional parameters for a full atomic simulation. 
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Many efforts have been made to develop a suitable force field for modeling the layered 
silicate sheet. A fundamental issue is whether to treat the silicate sheet in a rigid 
framework, or allow the flexibility of bonds, angles, torsion angles, and out of plane 
angles of the crystal lattice. The molecular model in a rigid framework requires less 
computational resource and is easy to parameterize because only the non-bond 
interactions are involved. However, such a rigid framework is inherently limited 
because of the immobility of lattice atoms and hence only some simple structural and 
thermodynamic properties can be studied. For example, Skipper et al. [6] employed the 
rigid framework in Monte Carlo (MC) simulation to study the swelling behaviors of 
hydrated MMT.  
 
To model the silicate sheet in a flexible framework is necessary for predicting their 
mechanical properties and it becomes possible nowadays due to the rapid advancement 
in computational resource. In a flexible framework, the crystal lattice of silicate sheets 
is treated as same as organic molecules by the representations of bonds, angles, torsion 
angles, and out of plane angles. In this way, the layered silicate and other organic 
molecules would be simulated simultaneously in a united framework, sharing the same 
force field. Such a framework makes the MD simulations of organic-inorganic hybrid 
systems more convenient. For example, Teppen and coworkers [110] derived the bond 
parameters for layered silicate. The bond stretching and three-body parameters were 
adapted from the general parameters of the all-purpose force field (CFF91). However, 
their force field still cannot produce satisfactory results because the assignment of 
partial charges around cation substitutions was not well addressed. Later, Heinz and 
coworkers [101-103] developed a force field based on CFF91 as well and they derived 
the atomic charges based on atomization enthalpies, ionization potential, and 
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comparison to experimentally available electron deformation densities [111]. 
Furthermore, they also derived parameters for the elements of Na, Al, Si, and Mg and 
successfully integrated them into the existed force field CVFF. They named the new 
version CVFF as Phyllosilicate Force Field embedded in the Consistent Valence Force 
Field (PFF_CVFF). The functional form used in PFF_CVFF is shown as follows: 
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The above expression can be divided into two parts: valence terms (including diagonal 
and off diagonal cross-coupling) and non-bond interactions terms. The valence terms 
represent internal coordinate of bond ( b ), angle (θ ), torsion angle (φ ) and out of 
plane angle ( χ ). The cross-coupling terms include the combination of two or three 
internal coordinates. The non-bond interactions include a Lennard-Jones 12/6 (LJ 12/6) 
function for the van der Waals (vdW) force and a Coulombic function for electrostatic 
interaction. 
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Table 3.1 shows the parameters extended by Heinz et al., with which the PFF_CVFF 
becomes suitable for most organic-inorganic systems and it will be used in this work 
for modeling silicate sheets and associate interfaces. 
 









K +1.0 380 0.2 
Na +1.0 310 0.06 
Si_surface +1.1 400 0.05 
Al_surface +0.8 420 0.05 
Al_octahedral +1.45 420 0.05 
Mg_octohedral +1.1 420 0.05 
O_surface 
-0.55   
  (-0.783 if  bonded  Al) 
350 0.025 
O_apical 
-0.75833   




  (-0.79166  if bonded to Mg) 
350 0.025 






2[kcal/(m l ]Åo )⋅  
All bonds between Si, O, Al, Mg Values from Ref  30 860 
O-H 92.9 990 





2[kcal/(mol rad )]⋅  
All angles between Si, O, Al, Mg Values from Ref 30 340 
H-O-Al 116.2 23 
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3.3 Elastic Constants of Silicate Sheets 
 
The clay particle acts as reinforcing filler and its basic unit is silicate sheet. The 
mechanical properties of this silicate sheet are important input parameters for modeling 
the mechanical properties of PCN. However, due to the nature of nanosized 
dimensions of single silicate sheet, experimental measuring tools are highly limited on 
such length limit; instead, molecular dynamics (MD) simulation serve as an effective 
tool to estimate the basic mechanical properties of such nano-structure. As silicate 
sheets have extremely small dimensions, it is unlikely they would fracture. Therefore, 
only the elastic constants of silicate sheets are required in studying the macroscopic 
behaviors of nanocomposites.  
 
 Figure 3.2 Periodic cell model of three silicate sheets stacked. 
 
The silicate sheet may exist as single layer or stacked ones depending on the status of 
exfoliation and intercalation. The thickness of single silicate sheet is only about 1nm; 
however, there is a basic requirement for MD simulation that the any dimension of the 
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periodic cell of the molecular model should be larger than twice cut off radius of non-
bond interaction (rcut off = 10 Å) to avoid the self-image effect. Therefore, the single 
silicate sheet is replicated three times in the Z direction to form a stacked model as 
shown in Figure 3.2. The model is subjected energy minimization, followed by an 
equilibration of NVT ensemble for 2ns and a stress relaxation of NPT ensemble for 
5ns before the production stage. 
 
To predict the elastic constants, three uni-axial tensions and three simple shears are 
applied on the periodic cell. The tensile and shear strain is set to be 1% and the 
resulting stress components are computed using the Virial theorem [112]. The uni-
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It is seen that the off-diagonal components are small and negligible, suggesting that the 
matrix is symmetrical. This symmetry reduces the number of independent constants 
from 36 to 21. Furthermore, the matrix also shows symmetry in the X and Y directions; 
thus, the model is regarded as transversely isotropic or polar anisotropic. The number 
of independent constants is further reduced to 5. Five independence elastic constants 
that defining the stiffness of silicate sheets with transversely isotropic symmetry are 
obtained from the stiffness matrix and shown in Table 3.2. Previous MD simulations 
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results as well as that by an empirical calculation proposed by Evans and Chen [113] 
are also presented for comparison. 
 
Table 3.2 Summary of elastic constants of silicate sheets obtained by different methods. 
 MD simulation on silicate sheet Empirical methods  
 This study Zartman [114] Rutledge [115] Suter [116] Based on modulus-density 
relations [113] Force field PFF_CVFF PFF_PCFF CVFF ClayFF 
Ex=Ey 430.9266 400 400-420 230 178-265 (averaged in three 
directions) Ez 31.4 32 3901
 
－ 
Gxz=Gyz 3.2 2-2.5 － － － 
vxz=vyz 0.0001 － － － － 
vxy 0.1459 － － － － 
1 In Rutledge’s simulation, the calculation is based on a single silicate sheet without periodic boundary 
conditions in Z direction. The load is applied by adding force on the surface atoms directly and the 
shrinkage of the thickness is measured. In this way, the vdW gap between two adjacent silicates is not 
included; thus, the Ez in their model is higher than other works.  
 
It is seen that the stiffness predicted by PFF_CVFF, PFF_PCFF and CVFF is higher 
than that obtained by ClayFF and this may be caused by different functional forms 
used in different force fields. It is also interesting to note that the zE predicted by MD 
simulation is much lower than the in-plane moduli  and x yE E  and this is attributed to 
the soft vdW gap between adjacent silicates.  and x yE E  predicted by MD simulation 
are much higher than the modulus predicted by the empirical method by Chen [113], 
which is based on the modulus-density relationship. The difference is caused by the 
fact that MD simulation actually considers a series of silicates with infinite in-plane 
dimensions parallelly stacked together while the empirical method is based on bulk 
particles that can be regarded as a random aggregate with silicate sheets. If the moduli 
by MD simulation are averaged in three directions, it will yield a value of 297.7GPa, 
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which is close to the empirical result. Single silicate sheets are transversely isotropic as 
predicted by the MD simulations. However, it is difficult to define local coordinates 
for the randomly distributed particles in a continuum model; thus, the silicate sheet is 
usually modeled as isotropic [117-119] and its in-plane moduli x yE E=  and Poisson's 
ratio xyv are used for material parameterization. 
 
3.4 Associated Interfaces 
 
The superior material properties of PCN are usually attributed to the ultra high 
interface/volume ratio resulting from the nanometer scale dimensions of clay particles. 
However, the behaviors of these interfaces are not well understood and characterized 
because of the breakdown of traditional micromechanical tools and lack of 
experimental techniques at such length scale.  
 
MD simulations are now routinely employed to study phenomena on the molecular 
level and quantitatively predict physical properties of nanometer sized constituents. 
For example, Tanaka [120] and Fermeglia [121] calculated the binding energies 
between surfactants, silicate sheets and Nylon chains and they tried to build a 
connection between binding energies and interfacial strength using the Griffith 
criterion based on the assumption that the binding energy between the silicate sheet 
and other molecules equals to the fracture energy needed to split the clay-polymer 
interface. Toth et al [122] followed an analogous approach and concluded that organic 
surfactants would enhance the binding energy between clay particles and organic 
polymers. Zhang and co-authors [123] also calculated the binding energies between the 
clay particle and surrounding polymers and proposed that high interfacial binding 
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energy is responsible for high mechanical performance of nanocomposites. These 
previous works aim to establish a correlation between the binding energy profiles and 
the overall mechanical performance of nanocomposites. However, there are no direct 
evidences or theories to support the hypothesis. 
 
Whether high binding energy between clay particles and surrounding polymers 
necessarily means high mechanical strength of the interface is important yet not well 
addressed.  Figure 3.3 (a) shows a typical two-phase interface. The binding energy 
[120-123] between phase A and phase B is calculated as following:  
 
Binding A_isolated B_isolated AB_interface= +E E E E−                                                                          (3.3) 
 
The binding energy represents the energy that is required to separate the interfaces. 
This is true only if the fracture surface exactly passes along the phase boundary as 
illustrated in Figure 3.3(a). For an interface consisting of multiple phases as an 
example in Figure 3.3 (b), the binding energy between any two phases can still be 
easily calculated using the above formula. However, it is difficult to correlate the 
binding energies with the overall performance of the interface as the fracture surface 
may not exactly follow the phase boundary and may even pass through these phases. 
Binding energy actually represents the energy difference between two individual 
phases and the combined interface under equilibrium condition. It is a term that 
indicates how tough the interface is rather than how strong it is, whereas the 
mechanical strength of an interface might be governed by the evolution of molecular 
configuration during the failure process.  
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Figure 3.3 Schematic illustrations of (a) two-phase interface and (b) multi-phases interface.    
 
Therefore, the concept of binding energy may not be suitable for the characterization 
of complex interfaces in nanocomposites as most of them possess complex phases with 
various molecules. A different approach should be proposed for the mechanical 
characterization of these interfaces, providing a basis for their material 
parameterization in continuum modeling of nanocomposites. In general, the interfaces 
in PCN would be divided into two types: gallery and matrix interphase as 
schematically illustrated in Figure 1.2. These two types of interfaces will be 
investigated in following sections. 
 
3.4.1 Gallery Interface 
 
The gallery interface is defined as the interlayer region between two stacked silicate 
sheets.  Such interfaces only exist in intercalated particles. The gallery interface is 
characterized by the d-spacing (also known as basal plane spacing) defined as the 
distance from a certain plane of one silicate sheet to the corresponding plane of another 
parallel one.  The value of the d-spacing is the sum of the thicknesses of one silicate 
sheet and one organic gallery. Experimental techniques such as the wide angle X-ray 
scatting (WAXS) are used to measure the d-spacing and many studies show that the d-
spacing is in the range of 1 to 4 nm [124-125] depending on the extent of intercalation.  
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Figure 3.4 Molecular model of gallery interface. The in-plane dimensions are 2.7nm×2.6nm.  The epoxy 
molecules are displayed using stick model and the surfactants are displayed using ball-stick model.  
 
A typical gallery interface consists of two adjacent silicate sheets, surfactants and 
intercalated epoxy molecules. Figure 3.4 shows the molecular model of gallery 
interfaces. Periodic boundary conditions (PBC) are applied in the in-plane (X and Y) 
directions to replicate the large aspect ratio of clay particles whose in-plane 
dimensions are from several hundred nanometers to several millimeters. PBC is also 
employed in the Z direction in order to mimic the stacking situation in the normal 
direction. A single periodic cell includes a silicate sheet, 10 surfactants, 10 resins and 5 
hardeners molecules. The silicate sheet is characterized by 10 negative charges 
resulting from cation substitutions. The negative charges are compensated by the 10 
surfactants, each with an ammonium head groups possessing a positive charge. It 
should be pointed out that the surfactant molecules are placed close to the silicate 
surface because they have been strongly adsorbed on the surface during organic 
treatment before dispersing clay particles into epoxy matrix. The corresponding d-
spacing of this model after stress relaxation is 2.95nm, which falls in the range of 
experimental values. 
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Initially the model is subjected to NPT ensemble for 5ns to release the internal stress 
before applying tension. This gallery model is subjected to Model I splitting loading to 
obtain the traction-separation relation. Within each tensile step, the cell length in Z 
direction is elongated by a value of 0.05nm=τ  and the coordinates of all atoms within 
the cell are rescaled to fit the new geometry followed by a equilibration of the 
i j kNL P P T ensemble, in which the cell length in the deformed direction i  is fixed while 
the two lateral sides j  and k  are kept at atmospheric pressure (negligible compared to 
the traction stress). The equilibration time for each step is 250 ps corresponding to a 
stretching velocity of 0.2m/s. The normal traction stress σ  is calculated using the 
Virial theorem [112] throughout the whole periodic cell and is time-averaged over the 
latter half of the equilibrium interval. It is recorded versus the separation distance δ  to 
derive the traction-separation curve. 
 
Figure 3.5 shows the traction-separation curve of the gallery interface. The traction 
stress σ initially increases rapidly and reaches the maximum value of 99.87MPa when 
δ is 0.25 nm in Figure 3.6(b). The maximum traction stress is defined as peak strength 
T  and this value is usually used to parameterize the damage initiation criterion in 
continuum modeling. At the early stage, the increase in traction stress mainly results 
from the adjustment of the equilibration positions of atoms by the van der Waals and 
electrostatic interaction. The slippage and repetition of backbones as well as side 
chains are not expected. Beyond the peak stress, the traction stress begins to decrease 
gradually due to the debonding between surfactants and epoxy molecules as observed 
in Figures 3.6(c) and (d). It should be noted that during the debonding process the 
ammonium head groups of surfactants remain adhered to the silicate surface and the 
alkyl chains are stretched by the epoxy molecules. The strong adhesion between 
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ammonium groups and silicate sheets is due to the opposite charges that they possess. 
The interaction between alkyl chains and epoxy molecules is relative weak as this 
interaction is mainly governed by van der Waals force. Such phenomenon indicates 
that surfactants-epoxy boundary is the weakest region. Consequently, the fracture 
surface passes through this region. With further debonding between surfactants and 
epoxy molecules, the traction stress decreases and finally drops to zero when δ  
reaches about 2.3nm. At that displacement, the alkyl chains are totally pulled away 
from the epoxy molecules.  
 
The area under the traction-separation curve is defined as fracture energy Γ  and this 
value is often used for parameterization of post damage evolution in continuum 
modeling. The fracture energy for gallery interface is calculated to be 20.084 J/m , 
several orders lower than those in bulk material [126] and macroscale interface testing 
[127]. The difference is because the separation distance of the gallery failure of this 
work is only 2-3nm while the separation distances in macroscale samples are usually 
on the order of millimeters. Thus, the ultra low fracture energy in this work is only for 
nanosized interfaces. 
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Figure 3.5 Traction-separation curve of gallery interface during Mode I splitting deformation. 
 
 
Figure 3.6 Molecular configuration evolution of gallery interface in splitting deformation. 
 
3.4.2 Matrix Interphase 
 
For both intercalated and exfoliated clay particles, the outer surfaces of silicates sheets 
are in contact with matrix phase and these regions are defined as the matrix interphase. 
Figure 3.7 shows the molecular model of a typical matrix interphase containing 5 
surfactants, a silicate sheet, 5 surfactants and a thick epoxy matrix layer stacked in 
sequence.   
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It should be emphasized that two vacuum layers of 20nm are padded on two sides of 
the periodic cell to eliminate the effect of self-images and mimic the non-stacking 
situation. In order to apply mode I loading on this matrix interphase model, the bottom 
surfactants plus the silicate sheet and faraway epoxy matrix are defined as two rigid 
blocks while leaving middle part unconstrained. 
 
 
Figure 3.7 Molecular model of matrix interphase. The in-plane dimensions are 2.7nm×2.6nm. The 
epoxy molecules are displayed using stick model and the surfactants are displayed using ball-stick 
model.  
 
Mode I loading is also applied in a stepwise fashion. For each step, an opposite 
displacement (-0.05 nm, 0.05 nm) is applied to the bottom and top rigid blocks 
respectively and the middle mobile zone is then equilibrated for 500ps. This loading is 
continued until the separation of the top and bottom halves occurs. The traction stress 
is calculated using Virial theorem throughout the middle mobile zone only.  
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Figure 3.8 shows the curve of traction stress versus separation distance for the matrix 
interphase surrounding the clay particle. The traction stress initially increases and 
reaches a peak value of about 131 MPa. This is higher than the gallery interface peak 
stress and could be a reflection of the difference between confined and unconfined 
systems. After that, the traction stress begins to drop because of the debonding 
between surfactants and epoxy molecules and finally approaches zero when the 
separation distance δ  is about 2.25 nm. The fracture energy is calculated to be 0.1266 
2J/m  and is also higher than that of the gallery interface.  
 
Figure 3.9 shows the molecular configuration of the matrix interphase as it is breaking 
up. It is found that the fracture occurs between the surfactants and epoxy layer. The 
ammonium groups remain adhered to the silicate surface as the alkyl chains are being 
stretched and then released after the peak stress value is attained. This failure 
mechanism is similar to that observed in the gallery interface. 
 
 
Figure 3.8 Traction-separation curve of matrix interphase during Mode I splitting deformation. 
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Figure 3.9 Molecular configuration evolution of matrix interphase in splitting deformation. 
 
3.4.3 Density Profiles 
 
The increase in the traction stress in the early stage mainly results from the van der 
Waals and electrostatic forces. A measure of the contribution of these non-bond 
interactions is the local molecular density. This density distribution is investigated to 
understand why the matrix interphase exhibit higher peak strength and fracture energy 
than the gallery interface as reported in previous sections. 
 
Figure 3.10 shows the density profiles of both interfaces. It is seen that the density of 
the organic gallery is about 30.76g/cm , which is much lower than that of the matrix 
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interphase. The low density of the gallery interfaces is likely responsible for its lower 
peak strength as well as fracture energy. The low density is attributed to nano-
confinement effects of the gallery sandwiched between stacked silicates. As the gallery 
thickness is only several nanometers, polymer chains cannot relax and extend 
sufficiently. This especially affects epoxies because the crosslinked networks are not 
flexible. The proposal of nano-confinement effects is further supported by the 
comparison in Figure 3.10(b). It shows that the density of the polymer near the silicate 
sheets is also slightly lower than that far away from the interphase. In addition, no 
obvious layering configuration is observed in the polymers near the silicate sheet. 
 
 
Figure 3.10 Density profiles of gallery interface and matrix interphase in the normal direction. 
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3.4.4 Effects of the Surfactant on Interfacial Behaviors 
 
For both the gallery interface and matrix interphase around the clay particulates, the 
fracture surfaces are found to be between surfactants and epoxy molecules and the 
failure process is characterized by the stretching of the alkyl chains and continuous 
debonding. It is evident that the alkyl chain plays an essential role in the interfacial 
failure.   
 
Several surfactants with alky chains of different lengths are examined. Table 3.3 
summarizes the key features of these traction-separation curves in both gallery 
interfaces and matrix interphase. For the gallery interface, the peak strength generally 
falls in the range of 80-100MPa and it is highest when the number of carbon atoms of 
the alkyl chains is 18. The fracture energy is dominated by the final separation distance 
which increases with the alkyl chain length. Since failure is an energy adsorbing 
process, this suggests that alky chain length plays an important role in determining the 
amount of energy adsorbed. For the matrix interphase model, the highest peak strength 
appears in the C_12 model and reaches higher than 140MPa. The fracture energy and 
separation distance again increase with the alkyl chain length, similar to the gallery 
interface model. Overall, the dependence of the feature parameters on the alkyl chain 
length suggests that that modifying the molecular structure of surfactants might be an 
effective way to control the interfacial behaviors and consequently influence the 
material properties of nanocomposites at the macroscale.  
 
Toth et al [122] calculated the binding energies of many systems and concluded that 
shorter alkyl chains were more effective in producing higher binding energies between 
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clay particles and the surrounding polymers, resulting in high mechanical properties 
[123]. In our work, however, it is shown that shorter alkyl chains actually lead to lower 
peak strength and fracture energy, suggesting that the concept of binding energy may 
not be suitable for characterizing the mechanical properties of multi-phase interfaces. 
Investigating the entire splitting process could serve as a more effective way to 
estimate the overall strength and toughness of such complex interfaces.  
 
Table 3.3 Features of tractions separation curves with different alkyl chain lengths. 
 
Alkyl chain of 
surfactants  
Gallery interface Matrix Interphase  
(MPa)T  
2(J/m )Γ  Failure ( )nmδ  (MPa)T  
2(J/m )Γ  Failure ( )nmδ  
C_6 93.45 0.0495 1.25 137.34 0.0767 1.30 
C_12 96.53 0.0748 1.70 144.59 0.0902 1.80 
C_18 99.87 0.0840 2.30 131.07 0.1266 2.40 
C_24 88.2 0.1217 2.70 137.41 0.1508 2.90 
C_30 83.06 0.1324 3.50 122.76 0.1764 3.70 
 PS: C_N, where N is the number of carbon atoms in the alkyl chain of surfactants. 
 
3.4.5 Binding Energy and Fracture Energy 
 
For the gallery interface model, the binding energy cannot be appropriately calculated 
due to the presence of self-imaging. For the matrix interphase model, the self-imaging 
effect is eliminated by padding two vacuum layers on two sides. Following the idea of 
binding energy as a static calculation, the fracture path that separates the system into 
part A and part B is not determined. Here, two cases that the fracture surface may pass 
through silicate/surfactants boundary (case I) and surfactants/epoxy boundary (case II) 
are considered. The corresponding binding energies of the two cases in five models are 
calculated and compared with the fracture energy obtained by Mode I loading in Table 
3.4.  
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Table 3.4 Comparison between binding energies and fracture energies for the matrix interphase model. 
 
Alkyl chain of 
surfactants  
Binding energy 2Binding (J/m )E  Fracture energy  
2(J/m )Γ  
Case I  Case II  
C_6 0.2382 0.1561 0.0767 
C_12 0.2124 0.1375 0.0902 
C_18 0.2459 0.1389 0.1266 
C_24 0.2338 0.1987 0.1508 
C_30 0.2776 0.1942 0.1764 
PS: the binding energy is normalized by the cross section area of the periodic cell.  
 
It is seen that the binding energy for the case II is always higher than that of the case I, 
which means that the adhesion between surfactants and epoxy molecules are weaker 
than that between silicate and surfactants. This agrees well with the observed 
phenomenon in Mode I loading that the surfactants remain adhered to the silicate 
surface and the tails are stretched by the epoxy and finally separated from the epoxy 
molecules.  
 
It is clear that the binding energy depends on the fracture surface defined in the 
calculation. However, for complex interfaces with multi-phases, it is difficult or even 
impossible to define the specific fracture surface that corresponds to the lowest binding 
energy. Besides, it is found that the binding energies are insensitive to the alkyl chain 
length as their values are largely dependent on the local molecular density near the 
fracture surface, which is not strongly affected by the alkyl chain length. However, the 
fracture energy is obviously sensitive to the alkyl chain length as it is dominated by the 
final separation distance that is controlled by the alkyl chain. The longer the alkyl 
chain it is, the higher fracture energy that the interface possess. This again indicates 
that binding energy is not suitable for mechanical characterization as its value do not 
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reflect the influence of local molecular structure on the mechanical behaviors of 
complex interfaces.  
 
3.4.6 Strength of Gallery Interface, Matrix Interphase and Bulk Matrix 
 
As introduced in Figure 1.2, the polymer-clay nanocomposite consists of four basic 
constituents. When a macroscale sample is subjected to loading, the silicate sheet is 
unlikely to fail due to its perfect crystal structure with ultra high stiffness and strength. 
The possible failure regions would be within the other three.  
 
 
Figure 3.11 Strength comparison of gallery interface, matrix interphase and bulk matrix. 
 
Figure 3.11 compares the traction-separation curves of gallery interface and matrix 
interphase as well as the stress-strain curve of bulk epoxy. The peak strengths of 
gallery interface and matrix interphase regions are both lower than that of bulk epoxy, 
suggesting that that damage is more likely to initiate in gallery interface or matrix 
interphase rather than the bulk matrix domain if stress concentration is not considered. 
In actual composites, the stiffness mismatch between rigid silicate sheets and 
surrounding polymers leads to higher localized stress, which would advance the 
damage in gallery interfaces or matrix interphases. This comparison provides a simple 
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yet effective reference for predicting the weak zones in PCN. For accurate 
identification of damage initiation, continuum model of PCN with micro-structural 




Molecular dynamics (MD) simulations were used to investigate the silicate sheet of 
clay particles and associated interfaces. The elastic constants of silicate sheet as the 
basic unit of reinforcing clay particles were predicted using MD simulations and the 
results are in good agreement with previous MD studies and slightly higher than these 
by empirical methods based on modulus-density relation. Only more advanced 
experimental techniques in future will be able to test single silicate sheet and provide 
validations for these numerical and empirical results. 
 
Mode I loading as an alternative to binding energy was proposed to characterize the 
mechanical behaviors of complex interfaces with multi-phases. The resulting traction-
separation relations are used to characterize the failure process of these interfaces in 
terms of quantifiable parameters including peak strength, fracture energy and final 
separation distance. These parameters are useful for progressive damage techniques in 
continuum modeling, for example, the cohesive zone model (CZM). 
 
The gallery interface and matrix interphase - two typical types of interfaces in PCN - 
were investigated. It is found that the peak strength and fracture energy of the matrix 
interphase are generally higher than those of the gallery interface. This is explained by 
comparing their density profiles near the silicate sheet. It is further found that the 
Chapter 3     Clay Particles and Associated Interfaces 
74 
energy absorbed during the interfacial failure process highly depends on the alkyl 
chain length of surfactants. This suggests a mean for tailoring macroscale properties of 
nanocomposites via modifying the structures of surfactants on the molecular scale.  
 










This chapter proposes a general particle packing code named ‘Nano_RVE3D’ that can 
build the representative volume element (RVE) model of particle reinforced 
composites. This code can handle particles of various shapes and ensure they exactly 
follow geometric periodicity if they cross the RVE boundary. This code can also 
ensure no physical interpenetration between these inserted particles. An example study 
is conducted on disk-like particle for modeling polymer-clay nanocomposites (PCN) 
and the geometric model is implemented and meshed in the finite element software 
ABAQUS. In order to load the RVE model, a novel constraining strategy based on 
surface nodes is proposed to fulfill common loading modes while maintaining periodic 




The chapter 2 and 3 focus on MD simulations of individual constituents in PCN and all 
these molecular models are limited to nanometer scale. In order to gain computational 
analysis of mechanical behaviors of PCN on continuum level, the representative 
volume element (RVE) based on homogenization schemes is usually introduced to 
Chapter 4     ‘Nano-RVE3D’ and Representative Volume Element 
76 
take into account of the micro-structure factors, such as exfoliation degree, particle 
size, volume fraction. The concept of RVE is originally proposed by Hill [46] and it is 
based on the assumption that it is possible to replace the heterogeneous material with 
an equivalent homogeneous material by taking the average of material properties 
throughout the RVE domain. With appropriate boundary conditions and loading modes, 
such RVE model would enable us to use a computationally practicable model to 
represent an infinite medium and study its mechanical properties at the macroscale. In 
this section, a general procedure is proposed for constructing such RVE models. It 
involves three main steps: (i) development of a particle packing code ‘Nano-RVE3D’, 
(ii) finite element implementation and (iii) periodic boundary conditions. 
 
4.2 Particle Packing Code ‘Nano_RVE3D’ 
 
4.2.1 Flowchart of ‘Nano_RVE3D’ 
 
A code called ‘Nano_RVE3D’ was designed for distributing clay particles throughout 
the RVE domain. Figure 4.1 shows the flowchart of the code. It is based on the 
Random Sequential Adsorption (RSA) algorithm [128] and comprises the following 
steps. 
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Figure 4.1 Flowchart of particle packing code ‘Nano_RVE3D’. 
 
Firstly, the controlling parameters, such as RVE dimensions, geometric parameters and 
volume fractions of multiple types of particles are input. Secondly, the molds of RVE 
cell and all types of particles are built according to these parameters. Thirdly, an entity 
of the RVE with center at the coordinate origin is build, as well as an entity of the 
particle that is ready for packing.  Fourthly, the entity of the particle is moved to a new 
position with desired orientation following rotational angles ( )α, β, γ=θ and 
translational vector ( )x y zr r , r , r= , which are obtained using a random number 
generator. In order to ensure that the center of the particle after rotation and translation 
remains in the domain of RVE cell, the following requirement should be satisfied:  
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2 2 2 2 2 2x y zRVE RVE RVE/ , / , / , r L / , r L / , r L /α < π β < π γ < π < < <                (4.1) 
 
where RVEL  is the cell length of the RVE model. Fifthly, if the particle after rotation 
and translation crosses the RVE boundary, corresponding images of the particle should 
be added and considered to ensure geometric periodicity. The details are given in 
Appendix A. Otherwise, the images are not considered. The next step is to judge 
whether the newly inserting particle interpenetrate the existed ones and the detailed 
procedure is provided in Appendix B. If no interpenetration, the particle is accepted. If 
yes, this inserting particle is denied and the program will try next iteration. The 
program will continue until the volume fractions of all types of particles are satisfied 
or the maximum iteration loops are reached.  
 
4.2.2 Validation of ‘Nano_RVE3D’ 
 
Theoretically, the ‘Nano_RVE3D’ is designed to deal with particles of any shape if 
only they can be represented using a series of cubic sub-cells. In order to test the 
robustness of ‘Nano_RVE3D’, five types of particles with shapes of disk, tube, 
cuboids, sphere and spindle under low and high volume fractions are tested and their 
geometrical models are shown in Table 4.1. It is seen that these particles are well 
distributed without any physical interpenetration and the geometric periodicity is well 
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Table 4.1 Validation of ‘Nano_RVE3D’ by five types of particles of different shapes. 
Particle Shape 
RVE model length =800nm 
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4.2.3 Benchmark of ‘Nano_RVE3D’ 
 
When judging the physical interpenetration between two particles, the particles are 
represented using the concept of stencil that includes a series of sub-cells as explained 
in Appendix 2. The volume that occupied by the stencil is always larger than that of 
the original particle; thus, the achievable maximum volume fraction of the particle is 
related with the sub-cell size. 
 
Here, a benchmark study is conducted on the RVE model. The RVE size, particle 
geometry, and maximum iteration time are keep constants while the sub-cell size is 
different. Figure 4.2 shows the relation between the maximum volume fractions 
achieved and sub-cell size. It is seen that that generally smaller sub-cell size leads to 
higher maximum volume fraction. However, smaller sub-cell size requires more 
storage space and computational resource. Based on the balance between simulation 
requirement and available storage, a sub-cell size of 5 is adopted in following models. 
 
 
Figure 4.2 Benchmark studies of maximum attainable volume fraction versus sub-cell size. 
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4.3 Finite Element Implementation of RVE model 
 
In this work, the clay particle is modeled as disk-like particle [52, 53]. A RVE model 
containing randomly distributed disk-like particles is constructed to represent the PCN 
and it is transferred into the commercial finite element method software ABAQUS 
using the Python Development Environment (PDE). The meshing is completed in 
ABAQUS. Three dimensional four node linear tetrahedron elements labeled as C3D4 
are used for both matrix and particle phase. Figure 4.3 shows a typical finite element 
RVE model. It should be pointed out that the clay particle may be fully exfoliate or 
intercalated.  They are modeled as single silicate sheets or multi-layer structures 
respectively as illustrated in Figure 4.3.  
 
 
Figure 4.3 Meshed RVE model, matrix and disk-like particles. 
 
4.4 Periodic Boundary Conditions 
 
Particles follow geometric periodicity when they cross the RVE boundary; thus, any 
two opposite faces share identical geometric features. However, during the meshing in 
FEM, it is not guaranteed that the nodes on opposite faces would perfectly coincide 
with each other on two faces. These node mismatches present a particular challenge for 
maintaining periodic boundary condition during deformation. A node constraining 
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strategy based on simple triangular shape function is proposed by two FYP students 
[129]. 
 
4.4.1 Connecting Slave and Master Nodes 
 
The RVE is a cuboid.  The front, top, and right are defined as master faces while the 
back, bottom, and left are defined as slave faces as labeled in Figure 4.3. For any slave 
node S , its corresponding projection on the master face P  generally does not coincide 
with a master node there, but fall within a triangle enclosed by 3 master nodes of
 and i j kM ,M M , as illustrated in Figure 4.4. 
 
 
Figure 4.4 Schematic illustrations of a slave node and its projection enclosed by 3 master nodes on 
master face. 
 
Here, Y and Z are taken as in-plane directions and X is regarded as normal direction; 
essentially, the three directions are interchangeable. In order to maintain periodicity on 
two opposite faces, the coordinates of the slave node and three master nodes are tied 
together using the following equation set: 
 




S x P M M M
0 0 0
AA Ax L x x x x
A A A
+ = = + +                                                                      
i j k
ji k
S P M M M
0 0 0
AA Ay y y y y
A A A
= = + +                                                                             (4.1) 
i j k
ji k
S P M M M
0 0 0
AA Az z z z z
A A A





+ + =                                                                                                          (4.2) 
 
Here,  and x, y z are node coordinates. i jA ,A and kA are the areas of the three sub-
triangles in Figure 4.4(b) and 0A  is the sum of three. xL  is the RVE dimension in X 
direction. It is worth noting that for edge nodes, the equations are still applicable as 
one of i jA ,A  and kA  becomes zero. 
 
4.4.2 Implicit Loading Modes  
 
With the above node constraining equations, each slave surface node is actually tied to 
three master nodes implicitly. Three dummy nodes  and 1 2 3D ,D D  corresponding to the 
Y-Z, X-Z and X-Y planes respectively are introduced to load the RVE. They are tree 
virtual nodes outside of the RVE model and are not physically attached to the RVE 
model. The displacements of both slave and master surface nodes are connected with 
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By adjusting the displacements of the dummy nodes, the RVE model will be subjected 
to certain loading modes. In total, there are nine displacement variables 
( and )  
1 1 1 2 2 2 3 3 3
x y z x y z x y z
D D D D D D D D Du ,u ,u ,u ,u ,u ,u ,u u  to control. Table 4.2 summarizes the 
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Table 4.2 Common loading modes applied on RVE model by adjusting the night displacement 
components of three dummy nodes. 
Loading modes 
D1  (Y-Z plane)
 D2 (X-Z plane)





















Hydrostatic tension 6 0 0 0 6 0 0 0 6 
Uni-axial tension (no shrink) 6 0 0 0 0 0 0 0 0 
Uni-axial tension (shrink) 6 0 0 0 Nil 0 0 0 Nil 
Simple shear 0 6 0 0 0 0 0 0 0 
Pure shear 6 0 0 0 -3 0 0 0 -3 
PS: the cell lengths of the RVE model are assumed to be 600 and all strain magnitudes are 1% except 
for the case of pure shear. ’Nil’ means the constraining equation by this displacement variable is not 
considered. 
 
Figure 4.5 shows the von Mises stress contours of two opposite faces of the RVE 
model under hydrostatic tension. It is seen that stress similarity on the two opposite 
faces are well enforced by the node constraining based PBC and this will be beneficial 
for the accuracy of RVE based modeling.  
 
 




In this chapter, a particle packing code named ‘Nano_RVE3D’ was developed to build 
the geometrical model of particle reinforced composites. The ‘Nano_RVE3D’ is tested 
by five types of particles of different shapes and it has proven stable and robust. 
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Besides, a node constraining strategy is proposed to maintain periodic boundary 
conditions on the RVE model during deformation. This method is based on a set of 
equations that connecting slave nodes and master nodes together. By introducing three 
additional dummy nodes, the constraining equations can easily implement common 
loading modes. Generally, the ‘Nano_RVE3D’ is a multi-purpose code and it can be 
used along with the node constraining based PBC to study other material systems with 
complex micro-structures, such as battery cell, cement, foaming and porous materials. 
 
 










In this chapter, the stiffness reinforcement of poly-clay nanocomposites is discussed. 
Two concepts, namely nominal and effective particle are defined. The former one 
treats each silicate sheet as an individual reinforcing filler and such definition is used 
in finite element modeling. The later one treats stacked silicate sheets as a whole and 
the corresponding volume fractions and effective elastic constants are calculated and 
used in Wang-Pyrz (W-P) analytical mode. The stiffness reinforcement of polymer-
clay nanocomposites (PCN) are predicted by both FEM and W-P model and good 
agreement between these two methods is observed. In addition, the effects of the 
micro-structure of PCN on the overall stiffness reinforcement are systematically 
investigated. 
 
5.1 Problem Statement 
 
The stacked OMMT is dispersed into polymer matrix as reinforcing filler. Its 
morphologic status becomes complex resulting from intercalation and exfoliation. 
More specifically, for intercalated particles, the layered structure of OMMT remains 
and the interlayer gallery usually expands because of the presence of intercalated 
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matrix polymer. Such expanded intercalated particles have been observed in many 
experimental studies as witnessed by an increase in d-spacing using Wide-angle X-ray 
scattering (WAXS). As the intercalated particle remains a multi-layer structure as a 
whole, it is regarded as the real reinforcing particle physically as shown in Figure 5.1. 
It is worth noting that the volume fraction of such intercalated particle would slightly 
increase because of the expanded gallery. When the OMMT is fully exfoliated, it is in 
the form of single silicate sheet and the interlayer gallery does not exist anymore as it 
becomes a part of the matrix phase. As so, the real reinforcing filler becomes the single 
silicate sheet itself. The volume fraction of such silicate sheet is much lower than that 
of original OMMT. 
 
It is apparent that the real reinforcing particle would vary with the situation of 
exfoliation and intercalation, from stacked intercalated particle to single silicate sheet. 
Thus, it is necessary to define the reinforcing particle appropriately and calculate its 
corresponding volume fraction and material properties before using these parameters 
to estimate the overall stiffness of nanocomposites in continuum models. 
 
 
Figure 5.1 Schematic illustrations of intercalated and exfoliated particles. 
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5.2 Nominal and Effective Particles 
 
Two concepts, namely nominal and effective particle are defined and used to describe 
the real reinforcing filler. The nominal particle only considers silicate sheets, but not 
the organic galleries between them. This concept is based on the assumption that the 
silicate sheet is much stiffer than the organic gallery and matrix; thus, only it is 
regarded as reinforcing filler. For effective particle, it covers the whole multi-layer 
structure including both silicate sheets and organic galleries as an entirety. It should be 
pointed out that the effective particle is only applicable for intercalated one, as the 
gallery in fully exfoliated ones does not exist. 
 
Connecting the weight fraction of OMMT to the volume fractions of both nominal and 
effective particles is important. Figure 5.2 shows the equation set that builds such 
connection and each equation is explained in details. 
 
 
Figure 5.2 Relationship between weight fraction of OMMT and volume fractions of nominal and 
effective particles. 
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Equation (a): the weight fraction of OMMT is transferred into the weight fraction of 
silicate sheets according the molecular weight (MW) ratio. The MW of 
the silicate sheet and surfactant in OMMT are calculated based on the 
molecular unit cell constructed in Chapter 3. 
 
Equation (b): the volume fraction of silicate sheets is expressed in its weight fraction. 
In this equation, the densities of matrix, silicate are estimated based on 
the equilibrated molecular models in Chapter 2 and 3.  
 
Equation (c): the volume fraction of nominal particle equals to the volume fraction of 
silicate sheets, as nominal particle only considers silicate sheets 
according to its definition.  
 
Equation (d): the volume fraction of silicate sheet is transferred into the volume 
fraction of effective particle with two specific cases of intercalated and 
exfoliated ones. For the intercalated one, the volume fraction of 
effective particle is a function of the number of silicate sheets stacked. 
 
Note: The weight fraction is normally adopted in experimental studies while 
the volume fraction is usually used in numerical modeling works. When 
building the connection between the two terms, the weight fraction and 
volume fraction of silicate sheets are independent on the morphological 
status; thus, they are used as bridging parameters to establish the 
weight-volume relationship. 
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Figure 5.3 shows an example study on the comparison between nominal and effective 
particles regarding their volume fractions. In this example, the weight fraction of 
OMMT is set to be 2%. Using the equation set in Figure 5.2, the volume fractions of 
nominal and effective particles are calculated and compared. It is seen that the volume 
fraction of nominal particle remains about 0.64% regardless of the stacking situation. 
Yet, for the effective particle, its volume fraction equals to about 0.64% in the case of 
fully exfoliation, and then increases with the number of stacked silicate sheets per 
particle. It finally converges to be about 1.98% where the number of stacked silicate 
sheets becomes infinite.  
 
OMMTwf  2% 
 
 silicate sheetMW  10814 
surfac tan tsMW  2700 




d spacing−  2.9nm 
d silicate−  0.95nm 
 
Figure 5.3 Comparison between nominal and effective particles regarding their volume fractions. 
 
The effective particle treats the multi-layer structure as an entirety and it will be used 
to calculate the overall stiffness of nanocomposites in analytical models. Its volume 
fraction is well defined above and the next step is to determine its effective elastic 
constants. 
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Figure 5.4 Schematic illustrations of intercalated particle consisting of silicate sheets and organic 
galleries in between. 
 
The effective particle possesses a multi-layer structure and is modeled as transversely 
isotropic as illustrated in Figure 5.4. There are five independent elastic constants and 
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where the subscript s denotes the silicate sheet and g denotes the organic gallery. vf is 
the volume fraction. ga  is the stiffness ratio of gallery to matrix and is set to be 1 in 
this study. 
 
This equation set is based on the assumption that the in-plane strain and out of plane 
stress are constant in silicates and galleries during deformation. It requires that both 
silicate sheets and galleries should be isotropic. However, single silicate sheet is 
actually a transversely isotropic material as predicted by the MD simulation results in 
Chapter3. Thus, its in-plane modulus x yE E=  and Poisson's ratio xyv are used in the 
calculation.  
 
Figure 5.5 shows the five independent elastic constants of the effective particle as a 
function of the number of stacked silicates. It is seen that the Young’s moduli in all 
direction decrease with the number of stacked silicate sheets. In particular, zE  drops 
rapidly when the number of stacked silicates increases from 1 to 2, indicating that 
intercalated particles are much softer than exfoliated ones in the Z direction resulting 
from the soft organic galleries. Besides, the shear modulus xzG  and  yzG also decrease 
with the number of stacked silicates, following the same trend in xE  and yE . However, 
the Poisson’s ratios are not significantly influenced by the stacking number and the 
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derivation is less than 2%. To sum up, fully exfoliated silicate sheets are much stiffer 
than intercalated ones, especially in the Z direction.  These elastic constants of the 
effective particle plus its volume fraction obtained from Figure 5.2 will used to 
calculate the overall stiffness of nanocomposites using the analytical model in next 
section. 
 
 430.9266 GpasE =   
 
 0 1459sv .=   
 3.2934 GpagE =   
 0.2867gv =   
 
effectivevf  is the volume fraction of the 
effective particle and is a function of 
number of stacked silicates sheets as 





Figure 5.5 Five independent elastic constants of the effective particle. 
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5.3 Wang-Pryz Model 
 
Wang and Pyrz [45] proposed a so-called Wang-Pyrz (W-P) model based on the 
original Mori-Tanaka model and their improved version was able to handle 
transversely isotropic fillers. They considered one matrix phase and one filler phase for 
simplicity and adopted the following formula: 
 
( ){ }[ ] 11 2 2 1 2 1 2 2-c c c −= + +C C C C T I T                                                                          (5.6) 
 
where 1c  is the volume fraction of matrix and 2c  is the volume fraction of reinforcing 
filler. The final expressions for overall bulk modulus and shear modulus of the two- 
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where subscript c denotes composite and m denotes matrix,
1
3 iijj
α = T , and 
1 1( )
5 3ijij iijj
β = T T－ . The procedure of obtaining φ  and ψ  is very tedious and is 
detailed in Appendix C. 
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The bulk nanocomposite is assumed to be isotropic; thus, Eqs (5.7) yield the formula 
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The stiffness reinforcement of nanocomposites predicated using Eq (5.8) will be 
compared with FEM results as discussed in following section. 
 
5.4 Finite Element Model 
 
The finite element RVE model is employed to investigate the stiffness reinforcement 
of polymer clay nanocomposites. Table 5.1 summarizes the elastic constants of the 
constituents including epoxy matrix phase, silicate sheet and organic gallery. The 
elastic constants of epoxy matrix are adopted from previous MD simulations in 
Chapter 2. The silicate sheet is assumed to be isotropic as well and the corresponding 
moduli are taken from Chapter 3. The organic gallery is assumed to have same 
mechanical properties as the matrix phase. It should be pointed out that in following 
sections clay particles are assumed to be fully exfoliated except for the section of 
exfoliation degree and basal plate spacing, where intercalated particles are studied.   
 
Table 5.1 Elastic constants of constituents for material parameterization. 
Esilicate vsilicate Ematrix vmatrix Egallery vgallery 
430.9266 / GPa 0.1459 3.2934 / GPa 0.2867 3.2934 / GPa 0.2867 
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5.6 RVE Size Dependency 
 
In order to find a suitable RVE size that can ensure isotropic symmetry of the 
nanocomposite model, a parametric study is conducted on a series of RVE models with 
cell lengths ranging from 189nm to 756nm. Other parameters such as particle size and 
volume fraction are kept constant.  
 
Figure 5.6 shows the results as a function of model size. The result is normalized by 
the Young’s modulus of pure matrix and is reported as stiffening efficiency c mE / E . 
The models are labeled from N2 to N128, which denotes the number of particles in the 
RVE model. For relatively small models from N2 to N16, the normalized moduli in 
three directions vary a lot. They gradually converge with the increase of RVE size. The 
averaged stiffening efficiency also decreases with the RVE model size and it gradually 
approaches the W-P prediction. The trend of the stiffening efficiency versus model size 
suggests that the RVE model should be large enough to be representative for ensuring 
the predicted results are reliable. Based on the available computing capacity, the model 
N64 with cell length of 600nm will be used in following sections. 
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Figure 5.6 Effects of RVE model size on stiffening efficiency. 
 
5.7 Mesh Dependency 
 
FEM is a numerical approach based on elements; thus, the mesh size is an inevitable 
factor that could influence the predicted properties. The model N64 meshed using a 
series of mesh sizes are tested and the results are plotted in Figure 5.7, as well as the 
W-P prediction.  
 
 
Figure 5.7 Effects of mesh size on stiffening efficiency. 
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The FEM result is slightly higher than the W-P prediction. Moreover, the FEM result 
is found to decrease with mesh size and become relative stable when the mesh size is 
smaller than 40. The dependence of FEM result on mesh size is attributed to the fact 
that the disk-like plate here is meshed and represented with tetrahedral elements.  
Smaller mesh size enables the elements better fit the disk edge as illustrated in Figure 
5.7 and hence leads to more accurate results. Considering the balance between the 
convergence trend and available computational resources, global mesh size of 20 will 
be used in following sections.  
 
5.8 Micro-structural Factors 
 
PCN have complex micro-structure that could substantially influence their overall 
mechanical performance. Figure 5.8 lists the possible micro-structural factors and their 
effects will be investigated in following sections. 
 
 
Figure 5.8 Micro-structural factors that influence stiffening efficiency. 
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5.8.1 Volume Fraction 
 
The stiffening efficiency of RVE model with various volume fractions of clay particles 
is investigated. Figure 5.9 shows the comparison between FEM calculations and M-T 
predictions. The FEM result agrees well with the W-P prediction when volume 
fraction is relative low. Then, the FEM result becomes slightly higher than the W-P 
prediction, revealing that the M-T prediction might underestimate the stiffness under 
high volume fraction. It should be pointed out that all the models in this section is 
assumed to be full exfoliated ones. In fact, in real samples, fully exfoliation is difficult 
to achieve when the volume fraction is relative high, the Young’ modulus may not 
increase exactly following the trend predicted in Figure 5.9. In order to make the RVE 
model better represent actual materials, it is suggested that the TEM observations 
should be referred to regarding the morphology, size and exfoliation of clay particles 
in real samples. 
 
 
Figure 5.9 Effects of volume fraction on stiffening efficiency. 
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5.8.2 Particle Size  
 
The in-plane dimensions of clay particles are in the range of 100-1000nm [118, 130] 
and the effects of particle size on the overall stiffness of nanocomposites is 
investigated. Here, six RVE models that contain particles with diameters ranging from 
100 to 327 nm are examined. Other variables such as volume fraction and exfoliation 
degree are kept same.  
 
Figure 5.10 shows the FEM result and W-P prediction. For both methods, the 
stiffening efficiency is found to increase with particle diameter. The FEM result is 
slightly higher than the M-T prediction when the diameter of particle is less than 
200nm. When the particle diameter is larger than 200nm, the results from the two 
methods become very close. It is seen that the stiffening efficiency increases from 1.22 
to 1.38 when diameter increases from 100nm to 327nm, indicating that particle size is 
important for the overall stiffening efficiency. 
 
 
Figure 5.10 Effects of particle size on stiffening efficiency. 
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5.8.3 Exfoliation Degree 
 
The stacked OMMTs are dispersed into matrix as reinforcing filler with the aim of 
achieving complete exfoliation. However, in real samples, partial exfoliation is 
frequently observed, where the stacked structure of OMMT remains and only the 
number of layers is reduced. Here, the partial exfoliation is expressed in term of the 
number of stacked silicate sheets per particle, that is, less stacked silicate sheets means 
a higher exfoliation degree. Particles with stacking layers from 1 to 16 are examined 
and the corresponding models are labeled as from L1 to L16.  
 
Figure 5.11 shows the stiffening efficiency as a function of the number of stacked 
silicate per particle. Basically, FEM result agrees well with W-P prediction except for 
the case of L2. Besides, it is seen that the stiffening efficiency increase from 1.05 to 
1.32 when the particle of 16 layers becomes fully exfoliated, suggesting that improving 
the dispersion with better exfoliation is an effective way to enhance the overall 
stiffness of nanocomposites. 
 
 
Figure 5.11 Effects of exfoliation degree on stiffening efficiency. 
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5.8.4 Basal Plane Spacing 
 
In general, the gallery interface is characterized by the basal plane spacing (also known 
as d-spacing) that is defined as the distance from a certain plane of one silicate sheet to 
the corresponding plane of another parallel one.  The value of the d-spacing is the sum 
of the thicknesses of one silicate sheet and one organic gallery. Experimental 
techniques such as the wide angle X-ray scatting (WAXS) are used to measure the d-
spacing and many studies show that the d-spacing is in the range of 1.5 to 4 nm [124] 
depending on the extent of intercalation.  
 
 
Figure 5.12 Effects of basal plane spacing on stiffening efficiency. 
 
Figure 5.12 shows the effects of the basal plane spacing on the stiffening efficiency. In 
the FEM result, it is found that the stiffening efficiency is insensitive to the basal plane 
spacing. This is due to the fact that the silicate sheets are modeled as individual 
reinforcing fillers and they do not affect each other as inclusion phases in composites, 
through varying the distance between them.  However, in W-P prediction, the 
Chapter 5     Stiffness Reinforcement 
104 
stiffening efficiency is found to be generally lower than the FEM calculation. It 
increases slightly with the basal plane spacing and then become higher than FEM 
calculation when the basal plane spacing exceed about 5.2nm. The difference between 
W-P prediction and FEM calculation comes from the fact that in W-P prediction the 
intercalated particles are modeled as a entirety and its corresponding effective volume 
fractions and effective elastic constants are used in the equations in a coupled way. On 
the one hand, the expanded gallery would slightly increase the corresponding volume 
fraction. On the other hand, thicker and soft organic gallery would lower the effective 
elastic constants of the layered structure as a whole. The changes in these two variables 
would influence the W-P prediction simultaneously and lead to the trend of stiffening 




The concepts of nominal and effective particles are adopted in FEM and W-P model 
respectively to describe the real reinforcing particle. Besides, the weight fraction of 
OMMT in experiments is connected to the volume fractions of both nominal and 
effective particle and such connection make it convenient to compare experimental 
values and theoretical predictions.  
 
The stiffening efficiency in PCN is calculated using both analytical model and finite 
element method. Basically, The FEM calculation is in good agreement with the Wang-
Pyrz prediction except for the case of considering the effects of basal plane spacing, 
where the Wang-Pyrz model is not appropriate as it treats the intercalated particle as an 
entirety. The simulation results reveal that weight fraction, exfoliation degree, rather 
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than particle size and basal plane spacing would significantly influence the overall 
stiffness of nanocomposites. The results also indicate that achieving better exfoliation 















In this chapter, the damage initiation and failure process in polymer-clay 
nanocomposites (PCN) are studied using a representative volume element (RVE) 
model. The matrix phase is modeled using the material property degradation method 
(MPDM) and the associated interfaces are modeled with the cohesive zone model 
(CZM). Uni-axial tension is applied on the RVE model while maintaining periodic 
boundary conditions. Simulation results show two possible sites for damage initiation - 
within the interlayer gallery or the matrix phase. The former is more likely to occur 
due to the reduced stiffness and strength of the gallery resulting from void defects. 
Gallery damage usually occurs together with the formation of micro-cracks, which 
could gradually propagate into the matrix phase and eventually develop into a 
complete fracture surface throughout the whole RVE. In addition, the effects of several 
micro-structural factors including exfoliation degree, particle size and clay content on 
the micro-deformation process are investigated. The ultimate tensile strength of PCN is 
also predicted and is in reasonably good agreement with available experimental results. 
The relation between fracture toughness and clay content is also discussed.  
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6.1  Problem Statement 
 
Many experimental techniques such as SEM and TEM have been utilized to 
understand the failure process of PCN [98, 131-133]. However, these techniques can 
only show damage near the fracture surface of fully damaged samples. They cannot 
identify the exact location of damage initiation and track the crack propagation 
dynamically. Furthermore, these techniques are rather limited in providing details of 
failure phenomena on molecular level, such as the separation failure of nanosized 
interfaces and formation of nanosized cracks, due to their resolution limit. It is 
expected that numerical modeling would provide an alternative virtual tool to shed 
light on the failure mechanisms of PCN.  
 
A numerical modeling approach should be able to take into account both molecular 
and micro variables that are involved in the failure process of PCN because all these 
variables act at different length scales and might influence the mechanical performance 
of bulk PCN at the macroscale. More specifically, the molecular variables include the 
physical and mechanical properties of nanosized constituents including silicate sheets 
and associated interfaces. It is worth noting that the interface/volume ratio in PCN is 
extremely high because of the nanoscale dimensions of the clay particles. The high 
density of interfaces may induce special mechanical behaviors and thus are crucial for 
the micro-deformation process in PCN. Besides, the modulus mismatch of neighboring 
constituents near the interfaces present complex stress fields throughout and it makes it 
more challenging for numerical modeling.  At the micro level, the key issue is the 
complex micro-structure of PCN such as the random distribution and multi-layer 
structure of clay particles. Damage initiation and evolution will be substantially 
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influenced by these micro-structural factors. Overall, these molecular and micro 
variables necessitate the development of an integrated and multiscale modeling tool for 
addressing the structure-property relationships of PCN. 
 
In this chapter, the RVE model developed in Chapter 4 is improved by integrating 
progressive damage modeling techniques including the cohesive zone model (CZM) 
for interfaces and the material property degradation method (MPDM) for the matrix 
phase, respectively. This improved RVE model is used for identifying damage origin 
and describing damage evolution, and understanding how they would influence the 
macroscale mechanical properties.  
 
6.2 Progressive Damage Techniques 
 
6.2.1 Cohesive Zone Model (CZM) 
 
Interfaces in PCN are critical regions where damage initiation usually occurs due to the 
modulus mismatch of adjacent constituents. Thus, both gallery interfaces and matrix 
interphases are modeled using cohesive layers with a function to model separation or 
splitting as illustrated in Figure 6.1. The separation process of the cohesive layer is 
governed by a traction-separation law [134]. The traction-separation law includes two 
stages: (i) before damage initiation and (ii) post damage evolution. 
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Figure 6.1 Schematic illustrations of cohesive layer between two adjacent phases. 
 
(i) Before Damage Initiation: 
 
When there is no damage, the cohesive interface is assumed to behave elastically and 
is described by the relation between nominal stresses and nominal strains across the 
interface. These nominal stresses nt , st  and tt are the force components divided by the 
original area of each integration point, while the nominal strains nε , sε  and tε are the 
separation displacement divided by the original thickness 0t of the cohesive element. 
The relation between the nominal stresses and nominal strains is therefore given as 
follows: 
 
n nn n nn n




t t 0t t
t K K / t
t t K K / t
t K K / t
ε δ         
        = = ε = δ = ε        
        ε δ         
K                           (6.1) 
 









= = =                                                                                                    (6.2) 
Chapter 6     Damage Initiation and Failure Process 
110 
 
Here, 0E and 0t are the modulus and thickness of the cohesive layer respectively.  
 
For the prediction of damage initiation, a stress-based quadratic criterion proposed by 
Hou etl al [135] is selected. According to this criterion, the damage initiation is 
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where nS , sS  and tS  are the strength of the cohesive layer.  
 
(ii) Post Damage Evolution: 
 
The post damage evaluation is a continuous process, in which the stress components of 
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where nt , st  and tt  are stress components predicted based on the current strain 
without damage. CohesiveD  is a scalar damage variable (SDEG) and it represents the 
extent of damage of the cohesive elements.  
 
There are two common degradation laws for the cohesive layer - linear and exponential 
- which are well documented [134]. In this work, the traction-separation curve of 
interfaces are explicitly obtained from the molecular dynamics (MD) simulations 
described in Chapter 3. This allows the definition the SDEG versus the separation 
distance after initiation in a tabular form as shown in Figure 6.2 (c). It is believed that 
such tabular degradation way could better describe the molecular failure phenomenon 
of nanosized interfaces. 
 
 
Figure 6.2 (a) Experimental observation of gallery failure. (b) Cohesive zone model of gallery interface 
with molecular details. (c) Three different degradation traction-separation laws to describe the post 
damage evolution of cohesive layers. 
 
6.2.2 Material Property Degradation Method (MPDM) 
 
The material property degradation method (MPDM) is one of the most widely used 
damage modeling techniques for progressive failure analysis of composites materials. 
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This method assumes that the damaged materials can be replaced by an equivalent 
material with degraded stiffness. Once damage is detected, the MPDM is applied to the 
corresponding elements. The procedure is implemented using the subroutine file 
UMAT written in FORTRAN language in the commercial finite element software 
ABAQUS. 
 
In this work, the MPDM is only applied to the matrix phase. The matrix phase is 
modeled as an elastic and isotropic material. A modified version of von Mises failure 
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where mT  and mC denote the tensile and compressive strength, Misesσ  and 1I  are von 
Mises equivalent stress and the first stress invariant of micro stresses, respectively. 
 
Once the damage criterion is satisfied, the elastic moduli of the element are modified. 
Internal state variables id ( 1,2...6i = ) are used to prescribe the level of stiffness 
degradation of the failed elements. It is worth noting that the Poisson’s ratios are not 
degraded and only the Young’s and shear moduli are modified as follows: 
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where 11 22 33 12 23 13, and E ,E E ,G ,G , G  are the effective moduli of the damaged element, 
0 0 0 0 0 0
11 22 33 12 23 13, and E ,E E ,G ,G , G are those of the undamaged element. As the matrix phase 
is assumed to be isotropic, the six internal state variables id  are set to be same and 
equal to 0.001 following the suggestion by Tabiei et al [137].  
 
In order to quantify stress intensity and damage in the matrix phase, a damage status 




1 1( )                          before damage initiation
DSV=
1                                                           after damage initation
Mises
m m m m
I






                       (6.7) 
 
The DSV value is less than unity and increases with loading strain initially. Once the 
Christensen failure criterion is satisfied for an element, its DSV value is set to unity, 
indicating it is damaged. The DSV values are calculated for all matrix elements and are 
used to plot the damage contours.  
 
Table 6.1 shows the material properties of the constituents of PCN. The tensile 
strength of epoxy matrix is taken as the predicted maximum stress from its molecular 
modeling under uni-axial tension. The moduli of the cohesive layers are assumed to be 
same as the matrix phase. Their normal and shear cohesive strengths are adopted as the 
peak strength of their traction-separation curves obtained from MD simulation in 
which a Mode I splitting deformation was conducted. It should be pointed out that the 
fracture energy is used when the degradation way of cohesive layers is linear or 
exponential. For the tabular form, the SDEG versus the separation distance is explicitly 
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specified. For comparison purposes, the total failure energy of the cohesive layer under 
the tabular form of the traction separation law is set to be the fracture energy when 
simulations are performed using the linear or exponential traction separation laws. 
 
Table 6.1 Material properties of constituents of polymer-clay nanocomposites. 
 Material parameters Values 
Epoxy matrix  
Young’s modulus E (GPa) 3.2934  
Poisson’s ratio v 0.2867 
Tensile strength Tm (MPa) 153.74 
Compressive strength Cm (MPa) 153.74 
Silicate sheet 
Young’s modulus E (Gpa) 430.9266  
Poisson’s ratio v 0.1459 
Gallery interface 
cohesive layer 
Cohesive layer thickness t0 (nm) 2.0 
Cohesive modulus E0 (Gpa) 3.2934  
Cohesive normal strength Sn (MPa) 99.87 
Cohesive shear strength Ss = St (MPa) 99.87 
Fracture energy Γ (J/m2) 0.0840 
Matrix interphase 
cohesive layer 
Cohesive layer thickness t0 (nm) 6.0 
Cohesive modulus E0 (Gpa) 3.2934  
Cohesive normal strength Sn (MPa) 131.07 
Cohesive shear strength Ss = St (MPa) 131.07 
Fracture energy Γ (J/m2) 0.1266 
 
6.3 Boundary Conditions 
 
An important aspect of RVE-based modeling is the boundary conditions prescribed on 
the RVE model to fulfill loading modes. Commonly used boundary conditions include: 
(i) uniform traction, (ii) linear displacement and (iii) periodic boundary conditions.  
 
The uniform traction boundary condition is not considered. For RVE models, linear 
displacement and periodic boundary conditions are usually adopted and they are 
illustrated shown in Figure 6.3. The linear displacement restricts certain RVE faces to 
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remain flat as displaced rigidly normal to the loading directions. Thus, it is not suitable 
for highly heterogeneous PCN, in which the neighboring soft matrix and stiff silicate 
sheets may experience different local displacements.  
 
 
Figure 6.3 Boundary conditions: linear displacement (Left) and periodic boundary conditions (Right). 
 
In this work, the node constraining strategy developed in Chapter 4 is employed to 
impose uni-axial tensile loading on the RVE model and maintain periodicity of the 
RVE model.  
 
Figure 6.4 shows the DSV contours of a RVE model with two boundary conditions - 
linear displacement and periodic boundary conditions. In the later case, it is obvious 
that the localized damaged band (red region) is forced to follow periodicity and 
continuity when crossing the RVE boundary. 
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Figure 6.4 DSV contours of RVE model under different boundary conditions. 
 
6.4 Damage Initiation 
 
6.4.1 Void Defects in Interlayer Gallery  
 
For intercalated particles, it is difficult for epoxy molecules to penetrate into the 
interlayer galleries whose thicknesses are only several nanometers. The nanosized 
space would substantially reduce the molecular mobility of the epoxy molecules and 
this is demonstrated by comparing the mean square displacement (MSD) of bulk epoxy 
and intercalated epoxy within the galleries as shown in Figure 6.5. It is apparent that 
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the MSD of intercalated epoxy is much lower than that of bulk epoxy. The low MSD 
value is attributed to the nano-confinement effect of the flat silicate surfaces. 
 
 
Figure 6.5 Mean square displacements (MSD) of bulk epoxy and intercalated epoxy within interlayer 
gallery. 
 
Lower molecular mobility of epoxy molecules would hinder them from penetrating 
into the central regions of interlayer galleries whose in-plane dimensions are usually 
more than several hundred nanometers. Galleries that are not fully filled with epoxy 
would have some local void defects as illustrated in Figure 6.6.  
 
 
Figure 6.6 Schematic illustrations of local void defects in the interlayer gallery. 
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6.4.2 Defect Factor on Interlayer Gallery  
 
The voids defects of the interlayer gallery will inevitably lower its mechanical 
properties. In order to account for this effect, a defect factor k is introduced to scale the 
stiffness and peak strength of gallery cohesive layers following the suggestion by 
Zhang et al [138], who studied the interface between carbon fiber and epoxy matrix. It 
should be pointed out that the failure separation distance δ  is mainly controlled by the 
alkyl chain length of surfactants and therefore is not scaled. The fracture energy will be 
correspondingly scaled down because of the decrease in peak strength. 
 
Figure 6.7 shows the stress-strain curves of the RVE model containing intercalated 
particles with two stacked silicate sheets. Defect factor values ranging from k=0.1 to 
k=1 are examined.  For all cases, the stress is linearly proportional to the tensile strain 
initially with the gradient being Young’s modulus. As the applied strain increases, the 
stress gradually becomes non-linear and then reaches a maximum value. It is apparent 
that the maximum stress is highly dependent on the defect factor k. More specifically, 
when k is higher than 0.5, the stress-strain curves are similar and the maximum stresses 
are almost the same. However, when k is lower than 0.5, the maximum stress becomes 
lower and is reached at lower separation distances. The lower the defect factor, the 
lower the maximum stress. In addition, the stress after the maximum value also 
exhibits different decreasing trends. The stress drops more quickly for larger defect 
factors k. These results indicate that the defect factor k plays an essential role in the 
micro-deformation process of PCN, which is responsible for the different stress-strain 
curves observed.  
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Figure 6.7 Stress-strain curves of RVE model with various defect factors. 
 
6.4.3 Gallery Damage Initiation and Matrix Damage Initiation 
 
Generally, the stress-strain curves can be classified into two categories according to the 
defect factor: (i) k<0.5 and (ii) k≥0.5. Two representative cases with k = 0.4 and k = 
0.8 are discussed for a comparative analysis. 
 
Figure 6.8 shows the SDEG of gallery and interphase interfaces as well as the stress-
strain curve for the case with k = 0.4. The DSV contours of the matrix phase at critical 
stages are also shown. It is observed that the SDEG of gallery layer becomes non-zero 
when the strain reaches about 1.25%, indicating damage initiation in the gallery along 
with the formation of interlayer micro-cracks. The micro-cracks gradually penetrate 
into the matrix phases when the strain increases to 1.825%, as indicated in the first 
DSV contour (long red arrow). With the extension of micro-cracks into the matrix, the 
high local stresses around the gallery layer are relaxed. Consequentially, damage 
within the gallery layer gradually stops as no increase in SDEG is observed. It is noted 
that these particles with damage initiation in gallery are mostly perpendicular to the 
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loading direction as higher local stress concentration are observed in such particles. 
With further loading, the micro-cracks could merge together. They would also interact 
with other dispersed particles.  
 
  
Figure 6.8 Stress-strain and SDEG curves as well as DSV contours of RVE model with defect factor k = 
0.4. 
 
Figure 6.9 shows the results of another case with k = 0.8. The SDEG of the gallery 
cohesive shows zero damage throughout the simulation, indicating no damage occurs 
within the gallery. This is also supported by the DSV contours, in which the fracture 
surface does not pass through any interlayer gallery. It is more likely that damage 
initiation occur in the matrix phase in the vicinity of particles instead of within the 
gallery. Thereafter the damage in the matrix would develop throughout the whole RVE 
domain with further loading. 
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Figure 6.9 Stress-strain and SDEG curves as well as DSV contours of RVE model with defect factor k = 
0.8. 
 
It is apparent that two different patterns of damage initiation are identified. The first 
involves damage initiation in the gallery along with formation of micro-cracks. In the 
second, damage initiates in the matrix phase around the tip of particles. The latter 
would occur if only the gallery is strong enough to cause matrix damage to take place 
first.  
 
The occurrence of damage initiation is dominated by the stiffness and strength of the 
interlayer gallery, which are in turn determined by the interlayer molecular structure. 
In actual materials, particles with imperfect galleries inevitably exist and they would 
act as damage initiator and nucleation of micro-cracks. It has been confirmed by 
several experimental studies that the micro-cracks resulting from gallery damage are 
observed in both thermoplastic [131] and thermoset [98] based nanocomposites. Figure 
6.10 shows a TEM observation of such micro-cracks (also called micro-voids) forming 
in stacked particles. Wang et al [98] pointed out that that such micro-crack 
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characterizes most damage initiation in nanocomposites. Kim and co-works [131] also 
observed such phenomenon and believed that the weak bonding between silicate sheets 
was responsible for the nucleation of micro-cracks. The weak bonding between silicate 
sheets reported by Kim can be regarded to be equivalent to reduced stiffness and 
strength of the gallery cohesive layer resulting from defects in the gallery. As damage 
initiation in interlayer galleries is observed in experiments, the following sections will 
focus on investigating damage in PCN when it is initiated within the gallery. The 
defect factor k is set to be 0.4 for the following sections.  
 
 
Figure 6.10 TEM micrographs of micro-cracks resulting from gallery damage [98]. 
 
6.4.4 Traction-Separation Laws of Cohesive Layers 
 
As mentioned in Figure 6.2, the post damage evolution of cohesive layers may be 
modeled using different degradation profiles. Here, three degradation profiles, namely, 
tabular, linear and exponential, are examined and compared. Their influence on the 
stress-strain curves of the RVE model and the DSV contours are shown in Figure 6.11. 




Figure 6.11 Effects of traction-separation laws of cohesive layers on stress-strain curves and DSV 
contours. 
 
The use of the tabulated traction-separation relation results in the lowest the maximum 
stress. The SDEG of the gallery layer also increase more rapidly than the other two 
traction-separation relations. In the case of exponential degradation, it is found that 
SDEG of the gallery layer is almost always zero during loading. This means that the 
gallery layer is actually not damaged and this is further supported by the DSV contour, 
in which the fracture surface does not pass through any gallery. Such situation is 
caused by the overestimated strength of gallery layers when exponential degradation is 
employed. 
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From this comparison, it is seen that the damage of nanosized interfaces at the 
molecular level is sensitive to the degradation profile when they are modeled using the 
cohesive zone model. Tabulated degradation using results from MD simulations is 
apparently more appropriate to describe the interfacial failure process. Such 
information-passing multiscale strategy gives a basis for the formulation of a traction-
separation relation to study the influence of molecular variables on the macroscale 
mechanical properties of bulk PCN.  
 
6.5 Failure Process 
 
This section will discuss how damage evolves in the RVE model, i.e., crack 
propagation, especially how the fracture surface interacts with the dispersed particles. 
Figure 6.12 shows the DSV contours of two sectional views normal to the loading 
direction, mimicking TEM observations on damaged samples. In general, there are two 
ways for the crack propagate when its tip meets a clay particle: (i) it may penetrate into 
the gallery of the stacked particle, split the particle and move ahead if the clay particle 
is oriented in parallel to the propagating crack, or (ii) it may bend or be deflected along 
the outer surface of the clay particle if the particle is not parallel to the in-situ crack. 
Whether the crack split a stacked particle or is deflected by it depends on their relative 
orientation.  
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Figure 6.12 Crack propagation in RVE model [98]. 
 
The propagation of cracks through and around particles have also been observed and 
confirmed in experiments [98]. Wang showed a stable crack propagation path traced 
by TEM images in Figure 6.13. The crack tip reaches site A first (Figure 6.13 a), 
where the clay particle is almost perpendicular to the crack. Evidently, the clay particle 
hinders crack propagation. Although some micro-cracks nucleated in front of the main 
crack (below site A), the rigid clay particle did not break to allow the crack to 
propagate through it. As a result, the crack is deflected and extends along the outer 
surface of the particle. When the crack meets another particle that is almost parallel to 
the crack propagation direction (like at site B) the crack could proceed ahead by 
splitting the stacked particle, breaking matrix ligaments and merging with other micro-
cracks.  
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Figure 6.13 TEM micrographs of a crack propagation path [98]. 
 
The deformation and fracture of PCN can be briefly summarized as follows. During 
the loading process, the mismatch in stiffness between the matrix and silicate sheet 
leads to local stress concentration. Voids or defects in the interlayer gallery lowers its 
stiffness and peak strength and therefore makes it a damage nucleation site of micro-
cracks. The micro-cracks then permeate into the matrix phase with further loading. 
When they meet dispersed particles, they may split the stacked particle and proceed 
ahead or be deflected by the particle along its outer surface, depending on the relative 
orientation between the particle and crack tip. The micro-cracks could merge to form 
macroscale cracks and eventually develop into a complete fracture surface throughout 
the whole sample.  
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6.6 Micro-structural Factors 
 
PCN have complex micro-structure that could substantially influence its mechanical 
properties. The following sections will discuss the influence of the micro-structural 
factors such as exfoliation degree, particle size and clay content.   
 
6.6.1 Exfoliation Degree 
 
Partial exfoliation leads to intercalated particles with different numbers of silicate 
sheets stacked together per particle. These particles cause stress concentrations and 
thus are critical regions in damage modeling. It is important to know how the degree of 
exfoliation affects damage initiation, e.g., what number of stacked silicate sheets in a 
particle leads to the earliest damage initiation. Particles with layers ranging from 1 to 8 
are examined. The exfoliation degree is expressed in term of the number of stacked 
silicate sheets per particle, i.e., less silicate sheets stacked leads to higher exfoliation 
degree. 
 
Figure 6.14 shows the stress-strain curves of the RVE models containing particles with 
different stacking numbers. Generally, increasing the silicate layers stacked per 
particle leads to lower maximum stress. In particular, it is seen that the maximum 
stress in the fully exfoliated model is much higher than others. For intercalated 
particles with more than one layer stacked, the stress concentration around the particle 
is higher, which would hasten damage initiation. The trend of tensile strength 
increasing with degree of exfoliation shows that improving dispersion would be an 
effective way for improving the overall strength of PCNs. 




Figure 6.14 Effects of exfoliation degree silicate on stress-strain curves. 
 
Figure 6.15 shows the DSV contours of models with different exfoliation degrees. For 
the fully exfoliated one, as there is no interlayer gallery, the damage can only occur in 
the matrix phase. Damage initiation does not occur until the tensile strain reaches 
1.975%. For other models, damage initiation is observed in interlayer galleries at much 
lower strains.  
 
It is observed from the DSV contours of the RVE models that the crack propagation 
path in the fully exfoliated model is rather tortuous as it is frequently deflected by the 
distributed single sheets. The main crack does not pass through any gallery and is 
forced to move along with the surfaces of the particles. For other models, the damaged 
gallery becomes a part of the fracture surface and crack deflections are less likely. 
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Figure 6.15 Effects of exfoliation degree on DSV contours. 
 
6.6.2 Particle Size 
 
Particle size may change the intensity of the concentrated stress and hence influence 
damage initiation and evolution in the failure of PCN. Figure 6.16 shows the stress-
strain curves of four models containing particles with diameters ranging from 70 to 
320 nm. It is observed that the Young’s modulus of the RVE model slightly increases 
with particle diameter. This agrees well with the study on stiffness reinforcement in 
Chapter 5. However, it is seen that the maximum stress as well as the strain where the 
maximum stress appears are significantly reduced. Moreover, the tensile stress after 
the maximum value also exhibits different decreasing trends. The stress of the model 
with large particles shows a gradual decrease while the model with small particles is 
more brittle as the stress drops rapidly after the maximum value. 
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Figure 6.16 Effects of particle diameter on stress-strain curves. 
 
Figure 6.17 shows the DSV contours. It is clearly seen that the gallery damage in the 
model with the largest particle occurs much earlier than others. For all models, the 
fracture surfaces pass through certain galleries, confirming the formation of micro-
cracks in the galleries. 
 
 
Figure 6.17 Effects of particle diameter on DSV contours. 
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6.6.3 Clay Content 
 
Clay content and exfoliation degree are always coupled because exfoliation degree is 
dependent on the clay content. Usually, higher clay content makes dispersion more 
difficult. Therefore, it is difficult to assess the effect of each factor independently. In 
this section, it is assumed that all the particles have two silicate sheets stacked 
regardless of clay content. The volume fraction of silicate sheets is calculated and it is 
converted into the corresponding weight fraction of OMMT.  
 
 
Figure 6.18 Effects of clay content on stress-strain curves. 
 
Figure 6.18 shows the stress-strain curves of RVE models with different clay contents. 
The Young’s modulus, defined as the slope of the initial range of the stress-strain 
curve, increases with clay content as expected. However, the maximum stress is found 
to decrease with clay content. Similarly, the strain where the maximum stress appears 
also decreases, indicating earlier failure for RVE models with higher clay content. 
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Figure 6.19 Effects of clay content on DSV contours. 
 
Figure 6.19 shows the DSV contours. In the model with weight fraction of 4.17%, 
micro-cracks begin to penetrate into the matrix phase when tensile strain reaches 
1.750%. This is much earlier than for other models. This early damage initiation is due 
to two reasons. Firstly, high clay content increases the overall stiffness of the RVE 
model and this would reduce the strain for damage initiation. Secondly, higher clay 
content leads to more intensive concentrated stress around the particles, which would 
hasten damage initiation.  
 
It is also worth noting that the fracture surface in the model with highest clay content is 
textured; yet, its tensile strength is even lower than others, indicating that the tensile 
strength is mainly determined by the damage initiation rather than the damage 
evolution as the epoxy matrix here is assumed to be fairly brittle. 
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6.7 Tensile Strength 
 
The material properties of PCN are determined by many factors besides the aforesaid 
micro-structural factors. A possible way to alter their material properties is by 
modifying the clay content. 
 
 
Figure 6.20 Comparison of tensile strength between this works and previous experimental results. 
 
Figure 6.20 shows the relation between tensile strength and clay content of the present 
PCN model and previous experimental studies [98,139-140]. An assumption is made 
that higher clay content leads to more silicate sheets stacked per particle. A series of 
models with different clay contents and stacking layers are examined.  
 
The tensile strength predicted from the RVE model using parameters obtained from 
molecular dynamics simulations is slightly higher than the experimental values. For 
both simulations and experiments, the tensile strength shows a descending trend with 
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clay content, suggesting that the strengthening effect in clay particle reinforced 
nanocomposites is not satisfactory. In addition, it is also observed that at the same clay 
content, clay particles with more layers stacked together lowers the strength of the 
RVE model, again suggesting that good particle dispersion is necessary for high 
mechanical performance.  
 
 6.8 Fracture Toughness 
 
Another critical material characterization parameter is fracture toughness. Whether the 
incorporation of clay particles into the matrix will improve the toughness is still being 
debated as many research groups reported contradictory results [141]. Chen [141] did a 
critical review on the fracture toughness of PCN. She collected more than 80 related 
manuscripts and summarized the experimental results of several important types of 
PCN, including nylon-clay, polyolefin-clay and epoxy-clay systems. She proposed that 
the expression ‘toughness’ has become ambiguous as its inferences from the area 
under the tensile stress-strain curves (conducted at low strain rates) may directly 
contradict the results using standard impact testing procedures. 
 
For example, Wang et al [98] tested the tensile strength of epoxy (DGEBA+DETDA)-
clay nanocomposites and found that the strength is always reduced with an increase in 
clay content (see Figure 6.21 (a1)). He also investigated the Model-I critical stress 
intensity factor ICK  using single-edge-notched specimens and calculated the critical 
strain energy release rate ICG . It was found the maximum fracture toughness appeared 
at 2.5 wt % of clay as shown in Figure 6.21 (a2) and (a3). Besides, Zerda et al [133] 
tested the fracture toughness of another epoxy (EPON852+Jeffamine D230) using 
Chapter 6     Damage Initiation and Failure Process 
135 
compact tension specimens and also found similar trend for the strength and toughness 
as shown in Figures 6.21 (b1) and (b2).  
 
 
Figure 6.21 Tensile strength and fracture toughness as a function of clay content [98, 133]. 
 
The fracture toughness of PCN is mainly dominated by the following factors [141]: (i) 
particle size and dispersion, (ii) polymer crystallinity and mobility, (iii) delamination 
and micro-crack formation, (iv) preferred orientation and (v) method of testing. In 
particular, the formation of micro-crack formation, as an energy-dissipating process is 
important especially for nanocomposites with high content of intercalated particles, 
where high number of interlayer galleries exist.  
 
This section will try to build a connection between the gallery damage and the trend of 
the fracture toughness measured in experiments. Figure 6.22 schematically shows three 
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RVE models with 15, 30 and 45 silicate sheets, representing low, medium and high 
clay contents respectively. 
 
When the clay content is low, most particles are fully exfoliated and in form of single 
silicate sheet. Only few intercalated particles possess interlayer galleries. In this case, 
the micro-cracks resulting from damage initiation and splitting by crack propagation 
are few. Such situation limits the total energy adsorbed by damage in the interlayer 
galleries and is responsible for the low fracture toughness.  
 
 
Figure 6.22 Schematic illustrations of gallery damage in RVE models with low, medium and high clay 
contents. 
 
When the clay content is medium, most particles have a few silicate sheets stacked 
together and a large number of galleries exist as shown in Figure 6.22 (b). These 
galleries would act as nucleation sites for micro-cracks and also can be split by the 
crack propagation. It should be noted that although there is only one main fracture 
surface throughout the RVE domain, galleries at other regions may also be damaged 
simultaneously. The new surface formed during the gallery damage will adsorb 
considerable energy and this is why the maximum fracture toughness is observed at a 
medium clay content of 2.5-3.5 wt%.  
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In the model with high clay content, the particle dispersion is more difficult as many 
thick silicate aggregates remain due to limited exfoliation as shown in Figure 6.22(c). 
On one hand, these thick aggregate may concentrate higher local stress and cause 
earlier damage initiation and premature failure. The energy dissipated by the micro-
cracks is also limited. This is due to the fact that only one gallery in the aggregate will 
be damaged regardless of how many silicate sheets the aggregate possesses. Once one 
micro-crack is formed in certain interlayer gallery, the high local stress will be released 
immediately and other galleries will not be damaged any further. In this case, although 
the clay content is high, the number of the thick aggregates may even be less than that 
of thin particles under medium clay content as demonstrated by the comparison 
between Figure 6.22 (b) and (c). Therefore, the number of the damaged gallery is also 




The RVE model was firstly used to investigate the damage initiation and failure 
process of a PCN system. The stiffness and interfacial strength of interlayer galleries 
are found to be a dominating factor in determining the location of damage initiation. 
The formation of micro-cracks in the damaged gallery is the primary mean of crack                                           
initiation and has been reported in previous TEM observations. The damage evolution 
is also captured in this numerical study. The crack may pass through the intercalated 
particle by splitting the interlayer gallery or be deflected along the outer surface of 
particles, depending on the relative orientation between the particle and the in situ 
crack tip.   
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The tensile strength of the nanocomposite was predicted from simulations on the RVE 
model. The predictions are compared with previous experimental results and 
reasonably good agreement is achieved. In both experiments and the computational 
simulations reported here, reduction in tensile strength is observed for higher clay 
content. Apparently the strengthening effect of clay particles is not satisfactory for 
brittle epoxy matrices. In addition, the formation of micro-cracks of interlayer galleries, 
as an energy dissipating mechanism, partly determines the fracture toughness of bulk 
nanocomposites. This relation successfully explains why the maximum fracture 
















7.1  Conclusions 
 
Based on computational chemistry and computational mechanics, a multiscale 
numerical approach was developed in this thesis to study the mechanical behaviors of 
PCN, including their stiffness reinforcement, tensile strength, damage initiation and 
failure process. This numerical approach provide for an alternative to traditional 
experimental material analysis and characterization tools when these means are 
unavailable as it enables rapid material properties prediction with relatively low cost 
and time. This numerical approach would help us understand the micro-deformation 
process in PCN and underlying mechanisms that are responsible for the improvement 
or deterioration of material properties. These valuable insights would in turn guide us 
in the design and synthesis of new polymeric nanocomposites with desired material 
properties. The following are the specific outcomes of this multiscale numerical 
approach. 
 
(1) On the molecular scale, molecular dynamics (MD) simulations were carried out 
to study the epoxy networks, silicate sheets and associated interfaces that were 
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several key constituent phases in PCN. For the epoxy, 3D randomly 
crosslinked networks with different degrees of crosslinking were constructed 
based on an iterative algorithm. A parametric study on mode size and a radial 
distribution function (RDF) pattern analysis demonstrated that there is a limit 
to the crosslinking degree in bulk epoxy system of about 70%. This finding 
highlights the importance of taking into account the degree of crosslinking 
when making comparison between simulation results and experimental results 
and also provides a guide on the selection of crosslinking degree to employ in 
molecular modeling of epoxy systems. It was further found that the thermal and 
mechanical properties were influenced by the degree of crosslinking. A strong 
correlation between these properties and molecular weight distribution was 
observed. The insight into the influence of molecular networks on material 
behaviors would be useful for synthesizing new epoxy systems with tailored 
material properties.  
 
(2) The MD simulations were also employed to investigate the nanosized silicate 
sheets and interfaces, which remain a challenge for experimental techniques to 
probe and characterize. The mechanical moduli of silicate sheets as the basic 
unit of clay particles were predicted and these results were used for material 
parameterization in higher level continuum models. For the interfaces, 
including interlayer gallery and matrix interphase, they were subjected to Mode 
I splitting tension and characterized by traction-separation laws, from which the 
key input parameters of the cohesive zone model (CZM) were extracted for 
parameterization. It was found that the interphase interface exhibited both 
higher peak strength and fracture energy compared to the gallery interface and 
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this was attributed to its higher density profile near the silicate surface. 
Furthermore, it was also found that the features of surfactants, particularly their 
alkyl chain length played an essential role in the interfacial properties, 
especially the final separation failure distance. This suggests an effective mean 
for tailoring macroscale material properties of bulk nanocomposites via 
modification of certain molecular structures. 
 
(3) A multi-purpose particle packing code ‘Nano-RVE3D’ was developed to build 
the representative volume element (RVE) model of PCN at the continuum level.  
This code has been found to be robust and effective in distributing particles in 
the RVE domain following exact geometric continuity and periodicity and it is 
not restricted to any specific shape of the particle. A node constraining strategy 
was developed to ensure that the RVE model follow periodic deformation to 
guarantee stress similarity and damage continuity on opposite faces of the RVE. 
The use of dummy nodes enabled easily implementation of various loading 
modes on the RVE model.  
 
(4) The RVE model was employed to predict the stiffness reinforcement of PCN. It 
was found that volume fraction and exfoliation degree rather than particle size 
and basal plane spacing had significant influence on the stiffening efficiency, 
suggesting that improving the dispersion situation under high volume fraction 
is an effective way to enhance the overall stiffness of nanocomposites. FEM 
results were compared with the analytical prediction of Wang-Pryz model and 
good agreement was observed.  
 
Chapter 7     Conclusions and Recommendation 
142 
(5) The RVE model was also employed to study the damage initiation and failure 
of PCN. The model incorporates a progressive damage modeling routine, 
including material property degradation method (MPDM) and cohesive zone 
model (CZM) for matrix phase and interfaces respectively. Two damage 
initiation sites - interlayer gallery and matrix phase around particle tip - were 
indentified. The former is a more likely damage initiation site due to the lower 
stiffness and strength caused by the void defects in the gallery and its 
occurrence is usually accompanied by the formation of micro-cracks. These 
micro-cracks would penetrate into the matrix with further loading and they may 
merge together to form a macro-crack that eventually develops into a complete 
fracture surfaces throughout the sample. The failure process was characterized 
by crack propagation. The crack may split stacked particles or be deflected by 
the particle surface depending on the relative orientation between the in situ 
particle and propagating crack. The damage initiation and crack propagation 
observed in the numerical simulations were both evident in and supported by 
TEM observations in experiments. The tensile strength of PCN was predicted 
and its decreasing trend with the clay content agreed with several experimental 
studies on identical and similar material systems. Finally, the formation of 
micro-crack as an energy dissipating process was correlated to the fracture 
toughness of bulk nanocomposites and this correlation explained why the 
highest fracture toughness appeared in samples with medium clay content.  
 
7.2  Recommendation 
 
The possible directions for future research are as follows: 
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(1) The MD simulations in this work are limited to nanosized models with less 
than ten thousands atoms. The epoxy, silicate and interface are modeled 
separately as individual constituents and thus the influence between these 
constituents are not fully considered on molecular scale. It is expected novel 
computing techniques would substantially speed up MD simulations and allow 
us to build molecular models on micro level with matrix, silicates and 
interfaces integrated together. The emerging graphics processing unit (GPU) 
and its application for MD simulations [142] could be considered in future. 
 
(2) The damage evolution of the matrix phase in this work is modeled using the 
simple material property degradation method (MPDM) that may not accurately 
characterize the cracks propagation in nanocomposites. It is expected that the 
damage modeling in the RVE model would be improved by integrating the 
extended finite element method (XFEM). Though the application of XFEM is 
still in the preliminary stages for 3D problems, its application in 
nanocomposites could improve computational accuracy and time.  
 
(3) The polymer-clay nanocomposite in the current work is modeled in a quasi-
static framework without considering loading rate. Yet, the dynamic properties, 
for example, the impact strength are an important characterizing parameter for 
engineering application in industry. Thus, it is expected the explicit FEM 
should be used to address dynamics problems of PCN.  
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(4) The multiscale framework developed in this work could be extended to study 
other polymeric nanocomposites and the objectives need not be limited to 
mechanical properties. MD simulations are able to predict certain physical 
properties of other nanosized structures, such as the carbon nanotubes (CNT), 
graphene, and metal oxide particle and these MD results could be appropriately 
used for their parameterization in a continuum model. The particle packing code 
‘Nano-RVE3D’ is a general code and can build the finite element model of 
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Images of Particles Crossing RVE Boundary  
 
The newly inserting particle after rotation and translation may crosses the RVE 
boundary. If so, its corresponding images should be included and considered to 
maintain geometric periodicity. Figure A.1 shows the schematic illustrations of several 
common cases of how the particle crosses the RVE boundary. The original particle is 
labeled and the rest are its corresponding images.  
 
 
Figure A.1 Schematic illustrations of several common cases of particles crossing RVE boundary and 
their corresponding images. 
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Table A.1 summarizes the numbers of image particles in the above cases and it should 
be noted that only the first two cases are allowed in our code to avoid too complex 
interpenetration judging between these particles as well as their images.  
 
Table A.1 Several common cases of how the particle crosses the RVE boundary 
How the particle crosses the 
RVE boundary 
Numbers of original particle 
and its images 
Allowed or not in this code 
One face 1+1 Allowed 
One edge 1+3 Allowed 
Two edges 1+5 Not allowed 
Three edges 1+6 Not allowed 
One vertex 1+7 Not allowed 
 
 





Judging Interpenetration between Particles 
 
The most critical step in the particle packing code is how to ensure no physical 
interpenetration between the inserting particle and existed ones. It is difficult to use 
analytical formulas to describe the geometry of the particles; especially when they 
have irregular and complex shapes. Here, a numerical approach inspired by the 
computer game ‘Reversi’1
Step 1: the RVE model in the 2D case is a square and it is divided into sub-cells 
 with size of . The sub-cell size  is adjustable.  
 
 is proposed. 
 
The judging procedure is performed in 3D in our code. However, it is difficult to 
illustrate schematically in 3D; thus, a 2D illustration is provided instead to explain the 
principle. It should be noted that the principle can be easily extended to a 3D case. 
Figure B.1 shows the four basic steps and they are detailed in follows. 
 
                                                            
1 Reversi (also marketed by Pressman under the trade name Othello) is a board game involving abstract 
strategy and played by two players on a board with 8 rows and 8 columns and a set of distinct pieces for 
each side. Pieces typically are disks with a light and a dark face, each face belonging to one player. The 
player's goal is to have a majority of their colored pieces showing at the end of the game, turning over as 
many of their opponent's pieces as possible. 
RVE _ cellΩ RVE _ celld RVE _ celld
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Step 2: a new coordinate system with sub-cell of  is built. The particle in a 
2D case is rectangular and is shown as the black block in Figure B.1 (b). It is 
mapped to the coordinate system with a representative collection of red sub-
cells marked as .  
 
Step 3:  when the particle is rotated and translated, the coordinates of its sub-cells 
would change according to follow equations: 
 
                                  (B.1) 
                                                     (B.2) 
 
For each sub-cell in the collection , its center after rotation and 
translation should fall within one certain sub-cell of the RVE (see the 
white dot located within green dashed square in Figure B.1 (c)). This sub-cell 
plus the surrounding 8 sub-cells in  are defined as a stencil that is 
marked as the gray region. All the sub-cells in  are treated in the same 
manner and their stencils are then merged to form a big particle stencil  
as shown in Figure B.1 (d). It is guaranteed that such particle stencil fully 
covers the original particle and it is used as a representative of the particle for 
judging the interpenetration. 
 
2 RVE _ celld
ParticleΩ
cos sin
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Step 4:  particle are inserted into the RVE model sequentially. Figure B.1 (d) shows 
the typical procedure. First, the particle 1 and 2 are inserted into the RVE 
model successfully and their particle stencils are marked as the gray region. 
As the particle 3 crosses the RVE boundary; thus, its image is added and 
marked as 3_i. When it comes to particle 4, its stencil is found to overlap that 
of particle 2, as indicated by the blue region. Thus, the particle 4 is denied and 
next iteration will commence. 
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When the principle is implemented in 3D, the following modifications should be made: 
 
1. In a 3D case, the RVE model is cubic instead of square while the particle is 
disk-like instead of rectangular. 
2. In a 3D case, the coordinate transformation equations due to rotation and 
translation for the particle are given as follows: 
 
                                         (B.3) 
                                         (B.4) 
                                          (B.5) 
                                                                            (B.6) 
 
3. In a 3D case, the stencil defined for each sub-cell of the particle will include 
itself and surrounding 26 sub-cells in total, instead of itself plus 8 sub-cells in a 
2D case. 
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Wang-Pyrz (W-P) Model 
 
For a composite material composed of isotropic matrix and randomly oriented 
transversely isotropic particles, Wang and Pyrz gave the closed and concise formulas 
to predict the overall bulk modulus and shear modulus as follows: 
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Here,  
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The constants R ,  ( 1, 2,3, 4)iA i =  and  ( 1, 2)iB i = are non-dimensional ones related to 
the elastic constants of the isotropic matrix and the transversely isotropic particle.  
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