Counterion condensation is a basic feature of 2D electrostatics exhibited by highly charged rodlike polymers such as DNA. In the framework of the Poisson Boltzmann equation with salt, we show that such a polymer of radius a attracts a condensate of thickness R M Aa 1=2 where is the Debye length and A depends weakly on the polymer charge density q 0 . To leading order in 1= ln=a, we derive the condensate structure and show that free ions follow universal density profiles independent of a and q 0 . Generalizing this approach we calculate ion profiles for finite concentration solutions. DOI: 10.1103/PhysRevLett.94.048302 PACS numbers: 82.35.Rs, 61.20.Qg, 87.14.Gg The long range character of Coulomb interactions is the origin of many remarkable and counterintuitive phenomena. A celebrated example is Manning-Oosawa counterion condensation. In his widely cited work [1] , Manning showed that a highly charged cylinderlike polymer exerts such a powerful attraction on its counterions that a certain fraction condenses onto the polymer in the limit of vanishing polymer radius, a ! 0. The same effect was captured by Oosawa's two-state model where a condensed and gaslike counterion phase coexist [2] . Both predicted condensation is triggered when the Manning parameter q 0 l B =l is greater than unity (see Fig. 1 ). Here e=l is the backbone charge density and l B e 2 ="kT the Bjerrum length where e is the electron charge, " the dielectric constant, and kT the thermal energy. The condensed fraction is just sufficient to reduce the net charge density to the universal value e=l B , i.e., q 0 ! 1.
The long range character of Coulomb interactions is the origin of many remarkable and counterintuitive phenomena. A celebrated example is Manning-Oosawa counterion condensation. In his widely cited work [1] , Manning showed that a highly charged cylinderlike polymer exerts such a powerful attraction on its counterions that a certain fraction condenses onto the polymer in the limit of vanishing polymer radius, a ! 0. The same effect was captured by Oosawa's two-state model where a condensed and gaslike counterion phase coexist [2] . Both predicted condensation is triggered when the Manning parameter q 0 l B =l is greater than unity (see Fig. 1 ). Here e=l is the backbone charge density and l B e 2 ="kT the Bjerrum length where e is the electron charge, " the dielectric constant, and kT the thermal energy. The condensed fraction is just sufficient to reduce the net charge density to the universal value e=l B , i.e., q 0 ! 1.
The concept of counterion condensation is fundamental to our view of highly charged polymers, q 0 > 1. This includes DNA [3] in both its double-stranded (q 0 4:2) and single-stranded (q 0 1:7) forms and many synthetic polyelectrolytes such as polystyrenesulfonate (q 0 3 at 100% sulfonation). DNA hybridization, DNA protein binding, electrophoretic migration, and polyelectrolyte surface adsorption are examples of phenomena where counterion condensation is deeply involved [3, 4] .
As is clear from Manning's and Oosawa's [1, 2] original works, counterion condensation is intrinsically nonlinear and occurs only if salt concentration n is low enough to satisfy a, where 8l B n ÿ1=2 is the Debye length. Seeking to elaborate the structure of condensate and free ion distributions and the nonlinear potential profile r, many theoretical works have explored this limit in the framework of the nonlinear Poisson Boltzmann equation (PBE). The exact potential at the polymer, a, was calculated by Ramanathan [5] and generalized to many-rod solutions by Ramanathan and Woodbury [6] who also bounded the difference between the true profile and the exactly solvable no-salt solution. Exploiting the fact that the PBE is a special case of the Painlevé III equation [7] , McCaskill and Fackerell [8] determined the exact prefactor of in the far field linear region, r . However, globally accurate analytical solutions have not been obtained and the structure and thickness of the condensate and what precisely distinguishes it from the free (uncondensed) ions remains unsettled.
In this Letter we will establish the condensate structure and free ion profiles to within quantified errors which are globally small. Our framework is the PBE in the presence of added salt. An important finding is that the condensate has thickness R M Aa 1=2 , where A depends weakly on polymer charge density q 0 . Thus with decreasing salt concentration the condensate expands but does not evaporate, a quite different conclusion to that of Oosawa's twostate model [2] . We find condensation is driven by the smallness of the parameter 1= ln=a. It is interesting to compare our findings with those of Le Bret and Zimm [9] for the exactly solvable PBE with no added salt. They found R M aR 1=2 for small 1= lnR=a, suggesting the Debye length acts as an effective cell radius R. Generalizing our approach, we calculate ion distributions for finite concentration polymer solutions. Further, we demonstrate free ion distributions are highly nonlinear and to leading order follow universal profiles independent of small scale polymer features. The PBE for monovalent ions reads r 2 ÿ2 sinh , where is the electric potential (units of energy and charge are chosen to be kT and e, respectively). Though the PBE is a mean-field theory and cannot capture ion-ion correlations, it is widely believed to provide a good description of monovalent ion systems at low enough densities [10, 11] . From Gauss' theorem, r ÿ2q=r where q is the net charge (polymer plus ions) within r per length l B (see Fig. 1 ) and the subscript denotes the derivative. In the convenient q language, the PBE becomes
where u r=. Our approach entails asymptotically matching accurate far-and near-field descriptions of the charge profile q. The potential and ion densities n are then given by ÿarcsinh2 2 q r =r and n ne . How the condensate mass should be defined is subtle. We now demonstrate that if one insists the mass is such that the far field would be accurately described by an infinitely thin rod with its charge renormalized by the condensate, one is forced to choose the Manning value,
where R M is the condensate thickness ( Fig. 1) .
Outer solution.
-Far away, do we see the polymer at the origin with some effective charge density q M ? That is, do q M values exist such that, in the outer region whereM , as ! 0 the true charge profile q is accurately and uniformly described by q out , the solution to the PBE with modified boundary condition (BC) q out 0 q M ? We will show q M 1 satisfies this condition. Rewriting the PBE in terms of the shifted charge Q q ÿ 1, this defines the outer solution Q out q out ÿ 1:
In fact, one can show q M 1 is the only possible value as follows. Suppose a value q 0 M < 1, defining another outer solution Q out 1 , also satisfied the above conditions. Then since as ! 0 the exact profile Q would have to converge both to Q out 1 and Q out in the region where Q q 0 M ÿ 1, the two outer solutions would have to be identical in this region. This is impossible given the finite difference 1 ÿ q 0 M in their values at the origin. On the other hand, any solution Q out 2 defined by a choice q 00 M > 1 must be negative for any r > 0, since from Manning's original argument [1] counterions condense to a line charge reducing its charge density to unity. Hence at the point R 00 M where the exact solution Q has the value q 00 M ÿ 1, the difference Q out 2 ÿ Q exceeds q 00 M ÿ 1 no matter how small . We now show the outer solution Q out approximates the exact one from Q ÿ1 at r 1 to Q 0 at r R M . To determine the error, Q out Q out ÿ Q, we need its small scale behavior, available from the work of Tracy and Widom [12] who studied the PBE with this same BC. 
In summary: outside the condensate, the charge profile is accurately described by a universal function Q out independent of small scale polymer features (radius and charge density, a and q 0 ). As ! 0, this outer solution converges uniformly to the exact profile for r R M .
Inner solution.
-Very close to the highly charged polymer, we expect oppositely charged ions predominate. Neglecting the like-charged ion contribution to Eq. (1) leads to the no-salt PBE and its well known solution [9] Q in yy ÿ2Q in Q in y ; Q in j y0 q 0 ÿ 1;
where the logarithmic variable y lnr=a is the natural one for the inner region. To determine the integration constants and y M and quantify the accuracy of this inner solution, we must first match it to the outer solution.
Matching window.-The matching procedure hinges on the existence of an overlap region where inner and outer solutions are simultaneously accurate as ! 0. If this is true, the solutions can be matched at some r ,
such that the overall asymptotic solution is everywhere accurate. We will see that r can be chosen in a matching window of width depending on the desired accuracy. In addition to charge amplitude accuracy, we insist on positional accuracy: the solution must accurately reproduce the location rQ of a specified charge value Q. Thus, both Q and r=r y must be small.
There are two sources of error in the inner solution. (i) A matching error from Eq. (7), as the inner solution was matched not to the exact solution but to Q out . Following an exactly parallel proof to that for Q out , one finds this contribution to Q in is a maximum at r . Very similar arguments show the positional error y is also a maximum at r , after restating the PBE Eq. (1) 
H Y S I C A L R E V I E W L E T T E R S
Matching.-Let us now examine the behavior near the matching point, beginning with Q in of Eq. (6) . Since the slope at the matching point is relatively large, jQ y j , it follows from Eq. (6) that ÿQ in Q in y ÿ 2 1=2 1=2 around this point, where we used O. Thus the tangent factor in Eq. (6) must be very large and negative and its argument can be expanded about ÿ=2, giving
Turning now to Q out of Eq. (4), near r the first term dominates and, as expected, Q out has the same structure as Q in , Eq. (10). Matching these expressions, one finds
Since y M is the location where Q in 0, and since we have proved inner solution positional accuracy y in 1, we can identify y M with lnR M =a to this accuracy. Thus
This is one of our principal findings. The validity of Eq. (12) is clearly demonstrated in Fig. 2 where comparisons with numerical PBE solutions are shown. This completes the specification of the inner and outer solutions. Our asymptotic solution to the PBE is Q Q in for r r and Q Q out for r r , accurate to order [see Eq. (8)]. This is compared to exact charge profiles in Fig. 3 with excellent agreement. Note the linear theory is manifestly invalid. Evaluating the potential at the polymer from the inner solution Eqs. (6) and (11), the leading order terms give the result of Ramanathan and Woodbury [6] .
We remark that Guéron and Weisbuch suggested R M a 1=2 [13] on the basis of numerical PBE solutions. Note also that to leading order in our definition, Eq. (2), coincides with the inflection point in qy, the criterion proposed by Deserno et al. [11] , since Q in yy y M 0 and Q in accurately describes Q in this region.
How small must be for our results to be valid? Since Eq. (9) suggests that when is somewhat greater than 0.013 the matching window shrinks to zero, must be well below this value. To address more realistic experimental values of , it is straightforward to repeat the derivation of Eqs. (8) and (9) demanding the same charge accuracy but now demanding reduced positional accuracy, y 1=. This captures the leading order term y M 1=2 and hence the same power law prediction, R M a 1=2 . One finds a less restrictive matching window is now required, ln=r 1= and r , which exists 
FIG. 3 (color online)
. Predicted inner (Q in ) and outer (Q out ) charge profiles versus numerical solutions (symbols), q 0 2. Asymptotic solution is Q in (Q out ) for r < r (r > r ), see Eq. (8) . As decreases, the exact profile converges to our asymptotic solution but not the linear solution (dash-dotted line). Inset highlights inner region.
for any < 1. Interestingly, Fig. 2 shows excellent numerical agreement with Eq. (12) even for large > 0:013, possibly because the actual accuracy exceeds the bounds we proved here.
Finite polymer density.-We have generalized this method to study solutions of overlapping rodlike polymers dialyzed against a salt solution at density n as in typical osmotic experiments. We use a cell model with one polymer per cell of radius R lc ÿ1=2 , where c is polymer counterion concentration. The PBE [Eq. (1)] still applies but its outer BC is modified since neutrality is recovered at the cell edge, qR 0. Similarly to our previous analysis, we find a family of universal outer solutions Q out X depending only on the ratio of counterion to salt densities via the parameter X =R c=8q 0 n 1=2 . We find the small scale behavior
Adapting the above matching procedure, we find the X 0 condensate thickness of Eq. (12) generalizes to R M expfÿq 0 ÿ 1 ÿ1 C X =2ga 1=2 at finite concentration. The information transmitted from the outer solution is the constant C X which must exhibit the following asymptotics. (i) For dilute solutions (R ), cell size effects are screened and we recover our previous analysis, C X ! C 0 ÿ1:502 . . . . (ii) At high concentrations (R ), counterions overwhelm added salt so the no-salt outer solution is recovered, Q out 1 . The no-salt PBE Q yy ÿ2QQ y with appropriate BC at the cell edge is easily solved, giving Q out 1 lnr=R ÿ 1 ÿ1 . Comparing to Eq. (13) determines C X lnX ÿ 1 for large X. These asymptotics and our generalized condensate thickness expression are tested numerically in Fig. 2 .
Discussion.-We have shown that a natural procedure leads to a unique and universal definition of the ManningOosawa condensate as follows. If one tries to divide the ions into two parts, a condensate and a free part, such that the free ion distribution is accurately described by the PBE with the condensate placed at the origin, one is forced to choose a condensate mass q 0 ÿ 1. (Here, ''accurately'' means this PBE solution converges uniformly to the true profile as ! 0.) The free ion part then follows a universal profile to within O errors.
This quantifies the sense in which Manning-Oosawa condensation is a low salt phenomenon: must be small. For polymers (a & 1 nm), is usually small at lower salt levels. The nonlinear region is then very broad, extending far beyond the small polymer scales, and is essential in determining physical properties such as osmotic pressure. The opposite limit of high salt, a, is very different: since screening is exponentially strong beyond , charge renormalization occurs in the 1D-like region near the polymer. At the outer boundary of this region (r ÿ a a) the net charge is already far below the Manning criterion, qr 1. Clearly, the 2D Manning-Oosawa effect disappears. In this limit, the nonlinear region is small and powerful methods exist to calculate the renormalized charge to be used in the linear solution [14] , enabling calculation of physical properties. This is the usual limit for colloidal solutions (typically, a 1 m).
Our framework has been the PBE. Another approach is Oosawa's two-state model [2] and generalizations [15] . Although this versatile framework predicts the correct condensate mass q 0 ÿ 1 for a= ! 0, it essentially presupposes a uniform condensate of fixed thickness a with O1 and typically assumes the polymer perturbs the free ion distribution according to the linearized PBE. Our results describe a complex condensate structure and highly nonlinear free ion potential. In fact, from Eqs. (6) and (11), the mass fraction within a is 1 1=q 0 ÿ 1 ln ÿ1 O 2 , always less than unity. The assumed linear free ion potential of the two-state model underestimates screening; hence the potential at the polymer is overestimated, as is the proximity of the condensate to the polymer. Our study has shown that the reality, according to the PBE, is a far more spread out condensate with thickness growing as R M a 1=2 as salt concentration decreases. We thank Hong Qian for pointing out Ref. [12] . This work was supported by NSF (Grant No. DMR-9816374 and the MRSEC Program under Grant No. DMR-0213574).
