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ABSTRACT
In models with dark matter made of particles with keV masses, such as a sterile neutrino, small-scale density
perturbations are suppressed, delaying the period at which the lowest mass galaxies are formed and therefore
shifting the reionization processes to later epochs. In this study, focusing on Warm Dark Matter (WDM) with
masses close to its present lower bound, i.e. around the 3 keV region, we derive constraints from galaxy
luminosy functions, the ionization history and the Gunn-Peterson effect. We show that even if star formation
efficiency in the simulations is adjusted to match the observed UV galaxy luminosity functions in both CDM
and WDM models, the full distribution of Gunn-Peterson optical depth retains the strong signature of delayed
reionization in the WDM model. However, until the star formation and stellar feedback model used in modern
galaxy formation simulations is constrained better, any conclusions on the nature of dark matter derived from
reionization observables remain model-dependent.
Subject headings: cosmology: theory – cosmology: large-scale structure of universe – galaxies: formation –
galaxies: intergalactic medium – methods: numerical
1. INTRODUCTION
The current canonical cosmological model, the so-called Λ-
Cold Dark Matter (ΛCDM) scenario, assumes that dark mat-
ter is made of a totally cold weakly interacting particles, rep-
resenting ∼ 26% of the universe mass-energy density. This
very simple framework provides an accurate description of
both large scale structure observations (Alam et al. 2016)
and the temperature and polarization anisotropies of the Cos-
mic Microwave Background (CMB) measured with unprece-
dented precision by the Planck satellite (Ade et al. 2016).
However, the precise microphysics and, ultimately, the na-
ture of dark matter remains undiscovered (Bertone et al. 2005;
Bergstrom 2012). Particle physics models cover a very wide
range for possible masses, interactions, and free-streaming
scales for the dark matter particles. The last property is prob-
ably the most interesting one for cosmological and astrophys-
ical observations. Free-streaming allows the dark matter par-
ticles to propagate out of density perturbations, suppressing
the growth of structure at scales smaller than a characteris-
tic scale. For practical purposes, such a scale is totally ir-
relevant for CDM particles. However, there are a number of
well-motivated hypothesized particles (such as sterile neutri-
nos) for which its free-streaming nature is very relevant and
can not be neglected when computing our universe’s structure
formation history.
Besides that particle physics provides excellent theoreti-
cally-motivated dark matter candidates with non-negligible
free-streaming scales, there also exist several observational
indications that are sometimes interpreted as the so-called
”small-scale crisis” of the ΛCDM model (see Bullock &
Boylan-Kolchin 2017, for the recent review), which further
motivate the search for alternatives to the standard CDM sce-
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nario: abundances and kinematics of gravitationally bound
structures predicted in purely collisionless, not accounting for
any baryonic physics numerical simulations of the ΛCDM
paradigm are not consistent with several observational mea-
sures of analogous quantities in the Local Group and other
nearby galaxies (Klypin et al. 1999; Moore et al. 1999;
Boylan-Kolchin et al. 2012). Plenty of work has been de-
voted to trying to resolve these existing controversies at galac-
tic and sub-galactic scales (Wang et al. 2016; Lovell et al.
2017; Sawala et al. 2013, 2016; Fattahi et al. 2016; Polisen-
sky & Ricotti 2014; Vogelsberger et al. 2012; Schewtschenko
et al. 2016; Lovell et al. 2012, 2014, 2016; Nakama et al.
2017). Among the possible solutions, a Warm Dark Mat-
ter (WDM) candidate with a ∼ keV mass will have a non-
negligible free-streaming scale, providing one of several po-
tential explanations. Furthermore, claims of the detection of
a monochromatic line at 3.56 keV in X-ray data toward the
Andromeda and Perseus Cluster were reported in Refs. Bul-
bul et al. (2014); Boyarsky et al. (2014). Such a line has been
identified as the radiative decay of a WDM keV sterile neu-
trino into a photon plus an active neutrino state (νs → γν).
The Ly-α power spectra from distant quasars has been shown
to provide a robust tool where to test and extract the most con-
straining bounds on the mass of a thermal WDM relic (Irsˇicˇ
et al. 2017; Ye`che et al. 2017; Viel et al. 2005; Seljak et al.
2006; Viel et al. 2006, 2008; Boyarsky et al. 2009; Viel et al.
2013; Baur et al. 2016), albeit it is subject to potential uncer-
tainties in modeling of dynamics and thermodynamics of the
Inter Galactic Medium (IGM) at low and intermediate red-
shifts.
In this work we focus on the constraints on the WDM mass
around the 3 keV region (where current constraints lie (Irsˇicˇ
et al. 2017; Ye`che et al. 2017)) from the reionization period
(Barkana et al. 2001; Yoshida et al. 2003; Somerville et al.
2003; Yue & Chen 2012; Pacucci et al. 2013; Mesinger et al.
2014; Schultz et al. 2014; Dayal et al. 2017; Lapi & Danese
2015; Bose et al. 2016, 2017; Corasaniti et al. 2017; Menci
et al. 2016; Lopez-Honorez et al. 2017), when the ultravio-
let photons emitted by the first forming galaxies ionized the
neutral IGM. With its free-streaming nature, WDM particles
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2wash out small-scale overdensities, delaying the formation of
the lowest mass galaxies (which are among the main sources
of ionizing photons), and, consequently, shifting the reioniza-
tion processes to later epochs.
We make use of extensive hydrodynamical simulations,
which model the complex physics involved in the cosmic
reionization processes. Therefore, we self-consistently ac-
count for a wide range of physical effects such as star forma-
tion and stellar feedback, non-equilibrium ionization of hy-
drogen and helium, etc (Gnedin 2014), several of them highly
degenerate with the WDM free-streaming nature. We then
compare the results arising from our hydrodynamical simu-
lations to a set of reionization-related observables. We con-
sider measurements of the UV galaxy luminosity functions
(Bouwens et al. 2015), the ionization fraction of the universe
(Fan et al. 2006), and distributions of the Gunn-Peterson op-
tical depth (Becker et al. 2015).
All in all, our calculations show that, while there is little
hope in distinguishing among several possible WDM scenar-
ios and the canonical ΛCDM case using current astronomical
measurements of the observables listed above, future observa-
tions with the James Webb Space Telescope (JWST, Gardner
et al. 2006) may reach the required sensitivity to differentiate
WDM from CDM in reionization observables, if systematic
uncertainties due to currently poorly known reionization in-
gredients, such as stellar feedback, can be reduced and kept
under control by, for example, future progress in constraining
galaxy formation models.
2. WDM COSMOLOGIES
WDM is characterized by having non-negligible veloci-
ties at high redshifts, suppressing the growth of structures on
scales below a free-streaming length, which depends on the
mass of the WDM particle mX and it is typically of hundred
kiloparsecs for keV WDM candidates. The free-streaming
scale can be computed as the distance over which such a par-
ticle can travel until the time of matter radiation equality teq
(Kolb & Turner 1990; Schneider et al. 2012), while more ac-
curate predictions require numerical simulations (Bode et al.
2001). In contrast to the standard WIMP scenario, WDM par-
ticles are still relativistic at the decoupling epoch, but non-
relativistic at teq, when substantial growth of perturbations be-
comes possible. Hereafter we consider that all the dark matter
is warm and that it was thermally decoupled in the early uni-
verse. Predictions for non-thermal relics as non-resonantly
produced sterile neutrinos can be easily related to our results
(c.f. Viel et al. 2005).
The WDM free-streaming nature leads to a CDM-like
power spectrum with a cutoff, which is around a scale 1010
(108) M for mX ' 1 (3) keV, below Milky-Way-like galaxy
sizes. Consequently, the WDM power spectrum, PWDM(k),
can be written in terms of that for CDM PCDM(k) through a
transfer function TWDM(k) which accounts for the suppression
on small scales (Bode et al. 2001):
PWDM(k) = T 2WDM(k) PCDM(k). (1)
This transfer function has to be obtained from a numeri-
cal Boltzmann code in order to accurately account for free-
streaming. A common fit is given by Bode et al. (2001); Viel
et al. (2005)
TWDM(k) = (1 + (αk)2ν)−5/ν , (2)
10 3 10 2 10 1 100 101 102
k [h/Mpc]
10 4
10 3
10 2
10 1
100
101
102
2 (
k)
=
1 2
2
k3
P(
k)
WDM m=0.5 keV
WDM m=1.0 keV
WDM m=3.0 keV
CDM
Fig. 1.— Dimensionless linear power spectrum ∆2(k) = 1
2pi2
k3P(k) for sev-
eral values of the WDM particle mass mX , together with the ΛCDM case.
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being ΩX the dark matter density fraction over the critical den-
sity and h the reduced Hubble constant. The dependence of
the dimensionless power spectrum ∆2(k) = 12pi2 k
3P(k) on the
WDM particle mass mX is shown in Fig. 1 for several values
of mX . Notice that, the lighter the particle is, the smaller is
the value of k at which the suppression of the power spectrum
appears.
3. SIMULATIONS AND THEIR CALIBRATION
For modeling the formation of cosmic structure and the pro-
cess of reionization we use numerical technology from the
Cosmic Reionization On Computers (CROC) project (Gnedin
2014; Gnedin & Kaurov 2014). These simulations include a
wide range of physical effects which are relevant for model-
ing accurately the cosmic reionization, such as dynamics of
dark matter and cosmic gas, star formation and stellar feed-
back, non-equilibrium ionization of hydrogen and helium,
fully coupled 3D radiative transfer, radiation-field-dependent
cooling and heating functions for the metal enriched cosmic
gas, etc (see Gnedin 2014, for mode details).
Since the primary effect of Warm Dark Matter is on small
spatial and mass scales, in this paper we only use simulations
in computational boxes of 20h−1 Mpc on a side. As our re-
sults demonstrate, it would be simply a waste of computa-
tional resources to use larger boxes. Specifically, we use the
simulations from the ”Caiman” series introduced in Gnedin
et al. (2017). The primary advantage of these new series
over the original simulations from Gnedin (2014) is that the
new runs include corrections for weak numerical convergence
(Gnedin 2016) and, hence, deliver numerically converged re-
sults. Specifically, we use Planck cosmology; mass resolution
of our simulations is M1 = 7 × 106M and the spatial resolu-
tion is kept fixed in physical units to 100 pc, just as in Gnedin
et al. (2017).
We use three sets of simulations in this paper. The pure
CDM set (the same one used in Gnedin et al. (2017)) includes
six independent realizations (labeled A-F) that are combined
in computing averaged quantities to approximate true aver-
ages over the infinite universe. The second set include a sin-
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Fig. 2.— Ionization histories for a single realization (A) of the CDM model
(blue lines), the WDM model with identical physical and numerical parame-
ters (”not tuned WDM”, orange lines) and the WDM model with 50% higher
star formation efficiency (”tuned WDM”, red lines). Solid (dotted-dashed)
lines correspond to volume-weighted HI (HII) fraction, while dashed (dot-
ted) lines correspond to mass-weighted HI (HII) fraction. The measurements
are from Fan et al. (2006).
gle realization (A) of a WDM model with all physical and nu-
merical parameters kept identical to the CDM case. Finally,
the third set includes four out of six independent realizations
(A,B,D,E) with the WDM model and star formation efficiency
increased by a factor of 1.5 (or, equivalently, the gas deple-
tion time decreased by a factor 1.5) compared to the CDM
case. The particular choice of these four realizations is moti-
vated by the property that the average over them in the pure
CDM simulation set for all the quantities considered in this
paper is virtually identical to analogous averages over all six
realizations. Hence, these four realizations serve as a good
approximation to the average universe.
The reason for adjusting the star formation efficiency is
given in Figure 2. It shows ionization histories for the first
realization (A) for the three simulations sets we consider. The
original CROC CDM simulations were calibrated against the
diverse observational data to ensure the best achievable (not
necessarily good) match. In particular, they match the ob-
served mean opacity in the spectra of high redshift quasars
from Fan et al. (2006). The WDM model with identical phys-
ical and numerical parameters does not match these data, be-
cause the lack of small scale power reduces star formation
and, hence, ionizing emissivity of dwarf galaxies. But param-
eters like star formation efficiency and ionizing emissivity are
phenomenological adjustable parameters, they can not yet be
constrained from the first principles. Hence, the WDM sim-
ulations need to be re-calibrated again to ensure the best pos-
sible match with the data in order to be a viable theoretical
model.
We have performed such re-calibration, and it turns out that
it is only sufficient to increase the star formation efficiency
by 50%, while keeping fixed all other physical and numerical
parameters to the previously calibrated values. Ionization his-
tory for the tuned WDM model is also shown in Fig. 2 with
the red lines. As one can see, it offers an identically good fit
to Fan et al. (2006) data. We shall elaborate further on this
point in our Results section.
In the rest of the paper we will show that such a tuned
WDM model also fits some (but not all) observational con-
straints as well as the best-calibrated CDM model. Hence,
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Fig. 3.— Halo mass function for the CDM (blue) and WDM (red) case
as well as theoretical expectation (orange) using Tinker et al. (2008) fitting
formula. We avoid artificial numerical fragmentation, typical of WDM sim-
ulations, due to our particular refinement criterion.
hereafter we will only compare the CDM simulation set and
the simulations set of the re-calibrated WDM model; we will
drop the qualification tuned for clarity, since the proper com-
parison between the two models is for their best calibrated
realizations, not between models with the same physical and
numerical parameters (in which case one of them would not
be properly calibrated).
A particular challenge in modeling Warm or Hot Dark
Matter with simulations is artificial numerical fragmentation,
which has been extensively discussed in the literature (Wang
& White 2007; Banerjee & Dalal 2016; Schneider et al. 2013;
Angulo et al. 2013). Shot noise due to initial random thermal
velocities can seed unphysical overdensities at small scales,
which lead to the formation of spurious structures as the sim-
ulation evolves. As a result, there is an unphysical over-
abundance of low-mass halos, just the opposite from what is
expected for a WDM model.
There exist several numerical approaches for suppressing
this artificial fragmentation (Angulo et al. 2013; Hobbs et al.
2016). In this work we adopt an alternative, simpler approach
that is sufficient for our purpose, but may not be applicable
to higher mass resolution simulations. CROC simulations use
the Adaptive Refinement Tree (ART) code (Kravtsov 1999;
Kravtsov et al. 2002; Rudd et al. 2008) that implements an
Adaptive Mesh Refinement technique. The mesh refinement
and de-refinement strategies is essentially user-definable; in
CROC simulations refinement is implemented in a quasi-
Lagrangian manner, striving to keep the mass per cell ap-
proximately constant, but the refinement is performed only
on the gas density and not on the dark matter density. Since
artificial numerical fragmentation typically produces halos
with masses too small to contain any appreciable amount of
baryons Lovell et al. (2014); Okamoto et al. (2008), the com-
putational mesh (and, hence all gravity calculations) is not
refined at the potential locations of such halos, and thus they
simply do not form in CROC simulations. This is apparent
from Figure 3, that shows halo mass functions for the CDM
and WDM simulations with identical numerical parameters.
It is important to note here that the simulations presented
in Fig. 3 have limited mass resolution, resolving halos down
to Mh ≈ 3 × 108M (the mass at which the simulated CDM
halo mass function deviates from the theoretical expectation).
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Fig. 4.— Galaxy UV luminosity functions at five different redshifts for CDM
(solid) and WDM (dashed) simulations. Points with error bars from Bouwens
et al. (2015).
It is possible that for higher resolution simulations artificial
numerical fragmentation would appear even with our choice
of refinement criteria.
4. RESULTS
4.1. Galaxy luminosity functions
Galaxy UV luminosity functions represent one of the
best observables to constrain the properties of reionization
sources. Current HST observations have managed to measure
UV magnitudes ∼ −15 at z . 8 and reach redshifts z ∼ 10
(Bouwens et al. 2015). Despite their high sensitivity, the cur-
rent observations are still insensitive to the faint end of the
UV luminosity function for the range of galaxy luminosities
affected by the nature of dark matter. In Gnedin (2016) it was
shown that simulations agree well with current measurements,
and that the usual Schechter fit can provide a good description
of the luminosity functions over the currently measured range
of luminosities.
Figure 4 depicts one of the main results of this study. We
plot the simulated UV galaxy luminosity functions for z =6, 7,
8, 9, and 10, together with current observations from Bouwens
et al. (2015). The solid lines depict the CDM scenario, while
the dashed lines show the predictions for a WDM particle with
a mass mX = 3 keV. Notice that both models match well each
other and the existing measurements; however, at lower lumi-
nosities the WDM model predicts fewer galaxies, as expected.
It is worth highlighting that (a) there is a difference between
the CDM and WDM cosmologies for magnitudes ∼ −14 and
further beyond; and (b) this difference is almost redshift inde-
pendent.
The current observations have not yet reached this crucial
region, and existing data do not allow us to distinguish among
the CDM and WDM models. However, the future JWST ob-
servations will be able to probe galaxy luminosity functions
at redshifts z ∼ 8 − 10 down to magnitudes ∼ −13 by tak-
ing advantage of gravitational lensing effects. Whether these
observations will be able to actually constraint the nature of
dark matter is, however, unclear, due to inherent theoretical
uncertainty in predicting galaxy luminosity functions at these
faint magnitudes. We expand on this subject further in the
Conclusions.
Another feature of modeled galaxy luminosity function in
Fig. 4 is the steep turnover at M1500 ≈ −10. This turnover
is only weakly sensitive to the nature of dark matter and is
highly model dependent. It is caused by the primary as-
sumption made in CROC simulations that stars form predomi-
nantly in molecular gas. Since halos with masses below about
108M contain little molecular gas, they contribute respec-
tively little to star formation (and, hence to UV luminosity).
This result, we emphasize again, is a theoretical assumption,
not a known fact. Several recent large computational projects
achieved similar level of precision in matching observational
constraints to the CROC projects, and they all predict the
turnover to occur at widely varying luminosities (Bouwens
et al. 2017). Hence, the location and the shape of the turnover
cannot be considered as a reliable theoretical prediction and
will have to be constrained by future observations.
4.2. Ionization history
The ionization history of the universe may also offer a tool
to constrain the dark matter nature. The ionization history
is given by the volume filling factor of the ionized hydro-
gen QHII, whose evolution follows the reionization equation
of Madau et al. (1999):
dQHII
dt
=
n˙ion
nH
− QHII
t¯rec
, (4)
where n˙ion is the globally averaged rate of production of hy-
drogen ionizing photons, which can be related with the star
formation rate ρ˙∗ through (Robertson et al. 2015)
n˙ion = fescξionρ˙∗, (5)
where fesc is the effective escape fraction of ionizing photons
and ξion the ionizing photon production efficiency per unit star
formation rate.
As previously stated, in WDM cosmologies, free-streaming
of dark matter particles suppresses small-scale fluctuations,
delaying structure formation and, therefore, the onset of the
overall reionization process. The effect will be more pro-
nounced for smaller WDM masses (see Fig. 1). However,
after a quick inspection of Eq. (5), one can notice that the
eventual smaller ionized fraction in the presence of a WDM
particle could be easily accommodated by an increase of the
star formation rate/effective escape fraction of ionizing pho-
tons, leaving unchanged the volume filling factor. Therefore,
as anticipated in Sec. 3 and illustrated in Fig. 2, it is always
possible to match the ionization history of a given WDM cos-
mology to that expected in the standard CDM picture and be
perfectly consistent with SDSS high redshift quasars observa-
tions at 5.74 < z < 6.42 (Fan et al. 2006).
While Fig. 2 shows that some differences between our
CDM and WDM models remain even after tuning, it is un-
likely to be a detectable difference, as we have only tuned the
star formation efficiency. There exist many more parameters
that can also be tuned in the simulations (cosmological param-
eters, feedback models, ionizing efficiency, etc) to achieve an
even better agreement between CDM and WDM models.
4.3. Post-reionization IGM
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to CDM, dashed to WDM. Observational data are from Becker et al. (2015)
and Gnedin et al. (2017). Later reionization in the WDM model is easily
detectable by the data.
Galaxy UV luminosity functions offer a strong constraint on
the sources of ionizing photons during reionization. Another
strong observational constraint on the final stages of reioniza-
tion and its immediate aftermath comes from the observations
of absorption spectra of high redshift quasars. With the sam-
ple of quasars discovered at z > 6 exceeding 100 (Ban˜ados
et al. 2016), one can not only accurately measure the mean
Gunn-Petrson opacity (as shown in Fig. 2), but also determine
their full PDFs (Becker et al. 2015).
Resonant scattering in the Ly-α line of (remaining after
reionization residual) neutral hydrogen depletes the observed
flux from a distant quasar by a factor e−τ, being τ the Gunn-
Peterson optical depth. The value of τ is highly (quadrat-
ically) sensitive to the distribution of neutral hydrogen nHI
along a given line of sight. In order to have a statistical de-
scription of the Ly-α opacity, one usually averages the nor-
malized flux over a number of lines of sight 〈F〉. It is custom-
ary to define an effective averaged optical depth τe f f as
τe f f = −ln〈F〉L, (6)
where L is the distance along the line of sight over which the
averaging is performed.
We compute from our simulations the probability distribu-
tion function (PDF) of τe f f and its cumulative distribution
P(≤ τe f f ), i.e., the probability of having an optical depth
lower than τe f f . We test our predictions against the measure-
ments obtained by Becker et al. (2015) in Figure 5, with aver-
aging performed over sightline segments of comoving length
L = 40h−1 Mpc, as in Gnedin et al. (2017), who demonstrated
that this segment length is reliably modeled by CROC sim-
ulations. Since the optical depth increases with redshift, the
cumulative probability distribution is shifted to higher values
of τ, as z increases.
The effect of the WDM free-streaming nature on the Gunn-
Peterson optical depth is easy to understand: since reion-
ization is delayed in the WDM case, the higher density
(and, hence, higher optical depth) regions get ionized later
(Miralda-Escude´ et al. 2000; Kaurov 2016), extending the
high τe f f tail towards larger values. The lower density re-
gions , which have been ionized early enough, follow similar
ionization states in both CDM and WDM models. Even with
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Fig. 6.— Power spectra of redshifted 21 cm emission for CDM (solid) and
WDM (dashed) models, at several redshifts where the signal is sufficiently
high.
present data, the difference between the two models is easily
detectable.
Both models also fail to match observations at z < 5.3. This
discrepancy was noted in the first CROC papers (Gnedin &
Kaurov 2014; Gnedin 2014) and was interpreted as a failure
of the adopted stellar feedback model.
4.4. Redshifted 21 cm emission
Another potential strong constraint on the process of reion-
ization is offered by the redshifted 21 cm emission from neu-
tral hydrogen. While the idea to use that emission as a probe
of reionization has been around for a long time (see Pritchard
& Loeb (2012) for a recent review), only recently interest-
ing observational constraints have been placed by Murchison
Widefield Array (MWA; Dillon et al. 2014, 2015) and Donald
C. Backer Precision Array for Probing the Epoch of Reion-
ization (PAPER Parsons et al. 2014; Jacobs et al. 2015; Pober
et al. 2015; Ali et al. 2015)).
In Figure 6 we show simulated power spectra of redshifted
21 cm emission (the currently most favorable statistical probe
of the reionization signal) at several redshifts. The differences
between the CDM and WDM models are non-trivial, but are
probably not large enough to be detectable by the first gener-
ation of experiments.
5. CONCLUSIONS
Warm Dark Matter scenarios with free-streaming scales of
∼Mpc, while giving excellent predictions for the measure-
ments of the large scale structure of the universe, also of-
fer an appealing solution to several unresolved difficulties in
the standard CDM paradigm, such as the so-called ”small-
scale crisis” (missing satellite, too-big-to-fail, and core-cusp
problems) and the controversial detection of a monochromatic
line at 3.56 keV in X-ray data. Furthermore, particle physics
renders many well-motivated theoretical scenarios in which
WDM candidates arise naturally (e.g. sterile neutrinos).
It is therefore timely to explore what the reionization his-
tory of the universe can currently tell about the nature of
dark matter, specifically focusing on a WDM particle mass
of ∼ 3 keV, the present lower bound from CMB and Ly-α
forest power spectra. The formation of cosmic structure and
the process of reionization are sufficiently realistically sim-
ulated via the Cosmic Reionization On Computers (CROC)
6project (Gnedin 2014; Gnedin & Kaurov 2014). These sim-
ulations account for the dynamics of dark matter and cos-
mic gas, star formation and stellar feedback, non-equilibrium
ionization of hydrogen and helium, fully coupled 3D radia-
tive transfer, and radiation-field-dependent cooling and heat-
ing functions for the metal enriched cosmic gas. Three sets
of simulations have been produced: the canonical CDM cos-
mology case, a WDM model with identical parameters to the
CDM case, and a WDM model in which the star formation
rate is increased by a factor of 1.5.
We have shown that the lack of small scale power in
WDM cosmology (relative to the equivalent CDM case) due
to the non-negligible free-streaming length of WDM particle
considerably delays the reionization processes. However, a
higher star formation efficiency (or, equivalently, a lower gas
depletion time) compensates for the WDM-suppressed small-
scale structure, leading to nearly identical (within the cur-
rently observationally constrained range) galaxy luminosity
functions in the CDM and WDM cases. Such tuning of the
star formation efficiency in our simulations is perfectly jus-
tified, as this quantity still remains a parameter, adjustable
within reasonable bounds, that currently can be derived nei-
ther from the first principles nor from observational con-
straints.
A so tuned WDM model never-the-less underpredicts (as
compared to the pure CDM case) the abundance of galax-
ies with UV magnitudes below about -15, the range of galac-
tic luminosities well within reach of the soon-to-be-launched
JWST telescope (which is expected to measure the faint end
of the galaxy UV luminosity function down to MUV ' −13).
The WDM model also differs significantly from the CDM
case in the predicted redshifted 21cm emission.
Clustering and luminosity functions of Ly-α emit-
ters (Konno et al. 2017; Ouchi et al. 2017) may offer an-
other possible test of WDM scenarios. In practice, such a
test strongly relies on comparisons with analytical models and
therefore is a highly model-dependent probe of reionization.
However, by far the most significant signature of delayed
reionization in the WDM case is the distribution of Gunn-
Peterson optical depth in the spectra of high-redshift quasars
- perhaps, the most constraining today observational data on
cosmic reionization. Both the Planck value of the Thom-
son optical depth (Adam et al. 2016; Aghanim et al. 2016)
and the ionization state of low density IGM significantly con-
strain reionization history with the existing data. Both those
constraints push reionization to lower redshifts. This push
is, however, resisted by the observational constraints on the
ionization state of higher density gas (i.e. higher τe f f tail of
Gunn-Peterson optical depth distributions). Hence, the over-
all shape of PDFs of τe f f is strongly constraining. In partic-
ular, our WDM model fails that observational test by a large
margin even after adjusting the star formation efficiency.
Despite all these observational signatures, the question of
whether the nature of dark matter can be constrained by ob-
servational tests of cosmic reionization remains open. In our
simulations we tuned the star formation efficiency to repro-
duce the observed UV luminosity functions in both CDM
and WDM models, but galaxy formation simulations include
much more uncertainty that just one parameter - the full model
of star formation and stellar feedback is largely unconstrained.
For example, it is possible that some other change to the stel-
lar feedback model adopted in the simulations may reduce the
feedback strength and make the WDM model more consistent
with observations. However, such a change must be highly
non-trivial, since the stellar feedback in CROC simulations is
already too weak - it fails to reduce star formation by z = 5
sufficiently to match the Gunn-Peterson data for z < 5.3.
Thus, whether reionization observables can actually be used
to constraint the nature of dark matter ultimately depends on
the ability of future simulations to predict the shape of galaxy
luminosity function precisely - a strict requirement, only pos-
sible if the physics of star formation and stellar feedback in
these dwarf, high redshift galaxies can be constrained suffi-
ciently accurately. The field of galaxy formation is seeing
lighting speed progress in modeling stellar feedback, but the
required precision in modeling galaxy luminosity functions
remains a high order, and only future will show whether that
order can be fulfilled.
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