The present and potential role of computer simulations in understanding the growth and fabrication of heterostructure interfaces grown by molecular beam epitaxy (MBE) is discussed. The important atomistic processes involved in MBE growth are identified and the ingredients of a computer simulation model are described. Key results on the effect of growth conditions on the quality of heterostruc~ure interfaces are presented.
I. INTRODUCTION
Advances in molecular beam epitaxy (MBE) have ushered in a new era of electronics technology based on thin metastable structures These structures are fabricated from two or more semiconductors and utilize the differences in bandedge llne-ups to tailor the band structure of the composite structures. This has led to rapid advances in the areas of microwave and electro-optic devices for both fast and tailored response.
A number of theoretical and experimental studies of both optical and electronic properties of heterostructures (superlattlces, quantum wells and heteroJunctlons) have been carried out. These studies have become a propelling force for the growth and fabrication of novel heterostructures.
However, it must be recognized that even for the most studied semiconductor combination -GaAs/GaAIAs, the fabrication of high quality heterostructures is far from routine. The situation for more "difficult" heterostructures, such as InGaAs/InP, InAiAs/InGaAs, HgTe/CdTe, etc., is, of course, much worse.
Since the success of any technology depends upon high yield, it is critical to understand, and if possible, overcome the growth/fabrlcation problems.
In heterostructures, as in conventional device structures, an important cause of poor performance is the presence of unwanted impurities, native defects, etc. However, an important additional reason for poor performance in heterostructures is the presence of interface roughness.
Since quite often the active regions of he~erostructure devices may be as narrow as 50 A ( ~20 atomic monolayers), interface perfection of up to one monolayer is required if the structure is to meet its expected potential.
Due to the stringent requirements of interface perfection in heterostructure technology, it is critical to understand the MBE growth process and the formation of interfaces. Also, since atomic scales (a few Angstroms) are critical, the atomlstlc nature of the growth/fabrication process must be understood. The problem of MBE growth is a many particle, far-from-equillbrlum thermodynamics problem, representing an open system (number of particles not fixed). Due to the extremely complex nature of the problem, it is clear that microscopic details of the growth process can only be obtained by use of ~o~istlcated computer simulation methods "--. Considerable amount of analytical and Monte Carlo work has been carried out on the growth of a model cubic elemental system, within the framework of the so called "solld-on-solld" mo~e~, and also on elemental tetrahedralsystems
. Although these studies have been pioneering in the use of computer simulations to study crystal growth, they were not carried out to study MBE growth and do not address the critical issues of this growth technique (discussed in Section IV). This paper focuses on Monte Carlo simulations carried out with the specific intent of understanding the MBE growth process. The potential role of computer simulations in heterostructure technology can be a very central one. Some of the key areas where simulations can make a significant impact are: i) Identifying the key kinetic and energetic parameters controlling the growth process.
li) Suggesting optimum growth conditions for fabrication of an interface from a given set of semiconductors.
ill) Providing insight towards the development of mathematical models for the mlcrostrncture of interfaces grown by MBE. These models could play a critical role in understanding the optical and transport properties in heteroetruetures as well as in identifying the effects of imperfect interfaces on device performance. iv) Identifying semiconductor combinations which are likely to be "difficult" to grow with sharp interfaces using conventional MBE technology and suggesting novel approaches for their growth. v) Suggesting key experimental studies [such as reflection high energy electron diffraction (RHEED) oscillations; masked growth, etc,] to understand the growth process and the determination of growth kinetics critical for the fabrication of high quality interfaces.
It is clear that information on these points will be extremely useful in the advancement of heterostructure technology. It also goes without saying that the theoretical~computational experience gained from these studies will be invaluable in developing a better understanding of other important processes in heterostructure technology such as doping, etching, contact formation, etc.
In Section 2 we will describe the conceptual picture of the MBE growth process and in Section 3 the details of the computer simulation are presented.
Section 4 describes the key results obtained from growth simulations for the conventional MBE growth conditions, i.e., when the growth rate and growth temperature are kept fixed throughout the growth of the structure.
In Section 5 we discuss the need for unconventional growth approaches and present results of computer simulations for several novel growth schemes. Finally, in Section 6 we discuss some important issues in MBE growth and the potential role of computer simulations.
Problem of Crystal Growth
A number of excellent articles I-4 on the experimental aspects of MBE growth exist so we shall only briefly describe the growth process. Figure 1 shows a schematic picture of a MBE growth setup. Atomic cations (Ga, AI, etc.) and molecular anions (e.g., ASp) impinge on a heated substrate where they fo~m chemical bonds and become part of the crystal.
Interfaces are formed by openlng/closing the relevant shutters.
o Since the crystal growth rate is slow ( ~2.8 A per set.), the opening/closing of the shutters does not introduce any significant errors in the interface control.
In order to understand the intrinsic growth mechanisms involved in the growth of a heterostructure, it is important to understand the energetics, the incorporation process, and the surface kinetics of a semiconductor. Most of the discussion in this article wi]l be devoted to III-V semiconductors.
A. Energetics of III-V Compounds
The thermodynamic aspects of the growing system are described by its energetics.
For a simple lattice gas model, the energetics can be described by the following expression:
(1) c, c 2ndnn where C. and C. denote the occupation numbers la c at the anion an~ cation sublattlces, respectively, and VAc, V. , and V__ are the bond AA energies for l~e nearest-neighbor, secondneighbor anion, and second-nelghbor cation bonds, respectively.
This simple description of the important energies involved can easily be extended to ternary and quaternary compounds, so that alloy growth can also be studied.
It must be pointed out that in this simple model, the bond energies are additive (i.e., total energy for n bonds = n times the bond energy of a single bond). Relaxation of this condition is critical for studying the significance of surface reconstruction and growth of strained systems.
In addition to the bonding energies described by Eq. (i), one most realize that other energies describing the various possible defects (vacancies, antlsites, etc.) can be important]~n determining the defect densities'-.
These energies play an important role in understanding high temperature growth. At high temperatures, due to extremely high atomic migration rates, the quality of the material grown is controlled by thermodynamic considerations.
Defect densities in the system are then simply given by 
Cic VCC Ic Pr t ic'ic D1 Here VAA represents the bond energy ~ a nearest--neighbor anlon-anion bond, V^_ that ~f a nearest neighbor cation-cation bon~ and VAC z that of a second neighbor anion-cation bond.--There is little information available about these energies.
They, however, can be quite crucial in determining the material quality. In this paper we will not concern ourselves further with the de~ect formation process.
B. Incorporation Process in MBE Growth
The process by which the atoms and molecules impinging from the vapor are incorporated into the growing crystal is a complex one.and Iz has been examined onlYl~4GaAs by Arthur , and be Foxon and Joyce
These studies have been critical in developing an understanding of the incorporation process of atoms and molecules.
Computer simulations using Monte Carlo methods have also provided a great deal of ins~ into the atomistic nature of MBE growth . From the combination of experimental results and computer simulations a conceptual picture of the MBE growth process involving atomic Ga and dimer Arsenic (As2), shown in Fig. 2 , has emerged for the M_BE growth process.
The first important ingredient in the growth of GaAs is the incorporation of anions. As shown in Fig. 2 , the dissociative chemisorptlon is a key process in growth and a model proposed from experimental studies can be represented by the following equations:
As 2 ~ As2* 4(a) As2* + 2V(As) ~ 2 As 4 (5) where Asp* is a physisorbed state of As2 above the growing structure and V(As) represents an As vacancy on the surface. Flg. 3 and are incorporated in the growth simulations. In addition to the pathways shown in Fig. 3 , other pathways could be available, but are expected to have no significant contribution in the growth process.
The cation incorporation involves a simpler process as shown in Fig. 4 . A cation is in atomic form when it impinges on the surface and attaches randomly to a surface site.
It then undergoes several klnetically controlled steps before it is finally incorporated.
C. Kinetics of MBE Growth
Under typical MBE growth conditions used, the incorporation ra~ for cations (Ga, AI, etc.) is nearly 100% -~. This means that the impingement flux for cations is much larger (usually --I0 times) than evaporation flux. Under these conditions, it has been shown that unless cation migration rate is high, growth will occur by a 3-dimensional island mode -a mode which is not 6ap~ble of producing high quality interfaces ~'~v.
In Fig. 4 we show the key steps involved in cation kinetics. The step shown in Here R is a prefactor, E _ o TO the cation site energy calculated according ~o Eq. (i) and E H and E l are activation barriers.
Under hi~ temperature growth conditions, re-evaporatlon of cations can be significant and must be taken into account. The site evaporation is given by
S It is clear from discussion in thls section that a number of energetic and kinetic parameters are involved in crystal growth and these must be obtained carefully to fully utilize the outcome of the computer simulations,
In the next section, we describe how these parameters are obtained.
Computer Simulation Model
The versatility and scope of any computer simulation is quite obvious. However, It Is very important to realize the pitfalls of relying too heavily on the computer results and bein E carried away by the results of a fascinating but unphyslcal mathematical model. A great deal of care has been taken by us to evolve a computer simulation model that is quite realistic. One has to always compromise and make approximations in a simulation, since otherwise the time taken to run it would become exorbitant.
The following components have to be assembled to ensure a successful growth simulation: a) An accurate concept of the physical processes involved.
b) An accurate set of parameters describing the physical processes.
c~ An appropriate algorithm translating the physical ideas to the computer. d) A proper determination of relevant physical properties which can then be compared wlth experiments.
We have already discussed component a) in Section 2. We must emphasize that the conceptual picture of MBE growth has emerged from GaAs studies.
It is quite likely that a similar picture will emerge from experimental studies on other compound semiconductors and, therefore, we will use the same picture for the growth of other III-V and ll-Vl compounds.
Component b), i.e., adequate parameters to describe the crystal growth is perhaps the single most important ingredient of the simulations. As discussed in Section 2, the bond energies, activation barriers for hopping and prefactors for evaporation and hopping are the critical parameters for understanding growth. We have followed the following method to identify the parameters for GaAs and AIAs and propose to use a similar approach for other semiconductors.
We examine the vapor pressure vs. I/T data for Ga and As on GaAs. This gives the kink site bond energy (E~T~) for the atoms when they are bonded on the ~a~ surface. The kink site is defined as a site at a step edge where a Ga atom has two nearest and six second neighbor bonds satisfied.
From Eq. (I) we then have for GaAs EKINK = 2VGa_A s + 6VGa_G a -EAC (6) where E is the activation barrier for Ga C obtaine~ from vapor pressure vs. temperature data on GaAs. We have assumed that the nearest-neighbor bond is about five times as strong as the second-nelghbor bond. Clearly this ratio is somewhat arbitrary, although on physical grounds one does expect it to be quite reasonable.
The determination of the kinetic parameters is much more difficult which, as will become clear in the next section, are of great significance in determining the growth quality. As noted earlier, the key parameters of significance are R , E , and E . These values have od Ii careful to be obtained from a
This scheme which has only recently been developed by us, allows a simple scaling of activation barriers when we study growth of different semiconductors.
The prefactor Rod is controlled by the phonon frequency and represents the attempt frequency for the hop. However, it is known that for ad~tom~ the v~ue OflRod can vary anywhere from I0-s-to 10--s-. One therefore needs to have some information on hopping rates for the atoms on the growing surface before deciding on the value of Rod. There has been only oue attempt to measure R d for G~6atoms on GaAs using a masked growth technique . T~is has suggested that Ga atoms can move ~ 2000 A in the absence of As overpressure at ~ 550°C. This has led us to suggest the following kinetic parameters for GaAs : Eli = 1.14 eV, E l = 1.14 eV, and Rod = 3.76 x i0 ]0 s -I For other semiconductors we scale the activation barriers with the bond strengths in the manner described above.
The short discussion presented here highlights the need for more work to be done to obtain accurate values of the growth parameters.
It is expected that the significance of these parameters in growth as brought out by our studies will encourage experimental efforts to measure them.
A software package has been put together to transmit the concepts discussed here into a computer system. The flowchart for this program is shown in Fig. 5 . The program consists of simulating each of the steps described in Fig. 2 by a random process. The relative probabilities of the various kinetic events are used to decide which processes occur at any stage.
Component d) of the simulation effort is more important than one may initially think, since it involves a final comparison of the computer output with the measurements made in the laboratory.
We have developed two different procedures to analyze the computer output which consists of the occupation numbers of the various sites on a zlnc-blende lattice.
In the first procedure, analysis is carried out during the crystal growth itself, while in the second, the analysis is done after the simulation run is finished. The specific analysis done depends upon the structure being simulated, but in general, we calculate the following: i) Partial layer coverages as a function of time.
ii) Surface strain energy during growth.
iii) Clustering effects in growth of alloys.
iv
This information can then be cv~p@ged with specific experiments, such as P, HEE~o-_.-, ,zi photolumineseence in quantum wells , masked growth studies, etc., to authenticate the model.
We will now briefly discuss the computational requirements of carrying out the programs outlined here. We have found that a lattice size of 30 x 30 x 20 is required to obtain convergent results as far as global properties, such as differential layer coverages, are concerned.
To obtain reliable information on microstructural details such as cluster sizes, etc., one needs to do several runs with different calls to the random numbers.
The computer time requirement is the main problem associated with the runs. While for low temperature simulations only 15-20 minutes may be required (due to low migration rates), for simulation of high temperature growth (e.g., temperature where conventional M_BE growth is done), several hours (2-3 hours) are required on the Cyber 205 System currently being used by us. Thus, it is our experience that to cover a reasonable growth-conditions parameter space, 15-20 hours of CPU time is required.
We must also emphasize that the results of the computer simulations can be fully appreciated if they are presented in a dynamic manner, e.g., as a movie. Much of the information is lost if the results are presented as graphs and figures.
It is hoped that in the near future the current pace of developments in computer graphics will solve this important problem.
Results of Conventional MBE Growth
A considerable amount of theoretical work has been done to understand the growth of epitaxial crystals from the vapor phase. Some of the earliest results on growth mode~_were obtained by Burton 
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A Flowchart for the Monte Carlo Process Used in the Simulations. this work was done for the elemental cubic system (the so called "solid-on-solid" or SOS model), and the following important conclusions were obtained: i) When the impinging flux from the vapor is close to the evaporating flux (smell driving force case), growth occurs by the layer-by-layer mode. TWo dimensional (2-D) nucleation is responsible for growth in this regime and the vapor-solid interface is atomically flat.
ii) In the case of larger driving force (impingement flux >> evaporation flux), the growth proceeds by the three dimensional (3-D) island growth mechanism in which the growth is continuous and the growth front extends over several monolayers.
lii) There exists a temperature, TR, above which the growth front is always rougff. This temperature, called the rouEhenlng transition temperature, represents a phase transition in the system. Although these studies were pioneering in the area of crystal growth, it has become clear that the regimes and possibilities they cover do not include MBE growth of compound semiconductors.
The principle differences between these studies and t~ST~ by Singh and Madhukar 8, and Singh and BaJaJ lie in that the latter work recognizes the important role of cation surface migration and the presence of molecular anions.
Recently, Singh and BaJaJ 9-II have carried out a number of growth simulations for GaAs, AIGaJus as well as their interfaces.
In order to understand the significance of these results it is important to realize that MBE growth takes place under an anion overpressure and the cation impingement flux is typically an order of magnitude higher than cation evaporation rate (this may not be true for growth of semiconductors with very different bondstrengths).
This puts the entire burden of kinetics on the cation and anion surface migration rates. Since the anions are initially in a highly mobile physisorbed state, the limiting kinetics controlling the growth is the cation surface kinetics. Figure 6 shows the time evolution of the coverage of different monolayers as the growth is proceeding.
Shown are plots of d8 /dO_ L as a function of growth time when the ca~ion x°t hopping rate is a) 1.0 hop/see and b) 3000 hops/sec. These correspond to GaAs growth at substrate temperature of 650 K and 810 K respectively when the growth rate is one monolayer per second. 8 is the coverage of the nth layer and O~ i~ the total coverage on the crystal so thatl~ /dS_ _ determines what n a~omslt fraction of the impinglng are incorporated in the nth layer.
It can be seen that for the low migration rate, several monolayers start growing simultaneously, while for the high migration rate, growth starts on a given monolayer only;after the lower layer is almost filled.
It is important to point out that the Monte Carlo method cannot be used to study growth of more than -20 monolayers due to large computer expense involved.
We have developed a scheme by which information from the Monte Carlo studies is utilized in a statistical model to predict surface ~ality for thicker films.
In Fig. 7 we show the growth-front roughness as s function of the thickness of the film grown for three different growth conditions identified by the value of n . Here n is the average number of sites v~sited by ~ cation between the time it impinges from the vapor and to the time it gets incorporated in the crystal. The values of n used are a) 25, b) 4, and c) 2. We note that c for (i00) growth where exchange reactions are not expected, the surface front is frozen in when an interface is formed. We finally summarize our results below: i) Cation surface kinetics are critical in controlling the growth-front (and interface) quality.
ii) For a fixed growth rate, a given semiconductor can grow by the layer-by-layer mode above a certain temperature where the cation hopping rate is -I0 ~ hops/tlme for monolayer growth.
iii) Since different semiconductors have different bond strengths and, hence, different activation barriers for cation hopping, the ideal temperatures for growth are different.
iv) Due to the observation noted in (iii), the quality of the normal and inverted interfaces can be quite different. The term "normal" interface is used for the interface produced by the sequence in which the lower melting temperature component is grown first. The term "inverted" interface is used for the reverse sequence.
v) The surface roughness of a growing structure gets worse as the film thickness increases due to statistical fluctuations of the impinging cation flux.
The results listed above have been very important in understanding a variety of observations in the MBE grown heterustructures. The continuing computer simulation work has now acquired some predictive power which is expected to be important in heterostrueture technology. 
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Role of Kinetics and Thermodynamics on the Surface/Interface Quality of MBE Structures Grown at Different Temperatures.
Novel Growth Approaches in MBE
The focus of the crystal growth simulations has been on lattice-matched systems, such as the GaAs/AIGaAs. A number of important results were obtained from these studies which have been discussed in Section 4. According to these studies certain generic conclusions can be drawn regarding heterostructures grown by the conventional }~E technique.
In general, if one is interested in heterostructures grown from AC -BC (A, B cations; C anions), one finds that a) the ideal growth conditions (for layer-by-layer growth) are different for material AC than for material BC, and h) the ideal growth conditions for the normal and inverted structures ~ay be quite different. The differences will increase as the energy difference between A-C and B-C bonds increases.
These ideas, coupled with experimental information, are illustrated in Fig. 8 . Here we describe the structural properties of a film grown at different temperatures. Below a certain critical temperature Tc I, the film is amorphous due to a complete lace of migration of the impinging atoms. Between temperatures Tc. and Tc 2 the film grows epitaxially, hut wi~h a poor surface due to lack of sufficient kinetics for the impinging atoms. Between Tc^ and Tc3, there exists a window of temperature g over which the surface and, consequently, the corresponding interface is of high quality. At higher temperatures, the entropy controlled effects cause a poor quality of film due to high defect densities. The temperatures Tc I, Tc_, and Tc_ are controlled by the bond strengths o~ the growing system. Thus, if the bond strengths of two materials AC and BC are quite different, there may be no temperature regime where the two materials grow with very smooth surfaces. However, as can be inferred from Fig. 8 , modifications in the growth rate may allow an overlap of temperature regimes where both materials may grow well.
These problems are expected to be critical for semiconductor combinations such as HgTeCdTe, InAiAs-lnP, etc. Computer simulations are now being carried out to study both conventional and novel ways to improve interface quality in these and other systems. The results discussed in Section 4 apply to the conventlonalMBE growth approacll where the growth rates and substrate temperatures are kept constant. However, from the above discussion it is clear that in the growth of certain heterostructures, conventional growth approaches may not be suited for high quality structures. Computer simulations are ideally suited for studying the effects of novel growth approaches. We will briefly describe four such approaches that are being explored by using computer simulations. i) Use of resonant laser enhanced cation surface kinetics for low temperature growth of heterostructures. il) Use of thin layers of a low melting temperature semiconductor for smoothening rough surfaces during MBE growth.
Ill) Use of temperature pulses during growth for obtaining sharp interfaces at low average growth temperatures.
iv) Use of growth interruption before interface formation to improve interface quality.
All of these approaches are motivated by the realization that in any heterostructure, one of the components will almost always grow with high quality at a lower temperature than the other component.
To alleviate this problem the approaches outlined above aim to grow heterostructures at a lower average temperature. We will briefly describe these approaches below.
i) Use of resonant laser enhanced cation kinetics:
In conventional MBE growth, the cation kinetics is controlled primarily by the substrate temperature as shown in Fig. 4 . If the energy required to move a surface atom from a given site to the adjacent surface site can be provided by photons from a laser source instead of the phonons, then semiconductors can be grown at lower substrate temperatures as long as the photon flux is present.
This would allow the possibility of growing heterostructures at lower substrate temperatures as well as allow growth of high quality heterostructures from components that cannot be grown well at the same substrata temperature. Computer simulations carried out to establish the feasibility of this approach have been done assuming that the probability that a photon with energy h~ moves a surface atom from sit~3i to the neighboring empty site i' is given as i' i , (
where P is a coupling constant, E is the resonan~ energy, E. is the energy r~Sthe surface atom atN §i~e~, i, ~ is the width of the resonance and p is the hopping probability due to non-resonant heating effects. Computer simulations show that the following conditions must be satisfied if this approach is to be feasible:
a) E must be equal to the res non-kink site energy. b) ~ must he less than the second neighbor cation-cation bond energy. This energy is typically ~ 0.2 eV. c) Pm must be larger than 10 -4 per photon.
If the conditions mentioned above can he satisfied, high quality MBE growth would be feasible at temperatures lower than those employed in the conventional growth.
ii) Use of thin layers of a low melting temperature semiconductor for surface smoothening:
This approach can be best understood by considering the AlAs system which grows with high quality surfaces at i000 K. If AIAs were to be grown at say 700 K, its surface quality would steadily worsen as growth continues making it useless for device applications.
On the other hand InAs grows well at 700 K due to the much weaker In-As bond. Thus if a few monolayers (<5) are periodically deposited during AIAs growth with a period of ~I00 monolayers, AIAs with high ~ality surface can be grown at low temperatures Recently it has been shown that this approach is inde~ feasible for growing high quality interfaces-~.
iii) Use of temperature pulses during MBE growth: This approach is again motivated by the need to grow heterostructures at lower average temperature.
The concept is based on the recognition that in low temperature growth, the surface roughness increases with growth time, so that periodic or high temperature pulses could smoothen the growth front and thus allow growth of structures at lower temperatures.
Our simulations have shown that high quality AIAs can be grown at 800 K if periodic pulses which raise the substrata temperature by ~200 ~6for I-5 seconds are applied every minute or so iv) Use of growth interruption to grow high quality interfaces: we finally discuss this important technique for fabricating high quality interfaces at lower temperatures.
In this approach the crystal growth is interrupted before the formation of the interface. During the interruption process the following kinetic events continue which are responsible for the smoothening of the surface and consequent~ are responsible for higher quality interfaces--: a) Evaporation of anions as molecules from the surface, b) Evaporation of cations from the surface, c) Migration of cations on the surface.
Our computer simulations show that for low temperature growth the step a) is the rate limiting step to the smoothening process. During the interruption process background impurities can accumulate on the surface producing degradation of the film quality. The interruption times for producing smooth surfaces for GaAs being grown at 700 K are estimated to be as large as 10 minutes. Photoluminescence studies in InAiAs/InGaAs quantum well structures show that the interface quality steadily improves as the interruption time increases as inferred ~om the narrowing of the excitonic transition v. However, the emission intensity decreases dramatically suggesting impurity accumulation during interruption time. Our simulations suggest that the following additional steps must be taken to make this growth approach more beneficial: a) Reduction of anion overpressure to allow the cation migration to occur with greater ease.
b) An increase in substrata temperature to shorten the interruption time to avoid impurity accumulation at the interface. c) Since the interruption process is more useful for the inverted Interface, it may be better to interrupt a few monolayers before the formation of the interface.
This will keep the impurities accumulated from the background away from the interface and the active region of the device. The brief discussion above on different unconventional approaches to MBE growth shows the potential of computer simulations in providing useful information on how high quality "difficult" heterostructures could be grown. As discussed earlier these approaches and modifications thereof are critical for the growth of heterostructures whose components have very different bondstrengths.
Conclusions
In this paper we have provided a motivation for using computer simulations to understand the growth of heterostructures by MBE. An atomlstic model of MBE growth has been developed on the basis of experimental and theoretical work. The ingredients of a Monte Carlo simulation method have been described and results have been presented for the conventional ~E growth approach.
The main conclusion of these studies is that it is difficult to grow high quality heterostructures from semiconductor components which have very different bondstrengths or melting temperatures.
However, this difficulty can be overcome if unconventional growth approaches are used. The approaches may involve changing the growth rate, growth temperature as well as controlling surface klneties of atoms through resonant laser coupling.
Computer simulations provide an excellent mechanism to test the feasibility of these approaches.
Such efforts are already paying rich dividends in terms of developing a better understanding of the growth process and, consequently, its control. The modeling effort is also acquiring a predictive power which when coupled with carefully controlled experiments may lead to the fabrication of high quality metastable structures.
