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Abstract
There has not been a uniform agreement
regarding what constitutes “good” perfor-
mance for evolutionary algorithms in dy-
namic environments. A performance mea-
surement method should, as a minimum,
have an intuitive meaning and provide
straightforward methods for statistical signif-
icance testing of comparative results. In this
paper we attempt to resolve some issues re-
lated to EA performance measurement in dy-
namic environments.
1 Introduction
Despite the interest in evolutionary algorithms for dy-
namic ﬁtness landscapes, there has not been a uniform
agreement regarding what constitutes “good” perfor-
mance for these algorithms. Advances in research re-
quire that experiments be repeatable and that exper-
imental results be reported in a way that facilitates
comparisons of experimental results. For EA research
in dynamic environments, this means that in addition
to the EA extension or modiﬁcation we are research-
ing, we must describe the problem we are examining
and describe the performance measurement methods.
The problem description and the description of the re-
sults reporting methods take up valuable pages in the
(usually page limited) published paper. Many papers
need to abbreviate the descriptions of each area to the
point where the results are not repeatable, nor can any
analysis of the limitations or generality of the reported
results be conducted. This severely limits the useful-
ness of published papers. While there has been some
research into standard and easily describable dynamic
problems [1], [2], there is no universal agreement on
methods for reporting results.
In this paper we attempt to resolve some issues related
to EA performance measurement in dynamic environ-
ments. The next section will describe previously used
techniques, examine some problems associated with
their use, and delineate the minimum requirements for
a good measurement technique. The third section will
present our recommended performance evaluation re-
porting methods and provide examples of this perfor-
mance reporting method.
2 Issues and Requirements in
Performance Measurement
Studies of the performance of EAs in dynamic envi-
ronments have sometimes reported results using tra-
ditional measures of EA performance (i.e., oﬄine per-
formance, online performance, and best-so-far curves).
These measurements are, in general, not appropriate
for measuring EA performance on practical dynamic
problems for the following reasons:
• Best-so-far curves are inappropriate, because a
population member with a previously discovered
“best” value may have a very low ﬁtness after a
landscape change.
• Oﬀ-line performance measures the running av-
erage best-so-far evaluation for each generation.
In static landscapes, this measure provides a
monotonically increasing value that indicates how
rapidly an EA achieves good performance. In dy-
namic landscapes, however, the use of the “best-
so-far” values are inappropriate, because the val-
ues are meaningless after a landscape change.
• On-line performance, which measures the average
of all ﬁtness function evaluations up to and in-
cluding the current trial, provides no information
about the best values found, which are the values
of interest in any practical implementation of an
EA in a dynamic environment.
To address these shortcomings, other researchers ex-
amining EA performance in dynamic ﬁtness land-
scapes have suggested the use of the following:
• the diﬀerence between the optimum value and the
value of the best individual in the environment
just before the environment change [3],
• a modiﬁed oﬀ-line performance measure, where
the best-so-far value is reset at each ﬁtness land-
scape change [1],
• the average Euclidean distance to the optimum at
each generation [4],
• best-of-generation averages, at each generation,
for many EA runs of the same speciﬁc problem,
[5], [6], [7], and
• the best-of-generation minus the worst within a
small window of recent generations, compared
to the best within the window minus the worst
within the window [8].
The ﬁrst two of these measures require knowledge of
the generation when the ﬁtness landscape changed.
This severely restricts their use in standardized evalua-
tion of EA performance in dynamic ﬁtness landscapes
because in many real problem, and some test prob-
lems, acquiring this information can be problematic.
In real problems, there may not be any practical way
to determine that the landscape changed, and, in both
real and test problems, many landscape changes may
not be relevant to the EA performance.
The third measure, the average Euclidean distance to
the optimum at each generation, is only available in
test problems where the exact position of the global
optimum in the search space is already known.
The fourth and most commonly reported measure, av-
erage best-of-generation at each generation over many
runs of the same problem, addresses several of the con-
cerns identiﬁed so far. The diﬃculty in using this
measure is that, as mentioned previously, we are in-
terested in the performance of the EA across the en-
tire range of landscape dynamics, not just at speciﬁc
generations. Users of this method usually provide per-
formance curves that can be compared at each speciﬁc
generation. This method does not, however, provide a
convenient method for comparing performance across
the full range of landscape dynamics, nor measuring
the statistical signiﬁcance of the results. Since this
method is the most commonly used method, Figure
1 is provided to illustrate the diﬃculties in using it
for comparing experimental results. Figure 1 shows
the best of generation over many runs of the same dy-
namic problem for ﬁve diﬀerent EA techniques. As
can be seen by the ﬁgure, it is very diﬃcult to deter-
mine which technique performs best and whether any
diﬀerences in performance are statistically signiﬁcant.
Figure 1: Best of Generation, Five Diﬀerent Tech-
niques, Landscape Moving Every 60 Generations
The ﬁfth technique mentioned above is a recent at-
tempt to address performance measurement in dy-
namic environments. It is based on an assumption that
the best ﬁtness value will not change much over a small
number of generations, which may not be true. This
measure also does not provide a convenient method for
comparing performance across the full range of land-
scape dynamics.
It appears that a good performance measurement
method for EAs in dynamic environments should, at
a minimum have: (1) intuitive meaning; (2) straight-
forward methods for statistical signiﬁcance testing of
comparative results; and (3) a measurement over a suf-
ﬁciently large exposure to the landscape dynamics so
as to reduce the potential of misleading results caused




A new method of dynamic performance measurement
is presented here that is related to several previous
methods, but diﬀers from previous methods in the
choice of the experimental unit. Since we are con-
cerned with the performance of the EA across the en-
tire range of landscape dynamics, we will consider the
experimental unit to be the entire ﬁtness trajectory,
collected across EA exposure to a large sample of the
landscape dynamics. To begin, we must ﬁrst deﬁne To-
tal Mean Fitness FT as the average best-of-generation
values over an inﬁnite number of generations, thereby
experiencing all possible problem dynamics, further













= Constant, for G =∞. (1)
Where:
FT = the total average ﬁtness of the EA over
its exposure to all the possible landscape
dynamics
FBG = the best-of-generation
M = the number of runs of the EA
G = the number of generations.
It should be noted that as G → ∞, the eﬀect on FT
caused by variation in the best-of-generation ﬁtness
value in any speciﬁc generation is reduced. For any
particular run, m, the value of FTm is the average
performance over exposure to all possible landscape
dynamics. The diﬀerences between the various FTm
values against the same dynamic problem represent
the variation caused by the stochastic operation of the
EA.
While the above description might indicate that very
large experiments are required for use of this perfor-
mance metric, the value FT for an EA approaches a
constant after a exposure to a much smaller represen-
tative sample of the dynamic environment under the
following conditions:
1. the EA has a reasonable recovery time for all types
of landscape changes. This means that the EA
doesn’t “get lost” for long periods of time and
then recover. If the EA did get lost for long pe-
riods of time, increased exposure to the dynamics
would be necessary to dampen out the eﬀects of
getting lost.
2. the global maximum ﬁtness can be assumed to
be restricted to a relatively small range of values.
Larger ranges of ﬁtness values require longer ex-
posures to the landscape dynamics to dampen the
eﬀect of ﬁtness value ﬂuctuations.
Figure 2: Running Average Best of Generation for a
14-cone Landscape Moving Every 20 Generations
These conditions permit us to deﬁne a new measure
of performance for use in dynamic ﬁtness landscapes,
the Collective Mean Fitness, FC . This is a single value
that is designed to provide an aggregate picture of an
EA’s performance, where the performance information
was collected over a representative sample of the ﬁtness
landscape dynamics. Collective ﬁtness is deﬁned as the
average best-of-generation values, averaged over a suf-
ﬁcient number of generations, G′, required to expose
the EA to a representative sample of all possible land-














≈ FT . (2)
The collective mean ﬁtness will approach the total
mean ﬁtness after a suﬃciently large exposure to the
landscape dynamics. Suﬃcient, in this context, means
large enough to provide a representative sample of the
ﬁtness dynamics and allow the stabilization of the run-
ning average best-of-generation ﬁtness value. Exam-
ples of the dampening of individual ﬂuctuations of the
value of FC over 20 generations using this performance
metric is illustrated in Figures 2 and 3 for two of the
problems used in a recent study (in these graphs, FC
is over 100 runs). Figure 2 shows the running average
best-of-generation value where the landscape has 14
cones in 2 dimensions, with all cones are moving chaot-
ically every 20 generations. Figure 3 shows the running
average best-of-generation for a 5-dimensional, 5-cone
problem, where all cones move in large steps every 10
generations. In these two sample cases it is easy to see
the dampening eﬀect of individual best-of-generation
values on the FC value.
Figure 3: Running Average Best of Generation for for
a 5-cone Landscape Moving Every 10 Generations
Using this metric requires determination of the number
of generations to be used for a representative sample of
the landscape dynamics. The number of generations
necessary is principally determined by the dynamic be-
havior of the landscape under examination. In some
problems where the dynamics are well understood, it
may be possible to estimate the appropriate number
of generations necessary to achieve a stable value of
FC . In other problems, where the landscape dynamics
may be completely unknown, the number of genera-
tions needed to achieve an acceptably stable value for
FC may need to be experimentally established. This is
done by observing the running average of the best-of-
generation values and identifying the number of gener-
ations necessary to achieve an acceptably stable value.
Diﬀerent EA runs against an identical problem will re-
sult in somewhat diﬀerent values of FCm , caused by the
stochastic characteristics of evolutionary search. The
number of runs required is then based on the variance
of the FCm values and the desired conﬁdence interval
for FC .
There are two additional items to notice about this
performance metric. First, in the case where the ﬁt-
ness landscape changes every generation, this measure
is identical to Branke’s modiﬁed oﬀ-line performance
[1] if the modiﬁed oﬀ-line performance metrics were
computed over a suﬃciently large number of genera-
tions. Second, this method of performance measure-
ment is a form of data compression of the performance
curves provided in [5], [6], and [7], permitting simple
comparison of the performance across the entire dy-
namic run.
4 Summary
In this paper we have addressed issues with measure-
ment of performance when evaluating EAs in dynamic
environments and described a performance measure
that reduces the potential for misinterpreting the ef-
fectiveness of any EA enhancements in dynamic ﬁtness
landscapes. Use of this method ensures that experi-
mental results are based on a representative sample of
the landscape dynamics and provides a basis for de-
termination of the statistical signiﬁcance of observed
experimental results in dynamic ﬁtness landscapes.
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Particle Swarm Optimization (PSO) is a population based 
optimization technique inspired by models of swarm and 
flock behavior (Kennedy and Eberhart 1995). Although 
PSO has much in common with evolutionary algorithms, 
it differs from other approaches by the inclusion of a 
solution (or particle) velocity. New potentially good 
solutions are generated by adding the velocity to the 
particle position. Particles are connected both temporally 
and spatially to other particles in the population (swarm) 
by two accelerations. These accelerations are spring-like: 
each particle is attracted to its previous best position, and 
to the global best position attained by the swarm, where 
‘best’ is quantified by the value of a state function at that 
position. These swarms have proven to be very successful 
in finding global optima in various static contexts such as 
the optimization of certain benchmark functions (Eberhart 
and Shi 2001a).(YROXWLRQDU\ WHFKQLTXHV KDYH EHHQ DSSOLHG WR WKHG\QDPLF SUREOHP $QJHOLQH  %lFN  %UDQNH 7KH DSSOLFDWLRQ RI 362 WHFKQLTXHV LV D QHZ DUHDDQG UHVXOWV IRU HQYLURQPHQWV RI ORZ VSDWLDO VHYHULW\ DUHHQFRXUDJLQJ(EHUKDUWDQG6KLE&DUOLVHDQG'R]LHU %RWK HYROXWLRQDU\ DQG 362 DOJRULWKPV LQ DG\QDPLF FRQWH[W FDQ VXIIHU IURP RYHUVSHFLDOL]DWLRQ ,QJHQHUDO WKH\ UHTXLUH IXUWKHUDGDSWDWLRQV VR WKDW WKH\FDQGHWHFW FKDQJH DQG WKHQ UHVSRQVH WR LW 6RPH ZRUN KDVEHHQGRQHRQSRVVLEOHDGDSWDWLRQVRI WKH362EXW WKHVHDGDSWDWLRQV UHPDLQ DUELWUDU\ +X DQG (EHUKDUW  $GLIIHUHQW H[WHQVLRQRI362ZKLFK VROYHV WKHSUREOHPRIFKDQJH GHWHFWLRQ DQG UHVSRQVH KDV EHHQ VXJJHVWHG E\%ODFNZHOODQG%HQWOH\,QWKLVH[WHQVLRQ&362VRPH RU DOO RI WKH SDUWLFOHV KDYH LQ DQDORJ\ ZLWKHOHFWURVWDWLFV D µFKDUJH¶ $ WKLUG FROOLVLRQDYRLGLQJDFFHOHUDWLRQ LV DGGHG WR WKH SDUWLFOH G\QDPLFV E\LQFRUSRUDWLQJ HOHFWURVWDWLF UHSXOVLRQ EHWZHHQ FKDUJHGSDUWLFOHV 7KLV UHSXOVLRQ PDLQWDLQV SRSXODWLRQ GLYHUVLW\HQDEOLQJWKHVZDUPWRDXWRPDWLFDOO\GHWHFWDQGUHVSRQGWRFKDQJH \HW GRHV QRW GLPLQLVK JUHDWO\ WKH TXDOLW\ RIVROXWLRQ ,Q SDUWLFXODU LW ZRUNV ZHOO LQ FHUWDLQ VSDWLDOO\VHYHUH HQYLURQPHQWV %ODFNZHOO DQG %HQWOH\ (QWLUHO\ FKDUJHG VZDUPV DQG VZDUPVZLWK  RU WKHLUPHPEHUVFKDUJHGKDYHEHHQFRPSDUHGZLWKDGDSWHG362DQG UDQGRP VHDUFK LQ D YDULHW\ RI G\QDPLF FRQWH[WVLQFOXGLQJFDVHVRIYHU\KLJKVSDWLDODQGWHPSRUDOVHYHULW\%ODFNZHOO0XFK RI WKH XQGHUVWDQGLQJ RI WKH EHKDYLRU RI SDUWLFOHVZDUPV LV RI DQ HPSLULFDO QDWXUH EXW D UHFHQW SDSHU E\&OHUF DQG .HQQHG\ DGYDQFHV WKHRUHWLFDO NQRZOHGJH E\SURYLQJFRQYHUJHQFH IRUDVLPSOLILHGPRGHO7KLVVLPSOLILHG RQHGLPHQVLRQDO PRGHO ZKLFK GRHV QRWRSWLPL]H DQ\WKLQJ LV IRU QRQLQWHUDFWLQJ SDUWLFOHV  )RURSWLPL]DWLRQSDUWLFOH LQWHUDFWLRQVQHHG WREH LQFOXGHG VRWKDWNQRZOHGJHRIDJRRGSRVLWLRQDSDUWLFOHPD\ILQG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 FDQ EH FRPPXQLFDWHG ZLWK WKHRWKHU SDUWLFOHV ,Q SUDFWLFH WKH VSULQJ FRQVWDQWV DUHUDQGRPL]HGVRWKDWWKHLQIOXHQFHRIWKHVZDUPDVDZKROHWKH DWWUDFWRU DW WKH JOREDO EHVW SRVLWLRQ DQG RI WKH
SDUWLFOH¶V RZQ KLVWRU\ WKH DWWUDFWRU DW LWV SHUVRQDO EHVWSRVLWLRQYDU\LQVLJQLILFDQFHIURPLWHUDWLRQWRLWHUDWLRQ7KLV SDSHU H[WHQGV WKH ZRUN RI &OHUF DQG .HQQHG\ WRLQFOXGHSDUWLFOH LQWHUDFWLRQV ,W LV VXJJHVWHGKHUH WKDW WKHPD[LPXP VSDWLDO H[WHQW _6_ RI WKH VZDUP LV D VXLWDEOHGLYHUVLW\ PHDVXUH )RU QHXWUDO LH XQFKDUJHG VZDUPVWKHUDWHRIFRQWUDFWLRQRI_6_ZLOOWKHQJLYHERXQGVIRUWKHMXPSUDWHRIWKHRSWLPXPSRVLWLRQLIWKHRSWLPXPDOZD\VPRYHVZLWKLQWKHK\SHUVSKHUH_6_LWZLOOH[SHFWHGWKDWWKHVZDUP FDQ UHRSWLPL]H ZLWKRXW IXUWKHU DGDSWDWLRQV $OLPLWLVDOVRVXJJHVWHGIRU_6_WKHPD[LPXPVSDWLDOH[WHQWRIDFKDUJHGVZDUP7KHEDODQFHRIHOHFWURVWDWLFUHSXOVLRQEHWZHHQ FKDUJHG SDUWLFOHV DQG WKH DWWUDFWLRQ WR WKH EHVWSRVLWLRQVZLOOPDLQWDLQWKHSRSXODWLRQGLYHUVLW\DWDIL[HGOHYHO VR WKDW RSWLPXP MXPSV RQ DQ\ WLPH VFDOH FDQ EHDWWUDFWHGLIWKH\RFFXUZLWKLQ_6_7KH &362DOJRULWKP LV GHILQHG DQG WKH EDFNJURXQG WR&OHUFDQG.HQQHG\¶VSURRILVFRYHUHGLQWKHQH[WVHFWLRQ6HFWLRQGHILQHV_6_DQGREWDLQVERXQGVIRUWKHVLPSOLILHGPRGHO RI &OHUF DQG .HQQHG\ DQG IRU WKH VLPSOLILHGPRGHO ZLWK SDUWLFOH LQWHUDFWLRQV DQG FKDUJH 7KH SDSHUHQGVZLWKDGLVFXVVLRQRI WKHUHVXOWV
 3$57,&/(6:$50$/*25,7+06$1'&219(5*(1&(
A swarm of i = 1…N particles is a set of positions xi and 
velocities vi, S = {xi, vi} where each vector has 
components j = 1…d. Particle positions are updated by 
adding an acceleration to the current velocity. The 
updated velocity is then added to the current position to 
give an updated position. The acceleration is a simple 
spring-like attraction to an attractor pi (spring constant I), 
which may differ for each particle, and to the attractor pg
(spring constant I) of the best performing particle (index 
g) in some neighborhood (which may be the whole 
swarm). The particles interact by modifying attractors 
{pi}. This modification, which is the essence of what may 
be termed swarm intelligence (SI), arises from the 
evaluation of an objective function f at xi. The PSO 
algorithm is given in Table 1. The statements enclosed by 
brackets [] and braces {} refer to parts of the algorithm 
concerning charged PSO and SI respectively.
In Table 1, F is a constriction factor, chosen to ensure 
convergence, and [1,2 are random numbers drawn from the 
interval [0, 1]. Since [1,2 multiply the spring constants, 
they have the effect of randomising the spring constants 
within [0, I ] at each iteration. Table 1 also shows an
additional repulsive acceleration ¦ zLN LNL DD , which is included only for charged swarms , where
____  SNLFNLNL NLLN UU44 dd [[[[[[D D
____  FNLNL NLF NLLN UU44  [[[[ [[D E
__ NLSLN U [[D  F
DQGLNDUHSDUWLFOHLQGLFHV7KH362LVWKHUHIRUHDVSHFLDOFDVH RI WKH &362 ZKHUHE\ HYHU\ SDUWLFOH LV XQFKDUJHG4L  
Table 1. Particle Swarm Algorithm for Charged and Neutral 
Swarms>&@362^ZLWK6,`LQLWLDOLVH6 ^[L YL`LQFXEH>;;@GJW ^IRUL WR3RSXODWLRQ6L]HSL [LLIISLISJWKHQJ L`QH[WL`GRWIRUL WR3RSXODWLRQ6L]H1>FDOFXODWHDL@IRUM WR'LPHQVLRQ6L]H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YLM  FYLM [ISLM ± [LM 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SL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WKHQJ L`QH[WLXQWLOWHUPLQDWLRQFULWHULRQLVPHW$YRLGDQFH LV RQO\ EHWZHHQ SDLUV RI SDUWLFOHV WKDW KDYHQRQ]HURFKDUJH4DQGLV&RXORPEOLNHLQWKHVKHOOUF d Ud US $W VHSDUDWLRQV OHVV WKDQ WKH FRUH UDGLXV UF WKHUHSXOVLRQLVIL[HGDWWKHYDOXHDWWKHFRUHUDGLXVDQGWKHUHLV QR DYRLGDQFH IRU VHSDUDWLRQV EH\RQG WKH SHUFHSWLRQOLPLW RI HDFKSDUWLFOH US7KH FRUH UDGLXV VHUYHV WR WDPHWKH UHSXOVLRQ DW VPDOO VHSDUDWLRQV ,I WKH &RXORPE ODZZHUHRSHUDWLYHWRYHU\VKRUWVHSDUDWLRQV WKHDFFHOHUDWLRQZRXOGEHYHU\ODUJHDQGWKHFKDUJHGVXEVZDUPZRXOGEHLQGDQJHURIH[SORGLQJ7KHOLPLWRISHUFHSWLRQUS LVDOVRVHW DW ; VLQFH WKLV H[SHFWHG WR FRQWURO WKH VL]H RI WKHVZDUP1RWLFHWKDWWKHSDUWLFOHUHSXOVLRQDL LVGHWHUPLQHGEHIRUH WKH XSGDWH RI HDFK FRPSRQHQW[L7KLV LV EHFDXVHWKH &RXORPE ODZ XQOLNH WKH VSULQJ ODZV XVHG IRU WKHDWWUDFWLYH DFFHOHUDWLRQV GHSHQGV RQ WKH (XFOLGHDQ
VHSDUDWLRQU DQGQRWRQWKHFRPSRQHQWVHSDUDWLRQULMDQGVRVKRXOGQRWEHLPSOHPHQWHGLQVLGHWKHORRSM «G7KH FRQYHUJHQFH SURRI RI &OHUF DQG .HQQHG\ LV IRU DVLPSOLILHGPRGHOZLWKRXWLQWHUDFWLRQDQGZLWKRXWUDQGRPVSULQJV7KHDOJRULWKPLVVHWRXWLQ7DEOH
Table 2. The Simplified Model One Dimensional Non-
interacting Model6LPSOLILHG0RGHOLQLWLDOLVH6 ^[L YL`LQFXEH>;;@GGRIRUL WR3RSXODWLRQ6L]H1IRUM WR'LPHQVLRQ6L]HGYLM  FYLM ISM ± [LM [LM  [LM YLMQH[WMQH[WLXQWLOWHUPLQDWLRQFULWHULRQLVPHW
7KLVPRGHOLVDQDO\VHGE\FRQVLGHULQJDRQHGLPHQVLRQDOG\QDPLF V\VWHP ZLWK IL[HG DWWUDFWRU S DQG IL[HG VSULQJFRQVWDQWI
  W[SWYW[W[ W[SWYWY     II  
9HORFLW\ FRQVWULFWLRQ ZKLFK WDNHV WKH SODFH RI YHORFLW\FODPSLQJ LQROGHUYHUVLRQVRI362 LVDSSOLHGE\VFDOLQJYWE\DIDFWRUF 
  W[SWYW[W[ W[SWYWY     IF IF  
)RUVLPSOLFLW\WKLVLVUHZULWWHQE\&OHUFDQG.HQQHG\DV
  W\WYW\W\ W\WYWY IFIF     
RULQPDWUL[IRUPDV  W03W3   ZKHUH\W S  [W3W  >YW\W@7 DQG0 LVWKH[WUDQVIRUPDWLRQPDWUL[GHILQHGE\WKHPDWUL[HTXDWLRQ
»¼º«¬ª»¼º«¬ª  »¼º«¬ª     W\ WYW\ WY FMF FMF  
0LVGLDJRQDOL]HGE\WKHVLPLODULW\WUDQVIRUP$
»¼º«¬ª     HH/$0$  
7KH FRQYHUJHQFH FRQGLWLRQV IRUF DQGI DUH REWDLQHG E\QRWLQJ WKDW __3W__ LQFUHDVHV DV __0W3__   __/W$3__ZKHUH ____ LV IRUH[DPSOH WKH(XFOLGHDQQRUP&OHUFDQG.HQQHG\VKRZWKDWWKHHLJHQYDOXHVH DUHFRPSOH[DQGRIPRGXOXV¥F IRUI !ZLWKF JLYHQE\
III NF     
ZKLFKLVVPDOOHUWKDQIRUN +HQFHFRQYHUJHQFHZLOOIROORZ LI WKH FRQVWULFWLRQ IDFWRU IRU D JLYHQ VSULQJFRQVWDQWI LVJLYHQE\(TXDWLRQ
 ',9(56,7<0($685()253$57,&/(6:$5067KH DERYH UHVXOW FDQ EH XVHG WR HVWLPDWH WKH PD[LPXPVSDWLDOH[WHQW_6_RIWKHVZDUP&RQVLGHUDQHQVHPEOH6 RI1 QRQLQWHUDFWLQJ SDUWLFOHVPRYLQJ LQGGLPHQVLRQV DQGDWWUDFWHGWRWKHVDPHIL[HGDWWUDFWRUS7KHQWKHVLPSOLILHGPRGHO DSSOLHV WR HDFK FRPSRQHQW [LM _6_ DW LWHUDWLRQ W LVGHILQHG DV WKH PD[LPXP GLVWDQFH EHWZHHQ SRVLWLRQFRPSRQHQWVM `^PLQ`^PD[PD[ LMLLMLM [[_6_   






W6 __ F| 60  7KLV UHVXOW FDQ EH H[WHQGHG WR DQ LQWHUDFWLQJ QHXWUDOVZDUPZLWKRXWUDQGRPVSULQJVE\PRGLI\LQJWKHYHORFLW\XSGDWHWR   WWWW LJLL [S[SYY   II  7KHVLPSOLILHGIRUPLVUHFRYHUHGE\WKHUHSODFHPHQW

 II II  JL SSS
 III  

Consider particle i at iteration t and suppose that pi and/or 
pg were updated at iteration t-1. This may happen when 
xi(t-1) betters pi and if pg is bettered by one or more 
members of the set {pj}. In either case, p changes by an 
amount 
JLLJ W SSS GIIGIIG   
ZKLFKLVERXQGHGE\PD[^_GSL_ _GSJ_`1RZ Fonsider a particle k that lies on the edge of the 
swarm i.e. a component of xk contributes to |S|. ,ILQVWHDGRI XSGDWLQJSNJ DVD UHVXOWRI WKH VZDUP LQWHOOLJHQFHZHDOZD\V KROG SNJ IL[HG WKHQ WKH HIIHFW LV HTXLYDOHQW WRDGGLQJGSNJ WR3 >YN\N@7 LHDFRRUGLQDWHµVKLIW¶\NWm\NW GSNJ DQGYNWm YNW GSNJ,I WKH FRRUGLQDWH VKLIWV DUH LPSOHPHQWHG E\ PXOWLSO\LQJ3WE\DWUDQVIRUPDWLRQPDWUL[' WKHQ __3VKLIWHG __ __' 3__ZKHUH'  GLDJGW DQG `__ ____ __PD[^ WWW W NNJNNJW \SYS GGG   
7KLV OHDGV WR DQ HVWLPDWH RI __3W__ VR WKDW HTXDWLRQ EHFRPHVLQWKHSUHVHQFHRIVZDUPLQWHOOLJHQFH
________  W03/W3 W 6,  
,Q RUGHU WR SURFHHG VRPH HVWLPDWH RIGW LV QHFHVVDU\$VLPSOHDUJXPHQWVXJJHVWVWKDWWKHPD[LPXPUHODWLYHVKLIWGW LVLQGHSHQGHQWRI_6_DQGKHQFHRIW)LUVWO\ _YNW_ LV RI RUGHU _6_ WKLV IROORZV EHFDXVHYNW \NW \NW_YNW__\NW__\NW__6W_ _6W_6HFRQG GW LV DOVR 2_6_ 7R REWDLQ WKLV QRWH LI WKHDWWUDFWRUVS DUH ZLWKLQ WKH VZDUP WKHQ _GSNJ_  _6_ 6LQFH_YNW_ _\NW_ DQG _GS_ DUH2_6_ WKHLUUDWLRGW ZLOOQRW WRILUVW RUGHU GHSHQG RQ _6_ DQG WKHUHIRUH QRW RQ W ,W LVWKHUHIRUH SURSRVHG WKDW WKH VZDUP VKULQNV DW D FRQVWDQWUDWHJLYHQE\WKHH[SRQHQWLDOODZ
________  W03/W3 6, 
,I SL RU SJ VKRXOG OLH RXWVLGH WKH VZDUP WKHQGSNJ PD[LM _\LM_ DQG WKH DERYH DUJXPHQW QHHGV WR EHUHSHDWHGZLWK_6_UHSODFHGE\PD[LM_\LM_7KHVDPHUHVXOW ZLOO IROORZ VLQFH ZH DUH XVLQJ PD[LM _\LM_ DV DQHVWLPDWRURI_6_HTXDWLRQ2YHU D SHULRG 7 RI PDQ\ LWHUDWLRQV WKH VKLIW LQ S PD\RFFXU7S  T7 WLPHV7 dTd7KHILQDOUHVXOW LV WKDWZLWK6,_6_VKRXOGGHFUHDVHDV
76 __ KF| 6, 





7KH PD[LPXP VSDWLDO H[WHQW _6_ LV D PHDVXUH RI WKHPD[LPXP FRPSRQHQW VHSDUDWLRQ EHWZHHQ FKDUJHGSDUWLFOHVDQGPLJKWEHFRQVLGHUDEO\ELJJHU WKDQ56LQFHWKHPD[LPXP UHSXOVLYH DFFHOHUDWLRQEHWZHHQSDUWLFOHV LV4UF DQGVLQFHWKHUHLVQRDWWUDFWLRQLIDSDUWLFOHLVDWSWKH PD[LPXP DFFHOHUDWLRQ UDGLDOO\ DZD\ IURP S WKDW DSDUWLFOH N FDQ FRQFHLYDEO\ H[SHULHQFH LV 04UFZKLFK FRXOG RQO\ KDSSHQ LI DOO RWKHU FKDUJHG SDUWLFOHVFOXPS WRJHWKHU DW D SRLQW ZLWKLQ D VHSDUDWLRQ UF IURP N$VVXPLQJWKDWWKHYHORFLW\RIN LVVPDOOFRPSDUHGWRWKLVDFFHOHUDWLRQ LW LV XQOLNHO\ DQ\ZD\ WR OLH LQ WKH VDPHGLUHFWLRQSDUWLFOHN ZLOOUHFHLYHDSRVLWLRQXSGDWHRI WKHRUGHU04UF VHQGLQJ LW WR WKH HGJH RI WKH VZDUP DW U|04UFZKLFKLVDQHVWLPDWHRIWKHVZDUPVSDWLDOVL]H_6_LQWKLVH[WUHPHFDVH7KHUHIRUH
 __ FU 406  |  
1RWH WKDW 5 DQG _6_ DUH WLPH LQGHSHQGHQW VLQFH WKHFKDUJHGVZDUPLVQRWFRQYHUJLQJRQS
 &21&/86,2167KLV SDSHU KDV H[WHQGHG D FRQYHUJHQFH SURRI IRU QRQLQWHUDFWLQJ VZDUPV WR WKH LQWHUDFWLQJ PRGHO ZKLFKLQFOXGHV 6ZDUP ,QWHOOLJHQFH EXW QRW UDQGRP VSULQJFRQVWDQWV 7KLV KDV LPSRUWDQW FRQVHTXHQFHV IRU WKHSUHGLFWDELOLW\ RI SDUWLFOH VZDUP RSWLPLVDWLRQ LQ WKHG\QDPLF FRQWH[W 7KH QHXWUDO SDUWLFOH VZDUP VKULQNVWRZDUGV WKH RSWLPXP SRVLWLRQ ORVLQJ GLYHUVLW\ _6_ WKHPD[LPXPVSDWLDOH[WHQWRIWKHVZDUPLVDXVHIXOGLYHUVLW\PHDVXUH LIRSWLPXP MXPSVRFFXUZLWKLQ _6_ DW DQ\ WLPHWKHQ WKH VZDUP VKRXOG EH DEOH WR UHRSWLPL]H+RZHYHUWKLV SDSHU DUJXHV WKDW _6_ LV H[SRQHQWLDOO\ GHFUHDVLQJZKLFKSODFHVFRQVWUDLQWVRQWKHDPRXQWRIG\QDPLVPWKDWWKLVVFKHPHFDQFRSHZLWK$OWHUQDWLYHO\ D FKDUJHG VZDUP GRHV QRW FRQWUDFW DQGWKHUHIRUH PDLQWDLQV SDUWLFOH GLYHUVLW\ 7KH GLYHUVLW\PHDVXUH _6_ LV WLPH LQGHSHQGHQW DQG LV JLYHQ E\SDUDPHWHUV RI WKH PRGHO 7KH FRQFOXVLRQ LV WKDW LIG\QDPLVP LV H[SHFWHG WR RFFXU ZLWKLQ VRPH G\QDPLFUDQJH;WKHQWKHSDUDPHWHUVFDQEHVHWWRJLYH_6_a;VR WKDW WUDFNLQJ FDQ EH DFKLHYHG RQ DQ\ WLPH VFDOH _6_ZLOO KRZHYHU EH VXEMHFW WR IOXFWXDWLRQV LQ WLPH VR WKLVFRQFOXVLRQ LV EDVHG RQ WKH DVVXPSWLRQ WKDW IOXFWXDWLRQVZLOO EH VPDOO 7KLV PD\ QRW EH WKH FDVH IRU VPDOO FRUHUDGLL VLQFH SDUWLFOH DFFHOHUDWLRQV FDQ WKHQEH YHU\ ODUJH$QRWKHU PHDVXUH ZKLFK ZLOO EH OHVV VHQVLWLYH WRIOXFWXDWLRQV LV WKHPHGLDQVZDUPVL]H52QFHPRUH WKLVLV JLYHQ E\ SDUDPHWHUV RI WKH PRGHO DQG VHWWLQJ; WR5ZRXOGEHDQRWKHUVWUDWHJ\([SUHVVLRQV IRU _6_ _6_ DQG5 KDYH EHHQ GHULYHG LQ WKLVSDSHU EXW DUH VXEMHFW WR D QXPEHU RI DVVXPSWLRQV ,W
ZRXOGEHLQWHUHVWLQJWRWHVWRXWWKHVHSUHGLFWLRQVRQVRPHVWDQGDUG G\QDPLF SUREOHPV ,Q SDUWLFXODU WKH DVVHUWLRQWKDW _6_ IROORZV D VLPLODU VFDOLQJ ODZ WR WKH VLPSOLILHGPRGHO EXW ZLWK UHQRUPDOL]HG FRQVWULFWLRQ LV LPSRUWDQWDQG QHHGV YHULI\LQJ DQG WKH SURRI QHHGV WR H[WHQGHG WRLQFOXGHWKHIXOOPRGHOZLWKUDQGRPVSULQJV
5HIHUHQFHV$QJHOLQH 3-  7UDFNLQJ H[WUHPD LQ G\QDPLFHQYLURQPHQWV 3URF (YROXWLRQDU\ 3URJUDPPLQJ ,9 %lFN 7  2Q WKH EHKDYLRXU RI HYROXWLRQDU\DOJRULWKPV LQ G\QDPLF HQYLURQPHQWV 3URF ,QW &RQI RQ(YROXWLRQDU\&RPSXWDWLRQ%ODFNZHOO70DQG%HQWOH\3- '\QDPLFVHDUFKZLWK FKDUJHG VZDUPV 3URF *HQHWLF DQG (YROXWLRQDU\&RPSXWDWLRQ&RQIHUHQFH%ODFNZHOO 70  6ZDUPV LQ '\QDPLF(QYLURQPHQWV $FFHSWHG IRU SXEOLFDWLRQ 3URF *HQHWLFDQG(YROXWLRQDU\&RPSXWDWLRQ&RQIHUHQFH%UDQNH -  (YROXWLRQDU\ DOJRULWKPV IRU FKDQJLQJRSWLPL]DWLRQ SUREOHPV 3URF &RQJUHVV RQ (YROXWLRQDU\&RPSXWDWLRQ &DUOLVOH $ DQG 'R]LHU *  $GDSWLQJ SDUWLFOHVZDUPRSWLPL]DWLRQWRG\QDPLFHQYLURQPHQWV3URFRI,QW&RQIHUHQFHRQ$UWLILFLDO,QWHOOLJHQFH&OHUF 0 DQG .HQQHG\ -  7KH 3DUWLFOH 6ZDUP([SORVLRQ 6WDELOLW\ DQG &RQYHUJHQFH LQ D 0XOWL'LPHQVLRQDO &RPSOH[ 6SDFH ,((( 7UDQVDFWLRQV RQ(YROXWLRQDU\&RPSXWDWLRQ9ROSS(EHUKDUW 5& DQG 6KL <  3DUWLFOH VZDUPRSWLPL]DWLRQ 'HYHORSPHQWV DSSOLFDWLRQV DQG UHVRXUFHV3URF&RQJUHVVRQ(YROXWLRQDU\&RPSXWDWLRQ (EHUKDUW5&DQG6KL<7UDFNLQJDQGRSWLPL]LQJG\QDPLFV\VWHPVZLWKSDUWLFOHVZDUPV3URF&RQJUHVVRQ(YROXWLRQDU\&RPSXWDWLRQ+X;DQG(EHUKDUW5& $GDSWLYHSDUWLFOHVZDUPRSWLPLVDWLRQGHWHFWLRQDQGUHVSRQVHWRG\QDPLFV\VWHPV3URF&RQJUHVVRQ(YROXWLRQDU\&RPSXWDWLRQ.HQQHG\ - DQG (EHUKDUW 5&  3DUWLFOH 6ZDUP2SWLPLVDWLRQ 3URF RI WKH ,((( ,QWHUQDWLRQDO&RQIHUHQFHRQ1HXUDO1HWZRUNV,9
3DUWLFOH6ZDUPVDQG3RSXODWLRQ'LYHUVLW\,,([SHULPHQWV
70%ODFNZHOO'HSDUWPHQWRI&RPSXWHU6FLHQFH8QLYHUVLW\&ROOHJH*RZHU6WUHHW/RQGRQ8.WLPEODFNZHOO#LHHHRUJ
$EVWUDFW3DUWLFOH VZDUPV LI VXLWDEO\ DGDSWHG DUHFDQGLGDWHV IRUG\QDPLFRSWLPL]DWLRQ DOJRULWKPV,Q RQH VXFK DGDSWDWLRQ WKH FKDUJHG SDUWLFOHVZDUP GLYHUVLW\ LV PDLQWDLQHG E\ LQWHUSDUWLFOHUHSXOVLRQ 7KLV SDSHU H[DPLQHV LQ D VHULHV RIH[SHULPHQWV WKH XVH RI WKH PD[LPXP VZDUPVSDWLDOH[WHQWDVDXVHIXOGLYHUVLW\PHDVXUHERWKIRU QHXWUDO DQG FKDUJHG VZDUPV DQG FRPSDUHVWKHUHVXOWVZLWKVRPHWKHRUHWLFDOSUHGLFWLRQV7KHFRQMHFWXUH WKDW QHXWUDO SDUWLFOH VZDUPV FROODSVHH[SRQHQWLDOO\ LV YHULILHG IRU WKH VSKHUH IXQFWLRQLQ WKUHH GLPHQVLRQV 7KH HIILFDF\ RI FKDUJHGVZDUPV LQ G\QDPLF SUREOHPV RI KLJK VSDWLDOVHYHULW\ LV DOVR GHPRQVWUDWHG DQG FRPSDULVRQVPDGHZLWKDQHXWUDOVZDUP
 ,1752'8&7,21
Evolutionary techniques and particle swarm optimization 
(PSO) have been applied to dynamic optimization 
problems (Branke 1999, Eberhart and Shi 2001, 
Blackwell and Bentley 2002). However, both can suffer 
from over-specialization. In general, they require further 
adaptations so that they can detect change, and then 
response to it. Some work has been done on possible 
adaptations of the PSO, but these adaptations remain 
arbitrary (Hu and Eberhart 2002). A different extension of 
PSO, which solves the problem of change detection and 
response, has been suggested by Blackwell and Bentley 
(2002). In this extension (CPSO), some or all of the 
particles have, in analogy with electrostatics, a ‘charge’. 
A collision-avoiding acceleration is added to the particle 
dynamics, by incorporating electrostatic repulsion 
between charged particles. This repulsion maintains 
population diversity, enabling the swarm to automatically 
detect and respond to change, yet does not diminish 
greatly the quality of solution. In particular, it works well 
in certain spatially severe environments. 
Recently, a measure of particle swarm diversity has been 
proposed (Blackwell 2003). This measure estimates the 
maximum spatial extent |S| of the particle swarm. If, at 
any time, the optimum location jumps position to a new 
point within |S|, the prediction is that the swarm will be 
able to re-optimize. In the above paper, the time 
dependence of |S| is estimated for a simplified non-
interacting model and for the simplified model plus 
particle interactions. But in a charged swarm, |S+| is 
expected to be constant in time, although there will be 
fluctuation about the mean. A conjecture is also made 
concerning the relationship between |S+| and the 
parameters of the algorithm. Such a relationship would 
enable the parameters of a charged swarm to be tuned to a 
particular environment, where, bounds can be placed on 
jumps of the optimum location. Since |S+| is subject to 
fluctuations, an alternative and steadier diversity measure 
may be useful. The median swarm size R has been put 
forward as an alternative to |S+|.7KLV SDSHU SUHVHQWV DQ H[SHULPHQWDO VWXG\ RI WKHFRQMHFWXUHV UHIHUUHG WR DERYH 7KH H[SHULPHQWV DUHGHVFULEHGLQVHFWLRQDQGWKHUHVXOWVSUHVHQWHGLQVHFWLRQ 7KHVH UHVXOWV DUH DQDO\]HG LQ VHFWLRQ  DQG WKH SDSHUHQGV ZLWK VRPH FRQFOXVLRQV 3DUWLFOH VZDUP DOJRULWKPVSDUDPHWHU GHILQLWLRQV DQG QRPHQFODWXUH DUH GHVFULEHG LQGHWDLOE\%ODFNZHOOZKLFKIRUUHDVRQVRIEUHYLW\DUHQRWUHSURGXFHGLQWKLVSDSHU
 (;3(5,0(17'(6,*16L[H[SHULPHQWVZHUHGHYLVHGWRLQYHVWLJDWHWKHHIIHFWVRIVZDUP LQWHOOLJHQFH UDQGRPVSULQJFRQVWDQWVDQGSDUWLFOHFKDUJH RQ VZDUP VSDWLDO H[WHQW`^PLQ`^PD[PD[__ LMLLMLM [[6   IRU FKDUJHG DQGQHXWUDOVZDUPV)RUWKHFKDUJHGVZDUPDIXUWKHUVWDWLVWLFWKH UDGLDO GHQVLW\UUZDV DOVR VWXGLHG IRU WZRGLIIHUHQWYDOXHV RI WKH FRUH UDGLXV UF 7KH LQYHUVH VTXDUH ODZUHSXOVLRQLVRSHUDWLYHLQWKHVKHOOUF d U d USZKHUHUS LVWKHSHUFHSWLRQOLPLWWKHDFFHOHUDWLRQVDUH]HURIRUVHSDUDWLRQVELJJHUWKDQUS DQGKHOGDWWKHFRUHUDGLXVDFFHOHUDWLRQIRUVHSDUDWLRQVOHVVWKDQUF7KHILUVWH[SHULPHQWVHWVXSWKHFRQGLWLRQV IRU &OHUF.HQQHG\ FRQYHUJHQFH E\LPSOHPHQWLQJ WKH VLPSOLILHG PRGHO QR LQWHUDFWLRQVEHWZHHQ WKH SDUWLFOHV GHVFULSWRU 60 ZLWK D  SDUWLFOHQHXWUDO VZDUP DQG IL[LQJ WKH DWWUDFWRU S DW 2 7KHSUHVHQFH RI DQ REMHFWLYH IXQFWLRQ I LV LUUHOHYDQW LQ WKLVH[SHULPHQW([SHULPHQWV  JURXSH[DPLQHWKHHIIHFWVRILQWURGXFLQJVZDUPLQWHOOLJHQFH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)LJXUH ([SW 6LPSOLILHG0RGHO )LJXUH Expt 2 - Simplified Model with Swarm 
Intelligence
)LJXUH ([SW 6LPSOLILHG0RGHOZLWK5DQGRP6SULQJV )LJXUH ([SW  6LPSOLILHG0RGHOZLWK56DQG6,
Figure 5: Expt 5 - CPSO, core radius = 1.0 Figure 6: Expt 5 - CPSO, core radius = 1.0
Figure 7: Expt 6 - CPSO, core radius = 0.1 Figure 1: Expt 6 - CPSO, core radius = 0.1
Figure 9: Expt 7 - PSO with Dynamism Figure 10: Expt 8 - CPSO with Dynamism
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 D SORW RI _SJW ± [DW_ YHUVXV LWHUDWLRQ W VKRZVWKDWWKHQHXWUDOVZDUPVWUXJJOHVWRRSWLPL]HWKLVG\QDPLFIXQFWLRQ$OWKRXJKWKHUHLVVRPHLPSURYHPHQWLQ _SJW ±[DW_ EHWZHHQ MXPSV WKH EHVW SRVLWLRQ IRXQG E\ WKHVZDUPDWWKHHQGRIHDFKSHULRG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If Particle Swarm Optimization is to be applied to a 
dynamic problem, then some knowledge of the rate of 
convergence of the swarm compared to the average jump 
in optimum position is desirable. If, at change, the swarm 
size is much smaller than the average jump length, it will 
be difficult for the swarm to diversify and follow the 
change. One measure of diversity which takes into 
account fluctuations is the maximum swarm spatial size, 
|S|. If the jump to the new optimum position occurs within 
|S|, then the swarm may have enough diversity to follow 
the change. 
It should be noted that |S| does not take into account 
asymmetric particle distributions which may arise with 
asymmetric problems. In such cases, an analysis using the 
maximum spatial extent along each axis, |Sj|, j = 1…d, 
might be more appropriate. (Experiments and analysis of 
a simple case where the optimum does lie outside |S| has 
already been reported (Blackwell and Bentley 2002)). 7KHQHXWUDOVZDUPRI362FDQEHDGDSWHGZLWKDFKDUJHGVXEVZDUP7KLVFKDUJHGVXEVZDUPPDLQWDLQVSRSXODWLRQGLYHUVLW\ WKURXJK WKH FROOLVLRQ DYRLGLQJ UHSXOVLRQV RIFKDUJHG SDUWLFOHV +RZHYHU VRPH TXDQWLILFDWLRQ RI WKHVSDWLDOVL]H_6_LVVWLOOQHHGHGVLQFHWKHUHSXOVLRQVGHSHQGVRQ D QXPEHU RI DGMXVWDEOH SDUDPHWHUV VXFK DV SDUWLFOHFKDUJH FRUH UDGLXV DQG SHUFHSWLRQ OLPLW 7KH PHGLDQUDGLXVRI WKHVZDUP5 LVDVHFRQGPHDVXUHRIGLYHUVLW\DQGLVOHVVVHQVLWLYHWRIOXFWXDWLRQV
This paper presents empirical results for |S| for a 
simplified non-interacting swarm, and for the simplified 
model with swarm intelligence. The analysis motivates 
the result that an interacting swarm should shrink as 76 __ KF ZKHUHK LVDVPDOOUHQRUPDOL]DWLRQIDFWRUK!DQGF LVDFRQVWULFWLRQIDFWRULQWURGXFHGE\&OHUFDQG.HQQHG\ WRHQVXUHFRQYHUJHQFHRI WKH VLPSOLILHGPRGHO7KH HPSLULFDO UHVXOWV IRU WKH VSKHUH IXQFWLRQ LQ WKUHHGLPHQVLRQV VXSSRUW WKLV ILQGLQJ DQG WKH QHDU FULWLFDOFRQYHUJHQFH F5  KF    VKHG OLJKW RQ WKH 362IRONORUH WKDW YHORFLW\ FODPSLQJ LV KHOSIXO HYHQ XQGHUFRQVWULFWLRQ 7KH HPSLULFDO UHVXOWV IRU WKH VLPSOLILHGPRGHODUHLQDJUHHPHQWZLWKWKHRU\,Q SUDFWLFH 362 LV XVXDOO\ LPSOHPHQWHG ZLWK UDQGRPVSULQJ FRQVWDQWV 7KLV LV EHOLHYHG WR DLG FRQYHUJHQFH LQGLIILFXOW FDVHV 7KHRUHWLFDO DQDO\VLV RI WKH HIIHFWV RIUDQGRPL]DWLRQ LV ODFNLQJ EXW WKH HPSLULFDO UHVXOW RI WKLVSDSHUIRUDVLQJOHREMHFWLYHIXQFWLRQLVWKDWUDQGRPL]DWLRQSURGXFHV IOXFWXDWLRQV DURXQG WKH H[SRQHQWLDO GHFD\ ODZZLWK D UHQRUPDOL]HG FRQVWULFWLRQ IDFWRUF5 VLPLODU WR WKDWJDLQHG IURP SDUWLFOH LQWHUDFWLRQV:KHQ UDQGRP VSULQJVDQG SDUWLFOHLQWHUDFWLRQVDUHLQFOXGHGF5LVDSSUR[LPDWHO\
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Dynamic optimiser design currently assumes
that diversity is a desirable property towards
achieving adaptability, as a population-based
optimiser contains an implicit memory. This
paper examines the applicability of this
assumption. Population-based algorithms of
different size are tested against optimisers using
a single solution.  Results presented here suggest
that this view is somewhat simplistic, and that
population size should be considered as a design
variable in optimiser design for dynamic
environments.
1 INTRODUCTION
Research in dynamic optimization [1] focuses on
population-based optimizers, mostly evolutionary
algorithms (EAs).  EAs are seen as suitable due to their
analogy with nature, which is itself a dynamic
environment [2], and their distributed and parallel nature
[3].
This paper examines the premise that a population-based
mechanics is suitable for dynamic optimization, as it will
be able to adapt quickly.  If the population is diverse and
a change in the problem occurs, there will more than
likely be a member of the population sitting in a
promising area of the search space, allowing the
optimizer to quickly adapt to the change.  Maintaining a
population might thus be seen as a memory for storing
solutions that have had a high quality in the recent past,
and can be used as a head start for optimising under the
new conditions.
2 LITERATURE REVIEW
Further to the idea of a population as suitable for dynamic
optimization problems, there is realization in the literature
that diversity in the population is a desired characteristic
for dynamic optimisation, to enable adaptation after a
change in the environment.  This is due to optimisation
and adaptation requiring different and opposing
behaviours in any population, i.e. optimisation requires
convergent behaviour [2].
In contrast, adaptive behaviour, as noted earlier in this
text, requires divergent behaviour in order to explore the
search space for a new optimum after a change has
occurred.  A homogenous population offers no benefit
over a single solution, in terms of search space coverage,
or the chance of having a member near the new optimum.
Much of the research into optimizers for dynamic
environments aims at defining structures and methods for
either maintaining (e.g. [4], [5]) or (re)introducing (e.g.
[4]) such diversity into a population, either after a change
has occurred, or throughout the run.
For example, [6] acknowledge this fact saying that
“...improving adaptiveness means counteracting
convergence” because “polymorphism is a desirable
characteristic in a population, and diversity is important
to this”.  They draw justification for this from both nature
and cybernetics.  In nature, Darwin’s theory of survival of
the fittest seems to be at odds with the diversity found in
ecosystems where no single species dominates.  In
biology, they point out, “…redundancy seems to be the
key word in structures like DNA, neural networks and
immune systems”.  From cybernetics, they quote W. Ross
Ashby [7], one of the fathers of cybernetics and his
principle of selective variety where “The larger the
variety of configurations a system undergoes, the larger
the probability that at least one of these configurations
will be selectively retained”.
The above has lead to suggestions that EAs are inherently
good at dynamic optimization, especially regarding EA
designs that support population diversity. However, the
premise of the suitability of population-based models
assumes a larger population will receive a performance
increase in its adaptive ability as the optimizer will have a
greater coverage of the search space, assuming the
population is diversified; but this ignores additional costs.
A larger population will entail a greater cost in terms of
the computational overhead of evaluating its members.
The question is whether a time/quality trade off is
involved in population size (or any other diversity
enhancing mechanism), varying for different problems
and the different characteristics of the changes taking
place.
This paper aims to show that the design of a population-
based optimizer should treat population sizes as a variable
when dealing with dynamic optimization problems, that
does not necessarily relate to performance in an obvious
way.  It therefore attempts to establish or refute the
suitability of an optimizer, in terms of adaptation, when
maintaining a diverse population of solutions.
3 EXPERIMENTAL SETUP
To investigate the issue above, EAs of a large and small
population size are compared against a single-solution
based heuristic over an oscillating knapsack problem
common in the literature (e.g. [4]). If population size is
considered as a design variable, there will be a variety of
influences over the choice of population size; including
factors such as problem instance, problem size, and
characteristics of the various changes that can take place.
It is obviously impossible to examine the performance of
population sizes over all these factors; therefore this
paper will focus on a subset drawn from a more extensive
study.
This study adopts an oscillating knapsack problem
common in the literature, containing 17 bits.  This study
uses this small instance size but additionally extends the
problem to 1700-bits.  Weights and values for all objects
are determined randomly, but lie in the range set in the
original problem [6].  Weights are thus set in the range
{1,20} and values are in the range {1,10}.  The same
objects are used for each algorithm.
In dynamic optimization problems it is important to
consider the computational efforts needed by the
optimizer. There will be a finite amount of time in which
to find these solutions before the environment changes.
Most optimizers usually spend most of their time on
evaluating solutions for quality, at least in complicated
real-world problems.  Therefore it is common to compare
the performance of algorithms using the number of fitness
function evaluations as a measure of time.
The change characteristics contain many variables [2];
e.g. the severity and frequency of the changes, whether it
is oscillating between states, or involves a linear form of
change, or perhaps a catastrophic change.  This study
shall restrict itself to one of the more simple
characteristics, namely the frequency with which the
changes occur.  Two speeds will be considered here,
changing every 1000 evaluations and every 10,000
evaluations.
There are four combinations of problem size and change
frequencies examining the effect of population on an
optimiser’s performance at adapting in dynamic
environments.  All algorithms are run 30 times with the
mean result being reported, best quality solution found
since change being recorded 10 times per cycle, in
common with the literature.
3.1 FIRST-ASCENT HILL CLIMBER
The first ascent hill climber tests the neighbourhood in
positional order from the first bit to the last.  It accepts or
moves to the first neighbour found which shows some
improvement in quality.  Upon finding a local optimum,
the hill-climber shall restart from a random starting point.
3.2 EVOLUTIONARY ALGORITHMS
In preliminary experiments (not quoted here due to space
limitations), the authors found a steady state EA was
more often able to produce better results.  For this study,
however, a generational EA is used as it is the more
common replacement strategy in the literature and the
relative results are still the same. The implementation
follows that in the sGA (Simple Genetic Algorithm)
described in [6], but adopts uniform crossover. A
population of 100 is adopted for the larger population
size, with a smaller population of 10 members.
3.3 OSCILLATING 0/1 KNAPSACK PROBLEM
The Oscillating 0/1 Knapsack problem is a common
dynamic problem from the literature [4] and is defined as
follows: given a set of n items, each of which has a
weight, W[i], and a value, V[i],  and a knapsack which
has a constraint in the amount of weight it may contain,
C.  The goal is to place objects in the knapsack such that
the value of the objects is maximized, while the weight
constraint is not exceeded.  Each object may either be
placed in the knapsack, or not.  Multiple copies do not
exist (hence the 0/1).
More formally, given a set of weights W[i] and values
V[i] for a set of objects i={1……n}, and a capacity C,















The small problem size, fast change case (Figure 1)
clearly shows that high diversity does not assist
adaptability. The large-population EA is inferior to both
the hill-climber and the small-population EA.
Interestingly this is the case dominantly used in the
literature for evaluating novel dynamic optimisers. There
is a pronounced quality dip for the large population EA
(also see Figure 4), corresponding to the only just re-
evaluated post-change EA population. If any memory of
useful features is being retained, its effects are weak.
The small problem size, slow change case (Figure 2)
shows the large-population EA attains the best quality
solutions over the period between changes. However
adaptability would seem to be a moot point in this case,
as one could arguably re-optimise from scratch so in this
case diversity is supporting thoroughness of search. If
speed of recovery is at a premium the hill-climber wins,
albeit at the expense of quality.
Figure 3 depicts the results of the large instance, fast
change case. Both EAs clearly outperform the hill-
climber, with only small differences in attained quality
and similar apparent adaptivity. This would suggest that
this is a better problem instance with which to evaluate
dynamic optimisers.
The large instance, slow change case (Figure 4) shows a
similar pattern to the previous case (Figure 3), but
without to dip in solution quality due to the large
recording interval.
5 CONCLUSION
The assumption that diversity is good for dynamic
optimization is not universally applicable.  Results show
that population size has a complex effect on performance
when adapting to changing problems, even when
considering this simple, yet common, problem, and only
considering a single very simple, aspect of change,
namely the frequency of the changes.
The hill climber struggles with larger size problem due to
the large search space defeating it’s local view.  It can
often, however, react more quickly, albeit often at the
expense of quality.
The EA copes with the larger problem more easily, yet
struggles with the faster change rate.  Its distributed
nature would explain the first while the computational
overhead in maintaining the population goes someway to
explaining the later.
These differences also serve to highlight that the standard
benchmark may not be sufficient to compare dynamic
optimisers.
Investigation should clarify the time/quality trade-off
between population size and the characteristics of the
changes taking place.
Finally, the results here also suggest that focusing on the
development of dynamic EAs that implement diversity
and memory in a low-cost way would likely prove useful.
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Figure 1: 17-Bit & 1000 Evaluation Change Frequency
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Figure 3: 1700-Bit & 1000 Evaluation Change Frequency














1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
6 0 0 0
0 2 0 0 0 0 4 0 0 0 0 6 0 0 0 0 8 0 0 0 0 1 0 0 0 0 0 1 2 0 0 0 0
H il l  C l im b e r
G A -1 0














































































































































































































































































































































































































































































































































































































































































































































































































































































































YlSVX_zbZ[^])m"; 4">48	ﬃ!= < @ 3?#&ﬃ!8> 7$ﬃ!"@? "3ﬃ!"ﬂ1#&ﬃ!"3b "ﬁ
?Aﬁ%'8	4#B#=1ﬃ!1"=DCFE #2?1=0GH% ﬃJ#ﬂ7&8ﬃ# ?#&8B?%'#ﬂ7&I?KJ:W
ML9;N?NOQP RS(TCVU  79E  @,ﬀ 7 ﬁW; #  "X " #&ﬃ! *CY#*ﬁc ﬃ!"Sm
n|pZY]=yhyZy6uyDxhÉSoeÅVXXY`Pm](Y[Zbh[^umuyDöhöZÀSo
¿ÁÄ)Â=Ðo v^{ohÏY`hY[=|eUSl8Ðﬀo v^½0oPsPt>~rY>d¼Y\orµ0WZbhXjS_^VXbZUc]^_z[|e_zY>v
ZVXY]1 u¸tbhinS[zYSYUk]^VXWZYVXUP_^[zb~lkjSt_^VXbhU/oO  8I%'#2 @2? W
ﬁ%'8	ﬃ!"3hmuyZ·zyD¹& ÁÄ76ÀZxkm~xhÌZÌhxSo

















YlSVX_zbZ[^])onE  #2 @!@,;@E # ?5;@,1o#?@,01ﬃ!"369&# ?pO  8I%'#2 W





Ðo v^½0osPt>PY>dYam2YlkV_zbZ[z]DmE  #2 @!@,;@yE # ?5;@,1o# ?@,01ﬃ!"3
9&# ?zO  8	%<# KWiENEf# O{rﬂCF|8t}ﬂ "8lP @F?"&9_G>CFE  #&ﬃL7C
% #2 ">= )mPn|pZY]=y)ÀZöl6uyDÉhÊSoPsPnS[^VXUShY[DmkÏY\[^XVXU/mSxZÌhÌZÌSo
¿Áö)Â\do0ÅRYVXt>ZY[)oê½Y[¡d¼bZ[zi}|eUktY N8Y)|e]^jk[^Y]cd¼bh[Óf(`PU|eicVXt
µ0UPWPVX[^bZUkiYUP_^])o/aUﬁ{jkY[^W5bZ]Y\_2|eaou¿ T)Â^mZnM|eZY\]2Éew*6TZÄko
