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Homogeneous melting of superheated crystals at constant energy is a dynamical process, believed to be
triggered by the accumulation of thermal vacancies and their self-diffusion. From microcanonical simulations
we know that if an ideal crystal is prepared at a given kinetic energy, it takes a random time tw until the
melting mechanism is actually triggered. In this work we have studied in detail the statistics of tw for melting
at different energies by performing a large number of Z-method simulations and applying state-of-the-art
methods of Bayesian statistical inference. By focusing on the short-time tail of the distribution function,
we show that tw is actually gamma-distributed rather than exponential (as asserted in previous work), with
decreasing probability near tw ∼ 0. We also explicitly incorporate in our model the unavoidable truncation
of the distribution function due to the limited total time span of a Z-method simulation. The probabilistic
model presented in this work can provide some insight into the dynamical nature of the homogeneous melting
process, as well as giving a well-defined practical procedure to incorporate melting times from simulation into
the Z-method in order to reduce the uncertainty in the melting temperature.
I. INTRODUCTION
It is well known that, under carefully controlled condi-
tions, a solid can be heated above its melting temperature
without triggering the melting process. This is known as
superheating, and in it the solid enters a metastable state
with interesting kinetic properties20. It is also possible to
achieve such an homogeneous melting by ultrafast laser
pulses21. As a complement to experiments, observation
and characterization of this superheated state is espe-
cially clear in microcanonical simulations, particularly
within the framework of the Z-method22. By using this
methodology, it has been possible to establish the role of
thermal vacancies23,24 and their self-diffusion25–27.
The Z-method, in fact, relies on the superheating
metastable state to determine the melting temperature
Tm. It establishes that in microcanonical isochoric sim-
ulations there is a maximum energy ELS (LS stands for
Limit of Superheating), related to a temperature TLS ,
that can be given to the crystal before it spontaneously
melts. Beyond this point the solid unavoidably melts,
showing a sudden, sharp drop in temperature, corre-
sponding to the kinetic energy consumed as latent heat
of melting. When a system melts at an energy ELS+∆E
(with ∆E → 0), the final temperature T approaches Tm.
Despite the current lack of a complete theory of first-
order phase transitions and metastable states, there is
plenty of accumulated evidence of the accuracy of the
Z-method28–30. However, some issues remain concern-
ing the uncertainties associated to Tm and TLS due to
the use of short simulation times. One important source
of uncertainty is the random distribution of the elapsed
a)Electronic mail: sdavis@cchen.cl
time tw from the beginning of the simulation until the
melting process is triggered, even in a microcanonical set-
ting. In previous work, Alfe` et al31 reported statistics of
tw obtained from molecular dynamics (MD) simulations
and postulated that tw is exponentially distributed, and
therefore the most probable value of tw is close to zero
for all temperatures.
In this work, we performed a large number of mi-
crocanonical, isochoric simulations in order to gener-
ate statistically independent samples of tw in a wide
range of initial temperatures. We focused particularly
in shorter times and found that these times are not ex-
ponentially distributed but gamma-distributed. Accord-
ingly, we present a precise model that reproduces the
gamma shape and scale parameters as functions of the
initial temperature.
The rest of the paper is organized as follows. In section
II we give a detailed description of the simulations that
were used to determine the melting temperature and the
samples of waiting times (tw). Section III describes the
probability models proposed to represent the statistical
distribution of tw and assesses their likelihood given our
simulated data. Next, sections IV and V present a con-
crete model for the distribution of tw as a function of
temperature fitted to our simulation data. Finally, sec-
tion VI discusses the implications of our results for the
process of melting in the superheating state for homoge-
neous solids.
II. COMPUTATIONAL PROCEDURE
As a simple model of solid we considered a high-
density, face-centered cubic (FCC) argon crystal, having
500 atoms and lattice constant a=4.2A˚. This ideal struc-
ture was the starting point for all simulations. The use
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2of such a high density (and therefore pressure) increases
the superheating effect, revealing the melting process in
a more salient way. All simulations were performed using
the LPMD32 molecular dynamics package. For every case
we use a total simulation time τ0=50 ps and a timestep
∆t =0.5 fs with a Beeman integrator for Newton’s equa-
tions of motion. The interatomic potential used in the
simulations corresponds to a standard Lennard-Jones
model with /kB = 119.8K and σ = 3.41A˚, as used in
previous works on the Z-method22,23.
A set of 400 simulations with temperatures ranging
from 50 K to 20000 K have been used to draw the iso-
choric (Z) curve for this high-density argon model, in a
standard application of the Z-method. These results are
shown in Fig. 1.
FIG. 1. Isochoric (Z) curve obtained from 400 different 50
ps simulations of high-density Ar, with initial temperatures
ranging from 50 to 20000 K. From this Z-curve we can de-
termine Tm ∼ 5376 K and TLS ∼ 6291 K. A clear drop of
temperature is observed near the critical energy ELS ∼ 240
eV.
From the isochoric, Z-shaped curve, we have estimated
the melting temperature Tm and the superheating limit
TLS . The sharp inflection at the higher temperature
(6291 K) corresponds to TLS and the lower inflection
(5376 K) corresponds to Tm. We can also determine ELS
at approximately 240 eV.
Once TLS is estimated, at least 5000 classical MD runs
were performed for 24 different initial temperatures T0 in
an interval from T0 =12075 K to T0 =13300 K, in order to
collect statistically independent samples of waiting times.
As it is known, by the equipartition theorem the initial
temperature drops to around half the initial value when
no velocity rescaling procedure or thermostat is used. If
the specific heat at constant volume Cv is independent of
T for the solid branch of the isochore, the temperature
T (E) is a linear function of the total energy E. Because
E is given by
E =
3N
2
kBT0 + Φ0 = E0 + CvT, (1)
we see that T = m T0 + b, in our case, m=0.40535 ±
0.004633 and b=1324.034 ± 56.37 K. The specific heat
per atom is 3/(2m) in units of kB , about 3.7.
As an example of the dynamical behavior of the in-
stantaneous temperature T (t) at the moment of melting,
four realizations of MD simulation are shown, superim-
posed, in Fig. 2 for an initial temperature T0=12800 K.
Here we see the large variability of tw in those samples,
ranging from approx. 5 ps to 30 ps.
From the MD simulations with duration τ0=50 ps we
only considered for the collected statistics the values of tw
such that tw ≤ τ0 (i.e. the simulatione were melting is not
observed in the time window τ0 were ignored). Because
of this, we are in fact inferring the truncated distribution
P (tw|tw ≤ τ0, T ). For all simulations were melting is
observed we extracted the temperature before and after
the melting process, denoted by Tsolid and Tliquid respec-
tively, and the melting time tw. This was done via a
simple automated least-squares fitting using the follow-
ing “discontinuous step” model,
T (t) =
{
Tsolid if t ≤ tw,
Tliquid otherwise.
(2)
For the lowest part of the range of initial temperatures,
more precisely between 12000 K and 12250 K, 10000 sim-
ulations per temperature were performed instead of 5000.
This is of course because the melting events are much less
probable once we approach Tsolid = TLS from above. In
this way we have collected at least 200 samples of waiting
times for each T0.
FIG. 2. Instantaneous temperature T (t) from five different
simulations at an initial temperature T0 =12800 K. The melt-
ing process is triggered at different times tw between 5 and
30 ps for this particular energy.
3In the next section we present a statistical description
of tw for different initial temperatures, and a comparison
of the exponential, gamma, log-normal and kernel density
estimation (KDE) models against our data.
III. RESULTS
We have performed, for all 24 different initial temper-
atures T0, a statistical analysis of the samples of melting
time tw collected from several thousand MD simulations
as described in the previous section. Figs. 3, 4 and 5 show
the histograms of tw samples for increasing Tsolid above
TLS , together with their respective maximum likelihood
exponential fit, with the exponential distribution given
by
P (tw|λ) = λ exp(−λtw) (3)
with λ a scale parameter, and a kernel density estimation.
We see in all cases that the exponential model cannot
reproduce the left tail of the histogram, overestimating
the probability of tw = 0. In contrast, this behavior
is correctly reproduced by the kernel density method.
Our results show that there is no instantaneous melting
process, but a certain latency exists in which presumably
some particular conditions in the crystal have to be set
up. This can be explained by the fact that the collapse
of the solid must involve the crossing of an energy barrier
via a random walk in phase space.
FIG. 3. Probability density function for waiting times at
T0=12690 K (T=6467.7 K).
As expected, the most probable value of tw (i.e. its
mode) decreases with the initial temperature, and the
gap between the exponential and KDE models widens.
We search, therefore, for an alternative statistical model
with the same asymmetry observed in the histograms
(long right tail) and with non-zero mode. We propose
the gamma and log-normal models as candidates, which
are assessed against the data in the next section.
FIG. 4. Probability density function for waiting times at
T0=13100 K (T=6633.9 K).
FIG. 5. Probability density function for waiting times at
T0=13300 K (T=6715.0 K).
IV. STATISTICAL MODELS OF WAITING TIMES AND
MODEL COMPARISON
At this point we consider as candidate statistical mod-
els for the waiting time tw the gamma distribution, given
by
P (tw|k, θ) = exp(−tw/θ)t
k−1
w
Γ(k)θk
, (4)
where k and θ are the shape and scale parameters, re-
spectively, and the log-normal distribution, given by
P (tw|µ, σ) = 1√
2piσtw
exp
(
− 1
2σ2
(ln tw − µ)2
)
. (5)
4The comparison between these two models plus the ex-
ponential model, together with the kernel density estima-
tion, is shown in Fig. 6. In this figure the goodness-of-fit
of the models is also evaluated quantitatively using the
Bayesian Information Criterion (BIC)33. This criterion
is based on computing the quantity
BIC = −2 lnL(λ0) + np lnnd, (6)
where L(λ) = P (data|λ) is the likelihood function for the
model, λ0 is the parameter vector for which L is maxi-
mum, np is the number of parameters in the model and
nd is the number of data points. Under this definition,
the model with lowest BIC should be the most appropri-
ate to represent the data. The first term favors models
with high likelihood, while the second term penalizes the
models with large number of parameters in order to avoid
overfitting.
FIG. 6. Comparison of exponential, gamma and log-normal
models for waiting times at T=6715 K. The Bayesian Infor-
mation Criterion (BIC) is reported for all models. Also a
Gaussian kernel density estimation is included for reference.
We see that the lowest value of BIC is obtained by
the gamma model, which is also visually the closest to
the KDE reference model. Accordingly, we have chosen
the gamma model as the basis of our further statistical
description in the next section, where we incorporated
the effect of truncation due to the limited duration of
the MD simulations in the Z-method.
V. THE TRUNCATED GAMMA MODEL
As was described previously, in every Z-method simu-
lation there is an intrinsic truncation of the waiting times
due to the finite duration of each run. We can incorpo-
rate this effect of truncation in the gamma model given
by Eq. 4 as follows. The truncated probability density of
tw is the conditional probability P (tw|tw ≤ τ0, T ), which
due to Bayes’ theorem can be written as
P (tw|tw ≤ τ0, T ) = P (tw|T )P (tw ≤ τ0|tw, T )
P (tw ≤ τ0|T ) , (7)
where P (tw|T ) is given by Eq. 4 with k = k(T ) and
θ = θ(T ). Moreover, the probability P (tw ≤ τ0|tw, T )
does not depend on T and takes the value one if tw ≤ τ0,
zero otherwise. So, it can be written as Θ(τ0 − tw) for
all values of T . Imposing normalization of the left-hand
side of Eq. 7,
P (tw ≤ τ0|T ) =
∫ ∞
0
dtwP (tw|T )Θ(τ0 − tw)
=
∫ τ0
0
dtwP (tw|T ). (8)
Combining Eqs. 4, 7 and 8 finally we arrive at
P (tw|tw < τ0, T ) = exp(−tw/θ(T ))t
k(T )−1
w Θ(τ0 − tw)
Γinc(k(T ); 0→ τ0θ(T ) )θ(T )k(T )
(9)
where Γinc(k; a → b) is the incomplete gamma function,
given by
Γinc(k; a→ b) =
∫ b
a
dt exp(−t)tk−1. (10)
Using this truncated model, we can compute several
statistical properties of the waiting times. First, the
probability of observing melting before a time τ0 at tem-
perature T is given by
P (tw < τ0|T ) =
Γinc(k(T ); 0→ τ0θ(T ) )
Γ(k(T ))
. (11)
Similarly, the most probable waiting time tw
∗ at a
given T is given by tw
∗ = (k(T ) − 1)θ(T ), while the
average value of tw given a simulation time τ0 at a tem-
perature T is
〈
tw
〉
τ0,T
= θ(T )
[
Γinc(k(T ) + 1; 0→ τ0θ(T ) )
Γinc(k(T );0→ τ0
θ(T )
)
]
, (12)
which goes to k(T )θ(T ) as τ0  θ(T ), as expected.
All that remains for a complete statistical description
is the estimation of the functions k(T ) and θ(T ). We
address this problem by means of Bayesian inference,
first using a Be´zier 50-parameter model (described in Ap-
pendix A) and a 7-parameter model, which we describe
below.
5Based on the original model by Alfe` et al, we propose
that for sufficiently high temperatures so that τ0  θ(T ),
i.e. when truncation effects are negligible and the prob-
ability of melting approaches one, the quantity
a(T ) =
1√〈
tw
〉
T
(13)
increases linearly with T . However, at low temperatures
it saturates, as seen in the simulation data (Figure 7,
circles).
FIG. 7. The quantity 1/
√〈
tw
〉
T
as a function of T . Circles
represent simulation points with τ0=50 ps, while the blue and
green lines are the Be´zier and 7-parameter analytical models
proposed in this work, respectively. We see that the linear be-
havior for high temperatures is no longer valid below a certain
temperature T ∗, in this case approximately 6550 K.
Accordingly, we will define an “inflection temperature”
T ∗ that separates both regimes, in such a way that a(T )
is given by
a(T ) =
{
C +R(T − Tbase)γ if T ≤ T ∗,
αT − β otherwise. (14)
where the parameter Tbase is a reference temperature,
fixed here at 6200 K, and the parameters R and C are
fixed by the continuity of a(T ) and its derivative at T ∗
as
R =
α
γ(T ∗ − Tbase)γ−1 ,
C = αT ∗ − β −R(T ∗ − Tbase)γ . (15)
As
〈
tw
〉
T
= k(T )θ(T ) for a gamma-distributed tw, it
follows that
Parameter Confidence interval Uncertainty %
T ∗ (K) 6550.02 ± 1.80 0.0275%
γ 1.8487 ± 0.0051 0.276%
θ0 (ps) 2667.51 ± 96.03 3.600%
η (K) 40.48 ± 0.39 0.963%
ζ (K) 231.75 ± 2.23 0.962%
α (ps−1/2K−1) 1.8198×10−3 ± 1.02×10−6 0.056%
β (ps−1/2) 11.5446 ± 0.0065 0.0563%
TABLE I. Estimated parameters for the analytical model
given by Eqs. 14 to 17. The confidence intervals reported are
constructed using the mean and standard deviation of Markov
Chain Monte Carlo samples from the posterior distribution.
k(T ) =
1
θ(T )a(T )2
. (16)
Now, the behavior of θ(T ) is monotonically decreasing
with T , and on first thought an Arrhenius law would be
expected. In fact, however, it deviates from an exponen-
tial and we added a quadratic dependence on ln θ(T ),
ln θ(T ) = ln θ0 −
(
T − Tmin
η
)
−
(
T − Tmin
ζ
)2
. (17)
Finally, we have that the functions k(T ) and θ(T ) are
described by 7 parameters in total, namely T ∗, γ, θ0, η,
ζ, α and β. These are in fact hyperparameters for the
gamma distribution, and were estimated given our simu-
lation data using a Bayesian Markov Chain Monte Carlo
(MCMC) procedure, described in detail in Appendix B.
The confidence intervals for all parameters from this
procedure are summarized in Table I. For all parameters
the uncertainty is below 4%, and in some cases well below
1%. Fig. 8 shows the agreement of the same models on
the frequency of melting as a function of T , while Fig.
9 shows the agreement of the two models (Be´zier and 7-
parameter) against the simulation data on the truncated
parameters k(T ), θ(T ) and
〈
tw
〉
T,τ0
. In both cases we
see a remarkable agreement with the simulation, with
the Be´zier model providing the best fit due to the large
number of parameters. The 7-parameters model seems
to be precise enough in its predictions for practical use.
Figs. 10, 11 and 12 show the Bayesian posterior dis-
tribution functions sampled using the MCMC procedure.
For all parameters except α and β the posterior distri-
bution has been resolved clearly, and is unimodal with a
well-defined shape. In the case of α and β the uncertainty
is so small (approx. 0.056%) that the MCMC procedure
does not resolve the shape of the peak. However, this is
of no importance, because for such a small uncertainty
a point estimate contains essentially all the information
about the distribution.
6FIG. 8. Frequency of melting (Eq. 11) as a function of T for
the truncated gamma model. Circles represent the simulation
data with τ =50 ps, while the blue and green lines are the
Be´zier and 7-parameter analytical models proposed in this
work, respectively.
FIG. 9. Parameters k(T ), θ(T ) and the expected waiting time〈
tw
〉
T,τ0
for the truncated gamma model. Circles represent
the simulation data with τ =50 ps, while the blue and green
lines are the Be´zier and 7-parameter analytical models pro-
posed in this work, respectively.
VI. CONCLUDING REMARKS
We have presented a detailed statistical description of
the waiting times in homogeneous, microcanonical melt-
ing as a function of initial energy. The 7-parameter
model, together with their uncertainties, was constructed
by using a large set of 80000 independent molecular dy-
namics simulations and the application of Bayesian in-
FIG. 10. Bayesian posterior densities for the parameters T ∗
and γ.
FIG. 11. Bayesian posterior densities for the parameters θ0
and η.
ference techniques. Our results shows that the waiting
7FIG. 12. Bayesian posterior densities for the parameters ζ, α
and β.
time tw is gamma-distributed, not exponential, with a
well-defined probability maximum at non-zero times. We
interpreted this as the absence of instantaneous melting
due to the intrinsic latency caused by the initial random
exploration in phase space, prior to the crossing of an
energy barrier.
The model we present here could be of use not only
for further understanding of the microcanonical melting
in ideal conditions, but also in situations where ultra-
fast melting occurs, in which the time and length scales
are so short that essentially a microcanonical situation
arises. Two examples with technological relevance are
laser-induced melting21,34,35 and melting produced by ra-
diation36,37 impacting on surfaces.
It would be interesting to explore the possibility that
the parameters of the model given in Table I can be nor-
malized in a universal way with a natural temperature
scale in terms of Tm and TLS , and a natural time scale
adequate for the system (for a fixed system size).
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Appendix A: Be´zier model for the gamma parameters
We described the functions k(T ) and θ(T ) by expand-
ing them in a polynomial basis known as Bernstein poly-
nomials. This expresses the curves k and θ as Be´zier
curves, parameterized by
k(T ) =
24∑
i=0
Ai
(
n
i
)
T i(1− T )n−i,
θ(T ) =
24∑
i=0
Bi
(
n
i
)
T i(1− T )n−i, (A1)
where T is a normalized temperature (between 0 and 1),
defined for convenience as
T = T − Tmin
Tmax − Tmin . (A2)
In our case we have used Tmin=6200 K and Tmax=6700
K. For this model the hyperparameters describing k and
θ(T ) are the coefficients Ai and Bi, with i=0,. . . ,24, lead-
ing to a total of 50 parameters.
Appendix B: Markov Chain Monte Carlo
We employed a log-likelihood function divided into two
terms. The first involves the data from melting times at
a temperature Ti, and is given by
lnP (Mi|k, θ) = ni
(
− ti
θ(Ti)
+ (k(Ti)− 1)Li
− ln Γinc(k(Ti); 0→ τ0
θ(Ti)
)− k(Ti) ln θ(Ti)
)
, (B1)
where ni is the number of ocurrences of melting at Ti
(from a total of Ni), ti and Li denote the sample av-
erages at Ti of tw and ln tw, respectively. The second
contribution to the total log-likelihood includes the num-
ber of realizations of melting ni and the total number of
realizations Ni at temperature Ti, and is given by
lnP (Fi|k, θ) = ni ln pi − (Ni − ni) ln(1− pi)
+ ln
[
Ni!
ni!(Ni − ni)!
]
, (B2)
with pi = P (tw < τ0|Ti) the predicted probability of
melting at temperature Ti. The logarithm of the poste-
rior distribution of parameter functions k and θ is then
given by
8lnP (k, θ|{Mi, Fi}) =
m∑
i=1
(
lnP (Mi|k, θ)+lnP (Fi|k, θ)
)
,
(B3)
with flat uninformative priors. This logarithm of the pos-
terior distribution was sampled using a Markov Chain
Monte Carlo (MCMC) methodology, namely Metropolis-
Hastings sampling38, over the hyperparameters present
in the models given by Eqs. 16, 17 and A1.
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