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This chapter presents implementations of advanced in Car Audio Appli-cations. The system is composed by three main different applicationsregarding the In Car listening and communication experience. Start-
ing from a high level description of the algorithms, several implementations
on different levels of hardware abstraction are presented, along with empiri-




In the last decade Car infotainment (i.e. the combination of information with
entertainment features) systems have attracted many efforts by industrial re-
search because car market is sensible to the introduction of innovative services
for drivers and passengers. The need for an Advanced Car Infotainment Sys-
tem (ACIS) has been recently emerging, able to handle issues left open by CIS
systems already on the market, and to overcome their limitations. Due to traf-
fic congestion and growing distance from home to workplace, people spend
more and more time in car, that hence becomes an appealing place to do many
common activities such as listening to music and news, phone calling and do-
ing many typical office tasks. Narrowing our focus to audio, the key role of
the CIS is that it lets the driver concentrate on the road and at the same time it
manages many different processing functions such as high quality music play-
back, hands-free communication, voice commands, speaker recognition, etc.
Moreover, from the signal processing point of view, the wide band nature of
the audio signal adds complexity while the requested quality calls for high pre-
cision signal processing, making in-car audio processing a very open research
and development field. Therefore new architectures are needed to overcome
the nowadays limitations. In this context, one of the main objective of the Eu-
ropean hArtes Project (Holistic Approach to Reconfigurable real Time Embed-
ded Systems) is to develop an ACIS, capable to meet market requirements. It
is achieved with a multichannel input (microphone array) and output (speaker
array) platform managed by NU-Tech framework [2] and implemented on a
real car named hArtes CarLab. In particular such system has been adopted in
the hArtes project [1, 2] as a proof-of-concept in order to test and assess the
project methodologies. In fact the main goal of the hArtes project is to provide,
for the first time, a tool chain capable of optimal, automatic and rapid design
of embedded systems from high-level descriptions, targeting a combination of
embedded processors, digital signal processing and reconfigurable hardware.
Three main different applications have been developed for the ACIS within the
hArtes project:
• Enhanced In-Car Listening Experience: It is necessary to develop audio
algorithms to improve the perceived audio quality in cars, making the
listening environment more pleasant, taking into account specific fea-
tures of the car cabin.
• Advanced In-Car Communication: The advanced in-car communication
scenarios are based on speech and audio signal processing in order to en-
hance hands-free telephony, in-car cabin communication and automatic
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speech recognition for an efficient user interface.
• In-Car Speaker and Speech Recognition: The automatic speech and
speaker recognition modules aim to provide an improved man-machine
interface (MMI) for user authentication and command and control of
software applications.
Section 5.2 introduces the state of the art of the three main applications. Sec-
tion 5.3 is focused on the description of the audio algorithms implemented to
improve the audio reproduction and to manage the communication and inter-
action features. Section 5.4 describes the hArtes toolchain and how has been
applied for the implementation of the selected algorithms. Section 5.5 reports
the experimental results for the PC-based prototype and for the final embedded
platform prototype.
5.2 State of the art for In Car Audio
In the following, the state of the art for each of the three main field of applica-
tion will be reported.
5.2.1 Enhanced In-Car Listening Experience
Despite of the advent of consumer DSP applied to sound reproduction en-
hancement, few applications have been developed for the in-car listening ex-
perience especially due to characteristics of automobile environment which
is not an ideal listening environment. The automobile is a well-known small
noisy environment with several negative influences on the spectral, spatial and
temporal attributes of the reproduced sound field [35]. Specially, depending
on the absorbing or reflecting interior materials, the position of loudspeakers
and the shape of the car cabin, the reflected sounds attenuate or amplify the di-
rect sound from the loudspeakers [36]. One of the most comprehensive work
found in literature, regarding a complete automotive audio system is presented
in [37]. The embedded system comprises different processing units: a para-
metric equalizer is used to correct irregularities in the frequency response due
to car cabin characteristics; an adjustable delay is needed in order to equalize
arrival times due to loudspeakers position; a dynamic range control is con-
sidered for compressing and amplifying the reproduced material taking into
account the measured background noise level; a surround processor to artifi-
cially recreate a more appealing listening environment. Some of the previous
211
aspects have been extensively studied singularly in other works. The equal-
ization task has been investigated thoroughly: in [38] some fixed equalization
algorithms based on different inversion approaches is presented together with a
surround processor to remove and add unwanted/wanted reverberation compo-
nents. With the advent of multichannel audio content, different schemes have
been considered to create a compelling surround experience. In [39] several
audio technologies that support reproduction of high quality multichannel au-
dio in the automotive environment are illustrated. Although these technologies
allow a superior listening experience, different open problems remain such
as off-axis listening position of the passengers. In [40] a valid solution to im-
prove the surround imaging is presented: it is based on comb filtering designed
taking into account inter-loudspeaker differential phase between two listening
positions. A digital audio system for real time applications is here proposed.
Its aims are substantially two: to develop a complete set of audio algorithms
improving the perceived audio quality in order to make the listening experi-
ence more pleasant taking into account some specific features of the car cabin;
to have a modular and reconfigurable system that allows to seamlessly add,
remove and manage functionalities considering, for the first time, a PC based
application.
5.2.2 Advanced In-Car Communication
Monophonic Echo Cancellation
Following the formalization of the adaptive complex LMS (Least Mean
Square) in [43], the use of fast convolution methods for the derivation of FDAF
(Frequency Domain Adaptive Filtering) have been proposed in order to reduce
the overall complexity of the adaptive filter. These methods are either based
on OverLap-and-Add (OLA) or OverLap-and-Save (OLS) method. The OLS
method is more generally used since it has a direct and intuitive interpretation.
A first implementation of an adaptive filter in the frequency-domain was pro-
posed in [45]. An exact implementation of the LMS (Fast LMS) was proposed
in [46] with the calculation of a constrained gradient. A sub-optimal version
with the calculation of the unconstrained version was derived in [49] for fur-
ther reducing the complexity, and an approximation of the constrained gradient
was proposed in [51] using a time-domain cosine window. The application of
FDAF to acoustic echo cancellation of speech signals have to solve additional
problems due to the speech signal properties (non-stationary coloured signal)
and due to the acoustical path properties (non-stationary acoustical channel
with long impulse responses). The frequency-domain implementation of block
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gradient algorithm exhibits better performances than its time-domain counter-
part since it is possible to perform independent step-size parameter normali-
sation for each frequency bin, acting as a pre-whitening process. The major
advance for its application to acoustic echo cancellation was to partition the
adaptive filter in order to identify long impulse responses as implemented in
the MDF (Multi-Delay Filter) algorithm in [53]. In this approach it is possible
to choose an arbitrary FFT size for filtering whatever the size of the impulse
response to be identified. The processing delay is by consequent also signif-
icantly reduced for transmission applications. Further improvements in terms
of performances have been achieved in the GMDF (Generalised Multi Delay
Filter), [55], [50], using overlapped input data leading to an increased updat-
ing rate. The residual output signal is regenerated using a WOLA (Weighted
OverLap-and-Add) process. More recently, an improved version of the MDF
filter has been described in [59], the Extended MDF (EMDF) which takes into
account the correlation between each input blocks resulting from the filter par-
titioning. One of the advantages of the frequency-domain implementation is
also to implement globally optimised solutions of the adaptive filter for echo
cancellation and speech enhancement as in [58], [44], [47] and [48]. The over-
all complexity of the combined AEC with the speech enhancement algorithm
can further be reduced (common FFT) and enhanced performances can be
achieved using noise-reduced error signal for adaptation.
Stereophonic Echo Cancellation
When generalizing the acoustic echo cancellation to the multi-channel case,
one has to deal with the cross-channel correlation. This problem has been de-
scribed in [52]. Most of the studies in the field of acoustic echo cancellation
carried out in the nineties were devoted to the improvements of sub-optimal
multi-channel algorithms, trying to achieve a good compromise between com-
plexity and performances, [54], [56]. More recently, a more optimal derivation
of the MDF filter was proposed in [60], where the EMDF filter is generalised
to the multi-channel case leading to a quasi-optimal frequency-domain imple-
mentation taking into consideration both the correlation between sub-blocks
resulting from the partitioning process and the cross-channel correlations. This
solution is targeting the identification of very long impulse responses with
high-quality multi-channel audio reproduction. However the gain in perfor-
mances has not been proven to be significant for the limited stereophonic case
in a car environment for which impulse responses are shorter than in rooms.
Results showing the combination of a sub-optimal FDAF with an ASR system
in a car environment have been given in [57].
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In-Car Cabin Communication
Here the main objective is to improve the communication between passengers
inside a car or vehicle. The difficulty of in-car cabin communication result
from various factors: noisy environmental conditions, location and orientation
of passengers, lack of visual feedback between passengers This is particularly
true with the emergence of van vehicles on the market. A critical scenario
is for passengers located at the rear of the car while listening to the driver in
noisy conditions. This topic has been recently addressed in the literature, and
is also part of working groups at standardisation bodies. The basic principle is
to pick-up passengers voice with one or several microphones and to reinforce
the speech level through loudspeakers. The main challenges are: to avoid in-
stability of the system due to the acoustical coupling, to avoid reinforcing the
noisy environment, and to keep the processing delay below an annoyance level.
In [65], a characterisation of the transfer functions depending on the micro-
phone position inside a vehicle is performed, and a basic system with only two
microphones and two loudspeakers is described, using two acoustic echo can-
cellers. The authors also proposed to include a feedback cancellation based on
linear prediction. In [64,66,67], the proposed system is composed of an acous-
tic echo canceller to remove the echo signal on the microphone which pick-up
the passenger s voice, follower by an echo suppression filter for removing the
residual echo and a noise suppressor in order to avoid reinforcing the envi-
ronmental noise. A speech reinforcement of up to 20 dB is claimed. Further
improvements of the proposed system are given in [68–71]. In [61–63], the
authors proposed similar systems but also performed some subjective speech
quality evaluation showing that the developed system was preferred to a stan-
dard configuration at 88.6 % (rejection of 4.3 %) at 130 km/h on highway, and
at 50.7 % (rejection of 19.7 %) at 0 km/h with the vehicle parked closed to
a highway. These results demonstrate the interest of such system in realistic
conditions. Additional intelligibility tests also have shown a 50 % error reduc-
tion at 130 km/h on highway. If the components of such systems are basically
related to acoustic echo cancellation and noise reduction, the major challenges
in this particular application are related to stability issues, processing delay
and speech signal distortion resulting from the acoustical cross-coupling.
5.2.3 In-Car Speaker and Speech Recognition
Automatic speech recognition
Automatic speech recognition systems have become a mandatory part of mod-
ern man-machine interface (MMI) applications, such as the automotive conve-
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nience, navigational and guidance system scenarios, in addition to many other
examples such as voice driven service portals and speech driven applications
in modern offices.
Modern architectures for automatic speech recognition are mostly software
architectures generating a sequence of word hypotheses from an acoustic sig-
nal. The dominant technology employs hidden Markov model (HMMs). This
technology recognises speech by estimating the likelihood of each phoneme
at contiguous, small regions (frames) of the speech signal. Each word in a
vocabulary list is specified in terms of its component phonemes. A search pro-
cedure is used to determine the sequence of phonemes with the highest like-
lihood. Modern automatic speech recognition algorithms use monophone or
triphone statistical HMMs, the so called acoustic models, based on Bayesian
probabilistic and classification theory. Language models, which give the prob-
ability of word bigrams or trigrams, are defined using large text corpora. The
information provided with the language model is advantageous especially for
continuous automatic speech recognition and can substantially increase the
performance of the recognition system. This explains the intrinsic difficulty of
a speech-tophoneme decoding, where only the acoustic information is avail-
able. The simplest ASR mode is the recognition of isolated words as is the
case for the in-car hArtes application. Whole-word, monophone or triphone
acoustic HMM models can be applied. Realistic word error rates are in the
order of less than 5% with vocabularies of approximately 50 words. This ASR
mode is usually applied for command driven tasks and is that best suited to the
requirements of the hArtes project.
Automatic speaker recognition
The goal of a speaker authentication system is to decide whether a given speech
utterance has been pronounced by a claimed client or by an impostor. Most
state-of-the-art systems are based on a statistical framework. In this frame-
work, one first needs a probabilistic model of anybodys voice, often called a
world model and trained on a large collection of voice recordings of several
people. From this generic model, a more specific, client-dependent model is
then derived using adaptation techniques, using data from a particular client.
One can then estimate the ratio of the likelihood of the data corresponding to
some access with respect to the model of the claimed client identity, with the
likelihood of the same data with respect to the world model, and accept or re-
ject the access if the likelihood ratio is higher or lower than a given threshold,
selected in order to optimise either a low rejection rate, a low acceptance rate,
or some combination of both.
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Different scenarios can take place, mainly text dependent and text independent
speaker authentication
• In the context of text independent speaker authentication systems, where
the trained client model would in theory be independent of the precise
sentence pronounced by the client, the most used class of models is
the Gaussian Mixture Model (GMM) with diagonal covariance matrix,
adapted from a world model using Maximum A Posteriori (MAP) adap-
tation techniques.
• In text dependent speaker authentication, the system associates a sen-
tence with each client speaker. This enables the use of the expected lex-
ical content of the sentence for better modelling and robustness against
replay attacks. Furthermore, in the more complex text prompted sce-
nario, the machine prompts the client for a different sentence at every
access, which should be even more robust to replay attacks, since the
expected sentence for a given access in randomly chosen. On the other
hand, models known to efficiently use this lexical information, such as
Hidden Markov Models (HMMs), need more resources (in space and
time, during enrolment and test) than text independent models.
• A mixed approach, which takes advantages of text-independent and text-
dependent systems. In this approach, called GDW (Gaussian Dynamic
Warping), the time structural information coming from the pronounced
sentences are seen as a constraint of a text-independent system, allowing
a balanced training of speaker specific information and text-dependent
information. This characteristic allows text prompted speaker authen-
tication systems to be built with a very light enrolment phase, by shar-
ing the large part of the model parameters between the speakers. The
main drawback of speaker authentication systems based on time struc-
tural information consists in the need of a specific acoustic model for
each temporal segment of the sentence. Despite the fact that a large part
of the acoustic parameters is shared between the users, the correspond-
ing memory and computation resources are not negligible in the frame-
work of embedded systems. A possible solution consists in building an
unique model, to compute the transformation of this model for each of
the temporal segments, and to store only the transformation parameters.
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5.3 Algorithms description
A detailed description of the selected algorithms will be reported for each of
the three fields of application.
5.3.1 Enhanced In-Car Listening Experience
In order to achieve an improvement of the perceived sound, two different tasks
can be identified: the former tries to modify the overall behavior of the system,
while the latter operates on each loudspeakers channel (Fig. 5.1 ). Regarding
the first objective, a module composed by a digital crossover network in or-
der to split the audio signal in different bands is employed. Then a parametric
equalizer for each band is requested to compensate sound coloration due to
several resonances in the small car environment. Each parametric (IIR) filter
can produce a phase distortion: a phase processor is hence considered in order
to correct the phase distortion and to enable adjustments among channels. The
second objective comprises audio equalization with two different application
scenarios: in the fixed case, the equalization will be done in sub-bands without
considering the environment changes and for each frequency band it would
be possible to modify the gain; the adaptive scenario provides for an adap-
tive equalization with reference to some car environment modifications (e.g.
number of passengers).
In the following each constituent unit of the system will be described.
Crossover Network
In order to avoid distortions and drivers damages it is necessary to develop a
Crossover Network able to split the audio spectrum into desired bands. This
network should satisfy some well known design objectives, as expressed in [7].
A linear phase mixed FIR/IIR crossover, satisfying such design requirements,
based on a tree structure is employed [7]. The lower branches of the tree are
obtained by IIR filtering in order to reduce the overall delay with respect to
FIR filtering that would have required thousands of taps. IIR filters are derived
from all-pass filters designed with linear phase constraint. A FIR tree is grafted
on the upmost branch of the IIR one, obtaining the higher frequency channels,
whose filters require less coefficients, and preserving linear phase and ensuring
an overall low system delay.
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Parametric Equalizer
As pointed out in [6], a Parametric Equalizer is a useful tool in order to correct
frequency responses and also to amplify low frequency components masked
by the background noise. The parametric equalizer is designed through high-
order Butterworth or Chebyshev analog prototype filters [8], generalizing the
conventional biquadratic designs and providing flatter passbands and sharper
band edges.
Figure 5.1: Enhanced Listening Experience Algorithms
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Phase Processor
In a vehicle cabin the loudspeaker location possibilities are rather restricted.
Off-center listening position is inevitable. The delay difference should be com-
pensated through digital delay to equalize the sound arrival times from loud-
speakers to the listening position. In this context a Fractional Delay can be
used to achieve a better sound alignment. Among the various approaches re-
ported in literature, we chose to resort to a computationally efficient variable
fractional delay approach, based on coefficients polynomial fitting [9]. As well
as this, a unit capable of rotating the phase spectrum by a certain angle could
be introduced, as a mean of phase equalization. This feature has been real-
ized through an all-pass filter with phase specification designed with LSEE
approach [10].
Equalizer
Equalization is implemented to enhance tone quality and modify frequency re-
sponse. Equalizers are used to compensate for speaker placement, listening
room characteristics (e.g., in automotive application, to have low frequencies
emphasized in the presence of background noise), and to tailor to personal
taste (e.g. with relation to particular kinds of music). This compensation is
accomplished by cutting or boosting, that is, attenuating or amplifying a range
of frequencies. A graphic equalizer is a high-fidelity audio control that allows
the user to see graphically and control individually a number of different fre-
quency bands in a stereophonic system. The solution we have adopted is based
on an FFT approach ensuring linear phase and low computational cost due to
fast FIR filtering implemented in the frequency domain [12]. With respect to
efficiency, it is possible to design very efficient high quality digital filters using
multirate structures or by using well known frequency domain techniques [12].
Symmetric FIR filters are usually considered for digital equalization because
they are inherently linear phase and thus eliminate group delay distortions. An
efficient FIR filtering implementation is achieved by using frequency domain
techniques as the overlap and add (OLA) method, splitting the entire audio
spectrum in octave bands. A proper window, whose bandwidth increases with
increasing center frequency, has been used to modulate the filter transitions
and the resulting smoothness of the equivalent filter [12]. Starting from the
cabin impulse response, a set of fixed curves has been derived to compensate
for some spectral characteristics of the car environment. The algorithm can
be extended to consider a feedback signal from a microphone near the pas-
senger position to which each gain should be adapted. As fixed and adaptive
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equalization substantially share the overall architecture, only the adaptive ap-
proach will be described. A clear advantage of the proposed solution is that
the fixed scheme can be easily turned to an adaptive one, necessary in realistic
environment.
5.3.2 Advanced In-Car Communication
In this part the different speech and signal processing components required
for improved communication and interaction through an Automatic Speech
Recognition (ASR) system are described. The corresponding objectives are the
following: hands-free function for in-car mobile telephony, stereophonic echo
cancellation for ASR barge-in capability while using the in-car audio system,
and speech enhancement for communication and signal pre-processing for
ASR. In the following, the corresponding selected algorithms are described,
and some results of the integration process in the CarLab using NU-Tech soft-
ware environment are given.
Monophonic Echo Cancellation
This feature is required for the realization of the hands-free function in order to
cancel the acoustic echo signal resulting from the far-end speech emitted on the
in-car loudspeakers. Monophonic echo cancellation can also be used to pro-
vide barge-in capability to Automatic Speech Recognition (ASR) system when
using speech synthesis based Human Machine Interface. The proposed solu-
tion should not only handle narrow-band speech but also wide-band speech,
in order to cope with the standardised Wide-Band Adaptive Multi-Rate speech
codec (AMR-WB) for mobile telephony. For performance and complexity rea-
sons, a Frequency-Domain Adaptive Filter (FDAF) has been implemented. It
includes a partitioning structure of the adaptive filter in order to vary indepen-
dently the length of the identified impulse response and the size of the FFT
(Fast Fourier Transform), as introduced in [13]. Additionally, overlapped in-
put data process is used to both improve tracking capability and reduce the
algorithmic delay, as described in [14]. The residual output signal is then re-
generated using WOLA (Weighted OverLap-and-Add).
Stereophonic Echo Cancellation
Extended FDAF algorithm to the stereophonic case has been also considered
in order to cancel the acoustic echo signals coming from the in-car embedded
loudspeakers when operating the ASR system while the radio is turned on.
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When generalizing the acoustic echo cancellation to the multi-channel case,
one has to deal with the cross-channel correlation. This problem has been de-
scribed in [15]. A quasi-optimal frequency-domain implementation taking into
consideration both the correlation between sub-blocks resulting from the par-
titioning process and the cross-channel correlations has been proposed in [16].
This algorithm is particularly well-suited for long impulse responses. Due to
shorter impulse responses encountered in the car environment no significant
gain is expected. A simple sub-optimal extension of the monophonic FADF
has been implemented, using the global residual signal for the adaptation of
each adaptive filter.
Single-Channel Speech Enhancement
Noisy speech signals picked-up in a car environment have been one of the
major motivations for the development of single-channel speech enhance-
ment techniques either for improved speech quality for phone communication
or ASR applications. Methods proposed in [17] and [18] are considered as
state-of-the-art approaches especially regarding the naturalness of the restored
speech signal. These algorithms implement respectively an MMSE (Minimum
Mean Squared Error) estimator of the short-term spectral and log-spectral mag-
nitude of speech. The spectral components of the clean signal and of the noise
process are assumed to be statistically independent Gaussian random variables.
The log-MMSE Ephraim & Mallah algorithm has been implemented together
with a continuous noise estimation algorithm as described in [19]. This algo-
rithm has been designed to deal with non-stationary environments, and remove
the need for explicit voice activity detection.
Multi-Channel Speech Enhancement
The use of several microphones for speech enhancement has been also stud-
ied for in-car applications. In general, the different microphones signals are
first time-aligned (beam-forming), and the resulting signal is then further pro-
cessed either using adaptive filtering techniques or adaptive post-filtering. For
cost and complexity reasons, a four microphone array has been studied using
cardioid microphone (AKG C400 BL) with 5 cm spacing. The different chan-
nels are continuously synchronized using appropriate time delays and summed
together to form the output signal of the beam-former. The array is steered in
different possible directions and the selected direction is the one which max-
imized the output power of the steered beam-former, known as the Steered
Response Power (SRP) criterion. Improved performance is obtained by using
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the Phase Transform (PHAT) as a spectral weighting function. An evaluation
of the resulting SRP-PHAT criterion can be found in [20]. Different post-filters
have been implemented to further reduce non-localized noise interferences at
the output of a beam-former. The first commonly used post-filter is known
as Zelinski post-filter, as described in [21], which is an adaptive Wiener post-
filter applied to the output of the beam-former. Various improvements have
also been considered as proposed in [22], [23], [24] and [25].
5.3.3 In-Car Speaker and Speech Recognition
The automatic speech and speaker identification modules provide an improved
man-machine interface (MMI). Several functionalities could be based on these
modules, in order to improve the conviviality of the user interface. A speech
recognition system provides hands-free operations well suited for various in-
car devices and services such as: radio equipment, multimedia management,
CD player, video player and communications systems (mobile phones, PDA,
GPS, etc.). Isolated/connected word recognition is a simpler task than continu-
ous speech recognition (which allows to integrate a speech recognition system
into an ACIS). Finding a command word in a continuous audio stream is one
of the hardest speech recognition tasks, so we decide to use a push-when-talk
approach (driver should press a button before saying the command to recog-
nize). Automatic speaker recognition provides user authentication (driver) for
secured access to multimedia services and/or specific user profiles (seat set-
tings, favorite radio station, in-car temperature, etc.). For embedded speech/s-
peaker recognition, the highlights are usually the memory and computational
constraints. But realistic embedded applications are also linked to several sce-
nario constraints, giving short speech utterances, few training data and very
noisy environments. Also, such systems should work with degraded speech
quality. Here, two applications are targeted: isolated/connected word recogni-
tion (for command and control) and speaker identification (to load driver pa-
rameters). The ASR module has been developed using Hidden Markov Models
(HMMs) [26] and is based upon LIASTOK [28]. The development is com-
bined with the speech and audio modules for speech pre-processing. Referring
to Fig. 5.2, we begin with a Gaussian Mixture Model (GMM) which repre-
sents the whole acoustic space and then derive from it the necessary HMM-
state probability density functions to represent each phoneme. This approach
to model acoustic space was fully presented in [27]. A word is so composed
of a number of sequential phonemes. As the recognizer is phoneme-based,
it allows a lexicon easily modifiable. This is deemed to sit particularly well
with the hArtes paradigm. It will allow to adjust the vocabulary, according
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Figure 5.2: General approach for speech recognition
to modifications made to the ACIS or as new applications or functionalities
are introduced. In addition, the lexicon can contain any number of different
phonetic transcriptions per vocabulary item thus assisting recognition with dif-
ferent pronunciations and accents. Moreover this approach used for acoustic
modeling allows easy adaptation to a speaker or to a new environment [28].
The remainder of the decoding algorithm is essentially a traditional Viterbi al-
gorithm [29]. Likelihoods are calculated on the fly with highly efficient and
sophisticated likelihood calculations. Given an audio recording the likelihood
of the observed data given each model is calculated and that which produces
the greatest likelihood defines the decoded or recognized word. The goal of
a speaker authentication system is to decide whether a given speech utterance
was pronounced by the claimed speaker or by an impostor. Most state-of-the-
art systems are based on a statistical framework (Fig. 5.3). In it, one first
needs a probabilistic model of anybody’s voice, often called Universal Back-
ground Model (UBM or world model) and trained on a large collection of voice
recordings of several people. From this generic model, a more specific, client-
dependent model is then derived using adaptation techniques, using data from
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Figure 5.3: General approach for speaker recognition
a particular client. Our work is based on ALIZE [30] toolkit and dedicated
to such embedded applications. To save both memory and computation time,
only a few part of UBM components are adapted and saved (other mean pa-
rameters, weight parameters and variance parameters are taken from the UBM
model) like in [31] or [32]. One can then estimate the ratio of the likelihood of
the data corresponding to some access with respect to the model of the claimed
client identity, with the likelihood of the same data with respect to the world
model, and accept or reject the access if the likelihood ratio is higher or lower
than a given threshold.
5.4 Applying the hArtes Toolchain




The hArtes Graphical Algorithms Exploration (GAE) tool is the highest level
of the hArtes toolchain based on the NU-Tech Framework [2, 3] (Fig. 5.5).
It can be seen as a development environment for the interaction of DSP al-
gorithms; the user can program his own C/C++ objects separately and then
consider them as blocks, namely NUTS (NU-Tech Satellites), to be plugged-in
within the available graphical design framework. Each NUTS is fully config-
urable to provide the needed number of inputs and outputs. Therefore GAE
tool has two basic functionalities:
1. Assist the designers to instrument and possibly improve the input al-
gorithm at the highest level of abstraction so that feedback concerning
the numerical and other high-level algorithmic properties can be easily
obtained.
2. Translate the input algorithms described in different formats and lan-
guages into a single internal description common for the tools to be em-
ployed further on. In the hArtes tool-chain, this internal description will
be done in ANSI C language.
The GAE-tool accepts existing (e.g. NU-Tech library by Leaff) or new
functional blocks written in C as input description. Integration of existing
functional blocks allows component reuse: project-to-project and system-to-
system. The GAE-tool also supports reconfigurable computing in the very
initial phase allowing different descriptions of the same part of the application
to let hardware/software consequent partitioning explore different implemen-
tations with respect to different reconfigurable architectures. Besides the C
based description of the input application, outputs of the GAE tool contain
directives provided by the user and profiling information collected during al-
gorithm development. Possible user directives concern parallelism, bit width
sizing, computing type (e.g. systematic vs. control) and all the parameters im-
portant to optimize the partitioning / mapping of the application on the avail-
able hardware. Possible profiling information collected by the GAE tool is the
processor usage per single functional block with respect to the whole network
of functional blocks and the list of possible bottlenecks. Exploiting NU-Tech
plug-in architecture, every modules of the applications have been developed
as C NUTS with associated settings window, useful to change internal pa-
rameters. Fig. 5.5 shows the GAEtool integration of single channel speech
enhancement.
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Figure 5.4: NU-Tech Framework
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Figure 5.5: NU-Tech integration of single-channel speech enhancement
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5.4.2 Task Partitioning
Zebu tool has been applied to a reduced version of the Advanced In-Car Com-
munication application. The reduced version consists of the pre-processing
and the post-processing processes required by the Stationary Noise Filter. The
main kernel of the application is characterized by a sequence of transfor-
mations applied to the sound samples: Fourier transforms, filters, Weighted
Overlap-and-Add, downsampling and upsampling.
The application has been partitioned and mapped by Zebu for the execution on
the Atmel’s DIOPSIS board and the performance of the resulting versions of
the application are measured directly on the board.
Figure 5.6(a) shows the plain execution of the kernel, without exploiting the
DSP processor. Then, Figure 5.6(b) shows the effects of applying only the
mapping, that assigns most of the functions for the execution on the DSP. In
this case, we obtained a speed-up equals to 4.3x. However, the data exchanged
among the different functions are still allocated on the main memory since it
is the master processor which at each function invocation has to pass and read
back the data processed by the single function.
Finally, if Zebu performs also task transformations, such as sequential par-
titioning, it partitions the kernel of the application by grouping together the
functions with highest data exchanging into a new task function new_task, as
shown in Figure 5.6(c). This task is then mapped on the DSP, so the functional-
ities mapped on the DSP are actually the same of the previous case. However,
since these functionalities are now grouped in a single task, the data exchanged
among the functions are localized and do not need to be moved anymore inside
and outside the DSP memory at each function call. As a result, this partitioning
transformation increases the speed-up from 4.3x to 5.8x.
5.4.3 Task Mapping
In this section, we report the results achieved with the hArmonic tool (Sec-
tion 2.7.6) on the Audio Enhancement and Stationary Noise Filter applications
using the automatic mapping approach.
Table 5.1 summarizes the main results. The total number of tasks measures
the number of calls in an application, where each invoked function can be exe-
cuted on a particular processing element. Note that the number of tasks is not
necessarily an indication of the size of the application since each task can be
of a different size granularity, however the number of tasks can affect the time
to produce a mapping solution. The number of tasks mapped to DSP measures


























(c) Partitioned and Mapped application
Figure 5.6: Effects of partitioning and mapping on the kernel application.
ement (ARM). The time to compute a solution corresponds to the total time
required by the hArmonic tool to process each application, and the speedup
corresponds to the ratio between the execution time of the application running
on the ARM and the performance of the same application using the mapping
solution derived by the hArmonic tool.
In addition to the Audio Enhancement application, Table 5.1 also presents the
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Table 5.1: Evaluation of the automatic mapping approach on the Audio Enhance-
ment application and related kernels (Xfir, PEQ, FracShift, Octave), and the Station-
ary Noise Filter. The speedup corresponds to the ratio between the performance of the
application running on the ARM and the mapping solution produced by the hArmonic
tool.
hArtes Total Number of Time to Speed up
Application Number Tasks compute
of Tasks Mapped to DSP solution (sec)
Xfir 313 250 8 9.8
PEQ 87 39 3 9.1
FracShift 79 13 24 40.7
Octave 201 137 6 93.3
Audio Enhancement 1021 854 59 31.6
Stationary Noise Filter 537 100 17 5.2
results of four of its kernels (Xfir, PEQ, FracShift, Octave) which are executed
and evaluated independently. The number of tasks for the audio enhancement
kernels is relatively small (from 79 to 313) and for three of the kernels, hAr-
monic produces an optimized mapping solution in less than 10 seconds, with
speedups ranging from 9 times to 93 times.
The Audio Enhancement application has 1021 tasks and is the largest applica-
tion in terms of the number of tasks evaluated by the hArmonic tool (Fig. 5.7
(a)). The hArmonic tool takes 61 seconds to produce an optimized solution
where 83% of the application is executed on the mAgicV DSP, and exibits
an acceleration performing 31 times faster. On the other hand, the Stationary
Noise Filter has 537 tasks; hArmonic takes 17 seconds to produce a mapping
solution that results in a 5 times speedup. The DSP coverage in this case is
only 19%, however the task granularity of this application is understood to be
on average larger than the Audio Enhancement application. Another difference
between both applications is the use of DSPLib (part of the hArtes standard li-
brary), which in the case of the Stationary Noise filter is not used and therefore
the mapping solution does not yield a performance improvement as large as
that for the Audio Enhancement. However, since the Stationary Noise filter
does not rely on the hArtes standard library, it allows the application to be
compiled and run on other platforms, such as the PC. Note that the magnitude
of the acceleration on both applications is influenced by many factors: the use
of optimized libraries, manual management of the memory footprint, the qual-
ity of the synthesis toolbox (backend compilers such as hgcc and targetcc) and
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Figure 5.7: Main results of the hArmonic tool in combination with the synthesis
toolbox and the hArtes hardware platform: (a) Audio Enhancement application and
(b) Stationary Noise Filter.
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 /************************************************ 
   Rendered by hArmonic v0.9h.1 (build 0981) 







// type definitions  
typedef unsigned long add_t; 
typedef long hsize_t; 
 





// function declarations 
#pragma map call_hw MAGIC 33 
void create_filter_IIR (float *a, float *b,  
                          int type,  int f0); 
 
#pragma map call_hw MAGIC 16 
void cas2can(float *a, float *avec); 
 
// function definitions  
void *compute_thread(void *param) 
{ 
  const char namein[] = "in.raw"; 
  const char nameout1[] = "out1.raw"; 
  const char nameout2[] = "out2.raw"; 
  … 
#pragma omp parallel 
      { 
#pragma omp sections 
        { 
#pragma omp section 
          { 
            floatPoint_IIR (…); 
          } 
#pragma omp section 
          { 
            xfir_process(...); 
          } 
        } 
      } 







For each processing element only 
part of the application is rendered. 
For instance, in this example where 
code is generated for the ARM, only 
headers, type definitions, global 
variables and function definitions 
required by the ARM are generated.   
hArmonic automatically inserts the 
necessary pragmas to realize the final 
mapping solution and to trigger 
remote procedure calls to available 
processing elements. Moreover, ad-
hoc code transformations are 
automatically performed, such as 
downcasting types (double to float), 
and converting a subset of standard 
library functions to the hArtes 
framework library. 
Code is rendered to resemble the 
original source as much as possible 
by preserving structural and 
syntactical details, as well as specific 
source annotations, such as OpenMP 
pragmas. This allows the code to be 
easily debugged, and used in 
subsequent iterations of the 
toolchain as part of the design 
exploration process. 
Figure 5.8: Main features of the code generated by the hArmonic tool for each back-
end compiler in the synthesis toolbox. In this figure, we focus on the code generated
for the ARM processor.
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The results are achieved using the hArmonic tool in combination with the syn-
thesis box of the hArtes toolchain on a Core 2 Duo machine with 4GB RAM
and running on the hArtes hardware platform. The synthesis box is responsible
for compiling the source targetting each processing element and then linking
them to form one binary. The hArmonic tool generates the source-code for
each processing element in the system based on the mapping selection pro-
cess. In particular, each source-code generated corresponds to part of the appli-
cation and hArmonic computes the minimal subset (headers, types, variables
and functions) required to successfully complete the compilation process for
each part of the application. Fig. 5.8 illustrates the main features of the code
generated for the ARM.
5.5 Experimental Results
Starting from a detailed description of the ACIS architecture, firstly a first
evaluation of the algorithms functionality will be reported using a PC-based
framework, then the final implementation on the hArtes embedded platform
will described.
5.5.1 Car Lab Prototype
The selected vehicle for the demonstrator is a Mercedes R320 CDi V6 Sport
car, which has been chosen because of space needed by the Carputer hardware
and audio system. The car has been equipped with up to 30 loudspeakers and
24 microphones located inside the car according to algorithms development
requirements Fig. 5.9.
In particular ad hoc loudspeaker set has been designed and produced. The re-
sulting audio reproduction system outperforms current production systems in
terms of performance and allows also the exploration of a large variety of audio
processing algorithms (CarLab requirement). During algorithm exploration,
the system can be freely downgraded and reconfigured, switching on and off
different audio channels. The system consists of a full three-way stereo sub-
system for the first row of seats (6 loudspeakers in 2 sets of woofer, midrange
and tweeter), a full three-way stereo subsystem for the second row of seats
(other 6 loudspeakers) and a two-way subsystem (4 loudspeakers in 2 sets of
mid-woofer, tweeter) for the third row (Fig.5.10 and Fig. 5.11). One high
performance subwoofer, located in the trunk, helps the subsystems to repro-
duce the lower audio frequencies. In this way, a complete set of loudspeakers
able to cover with time coherence the whole audio frequency range is installed
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Figure 5.9: PowerServer final setup in the car trunk.
near each passenger. A suitable set of 9 specific loudspeakers has been de-
veloped for communication applications. It covers the full speech frequency
range and has been mounted on the roof-top with almost one loudspeaker very
close to each passenger ears, ensuring the transmission of a clean and high in-
tensity sound with a relatively low absolute pressure level thus improving the
signal to noise ratio and minimizing the signal energy returning into the mi-
crophones. Special effort has been devoted to contain loudspeaker nonlinear
behaviors to avoid undesired effects. At high pressure level the system should
remain weakly nonlinear in order to maintain signal quality and allow hArtes
applications to perform correctly.
The ACIS system has to control each single loudspeaker channel for imple-
menting high-end audio/video algorithms. Therefore every single loudspeaker
has a dedicated high quality automotive power amplifier. Professional ASIO
soundcards have been used to manage all the system I/Os. Off-the shelf com-
ponents have been chosen to minimize the overall development process and
focus on the demonstration of hArtes approach for applications development.
Weight, size and power consumption considerations have been overcome by
234
Figure 5.10: Loudspeakers position
Figure 5.11: Example of a midrange loudspeaker
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performances issues.
5.5.2 PC-based In-Car application
As previously stated, a working ACIS system has been implemented to show
the capabilities of the hArtes platform. However, in order to develop a proof-
of-concept, a two step strategy has been employed: first a Carputer-based CIS
has been developed and installed in a test vehicle as a test bench for the in-car
multichannel audio system and the in-car audio algorithms, then the final ACIS
proof of concept has been designed using the entire hartes platform.
In this part, we give an overview of the hArtes integration process, through the
use of NU-Tech software environment tool for demonstrating the different al-
gorithmic solutions on a PC-based reference platform. The selected algorithms
have been developed independently using standard ANSI C-language and li-
braries and split in elementary software components. These components are
homogeneous and have been specifically structured for an efficient reusability.
Some optimizations have been achieved using specific IPP (Intel Performance
Primitives) library, which is well-suited for the realization of a reference real-
time demonstrator. Since the developed algorithms mainly rely on FFT and
IFFT calculations, we provide some performances figures for 1024-points Di-
rect and Inverse Complex Fast Fourier Transforms in Table 1.
Table 5.2: Average Execution Time of Direct and Inverse 1024-pts Complex FFT For
Different Optimization Levels
C-Code without C-Code with IPP-Code with
compiler compiler compiler
optimization (reference) optimization optimization
1024-pts 444993 0.1859 173656 0.0725 17203 0.0072
D-FFT cycles ms cycles ms cycles ms
Gain 1.00 2.56 25.87
1024-pts 450652 0.1882 179449 0.075 16446 0.0069
I-FFT cycles ms cycles ms cycles ms
Gain 1.00 (reference) 2.51 27.40
Enhanced In-Car Listening Experience
Tests have been performed in order to evaluate the performances of the
algorithms as NU-Tech plug-in, considering the car environment with the
overall audio system. Two different validation sessions have been considered:
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after having verified the algorithms functionalities by synthetic simulations,
the proposed algorithms have been tested inside the hArtes CarLab repro-
ducing audio material inside the car cockpit. Some preliminary subjective
listening tests have also been conducted to assess the perceived audio quality.
For the first part, each algorithm has been separately validated defining an
elicited criterion to verify its correct functionality: for the sake of brevity,
the entire validation of this part will not be illustrated (for more details
see [4]). Concerning in-car validation, only test sessions relative to the
adaptive equalizer will be reported, due to its greater significance w.r.t static
algorithms. A microphone (AKG 417L) has been positioned on the roof near
the driver seat and 12 loudspeakers were driven by a crossover network (Fig.
5.10, Loudspeakers 1, 3, 4, 5, 6, 9, 10, 11, 16, 17, 19, 18, 12, 13). A preliminary
Figure 5.12: Effect of adaptive stereo equalization on car
recording session considering white noise as input was performed. The target
equalization curve was a flat one in order to better underline the equalization
capability. As shown in Fig. 5.11, the frequency response of the microphone
signal with the equalizer turned on presents a flatter performance and dips
and peaks are attenuated w.r.t. the non-equalized signal. The corresponding
equalizer at a given time is depicted in Fig. 5.13 together with the measured
frequency response prototype: weights at high frequencies are thresholded
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to prevent excessive gains. Informal listening tests have been conducted by
Figure 5.13: Smoothed car impulse response prototype and equalization weights dur-
ing adaptive equalization
reproducing audio material to evaluate the perceptive effect of the overall
system (Fig. 5.1): the listeners were asked to sit into the car at the driver
position and to use a suitable SW interface available on the dashboard to
modify the algorithm parameters and to change the audio source. Preliminary
results seem to confirm the validity of the proposed approach since all subjects
involved have reported positive comments and impressions on the global
perceived sound image. Further details will be reported in future publications.
Advanced In-Car Communication
Monophonic and stereophonic echo cancellation algorithms have also been in-
tegrated in NU-Tech environment. Various experiments have been carried out
with some real in-car recordings for the validation of the implemented algo-
rithms. The Signal to Noise Ration (SNR) improvement obtained with the
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single-channel speech enhancement is on average between 10 dB and 14 dB.
The result of the stereophonic echo cancellation for a stereo music sequence is
Figure 5.14: Stereophonic Echo Cancellation of a music sequence
displayed on Fig. 5.14. The averaged Echo Return Loss Enhancement (ERLE)
is between 25 to 30 dB depending on the music sequence, when using a filter
length of 512 to 1024 taps at 16 kHz sampling frequency. Since the stereo-
phonic echo cancellation is intended to be used as a pre-processing stage to
Automatic Speech Recognition (ASR), no post-filter has been implemented in
order to avoid distortion on near-end speech, as it can be seen on Fig. 5.14. For
the monophonic echo canceller, a frequency-domain post-filter has been in-
cluded in order to reduce the residual echo when used for hands-free telephony.
The Impulse Response (IR) measured in the car at a microphone located on the
mirror, has been considered less than 50 ms, when all the loudspeakers of the
car were active, which could be considered as the worst configuration. The
result of this criterion using one single frame of speech uttered at the driver’s
location is depicted on Fig. 5.15. When used in the final integration, the SRP-
PHAT criterion is estimated on a reduced set of candidate locations in order to
significantly reduce the overall complexity. Assuming that the speaker’s loca-
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tion is known in advance, we can limit the search using some hypothesis on
the angle and radial ranges. This is illustrated on Fig. 5.16.
In-Car Speaker and Speech Recognition
Three libraries have been developed for the In Car Speaker and Speech recog-
nition application: one for speech parameterization (which is common for
speech and speaker recognition applications and aims to extract relevant infor-
mation from speech material), one for speech recognition and one for speaker
authentication. The two first libraries have been developed using C-ANSI lan-
guage while speaker authentication modules used C++ language. Both lan-
guages allow a great integration with the NU-Tech Framework.
Speaker Verification algorithms have been used for user authentication to the
CarLab system using a push-to-talk approach (the user has to say his user name
and password) while Speech Recognition algorithms have been used both for
Figure 5.15: Finally, the multi-channel speech enhancement module has been imple-
mented in NU-Tech, using the SRP-PHAT criterion for on-line speaker localization.
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Figure 5.16: Limited search using region-constrained estimation of SRP-PHAT crite-
rion.
the authentication system (user password recognition) and for the Audio Play-
back Module where a list of 21 commands have to be recognized during mu-
sic playback (Play, Stop, Pause, Volume Up, Exit, etc...). Recording sessions
inside the car under a greater range of conditions - including real running con-
ditions - have been performed in order to acquire 19 different users (15 male
and 4 female) and significantly improve the acoustic model adopted. All algo-
rithms used for speech and speaker recognition systems are tested and evalu-
ated during several evaluation campaigns. For speech recognition, in similar
acoustic conditions some tests on French digit recognition allow an accuracy
rate higher than 97% (performing around 2300 tests). On a voice command
task, with the same kind of audio records, the accuracy rate is around 95% (on
11136 tests). A complete presentation of these results could be found in [33].
In both cases, the audio data are recorded in several cars with A/C turn on/off,
radio turn on/off, widows opening or not, etc. Speaker recognition algorithms
are also tested and evaluated with participation on the international campaign
of speaker recognition: NIST-SRE [34]. The LIA results obtained during this
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campaign allows to be in the TOP10 of the participants.
5.5.3 Embedded Platform In-Car application
As described in Sec.5.5.2, after the first step of developing a Carputer-based
prototype for the validation of the system functionalities, the hartes hardware
has been integrated within the already developed system. Fig.5.17 shows how
the hartes platform has been integrated; a specific software is available on a PC
for loading code on the platform and implementing the application interface
with the system, based on NU-Tech platform [2]. The connection between
Figure 5.17: Scheme of the Power Server System considering the hartes platform
the hartes board and the audio system (i.e. professional soundcards) has been
realized considering the ADAT protocol, while a TCP-IP connection has been
used to manage the algorithm parameters through a graphical interface PC-
based.
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Starting from the applications, four different approaches has been evaluated
through the toolchain:
• Direct approach, considering a manual implementation on the board just
to have a benchmark; two different C projects have been developed, one
for ARM processor and one for mAgicV. While ARM is used to control
the user interface, mAgicV is used to perform the DSP operations, to
configure the audio interface, and to control the input/output audio flow.
• No mapping approach; the application is entirely compiled for the ARM
processor, providing a working reference and allowing the evaluation of
the basic performances for the application porting on DEB.
• Manual mapping approach (i.e. martes approach), considering the
toolchain with a manual partitioning and mapping of each part of the
algorithm considering a specific hardware;in this way, it is possible to
obtain the maximum performances of the application with respect to the
system.
• Automatic mapping and partitioning (i.e. DSE approach), considering
the overall functionality of the toolchain (i.e. automatic task partitioning
and mapping). The hArtes tools find automatically the optimal partition-
ing/mapping, in order to evaluate performances with a very low human
effort.
Performances of each algorithm will be considered in terms of workload and
memory usage taking into account the Diopsis evaluation board (i.e. DEB) and
the entire hArtes platform(i.e. hHp). In the case of workload requirement, it





where Ta is the time required to perform the entire algorithm within a single
frame while Ts is time required for realtime application for the same frame
size, i.e. considering the frequency sampling of the algorithm and the clock
cycles.
For the sake of brevity, just the results of some algorithms of the entire In-Car
application will be reported in this section.
Enhanced In-Car Listening Experience
Using the entire toolchain, as described in Sec.5.4, the whole Audio Enhance-
ment application has been developed and uploaded in the hArtes Platform. A
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similar configuration of the PC based prototype has been considered; also in
this case, the final configuration has defined by two Equalizers, four Crossover
Networks of three channels, and twelve Phase Processor to cover four audio
front composed by a tweeter, a midrange and a woofer (i.e. twelve total chan-
nels). Then a low-pass filtering and a high-pass filtering have been considered
respectively for the central channel and for one subwoofer.
Regarding the hardware mapping of each part of the entire algorithm, two dif-
ferent solution can be presented. Taking into account a manual mapping in the
case of the direct implementation and the martes approach, the overall applica-
tion has been divided on each part of the platform as depicted in Fig.5.18. Con-
sidering the automatic mapping, each part of the entire application is mainly
mapped as in the martes approach, except for some vectors allocations and I/O
processing that are mapped in the ARM processor and for the IIR filtering that
is mapped in the DSP.
For the workload analysis, Eq.5.1 has been considered deriving Ts for a sam-
pling frequency of 48kHz, a frame size of 256 sampling and a clock cycle of
100Mhz. At each frame a min and max values of the time required (Ta) is
derived: the final parameter is calculated considering a temporal mean of each
value. A logarithmic scale has been considered to better underline the results.
Obviously, having good performances is equivalent to have a workload less
than 100%, in order to have a real time application.
Considering Tab.5.3, it is possible to assess the performances of the entire
toolchain in terms of workload, where No-mapping approach refers to the
entire application running on ARM, overlooking other processors, and DSE
refers to the automatic approach. The final results are very similar to those
obtained considering a manual implementation both for the martes and for
DSE approach (Fig.5.19). This is due to a good decision mapping applied
by the user since the multichannel application lends itself to an easy partition-
ing. Moreover, considering the no-mapping approach that describes the natural
way to write a code, it is clear a great advantage considering the toolchain: this
confirms the validity of the methodology.
A great advantage could be found considering also concurrent applications; in
this case, taking into account the martes approach, IIR filtering applications
performed over the FPGA have been parallelized with respect to the DSP
elaboration. As we can see from Fig.5.20, it is clear a great reduction of the
overall workload of about 15%. Considering separately the performances
of the three processor ARM, DSP and FPGA, each workload and memory
requirement can be shown. Fig.5.21a and Fig.5.21b demonstrate that the DSP
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Figure 5.18: Scheme of the overall Audio Enhancement In-Car application developed
for the hHp platform.
performs most intensive operation requiring the greater workload while the
ARM processor requires more memory due especially to the I/O management.
FPGA processor shows less performances since the algorithm performs is less
intensive than the others.
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Figure 5.19: In Car application performances considering different approaches
Therefore the validity of the toolchain has been assessed and the following
remarks can be done comparing it with the manual implementation:
• The manual implementation requires a deep knowledge of the embedded
platform (i.e. audio input/output management, memory allocation/com-
munication (Dynamic Memory Acces) and parallelization using thread
programming) and the implementation performances are strictly related
to the subjective capability. Using the hartes toolchain, all these aspects
can be avoided.
• On the other hands, the toolchain provides an automatic mapping of
the application in case of lack of developer experience but it could be
considered as a proof where a first assumption of manual mapping is
done.
All these aspects imply great advantages in terms of development time: start-
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Table 5.3: Performances of the martes and DSE approach in terms of workload for
each algorithm with relation to the direct implementation
Workload
Algorithms Direct No-mapping mArtes DSE
Implementation
Graphic Equalizer 7,30 873,6 7,52 7,69
Crossover Network 7,48 76,8 8,07 8,30
Phase Processor 5,76 323,5 5,94 6,06
IIR Filter - 31 16,25 10,7
ing from an idea implemented and tested on a PC using ANSI C language,
it is possible to realize directly an embedded application representing a first
prototype and then reducing the time to market.
Advanced In-Car Communication
The advanced In-Car set of applications has been first integrated in the CarLab
demonstrator in order to verify and improve their behavior in real environment.
This work has been done through the creation of a set of 26 NU-Tech CNUTS
allowing the execution of the algorithms on any PC computer equipped with
low latency audio soundcard. The stationary noise filter, the echo canceller and
the beam former were successfully integrated and easily combined together to
provide enhanced In-Car experience. The processing power required for the
most complete applications is really important and being able to use them on
embedded systems was really challenging. The CarLab multi-core computer
was able to handle our most complete solution and the challenge of hArtes
project was to be able to execute the exact same application on the provided
hardware without having to completely redesign the application to fit with the
hardware constraints. The hArtes hardware selected for the Advanced In-Car
Communication is the DEB that is based on the ATMEL Diopsis, low power,
heterogeneous System on Chip providing two different processors: one Gen-
eral Purpose Processor and one Digital Signal Processor. The mAgic DSP, is a
Very Long Instruction Word class processor which provide a symmetrical ar-
chitecture optimized for Fourier space calculation in float representation. This
architecture is dedicated to achieve complex algebra by providing two data
path each composed with a pipeline of 5 operators. The biggest advantage
of such processor is its impressive efficiency to calculate Fast Fourier Trans-
form requiring a really low amount of energy. It is one of the architecture on
the current DSP market which require the less number of cycles to process it.
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Figure 5.20: Workload of the overall Audio Enhancement system considering a par-
allelization of the applications
The properties of such processor allowed us to select one of our high perfor-
mance application as a candidate to be executable in real time. We selected
the Stationary Noise Filter in the GSM configuration and demonstrated its im-
plementation using all the compilation techniques proposed by the hArtes tool
chain. The required processing power of that only application is high enough
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(a) (b)
Figure 5.21: (a) Devices workload and (b) Devices memory requirements for the
Audio Enhancement system in case of parallelized applications
to consume most of the available power on this architecture so we decided to
keep it as small as possible so we have a chance to make it working in real time
on the hardware. One of the constraint that we wanted to keep all along the
project is the portability of the source code, so we decided not to use the hand
optimized libraries of the DSP to do signal analysis. This decision, allowed us
to maintain our ability to modify and test the code on a PC, using for exam-
ple the high level algorithm exploration tools like the NU-Tech software but
made us waste the resources offered by the architecture. This trade off between
development easiness and final efficiency is a real concern in THALES busi-
ness areas, because the development cost of a software represent a significant
amount in the cost of a product. The implementation we chose then allowed us
to be able to migrate easily part of the software from the PC to the GPP and fi-
nally to the DSP. This way of handling software on this kind of heterogeneous
hardware is one of the most efficient because we are able to design an algo-
rithm on the PC, quickly validate its usability on the embedded GPP using the
full feature operating system it provides and then finally use the DSP to han-
dle the final application and reach the Real-Time performance. The ATMEL
Diopsis heterogeneous hardware introduced some limitations in that portabil-
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ity because of two technical issue that we encountered. The ARM926EJ-S is a
32 bit processor used in a little endian mode that do have access to internal and
external memories without any kind of restriction in term of data alignment
or data size. This great connectivity is unfortunately not true for the mAgic
DSP. The mAgic is a 40bit processor with 16000 words of 40 bit memory
available. The first technical issue is the small amount of memory that we are
able to use without having to manually use the DMA controller to access the
external memory. The second limitation is the data alignment inside of the
40bit memory. Numbers with float representation do exploit the 40bits while
numbers with integer representation only exploit 32bits. This means that data
transmitted from the GPP to the DSP have to be converted in order to be in the
appropriate format and imply that we can not transmit at the same time float
and integer data because the hardware doesn’t have a way to know which part
of the transmitted data is to be converted or not. These two limitations made
us completely rewrite the source code of the application in order to split the
code into several modules. The low amount of available data memory made
us split the calculation and send it to the DSP in several times. The goal was
to send a small enough amount of data to the DSP, make it process them and
get the result back. Doing that for each part of the algorithm and making the
GPP control that process allowed us to be able to overcome the memory size
limitation. Furthermore, in order to be able to send the full amount of data re-
quired by a module in one request, we needed to send one homogeneous block
of data containing numbers all using the same representation (float or int) in
order to avoid the data representation conversion problem. This was achieved
by using only float in the whole application, even for integers numbers, and
by taking care of the floating point operators to make them approximate the
values correctly. After identifying these limitations and understood how deep
was their impact on the tool chain, we wrote some good practices and showed
to all partners an easy way to handle the two problems so they could speed up
their developments. In the end we managed to obtain a manual mapping of the
application split into modules. Each modules data are sent one by one to the
DSP and processed one after another. One of the first big success of the hArtes
tool chain was that it provided a way to select manually which functions of
the source code we wanted to be executed on the DSP by the means of a C
language extension: the pragmas. The tool chain then processed both GPP and
DSP source code in order to automatically take care of the Remote Procedure
Call implemented on the DSP. The tool chain automatically replaced the func-
tion call on the GPP by a synchronization primitive that do send the data to
the DSP, launch the appropriate function and wait for the result. On the DSP
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side, the processor waits for data and for procedure number to be able to work.
Once that first integration phase was done, we took time to refine the algorithm
in order to reach the real-time performance. This step required us to redesign
some parts of the algorithm in order to reduce the required processing power by
replacing some implementations in the algorithms by more efficient ones. The
next integration work was to compare the manual mapping application against
the automatically mapped one in order to validate that the hArmonic tool was
able to find an appropriate repartition source code between GPP and DSP. At
the end of the project, the hArmonic tool succeeded to reproduce the exact
same mapping without having as an input any kind of information on how the
application was architectured or designed. The only resolution of the depen-
dencies between the various parts of the source code made the tool decide a
coherent mapping really close to the one we did manually. This implementa-
tion allowed us to reach a really high performance, close to the one we obtain
using manual mapping. The Ephraim and Mallah Stationary Noise Filter has
been implemented using several techniques allowing the comparison of each
of them in terms of implementation and performance.
The above graph shows the execution time of 3 versions of the application
considering three successfull compilation techniques. The vertical axis is time
expressed in sec and each graph represents the statistical repartition of the ex-
ecution time of the filter. The vertical line shows the min/max values and the
box delimits the 25%/75% quartiles. The Real-Time constraint is located at
16000sec so if the worst case execution times (the highest location of the ver-
tical line) is below it, the application is fast enough. The first implementation
we made was using no mapping at all. All the source code of the application
was executed on the GPP. This solution was the most easy to obtain because
the GPP do provide a complete Linux operating system, with a lot of libraries
and debugging tools. It was a necessary step in our integration work because
it allowed us to evaluate the processing power of the global architecture. The
ARM GPP is not designed to process some floating point calculation and is
required to emulate this kind of operations by the mean of a software library
thus the resulting performance is really poor. This step allowed us to check
that our implementation wasn’t more than 10 times slower than the wanted
performance so the speedup we obtain using the DSP has a chance to reach
the real-time performance. The Fig. 5.22 shows that the GPP mapping of the
latest version of the algorithm is 4 times slower than the real time. Another
interesting point is the repartition of the execution times. The vertical bar de-
limits the maximum and the minimum execution time of the algorithm on the
GPP. The Linux Operating system is clearly subject to interrupts and the in-
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Figure 5.22: In-Car communication performances in terms of time elapseds
determinism of it is really high so the execution time fluctuates between 58ms
and 88ms. The second implementation using manual mapping is the most effi-
cient one. The average execution time is 12.7ms while the required execution
time is 16ms. This final implementation is below the Real-Time performance
and allowed us to obtain some nice demonstrators directly using the audio in-
put/output of the hardware. One interesting benefits of this implementation
is the repartition of the execution time. The DSP operating system is much
more determinist than the GPP one and we obtain a much more reliable be-
haviour. The third implementation using the automatic mapping proves by its
results that the automatic mapping is correct. The tools successfully chose the
appropriate mapping and the resulting application is as performant as the man-
ual mapped one. The average execution time is 12.7ms. The big advantage
of hArtes toolchain is to provide an efficient way to explore the mapping that
we can put in place on the hardware to make an application running and also
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to divide automatically the code between the processing elements. This new
generation of compilers will probably be the basis of the tools that we will be
looking for in order to build software for the heterogeneous hardware and even
for the manycore architecures which are already on the market and they will
probably reach the low power market very soon.
5.6 Conclusion
Starting from the development of a CIS Carputer-based test to test and val-
idate the multichannel audio system and algorithms inside the cars, a devel-
opment of the final ACIS proof-of-concept has been carried out. Starting
from the CNUTS implementation of the algorithms, different approaches have
been realized to test within the hArtes toolchain: a direct implementation to
be used as the final target for the toolchain optimization tools; no-mapping
approach considering the entire application running on ARM (GPP option),
providing a working reference and allowing the evaluation of the basic per-
formances for the application porting on DEB; a manual mapping (mArtes
approach) where each function of the algorithms is manually divided among
processors as a term of comparison for the toolchain partitioning tools; an auto-
matic mapping/partitioning (DSE approach) to test the functionality of the en-
tire toolchain (optimization and partitioning). Several tests have been done in
order to evaluate the performance achievement considering different toolchain
versions and different hardware platforms in terms of memory allocation and
workload requirements. Good results were achieved with the toolchain com-
paring it with the reference examples. Considering the martes approach, it al-
lows having the same results of the direct implementation introducing a good
achievement in terms of development time required to realize an embedded
application since a deep knowledge of the platform is not required. It is clear
that there is a great advantage also considering the DSE approach comparing
it with the direct implementation and No-mapping approach respectively; the
automatic approach (DSE) is the first step of the implementation suggesting
a mapping solution of the target application allowing users to very quickly
override some decisions and get better performance. Some adjustments of the
toolchain is certainly requested, moreover this approach represents a first step
on the development of advanced compilers to easy generate complex solutions.
As a matter of fact, the toolchain functionality allows to implement an appli-
cation without a deep knowledge of the final embedded platform, reducing
considerably the development time.
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