Abstract-We have previously defined the discretized Markov transformations and the full-length sequences based on such transformations. In view of basic properties of the normalized cross-and auto-correlation functions for the de Bruijn sequences that can be regarded as the full-length sequences based on the discretized dyadic transformation, we obtain correlational properties of the full-length sequences based on the discretized golden mean transformation. We generalize this result and give the correlational properties of the discretized Markov β-transformations with the alphabet Σ = {0, 1, · · · , k − 1} and the set F = {(k − 1)(k − 1)} of forbidden blocks (k ≥ 2), whose underlying transformations exhibit the most fundamental class of greedy β-expansions of real numbers.
I. INTRODUCTION
Pseudo-random numbers have found wide applications in various fields such as computer science, telecommunications, cryptography, statistics and so forth. Observing chaotic dynamical systems behaved in random fashion, Ulam and von Neumann exhibited that iterates of the logistic transformation generated a sequence of pseudo-random numbers in [1] . Thenceforth, their innovative idea has been employed for a wide variety of objectives in the above-mentioned diverse areas. Unfortunately, the sequences of random numbers generated by one-dimensional ergodic transformations are not available for practical use because the idea in [1] requires handling real numbers in its applications. More precisely, the round off errors due to the truncation of real numbers occurs while iterating the chaotic transformations by using computers.
In the light of Ulam and von Neumann's idea, a breakthrough was made in [2] - [3] . Discretized piecewise-linear unimodal transformations are proposed for cryptography in [2] while discretized Bernoulli transformations are suggested for spread-spectrum multiple access (SSMA) communication systems in [3] . Especially in [3] , de Bruijn sequences are generalized as full-length sequences based on discretized dyadic transformations. Motivated by the results in [2] - [3] , we defined discretized Markov transformations and found an algorithm to give the number of full-length sequences based on discretized Markov transformations in [4] . We also introduced the entropy of the full-length sequences based on these discretized transformations and obtained the topological entropy of the discretized dyadic transformation in [4] . Recently, we obtain the topological entropy of a wide class of the discretized Markov β-transformations, which includes the discretized golden mean transformation in [5] .
In [6] , we defined the piecewise-monotone-increasing Markov transformations, which included not only k (≥ 2) -adic transformations but also Markov β-transformations. Besides, without knowing the total number of full-length sequences based on the discretized piecewise-monotoneincreasing Markov transformations, we gave the bounded monotone truth-table algorithm for generating all full-length sequences which were based on the defined discretized Markov transformations.
Although correlational properties of pseudo-random sequences play crucially important roles in cryptography and SSMA communication systems, it is intractable to characterize the correlational properties of full-length sequences based on the discretized piecewise-monotone-increasing Markov transformations because of the nature of nonlinearity. Even for the de Bruijn sequences, we may only find several practical properties as in [7] - [11] . While only bounds of the maximum values of the normalized auto-correlation functions for the de Bruijn sequences had been obtained in [8] , we have provided in [9] a novel lower bound of the minimum values of the normalized auto-correlation functions for the de Bruijn sequences of length 2 n (n ≥ 3). Furthermore, from the view point of symbolic dynamics [13] - [14] , we solved in [10] - [11] the fundamental problem posed by Fredricksen in [7] on existence of the CR (complement reverse) sequences in the de Bruijn sequences of length 2 n for any odd n. In [12] , we focused on the golden mean transformation, which is the simplest but nontrivial example of Markov transformations, and we obtained basic properties of the correlation functions for the full-length sequences based on the discretized golden mean transformation. In this report, we generalize this result and give the correlational properties of the discretized Markov β-transformations with the alphabet Σ = {0, 1, · · · , k − 1} and the set F = {(k − 1)(k − 1)} of forbidden blocks (k ≥ 2), whose underlying transformations exhibit a basic class of greedy β-expansions of real numbers.
This report is composed of seven sections. In Sect. II, we introduce the shift space and define the topological Markov chain from symbolic dynamics [13] - [14] . In Sect. III, we review the discretized Markov transformations defined in [4] . As a typical example, we confirm that the de Bruijn sequences are the full-length sequences based on the discretized dyadic transformation. In Sect. IV, we introduce the correlation functions and recall basic properties of the correlation functions for the de Bruijn sequences. In Sect. V, in the light of well known properties of the correlation functions for the de Bruijn sequences, we obtain such fundamental properties of the correlation functions for the full-length sequences based on the discretized golden mean transformation. We also estimate the error of the normalized auto-correlation function which is originated from the discretization of the underlying transformations. It is found out that the error estimate for the discretized golden mean transformation includes the estimate for the de Bruijn sequences as a special case. In Sect. VI, we generalize the results in Sect. V and give the correlational properties of the discretized Markov β-transformations with the alphabet
. The report concludes with the summary in Sect. VII.
II. PRELIMINARIES
Let Σ be a finite alphabet. The full Σ-shift is denoted by
which is endowed with the product topology arising from the discrete topology on Σ. The shift transformation σ :
The closed shift-invariant subsets of Σ Z are called subshifts. For a subshift X, we use σ X to denote the shift transformation on X, which is the restriction to X of σ on Σ Z . For simplicity, we shall write σ : X → X rather than σ X .
We call elements u = u 1 u 2 · · · u n ∈ Σ n blocks over Σ of length n (n ≥ 1). We use Σ * to denote the collection of all blocks over Σ and the empty block . For a subshift X, we use L n (X) to denote the collection of all n-blocks appearing in points in X. The language of X is the collection
consists of a finite set V of vertices and a finite set A of edges. Each edge e ∈ A starts at a vertex called initial state denoted by i(e) ∈ V and terminates at a vertex called terminal state denoted by t(e) ∈ V.
Definition 1: Let G = (V, A) be a graph. For vertices u, v ∈ V, let a u,v denote the number of edges in G with initial state u and terminal state v. Then the adjacency matrix of G is A = (a u,v ) u,v∈V , and its formation from G is denoted by
i,j=0 determines a graph H with vertex set {0, 1, · · · , k − 1} and a i,j distinct edges with initial state i and terminal state j, and its formation from B denoted by
It is worth noting that A = A(G A ) and that G and H
For a given nonnegative integral matrix A, we set
Then σ : X A → X A is called the two-sided topological Markov chain determined by the matrix A. The topological Markov chain is also called a subshift of finite type (SFT) since it can be described by a finite set of forbidden blocks. For a given finite set F of forbidden blocks, we use X F to denote the SFT.
III. DISCRETIZED MARKOV TRANSFORMATIONS
We first recall the definition of the discretized Markov transformations defined in [4] as follows. We use |E| to denote the cardinality of a set E.
and denote the restriction of T to I i by T | Ii . If T | Ii is a homeomorphism from I i onto the interior of some connected union of the closures of intervals of P, then T is said to be Markov.
is referred to as a Markov partition with respect to T .
For an irreducible aperiodic Markov transformation T , given a Markov partition P with respect to T , corresponding each subinterval I ∈ P to one edge e(I), we obtain the set A of edges. Associated with A, the set V of vertices is given by V = { i(e), t(e) : e ∈ A }.
For each ordered pair (I, J) of elements of P, t(e(I)) = i(e(J)) holds exactly when J ⊂ T | I (I). Thus we obtain the graph G = (V, A) representing the Markov transformation. Generally, this is not Eulerian.
Let H = (V, B) be the Eulerian subgraph spanning G with maximal number of edges. Since we consider the irreducible aperiodic Markov transformations, the set V of vertices is invariant under the modification from G to H. Under the above-mentioned one-to-one correspondence between P and A, we obtain the partition Q which corresponds to B. Then the discretized Markov transformation T is defined by a permutation T : Q → Q with T (I) ⊂ T | I (I) for all I ∈ Q.
Full-length sequences based on the discretized Markov transformation are exactly Eulerian circuits in H, whose length is given by |B|. Given a Markov partition P with respect to T , we obtain |Q|! discretized Markov transformations. It is well known that any permutation is uniquely expressible (except for the order of succession) as a product of cyclic permutations. In view of this fact, the discretized Markov transformation T : Q → Q can be regarded as an approximation of the underlying transformation T : [0, 1) → [0, 1) only when it is expressed as precisely one cyclic permutation. In such cases, the discretized Markov transformation T itself can be viewed as a full-length sequence w. Moreover, for the full-length sequence w, considering a bi-infinite sequence w ∞ = · · · www · · · , the cyclic permutation T can be thought of as the shift on B Z . We observe that full-length sequences based on the discretized Markov transformation are nothing but in L |B| (X AH ), which implies the discretized Markov transformation T : Q → Q is only one step of the approximation of the underlying transformation T : [0, 1) → [0, 1). In order to define more refined approximations, we introduce the notion of higher edge graph from symbolic dynamics [13] .
Definition 3: Let G be a graph. For n ≥ 2 we define the nth higher edge graph G [n] of G to have vertex set L n−1 (X AG ) and to have edge set containing exactly one edge from e 1 e 2 · · · e n−1 to f 1 f 2 · · · f n−1 whenever e 2 e 3 · · · e n−1 = f 1 f 2 · · · f n−2 (or t(e 1 ) = i(f 1 ) if n = 2), and none otherwise. The edge is named e 1 e 2 e 3 · · · e n−1 f n−1 = e 1 f 1 f 2 · · · f n−1 . For n = 1 we set G [1] = G. Let G be the graph representing the Markov transformation. Then we obtain a sequence (
to denote the Eulerian subgraph spanning G [n] with maximal number of edges, each of which leads to a discretized Markov transformation T n . Recall that the length is given by |B n |.
The de Bruijn sequences can be regarded as the full-length sequences based on the discretized dyadic transformation as follows. given by the point 0 < 1/2 < 1, then we obtain the graph G representing the dyadic transformation as shown in Fig. 1 .
[n] for every n. The Eulerian circuits in G [n] are called the de Bruijn sequences of length 2 n .
IV. CORRELATIONAL PROPERTIES OF THE DE BRUIJN SEQUENCES
The correlation functions for sequences are measures of the similarity, or relatedness, between two sequences. Mathematically they are defined as follows.
Definition 4:
The cross-correlation function of time delay for the sequences X = (X i ) If X = Y , we call R N ( ; X, X) and r N ( ; X, X) the auto-correlation function and the normalized auto-correlation function, and simply denote them by R N ( ; X) and r N ( ; X), respectively. By the definition, we immediately see the following. Remark 1: For any X, we have
where we write the conjugate of the complex number α by α.
The following basic properties of the normalized autocorrelation functions for the de Bruijn sequences are well known [8] .
Theorem 1: Let X and Y be the de Bruijn sequences over {0, 1} of length N = 2 n (n ≥ 1). Then we have i) n . The following observation helps to study the error of the normalized auto-correlation function which is originated from the discretization of the underlying transformations in the next section.
Observation 1:
is a sequence of independent and identically distributed (i.i.d.) random variables over {1, −1} with uniform distributions, which is realized by the symbolic dynamics of iterates of the dyadic transformation, Theorem 1 ii) implies
where N = 2 n . For a random variable X, we use E[X] to denote the expected value of X.
It is noteworthy that the left hand side of (1) is topological quantity while the right hand side is measure-theoretic quantity. The statistical property implies its topological counterpart, but not in general vice versa. In the case of the normalized auto-correlation functions, (1) provides the connection similar to the variational principle. 2 . The graph of T is given in Fig. 2 . If we take a Markov partition of [0, 1) given by the point 0 < 1/β 2 < 1/β < 1, then we obtain the graph G representing the golden mean transformation as shown in Fig. 3 . In view of G [2] in Fig. 3 , the set of forbidden blocks is given by F = {11}. For each n (≥ 2), we obtain
with maximal number of edges. Although G [2] is Eulerian, which implies H 2 = G [2] , G [n] is not always Eulerian for n (≥ 3). In fact, H 3 is a proper subgraph of G [3] , in symbols H 3 G [3] . We observed in [4] that H n G [n] for any n (≥ 3). Noting that the sequence (|B n |) ∞ n=2 is the Fibonacci numbers defined by the recurrence relation |B n | = |B n−1 | + |B n−2 | (≥ 4) with |B 2 | = 3 and |B 3 | = 4, we obtain
2 , which is the algebraic conjugate of β. In virtue of symbolic analysis of the full-length sequences of length |B n |, we obtain Theorem 2: Let X and Y be full-length sequences over {0, 1} of length |B n | based on the discretized golden mean transformation. Then we obtain
Asymptotically, we obtain Remark 2:
Moreover, we obtain Theorem 3: Let X be a full-length sequence over {0, 1} of length |B n | based on the discretized golden mean transformation. Then for 1 ≤ ≤ n − 1, we obtain
On the other hand, for the stationary Markov process
over {1, −1} with the transition matrix
which is realized by the symbolic dynamics of iterates of the golden mean transformation, we obtain
Now let us estimate the error of the normalized autocorrelation function which is originated from the discretization of the underlying transformations. In conjunction with Theorem 3, the equation (2) 
