Abstract-This paper introduces a new framework for point target detection in synthetic aperture radar (SAR) images. We focus on the task of locating reflective small regions using a level-set-based algorithm. Unlike most of the approaches in image segmentation, we address an algorithm that incorporates speckle statistics instead of empirical parameters and also discards speckle filtering. The curve evolves according to speckle statistics, initially propagating with a maximum upward velocity in homogeneous areas. Our approach is validated by a series of tests on synthetic and real SAR images and compared with three other segmentation algorithms, demonstrating that it configures a novel and efficient method for target-detection purpose.
I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) image segmentation is a challenging issue in digital image processing, yet essential in applications, such as target detection, crop identification, and terrain mapping, which require a reliable separation of noisy images into regions of different gray levels. SAR imagery systems are based on the detection of reflected microwaves emitted by a satellite, resulting on images degraded by speckle noise. Speckle noise reduction is necessary to detect targets, but small targets can be eliminated by the filtering process due to the typical limitations in preserving sharp features and details of the original image [1] .
In order to overcome these effects, filtering-free techniques have been proposed for SAR image processing [2] - [4] . Detection of targets in SAR signals requires object segmentation, and level sets have improved traditional filtering-segmentation approaches. The advantage of using front propagation for object segmentation stems from its ability to extract regions without sharp edges. Such techniques have been applied mainly in optical images [5] - [9] .
Target detection occurs when a localized area of a few resolution cells in an SAR image presents distinguishable properties from the clutter, usually indicating that the local area is too bright [10] . One of the simplest approaches to tackle this task is proposed by Lee [11] , where a local average of the mean and variance of the gray-level intensities is used to define a target detection threshold. The authors in [10] suggested a more sophisticated technique for target detection, which uses a detailed clutter map, defining the statistical properties expected at each point in the SAR image. Such a clutter map is then used to define a target-detection threshold map.
Other approaches to detect targets in a radar clutter background can include assumptions about SAR image probability density functions. An important contribution, according to [12] , considered region snakes based on maximum likelihood estimation, incorporating Gaussian, gamma, Bernoulli, or Poisson noise models during image segmentation; while the regularization term and parameter are determined using minimum description length principle automatically, the presented results indicate suitability for high-contrast object-background image problems and large objects. A similar approach, proposed in [13] for intensity SAR image segmentation, addressed the segmentation by dividing the image into a given but arbitrary number N of gamma-homogeneous regions. The active contours evolution was then achieved via level sets. The algorithm consisted of evolving closed planar curves within an explicit correspondence between the interior of the curves and the regions to be segmented in order to minimize a criterion based on the speckle noise model and a regularization term. The ability of the algorithm to handle automatically topological changes of curves provided regions of disjoint components to be addressed during the segmentation process. This statistical framework succeeded in locating the boundaries of the predefined homogeneous regions, with the disadvantage that it required an initial partition (N ) of the image.
Huang et al. [14] developed a level set formulation for oil slick segmentation in SAR images. Their method integrates models of intensity and curvature to determine the intensity gradient-driven and curvature-driven front propagation speed. Their results demonstrate image segmentations without information loss, a significant advantage of this method, despite speckle noise removal during the front propagation and a narrow ability to overcome the dependency to the gray-level intensities when low contrast, noise, texture, and small targets are composing a real scenario.
In this paper, we develop a framework that includes speckle statistics over local regions in the front propagation model to enclose small or point targets and fine details in L-looks amplitude SAR images, while being motivated by the numerical efficiency accomplished when discarding SAR preprocessing or postprocessing stages; this also leads to a method with reduced noise sensitivity to the segmentation. We present a level set evolution model, addressing the movement of the front according to speckle statistics. The front moves outward faster in homogeneous regions (e.g., background), following local statistics and differentiating intensity variations among regions. This model incorporates a local neighborhood homogeneity measure based on speckle statistics [15] and an adaptive windowing scheme [16] to achieve target detection in speckled images. This paper is organized as follows. Section II defines terms, SAR imaging and modeling, as well as SAR segmentation methods to be compared with our technique that combines speckle noise statistics and level set. The proposed propagation speed model as well as the methods used for comparison and appraisal are described in Section III. Section IV presents the simulation results. Conclusions and further improvements are summarized in Section V.
II. BACKGROUND
SAR images are the result of a sophisticated processing of radar data, captured from the reflection of emitted beams and subjected to the scattering properties of the materials that lie in the path of the microwave beam. Speckle is a signal-dependent noise that is always associated with coherent-illuminated scenes, such as those obtained by SAR imagery, laser, B-scan ultrasound, etc. The statistical model for the speckle noise is usually based on the assumption that the resolution cell contains a large number of scatterers of radiation with a wavelength that is comparable to the roughness of the terrain. The returned wave is the result of the superposition of all these reflected signals, resulting in a grainy appearance.
SAR systems can process the return signal in amplitude or intensity modes of single or multilook data to find targets. Target detection is achieved by narrowing the concept of texture and focusing on variations that are somehow associated with the "roughness" of the surface that describes the backscatter as a function of space in a radar image. These textures can be generated due to reflectivity changes on terrain, which indicates a target or background. Depending on the homogeneity of the target, i.e., whether homogeneous, heterogeneous, or extremely heterogeneous, different distributions will be used to model this target [17] .
For additional information about SAR image acquisition and target detection based on texture segmentation, the reader is referred to [18] - [20] . The reader is referred to [10] , [21] , and [22] for statistical characterization and modeling of SAR systems from observed data, including single-look, multilook, and polarimetric SAR data.
In this paper, we address amplitude images and inherent speckle noise using single and multilook data as a means of detecting targets. Statistically, the surface is considered to be a random process in 2-D and analyzed using local estimates (variance) and global variations of the image, combining the proposed speed function and curvature.
This section overviews the underlying concepts necessary to understand the proposed algorithm in Section III. We address SAR images and speckle noise, followed by level set methods. Then, we review three other segmentations methods largely applied to SAR image segmentation, which are compared with our algorithm in Section IV.
A. Speckle Noise Multiplicative Model
The multiplicative model is a way to explain the stochastic behavior so that the observed images are the outcome of the product of two independent random variables: the terrain backscatter (X) and the speckle noise (Z), where X is a noisefree real and positive image, while Z can be complex or positive real (amplitude or intensity formats) [23] . The model follows the expression
where Z has an unitary mean with variance σ 2 z . As Z and X are assumed to be statistically independent, the sample mean and the variance over homogeneous areas (area of backscatter with constant average intensity) are derived from the expressions [15] 
The speckle noise standard deviation (σ z ), also known as observed variation coefficient, provides the amount of variation of terrain reflectivity in SAR images for regions where the multiplicative model holds [24] .
Since multilook SAR images are the averaged images of independent looks for the same scene, the ratio between the mean and the standard deviation is given by
The variation coefficient (C z ) represents the speckle noise fluctuations in SAR images, calculated according to (4) , which can be used as a measure of homogeneity. In practice, the sample mean and standard deviation can be computed over a window comprising W pixels in homogeneous regions [25] .
B. Speckle Noise in Multilook Amplitude Data
This paper considers multilook amplitude SAR images, which backscatter (or clutter) describing the ground truth (X) that may exhibit different degrees of homogeneity, and different models can be used to encompass peculiarities. Three main models have proved useful in modeling amplitude backscatter: a constant whenever the area is homogeneous to the sensor, the square root of a gamma-distributed random variable for heterogeneous areas, and more recently, the square root of the reciprocal of a gamma-distributed random variable for extremely heterogeneous areas [17] , [23] . The central hypothesis governing the modeling of homogeneous regions in SAR images is the assumption that the backscatter is constant, though its value is unknown, and that for inhomogeneous regions, the backscatter is not constant. Indeed, Lopes et al. [25] asserted that for Llook amplitude images, an area is considered homogeneous if its observed coefficient of variation is approximately equal to the speckle-noise standard deviation, i.e., σ z C z .
Multilook amplitude speckle is calculated from the square root of the multilook intensity speckle. Equation (5) then presents the square root of a gamma distribution [25] , namely
for L ≥ 1 and A > 0, where A is the amplitude noise signal and Γ(·) is the gamma function. When L is equal to 1 (i.e., single-look amplitude), the speckle is modeled by a Rayleigh distribution [19] .
Since we know the number of looks for the images considered in our results, we use it in our algorithm. Conversely, if the number of looks (L) is unknown, then L can be estimated over those areas where the multiplicative model holds. The estimator of L, denoted byL, is often referred to as the equivalent number of looks in [17] and [26] . By using the moments method, the estimator becomes the solution of the following equation:
wherem j denotes the jth-order sample moment [26] . Elementary tasks in SAR image processing, such as segmentation, edge, or target detection, become difficult due to the speckle noise and preprocessing steps, such as speckle filtering, can cause loss of relevant information. Our paper circumvents this problem incorporating speckle statistical properties to the front propagation for target segmentation.
C. Level Set Method
The central idea in the level set approach is to represent a front γ(t) as the initial level ψ(x, t) = 0 of a surface ψ (x, t), where x ∈ n [27] . The goal is to produce a front motion as a consequence of the surface motion, in which γ(t) is embedded in accordance to
The rate of surface motion is defined in [27] in terms of ∂ψ/∂t = F |∇ψ|. Thus, |∇ψ| indicates the difference operator and F is a scalar function that defines the speed in the upward direction normal to ψ. The surface evolution equation is straightforward, namely
The speed function plays a central role in level set methods since its value and normal direction determine the propagation velocity and direction of the front interface, namely
where F prop is the propagation expansion speed, F adv is the advection speed, and F curv is the curvature speed [14] . This paper uses the first two terms to model the front propagation. We define a new F prop component, as described in the next section, maintaining F curv as where ε is a constant and K is the curvature Fig. 1 exhibits a level set evolution example. Fig. 1(a) shows the initial front γ(t = 0) from which the level set zero (x, t = 0) is computed and Fig. 1(b) illustrates this process. Using (8) and the speed model described in (9), the front evolves into a different surface ψ [see Fig. 1(c) ]. Fig. 1(d) represents the updated front following (7) .
F may be dependent on: 1) local properties that are determined in each front point, by local geometric information, such as curvature; 2) global properties are based on shape and front position; and 3) independent properties are based on external features, such as pixel intensity, texture, or statistical information [14] .
In order to segment images using level set equations, numerical schemes must be adopted using a discrete grid domain and computational techniques for speed function extension [28] , wh formalisms are in [27] .
D. Entropic Thresholding, Iterated Conditional Modes (ICM), and Huang's Algorithms
SAR imagery analysis has been addressed using several segmentation algorithms, such as thresholding [29] , [30] , [31] and (ICMs) [32] . While thresholding methods are one of the oldest approaches in image segmentation, they are simple, fast, and still render practical results [33] , [34] , so they are useful for time-computing comparisons.
The ICM algorithm is often applied to SAR image segmentation, whose implementation is a quick deterministic optimization method for Markov random fields (MRFs), with a good suboptimal solution in a few (in linear time) steps, if a suitable initial labeling is available a priori.
The next sections introduce the methods to be compared to the proposed approach, which are straightforward algorithms as entropic thresholding [34] , ICM [32] under the Ising model, and the level set framework for oil slick segmentation [14] . We implement these algorithms to segment synthetic and real SAR images, particularly for detecting fine details and small targets in speckled images.
1) Entropic Thresholding Algorithm: we address a thresholding approach, including a second-order statistic to model local properties, considering the entropic concept [34] .
To compute the 2-D histogram [34] h(u, v) of a given image f (x, y), we calculate the average gray value of the neighborhood of each pixel f (x i , y i ) for a 3 × 3 neighborhood and assign g(x, y) as the integer part of the average gray value
where
We estimate the density function using the relative frequency; the number of pixels (#) in the images f and g is used to calculate the normalized histogramĥ(u, v), namelŷ
The threshold is obtained through a vector t = (t f , t g ), representing the gray-level threshold values for f and g, respectively.
The functionĥ(u, v), the estimated joint probability mass function (or simply p), is expected to be a surface with two peaks and one valley. The object and background correspond to the peaks and can be separated by selecting the vector t that maximizes the sum of two class entropies. Using t, p is divided into four quadrants, and the second and the fourth contain the object and the background with a posteriori probabilities P 2 ( t) and P 4 ( t), respectively. Also according to [34] , P 4 ≈ 1 − P 2 , which is used in the Renyi 's entropies, associated with object (b) and background (w) distributions, given by
The optimal threshold t must contain the pair (t f , t g ) to maximize H 
2) ICM Algorithm:
The ICM algorithm is a computationally feasible approximation to maximum a posteriori (MAP) estimate [35] , retaining the MRF as a model of a priori information. It is an iterative method based upon the modeling of the a priori distribution for the classes with a multiclass Potts-Strauss (MRF) framework. Besag [35] explicitly adopts the conventional maximum likelihood (ML) classification as an initial assignment of the states for all pixels. In the implementation of the ICM, if the states of the pixel neighborhood do not change in the last iteration, this pixel does not need to be updated. Besag [35] also suggests that the parameter β, which quantifies the contextual influence, may vary with iteration and should increase in this case by equal increments.
In this paper, we assume the entropic thresholded image as the ICM initial condition for faster convergence, determining an initial background and object class; this two class problem is modeled by means of two Gaussian distributions. An iterative process starts for updating the two class distributions, keeping track of: a) attraction parameter (β) that quantifies the contextual influence in the a priori model; following [17] , this parameter was iteratively estimated from the available data using pseudolikelihood inference. In our experiments, the observed estimates range between [0.2, 0.9], and are consistently increasing. b) convergence criteria, calculating the ratio between the number of pixels whose states change (#x ch ) and the total number of pixels (#x t ) in the image. The stop criteria is #x ch /#x t < 0.0015.
3) Level Set Framework for Oil Slick Segmentation in SAR Images:
The framework developed by Huang et al. [14] computes the image intensity gradient and the curvature flow to track object (slick) boundaries in the scene. The speed with which the front propagates as states (9) is governed by F prop , which is derived by the intensity gradient, and F curv by the curvature flow. The front propagation of an oil slick edge concerning F prop is given by
where I(x, y) denotes the intensity of a pixel at the position of x, y, while I lower and I high are empirical parameters [14] , denoting the minimum and maximum threshold of an oil slick, respectively. This intensity model allows the surface to move toward the pixels in the source image with values between I lower and I high .
III. SMALL TARGET DETECTION DRIVEN BY SPECKLE STATISTICS
Several military applications rely on automated target detection to find relatively small objects of interest in a background clutter, where the objects often consist of man-made constructions as buildings, bridges, or vehicles, and can be visually characterized by a "local structure," rather than "texture." According to [21] , targets are limited regions that can be textured targets or single-pixel targets, which cannot be treated as homogeneous, like natural clutter.
It is worthwhile mentioning that there is a large variety of clutters in real military environments, although this paper focuses on the referred small man-made constructions. When the observed region in the scene is heterogeneous, different distributions can be assigned to model different degrees of heterogeneity of SAR images, as described in [22] .
Homogeneous and heterogeneous areas can be classified in terms of the observed variation coefficient while processing speckle noise filtering. This measures the behavior of the adaptive filter, given two classes: 1) the homogeneous class corresponding to areas where X is constant and 2) the heterogeneous class corresponding to areas where X varies and includes textured areas, edges, and point targets. However, there is a third class concerning isolated point targets that may correspond to high variation coefficient values, i.e., regions where the speckle is no longer fully developed [25] .
Taking these concepts into account, we propose a target detection framework based on a measure of homogeneity/heterogeneity to discriminate small targets, also considering that an image can be modeled as a target superimposed on an uniform clutter background [10] .
We propose a propagation model with positive velocity in homogeneous regions of the SAR image and negative velocity in heterogeneous regions. This propagation model includes a homogeneity measure, provided by a local and adaptive statistical analysis, as was mentioned earlier in [16] for SAR image filtering purpose.
A. Target Discrimination by Adaptive Scheme
Let x be a pixel in a SAR image Y (x ∈ Y ). Then, the homogeneity measure in [16] can be estimated in a window W M of M × M pixels centered in x in terms of the standard deviation to mean ratio as stated in (3). The adaptive scheme consists of changing the window size M automatically, while the pixel neighborhood is heterogeneous, a decision taken by comparing the σ z -value with a threshold T , namely
T is an estimate of C z , defined as a threshold for local homogeneity, which is used to decrease or increase the window size. The goal is to obtain the optimum window size for local processing applications as used in [16] for image filtering improvement.
This scheme considers only a subset of the elements in the current window, i.e., only the boundary samples participate in the decision making about the size of the next window, improving the time computation. As expected, the estimated homogeneity of the terrain reflectivity is more accurate for larger windows due to the number of boundary samples.
Assuming that σ z is a sample estimate, we can measure the variation of σ z around the theoretical value 0.5227/ √ L estimated by T .
Our approach follows the steps.
1) The window size M is initialized with a maximum value.
2) The parameters σ z and T are estimated by using (3) and (17) , respectively, in a neighborhood window W M . 3) If σ z > T , then W M is an inhomogeneous region, M decreases, and the algorithm returns to step 2, else W M is homogeneous and the variation of σ z is computed on W M as
4) Return to step 1.
Φ W measures the σ z fluctuations close to classification threshold T ; therefore, Φ W > 0 for heterogeneous regions and Φ W < 0 for homogeneous ones. This relationship is independent of the window size M , which is initialized with large values and does not change Φ W in heterogeneous areas.
B. Front Propagation Model
Functional minimization is an important issue to be addressed when considering the level set models. The functional induces a penalty measure or cost function (f c ), which defines a rule to evolve the front γ(t) [36] . The equation that governs the front evolution can be derived by solving the partial differential equation
Let the fluctuation measurement Φ W be computed for the front γ(t) using (18) . The problem consists of minimizing the criterion (20) where N is the number of points in γ(t) = 0 and B i is the window area, over which |Φ W i | is computed. Equation (19) can be solved at a single point of the front as
(21) The minimum of cost function is observed when the front stabilizes (dγ/dt = 0), and in single-pixel regions, implies that B is minimum. In this case, Φ W tends to a constant value; hence, ∂(T − σ z )/∂γ = 0. Thus, we have
In addition, the B functional derivative with respect to curve γ(t) is B n, as in [13] , and n corresponds to the unit normal vector of the front. Therefore, we have ∂B ∂γ
Finally, the equation that governs the γ(t) evolution is given by
As in Section II, εK is the curvature speed, which is normally introduced as the front regularization parameter, and K is the mean curvature of γ. The term T − σ z is the proposed propagation speed F prop . Fig. 2 illustrates the processing steps of the proposed algorithm applied to a synthetic image, which was artificially contaminated with eight-looks speckle statistics. Fig. 2(a) depicts the original image and Fig. 2(b) is its contaminated version. Fig. 2(c) shows the F prop matrix computed according to (7) . This image represents the motion pattern of the surface (ψ(t)). Furthermore, the fronts (γ(t)) evolve by following this motion pattern. Inspired by [13] , we have also used this initial set of fronts to start the method, as shown in Fig. 2(d) . Fig. 2 (e) illustrates an intermediary stage of the front propagation and Fig. 2(f) is the final result image. It can be observed in the test images that in the interior of small targets (where F prop < 0), the level-set propagation decreases, while it increases in the homogeneous areas. This results in a modified version of the initial front before the level set computation, one which is estimated using an adaptive windowing scheme.
IV. EXPERIMENTAL RESULTS
In the following experiments, we track small targets in noisy images and show in Figs. 2-4 that the proposed approach presents superior visual results when compared with entropic thresholding, ICM, and Huang's algorithm with an acceptable computing time in comparison with the other approaches.
Our method adopts the following parameters: the initial window size was set to M = 15, ∆t = 0.5, and ε = 0.1. The parameters ∆t = 0.5 and ε = 0.1 were chosen according to numerical restrictions and aspects drawn in [27] . [14] . (e) Our proposed method.
Different initial states for the fronts were suggested in [13] and [14] ; the first one uses the initial front γ(t = 0) as a multipart curve initialized in a grid fashion, as depicted in Fig. 2(d) , and the latter starts evolving the initial front from a thresholded image.
We have observed that these different initial conditions do not affect our front propagation, i.e., the segmentation results are the same, although implying different computing times. The experimental results demonstrated a significant reduction of computing time when we started the fronts with thresholded images. Fig. 3(a) consists of a contaminated version of the image in Fig. 2(a) whose speckle is Rayleigh distributed.
A. Simulated Images
The segmentation results of the entropic thresholding and ICM algorithms are shown in Fig. 3(b) and (c), respectively. Fig. 3(d) and (e) corresponds to the results obtained by applying the level set method, designed in [14] , and our approach, respectively. Both of them have been initialized by thresholded images. We are able to circumvent difficulties on segmenting high-intensity noisy images (e.g., one-look-amplitude images) for target detection purpose, as shown using simulated speckled images. Fig. 4(a) displays a RADARSAT image with three-looks, ScanSAR wide mode, of an area in the Southwestern South Atlantic, containing at least seven ships in training. We show that our method succeeded in locating the small targets (ships) and discarding the signature (left side of the image), which can be characterized as a textured target model, according to [21] . Fig. 4(b) -(d) presents the segmentation results of the entropic thresholding, ICM, and Huang's methods, respectively. All these illustrations contain segmentation errors using other methods than the proposed approach in Fig. 4(e) . We have noticed that the methods incorporating neighborhood information as ICM, entropic thresholding, and the proposed approach performed better in detecting small targets in this real SAR image than Huang's method. This can be explained by Huang's F prop model based on intensity variations of the pixels only. Consequently, this causes an unbalance between F prop and the curvature component F curv in the speed function F so that the F curv component erases small targets. Table I presents a summary of computation times for all the methods implemented on Matlab and tested on an Intel Pentium 1.7-GHz Core Duo PC.
B. Real Images
Despite of computing time, the entropic thresholding method correctly detected the point targets both in synthetic and real images. ICM also detected the targets, but included the signature as well as the entropic thresholding; although we assume the entropic thresholded image as the ICM initial condition, it only interfered in the convergence time. Huang's method was as fast as the proposed algorithm but only detected the signature of the image.
Also in Table I , the proposed method shows that our adaptive scheme can optimize computing time with the automatic window size adjustment, depending on the neighborhood characteristics and not proportional to the image dimensions. We have noticed that our algorithm optimizes computing time using only a subset of the elements in the current window to estimate the amount of terrain reflectivity variations.
V. CONCLUSION
In this paper, we have proposed a novel approach for target detection in amplitude SAR images based on level set methods, incorporating speckle noise statistics in the algorithm design. Advantages of our method are no requirements of either preprocessing or postprocessing to track targets in noisy images, low sensitivity to multiplicative noise, and the ability to compute the reflectivity pattern in an adaptive windowing scheme, such that the front can enclose small targets surrounded by large homogeneous areas. Furthermore, our method is designed to work independently of target size and traditional speckle filtering. The variation coefficient (C z ) estimation on small sliding windows can be a drawback to the proposed method since it may be sensitive to speckle noise [37] .
We have presented promising results, considering synthetic and real SAR images, compared with other segmentation algorithms. The experiments included images contaminated by speckle noise, following the Rayleigh and square root of gamma distributions. The results illustrated that the proposed method is appropriate for applications regarding point target detection.
Further developments should include detection of sizeindependent targets, such as military tanks, archaeological sites, ice floe, buoys for oceanographic studies, and different clutter backgrounds. We should also include faster versions of the segmentation algorithms, such as a narrow-band level set approach or an initial step based on fast marching methods.
