T he budding yeast Saccharomyces cerevisiae is a gift of nature, not just for its superb ability in fermentation to provide us food for hunger and pastime, but also for its relatively simple physiology, which has illuminated our understanding of many fundamental cellular processes. In particular, asymmetry is a way of life for the budding yeast, both when it grows vegetatively and initiates sexual reproductive cycles; as such, yeast has been an invaluable model for studying the establishment of cellular asymmetry. A haploid yeast cell in the G1 phase, which is round and grows isotropically, faces two options: to enter the mitotic cell cycle and grow a bud, or to refrain from cell cycle entry and form a mating projection (shmoo) toward a cell of the opposite mating type. In either case, the cell has to break symmetry to switch from isotropic growth to growth along a polarized axis (Fig. 1) . These processes of cell polarity establishment are triggered either by internal signals from the cell cycle engine (budding) or by an external signal in the form of a pheromone gradient (mating).
Pioneering work involving isolation and characterization of mutants deficient in various aspects of budding and shmoo formation identified key components of the molecular pathways underlying yeast polarized morphogenesis. Despite the relative simplicity of yeast, it has become increasingly clear that many of the genes that control the establishment of cell polarity are conserved between yeast and more complex eukaryotic organisms (see McCaffrey and Macara 2009; Munro and Bowerman 2009; Wang 2009; Nelson 2009 ). In particular, the small GTPase Cdc42, first discovered in yeast (Adams et al. 1990 ) and subsequently shown to be required for cell polarization in many eukaryotic organisms (Etienne-Manneville 2004) , is the central regulator of yeast polarity.
Common principles have begun to emerge to explain symmetry breaking under varying physiological conditions. One of these principles is the self-organizing nature of cell polarity. Whereas under physiological conditions yeast cells polarize toward an environmental asymmetry ( pheromone gradient) or a "landmark," i.e., the bud scar, deposited on the cell surface from a previous division (in a process called bud site selection), it is clear that the ability to undergo symmetry breaking to establish polarity in a random orientation is independent of these cues. It is tempting to speculate that the basic molecular machinery for symmetry breaking, which is required for asexual proliferation through budding, might have evolved independently of the machinery underlying mating and bud site selection.
As in all polarized cell systems, yeast polarity is manifested as both an asymmetry in the distribution of signaling molecules and in the organization of the cytoskeleton. In yeast, the switch from an isotropic distribution of Cdc42 on the plasma membrane to a polarized distribution ( Fig. 1) is required for the polarized organization of the actin cytoskeleton and membrane trafficking systems, and eventually orientated cell growth. Recent work also showed that the cytoskeleton and the membrane trafficking system can in turn impact the localization of Cdc42 and possibly other membrane-associated regulatory molecules (Karpova et al. 2000; Wedlich-Soldner et al. 2004; Irazoqui et al. 2005; Zajac et al. 2005) . A combination of experimental and theoretical analyses strongly suggests that the interplay between signaling and structural pathways is at the heart of the cell's intrinsic ability to break symmetry.
As there have been recent review articles on the polarized organization of budding Symmetry breaking processes in the life cycle of budding yeast. Shown are the locations of actin patches, actin cables, and Cdc42 during polarized growth for both cycling cells and cells undergoing pheromone response. In G1 cells, Cdc42 is distributed symmetrically, and the actin cytoskeleton is not polarized. In response to cell cycle signals or mating pheromone stimulation, Cdc42 and the actin cytoskeleton become polarized: Cdc42 forms a "polar cap" and actin cables become oriented to allow for targeted secretion. Polarized growth further leads to formation of a bud (cell cycle signal) or formation of a mating projection ( pheromone signal). Images represent GFP-Cdc42 (green), and rhodamine-phalloidin staining of filamentous actin (red). yeast growth systems (Bretscher 2003; Pruyne et al. 2004b ) and on the molecular parts list involved in cell polarization (Park and Bi 2007) , this article is specifically focused on the mechanisms of symmetry breaking at two levels: first as a self-organization process accomplished through dynamic interplay between intrinsic signaling and cytoskeletal systems, which enables vegetative proliferation through bud formation; and second, as an adaptive process where polarity is spatially harnessed by physical cues that arise during bud-site selection and mating. Finally, we briefly extend our discussion to include the role of polarity in yeast aging and cell fate determination. This exciting, relatively new area of research has made important advances in our understanding of how asymmetry can be an important mechanism to ensure long-lasting fitness of a fast proliferating population.
INTRINSIC MECHANISMS FOR SYMMETRY BREAKING
The ability of cells to polarize, albeit in random orientations, can be best appreciated when external asymmetries, or the cells' ability to recognize them, are removed. In the case of budding, mutations that eliminate recognition of bud scar landmarks result in budding from a random location on the cell surface; nonetheless, symmetry breaking occurs as efficiently in these cells as in the wild type. In mating, although cells normally polarize toward a pheromone gradient, they are equally capable of shmoo formation when exposed to a uniform concentration of pheromone, a phenomenon reminiscent of the observation that neutrophils or Dictyostelium cells, which polarize and migrate toward chemoattractant gradients, polarize and move in random directions in the presence of a uniform distribution of chemoattractants (see Wang 2009). These observations suggest that the ability of cells to break symmetry is a consequence of certain internal biochemical states. Studies in yeast have so far revealed two independent but coordinated mechanisms: one dependent upon an actin-based positive feedback loop in which Cdc42, in its active GTP-bound form (Cdc42-GTP), directs its own transport to form a polar cap, and a second actin-independent pathway, which requires Bem1, a protein with multiple binding domains that initiates the formation of a signaling complex that includes Cdc42.
Symmetry Breaking via an Actin and Transport-based Positive Feedback Loop
Yeast cells feature two types of actin structures during polarized growth: Cables and patches (Fig. 1) . Actin patches are endocytic structures consisting of networks of branched actin filaments nucleated by the Arp2/3 complex at the plasma membrane (Pruyne et al. 2004b) . Actin cables consist of long, unbranched bundles of actin filaments nucleated by forminfamily proteins Bni1 and Bnr1 (Evangelista et al. 1997; Evangelista et al. 2002; Sagot et al. 2002; Pruyne et al. 2004b ). Type V myosins, which travel along actin cables in a unidirectional fashion toward actin barbed ends, transport cargoes that include exocytic vesicles, mRNAs, and organelles (Pruyne et al. 2004b) . In this way, actin structures provide the infrastructure necessary for intracellular transport, with cables acting as the transport superhighways, whereas patches act as the ports where membrane components are recycled from the cortex. In polarizing cells, Cdc42-GTP works through mechanisms that are not yet well understood to positively regulate both types of actin nucleators at the polar cortex, resulting in a polarized actin network with patches concentrated near the growth site and cables oriented with their barbed ends facing the direction of growth ( Fig. 1) (Moseley and Goode 2006; Park and Bi 2007) .
Although Cdc42 activity is required for the formation of a polarized actin network, actin in turn plays an important role in the polar localization of Cdc42 and another Rho GTPase, Rho1 (Dong et al. 2003; Wedlich-Soldner et al. 2004; Irazoqui et al. 2005) . Depolymerization of actin because of treatment with the actin polymerization inhibitor Latrunculin A (LatA) or inhibiting actin cable assembly using tropomyosin mutations resulted in reduced efficiency and stability of Cdc42 polarization (Pruyne et al. 2004a; Wedlich-Soldner et al. 2004) . In another study, treatment with the actin inhibitor, LatB, which appears to preferentially depolymerize actin cables but not patches, results in loss of polarity, an effect that is ameliorated by introduction of defects in endocytosis (Irazoqui et al. 2005) . Further, mutations disrupting factors important in cable stability or vesicle transport result in severe polarization defects (Johnston et al. 1991; Liu and Bretscher 1992; Drees et al. 1995; Pruyne et al. 1998; Schott et al. 1999; Karpova et al. 2000; Wedlich-Soldner et al. 2004; Irazoqui et al. 2005; Zajac et al. 2005; Gao and Bretscher 2009) . Taken together, these results suggest that the polarity of actin organization and that of their regulator Cdc42 are intimately related: Actin polarization requires polarized Cdc42, whereas Cdc42 may be transported and recycled via actin to achieve its polarized distribution. Although these observations are difficult to explain with a linear pathway, they can be explained as a highly cooperative process where the distribution of Cdc42 and the actin cytoskeleton are mutually enhanced through a feedback loop to achieve an asymmetric organization (Fig. 2) .
The above positive feedback loop is sufficient for symmetry breaking, presumably through amplification of stochastic fluctuations in Cdc42 or actin distribution. This intrinsic mechanism for breaking symmetry can be best seen in an experimental system in which cells are held in G1 by depletion of G1 cyclins and are induced to express Cdc42 Q61L , a constitutively active mutant of Cdc42 (Butty et al. 2002; Wedlich-Soldner et al. 2003) . These cells, bypassing both temporal and spatial cues, form polar caps of Cdc42 in an actin cable and myosin V-dependent manner. Computational modeling further showed that a system of directed feedback in which Cdc42-GTP induces formation of actin cables at a random cortical site toward which more Cdc42-GTP is transported, was sufficient to polarize cells (WedlichSoldner et al. 2003; Marco et al. 2007) . A criticism of this experimental system is that the active Cdc42 was expressed using the inducible GAL1 promoter; however, even native Cdc42 is highly expressed and its level varies significantly from cell to cell, and the GAL1 promoter does not grossly overexpress Cdc42 at the induction time sufficient for Cdc42 Q61L -induced polarization (Wedlich-Soldner et al. 2003; Slaughter and Li, unpublished observation) . As discussed later, during symmetry breaking in bud formation, the actin-based mechanism works in parallel with an actinindependent pathway, which could also help achieve a local threshold of active Cdc42. During mating response, however, actin is essential for the establishment of polarity (Ayscough and Drubin 1998) .
Breaking Symmetry Without Actin
Although actin structures are central to polarized cell growth, multiple studies have shown that initial polarization during budding still occurs, with only slightly reduced efficiency, when cells are treated with LatA Wedlich-Soldner et al. 2004 ). An alternate polarization pathway requires Bem1, a protein bearing multiple binding domains that interact with other members of the intrinsic polarization machinery, including active Cdc42 (Bose et al. 2001; Yamaguchi et al. 2007 ), Cdc42's guanine nucleotide exchange factor (GEF) Cdc24 (Peterson et al. 1994; Zheng et al. 1995; Ito et al. 2001) , and the p21-activated kinases Cla4 (Bose et al. 2001) and Ste20 ( Fig. 3 ) (Winters and Pryciak 2005) . Deletion of BEM1 is not lethal, but Dbem1 cells are temperature sensitive and show significant defects in polarized growth (Bender and Pringle 1991; Chenevert et al. 1992) . Inhibiting actin polymerization with LatA prevents Cdc42 polarization in Dbem1 cells (Wedlich-Soldner et al. 2004) , indicating that Bem1 and actin represent redundant mechanisms for symmetry breaking.
Like actin-dependent polarization, Bem1-dependent polarization can occur in the absence of spatial cues (Irazoqui et al. 2003; Wedlich-Soldner et al. 2004) , perhaps through amplification of a stochastic accumulation of polar components through interactions among Cdc24, Bem1, and Cdc42 (Peterson et al. 1994; Zheng et al. 1995; Gulli et al. 2000; Butty et al. 2002; Irazoqui et al. 2003; Shimada et al. 2004; Yamaguchi et al. 2007; Kozubowski et al. 2008) . Proper localization of Cdc24 is dependent on Bem1: In cells in which the Cdc24-Bem1 interaction has been disrupted, polar localization of Cdc24 is unstable and prematurely lost Butty et al. 2002) . In turn, polar localization of Bem1 is dependent on Cdc42, as Bem1 does not polarize in cdc42 mutant cells, even when Cdc24 has polarized in response to positional signaling from bud site selection (Butty et al. 2002) . Taken together, these results suggest that a direct recruitment of Bem1 by Cdc42-GTP is responsible for Bem1 localization to the polar cap. Bem1 binding to Cdc24 could in turn lead to increased local accumulation of the GEF and thus Cdc42-GTP. These findings led Butty and coworkers to propose that Cdc24, Bem1, and Cdc42 comprise a positive feedback loop in which Bem1 recruits Cdc24 to sites of active Cdc42, where additional Cdc42 is then activated (Fig. 3 ) (Butty et al. 2002) . Because Bem1 binds both important members of the polarization establishment machinery, Cdc24 and Cdc42, it was speculated that actin-independent polarization occurs as an aggregation of polar components, with Bem1 acting as a polymeric scaffold (Blumer and Cooper 2003; Irazoqui et al. 2003) . However, kinetic data gathered from fluorescence recovery after photobleaching experiments (FRAP) argued against this model (Wedlich-Soldner et al. 2004 ): The fluorescence recovery of each of these molecules is surprisingly quick (t 1/2 of a few seconds). Bem1 recovers most quickly, suggesting that although the polar domain is globally stable, its individual component molecules are highly dynamic.
It remains intriguing how symmetry breaking might occur in the absence of a physical landmark, a fixed scaffold, or the directional cytoskeleton-based transport system (microtubules were ruled out early for a role in cell polarity in budding yeast [Read et al. 1992] ).
Computational modeling has proven an invaluable tool for testing the feasibility of models and for suggesting future experiments (Onsum and Rao 2009) . Two recent studies have applied the basic ideas first proposed by Alan Turing in 1952 (Turing 1952) , that in a dynamic system, symmetry breaking could occur as a result of local positive feedback paired with global inhibition. Gorachev and Pokhilko took a bottom-up approach (Goryachev and Pokhilko 2008) for a model in which the Cdc24-Bem1-Cdc42 loop served as the central source for positive feedback. Cdc42-GDP but not Cdc42-GTP was allowed to recycle through the cytosol because of an assumed differential interaction with binding partners. Global inhibition was included in the form of generalized activity of GTPase activating proteins (GAPs), which catalyze GTP to GDP exchange. Although this model provides a general formula for how asymmetry can result in the absence of spatial cues, several assumptions used in the model await experimental validation or are inconsistent with experimental observations, including that active but not inactive Cdc42 is confined to diffuse within the membrane (WedlichSoldner et al. 2004; Marco et al. 2007 ). In a more streamlined model (Altschuler et al. 2008 ), a generalized term for Cdc42 selfrecruitment served as the central source for positive feedback, with no explicit pathway for global inhibition. Parameters estimated from experimental data were also included to represent the rates of Cdc42 diffusion within the membrane, spontaneous dissociation of Cdc42 from the membrane, and random association with the membrane. Both models indicated that polarization could occur as a result of positive feedback.
The Nature of GEF Regulation in Symmetry Breaking Remains Ambiguous
As mentioned previously, in cells deleted for Bem1, polar localization of Cdc24 is short-lived compared with wild-type cells . The initial polar localization of Cdc24 in the absence of Bem1 may result from its interaction with Rsr1 (also known as Bud1), a Ras-like GTPase that was discovered as part of the bud site selection machinery that links the bud scar signal with the Cdc42 polarization module. Like Bem1, Rsr1 physically interacts with Cdc24 (Park et al. 1997) , and the simultaneous deletion of Rsr1 and Bem1 is lethal, suggesting that they perform a redundant and necessary function, possibly in Cdc24 localization and/or activation. Cdc24 is sequestered in the nucleus in G1 cells, and during budding, Cdc24 requires cell cycle entry for exit from the nucleus and localization to the cortical domain defined by active Cdc42 (Toenjes et al. 1999; Nern and Arkowitz 2000b; Shimada et al. 2000) . However, neither nuclear export nor artificial tethering of Cdc24 to the cortex by addition of a myristoylation signal resulted in an active GEF ). In contrast, Cdc24 is both recruited to the cortex (albeit uniformly) and activated by expression of the constitutively active Rsr1 G12V ). Mutagenesis and deletion experiments led to the conclusion that Cdc24 exists in an autoinhibited state because of an intramolecular interaction between its PB1 domain and a region near the PH domain. Because Bem1's PB1 domain interacts with the PB1 domain of Cdc24, this interaction might help relieve the inhibited conformation . How Rsr1 might synergize with this interaction to activate Cdc24 remains unclear; nevertheless, this study strongly suggests that GEF activation and membrane recruitment of Cdc24 are highly coupled processes that involve interactions with Bem1 and Rsr1. This explains the finding that simply deleting the proposed autoinhibitory PB1 domain of Cdc24 was insufficient to rescue bem1D rsr1D double mutant lethality (Kozubowski et al. 2008) .
Phosphorylation is another proposed mechanism of Cdc24 regulation. Cdc24 is hyperphosphorylated in a cell cycle dependent manner, in a process that requires the formation of a complex containing Cdc24, Bem1, Cdc42-GTP, and Cla4, a PAK kinase (Bose et al. 2001) . The role of Cdc24 hyperphosphorylation is unknown and has been proposed based on genetic data to be inhibitory or activating (Bose et al. 2001 ). So far, there has been no reported defect in symmetry breaking caused by specific inhibition of Cdc24 phosphorylation. In addition, the timing of activation of Cdc42 is also linked to the cell cycle through GAP proteins. For example, recent work found that GTPase activating proteins (GAPs) of Cdc42, Rga1, and Bem3 are in complex with G1 cyclins (Archambault et al. 2004) , whereas GAPs Rga1, Rga2, and Bem3 and the adaptor protein Bem1 are targets of cyclin-dependent kinase (CDK1, in yeast, Cdc28) (Ubersax et al. 2003; Knaus et al. 2007; Sopko et al. 2007; Zheng et al. 2007) . A change in the balance between GEF and GAP activities could certainly tip the scale toward Cdc42-GTP, and initiate the process of symmetry breaking.
Why Are There Two Mechanisms for Symmetry Breaking in Yeast?
It is somewhat surprising that two mechanisms exist for the establishment of polarity in yeast cells, when it seems that either one would be sufficient for the job on its own. Computational modeling provides a possible explanation for this apparent redundancy (Brandman et al. 2005) : Interlinked fast and slow positive feedback loops result in a bistable switchlike system that responds quickly to stimulus, such as cell cycle signal or pheromone, yet is robust against noise. This model is consistent with what is seen in vivo: When Bem1 is mutated, polarization is delayed but the resulting polar caps are stable, whereas when the actindependent loop is blocked, polar caps form quickly but drift and flicker or disappear (Wedlich-Soldner et al. 2004; Irazoqui et al. 2005) . This suggests that actin mediates a slow loop that provides stability, whereas a faster Bem1-dependent feedback loop possibly provides rapid responsiveness to inductive signals.
SPATIAL CUE-DIRECTED SYMMETRY BREAKING
Though the machinery involved in establishing robust polarity persists in the absence of spatial cues, under physiological conditions there are many genes involved to ensure that the site of polarization is not random. Indeed, haploid and diploid yeast cells follow a rigorous pattern of where and when symmetry is broken, whether through bud site selection, or formation of a shmoo toward a partner of the opposite mating type. Although molecular players involved in these processes have been well characterized, a key question that remains is how these spatial signals, which may be defined by a small number of molecules, are amplified sufficiently at the chosen site to override potentially competing spontaneous symmetry breaking discussed previously. A hypothesis that we wish to explore is that as opposed to a competition between site-specific and spontaneous symmetry breaking, pathways are evolved such that intrinsic symmetry breaking mechanisms, i.e., those employed to amplify random variation, are effectively harnessed by the spatial cues and used to amplify the local signals to accomplish oriented polarization.
The Rsr1 GTPase Module in Bud Site Selection
Haploid yeast cells bud in an axial budding pattern, where the new bud site occurs adjacent to a structure called the bud scar, leftover from the previous cell division. In contrast, diploid cells bud in a bipolar manner, where the firstgeneration daughter cell buds from the pole opposite its birth pole (distal pole), whereas the mother cell buds at either pole (Fig. 4 ) (Casamayor and Snyder 2002) . The evolutionary selection that led to these budding patterns is unclear, as mutations that randomize budding patterns do not obviously compromise vegetative growth. One idea yet to be experimentally explored is that these patterns may facilitate sexual reproduction. Haploid mother cells in the wild undergo mating type switching during G1, whereas the daughter cell maintains its original mating type. An axial budding pattern generates a tighter cluster of cells with opposite mating types than bipolar or random budding patterns, thus facilitating mating to return the population to diploidy. In contrast, for diploids, the bipolar budding patterns may result in more spread-out growth of a colony, allowing for better foraging of nutrients.
For bud site selection in both haploid and diploid yeast, a role for the small GTPase Rsr1 (Bud1) was revealed in a genetic screen designed to identify mutants specifically defective in bud site selection Figure 4 . Representation of the axial budding pattern of haploid budding yeast and the bipolar budding pattern of diploid budding yeast. In haploid cells, the new bud forms next to the scar from the previous division, resulting in an axial budding pattern. In diploid cells, the first generation daughter buds in a distal position relative to the scar, whereas in mother cells, the new bud can be formed either at a proximal or distal pole relative to the bud scar.
bud1, and the same screen also identified what turned out to be Rsr1's GAP, Bud2 (Park et al. 1993) , and GEF, Bud5 . Mutations in these genes randomize budding patterns but have minimal effects on the rate of budding or growth. Rsr1 is localized to the incipient bud site and this requires the membrane anchoring prenyl group attached to its COOH terminal CAAX box (Park et al. 2002) . Interestingly, Rsr1 is not simply a static cue for orienting growth axis, but rather it has an active role, as GTP turnover for Rsr1 is necessary for bud site selection (Ruggieri et al. 1992) , consistent with a requirement for both Bud2 and Bud5 in this process Park et al. 1993 ). Bud2 and Bud5 localize to the incipient bud site in a manner that is interdependent (Park et al. 1999; Kang et al. 2001; Marston et al. 2001; Kang et al. 2004b) , completing the colocalization of the Rsr1 GTPase module to this site. Although this is thought to lead to recruitment of essential polarity regulators, such as Cdc24 and Cdc42 (Zheng et al. 1995; Park et al. 1997; Kozminski et al. 2003) , it is likely, though not yet directly tested, that their bud site localization is in turn dependent on Cdc42. The necessity of the Rsr1 GTPase cycle, rather than simply active Rsr1, may lie in different roles for GTP and GDP bound Rsr1. Although Rsr1-GTP binds Cdc24 (Zheng et al. 1995; Park et al. 1997 ) and Cdc42 (Kozminski et al. 2003 ), Rsr1-GDP binds Bem1 (Park et al. 1997 ). Thus, the Rsr1 GTPase cycle enables dynamic interactions with Cdc24, Cdc42, and Bem1, which when combined with the proposed positive feedback loop constituted by these proteins (Fig. 3) ensures symmetry breaking in the correct orientation. It is also possible that these dynamic interactions also serve to secure Rsr1 localization to the site of Cdc42 accumulation.
A further insight into the role for Rsr1 in defining the bud site came from a high resolution fluorescence imaging paper that found that in rsr1 mutants, the location of the polar cap drifted along the cell periphery (Ozbudak et al. 2005) . Interestingly, the same phenomenon was observed in Dbud2 or Dbud5 cells, perhaps suggesting a role for the Rsr1 GTPase cycle in stabilization of the polar cap at a certain location. Similar to budding cells, a previous paper with multicolor concanavalin-A staining of cell wall mannoproteins in yeast shmoos showed that the site of polarized growth wanders in an rsr1 mutant also bearing a cdc24 mutant no longer recognizing a pheromone gradient (Nern and Arkowitz 2000a) . Together, these studies suggest that Rsr1 plays a key role in facilitating the formation of a stable site of polarization and may work through spatial cues and its GTPase cycle to confer dominance in site selection over random sites.
Relationship of the Rsr1 GTPase Module to Axial and Bipolar Bud Site Markers
Direct interactions with cortical proteins that mark the bud scars are thought to localize the Rsr1 GTPase module to the proper site for budding in either haploid or diploid cells. Bud3 and Bud4 proteins are necessary for the haploid axial budding pattern , and work alongside membrane proteins Axl1p and Axl2p (Bud10) (Fig. 5) (Halme et al. 1996; Roemer et al. 1996) . These proteins localize to the bud neck during the previous cycle (Chant et al. 1995; Halme et al. 1996; Roemer et al. 1996; Sanders and Herskowitz 1996; Lord et al. 2000; Lord et al. 2002) because of recruitment by the septins, which are evolutionarily conserved GTP-binding proteins that form complexes and filaments (Versele and Thorner 2005) . This localization is maintained after cytokinesis, thus marking the newest bud scar for the next round of budding. The link between these axial bud scar markers and the Rsr1 GTPase module came in the form of both biochemistry and imaging, as it was shown that proper Bud5 localization depends on Bud3 and Axl2 (Kang et al. 2001; Marston et al. 2001 ) and a direct interaction of Bud5 with Axl2 was observed with coimmunoprecipitation (Fig. 5) (Kang et al. 2001) . With the proper localization of the Rsr1-GEF Bud5, activation of Rsr1 can occur locally at the bud scar, which may in turn recruit the GAP Bud2. However, this binary description of the interactions linking the Rsr1-GTPase module to the chosen site is unlikely to be sufficient to adequately explain bud site selection.
The bipolar budding pattern of diploid cells is distinct from and even less well understood than the axial pattern of haploids, and is complicated by the fact that mother and daughter cells behave differently. For example, whereas actin cytoskeleton defects do not disrupt correct positioning of the bud site in daughters, they do randomize the budding pattern of mothers (Yang et al. 1997) . A mechanism explaining actin's role in this process remains unclear. Rax1 and Rax2 are transmembrane proteins necessary for bipolar, but not axial budding (Chen et al. 2000; Fujita et al. 2004 ).
These proteins are very stable (Chen et al. 2000) , consistent with the idea that the distal and proximal sites, once marked, may remain marked through multiple generations. BUD8 and BUD9 also encode integral membrane proteins (Harkins et al. 2001) , which play key roles in bipolar budding (Zahner et al. 1996; Harkins et al. 2001; Ni and Snyder 2001; Schenkman et al. 2002) , and interact with Rax1 and Rax2 to contribute to bud site selection (Fig. 5) (Kang et al. 2004a) . In daughter cells, GFP-tagged Bud8 and Bud9 localize strongly to the distal and proximal poles, respectively, as a result of bud tip and neck localization, respectively, during the cell cycle in which the daughter cell is born (Chen et al. 2000; Harkins et al. 2001; Schenkman et al. 2002; Kang et al. 2004a ). Yet, it is unclear why daughter cells consistently choose to bud at the distal site marked strongly by Bud8.
In diploid mother cells, budding from distal and proximal poles are equally likely. The finding that diploid Dbud8 or Dbud9 cells bud mostly at the proximal or distal poles, respectively (Zahner et al. 1996; Harkins et al. 2001) , is consistent with Bud8 and Bud9 being functional markers for the distal and proximal pole, respectively. However, many questions remain in regards to how these proteins might constrain budding at different poles. Most notably, in mother cells, both proteins localize weakly, if at all, to the poles (Harkins et al. 2001; Schenkman et al. 2002) , in contrast to their strong localization in first generation daughter cells. In addition, Bud8 does not localize correctly in the bud of bni1 mutants, probably as a result of abnormal actin cables, yet this failed localization seemingly does not disrupt the daughter budding pattern (Harkins et al. 2001) . These results all point to possible roles for Bud8 and Bud9 in site selection in addition to, or different from, action as a simple landmark. Bud8 and Bud9 interact with Bud5 (Kang et al. 2004b ) and can therefore impact Rsr1 activation (Fig. 5) , but when and where this interaction occurs remains unknown.
An additional puzzle is why budding occurs next to, as opposed to on top of, the bud scar Interactions between Rsr1-GTP and Rsr1-GDP with polarity regulators Bem1, Cdc24, and Cdc42 initiate amplification of the local cue through actindependent and Bem1-dependent feedback mechanisms, leading to formation of the polar cap in bud scar vicinity. T represents GTP, whereas D represents GDP.
that marks the site. A recent study revealed a mechanism for exclusion from exact overlap with the previous bud scar, which involves local inhibition of Cdc42 activity through localization of the GAP Rga1 at the bud scar (Tong et al. 2007 ). In the absence of Rga1 GAP activity, the new bud forms directly on top of the bud scar. Although this finding answered part of this long-standing question, it raised additional questions. Membrane markers are localized at the site of the previous bud, and direct interactions between these proteins and the Rsr1-GTPase module are proposed to mark the new site. However, on a molecular scale, there is great distance between the old bud scar and the new bud site. In this scenario, a direct physical link between membrane site markers and Bud5 cannot adequately explain bud site selection. The observation that the GAP activity toward Cdc42 precludes localization of the Rsr1-GTPase module directly on the site of membrane site markers suggests that Cdc42 must play a role in modulating the localization of Rsr1. This is in contrast to a strict hierarchical pathway where Cdc42 passively follows the cue provided by Rsr1 localization. Rather, this is consistent with the hypothesis that the Cdc42-based intrinsic polarization machinery, of which the Rsr1 module is a part, actively participates in orientated polarization by fine-tuning and amplifying the initial spatial signals provided by bud scar-associated proteins.
Polarity During Mating
Similar to budding, the main regulator of symmetry breaking in the yeast mating pathway is Cdc42. Cdc42 localizes to a small cap at the tip of the mating projection, toward which actin cables are oriented and growth materials are deposited (Fig. 1) . Though a stable shmoo will form under conditions of a uniform pheromone field (absence of a gradient in any specific direction), in the presence of a pheromone gradient, a mating projection forms toward the highest concentration as a mechanism for opposite mating types to align before cell fusion.
The physical links between the sensing of pheromone and the arrangement of the Cdc42-based symmetry breaking machinery are well established. In yeast, the mitogen activated protein kinase (MAPK) pathway mediates many downstream responses to activation of the pheromone receptor at the plasma membrane. In response to binding of mating pheromone to the receptor, the MAPK Fus3 is activated through a series of phosphorylation events and travels to the nucleus to activate gene expression required for mating (Schwartz and Madhani 2004) . Early work found that components of the MAPK and polarization pathways are linked. It was observed that Cdc42 and Cdc24 were both required for MAPK activation (Simon et al. 1995; Zhao et al. 1995) . The PAK Ste20, an effector of Cdc42 and an upstream member of the MAPK signaling pathway, binds to the dissociated G bg complex (Ste4 and Ste18) (Leeuw et al. 1998) , which dissociates from the a-subunit (Gpa1) after activation of the pheromone receptor at the plasma membrane (Fig. 6) . Activation of Ste20, which is responsible for activating Ste11 to initiate the MAPK phosphorylation cascade (Drogen et al. 2000) , requires Cdc42 (Peter et al. 1996; Moskow et al. 2000; Ash et al. 2003) . Thus, Cdc42 is a key integrator of pheromone response, ensuring that the activation of the MAPK pathway coincides with cell polarization induced by the intrinsic polarization machinery.
But how does activated Cdc42 accumulate at the location of active pheromone receptor? Similar to the budding process, this is thought to initiate upon recruitment of the GEF Cdc24 to the site of maximal pheromone receptor activation. As is often the case in robust signaling pathways, multiple intertwined interactions are involved. First, Bem1 interacts with the scaffold Ste5 Lyons et al. 1996) , which binds the G bg complex in a pheromone-dependent manner (Feng et al. 1998 ) and orchestrates the MAPK cascade (Schwartz and Madhani 2004) . As discussed earlier, Bem1 is likely to mediate a feedback loop between Cdc24 and Cdc42 during symmetry breaking (Fig. 3) . Second, the adaptor protein Far1 plays an important role in Cdc24 recruitment to the shmoo tip. Far1 was originally discovered as an inhibitor of the activity of G1-cyclin/CDK1 that is required for G1 cell cycle arrest in response to pheromone (Peter et al. 1993; Peter and Herskowitz 1994) . Ste4 (G b ) interacts with Cdc24, as detected by the two-hybrid assay (Zhao et al. 1995) , and this interaction was disrupted in Cdc24 mutants defective in pheromone gradient recognition (Nern and Arkowitz 1998) . Although in vitro Ste4 and Cdc24 interact strongly in the absence of any other proteins (Nern and Arkowitz 1998; Nern and Arkowitz 1999) , it was observed that the two-hybrid interaction between Ste4 and Cdc24 actually depends on Far1, and Far1 itself interacts with both Ste4 and Cdc24 (Butty et al. 1998; Nern and Arkowitz 1999) . Thus, it seems that in vivo, Far1 is a linker between clustering of pheromone receptor and Cdc24 localization (Fig. 6) . Adding to the complexity of this interaction network, Far1 also binds Bem1 through Cdc24 (Butty et al. Bem1 Figure 6 . Molecular interactions during pheromone induced cell polarization. (A) Polarized growth is initiated toward the activated pheromone receptor through a complex signaling network. Cdc24 accumulates in the region of activated pheromone receptor (G bg ) through interactions with the adaptor protein, Far1. The scaffold protein of the MAPK pathway, Ste5, binds both to G bg and Bem1, whereas Bem1 binds to Far1, further linking Cdc24 and Cdc42 to this site. Activation of Ste20, an upstream member of the MAPK pathway, is dependent on Cdc42, ensuring that MAPK activation and accumulation of Cdc42 occur at the same location. Activation of the kinase Fus3 plays a role in formin activation, which leads to an increase in nucleation of actin cables and possibly increased local transport of pheromone receptor and growth machinery. (B) Far1 plays a key role in determining if Cdc24 will localize to the presumptive bud site or the site of accumulated pheromone receptor. In cells undergoing pheromone response, a Far1-Cdc24 complex is exported from the nucleus. In the cytosol, Far1 plays a role in inhibition of CDK1, contributing to cell cycle arrest, whereas the Far1-Cdc24 complex localizes to the site of accumulation of pheromone receptor. In budding cells, Cdc24 is exported from the nucleus while Far1 undergoes proteolysis triggered by CDK1 phosphorylation. Cdc24 then reaches the plasma membrane likely because of interactions with Rsr1 and/or Bem1.
2002), which is linked to Ste5 (Lyons et al. 1996) . It is possible that many of these interactions are cooperative, and a high level of cooperativity may be instrumental to polarization in a spatially and temporally precise manner. Consistent with this notion, it was suggested that G bg binding to Far1 may induce a conformational change in Far1 and perhaps leads to its activation of Cdc24 . The regulation of Cdc24 by Far1 is also an important part of the decision of whether cells undergo mating response or budding (Fig. 6B) . In haploid cells in the G1 phase, Far1 is in the nucleus, perhaps in a complex with nuclear Cdc24 (Toenjes et al. 1999; Nern and Arkowitz 2000b; Shimada et al. 2000) . At bud emergence, G1-cyclin activation of CDK1 triggers degradation of Far1 Shimada et al. 2000) . This allows Cdc24 to be exported from the nucleus and find its way to the cortex, possibly through interactions with Rsr1 and Bem1. In contrast, pheromone receptor activation results in Far1 moving from the nucleus to cytosol (Butty et al. 1998 ). Cytosolic Far1 is stable, forms a complex with Cdc24, and inhibits CDK1 (Nern and Arkowitz 2000b) . In this way, regulation of the Cdc24-Far1 interaction impacts the morphogenic fate.
Underlying these complex signaling networks downstream of pheromone receptor, an actin-based feedback loop is also likely to operate and may in fact explain the essential role for actin in cell polarization in response to pheromone. It was shown that disruption of actin by LatA prevents polarization of the most upstream component of the mating pathwaythe pheromone receptor (Ayscough and Drubin 1998) , possibly reflecting a role for actin cables in targeting the seven-transmembrane receptor to the cell surface (Fig. 6 ). Activated receptor, through activation of Cdc42 and/or Fus3, as discussed previously, in turn regulates actin cable formation: Fus3 was shown to directly phosphorylate the formin Bni1 and the phenotype of fus3 mutants is consistent with a role in controlling actin cable formation and polarity establishment (Matheos et al. 2004 ).
ASYMMETRY RELEVANT TO THE PHYSIOLOGY OF THE POPULATION
Asymmetry in yeast is not limited to the growth machinery and morphogenesis of individual cells, but rather, occurs also on a physiological level presumably important for the fitness of the population. Below, we briefly highlight interesting studies in the areas of heterogeneous response of a population to mating pheromone, mother-bud asymmetry allowing for mating type switching specifically in mother cells, and yeast aging.
To examine population heterogeneity in pheromone response, and expand on the groundbreaking work on pheromone recognition (Segall 1993) , two groups recently took advantage of improving technology in the field of microfluidics and studied in fine detail the accuracy of gradient recognition. Interestingly, these studies observed bistability within the population at intermediate pheromone levels, where some cells responded fully and others did not respond at all, and a range of morphologies at low pheromone concentration-from filamentous structures at very low pheromone concentration where the new bud is orientated toward the weak signal, or wide shmoos that simply bend toward the gradient (Paliwal et al. 2007; Moore et al. 2008) . These results point to the conclusion that pheromone response in yeast is not simply on or off at the population level, but that at low pheromone levels a range of responses and morphologies can occur in individual cells. Feedback mechanisms amplifying signal response on a stochastic basis likely play a role in the presence of these coexisting states.
During yeast asexual reproduction, there is also an asymmetry in the fate of the progeny cells. Namely, the mother and the bud that result from each cell division are different in at least two ways. First, yeast cells have a finite reproductive longevity (20 -30 divisions) (Mortimer and Johnston 1959) , and although the mother cells may be of any age, the new bud is always born with highest reproductive potential. Recent work has begun to detail Aguilaniu et al. 2003; Erjavec et al. 2007; Macara and Mili 2008; Shcheprova et al. 2008) . Second, although the bud maintains its sexual identity at birth, in the wild the mother can switch mating types as a mechanism to transition to sexual reproduction within the population. Mating-type switching is inhibited in buds because of asymmetric localization of AHS1 mRNA, where it locally represses expression of HO endonuclease (Gonsalvez et al. 2005; Macara and Mili 2008; Paquin and Chartrand 2008) . These exciting new areas are expanding the field of polarity research and providing new insights into the role of asymmetry in the fitness of the organism at the populational level.
SUMMARY AND PERSPECTIVE
Yeast has been a pioneering and highly productive model for the study of symmetry breaking and polarized morphogenesis. Not only have yeast studies been proficient in flushing out a large number of genes involved in these processes, some fundamental principles for symmetry breaking have also begun to emerge. The morphogenetic responses for bud growth and shmoo formation rely on mechanisms that bring about symmetry breaking with or without pre-existing spatial cues. Current evidence suggests that positive feedback is an important mechanism underlying the intrinsic capacity of yeast cells to break symmetry through amplification of stochastic fluctuations. However, it is also clear that under physiological conditions, yeast polarization is directed faithfully by spatial cues in the form of bud scars or a pheromone gradient. Even though our understanding of molecular mechanisms underlying bud site selection and pheromone gradient sensing remain incomplete, available data suggest that these spatial cues harness the intrinsic cell polarity machinery by influencing the activity and/or localization of Cdc24, the GEF protein for the highly conserved GTPase Cdc42, consistent with the idea that regulatory linkages are preferred substrates for variation in the evolution of new functionality (Gerhart and Kirschner 2007) .
Classical molecular genetic approaches have been enormously fruitful in the identification of the molecular parts list of the machinery that control cell polarity and morphogenesis, and have compiled a wealth of information on the function and possible interactions of the identified genes. Unsolved mechanistic issues remain abundant because of limitations in traditional approaches in yeast. For example, a clear picture of the relative location and abundance of GTP versus GDP bound Cdc42 in vivo is lacking. Second, although a great deal of speculations have been made on the sequence of molecular interactions during the establishment of the polar cap, there is little direct imaging data supporting these speculations. A mechanistic explanation of bud site selection, accounting for the dynamic interactions and feedbacks between bud scar components and the intrinsic polarity machinery, and how a small pheromone gradient is sensed accurately, remain fertile areas of research that are likely to lend important insights into how cells can polarize in response to a variety of signals.
Future advances in this field will require application of quantitative microscopy-based tools to obtain temporally and spatially resolved information on dynamic molecular interactions directly in the cell. It is increasingly clear that the control of cell polarity involves complex, intertwined, and highly dynamic protein interactions, and as such a reductionist mindset and binary description of protein activities or interactions will unlikely be sufficient for describing the behavior and design principles of the cell polarity processes. Systems biology approaches, such as mathematical modeling and network simulation, will be invaluable for building and testing quantitative models of both symmetry breaking and spatially-directed cell polarization and for generating important hypotheses for experimental exploration of underlying mechanisms.
