Abstract. We consider imaginary Verma modules for quantum affine algebra Uq( sl(2)) and define a crystal-like base which we call an imaginary crystal basis using the Kashiwara algebra Kq constructed in earlier work of the authors. In particular, we prove the existence of imaginary like bases for a suitable category of reduced imaginary Verma modules for Uq( sl (2)).
Introduction
We consider imaginary Verma modules for quantum affine algebra U q ( sl(2)) and define a crystal-like base which we call an imaginary crystal basis using the Kashiwara algebra K q constructed in earlier work of the authors. In particular, we prove the existence of imaginary crystal-like bases for a suitable category of reduced imaginary Verma modules for U q ( sl(2)).
Consider the affine Lie algebra g = sl(2) with Cartan subalgebra h. Let {α 0 , α 1 } be the simple roots, δ = α 0 + α 1 the null root and ∆ the set of roots for g with respect to h. Then we have a natural (standard) partition of ∆ = ∆ + ∪ ∆ − into set of positive and negative roots. Corresponding to this standard partition we have a standard Borel subalgebra from which we induce the standard Verma module. Let S = {α 1 + kδ | k ∈ Z} ∪{lδ | l ∈ Z >0 }. Then ∆ = S ∪−S is another closed partition of the root system ∆ which is not Weyl group conjugate to the standard partition. The classification of closed partitions of the root system for affine Lie algebras was obtained by Jakobsen and Kac [JK85, JK89] , and independently by Futorny [Fut90, Fut92] . In fact for affine Lie algebras there exists a finite number (≥ 2) of inequivalent Weyl group orbits of closed partitions. For the affine Lie algebra g the partition ∆ = S ∪ −S is the only nonstandard closed partition which gives rise to a nonstandard Borel subalgebra. The Verma module M (λ) with highest weight λ induced by this nonstandard Borel subalgebra is called the imaginary Verma module for g. Unlike the standard Verma module, the imaginary Verma module M (λ) contain both finite and infinite dimensional weight spaces.
For generic q, consider the associated quantum affine algebra U q ( g) ( [Dri85] , [Jim85] ). Lusztig [Lus88] proved that the integrable highest weight modules of g can be deformed to those over U q ( g) in such a way that the dimensions of the weight spaces are invariant under the deformation. Following the framework of [Lus88] and [Kan95] , it was shown in ( [CFKM97] , [FGM98] ) that the imaginary Verma modules M (λ) can also be q-deformed to the quantum imaginary Verma modules M q (λ) in such a way that the weight multiplicities, both finite and infinite-dimensional, are preserved.
Lusztig [Lus90] from a geometric view point and Kashiwara [Kas91] from an algebraic view point introduced the notion of canonical bases (equivalently, global crystal bases) for standard Verma modules V q (λ) and integrable highest weight modules L q (λ). The crystal base ( [Kas90, Kas91] ) can be thought of as the q = 0 limit of the global crystal base or canonical base. An important ingredient in the construction of crystal base by Kashiwara in [Kas91] , is a subalgebra B q of the quantum group which acts on the negative part of the quantum group by left multiplication. This subalgebra B q , which we call the Kashiwara algebra, played an important role in the definition of the Kashiwara operators which defines the crystal base. In [CFM10] we constructed an analog of Kashiwara algebra, denoted by K q for the imaginary Verma module M q (λ) for the quantum affine algebra U q ( g) by introducing certain Kashiwara-type operators. Then we proved that a certain quotient N − q of U q ( g) is a simple K q -module and gave a necessary and sufficient condition for a particular quotientM q (λ) (called reduced imaginary Verma module) of M q (λ) to be simple. These results were generalized to any affine Lie algebra of ADE type in [CFM14] .
In this paper we consider a category O q red,im of U q ( g)-modules and define a crystal-like basis which we call imaginary crystal basis for modules in this category. We show that the reduced imaginary Verma modulesM q (λ) are in O q red,im . Then we show that any module in O q red,im is a direct sum of reduced imaginary Verma modules for U q ( g). Finally we prove the existence of imaginary crystal basis for the reduced imaginary Verma moduleM q (λ).
The paper is organized as follows. In Sections 2 we recall necessary definitions and properties about the algebra U q ( g) that we need. In Section 3 we recall the definitions and relations of Ω-operators defined in [CFM10] . In Section 4, we recall the definition of the Kashiwara algebra K q and the symmetric bilinear form ( , ) on the simple K q -module N − q from [CFM10] and show that this form satisfies certain orthonormality condition modulo q 2 and is non-degenerate. In Section 5 we recall the definitions and properties of imaginary Verma modules M (λ) for the affine Lie algebra g and the reduced imaginary Verma modulesM (λ). In Section 6 we define the category O red,im of g-modules and show that this category is a Serre category and any module in this category is a direct sum of some simple reduced imaginary Verma modules. In Section 7 we recall some basic results about quantized imaginary Verma modules and reduced quantized imaginary Verma modules for U q ( g). In Section 8 we define the category O q red,im of U q ( g)-modules containing the reduced quantized imaginary modulesM q (λ) and define Kashiwara type operatorsΩ ψ (m) andx − m onM q (λ). In Section 9 we define the imaginary crystal basis for any module M ∈ O q red,im and prove the existence of an imaginary crystal basis for any reduced quantized Verma moduleM q (λ).
2. Notation 2.1. Let F denote a field of characteristic zero. The quantum group U q (A (1) 1 ) is the F(q 1/2 )-algebra with 1 generated by
1 ) can be given a Hopf algebra structure with a comultiplication given by
and an antipode given by
There is an alternative realization for U q (A
1 ), due to Drinfeld [Dri85] , which we shall also need. Let U q be the associative algebra with 1 over F(q 1/2 ) generated by the elements x
, and γ ± 1 2 with the following defining relations:
The algebras U q (A (1) 1 ) and U q are isomorphic [Dri85] . The action of the isomorphism, which we shall call the Drinfeld Isomorphism, on the generators of U q (A (1) 1 ) is given by:
If one uses the formal sums (2.13)
Drinfeld's relations (3), (8)-(10) can be written as
where g(t) = g q (t) = k≥0 g(r)t k is the Taylor series at t = 0 of the function (q 2 t − 1)/(t − q 2 ) and δ(z) = k∈Z z k is the formal Dirac delta function.
Remark 2.1.1. Writing g(t) = g q (t) = r≥0 g(r)t r we have
Considering Serre's relation with k = l, we get
The product on the right side is in the correct order for a basis element. If k + 1 > l and k = l in (2.9), then k + 1 > l + 1 so that k ≥ l + 1, and thus we can write
and then after repeating the above identity, we will eventually arrive at sums of terms that are in the correct order. This is the opposite ordering of monomials as we had previously.
Ω-operators and their relations
Let N N * denote the set of all functions from {kδ | k ∈ N * } to N with finite support. Then we can write
Consider now the subalgebra N As in our previous paper we set
and
where G 1 := 1. As in our previous work we define a collection of operators
Note that Ω ψ (u)(1) = Ω φ (u)(1) = 0. More generally let us writē
Thus for a fixed m and k-tuple (n 1 , . . . , n k ) the sum
The identities in Proposition 3.0.2 can be rewritten as
which may be written out in terms of components as
We also have by (3.8)
as operators on N − q . We can also write (3.4) in terms of components and as operators on N − q (3.14)
The sum on the right hand side turns into a finite sum when applied to an element in N − q , due to (3.3).
The Kashiwara algebra K q
The Kashiwara algebra K q is defined to be the
. Then the γ ±1/2 are central and the following relations (which are implied by (3.14)) are satisfied
together with
There is a unique symmetric bilinear form ( , )
and define the length of such a Poincare-Birkhoff-Witt basis element to be |m| = n.
On the other hand if n = l with
and the form is symmetric.
Proof. The fact that the form is symmetric comes from Proposition 4.0.3 above. Suppose n > l. Then
By the Serre relations (2.20) and (2.21)
is a sum of monomials of length l − 1 we can use induction to see that
by (3.14).
For n = 2 we have by (3.14) for
where H is the Heaviside function given by H(n) = 1 if n ≥ 0 and
If k 2 − m 1 = 1, then the second summand above is nonzero if and only if m 2 − k 1 = 1. But then
which is impossible. Hence for n = 2, we have (4.5).
Assume that (4.5) holds up to Poincare-Birkhoff-Witt monomials of length n−1. Let us first prove by induction that for all 1 ≤ i ≤ n − 1 and any p ∈ N,
sn is not necessarily a PBW monomial). We say that (s 2 , . . . , s n ) has k ascending inversions if the number of pairs of indices (i, l) with i < j and s i < s j is k. Recall the Serre relations (2.20) and (2.21). Suppose there is an ascending inversion at the pair of indices (i, i + 1) with s i = k and
Then we have decreased the number of ascending inversions and by induction on the number of inversion on products of length n − 1 we conclude
Suppose there is an ascending inversion at the pair of indices (i, i + 1) with s i = l and s i+1 = k + 1 with l < k, then
Observe that the number of ascending inversions in the first two summands has decreased by one and the last summand can also be rewritten as a sum of terms that have a decrease in the number of ascending inversions. By induction on the number of inversion on products of length n − 1 we again conclude
For the first statement (4.6) we begin at i = n − 1. By (3.14) and (4.9) this is
Suppose (4.6) is true for i + 1 ≤ n − 1. Then
Hence (4.6) is proved. Now we want to prove a refined special case of (4.6): For any 1 ≤ i ≤ n − 1 and t ∈ Z ≥0 one has
Here we assume k 1 ≥ k 2 ≥ · · · ≥ k n . For i = n − 1 this is just (4.10). Now for any t ≥ 0 we assume that (4.11) is true for i + 1 ≤ n − 1. Then by (4.6) and induction we have
where we used the fact that all monomials appearing are of PBW type with weakly decreasing indices. But the second summand in the last congruence above is nonzero only if
which is impossible for t ≥ 0. Hence the second summand is zero modulo mod
. This completes the proof of (4.11). Now we show the induction step to complete the proof of the proposition:
where we used (4.6) in the third line and (4.11) in the fourth line. The second summand in the last congruence is nonzero if and only if m 1 + 1 = k 2 , m 2 = k 1 + 1, m 3 = k 3 , . . . m n = k n . But this means that
which is a contradiction. This completes the proof of the proposition. 
Thus a k = 0 for all k.
Imaginary Verma Modules for A (1) 1
We begin by recalling some basic facts and constructions for the affine KacMoody algebra A
(1) 1 and its imaginary Verma modules. See [Kac90] for Kac-Moody algebra terminology and standard notations.
The algebra A
(1) 1 is the affine Kac-Moody algebra over field F with generalized Cartan matrix A = (a ij ) 0≤i,j≤1 = 2 −2 −2 2 . The algebra A
1 has a ChevalleySerre presentation with generators e 0 , e 1 , f 0 , f 1 , h 0 , h 1 , d and relations
Alternatively, we may realize A
1 through the loop algebra construction
with Lie bracket relations
for x, y ∈ sl 2 , n, m ∈ Z, where ( , ) denotes the Killing form on sl 2 . For x ∈ sl 2 and n ∈ Z, we write x(n) for x ⊗ t n .
Let ∆ denote the root system of A
1 , and let {α 0 , α 1 } be a basis for ∆. Let δ = α 0 + α 1 , the minimal imaginary root. Then
The universal enveloping algebra
is the associative algebra over F with 1 generated by the elements h 0 , h 1 , d, e 0 , e 1 , f 0 , f 1 with defining relations 
Corresponding to the loop algebra formulation of A (1) 1 is an alternative description of U (A (1) 1 ) as the associative algebra over F with 1 generated by the elements
5.3.
A subset S of the root system ∆ is called closed if α, β ∈ S and α + β ∈ ∆ implies α + β ∈ S. The subset S is called a closed partition of the roots if S is closed, S ∩ (−S) = ∅, and S ∪ −S = ∆ [JK85] , [JK89] , [Fut90] , [Fut92] . The set
is a closed partition of ∆ and is W × {±1}-inequivalent to the standard partition of the root system into positive and negative roots [Fut94] .
± = α∈Sĝ ±α . In the loop algebra formulation ofĝ, we have that g
+ is the subalgebra generated by e(k) (k ∈ Z) and h(l) (l ∈ Z >0 ) and g
(S)
− is the subalgebra generated by f (k) (k ∈ Z) and h(−l) (l ∈ Z >0 ). Since S is a partition of the root system, the algebra has a direct sum decomposition
+ .
Let U (g (S)
± ) be the universal enveloping algebra of g (S)
± . Then, by the PBW theorem, we have
− ) is generated by f (k) (k ∈ Z), h(−l) (l ∈ Z >0 ) and U (h), the universal enveloping algebra of h, is generated by h, c and d.
Let λ ∈ P , the weight lattice ofĝ = A
(1)
Any submodule of a weight module is a weight module. A U (ĝ)-module V is called an S-highest weight module with highest weight λ if there is a non-zero
− ) · v λ . An S-highest weight module is a weight module.
For λ ∈ P , let I S (λ) denote the ideal of U (A
1 )/I S (λ) to be the imaginary Verma module of A (1) 1 with highest weight λ. Imaginary Verma modules have many structural features similar to those of standard Verma modules, with the exception of the infinite-dimensional weight spaces. Their properties were investigated in [Fut94] , from which we recall the following proposition [Fut94, Proposition 1, Theorem 1].
− )-free module of rank 1 generated by the S-highest weight vector 1 ⊗ 1 of weight λ.
1 )-module generated by some S-highest weight vector v of weight λ. Then there exists a unique surjective homomorphism ϕ : 1 ) generated by I S (λ) and h(l) for all l. SetM
is a homomorphic image of M (λ) which we call the reduced imaginary Verma module. The moduleM (λ) has a Λ-gradation:
The category O red,im
Let G be the Heisenberg subalgebra, G = k∈Z\{0}ĝ kδ ⊕ Fc. We say that a nonzeroĝ-module V is G-compatible if i). V has a decomposition V = T F (V )⊕T (V ) into a sum of nonzero G-submodules such that ii). G is bijective on T F (V ) (that is, any nonzero element g ∈ G is a bijection on T F (V )) and T F (V ) has no nonzeroĝ-submodule, iii).
The category O red,im has as objectsĝ-modules M such that (1)
Note dim M ν may be infinite dimensional. (2) e n = e ⊗ t n acts locally nilpotently for any n ∈ Z. (3) M is G-compatible. The morphisms in the category areĝ-module homomorphisms. For example direct sums of reduced imaginary Verma modulesM (λ) are in the category O red,im . In this case T F (M (λ)) = ⊕ k∈Z,n∈Z>0M (λ) λ−nα+kδ and T (M (λ)) =M (λ) λ ≃ F.
A loop module for g is any representation of the formM := M ⊗ F[t, t −1 ] where M is a highest weight module for sl(2, F) and
Here x · m is the action of x ∈ sl(2, F) on m ∈ M .
Proposition 6.0.2.
(1) The loop modulesM with M in the category O for sl(2, F) are not in O red,im .
(2) For λ, µ ∈ h * red one has Ext
Proof. SupposeM is a loop module with M ∈ O for sl(2, F). ThenM satisfies condition (1) and (2) from above. AssumeM = T F (M ) ⊕ T (M ) satisfies (i)-(iii) above. Now take any
so that λ(h) = 0 which contradicts λ ∈ h * red . Then T (M ) = 0 andM = T F (M ) which is aĝ-module contradicting (i) and (ii) and thus (3).
For (2) we need to show that there are no nontrivial extensions between reduced imaginary Verma modulesM (λ) andM (µ). If µ = λ + kδ for some integer k then any extension ofM (λ) by itself has a two dimensional highest weight space of weight λ. Any highest weight vector in this space generates an irreducible submodule and thus the extension splits as a direct sum of two submodules each isomorphic tō M (λ).
Indeed suppose now µ = λ + kδ − sα for some integers k and s > 0. Consider a short exact sequence Recall that e 0 acts locally nilpotently onv µ . Moreover, e t 0v µ = 0 if t < s, otherwise e t−1 0v µ would generate a submodule inM (λ) which is a contradiction. So, e s 0vµ = 0 if k = 0 and e s−1 0v µ = 0 if k = 0. Without loss of generality we assume the latter. Suppose s > 1. Consider an sl(2)-subalgebra a generated by e 0 and f 0 and an a-module generated byv µ . This module is a non trivial extension of two Verma modules over a with highest weights λ + kδ − α and λ + kδ − sα. But this is impossible (e.g. these modules have different central characters). Suppose now s = 1. Then apply the same argument to an sl(2)-subalgebra generated by e k and f k . Assuming e kvµ = 0 we obtain a contradiction as above. Therefore, M =M (λ) ⊕M (µ) completing the proof. 
which is a contradiction. Hence w ′ generates a submodule isomorphic to a reduced imaginary Verma module containing W . Thus each nonzero element of T (M ) generatesM (λ) for some λ.
Corollary 6.0.5. The category O red,im is closed under taking subquotients and direct sums so it is a Serre category.
Quantized Imaginary Verma modules
Let Λ denotes the weight lattice ofĝ = A Suppose now that λ(c) = 0. Then γ ± 1 2 acts on M q (λ) by 1. Consider the ideal J q (λ) of U q generated by I q (λ) and a(l) for all l. Denotẽ
ThenM q (λ) is a homomorphic image of M q (λ) which we call the reduced quantized imaginary Verma module. The moduleM q (λ) has a Λ-gradation: Let G q be the quantized Heisenberg subalgebra generated by h k , k ∈ Z \ {0} and γ. We say that a nonzero
Hence the following result follows. 
Imaginary A-lattices and imaginary crystal basis
Let A 0 (resp. A ∞ ) to be the ring of rational functions in q 1/2 with coefficients in a field F of characteristic zero, regular at 0 (resp. at ∞). Let A = F[q 1/2 , q −1/2 ,
1
[n]q , n > 1], and P = {−kα + mδ | k > 0, m ∈ Z} ∪ {0}. Let M be a U q (ĝ)-module in the category. We call a free A 0 -submodule L of M an imaginary crystal A 0 -lattice of M if the following hold (i). For µ = λ − kα + mδ,
Now observe (i) is satisfied for L = L(λ) as well as
(1) for L(λ) µ := L(λ) ∩M q (λ) µ one has L(λ) = λ∈P L(λ) µ , and
where first statement follows from (2.20) and (2.21) and the last statement follows from (2.20), (2.21), (3.14) and the fact that g q (r) ∈ A for r ∈ Z by (2.19). Thus L(λ) is an imaginary crystal lattice.
Proposition 9.0.9.
Proof. Let R denote the right hand side of the above equality. We have the inclusion L(λ) ⊆ R by Proposition 4.0.4. For the other inclusion let u ∈ R and by clearing denominators we can find a smallest n ≥ 0 such that q n/2 u ∈ L(λ). If n > 1 then (q n/2 u,M q (λ)) ≡ 0 mod q n/2 A 0 .
By Proposition 4.0.4 ( , ) is non-degenerate modulo q 2 L(λ), we must have q n/2 u ≡ 0 mod q 2 L(λ). Hence q (n/2)−2 u ∈ L(λ) which contradicts the minimality of n. Thus u ∈ L(λ). 
