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PRECOMPLETE CLONES ON INFINITE SETS WHICH ARE
CLOSED UNDER CONJUGATION
MICHAEL PINSKER
Abstract. We show that on an infinite set, there exist no other precomplete
clones closed under conjugation except those which contain all permutations.
Since on base sets of some infinite cardinalities, in particular on countably
infinite ones, the precomplete clones containing the permutations have been
determined, this yields a complete list of the precomplete conjugation-closed
clones in those cases. In addition, we show that there exist no precomplete
submonoids of the full transformation monoid which are closed under conju-
gation except those which contain the permutations; the monoids of the latter
kind are known.
1. Background and the result
Let X be a set and denote for all n ≥ 1 the set of n-ary operations on X by
O(n). The union O =
⋃
n≥1 O
(n) is the set of all operations on X of finite arity.
A clone is a subset of O which contains all projections, i.e. all functions of the
form pink (x1, . . . , xn) = xk (1 ≤ k ≤ n), and which is closed under composition
of functions. Ordering the clones on X by set-theoretical inclusion, one obtains a
complete algebraic lattice Cl(X). We are interested in the structure of this lattice
for infinite X , in which case it has cardinality 22
|X|
.
We call a clone precomplete or maximal iff it is a dual atom in Cl(X). The
number of precomplete clones on an infinite base set equals the size of the whole
clone lattice ([15]), and there is little hope to determine all of them. However, the
precomplete clones which contain O(1) have been determined on some infinite X
([2], [5]).
Theorem 1. If X is countably infinite or of weakly compact cardinality, then there
are exactly two precomplete clones Pol(T1) and Pol(T2) above O
(1).
For most other cardinalities of X , the number of precomplete clones above O(1)
is 22
|X|
, so in those cases it seems impossible to find them all ([5]).
The precomplete clones which contain the set of permutations S of the base
set but not O(1) have been determined on countably infinite X in [6], and we
extended this result to all X of regular cardinality in [13]. To describe these clones,
the following concept was used: For a submonoid G ⊆ O(1), define the clone of
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polymorphisms Pol(G ) to consist of all f ∈ O satisfying f(g1, . . . , gn) ∈ G whenever
g1, . . . , gn ∈ G , where n ≥ 1 is the arity of f . Call a subset S ⊆ X large iff |S| = |X |,
and small otherwise; S is co-large (co-small) iff its complement is large (small). A
property holds for almost all x ∈ X iff there is a co-small S ⊆ X such that the
property holds for all x ∈ S. A function f ∈ O(1) is almost surjective iff almost all
x ∈ X are in the range of f . Then we have
Theorem 2. Let X be a set of regular cardinality κ. The precomplete clones over
X which contain all bijections but not all unary functions are exactly those of the
form Pol(G ), where G ∈ {A ,B, E ,F} ∪ {Gλ : 1 ≤ λ ≤ κ, λ a cardinal} is one of
the following submonoids of O(1):
(1) A = {f ∈ O(1) : f−1[{y}] is small for almost all y ∈ X}
(2) B = {f ∈ O(1) : f−1[{y}] is small for all y ∈ X}
(3) E = {f ∈ O(1) : f is almost surjective}
(4) F = {f ∈ O(1) : f is almost surjective or constant}
(5) Gλ = {f ∈ O
(1) : if A ⊆ X has cardinality λ then |X \ f [X \A]| ≥ λ}
Clones containing the permutations S have the property that they are closed
under conjugation, that is, C = {γ−1(f(γ(x1), . . . , γ(xn))) : f ∈ C , γ ∈ S }. We
call clones with this property symmetric; they are interesting because they are
independent of the order or, indeed, any other structure that one might associate
with the base set. But a clone need not contain S in order to be symmetric: For
example, the clone consisting only of the projections and the constant functions is
conjugation-closed.
The set of symmetric clones is a sublattice Clsym(X) of the clone lattice. Whereas
Cl(X) need not be dually atomic [3], that is, not every nontrivial clone is contained
in a precomplete one, the sublattice of symmetric clones is. This is because there
exist finitely many functions such that the only symmetric clone containing those
functions is O: If α ∈ S is a permutation of X which has large support (i.e., if
{x ∈ X : α(x) 6= x} is large), then α together with its conjugates (that is, all
functions of the form γ−1 ◦α ◦ γ, where γ ∈ S ) generate S ([16] for the countable
and [1] for the uncountable case). And it is well-known that O is finitely generated
over S (see for example [6] for countably infinite and [13] for arbitrary infinite X).
In the light of Theorems 1 and 2, it is natural to ask whether it is possible to
obtain a list of all symmetric precomplete clones not containing S . We give the
answer to this in this article.
Theorem 3. Let X be infinite. If C is a symmetric precomplete clone, then it
contains all permutations.
We emphasize that this theorem is about symmetric clones which are dual atoms
in Cl(X), and not about symmetric clones which are dual atoms in the sublattice
Clsym(X) of symmetric clones. There exist clones of the latter type which do not
contain all permutations: For example, the clone consisting of all f ∈ O for which
the set {x ∈ X : f(x, . . . , x) = x} is co-small does not contain S , is obviously
symmetric, and it follows easily from the complete description of the clone lattice
above this clone in [4] that there is no non-trivial symmetric clone containing it.
Corollary 4. If X has regular cardinality, then the symmetric precomplete clones
which do not contain O(1) are exactly those from Theorem 2. If X is countably
infinite or of weakly compact cardinality, then the symmetric precomplete clones
are exactly those from Theorems 1 and 2.
PRECOMPLETE CLONES CLOSED UNDER CONJUGATION 3
A unary clone is a clone consisting only of essentially unary functions, where by
an essentially unary function we mean one which depends on only one of its vari-
ables. Clearly, though formally different, unary clones can be seen as submonoids
of the full transformation monoid O(1) and we shall not distinguish between the
two notions. A precomplete unary clone is a dual atom in the lattice of submonoids
of O(1). In [2], all precomplete unary clones which contain all permutations were
determined on countably infinite X . The result was generalized in [13] to arbitrary
infinite sets: For a cardinal 1 ≤ λ ≤ |X | we call a function f ∈ O(1) λ-injective iff
there exists A ⊆ X with |A| < λ such that the restriction of f to X \A is injective.
Theorem 5. Let X be a set of infinite cardinality κ. If κ is regular, then the
precomplete submonoids of O(1) which contain the permutations are exactly the
monoid A and the monoids Gλ and Mλ for λ = 1 and ℵ0 ≤ λ ≤ κ, λ a cardinal,
where
• A = {f ∈ O(1) : f−1[{y}] is small for almost all y ∈ X}
• Gλ = {f ∈ O
(1) : if A ⊆ X has cardinality λ then |X \ f [X \A]| ≥ λ}
• Mλ = {f ∈ O
(1) : f is λ-surjective or not λ-injective}
If κ is singular, then the same is true with the monoid A replaced by
A
′ = {f ∈ O(1) : ∃λ < κ ( |f−1[{x}]| ≤ λ for almost all x ∈ X ) }.
We shall obtain the following result.
Theorem 6. Let X be infinite. The symmetric precomplete unary clones are ex-
actly those of Theorem 5.
It might be interesting to note that on finite X , all symmetric clones are known
([7],[8],[9],[12],[11], see also the survey paper [17]). If X has at least five elements,
then the only symmetric precomplete clone is the S lupecki clone of all functions
which are either essentially unary or take at most |X | − 1 values. In this case
the clone of all idempotent functions is the only other clone which is maximal in
Clsym(X) (but not in Cl(X), since it is properly contained in the clone of all f ∈ O
for which f(a, . . . , a) = a, for any fixed a ∈ X). For |X | < 5 the situation is more
complicated, see [17]. On all finite X with at least three elements, there exist
precisely two symmetric precomplete submonoids of O(1): The first one contains
all permutations, and is the monoid of all functions f ∈ O(1) which are either a
permutation or for which the set {x ∈ X : ∃y 6= x : f(x) = f(y)} has at least three
elements. The second one does not contain the permutations and consists of the
non-permutations plus all even permutations. That there are no other symmetric
precomplete monoids, even no other dual atoms in the lattice of symmetric monoids,
is not difficult to prove from the definitions of these two monoids and the fact ([10])
that if M is a symmetric monoid on a finite set X , then M ∪S is a monoid which
contains M .
Since on an infinite set X of size κ = ℵα there exist max{2
2|α| , 22
ℵ0
} submonoids
of O(1) containing S ([14]), describing all symmetric monoids or even clones seems
to be hopeless.
1.1. Notation. For a set of functions H ⊆ O, we use the common notation 〈H 〉
for the smallest clone containing H . If n ≥ 1, then H (n) denotes the n-ary
functions in H . In particular, if H ⊆ O(1) is a set of unary functions, then
〈H 〉(1) is the unary part of the clone generated by H and therefore nothing else
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than the monoid generated by H .
The unary projection pi11 is the identity function on X and we denote it also by id.
For S ⊆ X we denote the image of S under f by f [S].
2. Unary clones: The proof of Theorem 6
This section contains the proof of the simple unary case (Theorem 6). We start
by citing a theorem which is essential for the whole paper; for us, its most important
implication is that a symmetric clone which does not contain all permutations in
fact contains almost no permutations.
Theorem 7 ([16],[1]). If α ∈ S has large support, then α together with its conju-
gates generate S .
Corollary 8. If C is a symmetric clone which does not contain all permutations,
then C does not contain any permutation with large support.
Lemma 9. If G is a symmetric submonoid of O(1) and α ∈ S , then 〈{α}∪G 〉(1) =
{αn ◦ g : g ∈ G , n ≥ 0} = {g ◦ αn : g ∈ G , n ≥ 0}.
Proof. We begin with the first equality. It is clear that {αn ◦ g : g ∈ G , n ≥
0} ⊆ 〈{α} ∪ G 〉(1). The other inclusion we prove by induction over terms t in
〈{α} ∪ G 〉(1). The statement is obvious for t = α and t = g ∈ G . So assume that
t = α ◦ s, where s ∈ 〈{α} ∪ G 〉(1) satisfies the induction hypothesis. Then there
exist n ≥ 0 and g ∈ G with s = αn ◦ g so that we have t = αn+1 ◦ g. To finish
the induction, assume that t = h ◦ s, with h ∈ G and s ∈ 〈{α} ∪ G 〉(1) satisfying
the induction hypothesis, so that s = αn ◦ g for some n ≥ 0 and some g ∈ G . Set
h′ = α−n ◦ h ◦ αn. Then h′ ∈ G because G is symmetric, and h = αn ◦ h′ ◦ α−n.
Hence, t = h ◦ αn ◦ s = αn ◦ h′ ◦ α−n ◦ αn ◦ g = αn ◦ (h′ ◦ g) and we are finished.
Now for the second equality, observe that t = αn ◦ g, with n ≥ 0 and g ∈ G , if and
only if t = g′ ◦ αn, where g′ = αn ◦ g ◦ α−n ∈ G . 
Proof of Theorem 6. We show that if G is a symmetric submonoid of O(1), and
if G + S , then G is not precomplete. Take α ∈ S with large and co-large
support, and take β ∈ S with large and co-small support. Having large support,
neither α nor β are elements of G , by Corollary 8. If G was a precomplete monoid,
then every function in O(1) would be an element of 〈{α} ∪ G 〉(1), which equals
{αn ◦ g : g ∈ G , n ≥ 0} by Lemma 9. In particular, there would exist n ≥ 1 and
γ ∈ G such that β = αn◦γ. Obviously, γ has to be a permutation; being an element
of G , by Corollary 8 it must have small support. The power αn still has co-large
support, and so does αn ◦ γ. Hence, β cannot equal αn ◦ γ, so that we end up with
a contradiction. 
3. Non-unary clones: The proof of Theorem 3
We turn to the proof of Theorem 3. The reason why this is more difficult is that
with non-unary functions, Lemma 9 becomes more complicated.
Lemma 10. If C is a symmetric clone and α ∈ S and t ∈ O(n), then t ∈ 〈{α}∪C 〉
iff there exists some integer k ≥ 1, f ∈ C (n·k), and a sequence (ai,j : 1 ≤ i ≤ n, 1 ≤
j ≤ k) of nonnegative integers such that
t(x1, . . . , xn) = f(α
a1,1(x1), . . . , α
a1,k(x1), . . . , α
an,1(xn), . . . , α
an,k(xn)).
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Proof. It is clear that if t is of that form, then t ∈ 〈{α} ∪ C 〉. The other direction
we prove by induction over terms t in 〈{α}∪C 〉. The statement is obvious for t = α
and t = f ∈ C . So assume that t = α◦s, where s ∈ 〈{α}∪C 〉 satisfies the induction
hypothesis. Then s = f(αa1,1(x1), . . . , α
a1,k(x1), . . . , α
an,1(xn), . . . , α
an,k(xn)) for
some f ∈ C , k ≥ 1 and a sequence (ai,j) of integers. Set f
′ = α ◦ f ◦ α−1 ∈ C .
Then f = α−1 ◦ f ′ ◦ α and we can calculate
t = α ◦ s
= α ◦ α−1 ◦ f ′ ◦ α(αa1,1 (x1), . . . , α
a1,k(x1), . . . , α
an,1(xn), . . . , α
an,k(xn))
= f ′(αa1,1+1(x1), . . . , α
a1,k+1(x1), . . . , α
an,1+1(xn), . . . , α
an,k+1(xn)).
To finish the induction, assume that t = f(t1, . . . , tm), where f ∈ C
(m) and tl ∈
〈{α} ∪ C 〉(n) satisfies the induction hypothesis, 1 ≤ l ≤ m. Then
tl = fl(α
al
1,1(x1), . . . , α
al
1,kl (x1), . . . , α
aln,1(xn), . . . , α
aln,kl (xn))
for fl ∈ C , kl ≥ 1 and sequences (a
l
i,j : 1 ≤ i ≤ n, 1 ≤ j ≤ kl). By adding fictitious
variables to the fl, which we can do freely within a clone, we can assume that all kl
are equal to some k ≥ 1, and even that all sequences (ali,j : 1 ≤ i ≤ n, 1 ≤ j ≤ kl)
are identical with one sequence (ai,j : 1 ≤ i ≤ n, 1 ≤ j ≤ k). Then the fl are all of
the same arity k · n. Setting g = f(f1, . . . , fm) ∈ C , we obtain
t = g(αa1,1(x1), . . . , α
a1,k(x1), . . . , α
an,1(xn), . . . , α
an,k(xn)).

To make things more convenient, we consider permutations α which satisfy α2 =
id; then the preceding lemma becomes
Lemma 11. If C is a symmetric clone and α ∈ S satisfying α2 = id, and if
t ∈ O(n), then t ∈ 〈{α} ∪ C 〉 iff there exists f ∈ C (2n) such that
t(x1, . . . , xn) = f(α(x1), . . . , α(xn), x1, . . . , xn).
Proof. If t has such a representation, then it obviously is an element 〈{α} ∪ C 〉.
Conversely, let t ∈ 〈{α} ∪ C 〉. By the preceding lemma, t has a representation
t(x1, . . . , xn) = f(α
a1,1(x1), . . . , α
a1,k(x1), . . . , α
an,1(xn), . . . , α
an,k(xn))
for some k ≥ 1, a sequence (ai,j : 1 ≤ i ≤ n, 1 ≤ j ≤ k), and f ∈ C . Now because
α2 = id, all the exponents ai,j become either 0 or 1. Since a clone is closed under
identification of variables and under changing of the order of variables, as well as
under addition of fictitious variables, we can assume that α1(xi) and α
0(xi) occur
exactly once in the representation for each 1 ≤ i ≤ n, and that they occur in the
desired order. 
Definition 12. Let n ≥ 1. We say that H ⊆ O has the n-ary co-large approxi-
mation property iff for all f ∈ O(n) and all co-large S ⊆ X there exists g ∈ H (n)
such that g ↾Sn= f ↾Sn . We call the function g an approximation to f on S. H
has the co-large approximation property iff it has the n-ary co-large approximation
property for all n ≥ 1.
A reformulation of the definition of the co-large approximation property which
we will use heavily in the following is: H ⊆ O has the n-ary co-large approximation
property iff for all co-large S ⊆ X and all functions f : Sn → X there is a function
g ∈ H extending f toXn. We will give an example of a non-trivial clone having the
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co-large approximation property later in this paper (Proposition 25). The following
is not surprising since all finitary operations are generated by binary operations.
Lemma 13. Let C ⊆ O be a clone. Then C has the binary co-large approximation
property iff it has the co-large approximation property.
Proof. It suffices to show that the binary co-large approximation property implies
the co-large approximation property. Let f ∈ O(n) and S ⊆ X co-large. We want
to find in C an approximation to f on S. Without loss of generality, we can assume
S to be large. Fix a bijection j : X → S and set h = j ◦ f . Then h[Xn] ⊆ S, hence
h ↾Sn is an operation on S. Because on every set the binary functions generate all
finitary functions, h ↾Sn is generated by binary functions on S, all of which have
extensions to X in C by the binary co-large approximation property. Hence, there
exists g ∈ C (n) such that g ↾Sn= h ↾Sn . Moreover, again by the binary co-large
approximation property of C , there is t ∈ C (1) such that t ↾S= j
−1. Thus for
t ◦ g ∈ C we have t ◦ g ↾Sn= j
−1 ◦ j ◦ f ↾Sn= f ↾Sn , so t ◦ g is an approximation to
f on S. 
Lemma 14. Let C be symmetric and precomplete, and assume that C + S . Then
C has the co-large approximation property.
Proof. Let f ∈ O(n) and any co-large S ⊆ X be given. Take α ∈ S with support
X \ S and such that α2 = id, i.e., let α be the identity on S and let its cycles
on X \ S be any partition of X \ S into two-element sets. Because α has large
support, Corollary 8 implies that α /∈ C , and therefore 〈{α} ∪ C 〉 = O as C is
precomplete. By Lemma 11, there exists g ∈ C (2n) such that f(x1, . . . , xn) =
g(α(x1), . . . , α(xn), x1, . . . , xn). Set h(x1, . . . , xn) = g(x1, . . . , xn, x1, . . . , xn) ∈ C .
Since α is the identity on S, we have h(x1, . . . , xn) = g(x1, . . . , xn, x1, . . . , xn) =
g(α(x1), . . . , α(xn), x1, . . . , xn) = f(x1, . . . , xn) on S, whence h is an approximation
to f on S. 
Definition 15. We say that a function f ∈ O(1) is generous iff all equivalence
classes of its kernel are large. We set I0 to consist of all generous functions which
are onto.
The unary clone I0 is an example of a symmetric proper submonoid of O
(1)
having the unary co-large approximation property. Indeed, given any f ∈ O(1)
and any co-large S ⊆ X , then since X \ S is large we can find γ : X \ S → X
mapping X \ S onto X in such a way that γ−1[{y}] is large for all y ∈ X . Now
set g(x) = f(x) if x ∈ S, and g(x) = γ(x) if x /∈ S. Then g−1[{y}] is large for all
y ∈ X since g extends γ, so g ∈ I0; moreover, g is an approximation to f on S by
its definition.
Let f ∈ I0, and fix any x ∈ X . Then we have the following possibilities:
• There exist n ≥ 0 and p ≥ 1 such that fn(x) = fn+p(x).
• x, f(x), f2(x), . . . are all distinct.
In the first case, choosing p minimal with the property that there is n ≥ 0 such
that fn(x) = fn+p(x), we call the set of all elements y ∈ X such that there is k ≥ 0
with fk(y) = x or fk(x) = y, or equivalently the connectedness component of x
in the graph (X, f), a p-snail. In the second case, we call the set of all elements
of X connected to x a 0-snail. This definition is independent of the element of a
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snail we are looking at, that is, it depends only on the connectedness component
of x in (X, f). Indeed, let y ∈ X be connected to x; then there exists k ≥ 0 such
that either fk(y) = x or fk(x) = y. Assume without loss of generality the first
case holds. Now if fn(x) = fn+p(x) for some n ≥ 0 and p ≥ 1, and if p is minimal
with this property, then fk+n(y) = fk+n+p(y), so in particular y does not think
it is part of an infinite snail. Suppose there exist j ≥ 0 and 1 ≤ q < p such that
f j(y) = f j+q(y). Then f j+k(y) = f j+q+k(y) and so f j(x) = f j+q(x), contradicting
the minimality of p. Hence, y thinks it is in a p-snail too. If on the other hand
x, f(x), f2(x), . . . are all distinct then the same holds for y, for if f j(y) = f j+q(y)
for j ≥ 0 and q ≥ 1, then f j(x) = f j+k(y) = f j+q+k(y) = f j+q(x), contradiction.
Definition 16. We call a function f ∈ I0 rich iff it has a large number of p-snails
for all p ≥ 0.
If (ap)p∈ω is any sequence of cardinals ≤ κ which is not constantly zero, then
there exists a function f ∈ I0 whose number of p-snails is ap, for all p ∈ ω. Indeed,
let p > 0, take x0, . . . , xp−1 ∈ X , and define f(xi) = xi+1 for 0 ≤ i ≤ p − 2, and
f(xp−1) = x0. Moreover, let f map X \ {x0, . . . , xp−1} onto X in such a way that
the preimage of every y ∈ X is large. Now set X ′ to consist of all x ∈ X such that
there is k ≥ 0 with fk(x) ∈ {x0, . . . , xp−1}. Then the restriction of f to X
′ is a
function on X ′ which is onto and generous, and which has exactly one p-snail and
no other snails. Since |X ′| = |X |, such a function exists also on X . Similarly we
can prove the existence of functions having only one 0-snail and no other snails.
By taking the union over functions on disjoint sets, all of which have only one
snail, according to the sequence (ap)p∈ω , one obtains the function whose number
of p-snails is ap, for all p ∈ ω. In particular, rich functions exist.
Lemma 17. Let H ⊆ O have the unary co-large approximation property. Then
there exists a rich f ∈ H (1).
Proof. Fix any large and co-large S ⊆ X , and some T ⊆ S such that T and S \ T
are large. Take any m1 : T → T which is rich (as an operation on the base set
T ). Now let m2 : S \ T → X be so that m
−1
2 [{y}] is large for every y ∈ X . Set
m = m1 ∪m2 : S → X ; by the unary co-large approximation property of H , there
is a function f ∈ H (1) with f ↾S= m. Because f extends m2, every y ∈ X has a
large preimage under f ; thus, f ∈ I0. Being identical with m1 on T , f has a large
number of p-snails for all p ≥ 0, and we see that f is rich. 
Lemma 18. Let f, g ∈ I0. Then f and g have the same number of p-snails for
all p ≥ 0 iff there exists γ ∈ S such that f = γ−1 ◦ g ◦ γ.
Proof. If f = γ−1 ◦ g ◦ γ, then the structures (X, f) and (X, g) are isomorphic via
γ; this obviously implies that if x ∈ X is part of a p-snail of f , then γ(x) is part of
a p-snail of g. In particular, f and g have the same number of p-snails for all p ≥ 0.
Let on the other hand f and g have the same number of p-snails for all p ≥ 0;
we will construct an isomorphism γ : (X, f) → (X, g). Assume first that f and g
have exactly one p-snail and no other snails, where p > 0. There exist a, b ∈ X
such that fp(a) = a and gp(b) = b. Set A = {a, f(a), . . . , fp−1(a)} and B =
{b, g(b), . . . , gp−1(b)}; then, since we are in a p-snail, |A| = |B| = p. Now for every
x ∈ X there is a minimal n ≥ 0 such that fn(x) ∈ A; we say that x is on the
n-th level with respect to f . Levels with respect to g are defined analogously. We
define γ by induction over levels. Set γ(fk(a)) = gk(b), for all 0 ≤ k ≤ p− 1; that
8 M.PINSKER
defines γ on A, which constitutes exactly the 0-th level of f . To define γ on the
first level, consider the sets f−1[{x}] \ A and g−1[{γ(x)}] \B, for all x ∈ A. Since
they are both large, we can map the first bijectively onto the latter; we extend γ
by such a bijection. This defines γ for level 1. Say γ has already been defined
for all x of a level smaller than n, where n ≥ 2. Let x be at level n − 1 and
take again the sets f−1[{x}] and g−1[{γ(x)}]; this time we do not have to remove
the elements of A and B, since they are not mapped to level n − 1, as n ≥ 2.
The preimages are both large, so as on the first level, we map the first bijectively
onto the latter, and extend γ by such a bijection. This defines γ for level n, since
every y on level n is an element of the preimage of exactly one x of level n − 1.
Moreover, because every x ∈ X appears on exactly one level, γ is a function on
X , and it maps the n-th level with respect to f to the n-th level with respect
to g, for all n ≥ 0. We claim that γ is injective. Indeed, to see this we prove
by induction over levels that γ is injective on each level, which is sufficient as it
maps distinct levels of f to distinct levels of g. It is clear that γ is injective on A,
by definition. So let x, y be distinct elements of the n-th level, where n ≥ 1. If
f(x) 6= f(y), then by induction hypothesis γ(f(x)) 6= γ(f(y)) and so γ(x) 6= γ(y)
since γ(x) ∈ g−1[{γ(f(x))}] but γ(y) ∈ g−1[{γ(f(y))}]. If f(x) = f(y), then, since
both x and y are in f−1[{f(x)}] \A, and since γ maps f−1[{f(x)}] \A bijectively
onto g−1[{γ(f(x))}] \ B, we again have that γ(x) 6= γ(y), and the induction is
complete. To prove that γ is surjective, we again proceed by induction. If y ∈ B,
then it is in the range of γ. Now let y be on level n with respect to g, where n ≥ 1,
and assume that all elements of lower level are in the range of γ; then g(y) ∈ γ[X ]
by induction hypothesis. Let z be the element for which γ(z) = g(y). By definition
of g, f−1[{z}] \ A is mapped onto g−1[{γ(z)}] \ B = g−1[{g(y)}] \ B; therefore, y
has an element in f−1[{z}] mapped to it, so g is surjective. Now γ(f(x)) = g(γ(x))
for all x ∈ X by construction of γ, so γ is an isomorphism.
Assume next that f and g have only one 0-snail, and no other snails. Take any
a, b ∈ X , and set A = {a, f(a), f2(a), . . .} and B = {b, g(b), g2(b), . . .}. Define
γ(fk(a)) = gk(b), for all k ≥ 0; then proceed again defining γ by induction over
levels. As before, one checks that γ is an isomorphism.
Now if f and g have the same number of p-snails for all p ≥ 0, then fix for every
p ≥ 0 a bijection σp from the p-snails of f onto the p-snails of g. By the preceding
discussion, if ∂ is any p-snail of f , we can construct an isomorphism γ∂ from (∂, f)
onto (σp(∂), g). If we set γ to be the union over all γ∂ , for all snails ∂ of f , we
obtain an isomorphism between (X, f) and (X, g). 
Lemma 19. If C is a symmetric clone with the unary co-large approximation
property, then C contains all rich functions.
Proof. By Lemma 17, C contains a rich function. Hence it contains all rich functions
by the preceding lemma. 
Recall from Theorem 2 that E ⊆ O(1) consists of those functions in O(1) which
take all but a small set of values.
Lemma 20. If C is a symmetric clone which has the unary co-large approximation
property, and if C (1) ⊆ E , then C ⊆ Pol(E ).
Proof. Assuming that there exists f ∈ C \Pol(E ) we find g ∈ C (1) such that g /∈ E .
Because f /∈ Pol(E ), there exist α1, . . . , αn ∈ E such that f(α1, . . . , αn) /∈ E . Fix
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A ⊆ X small such that A ∪ αi[X ] = X for all 1 ≤ i ≤ n; this is possible since
the range of all αi is co-small. Choose S ⊆ X \ A large and co-large such that
f(α1, . . . , αn)[X ]∪{f(x, . . . , x) : x ∈ S} is still co-large. Set Y = X \(A∪S). Then
Y is large, implying that we can find γ ∈ O(1) mapping Y onto X . Now define for
all 1 ≤ i ≤ n
βi(x) =
{
αi ◦ γ(x), x ∈ Y
x, x ∈ A ∪ S.
Then f(β1, . . . , βn)[X ] = f(β1, . . . , βn)[Y ]∪f(β1, . . . , βn)[A∪S] = f(α1, . . . , αn)[X ]∪
{f(x, . . . , x) : x ∈ A ∪ S} is co-large. Let h ∈ O(1)be so that h[S] = S, h ↾S is
a rich function on the large set S, and such that it maps X \ S onto X in such
a way that every x ∈ X has a large preimage in X \ S under h. Then already
its definition on X \ S guarantees that h is onto and that all classes of its ker-
nel are large, so h ∈ I0. Because h is onto we have that for all 1 ≤ i ≤ n,
βi ◦h[X ] = βi[X ] = βi[Y ]∪A∪S = αi[X ]∪A∪S = X . Also, since all classes in the
kernel of h are large, so are those of βi ◦ h; therefore, βi ◦ h ∈ I0. Moreover, βi ◦ h
has a large number of p-snails for all p ≥ 0, since already h ↾S has this property
and βi ◦ h ↾S= h ↾S as βi ↾S= idS . Hence, βi ◦ h is rich and therefore an element
of C by Lemma 19. But f(β1 ◦ h, . . . , βn ◦ h)[X ] = f(β1, . . . , βn)[X ] is co-large so
that it suffices to set g = f(β1 ◦ h, . . . , βn ◦ h) ∈ C . 
Remember that the monoid F ⊆ O(1) is the union of E and all constant func-
tions.
Lemma 21. If C is a symmetric clone which has the unary co-large approximation
property, and if C (1) * E and C (1) ⊆ F , then C ⊆ Pol(F ).
Proof. A slight modification of the proof of the preceding lemma yields that as-
suming there is f ∈ C \ Pol(F ), we can find g ∈ C (1) such that g /∈ F . So let
f ∈ C \Pol(F ); then there exist α1, . . . , αn ∈ F such that f(α1, . . . , αn) /∈ F . Now
observe that the conditions C (1) * E and C (1) ⊆ F imply that C (1) contains a con-
stant function; hence it contains all constant functions as it is symmetric. The func-
tions α1, . . . , αn ∈ F are either constant or almost surjective; assume α1, . . . , αk are
constant, and αk+1, . . . , αn almost surjective, where 1 ≤ k < n. Note that k = n is
impossible for otherwise f(α1, . . . , αn) would be constant and thereby an element
of F . Consider f(α1, . . . , αk, xk+1, . . . , xn) as a (n− k)-ary function f˜ of the vari-
ables xk+1, . . . , xn. By the proof of the preceding lemma, we can find rich functions
βi ◦ h for k+ 1 ≤ i ≤ n such that g = f˜(βk+1 ◦ h, . . . , βn ◦ h) has co-large range. It
also follows from that proof that g[X ] ⊇ f˜(αk+1, . . . , αn)[X ] = f(α1, . . . , αn)[X ],
and so g is not constant. Therefore g /∈ F . Now it is enough to observe that
g = f(α1, . . . , αk, βk+1 ◦ h, . . . , βn ◦ h), and that all functions which appear here as
arguments of f are either constant or rich and thus elements of C , by Lemma 19.
Whence, g ∈ C (1), contradicting the assumption C (1) ⊆ F . 
Lemma 22. If C is a symmetric clone which has the unary co-large approximation
property, and if C (1) * F , then X = {ρ ∈ O(1) : |ρ[X ]| ≤ 2 and ρ is generous} is
contained in C .
Proof. To start with, let ρ ∈ X be so that it takes two distinct values c1, c2 ∈ X ,
and write θi = ρ
−1[{ci}], i = 1, 2. Take any f ∈ C
(1) \F . Since f is not constant
there exist a1 6= a2 in the range of f . Define s : f [X ] → {a1, a2} by s(a1) = a1
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and s(x) = a2 for all x 6= a1. Since f /∈ F we have that f [X ] is co-large, and so
the unary co-large approximation property of C implies that we can extend s to a
function g ∈ C (1). Choose any rich function h ∈ O(1); then h ∈ C by Lemma 19.
Therefore, g◦f ◦h is an element of C as well. Now since h is generous, so is g◦f ◦h.
Also, since h is onto and by the construction of g, g ◦f ◦h[X ] = g ◦f [X ] = {a1, a2}.
Write ζi = (g ◦ f ◦ h)
−1[{ai}], i = 1, 2. Since the ζi and the θi are large, there
exists γ ∈ S mapping θi onto ζi, for i = 1, 2. Then γ
−1 ◦ g ◦ f ◦ h ◦ γ is in C
as C is symmetric, and maps θi to γ
−1(ai), i = 1, 2. Now let t ∈ C
(1) be so that
it maps γ−1(ai) to ci, i = 1, 2. We can find such a t in C by the unary co-large
approximation property. Then t ◦ γ−1 ◦ g ◦ f ◦ h ◦ γ ∈ C , and it maps θi to ci,
i = 1, 2. Whence, it equals ρ so that we infer ρ ∈ C . Therefore C contains all
functions in X which take two values.
Now to see that C contains the constant functions as well, let c ∈ X , and let f
be as before. By the unary co-large approximation property, we can find q ∈ C (1)
mapping all elements of the co-large range of f to c. Then q ◦ f ∈ C is constant
with value c and we are done. 
Lemma 23. If C is a symmetric clone which has the co-large approximation prop-
erty, and if C ⊇ X , then there exists g ∈ C (1) having large and co-large range.
Proof. Choose any large and co-large T ⊆ X , and any element 0 ∈ T . Fix f ∈ C (2)
such that f [{0} ×X ] and f [X × {0}] are large, and such that f ↾T 2 is constantly
0. To obtain f , let S ⊆ X \ T be large and so that T ∪ S is co-large, and let
γ : S → X be onto. Then define a partial binary operation m to yield constantly
0 on T 2, and to satisfy m(s, 0) = m(0, s) = γ(s) for all s ∈ S. Since the domain
of m is contained in (S ∪ T )2 and S ∪ T is co-large, by the co-large approximation
property we can extend m to f ∈ C (2). Clearly, f yields constantly 0 on T 2 as m
does, and f [{0} ×X ] ⊇ f [{0} × S] = m[{0} × S] = γ[S] = X , and the same holds
for f [X × {0}], so f is indeed as desired. We distinguish two cases.
Case 1. For all c ∈ X it is true that f [X × {c}] and f [{c} × X ] are co-small.
Then consider an arbitrary large and co-large A ⊆ X with 0 /∈ A. Set Γ =
f−1[X \ A] ⊆ X2 and let α : X \ T → Γ be onto. By the assumption for this
case, f [X × {c}] \ A and f [{c} × X ] \ A are still large for all c ∈ X . Thus the
components αi = pi
2
i ◦ α hit every c ∈ X at a large number of arguments, i = 1, 2.
Moreover, by taking the union with any rich function on the base set T , we can
extend the αi to T so that αi[T ] = T and αi ↾T is rich. The resulting operations
αi ∈ O
(1) still hit every c ∈ X at a large number of arguments, so they are elements
of I0. Also, since they already have a large number of p-snails on T for all p ≥ 0,
they certainly still have this property on X . Therefore they are rich and hence
elements of C (1) by Lemma 19. But now setting g = f(α1, α2) ∈ C we have that
g[X ] = g[X \ T ] ∪ g[T ] = f(α1, α2)[X \ T ] ∪ {0} = f [X
2] \ A is large and co-large
and we are done.
Case 2. There exists c ∈ X such that either f [X × {c}] or f [{c} ×X ] is co-large,
say without loss of generality this is the case for f [{c} ×X ]. Since f [{0} ×X ] is
large we can choose Γ ⊆ X large and co-large such that f [{0}×Γ] is large and such
that f [{c} ×X ] ∪ f [{0} × Γ] is still co-large. Take moreover a rich β ∈ I0; then
β ∈ C by Lemma 19. Now we define α ∈ O(1) by
α(x) =
{
0, β(x) ∈ Γ
c, otherwise.
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The range of α equals {0, c}, and the preimage of both values under α is large.
Hence α ∈ X ⊆ C . Thus it is enough to set g = f(α, β) ∈ C and observe that
g[X ] = f [{c} × (X \ Γ)] ∪ f [{0} × Γ] is large and co-large.

Lemma 24. Assume that C is a symmetric clone with the co-large approximation
property. If there is g ∈ C (1) with large and co-large range, then C = O.
Proof. Because C has the co-large approximation property, by Lemma 17 there
exists a rich h ∈ C (1). The function g′ = g ◦h ∈ C (1) is generous and has large and
co-large range. Set S = g′[X ] ⊆ X . There exists γ ∈ S with the property that for
all distinct x, y ∈ X it is true that g′(x) = g′(y) implies g′◦γ(x) 6= g′◦γ(y). Indeed,
let {θi}i∈κ be an enumeration of the classes of the kernel of g
′, and enumerate the
elements of those classes by θi = {x
j
i}j∈κ, for all i ∈ κ. Now define γ by γ(x
j
i ) = x
i
j
for all i, j ∈ κ. Every x ∈ X is equal to some xij , and therefore has the element
xji mapped to it by γ; hence γ is surjective. If x
j
i 6= x
q
p, then i 6= p or j 6= q and
thus γ(xji ) = x
i
j 6= x
p
q = γ(x
q
p), and we see that γ is injective. Now if g
′(x) = g′(y)
for x 6= y, then x, y ∈ θi for some i ∈ κ, and so there are distinct j, k ∈ κ such
that x = xji and y = x
k
i . But then g
′(γ(x)) = g′(xij) and g
′(γ(y)) = g′(xik) are
not equal as xij and x
i
k belong to different kernel classes of g
′. Thus γ has the
desired properties. Set g′′ = γ−1 ◦ g′ ◦ γ; then g′′ ∈ C because C is symmetric, and
g′′ still satisfies g′′(x) 6= g′′(y) whenever g′(x) = g′(y) and x, y ∈ X are distinct.
Since the range of g′′ is large and co-large, the co-large approximation property
guarantees that we can find f ∈ C (1) which maps g′′[X ] injectively onto S. Set
g′′′ = f ◦ g′′. Then the function t(x) = (g′(x), g′′′(x)) maps X injectively into S2.
For both g′ and g′′′ take only values in S, and if g′(x) = g′(y) for distinct x, y ∈ X ,
then g′′′(x) 6= g′′′(y). Therefore, the function s(x, y) = (g′(x), g′′′(x), g′(y), g′′′(y))
maps X2 injectively into S4. Now let an arbitrary q ∈ O(2) be given. We can find
m ∈ C (4) satisfying
m(g′(x), g′′′(x), g′(y), g′′′(y)) = q(x, y)
for all x, y ∈ X . This is because distinct pairs in X2 yield distinct quadruples in
S4 via s, and we can define m on S4 as required by q and extend it to a function
in C (4) by the co-large approximation property. The equality implies q ∈ C and so
C ⊇ O(2) since q was arbitrary. Whence, C = O. 
Proposition 25. Pol(E ) and Pol(F ) have the co-large approximation property.
Proof. Let f ∈ O(2) and S ⊆ X be co-large. We construct an approximation g to f
on S which is an element of both Pol(E ) and Pol(F ), proving that these clones have
the binary co-large approximation property and hence the co-large approximation
property by Lemma 13. Let γ ∈ O(1) be so that it maps X \ S onto X . Define
g ∈ O(2) by
g(x1, x2) =


f(x1, x2), x1, x2 ∈ S
γ(x1), x1 /∈ S
γ(x2), x1 ∈ S ∧ x2 /∈ S.
Then g and f agree on S2 so that g is an approximation to f on S. To see that
g ∈ Pol(E ), let g1, g2 ∈ E be given. Since the range of g1 is co-small, we have that g1
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misses only a small number of elements ofX\S, and therefore γ[(X\S)∩g1[X ]] is co-
small. Now g(g1, g2)(x) = γ(g1(x)) whenever g1(x) ∈ X \ S. Hence, g(g1, g2)[X ] ⊇
γ[(X \S)∩g1[X ]] is co-small, so that g(g1, g2) ∈ E . Whence, g ∈ Pol(E ) and Pol(E )
has the co-large approximation property.
We now show that g ∈ Pol(F ). Let g1, g2 ∈ F , i.e. they are either constant or
almost surjective. If both g1 and g2 are almost surjective, then so is g(g1, g2) as we
have just seen, so g(g1, g2) ∈ F . If on the other hand both functions are constant,
then the composite g(g1, g2) is constant as well so that again g(g1, g2) ∈ F . Next
assume that g2 is constant and g1 is almost surjective. Then exactly the argument
of the preceding paragraph yields that g(g1, g2) is almost surjective, since in that
argument we needed only that g1 is almost surjective, and no assumptions on g2.
Therefore we obtain g(g1, g2) ∈ F also in this case. Finally, consider the case
where g1 is constant and g2 is almost surjective. We distinguish two subcases: If
g1 constantly yields a value c in X \ S, then g(g1, g2)(x) = γ(c) for all x ∈ X , so
g(g1, g2) is constant. If on the other hand g1 is constant with value c ∈ S, then by
definition of g we have that g(g1, g2)(x) = γ(g2(x)) whenever g2(x) ∈ X \ S. Since
g2 is almost surjective, it misses only a small number of elements in X \ S, and
so γ[(X \ S) ∩ g2[X ]] is co-small. Hence, since g(g1, g2)[X ] ⊇ γ[(X \ S) ∩ g2[X ]],
we see that g(g1, g2) is almost surjective. In either case, g(g1, g2) ∈ F and thus
g ∈ Pol(F ). Therefore Pol(F ) has the co-large approximation property. 
Proposition 26. The only symmetric precomplete clones having the co-large ap-
proximation property are Pol(E ) and Pol(F ).
Proof. We know from Theorem 2 that Pol(E ) and Pol(F ) are precomplete and
symmetric; by the preceding proposition, both clones have the co-large approxima-
tion property. Suppose C is a symmetric clone having the co-large approximation
property, and which is distinct from those two clones. If C (1) ⊆ E , then C ⊆ Pol(E )
by Lemma 20 and so C is not precomplete. Moreover, if C (1) ⊆ F and C * E ,
then C ⊆ Pol(F ) by Lemma 21, hence C is not precomplete either. Finally, if
C (1) * F , then C ⊇ X by Lemma 22, and thus C contains a unary function with
large and co-large range by Lemma 23. Hence, C = O by Lemma 24. 
Proof of Theorem 3. Assume there exists a symmetric and precomplete clone C
with C + S . Then C has the co-large approximation property by Lemma 14, so C
has to equal either Pol(E ) or Pol(F ) by the preceding proposition. Contradiction.

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