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Introduction
Measurements of the strong coupling, α s , of quantum chromodynamics [1] (QCD), the theory of strong interaction, using different observables and different analysis methods serve as an important consistency test of QCD. Once α s is measured at a given scale, QCD predicts its energy dependence as described by the renormalisation group equation. A measurement of the strong coupling at different scales allows therefore a test of this important prediction, which is related to the property of asymptotic freedom [2] .
At LEP, hadronic final states of the e + e − annihilation are used to study QCD. While the process e + e − →is described by the electroweak theory alone, the radiation of gluons carries sensitivity to properties of the strong interaction. Our analysis uses event shape observables to measure the strong coupling. These dimensionless quantities characterize the topology of the events, e.g. whether the radiation of hard gluons gave rise to further jets.
The strong coupling is measured by comparing experimental cross-sections, 1 σ dσ dy , for an observable y with the theoretical predictions in which α s enters as a free parameter. But since QCD is the theory of (asymptotically) free quarks and gluons, hadronisation effects need to be accounted for. This may be done either with phenomenological models [3] [4] [5] , or with the help of QCD-inspired power corrections [6] .
The QCD calculation can be performed in different ways as well. The earliest results were based on fixed-order perturbation theory [7] . For the observables studied here these predictions are limited to the three-jet region. An extension to the four-jet region would need next-to-next-to-leadingorder (NNLO) corrections to be calculated. On the other hand the applicability of these calculations close to the two-jet region is limited as well, since in this kinematic domain enhanced logarithms occur [8] . To extend the applicability into the two-jet region the summation of these logarithms was developed, the so called next-to-leadinglog approximation (NLLA) [8, 9] . Finally the fixed-order results can be combined with NLLA calculations leading to the O(α 2 s )+NLLA matched theory for the cross-section, R = 1 σ dσ dy dy, [8, 9] . According to different "matching schemes", these calculations are referred to as e.g. R or log R matching [8] .
As a consequence of renormalisation, all perturbative QCD calculations to finite order depend upon the renormalisation scale µ, which is an unphysical parameter. The choice of µ is conventional and the effect of its variation is usually used to estimate the theoretical uncertainty. In the NLLA and matched theory even more arbitrary parameters enter, related to the phase-space boundary. We will discuss this point and our definition of the theoretical uncertainties in Sect. 4.1.
This paper presents the measurements of event shape distributions in e + e − collisions between 183 and 207 GeV. The data have been reprocessed in 2001 and our final results supersede some earlier DELPHI measurements at the corresponding energies [10] . Another change with respect to the previous LEP2 analysis is the use of improved event generators for both acceptance correction and background subtraction (see Sect. 2) .
From the event shapes Thrust, C parameter, heavy jet mass, wide and total jet broadening, α s is extracted with four different methods: the differential distributions are compared to predictions in O(α 2 s ), pure NLLA and O(α 2 s )+NLLA (logR), folded with fragmentation models, and in the fourth method the strong coupling is extracted from the mean values using an analytical power correction ansatz. An extension of this analysis with respect to the previous one [10] is the use of five observables instead of thrust and heavy jet mass only. Additionally the matching procedure for the O(α 2 s )+NLLA (logR) prediction has been modified. For consistency the distributions at M Z from [10] have been refitted for these five observables (and with the same fit ranges). The combination of five α s values for each method and energy makes the treatment of correlations more crucial. Section 4.2 is devoted to this topic.
From here the analysis proceeds in two steps: first the α s values (together with the results from previous measurements at other LEP2 energies and LEP1 data) are used to test the QCD predicted scale dependence, i.e. to measure the β function of the strong interaction. Second, assuming the QCD β function, all α s values at LEP1 and LEP2 are evolved to a reference energy and combined to a single α s value for each method. It turns out that the weight of the LEP2 data in the combined α s results is comparable to the weight of the LEP1 data alone. This unexpected result is due to the fact that at LEP2 the bigger statistical uncertainties are compensated for by smaller hadronisation and scale uncertainties.
The paper is organized as follows: in Sect. 2 the selection of hadronic events, the determination of the centre-of-mass energy, the correction procedures applied to the data, and the suppression of WW and ZZ events are briefly discussed. Section 3 presents event shapes and the comparison of the data with predictions from different generators. The measurements of α s from differential distributions are discussed in Sect. 4, while Sect. 5 describes the α s determination from mean values with power corrections. In Sect. 6 the running of the strong coupling is discussed and Sect. 7 contains The DELPHI Collaboration: Measurement of αs from event shapes with the DELPHI detector the combination of all α s measurements. Section 8 gives a summary of the results.
Selection and correction of hadronic data
The analysis is based on data taken with the DELPHI detector in the years from 1997 to 2000 at centre-of-mass energies between 183 and 207 GeV. Detailed information about the design and performance of DELPHI can be found in [11, 12] .
In order to select well-measured charged particle tracks, the cuts given in the upper part of Table 1 have been applied. The cuts in the lower part of the table are used to select e + e − → Z/γ →events and to suppress background processes such as two-photon interactions, beam-gas and beam-wall interactions, leptonic final states, events with hard initial-state radiation (ISR), WW and ZZ pair production.
At energies well above M Z the high cross-section of the Z resonance raises the probability of events with hard ISR. These "radiative return events" constitute a large fraction of all hadronic events. The initial-state photons are typically aligned along the beam direction and are identified inside the detector only at a rate of about 10% . In order to evaluate the effective hadronic centre-of-mass energy of an event, considering ISR, an algorithm called Sprime is used [13] . Sprime is based on a 3C fit imposing transverse momentum and energy conservation. Several assumptions about the event topology are tested. The decision is taken 
according to the χ 2 obtained from the constrained fits with different topologies. √ s cut. A cut on the reconstructed centre-of-mass energy √ s ≥ 90% √ s is applied to discard radiative return events. Two-photon events are strongly suppressed by the cuts. Leptonic background was found to be negligible in this analysis as well.
Since the topological signatures of QCD four-jet events and hadronic WW, ZZ and other events with four-fermions (4F) in the final state are similar, no highly efficient separation of QCD events and backgrounds is possible. Furthermore any 4F rejection implies a severe bias to the QCD event shape distributions, which needs to be corrected by simulation.
Our suppression of these backgrounds uses a two-dimensional cut in the plane spanned by the charged particle multiplicity (N charged ) and the narrow jet broadening B min = min(B + , B − ). B ± is defined as the normalized sum over the transverse momentum of charged and neutral particles in the two event hemispheres separated by the plane perpendicular to the thrust axis n T :
By applying a cut on an observable calculated from the narrow event hemisphere only, the bias to event shape observables mainly sensitive to the wide event hemisphere is reduced. The charged particle multiplicity is used to reduce the 4F contribution further. The two-dimensional cut in the N charged -B min plane exploits the different correlation between these observables for QCD and four-fermion events, as shown in Fig. 1 (right) . Especially some reduction for semi-leptonic decaying 4F events is gained. The lines indicate the cut values chosen. This cut suppress almost 90% of the four-fermion background. The remaining 4F contribution is estimated by the WPHACT [14] generator and subtracted from the measurement. Table 2 contains the integrated luminosities at different energies, the cross-sections for signal and background and summarizes the selection statistics. The cross-sections were taken from the simulation which was used to correct the data and to subtract the background. The cross-sections for the 4F background are quoted for charged current (CC) and neutral current (NC) contributions separately. Details on the four-fermion simulation in DELPHI can be found in [15] .
The influence of detector effects was studied by passing events (generated with KK [16] ) and fragmented with Jetset/Pythia [3] using the DELPHI tuning described in [17] through a full detector simulation (Delsim [11] ). This simulation is improved with respect to the previous LEP2 analysis [10] by including electroweak corrections (multiple photon emission, treatment of ISR and FSR etc.). These simulated events are processed with the same reconstruction program and selection cuts as are the real data. In order to correct for cuts, detector, and ISR effects a bin-by-bin acceptance correction C, obtained from e + e − → Z/γ →simulation, is applied to the data:
where h(f i ) gen,noISR represents bin i of the shape distribution f generated with the tuned generator. The subscript noISR indicates that only events without relevant ISR ( √ s − √ s < 0.1 GeV) enter the distribution. h(f i ) acc represents the accepted distribution f as obtained with the full detector simulation. The more detailed matrix correction used for the data measured at the Z peak [18] is not applied here, because of the smaller statistics at LEP2. The data in Figs. 2 and 3 are corrected to be comparable with e + e − → Z/γ →simulation of charged and neutral hadron production. In the data all charged particles are assumed to have pion mass while neutral particles are considered massless. The monte carlo correction of the data includes the effects of the simulated particle masses. The Figs. 2 and 3 compare these data with the Jetset [3] , Ariadne [4] and Herwig [5] generators as tuned by DEL-PHI [17] with LEP1 data. The amount of 4F-background which was subtracted to obtain the final data points is also shown. The acceptance corrections are plotted in the upper inset.
The Tables 8 and 9 at the end of the paper contain mean values and higher moments for the event shapes 1-T, C parameter, M the results for alternative definitions of the heavy jet mass as proposed in [19] . They are obtained if in the definition of the heavy jet mass the invariant mass is calculated with the following replacements:
In what follows we will refer to these observables as pscheme and E-scheme definitions of the heavy jet mass.
In order to estimate the systematic uncertainty from the selection and correction procedure, the effects of the following changes with respect to the standard values have been considered: N ch ± 1, Θ thrust ± 5
• and √ s / √ s ± 0.025. For the 4F cross-section a change of ±5% has been considered and the uncertainty due to the acceptance correction was estimated by a change of ±0.02. The last uncertainty agrees with that of [17] where the systematic uncertainty was verified using independent data. Half of the difference between up-and downward variation is regarded as 
The vector which maximizes the above expression defines the thrust axis, n T . The plane perpendicular to the thrust axis divides the event into two hemispheres. Based on this separation several other event shapes can be defined. One defines the heavy jet mass by the following expression:
± denotes the invariant mass of the two hemispheres:
Here p i is the four-momentum of the ith particle. Using the expression B ± as defined in Equ.1 the wide and total jet broadening are defined as:
The linear momentum tensor offers a possibility to define event shapes without distinguishing an event axis. It is defined as:
From its eigenvalues λ i the C-parameter is defined:
From these differential distributions α s is determined by fitting an α s -dependent QCD prediction folded with a hadronisation correction to the data. The following QCD predictions are used: O(α 2 s ), pure NLLA, and the modified O(α 2 s )+NLLA in the log R-scheme [7] [8] [9] 20, 21] . Hadronisation corrections are calculated using the Jetset PS model (Version 7.4 as tuned by DELPHI [17] ). In each bin the QCD prediction is multiplied by the hadronisation correction part ) is the model prediction on hadron (parton) level. The parton level is defined as the final state of the parton shower created by the simulation.
The fit ranges used for the different QCD predictions are shown in Fig. 4 . The lower edges are chosen in such a way, that the hadronisation corrections in the 2-jet region remain small (≤ 10%) for LEP2 energies. The upper limit of the fit ranges ensures that the signal-to-background ratio is above 1. The ranges for pure NLLA and O(α 2 s ) fits are chosen to be distinct, so that the results are statistically uncorrelated.
In [18] it has been shown that fixing the renormalisation scale to µ = √ s results in a poor description of the data. Therefore, the experimentally optimized scales (µ EOS ) from [18] (see Table 3 ) are used for the O(α 2 s ) fits. For the NLLA and the combined NLLA+O(α 2 s ) fits, µ is still set equal to √ s. This is the conventional choice of scale for resummed and matched calculations and allows a direct comparison with the results from other experiments [22] . Furthermore the meaning of the renormalisation scale µ in resummed calculations is different from its interpretation in the framework of fixed-order perturbation theory. While in O(α 2 s ) µ paramatrizes the choice of the renormalisation scheme this interpretation is lost in resummed calculations. This difference makes the application of ex- 
Definition of uncertainties
Experimental systematic uncertainties are obtained from fits to distributions evaluated with different cuts and corrections. These variations are described in Sect. 3. The hadronisation uncertainty is taken to be the bigger of the two differences when the hadronisation correction is determined from the Ariadne [4] and Herwig models [5] alternatively. The Jetset result is used as the central value. In all cases the dominant systematics come from the theoretical uncertainty. The conventional method for estimating this uncertainty is to consider the effect of a renormalisation scale variation distributions. This method, however, has at least two drawbacks: since the resulting scale uncertainty is positively correlated with the measured α s , this definition produces a bias towards small α s values when combining the results of e.g. different observables. Secondly there are indications that observables calculated only in one hemisphere (like the heavy jet mass or B max ) yield less reliable results in the resummation of leading logarithms [23] . This should be reflected in their theoretical uncertainty. Conversely the scale variation yields the smallest uncertainty for the heavy jet mass and especially B max . For these reasons a new definition of the theoretical uncertainty for the logR prediction was developed in cooperation with the LEP QCD working group. By construction, the NLLA calculations do not vanish at the phase-space limit y max [8] . In the so-called modified theory (NLLA or matched) they are forced to vanish by the replacement:
In agreement with the LEP QCD working group y max is chosen as the maximum value of the parton shower simulation [24] . Usually X = 1 is chosen for the quantity X, as suggested by the authors of [8] , although different values for this X scale introduce only subleading contributions [25] . The theoretical uncertainty of the logR prediction in this analysis is now defined as half of the difference when X is varied between 2/3 and 3/2. [10] , the effect from the variation around the experimentally optimized scales, µ EOS , between 0.5µ EOS and 2µ EOS to estimate the theoretical uncertainty.
In order to avoid the effect mentioned above of a positive correlation, all scale variations have been calculated for a fixed value of α s from the theoretical distributions for each method separately. The fixed α s value is chosen as the average α s value of the combination. To obtain this value the procedure has to be iterated.
Method for combining the α s measurements
For a combination of the α s results from different observables calculated from the same data sets a proper treatment of the correlation is mandatory. The average valueȳ for correlated measurements y i is [26] :
with:
Note that the weights w can be negative, if the correlation ρ ij between two quantities i and j is bigger than σ i /σ j .
Here σ is the uncertainty of the corresponding quantity with σ i ≥ σ j . The covariance matrix V has an additive structure for each source of uncertainty:
Its statistical component is estimated with simulation which yields correlations of typically ≥ 80%. The correlation of systematic uncertainties is modeled by the minimum overlap assumption:
The α s values evaluated from the distributions and their mean values taking correlations into account are given in the Tables 10-18 at the end of the paper.
Determination of α s from mean values with power corrections
The analytical power ansatz for non-perturbative corrections by Dokshitzer and Webber [6, 27] including the Milan factor established by Dokshitzer et al. [28, 29] is used to determine α s from mean event shapes. This ansatz provides an additive term to the perturbative O(α 2 s ) QCD prediction:
where the 2nd order perturbative prediction can be writ-
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with A and B being the perturbative coefficients [7, 30] , µ being the renormalisation scale and b 0 = (33 − 2N f )/12π. The power correction is given by
where α 0 is a non-perturbative parameter accounting for the contributions to the event shape below an infrared matching scale µ I and K = (67/18 − π 2 /6)C A − 5N f /9. The Milan factor M is set to 1.49, which corresponds to three active flavours in the non-perturbative region. The observable-dependent quantities A, B and c f are listed in Table 4 . For the jet broadenings c f takes a more complicated form [31] :
Here c B is 0.5 or 1 for B max or B sum respectively, η 0 = −0.6137. The infrared matching scale is set to 2 GeV as suggested by the authors of [6] , the renormalisation scale µ is set to √ s i.e. the MS scheme is used, since the power corrections are provided only in this scheme.
Besides α s these formulae contain α 0 as the only free parameter. In order to measure α s from the high energy data this quantity has to be determined. To infer α 0 , a combined fit of α s and α 0 to a large set of measurements at different energies [32] is performed. For √ s ≥ M Z only DELPHI measurements are included in the fit. Figure 5 (left) shows the measured mean values of our five observables as a function of the centre-of-mass energy together with the results of the fit. The resulting values of α 0 are summarized in Table 5 . The first uncertainty in Table 5 is taken from the fit to the data with full errors, while the second uncertainty reflects the effect of a variation 0.5µ ≤ µ ≤ 2µ. Figure 5 (right) shows the fit results also in the α s -α 0 plane. The extracted α 0 values are supposed to be observable independent and around 0.5 [27, 29] . However, higher order effects are expected to violate this universality. Within the theoretically expected accuracy of 20% this universality is fulfilled.
After fixing α 0 for each observable to the values in Table 5, the α s values corresponding to the high energy data points can be calculated from (4). The effect of an α 0 variation within its uncertainty was found to be well within the systematic uncertainties of α s . By using the α 0 value from the global fit, the determination of α s uses the DELPHI data points twice. But since the global fit is dominated by the low-energy data the effect is negligible. α s is calculated for all observables individually and then combined taking correlations into account as described in Sect. 4.2. An additional scale uncertainty is calculated by varying µ for a fixed value of α s and the infrared matching scale µ I from 1 GeV to 3 GeV. The α s results are summarized in the Tables 19 to 22 at the end of the paper. The total error for this method is smaller than e. g. for NLLA+O(α 2 s ) fits. However, the hadron level which is experimentally accessible does include the effects of resonance decays and hadron masses which are not accounted for in the calculation of power corrections. In order to investigate the influence of different hadron level definitions a Monte Carlo study was performed in [19] . Three different hadron level definitions were considered: (i) hadrons which are primary produced, (ii) stable hadrons after resonance decays or (iii) particles out of a subsequent decay into two massless particles. The subsequent determination of the strong coupling from Table 7 . Results of combining all DELPHI αs measurements at LEP1 and LEP2. For the αs results from mean values with power corrections "hadronisation uncertainty" (had.) denotes the combined effect of the µI variation and the uncertainty related to resonance decays and particle masses as described at the end of Sect. 5. The scale uncertainty is either the effect of a variation of the renormalisation scale µ (O(α power corrections leads to a shift in α s of ±0.0035 with respect to the hadron level (ii). With regard to these extreme assumptions one may therefore assign 0.007/ √ 12 = 0.002 as an additional uncertainty which accounts for the fact that resonance decays and hadron masses are not considered in the calculation.
The running of α s
The α s values determined at different energies are used to test the predicted scale dependence of the coupling. We include also the LEP2 results at 133, 161 and 172 GeV from [10] . For α s at and around M Z we have reanalyzed the distributions from [10] for the five observables and combined the results using the same treatment of correla- [33] and the data between 133 and 172 GeV [10] have been included as well. In the Tables 10-22 at the end of this paper all these α s values are provided. The logarithmic energy slope of the inverse coupling is given by:
corresponding to the first coefficients of the β function. The measurement of this quantity allows both a test of QCD and a consistency check of the four different methods used to determine α s . Equation 6 shows that in leading order dα Table 6 gives the slopes when fitting the function
s values. The correlation between the α s measurements is taken into account by including the full covariance matrix in the definition of the χ 2 function. The correlation is modeled as described in Sect. 4.2. The only difference here is that the statistical uncertainties are uncorrelated. The α s values and the fit of their energy dependence are also displayed in Fig. 6 . The results are in good agreement with the QCD expectation. Using the definition of the b i the result for the slope can be converted into the number of active flavours, N f . These numbers are also included in Table 6 .
A model-independent way to measure the β function is offered by applying the renormalisation group invariant (RGI) perturbation theory to the mean values of event shapes directly [33] . 
Combination of all DELPHI α s measurements
As shown in the last section, the energy dependence of α s is shown to be in good agreement with the QCD prediction. Assuming now the validity of QCD, all α s results can be evolved to a reference energy, e.g. M Z , and combined to a single α s (M Z ) measurement. Again we include results from other LEP2 energies and LEP1 as described in Sect. 6. Combining the α s results is, again, complicated by correlations among these measurements. Although the measurements at different energies are clearly statistically independent, the systematic and theoretical uncertainties are not. Again this part of the covariance matrix was modeled assuming minimum overlap. The results of the combinations are given in Table 7 and displayed in Fig. 7 . The figure contains in brackets also the weights of the individual measurements within the average. As can be seen from these numbers the weight of LEP1 and LEP2 measurements are roughly the same, since smaller theoretical uncertainties at LEP2 compensate for the larger statistical error. As can be seen from Table 7 the total error is still dominated by the scale uncertainty. The result with the smallest total uncertainty is deduced from the O(α 2 s ) prediction from distributions. Here the total uncertainty is 0.0033. This value can be compared with the central result of the DELPHI analysis [18] from the observable jet cone energy fraction (JCEF) alone: α s =0.1180±0.0018. The different precision is mainly due to the definition of the scale uncertainty. While we use the variation 0.5µ ≤ µ ≤ 2µ, the analysis [18] changes the corresponding quantity only between √ 0.5µ and √ 2µ. The actual choice of the µ variation is not guided by solid theoretical arguments and was studied in all possible detail in [18] . However, our definition of the theoretical uncertainty yields good agreement with the average root-mean-square of the fits to the five different observables at the same energy (see . Another reason for the higher precision in [18] is the use of the ob- servable JCEF, which has particularly small uncertainties from hadronisation and scale variation. However, the focus of this work is the analysis of five observables with several different techniques. At present the theoretical uncertainties of α s measurements from event shape distributions are subject of a debate. Further substantial progress can only be achieved by the arrival of next-to-next-to-leading-order (NNLO) calculations.
Conclusion
A measurement of event shape distributions and mean values is presented as obtained from data at centre-of-mass energies from 183 to 207 GeV. The strong coupling constant α s has been determined from the event shape variables Thrust, C parameter, heavy jet mass, wide and total jet broadening, with four different methods: the differential 16 The DELPHI Collaboration: Measurement of αs from event shapes with the DELPHI detector Table 10 . Table 11 . Table 12 . Table 13 . Table 14 .
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Results of αs measurements from mean values with power corrections.
The data of [10] and [33] have been reanalyzed for this analysis αs from mean values with power corrections Table 20 .
The data of [10] have been reanalyzed for this analysis αs from mean values with power corrections Table 21 . The current world average from the particle data group is 0.1172 ± 0.0020 [34] . The last number has to be compared with the QCD expectation of 1.27.
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