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While the Hubbard model is the standard model to study Mott metal-insulator transitions, it is
still unclear to what extent it can describe metal-insulator transitions in real solids, where nonlocal
Coulomb interactions are always present. By using a variational principle, we clarify this issue for
short- and long-range nonlocal Coulomb interactions for half-filled systems on bipartite lattices.
We find that repulsive nonlocal interactions generally stabilize the Fermi-liquid regime. The metal-
insulator phase boundary is shifted to larger interaction strengths to leading order linearly with
nonlocal interactions. Importantly, nonlocal interactions can raise the order of the metal-insulator
transition. We present a detailed analysis of how the dimension and geometry of the lattice as well
as the temperature determine the critical nonlocal interaction leading to a first-order transition: for
systems in more than two dimensions with non-zero density of states at the Fermi energy the critical
nonlocal interaction is arbitrarily small; otherwise, it is finite.
PACS numbers: 72.80.Rj; 73.20.Hb; 73.61.Wp
I. INTRODUCTION
The Hubbard model1–5 is a central model for under-
standing various aspects of strongly correlated electrons.
It incorporates the competition between kinetic and in-
teraction energies in the most basic way and exhibits
phenomena such as magnetism and metal-insulator tran-
sitions with and without magnetic transitions6–9. How-
ever, particularly due to neglecting nonlocal interaction,
the Hubbard model can be quite far from describing
real materials whenever nonlocal interactions are not effi-
ciently screened, e.g., in two-dimensional materials. One
example is the plasmon dispersion in metals which dif-
fers qualitatively in models with and without nonlocal
interactions10,11. Most obviously, in insulating systems,
where screening is by definition incomplete, prominent
nonlocal interaction effects should be expected. It is
thus unclear whether the Hubbard model can describe
the Mott metal-insulator transition (MIT) even qualita-
tively correctly.
Indeed, the question about the order of the MIT has
been controversial for about five decades12–14. In the
Hubbard model with strictly local interaction, the order
of the MIT depends on the degree of magnetic frustra-
tion in the system. If magnetic order is fully suppressed,
the transition is of first order below a critical tempera-
ture Tc as, e.g., dynamical mean-field theory (DMFT)
15
and related quantum cluster theories16–18 have demon-
strated. Otherwise, the MIT is accompanied by mag-
netic (quasi)order and is continuous19–21. Thus, Hubbard
models on bipartite lattices, like the honeycomb, square,
diamond, and cubic lattice, as well as higher dimensional
generalizations thereof, feature continuous MITs. Due
to the various simplifications implied by the Hubbard
model, it is, however, unclear how well this picture of the
MIT relates to the experimentally realized one. Already
in his original work, Mott, for instance, argues that the
physically realized MIT should, due to the long-range na-
ture of the Coulomb interaction, be of first order12, which
is indeed found experimentally in many transition-metal
oxides22–24. In this context, the question of how the Hub-
bard model’s MIT is connected to that of the extended
Hubbard model, which includes nonlocal interactions, is
highly relevant.
Here, we show that the MIT in the half-filled extended
Hubbard model on bipartite lattices is of first order for
nonlocal interactions larger than a critical Vc, as depicted
schematically in Fig. 1(a). Vc depends on the dimension
and lattice topology and can be even arbitrarily small in
cubic systems in d > 2. The first-order transition can
be masked by a charge density wave [CDW; Fig. 1(b)], a
situation which we find, e.g., in the honeycomb lattice.
We propose (and later substantiate) the following
mechanism for how nonlocal interactions induce a dis-
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Figure 1. (Color online) Schematic phase diagram of the ex-
tended Hubbard model: (a) The continuous (solid) and first-
order (dotted) metal-insulator transition lines touch at Vc(U).
A coexistence region surrounds the first-order transition. For
large V/U a CDW phase occurs. (b) The CDW phase can
mask the first-order MIT.
2continuous MIT: Nonlocal interactions generally decrease
correlations in half-filled extended Hubbard models25,26.
The amount of decrease, due to different screening27,
is larger in the metallic regime than in the insulating
regime. Now consider two systems close to the MIT with
initially no nonlocal interactions: one metallic and one
insulating. Nonlocal interactions V will push the MIT
of the formerly metallic system to larger local interac-
tion Umet.c > U
ins.
c than the formerly insulating system,
resulting in a discontinuous (i.e., first-order) MIT at suf-
ficiently large V .
II. MODELS AND METHODS
A. Hubbard model
To begin, we briefly review the MIT on bipartite lat-
tices in the Hubbard model [Eq. (2)], i.e., without non-
local interactions. For the systems here, in d > 2 the
local interaction U induces a MIT from a paramagnetic
metal to an antiferromagnetic insulator9. For lattices
with perfect nesting the critical interaction Uc vanishes
for zero temperatures28. For lattices with a vanishing
density of states (DOS) at the Fermi energy EF , Uc is fi-
nite for T = 019. In two dimensions the Mermin-Wagner
theorem prevents long-range order and therefore a mag-
netic transition29–31. However, quasi-long-range antifer-
romagnetic fluctuations lead to a similar phase diagram
for the transition from a paramagnetic metal to a quasi-
ordered insulator. Again, perfect nesting in the square
lattice leads to Uc = 0 for T = 0
21, while the vanishing
DOS at EF in the honeycomb lattice leads to Uc > 0 for
T = 032,33. In all cases the gap appears continuously;
that is, the MIT is not of first order.
B. Extended Hubbard model
We now turn to the extended Hubbard model,
H = −t
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ +
1
2
∑
i6=j
Vijninj ,(1)
where c
(†)
iσ is the annihilation (creation) operator for elec-
trons on site i and spin σ, t is the nearest-neighbor hop-
ping amplitude, U is the local interaction, and Vij is the
nonlocal interaction between electrons at sites i and j.
niσ and ni are the spin-resolved and total occupation
operators, respectively. We focus on nearest-neighbor
(NN), V0j = V δ01, and long-range (L), V0j = V/rj ,
interactions34.
In this model repulsive nonlocal interactions decrease
correlations25,26,35–39 and can lead into a CDW phase40.
Our focus is solely on how nonlocal interactions influence
the order of the MIT.
C. Variational principle
We investigate the U -V -T phase diagram of the
extended Hubbard model by approximating its ther-
modynamic ground state using the Peierls-Feynman-
Bogoliubov variational principle41–43 with a Hubbard
model as the effective system25. The effective Hubbard
model, reading
H˜ = −t
∑
〈i,j〉,σ
c†iσcjσ + U˜
∑
i
ni↑ni↓, (2)
is varied via the effective local interaction U˜ in order to
minimize a free energy functional. Therefore U˜ is
U˜ = U +
∑
j 6=0
V0j
∂U˜ 〈n0nj〉H˜
∂U˜ 〈n0n0〉H˜
. (3)
Although the variational principle provides only an upper
bound of the free energy, it has been found to give an ac-
curate description of the physics present in the effective
reference Hubbard model26 and even gives exact dou-
ble occupancies for infinitesimal nonlocal interactions26.
This makes the approach appropriate for capturing the
MIT, a hallmark of Hubbard model physics, in the
extended Hubbard model. We introduce the effective
screening factors αNN(U˜) = −
∂U˜ 〈n0n1〉H˜
∂U˜ 〈n0n0〉H˜
and αL(U˜) =
−
∑
j 6=0
1
rj
∂U˜ 〈n0nj〉H˜
∂U˜ 〈n0n0〉H˜
with which Eq. (3) simplifies to
U˜ = U − V αNN/L(U˜), (4)
for the case of NN and L interactions. Here, α(U˜ ) is a
property of the effective Hubbard model and quantifies
the above mentioned decrease of correlations by V : Non-
local interactions shift the transition at U˜MIT to leading
order linearly with a slope of α−1(U˜ = U˜MIT); that is,
a positive α leads to nonlocal interactions stabilizing the
metallic phase. Indeed, we find strictly positive α in our
numerical calculations (see Fig. 2).
From Eq. (4) we calculate the change in the effective
interaction U˜ with V and U ,
(∂/∂U, ∂/∂V ) U˜ =
(
1 + V
∂α
∂U˜
)−1
(1, −α) . (5)
The derivatives diverge for −1 = Vc∂U˜α. At this point we
find a bifurcation of the solution of Eq. (4); that is, a sin-
gle point (U, V ) is mapped to multiple U˜ and thus a jump
of the observables of the effective system. Particularly,
discontinuities in α(U˜) lead to arbitrarily small nonlocal
Coulomb interactions inducing a first-order phase tran-
sition (Vc = 0).
In the following we numerically determine the critical
Vc required to induce such a first-order phase transition.
To this end we calculate α for different lattice topolo-
gies and dimensions: We choose to investigate the square
and honeycomb lattices and their three-dimensional gen-
eralizations the cubic and diamond lattices. We rely on
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Figure 2. (Color online) Effective screening factor α as defined
above Eq. (4) for NN (top panels) and L (bottom panels)
interaction. Left (right) panels show the case of the honey-
comb (square) lattice. We show results from low (red) to high
(cyan) inverse temperatures βt.
quantum Monte Carlo simulations of all effective Hub-
bard models.
For the case of two dimensions we use the determinant
quantum Monte Carlo method (DQMC)44 implemented
in the quest code45. We alleviate finite-size and Trot-
ter errors by extrapolating from finite Trotter discretiza-
tions of ∆τ = 0.2, 0.1, and 0.05 and linear lattice sizes of
L = 8, 10, and 12 for the square lattice and L = 6, 9, and
12 for the honeycomb lattice46. We evaluate derivatives
in the definition of α numerically by solving Hubbard
models in steps of ∆U˜/t = 0.1 and deal with statisti-
cal noise by a Savitzky-Golay approach. We provide raw
data and details on the DQMC simulations, finite-size
and Trotter extrapolations, and the Savitzky-Golay ap-
proach in Appendix A.
III. RESULTS
A. Honeycomb lattice
First, we discuss the case of the honeycomb lattice for
which the α(U˜ ) are plotted for βt = 2 to βt = 10 in
Figs. 2(a) and (b). For βt & 6 no temperature depen-
dence is observable due to the linearly vanishing DOS
at EF
47. Thus, we can draw conclusions for finite tem-
peratures and T → 0. For low temperatures α shows
a minimum at U˜min/t ∼ 4.6 and a maximal absolute
derivative at U˜kink/t ∼ 3.2. The MIT is in between at
U˜MIT/t ≈ 3.8
32,33.
Notably, the dependence of the effective screening fac-
tor α on U˜ is rather weak (no steplike features). Hence,
there is no U˜ where the slope ∂α/∂U˜ is particularly large,
and from Eq. (5) we expect that rather large Vc would
be needed to push the MIT to first order here. Clarifying
this, we solve Eq. (4) and calculate the U -dependent dou-
ble occupancy of an extended Hubbard model with dif-
ferent nearest-neighbor interaction at βt = 10 [Fig. 3(a)].
For increasing V the V = 0 line is shifted towards larger
U (i.e., V weakens correlations).
Concerning the influence of nonlocal interactions on
the order of the transition, we calculate Vc from the slope
of α. We find Vc/t ≈ 7.7 and Vc/t ≈ 14.3 for NN and
L, respectively. This is in line with findings that the
transition is continuous up to V/t ∼ 1.5 in the case of
nearest-neighbor interaction36 since larger V stabilize a
CDW phase which we estimate in strong coupling, as
presented in Appendix D. For the honeycomb lattice Vc
is always larger than VCDW such that no first-order MIT
will be observable.
We infer a U -V phase-diagram schematically shown in
Fig. 1(b). The slope of the transition line at V = 0 is
given by 1/α(UMIT), with αNN(L)(UMIT) = 0.66(0.60).
Quantum Monte Carlo (QMC) calculations with long-
range interactions35 reveal a slope compatible to αL .
0.55; For nearest-neighbor interactions dynamical clus-
ter approximation (DCA) calculations36 indicate αNN ∼
0.23, whereas QMC calculations37 lead to αNN . 0.52.
B. Square lattice
The case of the square lattice turns out to be differ-
ent. We show αNN/L in Figs. 2(c) and (d) for βt = 2
to βt = 20. Here, α is strongly temperature dependent.
Prominently, U˜min and U˜kink are shifted to smaller U˜ ,
and the slope at U˜kink gets steeper with increasing β.
The increase in the slope of α(U˜) traces back to the de-
velopment of a soft kink in 〈n0n0〉(U˜). Comparing Umin
and Ukink to the temperature dependent critical interac-
tion U˜MIT from Ref. 21, we find that U˜min ≈ U˜MIT and
that U˜kink approaches U˜MIT with lower temperatures.
Concerning the resulting phase diagram [Fig. 1(a)],
the slope of the U -V phase-transition line at V = 0 is
1/α(U˜MIT), with αNN(L)(U˜MIT) ∼ 0.5 for all temper-
atures. Results for nearest-neighbor interaction from
DCA38 at βt = 6 and combined GW plus extended
DMFT39 at βt = 25 are compatible with α ∼ 0.8 and
α ∼ 0.62.
In order to estimate the smallest nonlocal interac-
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Figure 3. (Color online) Double occupancy for (a) the honey-
comb (βt = 10) and (b) square lattice (βt = 20) for V/t = 0
(black), 0.6 (dashed red), 1.2 (dotted green), and 1.8 (thin
blue) for the case of NN interaction. Inset in (b) shows a
close up of the rectangle with the thermodynamically unsta-
ble states (dotted), coexistence region (shaded), and double
occupancy by Maxwell construction (dashed).
4tion Vc leading to a first-order transition we calculate
max |∂U˜α(U˜ )|, which turns out to exhibit a linear β de-
pendence, as can be seen in Fig. 4(a). Thus, by ex-
trapolating to decreasing temperatures [Fig. 4(b)] we ex-
pect a first-order phase transition at decreasing nonlocal
interaction strengths: Vc → 0 for T → 0. Here, we
find Vc/t ≈ 1.15 for βt = 20. For NN interaction the
first-order phase transition is probably not observable for
βt = 20 since it is deeply buried in the CDW phase (see
Appendix D). However, since Vc scales linearly with T
but the nonlocal interaction for the CDW phase scales
as VCDW/t = 4pi
2 [ln(8t/T )]
−248, [black line in Fig. 4(b)],
low enough temperatures always lead to a favoring of the
first-order MIT over the CDW. Moreover, long-range in-
teractions partially suppress the CDW phase such that
in this case the first-order MIT will be observable at only
slightly lower temperatures (see Appendix D).
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Figure 4. (Color online) (a) Dependence of max[|∂α/∂U˜ |]
on βt for the square lattice with linear fit (red line). (b)
Corresponding Vc(T ) = −[∂α/∂U˜ ]
−1. Results for NN and L
coincide within error bars. The fading black curve is a weak-
coupling estimate of the critical V for the CDW valid for small
V .
In Fig. 3(b) we present the double occupancy depen-
dent on U at βt = 20 for different nonlocal interactions.
The curves are shifted to larger U with increasing V ,
where the different amounts of shifting are apparent for
the metallic and insulating regimes. This different ef-
fective screening on the metallic and insulating sides of
the transition eventually lifts the MIT to first order here.
The soft kink visible for V = 0 (black solid line) gets a
steplike shape for V > 0, which for V > Vc ≈ 1.2t even-
tually leads to unphysical (see below) loops, as shown in
detail in Fig. 3(d) for V = 1.8t. The real double occu-
pancy in the coexistence region is obtained by Maxwell
construction and shown as a dashed line. This coexis-
tence region is shown schematically in Fig. 1(a).
The double occupancy D = 〈n0↑n0↓〉 and the local
Hubbard interaction U are conjugate variables in the
thermodynamic sense, i.e., D = 1
N
∂F/∂U , where F is
the free energy and N is the number of lattice sites in
the system. Since F is not only extremal but actually
minimal in a stable thermodynamic state, a small devia-
tion from the thermodynamic ground state must increase
the free energy. The resulting thermodynamic inequal-
ity ∂D/∂U < 0 demands that the double occupancy is a
monotonously decreasing function of the on-site interac-
tion, as detailed in Appendix E.
This inequality is fulfilled everywhere except for the
dashed part of the D(U) curve inside the hysteresis re-
gion [Fig. 3(d)], which thus corresponds to thermody-
namically unstable states. This behavior is characteris-
tic of a first-order transition and signals that the metallic
and the insulating sides of the transition are not linked
continuously through a series of thermodynamically sta-
ble states.
C. Cubic and diamond lattices
We now turn to higher-dimensional systems with
cubic49 and diamond19 lattices, which generalize the
square and honeycomb lattice to three dimensions. While
the diamond lattice preserves the linearly vanishing DOS
at EF , the cubic lattice loses the van Hove singularity at
EF but keeps a nonzero DOS at EF . The main difference
with d = 2 is the absence of the Mermin-Wagner theorem
and the presence of finite-temperature antiferromagnetic
long-range order. We solve the Hubbard models in d = 3
in DMFT using triqs50,51. We allow for antiferromag-
netic long-range order to study the thermodynamically
relevant transition from a (semi)metal to an antiferro-
magnetic insulator28. We provide raw data, details on
the simulations, and results for the case of infinite dimen-
sions in Appendix B. From DQMC simulations in d = 3
we find that the discontinuous behavior of α is essentially
determined by ∂U˜ 〈n0↑n0↓〉 (see Appendix C for details)
and thus search for discontinuities in ∂U˜ 〈n0n0〉 directly,
circumventing the calculation of ∂U˜ 〈n0nj〉 for j > 0.
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Figure 5. (Color online) DMFT results for the cubic (left pan-
els) and diamond (right panels) lattices. From top to bottom
the panels show staggered magnetization m and ∂U˜ 〈n0n0〉.
The results for different temperatures are presented
in Fig. 5. The onset of a finite staggered magnetiza-
tion m determines the critical effective interaction U˜c at
the MIT. For the diamond lattice, U˜c becomes temper-
ature independent for small enough temperatures19 like
in d = 2. For the cubic lattice Uc approaches zero for
T → 052. We find clear discontinuities in the double
occupancies’ derivative and thus find discontinuities in
α for all temperatures only for the cubic lattice. The
size of the discontinuity grows as the system approaches
large Ne´el temperatures19,49. From this discontinuity we
conclude that infinitesimal positive nonlocal interactions
5induce a first-order phase transition in three or more di-
mensions; that is, we expect Vc = 0 for d > 2 in cubic
systems. The linearly vanishing DOS at EF in the case
of the diamond lattice leads to no discontinuities at low
temperatures. For large enough temperatures (βt . 10)
the linearly vanishing DOS is smeared out, such that a
discontinuity in ∂U˜ 〈n0n0〉 appears. We conclude that for
low temperatures only finite nonlocal interactions induce
first-order phase transitions in diamondlike lattices in ar-
bitrary dimensions.
This dimensional dependence of the MIT in the cubic
systems can be understood from the nature of the anti-
ferromagnetism. An antiferromagnetic phase transition
translates to a kink in the double occupancy since the lat-
ter is related to the magnetic moment asm2 = n−2n↑n↓.
In d = 2, the Mermin-Wagner theorem forbids conven-
tional (i.e., second order in the Ehrenfest sense) antiferro-
magnetic phase transitions at finite temperature, which
leads to a smooth double occupancy and a finite Vc. For
d > 2, on the other hand, an antiferromagnetic phase
transition9,52 leads to a kink in the double occupancy and
a first-order phase transition at infinitesimal V . The van-
ishing DOS for the diamond lattice, on the other hand,
leads to an unusual critical behavior53, and thus no kink
in the double occupancy and a finite Vc.
IV. CONCLUSION
We showed that nonlocal interactions in bipartite ex-
tended Hubbard models can lead to a first-order MIT.
This result is highly relevant in the context of the ques-
tion of whether Hubbard models describe discontinuous
MITs occurring in realistic materials. The underlying
mechanism is governed by nonlocal interactions screen-
ing correlations differently in the insulating and metallic
phases, with the metallic phase being generally stabilized
by the nonlocal interactions. Interestingly, this is in con-
trast to the mechanism envisioned by Mott12, which is
based on nonlocal interactions stabilizing the insulating
phase. We found first-order transitions for nonlocal in-
teractions larger than a critical Vc(U). Our calculations
indicate Vc = 0 for cubic systems in d > 2, whereas sys-
tems with vanishing DOS at EF (e.g., diamond) and two-
dimensional systems in general show Vc > 0 for low tem-
peratures. With nonlocal interactions, we found an addi-
tional mechanism, next to lattice distortions and multi-
orbital physics54–56, explaining how the continuous MIT
in Hubbard models is reconvened with the discontinuous
MIT in real materials.
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Appendix A: Details of DQMC simulations
We perform simulations at a fixed value of U˜ and at
half filling, i.e., by setting µ = U˜/2. As discussed in
Ref. 57, simulations of the Hubbard model for U/t & 8
require global updates in order to explore the phase space
in an ergodic manner. Although we restrict our simula-
tions to U/t . 6, we include global moves as a precau-
tionary measure and indeed find no “sticking” behavior of
the occupancies described in Ref. 57. With 500 warm-up
sweeps we perform between 10000 and 1 million measure-
ment sweeps depending on the temperature, lattice size,
and Trotter discretization. We provide our raw data to-
gether with more equal time measurements provided by
the quest software for all lattice sizes, Trotter discretiza-
tions, and temperatures for both the square and honey-
comb lattices together with error estimates and a com-
plete set of input parameters on the Zenodo platform58.
We deal with finite-size and finite Trotter errors by
extrapolating schemes: We simulate effective Hubbard
models in d = 2 with imaginary time discretizations
∆τ = 0.05, 0.1, and 0.2 and extrapolate a linear de-
pendence on ∆τ2. We present an example of this pro-
cedure in Fig. 6. The errors for finite ∆τ do not exist
for U˜ = 0 and increase for larger U˜ . From linear system
sizes L = 8, 10, and 12 for the square lattice and L = 6,
9, and 12 for the honeycomb lattice we extrapolate a lin-
ear dependence on L−2. We show an example in Fig. 7.
The finite-size errors in the charge correlation function
get smaller for larger U˜ since the electrons localize.
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Figure 6. (Color online) Finite-∆τ extrapolation for the near-
est neighbor charge correlator on the square lattice for βt = 10
and L = 10. Left: linear fit (blue line) to raw data on ∆τ−2
(black dots) resulting in extrapolated value at ∆τ → 0 (blue
dot) for U˜/t = 1.0. Right: U˜ -dependent results for the ex-
trapolation.
In order to reduce the inherent noise in the Monte
Carlo data, which poses a serious problem when calcu-
lating derivatives with respect to U˜ , we use a Savitzky-
Golay approach59; that is, we analytically take deriva-
tives of polynomials which are locally fitted in a win-
dow of width w to the numerical values of 〈n0nj〉(U˜ ).
We show an example of this procedure for two differ-
ent cases: smooth dependence on U˜ with little noise for
high temperatures (βt = 4.0; Fig. 8) and rather large
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Ũ̃t
0.46
0.47
0.48
⟨n
0n
⟨ 
L = 8
L = ⟨0
L = ⟨2
L → ∞
Figure 7. (Color online) Finite-L extrapolation for the nearest
neighbor charge correlator on the square lattice for βt = 10
and ∆τ = 0.2. Left: linear fit (blue line) to raw data on L−2
(black dots) resulting in the extrapolated value at ∆τ → 0
(blue dot) for U˜/t = 1.0. Right panel: U˜ -dependent results
for the extrapolation.
dependence on U˜ with large noise for low temperatures
(βt = 20.0; Fig. 9). We show results for different fit win-
dows (w = 0.4 and w = 1.0) for cubic polynomials. In
all cases, the raw data and the smoothed data are hard
to distinguish. However, the derivative with respect to
U˜ vastly increases noise for the raw data. Taking the
derivative analytically for the smoothed data avoids this.
The high-temperature data show that the larger window
leads to smoother results. The case of low temperature,
however, exemplifies the drawback of too large windows:
The steep feature in ∂U˜ 〈n0n0〉 at U˜/t ∼ 1.3, which can
be clearly seen in the raw data, is washed out for w = 1.0.
The smaller window w = 0.4 leads to data which nicely
follow the raw data for small to intermediate U˜/t but also
shows larger noise for larger U˜/t. Since the derivative of
∂U˜ 〈n0n0〉 (via that of α) determines the critical Vc, we
have extracted them with w = 0.4 and cubic polynomials,
which is shown in Fig. 4. The effective screening factors
shown in Fig. 2 are obtained with a window of U˜w/t = 1.0
and quadratic polynomials, such that the strong noise at
large U˜/t does not obstruct the trends visible in Fig. 2.
A word on the error bars shown in Figs. 8 and 9: The
quantities (with error bars) actually measured in the
DQMC algorithm are 〈n0↑ni↓〉 and 〈n0↑ni↑〉, such that
we obtain 〈n0ni〉 by summing over the two observables.
Since the two constituent observables are correlated (for
i 6= 0), the error bar on their sum cannot simply be
obtained by Pythagorean addition. Visual inspection of
the raw data58 at neighboring values of U˜ shows that er-
ror cancellation happens in the determination of 〈n0ni〉
(equivalently, the statistical errors in 〈Sz0S
z
i 〉 are larger
than the Pythagorean sum of the error bars of 〈n0↑ni↓〉
and 〈n0↑ni↑〉 ). In the figures, we have done Pythagorean
addition and scaled the errors, such that the error bars
enclose 70% of the smoothed data, which leads to visu-
ally reasonable results but overall too large error bars for
U˜/t & 3. Since the error estimates do not influence the
calculations, this is, however, not a crucial point.
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Figure 8. (Color online) Raw data and smoothed data for on-
site and nearest-neighbor charge correlators (〈n0n0〉, 〈n0n1〉;
top panels) and their derivatives with respect to U˜ (bottom
panels) for the square lattice with L = 12, ∆τ = 0.2, and
βt = 4.0. We show smoothing results of different fit windows,
w = 1.0 and w = 0.4, with cubic polynomials. Where no error
bars are visible, they are hidden behind the markers.
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Figure 9. (Color online) Same as Fig. 8, but for L = 12,
∆τ = 0.05, and βt = 20.0.
Appendix B: Details of DMFT simulations
For our calculations we use the triqs package50
and the accompanying continuous-time quantum Monte
Carlo hybridization expansion solver51. We find a crit-
ical slow down of the DMFT convergence on the para-
magnetic side of the antiferromagnetic transition. For
some cases we use more than 400 DMFT cycles to obtain
reasonable convergence. We subsequently perform some
iterations with increased statistics with up to 4 million
sweeps on 80 cores each to obtain data with little noise.
We cannot rely on a smoothing algorithm as in the case
7of finite-size DQMC data since the kink in the double
occupancy would vanish with any smoothing algorithm.
We calculate the derivative ∂U˜ 〈n0n0〉 by performing for-
ward and backward finite differences. If both (forward
and backward differences) are equal within a tolerance
of 2%, we take the mean value (i.e., we perform central
difference); if they are not, we assume the derivative is
not defined at that U [i.e., there is a kink in 〈n0n0〉(U˜)].
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Figure 10. (Color online) DMFT results for the d =∞ hyper-
cubic (left panels) and hyperdiamond (right panels) lattices.
From top to bottom the panels show staggered magnetization
m and ∂U˜〈n0n0〉.
We present DMFT results similar to the DMFT sim-
ulations in d = 3 presented in Fig. 5 for U values close
to the antiferromagnetic phase transition for the corre-
sponding lattices in d = ∞, i.e., the hypercubic49 and
hyperdiamond19 lattices. The case of d = ∞ is interest-
ing since DMFT provides an exact solution. The results
are presented in Fig. 10 in the same way as for d = 3
above. We have performed calculations for βt = 10, 20,
and 40 and βt = 5, 10, 20, and 40 for the hypercubic
and hyperdiamond lattices, respectively. The results are
qualitatively very similar to the case of d = 3; that is, we
find discontinuities in ∂U˜ 〈n0n0〉 for all temperatures for
the hypercubic case. For the hyperdiamond case we find
a discontinuity only at the highest temperature (βt = 5).
The different values for the critical U in d = 3 and d =∞
can be understood in terms of different bandwidths. Us-
ing effective half bandwidths of 2.2t and 2.8t for the hy-
percubic and hyperdiamond lattice, respectively, the val-
ues of Uc/w (w is the bandwidth) for d = 3 and d = ∞
match nearly perfectly.
We provide raw data (Greens function and self-energy
of Matsubara frequencies, occupancy, and double oc-
cupancy) for the last DMFT iteration for all temper-
atures and all four lattices [ cubic, diamond, hypercu-
bic (d = ∞), and hyperdiamond (d = ∞)] together
with a complete set of input parameters on the Zenodo
platform60.
Appendix C: DQMC results for the cubic lattice and
comparison with DMFT
A DQMC treatment of the Hubbard model on the cu-
bic lattice suffers from the scaling of computational time
with the linear lattice size, which is ∝ L9 and limits the
calculations to L ≤ 10. To assess the finite-size scaling
we have performed simulations for βt = 10 at fixed Trot-
ter discretization of ∆τ = 0.1. We do not perform an
extrapolation to ∆τ = 0 since our results for the square
lattice and test calculations at βt = 4 for the cubic lattice
show that results for ∆τ = 0.1 are reasonably close to the
extrapolated value (see Fig. 6). In Fig. 11 we present cal-
culations for L = 4, 6, 8, and 10 for interaction strengths
between U˜/t = 2 and U˜/t = 3.78 in steps of 0.02 in terms
of derivatives of the local and nearest-neighbor charge
correlators with respect to U˜ as well as αNN. We smooth
the data with w = 0.3 and quadratic polynomials. From
the analysis of the data we will answer two questions:
First, does a discontinuity in ∂U˜ 〈n0n0〉 translate into a
discontinuity in αNN, or is it canceled by a respective dis-
continuity in ∂U˜ 〈n0n1〉? Second, what do we learn from
the comparison of DMFT and DQMC data?
To answer the first question, we investigate the finite-
size scaling of ∂U˜ 〈n0n0〉 and ∂U˜ 〈n0n1〉. As can be seen
from, e.g., the position of the minimum of ∂U˜ 〈n0n0〉, the
finite-size behavior is nonmonotonous, which makes an
extrapolation to L→∞ impossible based on these data.
However, we can observe that the step-like feature visible
in ∂U˜ 〈n0n0〉 gets monotonously sharper for larger L. For
the nearest-neighbor case, no steplike feature is observed
for any L. Consequently, we find steplike features in αNN
which get sharper in the same way as they do for the
derivative of the local correlator. If we take for granted
that this behavior holds for L = ∞, i.e., discontinuities
exist only for the on-site case and not for the nearest-
neighbor case, a discontinuity in ∂U˜ 〈n0n0〉 directly trans-
lates to one in αNN and thus signals a first-order phase
transition for arbitrarily small nonlocal interactions.
The result of the DMFT solution of the cubic lattice
is presented in Fig. 11 (a). Although DMFT provides
only an approximate solution for the cubic lattice, it does
give a result in the thermodynamic limit and can thus be
seen as a crude finite-size extrapolation of the DQMC
data. From a superficial inspection of the data the finite-
size DQMC data seem to converge against the DMFT
result. A detailed comparison of DMFT with DCA61,
dynamical vertex approximation (DΓA)52, and DQMC62
for the cubic Hubbard model suggest that for small inter-
action strengths (U/t . 3.5) the DMFT result coincides
rather well with the results obtained with more sophisti-
cated methods. This is in line with the finding that the
second-order correlation energies in d = 3 and d =∞ do
not differ strongly63. Finally, results in the thermody-
namic limit for the U -dependent double occupancy using
the numerical linked-cluster expansion show a kink in the
double occupation in line with our DMFT results64.
In summary, the DQMC data suggest that, first, a dis-
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Ũ
0.
00
2
0.
00
3
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Figure 11. (Color online) Results for the derivative of the (a)
local and (b) nearest-neighbor charge correlator with respect
to U˜ and (c) αNN as defined in the main text from DQMC
simulation of the cubic lattice at βt = 10 for lattices with
linear sizes L = 4 (solid blue line), L = 6 (dashed yellow
line), L = 8 (dash-dotted green line), and L = 10 (dotted red
line). Results for the local correlator in the thermodynamic
limit L → ∞ in the DMFT approximation are presented as
purple crosses in (a).
continuity in ∂U˜ 〈n0n0〉 sufficiently signals a first-order
phase transition at arbitrary small V and, second, the
DMFT approximation leads to reasonable results in the
three-dimensional case, especially for small interaction
strengths.
Appendix D: Strong coupling calculation of CDW
phase
We calculate the CDW phase with a strong-coupling
approach and identify a CDW instability by a negative
Fourier component of the Coulomb interaction. For the
CDW transition line in the case of the honeycomb lattice
we find U = 3V and U ≈ 1.53V for nearest-neighbor and
long-range interactions, respectively. For the case of the
square lattice we find U = 4V and U ≈ 1.61V for nearest-
neighbor and long-range interactions, respectively. For
the interaction strengths of interest (U/t ∼ 8 and U/t ∼ 2
for the honeycomb and square lattices, respectively), the
strong-coupling result coincides well with more sophisti-
cated calculations for nearest-neighbor interactions36,38.
Appendix E: Proof of thermodynamic inequality
Let H = H0+U
∑
iDi−µ
∑
i ni, where Di is the dou-
ble occupancy of site i, ni is the occupancy of site i, and
H0 contains all other terms in the Hamiltonian. Then
−U and µ can be interpreted as the Lagrange multipliers
fixing the average double occupancy, D = 1/N
∑
iDi,
and the average particle number, n = 1/N
∑
i ni, re-
spectively. The free energy per site of a state with den-
sity matrix ρ is given by f(ρ) = f0(ρ) + UD − µn,
where f0(ρ) = 1/N [E0(ρ)− TS(ρ)]. The thermody-
namic ground state ρ0 minimizes the free energy, so devi-
ations δρ from ρ0 increase the free energy: δf > 0. If we
parametrize the density matrix via the double occupancy
and the particle number, deviations from the thermody-
namic ground state lead to the following changes in the
free energy:
δf =
∂f0
∂D
δD + UδD +
1
2
∂2f0
∂D2
δD2
+
∂f0
∂n
δn− µδn+
1
2
∂2f0
∂n2
δn2
+
∂2f0
∂D∂n
δDδn. (E1)
The condition that f is at an extremum demands that
the first-order terms vanish, i.e., ∂f0/∂D = −U and
∂f0/∂n = +µ. The second-order term can be written
in matrix form as
δf =
1
2
(
δD δn
)( ∂2f0
∂D2
∂2f0
∂D∂n
∂2f0
∂D∂n
∂2f0
∂n2
)(
δD
δn
)
=
1
2
(
δD δn
)(−∂U
∂D
−∂U
∂n
∂µ
∂D
∂µ
∂n
)(
δD
δn
)
(E2)
Now, the condition δf > 0 means that both eigenval-
ues of this matrix should be positive. Since the matrix
is symmetric, this leads to the conditions for thermody-
namic equilibrium,
0 < −
∂U
∂D
, (E3)
0 <
∂µ
∂n
, (E4)
0 <
∂U
∂n
∂µ
∂D
−
∂U
∂D
∂µ
∂n
. (E5)
Equation (E4) tells us that the compressibility κ =
∂n/∂µ is positive (at constant double occupancy), and
Eq. (E3) indicates that the double occupancy decreases
as a function of U (at constant density). The symme-
try of the matrix implies the Maxwell relation ∂µ/∂D =
−∂U/∂n = A.
We consider the relation between ∂D/∂U at constant
chemical potential and at constant n. We define the im-
plicit function µ(U, n) to give the chemical potential cor-
responding to U and n, via n(U, µ(U, n)) = n. We find
∂n
∂U
∣∣∣∣
µ
+
∂n
∂µ
∂µ(U, n)
∂U
= 0. (E6)
Using this, we obtain
∂D
∂U
∣∣∣∣
n
−
∂D
∂U
∣∣∣∣
µ
=
∂D
∂µ
∂µ(U, n)
∂U
(E6)
= −
∂D
∂µ
∂n/∂U
∂n/∂µ
=κ−1A−2 ≥ 0, (E7)
9where κ is the compressibility and A is the off-diagonal
element in Eq. (E2). The positivity follows since κ has to
be positive for thermodynamic stability and A appears
as a square. Together with Eq. (E3) this gives
0 < −
∂D
∂U
∣∣∣∣
n
≤ −
∂D
∂U
∣∣∣∣
µ
. (E8)
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