As the analog of the free energy for dynamical trajectories, the large deviation function plays a central role in the statistical mechanics of systems far from equilibrium. Here, we identify numerical issues that can arise when the model of interest evolves according to a continuous-time dynamics. This analysis motivates the introduction of an algorithm in which a list of previously visited states is used to resample the distribution of interest. We discuss the convergence properties of our algorithm in detail and demonstrate its application to the singlesite zero-range process and the many-site totally asymmetric exclusion process.
Introduction
Many well-established methods in statistical mechanics are inapplicable to processes far from equilibrium owing to their lack of standard thermodynamic potentials such as the free energy. Recently, much progress has been made in treating such processes by shifting attention from physical observables that characterize the ensemble of configurations to ones that characterize the ensemble of trajectories [1] - [3] . In taking this approach, an analogy between equilibrium and non-equilibrium statistical mechanics reveals itself. The central quantities become the Kolmogorov-Sinai entropy, which is equivalent to the Shannon entropy for dynamical systems, and the corresponding dynamical partition function. The latter is defined in terms of an arbitrary physical (trajectory dependent) observable, and its logarithm, the 'free energy', is known as the large deviation function. The most studied example in recent years is the large deviation function of the injected power, the symmetries of which are the subject of the famous fluctuation theorem [4] .
For systems exhibiting Markovian dynamics, the calculation of the large deviation function generally reduces to finding the largest eigenvalue of a master-like equation [2] . Because few models are analytically tractable, numerical approaches are needed for treating this important class of problems. For models with few states, cumulants can be calculated from the dynamics [5, 6] . However, as the name implies, a large deviation function describes events that are exponentially hard to observe. Thus in general, it is necessary to enhance sampling of such events; two general approaches have been employed. Kurchan, Lecomte, Tailleur and co-workers developed a diffusion Monte Carlo procedure in which the copies of the system evolve according to a modified dynamics [7] - [9] . Garrahan, Chandler, and co-workers employ path sampling: they allow the system to evolve according to the original equation of motion but then accept or reject whole trajectories on the basis of the value of the dynamical observable (in their case, a measure of particle mobility) [1, 3] .
In the present paper, we examine the diffusion Monte Carlo approach formally and practically and identify issues that can arise when the underlying model evolves through a continuous-time dynamics. Motivated by this analysis, we suggest a new procedure that enables improved control over computational resources and the rate of convergence. Finally, we provide numerical examples.
Theoretical motivation
In this section, we provide background and formulate the problem. Our presentation differs somewhat from that of [7, 8] , to emphasize particular aspects of the problem and existing solutions that guided the design of the algorithm described in section 2.1.
Definitions
We begin by considering a system with a set of accessible states {C} and stochastic dynamics governed by the master equatioṅ
whereP (C, t) is the (unnormalized) probability of finding the system in state C at time t, W (C → C) is the rate of transition from state C to C, and r(C) is the total rate of leaving state C:
The method of large deviations [2] concerns observables (A) that are functions of trajectories ({C i } 0≤i≤n ). These observables are assumed to be of a form that is additive over events that are local in time; i.e.,
A({C
where α(C i , C i+1 ) is a state dependent function, C i and C i+1 are the states before and after the ith configuration change that the trajectory makes (here, we consider only discrete state systems for clarity), and n is the total number of such events up to time t. The statistics of a given dynamics and observable can be described with the partition function
where the average is over all trajectories of length t. The parameter s can be viewed as a 'temperature' that controls the frequency of observing the events of interest. The corresponding large deviation function is the analog of the free energy:
The modified master equation
To calculate Z(s, t) and, in turn, ψ A (s), we introduce the joint probability of a trajectory having observable value A and ending in state C at time t, together with its Laplace transform with respect to A:
It follows immediately from equations (4) and (6) that
and thus that the large deviation function (equation (5)) can be deduced from the long time behavior of P (C, s, t). Explicitly accounting for events that contribute to A, equation (1) becomeṡ
Laplace transformation leads to a modified master equation:
where
Since equation (9) is linear, any solution can be represented in a basis of eigenvectors (if one exists), and equation (7) can be rewritten as a weighted sum over eigenvectors. Thus, the long term behavior of Z is governed by the largest eigenvalue of the above operator.
Equation (9) is central to calculating the large deviation function in practice. In this regard, it is important to note that, in contrast to equation (1) , equation (9) does not conserve probability. As a result, the Perron-Frobenius theorem no longer holds, and the largest eigenvalue of the corresponding operator is not necessarily zero. Let the (unnormalized) probability of state C be P (C), and Q = C P (C); here and below, we drop the explicit dependence on s and t for convenience of notation (i.e., P (C) ≡ P (C, s, t)) because we work only with the Laplace transform of the probability. Simulations can provide information only about the normalized probability, p(C) = P (C)/Q, which evolves according tȯ
Equation (11) can be viewed as a probability conserving master equation for the dynamics with the modified reaction rates, plus a term involving a purely diagonal operator (in curly brackets). Every entry in the diagonal operator equals the net probability flow into (or, depending on the sign, out of) the corresponding state, and it can be interpreted as an auxiliary birth (or death) rate for each state.
The algorithm
Existing algorithms [7, 8] employ a diffusion Monte Carlo procedure [10, 11] to solve equation (11) . In such a simulation, one follows the dynamics of N copies (or 'clones') of the system in parallel. The dynamics is divided into probability conserving and nonconserving parts. For the former, in the case of a continuous-time simulation, at each step,
(1) one identifies the clone that is scheduled to evolve next; (2) one changes the state of that clone from C to C with probability W s (C → C )/r s (C); (3) one advances the time-counter for that clone by δt = − ln u/r s (C), where u is a random number with uniform distribution between 0 and 1; (4) one determines the sign of Δr s (C ) for the clone above and Steps 1-3 above correspond to N independent simulations advancing according to the well-known Gillespie algorithm [12] ; they yield a probability conserving master equation with transition rates W s (C → C) [12] .
Step 4 accounts for the birth-death term in curly brackets in equation (11) . Owing to the effective interactions between clones in this step, relating it to the modified master equation requires considering how the whole population evolves over the course of a differential time period τ . To this end, we now enumerate each of the contributions in steps 4a and 4b in turn. In step 4a, the clones in state C ∈ I + are born at a rate p(C)Δr s (C); then, to restore the total number to N, clones in state 
is the total birth rate. In step 4b, clones in state C ∈ I − are overwritten with rate p(C)Δr s (C) by clones in state C ; the corresponding positive contribution toṗ(C ) is the product of the likelihood of state C , p(C ), and the total death rate δr
where the fourth term on the right-hand side results from step 4a for C ∈ I + and from step 4b for C ∈ I − . By adding the terms with δr and δr , it can be seen that equation (13) is equivalent to equation (11) . The above discussion justifies the s-modified Monte Carlo algorithm but also reveals that the sampling of the distribution p(C) by the clone population is only valid in the limit N → ∞, or, in practice, N exp(τδr) (δr = δr or δr ). For the latter criterion to be satisfied, N must grow exponentially with s, the parameter controlling the deviation from the original dynamics, because δr grows linearly with s to first order. The issue of finite N is noted by [13] as well in conjunction with the discussion of a specific model. We show numerically below that the breakdown of the differential limit for finite N can manifest as oscillations in p(C) around the correct solution. One can suppress this behavior by employing a discrete time step of sufficiently small magnitude, but doing so is likely to be inefficient for dynamics with a wide range of pertinent timescales. A better solution, that remains within the continuous-time framework, was suggested by Tailleur and Lecomte [9] ; they proposed selecting clones prior to their addition to the population so as to prevent overweighting of certain states. An approach that is similar in spirit is discussed in appendix A. In the remainder of the paper we introduce a qualitatively different approach for obtaining large deviation functions within the continuous-time framework.
The list-based continuous-time Monte Carlo procedure
In this section, we introduce an alternative algorithm for treating equation (11) . The essential idea is that the most natural way of incorporating the probability of the nonconserving birth-death processes represented by the curly brackets in equation (11) is to include them as additional possible reactions in the continuous-time dynamics. To this end, we replace the population of coupled clones with a single evolving copy of the system and a list of previously visited states that represents a sampling of p(C). We then include the following possible reactions. The list is updated after every reaction by recording the time that the system spent in the last state, and adding it to the total time that the system has spent in that particular state since the beginning of the simulation. For dynamics that visit a relatively small number of states, the list is quite compact, reducing the RAM required in comparison with the diffusion Monte Carlo method case. If we translate these reactions directly into their contributions toṗ(C), we obtain different equations for C ∈ I + and C ∈ I − . For C ∈ I + , we havė
The first set of curly brackets contains the standard probability conserving terms from step 1, and the second set contains the gain and loss terms from step 2. The remaining terms derive from using state C from the list in steps 3a and 3b. One can see that equation (14) reduces to equation (11) by using the definition of δr (equation (12)) and the fact that I + and I − together represent all states to combine the first terms of the second and third lines of equation (14) to obtain Δr s (C)p(C). For C ∈ I − , we havė
Again, the first set of curly brackets contains the standard probability conserving terms from step 1. The second set contains the gain and loss terms from step 3b. The remaining term is the loss due to overwriting with C ∈ I + in step 3a. Algebra similar to that outlined above for the I + case leads to equation (11).
Accelerating convergence
The derivation of equations (14) and (15) assumed that the list contains a perfect sample of the distribution p(C). Unfortunately, that is not the case in practice as the list has a memory (here and below, we use the term 'memory' in the temporal sense, as in the kernel of a generalized master equation; we use 'RAM' when referring to computational resources). Here, we discuss how this memory affects convergence; we then introduce and analyze a simple list rescaling procedure for suppressing this memory.
Rate of convergence without list rescaling
Accounting for memory, we can write to first order that the distribution evolves in our algorithm as described above aṡ
The integral in the above equation implies oscillatory behavior of the solution since the equation is effectively second order. To obtain a rough estimate of the rate of convergence, we neglect the vector structure of the above equation and linearize around the steady state:
Here, δp is the deviation from the steady state, and λ 1 and λ 2 are constants that depend on the stationary distribution. We solve equation (17) in appendix B to show that δp relaxes more slowly than exponentially without list rescaling.
List rescaling
We now show that we can improve the convergence of our algorithm by limiting the memory of stored configurations in the list. Namely, we decrease all entries in the list (past times spent in configurations) by a constant factor at fixed time intervals. New times added to the entries as the simulation proceeds then carry more weight; essentially, the entries of the list are exponential moving averages. In the examples that we consider below, we divide entries by a factor ofq = 1.01-1.05 every ΔT = 10 6 time steps. To understand how this rescaling procedure affects convergence, we consider the limit of its continuous application. To this end, we first use the standard expression for compound interest to determine the continuous rescaling rate q that yields an equivalent decrease over the interval ΔT : 1/q = e −qΔT or q = lnq/ΔT . Given q, the deviation from the steady state with list rescaling, can now be written aṡ
where λ = λ 1 /λ 2 . We show in appendix C that, if we are interested in the behavior at long times, we can neglect the denominator of the prefactor of the second term on the righthand side. When λ > q, we can introduce the substitutions δp(t) = y(t) exp(−λt) and τ = exp[(λ − q)t]. Differentiating and making the further substitution τ = (λ − q)
This equation can be solved with the substitution y = uτ 1/2 and τ = 4θ −2 , which leads to the Bessel equation The general solution of this equation is a linear superposition of J 1 (θ) and Y 1 (θ). While the former is finite in the θ → 0 limit, the latter diverges as 1
. This implies that δp(t) ∼ exp(−qt). The case λ < q is simpler since then τ → 0 and the relevant limit of the Bessel functions is around θ → ∞, in which both solutions are finite; hence δp(t) = uτ 1/2 e −λt ∼ exp(−λt). Thus, the proposed scheme for rescaling the list entries leads to the scaling δp(t) ∼ exp(− min{λ, q}t). In other words, the rescaling procedure shifts convergence from slower than exponential in simulation time to equal to or faster than exponential in simulation time.
Numerical examples

The zero-range process
As a test of the algorithm presented above, we consider the single-site zero-range process (ZRP) [14, 15] . We choose this model because the largest eigenvalue of the modified master equation is known exactly, which allows us to compare our method's result with the theoretical value of ψ(s) and the numerical value obtained from the original cloning algorithm. The ZRP comprises a single site, which can be populated by an arbitrary number of particles and is coupled to two infinite reservoirs on the left and right of the site. Particles move into and out of the site in both directions according to fixed rates. The large deviation function that we examine is that from [14] : the current on the left. In other words, the counting function α(C, C ) is +1 when a particle moves into the site from the left, and −1 when it leaves the site to the left. We use the same reaction rates as in [14] , namely, α = γ = δ = 0.1 for hopping from and to the left, and from the right respectively, and β = 0.2 for hopping to the right.
Using the existing cloning procedure and our list-based algorithm, we obtained numerical estimates for ψ(s) in the range 0.1 ≤ s ≤ 2.5 ( figure 1 ). For the cloning algorithm a total population of 10 000 clones was used with all clones being initially in the state with no particles at the site. For our algorithm, we used a list size of 100 by grouping all configurations having more than 99 particles into one state. This truncation is justified by the fact that the simulations rarely visit states with more than 10 particles. Here, as an illustration of how our algorithm can be combined with the cloning algorithm, we initialize the list with a brief simulation employing the latter (10 7 time units or about 1 h of CPU time compared with about 1 day of CPU time required for convergence with only the cloning algorithm-as can be seen from the leftmost point in figure 2 , the error in ψ(s) is still several hundred per cent at this point). As we show in the example in the following section, this step is optional.
The results are presented in figure 1 . With regard to these results, it is important to note a peculiarity of the ZRP. As s varies, the spectrum of the modified master equation changes from discrete to continuous. For the choice of rates given above, the continuous part is at s > 1.73. Both numerical methods suffer in that range, as the difference plot in figure 1 shows. Overall, we see, however, that in absolute terms the list-based algorithm leads to a much smaller error than the cloning procedure.
The results shown are obtained with suppression of the memory in the list by dividing its entries by 1.05 every 10 6 simulation steps. For this choice, the simulations with the listbased algorithm took on the order of 1 h of CPU time to converge to the indicated precision compared with about a day of CPU time for the cloning procedure. The dependence of the rate of convergence on the choice of suppression factor (q, defined above in equation (18)) is shown in figure 2 . We see that the convergence without suppression is slower than exponential, and that we recover the exponential decay when q > 0.
The convergence of the continuous-time cloning algorithm is hindered in the present example by the fact that it repeatedly overshoots the value of ψ(s) to which it tends. One can understand this behavior as follows. For the rates given above, the ZRP is effectively a two-state system-the site is either occupied or not. These two states have very different reactive propensities, which lead to very different waiting times and cloning rates. As a result, when the system is in one such state, too many clones tend to be produced, and the hopping reactions that define the ZRP respond to this imbalance, driving the population strongly toward the other effective state. The large deviation function consequently fluctuates significantly and, at large times, averages to a value different from the theoretical one. This effect increases with N ( figure 3) , limiting the ability to suppress this behavior by manipulating the population size. This feature does not arise in the discrete-time case [7] because all the clones are treated simultaneously; clones would need to be selected simultaneously, as proposed (but not tested) in [9] , to suppress this behavior in the continuous-time case.
The totally asymmetric exclusion process
In the implementation of the list-based algorithm above, statistics were accumulated for each state of the model. Convergence is improved because the modified master equation is thus sampled with ever increasing accuracy as the simulation progresses; the only limit is machine precision. This implementation is suitable for models that only populate a relatively small number of states. Many models, particularly those that involve diffusion (or hopping on a lattice), have very large numbers of accessible states. In this section, we show how the list-based algorithm can be adapted to treat such cases.
To this end, we consider the totally asymmetric simple exclusion process (TASEP) [16] . The model consists of a one-dimensional lattice of size L with periodic boundary conditions. Each site can be occupied by at most a single particle, and we randomly initialize the lattice such that half the lattice sites are occupied. A particle at a particular site can hop to the site immediately neighboring to the right, as long as that site is unoccupied. Naturally, the observable of interest is the right particle current [17] . Since the hopping rate sets the only timescale in the system, all physical quantities must depend at most trivially on its actual value (we set the hopping rate to unity in our simulations). We focus on this model because analytical results for the large deviation function are available. Specifically, for s < 0 and up to the order of 1/L, the large deviation function is approximately [17] 
As discussed above, it is necessary to modify the implementation of the list-based algorithm to treat this system owing to the large number of possible states. Instead of storing the time spent in a particular configuration, we record the total time spent in configurations with a given propensity for exit to other states. This is equivalent to recording the time in any state with a given Δr s ; we denote the corresponding probability as p(Δr s ). For each such propensity, we also store the last M such configurations visited by the simulation. Now, when an overwriting reaction is chosen, a propensity is picked from the list according to the times saved in the list, and then a stored configuration, among the ones corresponding to that propensity, is chosen at random. At the end of the simulation, we calculate the large deviation function by summing over the projected distribution:
In the case of the TASEP, the minimum possible exit propensity is obtained when all the particles are in contiguous sites such that only the right terminal one can hop. The maximum possible exit propensity is obtained when as many particles as possible have an open space to the right; for the density considered (the worst case scenario), this corresponds to all L/2 particles being able to hop. Thus there are at most L/2 possible values of the exit propensity. We thus store L/2 times to represent the probability distribution as a function of exit propensity and ML/2 configurations in total.
Results for L = 100 are presented in figure 4 . For these simulations, we initialize all entries in the list to zero and fill it as we decrease s from zero to the desired value; this demonstrates that the list-based algorithm can be employed completely independently of the cloning algorithm. The initialization time was less than an hour of CPU time, while the simulations required several days to a week to converge (of order 10 10 steps). The value of s was incremented in steps of 10%. We obtain good agreement with equation (21) for −0.05 < s < 0.0. We see some deviation from the analytical approximation at the upper range of its validity (s ≤ −0.05). At the same time, it is important to note that there is some approximation associated with treating all states with the same propensity equally. One means of reducing the resulting error would be to introduce additional labels for states; i.e., to subdivide the probabilities of propensities according to additional order parameters. For example, we obtain improved results for the TASEP by treating the propensities for movement on each half of the lattice separately.
More economical use of RAM can be made by allowing the number of configurations saved to vary with propensity because some Δr s values are quite rare; we employ this scheme for s ≤ −0.04 (see figure 4 caption for details). As a final remark, we note that, for still more complex models, with very large numbers of possible propensities for exit to other states, one could bin the propensities. This would introduce another layer of approximation, but it would be controlled in the sense that the error would decrease as the number of bins and the number of configurations saved for each bin (M) were increased.
Conclusions
In the present paper, we examined numerical algorithms for the calculation of large deviation functions. We presented an alternative theoretical development of the established cloning procedure [7, 8] and, in the process, revealed that its performance for processes with continuous-time dynamics can depend sensitively on the population size. To overcome this issue and accelerate convergence in general, we introduced a new doi:10.1088/1742-5468/2010/02/P02006algorithm that does not rely on the interaction among multiple simultaneous simulations. In our procedure, there is only a single copy of the system, and a list of previously visited states is used to resample the probability distribution in a controlled fashion. We showed that this procedure yields exponential convergence to the largest eigenvalue of the modified master equation (i.e., the large deviation function).
To evaluate the numerical performance of the cloning algorithm and our own, we compared their accuracy and precision in calculating the large deviation function of the left current of the single-site zero-range process, for which an exact solution is available. The new algorithm provides significantly higher accuracy over the range of s values where the ZRP model has a discrete spectrum; results of a desired precision were obtained an order of magnitude faster and with very low RAM requirements. We illustrated how the procedure can be adapted to treat more complex models by calculating the large deviation function for the right current of the totally asymmetric exclusion process.
It will be interesting in the future to investigate whether the modified dynamics defined by our algorithm can be combined with path sampling [1, 3] to advantage. For example, the modified dynamics with the projected list could be used to bias the generation of trial trajectories to boost the acceptance rate, and then trajectories could be selected to enforce correct statistics even when the distribution of propensities was approximate. In this case, care would be necessary to ensure that modification of the list did not break the detailed balance between trajectories in the path sampling procedure. and the net change in clone number is zero. For models in which the differences in cloning rates between states are relatively small, this procedure alleviates the tendency to overshoot the target population size, and thus makes the results less sensitive to the choice of N. We focus on the list-based algorithm described in the main text, however, because the procedure given here is still expected to be inadequate for treating models like the ZRP in which the rates in different states can be very different.
Appendix B. Analysis of equation (17)
To solve equation (17), a more convenient choice of variables is y(t) = t δp(t ) dt . Following substitution, we rescale time by a factor of λ 2 (i.e., t → λ 2 t) and obtain where λ = λ 1 /λ 2 . Because we seek a power series solution, it is desirable that the coefficient of the first derivative term be positive so that we can obtain closed-form bounds on the solution. To this end, we substitute y(t) = u(t) exp(−λt) to obtain where P and Q are polynomials, > 0, and C is a constant. When these bounds are satisfied, the solutions y(t) = u(t) exp(−λt) cannot decay exponentially because we can always choose to be smaller than the supposed decay rate. On the other hand, when u(t) is polynomial, y 1 (t) = u(t) exp(−λt) decays exponentially. However, since the Wronskian of equation (B.1) is exp(−λt), a second linearly independent solution can be obtained from In other words, the solutions with and without simplification of the prefactor remain within a specified separation. The significance of being bounded is clear when we consider u c = eq t y c whereq q, λ and c = a or b. The u functions satisfy equation (18) with q replaced by q −q and λ replaced by λ −q. However, if y b does not converge exponentially, then u b has to diverge and cannot stay bounded. Thus, y b ∼ exp (− min(λ, q)t).
