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Abstrak  
Perkembangan teknologi komputer semakin pesat seiring dengan perkembangan perangkat 
lunak dan perangkat keras yang digunakan. Membangun sebuah jaringan komputer tentu 
membutuhkan banyak hardware. Apabila jaringan computer yang ingin dibangun memiliki 
komputer yang begitu banyak maka akan semakin banyak resources yang digunakan, baik 
itu perangkat keras dan perangkat lunak. Selain itu, membangun computer cluster dibutuhkan 
biaya yang tidak sedikit. Masalah utama dari computer cluster adalah disk-failures. Akan 
memakan banyak waktu jika ingin memperbaiki satu-persatu komputer yang bermasalah. 
Selain itu, tidak mudah untuk mengelola banyak komputer segaligus. 
Untuk mengatasi masalah itu maka dalam tugas akhir ini dibangun sebuah jaringan diskless 
untuk mengatasi permasalahan yang ada. Tugas akhir ini dibuat untuk mengurangi resiko 
disk-failures dan mempermudah dalam hal maintenance. Untuk mengelolanya pun cukup 
dengan menginstal DRBL pada satu server tanpa perlu melakukan instalasi pada komputer 
lain dan dapat dikonfigurasi secara sekaligus. Sistem diskless bekerja pada jaringan 
menggunakan kabel UTP dan komputer lain harus memiliki fasilitas PXE.  
 
Kata kunci : diskless, PXE, DRBL.  
 
Abstract  
Computer technology develops increasingly along with the development of software and 
hardware used. Building a computer network certainly requires a lot of hardware. If the 
computer network that wants to be built has so many computers, the more resources will be 
used, both hardware and software. In addition, building a cluster computer requires a lot of 
money. The main problem with computer clusters is disk-failures. It will take a lot of time if 
you want to fix one by one the problematic computer. In addition, it is not easy to manage 
multiple computers at once. 
To overcome this problem, in this final project a diskless server is built to solve existing 
problems. This final project is designed to reduce the risk of disk failures and simplify 
maintenance. To manage it was simply installing DRBL on a single server without the need to 
install on other computers and can be configured simultaneously. Diskless systems work on 
networks using UTP cables and other computers must have PXE facilities.  
 
Keywords: diskless, PXE, DRBL. 
 
1.  Pendahuluan [10 pts/Bold]  
Perkembangan teknologi komputer semakin pesat seiring dengan perkembangan perangkat 
lunak dan perangkat keras yang digunakan. Membangun sebuah jaringan komputer tentu 
membutuhkan banyak hardware. Apabila jaringan computer yang ingin dibangun memiliki 
komputer yang begitu banyak maka akan semakin banyak resources yang digunakan, baik itu 
perangkat keras dan perangkat lunak. Selain itu, membangun computer cluster dibutuhkan biaya 
yang tidak sedikit. Masalah utama dari computer cluster adalah disk-failures. Akan memakan 
banyak waktu jika ingin memperbaiki satu-persatu komputer yang bermasalah. Selain itu, tidak 
mudah untuk mengelola banyak komputer segaligus. 
Untuk mengatasi masalah tersebut maka dalam tugas akhir ini dibangun sebuah jaringan 
diskless untuk mengatasi permasalahan yang ada. Tugas akhir ini dibuat untuk mengurangi resiko 
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disk-failures dan mempermudah dalam hal maintenance. Untuk mengelolanya pun cukup dengan 
menginstal DRBL pada satu server tanpa perlu melakukan instalasi pada komputer lain dan dapat 
dikonfigurasi secara sekaligus. Sistem diskless bekerja pada jaringan menggunakan kabel UTP dan 
komputer lain harus memiliki fasilitas PXE. 
 
2. Dasar Teori  
 
2.1 Diskless  
Diskless adalah teknologi yang digunakan komputer klien untuk menjalankan sistem operasi 
dan mengakses file dari server melalui jaringan lokal yang sama. Saat ada permintaan alamat IP dari 
klien melalui jaringan, server akan merespon dengan mengirim alamat IP, Subnet Mask, DNS, 
Gateway, NFS, TFTP dan virtual image ke klien, sehingga komputer klien dapat boot melalui 
jaringan.           
                                                                                         
2.2 Cluster Computer 
Cluster Computer adalah sekelompok komputer yang terdiri dari headnode dan beberapa node 
eksekusi yang saling terkoneksi melalui jaringan lokal berkecepatan tinggi dan didesain untuk 
digunakan sebagai sumber daya komputasi yang terintegrasi. Cluster komputer digunakan karena 
lebih hemat biaya.    
 
2.3 PXE  
Pre-boot Execution Environment dibuat berdasarkan protokol jaringan TCP/IP yang 
dikenalkan oleh Intel. PXE memungkinkan sebuah komputer melakukan booting dari jaringan 
menggunakan kabel UTP. PXE biasa digunakan dalam teknologi diskless. 
 
2.2 DRBL 
Cluster Computer adalah sekelompok komputer yang terdiri dari headnode dan beberapa node 
eksekusi yang saling terkoneksi melalui jaringan lokal berkecepatan tinggi dan didesain untuk 
digunakan sebagai sumber daya komputasi yang terintegrasi. Cluster komputer digunakan karena 
lebih hemat biaya. 
Keuntungan dalam menggunakan PXE boot yaitu: 
1. Tidak memerlukan CD/DVD/Floppy/LiveUSB maupun sistem yang sudah terinstall. 
Satu-satunya yang diperlukan adalah server yang sudah disetup dan klien mendukung 
boot dari LAN. 
2. Mudah dan cepat dikonfigurasi. 
3. Tidak membutuhkan media untuk booting. Tidak perlu burning Net ISO untuk 
melakukan booting. 
4. Mengurangi waktu persiapan dan proses instalasi sistem operasi.. 
 
3. Perancangan  
3.1. Perancangan Jaringan 
Perancangan sistem yang akan dibangun nantinya akan menggunakan metode jaringan 
diskless. Pada jaringan diskless komputer client tidak membutuhkan media penyimpanan seperti 
harddisk atau SSD. Media penyimpanan harddisk atau SSD hanya akan berada di komputer server. 
 
Gambar 3.1 Topologi Jaringan Diskless 
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Topologi yang diterapkan pada jaringan diskless adalah topologi star. Dalam topologi ini satu 
komputer bertindak sebagai server dan sisanya sebagai client yang terhubung pada satu buah switch. 
Sistem jaringan diskless menggunakan PXE/etherboot, DHCP, TFTP, dan NFS untuk memberikan 
layanan kepada komputer client. Komputer client yang tehubung dengan server diskless tidak perlu 
melakukan instalasi sistem operasi pada harddisk. Metode jaringan diskless tidak mempengaruhi 
harddisk yang tedapat pada client sehingga sistem operasi yang telah terinstall di komputer client 
tidak akan terpengaruh. Hal ini sangat berguna jika komputer client tetap ingin booting ke sistem 
operasi yang ada di harddisk. 
 
3.2. Implementasi Jaringan 
Setelah perancangan jaringan selesai, tahap selanjutnya adalah implementasi hasil dari 
rancangan yang telah dibuat. Hasil rancangan tersebut berupa jaringan diskless, dimana komputer 
client tidak melakukan booting melalui harddisk melainkan melalu jaringan via PXE. 
 
Gambar 3.1 Cara keja server diskless 
 
Gambar 3.1 merupakan cara kerja dari jaringan diskless yang telah diimplementasikan. Saat 
client melakukan booting melalui jaringan, komputer client akan meminta alamat IP ke server. 
Server yang menerima request tersebut akan mengirimkan alamat IP kepada client melalui service 
DHCP. Client yang telah mendapatkan alamat IP akan meminta file kernel pada server agar bisa 
mengakses sistem operasi, client akan mendapatkan file kernel dari server berkat bantuan dari 
service TFTP. Tahap selanjutnya server akan mengirimkan filesystem kepada client supaya client 
bisa mengakses sistem operasi. 
 
3.2. Proses Kerja Jaringan Diskless 
Berikut proses kerja yang terjadi pada komputer client dan server: 
1. Komputer client melakukan booting melalui LAN card dengan menggunakan 
PXE/etherboot. 
2. Saat booting, komputer client akan meminta alamat IP melalui DHCP dan memuat 
kernel menggunakan TFTP untuk melanjutkan proses booting. Service DHCP dan 
TFTP disediakan oleh server DRBL. Apabila komputer client tidak mendapatkan 
alamat IP dari server maka komputer client harus di-restart sampai mendapatkan 
alamat IP dari server. 
3. Client melakukan booting awal pada RAM yang disediakan oleh server DRBL 
melalui TFTP dan melakukan mount NFS yang telah di-share sebagai partisi root-
nya. 
4. Lalu client akan melakukan booting sistem operasi melalui server yang telah di-instal 
sebelumnya. 
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Gambar 3.2 Proses Kerja Jaringan Diskless 
 
3.2. Rancangan Pengujian 
Sistem jaringan diskless yang telah dibangun akan diuji dengan berbagai pengujian. Pengujian 
yang dilakukan untuk melihat performa dari server seperti performa CPU dan memory pada server. 
Selain itu pengujian lain ialah dengan menggunakan aplikasi OpenMPI untuk melihat kinerja 
parallel computing. 
Pengujian untuk melihat beban CPU dan memory pada server dilakukan dengan cara menjalan 
beberapa aplikasi seperti VLC, GIMP, WPS Office dan Firefox. Pengamatan CPU dan memory 
dilakukan secara bersamaan menggunakan aplikasi htop pada server. 
Sedangkan pengujian cluster menggunakan OpenMPI dilakukan dengan cara menjalankan 
program sederhana hello_world pada server atau client. Pengujian cluster menggunakan OpenMPI 
akan menggunakan perintah “mpirun” dengan number of processes sebanyak 155.  
 
3.3. Data Hasil Pengujian 
Pengujian yang pertama adalah melihat kineja CPU dan memory dari server saat menjalankan 
aplikasi seperti VLC, WPS Office, GIM, dan Firefox. Gambar 3.3 merupakan data hasil pengujian 
mulai dari satu client yang terhubung hingga ke tiga client. 
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Gambar 3.3 Beban CPU server 
 
Berdasarkan data diatas kinerja processor server diskless tidak terpengaruh oleh kondisi dan 
jumlah komputer client. 
 
Gambar 3.4 Beban memory server 
 
Sedangkan kinerja penggunaan memory dari server diskless selalu meningkat disetiap 
pengujiannya. Dari data tersebut bisa disimpulkan bahwa penggunaan memory pada server diskless 
dipengaruhi oleh kondisi dan jumlah client 
Pada pengujian cluster menggunakan OpenMPI, perngujian akan dilakukan sebanyak 9 kali 
pada satu dan dua komputer untuk menjalankan program. Gambar .4 merupakan hasilnya 
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Gambar 3.5 Hasil pengujian dengan OpenMPI 
  
 Dari gambar 3.5 bisa disimpulkan saat menjalankan program menggunakan dua komputer 
waktu yang dihabiskan lebih sedikit. Sedangkan saat menggunakan satu komputer waktu yang 
dibutuhkan untuk menjalankan program menjadi lebih lama, yaitu dikisaran 35 detik. Ini 
disebabkan karena process yang dijalankan saat menggunakan dua komputer akan terbagi menjadi 
dua. Dari 155 process, sebanyak 78 process akan dijalankan pada komputer pertama dan 77 
sisanya akan dijalankan pada komputer kedua. Berbeda jika hanya menggunakan satu komputer, 
155 process program akan dijalankan pada satu komputer dan ini akan memakan waktu lebih lama 
dibandingkan dengan menggunakan dua komputer. 
 
4. Kesimpulan  
Setelah melakukan analasis dan pengujian terhadap sistem yang dibangun, maka dapat ditarik 
kesimpulan bahwa metode jaringan diskless banyak memberikan manfaat. Manfaat yang didapat 
dari sistem yang dibangun dengan metode jaringan diskless adalah sebagai berikut: 
1. Mudah untuk dibangun dan diterapkan. 
2. Lebih murah daripada jaringan komputer biasa karena komputer client tidak 
membutuhkan harddisk. 
3. Instalasi sistem operasi untuk client hanya dilakakukan satu kali, dan filesystem linux 
yang telah terinstal bisa digunakan untuk banyak komputer. 
4. Mudah untuk di-maintenance karena hanya terdapat satu filesystem sistem operasi yang 
berada pada server. 
Selain kelebihan diatas metode diskless juga memiliki kekurangan. Metode diskless akan 
bermasalah jika jaringan diskless diterapkan pada server dengan spesifikasi rendah karena metode 
jaringan diskless mengharuskan client memiliki resource yang cukup untuk mengakses sistem 
operasi pada server. 
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