Abstract-This paper aims to develop a hierarchical framework for demand-side frequency control. The framework involves two decision layers. The top layer determines a control gain for the aggregated load response on each bus using robust decentralized control theory. The second layer involves a large number of devices, which switch probabilistically during contingencies so that the aggregated power change matches the desired droop amount according to the control gains determined in the top layer. The proposed framework is based on the classical nonlinear multi-machine power system model, and can deal with time-varying system operating conditions while respecting the physical constraints of individual devices. Realistic simulation results based on a 68-bus system are provided to demonstrate the effectiveness of the proposed strategy.
I. INTRODUCTION
Frequency control plays an important role in maintaining power balance of the system. Generators modify their power output when a non-zero frequency deviation occurs in order to restore power balance. With plans for large-scale penetration of renewable energy, performing frequency control using only supply-side resources becomes not only prohibitively expensive but also technically difficult. Demandside frequency control presents a novel and viable way for providing the desired frequency response. Loads can measure frequency locally and change their power consumption after a non-zero frequency deviation is observed, in order to achieve power balance between supply and demand.
Several load frequency control methods have been proposed in the literature. In [1] , it was shown that properly designed load frequency controllers can stabilize frequency during contingencies without requiring communications. The authors in [2] developed frequency based load control strategies in order to balance demand with supply, and regulate frequency. Both of these approaches are based on a lumped linear power system model, which cannot accurately represent the transient dynamics of a complex power network. One of the first attempts to study demand-side frequency control on a nonlinear multi-machine power system model was presented in [3] . The approach seeks to match the realtime demand with supply and regulate the frequency while minimizing the dis-utility of individual end-users. The effect of stochastic frequency measurement noise was studied later in [4] .
In all the aforementioned approaches, frequency control was based on overly-simplified power system models (such as linear model or multi-machine model with DC power flow). In addition, device constraints and end-use behaviors (such as compressor time delays for thermostically controlled loads, and stochastic load arrival and departure) have not been considered in the controller design. These constraints can significantly influence the aggregated response of the controllable devices and thus impact the overall frequency dynamics. Furthermore, most previous approaches cannot deal with time-varying system conditions, such as available responsive loads, changing network topology, and renewable generations, among others.
Different from most existing works in the literature, we propose a hierarchical decentralized framework to enable a systematic design of demand-side frequency control. The proposed framework will be based on a general nonlinear multi-machine power system model and will systematically consider the device constraints. The hierarchical framework involves two decision layers. At the supervisory layer, it computes the feedback gains required from the aggregated load response on each bus using a robust decentralized control approach [5] . Such an approach can achieve robust stability of the system without linearization of the power system model, and can be efficiently solved through Linear Matrix Inequalities (LMI). The robust decentralized control method has been used to design generation-side controllers [6] , [7] . Its application to the demand-side frequency control is novel. At the device layer, a Markov-chain model is proposed to represent the aggregated load dynamics under demand-side frequency control. These aggregated dynamics have been considered on slow time scale in [8] , [9] . However, properly incorporating them into frequency control has not been considered. The proposed Markov-chain model suffices to capture the aggregated response during the short frequency control period. Mode switching probabilities of individual devices are computed based on the Markov-chain model and the measured frequency so that the total population response matches the desired one determined by the supervisory layer. Although our discussion is mainly based on Thermostatically Controlled Loads (TCLs), the method extends easily to deferrable loads. Compressor time delay constraints of the TCLs [8] are also considered in the design of the device layer. Simulations based on a 68-bus power system are performed in order to validate the hierarchical framework.
The rest of the paper is organized as follows. The problem formulation is given in Section II. In Section III, we present a hierarchical demand-side frequency control framework, involving a supervisory layer and a device layer. The proposed design is validated using an IEEE 68-bus power system model in Section IV. Finally, some concluding remarks and future research directions are given in Section V.
II. PROBLEM FORMULATION
A. Multi-machine power system model We consider a multi-machine power system represented by a graph G = (V, E), where V is the set of n buses, and E ⊆ V × V is the set of transmission lines. Each bus i ∈ V contains generation and loads and is considered to be a PV bus with constant voltage magnitude. Moreover, reactive power dynamics are neglected and loads at each bus i ∈ V are considered to be frequency dependent [10] , [11] . The dynamics of each bus i ∈ V are given by the classical swing-dynamics [12] as follows:
Here, θ i is the rotor or electrical/bus angle measured with respect to a rotating frame, ω i is the angular velocity (frequency deviation), P m,i > 0 is the mechanical power input, M i > 0 is the inertia moment and D Gi > 0 is the mechanical damping constant. The electrical power P e,i at bus i ∈ V is given by:
where, D Li is the load damping constant [10] , [11] , and f i (θ) represents the active power flow from bus i ∈ V given by
. In this paper, the generation-side controllers (such as governor droop and AGC) will not be considered in the design. They will be incorporated in our future work. Without governor droop and AGC, the mechanical power setpoint is constant, i.e., P m,i = P o m,i . Furthermore, the electrical power (2) at bus i ∈ V can be expressed in the following form:
where
is the steady state power consumption of the loads under bus i ∈ V.
B. Demand-side frequency control problem
Each bus i ∈ V contains two types of loads: the set of controllable loads denoted by L cont,i and the set of noncontrollable loads denoted by L no-cont,i . To simplify our discussion, we assume that the set L cont,i is composed only of thermostatically controlled loads (TCLs). Some examples of TCLs are refrigerators, HVACs, etc. Such loads are characterized by the fact that they can be switched ON/OFF within a short period of time without affecting the end-use performance [8] .
Denote the constant power consumption of the set of noncontrollable loads as P no-cont,i . Let the individual consumption of each TCL load j ∈ L cont,i be given by:
Let P cont,i be the power consumption of controllable loads under bus i ∈ V computed as P cont,i = j∈Lcont,i q i j . To account for the controllable power at bus i ∈ V, it is necessary to decompose P cont,i as follows:
In other words, the power consumed by the set of TCL loads is given by the steady state consumption denoted by P 0 cont,i , and the controllable power under bus i ∈ V denoted by u i . Let P i be the active power consumption at each bus i ∈ V given in the following form:
It can be easily verified that the electrical power at bus i ∈ V considering the controllable power u i is given by:
Plugging (6) into (1) leads to the following power system model with controllable loads:
Define the bus state vector as
T and the overall interconnected state vector as x [x 1 , . . . , x n ] T . Then (7) can be written in a state-space form as follows:
where the matrices
are given by:
and the nonlinear function F i : R n → R is given by:
We are particularly interested in the power system dynamics during a contingency event. Thus, it is convenient to work in a relative coordinate with respect to the pre-fault equilibrium, in the following form:
where, A i , B i , and G i are defined as in (9),
T is the pre-fault equilibrium, h i : R n → R is the nonlinear interconnection function, and u i is the controllable power at bus i ∈ V. More generally, the overall dynamics of the interconnected power system can be written in the following form:
Here, ∆x [∆x 1 , . . . , ∆x n ] T ∈ R 2n denotes the overall state vector of the interconnected power system,
. . , G n }, denote the system matrices, h : R n → R n represents the overall interconnection function, and u is the controllable power from all buses i ∈ V.
With the above notations, we can now give a precise statement of the demand-side frequency control problem.
Problem 1: For each participating controllable load j ∈ L cont,i , find the probability P r j of switching its current state (e.g. turning ON or OFF), such that the controllable power u i under each bus i ∈ V, stabilizes the interconnected power system (11).
III. HIERARCHICAL DEMAND-SIDE FREQUENCY CONTROL DESIGN
In this section, we present a solution to the demand-side frequency control problem using a hierarchical framework approach. The hierarchical controller involves two decision layers. The top layer referred to as supervisory layer computes the desired power control command u i characterized by a feedback gain. The gain determines the required power change necessary to stabilize the system under the current system conditions. At the lower layer under each bus referred to as device layer, decentralized controllers are designed for each device based on a Markov-chain model so that the change of power consumption of controllable loads matches the desired power control command u i determined at the supervisory layer.
A. Supervisory control design
At the supervisory layer, we are interested in designing the power control command u i that guarantees stability of (11) under disturbance. To enable decentralized analysis and implementation of the proposed strategy, we set the power control command u i as a state feedback control input, i.e., it is required that the local control input follows a decentralized information pattern, where each bus is controlled using only its locally available states. Therefore, the state feedback power control command at the ith bus is given by:
where K i ∈ R 1×2 is the feedback gain matrix, that will be transmitted to the device layer under bus i ∈ V.
Let the overall interconnected control input be defined as follows:
Here, the overall feedback matrix denoted by
is structured as follows K D diag{K 1 , . . . , K n }. From the dynamics of the interconnected power system (11) and the overall state feedback control input (13), the interconnected power system in closed loop is given by:
whereÂ
Our goal is to design K D , such that the equilibrium of the closed loop system is asymptotically stable.
First, note that the nonlinear interconnection function in relative coordinates with respect to the pre-fault equilibrium is such that h i (∆x)
. Moreover, observe that h i is of an uncertain nature during a contingency event; however, it satisfies the following Lemma.
Lemma 1: The nonlinear function h i (∆x) for each bus i ∈ V, satisfies the following quadratic bound:
for some constant matrix H i and scalar value α i > 0. Proof: Using the arguments introduced in [6] it can be easily verified that h i satisfies the following bound:
where ∆θ [∆θ 1 , . . . , ∆θ n ] T , T i is a constant matrix with entries:
and D i is a diagonal matrix with entries d
| is the maximum power transferred from bus i to bus j. Clearly, (16) is of the form (15) since ∆θ is part of the state ∆x.
Therefore, whenever the uncertain nonlinear function h i satisfy Lemma 1 for all i ∈ V, a sufficient condition for the robust stability of the multi-machine interconnected system (11) can be established through the following theorem [5] :
Theorem 1: The multi-machine power system (11) is robustly stabilized by decentralized linear state feedback control command (12) , if the following LMI optimization problem over γ i , Y D and L D is feasible.
where i = 1, . . . , n, γ i
The scalars κ Li and κ Yi are prescribed positive limits selected to bound the norm of the decentralized gain matrices in the following form:
Proof: It can be established using similar arguments as in [5] , [6] .
Once the LMI optimization problem (17) is solved we can compute the decentralized feedback gain matrices of the local controllers as follows:
Therefore, if the LMI optimization problem (17) is feasible, we can obtain a decentralized control command u i characterized by feedback gain matrices K i for each i ∈ V, that will be transmitted to the device layer and renders the equilibrium of (11) asymptotically stable.
It can be observed that at the supervisory layer there exists limits over the maximum controllable power denoted as P tot,i . Hence, we are interested in using the prescribed limits over the gains (18), such that
It should be noted that the controllable power is time variant. Thus, a systematic design of the gain bounds is needed and will be part of our future research.
B. Device-layer control design
During contingency a non-zero frequency deviation from the equilibrium point occurs in every bus i ∈ V; thus, the set of available controllable loads at bus i ∈ V will change its power consumption according to the derived control command u i = K i ∆x = K i1 (∆θ i ) + K i2 (∆ω i ). Hence, the objective for each participating load j ∈ L cont,i is to calculate its own switching probability P r j to turn ON (or OFF), such that (4) holds.
For simplicity, the temperature dynamics of TCL loads are neglected due to the fact that their time scale is significantly greater than the frequency control time scale (sub-minute time scale). In addition, in order to incorporate a more realistic behavior of the TCLs, compressor time delay constraints are incorporated in the device level controller design. This compressor time delay relay is typically installed to ensure that the compressor remains OFF for a minimum amount of time, which is often referred to as the lockout period. During this period a switching ON control signal will be ignored [8] .
We propose a Markov-chain model to capture the aggregated response of controllable loads L cont,i at bus i ∈ V, incorporating the lockout effect. Each load j ∈ L cont,i is associated with a discrete operating state defined by: σ j = {1(ON), 0(OFF), −1(LOCKED)}, and the possible state switching transitions illustrated in Fig. 1 . The time course evolution of σ j is governed by a Markov-chain with transition probabilities denoted by P r j {σ j (k + 1) = s|σ j (k) = r} = p rs . In addition, the overall transition Fig. 1 . TCL switching transition probabilities probability matrix is structured as follows:
(20) where µ ij denotes the switching probability from state i to j that can be modified by the decentralized controller to achieve the desired aggregated power consumption given by u i . Since primary frequency control period is much shorter than typical lockout times (3 min to 5 min [8] ), we assume each device, once get LOCKED, cannot be switched ON again during the control period. This is reflected in the model as the zero transition probabilities from the LCK state to ON and OFF states. Then, from the transition matrix (20) the following discrete time system can be defined:
Here,
represents the vector of probabilities with initial distribution p(0), C = [1, 0, 0], y(t k ) ∈ R is the output aggregated power and P tot,i is the maximum power from the set L cont,i at bus i ∈ V, computed as P tot,i j∈Lcont,i p i max,j . From the Markov-chain implementation, the probability
. Then, the output has the following alternative form:
Our goal is to approximate the response (aggregate power consumption) of the set L cont,i to the power control command u i . This aggregate power consumption is achieved when
Note that this implies that the change of power consumed by the TCL loads has to match the power control command u i for all i ∈ V, with steady state consumption given by P 0 cont,i = p on (0) × P tot,i . Moreover, it can be easily verified that the transition matrix (20) can be decomposed in the following form:
where, B 1 and B 0 are some constant matrices. Furthermore, using the decomposed version of the transition matrix (23), we can re-write y(t k ) = u i in the following form: . where a k C(
. In other words, each controllable load j ∈ L cont,i has to compute µ 1−1 and µ 01 which are the device-level switching probabilities such that y(t k ) = u i holds at every decision time period denoted as ∆t D (sub-second time scale) in the following form:
Notice that p(0) and
was already computed in the previous iteration with A k (0) = I 3×3 .
C. Overall hierarchical implementation
The overall hierarchical framework is shown in Fig. 2 . The two decision layers operate on different time scales. Let ∆t cont (e.g. 15-30 minutes) and ∆t D (sub-second time scale) be the control period for the supervisory and device layer, respectively. We now describe the operation of the two layers and their information exchange.
Supervisory layer: During the period ∆t cont , the supervisory layer receives relevant statistical information related to the amount of loads participating in demand-side control. This information will be used in order to select a bound for the gain matrices. Furthermore, other system information such as nominal power flows, renewable generation, will be updated for the current period ∆t cont . It should be noted that the design of the feedback gains K i will be based on this information, which allows for adaptation to time varying conditions. On the other hand, at the beginning of each ∆t cont , the supervisory layer will transmit to the device layer, the current feedback gains and some relevant statistics of the controllable load population to each participating enduse device.
Device layer: During the period ∆t cont , each participating device will exchange relevant information about its individual status to the supervisory layer. Moreover, at the beginning of ∆t cont , each participant load receives the current gains K i and some relevant load population statistics such as the initial distribution p(0) and the maximum controllable power P tot,i under the current bus. This information is necessary for the implementation of the Markov-chain model. On the other Fig. 3 . IEEE 68-bus power system (adopted from [7] )
. hand, if a contingency event occurs during the current control period ∆t cont , then each participating device will compute the switching probabilities based on local measurements, namely, frequency deviation and its integral (angle deviation). This computation is done every device-decision period ∆t D , and then the device will switch according to the computed transition probabilities. It should be noted that after each ∆t D , the Markov-chain distribution will be updated and will be used as the initial condition to compute the transition probabilities at the next device-decision period ∆t D .
IV. SIMULATION RESULTS
The proposed hierarchical decentralized control strategy is validated using the IEEE 16-machine, 68-bus power system as shown in Fig. 3 (adapted from [7] ). It was implemented using the Power System Toolbox (PST) [13] with modifications to incorporate load frequency response to local frequency measurement.
The model contain 24 load buses, all of which are considered to participate with controllable loads (TCLs). We assume that 40% of the load at each bus is controllable, and that 30% of the controllable load is at the ON state. For simulating a disturbance, a symmetrical three phase fault on line (36-64) followed by tripping of generator 12 was considered. The fault sequence was simulated as follows: • Finally at t > 5.2[s], the system is in post-fault state. In our simulation, a reduced power model is obtained by grouping load and generator buses that are strongly connected (e.g. at the area level). We identify 5 areas in the model; therefore, we reduce the model to a 5-generators system, with dynamics governed by the center of angle (COA) of each area. We obtain the feedback gain matrices for the reduced model, and assign these feedback gain matrices to the load buses corresponding to each area. Then, we implement a device-controller using the Markov-chain model for TCLs under each load bus, where the individual switching The simulation results are presented for load bus 4. The frequency response illustrated in Fig. 4 is developed for the case when the power consumed at load bus 4 is set to be equal to the power control command. Also, the frequency at load bus 4 of the actual aggregated response of the TCLs that switch probabilistically based on the Markovchain model is shown in Fig. 4 . Both results are validated against the frequency response at load bus 4 for the system without demand-side frequency control. For all three cases, we decreased the generation control capacity (4 machines were modeled without droop control), in order to explore the potential of demand-side control as a complementary strategy to conventional generation control. Additionally, the active power consumption at load bus 4 is shown in Fig. 5 . Note that the aggregated consumption of TCL loads under bus 4, tries to match the required active power consumption computed at the supervisory layer.
Several remarks about the simulations are in order.
• The proposed strategy can stabilize the frequency deviation under contingencies and achieve a desired steadystate response. The response is similar to the generationside droop control (all machines with droop control) with AGC.
• The response of the device-layer matches well with the power control command. This shows a strong potential of using the proposed strategy for real demand-side frequency control programs.
• The design of the controller is done by solving the LMI problem with no heuristic tuning. This is of crucial importance because (i) it provides a systematic way to design load frequency controllers with stability guarantees, and (ii) it allows for automatic adaptation to time-varying operating conditions.
V. CONCLUSIONS AND FUTURE WORK
A hierarchical framework has been developed to design demand-side frequency control. The framework consists of two decision layers. A supervisory layer is responsible to gather system information, and determine the feedback gains for the responsive loads on each bus every few (e.g. 10-30) minutes. In the device layer, each decentralized load will switch ON/OFF probabilistically based on local frequency/angle measurement so that the aggregated response under each bus matches the desired power determined by the first layer. The control gain design in the first layer is based on the decentralized robust control theory, while the device switching probabilities are designed using Markov chains. For future research, we plan to extend the framework to network preserving power system model, and to study the case with only frequency measurement (without angle information).
