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When things go wrong
As they sometimes willy
When the roadyou^re trudging
Seems all uphilly
When funds are low and debts are high
And you want to smile but you have to sighy
When care is pressing you down a bit.
Rest ifyou musty but don't you quit
Success is failure turned inside out The silver tints of the clouds of doubty
You never can tell how close you arey
It may be near when it seems afary
So stick to your fight
When you 're hardest hit
It's when things seem worse that you must not quit.
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Modelling and System Identification for Real Systems
by
Karolyn Murphy
The field of system identification and process parameter estimation is an area that has
developed rapidly during the past few decades. The approach to the system identification problem
can be influenced by many different aspects which include the specific purpose of the
identification. In this thesis, system identification for the purpose of controller design is the
central theme.

Initially, the work will focus on a number of approaches to real system identification. Particular
attention will be made to the classical non-parametric techniques and the more modern parametric
estimation techniques using both open- and closed-loop real-time data. A voltage controlled dc
motor plant will be used to help benchmark the various techniques.

The work will then progress to the area of control relevant identification, which aims at achieving
optimal control performance for a given system. The inter-relation between system identification
and controller design is examined. Results from the dc motor plant will show that it is beneficial
to use a number of controller design techniques to detennine the best closed-loop response and
hence the most suitable combination of model and controller.

The knowledge gained and lessons learnt from the motor plant will then be applied to the main
target of the work which is system identification and control of a pilot-scale milk pasteurisation
plant. A comparison between non-parametric identification and both open- and closed-loop
parametric identification methods will show that the non-parametric transient step response
technique produces the most accurate and the simplest model. Also highlighted is that reduced
plant model complexity produces significant improvements in both open- and closed-loop
performance.

Cascade feedback control simulations are also performed as a further addition to the single
feedback control of the pasteurisation. Results show vast improvements in the overall control of
the plant and the plant output performance.
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Chapter I: Introduction
LL Why Models?
Decision-making and problem solving are dependent upon access to adequate
information about the problem to be solved. Often, the available information is initially in the
form of data or observations that require interpretation before analysis, and decisions, can be
made. The derivation of a relevant system description from observed data is termed system
identification, and the resultant system description a model.

Why are models needed? Modelling and identification methods are needed for the interpretation
of observation and measurements obtained from the system under study. A model provides the
necessary link between experiments and decision-making, modelling and identification.

In many cases, the primary aim of modelling is to aid in the design. In other cases, the model
itself can be the purpose. If the models can explain measured data satisfactorily then they might
also be used to explain and understand the observed phenomena. Gaining insight into and
knowledge of the dynamic behaviour of the system may also be the purpose of the modelling. In a
more general sense, modelling is used in many branches of science as an aid in describing and
understanding science.
1.11 Types of Models
Models of dynamic systems can be of many kinds which include the following:

•

Mental, intuitive or verbal models: For example, this is the fonu of ‘model’ we use when
driving a car (‘turning the wheel causes the car to turn’, ‘pushing the brake decreases the
speed’, etc.)

•

Graphs and tables: A Bode plot of a servo system is a typical example of a model in a
graphical form. The step response, i.e. the output of a process excited with a step as input,
is another type of model in graphical form.
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•

Mathematical models: Although graphs may also be regarded as ‘mathematical’ models,
here, this class of models is confined to differential and difference equations. Such
models are very well suited to the analysis, prediction and design of dynamic systems,
regulators and filters.

1.2. Mathematical Modelling and Identification
As discussed previously, mathematical models of dynamic systems are useful in many
areas and applications. Broadly speaking, there are two ways of constructing mathematical
models:

•

Mathematical modelling. This is an analytic approach. Basis laws from physics (such as
Newton’s laws and balance equations) are used to describe the dynamic behaviour of a
phenomenon or a process.

•

System Identification. This is an experimental approach. Some experiments are performed
on the system; a model is then fitted to the recorded data by assigning suitable numerical
values to its parameters.

The two modelling approaches can be combined, i.e. mathematical modelling and system
identification. In many cases, the processes are so complex that it is not possible to obtain
reasonable models using only physical insight (using first principles, e.g. balanced equations). In
such cases, one is forced to use identification techniques. It often happens that a model based on
physical insight contains a number of unknown parameters even if the structure is derived from
physical laws. Identification methods can be applied to estimate the unknown parameters.

The models obtained by system identification have the following properties in contrast to models
based solely on mathematical modelling (i.e. physical insight):

•

They have limited validity (they are valid for a certain working point, a certain type of
input, a certain process, etc.).

•

They give little physical insight since, in most cases, the parameters of the model have no
direct physical meaning. The parameters are used only as tools to give a good description
of the system’s overall behaviour.

•

They are relatively easy to construct and use.
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Identification is not a foolproof methodology that can be used without interaction from the user.
The reasons for this include:
•

An appropriate model structure must be found. This can be a difficult problem, in
particular, if the dynamics of the system are non-linear.

•

There is certainly no ‘perfect’ data in real life. The fact that the recorded data is disturbed
by noise must be taken into consideration.

•

The process may vary with time which can cause problems if an attempt is made to
describe it with a time-invariant model.

•

It may be difficult or impossible to measure some variable/signals that are of central
importance for the model.

1.3 The System Identification Procedure
In general terms, an identification experiment is performed by exciting the system (using
some sort of input signal such as a step, a sinusoid or a random signal) and observing its input and
output over a time interval. Then, a fit between a parametric model of the process and the
recorded input and output sequences is estimated. The identification amounts to repeatedly
selecting a model structure, computing the best model in the structure and evaluating the model’s
properties to see if they are satisfactory. The procedure is illustrated in Figure 1.1. Note that the
‘restart’ after the model validation gives an iterative scheme.

1.4 Identification Techniques
The model structure of a system can be obtained from either non-parametric or
parametric techniques. Non-parametric models are described by a curve, function or table. A step
response is an example. It is the curve that carries some information about the characteristic
properties of a system. Non-parametric techniques do not (explicitly) employ a finite-dimensional
parameter vector in the search for the best system description. Parametric models are
characterised by a parameter vector. In many cases, the parameters can be identified by using a
linear regression approach or by methods which are extensions of the linear regression approach.
A wide variety of System Identification techniques exist at present. Figure 1.2 gives an overview
to how these techniques are classified or grouped. The parametric techniques are split as follows:
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System Identification

Parametric

LS
Prediction
IV
Method
Error
Methods
Methods

Non-Parametric

Maximum
Likelihood
Method

Recursive
Methods

Transient
Response
Analysis

Frequency
Response
Analysis

Figure 1.2 Classification of System Identiflcation Techniques

Correlation
Analysis

Spectral
Analysis
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Least Squares(LS) Method. The most commonly used gradient technique is the Least
Squares Estimator. The least squares method aims to minimise the sum of the squared
errors between the model output and the actual output.
Prediction Error Methods. Prediction error methods aim to predict the output

given

the data up to and including time t-1. These methods minimise the prediction error for
other ‘more detailed’ model structures than that of the Least Squares Method.
Instrumental Variable (IV) Methods. In this case there are modifications to the normal
equations associated with the least squares estimate to reduce bias of the estimates
obtained.
Maximum Likelihood Method. In Maximum Likelihood Estimation the estimate which
renders the measured output y(t) most probable is selected. This is accomplished by
maximising the likelihood function p{y{t) | 9).
Recursive Identification Methods. This is the identification of a model of a system on-line
while the system is in operation.

The non-parametric identification methods can be split as follows:

Transient Response Analysis. With this approach, the model used is generally either the
step response or the impulse response of the system. Such methods are often simple to
apply and understand and often provide adequate information for estimates of inputoutput gain, dominating time constants, and time delays.
Frequency Response Analysis. In this case, only the input-output response is considered.
The steady-state response of a stable system to a sinusoid input is characterised by a gain
and a phase shift. Simple observation of a sinusoid input plotted against the
corresponding output response allows direct computation of the gain and the phase shift.
Experimental results with estimates of gain and phase shift over some frequency range
are generally presented graphically in the form of Bode, Nyquist, or Nichols diagrams.
The Bode diagram contains the gain and phase response versus frequency with the gain
represented in a log-log-diagram and the phase delay in a log-lin-diagram. The Nyquist
diagram is a polar diagram containing the gain as the radial coordinate and the phase shift
as the phase coordinate. The Nichols diagram depicts the frequency response as a
diagram with the log gain on the vertical axis versus the phase shift on the horizontal
axis.

9
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•

Correlation Analysis. This is generally based on white noise as an input. When this is so,
a nonualised cross-covariance function between the output and input will provide an
estimate of the weighting function. This method is rather insensitive to additive noise on
the output signal.

•

Spectral Analysis. In this case the frequency response can be estimated for arbitrary
inputs by dividing the cross-spectrum between input and output by the input spectrum.
The transfer function is obtained in the form of a Bode plot (or other equivalent form).

1.5 The Purpose of Identification
Models exist in all scientific disciplines and form the heart of scientific research itself
Models are used for prediction or forecasting, simulation, error detection, system optimisation
and control system design. Simulation based on mathematical models is used for the assessment
of model complexity or for operator training all of which require adequate modelling and
adequate input. Simulation models often serve as the basis of monitoring or supervision, error
detection and process diagnosis in large systems. Prediction and forecasting are areas closely
related to modelling and identification as the attempts to predict the future states of a system are
limited by the accuracy of the model.

Control system analysis and design provide a rich field for the application of modelling and
identification. A control mechanism is one that senses the control error, i.e. the difference
between desired and actual states, and then initiates a series of processes and actions which in
turn produce counteractive effects to minimise the control error.

1.6 Target Systems
In the work reported here, two different systems were identified using system
identification techniques. The first was a voltage controlled DC motor which was used as an
experimental system. All aspects of the theory were implemented on this system and the best
techniques and methods evaluated. The second system is a pilot scale milk pasteurisation plant.
The techniques that performed best on the DC motor were used in the identification of this plant.

10
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1.6.1 Voltage Controlled DC Motor
The experimental rig used is a voltage controlled dc motor as illustrated in Figure 1.3.
The control target can be position, speed or torque, among others. In this identification, position
was utilized as the control variable.

The left hand box is PC and DSP based. This is built in Simulink using the necessary blocks. The
right hand box is the motor hardware. An analogue proportional controller is supplied with the dc
motor and employed to stabilise the motor. The combination of motor and proportional controller
is considered to be the system under control.

vr»)

R«fri«nc«
ConttoUar

vr*)

Y(»)
S«rvo
Ampltfitx

• D/A

DC
Motor

Rtz)

Y(i)
A/D

I i
!l
-H-

S«n$ot

{ \

PC ♦ DSPbAiad
Rail-Tun* corttol tmoranrairt

Atuk^aSano MotDt.G(j)

Figiue 1.5 Vobtge Cotiti oiled DC Motoi

1.6.2 Milk Pasteurisation Plant
The second system is a pilot scale, high temperature short time (HTST), pasteurisation plant
located in Teagasc Moorepark Technology Ltd., Fermoy, Co. Cork. The plate heat exchanger
(PHE), (Alfa.Laval, 1986), which is used extensively throughout industry in the pasteurisation
process, consists of three sections, heating, regeneration and cooling, see Figure 1.5. Raw milk,
with a temperature in the range 2-6°C, is pumped into the regeneration section at a rate of 5001it/h
from the balance tank. It is preheated to approximately 63°C by the returning pasteurised milk. In
the heating section, it is heated to the pasteurisation temperature of approximately 74°C using hot
water as the medium. The hot water temperature is controlled by regulating the flow of steam
through the brazed heat exchanger. The milk is held at the pasteurisation temperature for 15-20
seconds in the holding tubes before it returns to the regeneration section where it is cooled to
about 14°C by the incoming raw milk. A temperature transmitter at the end of the holding tube
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causes a divert valve to return the milk to the balance tank for reprocessing if the milk
temperature is below 72°C. Finally, the pasteurised milk is further cooled to 2-3°C in the cooling
section using externally supplied chilled water.

The plant is monitored and controlled by ABB’s Sattline distributed control system. The
temperature from seven different locations is logged using the temperature transmitters (TT) and
the raw milk flow rate is logged using a flow transmitter (FT). The locations of the transmitters
are also shown in Figure 1.5.

Holding Tube

! i i

STEAM

STEAM
FLOW
VALVE

Figure 1.5 Diagram of Pasteurisation Unit
1.7 Literature Review and Thesis Objective
The interest in obtaining manageable mathematical models for all types of applications,
such as simulation, prediction, fault diagnosis, optimisation, monitoring, model-based control
system design, etc., has grown over the past few decades. Typically, models are highly useful in
these situations in which experimenting with the real system is too expensive, too dangerous, too
difficult or simply impossible. There are two main approaches to constructing a mathematical
model of a system. A model can be developed from first principles using physical laws that will
carefully explain the underlying essential mechanisms of observed phenomena. This method is

12
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time consuming and the framework can often be too involved when a model of the system is
needed quickly. An alternative to this is to use system identification techniques to build models.
Compared to models obtained from physics, system identification models have a limited validity
and working range and in some cases have no physical meaning. But they are relatively easy to
obtain and use.

The field of system identification is vast as is shown in a survey performed by Astrom and
Eykhoff, (1971). Many different aspects must be taken into account when performing an
identification procedure, from the initial stage of the purpose of the identification right through to
the model validation, (Isermann, 1980). One of the main aspects is the estimation method. Many
different methods and techniques have been developed and analysed and are well documented in
literature. Some of these include the non-parametric Step and Frequency Response (Rake, 1980;
Puthenpura and Sinha, 1987), Correlation Analysis (Godfrey, 1980), Least Squares (Strejc, 1980)
and Maximum Likelihood and Prediction Error methods (Astrom, 1980). Comparisons of some of
these techniques are given in Isenuann et al, (1974), where three different linear time-invariant
processes are used to evaluate and compare the identification methods.

With the development of estimation methods and techniques, the practical importance of plant
model identification in closed-loop has been recognised and a number of methods have been
developed (Ljung, 1987; Soderstrom and Stoica, 1989; Forssell and Ljung, 1999). Comparisons
of the closed-loop identification methods have been performed in terms of bias distribution
(Karimi and Landau, 1997) and the asymptotic and finite data set performance (Esmaili, et al,
2000) using simulations. To deal with rapidly growing interest in closed-loop identification a
Closed-loop System Identification Toolbox (Van den Hof et al, 1997) has been developed to use
with the current System Identification Toolbox (Ljung, 2002).

Another large area of identification is subspace system identification (Favoreel et al, 2000). This
uses full state space models where, like many other estimation algorithms, the only parameter
needing specification is the order of the system. When implemented correctly, subspace
identification algorithms are fast despite the fact that they use QR and singular value
decompositions. In fact, they can be faster since they are not iterative as with Prediction Error
Methods. A big advantage of some of the more recent subspace identification algorithms is that
reduced model complexity can be obtained directly without first having to compute a high order
model. In the case of subspace identification, a reduced state sequence is first obtained and then a
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low order model identified. This is in contrast to first obtaining a high-order model and then using
a model reduction technique to obtain a low-order model.

Many of the emerging developments have been, and still are, time domain based. One example of
this is the time domain based System Identification Toolbox which is used extensively through
the course of this work. However, frequency domain parametric methods are not as extensively
treated in literature. To counterbalance this, within the past decade, a Frequency Domain System
Identification Toolbox (Istvan Kollar, 1994) has been written. It covers the whole identification
procedure from excitation signal design through data preprocessing and system parameter
estimation to model validation.

The first contribution of this thesis is in the area of system identification. The procedure of
system identification is analysed to compare and contrast the classical non-parametric techniques
with more modem parametric techniques using both open- and closed-loop data. The voltage
controlled dc motor experimental rig will help benchmark the various techniques and point
towards an effective procedure to produce quality models.

The second contribution of this thesis is in control relevant identification. Recently, control
relevant identification, (Cooley and Lee, 1998), has become an important subject to control
researchers. Such a scheme aims at achieving optimal control performance for a given system.
Models are identified for the purpose of using them as the basis for subsequent model-based
control design. In other words, the best identified model is that model that leads to a controller
that controls the plant best, (Van den Hof, 1998). There are different methods to identification for
control purposes. Ljung, (1998) suggests identifying the important frequency ranges - typically
around the intended bandwidth of the closed-loop system. LQ criteria adopt time-domain system
identification techniques and use frequency weighting functions in both identification and
controller design stages (Bitmead et al, 1990), while others search for appropriate data pre-filters
before applying identification methods to the data such that the identified model is most suitable
for controller design.

While conventional identification methods emphasise obtaining an accurate model, the objective
of control relevant identification is to get an approximate model that is suitable for the design of a
high-perfonnance controller. For this reason, it may be the case that model identification and
controller design should not be performed independently.

14
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One of the aims is to investigate the inter-relation between system identification and controller
design. The equations which most accurately describe the system’s behaviour may not necessarily
be the best for control purposes. This has motivated the author to determine the best model for
control using the system identification procedure. To do this a voltage controller dc motor is
employed as an experimental rig and an industrial application is performed on a pilot scale milk
pasteurisation plant. This plant has been modelled using first principle techniques by Griffin and
O’Mahony, (2003), where the order of the system is determined to be one hundred and fifty.
Other work on pasteurisation units includes the system identification and validation of a lab-scale
pasteurisation plant using the System Identification Toolbox, (Ibarrola et al, 1998), where results
showed that system identification methods adequately modelled the plant. Control of the HTST
process has also been examined. It has been shown that cascade control will perform better than
using a single controller but that the best results are obtained from multivariable control, (Negzi

etal, 1996 and 1998).
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Chapter 2: NonParametric Identification
2.1 Introduction
This chapter describes some non-parametric methods for system identification. Such
identification methods are characterised by the property that the resulting models are curves or
functions which are not necessarily parameterised by a finite-dimensional parameter vector but in
many cases the parameters are easily determined. Figure 2.1 shows the methods that will be
discussed in this chapter.
Non-Parametric Techniques

Transient
Response
Analysis

Correlation
Analysis

Frequency
Response
Analysis

Spectral
Analysis

Figure 2.1 Non-Parametric Identification Techniques

2.2 Transient Response Analysis
With transient analysis, the input is a step or impulse function and the recorded output
indicates the model. This section will show how significant information can be obtained from the
output response curve and hence used to estimate a model.

2.2.1 Impulse Response Analysis
Theoretically, for an impulse response, a Dirac function, 5{t), is needed as an input. The
Dirac function is a pulse that is of infinite height and a width that is the inverse of the height.
Using such an input, the output will be the weighting function, h(t), of the system. However, an
ideal impulse cannot be realised in practice and an approximate impulse must be used. Use of an
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approximate impulse will give a distortion of the ideal output. If the duration of the impulse is
short compared to the time constants of interest, then the distortion introduced may be negligible.
If a system is described by
y(0 = G(^“')«(0 + v(/)

Eq.2.1

where
y(t) = System output
u(t) = System input
v(t) = Additive disturbance
G(q') = System transfer function with cf‘ the backward shift operator
is subjected to a pulse input
u{t) =

t=D

0,

Eq.2.2

t^0

then the output will be
y{t) = ah{t) + v{t)

Eq.2.3

If the noise level is low it is possible to determine the impulse response, h(t), from an experiment
with a pulse input. The estimation will be

h{t)^ y{f)

Eq.2.4

a

and the error will be v(t)/a. Its basic weakness is that many physical processes do not allow pulse
inputs of such an amplitude that the error v(t)/a is insignificant compared to the impulse response.
Also, such an input could make the system exhibit non-linear effects that would disturb the
linearised behaviour of the model.

2.2.2 Step Response Analysis
Sometimes it is of interest to fit a low-order, first or second, model to a step input. These
will be examined here where the models are described using the transfer function model
Y(s) = G(s)U(s)

Eq.2.5

where Y(s) is the Laplace transform of the output signal
input u(t), and G(s) is the transfer function of the system.
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2.2.2.1 First-Order System Step Response
Consider the following system given by the transfer function

G{s) =

K
\-¥sT

Eq.2.6

K, T and x are the steady-state gain, time constant and time delay respectively. Figure 2.2
demonstrates a graphical method for detemiining the parameters K, T and x from the step
response. The gain K is given by the change in input amplitude divided by the change in output
amplitude, or is the final steady-state value for a unit step input. T is the time taken for the system
to reach 63.2% of its final value and x is the delay in the output response.

2.2.2.2 Second-Order System Step Response
Consider a second-order system given by

Kco:
s + 'IlfCO^s -l- co^

Eq.2.7

This is the standard form of transfer function for a second-order system, where again K is the
steady-state gain, cOn is the undamped natural frequency and ^ is the damping ratio. It is obvious
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Figiue 2.3 Effect of Dainpui; on a Second Oidei System
from Figure 2.3 how the relative damping

influences the character of the step response. The

remaining two parameters, K and cOn, act as scale factors. The gain K scales the amplitude axis
while cOn scales the time axis. The three parameters of the model Eq.2.7, namely K,

and

could be determined by comparing the measured step response with Figure 2.3 and choosing the
curve that is most similar to the reeorded data. Another possibility is to calculate the period of the
damped oscillations and from this calculate the undamped natural frequency using
2n

where

Eq.2.8

is the damped period of the oseillations, see Figure 2.4, (Bums, 2001). The relationship

between the percentage overshoot of the first peak and the damping ratio, allows the damping
ratio be determined. This relationship is given by
%OS= ^

''

Eq.2.9

And lastly, the gain K is the change in input amplitude divided by the change in output amplitude.
K

Ainput
Aoupiit

Eq.lO
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Tme (sec)
Figiue 2.4 Under-damped Second Order Step Re.'cpon.se

2.3 Frequency Response Analysis
The frequency response technique used here is based on the use of a sine wave as a
testing function and the presentation of the results, in a manner due to H.W. Bode, seeks to
identify the transfer function. In this case, it is the table and curve that carries the information
about the model. The objective is to extract a transfer function to describe the system from the
frequency response data.

The basis of frequency response analysis as an identification principle may be outlined as
follows: Assuming the identification object to be a linear time invariant dynamic system, it can be
described by some weighting function g(t). The Laplace transform of the weighting function g(t)
provides a transfer function G(s) that relates the Laplace-transformed input U(s) to the output
Y(s).
Y(s) = G(s)U(s)

Eq.2.11

Assuming that the transient from initial conditions can be ignored, and only the input-output
response is considered, the steady-state response of a stable system to a sinusoidal input
u(t) = Uisinco/

Eq.2.12

is then characterized by the gain |G(j(o)| and the phase shift ({>(0)), (Power and Simpson, 1978),
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y(t) = |G(jco)|u,sin(co/ + ())((o));

(j)(o)) = ZG(jco)

Eq.2.13

Eq.2.13 shows that the gain and phase shift introduced by a linear system for a sinusoid input at
angular frequency co rad/sec are given, respectively, by the magnitude and phase angle of the
transfer function G(s) evaluated at the point s = jm.

Considering G(s) to be a proper rational function of the form
G(s) =

h.„s'^ +

s

n

,

S’ +

n-\

,

(m <n-l).

,

Eq.2.14

+... + a^s + aQ

it may be written with the denominator in factorised form as

.s'” +... + h.s + hr.

G(s) =------ ^^---------------------

Eq.2.15

{s-p^){s-p2)...{s-pj

where /?, are referred to as the poles of G(s).

The problem now to be confronted is to deduce as much as possible about G(s) - ideally to fill in
all the coefficients h, and a, and the numbers m and n in Eq.2.14 - from the results of a frequency
response test, i.e. from the values of gain and phase measured over a sufficiently wide band of
frequencies.

Before tackling this problem, Eq.2.11 will be revisited to examine some practical consequences.
Given G(s) as expressed in Eq.2.15 and

U CO
(i’ - jco){s + jco)

U(s) = L{u(t)} = L{U,nSin(jL)/} = -

Eq.2.16

then Eq.2.11 can be written as
Y(s) = U,,

+... ++ Z)q

{s - /?, )(.S - P2

(j)

Eq.2.17

-p„) {s- jCD){s + jco)

If the system being tested is asymptotically stable, i.e. all the poles, /?,, lie in the left half-plane,
the exponentials

all decay to zero as t tends to oo, leaving the sinusoidal component as the

steady-state response. This is the most favourable circumstance under which to perform the
experiment. If the poles are purely imaginary, or there is more than one pole at the origin, or there
are poles in the right half-plane, the frequency response on the system becomes difficult or
impossible to determine since the response then contains components other than the desired one
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and these are either sustained or increase indefinitely as time goes on. In such cases, it is desirable
to stabilise the system by means of a feedback loop with a controller.

If nothing about G(s) is known to start with, then a systematic approach must be adopted to
extract the desired information from the frequency analysis test. One such approach is to present
the results on Bode Diagrams (Katsuhiko, 1994). Other methods of presentation include Nyqiiist
Diagrams and Nichols Diagrams.

A sinusoidal transfer function may be represented by two separate plots, one giving the
magnitude versus frequency and the other phase angle versus frequency. A Bode diagram consists
of two plots: One is a plot of the logarithm of the magnitude of a sinusoidal transfer function; the
other is a plot of the phase angle. Both are plotted against the frequency in logarithmic scale.

2.4 Correlation Analysis
Correlation analysis is essentially a search for similarity or related periodicity between
two signals. Mathematically, the correlation between two signals is the expected value of their
product. Cross-correlation searches for the similarity between two separate signals, e.g. the input
u(t) and the output yfO. whereas auto-correlation searches for similarity between two values of the
same signal at different points or different times, e.g. ///and

In tenns of system identification,

correlation analysis can be used to yield an estimate of the weighting or impulse function for a
system.

Consider the output _v obtained from the convolution between the input u and the weight function
h(t) as
Eq.2 18
k=0
where v(n) is a disturbance term independent of the input signal.

The cross-correlation between y and u may be obtained from the equation
X

fu

=Z

- 00 < r < 00

k=0

The estimated cross- and auto-correlation based on finite N measurements are
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f'yu{r) = \-^y{k)u{k-T)

A

I

r = 0,±1,±2,...,±(jV-1)

Eq.2.20(a)

r = 0,± 1,± 2,. ..,± (TV -1)

Eq.2.20(b)

A'-l

ruu{T) = —ii{k)u{k — t)

N tTo

respectively.

An estimate of h(k) may thus be obtained from
ryu{T) = y^h{k)ruu {t -k)

Eq.2.21

k=0

since for a white noise input

2^

= 0 for i

0. This gives an estimate of the weighting function

as

h{k) =

Eq.2.22

LiO)

where k and r are both integer multiples of the sampling period. Thus, there is a close
relationship between the cross-correlation function and the weight function h(k), (Soderstrom and
Stocia, 1998).

White noise is a completely random or stochastic signal with zero predictability. Its amplitude at
any time is non-deterministic as is the rate at which its amplitude can change. In frequency
domain terms, white noise has a flat spectrum, up to the bandwidth. Thus, using a white noise
input will persistently excite the process and also allow an estimate of the impulse response to be
determined, as defined in Eq.2.23 (R. Isermann, 1980).

To extract infonnation about the system from the estimated weight function, the spectrum of the
weight function is usually generated. A visual inspection of the spectrum is then expected to
reveal the prominent peaks in the system. In many cases the data may be corrupted by noise and
the spectral shape is not easily recognisable. Some actions can be taken to enhance the spectral
shape. These include the following:

> Generate the power spectrum, which is the magnitude-squared version of the original
spectrum. The power spectrum will enhance prominent spectral peaks in comparison to
weaker ones and hence makes discrimination against noise an easier process.
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> The variance of the spectrum can be minimised by subdividing the data set, i.e. the
weight function h(k), into frames of M samples, overlapping or non-overlapping, before
generating the spectrum.
> Use of a finite data set results in a distortion of the spectrum {spectral leakage). The
effects of this distortion can be reduced by multiplying the data set by a window function
w(n). Multiplication by the window function results in low-amplitude sidelobes far from
the main central lobe, hence reducing spectral leakage.

Some methods exist that incorporate the above to aid in obtaining the best possible results. Three
of these methods will be discussed here and used later in the search for an estimate of a model for
the plant.

a) Bartlett Method:
Subdivide the data set of N samples into k non-overlapping frames of M
samples.
Perform an FFT on each frame and evaluate the bin-magnitude squared
values.
Sum the k frames and average by 1/k.

b) Welch Method:
Subdivide the data set of N samples into overlapping frames. For a frame size
of M samples and an overlap of M/2, there will be 2K-1 overlapping frames.
Multiply each frame by a window function. The window function used here
is the Bartlett or Triangular window.
Perform an FFT on each frame and evaluate the bin-magnitude squared
values.
Sum the 2k-l frames and average by l/(2k-l).

c) Blackman and Tiikey Method:
Evaluate U»(^)

-N

N

large lag values which

contribute to the autocorrelation estimate variance.
A

Multiply r^^^ (r) by a Bartlett window of length 2
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Perform an FFT and evaluate the bin-magnitudes.

2.5 Spectral Analysis
The final non-parametric system identification technique to be discussed here is spectral
analysis. Essentially, spectral analysis produces an estimate of the frequency response of a
system. The transfer function may then be obtained in the fonn of a power spectrum or a Bode
plot.

In spectral analysis there are two fundamental methods based on the Fourier transform that may
be used to make a spectral estimation. One method is based on the discrete Fourier transforms of
input and output data. The model estimate is then obtained according to the definition of transfer
functions as a ratio of the discrete time Fourier transforms of inputs and outputs.
Eq.2.23

H{e'‘'^) =

where
,v-i

Eq.2.24(a)
n=0

Eq.2.24(b)
«=o

The second method relies on the ratio of the output-input cross spectrum and the input auto
spectrum as obtained via the discrete time Fourier transform of the cross-covariance and auto
covariance functions. A corollary of Eq.2.21 is that a spectral estimate of the system transfer
function is given by
Eq.2.25

S.Ae^‘")
where
N

Eq.2.26(a)
r=-N

Eq.2.26(b)
t=~N
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are the discrete time Fourier transforms of the cross-covariance and auto-covariance functions
respectively.
Both methods are equally valid but in the case where the input u(t) is a stochastic process, the
methods described in Correlation Analysis to reduce the effects of noise and to obtain minimum
variance should be employed.

2.5.1 Pseudo Random Binary Sequences fPRBS)
PRBS sequences are sequences of rectangular pulses, modulated in width, that
approximate a discrete-time white noise and thus have a spectral content rich in frequencies. It
provides another method of obtaining the weighting function of a process, (Schwarzerbach &
Gill, 1989) and (O’Gorman, 1993). In many industrial applications white noise cannot be applied
to the system and so PRBS is often used instead. The same methodology as used for a white noise
input is applied here to estimating the weighting function of the system. A PRBS is generated by
means of shift registers with feedback. The maximum length of the shift register sequence is 2''^-l,
in which N is the number of stages in the shift register. There are two parameters associated with
a PRBS sequence. These are the clock frequency and the PRBS sequence length. It is required
that the frequency of the PRBS be Hat up to and beyond the bandwidth of the plant to be
identified. This is to ensure that the product of the spectra of the PRBS and the plant (which is
equivalent to the convolution of the plant impulse response with the impulse function
representing the PRBS autocorrelation function) is consistent with the assumption of the PRBS
power spectral density being flat. In practice, the frequency spectrum requirement for the PRBS
sequence can be achieved by ensuring that
<j)pRBS “ 271/PRBS

Eq.2.27

where corrbs is the bandwidth of the PRBS and cOp is the bandwidth of the plant.

The PRBS sequence length must also be greater than the settling time of the process. If this is not
the case then improper identification results could be obtained. The criterion can be stated as
follows

NAt = (T - 1 )At »Tset

Eq.2.28

where A is the PRBS sequence length, n is the number of stages in the shift register and At is the
shift register clock period. To satisfy both Eq.2.27 and Eq.2.28 some prior information about the
process is required, i.e. process bandwidth and settling time. Application of the step and
frequency response will provide a reasonable estimate of both these parameters.
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2.6 Voltage Controlled DC Motor
The voltage controlled dc motor described here and shown in Figure 2.5 was used as an
experimental rig to investigate the parametric SI techniques. The left hand box is PC and DSP
based. The controller is built in Simulink. The right hand box is the motor hardware. It comprises
the dc motor, a servo amplifier, an analogue proportional controller, which is employed to
stabilise the motor, and a sensor in the feedback loop. This whole section was considered the
plant for which a model will be estimated.

Controlkr
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The dSPACE single board system - DSl 102, which is specifically designed for development of
high-speed multivariable digital controllers and real-time applications in various fields, was used
to control the system. The DSl 102 contains a quad 12-bit DAC with programmable output
voltage ranges and contains two types of ADCs:

■

Two 16-bit 250KHz sampling charge redistribution A/D converters with integrated
sample/hold. Each of the ADCs contains a 16-bit successive approximation type AD
converter, and a sample/hold circuit. The converter achieves a conversion time of 4ps.

■

Two 12-bit SOOKHz sampling charge distribution successive approximation A/D
converters with integrated sample/hold. Each converter achieves a conversion time of
1.25ps.

The TMS320C31 DSP contains 128K memory words fast enough to allow zero wait state
operation. It supports a total memory space of 16M 32-bit words including program, data and I/O
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space. The host interface contains a bus-width converter mapping two 16-bit host accesses into a
single 32-bit transfer on the DSP-bus to avoid data transfer inconsistencies, (dSPACE Hardware
Reference, 1996).

The dSPACE board and MATLAB are interfaced using the C programming language compiler.
This compiler is called by MATLAB when it is generating real-time code. WTien building the
real-time application the Simulink model is analysed and C code is generated for all blocks in the
model. The file “*.trc” is generated. This holds all variables and parameters of the model. This
file is called the TRACE file and is used by the tool ControlDesk. The Texas Instruments Ccomplier and linker are called. The resulting object file is automatically downloaded to the real
time hardware. Once the code is running on the DSP the inputs and system outputs can be
examined. This is done using the tool ControlDesk, where the results are managed and viewed.

2.7 Open and Closed-loop Identification
The plant can be identified in either open-loop or closed-loop configuration. For all of the
non-parametric methods, the motor was operating in open-loop. In this case, the input signal was
applied directly to the motor. The controller was removed from the circuit and the feedback loop
between Y(z) and R(z) was disconnected, giving
G{s) =

Y{s)
E(.s)

Eq.2.29

Two different approaches to identifying a system operating in closed-loop are presented here.
1. Direct Identification: In this case, the input-output data of the plant operating in closedloop are used to identify the plant model so it is not necessary that the controller be
known. In this estimation scheme the presence of feedback is ignored and the recorded
data are treated as if the system were operating in open-loop.
2. Indirect Identification: Here, the identification of the plant operating in closed-loop is
performed in two stages. Firstly, the closed-loop system is identified using the reference
input, R(z), and output, Y(z). Secondly the open-loop system parameters from the closedloop model obtained are determined using the knowledge of the feedback and the
controller.
G(z) =

H{z)

Eq.2.30

D{z)[\-H{z)]
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where H{z) is the closed-loop model and Z)(z)is the controller.

2.8 Real-time Application
Model estimations for the motor will be attempted using the four non-parametric
techniques just outlined.

2.8.1 Transient Estimation
Firstly transient analysis is considered as a method of identification from experiments
conducted in real-time. Due to problems associated with the width and amplitude of a pulse input,
as mentioned in section 2.2.1, this method was not used. Using the motor described above
operating in open-loop, data was obtained by applying a square wave input of amplitude 0.55
volts and frequency 0.1 Hz. This is the maximum voltage that can be applied to the motor to
ensure that the output does not saturate. The input data was collected from the point V(z) and the
output at the point Y(z). One may question why the z-domain notation is being used when it is the
continuous time domain that is used for Transient Analysis. Z-domain notation implies that the
data is being sampled. This was indeed the case but the sampling rate was so fast, 1000 samples
per second, that it was in effect a continuous signal. The input and output data was recorded
using the ControlDesk and are shown graphically in Figure 2.6.

Figiue 2.6 Motoi IiipiU/Oiitpiir Responses
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A priori tests on the plant showed that the motor is time invariant and is not effected significantly
by noise or external disturbances. Thus just one set of data was collected and used in the
identification procedure.

The percentage overshoot of the first peak can be calculated from the following:
Eq.2.31

%Overshoot = — x 100
b
1.5192-1.1

xlOO

= 38.1%

Using Eq.2.9, the damping factor is found from
%OS!

^

= 0.2936 ~ 0.3

fhe second parameter needed to make up the second-order transfer function is the undamped
natural frequency, co„. This is found from the period of the damped oscillations. Calculated from
Figure 2.6, the period of the damped oscillations, Tj, is 0.7275sec. Substituting this value along
with the damping factor into Eq.2.8, the value of the undamped natural frequency is given by
co^

lir
=

0 .7275>/l^ 0.3'

= 9.0537 rad /sec

The final parameter, K, the steady-state gain can be read off from Figure 2.6 as unity.

Substituting the three parameters, ^ = 0.3, co^ = 9.0537rar//sec and K

into Eq.2.7, the

estimated second-order model of the motor is
G(5) =

81.969

Eq.2.32

.S' +5.4322.S +81.969
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2.8.2 Frequency Estimation
Data was obtained by applying a sine wave input of amplitude 0.55 volts to the dc motor.
The frequency of the input signal was varied from 0.01 Hz up to 5Hz and the magnitude and phase
measured at each frequency. The magnitude and phase was calculated from simple observation of
the sinusoidal input signal plotted against the corresponding output signal on an oscilloscope. The
magnitude was then plotted against frequency in logarithmic scale and from analysis of the plot a
transfer function for the dc motor was generated.

Table 2.1 below gives the results for the magnitude and phase at each frequency. From the initial
set of readings it was noticed that the resonant peak occurred within the frequency range 0.8Hz
and 0.9Hz. To pin-point the resonant frequency as accurately as possible extra readings were
taken within this frequency range. The values were double checked for consistency.

Table 2.1 Magnitude and Phase for the Frequency Range 0.1 Hz - 5Hz
Frequency

Input

Output

Magnitude =

20 log

(Hz)

Amplitude

Amplitude

\I/p\/\0/p\

Magnitude

(V)

(V)

Phase O

(dB)

0.01

11

11.4

1.036

0.307

0

0.02

11

11.4

1.036

0.307

0

0.03

11

11.4

1.036

0.307

0

0.04

11

11.4

1.036

0.307

0

0.05

11

11.4

1.036

0.307

0

0.06

11

11.4

1.036

0.307

0

0.07

11

11.4

1.036

0.307

0

0.08

11

11.4

1.036

0.307

0

0.09

11

11.4

1.036

0.307

0

0.1

11

11.6

1.0545

0.461

0

0.15

11

11.6

1.0545

0.461

0

0.2

11

11.6

1.0545

0.461

0

0.25

11

11.6

1.0545

0.461

0

0.3

11

11.6

1.0545

0.461

0

0.35

11

11.6

1.0545

0.461

0

31

Modelling and System Identification for Real Systems

0.4

11

11.6

1.0545

0.461

0

0.425

11

11.6

1.0545

0.461

0

0.45

11

11.6

1.0545

0.461

0

0.475

11

11.6

1.0545

0.461

0

0.5

11

11.6

1.0545

0.461

0

0.525

11

11.6

1.0545

0.461

0

0.55

11

11.6

1.0545

0.461

0

0.575

11

11.6

1.0545

0.461

0

0.6

11

11.6

1.0545

0.461

0

0.65

11

11.8

1.0727

0.6096

0

0.7

11

11.8

1.0727

0.6096

0

0.75

11

11.8

1.0727

0.6096

0

0.8

11

11.8

1.0727

0.6096

0

0.825

11

11.8

1.0727

0.6096

0

0.83

11

19

1.727

4.746

-90

0.84

11

19

1.727

4.746

-90

0.85

11

18.5

1.682

4.517

-90

0.86

11

18

1.636

4.276

-100

0.87

11

17.5

1.591

4.033

-105

0.88

11

17

1.545

3.779

-110

0.89

11

16

1.455

3.257

-120

0.9

11

15.5

1.409

2.978

-125

0.91

11

15.5

1.409

2.978

-130

0.92

11

15

1.364

2.696

-135

0.93

11

14.5

1.318

2.398

-135

0.94

11

14.5

1.318

2.398

-135

0.95

11

14

1.273

2.097

-135

0.96

11

14

1.273

2.097

-135

0.97

11

14

1.273

2.097

-135

0.98

11

13.5

1.227

1.777

-135

0.99

11

13.5

1.227

1.777

-135

1

11

12.5

1.136

1.108

-135
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1.05

11

11.5

1.045

0.382

-140

1.1

11

11

1

0

-140

1.2

11

8.4

0.764

-

1.3

11

7.6

0.691

-

1.4

11

6.8

0.618

-

1.5

11

5.7

0.518

-

1.6

11

5

0.455

-

1.7

11

4.6

0.418

-

1.8

11

4.1

0.373

-

1.9

11

3.6

0.327

-

2

11

3.4

0.309

-

2.5

11

2.05

0.186

-

3

11

1.4

0.127

-

3.5

11

0.96

0.087

-

4

11

0.68

0.0618

-

5

11

0.4

0.0364

-
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2.338

-145

3.21

-150

4.18

-160

5.713

-170

6.839

-175

7.576

-175

8.566

-175

9.709

-177

10.2

-180

14.61

-180

17.92

-180

21.21

-180

24.18

-180

28.778

-180
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Using MATLAB, the magnitude (dB) was plotted against frequency on a logarithmic scale and is
shown in Figure 2.7. Examination of this plot shows that the gain is constant at low frequencies
and so the system is a ty?pe 0 system. The value of this dc gain, Kp , is approximately 0.307dB, i.e.
20 log Kp = 0.307 dB
=^>

Kp= 1.0359

The roll-off for the magnitude curve is - 44dB/decade and thus, can be considered to be an
approximate second order system. As the resonant frequency occurs at 0.83Hz, there is a pair of
complex poles in the left half plane at

s = -a±

Eq.2.33

The value of ‘a’ must be chosen so that the resonant peak has a peak amplitude of 4.746dB. This
leads to a closed-loop transfer function given by

G{s) =

{s ->ra —

b
/0.83 * 27u){s

a + /0.83 * Itt)

Eq.2.34

To achieve these gains, the best G(s) found was

31.15
G{s) = —----------------------.s’^ +3.4.V +30.0867

Eq.2.35

i.e. a = \.7 and 6 = 31.15. These values give a low frequency gain of 0.305dB and a peak
resonant magnitude of 4.89dB. These features correspond very closely with those of the actual
motor magnitude plot as shown in Figure 2.7.

The phase data for the motor is plotted against frequency in Figure 2.8. At low frequencies the
closed-loop transfer function has a phase of 0°. At the resonant frequency this changes sharply to
approximately -90°, as can be seen from the graph, and eventually reaches -180° at about 2Hz.
This is expected for a second order system with no zeros present. The phase response of the
estimated plant model is also shown in Figure 2.8.

Comparing Eq.2.35 with Eq.2.14, the coefficients a, and 6, have been evaluated with m=0 and

n=2.
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2.8.3 Correlation Estimation
Band-limited white noise was applied to the plant. Referring to Figure 2.5, the input data
was collected from the point V and the output data from Y. Sampling frequencies of lOOHz and
5Hz were used and dataset sizes of both 5000 and 10000 samples were collected in each case.
Computer simulations on a known, second order system with similar characteristics to the motor
showed that larger data sets increased the accuracy of the results and frame sizes of 50 samples
provided the smoothest frequency response curves while still retaining the characteristics of the
system. Larger frame sizes increased the variance of the curves while smaller frame sizes had too
few samples for sufficient spectral resolution. The following results make a comparison between
the three different spectral estimation methods outlined in Section 2.4.

In Figure 2.9 (a) the frame size is 50 samples, the dataset size is 5000 and the sampling frequency
is lOOHz. In Figure 2.9 (b) the sampling frequency is 5Hz and hence 5000 samples corresponds
to a much longer period of observation than in (a).
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Figure 2.9(a) Motor Power
Spectrum for = lOOHz

Figure 2.9(b) Motor Power
Spectrum for fs = 5Hz

From Figure 2.9(b) it can be seen that a spectral peak occurs somewhere in the range 0.5 - 0.9Hz
for all three methods. Closer examination of the Blackman-Tukey curve would suggest that it is at
approximately 0.6 Hz. The rate of roll-off for both the Bartlett and Welch Methods is
- 14dB/octave and - 15dB/octave respectively. These compare well with - 12dB/octave for a
second-order

system.

The

roll-off

indicated

by

the

Blackman-Tukey

Method

is

- 17dB/octave which is closer to a third-order system.

In Figure 2.10 the dataset size used is 10000 samples. The dynamics of the system remain the
same with a resonant peak in the range of 0.5-0.9Hz and the rate of roll-off for the three systems
still have the same discrepancy.

2.8.4 Spectral Estimation
Using the same data, both spectral estimation methods described in section 2.5 were
examined. For the first method the input and output data was subdivided into frames of 50
samples, the discrete Fourier transform of each frame was generated and the frames were then
summed and averaged. The motor transfer function was estimated using Eq.2.23:

)
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Figure 2.10 Motor Power Spectrum for fs = 5H/

The result is shown in Figure 2.11(a).

To estimate a model for the motor using the second method, the cross- and auto-covariance
functions were generated for each frame and the discrete Fourier transforms calculated. After
summing and averaging the frames, a spectral estimate of the transfer function was obtained from
Eq.2.25.

H{e^n= '

.

The result is shown in Figure 2.11(b).

These estimated characteristics of the motor system are clearly similar to those estimated in
correlation analysis due to the similarity of the techniques. Hence, just one parameterisation of
the system will be attempted.
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Figure 2.11(b) Motor Spectrum using
Eq.2.24

Figure 2.11(a) Motor Spectrum using
Eq.2.22

Figure 2.12 shows a logarithmic version of Figure 2.11(a) without the reflected spectrum. The
curve has a dc gain of 0.8044dBs, a resonant peak at 0.6Hz and peak amplitude of 3.83dBs. The
transfer function is therefore given by

G(s) =

h
(.9 + a - 7O.6 * 27r)(s + a + JO.6 * 2;r)

Eq.2.36

With values of a = 1.52 and h - 17.82, G(s) is
G(5) =

17.82
.9^+3.04.9

Eq.2.37

+ 16.5226

This system has a dc gain of 0.806dB, a peak amplitude of 3.834 and a roll-off rate
of- 13.7dB/octave. These features correspond closely with the actual motor magnitude plot and
are also shown in Figure 2.12.
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2.8.5 PRBS Estimation
The same methodology as used for the white noise input is applied here to estimate the
system weighting function. The bandwidth of the motor is known to be approximately 5 rad/sec
and hence a PRBS of lOOHz was used to satisfy the bandwidth criterion. To fulfil the settling
time criterion, a shift register with eight-stages was used to generate the PRBS sequence. To
estimate a model the Blackman & Tukey method was used as it gave the smoothest curve. The
system was sampled every 0.2 seconds, 10,000 samples were collected and a frame size of 50
samples was used. An estimate of the motor transfer function was established by fitting a
magnitude curve to that obtained from its spectral estimate. It is given as

G{s)

20.73

Eq.2.38

+4.24.5 + 23.8382

which has a resonant peak at 0.7Hz, a dc gain of -2.12dB, a peak gain of 0.92dB and a roll-off
rate given by -13.335dB/octave.
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2.8.6 Model Summaiy
The following table shows a summary of the identified models.

Table 2.2 Summary of Estimated Models
Method

Estimated Model, G(s)

Pole Location

Transient

90.166

.9 = -2.716 ± y8.6367

+5.4322.V + 81.969

Frequency

31.15

s = -\.l± 75.215

5^ +3.4.9 + 30.0867

Correlation/

White Noise

17.82

.9 = -1.52± 73.7699

.9^ +3.04.9 + 16.5226

Spectral

PRBS

20.73

.9 = -2.12 + 74.3982

.9^ +4.24.9 + 23.8382

2.9 Model Validation
One method to validate the estimated models, i.e. to check if the identified model agrees
with the real process behaviour, is to plot the real-time step output response of the motor with the
step responses of the estimated models. This will determine if the dynamics of the real process
have been captured successfully. Figure 2.13 shows the step responses of the identified models
with the system step response. It is clear from this that neither the Correlation/Spectral Analysis
estimated model using white noise or the model estimated using the PRBS input are accurate
models. There is a steady-state error present between the motor step response and the estimated
model for the PRBS and neither the PRBS model nor the Correlation/Spectral Analysis model
capture the dynamics of the motor. It can be seen that both of these models have a much slower
rise time than that of the actual motor. The Transient and Frequency Response Analysis estimates
have dynamics much closer to the real-time system. The Frequency Response estimate captures
the initial peak dynamics very well but fails to capture any after this. This may be due to the fact
that in the Frequency Analysis the bandwidth is measured and so the estimated model tracks the
initial response very well. On the other hand, for the Transient Response estimated model the
percentage overshoot and damper period were measured and are captured by the model but the
bandwidth was not measured and so the model rises faster than the motor response and appears to
be ahead of the motor response at all peaks and troughs.
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<u

Time (sec)

Figure 2.13 Comparisons of Motor Step Response with
Model Step Responses

The Bode plots for the identified systems were also examined and compared with those of the
actual system. Figure 2.14 shows the magnitude and phase plots. The model derived from the
Frequency analysis has curves closest to the actual system response. The Transient Response
model has its poles further from the frequency axis in the s-plane and so the resonant peak is at a
higher frequency than the Frequency Analysis model. It also has a higher maximum peak value.
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Figure 2.14 Comparison of Bode Plots for the Identified Systems

As stated in the Introduction, section 1.7, the problem being looked at is System Identification for
controller design. Thus, the real test of the identified models is to try it for its purpose. For control
systems design this means that a control strategy should be designed using the model and the
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performance of the closed-loop system evaluated. This will determine which model produces the
best controller to work under real-time conditions.

2.10 Controller Design
This section introduces some of the techniques for realising control objectives. They
include cancellation pole placement (CPP), root locus and Bode techniques which are alternative
means to the same end with different advantages and disadvantages. Once the controller has been
designed, it will be incorporated into the circuit and the output response of the plant examined.

2.10.1 Cancellation Pole Placement (CPP) Controller
Figure 2.15 is a very simplified version of an elementary feedback control system.
FI ere
V(s) = Setpoint or closed-loop system input
U(s) = Plant Input/Control Signal/Manipulated Variable
Y(s) = System Output/Controlled Variable/System Response
D(s) = Controller Transfer Function
G(s) = System/Process/Plant Transfer Function

Referring to Figure 2.15, the closed-loop transfer function is given by
Y{s)

G{s)D{s)

F(.9)

\ + G{s)D{s)

//(,s) =

Eq.2.39

and simple block diagram algebra yields

D{s) =

H{s)
G{s)'\-H{s)

Eq.2.40

Vds)

Uds)

y(fi)

Figiue 2.15 Closed-loop Coutiol S’tiiicriiie with Uiiir>' Feedback
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Thus, if a good model of the process is available, then a controller D(s) can be designed to yield a
desired closed-loop response H(s).

In the Cancellation Pole Placement controller design technique the controller design strategy
involves the cancellation of the process dynamics using the inverse of the process model and then
choosing a desired closed-loop transient response by appropriate placement of the closed-loop
system poles. This can be seen by replacing D(s) in Figure 2.15 by Eq.2.40.

V(s)

y(s)

ll(s)
+

----- V

^

1
HU)
GU) \-HU)

G(s)

Fisiue 2.16 Repbciiig I)<s) viitli rhe De.med ContioUei

The forward path from V(s) to Y(s) reduces to

Hjs)
\-H{s)

Eq.2.41

The closed-loop transfer function is now

H(s) =

H{s)
\-H{s)

H{s)
l-His) + H{s)

j

= His)

Eq.2.42

\-H{s)

The system block diagram reduces to

y(s)

V(s}

Figiue 2.1*’ Reduced Block Dinginia
By careful placement of the poles of the closed-loop system, H(s), a desired closed-loop transient
response can be obtained.
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2.10.1.1 Restrictions on H(s)
There are some general rules applicable in choosing H(s).

1. Any process containing a process lag will not respond to an input immediately. The effect
of the control effort will only be observed at the plant output after the transport delay has
elapsed. Thus, no matter which controller is employed, the closed-loop system must also
exhibit the same transport delay with respect to the reference, V(s).

.A closed-loop system with less transport delay than the process would require the
controller to anticipate any changes in reference value before they occurred. Such a
‘prophetic’ or ‘predictive’ compensator would be non-causal and impossible to
implement. The closed-loop system transfer function, H(s), must therefore have a
transport delay at least as large as that of the process. This is expressed as
//(5k"’"

where r is the transport delay. In order to calculate the controller transfer function,
Eq.2.40, the delay will need to be approximated using the Fade Approximation. This
should also be used for any delay in the plant transfer function, G(s).
2.

For accurate steady-state reference tracking, the closed-loop transfer function should have
a steady-state gain of unity, i.e.

Lim H{s) = \
5—

3.

D(s) cannot be used to cancel zeros of the process transfer function which are in the right
half plane, i.e. inverse unstable systems. Such a controller has poles in the right half plane
and is thus unstable. The controller response will therefore be unbounded to compensate
the infinite decrease in the output signal. Since for most systems the control signal will
have a saturation level, an infinite increase is unattainable and so the system output will
go unstable. Also since perfect cancellation between the pole and zero is impossible, it
results in an unstable forward path transfer function. For the same reason, the plant must
also be a stable system. This method is not applicable to plants with right half plane poles
and zeros.
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2.10.2 Root Locus Controller
The Root Locus method, (Bums, 2001), which is intrinsically geometric, enables the
locus of all solutions to the characteristic polynomial of the closed-loop transfer function to be
sketched rapidly. The sketch offers great insight by showing how the locations of the poles of the
closed-loop transfer function change as the gain is varied. The power of the technique enables the
designer to rapidly investigate the impact of various controllers on the performance of the closedloop system. A controller placed in the forward path of a control system will modify the shape of
the

loci

if

it

contains

additional

poles

and

zeros.

There

are

many

different

compensators/controllers that can be designed, each with different characteristics. Here, a
proportional plus integral (PI) controller will be designed.

A PI controller has the following transfer function
D{s) =

Eq.2.43

where K and a are the compensator gain and position of the zero respectively. PI compensation
improves the steady-state accuracy of the output response. A PI controller adds a pole and a zero
to the forward path with the pole being at the origin. The traditional approach is to put the zero of
the controller very close to the pole of the controller. This strategy can work but there are cases
where the zero needs to be moved away from the pole to obtain the desired response.

The addition of a third pole to the forward path of the estimated system, G(s), results in a third
order closed-loop transfer function. The position of the real pole in the closed-loop transfer
function in relation to the pair of complex conjugate poles will greatly influence the system
response. If the real pole is much closer to the frequency axis in comparison to the complex poles
it will dominate the response, as it will have a much smaller time constant. It dampens the classic
second order under-damped response and therefore the overshoot is reduced. This is a very
desirable effect and exactly what is needed to produce the desired first order closed-loop
response. Thus the root locus must be reshaped.

2.10.3 Bode Controller
Recalling that the Fourier expression of a transfer function can be obtained by replacing s
with /Vu and applying this to Eq.2.43 yields
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D{Jco) =

K{\ + jco/a)

Eq.2.44

jco! a

The desirable aspect of this controller is the infinite gain at zero frequency which reduces steady
state error. However, at frequencies lower than the break point, co = a, the controller will
introduce a negative phase angle which leads to a reduction in phase margin for the combination
of controller and plant. Therefore, a is usually located at a frequency substantially less than the
crossover frequency, approximately one tenth, so that the system’s phase margin is not affected
significantly.

2.10.3.1 Procedure for PI Controller using Bode Plots
I. Draw the Bode plot for the uncompensated system.
11. From the performance specifications, determine the damping ratio and hence
determine the allowable phase margin for the compensated system

O^,

(« 100^). Locate this on the Bode plot and read off the corresponding value of
the desired gain crossover frequency (O^.
III. To minimise the lag introduced by the PI controller select « = 0. \co^.
IV. From the definition of phase margin recall that the gain at the crossover frequency
must be unity (0 dB’s). Hence, the gain plot must be modified to ensure that this will
be so. From the magnitude plot determine the Bode plot magnitude. Me, at the
frequency co^. Since Me is in dB’s it should first be converted into a standard linear
gain, i.e.
Me = 201og|G(/-cOe)|
Since Me is known, |G(ycOc)l can be evaluated and also, because it is desired that the
quantity |KG(/(jL)c)| have unity gain at the frequency cOc, the controller gain K may
readily be determined from
A' = ^

V. Implement the controller as
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2.10.4 Real-time Controller Implementation
In the design of the controllers given above the desired closed-loop response in each case
was a first order response with a settling time, Tseu, of 1.62sec and zero percent overshoot. Tsett is
the settling time of the output motor response operating in open-loop. In CPP, a second order
closed-loop system was designed to give the desired output response using well known
performance analysis theory and equations, (Dorsey, 2002). The second order closed-loop
transfer function is given as
^ss

H{s) =
.s'^ +

Eq.2.45

2(^(0^ + col

where the parameters k^s, ^ and co„ are the “steady state gain”, “damping ratio” and “natural
frequency” respectively as introduced in section 2.2.2.2. Having established the closed-loop
transfer function, it is then substituted into Eq.2.40 along with the estimated plant transfer
function to determine the controller, D(s).

The Root Locus PI controller was designed using the MATLAB Root Locus tool. When
designing a controller for each of the non-parametric identified models, the pole of the
compensator was placed at the origin and the zero far to the left of the model complex conjugate
poles. It was found that when the zero was close to the origin the closed-loop real pole was also
very near the origin and so dominated the response to give the desired first order smooth output
response. However, the domination of this closed-loop real pole produced an extremely large
settling time. To decrease this time, the zero was moved to the left of the complex conjugate pair
and away from the origin to increase the portion of the root locus lying along the real axis.
Moving the closed-loop real pole along the real-axis away from the frequency axis decreased the
settling time. This move resulted in the closed-loop real pole coming close to the complex
conjugate poles leading to deterioration in the smoothness of the output response curve as
oscillations began to appear. It is clear that a compromise must be made between the smoothness
of the first-order curve and its settling time.
The Bode controllers were designed under the specification that the overshoot be less than 1%,
which gives a damping ratio of 0.83 using Eq.2.9, and a phase margin for the compensated
system, (jic = 83°.
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Table 2.3 Designed Controllers for Non-parametric Models
Root Locus

CPP
Transient Response
Frequency Response
Correlation/
Spectral
Analysis

Bode

0.038035^ +0.20665 + 3.117

0.06802(5 + 10)

0.554(5 + 0.915)

5^ +3.7045

5

5

5^+3.7045

0.046867(5 + 15)
5

0.609(5 + 0.554)
5

White
Noise

0.23 765^ +0.72225 + 3.925

0.060726(5 + 15)

0.7039(5 + 0.412)

5^ +3.7045

5

5

PRES

0.13675^ +0.57975 + 3.259

0.059292(5 + 20)

1.034(5 + 0.5)

5^ +3.7045

5

5

0.13595^+0.46125 + 4.089

Table 2.3 shows the controllers obtained for each of the estimated non-parametric models. To
determine the combination of estimated model and controller that work the best, and hence
determine which identification technique provides the most accurate model, closed-loop analysis
was carried out in both simulation and in real-time. The closed-loop performance was assessed by
evaluating the ability of the system to track set-point changes. All controllers were designed with
the aim of providing a closed-loop system with a settling time of 1.62 sec and zero percent
overshoot.

Examination of the responses obtained both in simulation and real-time showed that there was no
overshoot present. While the simulations produced smooth output responses, the real-time
responses were jagged. The jaggedness was most pronounced in the responses with the Bode
controllers and least pronounced with the CPP controllers. Table 2.4 shows the real-time settling
time and the Integral of Absolute Error (lAE) between the actual output and the ideal closed-loop
response under which the controllers were designed. It would appear that the CPP controller
produces a settling time closest to the desired time of 1.62sec. As already stated, the root locus
method was a compromise between settling time and smoothness of the output curve and hence
has a longer settling time. The only specification that this particular Bode method allows is the
percentage overshoot, which determines the phase margin of the compensated system. It is also of
interest to examine the phase margin of each plant model and controller. This is also shown in
Table 2.4.
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Table 2.4 Settling Time Comparison
CPP
Tsett

lAE

Root Locus
Tsett

<t>m

(sec)

lAE

Bode
(i>m

(sec)

Tseu

lAE

<f>m

(sec)

Transient Response

2.91

0.5

76

4.68

1.035

91

8.71

1.69

81

Frequency Response

1.97

0.4

73

4.27

0.865

88

12.35

2.877

81

Correlation/

White

2.11

0.441

73

3.24

0.493

83

15.36

3.467

82

Spectral

Noise

Analysis

PRBS

3.075

0.657

79

2.93

0.351

82

9.45

1.829

80

Since all Bode controllers were designed to have an overshoot less than 1%, this lead to a phase
margin of (j)c = 83° for the compensated system. The phase margin for the frequency analysis
plant model and CPP controller has a phase margin of (t)c = 73°. It would be reasonable to assume
that if the Bode controllers were designed to have a compensated phase margin of 73° that the
settling time would be reduced. This is indeed the case. Simulations showed that the settling time
for the frequency analysis motor model and Bode controller was reduced from 11.57 sec to 9.25
sec, and that for the transient analysis model and Bode controller reduced from 7 sec to 6.06 sec
when the phase margin was reduced from 83° to 70°. However, the simulation for these models
with their corresponding CPP controllers still have much faster settling times than those obtained
with the Bode controllers.
2.11 Conclusion
Taking the three performance aspects into account, i.e. the ability to track step changes,
the settling time and the percent overshoot, it is the CPP controller that appears to give the best
results. In terms of the estimated model combined with the CPP controller, it is the frequency
response estimate that performs closest to the desired response. This may be attributed to the
higher complexity of the CPP controllers. Both Root Locus and Bode controllers are limited by
their controller structure to first order transfer function which will limit their performance.

Table 2.4 also shows the ability of the controller to give the desired response for any of the given
estimates of the motor. As shown in Section 2.9, Figure 2.13, the Correlation/Spectral Analysis
estimate is not a very good representation of the real plant output response but combined with a
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good controller design can still give a good closed-loop output response and likewise for the
Transient estimate in the Bode plots Figure 2.14. Also highlighted in Table 2.4 is that using more
than one controller design technique can be advantageous and give greater insight. For each
controller design, a different model gives the lowest lAE and settling time. No one model shines
through for all controller designs but if the first two fastest settling times are examined for each
design, the correlation/spectral analysis models take four of these times. This statistic cannot be
seen from using one controller design.

If is of the authors opinion that if a non-parametric technique is to be selected for identification
purposes, the transient response is a quick and easy method to apply, giving good estimates of
gain, delays and time-constants. It is also advantageous to apply a frequency domain
identification method as it will give greater insight into the bandwidth of the system and the low
and high frequency dynamics. Any of the frequency domain techniques described can be used but
the frequency response analysis, while tedious for large frequency bandwidths, gives great
amounts of detail and allows for more data to be obtained around the peaks and troughs.
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Chapter 3: Parametric
Identification
3.1 Introduction
As previously stated in the Introduction, the non-parametric methods examined in the
previous chapter do not explicitly employ a finite-dimensional parameter vector in the search for
the best system description. In parametric identification schemes an explicit finite-dimensional
parameter vector is employed. Here, the term parametric estimation is usually used and the
techniques are generally classified as gradient techniques or Gradient Estimators. The term
gradient implies that the techniques are based on differentiating a cost function based on the error
between the actual system and its proposed model. Since the cost function is a vector, its resulting
gradient is then set to zero to establish the vector of parametric estimates, e.g. the coefficients of a
difference equation, which minimise the error. Figure 3.1 shows one possible classification of the
main parametric techniques.
Parametric Identification

Least
Squares
Method

Prediction
Error
Methods

Instrumental
Variable
Methods

Maximum
Likelihood
Method

Recursive
Identification
Methods

Figure 3.1 Parametric Identification Techniques
3.2 Least Squares Estimator
The most commonly used gradient technique is the Least Squares Estimator. The least
squares method aims to minimise the sum of the squared errors betw’een the model output and the
actual output. This is achieved by determining a parameter vector which makes the sum of
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squared errors as small as possible. The Least Squares Method is simple and easy to use but
consistent parameter estimates are only obtained under rather restrictive conditions. A lack of
consistency may be tolerable in some cases but in others it may be of considerable importance to
have consistent parameter estimates. To achieve consistent estimates under less restrictive
conditions the least squares method is modified. The modifications considered here are:

•

Minimisation of the prediction error for other ‘more detailed’ model structures.
This idea leads to the class of Prediction Error Methods.

•

Modification of the normal equations associated with the least squares estimate
leading to the class

Instrumental Variable Methods.

3.3 Prediction Error Methods
Prediction error methods try to predict the output y(t) given the data up to and including
time t-1. Most systems are stochastic, which means that the output at time t cannot be detennined
exactly from the data available at time t-1. It is thus valuable to know at time t-1 what the output
of the process is likely to be at time t in order to take an appropriate control action. It therefore
makes sense to detennine the model parameter vector so that the prediction error
£{f,e)=\it)-y{t\1-\\0)

Eq.3.

is small. Here, y{t\t - \\6) denotes a prediction oiy(t) given the data up to and including time t1 (i.e.y(t-I), u(t-l), y(t-2), u(t-2), ...) based on the model parameter vector ^. As a general linear
predictor
y{t\t-1; 6) = L, {cf^; 6)y{t) + L2

; d)u{t)

is a function of past data only if the predictions f
L,(0;^)-0
i.e. the filters 1/ and

L,{0;d) = 0

Eq.3.2a
; d) and

{q~^ \ 0) are constrained by
Eq 3 2^

have at least one pure sampling delay from input to output.

The general fonn of model structure is given by
y(t) = G{q ';6)u{t) + H{q ';6>)e(/)

Eq.3.3

where G{q ';6>) and II{q ';^)are both transfer functions. The argument q' denotes the
backward shift operator. For any given model, (Eq.3.3), various different predictors, (Eq.3.2), can
be constructed. Once the model and predictor are given, the prediction errors are computed as in
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Eq.3.1. The parameter estimate 6 is then chosen to make the prediction errors as small as
possible. Having more flexibility over the model structure allows linear regression to be extended
to cover dynamic models whereas the least squares method discussed above is specific to static
linear regression models.

One of the major disadvantages with the Least Squares Method is found in the regressor equation
y{t) = (f)' 0

e{t)

Eq.3.4

A

If 6 is the estimated parameter vector of the true parameter vector 6 then the error between the
A

two will tend to zero as the estimated vector 9 tends towards the true vector 6. This occurs as
the number of data points tends towards infinity. This consistency will only be satisfied if e(t) is
white noise. Then, there is no relationship between (f) and e(t), i.e. e(t) will be uncorrelated with
all past data. If e(t) is not white it will nonually be correlated with past outputs. Then, the above
desirable property is lost. This disadvantage of the least squares estimate was the motivation for
introducing the Instrument Variable (IV) Method, (Ljung, 1987) and (Soderstrom & Stoica,
1989).

3.4 Instrument Variable Method
Since correlation between the regressor and the prediction errors leads to bias of the
A

obtained estimates 9, the regressor 9 used in linear regression is replaced by some other
variable Z and the estimate takes the forni
9 = {Z^'<j)y^z'^ y

Eq.3.5

The elements of the matrix Z are usually called the instruments. There are two conditions to
A

impose on the instrumental variables Z in order to make the estimator 9 consistent. Firstly, they
should be uncorrelated with the disturbances so that E{Ze) = 0 but they should be highly
correlated with the regression variables (J). Secondly, the matrix Z^ (j) must be invertible. The
instrumental variables are chosen in many ways. One method is to filter the input so that
Z{t)-{-rjit-\) ...~ri{t ~ na) u{t -

. u{t - nbyf

Here u{t) is the input signal and rjft) is obtained by filtering the input.
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C{q ‘);;(r) = D(^ ')w(/)

Eq.3.6b

Another choice is to let C and D he a priori estimates of the output and input parameters
respectively. A special case is to let C{q~^)-\,D{q~^) = -q~^^. Then Z(t) becomes, after a
reordering of elements,
Z{t) = {u{t - 1)... u{t -na- nb)f

Eq.3.6c

A reordering of the instruments Z(t) has no influence on the basic IV estimate.

3.5 Maximum Likelihood Estimation
In Maximum Likelihood Estimation (MLE) the estimate which renders the measured
output y(t) most probable is selected. This is accomplished by maximising the likelihood
function p{y{t) \ 6).
max p{y{t)\e) = p{y{t)\0)

Eq.3.7

0

which yields the estimates 0 = 0 that maximises p{y(t) \ 0).
If the noise in model Eq.3.4 is assumed to be Gaussian or normally distributed with known mean
Ele(t)} = 0 and known covariance E{e(t)e^(t)} = le and has V elements, its probability density
function is
p{e) = ((2;r)^

-1'2

.

1

7 v-^-i

exp(--e^

e)

Eq.3.8

which is called the likelihood function. Maximising this likelihood function gives the maximum
likelihood estimate of 0. In the case where the disturbance has a covariance matrix

= cr^I,

the maximum likelihood estimator reduces to the least squares estimator. Soderstrom & Stoica
(1989) show that when the disturbances in the model are Gaussian or normally distributed the
prediction error method can be interpreted as a maximum likelihood method corresponding to the
loss function. It is further demonstrated that under the Gaussian hypothesis the prediction error
estimates have minimum possible variance.

3.6 Recursive Identification Methods
In the Recursive Identification Methods the parameter estimates are computed recursively
in time. In many cases it is necessary, or useful, to have a model of a system available on-line
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while the system is in operation. The model should then be based on observations up to the
current time. The need for on-line model construction typically arises when a model is required to
take some decision about the system. Most adaptive systems, for example adaptive control
systems, are based on recursive identification. Then, a current estimated model of the process is
available at all times. Many recursive identification methods are derived as approximations of the
off-line methods. It may therefore happen that the price paid for the approximation is a reduction
in accuracy.

i. 7 Model Structures
The Least Squares Estimator is the most commonly used gradient estimator. This uses the
simplest type of parametric model - the ARX model. This model is of the form:
^(^)y(0 =

+ ^(0

Eq.3.9

where

A(q) = l+a,q-' + ...+a^^q-''‘^
and

B{q)=fq ' + ...+h^,^q -nb

AR refers to the autoregressive part, A{q)y(t), and

to the external input, B{q)u{t), called the

exogenous input. Here, e(t) is a white noise term that enters as a direct error in the difference
equation. In the special case where

= 0, y(t) is modelled by a finite impulse response (FIR)

system. The signal flow of the ARX model can be depicted as in Figure 3.2. From this it can be
seen that the white noise is assumed to go through the denominator dynamics of the system
before being added to the output.

The basic disadvantage with the ARX structure is the lack of adequate freedom in describing the
properties of the disturbance term. Added flexibility may be obtained by describing the error as a
moving average of white noise. This gives the model

Aq)y{t) = B{q)u{t) + C{q)e{t)

Eq.3.10

with

C{q) = \ + c,q-^ + ...+c„^q-
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y(t)

Figiue 5.2 The ARX Model .Stiiictrae
The addition of the moving average (MA) part C{q)e{t) gives the ARMAX model, d'he
ARMAX structure is, in a sense, general and includes several interesting special cases such as the
autoregressive (AR) model

A{q)y{t) = e{t)

Eq.3.11

which is useful in modelling harmonics effected with noise. The moving average (MA) model

y{t) = C(q)e{t)

Eq 3 12

is popular in signal processing as a basis for FIR filter design and the identification of truncated
impulse responses. A combination of both of these gives the ARMA model

A{q)y{t) = C(q)e{t)

Eq.3.13

The ARMA model is effective in modelling disturbance spectra with spectral peaks as well as
troughs and is therefore used in model-based spectral analysis. A version with an enforced
integration in the system description is the ARIMA(X) model, where / stands for integration, with
or without the exogenous input u. This is useful to describe systems with slow disturbances.
Instead of modelling the error in Eq.3.13 as a moving average, it can be described as an
autoregression. This gives a model set

A{q)y{t) = B{q)u{t)^

1

e{t)
Eq.3.14

which could be called ARARX. More generally, an ARMA description of the error could be used,
leading to an ARARMAX structure

A{q)y{t) = B{q)u{t) +

D(q)

Eq.3.15
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Figiue 5.3 Eqmvalent block diagiAm for AR.-VRM.\X model

Figure 3.3 shows the equivalent bloek diagrams for the model structures described above.

The model given by Eq.3.15 implies that the model transfer function and the disturbance transfer
function will have the polynomial A as a common factor in the denominators. This can be a
disadvantage as the same A polynomial is used to describe the poles of the model transfer
function and the spectral peaks of the noise model. It would be advantageous to parameterise
these transfer functions independently. The Output Error Model structure allows this to be
achieved. The model may be written as
y{t) ^ ^fyu{t) + e{t)
Eq.3.16
The output error is so named since

e{t) = y{t)-^^u{t)
Eq.3.17
the model output B(q)/F(q)u(t). This model

i.e. the error between the measurable output

contains no assumptions on the nature of the error spectrum, e(t).

A natural development of the output error model is to further model the properties of the output
error. Describing this as an ARMA model gives

y{t)^^u{t) + ^e{t)
D{q)
F{q)

Eq.3.18

This model set was suggested and treated by Box and Jenkins (1970), and hence called the BoxJenkins Model. The model contains a noise model with the white noise sequence e(t) filtered
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through the transfer function C(q)/D(q). The attractive property of the model is that it yields
separate descriptions of the input-output relationship between ii and y and the noise spectrum
model described by C(q)/D(q) and e(t).

The structures discussed in this section give rise to many different model sets depending on
which of the five polynomials A, B, C, D and F are used. Therefore, a generalised model structure
is used and given by
Mq)y{t) = ^^u{t) + ^^e{t)

F{q)

D{q)

Eq.3.19

A block diagram of the generalised model is shown in Figure 3.4 while common special cases are
summarised in Table 3.1. Only some of these cases are examined in the course of this thesis,
namely the ARX, OE and BJ.

Fig:iue 5.4 EqiuvaleiU block dn^pnin.i; for $eiieini »SIS'0 model

Table 3.1 Some Common Black-box SISO Models as Special Cases of Eq.3.19
Polynomials used in Eq.3.19
Name of Model Structure
B
FIR (finite impulse response)
AB
ARX
ARMAX
ABC
ARMA
AC
ABD
ARARX
ABCD
ARARMAX
BE
OE (Output Error)
BFCD
BJ (Box-Jenkins)
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3.8 MATLAB System Identification Toolbox
The MATLAB System Identification Toolbox, (Ljung, 1995), was used for all parametric
identification. The toolbox is a collection of MATLAB functions for creating mathematical
models for dynamic systems. It allows the creation of accurate models based on observed inputoutput data. Several functions are provided for computing parametric models. These include
Least Squares (ARX), Instrumental Variables (IV4), Output Error (OE) and Box-Jenkins (BJ). A
least squares technique is used to find ARX models and an iterative Gauss-Newton minimisation
procedure is used to determine OE and BJ models. 1V4 models estimate the parameters of an
ARX model using an approximately optimal four-stage instrumental-variable (IV) procedure. The
main difference between the two is that the IV4 procedure is not sensitive to the colour of the
noise term in the model equation.

All relevant information about the model structures used is stored in theta format. This is a
packed matrix containing the estimated polynomial coefficients and their standard deviations. It
contains the Loss Function value and Akaike’s Final Prediction Error (FPE) and the command by
which the model was generated.

A number of commands are contained within the toolbox for model order selection and
validation. For models of the ARX type, various orders and delays can be efficiently studied with
the command arxstruc. The Loss Function value and Akaike’s FPE are calculated for each model
order estimation. The lowest value corresponds to the best fit. The real output data can be
compared with the model response to the recorded input signal used in the identification using the
idsim command. This should ascertain whether the model response is comparable to real data in
magnitude and response delay. Near pole-zero cancellations can be checked by performing a
pole-zero plot.

A Graphical User Interface (GUI) is also incorporated in the toolbox. This simplifies the
interactive process of estimating models and evaluating their goodness-of-fit. It also provides a
graphical means of retrieving prior models and inspecting their perfonnance with respect to
model output and frequency responses.
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3.9 Real-time Implementation
The dc servo motor system was used as an experimental rig in the examination of the
parametric techniques. The identification was performed in both open-loop and closed-loop
configurations. Before delving into the process identification, some practical aspects of
parametric identification will be dealt with.

Vts)

Vfr)

R*frr«nr«

YfO

* D/A

Canttolkr

Stivo

DC

Anipli£er

Motor

Ri'*)
Y(I)

! i
A/D

•

Censor

PC^DSPbW

Rt^'Tum cot^ol tiAvonncnt

AtukicucServo Motor,G(s)

Figtu e 3.5 Voltage Coiiti oUed DC Motor
3.9.1 Practical Aspects of Process Identification
1) Input Signal. A minimum requirement of the input signal is that the dynamics of the
process be persistently excited over the measurement period. This means that the input
signal has to be sufficiently rich to excite all process modes of interest during the
experiments. This leads to the requirement of persistently exciting input signals. A non
periodic signal (repeated steps or pulses), multi-frequency signals or stochastic signals,
that satisfy these requirements, are all suitable as input signals. A square wave input of
amplitude 0.55 volts and with a frequency of 0. IHz was applied to the motor. Sets of data
were collected from the points V(z) and Y(z) as shown in Figure 3.5.
2) Settling Time. As a rule of thumb, the sampling time of the system should be set to
T95
Tn
where

5...15

Eq.3.20

is the 95% settling time of the transient function and Tq is the sampling

period. If the sampling period is chosen too large, the dynamic behaviour is described too
inexactly. Alternatively, if the chosen sampling time is too small, ill-conditioned equation
systems (matrices) result because the single difference equations become approximately
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linearly dependent (numerieal problems). The sampling period for the motor was set to
0.01 sec without showing any side effects of ill-conditioned equation systems.
3) Comparison of Parameter Estimation Methods. Comparisons of the estimation methods
were performed using the measured data of the real process. This has its drawbacks since
usually the exact model is not known and also the process behaviour and the noise
characteristics often change with time.
4) Data Conditioning. Only the variations of the output signal with respect to variations in
the input signal must be considered for the estimation algorithms. Thus, the dc values of
both signals must be removed before identifying the dynamics. The process input is then
given by
u{k) = U{k)-U^^

Eq.3.31

and the output signal is
yik) = Y{k)-Y^^

Eq.3.32

5) Model Order Testing. The determination of the order of a parametric single-input singleA

A

output (SISO) model refers to the estimation of wand the delay time d of the process
A

which has true order Wq and true delay time d^^. In the ideal case m = W and
q

A.

d = d^ should result. Some methods for model order testing include Loss Function tests
and Pole-zero Cancellation test. In Loss Function tests the simplest method is to regard
the loss function
V{m) = e' {m)e{m)

Eq.3.33

as dependent on the order w, while e is the equation error or residual of the applied
parameter estimation method using the same input-output data. For m = 1,2,3,..., the loss
function for higher order processes first decreases and then remains constant or changes
A

A

A

slightly, Figure 3.6. Estimates ware found if F(w-hl)and F(w)do not differ
significantly. A statistical method to check if the loss function reduces significantly is the
F-test. The test quantity
t^

F(wi)-F(w2)^ A-2w2

Vlmj)

2(w2 - W]

Eq.3.34

)

determines if the reduction in loss function is significant when the order is increased from
w/ to m2.

For large samples N the random variable

t is

asymptotically

F[2(w2 - Wi )],[(A - 2W2)] distributed. A risk level is defined and from the tabulated F-
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Figure 3.6 Loss Function Test for a given delay d
distribution, the corresponding t* can be taken. If

the probability Vftij) is smaller

than F(W|) and therefore W/ is the estimated order. Other tests based on loss functions
include Akaike’s Final Prediction Error (FPE) criterion
FPE = ——* V
\-nlN

Eq.3.35

where n is the total number of estimated parameters and N \s the number of samples, and
his closely related Infonnation Theoretic Criterion (AIC). The AIC is formed as
AIC~\og[{\ + 2nl N)*V]

Eq.3.36

The smallest FPE or AIC should be selected in a collection of different models.

If, for the parameter estimation, a higher order m than the real process with order mo is
assumed (m-mo), additional pole-zero pairs result which at least approximately cancel
each other. This effect can be used for model order testing for different orders m and is
the pole-zero cancellation test.
6) Model Verification. Model verification attempts to check if the identified model agrees
with the real process behaviour while taking into account the limitations of any
identification method and the final goal of the application. An overall judgement of the
identified model is obtained by the verification of the input/output behaviour, i.e. by
comparing the measured and the model predicted input/output behaviour. An additional
method is crosschecking which means verifying the identified model for another set of
measurements. The most important evaluation consists of applying the model for the final
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purpose, i.e. for control, optimisation, monitoring or just verification of a theoretically
obtained model.

3.9.2 Open-loop Identification
As previously stated, a square wave input of 0.55 volts in amplitude and frequency 0. IHz
was applied to the motor and the data was sampled every 0.01 sec. To determine to best algorithm
and model order, the Loss Function was compared for four different model structures, namely the
ARX, 1V4, OE and BJ and in each case for ten different orders, 1 - 10. Table 3.2 shows the Loss
Function value for each of the model structures as the model order is increased from 1-10. From
an examination of the plot of the input/output data, the delay between the signals was taken to be
one sampling period.

Table 3.2 Model Order Determination using the Loss Function Test
Model Order

Loss Function Value for delay d = 1

ARX

IV4

OE

BJ

1

45.1565

751.3829

25.2955

25.2955

2

12.4407

7.0570

3.625

3.625

3

7.0510

6.8137

0.6586

0.6586

4

7.9574

10.6754

0.4378

0.4364

5

8.9972

15.5031

0.474

0.4652

6

8.5369

1.9115

0.4684

1.9642

7

7.0535

3.7566e+279

0.4301

0.4328

8

5.4562

2.8093

0.4951

0.534

9

4.6935

1.1017e+090

1.7413

60.7917

10

4.1959

4.2799e+187

6.8712

4.0722

Plotting the loss function value against the model order, it was the high-lighted loss function
values and the corresponding model orders in Table 3.3 that were selected on the basis that there
was a significant reduction in the loss function value. For the ARX model the eighth order was
picked as the loss function was beginning to settle at this stage. Up to this point it was increasing
and decreasing. It should be noted that the value of the loss function varies between the model
structures due to the fact that each uses very different noise models. The poles and zeros of all the
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Table 3.4 Estimated Open-loop Parametric Models
Estimated Transfer Function

Model
Structure

ARX
IV4
OE
BJ

A

C(z) =

0.00033513(z + 3.054)(z^ + 1.1 Oz + 0.3885)(z^ - 1.3212 + ().6908)(z^ -3.093 + 9.57)
(z + 0.7612)(z - 0.6832)(z^ - 1.954z + 0.9586)(z^ + 1.032z + 0.5687)(z^ - 0.1737z + 0.5527)
0.00057062(2 + 2.088)(z^ -1.389z + 0.5134)(z^ - 2.173z + 7.785)

A

G(z) =

A

G{z) =

A

G(z) =

(2 - 0.9292)(z + 0.735)(z^ -1.959z + 0.9653)(z^ + 0.0893 Iz + 0.8174)

- 0.013653(z - 1.482)(z^ -1.997Z +1.025)
(z^ -1.954 + 9623)(z^ -1.782z + 0.8059)
- 0.0080574( z -1.659)(z^ -1.99z + 1.018)
(z^ - 1.955z + 0.9625)(z^ - 1.803z + 0.8229)

f\/>^

'* '
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Figure 3.7 Model Validation
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models were then examined for any closely related pole/zero pairs so that they could be cancelled
and the model order reduced. However, in the case of the four identified models, there were no
cancellations. Table 3.4 shows the discrete time transfer functions for each of the estimated
models.

3.9.2.1 Open-loop Model Validation
The first step in the model validation is to plot the actual motor output with the predicted
model output using real input data. Figure 3.7 shows the real-time motor response plotted against
the predicted output for each of the identified models. All models compare well to the motor
output but the Output Error and Box-Jenkins models capture the dynamics more accurately than
the ARX and IV4 models. Despite the higher order models identified by the ARX and IV4
methods, the closely related fourth order OE and BJ models appear to be a better fit.

3.9.3 Closed-loop Identification
As previously stated in Section 2.6, the closed-loop identification can be performed using
the direct or the indirect method. Both methods will be examiined here.

3.9.3.1 Direct Identification
In this case the plant input and output signals, i.e. the control signal and motor output, are
used in the identification of the motor. A square wave input with amplitude of 0.55 volts and
frequency 0.1 Hz was applied to the motor. The data was sampled every 0.01 sec. Using the BJ
structure ten different models of order 1-10 were estimated. The fourth order model had the
lowest Loss Function and was selected as the best estimate. The discrete-time transfer function is
given by
G(z) =

0.00014707(2 + 33.74)(z^ + 0.056852 + 2.098)
(z^ -1.91 z + 0.9746)(z^ +1.324z + 0.9859)

Eq.3.37

3.9,3.2 Indirect Identification
Using the same data collected above but taking the square wave input and the motor
response, a seventh order closed-loop transfer function with a time delay of five sampling periods
was estimated and is given as
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H{z)

0.00273 l(z^ -1.95 Iz + 0.9589)(z^ - 2.484z + 1.663)(z^ + 1.352z + 1.149)
z'^ (z + 0.9487)(z - 0.9846)(z - 0.976)(z^

..975z + 0.983)(z^ +0.3804Z +0.919)
Eq.3.38

Since

H{z)

Z)(z)G(z)

Eq.3.39

+ D(z)G(z)

working backwards, with knowledge of the controller, gives an estimate of the open-loop motor
transfer function. After near pole/zero cancellations the model is defined as
0.01188 Iz^ (z - 0.9635)(z^ + 2.484z + 1.663)(z^ + 1.352z + 1.149)
G(Z)=:

(z + 0.9464)(z + 0.9877)(z - 0.9587)(z - 0.8967)(z - 0.2859)(z + 0.2767)
(z^ -1.974z + 0.9818)(z^ - 0.0088z + 0.07758)(z^ + 0.3802z + 0.9158)
Eq.3.40

3.9.3.3 Closed-loop Model Validation
To validate the model estimated using the direct method, the simulated output using the
real-time input data was plotted against the closed-loop motor response. Figure 3.8. This shows
that the model is a good representation for the input/output behaviour of the motor.

1.3

Sampling Points

Figure 3.8 Direct Identification Validation
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For the indirect identification method, since it was the closed-loop transfer function that was
identified from the input/output data and the open-loop motor transfer function was found by
working backwards, it was not feasible to predict the simulated output using the SI toolbox
commands. Instead, a step response of the open-loop plant model was examined. Figure 3.9
shows that the response has more oscillations than the real system but does eventually settle.

Time (sec)

Figure 3.9 Step Response for Indirect Model Estimate

3.10 Controller Design
As in the non-parametric case, controllers were designed to determine how well the open
and closed-loop models would perform under closed-loop conditions. For the parametric
identification the Bode and Root Locus controller design methods were not used since it is much
more common (at least traditionally) to apply a direct digital design technique like pole placement
or an optimisation technique such as minimum variance control. The controllers were designed
with the same specifications as were used for the non-parametric models, i.e. a first order closedloop response with a settling time of 1.62sec and zero percent overshoot was specified. Table 3.5
shows the designed controllers for each of the open-loop model structures. Also shown are the
real-time settling times and the lAE of the closed-loop response with the controller in cascade
with the motor plant.
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Table 3.5 Open-loop Model Structure Comparison and Validation
Model

Controller

Settling

Structure

lAE

Time
(sec)

ARX

0.01667 l(z + 0.7612)(z + 0.9S77)iz - 0.6832)(z^ -1.954z + 0.9586)

2.94

0.603

3.04

0.639

2.85

0.619

2.8;

0.615

(z^ + 1.032z + 0.5686)(z^ - 0.1736z + 0.5528)__________________
D(Z):

z^(z - 0.9635)(z - l)(z^ + 1.! 13z + 0.3885)(z^ - 1.32 Iz + 0.6907)

IV4

0.014535(z + 0.9877)(z + 0.735)(z - 0.9292)
(z^ - 1.959z + 0.9652)(z^ + 0.0894z + 0.8174)
D{Z)^

OE

D{z) =

BJ

z^(z - 0.9635)(z - l)(z^ -1.389z + 0.5134)
0.025734(z + 0.9877)(z^ -1.954z + 0.9623)(z^ - 1.782z + 0.8059)
z(z - l)(z - 0.9635)(z^ - 1.997z + 1.025)

D(z) =

0.031893(z + 0.9877)(z^ - 1.955z + 0.9625)(z^ - 1.803z + 0.8229)
z(z - 1 )(z -0.9632)(z^ - 1.99z + 1.019)

Table 3.6 shows the same results for the closed-loop identification techniques. The complexity of
the model obtained from the indirect method is also reflected in the controller. The closed-loop
response to the designed CPP controller was unstable and so the settling time and lAE were nondeterminable.

Table 3.6 Closed-loop Identification Comparison and Validation
ID

Controller

Method

Settling

lAE

Time (sec)

Direct
D(z) =

Indirect

0.010506(z - 0.9877)(z^ + 1.324z + 0.9859)(z^ - 1.97z + 0.9746)

0.57

N/D*

N/D*

z^(z-l){z-0.9635)
0.079629(z + 0.9464)(z + 0.9877)^(z - 0.9587)(z - 0.8967)
(z -0.2859)(z + 0.2767)(z^ - 1.974z + 0.9818)

D(z)-

2.57

(z^ - 0.0088Z + 0.07758)(z^ + 0.3802z + 0.9158)
z'^tz - 0.507 l)(z - 0.9635)^(z + 0.3758)(z - l){z^ + 1.352z + 1.149)
(z^ + 0.6458Z + 0.1465)(z^ -0.6827z + 0.2146)
(z^ + 0.3249Z + 0.1603)(z^ + 1.352z + 1.149)

*N/D = non-determinable
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3.11 Comparisons and Conclusion
Many comparisons have been made in this chapter including open-loop and closed-loop
identification, model structure type, and, in terms of closed-loop identification, direct or indirect
identification. In the open-loop parametric identification, it is the ARX model structure combined
with the controller that has the lowest lAE value but it is the BJ structure that has the lowest
settling time. Table 3.5. In a paper comparing six on-line identification and parameter estimation
methods by Isennann et al (1974) the worst performance was obtained from Least squares, in
which other techniques included Generalised least squares. Instrumental variables. Stochastic
approximation. Correlation analysis with LS parameter estimation and Fourier analysis using a
method with three unknown parameters. Due to the fact that the BJ model is a better fit to the
actual model output as shown in Figure 3.6, and is also a lower model order, it would appear to be
the best choice from those obtained in this study.

In the closed-loop identification, clearly the direct identification performs better. One reason for
this is that in the indirect method the order of the closed-loop system is the sum of the orders of
the open-loop plant and the controller. This can lead to high orders and consequently numerical
and algebraic problems. One way to over come this, as suggested by Forssell and Ljung (1999), is
to place an additional constraint on the open-loop plant transfer function. The constraint is that
the open-loop plant model should be of a certain low order giving an over-detennined system of
equations which can be solved in many different ways, e.g. in a weighted least squares sense.

Another approach would be to reduce the order of the controller, (I.D. Landau, Karimi et al, 2000
and 2001), but preserve the properties of the closed-loop system as far as possible. In the case
considered here, a fourth order controller was used. Reducing the order of the controller would
reduce the overall model order and hence reduce the complexity of the problem.

Another two-step closed-loop identification method that is not considered here is the Joint
Input/Output Identification method, (Soderstrom and Stoica, 1989), where both the input and
output variables are modelled as a function of the external exciting variable and the disturbance
innovations, and then the process and disturbances models are extracted. In a paper where the
direct and two-step closed-loop identification are compared by Esmaili et al, (2000), it is
concluded that the direct method performs better.
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The results also highlight that the complexity of the controller and the degree of difficulty
associated with its implementation, are proportional to the model complexity. It has been shown
here that the lower order simpler models allows for the design of quality controllers.

Comparing the closed-loop direct identification with the open-loop identification, the closed-loop
identification performs better in terms of the measured lAE and the settling-time. Soderstrom and
Stoica, (1989) and Esmaili et al (2000) have shown that when the output power is limited, closedloop identification will generally give better identification than open-loop identification.

Referring to Table 2.3 and comparing the settling time and lAE values for the non-parametric
open-loop response with both the open-loop and closed-loop parametric responses. Table 3.5 and
3.6, it appears that the non-parametric models perform better. While the parametric models may
be better fits in the transient response, as can be seen by comparing Figure 2.13 with Figure 3.7,
which is the low frequency response, this may not be the case for the high frequencies. Applying
sine waves and white noise as inputs will excite all the process frequencies, both low and high,
and hence give better model estimates across the full band of frequencies. A square wave input
has only odd harmonics and so does not have a full complement of frequencies present. Using a
PRBS signal may have produced better estimates of the system since it is not a repeated signal.

Table 3.7 gives a quick review of the results obtained, selecting the most appropriate techniques
for identification purposes.

Table 3.7 Summary of System Identification Techniques
Non-parametric

Open-loop

Methods

Parametric

Open-loop

Closed-loop
(Direct Method)

Methods

Step

y/

ARX

X

X

Frequency

y

IV4

X

X

X

OE

X

X

X

BJ

y

Spectral/

White

Correlation

Noise
PRBS
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Chapter 4: System
Identification of an
Industrial Process
4.1 Introduction
Having researched both the non-parametric and parametric identification techniques, the
attention now turns to their industrial analysis. The techniques deemed best or most appropriate
from the experimentation results obtained from the dc motor will be used in the determination of
a mathematical process model, the process being a pilot scale milk pasteurisation plant.

4.2 Milk Pasteurisation Plant
Pasteurisation is one of the oldest forms of heat treatment applied to liquid. The
objectives of milk pasteurisation are to destroy all vegetative pathogenic micro-organisms and
disease causing bacteria in order to reduce the number of potential food spoilage micro-organisms
to acceptable levels and to inactivate specific enzymes contained in raw milk and hence extending
the shelf life. Traditionally, milk was pasteurised using the 'batch' or 'holder' method which
required milk to be heated to between 62.8°C and 65.6°C for at least 30 minutes and then to be
immediately cooled to 12.8°C. With the development of plate and tubular heat exchangers, the
process was shortened to a minimum time of 15 seconds at a minimum temperature of 71.7°C
followed by immediate cooling to room temperature. It became known as the High Temperature
Short Time (HTST) method (Alfa Laval, 1986). Current food safety legislation allows any
combination of time and temperature values, within prescribed ranges, which vary from country
to country but, in general, it is required that the milk be heated to 72°C for 15 seconds. This is a
point on the time-and-temperature lethal effect curve for the Tubercle Bacilli micro-organism
(Alfa Laval, 1986). The Plate Heat Exchanger (PHE) is used extensively throughout the industry
in the pasteurisation process and is the focus of this work. Control of the unit is important in the
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Figure 4.1 Diagram of Milk Pasteurisation Unit

contexts of food safety and energy consumption. In order to design quality controllers, accurate
plant models will be required. The target PHE in this application employs a PI controller strategy.

The pilot scale, HTST, pasteurisation plant used in this work is located in Teagasc, Moorepark
Technology Ltd. at the Dairy Products Research Centre, Fermoy, Co. Cork. The plate heat
exchanger (Tetra Plex C3 with a total of 58 plates) consists of three sections - heating,
regeneration and cooling, see Figure 4.1. The regeneration section uses the hot pasteurised milk to
heat the incoming raw milk, which at the same time cools the pasteurised milk, thus yielding
increased energy efficiency in both heating and cooling cycles. Raw milk, with a temperature in
the range 2-6°C, is pumped into the regeneration section at a rate of 5001it/h from the balance
tank. It is preheated to approximately 63°C by the returning pasteurised milk. In the heating
section, it is heated to the pasteurisation temperature of approximately 74°C using hot water as
the medium. The hot water temperature is controlled by regulating the flow of steam through the
brazed heat exchanger (BHE). The milk is held at the pasteurisation temperature for 15-20
seconds in the holding tubes before it returns to the regeneration section where it is cooled to
about 14°C by the incoming raw milk. A temperature transmitter at the end of the holding tube
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causes a divert valve to return the milk to the balance tank for reprocessing if the milk
temperature is below 72°C. Finally, the pasteurised milk is further cooled to 2-3°C in the cooling
section using externally supplied chilled water.

As already stated, it is required that the milk be heated to 72°C and held for 15 seconds.
However, a safety factor has been built into the holding tube to allow for varying velocities of
milk through the pipes. Furthermore, since perfect control is never possible in the presence of
disturbances, a safety factor is built into the pasteurisation set-point. The set-point is set to a value
greater than 72°C, its value dependent on the maximum expected variance in the pasteurised milk
temperature. Disturbances that can influence the output milk temperature are, for example, steam
pressure variations, pump speed variations and raw milk fat content and temperature. The
potential exists here to use more advanced control techniques than the PI controller, typically
used in these situations, to save energy and avoid over heating the milk. In this case the variance
would be reduced by taking the disturbances into account, and thus the set-point could be reduced
from say 75°C to 73.5°C, saving approximately 5700J of energy per litre of milk pasteurised. The
possibility of using more advanced control will be investigated later.

The plant is monitored and controlled by ABB’s Sattline distributed control system. The
temperature from seven different locations is logged using the temperature transmitters (TT) and
the raw milk flow rate is logged using a flow transmitter (FT). The locations of the transmitters
are also shown in Figure 4.1.

In the system identification process a linear model was assumed although the system is not
strictly linear. Significant non-linearities arise due to the steam flow control valve, the
thermodynamic properties of the process and the mechanical properties, e.g. friction, stiction, etc.
of the milk and water circulation pumps. However, the system is approximately linear and timeinvariant about the operating region of 74°C. Linearity simplifies the modelling and controller
design process which is important if the technology is to be transferred to full-scale commercial
systems.

4.3 Data Collection
Figure 4.2 shows a block diagram of the milk pasteurisation unit to be used in system
identification to determine a model for the pastueriser. The pasteuriser is modelled as a two-input,
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two-output system. It consists of the brazed heat exchanger and the heating section in cascade
with a PI controller used to control the steam flow valve. A feedback loop exists between the
pasteurised milk temperature from the heating section and the regulated opening of the brazed
heat exchanger steam valve, u(t).

From experimental analysis on the motor it was detennined that applying a sine wave or white
noise as an input signal to a system will excite the full complement of frequencies present and
give a better description of the model at both low and high frequencies compared to using a step
or repeated signal. Due to the nature of the milk pasteurisation plant, applying a sine wave or
white noise was not applicable. Instead, the set point applied was a step change in input
temperature. A step change of 70°-80°C was applied in closed loop since the temperature is
required to be at 72°C or more to pasteurise the milk.

When operating in open-loop, the

percentage opening of the valve was increased from 37 - 49.5% in order to give an output
response in the vicinity of 72°C. Six sets of data were recorded. Three each were used for closedloop and open-loop identification. These three sets were then added and averaged. In all cases the
data was conditioned by removing the dc value from both the set-point signal and the output
response before identifying the dynamics. This is especially important for parametric
identification where only the variations of the output signal with respect to variations in the input
signal must be considered for the estimation algorithms.

A sampling period of 2 seconds was used in recording all temperature and flow rate data. This is
based on a priori knowledge of the plant dynamics which includes a 20 second delay in the
holding tube and an open-loop response with a time constant of approximately 400 seconds.
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4.4 System Identification
The pasteurisation unit was identified using non-parametric and parametric techniques
with both open-loop and closed-loop configurations being examined within the parametric
approach.

4.4.1 Non-parametric Identification
As previously stated, it was not feasible to apply white noise or a sine wave to the
pasteurisation unit and so a transient response analysis was used to estimate a continuous time
model of the plant. This was performed in open-loop and so the feedback loop was disconnected
and the PI controller removed from the operating circuit. The percentage opening of the valve
was then increased from 37 - 49.5% to obtain a step response in the vicinity of 72°C. Three sets
of data were collected, added and averaged. Figure 4.3 shows the set-point and the output
response after the dc values have been removed. From the output response the time delay, time
constant and input-output gain were extracted to detennine a first order estimate for the
pasteurisation system. Substituting the extracted co-efficients into the following equation for a
first order step response
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G{s)^

K
\ + sT

Eq.4.

gives the estimated transfer function
Eq.4.2

1 + 399.5.9

The delay of 6 seconds is small in comparison to the time frame shown in Figure 4.3 and
therefore cannot be clearly identified.

The model was validated by plotting the plant step response against the model step response,
Figure 4.4. It can be seen that the model response compares well with the actual step response of
the pasteurisation plant.

Time (sec.)
Figure 4.4 Comparison of Plant Step Response with Model
Step Response

4.4.2 Parametric Identification
For the parametric identification, plant models were identified from data collected in both
open and closed-loop configurations. In each case, the MATLAB System Identification Toolbox
was used. The estimation algorithm used was the prediction error algorithm which produced
discrete-time Box-Jenkins model estimates. The Box- Jenkins model is given in Eq.4.3, in which
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the plant estimate transfer function is independent of the noise estimate transfer function. The
number nk is the delay between the input and the output and nf and nb are the orders of the
respective polynomials 'wiihnf>nb. The model order, m, is taken to be the order of the plant
denominator polynomial in the plant estimate transfer function, i.e. m = nf.
Eq.4.3

For the open-loop parametric identification the data presented in Figure 4.3 was used. Ten
different model structures of order 1-10 each with a delay of three sampling periods were
estimated. The model order was selected using the Loss Function test as described in Section
2.9.1. The results are tabulated in Table 4.1. Using the minimum value criterion as being the best
fit, the optimal model order is three with a delay of three sampling periods, Eq.4.4.
(z-l)(z-0.9453)

Eq.4.4

(z-l)(z-0.9874)(z-0.7616)

Table 4.1 Model Order Determination using the Loss Function Test
Model Order

Loss Function Value for
delay d = 3
_

1

5.3414e+007

3

5.0108

4

1.6153e+007

5

1.5008e+005

6

24.1997

7

1.1282e+007

8

2.536 le+005

9

4.0998e+003

10

8.5281

As can be seen from the examination of the poles and zeros of the transfer function, a cancellation
of the pole and zero on the unit circle will reduce the order of the plant to a second order system
given by
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Goiiz)

(z-0.9453)

Eq.4.5

z^(z-0.9874)(z-0.7616)

The model was validated by comparing the plot of the real output data to the response of this
model which was excited by the recorded input signal, Figure 4.5. From this it can be seen that
they are comparable in both magnitude and delay.

"O

3

o
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10-

— - Simulated Output
—- Pasteuriser Output
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Figure 4.5 Comparison of Plant Output and Simulated Output
Parametric identification in closed-loop was performed using the direct identification method.
The indirect method was not used due to numerical and algebraic problems associated with model
reduction as determined from work completed on the voltage controlled motor, Sections 3.9.3 3.10. This real-time experimentation suggested that improved model fidelity resulted from the
direct technique. The data used is the input-output data to the pasteuriser, u(t) and yf"/), see Figure
4.2. Three sets of closed-loop data were collected, added and averaged. The presence of feedback
is ignored and identification is performed as if the system were operating in open-loop. Both
signals are shown in Figure 4.6. From inspection of this figure, the delay used in the model
estimation was three sampling periods. Estimation using model orders 1-10 showed a fourth order
model, with pure delay, produced the lowest loss function value as can be seen from Table 4.2.
The corresponding transfer function is given as:
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0.0454(z + 1.524)(z - 0.9997)(2 - 0.9398)
z^ (z - l)(z - 0.993 l)(z - 0.555)(z + 0.2358)

Eq.4.6

Figure 4.6 Closed-loop Data for Direct Identification

Table 4.2 Model Order Determination using the Loss Function Test
Loss Function Value for

Model Order

delay d = 3
1

227.6942

2

1.124e+004

3

36.5512

4

14.1436

5

1.5986e+003

6

3.1892e+006

7

7.4885e+005

8

163.0828

9

2.2314e+004

10

25.7052
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Here again the pole on the unit circle and the zero located at z = 0.9997 are very close. To
determine if the pole and zero are close enough to be considered a cancellation and hence reduce
the model order, the uncertainties in the pole- and zero-locations were taken into consideration. If
the confidence regions overlap then a lower model should be examined. The pole-zero plot for the
estimated model, Eq.4.6, showed that the confidence regions for the pole on the unit circle and
the zero at z = 0.9997 overlap and so the order can be reduced by one, giving
0.0454(z + 1.524)(2-0.9398)

Gci{z) =

Eq.4.7

' (z - 0.993 l)(z - 0.555)(z + 0.2358)
12

-

700
Figure 4.7 Model Validation using the Plant and Simulated Output
In Figure 4.7, the real output data is compared to the response of this model which was excited by
the recorded control signal. The estimated model is comparable to the real output in delay and
captures the transient dynamics well but varies slightly in steady-state magnitude.

4.5 Controller Design
Three different models for the milk pasteurisation unit have been estimated - a
continuous time non-parametric model and two discrete-time parametric models. All the models
compare well with a simulated output using real input data but to compare their performance,
continuous time PI controllers were designed. The controller currently used at the plant is a PI
controller. The ABB Sattline control system does not allow the use of Cancellation Pole
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Placement controllers, as were used to assess the identified models for the dc controller motor,
and so the PI controllers were designed using genetic algorithms (GAs).

The main motivation for choosing a GA based procedure is that it provided greater flexibility in
terms of tuning. Initially it was anticipated that a high order model might be identified and tuning
could be problematic as relatively few tuning rules are available. Furthennore, from Eq.4.2 it is
evident that the ratio of time delay to time constant (6/399.5 ~ 0.01) is very small and outside the
recommended range for most tuning rules. In contrast, an optimisation based technique is not
susceptible to these issues. Given the relatively simple nature of the process model and controller
structure, gradient based techniques could also have been applied with equal success.

4.5.1 Genetic Algorithms
Genetic Algorithms (GAs) are adaptive algorithms for finding the global optimum
solution for an optimisation problem. The search method mimics the metaphor of natural
biological evolution. GAs operate on a population of potential solutions applying the principle of
survival of the fittest to produce better and better approximations to a solution. At each
generation, a new set of approximations are created by the process of selecting individuals
according to their level of fitness in the problem domain and breeding them together using
operators borrowed from natural genetics. This process leads to the evolution of populations of
individuals that are better suited to their environment than the individuals that they were created
from, just as in natural adaptation.

The population individuals are encoded as strings or chromosomes, so that the chromosome
values are uniquely mapped onto the decision variable domain. The most commonly used
representation in GAs is binary. Examining the decision variable in isolation yields no
information about the problem being solved. It is only with the decoding of the chromosome into
its decision variable values that any meaning can be applied to the representation. Having
decoded the chromosome representation the fitness of individual members of a population can be
assessed. This is done through an objective function that characterises an individual’s
perfonuance in the problem domain. Thus, the objective function establishes the basis for
selection of pairs of individuals that will be mated together during reproduction.
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During the reproduction phase, each individual is assigned a fitness value derived from its raw
perfonnance measure given by the objective function. The value is used in the selection to bias
towards more fit individuals. Highly fit individuals, relative to the whole population, have a high
probability of being selected for mating whereas less fit individuals have a correspondingly low
probability of being selected.

Once the individuals have been assigned a fitness value, they can be chosen from the population,
usually in pairs and called parents, with a probability according to their relative fitness, and
recombined to produce the next generation, called the offspring or children. Genetic operators
manipulate the genes of the chromosomes directly, using the assumption that certain individual’s
gene codes, on average, produce fitter individuals. The recombination operator is used to
exchange genetic infonnation between pairs of individuals. The simplest recombination operator
to yield children is based on the genetic notation of crossover, which consists of interchanging
solution values of particular variables, together with occasional operations such as random value
changes, called mutation.

After recombination and mutation, the individual strings are then, if necessary, decoded, the
objective function evaluated, a fitness value assigned to each individual and individuals selected
for mating according to their fitness, and so the process continues through subsequent
generations. In this way, the average performance of individuals in a population is expected to
increase, as good individuals are preserved and bred with one another and the less fit individuals
die out. The GA is tenninated when some criteria is satisfied.

4.5.2 Real-time Implementation
To compare the performance of the identified pasteurisation unit models continuous time
controllers were designed using a GA, (Chipperfield, Fleming, et al, 1994), very similar to that
described by Y.J., CAO, et al (1999). The GA used a population size of 50 and the maximum
number of generations was set to 100. The proportional gain, Kp, was limited to between 0-10 and
the recombination operator used was single-point crossover. The GA was terminated when the
maximum number of generations was reached or after 50 generations if the algorithm converged.
The aim of the GA was to minimise an objective function given by

= lAE

Eq.4.8
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where the lAE is the integral of absolute error between the actual closed-loop response and a
desired closed-loop response which, in this case, is defined as a critically-damped, second order
model with a settling time of 330sec. The response to the controller currently used by the plant
has a settling time of approximately 320 seconds but has a large overshoot present. Hence, the
aim is to remove the overshoot but keep the same settling time and, if possible, reduce it at a later
stage. For each estimated model the GA was run 15 times and the most frequently occuring PI
coefficients were selected. Table 4.3 shows the optimised PI controllers for each of the three
identified pasteurisation plant models.

Table 4.3 PI Controllers for the Identified Models
Plant Model

Cj non-par

(■^^’) —

Gpar-ol (^)

—

PI Controller

D(s)^

1.4775
1 + 399.55

D{s) =

0.03585(2-0.9453)

3.01465 + 0.0098

2.14625 + 0.0195

2^(2-0.9874)(2-0.7616)
G par-cl

—

0.0454(2+ 1.524)(z-0.9398)

D{s)^

2.20495 + 0.0098

2^(2-0.9931)(2-0.555)(2 +0.2358)

Simulation results for the plant and controllers were first examined using a first principles model
of the pasteurisation plant, (Griffin and O’Mahony, 2003), which is explained in more detail in
Chapter 5, and then tested in real-time. Figures 4.8 -4.10 show the real time responses to the
controllers. Table 4.4 summarises the results obtained in both simulation and real-time.
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Figure 4.8 Real-time Response to Non-parametric Model
Controller

Figure 4.9 Real-time Response to Open-loop Parametric
Controller
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Time (sec)
Figure 4.10 Real-time Response to Closed-loop Parametric
Controller
Fable 4.4 Comparison of Simulated and Real-time Results
Plant & Controller

Non-parametric

Parametric open-loop

Parametric closed-loop

Sim

Sim

Real-time

Sim

Real-time

Real
time

Settling Time (sec)

166.5

379

308.5

544

168

456.9

Overshoot (%)

0

10.4

6.6

18.3

0

12.8

Steady-state Error (°C)

0.0222

0.0768

0.014

0.0589

0.0161

0.1048

4.88e-5

9.78e-4

4.83e-5

0.0206

1.83e-4

0.0165

From this it can be seen that even though the simulated values and the real-time values for each
design do not correspond, the best result from simulation is also the best in real-time in terms of
the settling time and overshoot. A direct comparison of the performance characteristics shows
that it is the non-parametric model and controller design that performs the best. Considering the
desired closed-loop response used to optimise the PI controllers had a settling time of 330sec and
zero percent overshoot, and while none of the responses meet these criteria, it is the controller
designed from the non-parametric model that has the closest values. In all cases, the steady-state
error is negligible, 0.1 °C at 70°C implies 0.14% error. The non-parametric response has the
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lowest regulator variance from the real-time results. It is of interest to keep the regulator
fluctuations as low as possible. A reduction in the fluctuations on the output response would
allow the set-point applied to be reduced closer to the minimum temperature value of 71.7°C and
hence, by reducing the mean, the energy consumption will also be reduced. The response to the
open-loop parametric controller has a much higher overshoot and oscillates slightly, hence
increasing the settling time, but it does have low regulator variance and steady-state error values.

4.5.3 First Order Parametric Model Examination
A priori knowledge of the pasteurisation plant, including the open-loop step response test.
Figure 4.3, and first principles modelling and identification (Griffin and O’Mahony, 2003), would
suggest that a first order estimate with time delay is an adequate description for the plant. In an
attempt to reduce model complexity, first order parametric models were estimated for the openloop and closed-loop data collected. The models are shown in Table 4.5 in both discrete and
continuous time format.

Table 4.5 Open and Closed-loop Parametric First Order Models
Z-dontain

Gci(z) =

Crol{z) =

0.013364
2^ -0.9933z^
0.00737
2^ -0.9952^

Controller

S-do main

Gci(s) =

.995

-6.9

D,,{s) =

2.17565 + 0.0098

1 + 297.53.S’
1 474

Go/(i’) =------ ^

A

Doi{s) =

3.02445 + 0.0098

1 + 399.045

Significantly, the open-loop parametric model is almost identical to the open-loop non-parametric
model given by Eq.4.2. Both have a time constant of 399 seconds and a steady-state gain of 1.47.
Identification using the closed-loop data shows a model with a lower input-output gain and a
faster time-constant, which is as expected. Optimal PI controllers for the parametric first order
models were designed using the same objective function as previously described and also shown
in Table 4.5. The real-time results for these controllers are summarised in Table 4.6. Both models
perform reasonably well but the controller obtained from the open-loop parametric model would
appear to be the optimal choice having the lower settling time and overshoot. Relative to Table
4.4 there is a reduction in almost all of the measured performance characteristics. This would
suggest, that for this application at least, there is significant merit in restricting the estimation
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process to simple first order models with time-delay. The performance improvement is
particularly notable for the design based on the first order open-loop model.

Table 4.6 Comparison of First Order Real-time Results
Plant & Controller

Closed-loop

Open-loop

Settling Time (sec)

469.58

393.4

Overshoot (%)

11.8

10.9

Steady-state Error (°C)

0.0441

0.1453

Regulator Variance (°C)

0.0046

0.0074

The PI controller presently used in Moorepark is given by
,

2.V + 0.05

Eq.4.9

Dt.v) =------------

which is a proprietary setting installed by ABB. A real-time test using this controller yields a
settling time of 316 seconds, an overshoot of 21.3%, a steady-state error of 0.0024, and a
regulator variance of 0.0325. The response using the identified non-parametric model has a
reduced overshoot but at the expense of a longer settling time. More significantly it has a lower

Figure 4.11 Comparison of ABB PI Settings and the Nonparametric PI Settings
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regulator variance, indicating that it may be more efficient in energy consumption and processing
costs. Figure 4.11 shows the responses of the pasteurisation unit to the two different sets of PI
coefficients.

4,6 Conclusion
As shown in Section 4.5.2, the open-loop, non-parametric model produces comparatively
better results than the open or closed-loop parametric models in terms of settling time and
overshoot. Significantly, it was found that when the model complexity was reduced to first order
plus time delay models considerable improvements in open-loop performance were realised. This
would suggest that for typical process control applications where, in general simple PI controllers
are employed, there is some justification in focusing on low complexity models. These results
also highlight a potential difficulty in porting classical quality-of-fit based methods to process
control applications. For example, the Loss Function test suggested that second and third order
models were most accurate, yet first order models yielded better real-time results. While this may
be attributed to the limitations of the PI controller, it may also be the case that the problem of
model order selection for process control design is not, as of yet, fully resolved. A summary of
the work completed here can be found in Murphy et al (2004).

Many statistical order testing methods have been developed which work in conjunction with
parameter estimation algorithms. Examples include the determinant ratio test (Woodside, 1971),
the F-test by Astrom, Akaike’s objective method (Akaike, 1970) together with its derivatives
(Chan et al, 1974). Comprehensive reviews of these and related methods are contained in
Unbehauen and Gohring (1974) and Van den Boom and Van den Eden (1974). Despite the large
amount of effort which has been invested in their development, it should be considered that one
model order testing method alone may produce wrong decisions and a number of different
methods together should be used to determine the model order leading to more accurate results, as
stated by Unbehauen and Gohring (1974).
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Chapter 5: Cascade
Feedback Control
5.11ntroduction
As stated in the previous chapter, the reduction in temperature fluctuations in the
pasteurised product is important for the minimisation of energy consumption. One method of
achieving this is to use more advanced control techniques such as gain scheduling, cascade,
feedforward or model predictive control. Cascade control of the milk pasteurisation plant will be
discussed here. Due to difficulties with the implementation of cascade control in the real-time
plant at present, a first principles model, developed by Griffin and O’Mahony (2003) will be
used.

5.2 First Principles Model of the Milk Pasteurisation Plant
Figure 5.1(a) and 5.1(b) show the pilot-scale milk pasteurisation unit and its
corresponding block diagram. Modelling of the plant was split into sections, namely the Plate
Heat Exchanger and the Brazed Heat Exchanger, before being combined as a complete unit.

5.2.1 Modelling of the Plate Heat Exchanger
Plate Heat Exchangers (PHE) are used extensively in milk pasteurisation to raise the
temperature of the product to the required pasteurisation temperature. The plate heat exchanger
used in the pasteurisation unit in question is a Tetra Plex C3, Figure 5.2 (a), with a total of 58
plates. It is comprised of three sections: heating, regeneration and cooling, see Figure 5.1(b). The
regeneration section uses the hot pasteurised milk to heat the incoming raw milk, which at the
same time cools the pasteurised milk thus yielding increased energy efficiency in both heating
and cooling cycles. The thermal network modelling technique was used to find a first principles
model for each section of the plate heat exchanger separately. This was achieved by taking the
temperature gradient along the length of the heat exchanger into account. Figure 5.2(b). The
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Figure 5.1(a) Pilot Scale Milk
Pasteurisation Unit

Figure 5.1(b) Block Diagram of Milk
Pasteurisation Unit

temperature gradient along the length of the heat exchanger into account, Figure 5.2(b). The
technique uses finite difference methods to convert the distributed parameter system into standard
state variable form. Using this method, the heating section of the plate heat exchanger, for
example, is divided up into a number of nodes, each representing a finite volume, see Figure
5.2(c). An energy balance is then applied around each node as follows:

Rate of change of energy^ 1
storage in node

J

[Energy flow

Energy' /7owl
out of node ]

[intonode

[Net rate of energy gain from
[convection with the plate metal

A similar energy balance is applied to the cold fluid side and an energy balance is also applied to
each of the plate’s nodes. Thus, if the heating section of the PHE is divided into N sections, i.e. N
hot fluid nodes, A cold fluid nodes and A plate nodes, this will yield a system of Ax 3 differential
equations, with two inputs and two outputs (the hot and cold fluids inlet and outlet temperatures)
which can be solved numerically.
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Figure 5.2(a) Tetra Pak
Tetra Plex C3 Plate Heat
Exchanger

Figure 5.2(b)Distributed
Parameter Model

T„^in

Figure 5.2(c) Lumped
Parameter Model

The subsequent step in developing the first principles model was to detennine the various
physical properties of the system; the specific heat capacity, density and thermal conductivity of
water and stainless steel, the How rates, volumes, heat transfer coefficients and heat transfer areas
for each section of the PHE. These were obtained from manufacturers data sheets, experimentally
or by estimation.

To simulate the models achieved for the plate heat exchanger regeneration and heating sections,
the high order finite difference models were coupled together in Simulink (The Mathworks
simulation tool) as shown in Figure 5.3. In this case, the preheated milk of the regeneration
section is the input to the heating section and the pasteurised milk is fed back to the regeneration
section through the dynamics and delay of the holding tube. To validate the model, real time data
collected for the pasteurisation plant was used as the model inputs, i.e. the temperature of the hot
water entering the heating section and the temperature of the raw milk entering the regeneration
section. Figure 5.4 compares the model output with the plant output. As can be seen, the model
accurately predicts the pasteurised milk and output water temperatures of the heating section. The
mean absolute error (MAE) for the pasteurised milk temperature was 0.21°C and for the hot water
output, 0.9925°C. A bias value was also added to the hot water out temperature to represent the
heating due to the non-linearities in the circulation pump such as those caused by the mechanical
properties of friction, stiction etc. This reduced the MAE of the hot water to 0.31°C.
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Figure 5.3 Simulink Model of the Plate Heat Exchanger’s Regeneration and Heating
Section.

Figure 5.4 Plant and PHE Model Output Temperatures

5.2.2 Modelling of the Brazed Heat Exchanger
As mentioned in Section 4.2, the hot water in the heating section on the PHE is heated by
circulating it through a brazed heat exchanger (Alfa Laval CB14), Figure 5.5(a), with steam at
120°C to 130°C as the heating medium. In this case, the heat transferred to the water is the heat
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given off by the steam when it condenses on the plates. The amount of heat transferred depends
on the latent heat of evaporation and the mass flow rate of the steam. It is assumed that the full
amount of steam injected condenses on the plates.

A two-input one-output model of the BHE was developed using model system identification
techniques. The inputs were the mass flow rate of the steam and the temperature of the hot water
exiting the PHE and the output of the model was the temperature of the hot water exiting the BHE
and into the PHE, see figure 5.5(b).

t

[fyeoil

3s+1

Hot Water
Out Temp

-»§
2sec delay2

R3
1750

J—Wi
Hot Water In to PHE

Control
SiganI

Steam Valve
Look-Up Table

Brazed Heat
Exchanger

Figure 5.5(a) Alfa
Laval CB14 BHE

Figure 5.5(b) Simulink Model of the BHE and Steam Valve Dynamics

The steam flow rate was controlled using a control valve. However, the flow rate through the
valve was not linearly related to the control signal. Furthermore, the flow rate of the steam was
not being measured. Therefore, the valve characteristic had to be obtained from steady state
energy balances. A graph of the steam mass flow rate versus the control signal to the valve is
shown in Figure 5.6.

5.2.3 Modelling the Complete Milk Pasteurisation Unit
To model the complete pasteurisation unit, the BHE was coupled to the hot water input and
output of the heating section of the PHE. The valve characteristic appears as a look-up table
between the control signal from the computer and the steam mass flow input to the BHE, see
Figure 5.7 for the complete Simulink model. To validate the model of the combined system, the
real-time control signal and raw milk input temperature were applied as inputs to the model and
the model’s output compared with the real-time data. The results are shown in Figure 5.8. The
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Steam valwe flow characteristic

Figure 5.6 Steam Valve Flow Characteristics
mean absolute error in this case was 0.495 for the milk temperature and 0.51 for the hot water
output. These are somewhat larger than the MAEs obtained when simulating the PHE only.
However, it can be seen that the model describes the main dynamics of the pasteurisation system.
The errors may be due to additional unmodelled dynamics and disturbances in the steam pressure
or temperature.

Finally, when the complete model was used for closed-loop simulations, a feedback loop was
taken from the exit of the heating section. The input applied was a step change in input
temperature and a controller was built into the circuit such that its output was applied to the valve
characteristic look-up table for the BHE, Figure 5.9. Real time data for the raw milk collected for
the pasteurisation plant was used as an input to the PHE.
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Figure 5.7 Simulink Model for the Complete Pasteurisation Unit

Figure 5.8 Coupled PHE and BHE Model Output Temperatures
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Figure 5.9 Simulink Model for Closed-loop Simulations

5.3 System Identification
Figure 5.9 shows a block diagram of the pasteurisation unit. Compared to Figure 4.2, the
pasteurisation unit has been split into the brazed heat exchanger and the heating section. It shows
the second input, i.e. the hot water that is used to heat the raw milk in the heating section. As
stated previously, the water is heated by circulating it through a brazed heat exchanger with steam
at 120°C to 130°C as the heating medium. In this case, the heat transferred to the water is the heat
given off by the steam when it condenses on the plates. In this section, the brazed heat exchanger
and the heating section will be identified separately, using both open-loop and closed-loop data.
This is so that cascade control can be implemented and will be explained later in Section 5.4.
Identification was performed using parametric techniques since the input signal to the heating
signal, x(t), cannot be considered to be either a step or an impulse because the same signal is also
the output of the brazed heat exchanger.
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5.3.1 Open-loop Identification
For the open-loop identification of the brazed heat exchanger and the heating section, the
same data as used in the non-parametric and the open-loop parametric identification (in Section
4.4.1) was used. Recall that in open-loop, the feedback loop is disconnected and the controller
removed. Then the response is as a result of a change in the percentage opening of the steam
valve. The average of three different sets of data was obtained and the dc value of the signals
removed. The MATLAB System Identification Toolbox was used to determine discrete time
Box-Jenkins models for both sections. To determine the BHE, the input signal applied a step
change in percentage opening of the valve, and the output signal is the hot water, x(t), before it
enters the heating section. This signal is then the input signal to the heating section and the output
signal is the product output,

Figure 5.10 shows a plot of the three signals.

—
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Figure 5.10 Cascade Open-loop Identification Data

A section of data about the critical region was taken for each of the three signals and the dc value
removed. A close up of the graph above shows that the delay between the set-point and the hot
water is two sampling periods and between the hot water and the product output is one sampling
period. Due to the large time scale of Figure 5.10, this cannot be clearly identified. Ten different
model structures of order 1-10 were estimated, each with a delay of two sampling periods for the
BHE and one sampling period for the heating section. The model order was selected using the
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Loss Function Test as described in Section 2.9.1. The results are tabulated in Table 5.1. Using the
minimum value criterion, the optimal model order is second order with a delay of two sampling
periods for the BHE and fifth order with a delay of one sampling period for the heating section,
Eq.5.1(a) and 5.1(b) respectively.

G bhe{z) -

0.30774(z-0.9732)
z(z-0.9958)(z-0.397)

Eq.5.1(a)

0.045789(z + 2.762)(z - 0.9836)(z^ + 1.62z + 1.292)

Ghs{z) =

Eq.5.1(b)

(z - 0.9847)(z - 0.696)(z - 0.1961)(z^ + 1.053z + 0.9561)

Table 5.1 Open-loop Model Order Determination using the Loss Function Test
Model Order

Loss Function Value
Brazed Heat Exehanger with
delay, d = 2

Heating Seetion with
delay,

d- 1

1

179.3539

2.8356

2

6.4204

2.8624

3

6.2662e+004

1.1934

4

7.3883

4.996e+005

5

9.4616

1.1874

6

6.0923e+004

1.1855

7

7.3468

1.363

8

1.379e+005

1.1833

9

514.9824

6.424 le+005

10

1.5665e+005

39.6608

Subsequent examination of the transfer functions allows a near pole-zero cancellation of the
heating section to reduce the order to a fourth order given by
Ghs(z)

0.045789(z + 2.762)(z^ + 1.62z + 1.292)
(z - 0.696)(z - 0.196 l)(z^ + 1.053z + 0.9561)
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As before, the models were validated by plotting the output signal in each case with the simulated
output using the corresponding real-time input signal. In both cases, the simulated signal and the
output signal were comparable in magnitude and delay.

5.3.2 Closed-loop Identification
The closed-loop identification was performed using the direct identification method. The
indirect method was not used, as stated previously, due to the numerical and algebraic problems
associated with model reduction as determined from work completed on the voltage controlled
motor. Sections 3.9.3 -3.10. Also, due to the fact that in order to detemiine the transfer function
of either the BHE or the heating section, the controller and one of the sections must be known and
since initially both are unknown, this method was not feasible. The averaged data of three closedloop runs as used in the closed-loop parametric identification. Section 4.4.2, was also used here.
Figure 5.12. Again, the delay associated with the BHE is two sampling periods and one for the
heating section. Table 5.2 shows the Loss Function value for ten different model structures of
order 1-10 as estimated for the BHE with a delay of two sampling periods and with one sampling
period for the heating section.
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Figure 5.12 Cascade Closed-loop Identification Data
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This shows a fourth order model for the BHE and a third order model for the heating section as
being the best fit. A near pole-zero cancellation reduced the order of the BHE to third order. The
transfer functions for both are given by Eq.5.3(a) and 5.3(b).
G BHE{z) -

0.1912(z-0.9398)(z + 1.016)
z(z + 0.9185)(z - 0.9924)(z - 0.1026)

Eq.5.3(a)

Table 5.2 Closed-loop Model Order Determination using the Loss Function Test
Model Order

Loss Function Value
Brazed Heat Exchanger with
delay, d = 2

Heating Section with
delay,

d=1

1

367.3656

3.5654

2

44.0712

4.7796e+005

3

2.2768e+005

0.2907

4

14.3768

0.2989

5

53.498

0.2983

6

2.9489e+003

8.0076e+004

7

49.2647

2.8744e+005

8

1.6782e+003

3.3138e+003

9

962.062

4.9191e+005

10

1.3798e+005

3.5667e+006

Gus{z) =

0.13987(z + 2.055)(z - 0.9609)
(z - 0.9648)(z - 0.5644)(z + 0.1067)

Eq.5.3(b)

Validation of the models, using the same technique, showed that the model outputs and the real
time output were comparable in delay and magnitude.

5.4 Feedback Control
As already mentioned in Chapter 4, perfect control of the pasteurisation unit is never
possible in the presence of disturbances. Because of this, the set-point applied is set to a value
greater than 72°C. This value depends on the maximum expected variance in the pasteurised milk
temperature. Disturbances that can influence the output milk temperature include steam pressure
variations, pump speed variations and raw milk fat content and temperature. This section
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examines the use of cascade control to enhance food safety and reduce total food processing costs
by reducing the energy consumption. In this case, the variance would be reduced by taking the
disturbances into account and thus the set-point could be reduced from say 75°C to 73.5°C
thereby saving approximately 5700J of energy per litre of milk pasteurised.

5.4.1 Sin2le-loop Feedback Control
The single-loop feedback control was implemented as shown in Figure 5.12., where the
PI controller attempted to keep the pasteurised milk temperature at its set point by adjusting the
percent opening of the steam valve. In this case, only the disturbances affecting the product
temperature can be rejected.

Consequently, the product temperature at the entrance of the

regeneration section, or at the holding tube exit, can be kept at the desired value by maintaining
the hot water temperature at the prescribed level. Any disturbances affecting the hot water will
consequently also affect the product temperature since they are not corrected. This is improved
upon by using cascade control.
Rw Milk

Figure 5.13 Block Dagnitt ferPasleuxisatiBN Unit

5.4.2 Cascade Feedback Control
A cascade control configuration utilises two feedback loops: a secondary inner loop
embedded within a primary outer loop. Figure 5.13. In the HTST pasteuriser, two temperatures,
product temperature and water temperature, were controller by Pf and PI2 respectively. The
control sequence is started from the outer loop by computing the deviation of the milk
temperature from its current set-point. The resulting error signal is fed to the primary loop
controller, Pf, to calculate a set-point for the hot water temperature. The deviation in water
temperature is calculated based on the set-point value computed by the primary controller. This
error signal was then sent to the secondary controller, Pf. The control procedure is repeated at
every sampling period. Using this control method, disturbances occurring in the inner loop are
reduced or eliminated before their effects spill over to the primary loop. This then leads to tighter
control of the product temperature.

102

Modelling and System Identifieation for Real Systems

Figxiiv 5 J4 Block DUgnm of Cascade Contnl

5.5 Genetic Algorithm Controller Design
The GA used in the previous chapter aimed to minimise the lAE between the actual
response and a desired closed-loop response. The same objective function is used here with slight
modifications to the desired response. As seen from Table 4.4, the settling time of all the real
time responses was higher than that specified in the desired closed-loop response. In this section,
the settling time of the desired response will be reduced to approximately 200 seconds, (i) to
obtain a faster response and (ii) to accommodate the increase in settling time for the real-time
response. It should be noted, as mentioned in the introduction. Section 5.1, real-time analysis will
not be carried out here but it hoped that it will be accomplished at a later date.

The GA used a population size of 50 and the maximum number of generations was increased to
150. The proportional gain, Kp, of the secondary loop was limited to between 2-5. The
recombination operator used was single-point crossover. The GA was tenninated on reaching the
maximum number of generations or after 50 generations if the algorithm converged.

For each set of estimated models, the GA was run 15 times and the average value for inner and
outer PI coefficients was calculated. Table 5.3 shows the optimised PI controllers for the openloop and closed-loop identified models.

The simulation performance of the controllers were examined using the first principles model.
The Simulink model shown in Figure 5.9 was modified to incorporate the inner feedback loop
and PI controller. Table 5.4 shows the results obtained from the simulations.
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Table 5.3 Cascade Controllers
Closed-loop

BHE

HS

0.1912(z-0.9398)(z +1.016)
z{z + 0.9185)(z - 0.9924)(z - 0.1026)

(z - 0.9648)(z - 0.5644)(z + 0.1067)

Models

Controllers

Ph

0.13987(z + 2.055)(z - 0.9609)

3.361965 + 0.18336

P/, =

0.024765 + 0.0134

5

Open-loop
Models

BHE

HS

0.30774(z-0.9732)
z(z-0.9958)(z-0.397)

Controllers

0.045789(z + 2.762)(z^ + 1.62z + 1.292)
(z - 0.696)(z - 0.1961)(z‘ + 1.053z + 0.9561)
0.1495 + 0.01557

4.9992.V +0.471
t/2 =----------------------------

Table 5.4 Simulation Results
Open-loop

Closed-loop

Single Feedback

Servo lAE (X)

760.2

657.27

447.65

Regulator lAE (X)

1.789

1.77

3.84

Mean Absolute Error (MAE) (X)

3.97e-4

3.94e-4

8.5e-4

Regulator Variance (X)

2.37e-7

2.3e-7

8.89e-7

Steady-State Error (X)

0.0001

0.0001

0.0004

Settling Time (sec)

221.5

152

230

Overshoot (%)

0

0

15

Very little difference exists between the open- and closed-loop responses except for the settling
time and the servo lAE. In this case, the closed-loop response has a lower settling time and hence
is reflected in the servo lAE. From examination of this table, it would appear that the optimal
choice of model is the closed-loop model. Further examination of the control signals shows that
the secondary loop control signal is much smoother for the open-loop model than it is for the
closed-loop model, see Figure 5.15. The oscillations in the closed-loop secondary loop may be
due to the steam valve look-up table. Depending on the point on the curve, a small change in the
control signal will result in a large steam mass flow rate hence causing fluctuations. If a fast
response is needed then the closed-loop models should be opted for. However, in sacrificing a
quicker response time, more accurate control can be achieved. More precise control of the hot
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Figure 5.15 Comparison of the Secondary Loop Control Signals

water can be obtained from the open-loop models thereby delivering a more constant heat flow
instead of pulsing between high steam delivery and low steam delivery.

In comparison to the single feedback controller presently used by Moorepark, both cascade
designs perform better. They both have a faster response time, have no overshoot and have
smaller errors in all those tested except for the servo lAE. This is due to the fast rise time of the
single feedback controller but due to the presence of an overshoot, it has a longer settling time.
Figure 5.16 shows the control signals for the single feedback controller and the primary controller
signal using the open-loop models. The control signal for the single-loop case shows large initial
peaks compared to a smooth signal using cascade control.
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Times (sec)

Figure 5.16 Comparison of Single and Cascade Controllers

Table 5.5 First Order Models and Cascade Controllers
Closed-loop
Models

Controllers

Pl2

BHE

HS

0.014
z(z-0.9931)

0.2056
(z-0.7909

4.9015 + 0.01235

Pl\

5

0.33725 + 0.0128
5

Open-loop
Models

Controllers

P/2

BHE

HS

0.0166
z(z-0.9949)

0.1239
(z-0.8739

3.7825 + 0.01 14
5

Ph

0.45515 + 0.0128
5

5.6 First Order Model Estimation
In Section 4.5.3 it was shown that the first order parametric models performed better than
the higher order estimated models. Here, the first order models for the BHE and the heating
section will be examined using the Simulink first principles model to see if they perfonn better
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than their higher order counterparts. Table 5.5 shows the first order models for both the open-loop
and closed-loop data and the corresponding optimal PI controllers while Table 5.6 shows the
characteristics of their responses.

Table 5.6 First Order Model Simulation Results
Open-loop

Closed-loop

Servo lAE (°C)

811.18

805.9

Regulator lAE (°C)

6.22

4.437

Mean Absolute Error (MAE) (°C)

13.8e-4

9.87e-4

Regulator Variance (°C)

5.79e-6

2.15e-6

Steady-State Error ( °C)

0.0011

0.0006

Settling Time (sec)

230

235

Overshoot (%)

0

0

Clearly, there is very little to be gained from using simple first order models in this case. Relative
to Table 5.4, the higher order models outperfomi the first order models in all areas.

5.7 Conclusion
Cascade control of the HTST pasteurisation plant reduced fluctuations in product
temperature with respect to the perfonnance of single-loop feedback control. Tighter control on
product temperature for a given set-point was obtained. The inner loop reduced the inertial effects
of the water heating system. The outer loop rejected other process disturbances and fine tuned the
process behaviour. There is a significant difference in overshoot, settling time and in many of the
errors examined under single-loop and cascade control. Control actions under cascade control
also show smoother profiles which was reflected in product temperature and accounted for the
smaller regulator variance.

It was also shown that no benefit was obtained from reducing the BHE and heating section
models to simple first order models with time delays as was seen in Chapter 4. The real test
would be to use the derived optimal controllers in real-time. While simulations are always a good
indicator of which models work the best and the first principles model describes the main
dynamics of the pasteurisation system, additional dynamics and disturbances in the steam
pressure or temperature remain unmodelled and are only seen in the real-time results.
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Table 5.7 gives a quick overview of which identification techniques work best for both the single
feedback and cascade feedback system. It should be noted that this table is a follow-on from
Table 3.7 in Chapter 3 where the most optimal identification methods for the laboratory scale dc
motor were identified and used in the system identification of the milk pasteurisation plant.

Table 5.7 Summary of Results

Open-loop

Single-loop Feedback

Cascade-loop Feedback

High-order

Low-order

High-order

Low-order

Models

Models

Models

Models

X

X

Non-parametric
(Step Response)
Parametric

X

y

X

J

(Box-Jenkins)
Closed-loop

Parametric
(Direct Method)
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Conclusion
6.1 Conclusions
The concepts of ‘Control-Relevant Identification’ and ‘Identification for Control’ have
been the motivation behind system identification as examined within the scope of this thesis. The
System Identification problem has been analysed and applied with the aim of producing a
procedure for real process identification.

The classical non-parametric identification techniques show their effectiveness by producing
good quality models. I hey have the advantage of being time domain or frequency domain based
thus giving greater insight into the dynamics of the model when used in parallel. If there is a good
comparison between the responses obtained from both the transient and frequency identified
models, generally speaking the models obtained are accepted for controller design. The step
response technique, which is still widely used today, is quick and easy to apply, and provides
estimates of dominating time constants, input-output gain and time delays. The effectiveness of
the frequency domain techniques vary depending on the input signal applied. The optimal choice
of input is one that excites all process frequencies present. The frequency domain techniques
examined in this thesis meet this criterion thus giving a more complete picture of the model
dynamics at both low and high frequencies in comparison to the step response which only gives
the low frequency response.

Within parametric identification, many different identification methods are possible. Of those
examined in Chapter 3, the prediction error algorithm using the Box-Jenkins model structure
appears to perform best. It has the added advantage that a noise model can also be identified
simultaneously. This option is not available for the Output-Error, ARX or Instrumental Variable
models within the System Identification Toolbox. The prediction error algorithm works better
than the least squares algorithm or the four-stage instrumental variable procedure.

Parametric identification was performed using both open-loop and closed-loop data. While results
for the open-loop identification were easily obtained, this was not the case for all aspects of
closed-loop identification. The indirect method proved too difficult to produce accurate results.
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This was due to numerical and algebraic problems associated with model reduction. Improved
model fidelity was obtained using the direct method. Also highlighted was that the complexity of
the controller and the degree of difficulty associated with its implementation, are proportional to
the model complexity. It has been shown that the lower order simpler models allows for the
design of quality controllers.

Having pin-pointed the most appropriate identification techniques, attention turned to the
interrelation between system identification and control design. An accurate, precise model is most
desirable in the design of high-performance robust controllers. There are many measures of
model quality but essentially how good a model is depends on what it is intended for, in this case
controller design. Experimentation on the voltage controlled dc motor showed that it is beneficial
to use a number of controller design techniques to determine the best closed-loop response and
hence the most suitable model for the process. The CPP controller produced the best results in
tenns of the performance characteristics examined, i.e. settling time, L4E and phase margin, for
the estimated non-parametric models. This may be attributed to the higher complexity of the
controller model compared to the Root Locus and Bode controllers. These controllers are limited
by their controller structure to first order transfer functions which will limit their perfonnance.

As an extension to the experimental analysis, the system identification and control of a pilot-scale
milk pasteurisation plant was performed. A comparison between non-parametric identification,
and both open- and closed-loop parametric identification showed that the non-parametric transient
step response technique produced the most accurate and the simplest model. This was determined
by examining the closed-loop response when the models were used to design PI controllers with a
GA design procedure. Due to the good performance of the first-order non-parametric model, first
order parametric models were also identified using both the open- and closed-loop data.
Significantly, it was found that when the model complexity was reduced to first order plus time
delay models considerable improvements in open and closed-loop performance were realised.
This would suggest that for typical process control applications where, in general, simple PI
controllers are employed, there is some justification in focusing on low complexity models. It
also suggests that in identification for control, models which are good in the sense of classical
statistics can be poor for controller design purposes.
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Cascade feedback control simulations were performed as a further addition to the single feedback
control. It showed vast improvements in the overall control of the plant and the plant output
performance. Reduced settling time, regulator variance and a significant reduction in overshoot
were seen in comparison to the single feedback controller currently used on the pasteurisation
plant. The inner cascade loop reduced the inertial effects of the water heating system while the
outer loop rejected other process disturbances and fine tuned the process behaviour thereby giving
an overall tighter control on product temperature for a given set-point. Control actions under
cascade control also showed smoother profiles which was reflected in product temperature and
accounted for the smaller regulator variance.

6.2 Future Work
The time domain System Identification Toolbox was used extensively through the course
of this work. Since time domain and frequency domain have different advantages and
disadvantages, they are in several respects complementary to each other but the fonnulation of the
identification problem leads to very different methods in the two domains. Thus future work
involves examining the identification problem using the Frequency Domain System Identification
Toolbox (Istvan Kollar, 1994).
An identification method not dealt with in the course of this work is subspace system
identification (Favoreel et al, 2000). This is an area that should also be assessed and compared to
the methods and techniques examined within this thesis.

As concluded at the end of Chapter 3, a more accurate parametric model may be obtained by
using an input signal such as PRBS or white noise both of which have a full complement of
frequencies present thus giving a more comprehensive model estimate.

Chapter 4 dealt with the possible problem of model order selection and highlighted the potential
difficulty in porting classical quality-of-fit based methods to process control applications. The
Loss Function test suggested that second and third order models were most accurate yet first order
models yielded better real-time results. While this may be attributed to the limitations of the PI
controller, it may also be that the model order selection method used was not sufficient. More
than one technique should be used to determine the correct model order. While the Pole/Zero
Cancellation method was also used, this is a check more for over-parameterisation than model
order. Other tests such as the behaviour of the determinant (Van den Boom and Van den Eden,
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1974) should be performed to determine the model order. Pole/Zero cancellation tests, residual
tests and the F-test should be performed as an extra verification of the results obtained.

The cascade control executed in Chapter 5 was validated using a first principles model of the
pasteurisation plant. Cascade control of the real-time plant is the optimal test to verify the benefits
of using cascade feedback control.
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