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RESUMEN 
La investigación que se desarrolla en las siguientes páginas tiene la finalidad de 
responder una de las preguntas más frecuentes que se hacen los estadísticos y 
las personas investigadoras que utilizan los modelos de ecuaciones 
estructurales: ¿hasta qué punto el método de estimación de máxima verosimilitud 
es robusto al incumplimiento del supuesto de distribución de normalidad en las 
variables medibles del modelo?  
Mediante un estudio de simulaciones, basado en un modelo con dos variables 
exógenas y una endógena, en el que cada una de dichas variables latentes tiene 
tres variables indicadoras y las tres correspondientes a la variable endógena 
incumplen el supuesto de normalidad, pues presentan asimetrías positivas, se 
concluye que las estimaciones de las cargas factoriales, los coeficientes del 
modelo estructural y los índices de bondad de ajuste (chi-cuadrado, RMSEA, 
SRMR, GFI) no sufren modificaciones relevantes a nivel práctico. Con ello se 
prueba que bajo el contexto del modelo de simulación especificado, la estimación 
por máxima verosimilitud es robusta al incumplimiento del supuesto de 
normalidad. 
Cabe destacar que el estudio de simulaciones contiene 18 escenarios de 
simulación, en los cuales se varía el tamaño de muestra, la magnitud del nivel de 
asimetría y el número de variables indicadoras de la variable endógena con 
asimetría. Cada escenario cuenta con 500 iteraciones del modelo y es 
comparado con un escenario control, que funciona como línea de base (pues es 
un escenario que cumple el supuesto de distribución) para determinar los efectos 
de la asimetría y el tamaño de muestra en las estimaciones puntuales del modelo. 
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1. PLANTEAMIENTO DEL PROBLEMA DE 
INVESTIGACIÓN 
 
1.1 Introducción 
El uso de los modelos de ecuaciones estructurales cada día es más popular en 
aplicaciones de investigaciones de las ciencias sociales. Ello, debido a que es 
común que los investigadores de estas áreas se interesen en analizar las posibles 
relaciones entre constructos, basados en un modelo generado a partir de un 
entramado teórico producto de investigación científica. 
Al mismo tiempo, este tipo de modelo se ha popularizado cada vez más debido 
a que este posee las características para estudiar, empíricamente, la viabilidad 
de una teoría sustantiva que usualmente involucra variables observadas y 
latentes.  
Las variables observadas, también llamadas medibles o indicadoras son las 
variables que se puede medir directamente como, por ejemplo: la presión arterial 
sistólica, la calificación en conocimientos matemática, los conocimientos en 
geometría, entre otras.  
Debido a la gran variabilidad que tienen las conductas humanas y los distintos 
grupos de sujetos sociales, es frecuente que las variables se distribuyan 
asimétricamente. En otras palabras, usualmente las variables indicadoras 
empleadas en el estudio del comportamiento humano suelen tener distribuciones 
distintas a la normal. 
La presencia de distribuciones asimétricas no es adecuada para utilizar el método 
de estimación de máxima verosimilitud –el cual es el de mayor uso en los 
modelos de ecuaciones estructurales– pues ello implica el incumplimiento del 
supuesto de distribución multinormal de las variables indicadoras.  
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En ese sentido, la presente investigación pretende mostrar las consecuencias de 
violentar el supuesto de multinormalidad en las variables indicadoras de una 
variable endógena en la estimación por máxima verosimilitud. Específicamente, 
se pretende generar evidencia de las consecuencias de la asimetría en las 
estimaciones de los modelos estructurales.  
Con ello se busca brindar, a la comunidad estadística y científica, nociones 
concretas de las implicaciones de violentar dicho supuesto distributivo de las 
variables indicadoras en distintos escenarios de: 1) tamaño de muestra,  2) nivel 
de asimetría de las variables observadas en la variable endógena, y 3) número 
de variables asimétricas, en el contexto de un modelo SEM con una variable 
endógena y dos variables exógenas. 
A partir de los resultados que se obtienen de un estudio de simulación que 
contempla las variantes antes citadas sobre un problema estadístico relacionado 
con los modelos de ecuaciones estructurales, se lleva a cabo el análisis de un 
caso empírico que presenta asimetría en las variables medibles de la variable 
endógena de un modelo SEM. Dicho caso es un modelo de ecuaciones 
estructurales con una única variable endógena: las habilidades en visualización 
espacial de un grupo de estudiantes que ingresaron a la Universidad de Costa 
Rica (UCR) en el 2016, las cuales se midieron con un test de visualización 
espacial.  
Dicha variable endógena se predice por dos variables: las habilidades 
cuantitativas (medidas por la Prueba de Habilidades Cuantitativas de la UCR) y 
el capital (en términos de bienes materiales) de los estudiantes de la muestra con 
la que se trabaja. Por tanto, estas dos últimas se constituyen como las variables 
exógenas en el modelo de ecuaciones estructurales empírico planteado. 
Hay una lógica teórica que respalda la estimación de este modelo empírico que 
es explicada oportunamente en el capítulo 5, pero lo que busca esencialmente, 
es ilustrar el uso y los alcances de los hallazgos que se obtienen del estudio 
basado en simulaciones. Es decir, este ejercicio de análisis mediante un caso 
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empírico es un mecanismo de validación de los resultados obtenidos, en el cual 
se comparan los resultados del modelo estimado con el método de máxima 
verosimilitud y tres diversos métodos de estimación de modelos de ecuaciones 
estructurales robustos al incumplimiento del supuesto de multinormalidad en las 
variables indicadoras. Esto permite comparar el sesgo que produce el primer 
método de estimación respecto a los otros métodos, los cuales coinciden y 
confirman lo obtenido en el estudio basado en simulaciones. 
1.2 Justificación 
A la hora de ajustar modelos de ecuaciones estructurales (SEM) con estimación 
por máxima verosimilitud, se debe verificar el supuesto distributivo de normalidad 
multivariante en las variables observadas del modelo. Omitir este procedimiento,  
conlleva que se generen estimaciones sesgadas en los diversos parámetros y 
estadísticos en el modelo. 
Sin embargo, es válido cuestionarse hasta qué grado de asimetría en las 
variables medibles dicho método de estimación empieza a sesgar la magnitud de 
los coeficientes. En otras palabras, es pertinente generar evidencia para indicar 
ante cuáles umbrales de asimetría, los modelos SEM estimados por el método 
de máxima verosimilitud podrían permitir este tipo de estimación, en aras de 
impulsar las buenas prácticas estadísticas. 
Las investigaciones realizadas sobre la presencia de asimetría en las variables 
indicadoras en modelos SEM estimados por medio de máxima verosimilitud, 
esencialmente emplean modelos estructurales para realizar análisis 
confirmatorio para un factor o dos, sin la presencia de variables endógenas.  
Por tanto, para ampliar los conocimientos de la comunidad científica, en esta 
investigación se pretende ilustrar de qué forma, ante diferentes escenarios de 
asimetría positiva para las variables indicadoras de la variable endógenas de un 
modelo de ecuaciones estructurales con dos variables exógenas y una 
endógena,  se modifican las estimaciones del modelo.  
  
4 
 
Lo anterior se lleva a cabo mediante el análisis de la robustez del método de 
estimación por máxima verosimilitud, para concluir en qué nivel de asimetría 
positiva es adecuado su uso y cuáles son sus consecuencias.  De manera que 
con la presente investigación se pretende realizar un aporte metodológico en esa 
dirección, al analizar el efecto de la asimetría positiva en las variables indicadoras 
de un modelo de ecuaciones estructurales con una variable endógena en: los 
parámetros (cargas factoriales y coeficientes del modelo estructural), el RMSEA 
y el estadístico chi-cuadrado. Es decir, analizando la variación del ajuste y las 
estimaciones. 
Al llevar a cabo el análisis comentado anteriormente, se puede verificar si la 
presencia de asimetría positiva en diferentes magnitudes, tamaños de muestra y 
número de variables asimétricas en las variables observadas provoca que las 
estadísticas de ajuste asociadas pueden ser incorrectas (dando falsos resultados 
significativos, como en el caso del estadístico chi-cuadrado) y, además, que las 
estimaciones de los parámetros (cargas factoriales y coeficientes del modelo 
estructural) resulten subestimadas o sobrestimadas.  
Con el fin de mostrar la utilidad práctica de los resultados del análisis del 
desempeño del método de estimación por máxima verosimilitud ante asimetría 
positiva descrito previamente, se realiza una aplicación de modelos de 
ecuaciones estructurales a un problema de investigación de Ciencias Sociales.  
La aplicación consiste en el ajuste de un modelo de ecuaciones estructurales, en 
el cual la variable endógena es una medición de las habilidades visoespaciales 
operacionalizadas mediante el test de Gerardo Prieto de habilidades en 
visualización espacial; las variables exógenas son mediciones de las habilidades 
cuantitativas de acuerdo por el puntaje obtenido en la Prueba de Habilidades 
Cuantitativas (PHC) de la UCR y el capital material de los individuos de la muestra 
cuantificado por escalas de las pruebas PISA.  
Este modelo empírico se ajusta a los fines de esta investigación por dos razones: 
1) permite analizar un caso real de estimación de un modelo de ecuaciones 
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estructurales que pretende abordar, mediante una relación causal, el 
comportamiento humano, y 2) los datos de la variable endógena en cuestión (las 
habilidades visoespaciales) no permiten la generación de variables indicadoras 
que cumplan el supuesto de normalidad (esencial para la estimación llevada a 
cabo por el método de la máxima verosimilitud), mientras que las variables 
exógenas sí; tal como el modelo de simulación que se plantea.  
1.3 Planteamiento de investigación  
1.3.1 Pregunta de investigación 
¿Cuál es el efecto de la asimetría positiva en las variables indicadoras de la 
variable endógena sobre la estimación de los coeficientes y el ajuste de un 
modelo de ecuaciones estructurales con una variable endógena y dos exógenas? 
1.3.2 Objetivos generales  
1. Analizar el efecto de la asimetría positiva en las variables indicadoras de 
la variable endógena sobre la estimación de los coeficientes y el ajuste de 
un modelo de ecuaciones estructurales con una variable endógena y dos 
exógenas. 
1.3.3 Objetivos específicos 
1. Analizar el efecto de la asimetría positiva de las variables indicadoras de 
la variable endógena sobre las cargas factoriales y los parámetros de un 
modelo de ecuaciones estructurales de dos variables exógenas y una 
endógena.  
2. Estudiar el efecto de la asimetría positiva en las variables indicadoras 
sobre el ajuste de un modelo estructural con una variable endógena y dos 
variables exógenas. 
3. Estudiar el efecto de la asimetría positiva en las variables indicadoras 
sobre las estimaciones de un modelo estructural con una variable 
endógena y dos variables exógenas para diversos tamaños de muestra, 
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diversa magnitud de asimetría positiva y diversa cantidad de variables 
asimétricas positivas en las variables indicadoras de la variable endógena. 
4. Estudiar el impacto de la asimetría positiva en las variables medibles de la 
variable endógena del caso empírico de un modelo de ecuaciones 
estructurales cuya variable endógena son las habilidades visoespaciales 
de un conjunto de estudiantes de la UCR.  
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2. ENCUADRE TEÓRICO 
En esta sección se discuten algunos elementos teóricos sobre los modelos de 
ecuaciones estructurales como su estimación y los efectos de la asimetría en las 
variables indicadoras de estos hallados en otras investigaciones. Por otra parte, 
se discute la naturaleza de las medidas de bondad de ajuste que se utilizarán 
para evaluar los modelos estructurales que se ajustan en los resultados.  
2.1 Los modelos de ecuaciones estructurales 
Los modelos de ecuaciones estructurales, o SEM, son una técnica de modelado 
estadístico ampliamente utilizada en las ciencias del comportamiento. Estos se 
pueden ver como una combinación de análisis de factores y regresión o análisis 
de trayectoria.  
El modelado de ecuaciones estructurales utiliza varios tipos de modelos para 
representar las relaciones entre las variables observadas, con el mismo objetivo 
básico de proporcionar una prueba cuantitativa de un modelo teórico hipotético, 
propuesto una persona investigadora. Más específicamente, varios modelos 
teóricos pueden probarse en SEM que hipotetizan cómo los conjuntos de 
variables definen constructos y cómo estos constructos se relacionan entre sí 
(Shumacker y Lomax, 2004). 
La principal característica de estos modelos es que permiten trabajar con 
constructos teóricos, que están representados por los factores o variables 
latentes. En el modelo, las relaciones entre los constructos teóricos están 
representadas por regresiones o coeficientes de trayectoria entre los factores.  
Dicho tipo de modelos estadísticos posee diversas clases de variables; por un 
lado, las variables medidas (que también son llamadas variables observadas, 
manifiestas o indicadores) y, por otro lado, los factores o variables latentes. 
Según Rojas (2014), “desde un punto de vista no formal, se define variable latente 
como un constructo hipotético que no puede ser medido directamente, o una 
variable que subyace o influye a un conjunto de variables observadas. Desde un 
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enfoque formal, las variables latentes son las causantes de la asociación entre 
un conjunto de variables observadas, y desde una posición operacional, son las 
variables que se definen a partir de la variancia común de las variables 
observadas” (Bollen, 2002). 
Al mismo tiempo, las variables latentes se pueden clasificar como "variables 
independientes" o "variables dependientes". Dicha clasificación se realiza sobre 
la base de un modelo causal teórico, formal o informal; es decir, que el entramado 
de relaciones estructurales representado en el modelo está basado en una 
propuesta teórica que se desprende de procesos de investigación o bien de 
comprobación de hipótesis sobre la asociación de constructos.  
Una particularidad de los modelos de ecuaciones estructurales es que el modelo 
causal se representa mediante un diagrama en el que las variables indicadoras 
están dentro de los rectángulos y las variables latentes se representan con 
círculos o elipses. Estas figuras se conectan con flechas, en las cuales una sola 
punta de flecha representa una causalidad unidireccional, y cuando tienen dos 
puntas de flecha no hay especificación de la dirección de la causalidad. 
Las variables dependientes son aquellas que tienen flechas unidireccionales que 
apuntan hacia ellas; en tanto las variables independientes son aquellas que no 
poseen esta característica. En ese sentido, un modelo de ecuaciones 
estructurales se puede dividir en dos partes: (1) el modelo de medición, que es 
la parte que relaciona las variables indicadoras con las variables latentes, y (2) el 
modelo estructural, que vincula las variables latentes entre sí. 
2.2 Estimación de los modelos de ecuaciones estructurales 
Bollen (1989) ha propuesto la siguiente ecuación general para representar 
las consecuencias fundamentales de modelar covarianzas mediante el uso de  
procedimientos simultáneos, como la máxima verosimilitud: Σ = Σ(Θ) 
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donde Σ es la matriz de covarianza poblacional de las variables observadas y Σ(Θ) es la matriz de covarianza predicha por el modelo expresado en términos 
de Θ; es decir, la matriz de los parámetros estimados del modelo. En otras 
palabras, esta ecuación describe la premisa fundamental de los modelos de 
ecuaciones estructurales, que la matriz de covarianza de la población puede ser 
entendido en términos de un modelo estadístico y sus parámetros.  
Lo anterior significa que se compara la matriz de covarianza observada con la 
matriz de covarianza implícita en el modelo estadístico. Este proceso de 
comparación involucra una prueba general del ajuste del modelo que desempeña 
un papel principal en la hipótesis multivariante evaluación. Según Grace (2006), 
muchas de las propiedades fundamentales del SEM moderno se derivan del 
proceso de estimación simultánea, asociado con la estimación de máxima 
verosimilitud. 
Ahora bien, cabe destacar que en los procesos de investigación no se conoce la 
matriz de covarianza de la población Σ, solo la matriz de covarianza observada 6. Por ello, el proceso de estimación implica la comparación de la matriz de 
covarianza 6 observada con la matriz de covarianza implícita en el modelo 
estadístico Σ7 1, de manera que la tarea es elegir valores para los coeficientes 
estructurales en Θ tal que 6 sea lo más similar a Σ7 como sea posible (Grace, 
2006).  
El proceso de estimación de máxima verosimilitud es aquel que, por medio de 
procesos iterativos busca valores de parámetros que maximicen la verosimilitud 
que diferencia 6 y Σ7. Lograr esto implica un procedimiento de ajuste de modelos 
que minimiza las desviaciones entre 6 y Σ7.  
La función de ajuste más utilizada en la estimación de máxima verosimilitud de 
los modelos de ecuaciones estructurales se basa en la razón de verosimilitud 
logarítmica, que compara la verosimilitud para un modelo dado con la 
                                               
1  El término 87 hace referencia a 8(9). 
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verosimilitud de un modelo con ajuste perfecto. Esa función es comúnmente 
expresada como: ;<= = >?@AΣ7A + CDE6	Σ7F-G − >?@|6| − (J + K) 
donde hay J indicadores de las variables latentes endógenas y K indicadores de 
variables latentes exógenas (Grace, 2006). 
Algunos supuestos están asociados a la expresión matemática antes planteada. 
Se debe asumir que las matrices 6 y Σ7 son definidas positivas2, los datos siguen 
una distribución multinormal, y la matriz de covarianza observada se distribuye 
como una distribución Wishart3. Sumado a eso, los estimadores de máxima 
verosimilitud, tales como ;<=, poseen propiedades tales como que son 
asintóticamente imparciales (es decir, son imparciales en muestras grandes), son 
invariantes de escala y conducen a mejores estimaciones de los coeficientes 
estructurales (Grace, 2006).  
Desde la mitad de los años sesenta, la estimación máxima verosímil ha sido 
predominante como método de estimación. En resumen, en el contexto de los 
modelos estructurales, el objetivo de este método de estimación es reproducir la 
matriz de varianzas y covarianzas a partir de las variables observadas por medio 
de los parámetros del modelo (Mulaik, 2009).  
El método de máxima verosimilitud tiene la ventaja de que produce estimaciones 
que son asintóticamente eficientes y consistentes. Además, con grandes 
muestras dicha estimación es robusta ante la violación leve del supuesto de que 
los errores se comporten normalmente (Hox, 2010). 
En contraste, en el caso de los modelos de ecuaciones estructurales, poseen la 
desventaja de que pueden estimar parámetros inadecuados que tienen varianzas 
                                               
2  Eso quiere decir que no tienen un determinante singular, como podría surgir de un estimación 
de varianza negativa, una correlación implícita mayor que 1.0, o la presencia de una fila de la 
matriz que es una función lineal de otra. 
3 La matriz de covarianza observada se distribuye como una Wishart pues esta define la 
probabilidad esperada cuando se toma el muestreo de una población normal multivariada. 
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negativas y coeficientes estandarizados mayores a uno; además, también puede 
dar problemas de convergencia (Crisci, 2012; Mulaik, 2009). 
Ahora bien, es posible expresar las matrices de covarianza implícitas en una 
amplia variedad de modelos de ecuaciones estructurales, utilizando el lenguaje 
de LISREL. Keesling (1972), Jöreskog (1973) y Wiley (1973) casi 
simultáneamente desarrollaron el modelo LISREL (linear estructural 
relationships). Cabe destacar que su notación se ha convertido en el estándar 
para expresar modelos de ecuaciones estructurales. 
LISREL está basado en tres ecuaciones matriciales. La primera es la ecuación 
que describe las relaciones entre variables latentes, el cual se conoce también 
como el modelo estructural o modelo de variable latente: L = ML + ΓO + P 
Esta ecuación está compuesta por (1) tres vectores de variables, (2) dos matrices 
de coeficientes y (3) dos matrices de covarianzas. Los tres vectores de variables 
son: L, un vector Q × 1 de variables endógenas latentes O, un vector T × 1 de variables exógenas latentes, y  P, un vector Q × 1 de errores latentes para las variables endógenas latentes, 
donde Q es el número de variables endógenas latentes y T es el número de 
variables exógenas. En ese sentido, se puede señalar que las variables 
endógenas son variables dependientes y, por tanto, las variables exógenas son 
las variables independientes. 
Las dos matrices de coeficientes en la ecuación de LISREL son M, una matriz Q ×Q de coeficientes estructurales que describen las 
relaciones entre las variables endógenas latentes, y Γ, una matriz Q × T de coeficientes estructurales que describen los efectos 
de las variables exógenas en las variables endógenas. 
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Las matrices de covarianzas son Φ, una matriz T × T de covarianzas entre las variables latentes exógenas, y Ψ, una matriz Q ×Q de covarianzas entre los errores de las variables 
latentes. 
Las otras dos ecuaciones que componen el modelo LISREL para representar el 
modelo de medición, las relaciones entre variables latentes y variables 
observadas se encargan de describir cómo las variables exógenas y endógenas 
latentes son medidas. W = Λ"O + Y . = Λ+L + Z 
Estas ecuaciones incluyen cuatro vectores de variables W, un vector K × 1 de las variables indicadores de las variables latentes 
exógenas contenidas en O,  ., un vector J × 1 de las variables indicadores de las variables latentes 
endógenas contenidas en L,  Y, un vector K × 1 de los términos de error de medición para las variables 
indicadores de las variables exógenas en W, y  Z, un vector J × 1 de los términos de error de medición para las variables 
indicadores de las variables endógenas en .. 
Así como contienen también las matrices de coeficientes Λ" , una matriz K × T de coeficientes que relacionan W con O, el vector de las 
variables exógenas,  Λ+, una matriz J ×Q de coeficientes que relacionan . con L, el vector de las 
variables endógenas,  
Aunado a las dos ecuaciones anteriores, hay dos matrices asociadas al modelo 
de medición  
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Θ[, una matriz K × K de covarianzas entre los errores de medición para los 
indicadores de las variables exógenas latentes en Y, y Θ\, una matriz J × J de covarianzas entre los errores de medición para los 
indicadores de las variables endógenas latentes en Z. 
Ya definidas las ecuaciones y la notación que describe las principales partes del 
modelo LISREL, es posible expresar la ecuación Σ = Σ(Θ) como un conjunto de 
submatrices de la siguiente manera (Grace, 2006): 
Σ = ] ^?_`Da`Tb`c	dTCDd	>`c	e ^?_`Da`Tb`c	dTCDd	>`c	f	.	e^?_`Da`Tb`c	dTCDd	>`c	f	.	e ^?_`Da`Tb`c	dTCDd	>`c	f ] 
donde: ^?_`Da`Tb`c	dTCDd	>`c	f = Λ"ΦΛ"g + Θ[ ^?_`Da`Tb`c	dTCDd	>`c	e = Λ+[^?_`Da`Tb`c	dTCDd	i	]Λ+g + Θ\ 
Cabe destacar que ^?_`Da`Tb`c	dTCDd	i = k(ΓΦΓ′ + Ψ)k′ y k = (m − M)F- y k′ es 
la matriz k transpuesta. Por otra parte, la tercera submatriz es igual a  ^?_`Da`Tb`c	dTCDd	>`c	f	.	e = Λ"ΦΓ′	k′Λ+g  
la cual da los productos cruzados esperados entre las f	 y las e en términos de 
sus modelos de medición de las ecuaciones W = Λ"O + Y y . = Λ+L + Z. 
Finalmente, la última submatriz de la matriz Σ contiene la transposición de la 
ecuación en la esquina inferior izquierda [^?_`Da`Tb`c	dTCDd	>`c	f	.	e] = Λ+AΓΦ	Λ"g  
Uniendo los diferentes elementos se obtiene como resultado la ecuación de 
LISREL en la forma dada por Jöreskog (Grace, 2006): 
Σ = oΛ+k(ΓΦΓ′ + Ψ)k′	Λ+g + Θ\ Λ+AΓΦ	Λ"gΛ"ΦΓ′	k′Λ+g Λ"ΦΛ"g + Θ[o 
2.3 Evaluación del ajuste de los modelos estructurales 
Para evaluar el ajuste de los modelos de ecuaciones estructurales existen 
  
14 
 
numerosas medidas de ajuste por analizar. A continuación se mencionarán 
algunas de ellas. 
Según Shumacker y Lomax (2004), encontrar un modelo teórico 
estadísticamente significativo que también sostenga el significado sustantivo de 
la investigación es el objetivo principal de usar este tipo de modelos a la hora de 
buscar probar teorías. En ese sentido, se utilizan diversos criterios para juzgar un 
modelo teórico, de los cuales vamos a destacar dos en particular: (1) la magnitud 
y la dirección de las estimaciones de los parámetros; prestando especial atención 
a si un coeficiente positivo o negativo tiene sentido para la estimación del 
parámetro, y (2) medidas de ajuste global y de parsimonia. 
En el caso de las medidas absolutas o de las medidas de ajuste global que se 
encargan de comparar la matriz de varianzas y covarianzas observadas versus 
la modelada, se pueden identificar el estadístico chi-cuadrado del modelo y la 
raíz del cuadrado medio de error de aproximación (RMSEA), la raíz de residuos 
de cuadrado medio estandarizado (SRMR) y el índice de bondad de ajuste (GFI).  
El valor chi-cuadrado es una medida tradicional para evaluar el ajuste general del 
modelo. Dicha medida evalúa la magnitud de la discrepancia entre la matriz de 
covarianzas de la muestra y la ajustada. Un buen ajuste del modelo 
proporcionaría un resultado insignificante con un nivel de significancia de 0,05 
(Barrett, citado en Hooper, Coughlan y Mullen et al., 2008).  
Este estadístico posee importantes limitaciones: en primer lugar, asume la 
normalidad multivariada y las desviaciones severas de la normalidad pueden 
descalificar el modelo aun cuando especifica adecuadamente (McIntosh, citado 
en Hooper et al., 2008). En segundo lugar, es una prueba sensible al tamaño de 
la muestra, lo cual significa que la estadística chi-cuadrado casi siempre rechaza 
el modelo cuando se usan muestras grandes (Jöreskog y Sörbom, citado en 
Hooper et al., 2008). En tercer lugar, cuando se usan muestras pequeñas, la 
estadística chi-cuadrado tiene una baja potencia y, debido a esto, no discrimina 
adecuadamente entre modelos adecuados y modelos inadecuados (Kenny y 
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McCoach, citado en Hooper et al., 2008).  
La raíz del residuo del cuadrado medio estandarizado (SRMR), es la raíz 
cuadrada de la diferencia entre los residuos de la matriz de covarianza de la 
muestra y el modelo de covarianza hipotética. El rango del RMR (raíz del residuo 
cuadrado medio) se calcula sobre la base de las escalas de cada indicador; por 
lo tanto, si un cuestionario contiene elementos con niveles variables (algunos 
ítems pueden variar de 1 a 5, mientras que otros van de 1 a 7), el RMR se vuelve 
difícil de interpretar (Kline, citado en Hooper et al., 2008).  
El RMR estandarizado (SRMR) resuelve este problema y, por lo tanto, es más 
útil en términos de interpretación. Los valores para el SRMR oscilan entre 0,0 y 
1,0, con modelos bien ajustados, obteniendo valores inferiores a 0,05. Sin 
embargo, valores tan altos como 0,08 se consideran aceptables. Un SRMR igual 
a cero indica un ajuste perfecto, pero debe tenerse en cuenta que SRMR será 
menor cuando hay un alto número de parámetros en el modelo y en modelos 
basados en grandes tamaños de muestra (Hooper et al., 2008). Por otro lado, el 
GFI indica que el modelo es aceptable cuando su valor es mayor a 0,90 (Cea, 
2002). 
El índice RMSEA fue propuesto inicialmente por Steiger y Lind y luego más 
plenamente desarrollado por Browne y Cudeck (citado en Nevitt y Gregory, 
2000). Es considerado óptimo cuando sus valores son inferiores a 0,06 (Hu y 
Bentler, 1998). Según Hooper, Coughlan y Mullen (2008), el RMSEA nos dice 
cuán bien se ajustan un modelo con parámetros desconocidos, pero 
óptimamente elegidos a la matriz de covarianza de la población (Byrne, 1998).  
Las fórmulas de dichos índices son (Rojas, 2014):  p/ = ; ∗ r = −2(ttu − tt) 
6vwv = 2∑ ∑ Ecyz − {|yzG
/EcyyczzG/yz}-~Äy}-(J + K)(J + K + 1)  
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Å;m = 1 − Ç6 − Σ7Ç//‖6‖/ vw6Ök = Ümax 	((p/ − äã) /(äã ∗ (r − 1)), 0) 
donde ; es el valor final de la función de ajuste; r, es el número de sujetos 
observados; tt,	el valor de la función de verosimilitud evaluada en la matriz de 
variancias estimada a partir de la solución final Σ7; ttu, el valor de la función de 
verosimilitud evaluada en la matriz de variancias observadas 6; cyz; la covariancia 
observada entre los indicadores ç e a y {|yz, la covariancia estimada; äã son los 
grados de libertad, y J + K la cantidad de variables observadas en el modelo. 
2.4 Antecedentes de investigación sobre la asimetría en la distribución de 
las variables indicadoras y las estimaciones dadas por máxima 
verosimilitud en modelos de ecuaciones estructurales 
Los análisis empíricos de datos reales de distintos campos sugieren que el 
supuesto de normalidad a menudo no es sostenible. De hecho, observamos 
densidades empíricas caracterizadas por colas pesadas, así como por grados 
significativos de asimetría (Bottzzi y Secchi, 2008).  
De acuerdo con Montfort, Mooijaart y Meijerink (2009), los métodos de estimación 
empleados para el modelado de las ecuaciones estructurales (SEM) son: máxima 
verosimilitud (ML), máxima verosimilitud de Wishart (MWL), mínimos cuadrados 
generalizados (GLS), mínimos cuadrados ponderados (WLS), distribución 
asintótica con libre de distribución (ADF o ADF-WLS) y los mínimos cuadrados 
elípticos reponderados (EGLS o ELS).  
La estimación máxima verosímil y la estimación máximo verosímil de Wishart 
suponen una distribución normal multivariada en las variables medibles u 
observadas (Jöreskog y Sörbom, citado en Montfort, Mooijaart y Meijerink, 2009; 
Crisci, 2012; Mulaik, 2009). Cuando las variables observadas no están 
distribuidas normalmente, los estimadores de los errores estándar y las 
estadísticas de ajuste de chi-cuadrado asociadas pueden ser incorrectos, dando 
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falsos resultados significativos (Bentler y Dudgeon, citado en Montfort, Mooijaart 
y Meijerink, 2009).  
Es decir, la no normalidad conduce a una sobreestimación del estadístico chi-
cuadrado, lo cual indica el grado de discrepancia entre las matrices de covarianza 
derivadas del modelo y de la muestra; esto puede entonces conducir 
potencialmente a un falso rechazo del modelo en su conjunto. En otras palabras, 
cuando se utiliza el estadístico chi-cuadrado como una medida de ajuste del 
modelo en condiciones de no normalidad, ello conduce a una inflación del error 
tipo 1. Además, se subestiman los errores estándar de las estimaciones de los 
parámetros y, por lo tanto, se concluyen atribuciones erróneas de significancia 
en las relaciones específicas del modelo (Gao, Mokhtarian y Johnson, 2008).   
Tomando en cuenta lo común que es el incumplimiento del supuesto de la 
distribución normal multivariante en las variables medibles, se han desarrollado 
correcciones para ajustar las estimaciones máximo verosímiles en escenarios de 
no normalidad. Por ejemplo, específicamente para minimizar el sesgo en 
modelos de ecuaciones estructurales, se han creado la estimación por 
distribución asintótica con libre distribución (ADF) y las estimaciones elípticas. 
Sin embargo, pese a que ambos métodos de estimación se han mostrado 
consistentes y asintóticamente eficientes bajo una serie de condiciones, tienen 
una gran desventaja comparada con la estimación por máxima verosimilitud, 
pues requieren de una muestra de por lo menos 1000 observaciones (Montfort, 
Mooijaart y Meijerink, 2009), además de que es muy demandante 
computacionalmente y que los modelos con más de veinte variables no pueden 
ser estimados (Currant, West y Finch, 1996). 
Otra alternativa que se puede implementar para estimar modelos estructurales 
cuando se poseen variables medibles que no se distribuyen normalmente, es 
transformarlas para que se distribuyan normalmente. La transformación de 
variables en los análisis de datos es bien conocida y común. Breiman y Friedman 
(citado en Montfort, Mooijaart y Meijerink, 2009) presentan un procedimiento para 
SEM que es aplicado en modelos de regresión, el cual se puede aplicar tanto 
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para variables categóricas como para variables ordinales. Por otro lado, Ramsay 
(citado en Montfort, Mooijaart y Meijerink, 2009) utiliza splines monótonos y 
polinomios por pieza para transformar las variables.  
En esa misma vía, Montfort, Mooijaart y Meijerink (2009) seleccionan un modelo 
específico y transforman las variables observadas, de tal manera que sus 
medidas de bondad de ajuste se modifiquen en medidas óptimas. La 
transformación de las variables la llevan a cabo mediante las transformaciones 
de Box-Cox. 
Según Gao, Mokhtarian y Johnson (2008), las transformaciones reducen la 
asimetría multivariada y la kurtosis de todas las variables, reduciendo la asimetría 
univariada y la kurtosis de cada variable individual. Cuando la no normalidad 
univariada es severa, la transformación reducirá sustancialmente la asimetría 
univariada y la kurtosis; y cuando la no normalidad univariada es moderada o 
leve, la transformación tiene solo un efecto menor. Sin embargo, estos autores 
señalan que una ligera tendencia a la no normalidad de las variables individuales 
puede conducir a una gran kurtosis o asimetría multivariada. Por lo tanto, es poco 
probable que la transformación conduzca a una distribución normal multivariada.  
Por otro lado, Gao, Mokhtarian y Johnson (2008) señalan que las 
transformaciones asumen que las relaciones de una variable con otras son 
curvilíneas en lugar de lineales y que, en ocasiones, esta suposición puede no 
ser cierta. En ese sentido, es posible que cuando se utilizan transformaciones la 
teoría que respalda su modelo de ecuaciones estructurales se degrade en 
términos de índices de ajuste de modelo o, peor aún, que el modelo no sea 
identificable empíricamente. En este caso, incluso si la transformación mejora la 
normalidad per se, no es útil para mejorar el modelo en su conjunto. Además, la 
curvilineidad hace más difícil la interpretación de los coeficientes. Por lo tanto, el 
papel de la transformación debería evaluarse caso por caso, y concluir si es 
adecuado o no. 
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Gao, Mokhtarian y Johnson (2008), tomando en cuenta la desventaja que 
plantean sobre la transformación de datos, se posicionan a favor de la eliminación 
de valores extremos para aproximarse más a la distribución normal y evitar la 
distorsión de la matriz de covarianza, causada por el incumplimiento del supuesto 
de normalidad.  
Dichos autores argumentan que la supresión de valores atípicos se centra en 
reducir la asimetría multivariada y la kurtosis de los datos observados. La 
supresión de un valor extremo disminuirá la kurtosis multivariable; por tanto, los 
valores atípicos pueden ser eliminados hasta que el índice de kurtosis 
multivariante alcance el nivel deseado. Una ventaja de eliminar los valores 
atípicos sobre la transformación de los datos para lograr la normalidad es que 
conserva la suposición de linealidad (Gao, Mokhtarian y Johnson, 2008). Ahora 
bien, esta estrategia para abordar la no normalidad posee dos desventajas: (1) 
la pérdida de observaciones y, por tanto, perdida de información y poder del 
modelo, (2) la manipulación de la realidad del fenómeno de estudio, pues, si los 
valores extremos forman parte de la realidad en estudio que se está modelando, 
se está realizando una manipulación al omitir valores posibles de esta, con el fin 
de mejorar la calidad del modelo.  
Con la discusión elaborada hasta acá, lo que se visibiliza es que la transformación 
de las variables en los modelos de ecuaciones estructurales no es lo más 
prudentes para solucionar el problema del incumplimiento del supuesto de 
normalidad requerido para el uso del método de estimación por máxima 
verosimilitud. En ese sentido, hay investigaciones científicas que se han 
planteado estudiar cuáles son los efectos de la presencia de distribuciones no 
normales en las variables observadas, dado que la transformación de los datos 
no parece ser la salida al problema planteado. 
Para abordar ese problema, Muthén y Kaplan (1985) diseñaron cinco 
combinaciones de asimetría y kurtosis en las variables indicadoras con un solo 
tamaño de muestra igual a 1000, para estudiar los efectos de la no normalidad 
en las estadísticas de chi-cuadrado y las estimaciones de parámetros de un 
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análisis factorial con cuatro variables Likert. Estas combinaciones se presentan 
en la tabla 1. 
Tabla 1 Casos de estudio de Muthén y Kaplan  
Casos Asimetría Kurtosis 
Caso 1 0,08 0,00 
Caso 2 1,80 0,62 
Caso 3 5,63 6,65 
Caso 4 14,42 21,41 
Caso 5 0,13 13,92 
Fuente: Muthén y Kaplan (1985). 
 
Los hallazgos de esta investigación fueron que el estadístico chi-cuadrado y las 
frecuencias de rechazo del modelo para el modelo en el caso 4 fueron 84% y 
67% superiores, que en el caso 1. Los efectos de la no normalidad en el 
estadístico chi-cuadrado y las frecuencias de rechazo del modelo en el caso 2, 3 
y el caso 5 eran insignificantes. En todos los casos, las diferencias entre los 
parámetros estimados y los parámetros reales no superaron el 4,2% y fueron 
insignificantes. 
Por tanto, Muthén y Kaplan (1985) concluyeron que si la mayoría de las variables 
tienen asimetrías univariadas y kurtosis en el rango de -1,0 a 1,0, no se espera 
mucha distorsión y que esto es, en gran parte, independiente del número de 
variables y el número de categorías, y cuando la asimetría y kurtosis son más 
grandes 2,0 en valor absoluto y las correlaciones son grandes (0,5 y más alto), 
las distorsiones de la estimación máximo verosímil y la estimación por mínimos 
cuadrados generalizados en los estadísticos chi-cuadrado y errores estándar son 
muy probables.  
Por otra parte, Hallow (citado en Gao, Mokhtarian y Johnson, 2008) probó los 
impactos de la no normalidad, mediante asimetría univariada entre -1,25 y 2,0 y 
kurtosis entre -1,0 y 8,0, y la kurtosis de Mardia entre -4,9 y 49,1. Los resultados 
mostraron que los estadísticos chi-cuadrado no se inflaron significativamente por 
la no normalidad y que los resultados no diferían mucho entre los modelos que 
no cumplían la normalidad y los que sí la cumplían. Sin embargo, se encontró 
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que al menos un error estándar en la estimación de parámetros bajo la condición 
de no normalidad tenía un sesgo negativo o positivo.  
Satorra y Bentler (1988) realizaron una simulación de Monte Carlo usando un 
modelo de cuatro variables indicadoras para un factor, para evaluar el 
comportamiento del estadístico de la prueba Satorra-Bentler4.  Los cuatro 
indicadores se calcularon con una asimetría de 0 y una kurtosis de 3,7. Los 
modelos se calcularon utilizando máxima verosimilitud y mínimos cuadrados no 
ponderados y ADF, con mil repeticiones para un único tamaño de muestra de 
300. En los resultados se pudo observar que tanto la prueba chi-cuadrado, 
basada en la teoría normal como la prueba SB se portaron de manera similar; en 
promedio, la prueba chi-cuadrado subestimó ligeramente el valor esperado del 
modelo, mientras que la prueba SB sobrestimó ligeramente el valor esperado. 
Sin embargo, la primera de ellas tuvo una varianza mayor que la segunda. 
Por otro lado, Chou, Bentler y Satorra (1991) utilizaron similarmente una 
simulación de Monte Carlo para examinar las estadísticas de la prueba chi-
cuadrado y la prueba SB en la estimación máximo verosímil y ADF para un 
modelo especificado bajo condiciones de normalidad en las variables 
indicadoras. Para esto, usaron un modelo análisis factorial confirmatorio con seis 
variables indicadoras y dos factores, donde se hicieron 100 “réplicas” de las 
estimaciones para dos tamaños de muestra (200 y 400) y seis distribuciones 
multivariadas. De acuerdo con esta investigación, el estadístico chi-cuadrado se 
infló bajo condiciones no normales, mientras que el chi-cuadrado con la 
corrección de SB tuvo buenas estimaciones en casi todas las condiciones. 
Hu, Bentler y Kano (1992) realizaron un estudio de simulación basado en un 
modelo de análisis factorial confirmatorio de tres factores con cinco variables 
                                               
4 La prueba Satorra-Bentler es una variante de la estadística chi-cuadrado. Con ella se realiza 
una corrección a la prueba chi-cuadrado que supone normalidad, pues ésta es reescalada por 
una constante k, que es un valor escalar que es una función de la matriz de peso residual implícita 
del modelo, la kurtosis multivariada observada y los grados de libertad modelo. Cuanto mayor es 
el grado de kurtosis multivariante observado, mayor es el ajuste hacia abajo que se hace al 
estadístico chi-cuadrado, que está siendo sobrestimado (Satorra y Bentler, 1988). 
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indicadoras por factor. Utilizaron seis tamaños de muestra (de 150 a 5000) con 
200 repeticiones por cada escenario; se consideraron siete diferentes 
distribuciones, que van desde distribuciones normales hasta distribuciones con 
kurtosis altas. En las estimaciones realizadas, utilizando máxima verosimilitud y 
mínimos cuadrados generalizados, los valores chi-cuadrado se inflaron a medida 
que aumentaba la no normalidad, mientras que la prueba para la estimación ADF 
fue relativamente poco afectada por la distribución, pero solo fue confiable para 
el tamaño de muestra más grande. Finalmente, el estadístico chi-cuadrado de 
Satorra-Bentler tuvo un mejor desempeño, pero los modelos fueron rechazados 
más rápidamente de lo que esperaban los autores con tamaños de muestra 
pequeños. 
De acuerdo con Curran, West y Finch (1996), hay dos clases de supuestos que 
subyacen a los métodos estadísticos utilizados para estimar los modelos de 
análisis factorial confirmatorio: de distribución y de estructura. De hecho, las 
investigaciones citadas previamente se dedican a estudiar principalmente los 
efectos en la estimación de máxima verosimilitud ante el incumplimiento del 
supuesto distributivo de que las variables medidas tienen una distribución normal 
multivariada.  
Por otro lado, todos los métodos de estimación tienen supuestos de que la 
estructura probada en la muestra (estructura que se basa en la teoría sustantiva, 
que configura las relaciones planteadas en el modelo) pretende reflejar con 
precisión una estructura relacional que existe en la población. Ahora, es 
importante destacar que, si la estructura de la muestra no se ajusta 
adecuadamente a la estructura de la población correspondiente, ello puede 
producir distorsiones en las estimaciones que se realizan con el modelo 
relacional construido (Curran, West y Finch, 1996). 
En ese sentido, Currant, West y Finch (1996) comentan que la violación de los 
supuestos distributivos en análisis factorial confirmatorio es cada vez mejor 
entendido; sin embargo, se sabe menos sobre las violaciones de la suposición 
estructural de los modelos. Al mismo tiempo, ellos destacan que poco se sabe 
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sobre el comportamiento de las estadísticas de la prueba del chi-cuadrado bajo 
violaciones simultáneas de los supuestos distributivos y estructurales.  
Es decir, es necesario realizar un análisis que determine los efectos del 
incumplimiento del supuesto de normalidad multivariante entrelazado con el 
análisis del cumplimiento (o el incumplimiento) de la estructura teórica propuesta. 
Ello implica entonces evaluar si la teoría que fundamenta el modelo planteado 
que se estima mediante las observaciones substraídas de la muestra, no pierde 
su validez empírica con la presencia de asimetría en las variables medibles. Ello 
permitiría concluir si la asimetría en las variables indicadoras afecta el supuesto 
de las relaciones estructurales (y los parámetros asociados) que se ha planteado 
antes de estimar el modelo. 
Finalmente, cabe destacar que el punto central de la discusión de la presencia 
de asimetría en las variables medibles o bien la falta de normalidad en estas no 
es lo más importante, sino hasta qué punto las estimaciones del modelo son 
confiables cuando los datos poseen una distribución multivariante no normal. 
Dicho de otra forma, se desea tener evidencia que permita comprender qué nivel 
de no normalidad multivariable en las variables medibles de la variable endógena 
del modelo es aceptable para obtener una estimación útil a nivel práctico (por 
tanto, con un sesgo tolerable) de los estadísticos que evalúan la relación entre 
los constructos, las cargas factoriales y las medidas de bondad de ajuste.  
Además, lo que Muthén y Kaplan (1985), Satorra y Bentler (1988), Hu, Bentler y 
Kano (1992), Chou, Bentler y Satorra (1991), Gao, Mokhtarian y Johnson (2008), 
omiten en sus investigaciones es que, dado que sus modelos de simulación no 
poseen coeficientes que representen relaciones entre constructos, no hay 
hallazgos que refieran a los sesgos de estos ante el incumplimiento del supuesto 
de multinormalidad. 
En otras palabras, los modelos que ellos utilizan no contienen parámetros entre 
variables latentes; por lo tanto, no hacen un aporte sobre el efecto de la asimetría 
en las variables observadas en la estimación de estos cuando se usa el método 
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de estimación de la máxima verosimilitud, elemento que sí se aborda en esta 
investigación mediante el modelo de simulación planteado en el siguiente 
capítulo. 
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3. ABORDAJE METODOLÓGICO 
3.1 Diseño de simulación para el estudio del efecto de la asimetría positiva 
en un modelo de ecuaciones estructurales con una variable endógena y dos 
exógenas 
El aporte metodológico-estadístico de esta investigación tiene que ver con el 
estudio del comportamiento de modelos estructurales ante la asimetría positiva 
de las variables indicadoras en un modelo con una variable endógena y dos 
variables exógenas. La incorporación de una variable endógena a los estudios 
de los efectos de la asimetría en SEM es el elemento novedoso de la presente 
pesquisa. 
A partir del cumplimiento de este objetivo se generan evidencias de los efectos 
de la asimetría positiva en los coeficientes de un modelo de ecuaciones 
estructurales y en el ajuste de un modelo de ecuaciones estructurales con una 
variable dependiente para diferentes tamaños de muestra.  
En el marco teórico se retoma el aporte de Curran, West y Finch (1996), quienes 
argumentan que hay dos clases de supuestos que subyacen a los métodos 
estadísticos utilizados para estimar los modelos de análisis factorial 
confirmatorio: de distribución y de estructura. 
El primer supuesto al que se refieren estos autores está relacionado con la 
distribución normal multivariada en las variables medibles u observadas. El 
segundo supuesto está vinculado con que la teoría sustantiva que respalda el 
modelo estructural se refleje en la matriz de covarianzas establecida y, por tanto, 
se ajuste adecuadamente a la estructura de la muestra.  
De acuerdo con estos autores, la academia se ha dedicado bastamente a 
estudiar las consecuencias del incumplimiento del primer supuesto, 
principalmente a estudiar los efectos de la distribución de las variables medidas5 
                                               
5 Usualmente en casos de la no presencia de distribución normal multivariada. 
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en el estadístico chi-cuadrado (Currant, West y Finch, 1996), tal como lo 
muestran los antecedentes ya estudiados.  
Ellos han afirmado que la violación de los supuestos distributivos en análisis 
factorial confirmatorio ha sido estudiada en distintas ocasiones, pero que se sabe 
menos sobre las violaciones de la suposición estructural de los modelos. Al 
mismo tiempo, afirman que se sabe poco sobre el comportamiento de las 
estadísticas de la prueba del chi-cuadrado bajo violaciones simultáneas de los 
supuestos distributivos y estructurales (Currant, West y Finch, 1996).  
En otras palabras, se ha generado poco conocimiento sobre el efecto de la 
asimetría en el ajuste y en la magnitud de los coeficientes, simultáneamente. Por 
todo eso, el análisis que se realiza se ocupa de estudiar lo que sucede con los 
coeficientes del modelo estructural (supuesto de estructura) cuando el supuesto 
distributivo no se cumple.  
Es relevante mencionar que el objetivo fundamental de un modelo de ecuaciones 
estructurales es comprobar si hay altas o bajas correlaciones entre constructos, 
según una propuesta teórica elaborada previamente –propuesta teórica que 
establece la especificación del modelo–. De manera que el planteamiento de 
Currant, West y Finch (1996) pretende cuestionar qué sucede con esas 
correlaciones entre variables latentes cuando no hay normalidad multivariada en 
las variables medibles utilizadas.  
Dicho de otra forma, hace falta investigación que permita concluir si se conserva 
la evidencia empírica que respalda la teoría que inicialmente justificó las 
relaciones entre constructos en el modelo SEM, cuando no se cumple con el 
supuesto distributivo de normalidad. 
Concretamente, se pretende analizar cómo ante escenarios de asimetría en las 
variables indicadoras se afecta la suposición del comportamiento de la matriz de 
varianzas y covarianzas, lo cual tiene efecto en el comportamiento de los 
parámetros estimados en el modelo.   
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El análisis que se propone plantea determinar los efectos del incumplimiento del 
supuesto de normalidad multivariante en el ajuste del modelo, dada la presencia 
de una distribución asimétrica positiva en las variables indicadoras de una 
variable endógena6. Ello, con el fin de brindar a la comunidad estadística 
nociones concretas de las implicaciones con respecto a violentar el supuesto de 
normalidad de las variables indicadoras de la variable endógena y sus 
consecuencias en el modelo, mediante simulaciones. 
3.2 El modelo de simulación  
El modelo de simulación propuesto es un modelo de ecuaciones estructurales 
con una variable endógena y dos exógenas. Cabe destacar que en este modelo 
de simulación cada variable latente tiene tres variables indicadoras, tal como lo 
recomienda Little (2013).  A continuación se presenta el modelo de simulación: 
 
Para realizar la simulación es necesario fijar algunos parámetros. El modelo 
planteado es un análisis factorial confirmatorio con coeficientes estandarizados 
con una variable endógena con dos variables exógenas, donde las varianzas de 
las variables latentes son iguales 1, las cargas factoriales son 0,7, las varianzas 
residuales de los indicadores son 0,51, y las covarianzas de las variables latentes 
exógenas a 0,5. Al mismo tiempo, los coeficientes de regresión son iguales a 0,5 
                                               
6 Es decir, en ,y y en !y del modelo de simulación que se presenta en la siguiente sección. 
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y la covarianza de la variable endógena se fijó en 0,257. A continuación se 
presentan las matrices correspondientes para definir Σ en dicho modelo:  
 
Λ" =
⎝⎜
⎜⎛
!-!/!ë 000000 !í!ì!î⎠⎟
⎟⎞ =
⎝⎜⎜
⎛0,70,70,7 000000 0,70,70,7⎠⎟
⎟⎞ 
Λ+ = ô!-!/!ëö = ô0,70,70,7ö 
Θ[ 	= ⎝⎜⎜
⎛0,5100000
00,510000
000,51000
				 0000,5100
00000,510
000000,51⎠⎟⎟
⎞
 
Θ\ 	= ô0,5100 00,510 000,51ö 
Φ = ú 1 0,50,5 1 ù                 
  Γ = ú0,50,5ù                   Ψ = (0,25) 
                                               
7 De acuerdo con Rojas (2014), “la varianza de las variables latentes define la métrica de los 
constructos; los valores de las cargas factoriales, indican que las variables observadas son 
importantes dentro de cada constructo; la varianza residual señala que la varianza total de los 
indicadores equivale a 1 (la varianza total es igual a la varianza residual más el cuadrado de la 
carga factorial) por lo que son variables estandarizadas y, finalmente, el valor de las covarianzas 
indica que las correlaciones entre las variables latentes son de tamaño medio” (p. 92).  
Por otro lado, los coeficientes de regresión de igual manera se fijaron como correlaciones de 
tamaño medio, y la covarianza de la variable endógena se obtuvo al despejar Ψ	de la fórmula ^?_(L) = ΓûΓg + Ψ, donde  ^?_(L) = 1 y los coeficientes de regresión en Γ son iguales a 0,5. 
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3.3 Escenarios para la simulación 
A la hora de realizar un estudio de simulación, es necesario fijar un escenario 
base con el cual se van a comparar los resultados de todos los escenarios 
restantes que tienen diversas condiciones de simulación a la luz de la delimitación 
del análisis propuesto. Al mismo tiempo, se deben establecer cuáles son esas 
condiciones que va a determinar la particularidad de cada uno de los escenarios 
de la simulación.  
En esta propuesta de investigación se proponen tres elementos que varían según 
cada escenario de simulación: el grado de asimetría en las variables medibles de 
la variable endógena8, la cantidad de variables medibles asimétricas (solo .-, 
sólo .- e ./, o .-, ./ e .ë) y el tamaño de muestra.  
Debido a lo anterior, para cada tamaño de muestra se genera un modelo en el 
cual las tres variables indicadoras de la variable endógena se comportan 
normalmente; es decir, poseen una asimetría igual a 0. Por tanto, hay un 
escenario control para las simulaciones con 100 observaciones y otro escenario 
control para las simulaciones con 200 observaciones en la muestra. Cada uno de 
esos modelos control se compara con los escenarios de simulación (9 
combinaciones) correspondientes para cada tamaño de muestra. 
En el caso del grado de asimetría de las variables indicadoras, la variación 
corresponde a tres escenarios de la simulación, los cuales son presentados en 
la Tabla 2. El caso 1, que también se denomina escenario base o la simulación 
base, tiene asimetría 0.  Ese es el escenario de simulación en el cual el modelo 
cuenta con variables indicadoras que poseen una distribución normal 
multivariada; es decir, es el escenario ideal del comportamiento de las variables 
medibles. Este escenario es fundamental para la simulación, pues, basado en los 
valores de los parámetros que se estimen a partir de él, se pueden sacar 
                                               
8 Esto quiere decir, que las restantes variables indicadoras de las variables exógenas se van a 
distribuir normalmente en todos los escenarios de simulación. 
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conclusiones sobre la medida en que los parámetros estimados se sesgan con 
los modelos con asimetría en las parcelas en los diversos escenarios. 
El escenario 2 usa una asimetría de 0,70. El escenario 3 tiene una unidad de 
asimetría más que el escenario 2, y el escenario 4 tiene una unidad de asimetría 
más que el escenario 3.  
 
Tabla 2 Escenarios de simulación por nivel de asimetría en las variables 
indicadoras de la variable endógena 
Escenarios de simulación 
Valores de asimetría en las 
variables indicadoras de las 
variables endógenas 
ESCENARIO BASE 1 0,00 
2 0,70 
3 1,70 
4 2,70 
Fuente: Elaboración propia. 
 
Por otro lado, se emplean dos tamaños de muestra para el análisis: 100 
observaciones y 200 observaciones utilizando los criterios de Ruiz, Pardo y San 
Martín (2010), Hoe (2008), Sivo et al. (2006), Garver and Mentzer (1999) y 
Hoelter (1983). Dichos autores coinciden en el hecho de que se sugiere exigir 
tamaños de muestra superiores a las 100 observaciones, y se considera que 
muestras iguales o mayores a 200 observaciones son adecuadas para el ajuste 
de modelos SEM, pues proveen la suficiente potencia estadística para el análisis 
de datos. 
Finalmente, la cantidad de variables medibles asimétricas se introducen como 
otra condición variante en los escenarios de simulación, pues es común que en 
la práctica solo una o dos de las variables indicadoras cumplan con el supuesto 
de normalidad. Por lo anterior, es de interés analizar si a mayor cantidad de 
variables observadas asimétricas, se obtienen estimaciones con mayor 
probabilidad de sesgos y, por lo tanto, esto lleva a que el ajuste del modelo sea 
más pobre.  
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En la siguiente ilustración se muestran todas las combinaciones posibles entre 
las tres condiciones de simulación, explicitando así los 18 escenarios de 
simulación que se llevan a cabo, además de las simulaciones en el escenario de 
cero asimetría para cada tamaño de muestra. Para cada escenario de simulación 
se plantea generar 500 iteraciones.    
 
Cuadro 1 Escenarios de simulación según las variaciones en las condiciones de 
simulación: nivel de asimetría, cantidad de variables asimétricas y tamaños de 
muestra. 
Tamaños 
de 
muestra 
Nivel de asimetría Variables 
medibles 
asimétricas de la 
variable endógena 
0,70 1,70 2,70 
100 
1 2 3 eü 
4 5 6 eü, e† 
7 8 9 eü, e†, e° 
200 
10 11 12 eü 
13 14 15 eü, e† 
16 17 18 eü, e†, e° 
 
3.4 La generación de asimetría en las variables indicadoras 
Para generar las matrices de datos que requiere cada escenario de simulación,   
se utiliza la función simulateData del paquete de R lavaan versión 0.6-3, que se 
basa en la propuesta de Vale y Maurelli (1983). Dichas matrices están 
constituidas por las seis indicadoras correspondientes las variables exógenas 
(con un nivel de asimetría igual a cero), y las tres indicadoras de la variable 
endógena (cuyos valores de asimetría varían según las condiciones de la 
simulación). Con esta función los datos son simulados según la asimetría 
indicada para cada una de las variables observadas, cumpliendo a la vez con la 
estructura planteada para el modelo de simulación (sección 3.2).  
Fleishman (1978) señala que las distribuciones de variables son típicamente 
caracterizadas por sus primeros cuatro momentos: la media, varianza, asimetría 
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y kurtosis, de manera que presenta un procedimiento para generar números 
aleatorios no normales con estos momentos especificados. 
El procedimiento de Fleishman (1978) tiene una ventaja sobre los otros 
procedimientos para generar números aleatorios no normales y es que se puede 
extender fácilmente para generar números aleatorios multivariados, con 
intercorrelaciones específicas y medias, varianzas, asimetrías (también llamado 
sesgo) y kurtosis univariadas. El artículo de Vale y Maurelli (1983) presenta los 
detalles de una propuesta de extensión de dicho procedimiento y evalúan la 
extensión por medio de un ejemplo. 
En la técnica de Fleishman (1978), para generar números aleatorios no normales 
en el caso univariante, se define una variable ¢ como una combinación lineal de 
las tres primeras potencias de una variable aleatoria normal estándar £, de la 
siguiente manera: ¢ = ` + §£ + ^£/ + ä£ë 
Las constantes `, §, ^ y ä se eligen para proporcionar a ¢ una distribución con 
una forma específica. Para determinar las constantes, Fleishman amplía la 
ecuación anterior para expresar los primeros cuatro momentos de ¢ en términos 
de los primeros catorce momentos de £. Dado que £ se distribuye normalmente, 
los primeros catorce momentos son constantes conocidas, de manera que 
Fleishman representa la solución a las constantes como un sistema 
de ecuaciones no lineales. Para una distribución normal estándar, las constantes §, ^ y ä se encuentran resolviendo simultáneamente las siguientes ecuaciones: §/ + 6§ä + 2^/ + 15ä/ − 1 = 0 2^(§/ + 24§ä + 105ä/ + 2) − ß- = 0 25[§ä + ^/(1 + §/ + 28§ä) + ä/(12 + 48§ä + 141^/ + 225ä/)] − ß/ = 0 
donde ß-es la asimetría deseada y ß/la kurtosis deseada y la constante ` = −^.  
Finalmente, la distribución univariada de números aleatorios se obtiene 
generando números aleatorios normales y transformándolos usando las 
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constantes `, §, ^ y ä en la combinación lineal que da origen a ¢ (Fleishman, 
1978). 
La propuesta de Vale y Maurelli (1983) consiste en generar números aleatorios 
multivariados no normales usando una combinación del procedimiento de 
descomposición de la matriz de Kaiser y Dickman (1962) y el método de 
Fleishman (1978). Específicamente, Vale y Maurelli (1983) generan números 
aleatorios normales multivariados con intercorrelaciones específicas que de 
manera posterior se transforman individualmente a las formas deseadas en la 
distribución. En ese proceso, los dos procesos de Kaiser y Dickman y Fleishman 
interactúan y los números no-normales tienen intercorrelaciones diferentes de las 
normales. Para generar números aleatorios con intercorrelaciones y momentos 
específicos, se debe anticipar y contrarrestar el efecto de la no normalización en 
las correlaciones.  
En el procedimiento descrito a continuación se determina una matriz de 
correlación intermedia apropiada, a partir de la matriz deseada y las 
transformaciones no normales. Cuando se generan números aleatorios normales 
multivariados con la matriz de correlación intermedia no normalizadas, las 
variables no normales resultantes tienen las intercorrelaciones y los momentos 
deseados de la población (Vale y Maurelli, 1983). 
En la propuesta de Vale y Maurelli (1983) el procedimiento comienza con la 
especificación de las constantes necesarias para que el procedimiento de 
Fleishman convierta las variables normales estándar en variables no normales. 
Para cada variable de forma independiente, estas están dadas por la solución de 
las últimas cuatro ecuaciones expuestas anteriormente en esta sección. 
El cálculo de las variables no normales se puede formular en notación de matriz, 
como se muestra a continuación. Primero se definen dos variables £- y £/ como 
variables extraídas de poblaciones normales estándar, donde el vector £ se 
define como: Wg = [1, £, £/, £ë]. 
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El vector de pesos © contiene los pesos de la función de potencia `, §, ^ y ä: ©g = [`, §, ^, ä]. 
La variable no normal ¢ es entonces definida como el producto de estos dos 
vectores:  ¢ = ©gW. 
En este caso D™#™&  es la correlación entre las dos variables no normales ¢- y ¢/ 
correspondientes a las variables normales £- y £/. Cabe destacar que, dado que 
las variables están estandarizadas, la correlación entre ¢- y ¢/ es igual a su 
producto cruzado esperado. D™#™& = Ö(¢-¢/) D™#™& = Ö(©-gW-W/g©/) D™#™& = ©-gv©/ 
donde v es el valor esperado de producto de W- y W/: 
v = Ö(W-W/g ) = ⎣⎢⎢⎢
⎡1 0 1 00 ÆØ#Ø& 0 3ÆØ#Ø&1 0 2ÆØ#Ø&/ + 1 00 3ÆØ#Ø& 0 6ÆØ#Ø&ë + 9ÆØ#Ø&⎦⎥⎥
⎥⎤ 
Ahora bien, volviendo al álgebra escalar, recopilando términos, y usando la 
relación entre ` y ^, un polinomio de tercer grado en ÆØ#Ø& , la correlación entre 
las variables normales £- y £/, se obtiene que: D™#™& = ÆØ#Ø&(§-§/ + 3§-ä/ + 	3§/ä- + 9ä-ä/) +	ÆØ#Ø&/ (2^-^/) + ÆØ#Ø&ë (6ä-ä/). 
Al solucionar este polinomio, para ÆØ#Ø& se proporciona la correlación intermedia 
entre las dos variables £- y £/ requeridas para proporcionar la correlación de 
postransformación deseada D™#™&. Por tanto, estas correlaciones se pueden 
ensamblar en una matriz de intercorrelaciones, y esta matriz se puede 
descomponer para producir números aleatorios multivariados normales para la 
entrada al procedimiento de transformación de Fleishman (Vale y Maurelli, 1983). 
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En este punto es importante señalar que con la propuesta metodológica 
esbozada para responder la pregunta de investigación, se propone un estudio 
basado en simulaciones, donde se generan datos con la estructura del modelo 
planteado. Cada una de las matrices de datos producidas para cada iteración ha 
sido revisada para asegurar que, en efecto, cumpla con los supuestos de 
simulación. En ese sentido, se puede afirmar que los datos empleados para las 
simulaciones son muestreadas para asegurar el cumplimiento de las condiciones 
del estudio planteado. Con lo anterior se busca que los sesgos de muestreo se 
asemejen a los obtenidos en la investigación aplicada. 
3.5 Medidas de bondad de ajuste y coeficientes 
Para el análisis final de la simulación, se comparan los cambios en el estadístico 
chi-cuadrado, el RMSEA, el GFI, las cargas factoriales para las variables 
endógenas y los parámetros estructurales entre las variables endógenas y 
exógenas. Esto se realiza con el fin de concluir sobre los efectos del 
incumplimiento del supuesto de distribución y de estructura, específicamente 
midiendo cuál es el sesgo entre las estimaciones realizadas con asimetría y el 
modelo ideal que cumple el supuesto de normalidad multivariada en todas sus 
variables observadas. Se espera entonces que, ante mayor asimetría más 
imprecisas sean las estimaciones de los parámetros del modelo y, por tanto, los 
indicadores de bondad de ajuste empeoren.  
Para realizar el análisis de los resultados, se generan histogramas de cada 
estadístico a partir de sus respectivas distribuciones obtenidas de las quinientas 
réplicas de cada uno de los dieciocho escenarios de simulación. Para sacar 
conclusiones sobre el comportamiento del modelo de simulación planteado ante 
la variación de las tres condiciones determinadas (tamaño de muestra, magnitud 
de la asimetría positiva y  número de parcelas asimétricas en la variable 
endógena), se brindan estadísticos descriptivos e histogramas de las 
distribuciones de los coeficientes de interés.  
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Estas son las herramientas que permitien discutir la robustez y limitación de los 
modelos de ecuaciones estructurales ante la naturaleza asimétrica positiva de las 
parcelas de la variable endógena del modelo de simulación. Asimismo, estas 
permiten realizar recomendaciones sobre cómo proceder ante el incumplimiento 
del supuesto de normalidad multivariada en las variables indicadoras de la 
variable endógena cuando se realiza la estimación por máxima verosimilitud. 
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4. RESULTADOS DE LAS SIMULACIONES 
Este capítulo se enfoca en la presentación de los resultados obtenidos del estudio 
de simulación propuesto para identificar las efectos de la presencia de asimetría 
positiva en las variables medibles de la variable endógena en los coeficientes del 
modelo estructural (coeficientes de regresión), así como en las cargas factoriales 
y en los estadísticos de bondad de ajuste; todo, en el contexto de un modelo con 
una variable endógena y dos exógenas cuyos coeficientes están estandarizados. 
Como se definió en el abordaje metodológico, se ha determinado un “escenario 
control” (también llamado escenario base) de simulación para cada tamaño de 
muestra en estudio. Este escenario  consiste en la simulación de réplicas bajo un 
modelo que cumple con el supuesto de distribución multinormal en las variables 
indicadoras de todas las variables latentes (supuesto establecido cuando se 
emplea estimación por máxima verosimilitud). 
En otras palabras, para los nueve escenarios de simulación correspondientes a 
cada uno de los dos tamaños de muestra (100 y 200), hay un escenario control 
con el cual se comparan los resultados obtenidos en cada una de las variaciones 
planteadas en las simulaciones (ver Cuadro 1). 
El desarrollo de este capítulo está dividido en cinco secciones. En la primera de 
ellas se estudian los resultados de las simulaciones con respecto a las cargas 
factoriales (!"##, 	!"&#, 	!"'#, !"(&, 	!")&, 	!"*& y !+##, 	!+&# , 	!+'# ). En la segunda etapa 
se estudian los resultados obtenidos para los coeficientes del modelo estructural 
(,--	.		,-/).	En la tercera etapa se presentan los hallazgos relacionados con los 
estadísticos de bondad de ajuste de los modelos (RMSEA, SRMR, GFI y chi-
cuadrado). Finalmente, en la cuarta sección se brindan las conclusiones 
obtenidas de las simulaciones. 
En las secciones de los resultados de las simulaciones se muestran para ambos 
tamaños de muestra propuestos: la media, la desviación estándar y los 
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percentiles 2,5 y 97,5 de las distribuciones de los parámetros y estadísticos de 
bondad de ajuste en cuestión por escenario y sus respectivos histogramas. 
Un detalle importante de precisar antes de entrar a abordar los resultados del 
estudio basado en simulaciones, se refiere a que el porcentaje de no 
convergencia de los modelos fue muy bajo en general. Sin embargo, hay una 
diferencia en dicha proporción de convergencia de los modelos según el tamaño 
de la muestra: los escenarios con 100 observaciones son los que presentan los 
problemas de  no convergencia.  
Para los escenarios con 200 observaciones solo tres de la totalidad de los 
modelos estimados no convergen (particularmente en el escenario 18, en el que 
las tres indicadoras tienen asimetría igual a 2,7). En contraste, en los escenarios 
con 100 observaciones, en cinco de los nueve escenarios existió algún problema 
de convergencia, en las cuales el mayor porcentaje de no convergencia es de 
2,4% para el caso donde las tres indicadoras tienen 2,7 de asimetría9.  
4.1 Resultados sobre las cargas factoriales  
Antes de mostrar los resultados obtenidos para las cargas factoriales, resulta 
adecuado recordar que en el plan de simulación se fijan inicialmente los valores 
de estas en 0,70. Lo anterior, fundamentado en el hecho de que esa es una 
magnitud de la carga que indica que la variable medible está altamente asociada 
a la variable latente que le corresponde (plantenado así un supuesto de 
estructura).  
En los cuadros 2, 3 y 4 se presentan las medias, desviaciones estándar y los 
percentiles 2,5 y 97,5 de las cargas factoriales !"##, 	!"&#, 	!"'#, !"(&, 	!")&, 	!"*& y !+## , 	!+&# , 	!+'# , donde las primeras seis son las cargas factoriales de las dos 
variables exógenas del modelo de simulación y las restantes tres son las cargas 
de la variable endógena. Cabe destacar que las variables indicadoras de las 
                                               
9 En el Anexo 1 se puede encontrar un cuadro resumen con los porcentajes de no convergencia 
según escenario. 
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variables exógenas poseen una distribución normal; por tanto, simétrica en todas 
las simulaciones. Mientras que las parcelas correspondientes a !+## , 	!+&# , 	!+'#  
son a las que se les varió la magnitud de la asimetría positiva según el escenario 
de simulación. 
Para analizar el comportamiento de las cargas factoriales de las variables 
indicadoras de las distintas variables latentes, se  observa la diferencia entre cada 
uno de los promedios de las distribuciones de los valores estimados de cada 
carga en las réplicas de los diversos escenarios de simulación,  con respecto al 
valor que fue fijado para la simulación (0,70). Es decir, se cuantifica el sesgo de 
la estimación de la carga factorial para los dieciocho escenarios planteados.  
En el caso de las cargas factoriales para variables exógenas (!"##, 	!"&#, 	!"'#, !"(&, 	!")&, 	!"*&), el sesgo toma un valor máximo de 0,01 (cuadros 1 y 2).  Lo 
anterior es indiferente de los dos tamaños de muestra, los diversos tamaños de 
asimetría y el número de indicadoras asimétricas para la variable latente 
endógena.  
Este es un resultado esperado, debido a que la determinación de las magnitudes 
de las seis cargas factoriales de las variables endógenas no está vinculada con 
los valores de las variables indicadoras que poseen las asimetrías. Esto es una 
confirmación de que las simulaciones se desarrollaron adecuadamente y fueron 
estables para estos estadísticos. En el Anexo 2 se presentan los histogramas de 
las distribuciones normales de estas cargas factoriales en los casos control.  
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Cuadro 2 Media, desviación estándar, percentiles 2,5 y 97,5 de las cargas 
factoriales µfüü, 	µf†ü, 	µf°ü  estimadas en 500 iteraciones para cada escenario de 
simulación  
Escenario de 
simulación ∂∑üü  ∂∑†ü  ∂∑°ü  Variables 
medibles 
modificadas 
Nivel de 
asimetría ∑∏ π ∫†,ª ∫ºΩ,ª ∑∏ π ∫†,ª ∫ºΩ,ª ∑∏ π ∫†,ª ∫ºΩ,ª 
n=100 
    
  
   
    
  
  
Control 0 0,701 0,075 0,538 0,829 0,701 0,078 0,540 0,850 0,699 0,074 0,554 0,834 
y1 0,70 0,701 0,075 0,549 0,836 0,703 0,073 0,547 0,833 0,698 0,073 0,550 0,830 
y1 1,70 0,700 0,073 0,548 0,844 0,703 0,077 0,549 0,843 0,700 0,077 0,532 0,835 
y1 2,70 0,702 0,074 0,535 0,836 0,699 0,073 0,548 0,829 0,702 0,070 0,554 0,833 
y1, y2 0,70 0,699 0,074 0,531 0,831 0,699 0,078 0,528 0,833 0,700 0,073 0,541 0,825 
y1, y2 1,70 0,704 0,070 0,560 0,841 0,705 0,073 0,562 0,841 0,706 0,073 0,556 0,836 
y1, y2 2,70 0,699 0,074 0,547 0,832 0,702 0,071 0,544 0,832 0,701 0,073 0,552 0,839 
y1, y2, y3 0,70 0,705 0,073 0,554 0,836 0,704 0,071 0,558 0,836 0,697 0,073 0,545 0,835 
y1, y2, y3 1,70 0,703 0,075 0,547 0,841 0,707 0,073 0,553 0,836 0,695 0,076 0,531 0,833 
y1, y2, y3 2,70 0,699 0,074 0,538 0,833 0,697 0,074 0,538 0,825 0,702 0,071 0,565 0,824      
  
   
    
  
  
n=200 
    
  
   
    
  
  
Control 0 0,700 0,050 0,603 0,793 0,697 0,052 0,589 0,789 0,702 0,050 0,597 0,800 
y1 0,70 0,697 0,050 0,594 0,793 0,706 0,053 0,597 0,800 0,697 0,053 0,592 0,791 
y1 1,70 0,700 0,049 0,598 0,785 0,701 0,050 0,602 0,794 0,699 0,053 0,596 0,794 
y1 2,70 0,699 0,051 0,598 0,791 0,698 0,054 0,579 0,799 0,696 0,051 0,603 0,789 
y1, y2 0,70 0,701 0,050 0,603 0,791 0,700 0,051 0,601 0,798 0,700 0,051 0,595 0,796 
y1, y2 1,70 0,696 0,053 0,588 0,793 0,702 0,050 0,598 0,792 0,701 0,051 0,600 0,792 
y1, y2 2,70 0,699 0,050 0,596 0,788 0,697 0,055 0,580 0,795 0,697 0,052 0,597 0,789 
y1, y2, y3 0,70 0,700 0,051 0,595 0,794 0,697 0,052 0,589 0,797 0,698 0,053 0,592 0,794 
y1, y2, y3 1,70 0,706 0,051 0,601 0,800 0,701 0,051 0,605 0,794 0,696 0,052 0,598 0,793 
y1, y2, y3 2,70 0,700 0,052 0,601 0,796 0,703 0,051 0,598 0,796 0,698 0,050 0,592 0,785 
1/ Estas cargas factoriales fueron fijadas con el valor 0,70 al diseñar el modelo de simulación. 
Fuente: Elaboración propia. 
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Cuadro 3 Media, desviación estándar, percentiles 2,5 y 97,5 de las cargas 
factoriales	!"(& , 	!")& , 	!"*&  estimadas en 500 iteraciones para cada escenario de 
simulación 
Escenario de 
simulación ∂∑æ†  ∂∑ª†  ∂∑ø†  Variables 
medibles 
modificadas 
Nivel de 
asimetría ∑∏ π ∫†,ª ∫ºΩ,ª ∑∏ π ∫†,ª ∫ºΩ,ª ∑∏ π ∫†,ª ∫ºΩ,ª 
n=100              
Control 0 0,698 0,076 0,527 0,826 0,703 0,074 0,546 0,828 0,704 0,075 0,547 0,836 
y1 0,70 0,700 0,076 0,546 0,827 0,700 0,077 0,556 0,834 0,700 0,074 0,560 0,827 
y1 1,70 0,704 0,072 0,556 0,836 0,699 0,073 0,554 0,838 0,697 0,072 0,545 0,821 
y1 2,70 0,699 0,070 0,556 0,822 0,704 0,073 0,539 0,825 0,701 0,073 0,551 0,826 
y1, y2 0,70 0,705 0,076 0,554 0,842 0,699 0,070 0,554 0,822 0,704 0,074 0,554 0,836 
y1, y2 1,70 0,700 0,074 0,544 0,834 0,702 0,075 0,551 0,843 0,712 0,074 0,558 0,846 
y1, y2 2,70 0,696 0,076 0,539 0,832 0,701 0,072 0,540 0,833 0,702 0,073 0,562 0,837 
y1, y2, y3 0,70 0,699 0,068 0,556 0,813 0,699 0,073 0,549 0,827 0,705 0,074 0,545 0,834 
y1, y2, y3 1,70 0,708 0,070 0,554 0,834 0,700 0,076 0,524 0,826 0,707 0,073 0,544 0,836 
y1, y2, y3 2,70 0,702 0,067 0,570 0,828 0,704 0,072 0,528 0,829 0,704 0,072 0,557 0,833 
              
n=200              
Control 0 0,701 0,050 0,600 0,786 0,698 0,050 0,596 0,794 0,698 0,052 0,599 0,791 
y1 0,70 0,699 0,052 0,600 0,792 0,699 0,055 0,593 0,799 0,703 0,049 0,601 0,795 
y1 1,70 0,704 0,052 0,596 0,796 0,702 0,052 0,606 0,803 0,701 0,052 0,592 0,790 
y1 2,70 0,698 0,050 0,593 0,786 0,703 0,048 0,604 0,793 0,699 0,049 0,604 0,797 
y1, y2 0,70 0,694 0,048 0,596 0,784 0,704 0,049 0,595 0,794 0,699 0,052 0,588 0,802 
y1, y2 1,70 0,701 0,051 0,595 0,797 0,703 0,051 0,601 0,788 0,701 0,052 0,589 0,790 
y1, y2 2,70 0,700 0,052 0,593 0,793 0,699 0,052 0,586 0,791 0,700 0,051 0,584 0,793 
y1, y2, y3 0,70 0,697 0,051 0,590 0,787 0,698 0,051 0,597 0,789 0,698 0,049 0,590 0,780 
y1, y2, y3 1,70 0,701 0,049 0,601 0,786 0,701 0,049 0,602 0,791 0,704 0,049 0,605 0,794 
y1, y2, y3 2,70 0,704 0,046 0,615 0,792 0,702 0,049 0,610 0,794 0,700 0,050 0,596 0,787 
1/ Estas cargas factoriales fueron fijadas con el valor 0,70 al diseñar el modelo de simulación. 
Fuente: Elaboración propia. 
 
Los valores de la desviación estándar para las distribuciones de las cargas 
factoriales de las variables exógenas en los diversos escenarios con un tamaño 
de muestra de 100 observaciones, en general son más grandes (alrededor de 
0,70) que aquellos para el tamaño de muestra de 200 observaciones (alrededor 
de 0,50). Es decir, cuanto más grande sea la muestra la variación en la 
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distribución de las cargas factoriales, menor es en todos los contextos de 
simulación. 
Con respecto a las cargas factoriales correspondientes a la variable endógena 
del modelo (!+## , 	!+&#, 	!+'#), cuando la asimetría es igual a 0,70 para las diversas 
cantidades de variables indicadoras asimétricas (de una a tres), el sesgo de 
estimación es como máximo -0,01 para ambos tamaños de muestra. Es decir, no 
hay un efecto importante en la estimación de las cargas factoriales con dicha 
magnitud de asimetría para ambos tamaños de muestra en las variables 
indicadoras (con una, dos o tres parcelas asimétricas). 
En el caso de asimetría igual a 1,70, cuando el tamaño de muestra es igual a 
100, el máximo valor que toma el sesgo es de 0,02. Mientras que cuando el 
tamaño de muestra es de 200, el máximo valor que toma el sesgo es de 0,01. 
Estos sesgos se encuentran solo en las cargas factoriales correspondientes a la 
variable medible con asimetría positiva. Es decir, las variables medibles con 
simetría siguen produciendo cargas factoriales prácticamente insesgadas.  
Cuando la asimetría es de 2,70, con una, dos o tres indicadoras asimétricas, el 
sesgo aumenta a 0,02, en ambos tamaños de muestra. Un elemento llamativo es 
que cuando la muestra es igual a 100, el sesgo es igual en las tres cargas cuando 
hay asimetría de 2,70 en las tres parcelas correspondientes, pero con el tamaño 
de muestra de 200, la segunda y la tercera carga tienen un sesgo de 0,01. Sin 
embargo, el sesgo sigue siendo poco relevante en términos prácticos. 
Sobre las desviaciones estándar, en el cuadro 4 se puede visualizar una 
tendencia. Dicho patrón consiste en cuanto más aumenta la asimetría y más se 
alejan las distribuciones de las variables indicadoras de una distribución normal 
y la variabilidad de las estimaciones de las cargas factoriales aumenta. Ahora 
bien, la variabilidad disminuye levemente cuando la muestra es de 200, en 
comparación con los escenarios paralelos de 100 observaciones. 
Concretamente, lo anterior se ve al analizar las desviaciones estándar, pues 
cuanto más aumenta la asimetría, más aumentan las desviaciones de la 
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distribución de las cargas factoriales. Y cuando se toma en cuenta el tamaño de 
muestra, la variabilidad es menor en los casos con 200 observaciones, en 
comparación con el caso de 100 observaciones.  
Cuando el tamaño de muestra es igual a 100, la desviación estándar mayor es 
de 0,094, mientras que en el caso control está entre 0,067 o 0,072. Por otro lado, 
cuando el tamaño de muestra es 200, la desviación estándar más grande es igual 
a 0,065, mientras que en el caso control correspondiente está entre 0,48 y 0,49. 
Esos valores máximos en la desviación se mantienen para las cargas factoriales 
de las variables indicadoras, con asimetrías iguales a 2,70 en las tres variables 
medibles. Es decir, el caso de asimetría más alto analizado en la investigación. 
Es importante destacar que uno de los comportamientos generales que se 
pueden observar en los resultados expuestos hasta este momento, es que los 
efectos de la asimetría en las variables medibles se ven solo en las cargas 
factoriales correspondientes a la (las) parcelas(s) asimétrica(s) 
correspondiente(s). Es decir, si .- es asimétrica sólo !+##  se sesga, mientras que !+&# 	.	!+'#toman los valores que les corresponden. 
  
  
44 
 
 
 
Cuadro 4 Media, desviación estándar, percentiles 2,5 y 97,5 de las cargas factoriales 
asociadas a la variable endógena !+##, 	!+&#, 	!+'#  estimadas en 500 iteraciones para 
cada escenario de simulación 
Escenario de 
simulación µeüü µe†ü µe°ü Variables 
medibles 
modificadas 
Nivel de 
asimetría f¿ ¡ ¬†,ª ¬ºΩ,ª f¿ ¡ ¬†,ª ¬ºΩ,ª f¿ ¡ ¬†,ª ¬ºΩ,ª 
n=100              
Control 0 0,700 0,067 0,554 0,819 0,695 0,071 0,548 0,825 0,702 0,072 0,545 0,835 
y1 0,70 0,697 0,069 0,540 0,813 0,698 0,068 0,555 0,819 0,697 0,067 0,554 0,812 
y1 1,70 0,704 0,058 0,588 0,803 0,694 0,069 0,550 0,817 0,700 0,067 0,559 0,818 
y1 2,70 0,696 0,055 0,584 0,804 0,698 0,069 0,542 0,812 0,702 0,069 0,573 0,825 
y1, y2 0,70 0,704 0,064 0,564 0,809 0,702 0,069 0,558 0,821 0,698 0,066 0,554 0,817 
y1, y2 1,70 0,710 0,069 0,576 0,838 0,704 0,070 0,563 0,831 0,700 0,069 0,545 0,816 
y1, y2 2,70 0,712 0,078 0,552 0,856 0,712 0,072 0,575 0,847 0,694 0,068 0,548 0,818 
y1, y2, y3 0,70 0,705 0,065 0,581 0,823 0,704 0,072 0,552 0,820 0,708 0,070 0,551 0,826 
y1, y2, y3 1,70 0,722 0,073 0,564 0,842 0,713 0,073 0,559 0,843 0,715 0,076 0,553 0,850 
y1, y2, y3 2,70 0,725 0,090 0,541 0,882 0,727 0,091 0,522 0,884 0,721 0,094 0,539 0,883 
              
n=200              
Control 0 0,694 0,048 0,596 0,776 0,700 0,049 0,598 0,788 0,701 0,045 0,614 0,783 
y1 0,70 0,703 0,047 0,615 0,792 0,700 0,051 0,595 0,794 0,700 0,047 0,601 0,786 
y1 1,70 0,700 0,043 0,612 0,780 0,701 0,049 0,600 0,796 0,700 0,050 0,596 0,785 
y1 2,70 0,699 0,040 0,618 0,770 0,705 0,046 0,610 0,790 0,700 0,047 0,607 0,789 
y1, y2 0,70 0,703 0,049 0,594 0,793 0,699 0,048 0,604 0,788 0,698 0,051 0,594 0,789 
y1, y2 1,70 0,704 0,048 0,602 0,788 0,702 0,045 0,609 0,782 0,700 0,045 0,608 0,784 
y1, y2 2,70 0,705 0,053 0,596 0,800 0,703 0,051 0,594 0,801 0,697 0,045 0,603 0,785 
y1, y2, y3 0,70 0,699 0,048 0,600 0,785 0,703 0,048 0,607 0,791 0,702 0,050 0,611 0,799 
y1, y2, y3 1,70 0,710 0,051 0,604 0,807 0,706 0,052 0,604 0,807 0,702 0,053 0,595 0,793 
y1, y2, y3 2,70 0,720 0,060 0,597 0,825 0,716 0,063 0,589 0,831 0,715 0,065 0,584 0,831 
1/ Estas cargas factoriales fueron fijadas con el valor 0,70 al diseñar el modelo de simulación. 
Fuente: Elaboración propia. 
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A continuación se presenta un conjunto de histogramas con las distribuciones de 
muestreo de las cargas factoriales basadas en 500 réplicas en cada escenario 
de simulación. En otras palabras, los histogramas corresponden a diversas 
combinaciones de los tamaños de muestra, el número de parcelas asimétricas y 
la magnitud de la asimetría definidos en el plan de simulación. 
Las figuras 1 y 2 son los histogramas de las distribuciones de muestreo de la 
carga factorial !+## , con tamaños de muestra de 100 y 200 observaciones, 
respectivamente. En ambas figuras se puede notar que los histogramas 
correspondientes a variables medibles con asimetría de 0,70 (primera fila) están 
centrados en el valor que se fijaron las cargas factoriales para la simulación (el 
valor 0,70 que corresponde a la línea azul). También se puede ver cómo estas 
distribuciones tienden a la normalidad, lo cual refuerza el hallazgo de que el 
método de estimación por máxima verosimilitud puede realizar buenas 
estimaciones  de las cargas, pese al incumplimiento del supuesto de normalidad 
en todas las variables medibles, dada esa magnitud de asimetría positiva. 
A la vez, en estas mismas figuras podemos notar que, conforme aumenta la 
magnitud de la asimetría y el número de variables medibles asimétricas, las 
distribuciones tienden hacia una ligera asimetría negativa. Ello también implica 
que exista un aumento en la probabilidad de sobrestimar los valores de las cargas 
factoriales cuando aumenta la asimetría positiva en las variables indicadoras que 
les corresponden. 
Con respecto al tamaño de la muestra, tal como se esperaba, cuanto mayor sea 
el tamaño de la muestra, se puede observar como las distribuciones de muestreo 
presentan mayor simetría y mayor kurtosis. Sin embargo, esto no asegura menor 
precisión en las estimaciones de la carga factorial en cuestión, pues una 
importante mayoría de las estimaciones de las cargas se encuentran cercanas al 
valor fijado para cada uno de los estadísticos en cuestión.       
En las figuras 3 y 4 se presentan los histogramas de !+&#  para 100 y 200 
observaciones, respectivamente. Para ambas matrices de gráficos, en los 
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histogramas de la primera columna se puede observar que prácticamente no hay 
sesgos debido que en esos casos la variable medible respectiva a la carga (./) 
es simétrica. 
En las dos matrices de gráficos se evidencia que cuando la asimetría es igual a 
0,70, no hay sesgo relevante en las estimaciones del valor de la carga para los 
dos n. Con 100 observaciones y asimetrías de 1,70 y 2,70 se vuelve a ver la 
tendencia a una ligera asimetría negativa en la distribución de !+&#  cuando hay 
asimetría positiva en ./-	o en  ./- y	.ë- simultáneamente, y por tanto, mayor 
probabilidad de sobrestimar los valores de las cargas factoriales.  
Finalmente, en las figuras 5 y 6 se presentan dos matrices de histogramas de la 
distribución de muestreo de !+'#  cuando se realizan las simulaciones con 
muestras de 100 y 200 observaciones, respectivamente. En dichas matrices, la 
primera y la segunda columna tienen un comportamiento prácticamente 
simétrico, insesgado y similar entre ellas, pues la parcela que le corresponde a !+'#  está distribuida normalmente. Sin embargo, se puede visibilizar cómo el 
histograma con mayor tendencia a una ligera asimetría negativa es aquel en el 
que todas las parcelas tienen una asimetría de 2,7.    
En general, para las cargas factoriales, cabe destacar que los hallazgos 
obtenidos permiten afirmar que cuanto más grande sea la asimetría positiva en 
las variables medibles, más asimétrica negativa sería la distribución de muestreo 
del µ correspondiente a la parcela que no cumpla con el supuesto de normalidad. 
Al mismo tiempo, se puede observar que, cuando el tamaño de muestra es 200, 
la varianza de la distribución de la carga se reduce levemente, la distribución de 
muestreo es más simétrica y presenta mayor kurtosis, en comparación con el 
mismo escenario de asimetría para 100 observaciones, tal como lo muestran los 
percentiles 2,5 y 97,5 en el cuadro 3. No obstante, esto no significa que haya más 
probabilidad de estimar inadecuadamente las cargas factoriales, debido a que, 
según los Anexos 3 y 4, la proporción de la curva de densidad de las cargas 
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factoriales fuera del intervalo de confianza es más pequeña en los escenarios 
con muestra de 200 observaciones que con 100.  
Como un complemento a las matrices de histogramas, en los Anexos del 3 al 8 
se presentan gráficos de densidad de las distribuciones de las cargas  factoriales 
para cada escenario de simulación. Dichas curvas de densidad son contrastadas 
con la curva de densidad del caso control de las cargas factoriales.  
Estos gráficos anexos muestran diversos elementos que permiten resumir los 
hallazgos de la sección, retomando lo discutido a partir de los cuadros y las 
matrices de histogramas:  
1. A mayor asimetría en las parcelas, hay una ligera tendencia a la asimetría 
negativa en las curvas de densidad. Esto se traduce en que hay mayor 
probabilidad de sobrestimar los valores de la carga factorial. 
2. Cuando hay tres parcelas con asimetría 1,7 o 2,7, es cuando más distan 
las curvas de densidad del escenario de simulación y el caso control, al 
ser más grande el sesgo, con una asimetría de 2,7.  
3. El sesgo en general tiende a ser mayor cuando la muestra es menor. Es 
decir, las curvas de densidad del caso control y el caso del escenario se 
traslapan en mayor medida cuando la muestra es de 200. 
4. Las cargas factoriales que proceden de parcelas con normalidad poseen 
distribuciones que tienden a la normalidad, centradas en el valor fijado 
para la simulación. 
Ahora bien, con estas observaciones se pretende hacer notar varias tendencias 
en el comportamiento de los escenarios de simulación, pero, en general, el sesgo 
en las cargas factoriales es irrelevante a nivel práctico y esto quiere decir que 
para estimar estos estadísticos, el método de máxima verosimilitud es robusto en 
las condiciones del modelo de simulación planteado.  
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Figura 1 Distribución del coeficiente !"## basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 100 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Figura 2 Distribución del coeficiente $%&&  basada en 500 iteraciones del modelo de simulación y un tamaño de muestra de 
200 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Figura 3 Distribución del coeficiente !"'# basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 100 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Figura 4 Distribución del coeficiente !"'# basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 200 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Figura 5 Distribución del coeficiente !"(# basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 100 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Figura 6 Distribución del coeficiente !"(# basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 200 para cada escenario de simulación  
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia.
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4.2 Resultados sobre los coeficientes del modelo estructural  
Los coeficientes que se estudian en esta subsección son los coeficientes del 
modelo estructural ("##	y		"#&). Estos cuantifican la asociación entre las variables 
latentes exógenas y la variable latente endógena del modelo.  
Cabe destacar que el aporte teórico metodológico de esta investigación 
justamente se encuentra en esta sección. Lo anterior, debido a que la discusión 
en la comunidad científica sobre los efectos de la asimetría en las estimaciones 
de los modelos de ecuaciones estructurales no se ha llevado a cabo en modelos 
de simulación que incorporen variables endógenas.  
En el cuadro 5 se presentan la media, la desviación estándar y los percentiles 2,5 
y 97,5 de las distribuciones (basadas en 500 iteraciones del modelo de 
simulación) de cada uno de los coeficientes del modelo estructural en los 18 
escenarios de simulación. El valor con el cual se fijaron estos coeficientes al 
plantear la simulación es de 0,5. Por tanto, para calcular el sesgo se debe restar 
dicho valor a la media obtenida de la distribución del coeficiente en cada 
escenario de simulación.  
El cuadro 5 muestra que con un tamaño de muestra de 100, las medias de las 
distribuciones de los coeficientes toman valores entre 0,48 y 0,51 en todos los 
escenarios de simulación. En estos casos, las desviaciones estándar son 
similares (entre 0,118 y 0,129), pero hay una tendencia a la disminución de estas 
cuando la asimetría aumenta. Con 200 observaciones en la muestra, las medias 
siguen tomando valores similares (prácticamente iguales) en todos los 
escenarios de simulación, pero las desviaciones estándar se reducen pues estas 
varían entre 0,091 y 0,082.  
 
 
 
 
  
55 
 
Cuadro 5 Media, desviación estándar, percentiles 2,5 y 97,5 de los coeficientes del 
modelo estructural "##	'		"#&  estimadas en 500 iteraciones para cada escenario de 
simulación 
Escenario de simulación ()) ()* Variables 
medibles 
modificadas 
Nivel de 
asimetría +, - .*,0 .12,0 +, - .*,0 .12,0 
n=100          
Control 0 0,511 0,129 0,243 0,747 0,501 0,128 0,226 0,736 
y1 0,7 0,504 0,126 0,240 0,743 0,496 0,127 0,233 0,744 
y1 1,7 0,499 0,131 0,214 0,740 0,505 0,129 0,245 0,751 
y1 2,7 0,505 0,122 0,271 0,722 0,494 0,123 0,235 0,722 
y1, y2 0,7 0,500 0,126 0,237 0,765 0,496 0,126 0,253 0,740 
y1, y2 1,7 0,504 0,126 0,256 0,737 0,494 0,134 0,208 0,734 
y1, y2 2,7 0,489 0,125 0,225 0,713 0,503 0,124 0,272 0,739 
y1, y2, y3 0,7 0,500 0,129 0,239 0,749 0,500 0,128 0,219 0,723 
y1, y2, y3 1,7 0,496 0,121 0,243 0,738 0,498 0,118 0,253 0,693 
y1, y2, y3 2,7 0,486 0,119 0,257 0,714 0,475 0,118 0,242 0,698           
          
n=200          
Control 0 0,495 0,091 0,318 0,656 0,506 0,089 0,329 0,671 
y1 0,7 0,500 0,087 0,326 0,662 0,500 0,086 0,329 0,661 
y1 1,7 0,507 0,090 0,318 0,684 0,495 0,093 0,304 0,657 
y1 2,7 0,497 0,087 0,324 0,670 0,502 0,089 0,317 0,664 
y1, y2 0,7 0,498 0,090 0,305 0,665 0,501 0,088 0,316 0,677 
y1, y2 1,7 0,505 0,089 0,328 0,673 0,496 0,088 0,320 0,664 
y1, y2 2,7 0,499 0,090 0,320 0,675 0,498 0,088 0,323 0,665 
y1, y2, y3 0,7 0,497 0,090 0,312 0,674 0,498 0,088 0,332 0,660 
y1, y2, y3 1,7 0,501 0,089 0,320 0,669 0,497 0,086 0,329 0,661 
y1, y2, y3 2,7 0,490 0,082 0,332 0,640 0,488 0,083 0,313 0,650 
1/ Estos coeficientes fueron fijados con el valor 0,50 al diseñar el modelo de simulación. 
Fuente: Elaboración propia. 
 
Los resultados permiten visibilizar que para cualquiera de los 18 escenarios de 
simulación planteados, el sesgo en la estimación de los coeficientes del modelo 
estructural es muy pequeño (entre 0 y  0,02). Por tanto, ante las condiciones de 
simulación establecidas, la estimación por el método de máxima verosimilitud 
logra mostrar cierta robustez en sus estimaciones, pese al incumplimiento del 
supuesto de multinormalidad en las variables indicadoras y en el contexto del 
modelo de simulación establecido. 
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En la figura 7, se muestran los histogramas de la distribución de los coeficientes "##	'		"#&, cuando hay normalidad multivariante en las parcelas del modelo y se 
tienen tamaños de muestra de 100 o de 200 observaciones. Vale la pena resaltar 
que para 200 observaciones las distribuciones de los coeficientes toman formas 
más simétricas, a diferencia de cuando el tamaño de la muestra es 100, pues una 
de las colas de las distribuciones es más alargada. 
 
 
 
Figura 7 Distribución del coeficiente 3))	4		3)* basada en 500 iteraciones del 
modelo de simulación para tamaños de muestra de 100 y 200 observaciones 
cuando se cumple el supuesto de multinormalidad  
1/ La línea azul es el valor 0,50 con el que se fijaron los coeficientes en la 
simulación y las líneas rojas son los percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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En las figuras 8 y 9 se presentan los histogramas de las distribuciones de "##, con 
un tamaño de muestra de 100 y 200 respectivamente.  En las figuras 10 y 11 se 
muestran los histogramas de 	"#&. 
En el caso de los histogramas para "##	, se puede notar que cuanto más aumenta 
el número de parcelas asimétricas y la asimetría positiva en las parcelas de la 
variable endógena del modelo, las distribuciones de los coeficientes del modelo 
estructural presentan una ligera asimetría negativa (sin importar el tamaño de 
muestra).  
Es pertinente anotar que los escenarios con asimetría positiva igual a 2,70 en las 
tres variables medibles presentan la distribución con más asimetría negativa para "## (pese a que es muy tenue). Dado lo anterior, se podría concluir que cuantos 
más datos tenga la muestra, pese a la existencia de asimetrías positivas menores 
o iguales a 2,70 en una o dos de las variables medibles, el coeficiente "##	tiende 
a una distribución normal.  
El patrón descrito anteriormente se puede ver para 100 observaciones, pero es 
más visible aun para 200 observaciones. Lo anterior resulta interesante tomando 
en cuenta que, no obstante esa desviación de la normalidad, el sesgo en la 
estimación es muy pequeño para este coeficiente.  
Las matrices de histogramas del coeficiente "#&	 presentan las mismas 
características discutidas para "##. Esto implica que, cuando se poseen 
asimetrías positivas superiores a 0 y menores o iguales 2,70 en las parcelas de 
la variable endógena en un modelo estructural con una variable endógena y dos 
exógenas, la subestimación del coeficiente estructural suele ser insignificante en 
promedio. Dicho antecedente es válido para modelos como el planteado, con 100 
y 200 observaciones, que utilizan estimación por máxima verosimilitud.  
Asimismo, los Anexos  del 9 al 11, que muestran las curvas de densidad de las 
distribuciones de los coeficientes en cuestión prácticamente,  se traslapan con 
las  curvas de densidad de los casos control correspondientes, lo cual indica que 
justamente su estimación se ve poco sesgada, pese a la asimetría al usar el 
método de máxima verosimilitud.
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Figura 8 Distribución del coeficiente !""	 basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 100 para cada escenario de simulación  
1/ La línea azul es el valor 0,50 con el que se fijó !""	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia.
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Figura 9 Distribución del coeficiente !""	 basada en 500 iteraciones del modelo de simulación y un tamaño de 
muestra de 200 para cada escenario de simulación 
1/ La línea azul es el valor 0,50 con el que se fijó !""	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia. 
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Figura 10 Distribución del coeficiente !"$	 basada en 500 iteraciones del modelo de simulación y tamaño de muestra 
de 100 para cada escenario de simulación 
1/ La línea azul es el valor 0,50 con el que se fijó !"$	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia.
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Figura 11 Distribución del coeficiente !"$	 según las 500 iteraciones del modelo de simulación y tamaño de muestra 
de 200 para cada escenario de simulación 
1/ La línea azul es el valor 0,50 con el que se fijó !"$	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia.
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4.3 Resultados sobre los estadísticos de bondad de ajuste  
En esta sección se presentan los resultados obtenidos sobre los 18 escenarios 
de simulación para los estadísticos de bondad de ajuste propuestos para evaluar 
la calidad de los modelos de ecuaciones estructurales, ante las distintas 
condiciones establecidas en el plan de simulación. 
La presentación de los resultados mantiene el formato de las dos subsecciones 
presentadas previamente en este capítulo. Para cada estadístico de bondad de 
ajuste se presenta un conjunto de histogramas de la distribución de este, dado el 
cumplimiento del supuesto de normalidad multivariante (para 100 y 200 
observaciones).  
Además, se presentan la media, la desviación estándar y los percentiles 2,5 y 
97,5 de cada una de las distribuciones de los estadísticos ante las variaciones de 
asimetría positiva en las parcelas, número de parcelas con dicha asimetría y 
tamaño de muestra. Por otro lado, se presentan matrices de histogramas que 
muestran las distribuciones de los estadísticos ante las variaciones de las 
condiciones mencionadas.  
Con respecto al RMSEA, es pertinente recordar que valores de este inferiores a 
0,06 son considerados óptimos e indican un buen ajuste del modelo planteado 
(Hu y Bentler, 1998). En la figura 12 se presenta la distribución de dicha medida 
cuando todas las parcelas cumplen con el supuesto de normalidad multivariada.  
Se evidencia que para ambos tamaños de muestra, una importante mayoría de 
las iteraciones realizadas tienen un RMSEA menor o igual a 0,06. Es decir, que 
cuando se cumple el supuesto de normalidad, la mayoría de modelos tienen un 
buen ajuste. Además, evidentemente la distribución de muestreo de RMSEA es 
asimétrica positiva. 
En el cuadro 6 se muestra que la media de la distribución del RMSEA para 100 
observaciones es igual a 0,022 y la desviación estándar es igual a 0,027. En ese 
sentido, el sesgo más grande que se presenta para RMSEA con dicho tamaño 
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de muestra es igual a 0,007 (con asimetría de 2,70 en las tres parcelas). En el 
caso de la desviación estándar, el sesgo más grande es igual a 0,003.  
 
Figura 12 Distribución de la medida de bondad de ajuste RMSEA, basada en 
las 500 iteraciones del modelo de simulación cuando el tamaño de muestra es 
igual a 100 y a 200 y una distribución multinormal en las parcelas, con los 
percentiles 2,5 y 97,5 
Fuente: Elaboración propia. 
 
Con 200 observaciones, en el caso control, la media de la distribución de RMSEA 
con parcelas simétricas es igual a 0,017, con una desviación estándar de 0,020. 
Para este caso, el sesgo más grande del RMSEA es igual a 0,004, mientras que 
en el caso de la desviación estándar el sesgo más grande es igual a 0,002.  
Estos resultados permiten concluir que las distribuciones del RMSEA con 200 
observaciones presentan menor variación. Aunado a esto, con dicho n (dado los 
tamaños de los percentiles y las desviaciones estándar) hay menor probabilidad 
de que los modelos tengan RMSEA mayores a 0,06. Es decir, que hay menor 
probabilidad de que el modelo tenga mal ajuste con 200 observaciones que con 
100 observaciones.  
Ahora bien, a nivel general pese a los sesgos que ya se discutieron sobre las 
estimaciones de las cargas factoriales y los coeficientes del modelo estructural, 
dada la presencia de asimetría, el RMSEA indica que ante todos los escenarios 
de simulación hay buen ajuste en los diversos modelos simulados. 
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Cuadro 6 Media, desviación estándar, percentiles 2,5 y 97,5 de las estimaciones 
de RMSEA, en las 500 iteraciones para cada escenario de simulación 
Escenario de simulación 
RMSEA Variables 
medibles 
modificadas 
Nivel de 
asimetría !" # $%,' $(),' 
n=100      
Control 0 0,022 0,027 0,000 0,083 
y1 0,7 0,025 0,029 0,000 0,088 
y1 1,7 0,025 0,028 0,000 0,083 
y1 2,7 0,025 0,028 0,000 0,083 
y1, y2 0,7 0,024 0,028 0,000 0,082 
y1, y2 1,7 0,027 0,030 0,000 0,091 
y1, y2 2,7 0,026 0,028 0,000 0,084 
y1, y2, y3 0,7 0,028 0,029 0,000 0,092 
y1, y2, y3 1,7 0,026 0,028 0,000 0,083 
y1, y2, y3 2,7 0,029 0,030 0,000 0,086       
      
n=200      
Control 0 0,017 0,020 0,000 0,060 
y1 0,7 0,015 0,019 0,000 0,055 
y1 1,7 0,016 0,019 0,000 0,057 
y1 2,7 0,015 0,019 0,000 0,056 
y1, y2 0,7 0,016 0,019 0,000 0,057 
y1, y2 1,7 0,018 0,020 0,000 0,059 
y1, y2 2,7 0,018 0,020 0,000 0,061 
y1, y2, y3 0,7 0,017 0,019 0,000 0,056 
y1, y2, y3 1,7 0,018 0,021 0,000 0,061 
y1, y2, y3 2,7 0,021 0,022 0,000 0,064 
Fuente: Elaboración propia. 
 
En las figuras 13 y 14 se presentan las matrices de histogramas que muestran 
las distribuciones de RMSEA en los diversos escenarios de simulación. Dichos 
histogramas muestran lo esperado tanto para las simulaciones con 100 
observaciones como para 200, que son similares entre sí, tomando en cuenta la 
información expuesta en el cuadro 5. Además, se visualiza que, para un tamaño 
de muestra de 200, las distribuciones presentan menos variación.   
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Figura 13 Distribución de RMSEA, basada en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia.
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Figura 14 Distribución de RMSEA, basada en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación, con los percentiles 2,5 y 97,5  
Fuente: Elaboración propia. 
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El segundo estadístico de bondad de ajuste que fue calculado durante las 
simulaciones fue el SRMR. Los valores para dicho estadístico oscilan entre 0,0 y 
1,0 y los modelos bien ajustados obtienen valores inferiores a 0,05. Sin embargo, 
valores tan altos como 0,08 se consideran aceptables. 
En la figura 15 se muestran los histogramas de las distribución de SRMR en los 
escenarios de simulación control con los dos tamaños de muestra estudiados. 
Dichas distribuciones muestran que de todas las iteraciones de los modelos con 
100 y 200 observaciones se obtuvieron valores aceptables para SMRM, donde 
en el caso del último tamaño de muestra los valores tienden a ser más pequeños. 
 
 
Figura 15 Distribución de la medida de bondad de ajuste SRMR, basada en 500 
iteraciones del modelo de simulación cuando el tamaño de muestra es igual a 100 
y a 200 y con hay distribución multinormal en las parcelas, con los percentiles 2,5 
y 97,5 
Fuente: Elaboración propia. 
 
El cuadro 7 muestra que la media de la distribución del SRMR para 100 
observaciones es igual a 0,046 cuando las parcelas poseen distribuciones 
normales, con una desviación estándar de 0,008. Con este tamaño de muestra 
el sesgo de mayor magnitud para SRMR es igual a 0,002, mientras que el sesgo 
de mayor magnitud en la desviación estándar es de 0,001. 
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Con 200 observaciones, cuando no hay asimetría en las variables indicadoras, el 
promedio de la distribución de SRMR es de 0,033 y la desviación estándar es 
igual a 0,006. En este caso, el máximo sesgo de SRMR es igual a 0,001, mientras 
que el máximo sesgo en la desviación estándar de SRMR es de 0,001. 
 
Cuadro 7 Media, desviación estándar, percentiles 2,5 y 97,5 de las estimaciones 
de SRMR, en las 500 iteraciones para cada escenario de simulación 
Escenario de simulación 
SRMR Variables 
medibles 
modificadas 
Nivel de 
asimetría !" # $%,' $(),' 
n=100      
Control 0 0,046 0,008 0,033 0,065 
y1 0,7 0,046 0,009 0,030 0,065 
y1 1,7 0,046 0,008 0,031 0,064 
y1 2,7 0,047 0,008 0,032 0,064 
y1, y2 0,7 0,046 0,008 0,033 0,063 
y1, y2 1,7 0,047 0,009 0,032 0,067 
y1, y2 2,7 0,047 0,008 0,032 0,063 
y1, y2, y3 0,7 0,047 0,008 0,033 0,065 
y1, y2, y3 1,7 0,046 0,008 0,030 0,065 
y1, y2, y3 2,7 0,048 0,008 0,033 0,065       
      
n=200      
Control 0 0,033 0,006 0,023 0,044 
y1 0,7 0,033 0,005 0,023 0,044 
y1 1,7 0,033 0,005 0,023 0,044 
y1 2,7 0,032 0,005 0,023 0,043 
y1, y2 0,7 0,033 0,006 0,023 0,045 
y1, y2 1,7 0,033 0,005 0,023 0,044 
y1, y2 2,7 0,033 0,006 0,024 0,046 
y1, y2, y3 0,7 0,033 0,005 0,023 0,043 
y1, y2, y3 1,7 0,033 0,006 0,023 0,046 
y1, y2, y3 2,7 0,034 0,006 0,023 0,046 
Fuente: Elaboración propia. 
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Se puede destacar que ambos tamaños de muestra presentan sesgos 
insignificantes a nivel práctico, tanto en las medias del SRMR como en sus 
respectivas desviaciones estándar. Asimismo, tomando en cuenta los valores 
que presentan en promedio los SRMR en las distribuciones obtenidas a partir de 
los 18 escenarios de simulación, se puede concluir que las asimetrías planteadas 
en las variables medibles no generan mayores sesgos en dicho estadístico de 
bondad de ajuste. Aunado a esto, cabe mencionar que los promedios de los 
SRMR obtenidos por cada distribución permiten siempre concluir que el modelo 
posee un buen ajuste. 
En las figuras 16 y 17 se presentan las matrices de los histogramas de las 
distribuciones del SRMR en los escenarios de simulación planteados para 100 y 
200 observaciones en la muestra de cada modelo en las quinientas repeticiones. 
En general, se puede observar que los histogramas tienden hacia una 
distribución normal en los 18 histogramas. Además, más del 95% de las 
repeticiones de los modelos simulados obtienen valores del SRMR satisfactorios, 
para 100 observaciones, mientras que, cuando las simulaciones se realizan con 
200 observaciones, todas las iteraciones presentan un modelo con buen ajuste. 
Al visualizar los histogramas, se puede concluir que estos son muy similares entre 
sí, según tamaño de muestra. Sin embargo, se puede notar que cuanto más 
aumente la magnitud de la asimetría positiva, se ve un ligero alargamiento de la 
cola derecha de los histogramas, lo cual explica el crecimiento de la desviación 
estándar según el aumento de la asimetría, tal como lo muestra el cuadro 7. 
Lo relevante sobre el alargamiento de la cola derecha en los histogramas al 
aumentar la asimetría, es que solo para tamaños de muestra de 100 
observaciones dicha cola llega a tomar valores de SRMR mayores a 0,08. Ahora, 
no se puede considerar que eso sea un caso que se deba a la asimetría positiva 
en las parcelas, pues ese patrón se mantiene para el histograma del caso control 
para ese tamaño de muestra. 
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Figura 16 Distribución de SRMR, basada en las 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia. 
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Figura 17 Distribución de SRMR, basada en 500 iteraciones del modelo de simulación cuando el tamaño de muestra 
es de 200 para cada escenario de simulación, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia.
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En el caso del GFI, es importante recordar que, según este estadístico, el modelo 
es aceptable cuando su valor es mayor a 0,90 (Hu y Benter,1998 y 1999). En la 
figura 18 se presenta la distribución del GFI según las 500 iteraciones del modelo 
de simulación para el caso en el cual se cumple con el supuesto de distribución 
de las variables medibles.  
Dicho gráfico muestra un patrón similar al estudiado para los casos control del 
SRMR. En ambos histogramas, todas la iteraciones de los modelos poseen  un 
ajuste satisfactorio pues son mayores a 0,90 (ello ante una interpretación 
conservadora del GFI). Además, tanto el histograma para simulaciones con 
tamaños de muestra de 100 observaciones como el de 200 observaciones 
presentan una distribución que tiende a la normalidad, pero el último n presenta 
una variabilidad menor.  
 
 
Figura 18 Distribución de la medida de bondad de ajuste GFI, basada en 500 
iteraciones del modelo de simulación cuando el tamaño de muestra es igual a 
100 y a 200 y con hay distribución multinormal en las parcelas, con los 
percentiles 2,5 y 97,5 
Fuente: Elaboración propia. 
 
El histograma de la distribución del GFI con un tamaño de muestra de 100 
observaciones para el caso control (en la figura 18) tiene una media de 0,950 con 
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una desviación estándar es igual a 0,013. Al analizar el cuadro 8, las 
distribuciones de dicho estadístico con el mismo tamaño de muestra, el sesgo 
más grande es de -0,003 en el promedio del GFI y de 0,001 en la desviación 
estándar. 
 
Cuadro 8  Media, desviación estándar, percentiles 2,5 y 97,5 de las estimaciones 
de GFI, en las 500 iteraciones para cada escenario de simulación 
Escenario de simulación 
GFI Variables 
medibles 
modificadas 
Nivel de 
asimetría !" # $%,' $(),' 
n=100      
Control 0 0,950 0,013 0,921 0,971 
y1 0,7 0,950 0,014 0,919 0,974 
y1 1,7 0,950 0,014 0,924 0,974 
y1 2,7 0,949 0,013 0,922 0,972 
y1, y2 0,7 0,950 0,013 0,921 0,974 
y1, y2 1,7 0,948 0,014 0,915 0,970 
y1, y2 2,7 0,949 0,013 0,919 0,973 
y1, y2, y3 0,7 0,948 0,014 0,915 0,971 
y1, y2, y3 1,7 0,949 0,014 0,921 0,974 
y1, y2, y3 2,7 0,947 0,014 0,917 0,971       
      
n=200      
Control 0 0,974 0,007 0,957 0,986 
y1 0,7 0,974 0,007 0,960 0,986 
y1 1,7 0,974 0,007 0,959 0,986 
y1 2,7 0,974 0,007 0,959 0,986 
y1, y2 0,7 0,974 0,008 0,958 0,986 
y1, y2 1,7 0,974 0,007 0,958 0,986 
y1, y2 2,7 0,973 0,008 0,958 0,986 
y1, y2, y3 0,7 0,974 0,007 0,959 0,987 
y1, y2, y3 1,7 0,973 0,008 0,956 0,986 
y1, y2, y3 2,7 0,972 0,008 0,954 0,986 
Fuente: Elaboración propia 
 
Para las simulaciones con 200 observaciones en cada una de las repeticiones de 
la estimación del modelo estructural, en el escenario control donde hay 
normalidad en las parcelas del modelo, la media de la distribución del GFI es 
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igual a 0,974, con una desviación estándar igual a 0,007. Al analizar las 
distribuciones de dicho estadístico en los nueve escenarios de simulación con 
dicho tamaño de muestra, el sesgo más grande es de -0,002 en el promedio del 
GFI y de 0,001 en la desviación estándar. 
Las matrices de histogramas de las distribuciones de GFI para los 18 escenarios 
de simulación se presenta en las figuras 19 y 20. Los 18 histogramas presentados 
muestran una distribución normal para los GFI. Sin embargo, cabe destacar que, 
ante el aumento de la magnitud de la asimetría en las variables medibles y el 
número de parcelas con este comportamiento para la variable endógena, hay una 
ligera tendencia a la asimetría negativa en las distribuciones de dicho estadístico. 
Los histogramas de la distribución de esta medida de bondad de ajuste repiten el 
mismo patrón del SMRM. Este patrón se refiere al hecho de que cuando los 
modelos son estimados con muestras de 200, no se observan posibles valores 
de GFI menores a 0,90 que indiquen mal ajuste de los modelos.  
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Figura 19 Distribución de GFI, basada en 500 iteraciones del modelo de simulación cuando el tamaño de muestra es 
de 100 para cada escenario de simulación, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia.  
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Figura 20 Distribución de GFI, basada en 500 iteraciones del modelo de simulación cuando el tamaño de muestra es 
de 200 para cada escenario de simulación, con los percentiles 2,5 y 97,5  
Fuente: Elaboración propia.
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La última medida de bondad de ajuste estudiada fue el estadístico chi-cuadrado. 
Es importante recordar que el modelo de simulación planteado posee una 
variable endógena y dos variables exógenas, donde cada una de estas variables 
posee tres parcelas. Esto se traduce en que el estadístico chi-cuadrado posee 
24 grados de libertad en todos los modelos simulados. 
Cuando el estadístico chi-cuadrado es menor a 36,42 con 24 grados de libertad, 
con un nivel de significancia de 5%, no se rechaza la hipótesis nula de que el 
modelo estimado posee un buen ajuste. De manera que se esperaría que las 
distribuciones del estadístico chi-cuadrado tenga como valores promedios 
números menores o iguales a 36,42. 
En la figura 21 se presentan los histogramas de la distribución de chi-cuadrado 
cuando en el modelo de simulación se cumple con el supuesto de normalidad en 
las parcelas de este. En ambos histogramas se puede notar que, pese a que hay 
cierta tendencia a la normalidad en ambas distribuciones, la cola derecha de 
ambos está más alargada. Sin embargo, cabe destacar que una importante 
mayoría de las 500 repeticiones para los dos tamaños de muestra del plan de 
simulación poseen valores satisfactorios del estadístico en cuestión. 
 
Figura 21 Distribución de la medida de bondad de ajuste chi-cuadrado, basada en 500 
iteraciones del modelo de simulación cuando el tamaño de muestra es igual a 100 y a 
200 y no hay asimetría en las variables medibles, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia 
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El cuadro 9 presenta la media, la desviación estándar y los percentiles 2,5 y 97,5 
de las distribuciones del estadístico chi-cuadrado ante los diversos escenarios de 
simulación. La media de la distribución de chi-cuadrado para las 500 
simulaciones con tamaños de muestra iguales a 100 es igual a 24,65, y la 
desviación es igual a 6,83. En los nueve escenarios de simulación con ese mismo 
tamaño de muestra, el sesgo más grande en la media del estadístico en cuestión 
es igual a 1,63, mientras que en la desviación estándar ese sesgo es igual a 0,9. 
 
Cuadro 9 Media, desviación estándar, percentiles 2,5 y 97,5 del estadístico chi-
cuadrado estimadas en las 500 iteraciones para cada escenario de simulación 
Escenario de simulación 
Chi-cuadrado Variables 
medibles 
modificadas 
Nivel de 
asimetría !" # $%,' $(),' 
n=100      
Control 0 24,65 6,83 13,93 40,42 
y1 0,7 25,22 7,53 13,03 42,51 
y1 1,7 25,09 7,23 13,41 40,58 
y1 2,7 25,12 6,88 13,41 40,46 
y1, y2 0,7 25,00 7,09 13,70 40,22 
y1, y2 1,7 25,85 7,73 13,89 44,09 
y1, y2 2,7 25,60 6,91 14,12 41,41 
y1, y2, y3 0,7 25,84 7,47 13,41 44,28 
y1, y2, y3 1,7 25,31 7,27 12,37 40,50 
y1, y2, y3 2,7 26,28 7,68 14,05 41,84       
      
n=200      
Control 0 24,93 7,33 12,24 41,39 
y1 0,7 24,29 6,61 12,74 38,44 
y1 1,7 24,38 6,89 13,40 39,41 
y1 2,7 24,13 6,75 13,07 38,88 
y1, y2 0,7 24,36 6,86 12,45 39,53 
y1, y2 1,7 24,96 7,23 12,66 40,48 
y1, y2 2,7 25,13 7,42 12,70 41,81 
y1, y2, y3 0,7 24,76 6,86 12,41 39,21 
y1, y2, y3 1,7 25,42 7,54 13,14 42,03 
y1, y2, y3 2,7 26,26 8,02 13,10 43,81 
Fuente: Elaboración propia. 
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En el caso de las simulaciones con n igual a 200, en el caso control la media de 
la distribución de chi-cuadrado es igual a 24,93 y la desviación estándar es 7,33. 
Ambos valores, ligeramente más pequeños que los escenarios con 100 
observaciones. El sesgo más grande de los nueve escenarios con 200 
observaciones en la media de las distribuciones del estadístico en cuestión es 
igual a 1,33, mientras que el sesgo máximo para la desviación es igual a 0,69.  
Las representación gráfica de las distribuciones de chi-cuadrado para los 18 
escenarios de simulación se presentan en las figuras 22 y 23. Sobre estas 
matrices de histogramas se puede ver que las distribuciones tienen una ligera 
asimetría positiva, sin importar el tamaño de muestra. Es decir, las distribuciones 
poseen colas derechas más alargadas, pero, al analizar los histogramas en su 
conjunto (incluso los del escenario control), no se puede concluir que se deba a 
la magnitud de la asimetría en las parcelas de la variable endógena, debido a que 
los histogramas de los casos que cumplen con el requisito de la normalidad 
multivariante en las indicadoras también poseen esta característica. 
En general, sobre las medidas de bondad de ajuste, se puede concluir que los 
resultados de la simulaciones sugieren que ajustar el modelo de simulación con 
un tamaño de muestra cercano a 200 observaciones cuando existe asimetría en 
las parcelas es una mejor decisión. Sin embargo, es notorio que el estadístico 
chi-cuadrado es el más volátil de las cuatro medidas estudiadas y que posee 
mayor probabilidad de concluir que el modelo tiene un ajuste inadecuado. 
En ese sentido, se ha encontrado que cuantas más observaciones se tengan 
para estimar el modelo, es más probable que se obtengan RMSEA, SRMR, GFI 
y estadísticos chi-cuadrado que indiquen adecuadas bondades de ajuste en los 
modelos. Esto se puede concluir al estudiar los estadísticos descriptivos y los 
histogramas de los estadísticos expuestos anteriormente. 
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Figura 22 Distribución del estadístico chi-cuadrado, basada en 500 iteraciones del modelo de simulación cuando el tamaño 
de muestra es de 100 para cada escenario de simulación, con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia.  
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Figura 23 Distribución del estadístico chi-cuadrado, basada en 500 iteraciones del modelo de simulación cuando el tamaño 
de muestra es de 200 para cada escenario de simulación con los percentiles 2,5 y 97,5 
Fuente: Elaboración propia.
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Es importante hacer un llamado de atención sobre esta subsección. Los 
hallazgos discutidos sobre los estadísticos de bondad de ajuste se han realizado 
evitando conclusiones sobre tendencias del comportamiento de los estadísticos 
conforme aumenta la magnitud de la asimetría positiva en las variables medibles. 
Ello se debe a que, en general, no hay evidencia de que los sesgos en  las 
medias, desviaciones, percentiles 95 crezcan a medida que se aumenta la 
asimetría positiva en las parcelas de la variable endógena.  
4.4 Conclusiones   
Luego de exponer los resultados obtenidos sobre las simulaciones ejecutadas 
según el plan de simulaciones propuesto en el capítulo anterior, es importante 
recordar que el alcance de estos es limitado al modelo de simulación planteado. 
Este modelo es estimado por máxima verosimilitud y consta de una variable 
endógena con dos variables exógenas, en el que cada una de estas tiene tres 
parcelas. 
Además, es importante mencionar que la asimetría positiva solo fue aplicada en 
las parcelas de la variable endógena. Por tanto, las seis variables indicadoras de 
las variables exógenas cumplían con el supuesto de distribución multinormal que 
exige el método de estimación empleado. 
A nivel general, el resultado que más destaca es que son las cargas factoriales 
de la variable endógena !"##, 	!"&# , 	!"'# 	los coeficientes que sufren mayores 
sesgos cuando la asimetría positiva en las correspondientes parcelas es mayor 
a 0,70 y menor o igual a 2,70.  
Estos sesgos tomaron valores máximos de 0,01 o 0,02,  lo cual  se traduce en 
que la relación entre las parcelas y la variable endógena con el constructo que 
representan se debilita mínimamente. A nivel práctico el sesgo no es tan grande 
como para hacer concluir al analista que las variables indicadoras no representan 
adecuadamente el constructo con el que se está trabajando; es decir, la relación 
con costos se debilita y no desaparece o se diluye. 
  
83 
Con esto, lo que se quiere decir es que, cuando se tiene evidencia de varias 
investigaciones previas donde para un contexto en específico (ya sea un grupo 
social o contexto cultural), un conjunto de variables o una escala psicométrica 
representa adecuadamente un constructo, pese a la existencia de asimetría 
positiva entre 0,70 y 2,70 en la distribución de las tres parcelas de la variable 
endógena, las cargas factoriales obtenidas presentan un sesgo que reduce su 
relación con el constructo, pero no afecta las estimaciones restantes del modelo.  
Se debe destacar que tampoco se afecta el desempeño a nivel empírico de la 
teoría que respalda el modelo en términos de los coeficientes de regresión. Lo 
anterior se apoya en el hecho de que tanto los coeficientes del modelo estructural 
como las cargas factoriales de las variables exógenas y las medidas de bondad 
de ajuste, no presentan sesgos importantes, que lleven a concluir que la asimetría 
positiva en las parcelas de la variable endógena afecte estas estimaciones de 
manera relevante a nivel práctico (cuando estas son realizadas con estimación 
por máxima verosimilitud). 
Ahora bien, la estimación por máxima verosimilitud se muestra muy robusta a la 
asimetría igual a 0,70 en cualquiera de las variantes del resto de las condiciones 
de simulación (tamaño de muestra y número de parcelas asimétricas). Esto no 
solo para las cargas factoriales, sino, en general, para los coeficientes cuyos 
comportamientos fueron estudiados.  Por tanto, con asimetrías positivas de esta 
magnitud (menores o iguales a 0,70), el uso de este método de estimación es 
muy satisfactorio. 
Otro hallazgo obtenido con estas simulaciones es que las cargas factoriales que 
se ven afectadas por la asimetría, son las que tienen la parcela con 
incumplimiento del supuesto de distribución normal. Es decir, si de las tres 
parcelas de la variable latente solo una tiene asimetría, solo la carga 
correspondiente a esa parcela presentará sesgo, las restantes no. 
Finalmente, sobre las medidas de bondad de ajuste RMSEA, GFI, SRMR y el 
estadístico chi-cuadrado, se puede señalar que es preferible estimar los modelos 
con 200 observaciones. Esto, debido a que las distribuciones de estos 
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estadísticos comprendían rangos de valores que indicaban ajustes satisfactorios 
o muy buenos del modelo en un 95% o más de las iteraciones de las 
simulaciones; esto, sin importar el número de parcelas asimétricas o el número 
de parcelas asimétricas de la variable endógena. 
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5.  EL CASO EMPÍRICO: ASIMETRÍA POSITIVA EN 
EL MODELO DE ECUACIONES ESTRUCTURALES 
PARA LA VISUALIZACIÓN ESPACIAL  
En este capítulo se realiza la aplicación de los hallazgos de las simulaciones a 
un caso empírico de un modelo de ecuaciones estructurales con una variable 
endógena y dos exógenas, en el que el supuesto de normalidad no se cumple en 
las variables observadas de la variable endógena. Ello, con el fin de mostrar la 
utilidad de los resultados del capítulo anterior e ilustrar cómo aplicarlos en casos 
de análisis empíricos. 
El modelo que se estima busca analizar la relación entre las habilidades en 
visualización espacial y las habilidades cuantitativas, tomando en cuenta también 
el capital económico y cultural de estudiantes de la Universidad de Costa Rica 
(UCR). Lo anterior se lleva a cabo utilizando una muestra (no aleatoria) de 
estudiantes que realizaron la Prueba de Habilidades Cuantitativas (PHC) de la 
UCR en el 2016. 
Tomando en cuenta lo anterior, este capítulo se segmenta en cuatro secciones, 
que se desarrollan a continuación: 1) presentación de la población de estudio y 
la muestra del caso empírico, 2) descripción del modelo de ecuaciones 
estructurales y las variables de este, 3) relación del modelo planteado con el 
estudio de simulación que se presenta en esta investigación,  y 4) comparación 
de los resultados del modelo estimado por el método de máxima verosimilitud y 
el mismo modelo estimado con tres métodos robustos al incumplimiento del 
supuesto de multinormalidad en las parcelas y las conclusiones del caso en 
cuestión.  
5.1 Población de estudio y muestra 
Como se menciona anteriormente, el modelo empírico que se estima en este 
capítulo se calcula a partir de los datos de un conjunto de estudiantes de la UCR 
que realizaron la Prueba de Habilidades Cuantitativas (PHC) en el 2016. Es 
  
86 
importante mencionar que esta prueba se ha aplicado desde el 2015 en dicha 
institución. La PHC es una prueba estandarizada de 40 ítems de selección única, 
que mide la habilidad para enfrentarse y resolver problemas matemáticos de 
aritmética, geometría, álgebra y análisis de datos, de personas que buscan 
ingresar a estudiar a ciertas carreras de este centro de estudios superiores. 
De acuerdo con el Marco teórico de la Prueba de Habilidades Cuantitativas (HC) 
de la Universidad de Costa Rica del Instituto de Investigaciones Psicológicas de 
la Universidad de Costa Rica, dicha prueba nace en el marco de un objetivo del 
proyecto de investigación denominado “Construcción de pruebas específicas 
para ingreso a carrera” (Rojas, Ordóñez, Herrera y Mora, s.f.).  
Este proyecto es originado en el acuerdo del Consejo Universitario de la sesión 
4836 13-10-2003, el cual expresa que “(la administración), con las unidades 
académicas y en coordinación con el Instituto de Investigaciones Psicológicas 
(IIP), analicen la pertinencia de incorporar pruebas particulares estandarizadas 
de ingreso a carrera, y se proporcione los recursos necesarios para realizar este 
propósito” (Consejo Universitario, 2003). 
Este acuerdo es la consecuencia de que algunas carreras arrastren problemas  
derivados del sistema de admisión a la Universidad; ello, debido a que “varios de 
los programas de estudio de la UCR llenaban sus cupos con personas que 
deseaban trasladarse de carrera, lo cual no siempre era posible y traía como 
consecuencia el aumento de la deserción o bajas tasas de graduación (dado que 
varias carreras tenían porcentajes importantes de personas con perfiles de 
entrada lejanos a los esperados por las carreras). Como medida remedial para 
estas situaciones se consideró pertinente involucrar aspectos específicos de las 
carreras en el proceso de admisión a la UCR, lo cual posibilitaría que las 
personas que ingresaran a las carreras tuvieran las habilidades necesarias para 
desempeñarse exitosamente en las mismas (sic)” (Rojas, Ordóñez, Herrera y 
Mora, s.f., p. 1). 
Durante el desarrollo del proyecto de investigación mencionado, se observó que 
era necesario mejorar el proceso de selección en varias carreras que utilizaban 
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la matemática de forma considerable. Por lo tanto, se decidió elaborar una prueba 
que evaluara las habilidades necesarias para desempeñarse exitosamente en 
estas, entre las cuales destacaba el razonamiento cuantitativo, naciendo 
entonces la PHC (Rojas, Ordóñez, Herrera y Mora, s.f.).   
Cuando se generó la prueba, los investigadores a cargo de la misma, tomaron 
como referente teórico a Dwyer, Gallagher, Levin y Morley (citado en Rojas, 
Ordóñez, Herrera y Mora, s.f.), quienes definen el razonamiento cuantitativo 
como la habilidad para analizar información cuantitativa y determinar cuáles 
destrezas y procedimientos pueden ser aplicados para obtener la solución de un 
problema particular o, simplemente, la habilidad para resolver problemas 
matemáticos (Dwyer et al., 2003). 
Lo anterior tiene como condición que estos problemas difieren sustancialmente 
de los procesos algorítmicos de la matemática, pues en esos problemas la parte 
algorítmica es solo un elemento dentro de la resolución. Entonces, dicho de otra 
manera, el razonamiento cuantitativo es la habilidad para resolver problemas 
matemáticos no procedimentales (citado en Rojas, Ordóñez, Herrera y Mora, 
s.f.)10. 
Desde el 2015 y 2016 dicha prueba es obligatoria para ingresar a la licenciatura 
en Farmacia, el bachillerato y licenciatura en Química, el bachillerato en Física, 
el bachillerato y licenciatura en Meteorología, el bachillerato y licenciatura en 
Matemática, bachillerato y licenciatura en Ciencias Actuariales, y bachillerato en 
Estadística. En el 2017 se hizo obligatoria para ingresar a estudiar licenciatura en 
                                               
10 Los atributos propuestos para explicar la dificultad de la PHC fueron: niveles de deducción, 
inducción, visualización y comparación de cantidades que requiere el ítem para su resolución; 
cantidad de hipótesis, contenidos matemáticos, algoritmos algebraicos y algoritmos aritméticos 
que están presentes en el ítem; además si el ítem exige para su solución el planteamiento de 
alguna ecuación o el análisis de cada opción por separado (Rojas, 2013).  
Aunado a lo anterior, la investigación de Álvarez, Molina y Salazar; la cual fue empleada para 
justificar la creación de la prueba, encontró cuáles habilidades eran necesarias para obtener éxito 
académico en la Universidad de Costa Rica. Parte de los elementos extraídos de dicha 
investigación fue que las aptitudes de interés para el desarrollo de la PHC son: la intuición, 
capacidad de análisis, abstracción, habilidad para interpretar modelos matemáticos, habilidades 
operativas, interpretación de problemas y la solución de estos (citado en Rojas, 2013).  
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Ingeniería de Alimentos y la licenciatura en Ingeniería Eléctrica y en el 2018, 
también se convirtió en un requisito para entrar al bachillerato y licenciatura en 
Geología y la licenciatura en Ingeniería Mecánica e Ingeniería Mecánica con 
énfasis en protección contra incendios. 
Lo anterior es de interés, porque el modelo estimado solo emplea los resultados 
de la PHC de un subconjunto de los estudiantes que ingresaron a alguna de las 
carreras que solicitaba dicha prueba como requisito de admisión en el año 
201711, luego de realizar la prueba en el 2016.  
En ese sentido, es pertinente traer a colación que la cantidad máxima de 
estudiantes de primer ingreso que entraron a estas carreras fue de 424, pues esa 
es la cantidad de cupos que se abrieron para el proceso de admisión del 2017, 
tal como se muestra en el cuadro 10. Sin embargo, cabe destacar que dicho 
grupo de estudiantes deben estar matriculados en por lo menos una materia para 
haber finalizado su proceso de admisión a la Universidad; por lo tanto, no se sabe 
con certeza cuántos de ellos ingresaron a las aulas universitarias en el primer 
ciclo de dicho año lectivo. 
Por otro lado, existen tres modalidades más de ingreso a carrera: por nota de 
admisión entre estudiantes, por rendimiento académico y por excelencia 
académica. Ello implica que la población de estudio podría tomar un valor máximo 
de 611 estudiantes, tal como lo presenta la siguiente tabla: 
 
 
 
 
Cuadro 10 Cupos disponibles para ingreso a carrera según modalidad de ingreso 
a carrera en el 2016 
Carreras Cupos para admisión 
Cupos para 
ingreso por 
Cupos para 
ingreso por 
Cupo para 
ingreso por Total 
                                               
11 En el cuadro 10 se enumeran las carreras que solicitaban la PHC para ingresar en estas en el 
año 2017. 
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de 
primeros 
ingresos 
nota de 
admisión 
para 
estudiantes 
rendimiento 
académico 
excelencia 
académica 
Bachillerato en Estadística 80 22 9 14 125 
Bachillerato en Física 93 17 7 11 128 
Bachillerato y Licenciatura en 
Ciencias Actuariales 46 11 4 7 68 
Bachillerato y Licenciatura en 
Matemáticas 32 10 4 6 52 
Bachillerato y Licenciatura en 
Meteorología 18 5 2 3 28 
Bachillerato y Licenciatura en 
Química 66 17 7 11 101 
Licenciatura en Farmacia 89 10 4 6 109 
Total 424 92 37 58 611 
Fuente: Resoluciones VD-R-9437-2016 y VD-R-9439-2016 de la Vicerrectoría de Docencia (2016a, 2016b). 
Tomando lo anterior en cuenta, en aras de obtener datos de los estudiantes de 
dichas carreras, se les aplicaron una serie de test y un cuestionario 
autosuministrado a las personas que se matricularon en cursos de primer año de 
carrera impartidos del I y II ciclos del 2017. En el cuadro 11 se presenta un 
resumen del número de grupos por carrera en el que se recolectaron los datos. 
Cuadro 11 Cursos de las carreras que aplicaron la PHC en el 2016, en el cual se 
realizó la recolección de datos 
Carrera Nombre del curso Número de grupos Semestre 
Bachillerato en Estadística Estadística Introductoria I 5 I 
Bachillerato y Licenciatura en Química Química General I 1 I 
Licenciatura en Farmacia Física aplicada a la Farmacia 3 I 
Bachillerato en Física Física general para 
Físicos 1 II Bachillerato y Licenciatura en Meteorología 
Bachillerato y Licenciatura en Ciencias 
Actuariales Cálculo en una variable 1 II Bachillerato y Licenciatura en Matemáticas 
Fuente: Elaboración propia. 
    
En total, se entrevistan a 245 estudiantes. Los instrumentos completados por los 
estudiantes fueron codificados y digitados por la Unidad de Servicios Estadísticos 
de la Escuela de Estadística.  
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Al finalizar el proceso de digitación, la base obtenida se unificó con una base 
brindada por el IIP, que contiene los resultados de la PHC de los estudiantes que 
hicieron dicha prueba en el 2016 (utilizando como variable llave el número de 
cédula). Al concluir el proceso de unificación de las bases, el tamaño de muestra 
se redujo a 155. 
5.2 Los datos y el modelo  
Para estimar el modelo que se presenta posteriormente en esta sección, se 
utilizan dos fuentes de datos. Por un lado, el departamento encargado de la PHC 
en el IIP y, por otro lado, los datos obtenidos de las entrevistas autosuministradas 
a los 155 estudiantes de la muestra.  
La primera fuente de datos aporta información sobre los resultados de la Prueba 
de Habilidades Cuantitativas, una de las variables del modelo en cuestión. 
Específicamente se trabaja con la calificación (correcto o incorrecto) de cada uno 
de los 40 ítems realizados en la prueba.  
Dada la relevancia de la información de la prueba para definir las personas 
admitidas en las carreras ya señaladas, la calidad de la información obtenida de 
parte del IIP es alta. Concretamente, en términos de la estimación del modelo, 
esto se traduce en que no hay valores perdidos en este conjunto de datos.  
De la segunda fuente de datos se obtiene información de las personas 
estudiantes, que configuran las dos variables restantes del modelo:  
1) Habilidades visoespaciales: a partir de la escala construida por Gerardo 
Prieto (Prieto, G; Carro, J; Orgaz, B y Pulido, R, 1993). Dichas habilidades, de 
acuerdo con French (1951), consisten en la habilidad de comprender y realizar 
movimientos imaginarios en espacios tridimensionales o la habilidad de 
manipular objetos con la imaginación12.  
                                               
12 Por otro lado, Lohman concluyó que las habilidades espaciales o visoespaciales pueden ser 
definidas como la habilidad de generar, retener y manipular imágenes visuales abstractas. Al nivel 
más básico, el pensamiento espacial requiere la habilidad de codificar, recordar, transformar y 
atender a estímulos espaciales. En ese sentido, esta es la habilidad para realizar ejercicios que 
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2) Capital: Esta se operacionaliza mediante la escala de capital económico 
y cultural de las Pruebas de PISA, cuyos ítems exploran la tenencia de ciertos 
bienes materiales en los hogares de la persona entrevistada, como libros, 
instrumentos musicales, enciclopedias, carros, motocicletas, computadoras, 
televisores, entre otros.   
Sobre la calidad de esta fuente de datos, cabe destacar que todos estos 
instrumentos han sido validados previamente, por lo cual aportan información de 
alta calidad psicométrica para la medición de los constructos de interés. Además, 
no registran valores perdidos en las respuestas de los ítems. 
Un elemento relevante sobre el test de visualización espacial es que 
originalmente este contiene 26 ítems y posee un coeficiente de Kuder-Richardson 
(KR20) de 0,92, lo cual indica que la escala posee una alta fiabilidad (Prieto, G; 
Carro, J; Orgaz, B y Pulido, R, 1993). El tiempo de aplicación de esta prueba es 
de 40 minutos; por tanto, en aras de reducir el tiempo de aplicación a 20 minutos 
y adecuarlo al tiempo con el se contaba para aplicar la totalidad de los 
cuestionarios a los y las estudiantes por grupo, se decidió aplicar una reducción 
de la prueba a 14 ítems (los 13 ítems impares más el ítem 26).  
Esta solución toma en cuenta que los ítems están ordenados por dificultad 
creciente, y según la ecuación de la profecía de Spearman-Brown, a la selección 
de preguntas realizada se le pronostica una confiabilidad alta de 0,8513.  
                                               
involucren relaciones espaciales, orientaciones espaciales y visualización (citado en Carroll, 
1993). 
Para Carroll, la capacidad espacial no es un proceso unitario y puede descomponerse en varias 
formas distintas, lo cual ha sido confirmado por diversas investigaciones. Los estudios analíticos 
de factores de las tareas de capacidad espacial a menudo apuntan a dos habilidades espaciales 
distintas, visualización y orientación. La visualización se refiere a la capacidad de girar 
mentalmente y manipular objetos, mientras que la orientación se refiere a la capacidad de retener 
la orientación espacial con respecto al propio cuerpo (Kaufman, 2006). 
 
13 La fórmula de predicción de Spearman-Brown, también conocida como fórmula o ecuación de 
profecía Spearman-Brown, es una fórmula que relaciona la fiabilidad psicométrica con el tiempo 
de duración de la aplicación de la prueba. Es decir, la fiabilidad de una prueba después de 
cambiar la longitud de esta (Allen y Yen, 1979).  
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El análisis de confiabilidad y validez  de las escalas de capital y de visualización 
espacial muestra que ambas poseen las características deseadas en los análisis 
psicométricos14. Específicamente, para la escala de capital el Alfa de Cronbach 
es igual a 0,824 para los 24 ítems y el primer factor explicaba un 21,25% de la 
varianza. En el caso de la escala de visualización espacial, que contaba con 14 
ítems, el Alfa de Cronbach es igual 0,751, y el primer factor explica un 26,09% 
de la varianza. 
Una vez presentadas las fuentes de datos y las tres variables que se van a utilizar 
en el modelo, a continuación se presenta el modelo de ecuaciones que se estima 
para poner en práctica los hallazgos del capítulo anterior. 
donde:  () = Capital (CA). 
                                               
14 Para llevar a cabo el análisis de confiabilidad y validez de una escala, se realizaron dos análisis: 
por un lado, la estimación de la validez del constructo de cada instrumento se analizó por medio 
de un análisis factorial de componentes principales con rotación PROMAX, y, por otro lado, se 
estimó la confiabilidad de cada escala utilizando el Alfa de Cronbach. 
En el caso del análisis de la validez del constructo, se utilizaron dos criterios psicométricos 
complementarios para establecer el número de factores: (1) un porcentaje de varianza explicada 
de 20% como mínimo para cada factor, y, (2) confirmación de los factores mediante el 
comportamiento del gráfico de sedimentación y la aparición del “codo” en esta. 
Por otro lado, en el caso del análisis de confiabilidad, se procuró que el Alfa de Cronbach tomara 
valores de por lo menos 0,70 y se valoró la posibilidad de eliminar ítems si se daba un 
mejoramiento del Alfa de Cronbach, pero no fue necesario, ya que ambas escala cumplían con 
este criterio.  
Una vez verificada la fiabilidad de la escala se realizó el análisis de validez. De dicho análisis se 
concluyó que las escalas cumplen con el criterio del porcentaje de varianza explicada, criterio que 
es confirmado por gráficos de sedimentación.  
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(+ = Habilidades cuantitativas (HC). ,) = Habilidades visoespaciales (VE) 
Las -. y las /. son las variables observadas que pretenden medir las variables 
exógenas y las variables endógenas respectivamente, mientras que 0. son los 
errores asociados a estas y 1) es el error asociado a la variable endógena ,).  
El objetivo de este modelo, además de ser el caso empírico de aplicación del 
hallazgo metodológico de esta investigación, es analizar si las habilidades 
cuantitativas operacionalizadas en la PHC están asociadas con las habilidades 
visuespaciales.  
Lo anterior, con el fin de comprobar el siguiente argumento: dado que la PHC 
mide las habilidades de resolución de problemas matemáticos y estas 
habilidades involucran la capacidad de visualización, se pretende verificar si la 
PHC predice las habilidades de visualización, como parte del razonamiento 
matemático que pretende evaluar en futuros estudiantes de la UCR.  
En ese sentido, es importante mencionar que la visualización es uno de los 
factores que se operacionalizan por medio de las habilidades visoespaciales 
(Carroll,1993). De hecho, Arcavi (2003) describe la visualización en términos muy 
generales como: "la capacidad, el proceso y el producto de la creación, 
interpretación, uso y reflexión sobre retratos, imágenes, diagramas, en nuestras 
mentes, en el papel o con herramientas tecnológicas, con el propósito de 
representar y comunicar información, pensar y desarrollar ideas previamente 
desconocidas y comprensiones avanzadas" (p. 217).  
En general, esto permite considerar que la matemática, dado que trata con 
objetos y entidades muy diferentes de cualquier fenómeno físico, se apoya sobre 
la visualización en sus diferentes formas y niveles, lo cual, cabe destacar no es 
un elemento exclusivo de la geometría (Arcavi, 2003). 
Por ello, es necesario evaluar los procesos y capacidades de los sujetos para 
realizar ciertas tareas que requieren “ver” o “imaginar” mentalmente los objetos, 
así como relacionar los objetos y llevar a cabo determinadas operaciones o 
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transformaciones geométricas con estos. Desde el trabajo matemático, esto se 
puede plasmar también en los momentos de abordar la resolución de problemas, 
formulación de conjeturas, entre otros (Godino, et al., 2012).  
Godino et al. (2012) proponen que la necesidad de estudiar los componentes de 
la visualización y su relación con otros procesos implicados en la actividad 
matemática. Aunado a ello, pese a la numerosas investigaciones que pretenden 
diferenciar entre los componentes de las habilidades visoespaciales, Kaufman 
(2006) señala que existe el consenso en que los procesos de visualización 
involucrados en las tareas de rotación de imágenes mentales no han recibido la 
atención que merecen como contribuyente importante y relativamente 
independiente de la manifestación de la inteligencia humana (Johnshon y 
Bouchard, citado en Kaufman, 2006). 
Además, el modelo que se plantea pretende evaluar si el capital que poseen los 
individuos (esencialmente operacionalizado sobre la tenencia de bienes 
materiales), permite predecir las habilidades visoespaciales. Ello, como una 
variable control que busca incorporar un elemento del ambiente de socialización 
de los individuos estudiados y de los estímulos con los que cuenta en su hogar.  
Ahora bien, esta explicación ayuda a dar sentido teórico a la formulación del 
modelo de ecuaciones estructurales planteado, pero no hay que perder de vista 
que el fin esencial de la estimación de este modelo es poner en práctica los 
resultados de las simulaciones en un caso de investigación real. 
Finalmente, antes de discutir los resultados del modelo en cuestión, es 
importante mencionar que las indicadoras de las variables exógenas y la 
endógenas son construidas con el método de parcelas, con base en los criterios 
de Little (2003).  
Según Little (2013), la parcelación se refiere a tomar dos o más elementos y 
“empaquetarlos” o agruparlos, promediándolos. La parcela se utiliza como 
indicador del constructo latente, en vez de los ítems originales de las escalas. En 
ese sentido, cuando se agrupa un conjunto de ítems en una parcela para generar 
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una variable medible, medir a un constructo, Little (2013) recomienda promediar 
los ítems en lugar de sumarlos.  
Lo anterior se debe a que, si se suman y los ítems difieren, las parcelas tendrán 
diferentes métricas, dando medias y varianzas materialmente diferentes. Al 
respecto, si se promedian los ítems, las parcelas tendrán métricas similares con 
medias y variaciones similares comparables15. 
La agrupación de los ítems en las parcelas se realiza entonces bajo dos criterios, 
en el siguiente orden de prioridad: (1) se agruparon los ítems por su semejanza 
en términos de su contenido temático, y (2) se agruparon los ítems según su 
semejanza en términos de sus medias.  
                                               
15 En la comunidad científica hay un debate sobre si se deben usar parcelas o no se deben utilizar. 
Sin embargo, Little (2013) expone una serie de ventajas del parcelamiento que se pueden resumir 
en dos clases: sus características psicométricas fundamentales y su comportamiento al estimar 
un modelo. 
En términos de las características psicométricas que aventajan la generación de parcelas sobre 
uso directo de los ítems, se pueden mencionar: mayor confiabilidad, mayor comunalidad, mayor 
proporción de varianza explicada en un único factor. Little (2013) argumenta que las parcelas 
tendrán mayor confiabilidad que los ítems que se usan para crearlas. Como resultado de tener 
una mayor confiabilidad, las parcelas tendrán una mayor variación de puntuación verdadera que 
los ítems, lo que también hará que las cargas de los factores sean más fuertes, aumentando la 
comunalidad.  
Además, Little (2013) agrega que esas tres características mencionadas de las parcelas son 
buenas cuando se trata de ajustar un modelo SEM. Además, la generación de parcelas colabora 
en que se cumpla el supuesto distributivo de las variables medibles, o sea, es más probable que 
las parcelas se distribuyan normalmente que los ítems. 
Por otro lado, los modelos con parcelas en oposición a los ítems tienen: menor cantidad de 
parámetros que estimar en el modelo, menor probabilidad de residuos correlacionados y reducen 
las fuentes del error de muestreo. 
De acuerdo con la definición de este autor (Little, 2013) la variabilidad de muestreo es la 
variabilidad inherente en torno a los valores de población reales cuando se realiza la estimación 
de un parámetro a partir de un modelo estadístico que se produce cuando se extraen diversas 
muestras de la población. Concretamente, lo que él desea señalar es que cualquier muestra 
puede desviarse de los valores de población hasta cierto punto.  
Para Little (2013), parcelar reduce la variabilidad de muestreo dada la muestra seleccionada y la 
inadaptación del modelo propuesto en la población. Los beneficios de reducir la probabilidad de 
residuos correlacionados y cargas duales a un factor son aspectos de cómo las parcelas reducen 
la variabilidad de muestreo (una carga doble o residual correlacionado podría ser solo una 
fluctuación de muestreo) o inadaptación poblacional (una carga doble o el residuo correlacionado 
podría ser cierto para los datos del ítem en la población, pero ya no sería cierto para los datos a 
nivel de parcelas en la población). 
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5.3 Relación del modelo propuesto con los hallazgos de simulación 
El análisis empírico propuesto está asociado con la simulación expuesta en el 
capítulo anterior por los siguientes factores:  
1) El tamaño de muestra es igual a 155. Un n que se ubica entre las 100 y 
200 observaciones planteadas en los 18 escenarios de simulación. 
2) Las parcelas de la variable endógena de las habilidades visoespaciales, 
no cumplen con el supuesto de normalidad y  tienen asimetría positiva con 
los siguientes valores: 0,76, 1,07 y 1,33. Estas magnitudes se encuentran 
entre los rangos de asimetría positiva evaluados en los escenarios de 
simulación. 
3) Las parcelas de la variable exógena Capital son normales y poseen las 
siguientes asimetrías: -0,34, 0,13 y -0,45. 
4) Las parcelas de la variable exógena Habilidades Cuantitativas son 
normales y poseen las siguientes asimetrías: 0,30, 0,15 y 0,47. 
Lo anterior, en el contexto de un modelo con una variable endógena y dos 
exógenas, igual al modelo de simulación planteado en el capítulo de la propuesta 
metodológica de la presente investigación. 
5.4 Comparación de los resultados del modelo estimado con máxima 
verosimilitud y otros métodos robustos al incumplimiento del supuesto de 
multinormalidad 
La estimación del modelo de simulación planteado en esta investigación se 
efectúa mediante el método de máxima verosimilitud (MV), que, como ya se ha 
mencionado en numerosas ocasiones, tiene como supuesto que la distribución 
de las variables observadas sea normal. 
Por tanto, dicho método también se usa para estimar el modelo de las habilidades 
visoespaciales introducido anteriormente, que cuenta con asimetría positiva en  
las parcelas de la variable endógena y, por tanto, incumple con el supuesto de 
multinormalidad requerido en MV.  
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En aras de analizar cuáles son los sesgos presentes en las estimaciones de este 
método, estas se compararan con las estimaciones obtenidas por otros tres 
métodos de estimación que son robustos al incumplimiento del supuesto de 
multinormalidad. Los tres métodos robustos utilizados para llevar a cabo este 
ejercicio comparativo de los resultados son:  
1) Máxima verosimilitud con media ajustada (MVM): En comparación 
con la estimación de MV, este es un enfoque robusto y depende menos 
del supuesto de distribución normal multivariante. Entonces, los 
parámetros aun se obtienen mediante la utilización del estimador 
asintótico imparcial de MV, pero los errores estándar y las estadísticas 
de prueba de chi-cuadrado se corrigen con el método de Satorra-Bentler 
(Satorra y Bentler, 1988,1994) 
2) Máxima verosimilitud robusta (MVR): Es una extensión de MLM y 
también es un enfoque robusto al supuesto de distribución normal 
multivariante. En este método de estimación, los errores estándar de 
MLR se calculan utilizando un estimador sándwich, en vez de usar la 
matriz de información de Fisher inversa, y la estadística de prueba de 
chi-cuadrado de MLR es asintóticamente equivalente a la estadística de 
prueba Yuan-Bentler T2* (Li, 2016). 
3) Máxima verosimilitud de primer orden (MVP): Es una extensión de 
MV, donde los errores estándar están basados en las derivadas de 
primer orden y no se le realiza corrección a la prueba chi-cuadrado (Li, 
2016). 
En el cuadro 12 se presentan los coeficientes estandarizados y los errores 
estándar de las cargas factoriales y los coeficientes de regresión para el modelo 
presentado en la sección 5.2. Lo anterior, como resultado del uso de cuatro 
métodos de estimación:  máxima verosimilitud (ML), máxima verosimilitud con 
media ajustada (MLM), máxima verosimilitud robusta (MVR) y máxima 
verosimilitud de primer orden (MVP). 
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El cuadro muestra que, tal y como se esperaba según los hallazgos de las 
simulaciones, las estimaciones con MV de las cargas factoriales de la variable 
endógena con parcelas que tienen asimetrías positivas con magnitudes entre 0,7 
y 1,7, prácticamente no sufren sesgos. Esto se traduce en que los resultados 
obtenidos por los métodos de estimación robustos y la MV son prácticamente 
iguales.  
Asimismo, las estimaciones de los coeficientes de regresión que cuantifican la 
relación entre los constructos, también son consistentes con los resultados de las 
simulaciones, pues prácticamente no presentan diferencias relevantes entre 
ellos. 
Es relevante señalar que este cuadro contiene los errores estándar para mostrar 
si las correcciones llevadas a cabo por los modelos robustos representaban 
diferencias relevantes en estos. Sin embargo, tanto los coeficientes 
estandarizados como los errores estándar son iguales para todos los métodos de 
estimación utilizados. 
En términos prácticos, el modelo tiene cargas factoriales en general superiores a 
0,7 (solamente hay una que es igual a 0,6), lo cual indica que las parcelas 
construidas a partir de las escalas para cada constructo representan 
adecuadamente las variables latentes correspondientes. Esto se puede visibilizar 
con mayor claridad en la figura 24, que representa el modelo causal propuesto. 
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Figura 24 Modelo causal para las habilidades visuoespaciales, las habilidades 
cuantitativas y el capital, con coeficientes estandarizados 
Fuente: Elaboración propia. 
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Cuadro 12 Coeficientes estandarizados y errores estándar de las cargas 
factoriales y los coeficientes de regresión del modelo para habilidades 
visoespaciales estimados con cuatro métodos de estimación 
Estadísticos 
Método de Estimación 
ML MVM MVR  MVP 
Error 
Estándar 
Coef. 
estand 
Error 
Estándar 
Coef. 
estand 
Error 
Estándar 
Coef. 
estand 
Error 
Estándar 
Coef. 
estand          
Cargas factoriales         
HC ~ PHC3 0.163 0.816 0.163 0.816 0.163 0.816 0.163 0.816 
HC ~ PHC2 0.170 0.795 0.170 0.795 0.170 0.795 0.170 0.795 
HC ~ PHC1 0.159 0.846 0.159 0.846 0.159 0.846 0.159 0.846          
VE ~ PVE3 0.822 0.720 0.822 0.720 0.822 0.720 0.822 0.720 
VE ~ PVE2 0.761 0.744 0.761 0.744 0.761 0.744 0.761 0.744 
VE ~ PVE1 0.567 0.619 0.567 0.619 0.567 0.619 0.567 0.619          
CA ~ PC3 0.171 0.727 0.171 0.727 0.171 0.727 0.171 0.727 
CA ~ PC2 0.233 0.771 0.233 0.771 0.233 0.771 0.233 0.771 
CA ~ PC1 0.347 0.884 0.347 0.884 0.347 0.884 0.347 0.884          
         
Coeficientes de 
regresión entre la 
variable endógena y 
las variables 
exógenas 
        
VE ~ CA -0.007 -0.007 -0.007 -0.007 -0.007 -0.007 -0.007 -0.007 
VE ~ PHC 0.454 0.414 0.454 0.414 0.454 0.414 0.454 0.414 
1/ La sigla HC hace referencia al constructo habilidades cuantitativas, VE a habilidades en visualización 
espacial y CA a capital. 
2/ PHC3, PHC2 y PHC1 representan las tres parcelas de la variable latente HC, y la misma lógica se repite 
para PVE con VE y PCA con CA.  
Fuente: Elaboración propia. 
 
Por otro lado, los coeficientes de regresión indican que el capital tiene una 
asociación de -0,007 con las habilidades en visualización espacial; es decir, el 
capital que posean los estudiantes (en los términos de tenencias materiales) no 
explica las habilidades visoespaciales. Ello, entendiendo que en la modelación 
del comportamiento humano, coeficientes estandarizados mayores a 0,10 y 
menores a -0,10 son considerados como evidencia de relevancia práctica de la 
relación entre las variables analizadas.  
Con respecto a las habilidades cuantitativas cuantificadas por la PHC, el modelo 
identifica que estas son muy relevantes para explicar las habilidades 
visoespaciales de los estudiantes de la muestra pues su coeficiente 
estandarizado es igual a 0,414.  
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Esto refiere a que la PHC predice las capacidades de visualización para la 
resolución de problemas matemáticos de los estudiantes que ingresan a ciertas 
carreras con alto contenido matemático de la UCR, tal como se espera de una 
prueba con estas funciones. 
En términos de las medidas de bondad de ajuste, el modelo cuenta con un buen 
ajuste según el RMSEA, SRMR, GFI y el estadístico chi-cuadrado, tal como lo 
muestran sus magnitudes en el cuadro 13.  
 
Cuadro 13 Medidas de bondad de ajuste para el modelo de habilidades 
visoespaciales obtenidas con cuatro modelos de estimación 
Medida de 
Bondad de 
Ajuste 
Método de Estimación 
ML MVM MVR  MVF 
RMSEA 0,043 0,047 0,042 0,043 
SRMR 0,039 0,039 0,039 0,039 
GFI 0,963 0,963 0,963 0,963 
Chi- Cuadrado (gl) 30,8 (24) 30,8 (24) 30,8 (24) 30,8 (24) 
Fuente: Elaboración propia. 
 
Dichas medidas fueron prácticamente iguales para los distintos métodos de 
estimación. El único estadístico que tuvo una leve diferencia es RMSEA para la 
estimación MVM; sin embargo, su interpretación no varía, dado que la magnitud 
de los RMSEA en los cuatro casos es de aproximadamente 0,04,valor que al ser 
menor a 0,06 refiere a un ajuste óptimo del modelo. 
Por otro lado, el GFI es mayor a 0,9 e indica buen ajuste, al igual que el SRMR, 
que, al ser menor que 0,05, lleva a la misma conclusión. Por último, el estadístico 
chi-cuadrado es igual para las cuatro estimaciones (por tanto, no se observan 
correcciones en dicho estadístico), con una magnitud de 30,8. En este caso, el 
test chi-cuadrado con 24 grados de libertad lleva a la conclusión de que no hay 
suficiente evidencia estadística para rechazar la hipótesis nula de que el modelo 
estimado posee un buen ajuste, con un nivel de significancia de 0,05. 
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En conclusión, el método de estimación por máxima verosimilitud es robusta para 
calcular los parámetros de este modelo con dos variables exógenas y una 
variable endógena, cuando esta última posee tres parcelas que no cumplen con 
el supuesto de normalidad, debido a que poseen asimetría entre 0,7 y 1,7, con 
una muestra de 155 observaciones.  
Por tanto, el método por máxima verosimilitud ante estas condiciones realiza 
estimaciones que son prácticamente insesgadas, lo cual permite concluir que no 
es necesario utilizar otro método de estimación para este caso empírico de 
modelo de ecuaciones estructurales para las habilidades visoespaciales. 
Resultado que es consistente con los hallazgos del capítulo anterior y funciona 
como una validación de estos. 
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6. CONCLUSIONES 
Esta investigación evalúa el comportamiento de las estimaciones de las cargas 
factoriales, los coeficientes de regresión de las variables latentes y las medidas 
de bondad de ajuste de un modelo de ecuaciones estructurales. Esto, en el marco 
de un estudio de simulación, en el cual el modelo es estimado con el método de 
máxima verosimilitud y el punto de inflexión refiere a que hay incumplimiento del 
supuesto de normalidad en algunas variables medibles. 
El modelo de ecuaciones estructurales en cuestión es uno con dos variables 
exógenas y una endógena, en el cual cada una posee tres variables indicadoras, 
siguiendo las recomendaciones de Little (2013). Entonces, de las nueve variables 
observadas, las tres que corresponden a la variable endógena incumplen el 
supuesto de normalidad, pues presentan asimetría positiva. 
Dicha asimetría positiva ha tomado tres magnitudes específicas: 0,7, 1,7 y 2,7; 
estas representan valores de una asimetría leve, una asimetría moderada y una 
asimetría alta, respectivamente. Tomando en cuenta que si la asimetría está 
entre -0,5 y 0,5, la distribución es aproximadamente simétrica, si está entre -1,0 
y -0,5 o entre 0,5 y 1,0, la distribución está moderadamente sesgada y si la 
asimetría es menor que -1 o mayor que 1, la distribución está muy sesgada 
(Trochim & Donnelly, 2006; Field, 2000 & 2009; Gravetter & Wallnau, 2014). 
Aunado a lo anterior, el modelo de simulación planteado representa un modelo 
de ecuaciones estructurales cuyas relaciones causales son fuertes y en las 
cuales las indicadoras representan con gran precisión el constructo que les 
corresponde. Ello, con tamaños de muestra de 100 y 200 observaciones, así 
como con diferente número de indicadoras asimétricas (una, dos o las tres de la 
variable endógena). 
Del presente estudio de simulaciones se puede concluir que el método de 
estimación por máxima verosimilitud, en lo que respecta a la estimación de las 
cargas factoriales y los coeficientes de regresión del modelo estructural, es 
robusto a las condiciones de asimetría planteados. Sobre todo para el tamaño de 
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muestra de 200 observaciones, en contraste con el de 100 observaciones.  Lo 
anterior, mientras se mantiene un buen ajuste del modelo según las medidas de 
bondad de ajuste RMSEA, SRMR, GFI, e incluso en el caso del estadístico de 
bondad de ajuste chi-cuadrado, que tiende a ser sensible al incumplimiento del 
supuesto de normalidad (Satorra y Bentler, 1994, 1998). 
En ese sentido, es importante retomar el hecho de que ante el incumplimiento del 
supuesto de distribución de las variables indicadoras, el supuesto de estructura 
que se establece en el modelo de simulación no se debilita, entendiendo como 
supuesto de estructura lo relacionado con la especificación del modelo de 
simulación, en términos de que las magnitudes de las cargas factoriales y los 
coeficientes del modelo estructural que se fijan en el diseño de las simulaciones 
para representar asociaciones fuertes, no presentan sesgos relevantes en 
ninguno de los resultados de los escenarios formulados.  
Dicho hallazgo, retoma la pregunta de Currant, West y Finch (1996), planteada 
en el encuadre teórico (en la sección 2,4), pues el presente estudio evidencia que 
el entramado teórico representado en el modelo de simulación no sufre ninguna 
modificación, cuando se incumple el supuesto de normalidad según las 
condiciones establecidas. En otras palabras, los resultados evidencian que no se 
dio un cambio relevante en la intensidad de las relaciones entre variables 
latentes, y constructos y variables observadas, de acuerdo con el modelo de 
simulación que se plantea en el abordaje metodológico.  
Sobre los coeficientes del modelo estructural, la conclusión más importante es 
que se produce una ligera asimetría negativa en la distribución de estos en los 
escenarios con alta asimetría positiva en las indicadoras. Ahora, dicho sesgo es 
muy pequeño, sin importar el tamaño de muestra del escenario de simulación. 
En otras palabras, existe un pequeño sesgo que tiende a sobrestimar ligeramente 
dichos coeficientes del modelo estructural cuando hay asimetría positiva en las 
variables observadas de la variable endógena. Esto se constata al observar las 
curvas de densidad de las distribuciones de los coeficientes en cuestión, que 
prácticamente se traslapan con las curvas de densidad de los casos control 
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correspondientes, lo cual indica que justamente su estimación se ve poco 
sesgada al usar el método de la máxima verosimilitud, con las condiciones de 
asimetría dadas.  
En el caso de la estimación de las cargas factoriales de las indicadoras con 
alguna asimetría, el sesgo de sobrestimación es ligeramente más grande que la 
que presentan los coeficientes del modelo estructural, pero no por ello relevante 
a nivel práctico. Con respecto a la estimación de las cargas y su relación con la 
variación del número de variables observadas correspondientes a estas con 
alguna asimetría positiva, es necesario agregar que el cambio del número de 
indicadoras que incumplían la normalidad no representó un elemento relevante 
que cause diferencias importantes en el tamaño del sesgo. Esto, debido a que 
esencialmente los leves cambios que se notan en los histogramas y las curvas 
de densidad mostradas en el capítulo de resultados y los anexos, son notorios 
solamente cuando las tres variables presentan asimetría positiva.  
Un elemento que se desprende de lo anterior, tiene que ver con el hecho de que 
el sesgo más relevante lo presenta la carga factorial de la primera variable 
indicadora de la variable endógena (aunque el sesgo es pequeño). Eso, al mismo 
tiempo que las estimaciones de las cargas factoriales asociadas a las variables 
observadas que cumplen el supuesto de normalidad, son prácticamente 
insesgadas.  
En resumen, sobre los coeficientes del modelo que son objeto de análisis, se 
puede concluir que los histogramas y las curvas de densidad ilustran que el 
potencial del sesgo que implica la presencia de la asimetría positiva en las 
indicadoras ya señaladas, tiene que ver con la sobrestimación de las cargas 
factoriales correspondientes a estas y, en consecuencia, con la sobrestimación 
de los coeficientes de regresión entre las variables latentes, aunque, en este 
caso, el sesgo es mínimo. 
En otras palabras, a mayor asimetría en las parcelas, hay una ligera tendencia a 
la asimetría negativa en las curvas de densidad de las cargas factoriales con 
respecto a los escenarios en los cuales se cumple el escenario de normalidad. 
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Eso se traduce en que hay mayor probabilidad de sobrestimar los valores de la 
carga factorial. 
En términos de los tamaños de muestra empleados en las simulaciones, hay que 
señalar que, cuando hay tres parcelas con asimetría 1,7 o 2,7, es cuando más 
distan las curvas de densidad del escenario de simulación y el caso control, 
siendo más grande el sesgo, con una asimetría de 2,7, aunque, se debe distinguir 
que el sesgo en general tiende a ser mayor cuando la muestra es menor. Es 
decir, las curvas de densidad del caso control y el caso del escenario se traslapan 
en mayor medida cuando la muestra es de 200. Por tanto, en concordancia con 
las recomendaciones que existen en la comunidad estadística, esta investigación 
reafirma que es mejor trabajar con el tamaño de muestra más grande. 
Ahora bien, con estas observaciones se pretende hacer notar varias tendencias 
en el comportamiento de los escenarios de simulación, pero, en general, el sesgo 
en las cargas factoriales y de los coeficientes entre las variables latentes es 
irrelevante a nivel práctico; ello quiere decir que para estas estimar dichos 
estadísticos, la técnica de la máxima verosimilitud es robusta bajo las condiciones 
del modelo de simulación. Esta es la gran conclusión de la presente investigación 
y su aporte metodológico. 
Limitaciones de la investigación y el estudio de simulación 
En este punto hay tres limitaciones del estudio que son dignas de mención. 
Primero, esta pesquisa examinó un modelo relativamente simple; por tanto, no 
se trata si resultados similares se obtendrían con rutas indirectas más complejas 
que involucren múltiples mediadores, tema para futuras investigaciones. Ello 
tiene las dificultades de lograr especificar el modelo de simulación, en el cual, en 
este caso, requirió del asesoramiento de un matemático, específicamente del 
M.Sc. Luis Rojas. 
Lo anterior, implica al mismo tiempo que los hallazgos que se exponen en el 
contenido de este documento pretenden dilucidar un escenario en los modelos 
de ecuaciones estructurales muy específico. En otras palabras, el alcance del 
estudio de simulación está limitado para consideraciones prácticas relacionadas 
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con el diseño de simulación. Sin embargo, es una aproximación al tema que es 
prudente pues permite no solo responder la pregunta de investigación, sino, 
también, considerar las dificultades y limitaciones para realizar este tipo de 
estudios. 
En segundo lugar, en el modelo de simulación las variables indicadoras están 
sesgadas en una misma dirección y solo en la variable endógena. Y, aunque es 
un escenario muy específico, el caso empírico estudiado en el capítulo anterior 
muestra que puede suceder en casos de análisis del comportamiento humano. 
En ese sentido, se puede considerar la idea que, ante mayor cantidad de 
variables indicadoras con asimetría, en las que dichas asimetrías sean positivas 
y negativas probablemente se den a la vez resultados mucho más drásticos en 
los sesgos de las estimaciones.  
Tercero, en el estudio de simulación planteado solo se examinan distribuciones 
cuyos valores de kurtosis son prácticamente nulos. Eso significa que un elemento 
pendiente de estudio es la influencia de la kurtosis en las estimaciones de 
modelos estructurales, particularmente en los coeficientes de regresión del 
modelo estructural, en el que la literatura ha mostrado un vacío por llenar. 
Finalmente, es imperativo señalar que este estudio de simulación es posible 
realizarlo debido a la capacidad computacional con la que se cuenta en la 
actualidad. En ese sentido, es necesario apuntar que la simulación de los veinte 
escenarios de simulación, tomando en cuenta los escenarios control,  dura 
aproximadamente tres meses, haciendo uso de cinco ordenadores 
simultáneamente.  
En términos computacionales, cuanta más asimetría se definía, mayor tiempo se 
requiere para simular, y cuanto mayor tamaño de muestra, menor tiempo toma la 
simulación. En ese contexto, los escenarios con asimetrías de 2,7 tomaban 
alrededor de diez días para un tamaño de muestra de 100 observaciones y se 
reducía levemente cuando se usaban 200 observaciones.  
En ese sentido, una alternativa para realizar con mayor velocidad las 
simulaciones es utilizar paralelización en el código de las simulaciones. No 
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obstante, esta requiere cierta experiencia que requiere tiempo para ser asentada 
y procesada adecuadamente para obtener mejores resultados. 
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ANEXOS 
 
 
 
Anexo 1 Porcentajes de no convergencia de cada uno de los escenarios de 
simulación, según las variaciones en las condiciones de simulación (nivel de 
asimetría, cantidad de variables asimétricas y tamaños de muestra) 
Tamaños de 
muestra 
Nivel de 
asimetría 
Variables 
medibles 
asiméticas 
Número de 
escenario de 
simulación 
Porcentaje de no 
convergencia 
     
100 
0,0 23, 24, 25 Control 0,0 
0,7 y) 1 0,0 
1,7 y), y+ 2 0,0 
2,7 y), y+, y7 3 1,2 
0,7 y) 4 0,0 
1,7 y), y+ 5 1,0 
2,7 /), /+, /7 6 0,0 
0,7 /) 7 1,4 
1,7 /), /+ 8 0,6 
2,7 /), /+, /7 9 2,4 
     
200 
0,0 83, 84 , 85 Control 0,0 
0,7 /) 10 0,0 
1,7 /), /+ 11 0,0 
2,7 /), /+, /7 12 0,0 
0,7 /) 13 0,0 
1,7 /), /+ 14 0,0 
2,7 /), /+, /7 15 0,0 
0,7 /) 16 0,0 
1,7 /), /+ 17 0,0 
2,7 /), /+, /7 18 0,6 
Nota: Cada escenario de simulación fue iterado 500 veces. 
Fuente: Elaboración propia. 
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Anexo 2 Histogramas de la distribución del coeficiente !"##, !$# y !"%#,  según las 500 iteraciones para los dos escenarios con 
tamaños de muestra de 100 y 200 y con distribución multinormal en las variables medibles 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los percentiles 
2,5 y 97,5  
Fuente: Elaboración propia. 
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Anexo 3 Gráficos de densidad de !"##, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Anexo 4 Gráficos de densidad de !"##, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia. 
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Anexo 5 Gráficos de densidad de !"$#, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia.  
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Anexo 6 Gráficos de densidad de !"$#, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia.  
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Anexo 7 Gráficos de densidad de !"%#, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia.  
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Anexo 8 Gráficos de densidad de !"%#, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,70 con el que se fijaron las cargas factoriales en la simulación y las líneas rojas son los 
percentiles 2,5 y 97,5. 
Fuente: Elaboración propia.  
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Anexo 9 Gráficos de densidad de  &##,	 basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,50 con el que se fijó &##	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia.  
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Anexo 10 Gráficos de densidad de  &##, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,50 con el que se fijó &##	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia. 
  
126 
 
Anexo 11 Gráficos de densidad de  &#$, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 100 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,50 con el que se fijó &#$	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia.  
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Anexo 12 Gráficos de densidad de  &#$, basados en 500 iteraciones del modelo de simulación cuando el tamaño de 
muestra es de 200 para cada escenario de simulación (rosa) y su correspondiente caso control (celeste) 
1/ La línea azul es el valor 0,50 con el que se fijó &#$	 para la simulación y las líneas rojas son los percentiles 2,5 y 
97,5. 
Fuente: Elaboración propia. 
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