This paper considers the problem of approximating a given crystallite orientation distribution function (codf) by a set of texture components. Problems of this type are of importance if the crystallographic texture has to be taken into account in finite element simulations of metal forming operations. The equivalence of this task to a Mixed Integer Quadratic Programming problem (MIQP) is shown. Special emphasis is given to the generation of a class of approximations with an increasing number of texture components. Furthermore, the constraints resulting from the nonnegativity, the normalization, and the symmetry of the codf are analyzed. Finally, a set of approximations of three different experimental textures determined with this solution scheme is presented and discussed. Based on these hierarchic solutions, the engineer can decide how detailed the microstructure is considered.
Introduction
Single phase polycrystals are composed of grains of the same material which differ with respect to their lattice orientations. The simplest statistical description of such microstructures is based on the crystallite orientation distribution function (codf) which specifies the volume fraction of a material having a specific lattice orientation. The codf is the one-point correlation function of lattice orientation and describes the crystallographic texture in the material. Higher-order correlation functions allow for a description of the morphological texture. The correlation functions can be estimated based on orientation data determined experimentally for example by x-ray diffraction or by automated electron backscatter diffraction orientation measurements. For a review concerning the representation of microstructures of polycrystals and the experimental determination of their mesoscale microstructure see Adams and Olson (1998) .
Due to the general complexity of a codf it is often necessary to look for simplified descriptions which are essentially low dimensional. In the context of crystallographic textures this was first done by Wasserman and Grewen (1962) , who introduced so called texture components to describe textures peculiar to specific processing histories. A large amount of work has been done to formulate isotropic and anisotropic model functions and to identify the dominant components in experimental textures (Lücke et al., 1986; Helming and Eschner, 1990; Helming, 1996) . Texture components are used on the one hand to describe experimental codfs and on the other hand to homogenize the mechanical behavior with an acceptable numerical effort. For applications of the texture component method in finite element applications see for example Raabe and Roters (2004) and Böhlke et al. (2005) . This paper will consider the problem of approximating a given experimental codf with orthorhombic-cubic symmetry by texture components. The outline of the paper is as follows. After a short review of existing approximation techniques in Section 2, the basic features of the codf and its properties implied by crystal and sample symmetries are discussed in Section 3 and 4. The concept of texture components is introduced in Section 5 and specified for the case of the Mises-Fisher-Matthies distribution function, widely used in texture analysis. Section 6 deals with the problem of approximating a codf by a set of model functions.
Special emphasis is given to constraints resulting from the requirement of an approximation with a small number of texture components. It is shown that such a problem is equivalent to a definite Mixed Integer Quadratic Programming problem (MIQP). Optimization problems of such a type arise in rather different contexts such as chemical process optimization and portfolio optimization. Finally, in Section 7 the approximation of three different experimental textures based on this solution scheme is considered. It is shown that the applied solution procedure yields good approximations in terms of quality and quantity.
Previous Approaches
The problem of finding approximations for a given texture has been considered in detail by Kocks et al. (1991) , Toth and Van Houtte (1992) , and Helming et al. (1994) . The first approach for discretizing a given codf is to put a nearly equidistant grid on the Euler space in a 90
• × 90
• region. For each of the so defined boxes the codf is integrated and the respective volume fraction is determined. Since the resulting number of boxes is usually too high for a subsequent simulation, boxes with a volume fraction above a specified limit are selected and renormalized as the approximation of the codf. This statistical technique (STAT) has been analyzed and criticized by Toth and Van Houtte (1992) . The same authors suggest two new discretization schemes in order to improve the so called Cutting (CUT) Method. The first method is based on a cumulative orientation distribution function which is used to map random numbers onto the orientation space such that for a large set of these numbers the texture is reproduced. The cumulative function is generated again based on a grid with a characteristic resolution. The only parameter of the algorithm (beside the aforementioned resolution) is the number of random orientations used for the approximation. The second technique -called Limited Orientation Distance (LOD) Method -is also based on a grid on the orientation space. Intensities on grid points are transferred to points with higher intensities if the distance between the points is smaller than a specific value. The two parameters of this algorithm are the mesh size and the distance which governs the transfer. The authors analyze and compare both methods with respect to the i) reproducibility of the codf, ii) the prediction of effective mechanical properties, iii) the prediction of deformation textures based on these discretization, and iv) the effect of rediscretizations during deformation texture modeling. It is shown that both methods are superior to the CUT method and that the LOD technique works better for the high intensity regions whereas the STAT method is better in regions where the intensity is low. The earlier approach by Kocks et al. (1991) used a random grid on the orientations space and assigns suitable weights in an iterative procedure.
A special approach for the approximation of steel textures was developed by Delanny et al. (2000) . In this approach the texture is characterized by a set of parameters, describing typical features of industrial steel sheets by prescribed fibers. The parameters vary the intensities, the fiber thickness and the position of the knots controlling the fibers. Another approach with standardized positions and components is given by Cho et al. (2004) . In this paper the approximation is performed on a set of typical components for cubic metals. The components are located at fixed points and described by Mises-Fischer-distributions with fixed half-widths. The weight of the component is calculated similar to the LOD technique: The volume fraction of a component is equal to the sum of all intensities within a certain acceptance angle. These special approximation techniques depend strongly on the expertise of the user and are only suited to a special class of textures.
As an alternative a genetic approach by Tarasiuk et al. (2004) for identifying the texture components may also be mentioned. However, such methods can by design never guarantee global optimality of their solution, and do not provide an error bound which would be of help in evaluating their quality.
The Crystallite Orientation Distribution Function
A crystal orientation is described by a proper orthogonal tensor Q = g i ⊗ e i ∈ SO (3 ) which is introduced in such a way that it maps the fixed reference basis e i onto the lattice vectors g i . Q can be parameterized by Euler angles φ 1 = ϕ 1 , φ 2 = Φ, φ 3 = ϕ 2 (Bunge, 1993) 
where C i and S i denote the values cos(φ i ) and sin(φ i ), respectively. The matrix components refer to the base vectors e i . The transposition is introduced in order to make the description of crystal orientations by Q = g i ⊗ e i compatible to the one introduced by Bunge (1993) .
The codf f (Q) specifies the volume fraction dv/v of crystals having the orientation Q (Bunge, 1965; Roe, 1965) 
dQ is the volume element in SO (3 ) which ensures an invariant integration over SO (3 ) (Gel'fand et al., 1963) , i.e.
If SO (3 ) is parameterized by Euler angles, the volume element dQ is given by
The function f (Q) is nonnegative and normalized such that
The orientation distribution function f (Q) reflects both the symmetry of the crystallites forming the aggregate and the sample symmetry, which results from the processing history. The crystal symmetry implies the following symmetry relation for f (Q)
where S C denotes the symmetry group of the crystallite. Similarly, the sample symmetry implies
Here S S denotes the symmetry group of the sample.
Elementary Regions due to Crystal and Sample Symmetries
The parameterization of the SO(3) with Euler angles results in a periodic space with a natural period of 2π in all parameters. This periodic cell consists of two equivalent asymmetric units, since a glide plane perpendicular to Φ = π with glide increments of π in ϕ 1 and ϕ 2 exists inherently in this parameterization (Bunge, 1993) . Therefore a complete presentation of the Euler space is given by either one of the asymmetric units, for example
The application of the crystal and sample symmetry operations results in a further reduction of the independent region. The cubic group consists of 24 proper orthogonal transformations resulting in 24 equivalent units within the range given by Eqn. (8). In Fig. 1 a typical representation of three anisotropic regions in a ϕ 1 -cut for cubic crystals is shown (Hansen et al., 1978) .
These three prismatic regions are the result of the threefold symmetry axis at ϕ 2 = π/4; Φ = arccos( √ 3/3) of cubic crystals, which results in a nonlinear transformation within the Euler space. For the evaluation of the codf, the region 3 can be problematic since the singular plane with Φ = 0 is included. Region 2 consists of two prismatic parts connected only at the location of the threefold symmetry axis. Therefore the region 1 of the Fig. 1 is favorable for an identification procedure. This region is given by
where Φ l = arccos min
In case of orthorhombic sample symmetry, which consists of a symmetry group of four elements, a reduction in the ϕ 1 -range to one quarter of the cubic case is possible. Considering the same arguments as before, one elementary region is given by
Texture Components
Crystallographic textures can often be described by a small number of texture components or texture fibers (Wasserman and Grewen, 1962; Bunge, 1993; Kocks et al., 1998) . A texture component is a crystal orientation for which the codf shows a (local) maximum in the elementary region. In the neighborhood, the codf is decreasing in an isotropic or anisotropic way. A commonly used model function, which describes a central distribution, is the Mises-Fischer distribution. The Mises-Fischer distribution has the maximum entropy of all orientation distributions on SO (3 ) with the expectation value of Q equal to Q α . This distribution function was introduced by Mises in a two-dimensional case and by Fischer in a three-dimensional case (Mardia and Jupp, 2000) . Matthies (1980) was the first to apply the MisesFischer distribution in texture analysis. He called it a normal distribution in the orientation space (see also Matthies et al., 1988) , but this interpretation was criticized by Schaeben (1992 Schaeben ( , 1994 . Eschner (1993) and Eschner and Fundenberger (1997) used noncentral distribution functions for the description of experimental crystallographic textures. An overview on central and noncentral distribution functions on SO (3 ) can be found in the monograph by Mardia and Jupp (2000) .
In the following the codf f (Q) is approximated by a set of M model functions g α (Q) (α ∈ {1, . . . , M }) and an isotropic background g 0 (Q) = 1 ∀Q ∈ SO (3 ). The model functions are taken to be central distributions g α (Q) = g(Q, Q α , b α ) at Q α with half-widths b α and with weights ν α . We can hence approximate f (Q) by a convex combination of the model functions g α (Q):
The value of a central distribution g(Q, Q α , b α ) at Q depends only on the distance ω between Q and Q α , which is generally given by (Bunge, 1993) . The Mises-Fischer distribution is given by
where
and
The modified Bessel functions I n are defined by
As mentioned before, the distribution function f (Q) reflects both the symmetry of the crystallites forming the aggregate and the sample symmetry. The following modified Mises-Fischer distribution implies the fulfillment of the constraint due to the crystal symmetry
where the H C β ∈ SO (3 ) are the 24 elements of the symmetry group of cubic crystals. Considering the sample symmetry for the orthorhombic case, the model function can be rewritten as
with the four elements of the orthorhombic group H S γ ∈ SO (3 ).
Identification of the Model Functions
In the following an approximationf (Q) (see Eqn. (12)) of f (Q) is defined based on a set of M grid points on the elementary region. Each grid point represents the center of a Mises-Fisher distribution. To each component a half-width b α and a volume fraction ν α is assigned. The half-widths b α of the components are assumed to be identical for all components. The aim is to identifyf (Q) in terms of the volume fractions ν α such thatf (Q) approximates the original codf f (Q) with a small number M 0 ≤ M . This number M 0 ≤ M is limited by the computational effort of the application in which the approximation is used. For example in the case of finite element simulation of deep drawing processes the current computational power of the computers limits the total number of components to about 100 in the orientation space.
As a definition of the distance between the two functions f (Q) andf (Q) we define
The distance D can be reformulated in the following setting
where I denotes the texture index
The vector h α and the matrix G αβ are given by
In order to perform the integration over SO (3 ) (see Eqn. (24) and (25)) the parameterization of SO (3 ) is changed. Instead of using {ϕ 1 , Φ, ϕ 2 } the new variable ζ is introduced by Φ = arccos(ζ). Then the metric becomes homogeneous and an integral over SO (3 ) is given by
with ϕ u 1 = 2π
and ϕ u 2 = 2π Φ(ζ) = arccos(ζ).
Due to the cubic crystal symmetry and the orthorhombic sample symmetry the range of integration can be reduced to [0, π/2] 3 . In that range a Gaussian quadrature scheme is applied with 36 Gauss points in each direction.
Using these definitions it is apparent that we have to solve a quadratic programming problem (QP), namely
with M = {1, . . . , M } and the additional restriction that at most M 0 of the variables ν α may be positive in the solution. We can model this requirement by introducing M binary variables s α which are to be 1 if ν α > 0. This can be accomplished by the constraints s α ≥ ν α . Adding the set packing constraint 
Note that the matrix G αβ is by its definition positive definite. The problem (29) as well as its variant with an upper bound on the number of positive variables (30) is of a similar structure as the well-known question of evaluating risk versus reward in the context of a portfolio of financial assets first described by Markowitz (1952) . A successful computational study of the latter has been performed by Bienstock (1996) . The significant difference of Eqn. (30) in comparison to the instances arising in portfolio optimization is that the matrix G has full rank.
Various reliable methods are available for solving the quadratic programming problem (29), namely Newton-type feasible descent methods, Lagrange-multiplier methods, logarithmic barrier methods, and primal-dual interior point methods. For an overview see Bertsekas (1995) . The latter two classes are particularly suited to the definite quadratic programming problems we are dealing with. The mixed-integer quadratic programming problems like (30) are in general much harder to solve than their continuous counterparts, and one can often only resort to branch-and-bound methods.
Numerical examples
As an illustration of the outlined procedure, a fit of three typical automotive deep drawing steel grades is performed. Due to the final steps of the manufacturing process of steel sheets, which consist of cold rolling and subsequent annealing, the materials have practically orthorhombic sample symmetry. The measurement of the codf was performed by means of a pole figure measurement with x-ray diffraction on three lattice planes and a subsequent recalculation of the codf using the series expansion method (Bunge, 1993) up to L = 22.
The first example is DX53, a mild deep drawing steel grade. This material is dominated by a fiber texture close to the γ-fiber, which is given in Euler angles by (0 Fig. 2(a) the measured codf of the material is shown. The other material is a high-strength microalloyed steel grade, H340LAD. In this case, the dominant structure is the α-fiber, which is located at (ϕ 1 = 0
, whereas the γ-fiber is less pronounced. The measured codf is given in Fig. 3(a) . Beside the differences in the dominant fiber directions, the materials have significantly different peak values.
Both textures were fitted with a grid of 5
• within the elementary region by components with a halfwidth of b α = 6
• . For a reduction of the processed data, a preliminary selection of the ansatzfunctions is performed. For the optimization procedure, only grid points are considered, which have an intensity that is higher than a certain limit value, similar to the CUT method. This preliminary data reduction is performed only to reduce the subsequent processing time, it is not a mandatory part of the approximation process. For this example, the limit was set to 50% of the maximum value of the measured codf. This limits the number of ansatzfunctions to M = 95 in case of DX53 and M = 92 in case of H340LAD. Within this set of ansatzfunctions, the optimization with respect to an optimum weight for a given number M 0 of functions is performed.
We used the commercial solver software CPLEX (ILOG) which employs a logarithmic barrier algorithm to solve the initial quadratic optimization problems within less than 6 seconds on a 1.2GHz Ultrasparc-IV processor. In addition, for each material a sequence of instances of type (30) was generated, the limit M 0 on the number of positive variables varying between 1 and 24. Solving these instances to optimality using CPLEX within reasonable computation time was impossible except for the smallest instances. However, using solver settings that employ heuristics to find good solutions early in the solution process, we were able to identify a series of good solutions together with proven bounds on their maximum optimality gap. We also tested the Xpress (Dash Optimization) solver, but found it to be inferior, especially in application to the MIQP problems.
The result of the optimization process is a number of components and their respective weights that approximate the given texture. For these examples, a number of such representations was selected starting with one component up to 24 components, given by the model function of Eqn. 20. For a better comparison, cuts along two important directions, the α-fiber and a cut at (0
• , ϕ 2 = 55 • ) are chosen for the evaluation of the approximated codf. In these cuts, the dominant components of both textures are located or intersecting. The results are presented in Fig. 4 for the DX53 and in Fig. 5 for the H340LAD. In both cases the first component fits the maximum peak of the measured codf. With every additional component, the approximation of the measured distribution improves with an increasing number of ansatzfunctions. The intensity of the major components is reduced and secondary features start to develop, which can be observed especially in the case of H340LAD.
Using only the identified major components, the resulting texture is too anisotropic, therefore the values of the codf are overestimated in the peak regions. The approximation improves if the information about the remaining isotropic part is also used in the fit. The introduction of this additional component is seamless both in Eqn. 29 and 30, where no decision variable needs to be introduced for it. With this "isotropic" component added to the texture approximation, the dominant values are in the range of the measured texture. In the Fig. 4 and Fig. 5 this result is plotted for the case of 24 components next to the measured texture.
In Fig. 2 (b) and 3(b) the codf plots for the fitted textures with 24 components and the isotropic part are presented. The comparison with the measured codf shows that not only the dominant components are reproduced but also that the structure of the secondary regions is approximated sufficiently, when the isotropic part is included in the approximation result.
One of the advantages of using MIQP techniques to solve these problems is that an error bound is available at any time: During the course of the branch-and-bound algorithm QP relaxations for the remaining subproblems are solved. The worst objective value among them is then a safe lower bound for the original problem. Figure 6 illustrates the development of the gap between the objective function value for the best known solution (after 100,000 nodes of branch-and-bound) and the lower bound at that time, for both DX53 and H340. The absolute value of the slope for the graph of the solutions is smaller for H340, indicating that the weaker texture is harder to approximate with few components.
As a last example, the case of H220PD is considered. This material is a phosphorus-alloyed steel with a good formability and an intermediate strength. The texture measurement (Fig. 7(a) ) shows a dominant fiber structure close to the γ-fiber. A secondary feature is the branching of this fiber in the vicinity of the α-fiber. For the approximation, a limit was set to 20% of the maximum intensity, resulting in M = 250 ansatzfunctions. The QP problem (Eqn. 29) for this material can be solved within 0.5 seconds. With varying component limit M 0 ∈ {1, . . . , 24}, and limited to 100,000 nodes of branch-and-bound, the MIQP problems took on average 4,500 seconds. The approximation with 24 components is given in Fig. 7(b) .
The main components of the fiber structure are reproduced well, but the branching is not reproduced. This effect is caused by the limitation of the number M 0 of ansatzfunctions. The procedure described above fits the ansatzfunctions to the main components of the texture. The examples above showed that this approximation improved with an increasing number of components, also reproducing secondary texture features. To approximate more complex textures with a small set of functions, one can introduce an additional requirement: Volume fractions selected in a solution of Eqn. (30) should not be clustered too closely. The criterion selected was that the spherical angle, given by Eqn. (14) between any two volume fractions present in a solution of Eqn. (30) should be at least 7.5
• . Note that this imposes a stable set or node packing condition on the volume fractions: Define a graph containing all volume fractions as nodes, with two nodes α and β connected by an edge if ∢(Q α , Q β ) ≤ 7.5
• . Then we can model the additional constraints using the edge-node formulation of the stable set polytope (Padberg, 1973) :
Introducing this distance criterion, the selected components are forced to a wider distribution, resulting in a better approximation of the secondary features ( Fig. 7(c) ). The spread in the weights ν α increases to a factor of three between the smallest and the largest weight in the set. Since the volume fraction of the isotropic component ν 0 is dominated by the regions of low intensities, the peak values are underestimated. The addition of the stable set conditions increases computation time significantly, to an average 6,830 seconds over the 24 instances considered.
Summary
We have presented a method to approximate a texture with a hierarchic set of texture components using a solution scheme based on the (semidefinite) Mixed Integer Quadratic Programming method. This approach is not limited to a special texture class nor to a specific sample or crystal symmetry configuration. The procedure enables the identification of an optimum combination of ansatzfunctions for a prescribed number M 0 of components in a set. If the computation is stopped prematurely, an error bound for the current state of the approximation is given.
A fitting of typical steel textures with a small number of components was performed. The approximation reproduces the measured textures with a tendency to cluster in regions of high intensities. If a wider distribution of the ansatzfunctions is needed, a distance based discrimination procedure can be added, which improves the approximation of secondary texture features. 
