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OLD AND NEW RESULTS ABOUT RELATIVISTIC HERMITE POLYNOMIALS
C. VIGNAT
1. Introdution
The relativisti Hermite polynomials (RHP) were introdued in 1991 by Aldaya et al. [1℄ in a generalization
of the theory of the quantum harmoni osillator to the relativisti ontext. These polynomials were later
related to the more lassial Gegenbauer (or ultraspherial) polynomials in a study by Nagel [2℄. Thus some of
their properties an be dedued from the properties of the well-known Gegenbauer polynomials, as underlined
by M. Ismail in [3℄. In this report we give new proofs of already known results but also new results about
these polynomials. We use essentially three basi tools: the representation of polynomials as moments, the
subordination tool and Nagel's identity.
2. Definitions and Tools
2.1. Polynomials.
2.1.1. Relativisti Hermite polynomials.
The relativisti Hermite polynomial of degree n and parameter N 6= 0 is dened by the Rodrigues formula
HNn (X) = (−1)n
(
1 +
X2
N
)N+n
dn
dXn
(
1 +
X2
N
)−N
;
examples of RHP polynomials are
HN0 (X) = 1;H
N
1 (X) = 2X ; H
N
2 (X) = 2
(
−1 +X2
(
2 +
1
N
))
HN3 (X) = 4
(
1 +
1
N
)(
X3
(
2 +
1
N
)
− 3X
)
These polynomials are extensions of the lassial Hermite polynomials Hn (X) that are dened by the
Rodrigues formula
Hn (X) = (−1)n exp
(
X2
) dn
dXn
exp
(−X2)
and thus an be obtained as the limit ase
lim
N→+∞
HNn (X) = Hn (X) .
An expliit formula for the relativisti Hermite polynomial is [1℄
(2.1) HNn (X) =
(2N)n(
2
√
N
)n
⌊n2 ⌋∑
k=0
(−1)k(
N + 12
)
k
n!
(n− 2k)!k!
(
2X√
N
)n−2k
where (n)k is the Pohhammer symbol.
2.1.2. Gegenbauer polynomials.
The Gegenbauer polynomial of degree n and parameter N is dened by the Rodrigues formula
CNn (X) = γ
N
n (−1)n
(
1−X2) 12−N dn
dXn
(
1−X2)n+N− 12
with
γNn =
(2N)n
2nn!
(
N + 12
)
n
;
examples of Gegenbauer polynomials are
CN0 (X) = 1; C (X) = 2NX ; C (X) = 2N (N + 1)X
2 −N ; CN3 (X) = 2N (N + 1)
(
2 (N + 2)
3
X3 −X
)
and an expliit formula is
(2.2) CNn (X) =
⌊n2 ⌋∑
k=0
(−1)k (N)n−k
(n− 2k)!k! (2X)
n−2k
.
1
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2.2. tools.
2.2.1. Nagel's identity. Nagel's identity [2℄ is a rst link between relativisti Hermite polynomials and Gegen-
bauer polynomials. The RHP with degree n and parameter N is linked to the Gegenbauer polynomial with
same degree and same parameter via Nagel's identity
HNn
(
X
√
N
)
=
n!
N
n
2
(
1 +X2
)n
2 CNn
(
X√
1 +X2
)
.
As a onsequene of Nagel's identity, we dedue the following theorem
Theorem 1. The relativisti Hermite polynomials is related to the Gegenbauer polynomial as
(2.3) CNn (X) = α
N
n H
1
2−N−n
n
(
−iX
√
1
2
−N − n
)
with
αNn = (−2i)n
(N)n
(2N + n)n
(
1
2 −N − n
)n
2
n!
.
Proof. By the identity [7, (7.2.15.8)℄,
CNn (iX) = (−2i)n
(N)n
(2N + n)n
(
1 +X2
)n
2 C
1
2−N−n
n
(
X√
1 +X2
)
and the result follows by appliation of Nagel's identity. 
Formula (2.3) was derived by Nagel [2℄, who notes: This representation does not seem to be very useful how-
ever. Indeed, the fat that the parameter N of the Gegenbauer polynomial is transformed, for the Relativisti
Hermite polynomial, into a parameter
1
2 − N − n that depends on the degree n, seems to make this identity
a priori less useful than expeted. However, as will be shown in Setion 5, this formula allows in fat an easy
extension of the saling identity for Gegenbauer polynomials to the ase of Relativisti Hermite polynomials.
A similar version of formula (2.3) appears in [8℄ and also in [9℄ in the ase of deformed Hermite polynomials.
2.2.2. The subordination tool. Writing polynomials as sale mixtures of others allows to dedue properties
between them. We use the probabilisti expetation to denote the subordination by the mesure f as
EbHn
(
X
√
b
)
=
∫ +∞
0
Hn
(
X
√
b
)
f (b) db.
The subordination dependene between Hermite, relativisti Hermite and Gegenbauer polynomials is as follows.
Theorem 2. The Hermite, relativisti Hermite and Gegenbauer polynomials are related as follows
Hn (X) =
N
n
2
(N)n
2
EcH
N
n
(
X
√
N√
c
)
, c ∼ Γ
(
N +
n+ 1
2
)
.
(2.4) CNn (X) =
(N)n
2
n!
EbHn
(
X
√
b
)
, b ∼ Γ
(
N +
n
2
)
Here, b ∼ Γ (N + n2 ) means that b is a random variable that follows the Gamma distribution with shape
parameter N + n2 that is γN+n2 (b) =
1
Γ(N+n2 )
e−bbN+
n
2−1, b ≥ 0.
Proof. Sine
Ecl =
(
N +
n+ 1
2
)
l
we dedue from (2.1) that
EcH
N
n
(
X
√
N√
c
)
=
(2N)n(
2
√
N
)n
⌊n2 ⌋∑
k=0
(−1)k(
N + 12
)
k
n!
(n− 2k)!k!
(
N +
n+ 1
2
)
k− n2
(2X)
n−2k
=
(2N)n(
2
√
N
)n (
N + 12
)
n
2
Hn (X)
so that the rst result follows after appliation of Euler's dupliation
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The same way, we ompute
(N)n
2
n!
EbHn
(
X
√
b
)
=
⌊n2 ⌋∑
k=0
(−1)k
(N)n
2
(n− 2k)!k!
(
N +
n
2
)
n
2−k
(2X)
n−2k
=
⌊n2 ⌋∑
k=0
(−1)k (N)n−k
(n− 2k)!k! (2X)
n−2k
whih oinides with (2.2). 
2.2.3. The moment representation. The well-known moment representation of the Hermite polynomial
(2.5) Hn (X) = 2
nEZ (X + iZ)
n
,
where Z is Gaussian entered with variane 12 is a onsequene of the integral formula [5, 8.951℄.
Its extension to the Gegenbauer polynomials is dedued from integral [5, 8.931℄ (alled Laplae rst integral
in [3℄) and reads
(2.6) CNn (X) =
(2N)n
n!
EZN
[
X + i
√
1−X2ZN
]n
where the random variable ZN has a Student-r distribution
(2.7) fZN (Z) =
Γ
(
N + 12
)
Γ (N) Γ
(
1
2
) (1− Z2)N−1 , − 1 ≤ Z ≤ +1.
Using Nagel's identity, we dedue from (2.6) the moment representation for RHP polynomials
(2.8) HNn (X) =
(2N)n
N
n
2
EZN
(
X√
N
+ iZN
)n
with ZN distributed aording to (2.7).
Another moment representation for the Gegenbauer polynomials is as follows:
Theorem 3. The Gegenbauer polynomial and relativisti Hermite polynomials have moment representation
(2.9) CNn (X) =
2n (N)n
2
n!
EZ,b
(
X
√
b+ iZ
)n
and
(2.10) HNn
(
X
√
N
)
=
2n (2N)n
N
n
2
Eb,Z
(
X
√
b+ i
√
1 +X2Z
)n
where Z is Gaussian entered with variane 12 and independent of b whih is Gamma distributed with shape
parameter N + n2 .
Proof. This expression is derived by the appliation of the subordination identity (2.4) to the moment repre-
sentation (2.5). The representation (2.10) is dedued from (2.9) using Nagel's identity. 
However, another set of moment representations involving two random variables an be dedued from (2.6)
as follows:
Theorem 4. The Gegenbauer polynomial has for moment representation
(2.11) CNn (X) =
1
n!
E
[(
X +
√
X2 − 1
)
U +
(
X −
√
X2 − 1
)
V
]n
where U and V are independently distributed aording to a Gamma law with shape parameter N.
Proof. Consider U and V independently distributed aording to a Gamma law with shape parameter N ; then
U + V is Gamma distributed with shape parameter 2N so that E (U + V )
n
= (2N)n. We dedue from (2.6)
that
CNn (X) =
E (U + V )
n
n!
EZN
[
X + i
√
1−X2ZN
]n
=
1
n!
E
[
X (U + V ) + i
√
1−X2ZN (U + V )
]n
but a well-known stohati representation for ZN is
(2.12) ZN =
U − V
U + V
where ZN is independent of (U + V ) so that
CNn (X) =
1
n!
E
[
X (U + V ) + i
√
1−X2 (U − V )
]n
and the result follows.
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From this result we dedue
Theorem 5. A moment representation for the relativisti Hermite polynomial is
(2.13) HNn
(
X
√
N
)
=
1
N
n
2
E [(i+X)U + (−i+X)V ]n
where U and V are independently distributed aording to a Gamma law with shape parameter N.
Proof. This is a diret onsequene of Nagel's formula. 
Remark 6. Representation (2.8) an proved diretly from the expliit expression (2.1) of the Relativisti Hermite
polynomials: sine ZN has odd moments equal to zero, we have
EZN
(
X√
N
+ iZN
)n
=
⌊n2 ⌋∑
k=0
(
n
2k
)(
X√
N
)n−2k
E (iZN)
2k ;
the even moments an be omputed as
EZ2kN =
Γ
(
k + 12
)
Γ
(
N + 12
)
Γ
(
N + k + 12
)
Γ
(
1
2
) = 2k!
k!22k
1(
N + 12
)
k
so that
(2N)n
Nn/2
EZN (X + iZN)
n =
(2N)n(
2
√
N
)n
⌊n2 ⌋∑
k=0
(−1)k(
N + 12
)
k
n!
(n− 2k)!k!
(
2X√
N
)n−2k
whih oinides with (2.1).
We note moreover that the moment representation (2.11) was derived reently by Sun [4℄ using another proof
based on the generating funtion of the Gegenbauer polynomials.
2.2.4. example of appliation. As an example of the usefulness of the moment representations given above, we
derive the famous [5, 8.952.1℄
d
dX
Hn (X) =
d
dX
2nE (X + iZ)
n
= n2nE (X + iZ)
n−1
= 2nHn−1 (X) ,
and its relativisti version
d
dX
HNn (X) =
d
dX
(2N)n
Nn/2
EZN
(
X√
N
+ iZN
)n
=
(2N)n
Nn/2
n√
N
EZN
(
X√
N
+ iZN
)n−1
=
n (2N + n− 1)
N
HNn−1 (X) .
In the Gegenbauer ase, we rather use the stohasti representation (2.4) to obtain
d
dX
CNn (X) =
(N)n
2
n!
Eb∼ΓN+n
2
d
dX
(
Hn
(
X
√
b
))
=
(N)n
2
n!
2nEb∼ΓN+n
2
√
bHn−1
(
X
√
b
)
and sine Eb∼ΓN+n
2
√
bf (b) =
Γ(N+n2 +
1
2 )
Γ(N+n2 )
Ec∼Γ
N+n+1
2
f (c) , we dedue
d
dX
CNn (X) =
(N)n
2
n!
2n
Γ
(
N + n2 +
1
2
)
Γ
(
N + n2
) (n− 1)!
(N + 1)n−1
2
CN+1n−1 (X) = 2NC
N+1
n−1 (X)
whih oinides with [5, 8.935.2℄.
3. The Gram-Shmidt operator
A family of orthogonal polynomials an be obtained by applying the Gram-Shmidt operator to the anonial
basis {1, X, . . . , Xn} . We show here how this operator an be expressed in the ase where a moment formula
exists.
Theorem 7. If a polynomial Pn (X) an be expressed as
Pn (X) = E [X + iZ]
n
for some random variable Z then
Pn (X) = φZ
(
d
dX
)
Xn
where φZ (u) = EZ exp (iuZ) is the harateristi funtion of Z.
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Proof. By denition
E [X + iZ]n =
n∑
k=0
(
n
k
)
ikEZkXn−k =
+∞∑
k=0
ik
k!
EZk
dk
dXk
Xn
= EZ exp
(
iZ
d
dX
)
Xn = φZ
(
d
dX
)
Xn

As an appliation of this theorem, we reover the following well-known result for the Hermite polynomials
Hn (X) = exp
(
−1
4
d2
dX2
)
(2X)
n
.
The extension of this result to the ase of the Relativisti Hermite polynomials is as follows
Theorem 8. The Gram-Shmidt operator assoiated to the relativisti Hermite polynomial is
HNn
(
X
√
N
)
=
(2N)n
N
n
2
jN+ 12
(
d
dX
)
Xn
where the normalized Bessel funtion is
(3.1) jN+ 12
(u) = 2N+
1
2Γ
(
N +
3
2
)
JN+ 12
(u)
uN+
1
2
=
+∞∑
k=0
(−1)k
k!
(
N + 32
)
k
(z
2
)2k
.
Proof. The harateristi funtion of the random variable ZN in (2.8) is the normalized Bessel funtion
φZN (u) = jN+ 12 (u)

As N → +∞, sine
lim
N→+∞
(2N)n
N
n
2
jN+ 12
(u) = exp
(
−u
2
4
)
,
we reover the lassial Hermite ase.
4. addition theorems
4.1. A new proof of the lassial addition theorem for Hermite polynomials. The summation theorem
for Hermite polynomials [5, 8.958.1℄ states that
(4.1)
(∑r
k=1 a
2
k
)n
2
n!
Hn
(∑r
k=1 akXk√∑r
k=1 a
2
k
)
=
∑
m1+···+mr=n
r∏
k=1
amkk
mk!
Hmk (Xk)
We give here a short proof using the moment representation; we assume rst that
∑r
k=1 a
2
k = 1 so that we
expand
Hn
(
r∑
k=1
akXk
)
= 22nEZ
[
r∑
k=1
akXk + iZ
]n
= 22nEZ1,...,Zr
[
r∑
k=1
ak (Xk + iZk)
]n
where variables Zk are independent and Gaussian with variane
1
2 so that
∑r
k=1 akZk is Gaussian with variane
1
2 and we dedue
Hn
(
r∑
k=1
akXk
)
= 22nn!
∑
m1+···+mr=n
r∏
k=1
amkk 2
−2mk
mk!
Hmk (Xk)
so that the result follows. Now we replae ak by
ak√P
r
l=1 a
2
l
in this equality so that we obtain the general ase
(4.1).
4.2. An addition theorem for the relativisti Hermite polynomial. From the well-known addition for-
mula [7, 7.2.13.36℄ for Gegenbauer polynomials
CNn (X + Y ) =
n∑
k=0
(N)n−k
(n− k)! (2X)
n−k
CN+n−kk (Y )
we dedue the following
Theorem 9. An addition theorem for the relaivisti Hermite polynomials is
H˜Nn (X + Y ) =
n∑
k=0
(
n
k
)
(1− 2N − n)n−k H˜Nk (Y )
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Proof. Using formula (2.3), we dedue
αNn H˜
1
2−n−N
n (−iX − iY ) =
n∑
k=0
(N)n−k
(n− k)! (2X)
n−k
αN+n−kk H˜
1
2−N−n+k
k (−iY ) .
Replaing X by iX and Y by iX and omputing
αN+n−kk
αNn
= (−2i)k−n n! (N + n− k)k (2N + n)n
k! (N)n (2N + 2n− 2)k
(
1
2 −N − n
) k
2(
1
2 −N − n
)n
2
= (−2i)k−n n!
k!
Γ (2N + 2n− k) Γ (N)
Γ (N + n− k) Γ (2N + n)
(
1
2
−N − n
) k−n
2
so that, replaing X by iX and Y by iY yields
H˜
1
2−n−N
n (X + Y ) =
n∑
k=0
(
n
k
)− X√
1
2 −N − n


n−k
(2N + n)n−k H˜
1
2−N−n
k (Y )
and the result is obtained by replaing
1
2 −N − n by N. 
5. The saling identity
The saling identity for Hermite polynomials reads [3, 4.6.33℄
(5.1) Hn (cX) =
⌊n2 ⌋∑
l=0
(−1)l n!
(n− 2l)!l!
(
1− c2)l cn−2lHn−2l (X)
A quik proof an be given using the moment representation (2.5):
Hn (cX) = 2
nEZ (cX + iZ)
n
= 2nEZ1,Z2
(
cX + icZ1 + i
√
1− c2Z2
)n
where Z1 and Z2 are independent Gaussian random variables with variane
1
2 so that
Hn (cX) = 2
n
n∑
k=0
(
n
k
)
ik
(
1− c2) k2 EZk2 cn−kE (X + iZ1)n−k
= 2n
⌊n2 ⌋∑
l=0
(
n
2l
)
ik
(
1− c2)lEZ2l2 cn−2l22l−nHn−2l (X)
sine the odd moments of a Gaussian are null; as moreover EZ2l2 = 2
2l−1 Γ(2l)
Γ(l) we dedue the result.
It is possible to extend this proof to the ase of Gegenbauer polynomials using either the moment repre-
sentation (2.6) or (2.9); however, a more simple proof an be derived using the subordination relation (2.4) as
follows.
Theorem 10. [7, 7.2.13.37℄The saling identity for Gegenbauer polynomials reads
(5.2) CNn (aX) =
⌊n2 ⌋∑
l=0
(−1)l (N)l
l!
(
1− c2)l cn−2lCN+ln−2l (X)
Proof. From the subordination formula (2.4) and the saling formula (5.1) we obtain (where the notation bN+n2
is a shortut for b ∼ ΓN+n
2
)
EbHn
(
cX
√
bN+n2
)
=
n!
(N)n
2
CNn (cX) =
⌊n2 ⌋∑
l=0
(−1)l n!
(n− 2l)!l!
(
1− c2)l cn−2lEbHn−2l (X√bN+n2 )
but
EHn−2l
(
X
√
bN+n2
)
= EHn′
(
X
√
bN ′+n′2
)
=
n′!
(N ′)n′
2
CN
′
n′ (X)
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with n′ = n− 2l and N ′ = N + l so that
CNn (cX) =
(N)n
2
n!
⌊n2 ⌋∑
l=0
(−1)l n!
(n− 2l)!l!
(
1− c2)l cn−2l (n− 2l)!
(N + l)n
2−l
CN+ln−2l (X)
=
⌊n2 ⌋∑
l=0
(−1)l
l!
(N)l
(
1− c2)l cn−2lCN+ln−2l (X)

The saling identity for the RHP an be dedued from the preeding one using formula (2.3).
Theorem 11. The saling identity for relativisti Hermite polynomials is
N
n
2 HNn
(
cX
√
N
)
=
⌊n2 ⌋∑
l=0
(−1)l n!
(n− 2l)!l! (N)l
(
1− c2)l cn−2l (N + l)n−2l2 HN+ln−2l (X√N + l)
Proof. Starting from (5.2) and using (2.3), we dedue
H
1
2−N−n
n
(
−icX
√
1
2
−N − n
)
=
⌊n2 ⌋∑
l=0
(−1)l
l!
(N)l
αN+ln−2l
αNn
(
1− c2)l cn−2lH 12−N−n+ln−2l
(
−iX
√
1
2
−N − n+ l
)
A short omputation yields to
(N)l
αN+ln−2l
αNn
= (−1)l n!
(n− 2l)!
(
1
2 −N − n+ l
)n−2l
2(
1
2 −N − n
)n
2
Γ
(
N + n+ 12
)
Γ
(
N + n− l + 12
) .
Replaing N by 12 − n−N we dedue
HNn
(
cX
√
N
)
=
⌊n2 ⌋∑
l=0
n!l
(n− 2l)!l!
(N + l)
n−2l
2
N
n
2
Γ (1−N)
Γ (1−N − l)
(
1− c2)l cn−2lHN+ln−2l (X√N + l)
and the result follows from the fat that
Γ (1−N)
Γ (1−N − l) = (−1)
l
(N)l .

6. Generating Funtions
6.1. the generating funtion for the RHP. The generating funtion for the RHP is omputed in [6℄ using
a dierential equation; we note that it an not be obtained diretly using formula (2.3). However, it an be
easily obtained from the moment representation (2.13) or (2.8) as follows.
Theorem 12. the generating funtion for the RHP reads
+∞∑
n=0
HNn (X)
n!
tn =
((
1− tX
N
)2
+
t2
N
)−N
for |t| <
√
Nq
1+X
2
N
.
Proof. Starting from (2.13) we obtain
+∞∑
n=0
HNn (X)
n!
tn = EU,V
+∞∑
n=0
(
t√
N
)n
n!
[(
i+
X√
N
)
U +
(
−i+ X√
N
)
V
]n
= EU exp
(
t√
N
(
i+
X√
N
)
U
)
EV exp
(
t√
N
(
−i+ X√
N
)
V
)
with EU exp (λU) = (1− λ)−N for |λ| < 1 so that, for |t| <
√
Nq
1+X
2
N
,
+∞∑
n=0
HNn (X)
n!
tn =
(
1− t√
N
(
i+
X√
N
))−N (
1− t√
N
(
−i+ X√
N
))−N
=
((
1− tX
N
)2
+
t2
N
)−N
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We remark that we reover the generating funtion for Hermite polynomials as N → +∞. The proof using the
moment representation (2.8) reads
+∞∑
n=0
HNn (X)
n!
tn = EZN
+∞∑
n=0
(2N)n
n!
[
t√
N
(
X√
N
+ iZN
)]n
= EZN
(
1− t√
N
(
X√
N
+ iZN
))−2N
for |t| <
√
Nq
1+X
2
N
. But from [5, 3.665.1℄
EZN (a− ibZN)−2N =
Γ
(
N + 12
)
Γ
(
1
2
)
Γ (N)
∫ pi
0
(a− ib cosx)−2N sin2N−1 xdx = (a2 + b2)−N
so that the result follows with a = 1− tXN and b = t√N . 
We note that formula [5, 3.665.1℄ an be reovered using only probabilisti tools as follows: sine (1− u)−2N =
EW2N exp (uW ) is the moment generating funtion of a Gamma random variable W2N with shape parameter
2N, we dedue
EZN (1− bZN)−2N = EZN ,W2N exp (bW2NZN ) .
But, by (2.12),
W2NZN = U − V
where U and V are two independent Gamma random variables with shape parameter equal to N. Thus
EW2N ,ZN exp (bW2NZN) = EU,V exp (bU) exp (−bV ) =
(
1− b2)−N
and the result follows.
6.2. Feldheim and Villenkin. We give here a short proof of the Feldheim Villenkin generating funtion for
the normalized Gegenbauer polynomials
+∞∑
n=0
CNn (cos θ)
CNn (1)
rn
n!
= exp (r cos θ) jN− 12 (r sin θ)
where the funtion jN− 12 is dened as in (3.1), by remarking that, using the moment representation (2.6),
CNn (cos θ)
CNn (1)
= EZN (cos θ + iZN sin θ)
n
so that
+∞∑
n=0
CNn (cos θ)
CNn (1)
rn
n!
= EZN
+∞∑
n=0
(cos θ + iZN sin θ)
n r
n
n!
= exp (r cos θ)EZN exp (irZN sin θ)
The latest expetation is nothing but the harateristi funtion φZN (u) = jN− 12 (u) of ZN omputed at
u = r sin θ, so that the result follows.
An equivalent result for the RHP is as follows:
Theorem 13. A generating funtion for the relativisti Hermite polynomials is
+∞∑
n=0
N
n
2
(2N)n
HNn
(
X
√
N
) rn
n!
= exp (rX) jN− 12 (r) .
Proof. The proof follows the same line as the one above, starting from the moment representation (2.8). 
6.3. Another generating funtion for the Hermite polynomials. A lassial generating funtion for the
Hermite polynomials [3, 4.6.29℄ reads
+∞∑
n=0
Hn+k (X)
n!
tn = φ (X, t)Hk (X − t)
where φ (X, t) = exp
(
2Xt− t2) is the generating funtion of the Hermite polynomials.
A generalization of this formula to the relativisti Hermite polynomials reads as follows.
Theorem 14. For the relativisti Hermite polynomials,
+∞∑
n=0
HNn+k (X)
n!
tn = (φN (X, t))
1+ k
N HNk
(
X −
(
1 +
X2
N
)
t
)
where φN (X, t) =
(
1− 2XtN + X
2t2
N2 +
t2
N2
)−N
is the generating funtion of the relativisti Hermite polynomials.
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Proof. Denote
f (X, t) = 1− 2Xt
N
+
X2t2
N2
+
t2
N2
so that
+∞∑
n=0
HNn (X)
n!
tn = f−N (X, t) = φN (X, t)
and, using the moment representation (2.13),
+∞∑
n=0
HNn+k (X)
n!
tn = EU,V
+∞∑
n=0
1
n!
(
t√
N
)n [(
i+
X√
N
)
U +
(
−i+ X√
N
)
V
]n+k
= EU,V
[(
i+
X√
N
)
U +
(
−i+ X√
N
)
V
]k
exp
(
t√
N
[(
i+
X√
N
)
U +
(
−i+ X√
N
)
V
])
=
dk
dtk
φN (X, t)
Dene β =
√
1 + X
2
N and z = β
2
(
t− Xβ2
)
so that φN (X, t) = β
2N
(
1 + z
2
N
)−N
and
dk
dtk
φN (X, t) = β
2N d
k
dtk
(
1 +
z2
N
)−N
= β2N+2k (−1)k
(
1 +
z2
N
)−N−k
HNk (z)
=

 1 + X
2
N
1 +
““
1+X
2
N
”
t−X
”2
N


N+k
HNk
((
1 +
X2
N
)
t−X
)
= f (X, t)
−N−k
HNk
((
1 +
X2
N
)
t−X
)
so that the result holds. 
7. Determinants
Determinants with orthogonal polynomials entries have been extensively studied [11℄ by Karlin and Szegö
and reently revisited by Ismail [12℄. We show here that, in the ase of Turàn determinants, the moment
representation derived above allows to extend some of these results to relativisti Hermite polynomials.
We propose a method slightly dierent from the one used in [12℄ based on the following result.
Theorem 15. If the polynomials Pn (X) an be expressed as
Pn (X) = EZ [X + iZ]
n
for some random variable Z then the Turàn determinant
DPn (X) = det


P0 (X) . . . Pn (X)
P1 (X) . . . Pn+1 (X)
.
.
.
.
.
.
Pn (X) . . . P2n (X)


is a onstant equal to
DPn (X) =
(−1)
n(n+1)
2
(n+ 1)!
EZ0,...,Zn
∏
0≤j<k≤n
(Zj − Zk)2 .
Proof. We use the formula of Wilks [13℄
det


m0 . . . mn
m1 . . . mn+1
.
.
.
.
.
.
mn . . . m2n

 = 1(n+ 1)!EU0,...,Un
∏
0≤j<k≤n
(Uj − Uk)2
where mk = EU
k
0 and the Ui are independent and identially distributed. Thus sine
Pn (X) = EZU
n
with U = X + iZ, we dedue
Uj − Uk = (X + iZj)− (X + iZk) = i (Zj − Zk)
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so that
DPn (X) =
(−1)
n(n+1)
2
(n+ 1)!
EZ0,...,Zn
∏
0≤j<k≤n
(Zj − Zk)2
and the result follows. 
Using this result, we dedue the Turàn determinant for the normalized Relativisti Hermite polynomial
dened as
(7.1) HNn (X) =
N
n
2
(2N)n
HNn
(
X
√
N
)
.
Theorem 16. The Turàn determinant for the normalized polynomial (7.1) is a onstant equal to
DHn (X) =
(−1)
n(n+1)
2
2n(n+1)
n∏
j=1
j! (2N − 1)j(
N − 12
)
j
(
N + 12
)
j
.
Proof. From Theorem 15, we have
DHn (X) =
(−1)
n(n+1)
2
(n+ 1)!
EZ0,...,Zn
∏
0≤j<k≤n
(Zj − Zk)2
where, from (2.8), eah Zj is distributed aording to (2.7). This expetation is a Selberg integral equal to [14,
17.6.2℄
EZ0,...,Zn
∏
0≤j<k≤n
(Zj − Zk)2 =
(
2n+2N−1Γ
(
N + 12
)
Γ (N) Γ
(
1
2
)
)n+1 n∏
j=0
(j + 1)!Γ2 (N + j)
Γ (2N + n+ j)
and the result follows after some elementary algebra. 
We note that this result an be proved as a onsequene of theorem 5 by Ismail [12℄: for normalized Gegen-
bauer polynomials dened as
CNn (X) =
n!
(2N)n
CNn (X) ,
the Turàn determinant equals
DCn (X) =
(
X2 − 1
4
)n(n+1)
2 n∏
j=1
j! (2N − 1)j(
N − 12
)
j
(
N + 12
)
j
.
Applying Nagel's identity,
HNn (X) =
(
1 +X2
)n
2 CNn
(
X√
1 +X2
)
so that
DHn (X) =
(
1 +X2
)n(n+1)
DCn (X)
(
X√
1 +X2
)
.
Elementary algebra yields the result. We remark the similarity between the former formula and Nagel identity.
8. Conlusion
Some new results about Relativisti Hermite polynomials have been shown; the important fat is that several
tools (subordination, moment representation) have been used, depending on the type of the result.
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