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Abstract
This dissertation deals with customised image analysis tools in cancer research. In the field
of biomedical sciences, mathematical imaging has become crucial in order to account for
advancements in technical equipment and data storage by sound mathematical methods that
can process and analyse imaging data in an automated way. This thesis contributes to the
development of such mathematically sound imaging models in four ways:
(i) automated cell segmentation and tracking. In cancer drug development, time-lapse
light microscopy experiments are conducted for performance validation. The aim is to
monitor behaviour of cells in cultures that have previously been treated with chemotherapy
drugs, since atypical duration and outcome of mitosis, the process of cell division, can be an
indicator of successfully working drugs. As an imaging modality we focus on phase contrast
microscopy, hence avoiding phototoxicity and influence on cell behaviour. As a drawback,
the common halo- and shade-off effect impede image analysis. We present a novel workflow
uniting both automated mitotic cell detection with the Hough transform and subsequent cell
tracking by a tailor-made level-set method in order to obtain statistics on length of mitosis
and cell fates. The proposed image analysis pipeline is deployed in a MATLAB® software
package called MitosisAnalyser.
For the detection of mitotic cells we use the circular Hough transform. This concept
is investigated further in the framework of image regularisation in the general context of
imaging inverse problems, in which circular objects should be enhanced, (ii) exploiting
sparsity of first-order derivatives in combination with the linear circular Hough transform
operation.
Furthermore, (iii) we present a new unified higher-order derivative-type regularisation
functional enforcing sparsity of a vector field related to an image to be reconstructed using
curl, divergence and shear operators. The model is able to interpolate between well-known
regularisers such as total generalised variation and infimal convolution total variation.
Finally, (iv) we demonstrate how we can learn sparsity promoting parametrised regu-
larisers via quotient minimisation, which can be motivated by generalised Eigenproblems.
Learning approaches have recently become very popular in the field of inverse problems.
However, the majority aims at fitting models to favourable training data, whereas we incor-
xii
porate knowledge about both fit and misfit data. We present results resembling behaviour
of well-established derivative-based sparse regularisers, introduce novel families of non-
derivative-based regularisers and extend this framework to classification problems.
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Chapter 1
Introduction
Every two minutes someone in the UK is diagnosed with cancer. There are various types of
cancer, each of which has different symptoms, treatments and survival rates. All of them are
induced by faulty genes in our DNA, either caused by a number of mutations happening over
a lifetime or inherited. This leads to cells containing the damaged DNA dividing much faster
and uncontrollably compared to healthy cells.
Figure 1.1: Collection of infographics taken from CRUK Cambridge Centre Early Detection
Programme resources [35]
The process of cell division in humans is called mitosis and constitutes an essential
process within the cell cycle. Genetic information is passed on to the next generation and
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ensures a balanced number of cells to keep the body healthy. If this information is corrupted
in only a very small number of cells, this can lead to the former being spread eventually
causing a tumour to be formed. In Figure 1.1, the process from one mutated cell to metastatic
cancer spreading into the blood and lymphatic system is visualised. Sadly, cancer is still a
major cause of death today, but thanks to extensive research, cancer survival is improving
and has even doubled in the last 40 years in the UK. All above-mentioned cancer statistics
and information originate from Cancer Research UK web content [34, 33].
Nevertheless, continuous advances in cancer research are essential for the disease to be
hopefully eradicated one day. Biologists, physicians, chemists, physicists, mathematicians
and computer scientists around the world are working in various scientific disciplines towards
understanding each one of the over 200 types of cancer better and discovering new treatment
strategies. Research ranges from genomics to bioinformatics, proteomics, pharmacokinetics
and microscopy imaging. In this thesis, we want to demonstrate how the latter discipline
interlinks biomedicine with applied mathematics. Furthermore, we study imaging methods
all having different types of sparsity assumptions in the underlying models in common.
Those techniques can be used in all types of image reconstruction and analysis problems
arising in cancer research such as denoising, motion estimation, deblurring, segmentation
and many more.
1.1 Variational Methods and Sparse Regularisation
Mathematical image processing methods can be roughly separated into three different ap-
proaches: Stochastic, partial differential equation (PDE) and variational methods. However,
those three are closely related to each other and overlap in many cases. That is why they may
rather be seen as three different points of view when it comes to modelling and analysis in
image processing. This thesis mainly focuses on variational methods (cf. e.g. [7, 44]).
When using variational methods, the main aim is minimisation of an energy functional
modelling certain assumptions on the given data and being defined as
E(u) = D(Ku, f )+αR(u). (1.1)
The function u is the processed image we would like to obtain and the variable we minimise
with respect to. It can be represented as a continuous function u : Ω→ Σ, where Ω⊂ R2 is
the usually rectangular image domain and Σ⊂ Rd contains intensity values. In 8-bit greyscale
images, we have d = 1 and Σ= {0, . . . ,255}, where 0 and 255 correspond to black and white,
respectively, with different grey intensities in between. RGB colour images map to Σ⊂ R3 ,
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where each colour is represented by a three-dimensional vector containing intensity values
for red, green and blue. Moreover, K is a forward operator modelling how the image u has
been processed or corrupted, resulting in the data vector f , which is initially given. In this
thesis, K is usually going to be a linear operator. In the case of denoising that we are going to
discuss frequently, we even have K = I, where I denotes the identity matrix. Denoising is the
task of removing noise from an image unoisy, where unoisy = uclean+δ has been corrupted
with noise δ attaining Gaussian-distributed values.
In (1.1), the first part D in functional E is called data term ensuring data fidelity between
f and Ku, i.e. the forward operator applied to the solution u should be reasonably close to
the original input data f . This can be obtained by minimising a norm measuring the distance
between f and Ku, where the choice of norm naturally depends on the given problem.
In denoising, assuming additive Gaussian noise as above, this is prevalently the squared
L2-norm. The second part R is the regularisation term and usually incorporates a-priori
knowledge about the function u. For example, we could constrain u to be sufficiently smooth
in a particular sense. The parameter α > 0 is weighting the two different terms and thereby
defines which one is considered to be more important. Energy functionals can also consist of
multiple data terms and regularisers. Depending on whether they are differentiable, convex
or non-convex, contain linear or non-linear operators, whether we have additional constraints
and on many other factors, the optimisation procedure needs to be carefully chosen. Another
fundamental question is whether the problem should be “first discretised, then optimised” or
vice versa. Concurrently, the modelling part, analysis and optimisation are either done in a
discrete or continuous setting, and either option comes with up- and downsides. For instance,
“first discretise, then optimise” leads to a myriad of (non-linear) optimisation schemes that
can be applied to solve the underlying problem in an efficient way. On the other hand, “first
optimise, then discretise” has the advantage that a sound mathematical convergence and
approximation theory can be derived.
In many applications, it is a reasonable assumption that the regularisation term in (1.1)
shall account for sparsity in some sense. For example, it can consist of the so-called “zero-
norm”, which is the number of non-zero entries and is not a properly defined norm in a
mathematical sense. In addition, it is very hard to optimise, so it is common to choose the
L1-norm as a convex relaxation instead. Sparsity could be enforced by penalising ∥u∥1 in the
energy functional, which means that the components of u themselves are sparse. Alternatively,
once could impose a sparsity constraint on the gradient of u, which is going to be elaborated
in the following.
In the beginning of the 1990s, Rudin, Osher and Fatemi revolutionised image processing
and in particular variational methods using sparsity-enforcing terms by introducing total
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(a) Original image (b) Noisy image f (c) Denoised image u
Figure 1.2: ROF denoising result (α = 0.2 in (1.6))
variation (TV) regularisation [105]. Since then, it has been serving as a state-of-the-art
concept for various imaging tasks including denoising, inpainting, segmentation and motion
estimation. In a mathematically rigorous way, the total variation is defined as
TV(u) = sup
g∈C1c (Ω;Rd)
∥g∥∞≤1
∫
Ω
u divgdx, (1.2)
where u ∈ L1(Ω). Hence, a suitable function space featuring all desired properties we
associate with images such as intensity jumps at edges is the space of functions of bounded
variation:
BV(Ω) = {u ∈ L1(Ω) | TV (u)< ∞}. (1.3)
If u is sufficiently smooth, i.e. u ∈W 1,1(Ω), (1.2) can be simplified to
TV(u) =
∫
Ω
|∇u|dx. (1.4)
The famous ROF (Rudin-Osher-Fatemi) model for denoising reads
1
2
∫
Ω
(u− f )2 dx+α
∫
Ω
|∇u|dx→min
u
, (1.5)
where f is a given noisy image and u is the denoised image we would like to obtain. In the
discrete setting, we have
1
2
∥u− f∥22+α∥∇u∥1 →minu . (1.6)
Figure 1.2 illustrates how the ROF model is able to remove noise while preserving edges.
This is achieved by indeed enforcing sparsity of the image gradient. Consequently, it is only
concentrated at edges and zero elsewhere, leading to piecewise constant image regions in
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the reconstruction. This behaviour, which is visually not satisfying and prohibits smooth
reconstructions, is commonly referred to as the staircasing effect. If we think of a 1D line
profile through the image plotting the intensity along one axis, this plot would resemble a
staircase.
In order to overcome the staircasing effect, Bredies, Kunisch and Pock introduced the
Total Generalised Variation (TGV) in 2010 [22], enforcing higher-order TV-type sparsity.
For our purposes, we only focus on second-order TGV, which is defined as
TGV2(u) = sup
g∈C2c (Ω,Sym2(Rd))
∥divg∥∞≤α1
∥g∥∞≤α0
∫
Ω
u div2gdx, (1.7)
where Sym2(Rd) denotes the space of second-order symmetric tensors with arguments in Rd
and α1 and α0 are fixed positive parameters (cf. [22] for elaborated definitions). This is in
fact an optimisation problem itself, but the corresponding primal definition reduces to the
following unconstrained formulation:
TGV2(u) = α1
∫
Ω
|∇u−w|dx+α0
∫
Ω
|E (w)|dx→min
w
(1.8)
for w ∈ R2, where E denotes the symmetrised gradient, which can be expressed as E (w) =
1
2
(
∇w+∇wT
)
.
Substituting the latter by the standard gradient, we have
TGV2(u) = sup
g∈C2c (Ω,R2)
∥divg∥∞≤α1
∥g∥∞≤α0
∫
Ω
u div2gdx (1.9)
and
TGV2(u) = α1
∫
Ω
|∇u−w|dx+α0
∫
Ω
|∇w|dx→min
w
. (1.10)
In the remainder of this thesis, we are going to refer to both variants of TGV2.
By introducing higher-order derivatives of u in the regularisation functional, the stair-
casing effect can indeed be eliminated. Generally, second-order TGV regularisation leads
to results being piecewise composed of first-order polynomials, i.e. linear functions. A
simplified denoising model with L2 data term and TGV2 regularisation reads
1
2
∥u− f∥22+α1∥∇u−w∥1+α0∥∇w∥1 →minu,w (1.11)
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(a) Original image (b) Noisy image f (c) Denoised image u
Figure 1.3: TGV denoising result (α1 = α0 = 0.225 in (1.11))
or, in the formulation with the symmetrised gradient,
1
2
∥u− f∥22+α1∥∇u−w∥1+α0∥E (w)∥F →minu,w , (1.12)
where ∥ · ∥F denotes the Frobenius-norm, which is a matrix norm defined as
∥A∥F =
(
m
∑
i=1
n
∑
j=1
|ai j|2
) 1
2
(1.13)
for an m×n matrix A, m,n ∈ N, with entries ai j for i = 1, . . . ,m, j = 1, . . . ,n.
Figure 1.3 shows a TGV2-regularised denoising result using (1.11). Here, the improve-
ment in comparison to TV denoising is clearly recognisable. The reconstruction still preserves
major edge information while enabling piecewise affine image regions at the same time.
The idea of higher-order TV-type regularisation was already introduced in 1997 by
Chambolle and Lions [38] in the context of the infimal convolution, which is defined for two
functionals J1 and J2 as
J1(u)□J2(u) = infu=u1+u2
J1(u1)+ J2(u2). (1.14)
In the past, it has been subject to both theoretical and practical research with applications to
several different image processing tasks [29, 70, 113]. The infimal convolution total variation
(ICTV) regulariser by Chambolle and Lions can be formulated as follows:
ICTV(u) =
2
λ
∥∇u−∇v∥1+
2α
λ
∥∇(∇v)∥F →minv , (1.15)
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where λ ,α > 0, u∈BV(Ω) and v∈W 1,1 with ∇v∈BV(Ω,Rn). Its behaviour is very similar
to the TGV2 regulariser. In Chapter 5 we are going to discuss the differences of those models
in greater detail and also introduce a novel regularisation functional, which can interpolate
between the two.
1.2 Organisation of the Thesis and Contribution
This introduction is followed by a chapter on some preliminaries that are going to be
essential for the mathematical concepts and techniques presented later. Starting from stating
basic notation and definitions, we proceed by deriving the circular Hough transform as
well as introducing variational segmentation frameworks and associated level-set methods.
Furthermore, we provide basic terminology in convex optimisation and present a first-order
primal-dual algorithm and a scheme to speed-up its performance. Finally, we give a short
overview of the concept of ground states and generalised Eigenproblems. The purpose of
this chapter is to provide a concise collection of definitions, statements and algorithms used
throughout this thesis and is no original work.
The work in Chapter 3 is presented in the journal paper [66] and has been done in
collaboration with Carola-Bibiane Schönlieb and Martin Burger for the development of
mathematical methods, with Stefanie Reichelt, Alexander Schreiner and Jeremy Andrew
Pike for translating and embedding them into the experimental set-up while providing
constant feedback from the biomedical point of view and Jennifer Alison Harrington and
Siang Boon Koh for the live-cell imaging experiments and assessment of results. It is
also important to mention that the tracking framework has been developed starting from
the paper of Möller et al. [93] who also provided us with the basic MATLAB® code of
his work including the topology preservation and narrow band method. In Chapter 3,
we present a customised imaging framework called MitosisAnalyser, which is one of the
major contributions of this thesis. Starting from a research problem arising in cancer drug
development, MitosisAnalyser has been developed in close collaboration with scientists at the
Cancer Research UK Cambridge Institute. The main question was how a high-dimensional
time-lapse sequence obtained from live-cell phase contrast microscopy imaging experiments
can be analysed in an automated fashion. It is still common practice that image processing is
performed manually, which is not only tedious and expensive, but also prone to bias. We
developed an automated imaging tool for mitotic cell detection and tracking, accompanied
by a user-friendly MATLAB® Graphical User Interface. Chapter 3 starts with a motivation
including a discussion on the chosen imaging modality. The main part on MitosisAnalyser is
sub-divided into two sections: Mitosis detection and cell tracking. Here, we describe how
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we detect mitotic cells employing the circular Hough transform and present a variational
model tailored to mitotic cell tracking. This is followed by a description of materials and
methods as well as results for experiments analysing different cell lines and concluded by a
validation of the cell segmentation. Furthermore, we discuss recent advances in event-driven
automated microscopy. Here, we are able to integrate the mitotic cell detection code into
the image acquisition software such that it is possible to automatically switch from phase
contrast to fluorescence microscopy as soon as a mitotic event of interest is detected. This
framework has been jointly developed with Jeremy Pike and Stefanie Reichelt. Finally, we
conclude the chapter and present potential future work.
Chapter 4 includes joint work with Martin Burger and Carola-Bibiane Schönlieb and
discusses sparse circular Hough transform (CHT) regularisation. Having introduced the
concept of the CHT in Section 2.2 and utilised it for mitotic cell detection in Chapter 3,
we now incorporate it directly in a regularisation functional. In particular, we are studying
denoising problems in a variational setting, where the energy functional consists of an L2
data term and an L1 regulariser penalising the CHT of the image gradient. For an alternative
version of the model, we prove equivalence to TV regularisation up to a constant. We present
reconstruction results for artificial images and real cell image data, which look promising, as
they seem to amplify circular objects. This suggests incorporation of the novel sparse CHT
regulariser in our cell tracking framework. We conclude the chapter by giving an extensive
outlook.
Chapter 5 presents work that has been done in collaboration with Martin Burger and
Eva-Maria Brinkmann. The first section is based on the paper [25] and is concerned with the
derivation of a novel regularisation functional starting from PDE-based diffusion inpainting
ideas. We include a train of thoughts as to how the aforesaid ideas could be incorporated in a
regulariser enforcing sparsity in vector fields related to the underlying image. Subsequently,
we elaborate the latter by providing a theoretical analysis of its properties and a description
of the numerical implementation as well as a presentation of several results for both image
compression and denoising applications. The second main section presents a unified higher-
order TV-type regularisation functional that has been developed by extending the sparse
vector fields model. We describe the journey of adjusting the original sparse vector fields
denoising model further until arriving at the unified model, which is defined in the first
subsection. Moreover, we discuss the relation to the TGV2 and ICTV regularisers (cf. Section
1.1). This is followed by a description of the numerical implementation with a focus on the
discretisation. We present a variety of results and also demonstrate that our model is able to
interpolate between well-known higher-order regularisers. The conclusion is followed by a
discussion of future work.
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The work presented in Chapter 6 has resulted from a collaboration with Martin Benning,
Guy Gilboa and Carola-Bibiane Schönlieb. Most of it is based on the paper [14]. We propose
a novel quotient model for learning of parametrised regularisers. In particular, we choose
sparsity-enforcing regularisation functionals consisting of L1-norms of images convolved
with filters that we want to learn. The main advantage of our model is that the training images
in the numerator of the quotient are favourable in a certain way. We include unfavourable
training data in the denominator. As a result, we promote sparsity of the learned filter
applied to favourable image types and achieve the opposite for unfavourable data, as by
minimising the quotient, we obtain values close to zero in the numerator and large values in
the denominator. After motivating our model and putting it into context with other machine
learning methods, we define it, discuss the numerical implementation inspired by non-linear
Eigenproblems and analyse the convergence of our algorithm. In the subsequent section,
we discuss various results in detail. Using our model, we are able to reproduce standard
sparsity-enforcing regularisers like TV. Besides, we show how we can generate novel filters
that can distinguish between different shapes and scales. Moreover, we extend our framework
to classification presenting results for the MNIST database. Finally, we provide a conclusion
and an outlook.
As an overall conclusion and outlook, we summarise the contribution of this thesis in
Chapter 7, where we again discuss possible extensions and enhancements of the presented
works.

Chapter 2
Some Preliminaries
2.1 Basic Notation and Definitions
In this section, we would like to state some notation and definitions which are going to be
essential throughout this thesis. Naturally, we need to presume that the reader is familiar
with standard concepts of mathematical analysis and linear algebra, as otherwise we would
go beyond the scope of this thesis. We are mainly referring to [106] and [112].
We start with the introduction of measures.
Definition 1. (σ -algebra) A collectionM of subsets of a set X is said to be a σ -algebra in
X ifM has the following properties:
1. X ∈M .
2. If A ∈M , then Ac ∈M , where Ac is the complement of A relative to X .
3. If A =
∞⋃
n=1
An and if An ∈M for n = 1,2,3, . . . , then A ∈M .
Definition 2. (Measurable space, measurable set) IfM is a σ -algebra in X , then X is called
a measurable space, and the members ofM are called the measurable sets in X .
Definition 3. (Measurable mapping) If X is a measurable space, Y is a topological space,
and f is a mapping of X into Y , then f is said to be measurable provided that f−1(V ) is a
measurable set in X for every open set V in Y .
Definition 4. (Measure) A measure is a function µ , defined on a σ -algebraM , whose range
is in [0,∞] and which is countably additive, i.e. if {Ai} is a disjoint countable collection of
members ofM , then
µ
(
∞⋃
i=1
Ai
)
=
∞
∑
i=1
µ(Ai).
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We additionally assume that ∃ A ∈M : µ(A)< ∞.
In order to define the Radon measure, which we are going to frequently use in Chapter 5,
we need to state some preliminary definitions.
Definition 5. (Borel sets) Let X be a topological space and B the smallest σ -algebra in X
such that every open set in X belongs to B. Then, the members of B are called the Borel sets
of X .
Definition 6. (Hausdorff space) Let X be a topological space. X is a Hausdorff space if the
following holds true: If p ∈ X , q ∈ X and p ̸= q, then p has a neighbourhood U and q has a
neighbourhood V such that U ∩V = /0.
In the following, let M be a measure on the σ -algebra of Borel sets of a Hausdorff
topological space X .
Definition 7. (Locally finite)M is called locally finite if every point of X has a neighbour-
hood U for whichM (U) is finite.
Definition 8. (Inner regular)M is called inner regular if for every Borel set B:
M (B) = sup{M (K) : K ⊂ B,K compact} .
Now, we can define the Radon measure as follows:
Definition 9. (Radon measure) A Radon measure is a measureM on the σ -algebra of Borel
sets of a Hausdorff topological space X satisfying the following conditions:
1. M is locally finite.
2. M is inner regular.
Let us now state the definitions of Lebesgue respectively Sobolev spaces. In the following
definitions of the former, we let X be an arbitrary measure space with measure µ .
Definition 10. (Lebesgue space Lp, Lp-norm, 0 < p < ∞) If f is a measurable function on
X , we define the Lp-norm of f as
∥ f∥p =
(∫
X
| f |pdµ
) 1
p
.
The space Lp(µ) consists of all f for which
∥ f∥p < ∞.
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Definition 11. (Lebesgue space L∞, L∞-norm) If f is a measurable function on X , we define
∥ f∥∞ to be the essential supremum of | f | (cf. e.g. [106, Chapter 2] for a definition). The
space L∞(µ) consists of all f for which
∥ f∥∞ < ∞.
If µ is the Lebesgue measure (cf. [106, Chapter 2] for a detailed definition) on the
n-dimensional vector space Rn, we write Lp(Rn) instead of Lp(µ). Note that we use the short
notation ∥ · ∥p throughout this thesis assuming that from the context it should be apparent
when instead of the Lp-norm a discrete p-norm is considered.
The following definition of Sobolev spaces can be found in [60, Chapter 5].
Definition 12. (Sobolev space W k,p) Let 1 ≤ p ≤ ∞ and k ∈ Z≥0. The Sobolev space
W k,p(U) is the set of Lp functions with weak derivatives of order k, i.e. it consists of all
locally summable functions u : U → R such that for each multiindex α with |α| ≤ k, the
weak derivative Dαu exists and belongs to Lp(U).
2.2 The Circular Hough Transform
In this section, we define and discuss one of the key concepts in Chapters 3 and 4: The
circular Hough transform.
The original Hough transform is an imaging method for straight line recognition, patented
by Paul Hough in 1962 [71]. His idea was to transform points lying on straight line segments
in the underlying image into a plane, the so-called parameter space, where each of those
points is again represented by straight lines. We consider the slope-intercept form
y = kx+d, (2.1)
in the image space or x-y-plane, where (x,y) ∈ Ω, k ∈ R and d ∈ R≥0. Then, points (x,y)
lying on a straight line can be represented by (2.1) using a fixed slope k and intercept d. On
the other hand, in the k-d-plane, points (k,d) lying on straight lines fulfil the equation
d = xk+ y. (2.2)
This concept leads to points lying on the same line segment in the image space cor-
responding to intersecting lines in the parameter space (cf. Figure 2.1 (a)). Hence, from
detecting intersections of many lines in the parameter space one can gather straight lines in
the image space.
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(a) Image and parameter space (b) Discrete image space and accumulator array
Figure 2.1: Hough transform using slope-intercept parametrisation [30]
For numerical implementation of the Hough transform, we need to discretise the parame-
ter space by binning values for k and d. The resulting representation is called accumulator
array, accumulating so-called votes for k and d for every pixel (x,y) in the original image.
We are interested in finding peaks in the accumulator array because they refer to points lying
on the same straight line in the underlying image (cf. Figure 2.1 (b)).
(a) Infinite slope and normal parametrisation (b) Image and parameter space
Figure 2.2: Hough transform using normal parametrisation [30]
In 1972, the Hough transform was further developed and generalised by Duda and Hart
[56]. For example, due to the fact that the k-d-plane is not bounded because k approaches
infinity as a line approaches the vertical (cf. Figure 2.2 (a), left), they suggested using the
normal parametrisation
r = xcosθ + ysinθ (2.3)
instead. Here, r ≥ 0 corresponds to the algebraic distance from the origin and θ ∈ [0,π)
denotes the angle of the normal of the line (cf. Figure 2.2 (a), right). That leads to points
on straight lines in the image space being represented by sinusoidal curves in the parameter
space and again, we are searching for intersecting points in the r-θ -plane (cf. Figure 2.2
(b) and note that in the picture, x, y and r can attain negative values as well, whereas in our
setting, values in the image space are nonnegative).
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(a) Cones in 3D parameter space (b) Slice of 3D accumulator array
Figure 2.3: Circular Hough transform, modified from [30]
Duda and Hart also were the first ones to extend the Hough transform to different types
of parametrised curves and in particular, they applied it to circle detection. Let us consider
the parametric representation for a circle
r2 = (x− c1)2+(y− c2)2, (2.4)
where r ∈ R≥0 now denotes the radius and (c1,c2) ∈Ω are the centre coordinates. Then, the
concepts presented above can be applied analogously. Note that the resulting parameter space
is three-dimensional. Each point (x,y) in the original image satisfying the above equation
for fixed r, c1 and c2 coincides with a cone in the parameter space. Then, edge points of
circular objects in the original image correspond to intersecting cones and from detecting
those intersections in the parameter space one can again gather circles in the image space (cf.
Figure 2.3), which means that the problem of shape detection has been simplified to point
detection.
Interestingly, there are strong connections between the (circular) Hough and Radon
transform (cf. [119] for a detailed discussion). It is not straightforward to assess whether
the two concepts are equivalent. It depends on how the two are exactly defined and whether
they are examined in a discrete or continuous setting. So far, we have looked at the circular
Hough transform from a discrete numerical point of view, but especially in Chapter 4, we
are going to utilise a continuous formulation as well, where the CHT can be written as the
following path integral:
CHT( f (c,r)) =
∫
∂Br(c)
f (y)dσ(y) (2.5)
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Figure 2.4: Comparison of circular Radon respectively Hough transform [30]
with f : Ω→ Σ being the image intensity function. Moreover, r ∈ R≥0 and c ∈Ω denote the
radius and the centre of the circle Br(c). In this form, (2.5) is equivalent to the continuous
circular Radon transform. If we look at the two concepts from a different angle, that is in
the context of circle detection, we have two different strategies yielding the same result (cf.
Figure 2.4). Let us assume that we are given an image displaying a circle Brtrue(ctrue). Now,
using the Radon transform for detection, we can distinguish two cases:
• If (rRadon,cRadon) ̸= (rtrue,ctrue), the Radon transform yields a small number propor-
tional to the number of intersections between BrRadon(c
Radon) and Brtrue(ctrue).
• If (rRadon,cRadon) = (rtrue,ctrue), the Radon transform yields a large response.
This is visualised in Figure 2.4 (left). Integrating the intensity values along each of the dashed
curves P1, P2, P3 and P4 results in small numbers while integrating over the solid circle,
which coincides with the true circle, yields a large number (proportional to the actual size
of the circle and the corresponding image intensity values). Hence, the Radon transform
provides a mapping from image to parameter space as well. The function P(r,c) in the
parameter space contains peaks for those r, c which parametrise a circle in the image space.
Again, shape detection is reduced to the simpler problem of peak detection. On the other
hand, using the strategy associated with the CHT and considering the point marked in Figure
2.4 (right), we increase votes in the accumulator array for each of the dashed circles C1, C2,
C3 and C4 as well as for the true solid circle. However, as every point on the latter increases
the number of votes in the accumulator array, we still obtain a peak in the parameter space at
(rtrue,ctrue).
In [119], the authors descriptively categorise the two transforms by different computa-
tional interpretations: the reading paradigm for the Radon transform and the writing paradigm
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for the Hough transform. The essential message is that considering sparse input data, the
Hough transform is computationally cheaper while the Radon transform is preferable in case
of a sparse parameter space.
2.3 Image Segmentation and Tracking
Figure 2.5: Region- and edge-based segmentation [44]
Having presented the general concept of variational methods in Section 1.1, we are
going to discuss the specific problem of image segmentation in detail in the following. In
segmentation, the aim is to divide an image into object(s) and background. This can be
achieved by identifying either the objects themselves or the corresponding edges, which is
called region-based respectively edge-based segmentation. Those two tasks are very closely
related and even coincide in the majority of cases. Mathematically formulated, we seek to
• find a partition R2 ⊃Ω=Ω0∪Ω1∪·· ·∪Ωn of the image domain, where Ω0 indicates
the background region and Ω1, . . . ,Ωn correspond to objects, or
• identify edges Γ1, . . . ,Γn
(see Figure 2.5), where the Γi are placeholders for segmentation contours, which can for
example be identified by zero-levels of the level-set function being introduced in the fol-
lowing section. Another interpretation by Mumford and Shah [95] through their famous
segmentation model is that the image varies smoothly and/or slowly within each Ωi while it
varies discontinuously and/or rapidly across most of the boundaries Γi between different Ωi.
Let Γ be the union of all Γi. Then, the Mumford-Shah energy functional reads as follows:
E(u,Γ) = µ2
∫
Ω
(u− f )2 dx+
∫
Ω−Γ
∥∇ f∥22 dx+ν |Γ|, (2.6)
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where µ and ν are positive weights, f ∈ Ω is a given image, u is a differentiable function
on Ω allowed to be discontinuous across Γ and |Γ| denotes the arc length of Γ. Minimising
this energy functional will lead to cartoon-like images making the segmentation immediately
recognisable.
Tracking can be viewed as an extension of image segmentation because it describes
the process of segmenting a sequence of images. The goal of object or edge identification
remains the same, but the time-dependence is an additional challenge.
Below, we are going to discuss the level-set method and present two well-established
segmentation models incorporating the former.
2.3.1 The Level-Set Method
The level-set method was introduced by Osher and Sethian in 1988 [97]. The key idea is to
describe motion of a front by means of a time-dependent PDE. In variational segmentation
methods, energy minimisation corresponds to propagation of such a front towards object
boundaries. In two dimensions, a segmentation curve c ∈Ω is modelled as the zero-level of a
three-dimensional level-set function φ ∈ R+×Ω. Two benefits are straightforward numerical
implementation without need of parametrisation and implicit modelling of topological
changes of the curve.
A curve c(t,q), where t ≥ 0 and q ∈Ω, moving along its normal N can be mathematically
expressed by the following PDE: 
∂c
∂ t
= FN,
c(0,q) = c0(q),
(2.7)
where F denotes the speed of movement that can be dependent on t, c and derivatives of c.
The corresponding level-set function φ is defined as
φ : R+×Ω→ R; φ (t,c(t,q)) = 0 ∀ q ∈Ω,∀ t ≥ 0. (2.8)
In the following, F is mainly going to be a function of the curvature
κ = ∇ ·
(
∇φ
|∇φ |
)
. (2.9)
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Figure 2.6: Level-set function
Differentiating φ in (2.8) with respect to t yields
∂φ
∂ t
+∇φ · ∂c
∂ t
= 0
(2.7)⇔ ∂φ
∂ t
+∇φ ·FN = 0
N=− ∇φ|∇φ |⇔ ∂φ
∂ t
= F · |∇φ |.
We assume that φ and F are well-defined on the domain R+×Ω.
Then, we assign negative values inside and positive values outside of the curve to the
level-set function:
φ(t,x)

< 0, if x is inside of c,
= 0, if x lies on c,
> 0, if x is outside of c,
(2.10)
commonly chosen to be the signed Euclidean distances (cf. Figure 2.6, see below for defini-
tion).
Finally, we obtain the Hamilton-Jacobi equation
∂φ
∂ t
(t,x) = F · |∇φ(t,x)| for (t,x) ∈ R+×Ω,
φ(0,x) = d¯(x,c0),
∂φ
∂N
= 0 for (t,x) ∈ R+×∂Ω.
(2.11)
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The initial condition at t = 0 is the signed distance function denoted by d¯ to an initial given
curve c0(q) and the Neumann boundary condition implies that the normal derivative vanishes.
For x ∈ Rn, a distance function d(x) is defined as [96, Chapter 2]
d(x) = min(|x− y|) ∀ y ∈ ∂Ω, (2.12)
where in our case | · | corresponds to the Euclidean norm, i.e. L2-norm. Then, a signed
distance function is an implicit function d¯ with |d¯(x)|= d(x) ∀ x. Thus,
d¯(x) =

−d(x), if x is inside of c,
0, if x lies on c,
d(x), if x is outside of c.
(2.13)
2.3.2 Geodesic Active Contours
Active contours or “snakes” belong to the class of edge-based segmentation methods. They
have been developed and extended for decades [36, 46, 76, 99, 75]. The goal is to move
segmentation contours towards image edges and stop at boundaries of objects to be segmented
(e.g. by using the level-set method described above). Geodesic active contours constitute a
specific type of active contours methods and have been introduced by Caselles, Kimmel and
Sapiro in 1997 [37]. The level-set formulation reads
∂φ
∂ t
= g |∇φ | ∇ ·
(
∇φ
|∇φ |
)
+∇g ·∇φ
= |∇φ | ∇ ·
(
g
∇φ
|∇φ |
) (2.14)
with initial and boundary conditions like in (2.11). The function g is an edge-detector
function defined as
g : [0,∞)→ [0,∞); x 7→ g(|∇ f (x)|) (2.15)
having the following properties:
• g is regular monotonic decreasing,
• g(0) = 1,
• lim
s→∞g(s) = 0,
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where f corresponds to the underlying image intensity function. An edge-detector function,
which is frequently used, is
g(|∇ f (x)|) = 1
1+ |∇ f (x)|2 (2.16)
or a version of (2.16), where the image f is convolved with a Gaussian kernel and hence
smoothed in order to enhance edges even more. The function g is close to zero at edges,
where the gradient magnitude is high, and close or equal to one in homogeneous image
regions, where the gradient magnitude is nearly or equal to zero. Hence, the segmentation
curve, i.e. the zero-level of φ , propagates towards edges defined by g and once the edges are
reached, the evolution is stopped. In the specific case of g = 1, (2.14) is equivalent to mean
curvature motion.
Geodesic active contours are a well-suited method of choice for segmentation if image
edges are strongly pronounced or can otherwise be appropriately identified by a suitable
function g.
2.3.3 Active Contours without Edges
A second popular segmentation model is a region-based method developed by Chan and Vese
in 2001 [45]. The main idea is to separate an image into two regions without taking edge
information based on image gradients like in the geodesic active contours model into account.
It is based on the assumption that the underlying image can be partitioned into two regions
of approximately piecewise constant intensities. In the level-set formulation the variational
energy functional reads
E(φ ,c1,c2) = λ1
∫
Ω
( f (x)− c1)2 (1−H(φ(x))) dx+λ2
∫
Ω
( f (x)− c2)2 H(φ(x))dx
+µ
∫
Ω
|∇H(φ(x))| dx+ν
∫
Ω
(1−H(φ(x))) dx,
(2.17)
which is to be minimised with respect to φ as well as c1 and c2. Here, c1,c2 ∈ Σ, the image
codomain, f corresponds to the image intensity function, λ1,λ2,µ,ν ≥ 0 are weighting
parameters, and the function H denotes the Heaviside function defined as
H(φ) =
0, if φ ≤ 0,1, if φ > 0, (2.18)
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and indicates the sign of the level-set function. Its distributional derivative is the one-
dimensional Dirac measure
d
dφ
H(φ) = δ (φ) =
∞, if φ = 0,0, if φ ̸= 0. (2.19)
In (2.17), the structure in (1.1) is resembled. The first two data terms enforce a partition into
two regions with intensities c1 inside and c2 outside of the segmentation contour described
by the zero-level-set. The third and fourth terms are contour length and area regularisers,
respectively.
The optimal c1 and c2 can be directly calculated while keeping φ fixed:
c1 =
∫
Ω f (x)(1−H(φ(x))) dx∫
Ω (1−H(φ(x))) dx
, c2 =
∫
Ω f (x)H(φ(x))dx∫
ΩH(φ(x))dx
. (2.20)
In order to find the optimal φ and hence the sought-after segmentation contour, we need to
calculate the Euler-Lagrange equation:
∂φ
∂ t
=−∂E
∂φ
= 0. (2.21)
Then, we obtain the system
∂φ
∂ t
= − ∂E
∂φ
= δε(φ)
(
λ1 ( f − c1)2−λ2 ( f − c2)2+µ ∇ ·
(
∇φ
|∇φ |
)
+ν
)
= 0 in R+×Ω,
φ(0,x) = φ0(x) in Ω,
δε(φ)
|∇φ |
∂φ
∂N
= 0 on ∂Ω,
(2.22)
where δε , ε > 0, is the following regularised version of the Dirac delta function:
δε(φ) =
ε
π
(
ε2+φ2
)
. (2.23)
If we discretise the level-set evolution equation, we essentially obtain a gradient descent
method and can iteratively optimise with respect to φ (cf. [8, 31, 84] for alternative convex
relaxations of segmentation models with more efficient numerical implementations such as
the ones presented in the following section).
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Model (2.17) is very advantageous for segmenting noisy images with weakly pronounced
or blurry edges as well as objects and clustering structures of different intensities in compari-
son to the background.
At this point we can draw a close connection between sparse regularisation in image seg-
mentation and the total variation (cf. Section 1.1). Penalising the length of the segmentation
curve coinciding with the zero-level-set in our setting exactly corresponds to minimising the
total variation of the characteristic function of the set {φ < 0} (cf. (2.17), where the contour
length term can be interpreted as the total variation of the Heaviside function, which is indeed
an indicator of the above-mentioned set). For example, Bresson et al. showed in [23] that the
snake energy (cf. Section 2.3.2) is equal to the weighted TV norm when g is an edge-detector
function and u is a characteristic function of a closed set ΩC ⊂Ω with boundary C:
TVg(u = 1ΩC) =
∫
Ω
g(x)|∇1ΩC |dx =
∫
C
g(s)ds =
∫ L(C)
0
g(|∇u(C(s))|)ds,
where L(C) =
∫ L(C)
0 ds denotes the length of C.
2.4 Convex Optimisation and Primal-Dual Algorithm
In Chapters 4, 5 and 6 we are going to deal with a variety of convex optimisation problems
or sub-problems (cf. e.g. [58, 19, 104]). There is a myriad of algorithms to solve them, but in
the following we would like to focus on one of them, which we are going to use throughout
this thesis: the first-order primal-dual algorithm by Chambolle and Pock [39]. Let us first
give a brief summary of concepts and definitions for convex optimisation. Here, we mainly
refer to [104] and also [39, 40] to comply with their notation. Then, we are going to present
the algorithm and a framework for an adaptive step size choice and an alternative stopping
criterion.
In the following, we denote by X a finite-dimensional real vector space. We are going to
frequently use the notion for inner products in vector spaces throughout this thesis.
Definition 13. (Inner product) The inner product of two vectors v,w ∈ X ⊂ Rn is defined as
⟨v,w⟩=
n
∑
i=1
viwi.
Let us now state some essential definitions from convex analysis in order to formulate
the optimisation algorithms afterwards.
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Definition 14. (Convex set) A subset C of Rn is said to be convex if
(1−λ )x+λy ∈C
whenever x,y ∈C and 0 < λ < 1.
Definition 15. (Epigraph) Let f be a function mapping from X to Rn∪{+∞,−∞}. Then, its
epigraph is defined as
epi f = {(x,µ) | x ∈ X ,µ ∈ R,µ ≥ f (x)} .
Definition 16. (Convex function) The function f is convex on X if epi f is convex as a subset
of Rn+1.
Definition 17. (Effective domain) Let f be a convex function on X . Then, its effective
domain is defined as
dom f = {x | ∃ µ : (x,µ) ∈ epi f}= {x | f (x)<+∞}
and is the projection on Rn of the epigraph of f .
Definition 18. (Proper function) A convex function f is said to be proper if
∃ x : f (x)<+∞ and ∀ x : f (x)>−∞.
Definition 19. (Lower semi-continuous (l.s.c.)) A proper function f on X is l.s.c. at a point
x ∈ X if
f (x)≤ lim
i→∞
f (xi)
for every sequence x1,x2, . . . in X such that xi converges to x and the limit of f (x1), f (x2), . . .
exists in [−∞,+∞].
Theorem 1. For f : Rn → [−∞,+∞] the following conditions are equivalent:
(a) f is l.s.c. throughout Rn,
(b) {x | f (x)≤ α} is closed for every α ∈ R,
(c) epi f is a closed set in Rn+1.
Proof. Can be found in [104].
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Definition 20. (Convex conjugate) For a closed convex function f on X , its convex conjugate
(or Legendre-Fenchel conjugate) is defined as
f ∗(y) = sup
x∈X
⟨x,y⟩− f (x).
Here, y is an element of the dual space of X .
In this thesis, we are also going to regularly encounter non-differentiable functions.
Therefore, we introduce a generalised concept of differentiability in the following.
Definition 21. (Subgradient, subdifferential) A subgradient of a convex function f at a point
x ∈ X is a vector y in the dual space of X such that
f (z)≥ f (x)+ ⟨y,z− x⟩ ∀ z.
The set of all subgradients of f at x is called the subdifferential of f at x and is denoted by
∂ f (x).
The following definition is essential for stating the primal-dual algorithm by Chambolle
and Pock.
Definition 22. (Proximity operator (resolvent)) If f is a convex, proper and l.s.c. function,
then
zˆ = proxτ f (x) = argmin
z
{
f (z)+
1
2τ
∥z− x∥2
}
= (I+ τ∂ f )−1 (x),
where τ > 0, is the proximity operator or resolvent of f .
Now let us restate and define that X and Y are finite-dimensional real vector spaces
equipped with an inner product ⟨·, ·⟩ and a norm ∥ · ∥= ⟨·, ·⟩ 12 . Furthermore, let K : X → Y
be a continuous linear operator.
The general problem considered in the following is the saddle-point problem
min
x∈X
max
y∈Y
⟨Kx,y⟩+G(x)−F∗(y), (2.24)
where G : X → [0,∞] and F∗ : Y → [0,∞] are proper, convex, l.s.c. functions.
Problem (2.24) is a primal-dual formulation of the primal problem
min
x∈X
F(Kx)+G(x)
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and of the corresponding dual problem
max
y∈Y
−(G∗(−K∗y)+F∗(y)) ,
respectively.
Assuming that the underlying convex problem can be formulated in either way, has at least
one solution, and that the proximity operators involved have a closed-form representation,
we can state the first-order primal-dual algorithm in [39] to solve (2.24) in Algorithm 1.
Algorithm 1 Primal-Dual Algorithm by Chambolle and Pock
Input: τ,σ > 0, θ ∈ [0,1], x0, y0, x¯0 = x0
for n≥ 0 do
yn+1 = (I+σ∂F∗)−1 (yn+σKx¯n)
xn+1 = (I+ τ∂G)−1
(
xn− τK∗yn+1)
x¯n+1 = xn+1+θ
(
xn+1− xn)
end for
Output: xˆ, yˆ
Chambolle and Pock prove convergence to a saddle-point of the primal-dual problem
with rate O
( 1
N
)
, where N ∈ N corresponds to the overall number of iterations, for the case
θ = 1. Furthermore, if G or F∗ are uniformly convex, a convergence rate of O
(
1
N2
)
can
be achieved. Algorithm 1 can even be accelerated further such that the convergence rate
becomes linear if both G and F∗ are uniformly convex or equivalently, if G and F∗ have
Lipschitz continuous gradients.
For many complex imaging problems, it is not clear how to choose the step sizes σ and τ .
Besides, deciding for an appropriate stopping criterion is not straightforward. A common
choice is the primal-dual gap (cf. [39]). For the implementations of Algorithm 1 in Chapters
4, 5 and 6, we utilise the framework by Goldstein et al. proposed in [63] incorporating a
routine to adapt the step sizes and a stopping criterion.
The latter is based on the primal residual defined as
Pn+1 =
∥∥∥∥xn− xn+1τ −K∗(yn− yn+1)
∥∥∥∥
1
and the dual residual given by
Dn+1 =
∥∥∥∥yn− yn+1σ −K(xn− xn+1)
∥∥∥∥
1
.
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We stop Algorithm 1 as soon as
Pn+1+Dn+1 < ε (2.25)
for a pre-defined threshold parameter ε > 0.
The modified primal-dual algorithm including the adaptive scheme for choosing the step
sizes is stated in Algorithm 2.
Algorithm 2 Adaptive Primal-Dual Algorithm by Goldstein et al.
Input: τ0,σ0 > 0, θ ∈ [0,1], x0, y0, x¯0 = x0, (α0,η) ∈ (0,1)2, ∆> 1, s > 0
while Pn+1+Dn+1 ≥ ε do
yn+1 = (I+σn∂F∗)−1 (yn+σnKx¯n)
xn+1 = (I+ τn∂G)−1
(
xn− τnK∗yn+1)
x¯n+1 = xn+1+θ
(
xn+1− xn)
Pn+1 =
∥∥∥xn−xn+1τn −K∗(yn− yn+1)∥∥∥1
Dn+1 =
∥∥∥yn−yn+1σn −K(xn− xn+1)∥∥∥1
if Pn+1 > sDk+1∆ then
τn+1 = τ
n
1−αn
σn+1 = σn(1−αn)
αn+1 = αnη
end if
if Pn+1 < sD
k+1
∆ then
τn+1 = τn(1−αn)
σn+1 = σ
n
1−αn
αn+1 = αnη
end if
if sD
k+1
∆ ≤ Pn+1 ≤ sDk+1∆ then
τn+1 = τn
σn+1 = σn
αn+1 = αn
end if
end while
Output: xˆ, yˆ
2.5 Ground States and Singular Vectors
In this section, we would like to give a brief overview of the most important concepts and
definitions in [11, 10, 94] for generalised Eigenproblems, which are discussed in Chapter 6.
The authors provide a definition of singular values and singular vectors as an extension to the
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linear case and characterise singular vectors as exact solutions of variational regularisation
schemes. Those can be explicitly computed for exemplary inverse problems and regularisation
functionals, allowing to draw conclusions about the behaviour of the regularisation and the
typical shape of preferred solutions. Moreover, the notion of Eigenfunctions is transferred to
subdifferentiable functionals.
Consider the linear inverse problem
Ku = f ,
where u is to be recovered from f and K : B→H is a linear and bounded operator mapping
from a Banach spaceB to a Hilbert spaceH .
Non-linear variational regularisation methods for computing robust approximate solutions
to this problem are of the form
uˆ ∈ argmin
u∈dom(J)
{
1
2
∥Ku− f∥2H +αJ(u)
}
.
Definition 23. (Singular vector, singular value) Let J be convex with non-empty subdiffer-
ential ∂J at every u ∈ dom(J). Then, every function uλ ̸= 0 with ∥Kuλ∥H = 1 satisfying
λK∗Kuλ ∈ ∂J(uλ )
is called singular vector of J with corresponding singular value λ .
Definition 24. (Ground state) For convex, non-negative one-homogeneous J (i.e. J(cu) =
|c| J(u) ∀ c ∈ R) a ground state u0 is defined as an element
u0 ∈ argmin
u,∥Ku∥H =1
{J(u)} .
If u0 exists, we call λ0 = J(u0) the smallest singular value.
Now let us consider the following variational denoising problem:
uˆ = argmin
u∈dom(J)
{
1
2
∥u− f∥22+αJ(u)
}
.
Definition 25. (Generalised Eigenfunction/Eigenvalue) Let J be convex with subdifferential
∂J. Then, a function uλ ̸= 0 satisfying
λuλ ∈ ∂J(uλ )
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is called Eigenfunction of J with corresponding Eigenvalue λ > 0.

Chapter 3
MitosisAnalyser: A Mathematical
Imaging Framework for Time-Lapse
Phase Contrast Microscopy
3.1 Motivation
This chapter is based on [66] and joint work with Jennifer Alison Harrington, Siang Boon
Koh, Jeremy Andrew Pike, Alexander Schreiner, Martin Burger, Carola-Bibiane Schönlieb
and Stefanie Reichelt.
Mathematical image analysis techniques have recently become enormously important in
biomedical research, which increasingly needs to rely on information obtained from images.
Applications range from sparse sampling methods to enhance image acquisition through
structure-preserving image reconstruction to automated analysis for objective interpretation
of the data [103]. In cancer research, observation of cell cultures in live-cell imaging
experiments by means of sophisticated light microscopy is a key technique for quality
assessment of anti-cancer drugs [117, 61]. In this context, analysis of the mitotic phase plays
a crucial role. The balance between mitosis and apoptosis is normally carefully regulated,
but many types of cancerous cells have evolved to allow uncontrolled cell division. Hence,
drugs targeting mitosis are used extensively during cancer chemotherapy. In order to evaluate
the effects of a given drug on mitosis, it is desirable to measure average mitosis durations and
distribution of possible outcomes such as regular division into two daughter cells, apoptosis,
division into an abnormal number of daughter cells (one or more than two) and no division at
all [102, 120].
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Since the performance of technical equipment such as microscopes and associated
hardware is constantly improving, and large amounts of data can be acquired in very short
periods of time, automated image processing tools are frequently favoured over manual
analysis, which is expensive and prone to error and bias. Generally, experiments might last
several days and images are taken in a magnitude of minutes and from different positions.
This leads to a sampling frequency of hundreds of images per sequence with an approximate
size of 10002 pixels.
In live-cell imaging experiments for anti-cancer drug assessment, the imaging modality
plays a key role. Observation of cell cultures originating from specific cell lines under the
microscope requires a particular setting ensuring that the cells do not die during image
acquisition and that they behave as naturally as possible [114]. Here, phase contrast is
often preferred to fluorescence microscopy because the latter requires labelling or transgenic
expression of fluorescent markers, both causing phototoxicity and possibly changes of cell
behaviour [53, 54, 82]. In contrast to this, cells do not need to be stained for phase contrast
microscopy. Moreover, phase shifts facilitate visualisation of even transparent specimens as
opposed to highlighting of individual specific cellular components in fluorescence microscopy.
We believe that one main advantage of our proposed framework is that it can be applied to
data acquired with any standard phase contrast microscope, which are prevalent in many
laboratories and more widespread than for instance recently established quantitative phase
imaging devices (e.g. Q-Phase by Tescan).
(a) Shade-off effect (b) Halo effect
Figure 3.1: Common image characteristics in phase contrast microscopy (HeLa DMSO
control cells)
There are two common image characteristics occurring in phase contrast imaging (cf.
Figure 3.1). Both visual effects highly impede image processing, and standard algorithms are
not applicable in a straightforward manner. The shade-off effect leads to similar intensities
inside the cells and in the background. As a result, edges are only weakly pronounced and
imaging methods such as segmentation relying on intensity gradient information (cf. Section
2.3.2) often fail. Moreover, region-based methods assuming that average intensities of object
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and background differ from one another (cf. Section 2.3.3) are not applicable either. Secondly,
the halo effect is characterised by areas of high intensity surrounding cell membranes. The
brightness levels increase significantly immediately before cells enter mitosis due to the fact
that they round up, form a nearly spherically-shaped volume and therefore the amount of
diffracted light increases. Both shade-off and halo effect prohibit application of basic image
pre-processing tools like for example thresholding or histogram equalisation (cf. [65]).
Over the past few years, many cell tracking frameworks have been established (cf. [89])
and some publications also feature mitosis detection. In [3], a two-step cell tracking algorithm
for phase contrast images is presented, where the second step involves a level-set-based
variational method. However, analysis of the mitotic phase is not included in this framework.
Another tracking method based on extended mean-shift processes [51] can incorporate cell
divisions but does not provide cell membrane segmentation. In [72] an automated mitosis
detection algorithm based on a probabilistic model is presented, but it is not linked to cell
tracking. A combined mitosis detection and tracking framework is established in [115],
although cell outline segmentation is not included. Li et al. [85] provide a comprehensive
framework facilitating both tracking and lineage reconstruction of cells in phase contrast
image sequences. Moreover, they are able to distinguish between mitotic and apoptotic
events. However, their approach is different from ours as they use an interacting multiple
models motion filter in addition to active contours and the overall model is more complex
than ours and incorporates pre-processing of the data. The cell lines used for validation are
also different from our data and appear in higher contrast in the phase contrast images.
In addition, a number of commercial software packages for semi- or fully automated
analysis of microscopy images exist, for example Volocity, Columbus (both PerkinElmer),
Imaris (Bitplane), ImageJ/Fiji [108] and Icy [48] (also cf. [59]). The last two are open source
platforms and the latter supports graphical protocols while the former incorporates a macro
language, allowing for individualisation and extension of integrated tools. However, the
majority of plugins and software packages are limited to analysis of fluorescence data.
A framework, which influenced the development of our methods and served as a basis
for our tracking algorithm, was published in 2014 by Möller et al. [93]. It incorporates a
MATLAB® Graphical User Interface that enables semi-automated tracking of cells in phase
contrast microscopy time-series. The user has to manually segment the cells of interest in
the first frame of the image sequence and can subsequently execute an automatic tracking
procedure consisting of two rough and refined segmentation steps.
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First, a rough segmentation based on the model by Chan and Vese in Section 2.3.3 is
performed. The associated energy functional reads
E(φ ,c1,c2) = λ1
∫
Ω
(|v|− c1)2 (1−H(φ(x))) dx+λ2
∫
Ω
(|v|− c2)2 H(φ(x))dx
+µ
∫
Ω
|∇H(φ(x))|dx+ν
(∫
Ω
(1−H(φ(x))) dx−Vold
)2
,
(3.1)
where again, λ1, λ2, µ and ν are positive weights, c1,c2 ∈ Σ ⊂ R, φ denotes the level-set
function (cf. (2.8)) and H is the Heaviside function (cf. (2.18)). In contrast to (2.17), the
area or volume regularisation term weighted by ν is altered such that the current volume
shall be close to the previous volume Vold. Moreover, the data terms weighted by λ1 and λ2
incorporate the normal velocity image |v| instead of solely the image intensity function f :
|v|=
∣∣∣ ∂∂ t f ∣∣∣
|∇ f |ε , (3.2)
where the expression in the denominator is a regularisation of the gradient magnitude defined
as |∇ f |ε =
√
(∂x1 f )2+(∂x2 f )2+ ε2 for small ε > 0. The novelty here is that in contrast
to only considering the image intensity both spatial and temporal information is used in
order to perform the region-based segmentation. Indeed, cells are expected to move between
subsequent frames. In addition, the gradient magnitude shall be increased in comparison to
background regions. Therefore, the incorporation of both temporal and spatial derivative
provides a better indicator of cellular interiors. The formula for the normal velocity is derived
from the optical flow constraint equation, assuming brightness constancy. The calculation
of the velocity is ill-posed, so the absolute value is considered instead. Although normal
velocities have already been considered before (cf. e.g. [73, 9]), the idea to incorporate them
in region-based segmentation is novel.
In a second step, a refinement is performed using the geodesic active contours equation
(2.14). The edge-detector function is customised and mainly uses information obtained by the
Laplacian of Gaussian (LoG) of the underlying image, which corresponds to the convolution
between the LoG-operator ∆Gσ and the image, where
Gσ (x,y) =
1√
2πσ2
e−
x2+y2
2σ2 (3.3)
is a Gaussian kernel with standard deviation σ ≥ 0. In addition, topology is preserved
throughout the segmentation by using the simple points scheme [15, 68, 79] and in order
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to reduce computational costs this is combined with a narrow band method [1], which we
inherit in our tracking procedure as well.
3.2 The MitosisAnalyser Framework
In the following, we present our proposed workflow designed to facilitate mitosis analysis
in live-cell phase contrast imaging experiments. We specifically focused on applicability
and usability while providing a comprehensive tool that needs minimal user interaction
and parameter tuning. The MATLAB® Graphical User Interface MitosisAnalyser (The
corresponding code is available at github.com/JoanaGrah/MitosisAnalyser.) provides a user-
friendly application, which involves sets of pre-determined parameters for different cell lines
and has been designed for non-experts in mathematical imaging. We provide a handbook for
MitosisAnalyser in the Appendix A.1.
Figure 3.2: MitosisAnalyser MATLAB® Graphical User Interface
In Figure 3.2 the main application window is displayed on the top left. The entire image
sequence at hand can be inspected, and after analysis, contours are overlaid for immediate
visualisation. Moreover, images can be examined and pre-processed utilising a few basic tools
(centre), although the latter did not turn out to be necessary for our types of data. Parameters
for both mitosis detection and tracking can be reviewed, adapted and permanently saved for
different cell lines in another separate window (bottom left). Mitosis detection can be run
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separately and produces intermediate results, where all detected cells can be reviewed and
parameters can be adjusted as required. Consecutively, running the cell tracking algorithm
results in an estimate of average mitosis duration and provides the possibility to survey
further statistics (right).
Figure 3.3: Summary of MitosisAnalyser framework
Figure 3.3 summarises the entire workflow from image acquisition to evaluation of
results. First, live-cell imaging experiments are conducted using light microscopy resulting
in 2D greyscale image sequences. Next, mitosis detection is performed. For each detected
cell, steps 3-5 are repeated. Starting at the point in time where the cell is most circular,
the circle-shaped contour serves as an initialisation for the segmentation. The tracking is
then performed backwards in time, using slightly extended contours from previous frames
as initialisations. As soon as cell morphology changes, i.e. area increases and circularity,
defined as 4·π·area
perimeter2
, decreases below a predetermined threshold, the algorithm stops and
marks the point in time at hand as the start of mitosis. Subsequently, again starting from the
detected mitotic cell, tracking is identically performed forwards in time until the cell fate can
be determined. As already mentioned in Section 3.1, different cases need to be distinguished
from one another: regular, abnormal and no division as well as apoptosis. The final step
comprises derivation of statistics on mitosis duration and cell fate distribution as well as
evaluation and interpretation thereof.
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The double arrow connecting steps 1 and 5 indicates what is intended to be a subject
of future research. Ideally, image analysis shall be performed in on-line time during image
acquisition, and intermediate results shall be passed on to inform and influence microscopy
software. Consequently, this may, in turn, lead to enhancement of image processing (cf.
Section 3.4). Recently established concepts of bi-level optimisation and parameter learning
for variational imaging models (cf. [32, 80]) might supplement our framework (see Section
3.5 for an outlook).
3.2.1 Mitosis Detection
In Section 2.2, we introduced the circular Hough transform (CHT) and stressed its close
relation to the circular Radon transform. In fact, they coincide using the following continuous
definition:
CHT( f (c,r)) =
∫
∂Br(c)
f (y)dσ(y), (3.4)
where f : Ω→ Σ is the image intensity function and r ≥ 0 respectively c ∈ Ω denote the
radius and the centre of the circle Br(c). Here, we focus on the discrete version of the CHT. In
the following, we are going to discuss the numerical implementation of the circle respectively
mitotic cell detection in MitosisAnalyser using the concept on an accumulator array, which is
a discrete representation of the parameter space. Finding circles in the original image simply
corresponds to finding peaks in the accumulator array (cf. Section 2.2).
In our Algorithm A1, we utilise the built-in MATLAB® function imfindcircles repre-
senting the CHT. The procedure in the latter can be sub-divided into three parts:
1. Accumulator array computation,
2. Centre estimation,
3. Radius estimation.
In order to reduce computational time, the fact that pixels on circle boundaries likely corre-
spond to edge pixels is exploited and an edge map in form of the gradient image is calculated.
After thresholding, only candidate pixels with high gradients are kept. They vote into the
accumulator array in a pattern around them that forms a full circle with fixed radius, i.e.
there is a single accumulator array for all radii. In fact, the CHT operator is modelled as
a convolution kernel being equal to one on the circle boundary and zero elsewhere. Next,
centres are estimated by utilising the fact that the votes of candidate pixels belonging to a
circle in the original image tend to accumulate at the accumulator array bin corresponding to
the centre of the circle. Finally, radii are estimated using a phase-coding method. The key
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idea is to use complex values in the accumulator array with the radius information encoded
in the phase of the array entries (cf. [47, 5]). More specifically, in [6] the so-called coherent
CHT is presented combining the use of edge orientation with phase-coding. Here, edge
points are projected along a line in the direction of the edge orientation and the projections
have an associated phase proportional to the distance to the original edge point. From peaks
in the accumulator array one can then refer back to circle centres by their magnitude and to
radii by their phase.
Figure 3.4: Finding circles using the circular Hough transform. From left to right: Original
greyscale image, gradient image, edge pixels, accumulator matrix, transformed matrix
Figure 3.4 visualises the different steps from the calculation of the gradient image, the
identification of edge pixels and the computation of the accumulator matrix and transforma-
tion thereof by filtering and thresholding to the detection of maxima.
Let us discuss the representation of the CHT operation as a convolution in more detail
following [5]. In this work, the authors present four techniques for implementation of the
CHT:
1. Detection of a circle of single radius,
2. Detection of circles for a range of radii,
3. Detection of circles for a range of radii using information on orientation,
4. Detection of circles for a range of radii using complex phase-coding.
The convolution operator size in all cases is assumed to be (2rmax + 1)× (2rmax + 1),
where rmax ∈ R+ denotes the maximum radius for a circle to be looked for. Furthermore, the
discrete elements of the kernel are indicated as (k1,k2), −rmax ≤ k1,k2 ≤ rmax, i.e. the centre
of the kernel is indicated as (0,0). In the following, we state the definitions for all of the
four kernels considered, which can be seen in Figure 3.5. Note that the vectors visualised
as arrows in the orientation annulus indicate that it consists of two components and that the
phase-coded annulus is complex-valued indicated by the intensity changes.
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Figure 3.5: Implementing the CHT as a convolution with different operators [5]
Let rmin,rmax ∈ R+ denote the minimum respectively maximum expected circle radius
(which are equivalent and denoted by r ∈ R+ in the single radius case) and −rmax ≤ k1,k2 ≤
rmax denote the indices of the filter components. Then, the single circle filter is defined as
OSC(k1,k2) =
1, if
(
r− 12
)2
< k21 + k
2
2 <
(
r+ 12
)2
,
0, otherwise.
(3.5)
The annulus filter for the detection of circles with multiple radii is defined as
OA(k1,k2) =
1, if r2min < k21 + k22 < r2max and rmax > rmin+1,0, otherwise. (3.6)
The orientation annulus additionally uses edge orientation information by taking the inner
product between the edge orientation and an orientation field within the annulus. The
convolution operator consists of a vector field containing two components of a unit vector at
each position within the annulus: OOA =
(
OxOA,O
y
OA
)T . These are defined as
OxOA(k1,k2) =
cos tan−1
(
k2
k1
)
, if r2min < k
2
1 + k
2
2 < r
2
max,
0, otherwise,
(3.7)
40 MitosisAnalyser: Mathematical Imaging for Time-Lapse Phase Contrast Microscopy
and
OyOA(k1,k2) =
sin tan−1
(
k2
k1
)
, if r2min < k
2
1 + k
2
2 < r
2
max,
0, otherwise.
(3.8)
The phase-coded annulus detects circles with a range of radii by using phase to code for
radius, resulting in a complex convolution operator with real and imaginary parts defined as
OPCA(k1,k2) =
eiϕk1k2 , if r2min < k21 + k22 < r2max,0, otherwise, (3.9)
where in our case, ϕk1k2 denotes the log phase-coding given by
ϕk1k2 = 2π
 log
(√
k21 + k
2
2
)
− logrmin
logrmax− logrmin
 . (3.10)
In the implementation of the CHT, the convolution operators are then either applied to the
two components of the image gradient G = (Gx,Gy)T or to the gradient magnitude |G|. Note
that in this case, no additional thresholding is required. The operators OSC, OA and OPCA are
convolved with the gradient magnitude image, obtaining the following outputs normalised
with respect to the size of the radius r:
QSC = |G| ∗ 1r OSC, QA = |G| ∗
1
r
OA, QPCA = |G| ∗ 1r OPCA. (3.11)
The operator OOA is convolved with the two components of the gradient G separately and
the outputs are summed up:
QOA = Gx ∗ 1r O
x
OA+G
y ∗ 1
r
OyOA. (3.12)
For the purpose of mitotic cell detection, the CHT turned out to be very robust, and
two main advantages are that circles of different sizes can be found and even not perfectly
circularly shaped or overlapping objects can be detected. At the beginning of the analysis in
MitosisAnalyser, the CHT is applied in every image of the given image sequence in order to
detect nearly circularly shaped mitotic cells. Afterwards, the circles are sorted by significance,
which is related to the value of the detected peak in the corresponding accumulator array.
The most significant ones are picked while simultaneously ensuring that identical cells are
neither detected multiple times in the same frame nor in consecutive frames. The complete
procedure is outlined in Algorithm A1.
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3.2.2 Cell Tracking
(a) Normal velocity for low temporal resolution (b) Mitotic cells segmented using (3.1)
Figure 3.6: The normal velocity is not a reliable indicator of cell locations anymore in the
case of rapid changes in between time frames respectively low temporal resolution and in
this situation, the software in [93] cannot provide accurate segmentation
We have already introduced variational segmentation methods in general in Section 1.1
and some concepts and models our framework is based on in more detail in Sections 2.3
and 3.1. Here, we present novel techniques which improve upon the method by Möller et al.
[93] in the setting of mitosis analysis by tailoring it to our specific application. The main
drawbacks of the latter are the fact that the software is only semi-automated, as the user needs
to manually draw an initialisation of the segmentation contour for each cell and that it has
been specifically developed for highly temporally resolved data. In our experiments, we have
gaps of two to five minutes in between two acquired frames, in which especially mitotic cells
may change their morphology drastically and hence the assumption in [93] that cells do not
significantly move in between two time frames is not valid anymore. Moreover, in contrast to
employing two separated tracking steps, we include all information in one unified variational
model. The advantage here is that the evolution of the contour does not rely as much on the
normal velocity image, which is not a precise indicator of cell membrane locations anymore
in the case of mitotic events and hence rapid changes in time (cf. Figure 3.6).
Let us now state our cell tracking model incorporated in the MitosisAnalyser framework.
The corresponding energy functional reads:
E(φ ,c1,c2) = λ1
∫
Ω
(|v|− c1)2 (1−H(φ(x))) dx+λ2
∫
Ω
(|v|− c2)2 (H(φ(x))) dx
+µ
∫
Ω
|∇H(φ(x))| dx+ν
∫
Ω
g( f (x)) |∇H(φ(x))| dx
+ω
1
2
max
{∫
Ω
(1−H(φ(x))) dx− tarea,0
}2
,
(3.13)
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where λ1,λ2,µ,ν ,ω ≥ 0, φ is a level-set function as defined in (2.8), H denotes the Heaviside
function defined in (2.18), |v| is the normal velocity as defined in (3.2), f : Ω→ Σ is the
function of the underlying image, c1,c2 ∈ Σ, g is a customised edge-detector function (cf.
Section 2.3.2) and tarea > 0 is a threshold for the minimum area enclosed by the segmentation
contour.
The two terms weighted by λ1 and λ2 are identical to the ones in (3.1). Also, the length
regularisation term weighted by µ is the same as in (2.17) and (3.1). Instead of having
two separate segmentation steps as in the framework by Möller et al. [93], we integrate
the edge-based term weighted by ν into our energy functional. However, using a common
edge-detector function based on the image gradient like the one in (2.16) or a variant of the
Laplacian of Gaussian as in (3.1) was not suitable for our purposes. We noticed that the
gradient magnitude image contains rather weakly pronounced image edges, which motivated
us to search for a better indicator of the cells’ interiors. We realised that the cells are very
inhomogeneous in contrast to the background and consequently, we decided to base the
edge-detector function on the local standard deviation of grey values in a 3×3-neighbourhood
around each pixel. Additionally smoothing the underlying image with a standard Gaussian
filter and rescaling intensity values leads to an edge-detector function, which is able to
indicate main edges and attract the segmentation contour towards them. Note that the
third and fourth term could be in fact combined but we decided to keep them separate on
purpose. This way, we can assign different weights to both the TV-type and the edge-based
regularisation.
We complement our energy functional with an area regularisation term that incorporates
a-priori information about the approximate cell area and prevents contours from becoming
too small or too large. This penalty method facilitates incorporation of a constraint in the
energy functional and in this case the area shall not fall below the threshold tarea.
Optimal parameters c1 and c2 can be calculated directly similar to (2.20). We numerically
minimise (3.13) with respect to the level-set function φ by using a gradient descent method.
The third term weighted by µ is discretised using a combination of forwards, backwards and
central finite differences as proposed in [45]. We obtain the most stable numerical results by
applying central finite differences to all operators contained in the fourth term weighted by ν .
In Figure 3.7 we visualise the level-set evolution throughout the optimisation procedure.
In order to give an overview of the backwards and forwards tracking algorithms incorpo-
rated in the mitosis analysis framework, we state the procedures in Algorithms A2 and A3.
Together with the mitosis detection step, they form the foundation of the routines included in
MitosisAnalyser.
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Figure 3.7: Level-set evolution from initialisation to final iteration
3.3 Results
In this section we present and discuss results obtained by applying MitosisAnalyser to the
aforementioned experimental live-cell imaging data. A list of parameters we chose can be
found in Table A1. For each cell line, we established a unique set of parameters. Nevertheless,
the individual values are in reasonable ranges and do not differ significantly from one another.
We did not follow a specific parameter choice rule, but rather tested various combinations
and manually picked the best-performing ones.
3.3.1 Material and Methods
The MitosisAnalyser framework is tested in three experimental settings with MIA PaCa-2
cells, HeLa Aur A cells and T24 cells. Below, a description of cell lines and chemicals is
followed by details on image acquisition and standard pre-processing.
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Cell Lines and Chemicals
The FUCCI(Fluorescent Ubiquitination-based Cell Cycle Indicator [107])-expressing MIA
PaCa-2 cell line was generated using the FastFUCCI reporter system and has previously
been characterised and described [78, 77]. Cells were cultured in phenol red-free Dulbecco’s
modified Eagle’s medium (DMEM) supplemented with 10% foetal calf serum (FBS).
T24 cells were acquired from CLS. The T24 cells were cultured in DMEM/F12 (1:1)
medium supplemented with 5% FBS.
HeLa Aur A cells, HeLa cells modified to over-express aurora kinase A, were generated
by Dr Jennifer Harrington with Dr David Perera at the Medical Research Council Cancer
Unit, Cambridge, using the Flp-In T-REx system from Invitrogen as described before [116].
The parental HeLa LacZeo/TO line, and pOG44 and pcDNA5/FRT/TO plasmids were kindly
provided by Professor Stephen Taylor, University of Manchester. The parental line grows
under selection with 50 µg/ml Zeocin™(InvivoGen) and 4 µg/ml Blasticidin (Invitrogen).
HeLa Aur A cells were cultured in DMEM supplemented with 10% FBS and 4 µg/ml
blasticidin (Invitrogen) and 200 µg/ml hygromycin (Sigma Aldrich). Transgene expression
was achieved by treatment with 1 µg/ml doxycycline (Sigma Aldrich).
In all experiments, all cells were grown at 37°C and 5% CO2 up to a maximum of 20
passages and for fewer than six months following resuscitation. They were also verified to
be mycoplasma-free using the Mycoprobe® Mycoplasma Detection Kit (R&D Systems).
Paclitaxel (Tocris Bioscience), MLN8237 (Stratech Scientific) and Docetaxel (Sigma Aldrich)
were dissolved in dimethylsulphoxide (DMSO, Sigma) in aliquots of 30mM, kept at -20°C
and used within three months. Final DMSO concentrations were kept constant in each
experiment (≤0.2%).
Acquisition and Processing of Live-Cell Time-Lapse Sequences
Cells were seeded in µ-Slide glass bottom dish (ibidi) and were kept in a humidified chamber
under cell culture conditions (37°C, 5% CO2). For experiments with T24 and HeLa Aur A
cells, they were cultured for 24 hours before being treated with drugs or DMSO control. They
were then imaged for up to 72 hours. Images were taken from three to five fields of view
per condition, every 5 minutes, using a Nikon Eclipse TE2000-E microscope with a 20X
(NA 0.45) long-working distance air objective, equipped with a sCMOS Andor Neo camera
acquiring 2048×2048 images, which have been binned by a factor of two. Red and green
fluorescence of the FUCCI-expressing cells were captured using a pE-300white CoolLED
source of light filtered by Nikon FITC B-2E/C and TRITC G-2E/C filter cubes, respectively.
For processing, an equalisation of intensities over time was applied to each channel, followed
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by a shading correction and a background subtraction, using the NIS-Elements software
(Nikon).
3.3.2 MIA PaCa-2 Cells
In a multi-modal experiment with FUCCI-expressing MIA PaCa-2 cells, both phase contrast
images and fluorescence data were acquired. The latter consist of two channels with red and
green intensities corresponding to CDT1 and Geminin signals, respectively. In this case, we
do use fluorescence microscopy imaging data as well, but we would like to stress that this
analysis would not have been possible without the mitosis detection and tracking performed
on the phase contrast data. As before, mitotic cells are detected using the circular Hough
transform applied to the phase contrast images. Cell tracking is performed on the phase
contrast images as well, but in addition, information provided by the green fluorescent data
channel is used.
More specifically, stopping criteria for both backwards and forwards tracking are based on
green fluorescent intensity distributions indicating different stages of the cell cycle. In Figure
3.8, we can observe the red (CDT1) and green (Geminin) fluorescence intensity distributions
for nine mitotic events over time, where the cell in (h) eventually dies. To be most accurate,
they were obtained by manual analysis. The peaks of green fluorescence intensity indicate
mitotic cells, which are about to divide. At this point in time, where circularity is maximal as
well, cells are detected as being mitotic. The backwards tracking procedure stops as soon
as the green fluorescent intensity drops significantly, which can be observed in the plots
on the left-hand sides of position “1”. After that, the forwards tracking procedure starts
again where the mitotic cell has been detected and is stopped as soon as either two daughter
cells have been detected using the CHT or the green fluorescence intensity has decreased
below a small threshold, i.e. has almost become zero. The drop of green intensity in position
“3” in (g) is due to an image acquisition artefact. Note that information provided by the
green fluorescence intensity images is sufficient to define beginning and end of mitosis and
that we do not use the red fluorescence intensity image sequences. In MitosisAnalyser, the
green fluorescence images are pre-processed by the morphological operation of erosion and
thresholding.
The whole dataset consists of nine imaging positions, where three at a time correspond to
DMSO control, treatment with 3nM paclitaxel and treatment with 30nM paclitaxel. Figure
3.9 visualises exemplary courses of the mitotic phase, which could be measured by means of
our proposed workflow.
Table 3.1 presents estimated average mitosis durations for the three different classes
of data. Indeed, the average duration of 51 minutes for the control is consistent with that
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(a) Position 1 (b) Position 2 (c) Position 3
(d) Position 4 (e) Position 5 (f) Position 6
(g) Position 7 (h) Position 8 (i) Position 9
Figure 3.8: Fluorescence intensity distributions. Positions 1-3: DMSO control; Positions
4-6: 3nM paclitaxel; Positions 7-9: 30nM paclitaxel
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Figure 3.9: Three examples of mitotic events detected for FUCCI MIA PaCa-2 “DMSO
control”, “treatment with 3nM paclitaxel” and “treatment with 30nM paclitaxel” data (from
top to bottom)
DMSO control 3nM paclitaxel 30nM paclitaxel
Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Pos 6 Pos 7 Pos 8 Pos 9
Events 14 11 13 12 8 19 10 13 35
AMD 51 41 60 52 88 94 146 104 112
Total AMD 51 78 121
Table 3.1: Average Mitosis Durations (AMD) for MIA PaCa-2 cell line in minutes
obtained from manual scoring (cf. [77], Figure S3D). Moreover, we can observe a dose-
dependent increase in mitotic duration for the two treatments, which was anticipated, since
paclitaxel leads to mitotic arrest.
3.3.3 HeLa Cells
In the following we discuss results achieved by applying MitosisAnalyser to sequences of
phase contrast microscopy images showing HeLa Aur A cells. In addition to DMSO control
data, cells have been treated with 25nM MLN8237 (MLN), 0.75nM paclitaxel (P), 30nM
paclitaxel (P) and with a combination of 25nM MLN8237 and 0.75nM paclitaxel (combined).
Figure 3.10 shows exemplary results for detected and tracked mitotic events, where
DMSO control cells regularly divide into two daughter cells. Particular treatments are
expected to enhance multipolar mitosis, and indeed our framework was able to depict the
three daughter cells in each of the three examples (bottom rows) presented. In addition,
mitosis duration is extended, as anticipated, for treated cells and specifically for the combined
treatment. The segmentation of the cell membranes seems to work well by visual inspection,
even in the case of touching neighbouring cells.
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Figure 3.10: Five examples of mitotic events detected for HeLa Aur A “DMSO control”
(one each in row one and two), “treatment with 25nM MLN8237” (one each in row three and
four), and “combined treatment with 25nM MLN8237 and 0.75nM paclitaxel” (bottom row)
data
DMSO 25nM MLN 0.75nM P 30nM P Combined
Events 44 75 10 35 43
AMD 58 73 68 116 105
Table 3.2: Average Mitosis Durations (AMD) for HeLa cell line in minutes
Table 3.2 summarises average mitosis durations that have been estimated for the different
treatments. Again, the results are according to our expectations, i.e. mitosis durations for
treated cells are extended in comparison to DMSO control.
3.3.4 T24 Cells
For this data set we wanted to focus on cell fate determination and in order to distinguish
between different fates in the T24 cell data set we combine the MitosisAnalyser framework
with basic classification techniques. In particular, we manually segmented three different
classes of cells: mitotic and apoptotic ones as well as cells in their normal state outside of
the mitotic cell cycle phase (see Figure 3.11).
In Figure 3.12 we show boxplots of nine features based on morphology as well as intensity
values we use for classification. Those include area, perimeter and circularity. Furthermore,
we calculate both mean and standard deviation of the histogram. In addition, we consider
the maximum of the gradient magnitude, the mean as well as the total variation of the local
standard deviation and the total variation of the grey values. One can clearly observe that cells
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Figure 3.11: Three manually segmented classes of T24 cells: apoptotic (top row), flat/normal
(middle row) and mitotic (bottom row)
Figure 3.12: Key features for cell type classification
in mitosis have much higher circularity than in any other state. Flat cells differ significantly
from the other two classes with respect to features based on intensity values.
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(a) Normalised parallel coordinates (b) Confusion matrix (c) Pie charts
Figure 3.13: Cell fate classification using KNN
In order to train a classifier solely based on those few features, we used the MATLAB®
Machine Learning Toolbox and its accompanying Classification Learner App. We chose a
nearest-neighbour classifier with the number of neighbours set to 1 using Euclidean distances
and equal distance weights, which yielded a classification accuracy of 93.3% (cf. Figure
3.13 (a) and (b)). Pie charts for T24 cell fate distributions (1DC - 1 daughter cell, 2DC - 2
daughter cells, 3DC - 3 daughter cells, CD - cell death) for different drug treatments can be
found in Figure 3.13 (c). The number of analysed events from top left to bottom right is 38,
36, 58, 14, 5, 10, 12, and 3.
3.3.5 Validation
In order to validate the segmentation performance, we compare results obtained with Mi-
tosisAnalyser with blind manual segmentation. For that purpose, we choose two different
error measures: The Jaccard Similarity Coefficient (JSC) [74] and the Modified Hausdorff
Distance (MHD) [55], which we are going to define in the following.
Let A and M be the sets of pixels included in the automated and manual segmentation
mask, respectively. The JSC is defined as
JSC(A,M) =
|A∩M|
|A∪M| ,
where A∩M denotes the intersection of sets A and M, which contains pixels that are elements
of both A and M. The union of sets A and M, denoted by A∪M, contains pixels that are
elements of A or M, i.e. elements either only of A or only of M or of A∩M. The MHD is
a generalisation of the Hausdorff distance, which is commonly used to measure distance
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between shapes. It is defined as
MHD(A,M) = max
{
1
|A| ∑a∈A
d(a,M),
1
|M| ∑m∈M
d(m,A)
}
,
where d(a,M) = minm∈M ∥a−m∥ with Euclidean distance ∥ · ∥.
Figure 3.14: Boxplots showing JSC (left) and MHD (right) measures for segmentation of
apoptotic cell images by MitosisAnalyser (MiA), the model by Chan and Vese (CV) and
geodesic active contours (GAC) in comparison with manual segmentation
Figure 3.15: Exemplary segmentations for flat cells in phase contrast images: Manual
segmentation (magenta) is compared to performance of MitosisAnalyser (cyan). The average
JSC and MHD values for the four images are 0.8377 and 0.3648, respectively
The JSC attains values between 0 and 1 and the closer it is to 1 the better is the segmen-
tation quality. The MHD, on the other hand, is equal to 0 if two shapes coincide and the
larger the number, the farther they differ from each other. In Figure 3.14 and Table 3.3 we
can observe that on average, MitosisAnalyser performs better than the standard Chan-Vese
method (cf. Section 2.3.3) and geodesic active contours based on the gradient magnitude
(cf. Section 2.3.2) (both performed using the MATLAB® imageSegmenter application)
compared to manual segmentation of ten apoptotic T24 cell images (cf. Figure 3.11, top
row). Moreover, Figure 3.15 shows successful segmentation of flat T24 cells affected by the
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MiA CV GAC
1
JSC 0.6103 0.7056 0.4960
MHD 2.1713 0.9120 2.5202
2
JSC 0.5736 0.6276 0.3412
MHD 3.1590 1.3452 4.8249
3
JSC 0.6093 0.4678 0.3561
MHD 2.1612 3.0814 5.5271
4
JSC 0.6741 0.4493 0.2848
MHD 1.7944 3.0597 6.5961
5
JSC 0.4428 0.4243 0.2608
MHD 4.5354 2.8466 6.8695
6
JSC 0.7133 0.5030 0.3716
MHD 0.8024 3.3760 6.0406
7
JSC 0.6623 0.3160 0.4835
MHD 1.6662 4.3808 3.9340
8
JSC 0.5402 0.4014 0.4541
MHD 3.5367 3.2165 4.6687
9
JSC 0.5417 0.1597 0.4175
MHD 2.0813 6.5744 5.4570
10
JSC 0.6877 0.2445 0.4496
MHD 0.7584 5.9506 4.7614
avg
JSC 0.6050 0.4299 0.3915
MHD 2.2666 3.4743 5.1200
Table 3.3: Quality measures JSC and MHD for segmentation of apoptotic cell images with
MitosisAnalyser (MiA), the model by Chan and Vese (CV) and Geodesic Active Contours
(GAC) in comparison with manual segmentation
shade-off effect in phase contrast microscopy images using MitosisAnalyser, where both
the method by Chan and Vese and geodesic active contours failed, compared with manual
segmentation.
3.4 Event-Driven Automated Microscopy
The MitosisAnalyser framework successfully interlinks mathematical imaging concepts with
cancer research using light microscopy. It has been developed in close collaboration with
scientists at the Cancer Research UK Cambridge Institute and benefited significantly from
the interdisciplinary discourse between biologists and mathematicians. Once a live-cell
imaging experiment has been precisely planned and set up, it usually runs over a few days,
and a lot of data is acquired. Traditionally, the analysis is performed afterwards. The GUI
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presented above has been developed having this in mind. Especially due to constant advances
in microscopy equipment and corresponding software, it has become possible to customise
image acquisition and influence the behaviour of microscopy devices, for instance enabling
to switch between different modes, in real-time.
Figure 3.16: Search and find assay for metaphase spreads
For example, in certain experimental settings, one could perform a fast and cheap low-
resolution scan of images and systematically search for particular objects or events. In a next
step, a higher resolved image of the region of interest could be acquired. This procedure
could be continued iteratively. As a result, acquisition time is reduced significantly and
also, much fewer data storage memory is required, which is an issue not to be neglected
in today’s times of big data. In Figure 3.16 we can see how this idea is utilised to search
for metaphase spreads. A low-resolution scan with a 20X air objective is performed across
the entire slide. The resulting images are subsequently analysed to detect the position of
spreads. After switching to a 1.4 NA oil objective, high-resolution z-stacks are captured at
the detected positions.
Let us recall the fact that in most experiments involving living cells phase contrast
microscopy is favoured over fluorescence microscopy because the latter may influence
their natural behaviour and also lead to phototoxicity. However, in certain experiments
fluorescence microscopy is needed because intracellular behaviour needs to be investigated,
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i.e. a higher spatial resolution is required, or very particular cell parts or molecules need to be
visualised. A reasonable idea is to combine both phase contrast and fluorescence microscopy
in order to benefit from both techniques. Thinking of mitosis analysis again, conducting a
time-lapse phase contrast experiment with cell cultures and only switching to fluorescence
microscopy as soon as a mitotic event of interest is happening would yield a perfect balance
between the two methods with minimal negative impact on the cells. Only at relevant points
in time, high-resolution images can be acquired and reveal insights into the process of mitosis
that would not have been possible using phase contrast microscopy.
Figure 3.17: Event-driven microscopy in cancer research: Multi-modal analysis workflow
and interaction between devices and software
In Figure 3.17 a possible workflow implementing this idea is presented. The flowchart
on the bottom left summarises how a numerical routine for multi-modal mitosis analysis
could be composed: Using a predefined search set, typically 20 positions, bright-field (or
phase contrast) images are acquired 7.5µm above the focal plane as determined by autofocus.
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These images are acquired and analysed until a new mitotic cell is detected. In this case,
a multi-channel 3D fluorescent time-lapse is performed. As this position will have now
been exposed to a significant quantity of light, it is deleted from the search set, and a new
position is added. This process is repeated over 24 hours. It is simple to adapt this protocol
for multi-well experiments.
On the top left, we have an example bright-field image with detected mitotic cells shown
by red circles. Here, we can apply concepts from MitosisAnalyser to a novel framework. In
fact, the detection of mitotic cells is facilitated by the circular Hough transform. On the top
right, the first four time-points of the associated fluorescence time-lapse are shown. These
images are maximal projections of data which was deconvolved using Huygens Professional
(Scientific Volume Imaging).
The flowchart on the bottom right visualises the interactive workflow between Zeiss
microscopy software and MATLAB®, where we can employ the MitosisAnalyser code
for mitotic cell detection. Images are analysed as they are acquired and used to influence
subsequent acquisition steps. The tools used for our implementation, including the Zeiss
Open Application Development (OAD) framework, are shown in blue.
For a more detailed discussion on event-driven automated microscopy for cancer research
applications, we refer the reader to [100].
3.5 Conclusion and Outlook
In this chapter, we have used concepts of mathematical imaging including the circular Hough
transform and variational tracking methods in order to develop a framework that aims at
detecting mitotic events and segmenting cells in phase contrast microscopy images while
overcoming the difficulties associated with those images. Originating from the models
presented in Section 2.3, we developed a customised workflow for mitosis analysis in live-
cell imaging experiments performed in cancer research and discussed results we obtained
by applying our methods to different cell line data. We believe that especially the cell fate
classification could be immensely improved by using supervised machine learning. Very
preliminary results employing built-in MATLAB® toolboxes were presented in Section 3.3.4.
Here, classification accuracy was already reasonably high by only using a tiny training dataset
consisting of manually segmented cells. If this collection was increased with a larger variety
of cell types and image acquisition settings, a possible route to take for classification could
be via deep learning or convolutional neural networks.
Another interesting research direction involves the integration of concepts from mathe-
matical modelling into the segmentation. More precisely, the level-set evolution in (3.13)
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Figure 3.18: Modelling cell motility
could be informed by prior knowledge on how cells move forwards or “shrink” towards a
round shape immediately before division. The cell tracking algorithm in [16], for instance,
is driven by a motion model. In the paper, the aim is the dynamic reconstruction of cell
morphologies from static image data sets via optimal control of a geometric evolution law.
Figure 3.18 sketches how their model could be employed in our setting. One question is how
cell morphology changes from the mitotic state to a normal flat state (left). In the middle, we
can see the optimal control problem with control variable η of a free boundary problem of
forced mean curvature flow in [16]. Considering the phase field approximation of this model
leads to an Allen-Cahn equation (right). For more details on those models and a statement
of the iterative optimisation algorithm, we refer the reader to [16]. After having conducted
some first experiments, we believe that we need to model the cell motion more realistically
and based on physical assumptions and observations. Moreover, we would ideally like to
learn both the motion model and the segmentation parameters in our tracking framework.
This could be achieved by using bi-level optimisation techniques.
Furthermore, it would be interesting to continue tracking cells once they have divided
into two or more daughter cells. The circular contours surrounding them after cell fate
determination has been employed using the circular Hough transform could be used as
initialisations for level-set functions similar to the already existing routine. Let us assume
that a cell divides regularly into two daughter cells for simplicity. Then we denote the circles
resulting from the CHT detection by C1 and C2, their centre coordinates by (cx1,c
y
1) and
(cx2,c
y
2) as well as the corresponding radii by r1 respectively r2. Since we would like to track
both daughter cells, we need to ensure that the circles keep enclosing the correct cell and do
not overlap too much. Let us consider the level-set function for the daughter cell surrounded
by circle C1. We would like to keep the distance between every pixel x inside of this circle to
the boundary of circle C2 sufficiently large. We can measure this distance by the function
d2(x) =
√(
xx− cx2
)2
+
(
xy− cy2
)2− r2.
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Figure 3.19: Tracking daughter cells using the additional distance energy term Edist
Furthermore, we need a function of d2(x) that is equal to 1 if d2(x) ≤ 0 and equals to 0
if d2 ≥ dtol with a smooth transition for intermediate values. Conveniently, we can use a
regularised form Hε of the Heaviside function and add the following energy term to the
segmentation in (3.13):
Edist =
∫
Ω
(1−Hε(ϕ))(1−Hε(|d2(x)−dtol|)) dx.
In Figure 3.19, we can see a few preliminary results showing the potential to pursue this
path further.

Chapter 4
Sparse Circular Hough Transform
Regularisation
4.1 Motivation
The findings presented in this chapter are joint work with Martin Burger and Carola-Bibiane
Schönlieb. The concept of the circular Hough transform (CHT) has been introduced in
Section 2.2. In Chapter 3, we have demonstrated how the CHT could be employed for
mitotic cell detection in microscopy images within our MitosisAnalyser framework. A new
idea motivated by the success of the CHT in detecting round cells and on the other hand
by investigating sparse regularisation concepts in variational methods was to incorporate
the CHT in a regulariser. Our main observation was that in our application we are only
looking for a small number of circular objects in an image, as in every time step, only
a few cells undergo mitosis, at least if the cell confluency is reasonably low like in our
experiments. Hence, the CHT image should accordingly contain a few peaks, i.e. be sparse.
A straightforward idea considering the application in Chapter 3 was to integrate an additional
regularisation in a segmentation setting. However, we decided to investigate an ROF-type
denoising model first, as the resulting reconstructions might be more intuitively interpretable
and because of the simplicity of the model.
Our TV-regularisation-type model can be stated as follows:
1
2
∥u− f∥22+α∥C(∇u)∥1 →minu , (4.1)
where u, f : Ω→ Σ are image functions and f contains additive Gaussian noise, α > 0 is
a regularisation parameter and C denotes the CHT for a fixed radius written as a discrete
linear operator. In the numerical implementation, we can either express the CHT in terms of
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(a) Image u (b) C(u) (c) (∇u)x (d) (∇u)y
(e) C((∇u)x) (f) C((∇u)y) (g) |∇u| (h) C(|∇u|)
Figure 4.1: Example image and corresponding circular Hough transform images
a sparse matrix or as a convolution operation with a circular kernel. In the former case, the
matrix is concentrated along the diagonal proportional to the pre-defined radius with entries
equal to one, and otherwise zero. Then, when multiplied with an image, for each pixel,
intensity values around this pixel lying on the boundary of the circle with fixed radius, are
summed. In the latter case, a convolution kernel with values equal to one along the perimeter
of the centred circle with fixed radius and zero elsewhere is applied to the image. In fact,
while the continuous definition of the CHT of an image function u is the path integral
CHT ( f (c,r)) =
∫
∂Br(c)
f (y)dσ(y), (4.2)
where r ∈ R+ and c ∈ Ω denote radius and centre of the circle Br(c), respectively, in the
discrete setting this reduces to a summation of intensity values.
In Figure 4.1 we visualise how the CHT operator applied to an image and its gradients
looks. We choose a simple greyscale test image containing four circles with the same radius
but different intensity values, which can be seen in (a). The CHT applied to that image
yields the one in (b). We can observe higher values close to the centres of the circles in the
original image, where brighter intensities lead to increased values, as expected. However,
this image does not look very sparse yet, which is why we want to penalise ∥C(∇u)∥1 instead
of ∥C(u)∥1. Let us now investigate whether that strategy is justified. In (c) and (d), we can
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see the first and the second component of the gradient of u, denoted by the subscripts x and y,
respectively. As anticipated, the larger the intensity value in the original image, the higher
the value of the gradient. Next, we apply C, our CHT operator, to the two components of
the gradient individually. The results can be seen in (e) and (f). In fact, in comparison to
(b), we obtain much sparser images. Nevertheless, while there are prominent peaks in the
locations of the circle centres in the original image in (a) as desired, we also obtain significant
responses within a comparably large circular neighbourhood around the centres. Note that we
impose our sparsity constraint in (4.1) on the CHT of both gradient components separately
like in (e) and (f). We need to remark that in principle, the latter two images should not yield
a peak in the circle centres but rather zero responses, since we sum over the same number
of positive and negative values on the circle edges visible in (c) and (d). However, in our
discrete setting, even for very highly resolved images, we are still able to obtain peaks rather
than zero values, which makes our model still justifiable. On the other hand, starting from
the gradient magnitude image (g) and applying the CHT yields an even much sparser image
(h) compared to (e) and (f).
Motivated by this, one could consider replacing the gradient of u in (4.1) by its magnitude
resulting in the following model:
1
2
∥u− f∥22+α∥C(|∇u|)∥1 →minu . (4.3)
We are going to find in Section 4.2 that (4.3) has more similarities to the ROF model than we
originally thought and may prove redundant in the end.
4.2 Properties of Regularisation by Sparse Circular Hough
Transform
In the beginning of our research, we had an essential decision to make when stating the
denoising model to be investigated. In (4.1) we chose to enforce sparsity in the CHT of the
image gradient. What if we switched the operators C and ∇ and instead penalise ∥∇C(u)∥1?
In fact, we can show that at least in the continuous setting, the two operations are equivalent.
Proposition 1. For an image u and a CHT operator C, the following identity holds true:∫
Ω
|∇C (u) |dx =
∫
Ω
|C (∇u) |dx. (4.4)
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Proof. Let
∂
∂x
∫
Br(x)
u(y) dσ (y)
be the gradient of the CHT of u, where Br(x) denotes the circle or sphere with centre x and
radius r, and substitute y = x+ rz. Then, we have
Dx
∫
B1(0)
u(x+ rz) dσ (z)
=
∫
B1(0)
∇u(x+ rz) dσ (z)
=
∫
Bz(x)
∇u(y) dσ (y) .
Hence, identity (4.4) holds true.
In numerical experiments, we could confirm this proposition. All the results we are
stating in Section 4.3 have been produced by using the model in (4.1).
Furthermore, we can show an interesting relation to the total variation. If we consider
model (4.3), the regulariser is equivalent to the TV regulariser up to a constant dependent on
the radius.
Proposition 2. For an image u, we define
TV-CHT(u) = ∥Cr (|∇u|)∥1, (4.5)
where our CHT now also includes the radius dimension. By Cr, we denote the CHT for
radius r ∈ (rmin,rmax), where rmin and rmax are the minimum respectively maximum radius
considered, i.e.
Cr f (x) =
∫
∂Br(x)
f (y)dσ(y). (4.6)
Then the following relation holds true:
TV-CHT(u) = c TV(u), (4.7)
i.e. our TV-CHT regulariser is equivalent to the TV regulariser up to a constant factor
c = π · (r2max− r2min).
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Proof. We start by writing out the continuous definition of the L1-norm regarding the one-
dimensional radius space.
rmax∫
rmin
∫
Ω
(Cr|∇u|)(x)dxdr
=
rmax∫
rmin
∫
Ω
∫
∂Br(x)
|∇u(y)|dσ(y)dxdr
=
rmax∫
rmin
∫
Ω
∫
Ω
δ (|x− y|)|∇u(y)|dydxdr
=
rmax∫
rmin
∫
Ω
∫
Ω
δ (|x− y|)dx |∇u(y)|dydr
=
rmax∫
rmin
∫
Ω
∫
∂Br(x)
dσ(x) |∇u(y)|dydr
=
rmax∫
rmin
2rπ dr
∫
Ω
|∇u(y)|dy
= π · (r2max− r2min) ·TV(u),
where we have used definition (4.6), Fubini’s theorem and the definition of the perimeter.
This proves that TV-CHT is equivalent to TV up to the above factor dependent on the radius
range.
4.3 Results
In this section, we are going to discuss some results obtained by using the denoising model
(4.1). As it is convex, we can use the modified primal-dual Algorithm 2 that we presented in
Section 2.4 for our numerical implementations. In all four examples we are going to present,
we add Gaussian noise with zero mean and variance σ2 = 0.01 to the respective original
image and solve (4.1).
We start by considering the greyscale test image in Figure 4.1 (a). The denoising result
setting α = 0.1 in (4.1) can be observed in Figure 4.2 (c). Indeed, by employing our model,
we are able to remove noise while reconstructing the four circles without great contrast loss.
Interestingly, the circular shapes, which are not perfect in the original image due to the low
64 Sparse Circular Hough Transform Regularisation
(a) Original image (b) Noisy image
(c) CHT denoised (α = 0.1) (d) ROF denoised (α = 0.1)
Figure 4.2: CHT and ROF denoising result for synthetic image with four circles
resolution, are even enhanced in the reconstruction. We also observe a smoothing effect. As
expected, the ROF result in (d) can reconstruct the original piecewise constant image very
well.
The result for a second synthetic binary test image with one circle in Figure 4.3, where
we use the same model (4.1) and the same regularisation parameter α = 0.1 as before in (c),
reveals similar properties of the reconstruction. The noise is completely removed while the
circle is not only recovered but also amplified. However, the ROF result (d) almost perfectly
reconstructs the circle while suffering from loss of contrast, as anticipated.
In Figure 4.4, we apply our CHT denoising model to a phase contrast microscopy image
of cells. In (a), we can clearly distinguish the two round mitotic cells in the foreground. De-
noising (b) with the ROF model yields the reconstruction (c) with the characteristic expected
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(a) Original image (b) Noisy image
(c) CHT denoised (α = 0.1) (d) ROF denoised (α = 0.1)
Figure 4.3: CHT and ROF denoising result for synthetic image with one circle
piecewise constant behaviour. Note that not only the mitotic cell halos are pronounced but
also those of the other cells in the background, which still does not make them too distinct.
In contrast, we can see in the reconstructions (d) - (f) obtained by CHT denoising that we
have enhanced features at the locations of the mitotic cells. We would like to remark at this
point that here, the goal is clearly not competing with state-of-the-art denoising models and
obtaining an accurate reconstruction with respect to quality measures like PSNR or SSIM
but rather enhancing circular shapes and facilitating the accentuation of mitotic cells, which
has been achieved.
Finally, we present another experiment with real data in Figure 4.5. Here, the effect of
highlighting circular features becomes even more apparent. Choosing a very high regularisa-
tion parameter α leads to extremely strong concentration of high intensity values close to the
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(a) Original image (b) Noisy image (c) ROF denoised (α = 0.1)
(d) CHT denoised (α = 104) (e) CHT denoised (α = 103) (f) CHT denoised (α = 0.2)
Figure 4.4: CHT and ROF denoising results for real phase contrast microscopy data showing
two mitotic cells
centre of mass of the cell in the original image (a) while the background is almost set to zero,
as can be seen in (c). Selecting a much lower weight α leads to enhancement of the cell as
well but not as pronounced and also yields some artefacts. The ROF reconstruction in (e)
does not contain noise anymore, but has prominent cartoon-like features.
Although in most cases even standard TV denoising can obtain better reconstructions
with respect to PSNR or other quality measures, CHT denoising has a number of advantages.
First, it can be observed that the staircasing effect typical for TV denoising is attenuated.
Furthermore, circular objects are smoothed and their histograms tend to be equalised. This
can be advantageous for cell segmentation tasks, since the halo effect is reduced due to
smoothing and grey values inside of the cells become more homogeneous. For very large
regularisation parameters, we are even able to exclusively highlight circular objects in the
original image, which is another motivation to investigate our CHT regulariser further and
apply it in different image processing settings.
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(a) Original image (b) Noisy image
(c) CHT denoised (α = 104) (d) CHT denoised (α = 0.2) (e) ROF denoised (α = 0.1)
Figure 4.5: CHT and ROF denoising results for real phase contrast microscopy data showing
one mitotic cell
4.4 Conclusion and Outlook
In this chapter we explored how the circular Hough transform can be incorporated as a shape
prior in sparse regularisation functionals. In particular, we investigated a denoising model
consisting of an L2 data fidelity term and an L1-penalisation of the CHT of the image gradient.
However, for the linear operator C modelling the circular Hough transform, the radius was
fixed. In practical applications, it is certainly desirable to be able to incorporate a whole
range of radii. If we think of mitotic cells, we do have some prior knowledge on the size of
the cells, but we need to assume that possible radii lie within an interval of approximately
ten pixels, of course depending on the spatial resolution. A straightforward idea is aiming at
promoting sparsity with respect to the radii as well.
For this purpose, we think of the CHT space being three-dimensional as discussed in
Section 2.2. In Figure 4.6, we see two intensity profiles regarding the radius dimension for
fixed spatial coordinates corresponding to the centre of the left (a) and right (b) cell visible
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(a) Radius vs. intensity for cell centre 1 (b) Radius vs. intensity for cell centre 2
(c) r = 1 (d) r = 4 (e) r = 6 (f) r = 8 (g) r = 10 (h) r = 13
Figure 4.6: Exploring sparsity with respect to the radius for CHT regularisation
in (c). Each image (c)-(h) corresponds to a plane in the CHT space for one fixed radius.
From the plots, we can observe that sparsity with respect to the radii is a very reasonable
assumption, as we can see one prominent peak exactly at the position of the true cell radius
in both cases. Mathematically formulated, we could replace the regularisation term in the
CHT denoising model by a combined one
∫ rmax
0
α(r)∥Cr(∇u)∥L1(Ω) dr+
(∫
Ω
∥Cr(u)∥pL1(0,rmax) dx
) 1
p
,
whereΩ is the image space and (0,rmax) the one-dimensional radius space. Also, a weighting
function α(r) could incorporate a-priori knowledge on the radii. Optimisation could be
facilitated by borrowing ideas from the collaborative TV framework in [57]. If only little
prior information on the radii is available and the underlying image size is big, recently
developed stochastic methods for convex optimisation (cf. e.g. [42] for a stochastic primal-
dual algorithm) could be a remedy. Here, the idea is to sample only a few radii in each
iteration of the algorithm.
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Moreover, several theoretical questions arise, especially in context with the work done by
Benning and Burger in [11]. The idea to examine ground states of the total variation could
be related to CHT regularisation by searching for Eigenfunctions thereof. If we consider
λu ∈ ∂J(u), J(u) = ∥C(∇u)∥M (Ω)
and the corresponding subdifferential
∂J(u) = {∇ ·C(p) : |p| ≤ 1, p C(∇u) = |C(∇u)|},
then the task is to
find p such that λu = ∇ ·Cp.
This could be useful to gain a better understanding of the properties of our regulariser. For
instance, we know that the indicator function of a circle is a TV Eigenfunction in two
dimensions and it would be insightful to investigate if similar findings can be discovered for
the CHT regularisation.
Other interesting future directions include the convergence analysis of the different
models.
Finally, an obvious question is whether CHT regularisation is suitable and beneficial for
other variational problems, segmentation being the most important one for us, as this work
was originally motivated by integrating our novel regulariser in our cell tracking framework.

Chapter 5
Sparse Vector Fields Regularisation
5.1 Motivation
The work in this chapter has been motivated by publications from Mainberger, Weickert and
others on PDE-based image compression methods [88, 87] and resulted from a collaboration
with Martin Burger and Eva-Maria Brinkmann, where the first main part is based on [25].
Due to ongoing improvement in image resolution and limited capacities for data storage
and transmission, image compression is a continuously relevant topic of interest. A natural
desired property of given data is sparsity in some sense. The sparser the original information
is, the less needs to be compressed and stored. In contrast to standard approaches using
orthogonal bases and frames like cosine transforms or wavelets, Mainberger et al. borrow
ideas from the theory of PDEs and are able to avoid artefacts common in standard approaches
by a direct treatment of edges.
Figure 5.1: Encoding and decoding procedure presented in [87]
In Figure 5.1, the two-step procedure in [87] is visualised. First, in the encoding step,
edge detection is performed on an ideally cartoon-like image. The colour intensity values in
pixels on both sides of the edges are then saved. In fact, a vector field v corresponding to
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the normal derivatives of the image at the edge location is stored (cf. the osmosis setting in
[122]). In the decoding step, the aim is to reconstruct the image u from the encoded data by
harmonic inpainting, which corresponds to solving
∆u = ∇ · v in Ω, (5.1)
where Ω is the image domain into which v is extended by zero off the edges.
In [25], we start from a reinterpretation of the PDE-based compression in terms of sparsity,
which directly translates into a variational framework. The key observation is that with the
edge detection and zero extension of v one essentially looks for a sparse vector field that leads
to a certain precision in the reconstruction via (5.1). In the spirit of the predominant sparsity
regularisation of imaging problems we study a direct variational approach: we minimise
an L1-type norm of the vector field subject to the constraint that u reconstructed via (5.1)
approximates a given image f up to a certain tolerance, i.e.
∥v∥1 →minu,v subject to ∆u = ∇ · v, ∥u− f∥2 ≤ ε. (5.2)
As we shall discuss below, a more rigorous statement of the problem takes into account
that v needs to be interpreted as a vectorial Radon measure on Ω (similar to gradients of
BV-functions) in a continuum setting. The properties of a limiting continuum model appear
to be of particular advantage for the compression issues since one expects to concentrate
the measure v on a set of Lebesgue measure zero. This means that for a suitable discrete
approximation of the model the number of pixels we need to store the vector field in divided
by the total number of pixels tends to zero. A direct consequence is an increase in the
compression rates as the image resolution increases, a highly desirable property.
A straightforward question that arose after having formulated the variational image
compression model was whether our sparse vector field regulariser could be useful in other
imaging applications. Because of its comparatively simple formulation, we decided to
investigate the denoising model further. We reformulate (5.2) into an equivalent problem
λ
2
∥u− f∥22+∥v∥1 →minu,v subject to ∆u = ∇ · v . (5.3)
with Lagrange multiplier λ > 0. Now the first term resembles a standard denoising data term
assuming additive Gaussian noise, whereas the L1-norm of v can be interpreted as an implicit
sparse regularisation of v. The similarity to well-established denoising models becomes even
more apparent if we replace the remaining constraint by a natural special solution v = ∇u.
Then, (5.3) in fact resembles the ROF denoising model [105].
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Further studying (5.3) and observing characteristic artefacts in the obtained reconstruc-
tions motivated us to extend our model, incorporating the curl in the regularisation term.
If the curl of v vanishes, v becomes a gradient vector field and the ROF model is again
recovered, and hence we studied generalisations of our model also penalising ∇×v. With the
interpretation that v is related to the gradient of u, the additional term becomes a higher-order
regularisation. The latter have been shown to be able to reduce the staircasing effect typical
for TV regularisation (cf. [43, 22, 12]).
5.2 From Image Compression to TV-Type Reconstruction
In order to obtain an appropriate formulation of (5.3) we proceed as in [21] and interpret v as
a d-dimensional Radon measure on Ω⊂ Rd . The regularisation functional is then
∥v∥M (Ω) = sup
ϕ∈C(Ω)d ,∥ϕ∥∞≤1
∫
Ω
ϕ · dv, (5.4)
where (5.1) is to be understood in a weak form as well. Hence, (5.3) is rewritten as
λ
2
∥u− f∥22+∥v∥M (Ω)→ min
u∈L2(Ω),v∈M (Ω)d
subject to ∆u = ∇ · v. (5.5)
The model can be formulated as in recent approaches for denoising by defining w=∇u−v
(in the sense of distributions). With χ0 being the characteristic function of the set {0} we
obtain
λ
2
∥u− f∥22+∥∇u−w∥M (Ω)+χ0(∇ ·w)→ min
u∈L2(Ω),w∈D ′(Ω)d
. (5.6)
One observes that the regularisation functional is now an infimal convolution of the total
variation and a functional of ∇ ·w. The same structure is apparent in the TGV model [22],
which in the analogous setting reads
λ
2
∥u− f∥22+∥∇u−w∥M (Ω)+∥E (w)∥M (Ω)→ min
u∈L2(Ω),w∈M (Ω)d
. (5.7)
A major difference of the TGV approach to our new model is the fact that in our case only
the divergence of v respectively w is penalised, which might be too weak to achieve suitable
regularisation properties. For improvement, we can add regularisation terms depending on
the curl ∇× v, which is natural since a divergence-free vector field is constant if and only if
its curl vanishes (according to the Helmholtz theorem, also discussed in Section 5.3). Note
that ∇×∇u = 0, hence ∇× v = ∇×w, i.e. we can formulate regularisation either on v or
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on w. As the concept and the definition of the curl is more standard in a three-dimensional
setting and there is no unique way of defining it in two dimensions, we state our chosen
definition of the 2D curl of vector field v(x1,x2) = (v1(x1,x2),v2(x1,x2)) as follows:
∇× v = ∂v2
∂x1
− ∂v1
∂x2
. (5.8)
Let us recast the above results in terms of the regularisation they induce on u. In this
respect we also discuss the boundary conditions in (5.1) respectively its weak formulation.
Natural boundary conditions are no-flux conditions (∇u−v) ·n = 0 on ∂Ω, which means the
used weak formulation of (5.1) is∫
Ω
∆ϕ u dx+
∫
Ω
∇ϕ ·dv(x) = 0 ∀ϕ ∈C2(Ω),∇ϕ ·n = 0 on ∂Ω. (5.9)
Hence, we can define the regularisation functional R : L1(Ω)→ [0,∞] as
R(u) := inf
v satisfying (5.9)
∥v∥M (Ω). (5.10)
Once we have defined the regularisation terms, it is straightforward to extend the vari-
ational model to other imaging tasks, e.g. by changing the data fidelity. Moreover, we can
consider Bregman iterations (cf. [98])
uk+1 ∈ argmin
u
(
λ
2
∥u− f∥22+R(u)−⟨pk,u⟩
)
, pk ∈ R(uk), (5.11)
as well as other scale space methods such as the gradient flow (cf. [4]) ∂tu ∈ −∂R(u) and
the inverse scale space method (cf. [28]).
5.2.1 Properties of Regularisation by Sparse Vector Fields
In the following we further discuss some properties of the regularisation functional R defined
via (5.10). To avoid obvious technicalities with constants, we restrict ourselves to the space
L1⋄(Ω) =
{
u ∈ L1(Ω) |
∫
Ω
u dx = 0
}
(5.12)
if Ω is a bounded domain.
We start with some topological properties induced by R:
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Theorem 2. Let Ω be a sufficiently regular domain. Then there exists a constant c > 0 such
that
∥u∥L1(Ω) ≤ cR(u) (5.13)
for all u ∈ L1⋄(Ω). Moreover, dom(R) is a subspace of L1(Ω) and R is a norm on dom(R)∩
L1⋄(Ω). Finally,
R(u)≤ TV(u) ∀ u ∈ BV(Ω). (5.14)
Proof. We have
∥u∥L1(Ω) = sup
φ∈L∞(Ω),∥φ∥∞≤1
∫
Ω
u(x)φ(x) dx . (5.15)
For φ ∈ L∞(Ω) we define w as the weak solution of the Poisson equation −∆w = φ with
homogeneous Neumann boundary conditions and mean value zero. Thus, using the weak
formulations we have ∫
Ω
u(x)φ(x) dx =
∫
Ω
∇w(x) · dv(x) . (5.16)
Regularity of solutions of the Poisson equation yields continuity of w and the existence of a
constant c such that ∥∇w∥∞ ≤ c∥φ∥∞ = c, for all φ ∈ L∞(Ω). Hence,
sup
φ∈L∞(Ω),∥φ∥∞≤1
∫
Ω
u(x)φ(x) dx≤ c∥v∥M (Ω) , (5.17)
which yields the estimate of the L1-norm.
The one-homogeneity and triangle inequality follow in a straightforward way from the
definition, consequently R is a norm on a subspace of L1⋄(Ω). Estimate (5.14) is obtained
since v = ∇u satisfies (5.9), hence the infimum over all admissible v is less or equal to the
total variation.
A next step towards the understanding of properties of R is an investigation of its
subdifferential with consequences for optimality conditions of (5.5). For brevity we use
a formal approach based on Lagrange multipliers. We have p ∈ ∂R(u) if and only if
p = ∂uL(u,v,q) for solutions (v,q) of the saddle-point problem
inf
v
sup
q
L(u,v,q) (5.18)
for given u. The Lagrangian is defined as
L(u,v,q) = ∥v∥M (Ω)+
∫
Ω
∆q u dx+
∫
Ω
∇q ·dv(x). (5.19)
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Thus, we find p = ∆q and the optimality conditions for the saddle-point problem yield (5.9)
and −∇q ∈ ∂∥v∥M (Ω).
It is instructive to compare the subgradients of R with those of TV. The optimality
condition for the ROF problem
1
2
∥u− f∥22+αTV(u)→minu (5.20)
reads
u− f +α p = 0, p ∈ ∂TV(u). (5.21)
If we define
BV⋄(Ω) =
{
u ∈ BV(Ω) |
∫
Ω
udx = 0
}
(5.22)
to avoid technicalities with constants again, the subdifferential of TV can be characterised as
∂TV(u) = {p ∈ BV⋄(Ω)∗ | ∥p∥ ≤ 1,⟨p,u⟩= TV(u)} . (5.23)
Indeed, with similar reasoning one can show that p ∈ ∂TV(u) if p = −∇ · g for a vector
field g ∈ ∂∥v∥M (Ω) and v = ∇u. This means that if we can write g =−∇q, we also obtain
p ∈ ∂R(u). In particular, this opens the door towards a simple verification whether solutions
of the ROF model are also solutions of the sparse vector field model (5.5). One simply has to
inspect the subgradient in the optimality condition and check whether the associated vector
field g can be written as a gradient. We will exemplify this in the case of the most well-known
example for the ROF model, the reconstruction of the indicator function of a ball on Ω= Rd
(cf. [90]). This function is an eigenfunction of TV, i.e. there exists λ (depending on the
radius R of the ball) such that
λu = ∇ ·g ∈ ∂TV(u). (5.24)
It is easy to see that g = ∇F(b), where b is the signed distance function of the ball (cf. [52]),
and F satisfies
F ′(z) =
1 if z≤ 0,R
z+R if z > 0.
(5.25)
Hence, we have g = −∇q for q = −F(b), which implies that λu ∈ ∂R(u), with the same
value. The results in [11] imply that the variational model (5.5) reconstructs data f being the
indicator function of a ball in the form u = c f , with c < 1 depending on λ and α . Moreover,
the Bregman iteration and inverse scale space methods reconstruct f exactly after a finite
number of iterations respectively finite time.
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Finally, we return to the original idea of compressing an image by encoding a sparse
vector field. For this purpose, it is desirable that v has support on a set of small (or even
zero) Lebesgue measure. Thinking about the continuum case as a limit of discrete pixel
images, the asymptotic property of zero Lebesgue measure means that the image (in 2D) can
be encoded by a number of values proportional to the square root of the number of pixels.
Consequently, the compression rate of such a PDE-based approach should improve with
higher image resolution, which is highly relevant given the current trend of screen and camera
resolution. We already see from the example of the indicator function of a ball above that we
can expect the method to encode a piecewise constant image by vector fields concentrated
on the edge sets. For more complicated images the vector field potentially needs to have
a larger support to obtain a suitable reconstruction, since away from the support of v the
function u is just harmonic. A better understanding of the compression properties would
need a characterisation of the structure of minimisers, similar to [41, 118].
We have motivated and rigorously defined and analysed our sparse vector fields model.
By reformulating it, we have observed similarities to the well-known TGV and ICTV models.
However, a major difference in comparison to TGV is that we only penalise the divergence
of our vector field. We discussed that additionally penalising the curl might lead to an
improvement. We stated some properties of our model stressing the relation to TV. In the
following, we are going to discuss the numerical implementation of the sparse vector fields
model and present results for image compression and denoising.
5.2.2 Numerical Implementation
In our now discrete setting, the d-dimensional Radon measure on Ω ⊂ Rd becomes the
discrete L1-norm.
We need to be careful when discretising the differential operators. We use forwards finite
differences with Neumann boundary conditions for the discretisation of the gradient. Hence,
in order to preserve the adjoint structure, the divergence is discretised with backwards finite
differences and Dirichlet boundary conditions.
Furthermore, we reformulate the constrained discrete optimisation problem
λ
2
∥u− f∥22+∥v∥1 →minu,v subject to ∆u = ∇ · v (5.26)
into an unconstrained one
λ
2
∥u− f∥22+∥v∥1+χ0(∆u−∇ · v)→minu,v . (5.27)
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Here, χ0 denotes the characteristic function of the set {0}, defined as
χ0(z) =
0, if z = 0∞, else.
We then solve our convex minimisation problem using the primal-dual algorithm by
Chambolle and Pock (cf. Algorithm 1) in combination with the adaptive step size framework
and primal-dual residual stopping criterion by Goldstein et al. (cf. Algorithm 2). We refer
the reader to [25] for a more detailed description of our algorithm.
As already mentioned earlier, the model discussed so far can be further extended by
considering for example Bregman iterations as proposed in [98]. To incorporate this iterative
regularisation method in our algorithm, we use the “adding-back-the-noise” formulation such
that the update for u in the primal-dual algorithm is replaced by
un+1 =
1
1+λτ
(λτ f +hk +un− τ∆yn+1).
Moreover, we add an outer loop for a fixed number of Bregman iterations, updating
hk+1 = hk + f −u
after each completion of the inner primal-dual minimisation (cf. [25]).
5.2.3 Results
In the following, we present some results for the cases of image compression and denoising
discussed above. As an example we chose the frequently used image “Trui” (257×257 pix-
els), making the approach comparable to previous results such as the ones in [88]. However,
since the size of this image does not correspond to modern HD resolutions, we also created
two similar images with sizes of 1024×1024 and 4800×4800 pixels, respectively.
Image Compression
We start by discussing the compression of the cartoon part of an image, which is illustrated
in Figure 5.2 for the Trui test image. We plot the relative error vs. the non-zero gradient ratio,
which means the number of pixels with non-zero v divided by the total number of pixels.
On the left, we show a comparison of the sparse vector field (SVF) model with the classical
ROF model, which demonstrates the improved compression properties. On the right, we
plot the results for the variational SVF model compared to the Bregman iteration (numbers
5.2 From Image Compression to TV-Type Reconstruction 79
Figure 5.2: Comparison of the non-zero gradient ratio for different parameter values
correspond to Bregman iterations), which illustrates that no significant improvement can be
obtained with respect to compression by the latter. We compare with the ROF model, since it
is popular and widely used in imaging applications. As it enforces sparsity in the gradient,
we considered it a good candidate for comparison with our model, which goes a step further
and tries to enforce sparsity in the divergence of a vector field related to the image gradient.
In addition, we discuss how TV regularisation theoretically relates to our model above.
Figure 5.3: Image compression. From left to right: Original image, vector field v in x- and
y-direction, norm of v, and the corresponding reconstruction for λ = 10
In Figure 5.3 we display the results of the compression and the corresponding vector fields
for λ = 10. We observe that the support of v corresponds well to an edge indicator, confirming
the relation to the approach in [88]. The reconstructed image seems to preserve the main
edges well but does not have the strict piecewise constant behaviour as TV regularisation,
which seems attractive for further reconstruction tasks.
We also investigate the behaviour for higher resolution. In order to mimic increasing
resolution, we simply downscale the test images to r times the number of original pixels,
r ∈ (0,1]. We then perform compression at fixed error tolerance (corresponding to constant
λ when appropriately scaled) for the images of different size and finally plot the non-zero
gradient ratio vs. r in Figure 5.4. Our expectation that due to continuum limit and the potential
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Figure 5.4: Comparison of the non-zero gradient ratios for the SVF (λ = 10), the SVFBreg-
man (λ = 1 and 5 Bregman iterations) and the ROF (λ = 10) algorithms for the Trui test
image (left) and the Eva test image of size 1024x1024 pixels (right)
convergence towards a concentrated measure the ratio decreases with increasing resolution is
well-confirmed for the Trui image as well as for a similar image at higher resolution.
Figure 5.5: High-resolution compression. From left to right: Original image with a resolution
of 16.1068 bits per pixel (left), our reconstruction at a compression of 1.1892 bits per pixel
(λ = 10) and the jpg image at the same compression rate (middle and right with corresponding
difference images to original one below, respectively)
Finally, we display the result of the SVF model for image compression performed on
a high-definition image and compare it to a jpg image with the same compression rate in
Figure 5.5. Our reconstruction leads to a PSNR value of 34.0767dB, whereas the jpg image
has a lower PSNR value of 33.3214dB. Indeed, we achieved an improved PSNR using our
SVF model for compression.
We also mention that several further compression steps on v can be carried out analogously
to [88], which will lead to highly improved rates.
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Denoising
Figure 5.6: Denoising. Noisy image (Gaussian noise, variance 0.05, left), ROF denoising
result (λ = 5, middle left), SVF denoising result (λ = 4, middle right), norm of vector field
v in SVF model (right)
Extending our model to imaging tasks different from compression, we compare denoising
results using the SVF regulariser (where f in (5.27) corresponds to a noisy image) with those
of the classical ROF model and choose in both cases λ such that the PSNR to the original
image is maximised. We illustrate a result using the Trui test image again in Figure 5.6,
which appears to be representative for all our tests. We observe that the reduced staircasing
in the SVF model compared to the ROF model is less visible, which is due to point-like
artefacts that were not present without noise. This results in a lower PSNR than for the ROF
model, which is consistent in all our tests. The reason for the artefacts is that v is too sparse in
this case and does not encode the contours anymore. This can be seen on the right-hand-side
of Figure 5.6.
5.3 Unified Model for Higher-Order TV-Type Regularisa-
tion
The idea of the SVF model discussed above was to replace the edge detection in an im-
age compression framework motivated by diffusion inpainting techniques by a variational
approach directly promoting sparsity of a vector field v via L1-minimisation. Indeed, we
concluded that in our model the support of v corresponded well to an edge indicator (cf.
Figure 5.3). In the reconstructed images, the main edges were preserved well while avoiding
strict piecewise constant behaviour known as a drawback of TV regularisation. Motivated by
this fact, we considered the SVF model for image denoising. Similar to other higher-order
regularisation models, our approach combined penalisation of first- and second-order deriva-
tives of the image u. In fact, it led to results with both sharp edges and smooth transitions
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and the staircasing effect was reduced. However, the denoising performance was not convinc-
ing as point artefacts were created. Moreover, v was sparse in scattered points rather than
concentrated on contours.
Consequently, we need to extend the SVF denoising model further. Let us rewrite
the discrete SVF optimisation problem (5.27) by defining w = ∇u− v and replacing the
characteristic function for the constraint by an L1-penalisation in order to obtain higher
flexibility:
1
2
∥u− f∥22+α∥∇u−w∥1+β∥∇ ·w∥1 →minu,w . (5.28)
Then, we can immediately observe strong similarities of our SVF denoising model with
the second-order TGV-regularised [22] denoising model, which we restate in the following
adapting our notation with the vector field w:
1
2
∥u− f∥22+α1∥∇u−w∥1+α0∥E (w)∥F →minu,w . (5.29)
Hence, we can expect improved denoising results using (5.28) yielding sharp edges and
smooth transitions simultaneously. In a numerical experiment, we also compare to the ROF
denoising model:
1
2
∥u− f∥22+α∥∇u∥1 →minu . (5.30)
In Figure 5.7, we present the results of our experiment, which we optimised with respect
to SSIM values. We can observe that the staircasing effect predominant in (b), where the
ROF model achieves an SSIM value of 0.7914, is considerably reduced in the higher-order-
regularised reconstructions in (c), (d) and (f). The second-order TGV result, which yields
SSIM = 0.8135, preserves main edges while being able to reconstruct piecewise affine image
regions as expected. By visual inspection and also with respect to the SSIM measure, the
reformulated SVF model (5.28) (SSIM = 0.7064) is superior to (5.27) (SSIM = 0.6763).
In our opinion, especially in the facial regions like the eyes and the mouth, we obtain a
visually more pleasing, slightly sharper result. However, SSIM values for our model cannot
compete with the other ones. The main problem is still the prevalent presence of the point-like
artefacts. Moreover, the vector field v = ∇u−w is still sparse in scattered points rather than
concentrated on contours.
Subsequently, we decided to incorporate even more differential operators - different
from gradient and divergence - in our vector field regulariser. It seemed natural to extend
our SVF model by additionally considering regularisation of the curl, since the Helmholtz
decomposition theorem states that every vector field can be orthogonally decomposed into
one divergence-free component and a second curl-free one. Inspired by this theorem we
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(a) Ground truth (b) ROF (5.30) (α =
0.222)
(c) SVF (5.27) (α =
0.25)
(d) SVF (5.28) (α =
0.25,β = 0.125)
(e) Noisy image (σ2 =
0.05)
(f) TGV2 (5.29) (α0 =
α1 = 0.25)
(g) |∇u−w| correspond-
ing to top reconstruction
(h) |∇u−w| correspond-
ing to top reconstruction
Figure 5.7: Comparison of denoising models
(a) Recovering known models (b) Best extended SVF (5.31) result
Figure 5.8: Results for further extended SVF model enforcing joint sparsity on curl and
divergence.
wanted to investigate whether enforcing joint sparsity on both the curl and the divergence of
the vector field w can improve our model. Its extended version then reads:
1
2
∥u− f∥22+α∥∇u−w∥1+
∥∥∥∥√β1|∇×w|2+β2|∇ ·w|2∥∥∥∥
1
. (5.31)
Interestingly, with the resulting model, it is possible to recover some of the previously
presented models as well as a specific type of infimal convolution:
• For β1 and β2 sufficiently large, we obtain the ROF model up to a constant because the
vector field w becomes constant (cf. Figure 5.8 (a), left).
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• If we choose β1 = 0 and β2 sufficiently large, we strongly enforce the divergence
constraint and recover our original SVF model (5.27) (cf. Figure 5.8 (a), middle).
• For β1 sufficiently large and β2 suitably chosen, we get an infimal convolution of the
total variation and the Laplacian, as w becomes the gradient of a vector field and hence
in the term weighted by β2 we have a Laplacian operator (cf. Figure 5.8 (a), right).
In Figure 5.8 (b), we show the best result obtained using model (5.31), measuring image
quality by the SSIM. We achieve a value of 0,8041 by setting α = 0.25 and β1 = β2 = 2.
On the right, we show a zoomed-in part of the reconstruction. Indeed, we recover sharp
edges and smooth transitions at the same time. Moreover, the point artefacts occurring in the
previously presented SVF models are significantly reduced, but still observable.
Finally, being another differential operator for vector fields, the shear was a straightfor-
ward choice to extend the model even further. Similar ideas using differential operators for
vector fields in regularisers have already been exploited in works of Schnörr and co-workers
[110, 121, 124–126]. However, those papers focus solely on vector field processing and
denoising, whereas in our case this regularisation serves as a means to reconstruct an image.
In the following, we would like to extend our SVF model in a way such that we obtain a
unified second-order model not only suitable for denoising tasks, but also for various imaging
applications. We show that it can compete with similar state-of-the-art models and in fact
serves as a generalised model that can interpolate between the latter by choosing a different
combination of weights. We jointly enforce sparsity of a vector that is made up of four
components in total: the curl, the divergence and both components of the shear of a vector
field, respectively.
5.3.1 Differential Operators on 2D Vector Fields and Unified Model
Before stating our novel unified model, we are going to give precise definitions of the
differential operators involved.
As we have briefly commented on in Section 5.1, the curl is traditionally defined for
three-dimensional vector fields and there is no unique way of defining it in two dimensions.
As already stated in (5.8), we choose the following definition of the curl of a 2D vector field
z:
∇× z = ∂ z2
∂x1
− ∂ z1
∂x2
. (5.32)
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The definition of the divergence is well-known and is given as:
∇ · z = ∂ z1
∂x1
+
∂ z2
∂x2
. (5.33)
The shear consists of two components, each of which we consider separately. Their
definitions differ slightly in the literature and we decided to choose the following two:
sh1(z) =
∂ z2
∂x2
− ∂ z1
∂x1
, (5.34)
sh2(z) =
∂ z1
∂x2
+
∂ z2
∂x1
. (5.35)
Let us now consider the model
1
2
∥u− f∥22+α∥∇u−w∥1+β∥Aw∥1 →minu,w , (5.36)
where A corresponds to one of the vector field operators defined in (5.32) - (5.35) and
α,β > 0.
(a) Sparse curl (b) Sparse div (c) Sparse sh1 (d) Sparse sh2
Figure 5.9: Reconstruction of piecewise affine test image using (5.36) for different differen-
tial vector operators A
In Figure 5.9, we can see how enforcing sparsity of the four aforementioned differential
vector operators applied to the vector field w changes the reconstruction u.
In fact, for A = ∇×, we reconstruct exactly the noisy image f , which is expected, since
the curl of the gradient of any vector field is equal to zero. Hence, we only minimise the
weighted squared L2 distance between u and f if α and β are big enough, which leads to
the solution u = f . The case A = ∇· exactly resembles our original SVF model and we can
observe the point artefacts described above. Regularisation solely with one component of
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the shear leads to characteristic artefacts as well. If A = sh1, we observe a stripe-like texture
pattern in diagonal directions. The artefact in the case A = sh2 looks similar, but the stripy
artefacts are parallel to the x- and y-axes.
The question we would like to investigate further is whether enforcement of joint sparsity
of some or all of the four differential operators applied to the vector field w can improve the
reconstruction results.
In the following, we state the unified model incorporating an L2 data term and second-
order TV-type regularisation. In the case of image denoising, we aim at minimising
1
2
∥u− f∥22+α
∥∇u−w∥1+
∥∥∥∥∥∥∥∥∥
∣∣∣∣∣∣∣∣∣
√
β1 ·∇×w√
β2 ·∇ ·w√
β3 · sh1(w)√
β4 · sh2(w)
∣∣∣∣∣∣∣∣∣
∥∥∥∥∥∥∥∥∥
1
 (5.37)
=
1
2
∫
Ω
|u− f |2 dx
+α
(∫
Ω
|∇u−w|dx+
∫
Ω
√
β1|∇×w|2+β2|∇ ·w|2+β3|sh1(w)|2+β4|sh2(w)|2 dx
)
with respect to both u and w. Note that the overall regularisation parameter α > 0 both acts as
a weight for the first term, i.e. our constraint on the vector field w, and influences the weights
β1, . . . ,β4 > 0 within the joint L1-norm supposed to enforce sparsity on the derivatives of the
vector field.
Relation to TGV2
In order to demonstrate the capability of our model to recover well-established models, we
want to examine how the regulariser in the second-order TGV model (5.29) is related with
our joint vector operator based regulariser. We start by writing out the Frobenius-norm of the
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symmetrised gradient and obtain a formulation resembling the joint norm in (5.37):
∥E (w)∥F
=
∥∥∥∥∥
√
(∂xw1)2+
1
4
(∂yw1+∂xw2)2+
1
4
(∂yw1+∂xw2)2+(∂yw2)2
∥∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
(
2(∂xw1)2+(∂yw1+∂xw2)2+2(∂yw2)2
)∥∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
(
(∂xw1+∂yw2)2+(∂yw2−∂xw1)2+(∂yw1+∂xw2)2
)∥∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
|∇ ·w|2+ 1
2
|sh1(w)|2+ 12 |sh2(w)|
2
∥∥∥∥∥
1
.
For
β1 = 0 and β2 = β3 = β4 =
1
2
,
the joint sparsity term in (5.37) is equal to the Frobenius norm of the symmetrised gradient.
By choosing
α = α1,β1 = 0 and β2 = β3 = β4 =
1
2
α20
in (5.29), we recover the TGV2 regulariser in (5.37). Hence, it becomes a special case of our
unified model.
Relation to ICTV
Here, we want to investigate the relation of our model to the infimal convolution TV model.
We restate the regularisation functional presented in [38]:
ICTV(u) =
2
λICTV
∥∇u−∇φ∥1+
2αICTV
λICTV
∥∇(∇φ)∥F →minφ . (5.38)
In order to perform the following calculations, we make the assumption that in (5.37) the
vector field w is the gradient of a reasonably smooth function. This is justified because if β1
is sufficiently large, we have w = ∇φ for some φ ∈W1,1(Ω) with ∇φ ∈ BV(Ω,Rn). Then,
we can again start from the Frobenius-norm in (5.38) and show that we receive a variant of
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our unified regulariser:
∥∇(∇φ)∥F
=
∥∥∥∥√(∂x∂xφ)2+(∂y∂xφ)2+(∂x∂yφ)2+(∂y∂yφ)2∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
(
2(∂x∂xφ)2+4(∂x∂yφ)2+2(∂y∂yφ)2
)∥∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
(
(∂x∂xφ +∂y∂yφ)2+(∂y∂yφ −∂x∂xφ)2+(∂y∂xφ +∂x∂yφ)2
)∥∥∥∥∥
1
=
∥∥∥∥∥
√
1
2
|∇ ·w|2+ 1
2
|sh1(w)|2+ 12 |sh2(w)|
2
∥∥∥∥∥
1
.
By setting
β2 = β3 = β4 =
1
2
,
the joint sparsity term in (5.37) becomes equal to the Frobenius norm of the gradient of the
gradient of φ . For the parameter choice
α =
2
λICTV
,β1 sufficiently large and β2 = β3 = β4 =
1
2
(
2αICTV
λICTV
)2
in (5.38), we recover the ICTV regulariser in (5.37), hence it becomes a special case of our
unified model.
In fact, we can conclude that the difference between the TGV2 and ICTV regulariser lies
in the penalisation of the curl of the underlying vector field. By changing the values of the
parameter β1, we are able to interpolate between the two well-known models.
5.3.2 Numerical Implementation
For the convex optimisation of our unified model we use a very similar framework to the
one mentioned above, i.e. the first-order primal-dual algorithm by Chambolle and Pock [39]
combined with the step size adaptation and the stopping criterion presented in [63], see
Algorithm 2.
Since it is not straightforward choosing a suitable discretisation of all the different
operators incorporated in (5.37), we want to focus on the finite differences discretisation we
employ in the following. In order to avoid asymmetries and preserve adjoint structures, we
use forwards differences with Neumann boundary conditions to discretise the gradient and
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the curl and correspondingly backwards differences with Dirichlet boundary conditions for
the divergence. Thereby, both identities
∇× (∇u) = 0 and ∇ · (∇×u)∗ = 0 (5.39)
are ensured using our discretisation. In order to stay consistent and comply with the identity
sh1 (sh∗2(u)) = sh2 (sh
∗
1(u)) = 0, (5.40)
we decided to use backwards finite differences with Dirichlet boundary conditions to discre-
tise the first component of the shear and forwards finite differences with Neumann boundary
conditions for its second component.
If we compare our discretisation with the one chosen in [22], we have∥∥∥∥∥
√(
∂−x w1
)2
+
1
4
(
∂+y w1+∂+x w2
)2
+
1
4
(
∂+y w1+∂+x w2
)2
+
(
∂−y w2
)2∥∥∥∥∥
1
(5.41)
for our model in contrast to∥∥∥∥∥
√(
∂−x w1
)2
+
1
4
(
∂−y w1+∂−x w2
)2
+
1
4
(
∂−y w1+∂−x w2
)2
+
(
∂−y w2
)2∥∥∥∥∥
1
(5.42)
in the TGV2 case, that is we discretise the mixed derivatives differently. We are going to see
below that the difference in discretisation leads to a slight superiority of TGV2 reconstruction
results in comparison with our model with respect to quality measures like the SSIM index,
but that there is no visually recognisable qualitative difference.
5.3.3 Results
In Figure 5.10, we present a concise collection of results for various parameters choices in
model (5.37) for the piecewise affine test image employed in Figure 5.9 (256×256 pixels),
adding Gaussian noise with zero mean and variance 0.05. We can observe that already by
setting two parameters to zero, in most cases we obtain a decent reconstruction ((a), (b),
(c), (f)). Note that in this example, the artefacts associated with combined divergence and
curl regularisation are not very pronounced in (f), but still present. Only in (d) and (e), i.e.
when we try to enforce sparsity on the curl together with either component of the shear, this
regularisation does not seem to be sufficient and the artefacts characteristic for the shear
regularisation (cf. Figure 5.9 (c) and (d)) are still visible. Once three or all parameters are
90 Sparse Vector Fields Regularisation
(a) β1 = β2 = 0; β3,β4 > 0 (b) β1 = β3 = 0; β2,β4 > 0 (c) β1 = β4 = 0; β2,β3 > 0
(d) β2 = β3 = 0; β1,β4 > 0 (e) β2 = β4 = 0; β1,β3 > 0 (f) β3 = β4 = 0; β1,β2 > 0
(g) β1 = 0; β2,β3,β4 > 0 (h) β2 = 0; β1,β3,β4 > 0 (i) β3 = 0; β1,β2,β4 > 0 (j) β4 = 0; β1,β2,β3 > 0
(k) Ground truth (l) Noisy img (σ2 = 0.05) (m) β1,β2,β3,β4 > 0
Figure 5.10: Results for various parameter choices using the unified model (5.37) to denoise
a piecewise affine image
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larger than zero ((g), (h), (i), (j), (m)), we obtain very good reconstructions in all cases
and can hardly recognise visual differences between them. Most importantly, we finally
succeed in avoiding the point artefacts prevalent in the previously presented sparse vector
field models.
Figure 5.11: Reconstruction result for the Trui test image using our unified model (5.37) for
α = 0.25, β1 = 1, β2 = 0, β3 = 0.5 and β4 = 0.5
We demonstrate in Figure 5.11 that the point artefacts are removed (left) and that the
support of the vector field v is now indeed concentrated in lines rather than in points (right).
Comparable to state-of-the-art methods like TGV2 and ICTV, we can provide denoising
results with sharp edges and smooth transitions between intensity values simultaneously.
Moreover, we achieve a competitive SSIM index of 0.8118.
Figure 5.12: Reconstruction results and corresponding norm of v for the Parrot test image
using our unified model (5.37). From left to right: TGV2-type, interpolated and ICTV-type
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Finally, we would like to demonstrate that we are able to interpolate between the second-
order TGV and the ICTV model. As we have shown above, the main difference between
the latter two is the penalisation of the curl of the vector field w. Consequently, by varying
the corresponding parameter β1, we can perform interpolation. In Figure 5.12, we can see
results for a TGV2-type, an interpolated and an ICTV-type reconstruction of the Parrot test
image choosing β1 = 0, β1 = 25 and β1 = 1010, respectively. By eye, differences in both the
reconstructions and the norms of v are hardly visible. In terms of quality measures, they are
in the range of only 10−3. One can observe that the bottom images are slightly sparser in
the ICTV-type case but at the same time, the support seems to be more connected. Figure
5.13 visualises how sparsity is enforced for images resulting from applying the four vector
operations in our model to w. Here, the non-zero values are again sparser for the ICTV-type
model.
5.4 Conclusion and Outlook
In this chapter, we introduced the SVF model for image compression motivated by diffusion
inpainting and found several interesting connections to TV-type regularisation methods. The
SVF approach leads to significantly sparser vector fields than the gradients of TV. The former
proved to be useful for compression tasks and did not suffer from staircasing artefacts, which
appeared attractive for other reconstruction tasks. However, the denoising performance of
the original SVF model was not convincing, since it created point artefacts at reasonable
choices of the regularisation parameter. We believe that this is probably due to the fact that
the norm induced by the corresponding regularisation is too weak (there is an upper but no
lower bound in terms of TV). Hence, it seemed natural to consider regularisation on the curl
of the vector field as well, such that it becomes again concentrated on contours rather than
scattered points. This intermediate model yielded better, but not yet fully convincing results,
as the point artefacts were still visible. The unified model incorporating joint sparsity of the
curl, divergence and both components of the shear of the vector field finally could avoid
artefacts while maintaining sharp edges and smooth transitions in the reconstruction. For
specific choices of the weighting parameters, our final model can recover well-known first-
and second-order TV-type regularisers like TV, TGV2 and ICTV. Furthermore, we could
show that the difference between the latter two lies in the penalisation of the curl of the
underlying vector field in the model. Hence, we are able to interpolate between them by only
changing one parameter. Once again, we stress that we are more interested in the latter two
properties of our model as opposed to yielding high-performing denoising or other image
reconstruction results. We are aware of the fact that our model incorporates five different
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(a) TGV2-type, ∇×w (b) Interpolated, ∇×w (c) ICTV-type, ∇×w
(d) TGV2-type, ∇ ·w (e) Interpolated, ∇ ·w (f) ICTV-type, ∇ ·w
(g) TGV2-type, sh1(w) (h) Interpolated, sh1(w) (i) ICTV-type, sh1(w)
(j) TGV2-type, sh2(w) (k) Interpolated, sh2(w) (l) ICTV-type, sh2(w)
Figure 5.13: Reconstruction results for the Parrot test image using our unified model (5.37)
for interpolation: Vector field operators applied to w
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parameters that need to be chosen carefully in order to achieve competitive results. Parameter
optimisation techniques such as bi-level learning could facilitate parameter selection.
We believe that the slightly inferior performance of our model in comparison to state-of-
the-art ones with respect to image quality measures is due to our discretisation. Interesting
topics for future investigations could include staggered grid implementations or finite element
methods.
Moreover, we would like to concern ourselves further with vector field regularisation, for
instance in optical flow settings. It would be interesting to see how our model compares to the
earlier work of Schnörr and co-workers mentioned in Section 5.3. This could be especially
interesting for cancer research applications and more specifically for live-cell imaging, as
cell motion could be measured using optical flow methods.
Our theoretical understanding of the model behaviour is still in its infancy, and we are
convinced that a more thorough theoretical analysis will provide valuable insights. Current
work includes a characterisation of the nullspaces of our regulariser for the multiple parameter
choices we can make. Furthermore, proving that the visually observed point artefacts are
inherent in the earlier models would not only provide a better understanding of the SVF
model and its variants but hopefully also help to answer the omnipresent question how
to enforce sparsity in contours rather than in scattered points. A recent idea is to borrow
concepts from inpainting again and integrate a term in the reconstruction model that accounts
for connection of the vector field norms (cf. [111]).
Another straightforward future path is investigating how well our model performs in
the context of other imaging tasks different from denoising and compression. Those could
include image reconstruction from measurements, deblurring, inpainting and segmentation.
Also, it would be interesting to investigate how our regulariser performs in a denoising
setting but with a different assumption on the noise distribution, e.g. Poisson noise in medical
imaging, and hence a data term different from an L2 penalty.
In our numerical experiments, we exclusively considered greyscale images. It would be
interesting to apply our novel regulariser in the context of colour image processing. Hence,
the question of how to treat the three different colour channels arises. Of course, this is
strongly dependent on the underlying problem and the given image. The most straightforward
but usually not very well performing strategy is to apply the regularisation to each colour
channel separately. In the past years, a lot of work has been done on colour channel coupling
and how to incorporate certain a-priori information in the context of TV regularisation, e.g.
[17, 92, 57]. It would be interesting to transfer those ideas to our framework. Furthermore,
one could transform intensity values from the traditional RGB colour space to a different
5.4 Conclusion and Outlook 95
one, for example the HSV (hue, saturation, value) colour space, and apply regularisation
methods to one or more channels.

Chapter 6
Learning Parametrised Regularisers by
Minimising Quotients
6.1 Motivation
Under the big popularised name of “machine learning”, and recently “deep learning” as a
subset of the latter, a myriad of papers have been published within the past decades. Here
we specifically focus on learning approaches for variational regularisation models, which
constitute an active area of current research in the imaging/inverse problems community.
In so-called bi-level learning approaches [49, 80], for instance, one seeks to minimise
a cost functional subject to a variational minimisation problem usually consisting of a data
fidelity term and a regularisation term (cf. Section 1.1). Applications of such models range
from learning of suitable regularisation parameters to learning the correct operator or entire
model, strongly dependent on the type of the underlying problem. In [50], the authors
compared performance of TV, ICTV and TGV2 regularisers measured by SSIM, PSNR and
an objective value. They chose both L1 and L2 cost functions for denoising of 200 images
of the BSDS300 dataset. There was no unique regulariser that always performed best. The
images in the dataset mentioned above differ from each other significantly enough such that
advantages of the different regularisers become apparent for images with various prominent
features such as sharp edges or piecewise linear regions.
Another approach to variational regularisation learning is sparse dictionary learning
[27]. Here the main assumption is that a given signal or image is composed of a linear
combination of elements called atoms, which together form a so-called dictionary. In contrast
to pre-defined dictionaries representing, for example, Fourier, wavelet or DCT bases, more
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recent approaches, which are data-driven with overcomplete dictionaries, have emerged and
provide better performance (cf. [27, Section 5.2],[2]).
The main idea behind the regularisation learning framework presented here is that the
input data per se reflect not only somewhat desired properties but also represent certain
features that are not desirable. Compared to most learning approaches, which only aim at
fitting parametrised models to favourable training data while ignoring misfit training data
completely, we feed both into our model. This could particularly prove useful in the field of
biomedical imaging, where certain reconstruction artefacts are inherent in models for CT,
PET or MRI. Moreover, common optical effects associated with different imaging modalities
in light microscopy (such as halo and shade-off effect in phase contrast imaging, cf. Chapter
3) could be incorporated as negative prior information.
The model in its basic form, as proposed in [13], can be written as follows:
hˆ ∈ argmin
∥h∥2=1
mean(h)=0
J(u+;h)
J(u−;h)
, J(ui;hl) = ∥u∗h∥1, (6.1)
where h is a parametrisation of a regularisation functional J and u+ and u− are desired and
undesired input data, respectively. The idea is to minimise this quotient with respect to
the parametrisation h, which naturally leads to the numerator and denominator attaining a
small and large value, respectively. More specifically, the regulariser J(u;h) is chosen as
the L1-norm of a signal u convolved with a kernel h. Hence, optimisation of the quotient
translates into finding a convolution kernel h, which enforces sparsity on the convolution
with u+ and yields a large L1-norm once convolved with u−.
The resulting optimisation problem is non-convex and cannot be solved straightforwardly.
Why do we still want to model our energy functional as a quotient? It would be possible
to formulate this problem as a difference of two convex functions. However, this would
most probably involve tuning of a weighting parameter, which is somewhat intrinsic in our
model. Furthermore, we do not have any guarantee as to whether the overall functional is
bounded from below, which is, of course, a desirable and necessary property. Finally, the
work in [13] has been inspired by generalised, non-linear Eigenproblems, which also served
as a starting point for the numerical optimisation scheme. In [11], the authors provide a
definition of singular values and singular vectors as an extension to the linear case. They
characterise singular vectors as exact solutions of variational regularisation schemes, which
are explicitly computed for exemplary inverse problems and regularisation functionals. The
notion of Eigenfunctions is transferred to subdifferentiable functionals (also cf. [10, 94, 12]).
A brief summary of definitions is given in Section 2.5.
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In addition, we would like to stress the similarity of our framework to generative adversar-
ial networks (cf. [64, 91, 101, 123]) and the underlying idea of generators vs. discriminators.
This chapter is based on [14] and is joint work with Martin Benning, Guy Gilboa and
Carola-Bibiane Schönlieb. In Section 6.2, an extended and generalised version of model
(6.1) is presented. The numerical implementation for solving the underlying optimisation
problem, which is inspired by generalised Eigenvalue problems, is described and a brief
guide to prove global convergence is provided. Section 6.3 is concerned with three main
applications of the model and corresponding computational results, ranging from mimicking
of well-known sparse first-order-derivative-type regularisers through learning novel non-
derivative-based filters enhancing or avoiding specific geometric properties or scales to
extending the framework to classification. In the two latter cases, we are able to derive
tailored filters that are superior to those obtained merely from desirable fitting data.
6.2 The Proposed Learning Model
In order to be able to incorporate multiple input functions, different regularisation functionals
and multi-dimensional filter functions, we generalise the model in [13] as follows:
hˆ ∈ argmin
∥h∥2=1
mean(h)=0
1
M
M
∑
i=1
L
∑
l=1
J(u+i ;hl)
1
N
N
∑
j=1
L
∑
l=1
J(u−j ;hl)
, J(ui;hl) = ∥ui ∗hl∥1. (6.2)
Now, hˆ = (hˆ1, . . . , hˆL), where hˆl ∈ Rn for all l ∈ {1, . . . ,L}, is a combination of multiple
filter functions. The signals u+,u− ∈ Rm are one-dimensional or two-dimensional images
written as a column vector. Again, J is the L1-norm of the discrete convolution between the
kernel h and the function u. In the following, we derive an optimisation scheme to solve (6.2)
numerically.
6.2.1 Numerical Implementation
As mentioned above, we deduce our numerical scheme from an algorithm proposed to solve
non-linear Eigenvalue problems. In fact, we can view the quotient in (6.2) as a generalised
Rayleigh quotient. In order for our algorithm to apply to both (6.1) and (6.2), we generalise
our notation such that the minimisation problem reads
hˆ ∈ argmin
h
{
F(h)
G(h)
subject to ∥h∥2 = 1 and mean(h) = 0
}
. (6.3)
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The optimality condition of (6.3) is given via 0 ∈ ∂F(hˆ)− µˆ ∂G(hˆ), where ∂F(hˆ) and ∂G(hˆ)
denote the subdifferential of F and G at hˆ, respectively, and µˆ = F(hˆ)/G(hˆ). Note that
the Lagrange multipliers for the constraints are zero by the same argumentation as in [109,
Section 2], and can therefore be omitted.
In [69] the authors proposed a generalised inverse power method to tackle problems of
the form (6.3). A brief intuitive explanation of how linear and generalised Eigenproblems
relate to each other, we consider a linear Eigenproblem
A f −λ f = 0,
where A ∈ Rn×n is symmetric, f ∈ Rn is an Eigenfunction and λ ∈ R the corresponding
Eigenvalue. It can be shown that Eigenfunctions of A are critical points of
Q( f ) =
⟨ f ,A f ⟩
∥ f∥22
.
In order to solve a linear Eigenproblem, we can use the inverse power method, which is an
iterative scheme
A f k+1 = f k ⇔ A f k+1− f k = 0
converging to the smallest Eigenvector of A. Transforming this into an optimisation problem
yields the following formulation:
f k+1 = argmin
u
{
1
2
⟨u,Au⟩−⟨u, f k⟩
}
.
Now similarly, a non-linear Eigenproblem can be written as
∂F( f )−λ∂G( f ) ∋ 0,
making the additional assumptions that F,G : Rn → R≥0 are convex, Lipschitz continuous,
even, positively one-homogeneous and G( f ) = 0⇔ f = 0. Then we can search for critical
points of the functional
Q( f ) =
F( f )
G( f )
.
The corresponding optimisation problem reads
f k+1 = argmin
u
{
F(u)−⟨u,s( f k)⟩
}
,
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where s( f k) ∈ ∂G( f k). Here, the resemblance to the generalised inverse power method in
[69] becomes apparent (cf. Algorithm A4). For more details on the derivation, we refer
the reader to this paper. However, in our numerical implementation we follow [24] and
use a modification of the generalised inverse power method with added penalisation of the
squared L2-norm between h and the previous iterate, to guarantee coercivity (and therefore
existence and uniqueness of the solution) of the main update (cf. Algorithm A5). Therefore,
we propose Algorithm 3 for solving (6.3).
Algorithm 3 Regularisation Learning
Input: u+i , u
−
i , h, ε = 10
−5
for a fixed number of iterations do
Re-initialise h randomly
while |µk+1−µk|< εµk do
hk+
1
2 = argmin
mean(h)=0
{
F(h)−µk⟨h−hk,sk⟩+
∥∥∥h−hk∥∥∥2
2
}
µk+1 =
F(hk+
1
2 )
G(hk+
1
2 )
sk+1 ∈ ∂G(hk+ 12 )
hk+1 =
hk+
1
2∥∥∥hk+ 12∥∥∥
2
end while
end for
Output: hˆ
The inner minimisation problem in the first line within the while loop in Algorithm 3 is
convex and can, therefore, be solved with a variety of convex optimisation algorithms. In the
beginning, we used the CVX MATLAB® software for disciplined convex programming [67]
as done in [13]. As soon as our problem size and the computation times increased, using
CVX was not feasible anymore. We then used the adaptive primal-dual Algorithm 2. When
we started working on the high-dimensional learning and classification problems presented
at the end of Section 6.3, we finally found that ADMM (cf. e.g. [20]) was the most suitable
and efficient choice for our purposes.
Due to the non-convexity of the overall problem, local solutions depend on the initialisa-
tion of h. Therefore, we randomly re-initialise h such that the normalisation and zero mean
constraints are fulfilled. We repeat the whole optimisation procedure for a fixed number of
times, in the range of 25-100, and pick the filter hˆ that minimises the quotient value.
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Despite existing convergence results previously stated in [69] and [24] we want to briefly
state a simplified convergence result for global convergence of Algorithm 3 in the following.
6.2.2 Convergence Analysis
Following [18, Section 3.2], we show two results that are essential for proving global
convergence of Algorithm 3: a descent lemma and a bound of the subgradient by the iterates
gap. We start with the sufficient decrease property of the objective.
Lemma 1. Let F and G be proper, lower semi-continuous and convex functions. Then the
iterates of Algorithm 3 satisfy
µk+
1
2 +
1
G(hk+
1
2 )
∥hk+ 12 −hk∥2 ≤ µk,
if we further assume G(hk+
1
2 ) ̸= 0 for all k ∈ N.
Proof. From the first equation of Algorithm 3 we observe
F(hk+
1
2 )+∥hk+ 12 −hk∥22 ≤ F(hk)+µk⟨sk,hk+
1
2 −hk⟩
≤ F(hk)+µk
(
G(hk+
1
2 )−G(hk)
)
= µkG(hk+
1
2 ),
due to the convexity of G. If we divide by G(hk+
1
2 ) on both sides of the equation, we obtain
µk+
1
2 +
1
G(hk+
1
2 )
∥hk+ 12 −hk∥2 ≤ µk,
which concludes the proof.
In order to further prove a bound of the subgradient by the iterates gap, we assume that G
is smooth and further has a Lipschitz-continuous gradient ∇G. We want to point out that this
excludes choices for G such as in (6.1) and (6.2), as the L1-norm is neither smooth nor are
its subgradients Lipschitz-continuous. A remedy here is the smoothing of the L1-norms in
(6.1) and (6.2). If we replace the L1-norm(s) in the denominator with Huber L1-norms, i.e.
we replace the modulus in the L1-norm with the Huber function
ϕγ(x) =
x
2
2 , |x| ≤ γ
γ
(|x|− γ2) , |x|> γ ,
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we can achieve smoothness and Lipschitz-continuity of the gradient, where the Lipschitz
parameter depends on the smoothing parameter γ . We want to note that for γ small enough
we have not seen any significant difference in numerical performance between using the
L1-norm or its Huber counterpart.
Lemma 2. Let F and G be proper, lower semi-continuous and convex functions, and let G be
differentiable with L-Lipschitz-continuous gradient, i.e. ∥∇G(h1)−∇G(h2)∥2 ≤ L∥h1−h2∥2
for all h1 and h2 and a fixed constant L. Then the iterates of Algorithm 3 satisfy
∥rk+ 12 −µk+ 12∇G(xk+ 12 )∥2 ≤ (2+Ck+ 12 L)∥hk+ 12 −hk∥2,
for some constant Ck+
1
2 , rk+
1
2 ∈ ∂F(hk+ 12 ) and µk+ 12 := µk+1 = F(hk+ 12 )/G(hk+ 12 ).
Proof. This follows almost instantly from the optimality condition and the Lipschitz-continuity
of ∇G. We obtain
rk+
1
2 −µk∇G(hk) = 2(hk−hk+ 12 ), (6.4)
for rk+
1
2 ∈ ∂F(hk+ 12 ), as the optimality condition of the first sub-problem within the while
loop of Algorithm 3 - note that we can omit the zero-mean constraint with a similar argumen-
tation as earlier. Hence, we obtain
∥rk+ 12 −µk+ 12∇G(xk+ 12 )∥2 = ∥rk+ 12 −µk∇G(xk)+µk∇G(xk)−µk+ 12∇G(xk+ 12 )∥2
= ∥2(hk−hk+ 12 )+µk∇G(xk)−µk+ 12∇G(xk+ 12 )∥2
≤ 2∥hk+ 12 −hk∥2+Ck+ 12∥∇G(xk+ 12 )−∇G(xk)∥2
thanks to (6.4) and the triangle inequality. The constant Ck+
1
2 equals either µk or µk+
1
2 ,
depending on whether ∥µk+ 12∇G(xk+ 12 )− µk∇G(xk)∥2 ≤ µk+ 12∥∇G(xk+ 12 )−∇G(xk)∥2 or
∥µk+ 12∇G(xk+ 12 )−µk∇G(xk)∥2≤ µk∥∇G(xk+ 12 )−∇G(xk)∥2. Using the Lipschitz-continuity
of G then yields
∥rk+ 12 −µk+ 12∇G(xk+ 12 )∥2 ≤ 2∥hk+ 12 −hk∥2+Ck+ 12 L∥hk+ 12 −hk∥2
= (2+Ck+
1
2 L)∥hk+ 12 −hk∥2 .
This concludes the proof.
Under the additional assumption that the function F/G satisfies the Kurdyka-Łojasiewicz
property (see Definition 26 below and cf. [86, 81]) we can now use Lemma 1 and Lemma
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2 to show finite length of the (inner) iterates in Algorithm 3 similar to [18, Theorem 1],
following the general recipe of [18, Section 3.2]. Note that we further have to substitute
hk+
1
2 = ∥hk+ 12∥2hk+1 in order to also show global convergence of the normalised iterates.
In order to state the Kurdyka-Łojasiewicz property, we need to introduce some notation
first (following [18]). For any subset S⊂ Rd and any point x ∈ Rd , the distance from x to S is
defined as
dist(x,S) = inf
y∈S
∥y− x∥.
When S = /0, then dist(x,S) = ∞ ∀ x.
Let γ ∈ (0,+∞). We denote by Ψγ the class of all concave and continuous functions
ψ : [0,γ)→ R+ which satisfy the following conditions:
1. ψ(0) = 0,
2. ψ is C1 on (0,γ) and continuous at 0,
3. ∀ s ∈ (0,γ) : ψ ′(s)> 0.
Definition 26. (Kurdyka-Łojasiewicz (KL) property) Let ρ : Rd → (−∞,+∞] be proper and
l.s.c.
• The function ρ is said to have the KL property at u¯∈ dom ∂ρ = {u ∈ Rd : ∂ρ(u) ̸= /0}
if there exist γ ∈ (0,+∞), a neighbourhood U of u¯ and a function ψ ∈Ψγ , such that
for all
u ∈U ∩ [ρ(u¯)< ρ(u)< ρ(u¯)+ γ] ,
the following inequality holds:
ψ
′
(ρ(u)−ρ(u¯)) dist (0,∂ρ(u))≥ 1.
• If ρ satisfies the KL property at each point of dom ∂ρ , then ρ is called a KL function.
As all functions we consider are semi-algebraic, they are KL functions. Hence, we obtain
global convergence of Algorithm 3.
6.3 Results
6.3.1 Reproducing Standard Sparse Penalties
In this section, we want to demonstrate that we are able to reproduce standard first- and
second-order TV-type regularisation penalties in 1D in numerical experiments.
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In order to test and validate the behaviour of the learned filter, we reconstruct a noisy
version of the positive input signal u+. Analogous to [13], we solve the following constrained
optimisation problem:
uˆ = argmin
u∈Rm
J(u; hˆ) subject to ∥u− f∥2 ≤ ησ
√
m, (6.5)
where f is the sum of u+ and Gaussian noise with zero mean and variance σ2, η is a
weighting factor and m is the number of elements of u+.
Figure 6.1: Optimal filters in 1D setting for different sizes of h. Top: u+ (left) and u− (right).
Bottom: Optimal filters choosing n ∈ {2,3, . . . ,7} (from left to right)
Figure 6.1 shows results for different sizes of the kernel h. In all experiments, the
filter function is indeed resembling a two-point stencil functioning as a finite differences
discretisation of TV. This is expected as the desired input function is a TV Eigenfunction.
In Figure 6.2 we can reproduce a filter resembling a second-order derivative. This is
indeed expected as we choose three different piecewise linear functions as desired input
signals.
In a more sophisticated example, we mimic a TV-TV2 infimal convolution model, where
we are given a known decomposition u+ = v+w, i.e. u+ consists of a smooth part v and a
piecewise constant part w. When minimising
∥h1 ∗ v∥1+∥h2 ∗w∥1
∥h1 ∗u−∥1+∥h2 ∗u−∥1 ,
with respect to h1 and h2, we indeed obtain two filters resembling a second- and first-order
derivative, respectively (cf. Figure 6.3).
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(a) Top: u+1 , u
+
2 , u
+
3 . Bottom: u
−
1 , u
−
2 , hˆ (n = 5) (b) Reconstruction with η = 3.5
Figure 6.2: 1D result for multiple piecewise linear input functions u+i and noisy signals u
−
j
Figure 6.3: 1D infimal convolution result for two filters (n = 5) and known decomposition
u+ = v+w. From left to right: u+, u−, v, w, hˆ1, hˆ2
We would like to remark that in the case of pure noise as a single negative input u−, there
is a more efficient way of finding suitable filter functions h. Varying model (6.1) by replacing
the L1-norm in the denominator by ∥h∥2 returns exactly the same solutions. However, we
would like to stress that the denominator is going to play a more important role in our
extended model since we can incorporate more than one input function u−, especially ones
which are different from pure noise. In the next section, we show results of filters learned
from input that favours and disfavours specific shapes and scales.
6.3.2 Novel Sparse Filters
In this section, we derive a new family of regularisers not necessarily related to derivatives in
contrast to the total variation. They have the interesting property of reconstructing piecewise
constant both vertical and horizontal lines in the corresponding nullspaces. Consequently,
we are able to almost perfectly reconstruct those types of images and obtain better denoising
results compared to standard TV denoising. In [62], a definition of desirable features of a
regulariser, which is adapted for a specific type of images, is given. It is suggested that in the
ideal case, all instances belonging to the desired clean class should be in the nullspace of the
6.3 Results 107
regulariser (see [62, Section 2] and also compare [26]). This is exactly what we obtain in the
following.
(a) Optimal filter and reconstruction for thick vertical
stripes.
(b) Optimal filter and reconstruction for thin horizontal
stripes.
Figure 6.4: Experiments for 2D piecewise constant images. Top: u+ (ground truth for
reconstruction), u− (pure Gaussian noise, σ = 0.3), hˆ. Bottom: Noisy image f (Gaussian
noise added to u+, σ2 = 0.005), reconstruction uˆ (η = 1), absolute difference between
reconstruction and ground truth
In Figure 6.4, a new family of diagonal regularisers is established for piecewise constant
images with stripes in both vertical and horizontal direction. For denoising purposes, those
filters yield superior results over TV denoising as they additionally avoid loss of contrast,
which would occur when performing TV denoising for these examples. The reason for
that is simply that if we consider a 2× 2 diagonal-shaped filter h = [1,−1;−1,1] in the
variational problem (6.5), we can expect both horizontal and vertical stripes to be in its
nullspace. Therefore, we obtain perfect shape preservation for any regularisation parameter
η . Note that 1-pixel-thick stripes are in the nullspace as well (cf. Figure 6.5 (left), where
f −u = 0).
Figure 6.5: The stripe images are in the novel diagonal filter’s nullspace (left). Rectangles
can be well preserved (centre) and thin diagonal structures can be removed (right)
108 Learning Parametrised Regularisers by Minimising Quotients
In Figure 6.5 (centre) we can observe that rectangles are also well preserved with this
filter. For better performance, however, one could additionally use a contrast preserving
mechanism such as Bregman iteration or as in our case low-pass filtering. On the right,
Figure 6.5 illustrates how the diagonal filter is capable of removing thin diagonal structures
in an image.
However, for denoising tasks, this filter is not optimal. For images that do not consist ex-
clusively of horizontal or vertical stripes, it produces undesired artefacts in the reconstruction
such as additional thin stripes in horizontal and vertical direction. Also, we obtain the same
filter despite having used quite different training data (rotated by 90°) in both experiments.
As a consequence, we are going to focus in the following on distinguishing between different
shapes or scales.
Figure 6.6 shows a variety of experiments aiming at finding an optimal filter function hˆ,
which favours the specific texture, orientation or scale in input image u+ and disfavours the
one present in u−. Again, we perform reconstruction according to (6.5) choosing η = 1 and
σ2 = 0.005, where the given image f is a noise-free combination of u+ and u−. We state
the functional evaluations of J(u+; hˆ) and J(u−; hˆ) below the respective figures. It can be
observed that the former are in most cases significantly smaller than the latter, confirming the
usefulness of model (6.1) and Algorithm 3. In (a), we can clearly see that the left-hand-side
can be almost perfectly reconstructed in uˆ while undesired artefacts are occurring for the
unfavourable horizontal stripes. Similar results can be observed in (b), where the optimal
filter is sparser than the one in (a). In (c), we have diagonal stripes in different angles as
input images. Again, the left-hand side is almost perfectly reconstructed whereas the stripes
on the right-hand side appear blurred. In (d), the diagonal stripes are only one pixel thick
and hence the appearance of the filter changes significantly. The regulariser can reconstruct
the left-hand side of f very well. We exchange u+ and u− in (e) and (f). First, the circle
is the desired, and the square is the undesired input signal. The opposite case holds true
for example (f). Here, again the diagonal-shaped filter performs best and blurs the circular
structure enforcing edges in vertical and horizontal direction.
Sometimes it is necessary to find suitable filters by increasing their size, as can be seen
in Figure 6.7 (a). On the right-hand side, we can see the optimal filter calculated assuming
a size of 5×5. By increasing the size slightly to 7×7, we obtain a much more reasonable
filter being able to recover the circles. A remarkable observation here is that the learned filter,
in fact, resembles the discrete circular Hough transform (cf. Chapter 4). In this case, we have
learned a sophisticated filter favouring specific shapes and scales with a solid underlying
mathematical theory with a comparably simple learning model.
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(a) J(u+; hˆ) = 286, J(u−; hˆ) = 586 (b) J(u+; hˆ) = 87, J(u−; hˆ) = 186
(c) J(u+; hˆ) = 23, J(u−; hˆ) = 1474 (d) J(u+; hˆ) = 178, J(u−; hˆ) = 11220
(e) J(u+; hˆ) = 129, J(u−; hˆ) = 277 (f) J(u+; hˆ) = 1, J(u−; hˆ) = 63
Figure 6.6: Our learning framework facilitates distinguishing shapes, angles and scales
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(a) Increasing the filter size to 7×7 enables discovery of a filter that
almost assumes a circular shape itself. J(u+; hˆ) = 123, J(u−; hˆ) = 270,
η = 0.1, σ2 = 0.005
(b) Denoising experiment for multi-
ple input images. η = 1, σ2 = 0.005
Figure 6.7: Further experiments: Increasing filter size and number of input images
Figure 6.8: Denoising performance of filters in Figure 6.6 (a) and (c)
In Figure 6.7 (b), we are given the ground truth image on the top left, and four rotated
versions of it in angles between 0 and 45 degrees as favourable input as well as five noise
signals as negative input. We obtain the filter on the bottom right, which performs surprisingly
well at denoising the image on the top right.
In Figure 6.8, convincing denoising results can be achieved for examples (a) and (c) in
Figure 6.6, adding noise to the ground truth image f and using the calculated optimal filter.
One can clearly see that the structures on the left-hand sides are denoised better.
We would like to remark that the setup with one filter is indeed rather simple and cannot
mimic 2D differential-based filters like TV or alike, but therefore it is even more surprising
that the filters presented above perform really well.
In a more recent experiment, we replaced the regularisation term in the denoising recon-
struction model (6.5) by an infimal convolution. The idea is that the latter should be even
more suitable for differentiation between different structures in images, compared to solely
summing up the L1-norms. Ideally, the infimal convolution model automatically chooses the
right filter depending on the image structure, with different filters for different image regions.
The question we were researching in our experiment was whether it was possible to retrieve
two additive components u1 and u2 that decompose an image u in the infimal convolution
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Figure 6.9: Two-step procedure of learning and reconstruction for the infimal convolution
experiment
setting. In a first step, two filters hˆ1 and hˆ2 were learned with our model such that hˆ1 favours
u1 and disfavours u2 and vice versa. Then, a noise-free image f , which is the addition of u1
and u2, served as an input for the reconstruction model similar to (6.5), but replacing the
regularisation with infu=u1+u2 ∥h1 ∗u1∥1+∥h2 ∗u2∥1. Astonishingly, we can indeed recover
both u1 and u2 almost perfectly (cf. Figure 6.9).
6.3.3 Extension to Classification
Another recent idea to extend the results in [14] is adding a second step after the learning
procedure and utilise the learned filters for classification. The main benefit here is that in
comparison to many machine learning algorithms performing best on benchmark data sets,
which require huge amounts of input data and take a lot of time for the training, we have a
reasonably fast and simple underlying learning algorithm. For the classification, we do not
need any sophisticated techniques, but can rather compare evaluations of convolutions and
their scalar-valued L1-norms.
Figure 6.10: Exemplary images from MNIST database
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A well-known benchmark is the MNIST database [83] of handwritten digits, contain-
ing ten classes (see Figure 6.10). It consists of 60,000 training and 10,000 test images,
respectively, which are greyscale and of size 28×28 pixels.
In a first test, we wanted to see how our quotient learning method compares to learning a
sparse filter with only favourable input. We picked the digits 0 and 3 and first solved
h˜0 ∈ argmin
∥h∥2=1
∥h∗U0∥1 and h˜3 ∈ argmin
∥h∥2=1
∥h∗U3∥1, (6.6)
where Ui denotes a matrix containing all training images for digit i.
Then, we looked for optimal filters using our quotient model incorporating both fit and
misfit data by solving
hˆ0 ∈ argmin
∥h∥2=1
∥h∗U0∥1
∥h∗U3∥1 and hˆ3 ∈ argmin∥h∥2=1
∥h∗U3∥1
∥h∗U0∥1 . (6.7)
(a) Optimal filters for (6.6), left: h˜0, right: h˜3 (b) Optimal filters for (6.7), left: hˆ0, right: hˆ3
Figure 6.11: Results for MNIST two-class classification
Already by visual inspection of Figure 6.11 we can recognise the remarkable difference
between the learned filter sets. In fact, we achieve significantly better accuracy (proportion of
correctly classified test images) using our model. More specifically, by selecting min{∥h˜0 ∗
Ut∥1,∥h˜3 ∗Ut∥1}, where Ut is a matrix containing all test images for digits 0 and 3, the
resulting classification accuracy is 78%. When selecting min{∥hˆ0 ∗Ut∥1,∥hˆ3 ∗Ut∥1}, we
obtain a notable accuracy of 95%. In the outlook below, we further discuss how to perform
ten-class classification for the MNIST database.
6.4 Conclusion and Outlook
Starting from the model in [13], we derived a more generalised formulation of learning
parametrised regularisers suitable for minimisation with respect to multi-dimensional filter
functions. Our flexible framework allows for multiple input signals. A significant advantage
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Figure 6.12: The ten filters of size 27×27 learned for classification of the MNIST database
and novelty is that we were able to include both favourable and unfavourable training data,
modelling the former in the numerator and the latter in the denominator of a quotient. We
could reproduce different common first- and second-order regularisers such as TV and TV2
in the 1D case. Furthermore, we created a new family of non-derivative-based regularisers
suitable for specific types of images and showed that certain shapes such as diagonal stripes
can be eliminated while applying such parametrised regularisers. We believe that our learning
approach is suitable for distinguishing between different shapes, scales and textures. Also,
we showed that our model is capable of recovering different components of an image in
an infimal convolution setting. We extended our model to classification and could obtain
convincing results for two classes of the MNIST database.
It is a natural next step to see how our classification approach performs for all ten digits
in the MNIST set. For each digit k = 0, . . . ,9, we learn a filter
hk = argmin
∥h∥2=1
∥h∗Uk∥1
∑ j ̸=k ∥h∗U j∥1
,
where Uk again corresponds to the matrix containing all training images for digit k. The
resulting filter set for a pre-defined size of 27×27 can be seen in Figure 6.12. Unfortunately,
in the classification step we obtain much fewer accuracy, ranging between 30% and 40%
depending on the assumed filter sizes. Note that the scaling of the filters is slightly different.
This motivated us to add the following optimisation procedure after the learning step: Find
optimal constants c0, . . . ,c9 that serve as weights in front of the corresponding L1-norms in
the classification such that the filters scale similarly by solving
argmin
c0,...,c9
E(c) =
{
1
2
I
∑
i=1
∥σi(vi)− li∥22
}
,
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where c is a vector containing the weights c0, . . . ,c9 and I is the total number of training data,
vi =
v
0
i
...
v9i
=
c0∥h0 ∗Ui∥1...
c9∥h9 ∗Ui∥1
 , and σi(vi) =

e−v
0
i
∑10j=1 e
−v j−1i
...
e−v
9
i
∑10j=1 e
−v j−1i

is the soft min function. Now we can use projected gradient descent for optimisation:
cn+1 = proj≥0 (c
n− τ∇E(cn)) .
Disappointingly, this procedure has not yet yielded the desirable results we were expecting
and classification accuracy incorporating the weights is only very slightly increased, in the
range of one per cent. Hence, improving classification for more than two classes is a subject
of future research.
Especially for denoising tasks, we assume that choosing filter functions respectively
convolutions as parametrisations for the regularisers is too generic. It will be interesting
to look into dictionary-based sparsity approaches and to then learn basis functions with
the presented quotient model. Also, summing over the L1-norms in the numerator and
denominator might as well be too simplistic and more complex models should be investigated,
e.g. including variances or employing joint sparsity norms. Besides, in the case of optimising
with respect to multiple filter functions, adding more constraints such as orthogonality may
improve results and enable discovering more diverse sets of filters.
Moreover, future work might include applications in biomedical imaging such as recon-
struction in CT or MRI but certainly denoising or object detection in light microscopy images.
In [127], the authors present a multiscale segmentation method for circulating tumour cells,
where they are able to detect cells of different sizes. Using our model, we believe that shape
or texture priors incorporated in sparsity-based regularisers could be well improved. An
obvious application is mitotic cell detection.
Chapter 7
Conclusion and Outlook
In this thesis, we started from motivating why mathematical image analysis plays a crucial
role in modern cancer research. Nowadays, images are omnipresent and particularly in the
biomedical sciences, due to recent advances in medical imaging and microscopy, there is a
high demand for efficient, reliable and cutting-edge image analysis tools to account for the
exponentially increasing amount of data produced constantly.
One specific field we have been focusing on is light microscopy. Live-cell imaging is
widely used in chemotherapy drug studies to monitor mitotic behaviour. Cancer cells are
known to multiply abnormally. Hence, careful analysis and quantification regarding mitosis
duration and cell fates are required. In many research laboratories, it is still common practice
to perform image analysis manually or at least semi-automatically by using assisting software.
For frequent tasks like cell counting, segmentation and classification, many state-of-the-art
algorithms could, however, prove much more convenient. Manual processing always involves
subjectivity and certain bias in the results. This can be avoided using automated software.
Moreover, analysis by human experts takes excessive amounts of time and of course valuable
human resources that could be employed elsewhere.
After having set the mathematical preliminaries, we presented the MitosisAnalyser
framework for customised and automated cell detection and tracking in Chapter 3. It had been
specifically developed for mitosis analysis using phase contrast microscopy. The first step of
mitotic cell detection was employed using the circular Hough transform. In a second step,
a novel variational tracking framework was presented, which was motivated by previously
existing models but tailored to our particular experimental setting. We showed results for
different cell lines and validated the segmentation. We also discussed how the corresponding
methods could be integrated within the framework of event-driven microscopy enabling smart
real-time processing by an interaction of microscopy and image analysis software. Possible
future work includes employment of machine learning techniques, especially for the cell
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fate classification, integration of mathematical models for cell motility in the segmentation
functional and daughter cell tracking.
The bridge towards Chapter 4 was built by exploiting the fact that the sparse regularisation
in the segmentation functional represented by the TV-type terms for the Heaviside function
in (3.13) could be further informed by a-priori knowledge on the shape of the objects to be
segmented. The circular Hough transform, which has been used in order to detect round
mitotic cells, seemed to be a straightforward candidate for an operator involved in such a
regularisation term. In fact, we found that assuming first-order sparsity is justified. For
simplicity, we started out investigating the denoising model with an L2 data term and L1-
regularisation of the CHT of the gradient. We could demonstrate in artificial and real data
experiments that circularly shaped objects were indeed enhanced and even amplified by using
the novel regulariser. This seems to be most suitable for integration in the MitosisAnalyser
tracking framework. In the future, we would like to extend the CHT regulariser by enforcing
sparsity with respect to radii as well. Furthermore, it would be interesting to study ground
states of our model and compare its Eigenfunctions to those of TV.
While having aimed at promoting sparsity using a first-order differential operator, in
Chapter 5 we were interested in how sparsity can be enforced using higher-order penalisa-
tion. In particular, we studied vector field operator-based sparsity motivated by diffusion
inpainting works by Mainberger, Weickert and co-workers. The first presented model could
be successfully applied to image compression. Then, we showed how we could enhance
it in several stages for denoising purposes. Finally, we arrived at a unified, flexible model
incorporating a regularisation term promoting joint sparsity in the curl, divergence and shear
of a vector field related to the image to be reconstructed. We showed that it can interpolate
between well-established higher-order denoising methods. The next straightforward task is
to study theoretical properties of our regulariser. We have a special interest in studying its
nullspaces for different parameter combinations as well as researching whether the point
artefacts in certain scenarios are inherent in the model and how sparsity in curves respectively
points can be enforced. Another interesting direction is studying regularisation on vector
fields using our model.
In all the previous works, research was initialised and driven by the underlying model.
In contrast to that, we presented a learning framework in Chapter 6 starting from the data
and trying to discover regularisation functionals that promote sparsity in certain favourable
input images and do the opposite for unfavourable training data. This is a way of performing
machine learning incorporating both desired and undesired properties of the regulariser in the
training stage and proved to be useful for a number of applications: We were able to recover
already known first- and second-order derivative-based regularisation functionals in the form
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of learned convolution kernels that, convolved with test images, yield small values of the
L1-norm. Furthermore, we learned filters that could distinguish shapes and scales in images.
In a particularly interesting example, we obtained a circular convolution kernel for an input
image containing circles, resembling the discrete circular Hough transform. Astonishingly,
we learned the regulariser presented in Chapter 4, confirming its potential to be used as a
shape prior. Moreover, we applied our learned regularisers to classification problems and
could show first results for the MNIST database. Future work includes developing our
classification methods further and exploring parallels to other machine learning frameworks.
This thesis motivated mathematical imaging research through the urgent necessity of
advancing cancer research. We presented several ideas and concepts that have already been
or have the potential to be applied in cancer research imaging problems.
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Appendix A
A.1 MitosisAnalyser: Algorithms, Parameters and Hand-
book
Algorithms
Algorithm A1 Mitosis Detection
Input: Image sequence, radiusMin, radiusMax, sensitivity, mitosisThreshold, dis-
tanceThreshold
for every frame do
Search for circularly shaped cells:
[centres, radii, metrics] = imfindcircles (image, [radiusMin radiusMax], ’Sensitiv-
ity’, sensitivity)
end for
Delete circles with centre coordinates that are identical or closer than the largest detected
radius
If applicable, compare to circles that have already been detected in previous frames:
- number of frames to be checked specified by mitosisThreshold
- maximum distance of centre coordinates specified by distanceThreshold
Output: Centres, radii, metrics, boundaries and frame numbers of detected mitotic cells
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Algorithm A2 Backwards Tracking
Input: Phase contrast images, [green fluorescent channel images,] initial contours, mito-
sisThreshold, λ1, λ2, µ , ν , ω , timeStep, maxIterations, phiUpdate
Initialise level set function from circles surrounding mitotic cells
while current frame within mitosisThreshold and circularity > threshold [and green
intensity > threshold] do
Reinitialise level set function by slightly increasing previous one
Create region of interest around cell interior in order to increase speed
Calculate function g
while phi does not change significantly anymore or maxIterations reached do
Update phi by gradient descent:
φupd = φ −∆t ·δε(φ) ·
(
µ∇ ·
(
∇φ
|∇φ |
)
+ν |∇φ |∇ ·
(
g ∇φ|∇φ |
)
+ωP(φ)
)
P(φ) =
{∫
Ω (1−H(φ(x))) dx− tarea,
∫
Ω (1−H(φ(x))) dx≤ tarea,
0, otherwise
Perform topology preservation combined with narrow band method
Reinitialise phi every phiUpdate iterations
end while
end while
Output: Contours, statistics
Algorithm A3 Forwards Tracking
Input: Phase contrast images, [green fluorescent channel images,] initial contours, radius,
mitosisThreshold, λ1, λ2, µ , ν , ω , timeStep, maxIterations, phiUpdate
while current frame within mitosisThreshold and outcome is unknown do
Reinitialise level set function by slightly increasing previous one
Create region of interest around cell interior in order to increase speed
Calculate function g
while phi does not change significantly anymore or maxIterations reached do
Update phi by gradient descent (see Algorithm A2)
Perform topology preservation combined with narrow band method
Reinitialise phi every phiUpdate iterations
end while
Apply imfindcircles again in a region of interest around the segmented cell
Determine outcome based on detected circles and statistics / classification [and green
fluorescent intensities]
end while
Output: Contours, statistics, outcome
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Parameters
Parameter Description MIA PaCa-2 HeLa Aur A T24
radiusMin Minimum radius of mitotic cell 10 10 10
radiusMax Maximum radius of mitotic cells 20 25 20
sensitivity The higher, the more circular objects
are detected
0.8 0.7 0.7
mitosisThreshold Maximum mitosis duration 50 25 25
λ1 Weight for normal velocity term in-
side of cell
1 0.5 5
λ2 Weight for normal velocity term in
the background
1 0.1 5
µ Weight for length regularisation
(smoothness)
10 8 17.5
ν Weight for local standard deviation
term
10 12 17.5
g_adj_low Lower bound for rescaling of local
standard deviation image
0.08 0.05 0.08
g_adj_high Upper bound for rescaling of local
standard deviation image
0.12 0.20 0.12
ω Weight for area regularisation 1 1 10
timeStep Time step ∆t in gradient descent
equation
1
maxIterations Maximum number of iterations for
tracking contour evolution
5000 2500 5000
phiUpdate Frequency of reinitialisation of level-
set function with signed distance
function
50 10 50
ε|∇|Reg Parameter in regularisation of gradi-
ent magnitude
0.0001
εδReg Parameter in regularisation of Dirac
delta function
2
Table A1: Mitosis detection and tracking parameters for different experiments
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Handbook
Running MitosisAnalyser
After having started MATLAB®, the Current Folder should be MitosisAnalyser (left-
hand side) and should always contain the subfolders presetDataSets and results. The
“NEW_DATA_SET” file in the presetDataSets folder should never be deleted. The folder
with the data set to be analysed does not necessarily need to be saved in the current directory.
In order to run the GUI, type MiA in the Command Window and press the return/enter
key.
Choosing the data set to be analysed
Next, a new window opens asking you to select the folder with the image sequence to be
analysed. The images should be 8-bit grey-scale or RGB tif/tiff images1. Colour images are
converted into grey-scale images automatically.
1Loading nd2 files and other formats might be possible soon by using BioFormats (https://www.
openmicroscopy.org/bio-formats).
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Another window opens asking you to select your type of data set. You can either select
“NEW_DATA_SET”, which will load default preset parameters, or choose a specific cell line
or type of data, for which a set of variables already exists.
Main window
Dataset
On the top left, you can click through all frames of your image sequence by using the
slider or entering a specific frame number.
Furthermore, clicking the “Examine current image” pushbutton opens a new window:
You can use the toolbar in order to zoom in, zoom out, pan, rotate and use the data cursor.
Moreover, you can examine your image by using the pushbuttons:
• Crop: Select a rectangular part of the image you want to crop, right-click on it and
choose “Crop Image”. A new window opens where you are able to save your result.
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• Measure distance: With this tool, you can measure the distance (in pixels) between
two positions inside of the image. You can add multiple distance lines by clicking the
pushbutton several times. There are more options after right-clicking on the lines.
• Add scalebar: Displays a scalebar on the right bottom of the image. The width is 100
pixels multiplied with the pixel size in µm specified in the data settings.
• Enhance contrast: A built-in contrast and brightness adjustment toolbox opens in a
new window where you are able to change histogram settings.
• Equalise histogram: Performs histogram equalisation on the current image (tries to
use the full range of the grey values).
• Adaptive histogram equalisation: Performs adaptive histogram equalisation on the
current image rather locally than on the whole image in contrast to the above method.
Usually works better on phase contrast images than the plain histogram equalisation.
• Clear: Deletes changes on the current image and redisplays the original one.
• Save: Saves the current image as a png file in the current directory. A new window
opens where you can enter the file name.
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If you want to change your data settings and edit parameters, click the “Edit Parameters /
Data” button:
On the top left, the name of your parameter / data set is displayed and you can quickly
save changes by clicking “Save”. “Save as...” enables you to save your settings in a new file.
Change the current parameter set by clicking the “Open...” button and selecting a file. You
can also manually edit the pixel size and the time resolution.
On the bottom left you can change the parameters in connection to the Mitosis Detection:
1. Minimum distance between two mitotic cells (in pixels): This corresponds to the
maximum distance of the centre point of a mitotic cell between two time frames, i.e.
how far may the centre of a new detected circle at most be away from another one to
be still assigned to the same cell
2. Maximum expected mitosis length (in frames)
3. Radius interval [minimum radius, maximum radius]: You can check whether these
values seem reasonable by using the “Measure distance” tool
4. Sensitivity: Value between 0 and 1; the higher the sensitivity, the more circular objects
are detected, but the more likely are false positives at the same time
On the right you can edit several parameters associated with the Cell Tracking:
1. Normal Velocity: lambda1 and lambda2 are weighting the normal velocity term
inside and outside of the cell contour, respectively
2. Contour Length: the higher mu, the smoother is the contour
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3. Local Standard Deviation: nu weights the local standard deviation term, which inflates
the contour in regions of high local standard deviation (inside of the cell) and stops its
evolution at the cell boundary; k needs to be negative in order to ensure contour infla-
tion; the edge detection map g is adjusted by stretching values between g_adjust_low
and g_adjust_high (values between 0 and 1, usually roughly inside the interval [0.05
0.25])
4. Area Constraint: omega weights the term, which prevents the cell area from becoming
too large
5. Other: those are parameters for the gradient descent, i.e. the time step, the maximum
numbers of iterations max iterations, the frequency phi update of the reinitialisation
of the level-set-function with a signed distance function, the parameter epsilon norm
grad reg for the regularisation of the gradient magnitude and the parameter epsilon
delta reg for the regularisation of the Dirac delta function
Analysis
You can either run the “Mitosis Detection” and “Cell Tracking” separately or directly in one
go by clicking “Run Full Analysis”. Note that cell tracking cannot be performed without
previous mitosis detection. A waitbar will roughly show you the progress of the analysis.
Moreover, some comments are displayed in the Command Window.
Results
After Mitosis Detection, the total number of events is shown at the bottom and results
are displayed in the listbox as follows: “Event nr | Frame nr”. Once you click on a specific
event and the checkbox “Display Mitosis Detection Results” is ticked, the corresponding
image with the encircled mitotic cell is displayed on the top left in the Dataset panel. You
can delete events by clicking on the corresponding row in the listbox and clicking “Delete
Event” and you can save your data as mat files (they are automatically saved in the “results”
folder) by clicking “Save” and entering a file name.
After having run the Cell Tracking, your analysis is complete and the listbox displays the
results in the following order: “Event Nr. | Frames | Duration (frames) | Duration (minutes)
| Cell Fate”. In addition to the total number of events you can now see the average of
the mitotic phase displayed at the bottom. Again, you can enable display of the tracking
contours by ticking the checkbox “Display Cell Tracking Results”. Moreover, you can not
only delete entire events by pressing “Delete Event”, but also add and delete single frames to
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the beginning or end of the mitosis phase by clicking the “+” and “-” buttons, respectively.
By clicking the “Save” button, all your results are saved in the “results” folder.
Clicking the “Statistics” button opens a new window where you can see a summary of
the mitosis analysis. On the left, statistics for the whole data set are displayed and at the
bottom you can see a pie chart immediately visualising the proportion of the different cell
fates. On the right, you can switch between all events and display specific statistics for single
events including plots that visualise changes of area, perimeter and circularity as well as
centroid movement. You can see tracking results at a glance and have them displayed in a
new window showing the original images with the corresponding cell contours and binary
segmentation masks by clicking “Image + Contours” and “Binary masks”, respectively.
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A.2 Algorithms for Non-Linear Eigenproblems
In the following, we state the inverse power method presented in [69] and the modified inverse
power method discussed in [24] that both inspired our quotient minimisation Algorithm 3.
We comply with the notation in Chapter 6.
Algorithm A4 Generalised Inverse Power Method by Hein and Bühler
Input: f 0 random with ∥ f 0∥= 1, µ0 = Q( f 0)
while |µ
k+1−µk|
µk ≥ ε do
f k+1 = argmin
∥ f∥2≤1
{
F( f )−µk⟨ f ,s( f k)⟩
}
where s( f k) ∈ ∂G( f k)
µk+1 =
F( f k+1)
G( f k+1)
end while
Output: Eigenvalue µk+1, Eigenvector f k+1
Algorithm A5 Modified Generalised Inverse Power Method by Bresson et al.
Input: f 0 nonzero function with med( f ) = 0
while µk−µk+1 ≥ ε do
s( f k) ∈ ∂G( f k)
Dk = min
∥ f∥2≤1
{
F( f )−µk⟨ f ,s( f k)⟩
}
gk = argmin
∥ f∥2≤1
{
F( f )−µk⟨ f ,s( f k)⟩
}
if Dk < 0
gk = f k if Dk = 0
hk = gk−med(gk)1
f k+1 =
hk
∥hk∥2
end while
Output: Eigenvalue µk+1, Eigenvector f k+1
