For any finite reflection group W on R N and any irreducible Wmodule V there is a space of polynomials on R N with values in V . There are Dunkl operators parametrized by a multiplicity function, that is, parameters asscociated with each conjugacy class of reflections. For cerfain parameter values, called singular, there are nonconstant polynomials annihilated by each Dunkl operator. There is a Gaussian bilinear form on the polynomials which is positive for an open set of parameter values containing the origin. When W has just one class of reflections and dim V > 1 this set is an interval bounded by the positive and negative singular values of respective smallest absolute value. This interval is always symmetric around 0 for the symmetric groups. This property does not hold in general, and the icosahedral group H 3 provides a counterexample. The interval for positivity of the Gaussian form is determined for each of the ten irreducible representations of H
Introduction
Suppose W is the finite reflection group generated by the reflections in the reduced root system R and W has just one conjugacy class of reflections. This means R is a finite set of nonzero vectors in R N such that u, v ∈ R implies Ru ∩ R = {±u} and vσ u ∈ R where σ u is the reflection x → x − 2 x,v v,v v and ·, · is the standard inner product. Furthermore R consists of one W -orbit. For a fixed vector b 0 such that u, b 0 = 0 for all u ∈ R there is the decomposition R = R + ∪R − with R + := {u ∈ R : u, b 0 > 0}. The group W is represented on the space P of polynomials in x = (x 1 , . . . i , a monomial. Then P = span x α : α ∈ N N 0 and P n = span x α : α ∈ N N 0 , |α| = n the space of polynomials homogeneous of degree n. Let κ be a parameter (called multiplicity function).
Suppose τ is an irreducible (unitary/orthogonal) representation of W on a (finite-dimensional) real vector space V with basis {u i : 1 ≤ i ≤ dim V }. The space P τ = P⊗V has the basis x α ⊗ u i : α ∈ N N 0 , 1 ≤ i ≤ dim V . There is a representation of W on P τ defined to be the linear extension of w → w (p (x) ⊗ u) := p (xw) ⊗ (τ (w) u) , p ∈ P, u ∈ V.
The associated Dunkl operators are the linear extension of
These operators mutually commute. If κ = κ 0 ∈ Q and there exists a nonconstant p ∈ P τ such that D i p = 0 for all i then p is called a singular polynomial and κ 0 is a singular value. There is a Gaussian symmetric bilinear form ·, · κ defined on P τ , such that wf, wg κ = f, g κ and
proved there is an interval for κ containing zero for which the bilinear form is realized as an integral with respect to a positive matrix-valued measure on R N . In [2] the author showed that this interval is bounded by the smallest (in absolute value) singular values. When W is a symmetric group (type A N −1 ) the interval is always symmetric about κ = 0. It was conjectured that this always holds when dim V τ ≥ 2. It is the purpose of this note to show that the group H 3 provides a counterexample to the conjecture. We will determine the smallest singular values for each of the ten (conjugacy classes of) irreducible representations of H 3 . The paper [3] showed that the singular values for Coxeter groups with one class of reflections are of the form m/d j where the fundamental degrees of W are {d 1 , d 2 , . . . , d N }, m ∈ Z and m/d j / ∈ Z. Etingof and Stoica [4] analyzed unitary representations of the rational Cherednik algebra of W (the abstract algebra generated by {D i }, multiplication by x i (1 ≤ i ≤ N ) and translation by w ∈ W ); the parameter intervals allowing the unitary property include the intervals for positivity of the Gaussian inner product. Balagovic and Puranik [1] studied the representations of the Cherednik algebra of H 3 ; this involved a much more detailed analysis than the singular values appearing here.
General facts:
Suppose that ρ is an irreducible representation of W with character χ ρ and suppose that p ∈ P τ has the property that span {wp : w ∈ W } is a Wsubmodule on which W acts by ρ, then p is said to be of isotype ρ. This
, the scalar by which the central element 
then it can be shown that D a wp = wD aw p (this relies on the fact that w permutes the elements of R). As a consequence any singular polynomial can be expanded as a sum of singular polynomials with each of some isotype (the decomposability of a representation of W ).
Lemma 1 Suppose p ∈ P τ is homogeneous of degree n, of isotype ρ, and
Proof. Apply the operator
is an irreducible representation and the character χ τ ∨ (w) = det (w) χ τ (w). This induces an identification between V τ and V τ ∨ so that τ ∨ (w) u = det (w) τ (w) u for u ∈ V τ . Lift this map to P τ → P τ ∨ . Since det (σ v ) = −1 we see that a singular polynomial p in P τ for the singular value κ 0 is mapped to a singular polynomial p ∨ in P τ ∨ for −κ 0 ; and if p is of isotype ρ then p ∨ is of isotype ρ ∨ . We will refer to this as the duality principle.
The icosahedral group
This is the symmetry group of the regular icosahedron 
The column on the left lists the cardinalities n i of the conjugacy classes C i . In this list C 1 = {I} , C 2 = {−I} and C 3 is the class of reflections. There are three classes of rotations: C 4 contains the period two rotations (with axes being the mid-points of the edges of Q 12 , C 5 contains the period three rotations with axes at the dodecahedron vertices, and C 6 , C 7 contains the period five rotations with axes at the icosahedron vertices, with angles of (1 − z)
Denote the character defined in column #i of the table by χ i and the corresponding representation by τ i acting on the χ i (C 1 )-dimensional space V i . Thus τ 1 = triv, τ 2 = det and τ 3 is the reflection representation. By the Poincaré series argument the character for H 3 acting on P n evaluated at C i is the coefficient of z n in 1/d i (z). Thus the character of
The inner product of characters is used to determine multiplicities.
and let L ij denote the lowest power of z appearing (with a nonzero coefficient) in the power series expansion of P ij (z).
Of course P 11 (z) = 1 (1 − z 2 ) (1 − z 6 ) (1 − z 10 ) , the Poincaré series for the H 3 -invariant polynomials, and 2, 6, 10 are the fundamental degrees. Suppose U is an H 3 -invariant subspace of some space P n ⊗ V i on which H 3 acts isomorphically to τ j then U is said to be of isotype τ j . Furthermore P n ⊗ V i has a complete decomposition into subspaces of various isotypes. Thus the coefficient of z n in P ij (z) is the number of components of P n ⊗ V i which are of isotype τ j (or components of P n ⊗ V j of isotype τ i ).
The eigenvalues of 
contains the possible singular values of minimal absolute values. That is, no singular value can have a smaller absolute value than the extreme values of the list. There are two parts of the argument: firstly to compute the lists for each τ i (actually just τ 1 , τ 3 , τ 5 , τ 8 , τ 9 because the other cases follow from the duality principle), secondly to show that the extreme values do correspond to singular polynomials. In each of the following there is a list with 10 pairs 
Construction of singular polynomials
The idea is to set up a framework that can be run by symbolic computation software. To take the place of the abstract H 3 -modules V i we will use submodules of polynomials in t = (t 1 , t 2 , t 3 ). The generic element of P τ i is a polynomial p (x, t) homogeneous in each of x and t. The action of H 3 is given by wp (x, t) = p(xw, tw) and the Dunkl operators are
Actually it is more efficient to compute the gradient
so as to avoid repeated evaluations of the 15 difference quotients. To identify the various components use the operators
By use of the series P ij (z) we can determine the isotypes appearing in the lowest degree polynomials:
The unwanted components V 1 of P 2 , and V 3 of P 3 (the first is
and the second is By applying S (t) to the degree 3 polynomials and using the eigenvalues −5, 0 for V 5 , V 8 respectively we find a basis for the V 5 and V 8 components:
Denote the entries in the list for V 5 by p i (x, t) ∈ P ⊗ V j and h
1 (x, t) = 0,
1 (x, t) = 0.
It remains to construct the τ 1 , κ = − 
4 (x, t) = 0, Sh
4 (x, t) = −5h
4 (x, t) .
For τ 5 we find h
7 (x, t) := c 1 x 1 p 
7 (x, t) = 0, Sh
7 (x, t) = 0.
For τ 8 the singular polynomials are h
6 (x, t) := c 1 (3 − τ ) x 1 p 
6 (x, t) = 0, Sh
6 (x, t) = −5h
6 (x, t) .
Finally for τ 9 we have h
10 (x, t) = c 1 x 3 t 
10 (x, t) = 0, Sh
10 (x, t) = −3h
10 (x, t) .
We have shown that the smallest singular values for τ 5 and τ 6 are − respectively. For most cases the interval is symmetric but this is not a general principle.
