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Bilinear forms on exact operator spaces
and
B(H)⊗B(H).
by
Marius Junge and Gilles Pisier*
Abstract.
Let E, F be exact operator spaces (for example subspaces of the C∗-algebra K(H) of
all the compact operators on an infinite dimensional Hilbert space H). We study a class of
bounded linear maps u:E → F ∗ which we call tracially bounded. In particular, we prove
that every completely bounded (in short c.b.) map u:E → F ∗ factors boundedly through a
Hilbert space. This is used to show that the set OSn of all n-dimensional operator spaces
equipped with the c.b. version of the Banach Mazur distance is not separable if n > 2.
As an application we show that there is more than one C∗-norm on B(H) ⊗ B(H), or
equivalently that
B(H)⊗min B(H) 6= B(H)⊗max B(H),
which answers a long standing open question.
Finally we show that every “maximal” operator space (in the sense of Blecher-Paulsen)
is not exact in the infinite dimensional case, and in the finite dimensional case, we give a
lower bound for the “exactness constant”.
Plan.
0. Introduction and background.
1. Factorization of bilinear forms on exact operator spaces.
2. The non-separability of OSn.
3. Applications to B(H)⊗B(H) and maximal operator spaces.
4. A new tensor product for C∗-algebras or operator spaces.
* Partially supported by the NSF
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§0. Introduction and background.
Following the remarkable results of Kirchberg on exact C∗-algebras cf. [Ki1, Ki2], the
notion of “exact operator space” was studied in the paper [P1]. In this paper we continue
the investigation started in [P1].
Let E, F be operator spaces, we denote
dcb(E, F ) = inf{‖u‖cb
∥∥u−1∥∥
cb
}
where the infimum runs over all possible isomorphisms u:E → F . If E, F are not iso-
morphic, we set, by convention, dcb(E, F ) = ∞. We denote by B(H) (resp. K(H)) the
algebra of all bounded (resp. compact) operators on a Hilbert space H. (See below for
unexplained notation and terminology.)
In [P1], the following characteristic of an operator space, E with dimE = n, was
studied:
(0.1) dSK(E) = inf{dcb(E, F )| F ⊂ K(ℓ2)},
or equivalently
(0.1)′ dSK(E) = inf{dcb(E, F )| F ⊂MN , N ≥ n}.
For an infinite dimensional operator space X , we define
dSK(X) = sup{dSK(E)}
where the supremum runs over all possible finite dimensional subspaces E ⊂ X .
We say that X is exact of dSK(X) < ∞. This is equivalent (see [P1]) to the exact-
ness of a certain sequence of morphisms in the category of operator spaces, whence the
terminology.
Let E, F be exact operator spaces. We will prove below an inequality for completely
bounded linear maps u:E → F ∗. Here F ∗ means the “operator space dual” of F in the
sense of [ER1, BP].
This key inequality can be viewed as a form of Grothendieck’s inequality for exact
operator spaces. It implies that every c.b. map u:E → F ∗ can be factorized (in the Banach
2
space sense) through a Hilbert space with a norm of factorization ≤ 4‖u‖cb. Actually, in
this inequality “complete boundedness” can be replaced by a more general notion which we
call “tracial boundedness” which has already been considered by previous authors (cf. [I,
B3]). Using this key inequality and a somewhat surprising application of Baire’s theorem,
we prove that the metric space OSn of all n-dimensional operator spaces equipped with
the distance
δcb(E, F ) = log dcb(E, F )
is not separable as soon as n > 2. We can even show that the subset of all isometrically
Hilbertian and homogeneous (in the sense of [P3]) n-dimensional operator spaces, is non-
separable.
This has a surprising application to C∗-algebra theory. Recall that a C∗-algebra A is
called nuclear if A⊗min B = A⊗max B for any C∗-algebra B (see [La]). For a long time it
remained an open problem whether it suffices for the nuclearity of A to assume that
(∗) A⊗min Aop = A⊗max Aop
where Aop is the opposite C∗-algebra (with the product in reverse order). In [Ki2], Kirch-
berg gave the first counterexamples. However, he pointed out that it remained unknown
whether (∗) holds in the (non-nuclear) case of A = B(H). (Note that B(H) is isomorphic
to its opposite.) Kirchberg also proposed an approach to this question together with a
series of equivalent conjectures. One of his conjectures was our main motivation to inves-
tigate the non-separability of the metric space OSn, and as a result, we obtain a negative
answer to the above mentioned question: the identity (∗) fails for A = B(H). In other
words, we have
B(H)⊗min B(H) 6= B(H)⊗max B(H).
Equivalently, there is more than one C∗-norm on B(H)⊗B(H) whenever H is an infinite
dimensional Hilbert space. This is proved in section 3.
In the same section, we also show that if E is an n-dimensional Banach space then
the operator space max(E) in the sense of [BP] satisfies
dSK(max(E)) ≥
√
n
4
.
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In particular, for any infinite dimensional Banach space X the operator space max(X) is
not exact.
After circulating a first version of this paper, we observed that the non-separability of
OSn for n > 2 can be alternately deduced from properties of Kazhdan-groups, following
the ideas of Voiculescu [V] (see Remark 2.10 below). However, this approach does not
seem to give quite as much information as our original one.
In the final section 4, we introduce a ”new” tensor product obtained as follows. Let
E ⊂ B(H) and F ⊂ B(K) be two operator spaces, we denote by E ⊗M F the completion
of the linear tensor product with respect to the norm induced on it by B(H)⊗max B(K).
This tensor product makes sense both in the category of operator spaces and in that of
C∗-algebras. Our previous results show that it differs in general from the minimal tensor
product. We include several properties of this tensor product, based mainly on [Ki3].
In the rest of this introduction we give some background and explain our notation.
We refer to [Sa, Ta] for operator algebra theory. Let H,K be Hilbert spaces. We will
denote by H⊗2K their Hilbertian tensor product. By an operator space we mean a closed
subspace of B(H) for some Hilbert space H. If E1 ⊂ B(H1), E2 ⊂ B(H2) are operator
spaces, we will denote by E1 ⊗min E2 their minimal (or spatial) tensor product equipped
with the minimal (or spatial) tensor norm induced by the space B(H1 ⊗2 H2). When E1
and E2 are C
∗-subalgebras then this norm is a C∗-norm, and actually it is the smallest
C∗-norm on the algebraic tensor product E1 ⊗ E2. In the case of C∗-algebras, we will
denote by E1 ⊗max E2 the completion of E1 ⊗ E2 with respect to the largest C∗-norm on
E1 ⊗ E2.
We recall that if E ⊂ B(H) and F ⊂ B(K) are operator spaces, then a map u: E → F
is completely bounded (in short c.b.) if the maps um = IMm ⊗ u: Mm(E) → Mm(F ) are
uniformly bounded when m → ∞, i.e. if we have sup
m≥1
‖um‖ < ∞. The c.b. norm of u is
defined as
‖u‖cb = sup
m≥1
‖um‖.
We will say that u is completely isometric (resp. completely contractive) or is a complete
isometry (resp. a complete contraction) if the maps um are isometries (resp. of norm ≤ 1)
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for all m. This is the same as saying that for any operator space X the map
IX ⊗ u:X ⊗min E → X ⊗min F
is an isometry (resp. a contraction). We also recall that u is called completely positive (in
short c.p.) if all the maps um are positive.
If E1, F1, E2, F2 are operator spaces and if
u1: E1 → F1 u2: E2 → F2
are completely bounded, then
u1 ⊗ u2: E1 ⊗min F1 −→ E2 ⊗min F2
is c.b. and we have
(0.2) ‖u1 ⊗ u2‖cb = ‖u1‖cb‖u2‖cb.
If u: E1 → F1 and u2: E2 → F2 are completely isometric then u1 ⊗ u2: E1 ⊗min E2 −→
F1 ⊗min F2 also is completely isometric. In particular, we note the completely isometric
identity
Mn(E) =Mn ⊗min E.
We will use (0.2) repeatedly in the sequel with no further reference. We refer the reader
to [Pa1] for more information.
It is known that the analogue of (0.2) fails for the max-tensor product. Instead we
have:
(0.3) If E1, F1 and E2, F2 are C
∗-algebras (or merely operator systems) and if u1: E1 → F1
and u2: E2 → F2 are completely positive maps, then the map u1 ⊗ u2 defined on the
algebraic tensor product extends to a completely positive and c.b. map
u1 ⊗ u2: E1 ⊗max F1 −→ E2 ⊗max F2
satisfying
‖u1 ⊗ u2‖cb(E1⊗maxF1,E2⊗maxF2) = ‖u1‖‖u2‖.
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See e.g. [Ta, Proposition 4.23], [Pa1, Proposition 3.5 and Proposition 10.11] or [W2,
Proposition 1.11] for more details.
We will use the duality theory for operator spaces, which was introduced in [BP,
ER1] using Ruan’s ”abstract” characterization of operator spaces ([Ru]). This can be
summarized as follows: Let E be an operator space and let E∗ be the dual Banach space.
Then, for some Hilbert space K, there is an isometric embedding E∗ ⊂ B(K) such that
for any operator space F , the minimal (=spatial) norm on E∗⊗F coincides with the norm
induced on it by the space cb(E, F ). Moreover, this property characterizes the operator
space
E∗ ⊂ B(K)
up to complete isometry. We will refer to this operator space as the “operator space dual”
of E. We refer to [BP, ER1-2, B1-2, Ru] for detailed information.
Consider arbitrary Banach spaces E, Y and an operator u: E → Y .
Recall that u is called 2-absolutely summing if there is a constant C such that for all
n for all (x1, . . . , xn) in E we have
∑
‖uxi‖2 ≤ C2 sup
{∑
|ξ(xi)|2 | ξ ∈ E∗, ‖ξ‖ ≤ 1
}
.
We denote by π2(u) the smallest constant C for which this holds.
It is easy to check that for any bounded operators v: Y → Y1 and w: E1 → E we
have
(0.4) π2(vuw) ≤ ‖v‖π2(u)‖w‖.
Notation: Let (xi) be a finite sequence in a C
∗-algebra A we will denote for brevity
RC((xi)) = max
{∥∥∥∑ xix∗i ∥∥∥ , ∥∥∥∑x∗i xi∥∥∥} .
Note that if A is commutative and if E ⊂ A is any subspace equipped with the induced
norm, we have for all (x1, . . . , xn) in E
(0.5) RC((xi)) = sup
{∑
|ξ(xi)|2 | ξ ∈ E∗, ‖ξ‖ ≤ 1
}
.
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Definition 0.3. Consider a C∗-algebra A and a Banach space Y . Let E ⊂ A be subspace.
A linear map u: E → Y will be called (2, RC)-summing if there is a constant C such that
for all n and for all (x1, . . . , xn) in E we have∑
‖uxi‖2 ≤ C2RC((xi)).
We denote by π2,RC(u) the smallest constant C for which this holds. We refer to [P3]
for a more systematic treatment of (2, w)-summing operators when w is a “weight” in the
sense of [P3]. (See also [P4, section 2] or [P2].) By a well known variant of a Pietsch’s
factorization theorem for 2-absolutely summing operators, we have
Proposition 0.4. Consider u: E → Y as in the preceding definition. The following are
equivalent.
(i) u is (2, RC)-summing and π2,RC(u) ≤ C.
(ii) There are states f, g on A and 0 ≤ θ ≤ 1 such that
∀x ∈ E ‖u(x)‖ ≤ C{θf(x∗x) + (1− θ)g(xx∗)}1/2.
(iii) The map u: E → Y admits an extension u˜: A→ Y such that π2,RC(u˜) ≤ C.
Proof. This is – by now – a well known application of the Hahn-Banach theorem. For
more details we refer the reader e.g. to [P4, Lemma 1.3] or [P3, Prop. 5.1].
For bilinear forms, we have the following known analogous statement.(In the commu-
tative case, this can be found in [Kw].)
Proposition 0.5. Let A,B be C∗-algebras and let E ⊂ A, F ⊂ B be closed subspaces.
Let C > 0 be a fixed constant. The following properties of a linear map u: E → F ∗ are
equivalent.
(i) For any n, any (x1, . . . , xn) in E and any (y1, . . . , yn) in F , we have∣∣∣∑〈u(xi), yi〉∣∣∣ ≤ C[RC((xi))RC((yi))]1/2.
(ii) There are states f1, g1 on A, f2, g2 on B and 0 ≤ θ1, θ2 ≤ 1 such that
∀(x, y) ∈ E × F |〈u(x), y〉| ≤ C[θ1f1(x∗x) + (1− θ1)g1(xx∗)]1/2
[θ2f2(y
∗y) + (1− θ2)g2(yy∗)]1/2.
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(iii) For some Hilbert space H, u admits a factorization of the form
E
a−→H b∗−→F ∗
with operators a: E → H and b: F → H∗ such that
π2,RC(b)π2,RC(a) ≤ C.
Proof. See e.g. [P3, Theorem 6.1] or [P4, Lemma 1.3].
Notation: Let u: X → Y be an operator between Banach spaces. Assume that u factors
through a Hilbert space H, i.e. we have u = αβ with α: H → Y and β: X → H. Then
we will denote
γ2(u) = inf{‖α‖ ‖β‖}
where the infimum runs over all possible factorization. This is the “norm of factorization
through Hilbert space” of u. See [P2] for more on this theme.
Corollary 0.6. Let u be as in Proposition 0.5. Then if (iii) holds there are operators
a˜: A→ H and b˜: B → H∗ such that b˜∗a˜ (viewed as a bilinear form on A×B) extends u
and
π2,RC(a˜)π2,RC(b˜) ≤ C.
In particular, if we let u˜ = b˜∗a˜, then the operator u˜: A → B∗ satisfies ‖u˜‖ ≤ C and
〈u˜(x), y〉 = 〈u(x), y〉 for all (x, y) in E × F . Moreover we have γ2(u) ≤ C.
Proof. This follows from Propositions 0.4 and 0.5.
The following fact is well known to specialists. (See e.g. [Ki1] Lemma 3.9)
Lemma 0.7. Let C be a C∗-algebra and let I ⊂ C be a closed ideal. Let E,X be
operator spaces with E ⊂ X . Consider the canonical (complete) contraction C ⊗min X →
(C/I)⊗minX . Since this map vanishes on I⊗minX , we clearly have a canonical (complete)
contraction
TX : C ⊗min X/I ⊗min X → (C/I)⊗min X.
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If TX is an isomorphism, then TE also is an isomorphism, moreover
‖T−1E ‖ ≤ ‖T−1X ‖.
Proof. It is well known (cf. [Ta, p. 27]) that I possesses an approximate unit formed of
elements pi ∈ I such that 0 ≤ pi ≤ 1 (hence ‖1− pi‖ ≤ 1) and pix→ x ∀x ∈ I. Then the
proof can be completed exactly as in [P1, Lemma 3].
Remark. Equivalently, if we consider the complete isometry
C ⊗min E → C ⊗min X
then this map defines after passing to the quotient spaces a complete isometry
C ⊗min E/I ⊗min E → C ⊗min X/I ⊗min X.
We will also invoke the following elementary fact which follows easily (like the preced-
ing result) from the existence of an approximate unit in any ideal of a C∗-algebra. (Recall
that A⊗B denotes the algebraic tensor product.)
Lemma 0.8. Let A,B,C be C∗-algebras. Let π:C → A be a surjective ∗-homomorphism.
Let I = Ker(π). Then (viewing the three sets appearing below as subsets of C ⊗min B)
we have
[C ⊗B] ∩ [I ⊗min B] = I ⊗B.
Equivalently, let
q:C ⊗min B → [C ⊗min B]/[I ⊗min B]
be the quotient map and let
T : [C ⊗min B]/[I ⊗min B]→ A⊗min B
be the morphism associated to π⊗IB . Then T induces a linear and ∗-algebraic isomorphism
between q(C ⊗B) and A⊗B.
Acknowledgement: The second author would like to thank E. Kirchberg for introducing
him to the questions considered in this paper and B. Maurey for a stimulating conversation.
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§1. Factorization of bilinear forms on exact operator spaces.
Let n ≥ 1 be an integer. We will denote by
Jn: Mn →M∗n
the map defined by
∀x, y ∈Mn 〈Jn(x), y〉 = 1
n
tr(tyx).
The following notion is natural for our subsequent results. It has already been considered
in [I].
Definition 1.1. Let E, F be operator spaces. Let u: E → F ∗ be a linear map. We will
say that u is tracially bounded (in short t.b.) if
sup
n≥1
‖Jn ⊗ u‖Mn(E)→Mn(F )∗ <∞
and we denote
‖u‖tb = sup
n≥1
‖Jn ⊗ u‖Mn(E)→Mn(F )∗ .
Equivalently, u: E → F ∗ is t.b. iff the bilinear forms
un: Mn(E)×Mn(F )→ C
defined by
un((xij), (yij)) =
1
n
∑
ij
〈u(xij), yij〉
are bounded uniformly in n and we have
‖u‖tb = sup
n≥1
‖un‖.
We immediately observe
Lemma 1.2. For a linear map u: E → F ∗
complete boundedness ⇒ tracial boundedness ⇒ boundedness,
and we have
‖u‖ ≤ ‖u‖tb ≤ ‖u‖cb.
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Proof. If u is c.b. then for any u and any (xij) ∈Mn(E)
‖(u(xij))‖Mn(F ∗) ≤ ‖u‖cb‖x‖Mn(E).
We have Mn(F
∗) = cb(F,Mn), hence
‖(u(xij))‖Mn(F ∗) = sup{‖〈u(xij), ykℓ〉‖Mn(Mn) | ‖(ykℓ)‖Mn(F ) ≤ 1}
= sup
y∈BMn(F )


∣∣∣∣∣∣
∑
ijkℓ
〈u(xij), ykℓ〉αjℓβik
∣∣∣∣∣∣
∣∣∣ ∑
jℓ
|αjℓ|2 ≤ 1
∑
ik
|βik|2 ≤ 1

 .
Taking α, β = I√
n
we get
‖(u(xij))‖Mn(F ∗) ≥ sup
{
1
n
∣∣∣∑〈u(xij), yij〉∣∣∣ ∣∣∣ ‖(yij)‖Mn(F ) ≤ 1
}
hence ‖u‖tb ≤ ‖u‖cb. The inequality ‖u‖ ≤ ‖u‖tb is clear by taking n = 1.
The following consequence of the non-commutative Grothendieck inequality is known
([B3]).
Lemma 1.3. Let A,B be C∗-algebras. Then any bounded linear operator u: A→ B∗ is
tracially bounded and we have
‖u‖ ≤ ‖u‖tb ≤ K‖u‖
for some numerical constant K. Let E ⊂ A and F ⊂ B be closed subspaces and let
iE : E → A, iF : F → B be the inclusion maps. Then the restriction i∗FuiE : E → F ∗
satisfies
‖i∗FuiE‖tb ≤ K‖u‖.
Proof. Consider x = (xij) ∈Mn(A) and y = (yij) ∈Mn(B).
Let α(x) = max

n−1/2
∥∥∥∥∥∑ij x∗ijxij
∥∥∥∥∥
1/2
, n−1/2
∥∥∥∥∥∑ij xijx∗ij
∥∥∥∥∥
1/2

. It is easy to check
that
α(x) ≤ ‖x‖Mn(A).
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By the non-commutative Grothendieck inequality (cf. [H1], see also [P2]) we have for some
numerical absolute constant K∣∣∣∣∣∣
1
n
∑
ij
〈u(xij), yij〉
∣∣∣∣∣∣ ≤ K‖u‖α(x)α(y)
hence a fortiori
≤ K‖u‖‖x‖Mn(A)‖y‖Mn(B).
Therefore ‖u‖tb ≤ K‖u‖. The second part is obvious since
‖i∗FuiE‖tb ≤ ‖u‖tb.
Remark. The preceding argument actually shows the following: Consider u:A → B∗ of
the form u = a∗b, where b:E → H and a:F → H∗ are (2, RC)−summing operators. Then
we have
‖u‖tb ≤ π2,RC(a)π2,RC(b).
We will now show that if E and F are exact operator spaces, the converse to the
second part of Lemma 1.3 also holds, that is to say the bilinear form on E × F associated
to a tracially bounded map u:E → F ∗ is the restriction of a bounded bilinear form on
A×B. This is the key result for this paper.
We denote by F∞ the free group with countably many generators denoted by g1, g2, . . . .
Let λ: F∞ → B(ℓ2(F∞)) be the left regular representation and let us denote simply by
Cλ the reduced C
∗-algebra of F∞. Let E be an operator space. Let (xt)t∈F∞ be a finitely
supported family of elements of E. For simplicity we will denote simply by
∥∥∥∑λ(t)⊗ xt∥∥∥
min
the norm of
∑
t∈F∞ λ(t)⊗ xt in Cλ ⊗min E.
The following inequality (cf.[HP, Prop. 1.1]) plays an important roˆle in the sequel.
(1.1) For any finite sequence (xi) in a C
∗-algebra we have
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∥∥∥∑λ(gi)⊗ xi∥∥∥
min
≤ 2max
{∥∥∥∑ x∗i xi∥∥∥1/2 , ∥∥∥∑ xix∗i ∥∥∥1/2
}
.
Theorem 1.4. Let E, F be exact operator spaces. Let C = dSK(E)dSK(F ). Let
u: E → F ∗ be a tracially bounded linear map. Let (xt)t∈F∞ (resp. (yt)t∈F∞) be a
finitely supported family of elements of E (resp. F ). Then we have
(1.2)
∣∣∣∑〈u(xt), yt〉∣∣∣ ≤ C‖u‖tb ∥∥∥∑λ(t)⊗ xt∥∥∥
min
∥∥∥∑λ(t)⊗ yt∥∥∥
min
,
In particular, for all n and all xi ∈ E, yi ∈ F (i = 1, 2, ..., n) we have
(1.3)
∣∣∣∑〈u(xi), yi〉∣∣∣ ≤ C‖u‖tb ∥∥∥∑λ(gi)⊗ xi∥∥∥
min
∥∥∥∑λ(gi)⊗ yi∥∥∥
min
,
hence
(1.3)′
≤ 4C‖u‖tbmax
{
‖
∑
x∗i xi‖1/2, ‖
∑
xix
∗
i ‖1/2
}
max
{
‖
∑
y∗i yi‖1/2, ‖
∑
yiy
∗
i ‖1/2
}
.
Furthermore, if A,B are C∗-algebras such that E ⊂ A, F ⊂ B (completely isometrically)
then u admits an extension u˜: A→ B∗ such that
‖u˜‖ ≤ ‖u˜‖tb ≤ 4C‖u‖tb
and 〈u˜(x), y〉 = 〈u(x), y〉 ∀(x, y) ∈ E × F .
Proof. The proof is essentially the same as that of in [P1, Theorem 8]. An essential
ingredient in the proof is Wassermann’s construction of a specific embedding of Cλ into
an ultrapower (in the von Neumann sense) of matrix algebras, cf. [W1]. This is based on
the residual finiteness of the free group.
More precisely, consider the family
{Mα | α ≥ 1}
of all matrix algebras. Let L = {(xα)α≥1 | xα ∈ Mα, sup
α≥1
‖xα‖Mα < ∞} equipped with
the norm ‖(xα)‖L = sup
α≥1
‖xα‖Mα . Let U be an ultrafilter on N. Let us denote by τα the
normalized trace on Mα, and let
IU = {(xα)α≥1 ∈ L | limU τα(x
∗
αxα) = 0}.
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We then set N = L/IU . It is a well known fact (cf [Sa]) that N is a finite von Neumann
algebra. Let V Nλ be the von Neumann algebra generated by λ. (Note that Cλ ⊂ V Nλ.)
Wassermann proved that for a suitable U one can find for each g in F∞ a sequence (ugα)α≥1
such that:
(i) ugα is unitary in Mα and has real entries (α ≥ 1, i = 1, 2, . . .),
(ii) lim
U
τα(u
s
α
∗ugα) = 0 if g 6= s, or equivalently since the entries are real limU τα(
tusαu
g
α) = 0
if g 6= s.
(iii) The mapping Φ: V Nλ → L/IU which takes λ(g) to the equivalence class of (ugα)α≥1
is an isometric representation mapping V Nλ onto a von Neumann subalgebra of
N = L/IU . A fortiori it is completely isometric.
The last point implies that we can write
(1.4)
∥∥∥∥∥
∑
t∈F∞
λ(t)⊗ xt
∥∥∥∥∥
min
=
∥∥∥∥∥
∑
t∈F∞
Φ[λ(t)]⊗ xt
∥∥∥∥∥
(L/IU )⊗minE
.
Without loss of generality we may assume dimE = dimF = n. Hence, for any ε > 0, for
some integer N there is E1 ⊂MN such that
(1.5) dcb(E,E1) < dSK(E)(1 + ε).
Clearly we have completely isometrically
L/IU ⊗min MN = (L⊗min MN )/IU ⊗min MN .
By Lemma 0.7, since IU is an ideal this remains true with E1 in the place of MN . By
(1.5), it follows that the natural (norm one) map
TE : (L⊗min E)/(IU ⊗min E)→ (L/IU)⊗min E
has an inverse with norm ‖T−1E ‖ < dSK(E)(1 + ε), and since ε is arbitrary and the same
is true for F , we actually have
(1.6) ‖T−1E ‖ ≤ dSK(E) ‖T−1F ‖ ≤ dSK(F ).
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Since u is tracially bounded, for any α, the linear map Vα:Mα(E)→Mα(F )∗ defined by
〈Vα(aα ⊗ x), bα ⊗ y〉 = τα(tbαaα)〈u(x), y〉, ∀x ∈ E, ∀y ∈ F, ∀aα, bα ∈Mα
is bounded with
(1.7) ‖Vα‖ ≤ ‖u‖tb.
For a ∈ L, let us denote by (aα) its coordinates. Similarly consider an element z in L⊗E.
Clearly z can be identified to a family (zα) with zα ∈Mα ⊗ E. Note that
(1.8) ‖z‖L⊗minE = sup
α
‖zα‖Mα(E).
With this notation, we can define a linear map V :L⊗min E → (L⊗min F )∗ by setting
〈V (a⊗ x), b⊗ y〉 = lim
U
τα(
tbαaα)〈u(x), y〉 ∀a, b ∈ L ∀x ∈ E, ∀y ∈ F.
Clearly, by (1.7) and (1.8) we have ‖V ‖ ≤ supα ‖Vα‖ ≤ ‖u‖tb. Moreover, it is clear that
for all ξ in IU ⊗min E and all η in IU ⊗min F we have 〈V (ξ), η〉 = 0. Therefore V defines
canonically a map
V˜ : (L⊗min E)/(IU ⊗min E)→ [(L⊗min F )/(IU ⊗min F )]∗
such that ‖V˜ ‖ = ‖V ‖ ≤ ‖u‖tb. By (1.6), V˜ also defines a map
Vˆ : (L/IU)⊗min E → [(L/IU)⊗min F ]∗
such that
(1.9) ‖Vˆ ‖ ≤ C‖u‖tb.
Let (xt) and (yt) be as in Theorem 1.4, and let T1 =
∑
λ(t) ⊗ xt, T2 =
∑
λ(t) ⊗ yt,
and let
Tˆ1 = (Φ⊗ IE)(T1) ∈ (L/IU)⊗min E, Tˆ2 = (Φ⊗ IF )(T2) ∈ (L/IU)⊗min F.
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By (ii) above, we clearly have
∑〈u(xt), yt〉 = 〈Vˆ (Tˆ1), Tˆ2〉 hence
|
∑
〈u(xt), yt〉| ≤ ‖Vˆ ‖‖Tˆ1‖min‖Tˆ2‖min,
and this together with (1.4) and (1.9) implies (1.2). This proves (1.2). Clearly (1.3) is but
a particular case of (1.2) and (1.3)’ follows, using (1.1).
Finally, the last assertion follows from Corollary 0.6 and the remark after Lemma 1.3.
Remark. The preceding proof of (1.2) remains valid if we replace F∞ by any residually
finite discrete group G. Actually, we only use the fact that there is a completely isometric
embedding into an ultraproduct, say Φ:C∗λ(G)→ L/IU such that
∀s, g ∈ G lim
U
τα(
tΦα(λ(s))Φα(λ(g))) = δsg.
A corollary of the non-commutative Grothendieck theorem says that every bounded
linear operator u: A→ B∗ factors through a Hilbert space when A,B are C∗-algebras and
we have γ2(u) ≤ K‖u‖ for some absolute constant K. In the same vein, we have
Corollary 1.5. Let E, F be as in Theorem 1.4 with C = dSK(E)dSK(F ). Then,
if u: E → F ∗ is tracially bounded there is a Hilbert space H and a factorization u = a∗b
E
b−→H a
∗
−→F ∗
with a, b such that
π2,RC(a)π2,RC(b) ≤ 4C‖u‖tb.
Conversely, if there is such a factorization we have
(1.10) ‖u‖tb ≤ π2,RC(a)π2,RC(b).
Proof. The direct implication follows from Theorem 1.4 and Proposition 0.5. The converse
follows from the remark after Lemma 1.3.
Corollary 1.6. Let E, F be exact operator spaces. Let C = dSK(E)dSK(F ). Then every
completely bounded map u: E → F ∗ factors through a Hilbert space and we have
(1.11) γ2(u) ≤ 4C‖u‖cb.
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Proof. First recall that ‖u‖tb ≤ ‖u‖cb by Lemma 1.2. Then this is deduced from Theo-
rem 1.4 using Proposition 0.5 and Corollary 0.6.
Corollary 1.7. Let E be a closed subspace of a commutative C∗-algebra and let F be an
exact operator space. Then every completely bounded u: E → F ∗ is 2-absolutely summing
and we have π2(u) ≤ 4dSK(F )‖u‖.
Proof. Since a commutative C∗-algebra is nuclear we have dSK(E) = 1. The result then
follows from Theorem 1.4 taking (0.5) into account.
In particular we have the following corollary which is already known. It was proved
independently by V. Paulsen and the second author on one hand (using Clifford matrices,
this gives the better constant 2, see [Pa3]) and by the first author on the other (using
random matrices, this yields a worse constant).
Corollary 1.8. Consider C∗-algebras A,B and subspaces E ⊂ A and F ⊂ B. If A,B
are assumed commutative, then any c.b. map u: E → F ∗ can be written as u = a∗b with
π2(a)π2(b) ≤ 4‖u‖cb.
Proof. Again, by the nuclearity of A,B we have dSK(E) = dSK(F ) = 1. Note that by
(0.5) we have π2(a) = π2,RC(a) for all a: E → H and similarly for F . Hence this follows
from Theorem 1.4.
Corollary 1.9. Let E be an exact operator space. Consider a linear map v: E → H into
a Hilbert space. Let C > 0 be a constant. Assume that for all n and all (xij) in Mn(E)
we have
(1.12)

 1
n
∑
ij
‖v(xij)‖2


1/2
≤ C‖(xij)‖Mn(E).
Then v is (2, RC)-summing and
(1.13) π2,RC(v) ≤ 2CdSK(E).
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Proof. Consider the mapping u = v∗v: E → E∗, obtained by identifying H with its
antidual H
∗
. From (1.12) it is easy to deduce by Cauchy-Schwarz that ‖v∗v‖tb ≤ C2.
Hence by (1.2) we have for all (xi) in E
∑
‖vxi‖2 =
∑
〈v∗vxi, xi〉 ≤ 4C2dSK(E)2RC((xi))2
and (1.13) follows.
We need to recall some elementary facts on ultraproducts of operator spaces. Let
(Ei)i∈I be a family of operator spaces with Ei ⊂ B(Hi). Then their ultraproduct Eˆ =
ΠEi/U embeds isometrically into ΠB(Hi)/U . The latter being a C∗-algebra, this embed-
ding defines an operator space structure on Eˆ. It is easy to check that we have isometrically
Mn(Eˆ) = ΠMn(Ei)/U .
Equivalently
Mn ⊗min Eˆ = Π(Mn ⊗min Ei)/U .
This identity clearly remains valid with Mn replaced by any subspace F ⊂ Mn, therefore
we also have the following isometric identity, valid if dSK(F ) = 1 (dimF <∞).
(1.14) F ⊗min Eˆ = Π(F ⊗min Ei)/U .
This yields
Corollary 1.10. Let I by any set. Let (Ei)i∈I , (Fi)i∈I be exact operator spaces with
C = sup
i∈I
dSK(Ei)dSK(Fi) <∞.
Let ui:Ei → F ∗i be tracially bounded maps with supi∈I ‖ui‖tb ≤ 1. Let U be an ultrafilter
on I and let Eˆ (resp. Fˆ ) be the ultraproduct of (Ei)i∈I (resp. (Fi)i∈I) modulo U . Let
uˆ: Eˆ → (Fˆ )∗ be the map associated to the family (ui)i∈I . Then for all finite sets (xk) in
Eˆ and (yk) in Fˆ we have
(1.15) |
∑
〈uˆ(xk), yk〉| ≤ C
∥∥∥∑λ(gk)⊗ xk∥∥∥
min
∥∥∥∑λ(gk)⊗ yk∥∥∥
min
.
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Proof. We use the fact that C∗λ(F∞) is an exact C
∗-algebra since it has the slice
map property (cf. [DCH, Corollary 3.12] and see [Kr] for more details). Therefore if
F = span(λ(g1), ..., λ(gn)) we have dSK(F ) = 1. Then it is easy to derive (1.15) from (1.2)
(applied to each ui) taking (1.14) into account.
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§2. The non-separability of OSn.
We will denote by OSn the set of all n dimensional operator spaces. We identify two
elements E, F ∈ OSn if they are completely isometric. For E, F ∈ OSn, let
dcb(E, F ) = inf{‖u‖cb‖u−1‖cb | u: E → F, u complete isomorphism}.
Then it can be shown (see [P1] for the easy details) that
δcb(E, F ) = Log dcb(E, F )
is a distance on OSn for which it is a complete metric space.
We will need a weaker metric structure on the space OSn. To introduce it we need
the following notation: For any linear map u: E → F between operator spaces we denote
‖u‖k = ‖IMk ⊗ u‖Mk(E)→Mk(F ).
Note that
‖u‖cb = sup
k≥1
‖u‖k.
Now consider E, F ∈ OSn. We define
dk(E, F ) = inf{‖u‖k‖u−1‖k | u: E → F, u linear isomorphism}.
Then by a simple compactness argument (the unit ball of the space L(E, F ) of all linear
maps is compact for any norm on L(E, F )) one can check that
(2.1) dcb(E, F ) = sup
k≥1
dk(E, F ).
We set
δw(E, F ) =
∑
k≥1
2−k Log dk(E, F ).
Then, δw is a distance on OSn. Let {Ei} be a sequence in OSn. Then δw(Ei, E)→ 0 iff
dk(Ei, F )→ 1 for all k ≥ 1.
In that case we will write simply Ei
w−→E. It was observed in [P1] that Ei w−→E iff for any
non-trivial ultrafilter U on N the ultraproduct ΠEi/U is completely isometric to E.
We will need the following known fact.
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Proposition 2.1. For any E, F in OSn and any k ≥ 1 we have
dcb(E, F ) = dcb(E
∗, F ∗)
and
dk(E, F ) = dk(E
∗, F ∗)
for all k ≥ 1. Hence in particular
δcb(E, F ) = δcb(E
∗, F ∗) and δw(E, F ) = δw(E∗, F ∗).
Proof. It clearly suffices to know that for any u: E → F we have
(2.2) ‖u‖cb = ‖u∗‖cb
and
(2.3) ∀k ≥ 1 ‖u‖k = ‖u∗‖k.
The identity (2.2) was proved in [BP, ER1], while (2.3) is easy to check using the definition
of ‖u‖k. We have (by [Sm])
(2.4) ‖u‖k = sup{‖bua‖cb | a: M∗k → E, b: F →Mk, ‖a‖cb ≤ 1, ‖b‖cb ≤ 1}.
Clearly (2.4) implies (2.3). Then the above proposition is obvious.
The following was proved in [P1].
Proposition 2.2. Let E ∈ OSn. The following are equivalent
(i) For any sequence {Ei} in OSn tending weakly to E we have dcb(E,Ei) → 1 when
i→∞.
(ii) Same as (i) with each Ei isometric to E.
(iii) dSK(E) = dSK(E
∗) = 1.
Remark. For any fixed integer k ≥ 1, these are also equivalent to the same property as
(i) restricted to Ei k-isometric to E.
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Proof. We only prove (i) ⇒ (iii) which is what we use in the sequel.
Assume (i). Then E ⊂ B(ℓ2). Let Pm: B(ℓ2)→Mm be the projection which maps eij to
itself if 1 ≤ i, j ≤ m and to zero otherwise. Let Em = Pm(E) ⊂ Mm. It is very easy to
check that Em
w−→E. Hence if (i) holds we have
dSK(E) ≤ dcb(E,Em)dSK(Em)
≤ dcb(E,Em)
hence dSK(E) ≤ lim dcb(E,Em) = 1.
Now if we apply the same to E∗ (equipped with the dual operator space structure) we
obtain by Proposition 2.1 that dSK(E
∗) = 1.
Reformulated in more concise terms, the proof reduces to this: let OSn(m) be the subset
of OSn formed of all n-dimensional subspaces of Mm. Then the union
⋃
m≥n
OSn(m) is
weakly dense in OSn. Hence if (i) holds, E (and also E
∗ by Proposition 2.1) must be in
the strong closure of
⋃
m≥n
OSn(m), which means that dSK(E) = 1 (and dSK(E
∗) = 1).
We can now prove
Theorem 2.3. The metric space (OSn, δcb) is non-separable if n > 2.
Proof. Let f : (OSn, δw) −→ (OSn, δcb) be the identity mapping. Note that f−1 is
continuous, but in general f is not.
However, if we assume OSn strongly separable then we claim that f is in the first Baire
class. Indeed, by (2.1) for any closed ball β in (OSn, δcb), f
−1(β) is weakly closed. Hence
if OSn is strongly separable, for any U strongly open in OSn f
−1(U) must be an Fσ-set
in weak topology, hence f is in the first Baire class. Note that the domain of f is compact
hence is a Baire space. By Baire’s classical theorem (cf. [Ba], see also [Ku, 31, X, Th. 1,
p. 394]), if the range of f is separable, the set of points of continuity of f must be dense
in the domain of f , i.e. dense for the weak topology.
This implies by Proposition 2.2 that for any E in OSn there is a sequence {Ei} in OSn
such that dSK(Ei) = dSK(E
∗
i ) = 1 which tends weakly to E. Equivalently, E can be
viewed as the ultraproduct of (Ei) with respect to a non-trivial ultrafilter U .
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By Corollary 1.10 applied to the identity of E (with ui = IEi), this implies that for any
biorthogonal system (x1, . . . , xn) (x
∗
1, . . . , x
∗
n) in E we have
(2.5) n ≤
∥∥∥∥∥
n∑
1
λ(gi)⊗ xi
∥∥∥∥∥
Cλ⊗minE
∥∥∥∑λ(gi)⊗ x∗i ∥∥∥
Cλ⊗minE∗
.
Now let Eλn = span(λ(g1), . . . , λ(gn)) ⊂ Cλ.
Let λ∗(gi) be the biorthogonal functionals in (Eλn)
∗. Then, if n > 1, we have by [AO]∥∥∥∥∥
n∑
1
λ(gi)⊗ λ(gi)
∥∥∥∥∥ = 2√n− 1,
and since t =
n∑
i=1
λ(gi)⊗ λ∗(gi) represents the inclusion map j: Eλn → Cλ, we have
‖t‖Cλ⊗min(Eλn)∗ = ‖j‖cb(Eλn ,Cλ) = 1.
Hence taking xi = λ(gi), x
∗
i = λ∗(gi) in (2.5) we obtain
n ≤ 2√n− 1
or equivalently n ≤ 2.
Remark 2.4. By a simple modification of the preceding proof, one can prove that the
subsetHOSn ⊂ OSn formed of all the n-dimensional operator spaces which are isometric to
ℓn2 is non-separable if n > 2. Our original argument here gave only n > 4, the improvement
is due to Timur Oikhberg.
Here is briefly the argument: By the proof of Theorem 2.3, if HOSn is separable, then
any E in HOSn must satisfy (2.5). Consider then the operator space min(ℓ
n
2 ) obtained by
embedding ℓn2 isometrically into a commutative C
∗−algebra. Let (ei) be the basis of ℓn2 .
Assume n > 1. Let γn = 2(1− n−1)1/2. Consider the subspace
E ⊂ Eλn ⊕min(ℓn2 )
spanned by the vectors xi = λ(gi) ⊕ γnei. Then by [AO, p. 1038] we have ‖
∑
αixi‖ =
γn(
∑ |αi|2)1/2,
∀(αi) ∈ |Cn, hence E ∈ HOSn. Furthermore, we have
(2.6)∥∥∥∥∥
n∑
1
λ(gi)⊗ xi
∥∥∥∥∥
Cλ⊗minE
= max{2√n− 1, γ2n} and
∥∥∥∑λ(gi)⊗ x∗i ∥∥∥
Cλ⊗minE∗
≤ 1,
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so that we conclude again from (2.5) that n ≤ 2.
Remark 2.5. (i) An operator space E is called homogeneous if for any u:E → E we
have ‖u‖ = ‖u‖cb. This notion seems particularly interesting in the Hilbertian case (see
[P3]). Consider an arbitrary n-dimensional operator space E given with a basis (e1, ..., en).
We can define its ”homogeneous hull” Eˆ as follows. Let U(n) be the unitary group. We
view the coordinates (uij) of a unitary matrix u as a continuous function on U(n), so that
uij ∈ C(U(n)). In the space C(U(n))⊗min E we consider the elements
eˆi =
∑
j
uij ⊗ ej ∈ C(U(n))⊗min E.
Let Eˆ be the operator space spanned by (eˆ1, ..., eˆn). Observe that U(n) acts isometrically
(and actually completely isometrically) on Eˆ, therefore it is easy to check that Eˆ is Hilber-
tian and homogeneous. Moreover, we have dSK(Eˆ) ≤ dSK(E). Now let F be another
operator space and let u:E → F be an isomorphism. Let fi = u(ei) and let Fˆ be the
operator space associated to F and this basis. Then it is easy to check that
dcb(Eˆ, Fˆ ) ≤ ‖u‖cb‖u−1‖cb and dk(Eˆ, Fˆ ) ≤ ‖u‖k‖u−1‖k ∀k.
(ii) Let us denote by HHn the subset of OSn formed of all the Hilbertian homogeneous
spaces. Using the first part of this remark, it is easy to check that any space E in HHn
is the weak limit of a net (Ei) in HHn such that dSK(Ei) = 1 for all i. Then a simple
modification of the proof of Theorem 2.3 shows that HHn is a non-separable subset of OSn
for the (strong) distance δcb, if n > 2. Indeed, we can replace the space E and its basis
(xi) in Remark 2.4 by Eˆ and xˆi. Using an inequality due to Haagerup [H3, Lemma 2.4],
one can check that (2.6) remains valid. This gives us a space in HHn which satisfies (2.5)
only if n ≤ 2. (Alternately, one could replace E by the linear span of a circular system in
the sense of Voiculescu [VDN], but this seems to yield non-separability only for n > 4.)
Proposition 2.6. Let A be any separable C∗-algebra (or any separable operator space)
and let n ≥ 1.
(i) The subset Sn(A) ⊂ OSn formed of all the n-dimensional subspaces of A is separable
in (OSn, δcb).
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(ii) For any n > 2, there is an operator space E0 ∈ OSn and ε0 > 0 such that for any
n-dimensional subspace E ⊂ A we have dcb(E,E0) ≥ 1 + ε0.
Proof. The first part is proved by a standard perturbation argument. We merely sketch
it: Let D ⊂ A be a dense countable subset. For any n-tuple x = (x1, ..., xn) of linearly
independent elements of A, let Ex ⊂ A be their linear span. Let x∗1, ..., x∗n be functionals in
A∗ which are biorthogonal to xi. Fix ε > 0. Pick y1, ..., yn in D such that
∑ ‖xi−yi‖ < ε.
Consider then the operator u: A→ A associated to∑x∗i ⊗ (yi−xi). Clearly ‖u‖cb ≤ f(ε)
with f(ε) → 0 when ε → 0. Moreover, (I + u)(xi) = yi, and (say, when f(ε) < 1)
xi = (I + u)
−1(yi). This immediately yields dcb(Ex, Ey) ≤ 1 + g(ε) with g(ε) → 0 when
ε→ 0, whence (i).
The second part follows from the first one, since it merely expresses the fact that (by
Theorem 2.3) Sn(A) is not dense in OSn for n > 2.
We now give a more precise version of Theorem 2.3 based on the following well known
variant of Baire’s Theorem.
Lemma 2.7. Let S, T be metric spaces and let f : S → T be a mapping such that for
every closed ball B ⊂ T , f−1(B) is closed in S. Fix a number ε > 0. Let Cε(f) be the set
of all points of ε-continuity of f , i.e. all points s in S such that whenever si → s we have
lim sup d(f(si), f(s)) ≤ ε. Now assume that T is ε-separable, i.e. there exists a sequence
{Bn} of closed balls of radius ε in T such that T = ∪Bn. Then, if S is a Baire space, the
set C2ε(f) of points of (2ε)-continuity of f is dense in S.
Proof. Let S′ =
⋃
n
[f−1(Bn)\
◦
⌢
f−1(Bn)] ⊂ S. Since S′ is a countable union of closed sets
with empty interior in a Baire space, its complement S\S′ is dense in S. But it is easy to
check (recall S = ∪f−1(Bn)), that S\S′ ⊂ C2ε(f).
Theorem 2.8. For each n ≥ 1, let εn be the infimum of all numbers ε > 0 such that
(OSn, δcb) is ε-separable. Let δn = exp(εn). Then we have for all n ≥ 3
(2.7)
(
n
2
√
n− 1
)1/4
≤ δn.
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and there is a constant c > 0 such that for all n ≥ 3
(2.8) cn1/8 < δn ≤ n1/2.
Proof. We apply Lemma 2.7 to the same map f as in the proof of Theorem 2.3.
Consider δ > δn and let ε = log(δ) so that (OSn, δcb) is ε-separable. By Lemma 2.7, C2ε(f)
is δw-dense. Then, by a simple modification of the proof of Proposition 2.2, any E is OSn
is the weak limit of a net Ei such that lim sup dSK(Ei) ≤ e2ε = δ2 and lim sup dSK(E∗i ) ≤
e2ε = δ2. Then (recalling Corollary 1.10) we conclude, as in the proof of Theorem 2.3,
that
n ≤ δ42√n− 1
whence (2.7).
It was proved in [P3, Theorem 9.6] that dSK(E) ≤ n1/2 for all E in OSn, therefore
δn ≤ n1/2 and (2.8) follows.
Corollary 2.9. There is a constant c > 0 such that for each n ≥ 3 there is an uncountable
collection (Ei)i∈I is OSn satisfying
∀ i 6= j dcb(Ei, Ej) > cn1/8
It would be interesting to find the exact asymptotic behaviour of δn.
Remark 2.10. Two or three months after this paper had been circulated as a preprint,
Simon Wassermann mentioned to us that he conjectured that the linear spans of the
n-tuples of operators considered by Voiculescu in [V] should yield a more explicit non-
separable family of finite dimensional operator spaces. Some form of this conjecture is
indeed correct. This shows that groups with Kazhdan’s property T (see [DHV]) can be
used to prove the non-separablility of OSn. Here are the details. In [V], to each subset Ω of
the integers, Voiculescu associates an n-tuple τΩ = (T
Ω
1 , ..., T
Ω
n ) of operators in B(H) (with
say H = ℓ2), in the following way. Let G be any discrete group with Kazhdan’s property
T admitting a countable collection of pairwise disjoint finite dimensional representations
(πk). (For instance we can takeG = SL3(ZZ).) Let (g1, ..., gn−1) be a finite set of generators
and let gn be equal to the unit element. Then for any Ω ⊂ IN, we define
TΩj = ⊕k∈Ωπk(gj), j = 1, 2, ..., n.
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Let MΩ be the finite dimensional operator space spanned by τΩ. We claim these form a
non-separable collection of operator spaces. This does not seem to follow from Voiculescu’s
stated results but it does follow easily from the proof of his proposition 3. Indeed he shows
a stronger result than he states, as follows:
First, in case MΩ is not n-dimensional we consider an n-dimensional operator space EΩ
containing τΩ.
Following [V], we use property T through the following: There is a fixed number ε > 0
such that if Ω and Ω′ are subsets of IN with Ω 6⊂ Ω′, then there are unitary operators
u1, ..., un satisfying
(2.9) n = ‖
n∑
1
TΩj ⊗ uj‖min and ‖
n∑
1
TΩ
′
j ⊗ uj‖min < n− ε.
(More precisely, if we pick k ∈ Ω− Ω′ then we can take uj = πk(gj).)
Now assume that the metric space (OSn, δcb) is separable. Let (Em) be a dense sequence
in OSn. Fix a number η > 0. Then there is an integer m and a continuous collection C of
subsets of IN such that for each Ω in C there is a map vΩ:EΩ → Em such that ‖vΩ‖cb < 1+η
and ‖v−1Ω ‖cb = 1. Now consider the continuous family (vΩ(TΩj ))j≤n of n-tuples of elements
of Em. Since (Em)
n (the space of n-tuples of elements of Em) is norm-separable, there
must exist a continuous subcollection C1 ⊂ C such that for all Ω,Ω′ in C1 we have
(2.10)
n∑
1
‖vΩ(TΩj )− vΩ′(TΩ
′
j )‖ < η.
A fortiori, C1 has cardinality > 1, hence we can find Ω,Ω′ in C1 satisfying Ω 6⊂ Ω′. By
(2.9) this implies
‖
∑
vΩ′(T
Ω′
j )⊗ uj‖min ≤ ‖vΩ′‖cb‖
∑
TΩ
′
j ⊗ uj‖min ≤ (1 + η)(n− ε),
and
n = (‖v−1Ω ‖cb)−1‖
n∑
1
TΩj ⊗ uj‖min ≤ ‖
∑
vΩ(T
Ω
j )⊗ uj‖min.
This gives by (2.10)
n ≤ ‖
∑
vΩ′(T
Ω′
j )⊗ uj‖min +
n∑
1
‖vΩ′(TΩ
′
j )− vΩ(TΩj )‖ ≤ (1 + η)(n− ε) + η.
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When η > 0 is small enough this is impossible (since ε > 0 remains fixed). This contra-
diction completes the proof.
Actually, SimonWassermann conjectured that the whole family of spaces (MΩ) is uniformly
dcb-separated, i. e. that for some η > 0 we have dcb(MΩ,MΩ′) > 1 + η whenever Ω 6= Ω′.
As far as we know this is still open.
It is known ([Tr]) that G = SL3(ZZ) admits two generators so that (recall that gn is the
unit) we obtain by this reasoning a continuous collection of 3-dimensional operator spaces
(Et) such that for some ε > 0 we have dcb(Et, Es) > 1 + ε for all t 6= s. By a simple
modification, we can make sure that the spaces we obtain are spanned by three unitaries.
The same cannot be achieved with spans of two unitaries. Indeed, the span of two unitaries
(U1, U2) is completely isometric to the span of (I, U) with U = U
∗
1U2, which itself embeds
completely isometrically into a commutative (hence nuclear) C∗-algebra.
However, this approach does not seem to yield the refinements in Remarks 2.4 and 2.5 or
in Corollary 2.9.
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§3. Applications to B(H)⊗B(H) and maximal operator spaces.
By Kirchberg’s results in [Ki2], Theorem 2.3 implies
Corollary 3.1. If dimH = ∞, there is more than one C∗-norm on B(H) ⊗ B(H). In
other words we have
B(H)⊗min B(H) 6= B(H)⊗max B(H).
Proof. This follows from the equivalence of the conjectures (A7) and (A2) in [Ki2, p.
483]. For the convenience of the reader, we include a direct argument, as follows. For any
discrete group G we denote by C∗(G) the full C∗-algebra of G. By Proposition 2.6 (ii)
(applied with A = C∗(F∞)), there is an operator space E0 such that for some ε0 > 0 we
have
dcb(E,E0) ≥ 1 + ε0
for all n-dimensional subspaces E ⊂ C∗(F∞). Now let FI be a free group associated to
a set of generators {gi | i ∈ I} where I is any set with infinite cardinality. Observe that
for any finite dimensional (or merely separable) subspace E ⊂ C∗(F ) there is a countable
infinite subset J ⊂ I such that E ⊂ C∗(FJ ). (Indeed only countably many “letters” are
being used.) Hence we also have
d(E,E0) ≥ 1 + ε0
for all n-dimensional subspaces E ⊂ C∗(FI). Let π: C∗(F ) → B(H) be a C∗-algebra
representation of the full C∗-algebra of a big enough free group F onto B(H). We have
B(H) ≈ C∗(F )/Ker π.
Let I = Ker π. Then (by Lemma 0.8) the quotient norm of the space
Q = [C∗(F )⊗min B(H)]/[I ⊗min B(H)]
induces on B(H)⊗B(H) a C∗-norm. Assume that there is only one such norm. Then we
have isometrically
(3.1) Q = B(H)⊗min B(H).
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Now we may clearly assume that E∗0 is a subspace of B(H), i.e. we have E
∗
0 ⊂ B(H)
completely isometrically, so that the completely isometric inclusion j: E0 → B(H) can be
viewed as an element j0 in B(H)⊗minE∗0 ⊂ B(H)⊗minB(H). Note that ‖j0‖min = ‖j‖cb =
1. By Lemma 0.7 and by (3.1), for any ε > 0 there is a lifting j˜0 in C
∗(F ) ⊗min E∗0 with
‖j˜0‖min < 1 + ε and (π ⊗ IE∗0 )(j˜0) = j0. Now, let j˜: E0 → C∗(F ) be the associated linear
operator. We have πj˜ = j and ‖j˜0‖min = ‖j˜‖cb, hence dcb(E0, j˜(E0)) ≤ ‖π‖cb‖j˜‖cb < 1+ε.
When ε < ε0 this is impossible.
Remark. By [Ki2, section 8], Corollary 3.1 has the following consequences
(i) There is a separable unital C∗-algebra with the WEP in the sense of Lance [La]
for which Ext(A) is not a group.
(ii) There are separable unital C∗-algebras A,B with WEP such that
A⊗min B 6= A⊗max B.
(iii) The WEP does not imply the local lifting property (in short LLP) in the sense
of [Ki2].
(iv) There is a separable unital C∗-algebra A with WEP which is not approximately
injective in the sense of [EH].
(v) The identity Aop⊗minA = Aop⊗maxA does not imply the approximate injectivity
of A.
(vi) There is a unital separable C∗-algebra B with WEP which is not a quotient
C∗-algebra of an approximately injective C∗-algebra.
By [Ki2, p. 484], Corollary 3.1 also implies a negative answer to Kirchberg’s conjecture
(C1) in [Ki2]. Thus we have :
C∗(F∞) and C∗(SL2(ZZ)) are not approximately injective in B(H).
Finally, by [Ki2, p. 487], Corollary 3.1 implies a negative answer to the conjecture
(P2) in [Ki2], hence we have : Let K = K(H), B = B(H). Consider the canonical
morphism
Φ:B ⊗min B 7→ (B/K)⊗min (B/K).
Then the kernel of Φ is strictly larger than the set F (K,B,B⊗minB)+F (B,K,B⊗minB)
where F (., ., .) denotes the Fubini product.
30
In a different direction, we can give more examples of non-exact operator spaces,
completing those of [P1]. Following Blecher and Paulsen [BP], given a Banach space E, we
denote by min(E) the operator space obtained by embedding E into a commutative C∗-
algebra, or equivalently by embedding E into the space C(K) of all continuous functions
on K with K = (BE∗ , σ(E
∗, E)). Similarly, let I be a suitable set and let g: ℓ1(I) → E
be a metric surjection (i.e. q∗ is an isometry). We view the space ℓ1(I) = c0(I)∗ as an
operator space with the dual operator space structure. Then (cf. [BP, Pa2]) we denote by
max(E) the operator space obtained by equipping E with the operator space structure (in
short o.s.s.) of the quotient space ℓ1(I)/Ker(q). Equivalently, we have a complete isometry
max(E) −→ (min(E∗))∗,
and max(E) is characterized by the isometric identity
(3.2) cb(max(E),Mn) = B(E,Mn).
More generally, for any operator space F we have isometrically
(3.2)′ cb(max(E), F ) = B(E, F ).
We refer to [BP, Pa2] for more information. It will be convenient to introduce the following
characteristic for an operator space E.
dQSK(E) = inf{dcb(E, F )}
where the infimum runs over all operator spaces F of the form F = E1/E2 where E2 ⊂
E1 ⊂ K and dimE = dimF .
Theorem 3.2. Let E be any n-dimensional Banach space. Then
dQSK(max(E)) ≥
√
n
4
.
Proof. By a well known result in Banach space theory (cf. e.g. [P2, Theorem 1.11 p.15])
we have π2(IE∗) =
√
n. Let u: X → Y be a 2-absolutely summing operator between
Banach spaces and let J : Y → Y1 be an isometric embedding. Then it is easy to see that
(3.3) π2(u) = π2(Ju).
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Consider an isomorphism v: E1/E2 → max(E) with E2 ⊂ E1 ⊂ K. Observe (E1/E2)∗ =
E⊥2 ⊂ E∗1 . Let J : E⊥2 → E∗1 be the (isometric) canonical inclusion. We will now apply
Corollary 1.7 to the map
Jv∗: min(E∗) v
∗
−→E⊥2 J−→E∗1 .
Note that dSK(min(E
∗)) = dSK(E1) = 1. Hence Corollary 1.7 yields by (3.3)
π2(v
∗) = π2(Jv∗) ≤ 4‖Jv∗‖cb ≤ 4‖v∗‖cb = 4‖v‖cb
but this implies by (0.4)
n1/2 = π2(IE∗) ≤ ‖v−1∗‖π2(v∗) ≤ 4‖v−1‖ ‖v‖cb
hence n1/2 ≤ 4dQSK(max(E)).
Remark. In particular the preceding result answers a question raised by Vern Paulsen
(private communication): the space max(ℓn2 ) is quite different (when n is large enough)
from the linear span of n Clifford matrices, i.e. matrices (ui) inM2n satisfying the relations
ui = u
∗
i uiu
∗
j + u
∗
jui = 2δijI.
Indeed, if we denote Cln = span(u1, . . . , un) then by Theorem 3.2 we have
dcb(max(ℓ
n
2 ), Cln) ≥ dQSK(max(ℓn2 )) ≥
√
n/4.
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§4. A new tensor product for C∗-algebras or operator spaces.
Let E1 ⊂ B(H1), E2 ⊂ B(H2) be arbitrary operator spaces.
Let us denote by ‖ ‖M the norm induced on the algebraic tensor product E1 ⊗ E2 by
B(H1)⊗maxB(H2). Recalling (0.3), and using the injectivity of B(H1) and B(H2) as well
as the decomposition property of c.b. maps into B(H), it is easy to check (see Lemma 4.1
below) that this norm is independent of the choice of the completely isometric embeddings
E1 ⊂ B(H1), E2 ⊂ B(H2). In other words, the norm ‖ ‖M on E1 ⊗ E2 depends only on
the operator space structures of E1 and E2.
We will denote by E1 ⊗M E2 the completion of E1 ⊗ E2 under this norm. We equip the
space E1 ⊗M E2 with the natural operator space structure induced by the C∗-algebra
B(H1)⊗max B(H2) via the isometric embedding E1 ⊗M E2 ⊂ B(H1)⊗max B(H2).
Clearly, if A, B are C∗-algebras, then ‖ ‖M is a C∗-norm on A⊗B and A⊗M B also is a
C∗-algebra.
Lemma 4.1. Let F1, F2 be two operator spaces. Consider c.b. maps u1 : E1 → F1 and
u2 : E2 → F2. Then u1 ⊗ u2 defines a c.b. map from E1 ⊗M E2 to F1 ⊗M F2 with
(4.1) ‖u1 ⊗ u2‖cb(E1⊗ME2,F1⊗MF2) ≤ ‖u1‖cb ‖u2‖cb .
Proof. Indeed, note that if F1 ⊂ B(H1), F2 ⊂ B(H2) then by the extension property
of c.b. maps (cf. [Pa1] p. 100) u1, u2 admit extensions u˜1 : B(H1) → B(H1) and u˜2 :
B(H2) → B(H2) with ‖u˜1‖cb = ‖u1‖cb and ‖u˜2‖cb = ‖u2‖cb. Hence it suffices to check
this in the case when each of E1, E2, F1, F2 is B(H) for some H. Then the idea is to use
the decomposition property of c.b. maps on B(H) as linear combinations of completely
positive maps to reduce checking (4.1) to the case of completely positive maps. In the
completely positive case, the relevant point here is of course (0.3). This idea leads to a
simple proof of (4.1) with some additional numerical factor. However, this factor can be
removed at the cost of a slightly more technical argument based on [H3]. For lack of a
suitable reference, we now briefly outline this (straightforward) argument to check (4.1).
Let A,B be C∗-algebras, we will denote by CP (A,B) the set of all completely positive
maps u: A→ B, and by D(A,B) the set of all decomposable maps u: A→ B, i.e. maps
which can be written as u = u1 − u2 + i(u3 − u4) with u1, . . . , u4 ∈ CP (A,B).
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In [H3], Haagerup defines the norm ‖u‖dec on D(A,B) as follows. Consider all possible
mappings S1, S2 in CP (A,B) such that the map v: A→M2(B) defined by
v(x) =

S1(x) u(x∗)∗
u(x) S2(x)


is completely positive. Then we set ‖u‖dec = inf{max{‖S1‖, ‖S2‖}} where the infimum
runs over all possible such mappings.
In [H3, Proposition 1.3 and Theorem 1.6] the following results appear:
∀ u ∈ D(A,B) ‖u‖cb ≤ ‖u‖dec,(4.2)
∀ u ∈ CP (A,B) ‖u‖ = ‖u‖cb = ‖u‖dec,(4.3)
(see also [Pa1, p. 28] for the first equality)
(4.4) if C is any C∗-algebra, if u ∈ D(A,B) and v ∈ D(B,C), then vu ∈ D(A,C) and
‖vu‖dec ≤ ‖v‖dec‖u‖dec,
(4.5) ∀ u ∈ cb(B(H), B(H)) ‖u‖cb = ‖u‖dec.
Now let A1, A2, B1, B2 be arbitrary C
∗-algebras, and let u1 ∈ D(A1, B1), u2 ∈ D(A2, B2).
We claim that Haagerup’s results imply that u1⊗u2 extends to a decomposable map from
A1 ⊗max A2 into B1 ⊗max B2 (still denoted by u1 ⊗ u2) satisfying
(4.6) ‖u1 ⊗ u2‖dec ≤ ‖u1‖dec‖u2‖dec.
By (4.2) we have a fortiori
(4.7) ‖u1 ⊗ u2‖cb(A1⊗maxA2,B1⊗maxB2) ≤ ‖u1‖dec‖u2‖dec.
To verify (4.6) (hence also (4.7)) we may assume (using (4.4) and u1⊗u2 = (u1⊗I)(I⊗u2))
that A2 = B2 and u2 is the identity on A2. Consider then v1: A1 →M2(B1) of the form
v1(x) =

S1(x) u1(x∗)∗
u1(x) S2(x)


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with v1 and S1, S2 all completely positive.
By (0.3), the associated map v1 ⊗ IA2 as well as S1 ⊗ IA2 and S2 ⊗ IA2 are (bounded and)
completely positive from A1⊗maxA2 to B1⊗maxA2. Therefore (by the definition of ‖ ‖dec)
‖u1 ⊗ IA2‖dec ≤ max{‖S1 ⊗ IA2‖, ‖S2 ⊗ IA2‖}
≤ max{‖S1‖, ‖S2‖}.hence by (0.3)
It follows that
‖u1 ⊗ IA2‖dec ≤ ‖u1‖dec,
and this is enough to verify (4.6) (and a fortiori (4.7)).
The proof of (4.1) is now easy: let u1, u˜1 and u2, u˜2 be as explained above, by (4.7)
‖u1 ⊗ u2‖cb(E1⊗ME2,F1⊗MF2) ≤ ‖u˜1 ⊗ u˜2‖cb(B(H1)⊗maxB(H2),B(H1)⊗maxB(H2))
≤ ‖u˜1‖dec‖u˜2‖dec
≤ ‖u˜1‖cb‖u˜2‖cb = ‖u1‖cb‖u2‖cb.hence by (4.5)
This completes the proof of (4.1).
We will use several times the following obvious consequence of (4.1) and the definition of
E1 ⊗M E2:
(4.8) If u1 and u2 (as above) are complete isometries, then u1⊗u2:E1⊗M E2 → F1⊗M F2
also is a complete isometry.
By Corollary 3.1, we know that there are operator spaces E, F such that E ⊗min F 6=
E⊗M F . It is natural to try to understand the meaning of this new tensor norm ‖ ‖M and
to characterize the operator spaces E, F for which the equality holds. For that purpose
the following result due to Kirchberg [Ki3] will be crucial:
For any free group FI and any H, we have an isometric identity
(4.9) C∗(FI)⊗min B(H) = C∗(FI)⊗max B(H).
Using this, we have
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Proposition 4.2. Let E, F be operator spaces, let u ∈ E ⊗ F and let U :F ∗ → E be the
associated finite rank linear operator. Consider a finite dimensional subspace S ⊂ C∗(F∞)
and a factorization of U of the form U = ba with bounded linear maps a:F ∗ → S and
b:S → E, where a:F ∗ → S is weak-∗ continuous. Then
‖u‖M = inf{‖a‖cb‖b‖cb}
where the infimum runs over all such factorizations of U .
Proof. Assume E ⊂ B(H) and F ⊂ B(K) with H,K Hilbert. It clearly suffices to prove
this in the case when E and F are both finite dimensional. Assume U factorized as above
with ‖a‖cb‖b‖cb < 1. Then by Kirchberg’s theorem (4.9) the min and max norms are equal
on C∗(F∞)⊗B(K), hence, by (4.8), we have isometrically S ⊗min F = S ⊗M F , so that if
aˆ is the element of S ⊗min F associated to a, we have ‖aˆ‖M = ‖a‖cb and u = (b⊗ IF )(aˆ).
Therefore, by (4.1) we have ‖u‖M ≤ ‖b‖cb‖aˆ‖M ≤ ‖a‖cb‖b‖cb < 1.
The proof of the converse is essentially the same as for Corollary 3.1 above. We skip the
details.
Let A be any C∗-algebra. For any finite dimensional operator space E, let
dSA(E) = inf{dcb(E, F )| F ⊂ A}.
Then the preceding result immediately implies
Corollary 4.3. Let E be a finite dimensional operator space. Let iE ∈ E ⊗ E∗ be the
tensor associated to the identity on E. Then
‖iE‖M = dSC∗(F∞)(E).
In particular we have
(4.10) dSC∗(F∞)(E) = dSC∗(F∞)(E
∗).
Proof. The first part is clear by Proposition 4.2. To check (4.10), observe more generally
that for any operator spaces E, F , the ”flip isomorphism” (x⊗ y → y ⊗ x) is a complete
isometry between the spaces E ⊗M F and F ⊗M E. Hence (4.10) follows by symmetry.
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Remark. The preceding argument shows the following : If A⊗min B(H) = A⊗max B(H)
then for any finite dimensional operator space E we have
(4.11) dSC∗(F∞)(E) ≤ dSA(E∗).
In particular, this holds (by definition of nuclearity) if A is nuclear. (Hence (4.11) still
holds if A is exact, since dSK(E
∗) ≤ dSA(E∗) in that case). The proof of Corollary 3.1
shows that (4.11) is false in general for A = B(H). (Observe that dSA(E
∗) = 1 for any E
if A = B(H) and dim(H) =∞.)
Remark. We can now give a quantitative version of Corollary 3.1. For any n let
(4.12) λ(n) = sup
{‖u‖max
‖u‖min
}
where the supremum runs over all u in B(H) ⊗ B(H) with rank(u) ≤ n. We claim that
(with the notation of Theorem 2.8)
(4.13) (cn1/8 ≤) δn ≤ λ(n) ≤
√
n.
To verify this, first observe that
(4.12)′ λ(n) = sup
{ ‖u‖M
‖u‖min
}
where the supremum runs over all operator spaces E, F in OSn and all u in E ⊗ F .
Equivalently, we have
(4.12)′′ λ(n) = sup{‖iE‖M}
where the supremum runs over all E in OSn and where iE ∈ E⊗E∗ represents (as above)
the identity on E.
Indeed, any u as in (4.12)′ can be rewritten as u = (IE ⊗ u˜)(iE) where u˜: E∗ → F
is the linear map corresponding to u, hence by (4.1) we have ‖u‖M ≤ ‖u˜‖cb‖iE‖M =
‖u‖min‖iE‖M , and (4.12)′′ follows.
By Corollary 4.3, this implies
(4.12)′′′ λ(n) = sup{dSC∗(F∞)(E) | E ∈ OSn}.
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Now since C∗(F∞) is separable, with the notation of Theorem 2.8, we clearly have (recall
Proposition 2.6 (i)) δn ≤ sup{dSC∗(F∞)(E) | E ∈ OSn}, hence the left side of (4.13) follows
from (4.12)′′′. For the other side, note that by (4.4) and (4.5) we have for any E in OSn,
dSC∗(F∞)(E) ≤ dSK(E) and by [P3,Theorem 9.6] this is ≤
√
n.
Theorem 4.4. Let A be a C∗-algebra and let H = ℓ2. The following are equivalent.
(i)
A⊗min B(H) = A⊗M B(H).
(ii) For any ε > 0 and any finite dimensional subspace E ⊂ A, there is a subspace
Eˆ ⊂ C∗(F∞) such that dcb(E, Eˆ) < 1 + ε.
(iii) Same as (ii) with ε = 0. Equivalently, every finite dimensional subspace of A is
completely isometric to a subspace of C∗(F∞).
Proof. Assume (i). Then for any finite dimensional subspace E ⊂ A, consider a completely
isometric embedding E∗ ⊂ B(H) and view E ⊗ E∗ as a subspace of A ⊗min B(H). If we
apply Proposition 4.2 when u ∈ E ⊗ E∗ represents the identity on E, we have ‖u‖cb = 1,
hence ‖u‖M = 1 and we immediately obtain (ii). Conversely, (ii) clearly implies (i) by
Proposition 4.2 and (4.8). The fact that (i) implies (iii) follows from [EH, Theorem 3.2]
(this was kindly pointed out to us by Kirchberg). Indeed, it suffices to prove (iii) for finite
dimensional operator systems E ⊂ A. Then, assuming (i) the second condition in [EH,
Theorem 3.2] must hold by Lemma 0.7 and the short exactness property of the max-tensor
product. Therefore, if we represent A as a quotient of C∗(FI) for some free group FI , by
[EH, Theorem 3.2] any unital completely positive map v:E → A has a unital completely
positive lifting vˆ:E → C∗(FI). In particular E embeds completely isometrically into
C∗(FI), hence into C∗(F∞) (see the proof of Corollary 3.1). This shows (i)⇒(iii). Finally,
(iii) ⇒ (ii) is trivial.
Remark. The notion appearing in (ii) above is analogous to that of “‘finite representabil-
ity” in Banach space theory.
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Theorem 4.5. Let X be an operator space and let c ≥ 1 be a constant. The following
are equivalent.
(i) For any operator space F , we have X ⊗min F = X ⊗M F and ‖u‖M ≤ c ‖u‖min for
any u in X ⊗ F .
(ii) The same as (i) with F = B(ℓ2).
(iii) For any finite dimensional subspace E ⊂ X we have
dSC∗(F∞)(E) ≤ c.
Proof. (i)⇒(ii) is trivial and (ii)⇒(iii) is clear by Proposition 4.2, taking F = E∗ and
u ∈ X ⊗E∗ associated to the inclusion E ⊂ X . Finally assume (iii). Consider u in X ⊗F .
We have u ∈ E ⊗ F for some finite dimensional subspace E ⊂ X . By (iii), for each ε > 0,
there is a subspace E˜ ⊂ C∗(F∞) such that dcb(E, E˜) ≤ c + ε. By Proposition 4.2, this
implies ‖u‖M ≤ (c+ ε)‖u‖min, whence (i).
Remark. It can be shown that the operator Hilbert space OH introduced in [P3] satisfies
the equivalent conditions in Theorem 4.5 for c = 1. In particular we have
dSC∗(F∞)(OH) = 1.
This is a consequence of some unpublished work by U. Haagerup, namely the inequality
(4.14) below (itself a consequence of [P3, Corollary 2.7]). To explain this inequality, let
B(H) be the complex conjugate of B(H), i.e. the same space but with the conjugate
complex multiplication. We denote by x → x the canonical anti-isomorphism between
B(H) and B(H). Note that B(H) ≈ B(H) ≈ B(H). In the sequel, we simply denote by
‖ ‖max (resp. ‖ ‖min) the max-norm (resp. the min-norm) on the space B(H)⊗B(H).
Then, for any x1, . . . , xn and y1, . . . , yn in B(H) we have
(4.14)
∥∥∑xi ⊗ yi∥∥max ≤ ∥∥∑xi ⊗ xi∥∥1/2min∥∥∑ yi ⊗ yi∥∥1/2min.
To check (4.14), we first recall an entirely elementary fact: for any a1, . . . , an, b1, . . . , bn in
a C∗-algebra A, we have
∥∥∑ aibi∥∥ ≤ ∥∥∑ aia∗i ∥∥1/2∥∥∑ b∗i bi∥∥1/2.
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Hence if aibi = biai we also have
∥∥∑ aibi∥∥ ≤ ∥∥∑ a∗i ai∥∥1/2∥∥∑ bib∗i ∥∥1/2.
Applying these inequalities in the case ai = xi ⊗ 1, bi = 1⊗ yi we get
∥∥∑ xi ⊗ yi∥∥max ≤ ∥∥∑xix∗i ∥∥1/2∥∥∑ y∗i yi∥∥1/2(4.14.0) ∥∥∑ xi ⊗ yi∥∥max ≤ ∥∥∑x∗i xi∥∥1/2∥∥∑ yiy∗i ∥∥1/2.(4.14.1)
Let us denote by A0 (resp. A1) the space B(H)
n equipped with the norm ‖(xi)‖ =∥∥∑x∗ixi∥∥1/2 (resp. ‖∑xix∗i ‖1/2). Moreover for any (xi) in B(H)n, we denote by ‖(xi)‖ 12
the norm in the complex interpolation space (A0, A1) 1
2
. Then, by the complex interpolation
theorem applied to the sesquilinear map
(xi), (yi)→
∑
xi ⊗ yi,
(4.14.0) and (4.14.1) imply that we have
(4.15)
∥∥∑ xi ⊗ yi∥∥max ≤ ‖(xi)‖ 12 ‖(yi)‖ 12 .
On the other hand, by Corollary 2.7 in [P3] we have for all (xi) in B(H)
n
(4.16) ‖(xi)‖ 1
2
=
∥∥∑ xi ⊗ xi∥∥1/2min.
Hence (4.15) implies (4.14).
Finally, let (Ti)i≥1 be an orthonormal basis in the operator Hilbert space OH intro-
duced in [P3]. We may assume OH ⊂ B(H) with (say) H = ℓ2. Recall (see [P3]) that∥∥∥∥ n∑
1
Ti ⊗ T i
∥∥∥∥
min
= 1 and for any x1, . . . , xn in B(H) we have
∥∥∑Ti ⊗ xi∥∥min = ∥∥∑ xi ⊗ xi∥∥1/2min.
Therefore, by (4.14) for any x1, . . . , xn in B(H) we have
∥∥∑Ti ⊗ xi∥∥max ≤ ∥∥∑ xi ⊗ xi∥∥1/2min = ∥∥∑Ti ⊗ xi∥∥min.
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Equivalently, we conclude that ‖ ‖max and ‖ ‖min coincide on OH⊗B(H) so that X = OH
satisfies the equivalent properties in Theorem 4.5. Note that if xi = yi in (4.14) we have
∥∥∑ xi ⊗ xi∥∥max ≤ ∥∥∑ xi ⊗ xi∥∥min.
In other words, we obtain that ‖ ‖max and ‖ ‖min coincide on the “positive” cone in
B(H)⊗B(H) formed of all the tensors of the form
n∑
1
xi ⊗ xi.
In [P5], a modified version of the identity (4.16) is proved with an arbitrary semi-finite
von Neumann algebra in the place of B(H). We refer the reader to a possibly forthcoming
paper by U. Haagerup and the second author for extended versions of (4.14) and (4.15).
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