Abstract As Einstein identified so clearly, space and time are intimately related. We discuss the relationship between time and Euclidean space using spectroscopic and radioastronomical studies of interstellar chemistry as an example. Given the finite speed of light, we are clearly studying chemical reactions occurring tens of thousands of years ago that may elucidate the primordial chemistry of this planet several billion years ago. We also explore space of a different kind -chemical space, with many more dimensions than the four we associate as space-time. Vast chemical spaces also need very efficient (computational) methods for their exploration to overcome this 'curse of dimensionality'. We discuss methods by which the time to explore these new spaces can be very substantially reduced, opening the discovery useful new materials that are the key to our future.
Most physical scientists are aware of the intimate relationship between space and time. Einstein quantified and clarified this relationship in the theories of General and Special Relativity. Space-time is a mathematical model that unites space and time into a single interwoven continuum. It combines space and time into a single manifold called Minkowski space, as opposed to the commonly experienced Euclidian space (Fig. 1) .
In cosmology, the concept of space-time combines space and time to a single abstract universe. Mathematically it is a manifold consisting of ''events'' which are described by some type of coordinate system. Typically three spatial dimensions (length, width, height), and one temporal dimension (time) are required. General and Special Relativity shows that space, time, and gravity are interlinked, and that gravity can warp space and distort time. The consequence of large spaces and the finite speed of light is long times. Astronomical observation necessitates seeing things far away and long ago.
Here we discuss the relationship between chemistry, time, and two kinds of 'space', interstellar (Euclidean) space, and chemical or materials space. In interstellar space we will discover primordial chemistry that is the key to our past, and in materials space we will discover new chemistry that is the key to our future.
Interstellar space, chemistry, and relationship to time
The Universe is approximately 13.5 billion years old, evolving steadily since the Big Bang. It is a very dynamic space with many very unusual non-equilibrium systems within it. Interstellar dust and gas clouds are the birthplaces of new stars, and are also where very interesting primordial chemistry occurs. Several of these interstellar gas clouds are in our Milky Way galaxy, and have been the source of intense spectroscopic analysis. Infrared (vibrational) and in particular, microwave (rotational) spectroscopy, have been invaluable for identifying the types of molecules and chemistry that occur within these clouds. These methods can also be useful for identifying the amount (column density) of small molecules present, the temperature, velocity, and magnetic fields (Brown et al., 1980a ) present in the clouds. Molecular line radioastronomy has generated much information on the chemistry that occurs within interstellar clouds (Kroto, 1980) (Fig. 2) .
The two most interesting and accessible molecular clouds in our galaxy are Sagittarius B2 (Sgr B2) near the galactic centre, and the Orion Nebula (M42) on an outer spiral arm of the galaxy. Sagittarius B2 is a giant molecular cloud of gas and dust that is located about 120 parsecs (390 light years (ly)) from the centre of the Milky Way and 27,000 ly from earth. It is the largest molecular cloud near the centre, ∼45 parsecs (150 ly) diameter, and mass ∼3 million solar masses. The mean hydrogen density in the cloud is 3000 atoms per cm 3 , ∼20-40 times denser than typical molecular clouds (Fig. 3) .
The Orion nebula (M42) is located at a distance of 1344 ± 20 light years from the Earth and is the closest region of massive star formation to Earth. The M42 nebula is estimated to be 24 light years across. It has a mass of ∼2000 solar masses.
Molecule densities are very low (10 6 hydrogen molecules/cm 3 in very dense clouds) with average kinetic temperatures 10-100 K, suggesting mean free paths of between 10 9 and 10 15 cm. Time between collisions (10 4 -10 10 s) is of the order of relaxation times for
Figure 2
The large molecular cloud in the constellation of Sagittarius B2 (SgrB2) near the galactic centre. rotationally excited molecules. The chemical processes that generate interstellar molecules are efficient over large regions of the clouds and are intimately related to the presence of both grains and stars enveloped in the interstellar clouds (Snyder, 1997) .
In very dense clouds, grains provide catalytic surfaces that enhance the production of larger polyatomic molecules whereas there is ample evidence that gas-phase chemistry is the predominant mechanism for formation of smaller molecules in more tenuous regions (Giri et al., 2013) (Fig. 4) .
Very low barrier or barrier-less reactions are required at 10 K -generally radical or ion-molecule reactions (Snyder, 1997) . In Sgr B2, methanimine, CH 2 NH, has a rotational temperature of 45 K and column density of ∼10 15 /cm 2 .
Figure 4
The formation of interstellar dust grains, the putative sites of many organic reactions that generate small molecules and possibly amino acids.
The interstellar gas clouds where reactions still occur under these rather extreme conditions are thought to be the birthplaces of primordial small molecules that are the precursors of some of the 'molecules of life' as we now know them. The simplest of these are the amino acids. While the exact nature of the interstellar chemistry is still somewhat uncertain, several researchers have proposed mechanism by which the simplest amino acids, glycine and alanine may be generated in cold clouds and few degrees above absolute zero (Kuan et al., 2004) .
Molecular line radioastronomy studies the types of chemistry occurring in the interstellar media by measuring the radio frequencies emitted by small molecules. These frequencies, which occur in the microwave region between 1 and 100 GHz, are very narrow and can be identified with great accuracy (<1 part in 10 9 ), after correcting for the Doppler shift of the emitting source relative to the Earth (Fig. 5) . These frequencies can be measured in the laboratory using microwave spectrometers to assign the rotational spectra of candidate molecules. Many of these molecules are unstable under terrestrial conditions, and exist for only short periods of time in the laboratory, making measurement of their microwave spectra challenging.
At least 180 molecules have been confirmed in interstellar medium, with 10 being unconfirmed, including glycine and graphene. Table 1 shows examples of molecules discovered in several molecular clouds, especially those in the Galactic Centre and the Orion Nebula. We studied two small molecules proposed to be the precursors of glycine and alanine in the interstellar environment, CH 2 NH (methanimine) and CH 3 CH NH (ethanimine) (Brown et al., 1980b (Brown et al., , 1982 . Putative chemical reactions that could lead to the formation of amino acids are shown in Scheme 1. The Bernstein Stecker mechanism relies on the interaction of aldehydes with amines and nitriles (Bernstein et al., 2002) . The four other schemes, however, proceed from simple imines that are generated by reduction of the analogous nitriles in the case of the Woon radical-radical (Woon, 2002) and Elsila modified nitrile mechanisms (Elsila et al., 2007) . These nitriles are known to be abundant in the interstellar medium. The mechanisms differ in that they either further reduce the imines to amines (Woon, 2002) , react with nitriles to generate aminoacetonitriles (Elsila et al., 2007) , or react with another abundant interstellar molecules, CO, that generate a transient cyclic aziridinone whose ring opens.
Methanimine, one of the early molecules to be discovered in the interstellar media, had been studied by microwave spectroscopy by Johnson and Lovas (1972) . Its methyl analogues, ethanimine, had its microwave spectrum assigned more recently by Brown et al. (1980b) . It can be formed by high temperature pyrolysis of a number of precursors (Scheme 2).
We assigned the rotational spectrum of the Z isomer of ethanimine and the hyperfine rotational spectrum of methanimine (e.g., Fig. 6 ) (Brown et al., 1980b (Brown et al., , 1982 . Subsequently, the rotational spectrum of the E isomer was also published (Lovas et al., 1980) . Very recently, ethanimine was unambiguously identified in the SgrB2 in the galactic centre (Loomis et al., 2013 ). Fig. 6 shows the part of the laboratory spectrum of Zethanimine, and the same line observed in SgrB2 using the Greenbank radiotelescope (Fig. 7) .
Several unsuccessful searches for interstellar glycine have been conducted by our group (Brown et al., 1979) and others. A potential positive detection was announced by Kuan et al. (2003) but could not be confirmed by subsequent observations by Snyder et al. (2005) .
In summary, the coupling of chemistry with astronomy allows us to begin to understand the building blocks of life and primordial chemistry that is the key to our past, and allows us to study the chemistry occurring thousands to millions of years ago.
Chemistry space
Chemistry also allows us to design molecules that will be essential for our future. Most chemists have begun to appreciate how large chemical spaces are. It has been roughly estimated that the number of drug-like molecules that obey the laws of chemistry may be as high as 10 80 . Recent estimates of the size of materials composition space are even larger, around 10 100 (Martin, 2012; Shoichet, 2013; Polishchuk et al., 2013) . As with Cartesian space that we are very familiar with, larger spaces need technologies that can explore them more quickly to keep the search times tractable. Clearly, chemical or materials spaces and time are intimately related, and we must find much more efficient ways of exploring these spaces to find dramatically different new molecules or materials in timescale Scheme 1 Several reactions proposed for the formation of simple amino acids in the interstellar media, mainly on the surface of interstellar grains. compatible with human lifetimes and technology development time frames.
Although accelerated synthesis and characterisation methods employing advanced robotics, combinatorial chemistry, etc. can greatly accelerate our exploration of chemical and materials spaces, we clearly cannot explore more than a tiny fraction of spaces as large as 10 100 even using the most optimistic projections. Computational methods are required to do this, as well as to manage and interpret the vast data sets that accelerated experimental methods are now beginning to generate. This 'curse of dimensionality' gets worse when the experimental variables required to synthesise materials are also taken into account. Most materials consist of multiple components and their synthesis requires multiple reagents and conditions. This generates an 'experimental space' that can be vast when the number of components and experimental variables rises above 5-6. The number of experiments required to exhaustively locate the optimum conditions and components to synthesise new materials increases exponentially with the number of these components and conditions.
For example, if a material has 7 components and 3 synthesis conditions, and these vary over a range of 10 values, the number of experiments required to explore this space completely is 10 10 . Much faster experimental methods, coupled to advanced informatics and computational chemistry methods, are required to explore large materials spaces.
The size of chemistry and materials spaces can tackled in several ways:
• Combinatorial and other high-throughput synthesis and screening approaches.
• Fragment-based methods, these use small chemical moieties to explore chemical space constrained, for example, by a binding site in a protein.
• De novo design molecular design, this again uses constrained chemical space defined by a protein ligand binding site.
• Design of experiments, diversity libraries, models. These use mathematical methods to explore spaces sparsely, and models to 'fill in' the missing regions of space.
• Supramolecular approaches that rely on weak covalent bonds forming large dynamic libraries of molecules that are 'selected' by appropriate binding sites.
• Evolutionary approaches that 'evolve' materials toward desired fitness functions using genetic mutation methods (see below).
Scheme 2 Two methods for pyrolytic synthesis of methanimine.
Although this list is biased toward small molecules with biological properties, some of the methods apply to materials as well. Some of them allow large spaces to be explored more quickly via virtual screening, other allow these spaces to be explored sparsely with models being used to interpolate between the experimental points, others constrain the space using geometric constraints (e.g., ability to bind into a protein pocket), or exploit evolutionary methods to find molecules with locally optimal properties. Some of the above methods of tackling the size of materials space will be illustrated further by examples, based largely on materials.
Exploring spaces faster -robotic and other accelerated synthesis and characterisation methods
Materials science is now beginning to leverage some of the high-throughput methods developed by the pharmaceutical industries more than two decades ago. Robotic synthesis and characterisation facilities like the RAMP Centre in CSIRO Manufacturing Flagship (http://www.csiro. au/en/Research/MF/Areas/Chemicals-and-fibres/RAMP) and now being built and used widely in diverse materials design and discovery projects. High throughput synchrotron beamlines are increasingly being used to accelerate materials characterisation (Fig. 8) .
High throughput experimentation needs to be matched by efficient informatics and data modelling methods. Developments in statistics and mathematics have provided these excellent modelling tools. We use Bayesian regularisation of neural networks to optimise model complexity, together with sparse features selection methods employing sparse (Laplacian) priors (Burden et al., , 2009 Winkler, 1999a,b, 2009a,b; Winkler and Burden, 2000) . These provide models relating materials structure and processing conditions to their properties that have optimum predictive power. These also allow chemical or materials spaces to be explored virtually. The application of these methods to materials has been comprehensively reviewed recently, and a diverse range of large materials data sets Figure 8 The RAMP facility at CSIRO carries out 100-10,000 experiments per day to rapidly produce, characterise and test diverse materials such as polymers, metal-organic frameworks, nanoparticles and small molecules (left). Its high-speed catalysis rig (centre) conducts 10-1000 scaled down but plant-like experiments per day in multiplexed reactors. The high throughput SAXS beamline at the Australian synchrotron (right) can carry out 5000 experiments per day.
have been successfully modelled and used to predict the properties of new materials (Le et al., 2012) .
Materials evolution
While accelerated synthesis and assessment method will greatly increase the productivity for materials discovery, computational methods for materials evolution are also required. These techniques have the advantage of exploring very large spaces more efficiently than other computational methods. They embody a computational analogue of natural selection, first identified by Darwin, which is the dominant paradigm in biology. Interestingly, Charles Darwin was related to one of the first materials scientists, Josiah Wedgwood (ceramics) by marriage to his cousin, Emma Wedgwood (Fig. 9) .
Mathematical analogies of genetic processes have been studied widely, and genetic algorithms and related evolutionary methods have been shown to be very effective at searching vast multidimensional spaces. Paradoxically, evolutionary methods have not yet been widely employed in materials discovery. One could speculate that the reason may be that materials science has only recently adopted the high throughput synthesis and characterisation methods that were employed in the pharmaceutical industries more than two decades ago. We predict such methods will grow rapidly in prominence in the materials community.
Representing the 'materials genome'
The components in a structure (or material) can be represented in a myriad of ways mathematically, e.g., as a binary string such as 00010100010101000101010011110100 where 0 = fragment not present in structure and 1 = fragment present in structure (perhaps multiple times). Two types of binary string (also called a fingerprint or more recently a genome) are used. For discrete molecules (similar forms can be written for more complex materials):
• structural keys -fixed dictionary of fragments where there is a 1:1 relationship between the bit in the string and the fragment. These suffer from the disadvantage Moore et al. (2011) .
that structures may contain fragments that are not in dictionary.
• hashed fingerprints -the fragment description (C-C-N-C-O) can be hashed to a bit position e.g., between 1 and 1024 and this bit is set. This method can suffer from collisions, where two different fragments map to the same bit position. This creates a bit position-fragment identity map discontinuity.
For materials that are more complex and whose properties may depend on the method of manufacture or subsequent processing steps:
• Compositional vectors -vectors of real numbers encoding composition of material.
• Structural strings -similar to the above examples for discrete molecules, but harder to achieve for complex materials like polymers.
• Process vectors -real number strings representing processing parameters.
Materials evolution follows a process akin to 'survival of the fittest' or natural selection. An initial population of candidate molecules or materials is generated and encoded by a genome. A 'fitness function', a desirable property for the molecule or material that needs to be optimised and that can be measured by some assay or test is defined and used to evaluate the initial pool of candidates. Examples of fitness functions and variables used in molecule or materials genomes that have been employed in published studies are summarised in Table 2 .
The best or 'fittest' members of the population are used to define the next generation through mutation operators or by being carried forward (elitism). This new population is the tested against the fitness function and ranked again and the best members used to define a subsequent pool or over fitter molecules or materials (Fig. 10) (Zhou et al., 2013) .
The most common mutation operators that operate on the molecule or material genome are single point mutations and crossover mutations (Fig. 11) . Single point mutations flip or alter a single element of the genome e.g., inverting a binary bit, or perturbing the value of a single element of a real value vector. This operation effectively conducts a local search of molecular or materials space in the vicinity of the current pool member. This is useful for optimising materials without moving too far from existing areas of promise in the materials space. Crossover mutations define a split point in the genomes of two molecule or materials, and the relevant fragments that result from splitting, are reassembled in anew combination. This allows materials in a population to jump into a distant are of materials space, potentially identifying an interesting new area of compositional or processing space.
Materials property landscapes are multidimensional and complex. There is a concern that the landscape may contain many local minima or optima. This is true of biological Figure 10 The materials evolution cycle. Adapted from Zhou et al. (2013) .
Figure 11
Two common mutation operators, single point mutations in the materials genome (left), and crossover, where two genes are split at an arbitrary place and the fragments swapped (right). evolution as well, and it is now considered almost certain that the various species that have evolved to fit particular evolutionary niches are driven by local optima in the fitness landscape. Nevertheless many of these local fitness optima are very impressive and are certainly useful and well suited to the particular environmental niche in which the species has evolved. Materials fitness landscape may be simpler and of lower dimension that biological fitness landscape, but they still exist in large multidimensional properties spaces and probably also contain local optima. These features can constitute 'traps' that may prevent genetic algorithms or other computational methods of locating optima from finding the best solutions. It can be shown in fact that it is not possible to find the global optimum in a complex surface by Figure 12 Materials property landscapes containing local and global optima. The local optimum 'traps' make the materials hard to optimise (left) while those that are trap-free are easier to optimise (Rabitz, 2012) . any methods other than an exhaustive grid search with small steps, clearly impossible for spaces as large as materials space is projected to be. Surprisingly, preliminary experiments on materials evolution have suggested that this local optimum or 'trap' problem may not be as serious as first thought. Rabitz has studied examples where two variables (this could be extended to many more in practice) that control a yield or property value (Fig. 12) (Rabitz, 2012) . The hypothetical associated landscape (a) has multiple local suboptimal maxima acting as traps for searches seeking the best possible outcome. Landscape (b) has rich structure but only a single maximum. In practice, Rabitz found that in ∼90% of the reported chemical and material landscapes have no evident traps. Even where traps exist, local optima on the fitness landscape are likely to be very useful as they are in biological fitness landscapes where local optima often define different species. However, these conclusions have been drawn from a small set of examples and they may not apply to materials space generally.
Although there are few examples in the literature where evolutionary methods have been used in practice to explore large and complex properties spaces (Le and Winkler, 2015) , Figure 15 Improvement in white light LED phosphor colour across four generations. From Park et al. (2012) . the use of evolutionary methods has been identified in a prominent, recent Editorial (Nature Materials paper reference) (Polishchuk et al., 2013) . Most of the literature studies have involved catalysis and they have generated impressive results. Some of the studies (Table 3) have found effective (but necessarily local) solutions after 100-300 experiments from possible search spaces as large as 10 22 . We provide a literature example of the use of evolutionary methods to optimise the brightness and colour of phosphors for white light LEDs. Adapted from Park et al. (2012) .
Figure 16
Predictions of phosphor brightness from Bayesian neural net model for training set (left) and test set (right).
Evolving white light LED phosphors
Efficient use of resources and energy is essential, not only for extending the life of finite resources but also for minimising the effects of waste, especially greenhouse gases like CO 2 and methane. Lighting consumes a significant amount of electricity resources and light sources have evolved relatively recently from the incandescent filament invention made by Swan and Edison many years ago. Incandescent globes have been replaced by fluorescent and metal vapour lamps then, most recently, by white light LEDs (Fig. 13) . These devices are up to fifty times more energy efficient than incandescent sources and have made a significant impact on lighting energy use and consequently, CO 2 emissions. White light LEDs are commonly made by one of three methods (Fig. 14) . Park et al. used a materials evolution approach to generate white light LED phosphors from sintered rare earth oxides (Park et al., 2012) . Phosphors were synthesised by mixing seven ground metal oxides in different mole fractions then firing at 1525
• C for 4 h under a N 2 gas flow in a sealed tube furnace. Each catalyst was encoded by a seven dimensional 'genome' consisting of the mole fraction of each metal oxide in the catalyst (Table 4) .
After the first generation, the phosphor intensity and colour of each individual was tested and analysed for fitness. The fittest individuals were used to generate a new population of individuals through combination crossover or mutation operations (they also used a more sophisticated Particle Swarm optimisation method for comparison). These new individuals composed the next generation, and the selection and evolution process was repeated over four generations. Brightness and colour improved in each generation. Park et al. also used Pareto ranking to find the best materials that also met other potentially conflicting criteria such as novelty (structure similar to known phosphors) and phase purity.
They synthesised and tested 144 phosphors using this evolutionary approach. The seven dimensional SrO-CaO-BaO-La 2 O 3 -Y 2 O 3 -Si 3 N 4 -Eu 2 O 3 search space had a minimum size of 16,384 if each rare earth oxide could take one of four possible mole fractions (4 7 ). Excellent whiteness and brightness was achieved over the four cycles of evolution using only 144/16,384 or 0.88% of the entire virtual library or search space. The results of successive evolutionary cycles are summarised in Fig. 15 .
While this early use of evolutionary methods to find excellent local solutions worked very well, we were intrigued whether the data from the four successive cycles of evolutionary optimisation could be used to build a predictive model that could search the materials space more minutely for better solutions. We generated a model relating the mole fraction of rare earth oxides in the sample (a seven dimensional input vector) and the colour and brightness of the resulting phosphor. We wondered that the relationship was very nonlinear, with linear models providing very low predictability of the phosphor properties. A nonlinear model constructed from a Bayesian regularised neural network with five nodes in the hidden layer (Burden and Winkler, 1999a,b; Winkler and Burden, 2000) could predict the training and test set properties with high fidelity (Fig. 16) . We used this model to predict the properties of 10 million phosphors within the domain of the model, by allowing each phosphors to adopt 10 possible mole fractions (ensuring the sum of the seven mole fractions was 1.0). We discovered several phosphors with brightness's almost twice those of the best phosphors found by Park et al. (2012) . The very significant nonlinearity of the response surface and the fact that using a nonlinear model discovered better solutions suggest that Park et al. could have also found even better solutions if they had run their evolutionary approach for more cycles.
Where to next? Automatic 'closed loop' systems
Evolutionary methods have been shown to be effective in materials discovery, helping with the ''curse of dimensionality''. The approach is very complementary to the new high throughput materials synthesis, characterisation, and testing technologies -e.g., RAMP, flow chemistry, high throughput beam lines, combinatorial chemistry.
Ultimately an automatic, closed loop system could be developed where the fittest materials synthesised in a given generation are used to design the next generation of improved materials. Use of evolutionary and machine learning in silico methods and robotic synthesis and characterisation methods could explore large materials spaces and accelerate discovery of novel, useful materials.
