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Abstract
Machine-learning techniques achieve excellent performance
in modern applications. In particular, neural networks
enable training classifiers—often used in safety-critical
applications—to complete a variety of tasks without human
supervision. Neural-network models have neither the means
to identify what they do not know nor to interact with the hu-
man user before making a decision. When deployed in the
real world, such models work reliably in scenarios they have
seen during training. In unfamiliar situations, however, they
can exhibit unpredictable behavior compromising safety of
the whole system. We propose an algorithmic framework for
active monitoring of neural-network classifiers that allows for
their deployment in dynamic environments where unknown
input classes appear frequently. Based on quantitative moni-
toring of the feature layer, we detect novel inputs and ask an
authority for labels, thus enabling us to adapt to these novel
classes. A neural network wrapped in our framework achieves
higher classification accuracy on unknown input classes over
time compared to the original standalone model. The typical
approach to adapt to unknown input classes is to retrain the
neural-network classifier on an augmented training dataset.
However, the system is vulnerable before such a dataset is
available. Owing to the underlying monitor, we adapt the
framework to novel inputs incrementally, thereby improving
short-term reliability of the classification.
Introduction
Automated classification is an essential part of numerous
modern technologies and one of the most popular applica-
tions of deep neural networks (Liu et al. 2017). In partic-
ular, automatic classification of images has fast-forwarded
technological development in many research areas, e.g., au-
tomated object localization as a stepping stone to successful
real-world robotic applications (Tobin et al. 2017) or auto-
mated prediction of drug-target interactions as an initial step
of drug discovery (Rifaioglu et al. 2020).
An open challenge of neural-network classifiers is to gen-
eralize to unknown classes of inputs after the training phase.
During deployment, a neural network might show accept-
able performance when seeing only a few inputs of unknown
classes. As a result, possible misclassifications for inputs of
unknown classes can stay undetected and accumulate over
time, eventually deteriorating the overall accuracy. State-of-
the-art approaches to novelty detection can identify inputs
substantially different from the training data with varying
success (Sun and Lampert 2020). There are also techniques
to increase the precision of a classifier at run-time (Royer
and Lampert 2015; Rebuffi et al. 2017). The functionality
that is still lacking deserved attention is differentiating be-
tween “known” and “unknown unknowns” and selectively
adapting to the unknown input classes at run-time.
We propose an active monitoring framework that observes
hidden layers of a neural network, detects unknown in-
put classes, and adapts to them at run-time. We provide a
mechanism for automatic switching between monitoring and
adaptation phases, semi-supervised by a human authority.
A trained neural-network model accompanied by our mon-
itor, as an external observer and mediator between the neu-
ral network and the human, achieves improved transparency
of operation through informative interaction. Introducing a
quantitative metric, we construct an abstraction-based mon-
itor that timely warns about inputs of unknown classes and
reports its own confidence to the human authority for as-
sessing the need of model adaptation. Most importantly, by
letting the human assign the correct labels for the detected
novel input classes, our framework gradually adapts to un-
known unknowns and successfully increases overall classifi-
cation accuracy on inputs of known and previously unknown
classes combined. As such, our framework is an interac-
tive and interpretable tool for informed decision making in
neural-network based applications. We summarize the con-
tributions of this paper below.
1. An automatic classification framework with two modes,
monitoring and adaptation, that operates in parallel with
the original neural network and adapts both the monitor
and the network to unknown input classes.
2. A quantitative abstraction that enables both measuring the
monitor’s confidence and monitor refinement.
3. An effective interaction with a human in the loop as the
ultimate authority for classification decisions.
In the next sections, we first provide the background used
throughout the paper. We then introduce the reader to the
main approach, including our quantitative abstraction, active
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monitoring, and model adaptation. After that, we illustrate
our experimental results and discuss the performance of the
framework. Finally, we discuss related and future work.
Background
In this paper we deal with neural networks, which we callN .
For simplicity we assume that the network has a single fea-
ture layer `, but all concepts generalize to multiple feature
layers in a straightforward way. A monitor is a function that
takes both an input and the prediction of a classifier, and
then assesses whether that prediction is correct. The moni-
tor raises a warning if it suspects that the prediction is in-
correct. The assessment can be qualitative (“yes” or “no”)
or quantitative (expressing the confidence of the monitor).
In this work, we target quantitative monitors. Furthermore,
we write ~x for an unlabeled data point, X for a (possibly
labeled) dataset, y ∈ Y for a class in a set of classes, and
(~x, y) for a labeled data point.
Box abstraction Our quantitative abstraction is inspired
by the (qualitative) box abstraction from (Henzinger, Luk-
ina, and Schilling 2020). We shortly recall the construction
algorithm, which we will later extend. Given are a trained
neural network N and a labelled dataset X with classes Y .
The first step is to obtain the set of neuron valuations Vy
at layer ` for each class y ∈ Y and each sample inX . We can
regard the neuron valuations Vy as high-dimensional vectors
or points. The next step is to apply a clustering algorithm
to the sets Vy; the authors suggest to use a k-means algo-
rithm (Lloyd 1982) that finds a suitable k dynamically. For
each resulting cluster, one then constructs the (unique) box
that tightly covers the corresponding points. These boxes ab-
stract Vy because each point in Vy falls inside one of the cor-
responding boxes; conversely, if the neuron valuations for
some input do not fall inside any box, such an input has not
been seen during training and can be considered an outlier.
Performance metrics As conventionally used for assess-
ing the performance of classifiers and monitors, we compute
the precision score. For a classifier this is the ratio of correct
classifications over all predictions, while for a monitor this is
the ratio of correct warnings over the total number of warn-
ings: TP/(TP+ FP). At run-time we can only compute the
precision score based on samples that we know the ground
truth for, i.e., samples reported by the monitor and subse-
quently labeled by the authority.
Approach
Our monitor design aims at achieving high precision without
depressing learned model run-time performance. To address
the above tradeoff, the framework operates in stages, switch-
ing between monitoring and adaptation. In a nutshell, during
monitoring the inputs of unknown classes are detected and
reported to the authority for correct labeling. Given the au-
thority feedback, precision scores of both the monitor and
the network are assessed for whether adaptation is required.
The adaptation stage involves incremental adjustment of the
monitor or retraining/tuning of the neural network for the
unknown classes, using transfer learning. The stage transi-
tions depend on user-defined performance thresholds:
• the threshold for model tuning, s∗network , is defined as
0.9 of the precision score for the original neural-network
model N on a test dataset (with classes known to N );
• the threshold for model retraining, s∗samples , is defined as
the number of labeled data samples of a novel class suffi-
cient for incremental adaptation of the model to this class:
s∗samples = 0.01 · |X |/|Y| for an initially given dataset;
• the threshold for monitor adaptation, s∗monitor , is the de-
sired precision score of the monitor at run-time, and we
define it as 0.9 here;
• the threshold for refining the set of outliers detected by
the monitor, d∗(y), is defined for each class y ∈ Y and
initialized to the value 1.
Below we describe in detail our main algorithmic contribu-
tion: quantitative-abstraction based active monitoring.
Quantitative abstraction
The box abstraction is inherently qualitative, as it can only
determine whether a point lies inside a box or not. Since
we are interested in a quantitative monitor, we turn the box
abstraction into a quantitative abstraction: a box distance.
Let us fix a class y ∈ Y and a corresponding box By of
dimension n, characterized by its center ~c = (c1, . . . , cn)T
and radius ~r = (r1, . . . , rn)T. We define the box distance of
a point ~p = (p1, . . . , pn)T to the box By as the maximum
absolute difference in any projected dimension i, normalized
by the radius ri:
d(~p,B
y) = max
i
|ci − pi| · r−1i .
Note that all points on the boundary of the box have dis-
tance 1. The distance generalizes to a set of boxes By of the
same class y by taking the minimum distance to any box:
d(~p, y) = min
By∈By
d(~p,B
y).
Finally, we generalize the distance to a set of classes Y:
d(~p,Y) = min
y∈Y
d(~p, y).
Algorithm for active monitoring
We now describe our active monitoring algorithm, summa-
rized in Alg. 1, first on a high level and then in details. The
algorithm receives as input a trained neural networkN with
access to its architecture and layer output, a labeled dataset
X with set of known classes Y , and an unlabeled online
stream of inputs Xrun. In addition, we assume runtime in-
teraction with an authority, who can assess the quantitative
warnings of the monitor and provide feedback, such as cor-
rect labels of the reported inputs. At run-time, the algorithm
operates in one of two modes: monitoring or adaptation. The
transitions between these modes are determined by the func-
tion described in Alg. 2. Next we explain Alg. 1 in detail.
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Figure 1: Illustration of the steps for monitor initialization.
(a) Sample data points in the first two principal components
PC 1 and PC 2 for some class. (b) Result of clustering
(two clusters • and ) where× and× respectively mark the
cluster centers. (c) Quantitative abstraction for each cluster,
visualized as dashed lines. (d) Projection of a real initialized
quantitative abstraction for a network trained on the first two
classes of the MNIST dataset.
Initialization (line 2) In buildMonitor(N , X ), given a
neural-network model N and a labeled dataset X , we iden-
tify the known classes Y and obtain the neuron valuations V
of the feature layer ` for every input in X . Assuming thatN
is trained well, misclassifications are discarded when build-
ing the monitor. In contrast to the box abstraction, which is
built on V directly, prior to clustering we perform a prin-
cipal component analysis (PCA) (Jolliffe 1986). PCA en-
ables constructing an abstraction of significantly reduced
dimension without decreasing the effectiveness of novelty
detection. We then apply clustering to V transformed us-
ing first few principal components to obtain cluster centers
~c = (c1, . . . , cn)
T for each class y ∈ Y , as illustrated in the
transition from Fig. 1(a) to Fig. 1(b). The resulting quan-
titative abstraction A can be imagined as a parameterized
function of the box distance and is initialized with threshold
d∗(y) = 1 for each class y ∈ Y as in Fig. 1(c). Fig. 1(d)
gives an examples of a real instance.
Monitoring stage (lines 4–12) At run-time, each new data
point (one at a time or in batches) ~x ∈ Xrun is input to both
the network N in classify(N , ~x) (to obtain the predicted
class y) and to the monitor in watch(N , ~x, `). The moni-
tor accesses the neuron valuations ~v for this input and per-
forms the PCA transformation. Given an abstraction A, in
monitor(~p, y,A), the monitor computes the box distance
d(~p,By) for each By ∈ A to the predicted class y and
compares it to the current distance threshold d∗(y). If ~p is
inside the abstraction, the monitor allows for further unin-
terrupted operation. Otherwise the monitor reports the input
to the authority, together with the distance to the predicted
class. The authority compares it with the prediction y of N
in askAuthority(~x, y, d(~p, y)) and provides the correct
label y∗. The labeled data point (~x, y∗) is then added to
X in collect(~x, y∗,X ). The function evaluate(~s,X ,Y),
where ~s = {snetwork , ssamples , smonitor} was computed by
the monitor, decides between the following scenarios.
A The warning was correct and the network misclassified
an “unknown class” (a class not present in the training
dataset). This scenario triggers model adaptation.
B The network prediction matches the authority label and
the warning was false, which triggers monitor adaptation.
Adaptation stage (lines 13–16) Monitor adaptation de-
fined by the function adaptMonitor(~s,A, N , X ) in B is
not triggered with every detected novelty but rather when the
monitor’s precision score falls below the threshold s∗monitor .
This can be performed at run-time without interrupting sys-
tem operation, owing to the low computational burden of
the underlying quantitative abstraction. Namely, we incre-
mentally reconstruct A by identifying the cluster i con-
taining ~p∗ that corresponds to the outlier, and moving the
cluster center ci accordingly. The quantitative nature of our
monitor allows to additionally adjust the distance thresh-
old d∗(y∗) to ensure acceptance of similar inputs in the fu-
ture. In contrast to monitor adaptation, model adaptation in
A involves full or partial retraining for learning to identify
novel classes of inputs. Model adaptation, defined by func-
tion adaptModel(N , X ) and summarized in Alg. 2, is
initiated in evaluate(~s, X , Y) only if one of the follow-
ing conditions is satisfied:
A.1 the number of samples of the data points labeled by
the authority reaches a pre-defined threshold s∗samples ; or
A.2 the precision score of the current model falls below the
desired value s∗precision .
In A.1 , using the dataset X replenished with the data points
reported by the monitor and further labeled by the author-
ity, we identify which class (or multiple classes) should be
learned, based on the collected statistics ~s. We then em-
ploy transfer learning (Pan and Yang 2010), summarized
in Alg. 3, to train a new model that recognizes this class
(classes) in addition to the ones already in Y . Having access
to the architecture of N and its trained weights, we clone
it as a base model Nbase and perform a surgery by remov-
ing the output layer in trim(Nbase ) to obtain Ntrim . We
then freeze all layers until the first fully connected layer (or
the layers specified by the authority) in freeze(Ntrim ), re-
sulting in Nfrozen , and add an output layer targeting classi-
fication of the desired number of classes present in X . For
training the final model, we preserve the same optimization
settings as in the base model N . The dataset X is split into
training and test datasets and the newly compiled model is
trained to be used as an oracle in the next monitoring stage.
Algorithm 1: Active Monitoring
Input: N : trained model
X : training data
Xrun : online stream of input
1 while True do
2 A,Y ← buildMonitor(N , X ) // build abstraction
A and identify known classes Y
3 while True do
// monitoring mode
4 ~x← get(Xrun) // get next input ~x
5 y ← classify(N , ~x) // predict class of ~x
6 ~v ← watch(N , ~x, `) // get output at layer `
7 ~p← transform(~v) // PCA transformation
8 is outlier, ~s←monitor(~p, y, A) // check for
outlier and compute statistics ~s
9 if is outlier then
10 y? ← askAuthority(~x, y, d(~p, y))
11 X ← collect(~x, y?,X ) // add labeled ~x
12 adapt model← evaluate(~s, X , Y)
13 if adapt model then
14 N , X ← adaptModel(N ,X ) A
15 break
16 else if y? ∈ Y then
17 A←adaptMonitor(~s,A,N ,X ) B
18 end
19 end
20 end
21 end
Remark 1 The model obtained as a result of transfer learn-
ing on the accumulated labeled samples is not meant as a
replacement for the original model provided at the initial-
ization stage, but should be rather regarded as an assistant
to ongoing active monitoring.
In A.2 , we rely on regular run-time measurements of the
precision score for the current model. Algorithmically, this
is achieved via retaining a separate (not used for retraining)
test dataset after each successful transfer learning. We col-
lect only the inputs identified by our monitor as outliers and
subsequently labeled by the authority. This is in line with
our main objective for the human in the loop to remain the
ultimate trustee for the framework.
The algorithm continues switching between the monitor-
ing and adaptation stages in this way until the stream ends.
Experimental results
The goal of the experimental results presented in this sec-
tion is to demonstrate the following features of the proposed
active monitoring framework.
1. Gradual improvement of classification accuracy via auto-
matic switching between monitoring and adaptation.
2. Superior performance compared to monitoring based on
a) box abstraction (Henzinger, Lukina, and Schilling
2020), b) alpha threshold for softmax score (Hendrycks
and Gimpel 2017), and c) random rejection.
Algorithm 2: evaluate
Input: ~s = {snetwork , ssamples , smonitor}: statistics
X : updated training data
y?: authority label for new data
Y: known classes
Output: adapt model: flag
1 if ssamples(Y, y∗) ≥ s∗samples then
// accumulated enough samples for retraining
2 return true A.1
3 else if y? ∈ Y and snetwork < s∗network then
// model misclassified known class & should be tuned
4 return true A.2
5 end
6 return false
Algorithm 3: adaptModel
Input: N : neural network
X : labeled training data
Output: N : retrained neural network
Xtrain : labeled training data
1 Nbase ← clone(N ) // create base model with the
architecture and weights of N
2 Xtrain ,Xtest ← split(X ) // split X for training
3 Ntrim ← trim(Nbase ) // remove output layer
4 Nfrozen ← freeze(Ntrim ) // freeze layers
5 n classes← classes(Xtrain ) // get number of classes
6 Nnew ← add(Nfrozen , outputLayer(n classes))
7 N ← train(Nnew ,Xtrain ,Xtest )
3. Effectiveness of the interaction with the authority, and an
adaptation in the interaction frequency in reverse propor-
tion to the increase in classification accuracy.
We have implemented our active monitoring framework
in Python 3.6 using tensorflow 2.2 and scikit-learn. We ex-
perimented with popular image-classification benchmarks,
all containing 10 classes of images with 60,000 resp. 10,000
data points for training resp. testing: MNIST (LeCun et al.
1998) and Fashion MNIST (F MNIST) (Xiao, Rasul, and
Vollgraf 2017). For each of these benchmarks, we trained
a neural network from (Cheng, Nu¨hrenberg, and Yasuoka
2019) on the first two classes, 0 and 1, achieving a test ac-
curacy of 99% and 91%, respectively. The training data for
the classes from 2 to 9 and the test data for all classes were
reshuffled and used as an online data stream. The monitor in
our implementation processes inputs in batches of size 128.
Each retraining of the neural network was performed in
batches of the same size and consisted of 10 epochs. We
used the random seed 0 and conducted the experiments on a
Linux laptop (2.20 GHz CPU, four cores, and 8 GB RAM).
Run-time accuracy improvement
Run-time accuracy of classification at time t is defined here
as the ratio of correct predictions (both TPt and TNt) to the
total number of images from the data stream processed so
far: Accuracyt = (TPt + TNt)/(TPt + FPt + FNt + TNt).
Although, during deployment, the framework has no infor-
mation about the true class of a run-time input (unless it is
provided by the authority), in our experiments we also use
the ground truth to perform meta-assessment. Every second
we compute and store four accuracy scores listed below:
• Retrained from scratch: Hypothetical reference accuracy
of the model trained from scratch on all available classes
of images in the training datasets.
• Without monitoring: Accuracy of the original neural net-
work trained on the first two classes, not accompanied by
the active monitoring framework.
• Monitor: Accuracy of our quantitative monitor.
• With active monitoring: Accuracy of the neural network
accompanied by the active monitoring framework.
Fig. 2(a) and Fig. 3(a) depict the evolution of the above-
listed metrics at run-time for MNIST and F MNIST, respec-
tively. The periods of network adaptation (black dotted lines)
mark the transitions between the monitoring and adaptation
stages. Since originally the neural network can recognize
only two out of ten classes, the overall accuracy of the net-
work (blue dashed lines) remains low. However, as the mon-
itor considers classes from 2 to 9 as unknown, its higher ac-
curacy (solid pink lines) allows for detecting enough inputs
of these classes to trigger adaptation of the neural network.
This results in learning all unknown classes within approx-
imately the first 7 minutes of run-time operation for both
datasets. After that, the accuracy improves significantly in
subsequent monitoring stages.
Monitor performance comparison
To demonstrate the performance benefits of our quantitative
monitor, we analyze the accuracy achieved with three other
monitoring strategies comparable with ours, where we use
the same overall processing within the framework, e.g., the
policy for model adaptation, for all strategies. The box ab-
straction was described in our background section. The mon-
itor based on alpha threshold rejects inputs when the soft-
max score of the neural network’s prediction falls below a
threshold α = 0.9. The random monitor rejects inputs with
probability 0.1. These monitors are unable to achieve the
same overall prediction accuracy as our approach. The box-
abstraction based monitor in Fig. 2(b) and Fig. 3(b) starts
with comparable and yet lower detection accuracy, which
continues to remain lower for the whole run. The other two
monitors, in addition to having lower detection accuracy,
have no mechanism to adapt themselves to the identified un-
known input classes and are forced to rely on the knowledge
of the neural network instead of additionally learning from
the authority labels, until a model adaptation is triggered.
Interaction effectiveness
We define the interaction rate per second as the ratio be-
tween the number of authority requests over the total num-
ber of inputs processed by the monitor. As we receive data
Table 1: Average run-times (of five runs) for different
monitoring strategies (Quantitative, Box-abstraction, Alpha
threshold, and Random) on two datasets, and different stages
of the algorithm. (Monitor retraining and adaptation are not
applicable for some of the strategies, marked with a dash.)
MNIST F MNIST
Q B A R Q B A R
Total 896 s 526 s 508 s 423 s 1,469 s 561 s 706 s 432 s
All classes learned 359 s 276 s 154 s 134 s 376 s 377 s 191 s 130 s
Network adaptation 170 s 131 s 157 s 114 s 201 s 116 s 197 s 130 s
Monitor retraining 162 s 121 s – – 234 s 170 s – –
Monitor adaptation 59 s 23 s – – 232 s 23 s – –
from the stream in batches, we compute the number of re-
quests per batch for both benchmarks and present the result-
ing curves in Fig. 4 for direct comparison of the monitor-
ing strategies. At the beginning of the run-time operation,
the quantitative monitor (dashed blue lines) detects more in-
puts of unknown classes (as observed in the accuracy com-
parison), and therefore requests labels from the authority
more frequently. The overall trend, however, is downward,
as the monitor adapts on more data inputs and the frame-
work learns the unknown classes. The box-abstraction based
monitor (dash-dotted pink lines) exhibits a similar trend with
lower interaction frequency overall, as a consequence of
lower accuracy (as seen before). Expectedly, random rejec-
tions (long dashed orange lines) lead to a uniform interaction
rate. The alpha-threshold based strategy (solid cyan lines)
initially does not interact much. Indeed, the original network
reports high confidence even for novel inputs. Eventually,
the network gets adapted and becomes less confident, and
then the interaction rate exceeds the other strategies.
Run-time analysis
Tab. 1 shows a run-time comparison for individual monitor-
ing stages. Comparing different strategies is generally diffi-
cult for they interact with the authority and adapt the model
and/or the monitor in different frequencies. As expected, the
monitor using the quantitative abstraction is slightly more
expensive but can still be run in real time.
Related work
Novelty detection. Gupta and Carlone (2020) consider
neural networks that estimate human poses, for which they
propose a domain-specific monitoring algorithm trained on
perturbed inputs. Common novelty-detection approaches
(Pimentel et al. 2014) examine the sample distribution
(Knorr and Ng 1997), which is computationally heavy at
runtime. Several approaches monitor the neuron valuations
and compare to a “normal” representation of those valua-
tions per class, obtained for a training dataset. Schultheiss
et al. (2017) consider the pattern of neuron indices with
highest values. Cheng, Nu¨hrenberg, and Yasuoka (2019) use
a Boolean abstraction and Henzinger, Lukina, and Schilling
(2020) use a box abstraction, both of which are purely qual-
itative and hence not adaptive.
(a) Quantitative monitor
(b) Box-abstraction based monitor
(c) Alpha-threshold based monitor
(d) Random-rejection based monitor
Figure 2: Accuracy over time for the MNIST dataset with
different strategies of active monitoring.
Anomaly detection. There exist other directions for de-
tecting more general anomalous behavior, not necessarily
only novel classes. In selective classification an input is re-
jected based on a (quantitative) confidence score, already at
training time (Geifman and El-Yaniv 2017). The probably
(a) Quantitative monitor
(b) Box-abstraction based monitor
(c) Alpha-threshold based monitor
(d) Random-rejection based monitor
Figure 3: Accuracy over time for the Fashion MNIST dataset
with different strategies of active monitoring.
best-known approach classifies based on the softmax score
(Guo et al. 2017; Hendrycks and Gimpel 2017), which is
known to be limited in effect (Gal and Ghahramani 2016).
Approaches to failure prediction aim to identify misclas-
sifications of known classes (Zhang et al. 2014).
(a) MNIST
(b) Fashion MNIST
Figure 4: Comparison of interaction rates for different mon-
itors on two benchmarks.
Domain adaptation techniques detect when the underly-
ing data distribution changes, which is necessary for statis-
tical methods to work reliably (Redko et al. 2019). Notably,
Royer and Lampert (2015) show that correlations in the data
distribution can be exploited to increase a classifier’s pre-
cision; while that approach applies to arbitrary classifiers
in an unsupervised setting, it cannot deal with unknown
classes. Sun and Lampert (2018) study the detection of out-
of-spec situations, i.e., when classes do not occur with the
expected frequency. An important aspect of domain adap-
tation is transfer learning (Pan and Yang 2010; Tan et al.
2018) and is challenging to do online (Zhao and Hoi 2010).
Continuous / incremental learning. A central obstacle
in incremental learning is catastrophic forgetting (or catas-
trophic interference): the classifier’s precision for known
classes decreases over time (McCloskey and Cohen 1989).
We mitigate that obstacle by maintaining a training dataset
and tuning the model on demand. Mensink et al. (2013)
found that a simple nearest-class-mean (NCM) classifier
(mapping an input to feature space and choosing the clos-
est centroid of all known classes) is surprisingly effective;
they also considered multiple centroids per class, as we do,
but they use the Mahalanobis distance in contrast to our box
distance. Guerriero, Caputo, and Mensink (2018) later ex-
tended that idea to nonlinear deep models, where the focus
is on efficiency to avoid constant retraining; we also delay
retraining (the network and the monitor) until precision de-
teriorates.
Rebuffi et al. (2017) extended the NCM classifier for
class-incremental learning with fixed memory require-
ments; that learning approach, working in a completely su-
pervised scenario, retrains the neural network using sam-
ple selection/herding and rehearsal; in principle these ideas
could also be integrated in our framework, but a representa-
tive sampling for our monitor is harder to obtain.
Active learning. The idea behind active learning is that,
when selecting the training data systematically, fewer train-
ing samples are needed; this selection is usually taken at
run-time by posing labeling queries to an authority (Settles
2012). Our approach follows the spirit of selective sampling,
where data comes from a stream, from the region of uncer-
tainty (Cohn, Atlas, and Ladner 1994). Das et al. (2016) fol-
low a statistical approach to outlier detection in interaction
with an authority, adapting to the reactions.
In an open world setting, novel classes have to be de-
tected on the fly and the classifier needs to be adapted ac-
cordingly. This setting was first approached by Bendale and
Boult (2015) using an NCM classifier and by Bendale and
Boult (2016) with a softmax score. More recently, Mancini
et al. (2019) proposed a deep architecture for learning new
classes dynamically. Wagstaff and Lu (2020) argue that two
main obstacles in this setting are the cold starts and the cost
of having the classifier in the loop.
Summary and future work
In this work, we presented an active monitoring framework
for accompanying a trained neural network during deploy-
ment that adapts to unknown input classes at run-time via
interaction with a human authority. Experiments on popu-
lar image-classification benchmarks proved that active mon-
itoring is effective in improving the prediction accuracy over
time in the setting when inputs of unknown classes are fre-
quently encountered. Moreover, we introduced a new moni-
tor based on a quantitative abstraction, providing the human
with confidence about the reported warnings based on a dis-
tance metric to the abstract class. In comparison to alterna-
tive monitoring strategies, namely, based on the box abstrac-
tion, alpha threshold for softmax score, or random rejection,
our monitor demonstrated superior performance in detection
and adaptation at run-time. Our framework thus improves
trustworthiness of automatic decision making.
Our framework is independent of the choice of the dataset
and the neural-network architecture. The only requirements
for applicability of our approach are access to the output
of the feature layer(s). We plan to extend our monitoring
procedure beyond image-classification benchmarks towards
real-world applications, with particular need of active mon-
itoring a) in autonomous driving for the model to gradually
adapt to the behavior of the authority, and b) in drug discov-
ery to provide recommendations on which unknown class of
inputs requires additional experimental data. In addition, the
underlying abstraction method of our framework can serve
as a suitable tool for designing an algorithmic approach to
explainability of a neural network’s predictions.
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