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ABSTRACT 
Additive manufacturing techniques like 3D printing are being used extensively to 
produce custom-designed products in all walks of life- from household items to human 
organs to space shuttle parts. However, most additive manufacturing platforms use single 
materials or use extremely complicated processes to print multi-material products. Also, 
the microstructure of the materials cannot be controlled in many cases. The 3D printing 
sector is a USD 7 Billion market and is expected to grow at a rate of 25% per annum. At 
this rate of development, the use of printing multi-material components and creating 
programmable material structures will be crucial for the already booming market. 
In order to create programmable materials, it has been shown extensively that nano- 
and micro-material inclusions can produce customized material properties. Bottom-up 
material fabrication techniques like external-field directed self-assembly have been used 
to create programmable materials using colloidal particles, just like building a Lego 
structure. However, these self-assembled materials have been manufactured at the micro-
scale and are often batch-produced, that makes it difficult to create bulk materials. Also, 
most self-assembled materials require clean-room and high-end equipment to fabricate the 
materials, which makes it highly expensive, inaccessible to common man and high 
complicated to integrate with additive manufacturing systems. 
I intend to use a combination of bottom-up colloidal self-assembly techniques with 
additive manufacturing platforms to create programmable, smart-materials that can be 
fabricated using 3D printing multi-material platforms and create portable additive 
manufacturing platforms to make it accessible for all.  
xv 
A high-throughput, continuous flow self-assembled material platform where 
colloidal particles, are self-assembled to create colloidal crystals in an acoustic field is 
developed. The colloidal crystals are embedded in a polymer, creating continuous colloidal 
particle-polymer composites fibers that can be 3D printed. Since the concentration of the 
colloidal solution and the acoustic field can be controlled, precise and programmable 
structures with varying mechanical, electrical and magnetic composite materials are 
developed. Our preliminary results show increased mechanical properties in PMMA-UV 
cured resin composites compared to randomly distributed composites and we demonstrate 
a graphene monolayer-polymer composite that can conduct selectively in particular 
regions. Similarly, we are working on creating a magnetic monolayer-polymer composite 
that can be used in robotic actuators. I am working on assembling the acoustic self-
assembly platform on a CNC machine to 3D print the composited to form bulk materials. 
In addition, I worked on understanding the effect of acoustic and fluid fields on the 
assembly process to understand and the assembly kinetics using Force-biased Monte Carlo 
simulations to obtain defect-free materials. I have used various quantitative techniques like 
micro-Particle Image Velocimetry (PIV), order parameter analysis and image processing 
to analyze the experiments and correlate and compare them with the Monte Carlo 
simulations.    
1 
CHAPTER 1.    INTRODUCTION 
 
Introduction 
Manufacturing defect-free ordered materials is immensely important for producing 
materials with applications to energy harvesting[1–4] components for sub-diffraction limited 
imaging[5] or as waveguides[6] for electromagnetic energy due to their unique physical and 
chemical properties, when compared to their bulk counterparts[7–9]. Developing novel 
manufacturing techniques to fabricate nano/micro/meso- crystals have become increasingly 
significant due to their superior and unique physical and chemical properties[5, 6], compared 
to their bulk counterparts[7], which leads to higher efficiency devices. 
To demonstrate the need for extensive research into defect-free material fabrication and 
its direct impact on us every day, the case of solar-cell electricity is briefly discussed. Solar 
electricity in the United States has reached grid parity with the current solar electricity cost is 
at 12.2 cents/kWh [8, 9], comparable to the cost of fossil fuel electricity at 10 cents/kWh [10].  
However, many other factors like the cost of infrastructure and maintenance are ignored in the 
cost mentioned and it is estimated by Beard et.al. that the unit cost of solar electricity needs to 
be reduced by half or a third for solar electricity to be used as widely as fossil energy [8]. 
Figure 1.1A shows the cost of solar electricity at 10 cents/kWh using current technologies. The 
current higher efficiency solar cells in research (i.e., lab prototypes in development) have 
shown an average cost of 5 cents/kWh, which is demonstrated in the $0.5-$0.3/kWh region.  
So extensive research on increasing the efficiency of solar power is being done 1) to 
improve the light absorption efficiency of bulk materials (the Si panel efficiency today is by 
the ‘current Si record efficiency’ limit in figure 1.1A and to 2) improve light absorption 
mechanisms like multi-exciton emission, intermediate bandgap materials to reduce emission 
2 
losses etc. by designing new materials. Quantum dot and nanocrystal materials are being 
developed today to make use of quantum confinement effects. Various nanostructure 
morphologies, for example nanorods shown in figure 1.1B, are being experimented with to 
improve absorption and emission properties. Also, mesoscopic materials with nano-
morphologies are being designed to improve the electron absorption/emission efficiencies. 
             
Figure 1.1. A) the cost of solar modules and the cost of solar electricity per kWh using 
present day solar technologies and predicted solar energy cost using next generation 
technologies and B) Various next-generation materials like quantum dots, nanorods and 
mesoscopic materials being developed to improve solar cell efficiency. (Figures cited from 
Reference [8]). 
The size and geometry dependent properties of nanocrystals have been used to design 
desired and custom-made materials like intermediate bandgap materials, linear and non-linear 
optical absorption or emission properties [11], electrochemical reactivity [12], high mechanical 
strength[13] etc. Despite the many advantages of single crystal nanomaterials, fabrication of a 
perfect nanocrystal material has remained a challenge and many novel methods are being 
developed today to make defect-free single crystal nanomaterials. 
3 
Problem Statement 
Many methods traditional top-down techniques like drop-casting, dip-coating, spin-
coating and lithography techniques have been used to prepare uniform nanocrystal materials 
previously. However, to obtain the optimum properties of materials, perfect crystals with no 
defects are desired. So other techniques like atomic layer deposition were used where 
individual particles are manipulated to make crystals. The crystals formed were without many 
defects but the throughput rate was extremely low and the need for new bottom-up techniques 
with high efficiency and high throughput rate was needed.  
In nature, we see the molecules and atoms assemble to form various structures without 
defects at a high throughput rate and has been names ‘self-assembly’. The process of molecules 
and atoms assembling into structures by themselves, without any or minimal human effort, is 
considered the holy grail of bottom-up fabrication techniques today[14]. In self-assembly 
process, the particles tend to move to the lowest-energy configuration by chemical bonding or 
physical reorientation. So self-assembly needs a hard-sphere repulsion, controlled size 
distribution, van der Waal’s attraction and a means of destabilizing one of these factors for 
rearrangement [15].  
Bottom-up self-assembly techniques like solvent method, evaporation-based self-
assembly, capillary-based self-assembly[16], wetting/dewetting technique, sedimentation, 
doctor blade method, solution-shear deposition, Langmuir-Blodgett method etc. have been 
widely used to obtain defect-free crystals[17]. However, the presence of cracks[18], point 
defects[19], line defects, multi-layer formation and formation of non-uniform layers due to 
island formation[17], grain boundaries and overlapping layers[20] have been observed using 
these techniques. Various techniques like thermal annealing[21] and ligand exchange 
processes have been experimented with to reduce the defects by rearranging the particles 
4 
during the intermediate dynamic state or after assembly. However, the methods did not yield 
good results due to the high temperature change, change in evaporation rate, the chemical 
complexity of the ligand exchange process and re-bonding issues involved. Also, point and 
line defects are used as templates to guide the self-assembly process, making them desirable. 
Many applications also needed crystals in specific conditions and geometry, leading to the use 
of patterned colloidal crystals to implement selective adsorption of particles on the substrate. 
Patterned crystals were obtained by several techniques like using patterned masks, chemically 
patterning the substrate/particle-ligand combinations, electrically charging the 
substrate/particle-ligand combinations etc. However, highly ordered colloidal crystals have not 
been observed using these techniques. Lithographically patterned substrates like wells and 
relieves or using microfluidic channels have been used to obtain highly ordered crystals. 
However, the precise size matching between the pattern and particle size makes the design 
process of the substrate or cell complex. So, alternate methods to obtain highly ordered and 
patterned crystalline materials are being explored. 
Assembling ordered structures using individual colloidal particles as building blocks is 
a bottom-up manufacturing process, where colloids form ordered microstructures in the 
presence of an externally applied field (e.g., electric [10–12], magnetic [13–16], acoustic [17–
20]). External fields offer a pathway towards mediating self-assembly due to short assembly 
time scales and controllability. Externally-driven self-assembly processes can form single 
crystals in a short span of time [21], typically ranging from a few seconds to a few hours [22]. 
Particles can be controlled and positioned individually using feedback methods or annealing 
techniques, allowing for external control of crystal growth [23,24]. However, the assembly is 
5 
conducted in small batches with limited material throughput [18,21,23,25], making it difficult 
to produce bulk materials at the scale required for many applications.  
Also, in macroscale stereolithography techniques like fusion deposited printing (3D 
printing), a single material ink is used for printing. Printing multiple materials, as required for 
many practical applications, required multiple printing nozzles with complicated printer 
designs [26]. In other cases, colloidal inks with multiple material inclusions or particles to 
obtain engineered material properties [27,28]. However, the particle/inclusions in the inks are 
randomly dispersed and cannot be engineered or controlled. Ordered materials have been 3D 
printed previously in batch processes where patterns are changed according to need for each 
layer and self-assembled material layer is fabricated. These layers are individually stacked 
layer-by-layer to create bulk materials [29–31]. However, these processes have low throughput 
and need extensive supplementary fabrication techniques like photolithography to create the 
self-assembly templates. Roll-to-roll processing of self-assembled materials has also been 
demonstrated [32], where electrodes are placed to assemble colloidal particles to create self-
assembled materials. As mentioned, roll to roll processing requires electrode fabrication and 
adheres to a fixed template, making it difficult to create customized designs [33].   
 In this dissertation, we describe a technique to integrate bottom-up and top-down 
approaches of self-assembly of materials and fusion deposition printing to produce bulk 
produce colloidal ordered composite materials. We describe an acoustic nozzle using colloidal 
inks (consisting of a base material and different material inclusions) that will be integrated on 
a 3D printing platform to produce bulk ordered colloid-polymer composites. We use 
acoustically mediated self-assembly of colloidal particles to order the inclusions due to several 
advantages of acoustic self-assembly over other externally-mediated self-assembly techniques. 
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Acoustically driven self-assembly can be done on a variety of materials, as sound 
waves exert a mechanical force on the particles and do not require specific electrical, magnetic 
or chemical material properties. An acoustically-driven system only requires a difference in 
density and material compressibility between the colloidal particles and solution to drive 
assembly [17,34]. Acoustic assembly occurs at the acoustic node and anti-node patterns. So 
complex microstructures can be obtained using acoustic wave interference, that can be created 
using off-the-shelf piezoelectric elements, eliminating the need for photolithography 
[17,18,35] for electrodes and cleanroom settings [36]. Acoustically-driven assembly can be 
done using off-the-shelf devices, making the process affordable and accessible [37]. Acoustic 
fields act over large areas (~1000 mm2), enabling large-scale assembly of colloidal particles 
[30,38,39] as opposed to the nano- or micrometer sized batch assemblies demonstrated using 
other externally-directed assemblies. Acoustic fields drive particles to assemble over short time 
periods [17,18,36], making the process suitable for continuous throughput production of 
colloidal crystals. 
This report discusses a continuous, high-throughput process for directing the 
acoustofluidic self-assembly of microparticles using off-the-shelf components without the 
need to access a clean room. Unlike previous demonstrations of batch self-assembly driven by 
acoustic fields [17,30], the flow-through reactor platform we describe here is capable of using 
acoustic fields to continuously assemble colloidal particles on the order of several hundred 
particles per minute.  The flow-through reactor configuration of our microfluidic cell lends 
itself well to additive manufacturing and rapid prototyping platforms. We demonstrate a novel 
pressure measurement technique using suspension balance model to measure the acoustic 
pressure on the particle ensemble. Monte Carlo simulations are done to understand the effect 
7 
of acoustic compression and hydrodynamics on particle assembly. The assembled particles are 
embedded in a UV-resin to form continuous self-assembled particle-polymer composite 
threads. Finally, the acoustic cell is integrated with a 3D printing platform to demonstrate the 
ability of fabrication of macroscale of self-assembled colloid-polymer composites using 
acoustic self-assembly. 
Introduction of Acoustic Assembly Processes 
In this dissertation, we primarily discuss self-assembly of colloids due to acoustic fields 
and the common acoustofluidic phenomenon observed during this process are described below: 
Primary Acoustic Force 
Acoustic waves produced by a mechanically oscillating force will transport particles to 
nodes (or antinode) depending on differences in particle-fluid density and compressibility.  In 
our experiment, colloidal crystals are assembled in a capillary using an acoustic standing wave 
generated by a piezoelectric element. Upon applying the acoustic field, the colloidal particles 
assemble at the acoustic node (i.e., the region of minimum acoustic energy), forming colloidal 
crystals. Acoustofluidic fields are being used extensively today in many microfluidic 
applications due to the focusing power of acoustic forces. For example, acoustic forces have 
been used in colloidal self-assembly to create new materials [17,18], biomedical 
instrumentation techniques like cytometry [36,38,39], biomedical applications like cell 
separation and cell concentration systems [40–42] and in micro- and nano-manufacturing 
industry like additive manufacturing processes [35,43–46]. 
Acoustic Streaming 
When the acoustic energy is absorbed by the medium in a system, the fluid gains 
momentum creating vortex a secondary force on the particles, called acoustic streaming. 
Acoustic streaming, in general, disrupts assembly of particles. So, in many cases, research is 
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being done to identify factors to reduce acoustic streaming [47]. Also, acoustic streaming 
affects smaller diameter particles, which reduces the ability to work with smaller particle sizes 
at the nanoscale. Working with smaller nanoparticles would increase the working acoustic 
frequency leading to increased streaming effects and smaller cell sizes, leading to low 
throughput [48,49]. In this dissertation, we study the effect of acoustic streaming briefly in 
relation to our custom acoustic cell. 
Inter-particle Acoustic Forces 
Interparticle forces originate due to the scattering of the primary acoustic radiation 
between individual particles. The interparticle forces are attractive forces that can increase the 
effective forces acting on an ensemble compared to the applied acoustic force. These forces 
are increased due to decreased particle-particle distance, higher particle radius, number of 
particles and the energy density of the acoustic field, leading to effective forces that can be 
equivalent in magnitude to the applied primary acoustic force in many cases [50–52].  
Dissertation overview 
The dissertation is divided into 7 chapters. Chapter 1 gives the general background and 
describes the problem statement of the dissertation. The need for self-assembly of materials to 
create highly efficient and programmable materials and the need for high-throughput 
techniques is described. The acoustically mediated self-assembly of colloidal particles to create 
crystalline materials is described and the common phenomenon observed during acoustic self-
assembly are briefly discussed. 
Chapters 2 describes the materials and methods used in the dissertation. A detailed 
method of the acoustic cell fabrication and the rapid prototyping platform to create ordered 
and programmable colloidal materials and composites. The optical techniques used to 
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characterize the processes are described. Image analysis, Micro-particle Image Velocimetry 
and Monte Carlo simulations techniques used to analyze the results are described.  
Chapter 3 describes the theory behind acoustic self-assembly processes and 
hydrodynamics of fluid flow. The theory used to characterize and quantify the results, such as 
suspension balance model, acoustic pressure measurement technique, acoustic energy, acoustic 
streaming, interparticle interactions are described briefly. Theory behind system-specific 
characterization methods like Monte Carlo simulations, Inverse Monte Carlo simulations, 
Force-biased Monte Carlo simulations, theoretical order parameter and radial distribution 
functions of colloidal systems used in this dissertation are discussed.    
Chapter 4 describes the high throughput, continuous self-assembly process using 
acoustophoresis. The effect of acoustic pressure and fluid flow on the assembly process is 
studied using an experimental state diagram. The formation of grain boundaries and defects is 
observed experimentally, and the mechanism is discussed. The experimental results are 
quantified using order parameter analysis, bead distribution analysis, micro-particle image 
velocimetry and radial distribution functions. Theoretical study of the hydrodynamics 
involved, and the colloidal sedimentation is done. Finally, the assembled colloidal crystals are 
frozen in a UV-curable polymer to demonstrate the ability to fabricate self-assembled colloidal 
particle-polymer millimeter sized threads continuously.   
Chapter 5 aims at studying the forces involved in the system and quantify the 
mechanisms we observe using computational and numerical analysis. Acoustic energy of the 
system is measured in various configurations during acoustic self-assembly experimentally. A 
novel acoustic pressure measurement technique is described to calculate the acoustic pressure 
acting on the colloidal ensemble in the microchannel using the energy profile. Force-biased 
10 
Monte Carlo simulations are used to confirm the experimental findings using the 
experimentally measured acoustic pressure. Inverse Monte Carlo simulations are used to 
understand the effect of primary and inter-particle acoustic pressures on the ensemble. 
Chapter 6 describes the application of continuous self-assembly by integrating the 
acoustic self-assembly system with a rapid prototyping platform to create bulk manufacturing 
system. The acoustic cell described in Chapter-4 is integrated with a CNC platform to create a 
3D printing system with an acoustic nozzle. This system helps with programming the 
microstructure of 3D printed parts using colloidal particles. A demonstration of the ability to 
print various materials is demonstrated using PMMA, copper, stainless steel, Strontium 
Aluminate: Europium and Dysprosium doped and graphite microparticles, each embedded in 
a UV-curable resin to form polymer-particle composite fibers. Strontium Aluminate: 
Europium and Dysprosium doped- UV resin composite threads are 3D printed to form a 
continuous layer, analogous to a layer-by-layer 3D printing system. Finally, the superior 
properties of ordered microstructures is demonstrated by comparing the mechanical strength 
of a self-assembled PMMA particle-UV resin sample with a randomly dispersed PMMA 
sample and a UV-resin sample only.   
Chapter-7 summarizes the main results and the conclusions of the work done in this 
dissertation and points towards potential future research paths that can be built on the results 
we discussed. 
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CHAPTER 2.    MATERIALS AND METHODS 
Acoustofluidic Self-assembly Cell Design and Fabrication 
The acoustic cell was prepared using off-the-shelf components without the use of a 
clean room (Figure 8). A square borosilicate glass capillary (Vitrocom, Catalog# 8100-100) 
with an inner side dimension of 1 mm and wall thickness of 0.2 mm was cleaned using 
protocols established for removing contaminants from glass capillaries [53].  The glass 
capillary was immersed in 1% Sparkleen (Fisher Scientific, Catalog# 04-320-4) solution at 
80°C for 30 minutes. Sparkleen immersion follows with immersion of the glass capillary in 
deionized water for 30 minutes and dried using air.  A lead zirconate titanate (PZT) 
piezoelement (APC International Inc., P-30.00mm-5.00mm-1.00mm-841 WFB., shown in 
Figure 2.1) was attached to the capillary using high-strength epoxy (JB Weld Epoxy Steel 
Resin) and cured for 24 hours at room temperature. The steel epoxy resin is used for attaching 
the piezoelement as epoxy resin would melt due to the high voltage applied and because steel 
conducts the acoustic wave into the glass capillary effectively compared to epoxy. 
 
Figure 2.1. Design of the piezoelement used in the acoustofluidic self-assembly cell 
fabrication [38]. 
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The acoustofluidic device, shown in figure 2.2, was fixed on a microscope slide (Fisher 
Scientific, 12-550-A3) using two polydimethylsiloxane (Ellsworth Adhesives, Part# 184 SIL 
ELAST KIT 0.5KG) pillars, 5 mm in diameter and 4 mm high, with epoxy to serve as 
supporting elements for the capillary.  The setup was allowed to cure for an additional 24 hours 
to ensure that epoxy (Devcon home 5-minute Epoxy) completely bonded the acoustofluidic 
device to the PDMS pillars. Silicone tubing (VWR International, Catalog# 16211-316) was 
attached on both ends of the capillary using epoxy. The capillary and tubing were attached in 
two steps with 24-hour gap to avoid the bending in the capillary caused by the tubing, which 
leads to problems with imaging (focusing) the particles inside the channel.  
 
Figure 2.2. The assembled acoustofluidic self-assembly cell  
Microparticle solution Preparation 
Polystyrene Solution 
Polystyrene beads with a 15 μm diameter (Polysciences Inc., Cat# 18328) were used 
as building blocks to form colloidal crystals.  One hundred microliters of polystyrene bead 
solution was suspended per 1mL deionized water sourced from an ARIES High Purity Water 
System with a 0.2 micron filter (Aries Filterworks). 
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Sample Preparation for Energy Experiments 
Polystyrene beads with a 15μm diameter (Polysciences Inc., Cat# 18328) were used as 
building blocks to form colloidal crystals.  Twenty-five microliters of polystyrene bead 
solution was suspended per 1mL deionized water sourced from an ARIES High Purity Water 
System with a 0.2 micron filter (Aries Filterworks). 
UV Resin-PMMA Microparticle Solution 
Unfunctionalized, dry PMMA particles (27μm-32μm diameter) were purchased from 
Cospheric (PMPMS-1.2 27-32um). The UV-curable resin was purchased from Sigma Aldrich 
(CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 1:1:1 
ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles 
were then added to the diluted resin solution. 
Sample Preparation for Copper Microparticle-UV Resin Experiments 
Unfunctionalized, dry Copper particles (20 micron diameter) were purchased from US 
Research Nanomaterials Inc. The UV-curable resin was purchased from Sigma Aldrich (CPS 
1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 ratio 
of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles were 
then added to the diluted resin solution. 
Sample Preparation for Strontium Aluminate: Europium, Dysprosium doped 
Microparticle-UV Resin Experiments 
Unfunctionalized, dry SrAl2O3:Eu, Dy particles (50 micron diameter) were purchased 
from Techno Glow Inc. The UV-curable resin was purchased from Sigma Aldrich (CPS 1030 
UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 ratio of the 
resin and solvents to reduce the viscosity of the resin. The PMMA microparticles were then 
added to the diluted resin solution. 
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Sample Preparation for Graphite Microparticle-UV Resin Experiments 
Unfunctionalized, dry graphite flakes (45 micron diameter, thickness) were purchased 
from US Research Nanomaterials Inc. The UV-curable resin was purchased from Sigma 
Aldrich (CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using 
a 10:1:1 ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA 
microparticles were then added to the diluted resin solution. 
Sample Preparation for Stainless Steel Microparticle-UV Resin Experiments 
Unfunctionalized, dry Copper particles (20 micron diameter) were purchased from US 
Research Nanomaterials Inc. The UV-curable resin was purchased from Sigma Aldrich (CPS 
1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 ratio 
of the resin and solvents to reduce the viscosity of the resin. The Copper microparticles were 
then added to the diluted resin solution. 
Experimental Setup 
Acoustic Assembly High Throughput and Acoustic Pressure Measurement Experiments 
The acoustic cell is fixed to an optical microscope stage. The piezoelement on the 
acoustic cell was driven with a sine function wave input using a wave function generator 
(Agilent 33220A).  An RF amplifier (Electronics & Innovation, 210L) with a maximum input 
of 1 Vrms was used to amplify the signal input into the piezoelement.  The amplitude and 
frequency of the signal from the amplifier was monitored continuously using an oscilloscope 
(Tektronix, TBS 1052B-EDU).  A signal attenuator (Tektronix P2220 Voltage Probe) was used 
on the oscilloscope to reduce the possibility of damage on the oscilloscope due to high voltage 
inputs.  Two dummy loads of 1 W (Tektronix 011-0049-01) and 50 W (Pasternack PE6234) 
were used with the wave function generator and the RF amplifier respectively to ensure that 
the circuit remained closed at all times.  
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The polystyrene bead dispersion was interfaced with the acoustofluidic device through 
the silicone tubing and introduced into the device with a syringe pump (Lucca Technologies, 
GenieTouch).  The acoustic pressure was generated by applying various voltages to the 
piezoelement.  All experiments were conducted at peak-to-peak voltages of 60 Vpp, 80 Vpp, 
and 99 Vpp as a direct input from the RF amplifier at a fixed frequency of 830 kHz.  Colloid 
throughput was varied by introducing the dispersion at flow rates of 1 mL/hr, 3 mL/hr and 5 
mL/hr using the syringe pump.  
At the outlet of the capillary, a 48 W UV-light source (SUNUV SUN2C 48 W LED 
UV Lamp) ranging from 355 nm to 405 nm was setup and the device was manually operated 
to be lit up for 4.5 minutes continuously to obtain continuously cured resin structures.    
3D Printer Setup 
The acoustic cell described above is integrated with a movable XY-stage to create a 3D 
printing platform. A CNC machine is assembled to act as the XY-stage and the tool head is 
replaced with the acoustic cell, creating an acoustic printing nozzle. A lab jack is mounted on 
the XY to stage to create a platform to hold the UV chamber that will cure the printed structure. 
The print bed is prepared in the UV chamber. Additionally, a heating pad can also be placed 
on the lab jack to accommodate a heat-cured polymer system. The schematic showing the main 
components of the 3D printer setup is shown in Figure 2.3. 
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Figure 2.3. Schematic describing the 3D printer setup 
The 3D printing platform is created using a CNC Carving Machine (Zen Toolworks 
CNC Carving Machine DIY Kit 12x12 F8) is used as the XY stage as shown in Figure 2.4. 
The tool head is replaced with the acoustic cell described above to create the printhead, called 
the acoustic printing nozzle as shown in figure 2.4. The CNC platform is operated using 
stepping motors in the X, Y and Z directions with a precision of 0.001”. The step motors are 
controlled using Grbl software, a high level, open source software that controls the motors 
using Arduino Uno R3 microcontrollers. Universal GCode Sender, an open source software is 
used as an interface for Grbl. A step size of 1mm and a federate of 1mm/s in the X and Y 
directions were used for our system. The Z-coordinate is kept constant. The UV lamp is run 
continuously to cure the assembled fibers and the acoustic cell is shielded completely from the 
UV source to avoid curing. The outlet of the cell is only subject the UV light during the process. 
The wavefunction generator, amplifier and syringe pump are used in addition to the setup as 
described in the acoustic cell fabrication section. 
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Figure 2.4. 3D printer is constructed using a CNC stage with a modified acoustic cell 
attached to the translation head. The wavefunction generator, amplifier, XY stage and the 
Arduino connections are shown. 
Optical Microscopy and Analysis 
An inverted optical microscope (Olympus IX70) was used to observe the assembly 
process at 10X magnification.  Videos were recorded using a scientific CMOS (sCMOS) 
camera (QImaging, Optimos).  Five hundred frames of video were taken at a frame rate of 10 
frames per second.  Each pixel in the recorded video was measured to be 885.6nm with a stage 
micrometer.  The videos were processed and analyzed using the MATLAB Image Processing 
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Toolbox (Mathworks).  Each frame was filtered to remove noise before identifying centroid 
locations.  The centroid locations are written to a text file and saved for bead distribution 
analysis. The images and video for the particle-resin sample were taken using a Lumenera 
Infinity3 6UR camera mounted on an upright microscope (Leica DM3000). 
Particle Image Velocimetry 
An open source particle image velocimetry (PIV) package, PIVLab [54–56], was used 
to identify particle velocity distributions.  PIVLab uses a cross-correlation algorithm to 
calculate particle displacement between two images.  Before our images are processed by 
PIVLab, we crop the frames to remove areas not occupied by beads to eliminate spurious 
velocity vectors that arise from local intensity variations caused by fluctuations in the light 
source.  Seeding densities below ten particles per interrogation area within an image will 
produce faulty vectors for velocimetric data analysis [57].  The cropped images are then filtered 
using a high-pass filter and a Wiener denoise filter prior to analysis.  The PIV algorithm then 
divides a frame into smaller interrogation areas and performs a correlation between these areas 
and the same areas on a consecutive frame to calculate the displacement of particles.   
Radial Distribution Function 
Radial distribution functions are used to determine the packing of crystalline structures 
in materials as shown in Figure 2B, where solids, liquids and gases show distinct radial 
distribution patterns. The radial distribution function calculates the number of particles 
(density) surrounding a particle at a given distance as shown in Figure 2.5A. So for a crystalline 
structure, distinct peaks are observed. In a liquid, the radial distribution curve has a smooth 




Radial distribution function, g(r) is given by [58]: 
𝑔(𝑟) =  
( )
( )
                                                               (2.1) 
Where ρ(r) is the local density of the particles below a radius r and Ω(r) is the total 
density of the system. The function can be defined as following in a discrete form: 







∙                                                    (2.2) 
Where N is the total number of particles in the system, V is the volume of the system 
and ρ is the density of the system defined by 𝜌 = 𝑁 𝑉. 
  
Figure 2.5. A) The radial distribution function calculation and B) general radial distribution 
function profiles of a solid, liquid and gas[59]. 
For experiments, the radial distribution function is calculated over a distance of ten 
times the diameter of the particle to understand the crystallinity of the system. In the case of 
Monte carlo simulations, the final data is multiplied with the radius of the particles, a, to get 
the physical coordinates of the system. The radial distribution curves shown in Figure 2.6 
demonstrate the radial distribution functions for the minimum and maximum center-to-center 
distance in a crystal for polydisperse samples. The results show us that a polydispersity of 20% 
can be expected in our experiments. This data will be used in the order parameter analysis.  
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Figure 2.6. Radial distribution curves for the A) 1 mL/hr- 80 Vpp and B) the 5 mL/hr-60 Vpp 
cases as they are the most crystalline and least crystalline cases. A polydispersity factor of 
20% for the experimental order parameter analysis was decided based on the width of the 
peaks. 
Order Parameter Analysis 
Experimental Order Parameter Analysis 
The average degree of hexagonal close-packing, 〈𝐶 〉, is defined as the average number 
of nearest neighbors of a particle in an ensemble [23]. The number of nearest neighbors, 𝑁 , 
for the particle, i, surrounded by nearest neighbors, j, is calculated within a coordination 
distance, rc. The bond-angle between particles for a six-fold symmetry is given by [60]  
 𝜉 = ∑ 𝑒 √              𝑟 < 𝑟                        (2.3) 
Equation (S19) is used to calculate the crystalline connectivity, 𝜒 , given by 
𝜒 =  
∗
∗                                                                (2.4) 
The ensemble is considered to be crystalline if 𝜒 ≥ 0.32.  So the nearest neighbors 
for a given particle can be calculated using  [60], 
𝐶 = ∑
1      𝜒 ≥ 0.32
0       𝜒 < 0.32
                                          (2.5) 
The average order parameter for the ensemble containing N particles, 〈𝐶 〉 is given by,  
〈𝐶 〉 = ∑ 𝐶                                                       (2.6) 
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The above equations were used to calculate the ensemble order parameter 〈𝐶 〉 for the 
experiments discussed below. To calculate the experimental order parameter, 〈𝐶 〉, the 
polydispersity factor was taken to be 20%. The values were based on the radial distribution 
graphs shown in Figure 2.6. 
Theoretical Maximum Order Parameter Analysis 
We also estimate the maximum average degree of hexagonal close-packing, 〈𝐶 〉, for a 
defect-free crystal arrangement for a given crystal width, WC, and crystal length, LC, by 
assuming that the acoustic field confines the colloidal particles to rectangular area of variable 
aspect ratio, ArC.  The expression for maximum 〈𝐶 〉 based on ideal packing is, 
〈𝐶 〉 = 6 −
∙ ∙ ( ) .
                                          (2.7)                                          
𝐴𝑟 = 0.866                                                               (2.8) 
where WC and LC can be estimated from optical microscopy measurements.   
We estimate the maximum average degree of hexagonal close-packing, 〈𝐶 〉, for a 
defect-free crystal arrangement for a given number of rows, NT, and number of columns, NL, 
using the following equations[21]: 
   〈𝐶 〉 =                                              (2.9)  
The number of particles surrounded by 6, 5, 4, 3 and 2 particles as shown in Figure 2.7, 
in a crystal confined to a rectangular area are given by, 
        𝐶 = (𝑁 − 2)(𝑁 − 2)                                             (2.10) 
   𝐶 = (𝑁 − 2)                                                      (2.11) 
   𝐶 = 2(𝑁 − 2)                                                    (2.12) 
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         𝐶 =  𝑁                                                           (2.13) 
          𝐶 = 2                                                               (2.14) 
Substituting the Equation (2.10) to (2.14) in the order parameter equation, Equation 
(2.9), we find that 〈𝐶 〉 is given by  
        〈𝐶 〉 = 6 −
( )
                                                 (2.15) 
        𝐴𝑟 =                                                              (2.16) 
where Ar is the aspect ratio of the crystal and N = NT ∙ NL is the total number of particles 
in a crystal. 
From Figure 2.8, we see that the relation between the number of columns in a crystal, 
NL, and the length of the crystal, LC, from optical microscopy is given by: 
          NL=                                                                        (2.17) 
As shown in Figure 2.8, the distance between two rows in a crystal is given by   
        Drow= √3𝑎                                                        (2.18) 
The relation between number of rows in a crystal, NT, and the width of the crystal 
obtained from optical microscopy, Wc, is given by, 
        NT = 
√
                                                            (2.19) 
Substituting Equation (2.17) and (2.19) in Equation (2.15), we get the order parameter, 
〈𝐶 〉, in terms of the length and width of the crystal measured using optical microscopy as 
   〈𝐶 〉 = 6 −
[ ∙ ∙ ( ) . ]
                                              (2.20) 
     𝐴𝑟 = 0.866                                                       (2.21) 
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Figure 2.7. Schematic of the length and width convention in a crystal and the number of 
nearest neighbors. 
Throughput Calculation 
The number of rows in a crystal for the width calculated in Figure 2.8 is given by 
Equation (2.19). The number of particles entering the acoustic field (i.e., the capillary) per row, 
Np, is given by, 
       𝑁 = 
  
   
                                               (2.22) 
From Eq. (2.19) and Eq. (2.22), the throughput in particles per minute is given by, 
               𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 𝑁 𝑁  
𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 17.32 (𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦)                        (2.23) 
 
 
Figure 2.8. Schematic showing the relation between row distance, Drow and diameter of the 
particle. 
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Particle Image Velocimetry 
Particle image velocimetry is a technique used to measure various properties like 
velocity, acceleration and related variables using frame-to-frame correlation. The area to be 
analyzed is divided into sub-areas. The displacement of each particle in the sub-areas is tracked 
from frame to frame and the average velocity vector for each of the sub-areas is calculated as 
shown in figure 2.9.  
 
Figure 2.9. Schematic describing the process of Particle Image Velocimetry [61]  
 
In this thesis, we use an open course Matlab application, PIVLab[54–56], for particle 
image velocimetry. We use only the Direct Cross-Correlation (DCC) algorithm in this software 
for our analysis. The correlation iterations using Discrete Fourier Transforms (DFT) are not 
used in our analysis. 
The discrete form for direct cross-correlation is given by[62], 
𝐴(𝑖, 𝑗), 𝐵(𝑖 − 𝑚, 𝑗 − 𝑛) 
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 where A represents the displaced interrogation area corresponding to the original interrogation 
area, A and m, n are the indices for each interrogation area in A and B respectively. 
For preprocessing steps, the image is cropped to eliminate the boundaries of the glass 
capillary in order to reduce errors in image processing. Since we use a 10X lens to image the 
system, we get aberrations at the extreme ends of the image, resulting in a blurred image of the 
particles that cannot be tracked. So, we also crop the areas of blur to improve the accuracy of 
the image analysis. We use Contrast Limited Adaptive Histogram Equalizer (CLAHE) to 
increase the contrast of particles from the background. Finally, we use a high-pass filter to 
reduce background noise. We use a single iteration DCC analysis to analyze the processed 
images. 
For postprocessing, velocity vector outliers are deleted manually. An upper and lower 
velocity limit is applied to eliminate drastically low and drastically high velocities which may 
have risen due to errors in the correlation analysis, be it due to poor image processing, or 
boundaries or background noise, which correspond to very few vectors in the histogram. 
Finally, data interpolation is done to get uniform velocity profiles at the boundaries.  
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CHAPTER 3.    THEORY 
Acoustic Energy 
Acoustic waves are produced by a mechanically oscillating force on a given particle at 
the node (or antinode) depending on the particle-fluid material properties.  The acoustic force 
acting on a spherical particle in an ideal fluid was formulated by King [63].  Gor’kov used the 
equation to derive the force on a small spherical body with the radius of the particle much 
larger than the wavelength of the sound wave [34].  The modified density factors for particle-
medium systems with comparable densities and small spherical particles was given by Yosioka 
et.al. [64].  Acoustic energy is dominantly influenced by the compressibility and density of the 
fluid-particle system. The acoustic energy exerted on a small particle by an acoustic wave is 
given by [17,65], 
           Uac= Ucomp + Udens                                                       (3.1)                    
          Ucomp= 
  
−2 − 1  〈𝑃(𝑥) 〉                                           (3.2) 
    Udens= 
   
( )
 〈|𝛻𝑃(𝑥) |〉                                           (3.3) 
where Ucomp represents the energy contribution due to a change in compressibility 
resulting from the local acoustic pressure and Udens models how the acoustic energy acts on the 
fluid-solid system when there is a density mismatch.  While, P is the acoustic wave pressure, 
Vp is the volume of the particle, 𝜌 is the density, c is the velocity of sound, 𝛽 is the 
compressibility, λ is the wavelength and k= 2π/λ is the wavenumber. The subscripts s and f 
represent the solid particle and fluid respectively.  The angled brackets represent the time-
averaged pressure where, P(x)= Po cos(kx)sin(ωt), represents a model for acoustic pressure 
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distribution our device.  The pre-factor, Po, is the pressure wave magnitude and λ is the pressure 
wave frequency.  
Substituting these parameters in Fac= -𝜵Uac, where the primary acoustic pressure is 
given by, 
        𝐹 = − ∇〈𝑃(𝑥) 〉                                                    (3.4) 
where Φ is the acoustic contrast factor is given by,  
             Φ =  -                         (3.5) 
If the wave exerts a force on the particle towards the node, the particles are acoustically 
positive contrast particles (i.e., Φ is positive) and if the wave exerts a force towards the particle 
at the anti-node, the particles are acoustically negative particles (i.e., Φ is negative).  
Acoustic energy is given by the equation 
         𝑈 =  𝑈  2 1 − 𝑐𝑜𝑠 (𝑘𝑥) − 3
( )
𝑠𝑖𝑛 (𝑘𝑥)               (3.6) 
The amplitude of energy equation is given by 
      𝑈  =  𝑉  = 𝑎 𝐸                (3.7) 
The term, 𝐸 =   is the energy density of the acoustic wave independent of the 
position of the wave, 𝛾 =  and 𝐶 = .   Figure 4.1A shows the normalized pressure 
distribution and Figure 4.1B shows the corresponding acoustic energy distribution of a 
sinusoidal standing acoustic wave propagating in the x-direction with a single node. The 
pressure and energy graphs shown in Figure 8 are normalized by the pressure amplitude and 
energy amplitude respectively.  As described above, at zero acoustic pressure (i.e., the node), 
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the acoustic energy is minimum, causing the particles to concentrate at the node and form an 
ordered crystal. 
Acoustic Primary Force 
The acoustic pressure wave, p(x,y), is given by  
p(x,y)= 𝑃 cos(𝐾 x)sin(𝜔 t) + 𝑃 cos(𝐾 y)sin(𝜔 𝑡)             (3.8) 
<sin(𝜔 t)> = <sin 𝜔 t)> = 
√
                                              (3.9) 
Therefore, (1) can be written as 
       <p(x,y)> = 
√
 (𝑃 cos(𝐾 x)+ 𝑃 cos(𝐾 y))                                  (3.10) 
The corresponding force generated by the acoustic pressure wave is given by 
 𝐹 =  −   < 𝑝(𝑥, 𝑦) >                    (3.11) 






                   (3.12) 
Since the pressure wave is 2-dimenisonal, 
( , )
= 0 
    
( , )
=  −𝑃 ∙ 𝐾 ∙ sin (𝐾 𝑥)                                                 (3.13) 
    
( , )
 = −𝑃 ∙ 𝐾 ∙ sin(𝐾 y)                                                 (3.14) 
Using (3.13) and (3.14) in (3.12), 
  𝐹 =  
√
∙2∙[𝑃 cos(𝐾 x)+𝑃 cos(𝐾 y)]∙ 𝑃 ∙ 𝐾 ∙ sin(𝐾 x)   𝑃 ∙ 𝐾 ∙ sin 𝐾 y   0                     
(3.15)  
       =  
√
  
𝑃 ∙ 𝐾 ∙ sin(𝐾 𝑥) ∙ cos(𝐾 𝑥) +  𝑃 ∙ 𝑃 ∙ 𝐾 ∙ sin(𝐾 𝑥) ∙ cos 𝐾 𝑦






            = 
√
𝑃 ∙ 𝐾 ∙ sin(2𝐾 𝑥) +  2 ∙ 𝑃 ∙ 𝑃 ∙ 𝐾 ∙ sin(𝐾 𝑥) ∙ cos 𝐾 𝑦
2𝑃 ∙ 𝑃 ∙ 𝐾 ∙ sin 𝐾 𝑦 ∙ cos(𝐾 𝑥) +  𝑃 ∙ 𝐾 ∙ sin 2𝐾 𝑦
0
    
(3.17) 
   where V= Volume of microparticle 
             𝛽 = Compressibility of the medium 
             Φ = Acoustic Contrast 
             λ= Wavelength of acoustic wave 
The volume of a spherical microparticle with a radius ‘a’ is given by V=  π𝑎   
Substituting the volume of the microparticle in (7), we get 
       F=
√
𝑃 ∙ 𝐾 ∙ sin(2𝐾 𝑥) +  2 ∙ 𝑃 ∙ 𝑃 ∙ 𝐾 ∙ sin(𝐾 𝑥) ∙ cos 𝐾 𝑦
2 ∙ 𝑃 ∙ 𝑃 ∙ 𝐾 ∙ sin 𝐾 𝑦 ∙ cos(𝐾 𝑥) +  𝑃 ∙ 𝐾 ∙ sin 2𝐾 𝑦
0
     
(3.18) 
Acoustic Streaming Force 
When the acoustic energy is absorbed by the medium in a system, the fluid gains 
momentum creating a secondary force on the particles, called acoustic streaming. Also, the 
interparticle reflection of the primary acoustic force can lead to acoustic streaming.  Rayleigh 
and Eckart streaming are two mechanisms that may contribute to acoustic streaming effects in 
our device scale. Fluid jets due to Eckart streaming is negligible because our device is small 
and operates at a low frequency, which reduces the fluid momentum generated by acoustic 
[47]. Rayleigh streaming produces vortices, which we would expect to have significant effect 
on crystal formation Literature results from a computational analysis found that the acoustic 
streaming effect is more significant in the transverse x-direction rather than in the longitudinal 
z-direction, where the flow of fluid in the capillary is a more significant effect [49] 
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Acoustic Strouhal Number 
Acoustic field will also transfer some momentum to the fluid layer located near the 
wall that is closest to the PZT, which leads to localized fluid motion [66,67].  This 
phenomenon, known as acoustic streaming, has a maximum characteristic velocity expressed 
as [48],  
     𝑣 , = 𝑣                                           (3.19) 
       𝑣 =                                                          (3.20) 
where vo is the acoustic velocity amplitude and its definition is based on solvent 
compressibility, density and speed of sound.  Based Eqs. 3.19 and 3.20, the maximum velocity 
of a particle transported by an acoustic radiation field is, 
𝑣 , =                                            (3.21) 
where we incorporate the acoustic velocity amplitude into this definition.  The relative 
effect of acoustic radiation can be compared to acoustic streaming by dividing Eq. 3.19 into 
Eq. 3.20.  This leads to the definition of a particle-scale acoustic strouhal number, 
𝐴𝑆𝑁 =                       (3.22) 
Hydrodynamics of Colloidal Transport 
 The transport of colloidal particles entrained in a fluid flow and an acoustic 
field is modeled by the Langevin equation of motion [68], 
                 𝑚
𝒖𝒑
= 6𝜋𝜇𝑎 𝐾 𝒖𝒑 − 𝐾 𝒖𝒇 + 𝑭𝒂𝒄  + 𝑭𝑬 + 𝑚 ∙ 𝒈 + 𝑭𝑩                       (3.33) 
where m is the particle mass, up is the particle velocity vector, μ is viscosity, a is the 
particle radius, uf is the unperturbed fluid velocity vector, Fac is the acoustic force experienced 
by the colloidal particles as they interact with an acoustic field, FE is sum of all the electrostatic 
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forces that interact with the colloidal particle, m∙g is the gravitational body force and FB is the 
stochastic force due to Brownian motion.  The factors Kp and Kf represent the hindrance to 
colloidal particle transport and fluid flow as they approach a solid boundary. 
Hydrodynamic Interactions in the Z-Direction  
 Fluid flow is driven through a square capillary in a single direction by a syringe 
pump.  Neglecting acoustically generated flows, which are discussed below in the next section, 
the flow profile for a square capillary is [69], 
        𝑢 , (𝑥, 𝑦) = 4 ∑ ∑
( ⁄ ) ( ⁄ )
( ), , ,…, , ,…
                      (3.34) 
where Q is the fluid flow rate and w is inner width of the capillary.  In this model, Q/w2 
represents the average fluid velocity (uavg) in the capillary and the maximum fluid velocity is 
umax ≈ 1.79uavg for a square capillary.  The colloidal particles sediment and are acoustically 
focused towards the center of the capillary microchannel.  Near the wall at the channel 
centerline, the unperturbed fluid velocity is approximately [70], 
𝑢 , (𝑦) =  𝑦                        (3.35) 
for a value of y that is less than or equal to one particle radius. Also, the shear rate (Γ) 
is defined as Γ= 4umax/w. 
 The hindrance factor for a particle traveling parallel and perpendicular to a wall 
is given as[71],  
     𝐾 , = 𝐾 , =
( ) ( )
( ) ( )
                                       (3.36) 
       𝐾 , =
( ) ( )
( ) ( )
                                       (3.37) 
where α = (y-a)/a.  The rational functions provide convenient forms for expressing these 
hindrance factors to within ±0.1% of their exact values [72].  Goldman et al. present the 
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hindrance to colloidal transport in shear flow near a wall as the ratio of particle translation 






. .  ( )
≤ 1.003202
                       (3.38) 
where the ratio is express as a rational function fit to the exact values.  Based on this 
result, the factor Kf in the direction of flow is, 
    𝐾 , =
,
,
𝐾 ,                                      (3.34) 
The hindrance factors presented here only represent the corrections due to the capillary 
wall.  For simplicity, we neglect corrections for hydrodynamic interactions between particles.  
Investigation of these hydrodynamic interactions will be the subject of future work. 
 The work by Goldman et al. provides us with a way to interpret microparticle 
image velocimetry data near the wall of the capillary.  The particle translation velocity, upz, is 
measured using optical video microscopy and normalized by a factor of, 
         𝛣 = ,                                  (3.35) 
where Γ = 4umax/w is the effective shear rate in the capillary tube as shown in figure 3.1. 
   
Figure 3.1. Wall effects on a colloidal particle travelling near a wall. 
33 
The dimensionless height, y/a, is a function of α and we can use the data from Goldman 





1 +  𝑒( . . ⁄ ) 𝐵 ≤ 0.45
               (3.36) 
Equation (3.36) provides us with a way to connect the measured translation velocity 
with the particle’s height above the capillary wall. 
Brownian motion and thermal fluctuation interactions become significantly dominant 
at the sub-micrometer scale [74]. Brownian dynamics is given by the Langevin model for 
Brownian motion, considers that a particle is subject to a white noise due to thermal 
fluctuations. The diffusion of a particle far from a boundary is given by the Stokes-Einstein 
relationship, 
       𝐷 =                                      (3.37) 
where D is the diffusivity of a single particle, k is the Boltzmann’s constant, T is the 
absolute temperature, 𝜼 is the viscosity of the medium and a is the radius of the particle. Long 
range hydrodynamic interactions exist in a suspension at low Reynold’s number that can 
modify the mobility of a system. Brownian motion decreases considerably with an increase in 
the radius of the particles and the motion of the particles is defined by applied forces acting on 
the particles compared to the Brownian motion alone.  Peclet number, defined as the ratio of 
fluid advection to particle diffusion, is used to estimate if Brownian motion can be neglected.  
Peclet number is given by [75], 
    𝑃𝑒 =                                 (3.38) 
For the case where Pe > 1, we can neglect the stochastic effects of Brownian motion 
and model the transport of colloids as deterministic. 
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Suspension Balance Model 
In a non-uniform acoustic field, particles that are less buoyant than the medium in 
which they are dispersed will migrate towards a pressure node as shown in figure 3.2.  The 
particle ensemble is collectively transported towards a pressure node with a flux of, 
     𝐽 = 𝜑                       (3.39) 
where Fac is the acoustic radiation force acting on a single particle, φ is the local volume 
fraction of the particle ensemble, μ is the solvent viscosity and a is the particle radius.  For a 
single standing wave, the acoustic radiation force acting on an isolated particle is [76] 
   𝐹 (𝑥) = 𝑠𝑖𝑛                      (3.40) 
where Po is the acoustic pressure amplitude, Vp is the particle volume, 𝛽s is the solvent 
compressibility factor, f is the applied frequency of the acoustic field, cs if the speed of sound 
in the solvent, w is the width of the microchannel and Φ is the acoustic contrast factor given 
by [77] 
 Φ = −                          (3.41) 
where 𝜌 is density and 𝛽 is the compressibility factor.  The subscripts p and s refer to 
particle and solvent properties respectively.  For particles with a density ratio that is larger the 
compressibility ratio, the acoustic contrast factor is positive, and the particle ensemble will 
preferentially migrate towards the acoustic node. 
While the particle ensemble assembles in the acoustic node, the presence of advection 
causes particles to locally collide with one another.  Over time, these hydrodynamically-
induced collisions lead to particles to migrate away from regions of high concentration [78].  
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This phenomenon, referred to as shear induced diffusion [79,80], has a characteristic one-
dimensional flux of [81], 
     𝐽 = −𝐷               (3.42) 
where DΓ is the shear-induced diffusion coefficient.  Based on published measurements 
performed on dilute dispersions of spherical particles [82], we estimate the shear-induced 
diffusion coefficient to be, 
    ≈ 0.0354𝜑 + 0.506𝜑           (3.43) 
where φ is the fluid shear rate.  For particle ensembles that settle near the bottom of our 
square microchannel, the shear rate corresponds to constant linear shear flow,  
          Γ =                     (3.44) 
where Q is the fluid flow rate. 
Acoustic radiation is responsible for concentrating the particle ensemble near the 
acoustic node generated by the standing present in the microchannel.  However, the migrating 
particle ensemble undergo shear-induced collisions near the acoustic node.  The net particle 
flux due to acoustic radiation is directly balanced by shear-induced diffusion flux such that, 
  −𝐷 = 𝜑                             (3.45) 
The mass balance represented by Eq. 3.45 can be used to approximate the local density 
of the particle ensemble.  Eq. 3.45 is numerically integrated using a forward Euler scheme to 
calculate the particle ensemble density distribution.  The discrete form of Eq. 3.45 is, 
        −𝐷 , =
, 𝜑             (3.46) 
where i is an index at position xi and ∆x is the spacing between indices xi and xi+1.  The 




Figure 3.2. Force balance of acoustic force and fluid flux in an acoustic cell. 
Monte Carlo Simulations 
Monte Carlo Simulations 
Large systems are modelled using sample spaces using stochastic sets by many 
statisticians called Monte Carlo calculations. Monte Carlo method was used to calculate 
average system parameter, F, where a representative probability function representing the 
system behavior, 𝑓(𝑥), the system values are integrated over the entire system space using 
distinct trial values belonging to the stochastic set. The integrated value is normalized with the 
trial distribution to obtain the average system parameters [58]. 
F = ∫ 𝑑𝑥
( )
( )
𝜌(𝑥)               (3.47) 
ρ(x) is a random probability density function representative of the system. A number 
of trials, T, are done by selecting a random number, 𝝃, belonging to the stochastic sample trial 
set of the system, 𝜉 ∈ (𝑥 , 𝑥 ) are taken. Then, the average value of the system parameter can 
be written as: 
  𝐹 =  〈
( )
( )
〉                             (3.48) 
To generalize the problem and apply it to many systems, 𝜌 = 𝜌  case is used and is 
called the Metropolis method of Monte Carlo simulations. However, selecting a probability 
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function, ρ(x), can become very complicated for a system or may not be possible. To generalize 
this technique, we assume that the probability function in such a way so that the probability of 
one step in a sample is the same for every particle. We also assume that the probability of one 
step is dependent only on the previous configuration as shown in Figure 3.3. This leads to the 
Monte Carlo system we use today to simulate atomic simulations. When we assume a sample 
(box), a random set of particles are selected, and the total energy (Uac) of the system is 
calculated such that the system settles at a lower energy configuration each time. If Rx, Ry and 
Rz are the particle movement coordinates (step size) and the sample size is BOXLEN, we can 
design the simulation steps as [83]: 
              RXIJ  = RX2IJ - ANINT ( RXIJ / BOXLENX ) * BOXLENX               (3.49) 
             RYIJ  = RYIJ - ANINT ( RYIJ / BOXLENY ) * BOXLENY 
                         RZIJ  = RZIJ  
 
Figure 3.3. ‘Box’ selection and the equal probability particle movement steps (Figure from 
Reference [83]).  
Hard Sphere Interactions 
Hard sphere interactions are considered where the energy between two particles 
colliding will tend to infinity. By this definition, the collisions and overlapping of particles is 
removed. The hard sphere interaction, where collision distance is defined as Rmin, is given by   
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If 𝑟 < 𝑅  ⟹ 𝑉  → ∞                                   (3.50) 
𝑟 > 𝑅  ⟹ 𝑉  → 0 
The hard sphere potential is the simplest assumption and in many cases, other models 
like the square well potential and soft sphere interactions are used to model realistic system 
interactions. The various potentials are mentioned in figure 3.4. 
 
Figure 3.4. Sphere interactions for A) Ideal hard sphere potential, B) Square well potential, 
C) soft sphere potential with 𝝊=1 and D) soft sphere potential with 𝝊=12 [83]. 
 In this thesis, we consider a simple hard sphere potential and is used in the code as 
shown below. Instead of an ideal infinite condition, we use a finite value in the model to show 
a sharp increase in the system potential.  
 OVRLAP = .FALSE. 
        V      = 0.0 
!          ** MINIMUM IMAGE THE PAIR SEPARATIONS ** 
              RXIJ  = RXIJ - ANINT ( RXIJ / BOXLENX ) * BOXLENX 
              RYIJ  = RYIJ - ANINT ( RYIJ / BOXLENY ) * BOXLENY 
              RZIJ  = RZIJ  




              IF ( RIJ .LT. RMIN ) THEN 
                    OVRLAP = .TRUE 
                    V = V + 1E3 
Acoustic Energy 
The acoustic energy is given by  
𝑈 = 𝑈 [2𝑓 sin(𝑘𝑥) − 3𝑓 𝑐𝑜𝑠(𝑘𝑥) ]                              (3.51) 
  where 𝑈  is the acoustic energy density and f1 and f2 are the density and compressibility 
factors in the acoustic energy expression. The acoustic potential profile is shown in figure 3.5. 
 
Figure 3.5. Acoustic potential profile for the 1mm capillary channel. 
The acoustic potential is defined in the code as: 
VM = -4158 
VAC = AF*(2*F1*cos(KF*(RYI+LA/2))**2-3*F2*sin(KF*(RYI+LA/2))**2) 
V = V + VAC  
Interparticle energy 
The interparticle energy between particle pairs arises due to acoustic reflection between 
particles that can create an attractive or repulsive force, thus influencing the effective acoustic 
force acting on the ensemble [84]. 
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The interparticle acoustic force between two particles is given [50] by 𝐹 , 
𝐹 =  −
( )
∙ 
 (1 − 3cos (𝜃) )                                     (3.52) 
where vac is the velocity of the particle, 𝜌  is the density of the fluid, 𝜌  is the density 
of the particle, a is the radius of the particle, r is the center to center distance between two 
particles and 𝜽 is the angle the particle makes with respect to the field. Since the assembly 
occurs in the direction of acoustic field, we take  𝜃 = 0°.  In order to apply the interparticle 
force in Monte Carlo simulations, we calculate the energy change in the system due to the 
interparticle forces given by, 
𝐹 = −                                                                   (3.53) 
∫ 𝑑𝑈 = − ∫ 𝐹 ∙ 𝑑𝑟                                                          (3.54) 
𝑈 =  −
( )
                                               (3.55) 
This is implemented in the code as shown below: 
         
        THETA = ATAN2(RXIJ,RYIJ) 
        RIJ = SQRT ( RXIJ**2 + RYIJ**2 + RZIJ**2 ) 
        IF ( RIJ .LT. RMIN ) THEN 
            V = V + 1E7 
            GOTO 100 
        ELSEIF ( (RIJ .LT. RCUT) ) THEN 
        ! Acoustic pressure particle-particle interaction 
        APF = 2.018*(AF/844.114) 
        DIR = 1-3*cos(THETA)**2 
        V = V + 2*pi*DIR*APF/9/RIJ**3 
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Electrical Interactions 
Particles are coated with electric charges to prevent coagulation and the electrical 
interactions (𝑈 ) are defined as particle-particle electrostatic interactions (𝑈 ) and the 
particle-wall interactions (𝑈 ) [85,86]. 
𝑈 = 𝑈 + 𝑈                                                               (3.56) 
𝑈 (𝑟 ) =  𝐵 𝑒𝑥𝑝 −𝜅 𝑟 − 2𝑎                                           (3.57) 
𝐵 = 32𝜋𝜀 𝑎 𝑡𝑎𝑛ℎ                                     (3.58) 
𝑈 (𝑧) =  𝐵 𝑒𝑥𝑝[−𝜅(𝑧 − 𝑎)]                                              (3.59) 
𝐵 = 64𝜋𝜀 𝑎 𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ                      (3.60) 
where 𝜅  is the Debye length,  𝜀  is the medium dielectric constant, K is the 
Boltzmann’s constant, T is the absolute temperature, e is the charge of an electron, 𝑧  is the 
electrolyte valence and 𝜓  and 𝜓  are the particle and wall electrostatic potentials respectively. 
We neglect the effect of particle-particle and particle-wall electrostatic interactions in this 
study. If implemented, the code for electrostatic potential is given by, 
! Electric Double Layer interaction between particles and Depletion Interaction 
V = V + BPW*exp(-KD*(R-2)) 
Force Biased Monte Carlo Simulations 
The fluid flow in the capillary is implemented in the Monte Carlo technique using a 
bias factor, to include the parabolic fluid flow in the capillary. This technique of introducing a 
factor to account for external forces is called Force-Biased Monte Carlo (FBMC) simulations 
[24,87]. In this simulation, the bias factor, XBias, is introduced in the particle movement step 
given by, 
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  𝑋 = 1 −                                                    (3.61) 
The new coordinates are calculated using the equation [88] are implemented in the code as, 
          XBIAS = (1-(2*RYIOLD/LA)**2) 
        RXINEW = RXIOLD + ( 2.0 * RND - 1.0 + XBIAS ) * DRMAX 
where Y is the y-coordinate of the particle in the capillary, RND is a random number 
function, RXi,new is the new coordinate of the particle step, RXi,old is the old coordinate of the 
particle and Dr,max is the maximum distance a particle can move in the Monte Carlo step. The 
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Introduction 
Manufacturing defect-free ordered materials is immensely important for producing 
materials with applications to energy harvesting[1–4] components for sub-diffraction limited 
imaging[5] or as waveguides[6] for electromagnetic energy due to their unique physical and 
chemical properties, when compared to their bulk counterparts[7–9]. Assembling ordered 
structures using individual colloidal particles as building blocks is a bottom-up manufacturing 
process, where colloids form ordered microstructures in the presence of an externally applied 
field (e.g., electric[10–12], magnetic[13–16], acoustic[17–20]). External fields offer a pathway 
towards mediating self-assembly due to short assembly time scales and controllability. 
Externally-driven self-assembly processes can form single crystals in a short span of time[21], 
typically ranging from a few seconds to a few hours[22]. Particles can be controlled and 
positioned individually using feedback methods or annealing techniques, allowing for external 
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control of crystal growth[23,24]. However, the assembly is conducted in small batches with 
limited material throughput[18,21,23,25], making it difficult to produce bulk materials at the 
scale required for many applications.  Producing ordered materials in bulk using batch-
production increases the manufacturing time and complexity of production as materials are 
processed in small batches and then assembled separately to form bulk materials. External 
fields require specific material properties (e.g., dielectric, ferro- or paramagnetic) to drive the 
assembly of particles in solution.  Many of the external field techniques require 
photolithography to fabricate electrodes to generate the required external field patterns, which 
increases cost and device complexity due to the cleanroom operations and expensive 
equipment required for lithography techniques and to conduct the experiment.  
In comparison to other directed techniques, acoustically driven self-assembly can be 
done on a variety of materials, as sound waves exert a mechanical force on the particles and 
do not require specific electrical, magnetic or chemical material properties. An acoustically-
driven system only requires a difference in density and material compressibility between the 
colloidal particles and solution to drive assembly[17,26]. Complex microstructures can be 
obtained using acoustic wave interference, that can be created using off-the-shelf piezoelectric 
elements, eliminating the need for photolithography[17,18,27]. Particles assemble at the nodes 
(or anti-nodes) in the acoustic field, irrespective of the geometry of the experimental assembly 
chamber or electrodes. Hence, acoustically-directed assembly does not require electrodes with 
complex geometries for assembly, eliminating the need for complex photolithography 
equipment and cleanroom settings[28]. Acoustically-driven assembly can be done using off-
the-shelf devices, making the process affordable and accessible[29]. Acoustic fields act over 
large areas (~1000 mm2), enabling large-scale assembly of colloidal particles[30–32] as 
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opposed to the nano- or micrometer sized batch assemblies demonstrated using other 
externally-directed assemblies. Acoustic fields drive particles to assemble over short time 
periods[17,18,28], making the process suitable for continuous throughput production of 
colloidal crystals.  
This article presents a continuous, high-throughput process for directing the 
acoustofluidic self-assembly of microparticles using off-the-shelf components without the 
need to access a clean room.  Fifteen-micron polystyrene particles dispersed in water are 
continuously introduced to glass-capillary microfluidic flow cell with a syringe pump.  A 
piezoelectric element attached to the side of the flow cell generates an acoustic standing wave 
that drives particles to assemble at acoustic nodes.  An experimental state diagram shows the 
effect that fluid flow rate and applied acoustic pressure have on the assembled microstructure.  
Highly ordered, continuous crystals are observed to assemble in less than a minute with a yield 
throughput rate of several hundred particles per minute were observed under various pressure 
and flow rates. Finally, the ability to fabricate a bulk material using acoustically directed-
assembly is demonstrated by freezing the acoustically-assembled particles in a UV-curable 
resin continuously through the acoustic cell to form ordered microparticle-polymer thread-like 
structures.  
Particle tracking software is used to identify the location of microparticles assembled 
in ordered structures.  This data is used as part of a cross-channel distribution analysis to 
understand the compressive influence that the acoustic pressure has on the observed structures.  
The flow cell throughput is quantified using a micro-particle image velocimetry analysis of 
optical video microscopy data.  The degree of order within the assembled structures is 
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quantified by calculating the experimental order parameter and comparing the number of 
nearest neighbors to theoretical expectations for an ideal ordered structure.   
Unlike previous demonstrations of batch self-assembly driven by acoustic 
fields[17,30], the flow-through reactor platform we describe here is capable of using acoustic 
fields to continuously assemble colloidal particles on the order of several hundred particles per 
minute.  The flow-through reactor configuration of our microfluidic cell lends itself well to 
additive manufacturing and rapid prototyping platforms, leading to an increase in throughput, 
material yield, reduced operating costs, and improved production time.  Future work will focus 
on mitigating defects in assembled structures and applying this platform to additive 
manufacturing of polymer-particle composites, where the degree of order between particles 
can influence composite mechanical [33] or optical[34]  properties. 
Results 
Acoustic Force 
Acoustic waves produced by a mechanically oscillating force will transport particles to 
nodes (or antinode) depending on differences in particle-fluid density and compressibility.  In 
our experiment, colloidal crystals are assembled in a capillary using an acoustic standing wave 
generated by a piezoelectric element. Upon applying the acoustic field, the colloidal particles 
assemble at the acoustic node (i.e., the region of minimum acoustic energy), forming colloidal 
crystals. The acoustic cell fabrication and setup are discussed in the Experimental section. 
  Acoustic energy is dominantly influenced by the compressibility and density of the 





Uac= Ucomp + Udens                          (4.1)                    
Ucomp= 
  
−2 − 1  〈𝑃(𝑥) 〉                      (4.2) 
Udens= 
   
( )
 〈|𝛻𝑃(𝑥) |〉                     (4.3) 
where Ucomp represents the energy contribution due to the compressibility mismatch 
between the particle and solution resulting from the local acoustic pressure and Udens models 
how the acoustic energy acts on the fluid-solid system when there is a density mismatch.  
While, P is the acoustic wave pressure, Vp is the volume of the particle, 𝜌 is the density, c is 
the velocity of sound, 𝛽 is the compressibility, λ is the wavelength and k= 2π/λ is the 
wavenumber. The subscripts s and f represent the solid particle and fluid respectively.  The 
angled brackets represent the time-averaged pressure where, P(x)= Po cos(kx)sin(ωt), 
represents a model for acoustic pressure distribution our device.  The pre-factor, Po, is the 
pressure wave magnitude and ω is the pressure wave frequency. Colloidal particles in an 
acoustic field assemble at the node or anti-node, depending on the acoustic contrast factor of 
the particle-fluid system. The acoustic contrast factor is defined by Equation (4.4) 
  Φ =  -                               (4.4) 
where 𝜌 is the density, 𝛽 is the compressibility. The subscripts s and f represent the 
solid particle and fluid respectively.  
The normalized acoustic pressure distribution and the corresponding normalized 
acoustic energy distribution in our capillary system are shown in Figure 4.1A and Figure 4.1B 
respectively. A detailed explanation of the energy and pressure equations defined to simulate 
the field distribution is described in the supplemental information. In our experiment, a single 
node is formed in the center of the capillary using a sine wave, creating at the point of zero 
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acoustic pressure and minimum energy point within the capillary. This minimum energy zone 
in the center of the capillary occupies the full length of the capillary, which helps assemble the 
colloidal particles into ordered crystals.  
 
Figure 4.1. (A) The acoustic pressure distribution normalized by the pressure amplitude and 
(B) the acoustic energy arising from the pressure distribution normalized by the acoustic 
energy amplitude. 
State Diagram 
The acoustic contrast factor is positive for the system examined in this work (Ф = 
0.393) based on the density and compressibility values of water and polystyrene stated in the 
supplemental information. The larger effect of density over compressibility based on the 
acoustic contrast factor leads particles to assemble at the standing wave node located in the 
center of the capillary. The density and compressibility values of polystyrene and water used 





Table 4.1. Material Properties of Water and Polystyrene[17] 
     Water Polystyrene 
𝜌 (kg/m3) 1000 1050 
𝛽 (Pa-1) / 1010  3  4.58 
 
 
Figure 4.2. A state diagram of the assembled microstructures observed at various applied 
voltages (60 Vpp, 80 Vpp, 99 Vpp ) and flow rates (1 mL/hr, 3 mL/hr and 5 mL/hr).  Scale bar 
is 100 μm. 
 
The particles assembly time varied from 30-40 seconds to up to 2-3 minutes depending 
on the applied acoustic pressure and flow conditions. Assembly was examined at three 
different voltages (60 Vpp, 80 Vpp, 99 Vpp) and flow rates (1 mL/hr, 3 mL/hr, 5 mL/hr) to 
understand the effect of acoustic compression and flow rate on microstructure as shown in the 
state diagram in Figure 4.2 for a fixed nominal resonance frequency of 830 kHz.  As the applied 
voltage increases, the increasing acoustic pressure on the colloidal particles induces hexagonal 
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close-packing.  Particles form crystals but have line and point defects in the 1 mL/hr case when 
voltage is applied at 60 Vpp.  At 80 Vpp and 1 mL/hr, we observe the formation of a colloidal 
crystal with less defects as shown in Supplemental Movie 1.  Increasing the voltage to 99 Vpp 
resulted in an ordered crystal that was acoustically trapped at the node. The crystal did not flow 
as seen in the 60 Vpp and the 80 Vpp cases as shown in Supplemental Movie 2.  Due to the high 
compression, the particles did not have time to rearrange and the defects were formed.  
Similar behavior was observed at several other flow rates. At a flow rate of 3 mL/hr, 
particles formed a partially close packed system. As we increased the voltage further, crystals 
with line defects were formed at 80 Vpp. Upon increasing the voltage to 99 Vpp, a close-packed 
structure was observed. At a flow rate of 5 mL/hr, particles do not form a close-packed 
structure at 60 Vpp as the applied acoustic compression is not sufficient to form a close-packed 
structure with the increased flow rate. As we increase the applied acoustic pressure, a partially 
formed crystal and a close-packed microstructure can be observed at 80 Vpp and 99 Vpp 
respectively.  
 We observed that as the flow rate increases, the order decreases. A clear 
demonstration of the effect of flow rate can be observed at 60 Vpp case in the 1 mL/hr, 3 mL/hr 
and 5 mL/hr cases. A crystal microstructure is observed at 1 mL/hr. At 3 mL/hr, a randomly 
ordered microstructure is formed and at 5 mL/hr, a random aggregate is formed, showing that 
the degree of crystallinity decreases with an increase in flow rate. The effect of increase in 
flow rate on the crystal structure from 1 mL/hr to 5 mL/hr at 99Vpp can be seen in Supplemental 
Movies 2-4. The crystal formation behaves similar to the crystal kinetics observed previously 
results for shear flow colloidal crystal kinetics[36].  The 80 Vpp case has behavior similar to 
the 60 Vpp case where a crystalline microstructure is formed at 1 mL/hr, followed by a 
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randomly close packed microstructure at 3 mL/hr and, finally, a random aggregate for the 5 
mL/hr case. At 99 Vpp, the 1 mL/hr and 3 mL/hr cases show a close packed crystal and the 5 
mL/hr case shows the formation of a small crystallite, demonstrating that acoustic compression 
is the dominating force compared to the fluid flow at increased applied voltage.  
Increased flow rate also increases the rate of crystal formation due to enhanced mass 
transport.  However, above a critical flow rate, it was observed that the crystal formation rate 
decreases as the flow rate increases.  This is a result of flow-displace crystallized 
microstructures, where incoming particles do not have adequate time to assemble into close 
packed structures.  This leads to a decrease in the degree of hexagonal close packing. We 
observe this in the case of acoustic assembly at 7 mL/hr, where assembly does not occur at 60 
Vpp, 80 Vpp or 99 Vpp. When the acoustic field is switched on, an ordered structure can form 
given sufficient time and particle concentration.  However, the fluid flow transports particles 
faster than they are able to nucleate into crystalline structures, leading to random dispersions 
like the one shown in Figure 14. As we increase the flow rate to 7 mL/hr, the microparticles 
assemble at the acoustic node but do not form ordered structures as shown in Figure 4.3. 
 
Figure 4.3. A random dispersion exhibits no hexagonal ordering at 7 mL/hr and 99 Vpp, but 
the acoustic field is sufficiently strong to cause migration toward the capillary center.  Scale 
bar is 100 μm. 
 
Polystyrene bead concentration varied due to stochastic addition of particles to the 
acoustofluidic device during pumping.  Decreasing concentration tends to a decreased degree 
of hexagonal close packing and increase assembly time. Particles are transported to the 
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acoustic node irrespective of how low the particle concentration is at all the voltages and flow 
rates.  Although sample concentration affects crystallization, the acoustic field driving particles 
to assemble at the node acting to locally concentrate the particles is the most critical factor in 
determining degree of hexagonal close packing. 
 Defect Formation 
During assembly, we observe defects (e.g., grain boundaries, line or point defects) and, 
occasionally, curved microstructures as shown in Figure 4.4A.  Some of these defects arise 
temporarily from shear slip planes while the crystals assemble and dynamically reach 
equilibrium under flow.   
Figure 4.4B shows the formation of one slip plane as it re-orients into a crystalline grain 
in Figure 4.4C.  Figure 4.4D shows the radial distribution graph of the slip plane shown in 
Figure 4.4B. Tail-like structures can be observed on the region showing the nearest neighbors, 
denoting a slip plane. Figure 4.4E shows the radial distribution curve of the re-oriented crystal 
and the tail-like structures are not found on the nearest neighbors, except in the case of the top 
and bottom distribution points, denoting the recombination of the slip plane. The tail seen in 
the top and bottom distribution points is due to the shear flow distortion in the 
microstructure[37]. The slip planes that form in this way influence the placement of incoming 
particles and crystal grain orientations, which leads to the observed crystal curvature. The 




Figure 4.4. (A) Various defects (point and line) and grain boundaries form in a crystal 
assembled at 1 mL/hr and 60 Vpp.  Scale bar is 100 μm. (B) A slip plane (red box) forms 
while the colloidal crystal is subject to shear flow.  (C) The slip plane reorients itself with a 
kink in the microstructure observed at the top of the red box indicating a change in grain 
orientation. Scale bar for B and C is 50 μm. (D) A two-dimensional radial distribution of the 
microstructure shows secondary peaks distorting the microstructure of the colloidal crystal 
while the slip plane is present.  (E) The two-dimensional radial distribution shows that the 
secondary peaks have subsided, leaving only peaks distorted by the flow. 
Crystal formation in UV-Curable Resin 
To demonstrate the ability to fabricate composite materials using our acoustic assembly 
approach, we assemble microparticles in a UV-curable resin.  The polystyrene beads are stored 
in an aqueous solution and these beads will not form a stable mixture when dispersed in the 
resin. For demonstration purposes, we used PMMA microparticles drawn from a powder and 
dispersed in the UV resin.   The PMMA microparticles suspended in the UV resin solution 
assemble at a flow rate of 2 mL/hr, an applied voltage of 85 Vpp and a frequency of 848 KHz. 
The UV resin is cured in UV light for 2 minutes and 30 seconds to freeze the crystals as shown 
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in Figure 4.5A. We extracted a sample polymer fiber that is 7.8 mm in length and 0.94 mm in 
diameter.  
 
Figure 4.5. A) A polymer fiber with ordered micro particles at 1x which was extruded as a 
thread-like structure. Scale bar is 2 mm. B) Ordered PMMA microparticles embedded in the 
polymer fiber at 10x. Scale bar is 250 μm. C) A monolayer of ordered microparticles 
assembled in the polymer at 40x. The scale bar is 50 μm. The PMMA particles form a 
monolayer of ordered structures on the resin surface (D) due to acoustic assembly and not 
due to particle concentration, which is demonstrated by sample rotation. On rotation, the 
particle layer gradually disappears (E and F) and no particles are visible on the opposite face 
of the sample (G). Scale bar for figures D-G is 500μm. 
Figure 4.5B shows a 10x magnified image of the acoustically-assembled particle 
assembly in the resin. Continuous close-packed structures can be observed to form a single 
layer around the polymer fiber as shown in a 180  view of the sample shown in Supplementary 
Video 6. We observe that particles assembled only across a part of the sample and are not 
distributed randomly across the surface area of the sample. The 40x magnified image of the 
assembly shows the resin seep in between particles, demonstrating the inter-particle bonding 
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of the beads as shown in Figure 4.5C. Figures 4.5 (D-G) show various rotated positions of the 
resin fiber demonstrating a single layer of assembled particles. Figure 4.5D shows the 
assembled particles on the surface of the string. Upon rotation, two sections of the polymer 
and assembled beads can be observed as shown in Figure 4.5E and 4.5F, showing that the 
close-packing of particles is due to the acoustic force and not due to fluid shear or particle 
concentration effects. Upon further rotation, as shown in Figure 4.5G, the assembled particles 
are no longer visible and only the resin along with a few random particles are visible, showing 
that the particles are assembled in a single layer around the resin structure. The position of the 
particles around the resin demonstrates that the assembly occurs at the bottom of the capillary 
in the acoustic cell due to sedimentation.  
The particle assembly demonstrated using PMMA beads is not as uniform as seen in 
the polystyrene bead assembly as the dry, unfunctionalized PMMA particles are suspended in 
the resin solution and so, they do not form a stable solution as opposed to the functionalized 
polystyrene solution we used.  The PMMA beads are not monodisperse and the difference in 
particle sizes causes a non-hexagonal packing of the packing as shown in Figure 4.5C. 
 Discussion 
Order Parameters 
The average degree of hexagonal close-packing, 〈𝐶 〉, is defined as the average number 
of nearest neighbors of a particle in an ensemble [23]. The number of nearest neighbors, 𝑁 , 
for the particle, i, surrounded by nearest neighbors, j, is calculated within a coordination 
distance, rc. The ensemble is considered to be crystalline if the crystalline connectivity, 𝜒 ≥
0.32.  So the nearest neighbors for a given particle can be calculated using[38], 
𝐶 = ∑
1      𝜒 ≥ 0.32
0       𝜒 < 0.32
                       (4.5) 
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where  𝜒  is defined in the Supplemental Information The average order parameter for 
the ensemble containing N particles, 〈𝐶 〉 is given by,  
 〈𝐶 〉 = ∑ 𝐶                     (4.6) 
Equation 5 and 6 are used to calculate the experimental ensemble order parameter 〈𝐶 〉 
for the experiments shown in Figure 4.2. A detailed derivation of Equation (6) is given in the 
Supplemental Information. 
In an ideal infinite two-dimensional crystal composed of particles in a hexagonally 
close-packed configuration, each particle will have six nearest neighbors.  This would yield an 
average 〈𝐶 〉 value of 6 for the crystal. However, a crystal of limited size and aspect ratio 
reduces the ideal value of  〈𝐶 〉 for the crystals assembled in this work.  The theoretical 
maximum value of  〈𝐶 〉 for each of the conditions examined in our state diagram was evaluated 
using Equation (2.20) and (2.21) in Supplemental Information.  The values for ideal  〈𝐶 〉 range 
from 5 to 5.7 based on the number of particles assembled under the experimental conditions 
examined here. Our results from this analysis (Figure 4.6A) indicate that only four cases (1 
mL/hr-60 Vpp, 1 mL/hr-80 Vpp, 1 mL/hr-99 Vpp and 3 mL/hr-99 Vpp) have a high degree of 
hexagonal order (〈𝐶 〉 ~ 4 or greater), while the remainder either exhibit significant 
polycrystalline order or are completely random. The order parameters shown in Figure 4.6A 
have an error of less than 5% and are not represented in the graphs. 
The order parameter generally increases with increased applied voltage and decreased 
flow rate as shown in Figure 4.6A. At 1 mL/hr, the experimentally observed microstructures 
have an average  〈𝐶 〉 that range from 4.39 to 4.67, exhibiting crystalline order at all the flow 
conditions.  At 80 Vpp, the microstructure undergoes re-arrangement, which leads to highly 
ordered colloidal crystals under these conditions.  When the colloidal particles become 
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acoustically trapped at 99 Vpp, the acoustic compression immobilizes the grains to form the 
observed microstructure.  At these conditions, the colloids do not have time to assemble into 
low-defect configurations, leading to a polycrystalline microstructure.  At 3 mL/hr, 〈𝐶 〉 
increases with an increase in the applied voltage as the particles form a crystalline structure 
due to acoustic compression.  While at 5 mL/hr,  〈𝐶 〉 is highest for the 60 Vpp case compared 
to the 80 Vpp and 99 Vpp cases under the same flow rate conditions.  The numerical value for 
the ideal  〈𝐶 〉 value is compared to the experimental results for 1 mL/hr-60 Vpp, 1 mL/hr-80 
Vpp, 1 mL/hr-99 Vpp and 3 mL/hr-99 Vpp in Figure 4.6B. The error between the theoretical and 
experimental values was found to range between 10% to 20% as shown in Figure 4.6C.  The 
error observed in our experimental cases arise from point defects, line defects and grain 
boundaries.  Acoustic trapping and flow effects also play a role in determining the degree of 
order in observed structures. 
 
Figure 4.6. (A) The average degree of hexagonal close packing observed during experimental 
conditions.  Experimental standard deviation was less than 5% of the observed average.  (B) 
Average order parameter with error bars for the four best experimental conditions compared 
to the expected order parameter theoretically expected based on spherical packing.  (C) The 
percent error between the theoretical and expected values from (B). 
Bead Distribution Across the Channel 
 We examine the particle count distribution per captured frame across the capillary to 
understand the degree of acoustic compression.  The transverse x-locations for each particle 
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center identified through image analysis are used to construct a cross-channel bead distribution 
histogram for all voltages and flow rates examined here.  To compensate for differences in 
optical position of the microscope stage and compare histograms between experiments, we 
translated the coordinates of each crystal data set.  We did this by fitting a Gaussian distribution 
to each histogram and translating each graph by the mean value. 
 
Figure 4.7. The transverse colloidal bead distribution across the x-direction of the capillary 
flow cell for at voltages of 60 Vpp, 80 Vpp and 99 Vpp at (A) 1 mL/hr, (B) 3 mL/hr, and (C) 5 
mL/hr. 
As shown in Figure 4.7, at least 600-1300 particles can be assembled to form close 
packed structures in the acoustic cell at any given instant within the region of observation as 
opposed to the few tens of particles assembled using externally-directed assembly batch 
production techniques. The number of particles in the capillary was obtained from the particle 
tracking data histograms and is represented by the area under the curves shown in Figure 4.7A-
C. As the pressure of acoustic compression increases, the transverse width of the observed 
microstructures decreases with increasing flow rate (Figure 4.7). Increasing acoustic 
compression drives colloidal particles to form hexagonally close-packed crystals, which 
explains the reduction in width observed at 1mL/hr with increasing voltage (Figure 4.7A).  At 
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3 mL/hr and 5 mL/hr, the microstructures undergo a reduction in width as the fluid flow 
stretches the entrained crystals.  The trend with increasing voltage observed at 1 mL/hr is also 
observed with 5 mL/hr.  The voltage trend deviates at 3 mL/hr with 80 Vpp exhibiting a thinner 
microstructure than 99 Vpp.  We attribute this deviation to the stochastic nature of particle 
addition to the capillary during the experiment and variations in bead concentration during 
sample preparation.  Crystal curvature will also cause deviations in the observed particle 
distribution. 
Effect of Flow Rate on Crystallization 
Micro-particle image velocimetry was used to evaluate the velocity of the colloids that 
make up the crystals for the voltage and flow rate conditions examined in Figure 4.2. The 
histogram count in the transverse velocity analysis shown in Figure 4.8B represents the number 
of vectors of a given magnitude. The velocity vector distribution (Nv) obtained by a PIV 
analysis was normalized by the average number of velocity vectors for each case to obtain the 
vector density (Nv,avg).  PIV analysis of each case shows that the average velocity increases 
with flow rate as we see an average velocity of 5.7 μm/s, 18.93 μm/s and 33.06 μm/s for 1 
mL/hr, 3 mL/hr and 5 mL/hr respectively. The velocity for each of the 9 cases obtained from 
the micro-PIV analysis is tabulated in Table 4.2.  The distribution of these velocities in the 
direction of flow (Figure 4.8A) indicate that input voltage does not appear to have a strong 
effect on transport at 3 mL/hr and 5 mL/hr.  The input voltage has the strongest effect at 1 
mL/hr, where the crystal is acoustically trapped at the node and longitudinal velocity is 
negligible.  In a few instances during our experiments, particles stuck to the capillary wall 
caused other particles to move in the opposite direction of flow as they tried to move around 
the obstacle.  This situation sometimes leads to negative values for longitudinal velocity.   
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Figure 4.8. The velocity distribution measured by particle image velocimetry for the cases 
shown in Figure 3. The longitudinal (z) and transverse (x) velocity distribution for 1 mL/hr 
(A, B), 3 mL/hr (C, D) and 5 mL/hr (E, F). 
Based on the width of the crystal and the velocity of the particles in the direction of 
fluid flow, we estimated the particle throughput per minute, (i.e., new particles being added to 
the flowing crystal) to range from 300 to 1300 particles as shown in Table 2 using Equation 
(3.23) from Chapter 3. The width of the crystal shown in Figure 4.7 was accurate in most cases 
when compared to the number of rows observed in the state diagram and was considered to 
calculate the throughput using the calculations described in the supplementary information. 
However, in a several cases, the crystal was bent, resulting in a slightly higher width than seen 
experimentally. In such cases, the average number of rows seen in the experimental results was 
considered to calculate the particle throughput. 
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The velocities observed here are lower in comparison to what might be expected at the 
flow rates examined here.  Sedimentation within the capillary occurs as the particles are non-
Brownian. The Peclet numbers evaluated for each case (Table 4.2) indicate that convection 
dominates the transport of particles in our system. Sedimentation causes particles to settle near 
the capillary wall, where hydrodynamic interactions with the capillary wall hinder particle 
transport.  The average height above the capillary wall is estimated using Equation (4.8), which 
allows us to estimate the separation between the particle surface and the wall. 
The work by Goldman et al. provides us with a way to interpret microparticle image 
velocimetry data near the wall of the capillary[39].  The particle translation velocity, up,z, is 
measured using optical video microscopy and normalized by a factor of, 
        𝛣 = ,                   (4.7) 
Where Γ is the effective shear rate in the capillary.  The dimensionless height, y/a, is a 
function of Β and we can use the data from Goldman et al. to estimate this functional form as, 
     =
𝐵 > 0.45
1 +  𝑒( . . ⁄ ) 𝐵 ≤ 0.45
            (4.8) 
Equation (4.8) provides us with a way to connect the measured translation velocity with 
the particle’s height above the capillary wall. A detailed derivation of the expression is 
discussed in in section on hydrodynamic interactions in Chapter 3. 
The analysis suggests that the wall separation varies between ~3-30 nm as tabulated in 
Table 4.2.  On average, the wall separation increases with increasing flow rate, suggesting that 
lift causes the particles to come off the wall.  We would expect the wall separation to be an 
order of magnitude higher based on similar hydrodynamic measurements in the literature[40], 
however we attribute the discrepancy to several factors.  First, the hindrance factors reported 
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here are for single particles translating above a plane wall and the analysis neglects the effects 
of hydrodynamics in the presence of multiple particles, which would reduce particle mobility.   
























60 6.0 7.7 1365.3 480 
80 5.4 3.2 1246.0 237.6 
99 1.1 N/A 261.6 57.18 
3 6.0 
60 18.8 12.3 4314.0 902.4 
80 19.4 16.2 4451.6 465.6 
99 18.6 11.2 4268.1 595.2 
5 9.9 
60 30.1 8.6 6906.9 1324.2 
80 34.8 29.7 7985.4 974.4 
99 34.3 26.4 7870.7 823.2 
 
Second, our data suggests that an acoustically generated force maybe present normal 
to the capillary wall as evidenced by the trapping behavior at 1 mL/hr and 99 Vpp.  This 
component likely drives particles down towards the wall, which also reduces particle mobility. 
This normal force maybe present due to the fact that the piezoelectric element is at a slight 
angle and is not perfectly perpendicular to the capillary wall as a result of the manufacturing 
process. The piezoelectric element tilts slightly as the epoxy used to glue the element dries.  
Third, it has been shown theoretically that acoustic streaming effects push the particles 
downward, which may push particles towards the capillary wall, reducing the expected 
theoretical height[41].  The combination of these effects slow particles down and make them 
to appear as though they have a separation of ~3-30nm. The height in the 1 mL/hr-99 Vpp case 
is not calculated as the particles are trapped and no longer flow. 
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Acoustic Streaming 
The transverse component of the velocity (Figure 4.8B) averages ~0 μm/s with a 
negligible standard deviation.  This indicates that there is no detectable transport in the 
transverse direction (i.e., perpendicular to the direction of flow) at steady state, which indicates 
that significant flows driven by acoustic streaming are not present in this direction.  Rayleigh 
and Eckart streaming are two mechanisms that may contribute to acoustic streaming effects in 
our device scale. Fluid jets due to Eckart streaming is negligible because our device is small 
and operates at a low frequency, which reduces the fluid momentum generated by acoustic 
[42]. Rayleigh streaming produces vortices, which we would expect to have significant effect 
on crystal formation Literature results from a computational analysis found that the acoustic 
streaming effect is more significant in the transverse x-direction rather than in the longitudinal 
z-direction, where the flow of fluid in the capillary is a more significant effect [41]. It is 
possible that the velocity measured in the longitudinal direction is a result of fluid flow due to 
pumping and acoustic streaming, however a more detailed study is necessary to de-couple the 
effect of these combined mechanisms.  
Experimental Section 
Acoustic Cell Fabrication  
The acoustic cell was prepared using off-the-shelf components without the use of a 
clean room (Figure 4.9). A square borosilicate glass capillary (Vitrocom, Catalog# 8100-100) 
with an inner side dimension of 1mm and wall thickness of 0.2mm was cleaned using protocols 
established for removing contaminants from glass capillaries[43].  The glass capillary was 
immersed in 1% Sparkleen (Fisher Scientific, Catalog# 04-320-4) solution at 80°C for 30 
minutes. Sparkleen immersion follows with immersion of the glass capillary in deionized water 
for 30 minutes and dried using air.  A lead zirconate titanate (PZT) piezoelement (APC 
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International Inc., P-30.00mm-5.00mm-1.00mm-841 WFB.) was attached to the capillary 
using high-strength epoxy (JB Weld Epoxy Steel Resin) and cured for 24 hours at room 
temperature. 
The acoustofluidic device was fixed on a microscope slide (Fisher Scientific, 12-550-
A3) using two polydimethylsiloxane (Ellsworth Adhesives, Part# 184 SIL ELAST KIT 
0.5KG) pillars, 5 mm in diameter and 4 mm high, with epoxy to serve as supporting elements 
for the capillary.  The setup was allowed to cure for an additional 24 hours to ensure that epoxy 
(Devcon home 5-minute Epoxy) completely bonded the acoustofluidic device to the PDMS 
pillars. Silicone tubing (VWR International, Catalog# 16211-316) was attached on both ends 
of the capillary using epoxy. The capillary and tubing were attached in two steps with 24-hour 
gap to avoid the bending in the capillary caused by the tubing, which leads to problems with 
imaging (focusing) the particles inside the channel.  
Sample Preparation 
Polystyrene beads with a 15 μm diameter (Polysciences Inc., Cat# 18328) were used 
as building blocks to form colloidal crystals.  One hundred microliters of polystyrene bead 
solution was suspended per 1mL deionized water sourced from an ARIES High Purity Water 
System with a 0.2 micron filter (Aries Filterworks). 
UV Resin-Microparticle Solution 
Unfunctionalized, dry PMMA particles (27μm-32μm diameter) were purchased from 
Cospheric (PMPMS-1.2 27-32um). The UV-curable resin was purchased from Sigma Aldrich 
(CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 1:1:1 
ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles 
were then added to the diluted resin solution. 
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Experimental Setup 
The acoustic cell was fixed to an optical microscope stage. The piezoelement on the 
acoustic cell was driven with a sine function wave input using a wave function generator 
(Agilent 33220A).  An RF amplifier (Electronics & Innovation, 210L) with a maximum input 
of 1 Vrms was used to amplify the signal input into the piezoelement.  The amplitude and 
frequency of the signal from the amplifier was monitored continuously using an oscilloscope 
(Tektronix, TBS 1052B-EDU).  A signal attenuator (Tektronix P2220 Voltage Probe) was used 
on the oscilloscope to reduce the possibility of damage on the oscilloscope due to high voltage 
inputs.  Two dummy loads of 1 W (Tektronix 011-0049-01) and 50 W (Pasternack PE6234) 
were used with the wave function generator and the RF amplifier respectively to ensure that 
the circuit remained closed at all times.  
The polystyrene bead dispersion was interfaced with the acoustofluidic device through 
the silicone tubing and introduced into the device with a syringe pump (Lucca Technologies, 
GenieTouch).  The acoustic pressure was generated by applying various voltages to the 
piezoelement.  All experiments were conducted at peak-to-peak voltages of 60 Vpp, 80 Vpp, 
and 99 Vpp as a direct input from the RF amplifier at a fixed frequency of 830 kHz.  Colloid 
throughput was varied by introducing the dispersion at flow rates of 1 mL/hr, 3 mL/hr and 5 
mL/hr using the syringe pump.  
At the outlet of the capillary, a 48 W UV-light source (SUNUV SUN2C 48 W LED 
UV Lamp) ranging from 355 nm to 405 nm was setup and the device was manually operated 
to be lit up for 4.5 minutes continuously to obtain continuously cured resin structures.   
Optical Microscopy and Analysis 
An inverted optical microscope (Olympus IX70) was used to observe the assembly 
process at 10X magnification.  Videos were recorded using a scientific CMOS (sCMOS) 
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camera (QImaging, Optimos).  Five hundred frames of video were taken at a frame rate of 10 
frames per second.  Each pixel in the recorded video was measured to be 885.6nm with a stage 
micrometer.  The videos were processed and analyzed using the MATLAB Image Processing 
Toolbox (Mathworks).  Each frame was filtered to remove noise before identifying centroid 
locations.  The centroid locations are written to a text file and saved for bead distribution 
analysis. The images and video for the particle-resin sample were taken using a Lumenera 
Infinity3 6UR camera mounted on an upright microscope (Leica DM3000). 
An open source particle image velocimetry (PIV) package, PIVLab [44–46], was used 
to identify particle velocity distributions.  PIVLab uses a cross-correlation algorithm to 
calculate particle displacement between two images.  Before our images are processed by 
PIVLab, we crop the frames to remove areas not occupied by beads to eliminate spurious 
velocity vectors that arise from local intensity variations caused by fluctuations in the light 
source.  Seeding densities below ten particles per interrogation area within an image will 
produce faulty vectors for velocimetric data analysis[47].  The cropped images are then filtered 
using a highpass filter and a Wiener denoise filter prior to analysis.  The PIV algorithm then 
divides a frame into smaller interrogation areas and performs a correlation between these areas 
and the same areas on a consecutive frame to calculate the displacement of particles.   
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Figure 4.9. (Top) A photographic image of the acoustofluidic device used to assemble 
colloidal crystals.  (Bottom) A schematic representation of the acoustofluidic device during 
operation. 
Conclusion 
We demonstrate a continuous flow colloidal crystal fabrication system using 
acoustofluidic-driven self-assembly.  The crystal microstructures observed in this device arise 
from the combined effects of acoustic compression and hydrodynamic stresses. As acoustic 
compression increases, the colloidal particles hexagonally close pack to form ordered 
structures while entrained in a fluid flow.  However, we show that it is possible to acoustically 
trap a crystal structure despite the presence of flow.  Micro-particle image velocimetry is used 
to examine the transport of colloidal crystals subject to fluid flow.  The average particle 
velocity and colloidal crystal throughput increase with flow rate.  However, at flow rates of 5 
mL/hr and higher increase particle velocity such that crystalline microstructure is difficult or 
impossible to maintain under the acoustic field conditions examined in this work.  We compare 
observed and expected degree of hexagonal close-packing using an order parameter analysis.  
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Overall, the degree of hexagonal close-packing increases with applied acoustic field strength 
and decrease with flow rate.  We find that experimental structures have a degree of order that 
deviates from expectations based on spherical packing by 10-20%.  This deviation arises from 
the presence of point and line defects, grain boundaries, acoustic trapping and flow effects.   
The approach demonstrated here can serve as a continuous flow reactor to produce 
colloidal crystals with energy harvesting applications.  Unlike batch assembly techniques, 
where the number of input particles is fixed, our platform has a high throughput yield of several 
hundred particles per second.  The use of off-the shelf components to fabricate the 
acoustofluidic cell is advantageous as the device costs less than $20 and does not require any 
special processes like photolithography. Experiments were done in normal lab conditions 
instead of a clean-room setting, making it suitable for many applications while using minimal 
laboratory equipment.  The relatively small foot print of the device makes it easy to integrate 
into complex fluid systems.  
Future work will focus on studying the optimum conditions necessary to obtain uniform 
crystals cured in the resin and design the experimental setup in order to obtain the resin-particle 
bonding without the excess polymer demonstrated in this paper. .  Integration of the platform 
described here with additive manufacturing techniques will enable the production of self-
assembled materials on demand.  Given the defects observed during experiment, it is necessary 
to understand the interplay between forces (e.g., acoustic, hydrodynamic, surface) and how 
these forces influence assembly kinetics.  A more detailed study of dislocation dynamics will 
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Introduction 
Acoustofluidic fields are being used extensively today in many microfluidic 
applications due to the focusing power of acoustic forces. For example, acoustic forces have 
been used in colloidal self-assembly to create new materials [1,2], biomedical instrumentation 
techniques like cytometry[3–5], biomedical applications like cell separation and cell 
concentration systems [6–8] and in micro- and nano-manufacturing industry like additive 
manufacturing processes [9–13]. When an acoustic force is applied in the form of a bulk 
standing wave through a colloidal solution, the particulate matter in the solution tends to 
concentrate at the nodes (antinodes) if the acoustic contrast factor is positive (negative)[2]. 
Hence, acoustic forces are used extensively for separation and ordering of particles.  
However, estimating the acoustic pressure in the microfluidic device acting on the 
particles involves exhaustive experiments and data analysis, hindering the ability to verify the 
experimental and numerical studies with each other. Current techniques use single particles to 
measure the energy or force acting on the particle in the field to indirectly measure acoustic 
pressure.  Barnkob et al. have used force equilibrium equations on single particle system to 
extract the acoustic pressure in a microfluidic device[14] considering acoustic pressure and 
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shear forces.   However, in many cases, colloidal ensembles are used in experiments and the 
acoustic pressure in the cell needs to be measured before every experiment for calibration, 
making it difficult to use single particle experiments every time for acoustic pressure 
measurement. In this paper, we describe a free-energy of the system to measure the pressure 
inside the channel. Many field-based self-assembly techniques, like dielectrophoresis [15] and 
magnetophoresis [16], have used free energy methods to describe the colloidal system kinetics 
and extract system parameters. Experiments involving multi-body ensembles are done in many 
experiments compared to single particle experiments and the free energy models are 
computationally less expensive to extract data in the case of multi-body ensembles. Also, many 
experiments are done in cells with no fluid flow.    
In addition to the simplicity of experiments and computation and use of multibody 
ensembles, the interparticle interactions have not been considered previously in acoustic 
pressure measurement techniques described till date. Interparticle forces of acoustic wave 
attraction have been studied using Particle Image Velocimetry and experimental image 
analysis techniques, which result in approximate solutions due to tracking errors and limited 
resolution [8,13,17,18].   
In this paper, we describe a method to measure the acoustic pressure acting on a 
colloidal ensemble using a mass-balance equation. For colloidal particles in equilibrium in an 
acoustic field, we assume that the acoustic force and fluid shear force balance each other. We 
use experimental particle density and compare it with the suspension balance model to extract 
the acoustic pressure in the microchannel using numerical analysis. Then, we use Force-biased 
Monte Carlo simulations using the extracted acoustic pressure to compare our experimental 
results with the theoretical models. Also, we use particle density distribution graphs, order 
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parameter analysis and radial distribution curves to quantify and compare the experimental and 
simulation results. We consider the inter-particle acoustic wave attraction force and acoustic 
streaming forces into considerations in the Monte Carlo simulation model. 
We use colloidal ensembles for pressure measurement instead of single particles in the 
field. Also, the measurements are done in fluid flow conditions instead of stationary cells. 
Many experiments are done using multiple particles and our method gives a direct method to 
measure the acoustic pressure in a microfluidic cell without having to use a single particle 
experiment before every experiment for calibration. The suspension balance model can be 
applied in a fluid flow, which current techniques do not consider. Also, we use Monte Carlo 
simulations to compare our experimental results, which takes into consideration the inter-
particle interactions in the acoustic field. 
Materials and Methods 
Acoustic Cell Fabrication 
The Acoustic cell made using off-the-shelf components as shown in Figure 5.1A 
without the use of cleanroom. A square borosilicate glass capillary (Vitrocom, Catalog# 8100-
100) with an inner side dimension of 1 mm and wall thickness of 0.2 mm is cleaned using 1%  
Sparkleen solution at 80C for 30 minutes. The glass capillary is cleaned with DI water and air 
dried. A piezoelement (APC International Inc., P-30.00mm-5.00mm-1.00mm-841 WFB) is 
attached to the capillary using steel epoxy. The acoustic device and capillary are attached to a 
glass microscope slide (Fisher Scientific, 12-550-A3) using PDMS (Part# 184 SIL ELAST 
KIT 0.5KG) pillars. Silicone tubing is attached on both sides of the glass capillary for inlet and 
outlet of the colloidal solution.  
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Sample Preparation 
Polystyrene beads with a 15μm diameter (Polysciences Inc., Cat# 18328) were used as 
building blocks to form colloidal crystals.  One hundred microliters of polystyrene bead 
solution was suspended per 1mL deionized water sourced from an ARIES High Purity Water 
System with a 0.2 micron filter (Aries Filterworks). 
Experimental Setup 
The acoustic cell was fixed to an optical microscope stage. The piezoelement on the 
acoustic cell was driven with a sine function wave input using a wave function generator 
(Agilent 33220A).  An RF amplifier (Electronics & Innovation, 210L) with a maximum input 
of 1 Vrms was used to amplify the signal input into the piezoelement.  The amplitude and 
frequency of the signal from the amplifier was monitored continuously using an oscilloscope 
(Tektronix, TBS 1052B-EDU).  A signal attenuator (Tektronix P2220 Voltage Probe) was used 
on the oscilloscope to reduce the possibility of damage on the oscilloscope due to high voltage 
inputs.  Two dummy loads of 1 W (Tektronix 011-0049-01) and 50 W (Pasternack PE6234) 
were used with the wave function generator and the RF amplifier respectively to ensure that 
the circuit remained closed at all times.  
The polystyrene bead dispersion was interfaced with the acoustofluidic device and 
pumped in using a syringe pump (Lucca Technologies, GenieTouch).  The acoustic pressure 
was generated by applying various voltages to the piezoelement.  All experiments were 
conducted at peak-to-peak voltages of 20 Vpp  to 90 Vpp at an interval of 10Vpp as a direct input 
from the RF amplifier at a fixed frequency of 830 kHz.  The experiments were conducted at a 





Figure 5.1. A) Acoustic cell used to form the acoustic assembly profiles and B) schematic 
showing the forces acting on the colloidal ensemble.  
Optical Microscopy and Analysis 
An inverted optical microscope (Olympus IX70) was used to observe the assembly 
process at 10X magnification.  Videos were recorded using a scientific CMOS (sCMOS) 
camera (QImaging, Optimos).  One thousand frames of video were taken at a frame rate of 10 
frames per second.  Each pixel in the recorded video was measured to be 885.6 nm with a stage 
micrometer.  The videos were processed and analyzed using the MATLAB Image Processing 
Toolbox (Mathworks).  Each frame was filtered to remove noise before identifying centroid 
locations.  The centroid locations are written to a text file and saved for bead distribution 
analysis. 
Theory 
Suspension Balance Model 
In a non-uniform acoustic field, particles that are less buoyant than the medium in 
which they are dispersed will migrate towards a pressure node as shown in Figure 5.1B.  The 
particle ensemble is collectively transported towards a pressure node with a flux of, 
      𝐽 = 𝜑           (5.1) 
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where Fac is the acoustic radiation force acting on a single particle, φ is the local volume 
fraction of the particle ensemble, μ is the solvent viscosity and a is the particle radius.  For a 
single standing wave, the acoustic radiation force acting on an isolated particle is[19] 
    𝐹 (𝑥) = 𝑠𝑖𝑛              (5.2) 
where Po is the acoustic pressure amplitude, Vp is the particle volume, 𝛽s is the solvent 
compressibility factor, f is the applied frequency of the acoustic field, cs if the speed of sound 
in the solvent, w is the width of the microchannel and Φ is the acoustic contrast factor given 
by [20] 
Φ = −               (5.3) 
where 𝜌 is density and 𝛽 is the compressibility factor.  The subscripts p and s refer to 
particle and solvent properties respectively.  For particles with a density ratio that is larger the 
compressibility ratio, the acoustic contrast factor is positive and the particle ensemble will 
preferentially migrate towards the acoustic node. 
While the particle ensemble assembles in the acoustic node, the presence of advection 
causes particles to locally collide with one another.  Over time, these hydrodynamically-
induced collisions lead to particles to migrate away from regions of high concentration [21].  
This phenomena, referred to as shear induced diffusion[22,23], has a characteristic one-
dimensional flux of [24], 
     𝐽 = −𝐷              (5. 4) 
where DΓ is the shear-induced diffusion coefficient.   
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Based on published measurements performed on dilute dispersions of spherical 
particles  [25], we estimate the shear-induced diffusion coefficient to be, 
    ≈ 0.0354𝜑 + 0.506𝜑            (5.5) 
where Γ is the fluid shear rate.  For particle ensembles that settle near the bottom of our 
square microchannel, the shear rate corresponds to constant linear shear flow , 
Γ =               (5.6) 
where Q is the fluid flow rate. 
Acoustic radiation is responsible for concentrating the particle ensemble near the 
acoustic node generated by the standing present in the microchannel.  However, the migrating 
particle ensemble undergo shear-induced collisions near the acoustic node.  The net particle 
flux due to acoustic radiation is directly balanced by shear-induced diffusion flux such that, 
 −𝐷 = 𝜑            (5.7) 
The mass balance represented by Eq. 5.7 can be used to approximate the local density 
of the particle ensemble.  Eq. 5.7 is numerically integrated using a forward Euler scheme to 
calculate the particle ensemble density distribution.  The discrete form of Eq. 5.7 is, 
         −𝐷 , =
, 𝜑            (5. 8) 
where i is an index at position xi and ∆x is the spacing between indices xi and xi+1.  The 
parameters Fac, DΓ and φ are all evaluated based on values at position index i. 
Acoustic Streaming Number 
Acoustic field will also transfer some momentum to the fluid layer located near the 
wall that is closest to the PZT, which leads to localized fluid motion [26,27].  This phenomena, 
known as acoustic streaming, has a maximum characteristic velocity expressed as [28],  
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    𝑣 , = 𝑣                                    (5.9) 
𝑣 =                                            (5. 10) 
where vo is the acoustic velocity amplitude and its definition is based on solvent 
compressibility, density and speed of sound.  Based Eqs. 5.9 and 5.10, the maximum velocity 
of a particle transported by an acoustic radiation field is, 
𝑣 , =          (5. 11) 
where we incorporate the acoustic velocity amplitude into this definition.  The relative 
effect of acoustic radiation can be compared to acoustic streaming by dividing Eq. 9 into Eq. 
10.  This leads to the definition of a particle-scale acoustic streaming number, 
  𝐴𝑆𝑁 =               (5. 12) 
Based on measured or known system parameters mentioned in Table 5.1, we estimate 
that ASN = 76.8.  This scaling analysis suggests that acoustic radiation is the dominant 
transport mechanism in our system and that acoustic streaming is not a contributing factor in 
the assembly process for the experimental conditions explored in this paper. 
Table 5.1. System Parameters to Calculate the Acoustic Streaming Number 
Density, Polystyrene 1050 Kg/m3 
Volume of Particle 1.76 × 10  m3 
Diameter of Particle 15 μm 
Viscosity, Water 8.9 × 10  𝑃𝑎 ∙ 𝑠 
Acoustic Frequency 830 KHz 
Acoustic Contrast Factor 0.393 
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 Order Parameter Analysis 
The degree of crystallinity order parameter, 〈𝐶 〉, is defined as the average number of 
nearest neighbors of a particle in an ensemble[32]. The number of nearest neighbors, 𝑁 , for 
the particle, i, surrounded by nearest neighbors, j, is calculated within a coordination distance, 
rc. The bond-angle between particles for a six-fold symmetry is given by[84] 
𝜉 = ∑ 𝑒 √              𝑟 < 𝑟                                   (5.13) 
Eq (17) is used to calculate the crystalline connectivity, 𝜒 , is given by 
   𝜒 =  
∗
∗                               (5.14) 
The ensemble is considered to be crystalline if 𝜒 ≥ 0.32 [85] . So the nearest 
neighbors for a given particle can be calculated using, 
  𝐶 = ∑
1      𝜒 ≥ 0.32
0       𝜒 < 0.32
                 (5.15) 
The average order parameter for the ensemble containing N particles, 〈𝐶 〉 is given by,  
 〈𝐶 〉 = ∑ 𝐶                  (5.16) 
The above equations were used to calculate the ensemble order parameter 〈𝐶 〉 for the 
experiments discussed below.  
Also, was calculated the numerically the maximum average order parameter, 〈𝐶 〉, for 
a defect-free crystal arrangement for a given number of rows, NT, and number of columns, NL, 
using the following equations[33]: 




From Chapter 2, equations (2.10) to (2.16), we find that 〈𝐶 〉 is given by  
        〈𝐶 〉 = 6 −
( )
                      (5.18) 
        𝐴𝑟 =                                                           (5.19) 
where 𝑁   is the number of columns in a crystal, 𝑁  is the number of rows in a crystal, 
Ar is the aspect ratio of the crystal and N is the total number of particles in a crystal. 
Monte Carlo Simulations 
Introduction to Monte Carlo Simulations 
For the Monte Carlo simulations, we consider the acoustic force, fluid forces and 
interparticle acoustic attractive forces acting on the particles given by, 
      𝑈 =  𝑈 + 𝑈 + 𝑈 ,           where   
  Uac= Ucomp + Udens                      (5.20)  
Ucomp= 
  
−2 − 1  〈𝑃(𝑥) 〉                                            (5.21) 
Udens= 
   
( )
 〈|𝛻𝑃(𝑥) |〉                                 (5.22) 
𝑈  is implemented in the simulation using Force-Biased Monte Carlo simulations 
as fluid shear is a dissipative force. The implementation is described in the section later.                                
For a canonical (NVT) ensemble is considered with periodic boundary conditions. The 
initial conditions for the simulations are obtained from experimental image tracking data for 
each case. A cutoff distance of 2 times the particle radius is considered. The electrostatic forces 
between particles is not considered in the simulations as they are negligible compared to the 
acoustic force applied. 
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Hard Sphere Interactions  
For the Monte Carlo simulations, we assume hard sphere interactions given by, 
=  
0                       𝑟 > 2𝑎
1000000        𝑟 ≤ 2𝑎
                                           (5.23) 
Since we are dealing with single monolayer of particle assembly, we assume a 2D 
system and assume the wall effects are negligible in the z-direction. The effect of the walls in 
the X,Y-directions are neglected since the particle assembly occurs at the center of the 
capillary.  The shear effect of the walls on fluid flow is considered in this paper and is 
implemented using Force-biased Monte Carlo method. Force-Biased Monte Carlo simulation 
is done understand the hydrodynamic and acoustic interactions of the assembly process.  
Results 
State Diagram 
Colloidal assembly experiments were done from 20 V to 90 V to get various assembly 
configurations in increments of 10V to observe the bead density distributions and assembly 
configurations under various applied acoustic compression fields as shown in Figure 5.2. All 
experiments were conducted at a flow rate of 1 mL/hr.  It can be observed that no assembly is 
observed until 30V of applied compression. On increasing the applied voltage to 40V, the 
particles begin to assemble to form close packed structures in partially crystalline domains. 
Similar partially crystalline configurations are observed when the voltage is increased to 50V. 
Crystalline structures are observed as the voltage increases to 60V and 70V. At 80V and 90V, 
we observe that the assembly of the particles begins to distort due to excessive compression 
force and the flow is very slow, the particles are frozen in place. Since they cannot realign 
during the assembly timeframe, the particles assemble in to partially crystalline phases. 
Beyond 90V, we observe that the particles begin to freeze in place, indicating possible acoustic 
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trapping.  Overall, it can be observed that the beads compress to form close packed 
configurations from a random distribution as the voltage increases until an optimum voltage, 
after which the particle assembly becomes less ordered compared to the optimum crystalline 
configurations we observe.  
 
Figure 5.2. State diagram showing the various stages of colloidal assembly under the 
influence of an acoustic field. Scale bar is 100 μm.  
Bead Density Distribution 
Suspension Balance model assumes that the acoustic force applied on the ensemble is 




Interparticle forces and hydrodynamic multi-body effects are neglected [14]. 
𝐽 =  𝐽                                                   (5.24) 
𝐽 = 𝐷                                                        (5.25) 
 
Figure 5.3. Comparison of bead density histograms from experimental data, the gaussian fit 
of the experimental data and the bead density using flux balance model.  
The acoustic force is given by, 
𝐹 =  2𝑘 𝑈 Φsin (2𝑘 𝑥)                                5.26) 
where Φ is the acoustic contrast factor and   
𝑈 =  𝑈  2 1 − 𝑐𝑜𝑠 (𝑘𝑥) − 3
( )
𝑠𝑖𝑛 (𝑘𝑥)                 (5.27) 
𝑈  =                                                     (5.28) 
 𝑉  = 𝑎 𝐸 ,                                               (5.29) 
𝑘 =                                                           (5.30) 
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where N is the number of acoustic nodes, w is the characteristic length of the cell which 
is the width of the capillary, a is the particle radius, 𝛾 is the relative compressibility, 𝜌 is the 
density and c is the velocity of sound in water.  
The theoretical model for diffusivity for a monolayer is given by, 
=  0.77𝜙                                                 (5.31) 
The fluid flux is given by, 
𝐽 = 𝐷 + 2.5 1 −                                (5.32) 








                                      (5.34) 
The discrete form for the equation is solved using forward Euler technique. The bead 
distribution from experimental data image tracking, the gaussian curve fit and the bead 
distribution fit from the flux model are shown in figure 5.3. Experimental particle density is 
used in the model to calculate pressure in the microchannel. The experimental density is 
extracted using particle tracking. The theoretical density profile is fitted to the experimental 
density profile by adjusting the pressure value, Po. The pressure value is optimized using the 
Residual Sum of Squares (RSS) regression analysis.  
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Figure 5.4. Bead density distribution of the various colloidal assembly process  
The experimental particle centroids from the cases described in the state diagram 
(Figure 5.2) are tracked using image analysis algorithms. The bead distributions histograms 
are fitted to a gaussian in order to optimize the fit for suspension balance models. From the 
bead distribution data shown in Figure 5.4, we can see that the bead distribution narrows down 
as the applied voltage increases from 20V to 60V. In figure 5.4, the bead distribution is given 
by normalizing the number of particles per frame through the width with the maximum number 
of particles in the capillary at a center of the capillary. From 60V to 90V, the bead distribution 
remains the same as the particles are close packed and cannot reorient further. The bead 
distribution in a the 50V and 60V cases are slightly wider than expected due to the high number 
of particles flowing through the system. Since we use a colloidal solution and the concentration 




Figure 5.5. The acoustic pressure calculated using the experimental density profiles.   
From the experimental state diagram, we can see that the effect of acoustic compression 
can be seen in all the cases. The assembly density profiles are extracted using particle tracking 
and estimated to a gaussian fit as shown in Figure 5.3. We can observe the narrowing of the 
density curves with an increase in applied acoustic field. The density profiles are fitted to 
equation (5.34) to solve for the applied acoustic pressure on the particle ensemble as shown in 
Figure 5.5. The estimated pressure values can be fitted to an exponential curve given by the 
relation, 
𝑃 = 271.26 ∗ 𝑉 .                                              (5.35) 
where V is the applied voltage (peak-to-peak) to the piezoelectric transducer.  
The suspension balance model gives a relation between the applied voltage and 
acoustic pressure to vary by a power of 0.89, implying a loss of acoustic energy. This loss can 
be caused due to transmission losses from the piezoelement to the capillary, error in image 
tracking to a certain extent and the approximations taken in the suspension balance model.  
 
91 
Force-Biased Monte Carlo Simulations 
The FBMC simulation is done in NVT (constant number of particles, simulation 
volume and temperature) conditions. The number of particles in the input random distribution 
are taken from the experimental conditions of the assembly diagram. The calculated acoustic 
pressure from the experimental density profiles are taken for the simulation. The simulation 
results for the experimental assembly diagram are shown. The simulations seem to match the 
experimental configurations. The particles form close packed configurations as the pressure 
increases and slip planes and defects can be observed in the 40 V to 90 V cases at a flow rate 
of 1 mL/hr as shown in the state diagram in Figure 5.6.  
The fluid flow in the capillary is implemented in the Monte Carlo technique using a 
bias factor, to include the parabolic fluid flow in the capillary. This technique of introducing a 
factor to account for external forces is called Force-Biased Monte Carlo (FBMC) 
simulations[29]. In this simulation, the bias factor, XBias, is introduced in the particle movement 
step given by, 
  𝑋 = 1 −                                                    (5.36) 
The new coordinates are calculated using the equation[30], 
          RXi,new = RXi,old + ( 2.0 * RND - 1.0 + XBias) * Dr,max                                           (5.37) 
where Y is the y-coordinate of the particle in the capillary, RND is a random number 
function, RXi,new is the new coordinate of the particle step, RXi,old is the old coordinate of the 
particle and Dr,max is the maximum distance a particle can move in the Monte Carlo step. The 




Figure 5.6. Monte Carlo simulations for the acoustic self-assembly system using the pressure 
calculated using the Mass Suspension model. 
Discussion 
Comparison of Experimental, theoretical and Monte Carlo Simulation Order 
Parameters 
To quantify the accuracy of the simulation, order parameter analysis is done for the 
simulations and the experimental assembly diagram. The order parameter is approximately 
zero initially, showing a random configuration for 20V and 30V for both the simulations and 
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the experiment. The order parameter increases as the pressure increases, in both experiment 
and simulations as shown in Figure 5.7B. The simulation order parameters agree with the 
theoretical maximum order parameter values. The radial distribution functions are 
However, we observe that the order parameter deviates at close-packed configurations 
in the experiment and simulation cases, where the particles are close-packed and crystalline. 
The error between the experiment and simulation reduces from 40% to 5% as the applied 
voltage increases from 40 V to 80 V. Since the density profiles remain very similar when close-
packed, the model seems to give a similar pressure value for all the close-packed systems, 
whereas it gives more accurate pressure estimates as the density profile changes. Unlike the 
pressure measurement, the order parameter can vary based on defects in the crystal, which may 
be caused by other hydrodynamic and multi-body effects in the cell, which needs to be studied 
further.  
The error in the pressure measurement will be corrected by introducing a possible 
correction factor using Inverse Monte Carlo simulations. Also, a possible effect of acoustic 




   
 
Figure 5.7. Order parameter values for various colloidal assembly phases for experimental, 
theoretical maximum and Monte Carlo simulations. B) Radial distribution functions 
comparing the experimental and simulation results.   
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Interparticle Acoustic Fields 
 
 
Figure 5.8. A) Order parameter values and B) radial distribution function comparing the 
experimental and simulation cases with and without considering interparticle radiation forces. 
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We observe that the order parameters and the radial distribution functions for the 
calculations done using the pressure from the suspension balance model give a 30% error. So 
we increased the applied acoustic pressure to observe the effect of primary acoustic pressure 
on the assembly process. We observe that the assembly process is similar to the experimental 
results when we increase the calculated pressure by a factor of 1.3. The calculations were done 
using Inverse Monte Carlo simulations and the final assembly configuration was taken to 
calculate the simulated radial distribution functions and the order parameters. In order to 
understand the reason for the discrepancy, we study the effect of interparticle forces on the 
ensemble. 
The interparticle acoustic force between two particles is given[31] by 𝐹 , 
𝐹 =  −
( )
∙ 
                                                              (5.38) 
where vac is the velocity of the particle, 𝜌  is the density of the fluid, 𝜌  is the density 
of the particle, a is the radius of the particle and r is the center to center distance between two 
particles.  In order to apply the interparticle force in Monte Carlo simulations, we calculate the 
energy change in the system due to the interparticle forces given by, 
𝐹 = −                                                                   (5.39) 
∫ 𝑑𝑈 = − ∫ 𝐹 ∙ 𝑑𝑟                                                          (5.40) 
𝑈 =  −
( )
                                               (5.41) 
We observe that the interparticle and multi-body forces do not have any effect on the 
assembly process as observed in the radial distribution curves and the order parameter analyses 
as shown in Figure 5.8A and 5.8B respectively. The order parameter and the radial distribution 
functions for the cases with and without interparticle consideration remain the same, showing 
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that in this system, we do not have a significant effect on the system. However, interparticle 
forces vary widely based on small errors in the measurement of particle diameter, interparticle 
distance and the velocity of the particles. A polydispersity of ±5% in our system can increase 
the force by 30%. Similarly, an error of 10% in the measurement of the colloidal particle 
velocity and the interparticle distances can increase the forces by 15%. Since our we use 
polystyrene particles with a polydispersity of 5% and use image tracking to calculate the 
experimental particle velocity using micro-Particle Image Velocity techniques, it is possible 
that the experimental interparticle forces are higher than what we observe in the theoretical 
and ideal system used in Monte Carlo simulations as described in Table 5.2. Also, it has been 
seen that hydrodynamic multibody interactions can have a major effect on the increase in 
interparticle forces [32]. The hydrodynamic multibody forces and shear thickening or shear 
thinning behaviors that occur in colloidal systems are out of scope of the self-assembly analysis 
we perform.    
Table 5.2. Interparticle Radiation dependence on System Parameters 
Parameter Parameter Variation. % Interparticle Force Variation, % 
Diameter of particle 
(Polydispersity) 
±5 ±30% 
Velocity of Particles ±10 ±10% 
Interparticle Distance ±5 ±15% 
 
Conclusion 
We study the acoustic self-assembly process using experimental and computational 
methods. To describe the forces acting on the colloidal particles, we take the suspension 
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balance model and calculate the acoustic pressure profiles. Based on the simulations and 
experiments, we observe that the suspension balance model underestimates the force in the 
system. Radial distribution functions and order parameter analysis are used to quantify the 
effect of primary acoustic forces on the assembly process. We consider the interparticle and 
multi—body forces on the assembly process and we find that the interparticle forces do not 
affect the assembly process. So the underestimation may suggest the effect of hydrodynamic 
forces on the assembly process that are unaccounted in our model. Also, the polydispersity in 
the particles used in our experiments may cause a 10% difference in the primary acoustic 
pressure measured compared to the simulations. 
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Introduction 
Fabrication of ordered and crystalline colloidal materials has been of interest for many 
due to the enhanced and programmable material properties of these unique materials.  It has 
been shown that ordered colloidal materials demonstrate superior mechanical, electrical, 
optical and chemical properties compared to their bulk counterparts. With recent advances in 
miniaturizing electronics, the race for use of renewable energy systems, wearable electronics 
and biomedical sensors for everyday and diagnostic purposes, the need for more efficient 
materials, low manufacturing costs and efficient production processes are being researched 
intensely. 
Colloidal materials provide extremely efficient materials, improving efficiency.  For 
example, solar electricity in the United States has reached grid parity with the current solar 
electricity cost is at 12.2 cents/kWh [8, 9], comparable to the cost of fossil fuel electricity at 
10 cents/kWh [10].  However, many other factors like the cost of infrastructure and 
maintenance are ignored in the cost mentioned and it is estimated by Beard et.al. that the unit 
cost of solar electricity needs to be reduced by half or a third for solar electricity to be used as 
widely as fossil energy [8]. Figure 1a shows the cost of solar electricity at 10 cents/kWh using 
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current technologies. The current higher efficiency solar cells in research (i.e., lab prototypes 
in development) have shown an average cost of 5 cents/kWh, which is demonstrated in the 
$0.5-$0.3/kWh region. So extensive research on increasing the efficiency of solar power is 
being done 1) to improve the light absorption efficiency of bulk materials (the Si panel 
efficiency today is by the ‘current Si record efficiency’ limit in figure 1a) and to 2) improve 
light absorption mechanisms like multi-exciton emission, intermediate bandgap materials to 
reduce emission losses etc. by designing new materials. Quantum dot and nanocrystal materials 
are being developed today to make use of quantum confinement effects. Various nanostructure 
morphologies, for example nanorods shown in figure 1b, are being experimented with to 
improve absorption and emission properties. Also, mesoscopic materials with nano-
morphologies are being designed to improve the electron absorption/emission efficiencies 
The size and geometry dependent properties of nanocrystals have been used to design 
desired and custom-made materials like intermediate bandgap materials, linear and non-linear 
optical absorption or emission properties [11], electrochemical reactivity [12], high mechanical 
strength[13] etc. Despite the many advantages of single crystal nanomaterials, fabrication of a 
perfect nanocrystal material has remained a challenge and many novel methods are being 
developed today to make defect-free single crystal nanomaterials. 
Many colloidal materials are fabricated using top-down approaches like 
photolithography, spin coating, evaporation. However, the assembly process of the particle 
arrangement cannot be controlled at the microscopic level and create permanent defects, 
leading to less efficient materials. Bottom-up approaches like self-assembly of materials is 
being researched extensively as they process can be controlled at the microscopic and atomic 
scale and the particles can be custom arranged to get defect-free and efficient materials. 
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However, self-assembly takes several hours to days to create bulk scale materials of the size 
of a few millimeters. Also, extremely controlled conditions are required for many processes 
and the production is done in batches and then assembled separately, making the production 
process extremely time-consuming and expensive. 
Fabrication methods for continuous production of self-assembled materials has been 
done intensively. Integrating the microscale bottom-up techniques with macroscale fabrication 
techniques like roll-to-roll processing and rapid prototyping is essential to fabricate materials 
that can be customized for real-life applications. Roll-to-roll self-assembly process has been 
developed by Park et al. [1] to where microscale silicon chips were assembled continuously on 
a substrate to create fabrics with electrical circuits. However, this process miniaturizes the 
macroscale assembly systems and does not create new material properties. Acoustically 
mediated self-assembly of particles was used to create a self-assembled particle-polymer 
composite [2] with high anisotropic mechanical strength but the process is done in a fixed 
acoustic chamber to batch produce components in a single layer. Magnetically self-assembled 
materials are stacked continuously layer-by-layer to create materials with varying properties 
[3]. Another method used to create particle assembly has been using photolithography to create 
patterns and then use self-assembly techniques like acoustically directed self-assembly to 
create patterned materials [4].  
Many colloidal inks have been combined with rapid prototyping devices to create 
multi-material platforms to create new materials. Colloidal materials like PDMS [5], bioinks 
[6], glass [7,8] have been used extensively to create new materials that can be customized and 
‘made-to-order’ using rapid prototyping techniques like 3D printing. However, these 
techniques do not allow to program material microstructure as we 3D print materials, creating 
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only isotropic composite structures and the defects cannot be annealed once the product is 
created. Other systems having multiple materials or orientations require multiple printheads 
that extremely complicated to operate [9]. 
So, a technique to create continuous self-assembled materials integrated with rapid 
prototyping techniques is important as we need the ability to program the microstructures of 
3D printed components. Programming the microstructures helps create unique functionalities 
and create optimized, defect-free products. Also, the ability to use colloidal materials can 
create multi-material manufacturing platforms that can use unconventional material 
combinations like polymers-metal systems, polymer-bioinks systems or inorganic metals-
solvent systems that are controlled in a single system instead of using multiple printheads for 
various materials as used in today’s systems.  
In this paper, we describe a rapid prototyping platform to print structures using 
acoustically self-assembled colloidal composites. An acoustic assembly cell is integrated with 
a CNC platform to create a rapid prototyping platform. The acoustic assembly cell is a 
continuous, high-throughput process for directing the acoustofluidic self-assembly of 
microparticles using off-the-shelf components without the need to access a clean room, making 
it possible to create ordered materials under normal room conditions.  Microscale-sized 
polystyrene particles dispersed in water are continuously introduced to glass-capillary 
microfluidic flow cell with a syringe pump.  A piezoelectric element attached to the side of the 
flow cell generates an acoustic standing wave that drives particles to assemble at acoustic 
nodes.  Highly ordered, continuous crystals are observed to assemble in less than a minute with 
a yield throughput rate of several hundred particles per minute were observed under various 
pressure and flow rates. Bulk particle-polymer composite fibers are fabricated using 
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acoustically directed-assembly by freezing the acoustically-assembled particles in a UV-
curable resin continuously through the acoustic cell to form ordered microparticle-polymer 
thread-like structures. This acoustic cell is attached to a CNC machine to control the X-Y 
motion of the stage, forming an acoustic printing nozzle. These threads from the acoustic cell 
attached to the stage are continuously raster printed layer-by-layer, similar to a 3D printing 
process, to form structures.  
To demonstrate the flexibility of the assembly process using various materials, we use 
PMMA microparticles, copper microparticles, stainless steel microparticles, graphene 
microflakes and Strontium Aluminate, Europium and Dysprosium doped (SrAl2O3: Eu, Dy) 
encapsulated in a UV resin to create the particle-polymer single threads. Then the ability to 
print bulk materials is demonstrated by creating a layer of Strontium Aluminate, Europium and 
Dysprosium doped (SrAl2O3: Eu, Dy)-resin composite structure. Finally, to demonstrate the 
superior properties of self-assembled materials, we study the tensile strength of self-assembled 
PMMA microparticle-resin threads.   
 Materials and Methods 
Acoustic Cell Fabrication  
An acoustic cell is designed that uses acoustophoretic self-assembly mechanism to 
create ordered structures with continuous and high throughput assembly as demonstrated in 
Figure 6.1. The acoustic cell was fixed to an optical microscope stage. The piezoelement on 
the acoustic cell was driven with a sine function wave input using a wave function generator 
(Agilent 33220A).  An RF amplifier (Electronics & Innovation, 210L) with a maximum input 
of 1 Vrms was used to amplify the signal input into the piezoelement.  The amplitude and 
frequency of the signal from the amplifier was monitored continuously using an oscilloscope 
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(Tektronix, TBS 1052B-EDU).  A signal attenuator (Tektronix P2220 Voltage Probe) was used 
on the oscilloscope to reduce the possibility of damage on the oscilloscope due to high voltage 
 
Figure 6.1. Schematic of the acoustic cell and acoustic self-assembly process. 
 
inputs.  Two dummy loads of 1 W (Tektronix 011-0049-01) and 50 W (Pasternack PE6234) 
were used with the wave function generator and the RF amplifier respectively to ensure that 
the circuit remained closed at all times.  
The polystyrene bead dispersion was interfaced with the acoustofluidic device and 
pumped in using a syringe pump (Lucca Technologies, GenieTouch).  The acoustic pressure 
was generated by applying various voltages to the piezoelement.  All experiments were 
conducted at peak-to-peak voltages of 95Vpp as a direct input from the RF amplifier at a fixed 
frequency of 830 kHz.  The experiments were conducted at a flow rate of 1 mL/hr using the 
syringe pump.   
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Sample Preparation  
Unfunctionalized, dry PMMA particles (27μm-32μm diameter) were purchased from 
Cospheric (PMPMS-1.2 27-32um). The UV-curable resin was purchased from Sigma Aldrich 
(CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 1:1:1 
ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles 
were then added to the diluted resin solution. 
Unfunctionalized, dry Copper particles (20 micron diameter) were purchased from 
Sigma Aldrich (PMPMS-1.2 27-32um). The UV-curable resin was purchased from Sigma 
Aldrich (CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using 
a 10:1:1 ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA 
microparticles were then added to the diluted resin solution. 
Unfunctionalized, dry (SrAl2O3: Eu, Dy) particles (50 micron diameter) were 
purchased from Techno Glow Inc. The UV-curable resin was purchased from Sigma Aldrich 
(CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 
ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles 
were then added to the diluted resin solution. 
Unfunctionalized, dry graphite flakes (45 micron diameter, thickness) were purchased 
from Nanomaterials Research Inc. The UV-curable resin was purchased from Sigma Aldrich 
(CPS 1030 UV-A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 
ratio of the resin and solvents to reduce the viscosity of the resin. The PMMA microparticles 
were then added to the diluted resin solution. 
Unfunctionalized, dry stainless steel particles (20 micron diameter) were purchased 
from Sigma Aldrich.The UV-curable resin was purchased from Sigma Aldrich (CPS 1030 UV-
A). The resin was diluted using Acetone and Isopropyl Alcohol using a 10:1:1 ratio of the resin 
110 
and solvents to reduce the viscosity of the resin. The PMMA microparticles were then added 
to the diluted resin solution. 
For the cases of copper, stainless steel and SrAl2O3 , the flow was manually operated 
since the particles settle down in the horizontal position on a syringe pump. So the particles 
were pumped manually with the syringe held in a vertical position. 
3D Printing Platform Assembly 
  
Figure 6.2. A) schematic of the 3D printer setup, B) acoustic nozzle integrated with the XY 
stage and the UV chamber to create the 3D printer and C) shows the acoustic cell attached to 
the printhead, creating the acoustic self-assembly printing nozzle. 
The 3D printing platform is created using a CNC Carving Machine (Zen Toolworks 
CNC Carving Machine DIY Kit 12x12 F8) is used as the XY stage as demonstrated in Figure 
6.2B. The toolhead is replaced with the acoustic cell described above to create the printhead, 
called the acoustic printing nozzle as shown in Figure 6.2C. The CNC platform is operated 
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using stepping motors in the X, Y and Z directions with a precision of 0.001”. The step motors 
are controlled using Grbl software, a high level, open source software that controls the motors 
using Arduino Uno R3 microcontrollers. Universal GCode Sender, an open source software is 
used as an interface for Grbl. A step size of 1mm and a federate of 1mm/s in the X and Y 
directions were used for our system. The Z-coordinate is kept constant. The UV lamp is run 
continuously to cure the assembled fibers and the acoustic cell is shielded completely from the 
UV source to avoid curing. The outlet of the cell is only subject the UV light during the process. 
The wavefunction generator, amplifier and syringe pump are used in addition to the setup as 
described in the acoustic cell fabrication section. A schematic of the process is shown in Figure 
6.2A. 
Results 
PMMA, Graphite, [SrAl2O3: Eu, Dy], Stainless Steel and Copper in UV-resin 
To demonstrate the ability to fabricate composite materials using our acoustic assembly 
approach, we assemble microparticles in a UV-curable resin.  We used PMMA microparticles 
drawn from a powder and dispersed in the UV resin.   The PMMA microparticles suspended 
in the UV resin solution assemble at a flow rate of 2 mL/hr, an applied voltage of 85 Vpp and a 
frequency of 848 KHz. The UV resin is cured in UV light for 2 minutes and 30 seconds to 
freeze the crystals as shown. We extracted a sample polymer fiber that is 10 cm in length and 
0.94 mm in diameter. Continuous close-packed structures can be observed to form a single 
layer around the polymer fiber. We observe that particles assembled only across a part of the 
sample and are not distributed randomly across the surface area of the sample. The 40x 
magnified image of the assembly shows the resin seep in between particles, demonstrating the 
inter-particle bonding of the beads as shown in Figure 6.3A. We can see that the particles are 
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assembled in a single layer on one side of the polymer thread as explained in Chapter 4 for all 
cases. 
The SrAl2O3:Eu, Dy microparticles are suspended in the UV resin solution assemble at 
a flow rate of approximately 2-5 ml/hr due to handheld input, an applied voltage of 95 Vpp and 
a frequency of 830 KHz. The UV resin (10:1:1 UV Resin: Isopropyl Alcohol: Acetone) is 
cured in UV light for 4 minutes and 30 seconds to freeze the crystals as shown. We extracted 
a sample polymer fiber that is 5cm in length and 0.94 mm in diameter. The 4X image of the 
fiber shows continuous close-packed structures can be observed to form a single layer around 
the polymer fiber as shown in Figure 6.3B. Since Strontium Aluminate is luminescent, the 
particle arrangement in the threads can be seen by the green hue in the dark.  
The graphite microflakes (plates) are suspended in the UV resin solution assemble at a 
flow rate of 2 ml/hr due to handheld input, an applied voltage of 95 Vpp and a frequency of 830 
KHz. The UV resin is cured in UV light for 3 minutes to freeze the crystals as shown. We 
extracted a sample polymer fiber that is 8cm in length and 0.94 mm in diameter. The 4X image 
of the fiber shows continuous, close packed network (structure) of graphite can be observed to 
form a single layer of graphite at the bottom of the polymer fiber. The graphite network can 
also be observed with the naked eye as demonstrated in Figure 6.3D. 
Copper microparticles (dry powder) are suspended in the UV resin solution assemble 
at a flow rate of approximately 2-5 ml/hr due to handheld input, an applied voltage of 95 Vpp 
and a frequency of 830 KHz. The UV resin (10:1:1 UV Resin: Isopropyl Alcohol: Acetone) is 
cured in UV light for 4 minutes and 30 seconds to freeze the crystals as shown. We extracted 
a sample polymer fiber that is 7cm in length and 0.94 mm in diameter. The 1X image shown 
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in Figure 6.3C of the fiber shows continuous Copper deposition as a thin line can be observed 
on the polymer fiber.  
Stainless steel microparticles are suspended in the UV resin solution assemble at a flow 
rate of 2 ml/hr due to handheld input, an applied voltage of 95 Vpp and a frequency of 830 KHz. 
The UV resin (10:1:1 UV Resin: Isopropyl Alcohol: Acetone) is cured in UV light for 4 
minutes and 30 seconds to freeze the crystals as shown in Figure 6.3E. We extracted a sample 
polymer fiber that is 5cm in length and 0.94 mm in diameter. The 1X image of the fiber shows 
close-packed structures can be observed to form a single layer around the polymer fiber.  
 
Figure 6.3. Self-assembled Microparticle-UV resin fibers and the corresponding 
microstructures for PMMA, SrAl2O3: Eu, Dy; Copper, graphite and stainless steel. The 
microstructures of the corresponding fibers is shown. Scale bar is 5 mm.  
The particle assembly demonstrated using PMMA beads is not as uniform as seen in 
the polystyrene bead assembly as the dry, unfunctionalized PMMA particles are suspended in 
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the resin solution and so, they do not form a stable solution as opposed to the functionalized 
polystyrene solution we used.  The PMMA beads are not monodisperse and the difference in 
particle sizes causes a non-hexagonal packing of the packing. Similar is the case for the non-
uniform structure formed using the non-uniform shape of SrAl2O3:Eu, Dy particles and 
graphene flakes. Also, due to the high weight of SrAl2O3:Eu, Dy and Copper, the particles 
would settle down in the syringe. So these samples were handheld vertically to make sure that 
the concentration of the colloidal solution did not vary drastically over time.  
Tensile testing PMMA 
   
 
Figure 6.4. The fractured self-assembled PMMA-UV resin tensile test sample that was used. 
Sample length: 1 inch.  
Tensile testing is done on the fibers to compare the strength of the materials with and 
without particle inclusions as shown in Figure 6.4A. The fiber is tested using a wire tensile 
testing machine (Mark-10 handwheel operated system) using a 50 LbF digital force gauge. The 
manually applied force is obtained using the digital force gauge. The elongation of the fiber at 
fracture is measured by measuring the distance between the hooks using a linear scale. The 
diameter of the fibers is measured as 0.94mm using a Vernier calipers. The force gauge 
measures the force every 0.1 seconds. The stress applied is calculated by dividing the force 
applied with the original area of the fibers. 
                                             𝑆𝑡𝑟𝑒𝑠𝑠, 𝑇 =  
 
  
                                  (6.1)                                
                                                              =  
.  ∙
                                                     (6.2) 
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 where d is the diameter of the fiber, F is the force reading from the force gauge. The 
force is given in N. 
The original length, L0, of the sample before the test is measured to be 0.5 inches. The 
final length of the sample at fracture, Lf is calculated by calculating the distance between the 
sample hooks at fracture.  
𝑆𝑡𝑟𝑎𝑖𝑛 =                                                      (6.3) 
The Tensile Strength of the material is defined as the force at fracture per unit area and 
is given by[10], 
𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ =                                              (6.4) 
where 𝐹  is the force applied at which the sample fractures and A is the original 
cross-sectional area of the tensile testing sample. 




                                                     (6.5) 
 
Figure 6.5. Force-time graphs showing the application of force on the samples during tensile 
testing A) for randomly dispersed samples with and without particles and B) for the self-
assembled particles with and without particles. 
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The sample length between the grips in the tensile testing machine is 0.2 inches for the 
self-assembled sample and 0.5 inches for the randomly dispersed sample. It can be seen from 
Table 6.1 that the resin sample without any particles has a Young’s modulus ranging between 
15 to 24 MPa. The modulus of the randomly dispersed sample increases to 35 MPa, and the 
Young’s modulus of the fiber is 45 MPa in the case of a self-assembled sample. This 
demonstrates the superior mechanical properties that can be obtained using ordered composites 
compared to the random composites we currently use. 
Table 6.1. Young’s Modulus of PMMA dispersed and Self-assembled PMMA particle- UV 
Resin Composites  
Particle 
Distribution 











21.1 17.07 21.1 34.14 
Self-assembled  21.8 17.84 14.5 44.6 
 
The tensile strength of a composite with random particle distribution in the matrix, 
relative to the strength of the matric material without particles is given by [11], 
= 1 + 𝑅                                                (6.6) 
where E is the Young’s modulus and R is the enhancement factor. For low 
concentration of particles, the ratio is given by, 
= 1 + 2.5𝜙                                                (6.7) 
where 𝜙 is the particle density. 
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 An additional correction factor is added to account for the change in properties using 
the order of particles given by [12], 
= 1 + 2.5𝜙 + 𝐶                                    (6.8) 
where r is the average distance between particles, denoted by the first radius or first 
peak in the radial distribution function and C is a constant that is fitted based on experimental 
data.  
In random samples, the radial distribution factor is larger compared to close packed 
systems. Hence, we expect an increase in the Young’s modulus with an increase in the order 
of the material. In our results, we see that the modulus is the smallest for the resin without 
particles followed by the randomly distributed sample and the highest strength is observed in 
the self-assembled material. The increase in the order of the closely packed system increases 
the young’s modulus, demonstrating better properties.  
3D Printing of SrAl2O3: Eu,Dy - UV Resin composite 
   
Figure 6.7. A) the 3D printed self-assembled Strontium Aluminate- UV resin fibers in a 
raster scan and B) the luminescence of the sample in the dark. Scale bar is 1cm. 
The SrAl2O3: Eu, Dy microparticles are suspended in the UV resin solution assemble 
at a flow rate of approximately 2-5 ml/hr due to handheld input, an applied voltage of 95 Vpp 
and a frequency of 830 KHz. The UV resin (10:1:1 UV Resin: Isopropyl Alcohol: Acetone) is 
cured in UV light for 4 minutes and 30 seconds to freeze the crystals as shown in figure 6.7A. 
A step size of 1mm is used in the X and Y direction and the Z-direction (height of the nozzle) 
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is kept constant. The X-Y motion is controlled using Arduino motors using Universal Gcode 
Sender interface. The G-code was manually entered to obtain a raster scan. The cell is placed 
such that only the outlet end is exposed to the UV light. 
We extracted a sample polymer fiber that is 5cm in length and 0.94 mm in diameter as 
shown in Figure 6.4A and the luminescent 3D printed self-assembled particle-polymer layer 
can be seen in glowing in the dark in Figure 6.7B. Since Strontium Aluminate is luminescent, 
the particle arrangement in the threads can be seen by the green hue in the dark. Strontium 
Aluminate loses its luminescence after 24 hours and can be recharged using solar power, 
demonstrating the ability of this technique to fabricate new materials with varying 
microstructures using rapid prototyping.  
Conclusion 
In this chapter, we demonstrate 3D printing of materials with tailored microstructures. 
We demonstrate a continuous throughput flow-reactor cell crystal fabrication system using 
acoustically-driven self-assembly of colloidal crystals. Since acoustic force is a mechanical 
force, this fabrication system can be used on a range of materials from polymers to inorganics 
metals to metallic alloys, unlike the need for only polymer systems (with low melting point) 
that current rapid prototyping systems require. We use a range of materials to demonstrate the 
versatility of the system like PMMA microparticles, graphite microflakes (microplatelets), 
copper microparticles, stainless steel and Strontium Aluminate: Europium, Dysprosium doped 
microparticles embedded in UV resin. Also, the ability to work with colloidal materials also 
makes this platform ideal to create simple multi-material rapid prototyping platforms.  
To demonstrate the unique properties of the self-assembled materials, we use Strontium 
Aluminate: Europium, Dysprosium doped microparticles in UV-resin. Since the microparticles 
are luminescent, we obtain a UV-curable resin fiber with a luminescent core that is active for 
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24 hours and then be recharged under solar radiation. Also, we study the mechanical properties 
of the self-assembled PMMA microparticle-UV resin and we observe that the Young’s 
modulus of the self-assembled composite is 30% higher than the randomly dispersed PMMA 
composite and 50% higher than only the UV-resin. These results suggest that self-assembly 
facilitates creating materials with programmable and superior material properties.       
Finally, we demonstrate the ability to 3D print the self-assembled polymer composite 
to create bulk materials. The acoustic cell is integrated with a CNC machine to maneuver the 
cell in the X, Y and Z-directions to create a rapid prototyping platform. The self-assembled 
colloidal particle-UV resin composite is cured in a UV chamber to continuously print new 
materials with unique properties. Strontium Aluminate: Europium, Dysprosium doped 
microparticles in UV-resin fibers are printed using raster scan continuously and simultaneously 
cured in a UV chamber. The fibers are printed layer-by-layer, similar to a 3D printer, to create 
a layer of the composite material.  
This paper demonstrates for the first time, an externally directed self-assembly of 
colloids system that can continuously form composite fibers. Also, the development of a rapid 
prototyping platform that can create self-assembled composites is novel since unlike a 
commercial 3D printing system, self-assembly helps to customize and program the 
microstructure of the printed material in real-time to create materials with customized material 
properties. Finally, we also demonstrate the superior mechanical properties of self-assembled 
systems experimentally. The self-assembled material can be used to create rechargeable 
biosensors and electronic components that can be custom-3D printed. Also, these materials can 
be used to create novel materials like active and smart materials [13,14], self-healing materials, 
smart soft robotic actuators [15]. 
120 
References 
[1] S. Park, J. Fang, S. Biswas, M. Mozafari, T. Stauden, and H. O. Jacobs, 2015, 
“Approaching Roll-to-Roll Fluidic Self-Assembly: Relevant Parameters, Machine Design, and 
Applications,” J. Microelectromechanical Syst., 24(6), pp. 1928–1937. 
[2] Thomas, M. L.-J., Drinkwater, W. B., and Trask, S. T., 2016, “3D Printed 
Components with Ultrasonically Arranged Microscale Structure,” Smart Mater. Struct., 25(2), 
p. 02LT01. 
[3] Kokkinis, D., Schaffner, M., and Studart, A. R., 2015, “Multimaterial 
Magnetically Assisted 3D Printing of Composite Materials,” Nat. Commun., 6, p. 8643. 
[4] Melde, K., Mark, A. G., Qiu, T., and Fischer, P., 2016, “Holograms for 
Acoustics,” Nature, 537, p. 518. 
[5] Roh, S., Parekh, D. P., Bharti, B., Stoyanov, S. D., and Velev, O. D., 2017, “3D 
Printing by Multiphase Silicone/Water Capillary Inks,” Adv. Mater., 29(30), p. 1701554–n/a. 
[6] Liu Wanjun, Zhang Yu Shrike, Heinrich Marcel A., De Ferrari Fabio, Jang Hae 
Lin, Bakht Syeda Mahwish, Alvarez Mario Moisés, Yang Jingzhou, Li Yi‐Chen, Trujillo‐de 
Santiago Grissel, Miri Amir K., Zhu Kai, Khoshakhlagh Parastoo, Prakash Gyan, Cheng Hao, 
Guan Xiaofei, Zhong Zhe, Ju Jie, Zhu Geyunjian Harry, Jin Xiangyu, Shin Su Ryon, Dokmeci 
Mehmet Remzi, and Khademhosseini Ali, 2017, “Rapid Continuous Multimaterial Extrusion 
Bioprinting,” Adv. Mater., 29(3), p. 1604630. 
[7] Compton, B. G., and Lewis, J. A., 2014, “3D-Printing of Lightweight Cellular 
Composites,” Adv. Mater., 26(34), pp. 5930–5935. 
[8] Zhong, W., Li, F., Zhang, Z., Song, L., and Li, Z., 2001, “Short Fiber 
Reinforced Composites for Fused Deposition Modeling,” Mater. Sci. Eng. A, 301(2), pp. 125–
130. 
121 
[9] Laureto, J. J., and Pearce, M. J., 2017, “Open Source Multi-Head 3D Printer for 
Polymer-Metal Composite Component Manufacturing,” Technologies, 5(2). 
[10] 1995, “IPC-TM-650 Test Method Methods.” 
[11] Guth, E., 1945, “Theory of Filler Reinforcement,” J. Appl. Phys., 16(1), pp. 20–
25. 
[12] Fu, S.-Y., Feng, X.-Q., Lauke, B., and Mai, Y.-W., 2008, “Effects of Particle 
Size, Particle/Matrix Interface Adhesion and Particle Loading on Mechanical Properties of 
Particulate–polymer Composites,” Compos. Part B Eng., 39(6), pp. 933–961. 
[13] Hawkes, E., An, B., Benbernou, N. M., Tanaka, H., Kim, S., Demaine, E. D., 
Rus, D., and Wood, R. J., 2010, “Programmable Matter by Folding,” Proc. Natl. Acad. Sci., 
107(28), p. 12441. 
[14] Zhang, Y., Zhang, F., Yan, Z., Ma, Q., Li, X., Huang, Y., and Rogers, J. A., 
2017, “Printing, Folding and Assembly Methods for Forming 3D Mesostructures in Advanced 
Materials,” Nat. Rev. Mater., 2, p. 17019. 
[15] Sarwar, M. S., Dobashi, Y., Preston, C., Wyss, J. K. M., Mirabbasi, S., and 
Madden, J. D. W., 2017, “Bend, Stretch, and Touch: Locating a Finger on an Actively 






CHAPTER 7.    CONCLUSIONS AND FUTURE WORK 
Summary and Conclusions 
In this thesis, we study the mechanism of acoustophoretically-mediated self-assembly 
of colloidal crystals. We also discuss the design of a continuous self-assembly fabrication 
process to enable the macroscale 3D printing of self-assembled micromaterials with unique 
properties. The main conclusions learned through this dissertation are as follows. 
Study of High Throughput and Continuous Self-assembly of Colloidal Crystals 
Colloidal assembly is usually done only at the nano- or microscale, producing batches 
of microscale materials. Though these metamaterials show desirable material properties, the 
inability to create macroscale materials has been a challenge.  In this dissertation, we designed 
a process to continuously produce acoustically mediated self-assembly of colloidal crystals. 
We study the effect of acoustic pressure and fluid flow on crystal formation and we observe 
the existence of an optimum combination which can yield defect-free crystals. The formation 
of grain boundaries and defects is studied. We use order parameter analysis, bead density 
functions and micro-Particle Image Velocimetry techniques to analyze and understand the 
experimental results. We find that the acoustic crystal formation is efficient with an increase 
in acoustic pressure and decrease in fluid flow. However, at high acoustic pressure, acoustic 
trapping was observed and beyond a maximum flow rate, the colloidal crystals are no longer 
formed. This shows the existence of a range of combinations of acoustic pressure and fluid 
flow that can create optimum crystal structures. 
We study the sedimentation effect of the non-brownian colloidal crystal formation 
using theoretical analysis and micro-Particle Image Velocimetry. We find that the 
experimental velocity is orders of magnitude lower than the average fluid flow and that the 
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colloidal crystals are formed merely a few microns above the base wall of the capillary. This 
effect is observed to be due to a combination of the parabolic flow in the capillary, wall effects 
on fluid flow and neglecting multibody hydrodynamic effects.  
We observe no acoustic streaming in our system. Based on the low acoustic streaming 
number, low height of colloidal crystal formation and the dimensions of the acoustic cell we 
use, the magnitude of any form of acoustic streaming- Rayleigh and Eckhart streaming are not 
possible. Micro-PIV measurements in the direction perpendicular to the piezoelement also 
support the same. 
Measurement of Acoustic Energy and Study of Acoustic Self-assembly using Monte 
Carlo Simulations 
We attempt to understand the kinetics of the assembly process using Monte Carlo 
simulations. However, the acoustic pressure acting on the colloidal ensemble is required. Since 
no direct methods to calculate the acoustic pressure inside a microchannel, we derive a method 
to extract the acoustic pressure in a microchannel using the Suspension Balance model. The 
extracted acoustic pressure is used to simulate the assembly process using Force-biased Monte 
Carlo simulations and we observe that the acoustic pressure we estimate from existing 
theoretical models is lower than expected. We use inverse Monte Carlo simulations to estimate 
that the theoretical models give a 30% lower estimate. We used interparticle interactions to 
understand the effect of interparticle radiation on the ensemble and find that interparticle forces 
do not play an important role in the assembly, making the assembly process independent of the 
concentration of the particles. We speculate that the polydispersity of the colloids in the 
experiment and the multibody hydrodynamic interactions have a significant effect on the 
assembly process.   
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Rapid Prototyping of Self-assembled Particle-Polymer Composites 
To demonstrate the ability to fabricate macroscale self-assembled materials, we use the 
high throughput acoustic cell system we designed. The microparticles are embedded in a UV-
curable resin, assembled using acoustic forces and then freeze in place to create composites. 
This process can be used on any material systems and we demonstrate the versatility of the 
process by fabricating composites with PMMA, graphite, copper, stainless steel and Strontium 
Aluminate microparticles in UV-curable resin. We are able to fabricate samples that are a few 
centimeters long. To understand if the self-assembled composites had superior material 
properties, a tensile test of the PMMA-resin sample was done and we observe that the Young’s 
modulus of the self-assembled polymer was higher than samples made of only the resin or a 
sample containing random PMMA dispersions. 
Finally, to demonstrate the ability to create products, we mount the acoustic cell on a 
CNC stage to create a 3Dprinting system. We were able to fabricate a continuous layer of 
Strontium Aluminate-resin composite by raster scan, analogous to a commercial 3Dprinting 
process. We observe distinct thin lines of self-assembled Strontium Aluminate luminesce in 
the dark, demonstrating the ability to create functional materials in the future. 
To summarize, we study the experimental process of acoustic self-assembly, study the 
kinetics of assembly using theoretical and computational analyses. Finally, we use the 
knowledge to create a continuous high throughput self-assembly rapid prototyping platform 
that can help create macroscale self-assembled materials.        
Future Work 
Further work needs to be done to leverage micro/nano-scale materials to realize 
solutions to consumer needs using nano-/micro-particle self-assembly fabrication techniques 
to develop bulk macro-scale materials with tailored properties. It has been demonstrated that 
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materials properties like optical absorption/emission, electrical conductivity and mechanical 
behavior of materials can be improved using ordered and defect-free structures. The main areas 
of focus would be in four main areas: 1) device fabrication techniques to create new materials 
using colloids to create programmable and smart materials, 2) develop additive manufacturing 
platform to print multi-materials for advanced applications using 4D printing, 3) develop 
manufacturing platforms like hand-held and portable self-assembly devices to provide 
accessible fabrication to all and 4) develop rapid prototyping platforms that can program the 
microstructure of 3D printed materials using acoustic feedback control in real-time. 
3D Printing Programmable/Smart Materials 
Colloidal crystals can be used to create new materials with programmable properties 
for advanced applications. Few specific examples of my proposed research are: 
3D Printing Self-Healing Materials 
Self-healing materials are being widely developed today due to their self-repairing 
capability and reusability. However, self-healing composites are fabricated on demand and are 
produced for specific applications only. I plan to use Eutectic GaIn (EGaIn) microparticles in 
a UV-curable resin to create a continuous EGaIn colloidal crystal in the polymer, creating a 
self-healing material when cracks appear as shown in figure 7.1A. These materials can be used 
to create self-healing circuits. 
3D Printing Capacitive Materials for Touch Screen Applications 
Using graphene or copper microparticles in a polymer like PDMS creates conductive 
channels in the polymer. Stacking perpendicular layers of these conductive channels can create 
materials that can be used for touch-screen interfaces as shown in figure 7.1B[89]. Using 
acoustic self-assembly, we can create these multi-material conductive channels using a single 
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print head and can be 3D printed, enabling custom printed touch screens on-demand for anyone 
with access to a 3D printer. 
 
Figure 7.1. A) coalescence of EuGaIn self-assembled microparticles on fracture to form self-
healing materials and b) the capacitance layers that can be deposited using acoustic self-
assembly to form touch screen interface (Sarwar et. al.). 
4D Printing using Colloidal Self-Assembly Platforms 
4D printing uses the fourth dimension of time, where 3D structures can morph into 
various shapes on application of an external force over time to create ‘intelligent/smart 
materials’ for sensors, micro- and nano-robotics, actuators and biomimetic materials to name 
a few. Using directed self-assembly techniques, I propose to use 3D print materials with self-
assembled colloidal inclusions to create varied and non-uniform material properties, that can 
be programmed to react to an external field. Specific examples of my research include: 
Structural Morphing using Colloidal Particles 
Thermoplastics with embedded heating elements like graphene and copper 
microparticles can be 3D printed to create materials that can expand or contract upon the 
application of electricity as demonstrated in the figure 7.2A below. Also, I plan to use swellable 
hydrogels with microparticle inclusions that can be programmed to create various curvatures 
on immersion in water, like the structures found in flowers and fruit/vegetable skins 
demonstrated in figure 7.2B [90]. 
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Programmable Kirigami and Origami Devices for Robotics 
 Kirigami and origami are paper-based crafts that are used extensively in robotic 
actuators and membrane applications. Embedding magnetic, heating or electrical elements can 
help control the actuators using external forces. Macroscale magnetic elements have been used 
previously to create foldable origami ‘self-folding boats’ as shown in figure 7.2C[91]. I 
propose to embed magnetic particles into flexible membranes like PDMS using acoustic self-
assembly to create soft robots inspired by insect wings and use alternating magnetic fields to 
create flapping motion and control their orientation as demonstrated in figure 7.2D. Magnetic 
elements can also be used to activate Kirigami actuators like springs as shown in figure 7.2E. 
 
Figure 7.2. A) differential thickness of hydrogel upon heating using heating element circuits 
and B) shows dynamic and reversible curvatures using programmed hydrogel layering (Ge et 
al.). C) programmed origami ‘self-folding boat’ demonstrated using magnetic elements on 
paper by Hawkes et. al. D) (top) kirigami paper spring expansion using magnets (below) 
shows the height of the spring under no magnetic field and c) origami bird wing flapping 
under magnet field. 
Handheld and Accessible Multi-Material Fabrication Systems 
Self-assembled materials require clean room access and high-end fabrication systems, 
that make it extremely difficult to make the process accessible to all in normal room conditions. 
Since acoustic assembly can be done using off-the-shelf components and the assembly happens 
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at normal room conditions, it is possible to miniaturize the system to create handheld 
fabricating devices that can help everyone to create programmable materials as per their 
requirements without expert help. These devices can be used for everyday applications from 
art demonstrations, electric circuit design, hobby crafts to complex applications like in surgical 
applications (like creating bone growth textures, surgical threads etc.), biosensor applications, 
fabricating on-the-go portable energy devices and electronics to name a few. I intend to have 
a piezo-element and a UV LED on a hot-glue gun like structure, where acoustic assembly 
occurs in the melted chamber and the composite is solidified using an LED light. The schematic 
of a hot glue gun and the proposed changes to the design to create self-assembly gun are shown 
in figure 7.3A and 7.3B respectively. 
 
Figure 7.3. A) the schematic of a hot glue gun and B) shows a modified version of the gun 
including microfluidic channels to create self-assembled materials using handheld device. 
Real-time Microstructure Controlled Rapid Prototyping using Acoustic Feedback 
Control System 
We describe the measurement of acoustic pressure in a microchannel acting on an 
ensemble that can be calculated real-time. Using the real-time pressure measurement, we can 
control the experimental parameters like applied voltage and acoustic frequency to control the 
microstructure of the colloidal crystal. Using this technique, we can create a 3D printing 
platform that can be programmed in real-time to create 3D printed materials with programmed 
variety of microstructures throughout the system. 
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Figure 7.4. Process describing real-time microstructure programming using real-time 
acoustic feedback control.  
Although self-assembled materials are being widely used, the kinetics of the assembly 
are not completely understood. Understanding the assembly kinetics of directed self-assembly 
will help to devise ways to reduce defects and obtain highly ordered materials. Also, the effects 
of external fields like acoustic streaming and flow effects affect the assembly in the case of 
directed-assembly that still need to be studied. I plan to understand the self-assembly kinetics 
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% Rod tracking script 
% written by Jaime Juarez, PhD 
% Iowa State University 
% 
% This code requires the image processing 








% Timer variable 
t1 = clock; 
  
% % Enter the file name of the TIF stack 
% % Stack and MATLAB script must be in the same directory 




% % Get file information (width, height, and TIF stack size) 
info = imfinfo(filename); 
iwidth = info(1).Width; 
iheight = info(1).Height; 








% % Threshold factor 
% % Default Value: 1 
 tfac = 1.78; 
%  
% % If too many points are identified as centers 
% % try increasing this value. 
%  
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% % If not enough points are identified as centers 








% % Minimum size factor 
% % Pixel clusters below this value will be removed 
% % from consideration as candidate centers 
% % Default Value: 35 
 msfac = 5; 
%  
% % As with the threshold factor, the number of centers 
% % identified can be optimized by adjusting this value 
% % up or down. 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% % Frames per second (fps) 
 fps = 99; 
% % fps = number v.ideo frames / total video capture time 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% % Pixel Scale 
% % formula: 0.08856 microns * (100/obj) *(bin/mag) 
 pscale = 0.08856*(100/10)*(4/1); 
% % measured using stage micrometer with objective used 
% % for experiment. 
%  
% % Check thresholding 
 check_thresh; 
  
 for i = 1:nframes 
%      
%     % Print current frame number to Command Window 
     i 
%      
     time = (i-1)*fps; 
%      
%     % Read in current image/frame 
     frame = imread(filename,i); 
 %     f_imadjust = imadjust(frame); 
     
%     figure(1) 
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%     imshow(frame); 
     
    % Use an averaging filter to remove noise 
     
    % Type 'help fspecial' in the Command Window for 
    % information on avaiable filters 
     
    % NOTE: averaging and disk filters work the best 
    % for this application 
    H = fspecial('average'); 
     
    % Temporary variable for image processing 
    ftemp = imfilter(frame,H,'replicate'); 
    % Find threshold value for 'ftemp' 
    thresh = tfac*graythresh(ftemp); 
    % Convert image to black and white 
    fbw = im2bw(ftemp,thresh); 
    % Remove pixel clusters that fall below the minimum size 
    bw = bwareaopen(fbw,msfac); 
    % Fills in brightest pixel clusters 
    bw = imfill(bw,'holes'); 
     
%     figure(2) 
%     imshow(bw); 
     
    % clear unused variables 
    clear H ftemp thresh fbw 
     
    % Identify the boundaries of candidate particles 
    [B,L] = bwboundaries(bw,'noholes'); 
    % Find the centers for candidate particles 
    p = regionprops(L,frame,'Centroid','MaxIntensity'); 
    % Maximum number of candidate particles 
    npmax = size(B,1); 
    % Initialize variable for number of particles 
    np = 0; 
    
    clear frame  
     
    % Loop to extract all candidate centers 
    for np = 1:npmax 
        % Candidate center for particle j 
        xy = [p(np).Centroid(1) p(np).Centroid(2)]; 
         
        % Estimate particle intensity 
        intensity = double(p(np).MaxIntensity); 
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        pdata = [time np xy intensity]; 
        dlmwrite('data.txt',pdata,'precision','%.3f',... 
            'delimiter','\t','newline','pc','-append'); 
    end 
     
%     Clear any existing variables 
    clear xy pdata dx dy intensity 
    clear time B L p npmax np  
     
end 
  
clear info iheight iwidth msfac tfac 
  
data = load('data.txt'); 
  
xyzs = [data(:,3) data(:,4) data(:,1)]; 
  
% tracking parameters 
param.mem = 0; 
param.dim = 2;  %2 
param.good = 0; 
param.quiet = 1; %1 
maxdisp = 9; % maximum displacement in pixels 5 
  
ptrack = track(xyzs,maxdisp,param); 
  
dlmwrite('track_data.txt',ptrack,'precision','%.3f',... 
            'delimiter','\t','newline','pc','-append'); 
disp('Start MSD'); 
  
% frames per second 
dt = 1/fps; 
  
% number of particles; 
np = max(ptrack(:,4)); 
  
% MSD 
meansqdisp(1:(nframes-1),1:7) = 0; 
  
count(1:(nframes-1),1) = 0; 
  
dx2(1:(nframes-1)) = 0; 
dy2(1:(nframes-1)) = 0; 
  
for i = 1:np 
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    idx = find(ptrack(:,4)==i); 
    x = pscale.*ptrack(idx,1); 
    y = pscale.*ptrack(idx,2); 
    lf = size(x,1); 
     
    dx = x-x(1); 
    dy = y-y(1); 
     
    for j = 1:(lf-1) 
        for k = 1:(lf-j) 
            dx2(j) = dx2(j) + (dx(k)-dx(k+j))^2; 
            dy2(j) = dy2(j) + (dy(k)-dy(k+j))^2; 
            count(j) = count(j) + 1; 
        end 
    end 
     
    meansqdisp(:,1) = meansqdisp(:,1)+dx2'; 
    meansqdisp(:,2) = meansqdisp(:,2)+dy2'; 






meansqdisp(:,3) = meansqdisp(:,1)+meansqdisp(:,2); 
  
% STD 
meansqdisp(:,4) = sqrt(meansqdisp(:,1)./(count*np-1)); 
meansqdisp(:,5) = sqrt(meansqdisp(:,2)./(count*np-1)); 
meansqdisp(:,6) = sqrt(meansqdisp(:,3)./(count*np-1)); 
  
% Standard Error 




tau = tau'; 
  
clear dt idx x y r lf dx dy dr  








plot(tau,meansqdisp(:,3));          
% MSD; 
%  
% % Input data for Gcalc 
% norigin = 1*(nframes-1); 
% norigin = round(norigin); 
% tauin = tau(1:norigin); 
% r2 = meansqdisp(1:norigin,3); 
%  
% clear data xyzs ptrack 
%  
% % Particle radius in microns 
% a = 0.5; 
% % Set dim = 2 for meansqdisp(:,3) and dim = 1 for meansqdisp(:,1) and 
% % meansqdisp(:,2) 
% dim = 2; 
% % Ambient temperature of experiment in Kelvin 
% T = 298; 
% % Set clip = 0.03 to default.  See code notes. 
% clip = 0.03; 
% % Set width = 0.7 to default. See code notes. 
% width = 0.7; 
%  
% disp('Start moduli calculation'); 
%  
% [ omega,Gs,Gp,Gpp,dd,dda ] = calc_G(tauin,r2,a,dim,T,clip,width); 
%  
% clear a dim T clip width fps nframes pscale filename 
%  
% rheo = [omega' Gp' Gpp']; 
  
% Display total run time in Command Window 
t = etime(clock,t1) 
 
Check_thresh.m 
flag = 1;     
  
while(flag == 1) 
  
% Read in current image/frame 
    frame = imread(filename,1); 
%     f_imadjust = imadjust(frame); 
     
    figure(1) 
    imshow(frame); 
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    % Use an averaging filter to remove noise 
     
    % Type 'help fspecial' in the Command Window for 
    % information on avaiable filters 
     
    % NOTE: averaging and disk filters work the best 
    % for this application 
    H = fspecial('average'); 
     
    % Temporary variable for image processing 
    ftemp = imfilter(frame,H,'replicate'); 
    % Find threshold value for 'ftemp' 
    thresh = tfac*graythresh(ftemp); 
    % Convert image to black and white 
    fbw = im2bw(ftemp,thresh); 
    % Remove pixel clusters that fall below the minimum size 
    bw = bwareaopen(fbw,msfac); 
    % Fills in brightest pixel clusters 
    bw = imfill(bw,'holes'); 
     
    figure(2) 
    imshow(bw); 
     
     
    flag = input('Do you want to change thresholding factors? 1 = Yes, 2 = No.'); 
     
    if(flag == 1) 
        tfac = input('What is the thresholding factor? Default = 1.'); 
        msfac = input('What is the minimum size factor? Default = 35.'); 



















Monte Carlo Simulations with Interparticle Acoustic Forces  
subroutine init_random_seed() 
 
            use iso_fortran_env, only: int64 
            implicit none 
            integer, allocatable :: seed(:) 
            integer :: i, n, un, istat, dt(8), pid 
            integer(int64) :: t 
 
            call random_seed(size = n) 
            allocate(seed(n)) 
            ! First try if the OS provides a random number generator 
            open(newunit=un, file="/dev/urandom", access="stream", & 
                 form="unformatted", action="read", status="old", iostat=istat) 
            if (istat == 0) then 
               read(un) seed 
               close(un) 
            else 
               ! Fallback to XOR:ing the current time and pid. The PID is 
               ! useful in case one launches multiple instances of the same 
               ! program in parallel. 
               call system_clock(t) 
               if (t == 0) then 
                  call date_and_time(values=dt) 
                  t = (dt(1) - 1970) * 365_int64 * 24 * 60 * 60 * 1000 & 
                       + dt(2) * 31_int64 * 24 * 60 * 60 * 1000 & 
                       + dt(3) * 24_int64 * 60 * 60 * 1000 & 
                       + dt(5) * 60 * 60 * 1000 & 
                       + dt(6) * 60 * 1000 + dt(7) * 1000 & 
                       + dt(8) 
               end if 
               pid = getpid() 
               t = ieor(t, int(pid, kind(t))) 
               do i = 1, n 
                  seed(i) = lcg(t) 
               end do 
            end if 
            call random_seed(put=seed) 
          contains 
            ! This simple PRNG might not be good enough for real work, but is 
            ! sufficient for seeding a better PRNG. 
            function lcg(s) 
              integer :: lcg 
              integer(int64) :: s 
              if (s == 0) then 
149 
                 s = 104729 
              else 
                 s = mod(s, 4294967296_int64) 
              end if 
              s = mod(s * 279470273_int64, 4294967291_int64) 
              lcg = int(mod(s, int(huge(0), int64)), kind(0)) 
            end function lcg 
end subroutine init_random_seed 
 
SUBROUTINE READCN ( CNFILE ) 
 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
 
!    ******************************************************************* 
!    ** SUBROUTINE TO READ IN THE CONFIGURATION FROM UNIT 10          ** 
!    ******************************************************************* 
 
INTEGER     N, I, DUM 
INTEGER, PARAMETER :: NMAX = 1000, CNUNIT = 10 
CHARACTER   CNFILE*(*) 
DOUBLE PRECISION        RX(NMAX), RY(NMAX), RZ(NMAX) 
 
!   ******************************************************************** 
 
OPEN ( UNIT = CNUNIT, FILE = CNFILE ) 
 
DO I = 1, N 
 




CLOSE ( UNIT = CNUNIT ) 
 
END SUBROUTINE READCN 
 
SUBROUTINE ENERGY ( RXI, RYI, RZI, I, V ) 
 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
COMMON / BXLN / BOXLENX, BOXLENY 
COMMON / RCUT_RMIN_ZMIN / RCUT, RMIN 
COMMON / RAD / RADIUS 
COMMON / IST / ISTART, STEP 
COMMON / PPERGY / KD, BPW, AF 
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COMMON / ACERGY / F1, F2, KF, LA 
 
!    ******************************************************************* 
!    ** RETURNS THE POTENTIAL ENERGY OF ATOM I WITH ALL OTHER ATOMS.  
** 
!    **                                                               ** 
!    ** PRINCIPAL VARIABLES:                                          ** 
!    **                                                               ** 
!    ** INTEGER I                 THE ATOM OF INTEREST                ** 
!    ** INTEGER N                 THE NUMBER OF ATOMS                 ** 
!    ** REAL    RX(N),RY(N),RZ(N) THE ATOM POSITIONS                  ** 
!    ** REAL    RXI,RYI,RZI       THE COORDINATES OF ATOM I           ** 
!    ** REAL    V                 THE POTENTIAL ENERGY OF ATOM I      ** 
!    ** REAL    W                 THE VIRIAL OF ATOM I                ** 
!    **                                                               ** 
!    ** USAGE:                                                        ** 
!    **                                                               ** 
!    ** THIS SUBROUTINE IS USED TO CALCULATE THE CHANGE OF ENERGY     
** 
!    ** DURING A TRIAL MOVE OF ATOM I. IT IS CALLED BEFORE AND        ** 
!    ** AFTER THE RANDOM DISPLACEMENT OF I.                           ** 
!    ******************************************************************* 
 
INTEGER :: N, I, J, ISTART, STEP 
INTEGER, PARAMETER  ::  NMAX = 1000 
DOUBLE PRECISION :: BOXLENX, BOXLENY 
DOUBLE PRECISION :: RX(NMAX), RY(NMAX), RZ(NMAX) 
DOUBLE PRECISION :: RCUT, RMIN, RXI, RYI, RZI, V 
DOUBLE PRECISION :: RXIJ, RYIJ, RZIJ, RIJ, RADIUS 
DOUBLE PRECISION :: KD, BPW, AF, APF, DIR, THETA 
DOUBLE PRECISION, PARAMETER :: PI = 3.1415927 
 
!     ****************************************************************** 
 




!    ** LOOP OVER ALL MOLECULES EXCEPT I  ** 
DO 100 J = 1, N 
 
    IF ( I .NE. J ) THEN 
 
        RXIJ  = RXI - RX(J) 
        RYIJ  = RYI - RY(J) 
        RZIJ  = RZI - RZ(J) 
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        RXIJ  = RXIJ - ANINT ( RXIJ / BOXLENX ) * BOXLENX 
        RYIJ  = RYIJ - ANINT ( RYIJ / BOXLENY ) * BOXLENY 
        RZIJ  = RZIJ  
         
        THETA = ATAN2(RXIJ,RYIJ) 
         
        RIJ = SQRT ( RXIJ**2 + RYIJ**2 + RZIJ**2 ) 
 
        IF ( RIJ .LT. RMIN ) THEN 
 
            V = V + 1E7 
            GOTO 100 
 
        ELSEIF ( (RIJ .LT. RCUT) ) THEN 
         
        ! Acoustic pressure particle-particle interaction 
        APF = 2.018*(AF/844.114) 
        DIR = 1-3*cos(THETA)**2 
        V = V + 2*pi*DIR*APF/9/RIJ**3 
 
!            CALL PEPP( RIJ, V ) 
        ENDIF 
 
    ENDIF 
 
100        CONTINUE 
 
END SUBROUTINE ENERGY 
 
SUBROUTINE SUMUP ( OVRLAP, V ) 
 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
COMMON / BXLN / BOXLENX, BOXLENY 
COMMON / RCUT_RMIN_ZMIN / RCUT, RMIN 
COMMON / RAD / RADIUS 
COMMON / IST / ISTART, STEP 
COMMON / PPERGY / KD, BPW, AF 
 
!    ******************************************************************* 
!    ** RETURNS THE POTENTIAL ENERGY OF ATOM I WITH ALL OTHER ATOMS.  
** 
!    **                                                               ** 
!    ** PRINCIPAL VARIABLES:                                          ** 
!    **                                                               ** 
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!    ** INTEGER I                 THE ATOM OF INTEREST                ** 
!    ** INTEGER N                 THE NUMBER OF ATOMS                 ** 
!    ** REAL    RX(N),RY(N),RZ(N) THE ATOM POSITIONS                  ** 
!    ** REAL    RXI,RYI,RZI       THE COORDINATES OF ATOM I           ** 
!    ** REAL    V                 THE POTENTIAL ENERGY OF ATOM I      ** 
!    ** REAL    W                 THE VIRIAL OF ATOM I                ** 
!    **                                                               ** 
!    ** USAGE:                                                        ** 
!    **                                                               ** 
!    ** THIS SUBROUTINE IS USED TO CALCULATE THE CHANGE OF ENERGY     
** 
!    ** DURING A TRIAL MOVE OF ATOM I. IT IS CALLED BEFORE AND        ** 
!    ** AFTER THE RANDOM DISPLACEMENT OF I.                           ** 
!    ******************************************************************* 
 
INTEGER :: N, I, J, ISTART, STEP 
INTEGER, PARAMETER  ::  NMAX = 1000 
LOGICAL :: OVRLAP 
DOUBLE PRECISION :: BOXLENX, BOXLENY 
DOUBLE PRECISION :: RX(NMAX), RY(NMAX), RZ(NMAX) 
DOUBLE PRECISION :: RCUT, RMIN, RXI, RYI, RZI, V 
DOUBLE PRECISION :: RXIJ, RYIJ, RZIJ, RIJ, RADIUS 
DOUBLE PRECISION :: KD, BPW, OP, DEP 
DOUBLE PRECISION, PARAMETER :: PI = 3.1415927 
 
!     ****************************************************************** 
 
        OVRLAP = .FALSE. 
 
        V      = 0.0 
 
!    ** LOOP OVER ALL THE PAIRS IN THE LIQUID ** 
 
        DO 100 I = 1, N - 1 
 
           RXI = RX(I) 
           RYI = RY(I) 
           RZI = RZ(I) 
 
           DO 99 J = I + 1, N 
 
              RXIJ  = RXI - RX(J) 
              RYIJ  = RYI - RY(J) 
              RZIJ  = RZI - RZ(J) 
 
!          ** MINIMUM IMAGE THE PAIR SEPARATIONS ** 
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              RXIJ  = RXIJ - ANINT ( RXIJ / BOXLENX ) * BOXLENX 
              RYIJ  = RYIJ - ANINT ( RYIJ / BOXLENY ) * BOXLENY 
              RZIJ  = RZIJ  
 
              RIJ = SQRT ( RXIJ**2 + RYIJ**2 + RZIJ**2) 
 
              IF ( RIJ .LT. RMIN ) THEN 
 
                    OVRLAP = .TRUE. 
                    write(*,*)i,j 
                    V = V + 1E3 
 
!                ELSEIF ( (RIJ .LT. RCUT) )THEN 
! 
!                    CALL PEPP( RIJ, V ) 
 
              ENDIF 
 
99         CONTINUE 
 
100     CONTINUE 
 
END SUBROUTINE SUMUP 
 
SUBROUTINE PEPP (R, V) 
 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
COMMON / BXLN / BOXLENX, BOXLENY 
COMMON / RCUT_RMIN_ZMIN / RCUT, RMIN 
COMMON / RAD / RADIUS 
COMMON / IST / ISTART, STEP 
COMMON / PPERGY / KD, BPW, AF 
 
INTEGER :: N, I, J, ISTART, STEP 
INTEGER, PARAMETER  ::  NMAX = 1000 
DOUBLE PRECISION :: BOXLENX, BOXLENY 
DOUBLE PRECISION :: RX(NMAX), RY(NMAX), RZ(NMAX) 
DOUBLE PRECISION :: RCUT, RMIN, RXI, RYI, RZI, V 
DOUBLE PRECISION :: RXIJ, RYIJ, RZIJ, R, RADIUS 
DOUBLE PRECISION :: KD, BPW, AF 
DOUBLE PRECISION, PARAMETER :: PI = 3.1415927 
 
! Electric Double Layer interaction between particles 
! and Depletion Interaction 
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V = V + BPW*exp(-KD*(R-2)) 
 
END SUBROUTINE PEPP 
 
SUBROUTINE ACOUSTIC (RYI,V) 
 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
COMMON / BXLN / BOXLENX, BOXLENY 
COMMON / RCUT_RMIN_ZMIN / RCUT, RMIN 
COMMON / RAD / RADIUS 
COMMON / IST / ISTART, STEP 
COMMON / PPERGY / KD, BPW, AF 
COMMON / ACERGY / F1, F2, KF, LA 
 
INTEGER :: N, I, J, ISTART, STEP 
INTEGER, PARAMETER  ::  NMAX = 1000 
DOUBLE PRECISION :: BOXLENX, BOXLENY 
DOUBLE PRECISION :: RX(NMAX), RY(NMAX), RZ(NMAX) 
DOUBLE PRECISION :: RCUT, RMIN, RXI, RYI, RZI, V 
DOUBLE PRECISION :: RXIJ, RYIJ, RZIJ, R, RADIUS 
DOUBLE PRECISION :: KD, BPW, AF, VM, VAC 
DOUBLE PRECISION :: F1, F2, KF, LA 
DOUBLE PRECISION, PARAMETER :: PI = 3.1415927 
 
! Acoustic energy, simple harmonic model based 
! on integrating force with respect to y. 
! Assume a single node is present. 
 
!V = V + AF*RYI**2 
 
VM = -4158 
VAC = AF*(2*F1*cos(KF*(RYI+LA/2))**2-3*F2*sin(KF*(RYI+LA/2))**2) 
!VAC = VAC-VM 
 
!IF(VAC > 1000)THEN 
!VAC = 100 
!ENDIF 
 
V = V + VAC  
 
END SUBROUTINE ACOUSTIC 
 
program MCNVT 
!    ******************************************************************* 
!    ** MCCOLLOID.F90                                                 ** 
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!    ** MONTE CARLO SIMULATION PROGRAM IN THE CONSTANT-NVT 
ENSEMBLE.  ** 
!    ******************************************************************* 
COMMON / XYZ / RX, RY, RZ 
COMMON / NUM_PAR / N 
COMMON / BXLN / BOXLENX, BOXLENY 
COMMON / RCUT_RMIN_ZMIN / RCUT, RMIN 
COMMON / RAD / RADIUS 
COMMON / IST / ISTART, STEP 
COMMON / PPERGY / KD, BPW, AF 
COMMON / ACERGY / F1, F2, KF, LA 
 
 
INTEGER :: N, NSTEP, IPRINT, ISAVE, IRATIO, ISTART 
INTEGER :: STEP, RSTART, RSTOP 
INTEGER, PARAMETER ::   NMAX = 1000 
 
DOUBLE PRECISION :: BOXLENX, BOXLENY, RX(NMAX), RY(NMAX), RZ(NMAX) 
DOUBLE PRECISION :: DRMAX, DENS, TEMPR, RMIN, RCUT, RADIUS 
DOUBLE PRECISION :: DELR, RND, RXIOLD, RYIOLD, RZIOLD 
DOUBLE PRECISION :: RXINEW, RYINEW, RZINEW, V, FHYDRO 
DOUBLE PRECISION :: VOLD, VNEW, DELTV, FLV, ZACM 
DOUBLE PRECISION :: AVV, ACV, ACVSQ, ACM, ACATMA 
DOUBLE PRECISION :: RATIO, KD, BPW, AF, AFI, AFF 
DOUBLE PRECISION :: MCTIME, AP, DTIME, VT, XBIAS 
DOUBLE PRECISION :: F1, F2, KF, LA 
DOUBLE PRECISION, PARAMETER :: PI = 3.1415927 
 
CHARACTER :: CNFILE*30, CNOUT*30, GROUT*30, INFOUT*30 
 




!    ** READ INPUT DATA ** 
 
OPEN(1, FILE = 'run.txt'  ) 
 
READ (1,*) 
READ (1,*) N 
READ (1,*) 
READ (1,*) NSTEP 
READ (1,*) 
READ (1,*) IPRINT 
READ (1,*) 
READ (1,*) ISAVE 
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READ (1,*) 
READ (1,*) IRATIO 
READ (1,*) 
READ (1,*) ISTART 
READ (1,*) 
READ (1,*) CNFILE 
READ (1,*) 
READ (1,*) INFOUT 
READ (1,*) 
READ (1,*) CNOUT 
READ (1,*) 
READ (1,*) GROUT 
READ (1,*) 
READ (1,*) RADIUS 
READ (1,*) 
READ (1,*) TEMPR 
READ (1,*) 
READ (1,*) RCUT 
READ (1,*) 
READ (1,*) DENS 
READ (1,*) 
READ (1,*) DELR 
READ (1,*) 
READ (1,*) AFI 
READ (1,*) 
READ (1,*) AFF 
READ (1,*) 
READ (1,*) RSTART 
READ (1,*) 
READ (1,*) RSTOP 
READ (1,*) 
READ (1,*) KD 
READ (1,*) 
READ (1,*) BPW 
READ (1,*) 
READ (1,*) DRMAX 
READ (1,*) 
READ (1,*) DTIME 
READ (1,*) 
READ (1,*) F1 
READ (1,*) 
READ (1,*) F2 
READ (1,*) 
READ (1,*) KF 
READ (1,*) 
READ (1,*) LA 
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!BOXLEN = SQRT ( REAL(N) / DENS ) 
BOXLENX = 98.445 
BOXLENY = 98.809 
 
!    ** READ INITIAL CONFIGURATION ** 
 
CALL READCN ( CNFILE ) 
OPEN ( 1000, FILE = CNOUT ) 
OPEN( 2, FILE = INFOUT  ) 
!OPEN ( 3000, FILE = GROUT ) 
 
!    ** CALCULATE RMIN, DRMAX AND DTIME FROM INPUT DATA          ** 
 
RMIN   = 2.0 
DTIME = DTIME/1000 
 
!    ** ZERO ACCUMULATORS ** 
 
ACV    = 0.0 
ACVSQ  = 0.0 
FLV    = 0.0 
ACM    = 0.0 
ACATMA = 0.0 
ZACM = 0.0 
MCTIME = 0.0 
XBIAS = 0.0 
 
!    ** CALCULATE INITIAL ENERGY AND CHECK FOR OVERLAPS ** 
 
CALL SUMUP ( OVRLAP, V ) 
 
!IF ( OVRLAP ) STOP ' OVERLAP IN INITIAL CONFIGURATION ' 
 
 
DO STEP = 1,NSTEP 
 
    IF (STEP.LT.RSTART)THEN 
        AF = AFI 
    ELSEIF (STEP.LE.RSTOP)THEN 
        AF = AFI + (AFF-AFI)*(STEP-RSTART)/(RSTOP-RSTART) 
    ELSE 
        AF = AFF 
    ENDIF 
 
    DO I = 1,N 
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        RXIOLD = RX(I) 
        RYIOLD = RY(I) 
        RZIOLD = RZ(I) 
 
!          ** CALCULATE THE ENERGY OF I IN THE OLD CONFIGURATION ** 
 
        CALL ENERGY ( RXIOLD, RYIOLD, RZIOLD, I, VOLD ) 
 
!          ** MOVE I AND PICKUP THE CENTRAL IMAGE ** 
        CALL RANDOM_NUMBER(RND) 
         XBIAS = 1-(2*RYIOLD/LA)**2 
 
!        XBIAS = (1-(2*RYIOLD/LA)**2) 
        RXINEW = RXIOLD + ( 2.0 * RND - 1.0 + XBIAS ) * DRMAX 
        CALL RANDOM_NUMBER(RND) 
        RYINEW = RYIOLD + ( 2.0 * RND - 1.0 ) * DRMAX 
        CALL RANDOM_NUMBER(RND) 
!        RZINEW = RZIOLD + ( 2.0 * RND - 1.0 ) * DRMAX 
        RZINEW = RZIOLD 
 
!        CORR = RXINEW/BOXLEN 
!        RXINEW = RXINEW - ANINT (CORR)*BOXLEN 
        RXINEW = RXINEW - ANINT ( RXINEW / BOXLENX ) * BOXLENX 
        RYINEW = RYINEW - ANINT ( RYINEW / BOXLENY ) * BOXLENY 
!        RZINEW = RZINEW - ANINT ( RZINEW / BOXLEN ) * BOXLEN 
 
!          ** CALCULATE THE ENERGY OF I IN THE NEW CONFIGURATION ** 
 
        CALL ENERGY ( RXINEW, RYINEW, RZINEW, I, VNEW ) 
 
!          ** CHECK FOR ACCEPTANCE ** 
 
!        FHYDRO = XBIAS/(1.5E-4+2.25E-4*RYIOLD) 
 
        DELTV  = (VNEW - VOLD) 
 
            IF ( DELTV .LT. 75.0) THEN 
 
                CALL RANDOM_NUMBER(RND) 
 
                IF ( DELTV .LE. 0.0 ) THEN 
 
                    V      = V + DELTV 
 
                    RX(I)  = RXINEW 
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                    RY(I)  = RYINEW 
                    RZ(I)  = RZINEW 
                    ACATMA = ACATMA + 1.0 
 
                ELSEIF ( EXP ( - DELTV ) .GT. RND ) THEN 
 
                    V      = V + DELTV 
 
                    RX(I)  = RXINEW 
                    RY(I)  = RYINEW 
                    RZ(I)  = RZINEW 
                    ACATMA = ACATMA + 1.0 
 
                ENDIF 
 
            ENDIF 
 
            ACM = ACM + 1.0 
 
!          ** CALCULATE INSTANTANEOUS VALUES ** 
 
            VN     = ( V ) / REAL ( N ) 
 
!          ** ACCUMULATE AVERAGES ** 
 
            ACV    = ACV   + VN 
 
            ACVSQ  = ACVSQ + VN * VN 
 
!          ************************************************************* 
!          ** ENDS LOOP OVER ATOMS                                    ** 
!          ************************************************************* 
 
    END DO 
 
! Calculate Equivalent MC Time 
    IF(STEP.EQ.1)THEN 
        VT = V 
        MCTIME = 0.0 
    ELSE 
!        AP = 0.5*(1+EXP(-(V-VT))) 
!        VT = V 
        MCTIME = MCTIME + DTIME 
    ENDIF 
 
!       ** PERFORM PERIODIC OPERATIONS  ** 
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IF ( MOD ( STEP, IRATIO ) .EQ. 0 ) THEN 
!          ** ADJUST MAXIMUM DISPLACEMENT ** 
    RATIO = (ACATMA) / REAL ( N * IRATIO ) 
    IF ( RATIO .GT. 0.5 ) THEN 
        DRMAX  = DRMAX  * 1.05 
    ELSE 
        DRMAX  = DRMAX  * 0.95 
    ENDIF 




IF ( MOD ( STEP, IPRINT ) .EQ. 0 ) THEN 
 
!          ** WRITE OUT RUNTIME INFORMATION ** 
 
!    WRITE(2,'(I8,2F14.7, f20.4)') INT(ACM), DRMAX, RATIO, VN 




IF ( (STEP.GT.ISTART) .AND. (MOD(STEP, ISAVE) .EQ. 0) ) THEN 
 
!          ** WRITE OUT THE CONFIGURATION AT INTERVALS ** 
 
    DO I = 1, N 
 
        WRITE ( 1000, '(I5, 3F14.7)' ) I, RX(I), RY(I), RZ(I) 
 

















Input File (Run.txt) 
NUMBER OF PARTICLES 
584 
NUMBER OF CYCLES 
200000 
NUMBER OF STEPS BETWEEN OUTPUT LINES 
100 
NUMBER OF STEPS BETWEEN DATA SAVES 
50 
INTERVAL FOR UPDATE OF MAX. DISPL. 
1090000 
START COLLECTING DATA AFTER " " STEPS 
150000 
CONFIGURATION INPUT FILE NAME 
'580 particles data.txt' 
INFO OUTPUT FILE NAME 
'mc_info.txt' 
CONFIGURATION OUTPUT FILE NAME 
'mc_xyz.txt' 
G(R) OUTPUT FILE NAME 
'mc_gr.txt' 




CUTOFF DISTANCE (IN PARTICLE RADII) 
2.2 
DENSITY, AREA FRACTION OF CORE 
0.1 
BIN WIDTH FOR G(R), RADII 
0.2 
INITIAL DIMENSIONLESS ACOUSTIC PRESSURE 
0 






DIMENSIONLESS DEBYE LENGTH (Kappa*A) 
55 
DIMENSIONLESS DLVO PREFACTOR (BPW/K/T) 
9514 
MAXIMUM STEP PER PARTICLE PER CYCLE 
0.011 
ESTIMATED EQUIVALENT MC TIME STEP (MS) 
162 
100 
ACOUSTIC FACTOR F1  
0.281 

















































% filename = 'C:\Users\My Home\Desktop\Acoustic Energy Experiments\Acoustic Pressure 




% % % Get file information (width, height, and TIF stack size) 
% info = imfinfo(filename); 
% length = info(1).Width; 
% width = info(1).Height;  
  
% Load data 
data = load('data-40Vpp.txt'); 
  
length = max(data(:,3))-min(data(:,3)); 
  
width = max(data(:,4))-min(data(:,4)); 
  
% Frame Rate 
fps = 10; 
  
% Number of frames in data 
% nframes = fps*data(end,1)+1; 
nframes = 1000; 
  
% Pixel scale (microns/pixel) 
pscale = 0.8856; 
  
% % Image width and length 
imwidth = width*pscale; 
imlength = length*pscale; 
  
% nominal particle diameter (microns) 
d = 15; 
  
% Distance over which RDF will be calculated 
range = 10*d; 
  
% Number of bins for RDF 
rdfbin = round(range/pscale)+1; 
  
% initialize g(r) bin 
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g(1:rdfbin) = 0; 
  
% sum up number of particles 
npsum = 0; 
  
% Populate time vector 
t = unique(data(:,1)); 
  
for k = 1:nframes 
         
    idx = find(data(:,1)==t(k)); 
     
    cnts = pscale.*data(idx,3:4); 
     
    np = size(idx,1); 
     
    npsum = npsum + np; 
     
    for l = 1:np 
        xi = cnts(l,1); 
        yi = cnts(l,2); 
        for m = 1:np 
            if(m~=l) 
                dx = (cnts(m,1)-xi); 
                dy = (cnts(m,2)-yi); 
                rij = sqrt(dx^2+dy^2); 
                bin = round(rij/pscale); 
                if(bin<rdfbin) 
                    g(bin) = g(bin) + 1; 
                end 
            end 
        end 
    end 
end 
  
r(1:rdfbin) = 0; 
gr(1:rdfbin) = 0; 
  
density = (npsum/nframes)/(imwidth*imlength); 
  
for i = 1:rdfbin 
    r(i) = (i-0.5)*pscale; 













% Load Data 
track = load('mc_xyz_90V_MCModified.txt'); 
  
% Find unique time stamps 
frameid = unique(track(:,1)); 
  
% Count the number of frames based on unique time stamps 
nframes = size(frameid,1); 
  
% Pixel scale, um 
% formula: 0.1553374 microns * (60/obj) *(bin/mag) 
 %pscale = 0.1553374*(60/10)*(1/1); 
pscale = 7.5; 
  
% Parameters for finding the average number of nearest neighbors 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%% 
% Polydispersity factor 
% Adjust to encompass whole first peak of a radial distribution function 
poly = 1.2; 
% Average coordination radius, um 
% Define as the peak value of the radial distribution function 
crad = 15.5; 
% Critical test value for order parameter acceptance 
ctestv = 0.32; 
% create conn6 average nearest neighbor vector 
conn6avg(1:nframes) = 0; 
% create vector for tracking expected conn6avg based on model 
conn6mod(1:nframes) = 0; 
% minimum coordination radius 
dl = crad*(2-poly); 
% maximum coordination radius 




for i = 1:nframes 
    i 
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    % Find the location of particles at  
    % frameid(i) within the tracked data matrix 
    id = find(track(:,1)==frameid(i)); 
    
    % number of particles in frameid(i) 
    nrdf = size(id,1); 
     
    % x and y location of particle in frameid(i) 
    x = pscale.*track(id,3); 
    y = pscale.*track(id,4); 
     
    % Order parameter algorithm 
    % Based on Nelson and Halperin, Physical Review B, 1979 
    % and ten Wolde et al., J. Chem. Phys., 1996 
    j = 0; 
    l6(1:nrdf) = 0; 
    dx(1:nrdf) = 0; 
    dy(1:nrdf) = 0; 
    r(1:nrdf) = 0; 
    theta(1:nrdf) = 0; 
    ravg = 0; 
    for k = 1:nrdf 
        dx = x(k)-x(:); 
        dy = y(k)-y(:); 
        r = sqrt(dx.^2+dy.^2); 
        theta = atan2(dy,dx); 
        for l = 1:nrdf 
            if(k ~= l) 
                if(r(l)<dh) 
                    if(r(l)>dl) 
                        c6 = cos(6*theta(l)) + sqrt(-1)*sin(6*theta(l)); 
                        l6(k) = l6(k) + c6; 
                        j = j + 1; 
                        ravg = ravg + r(l); 
                    end 
                end 
            end 
        end 
    end 
     
    if(j ~= 0) 
        ravg = ravg/j; 
        l6 = l6./j; 
    end 
     
    conn6(1:nrdf) = 0; 
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    for k = 1:nrdf 
        dx = x(k)-x(:); 
        dy = y(k)-y(:); 
        r = sqrt(dx.^2+dy.^2); 
        for l = 1:nrdf 
            if(k~=l) 
                if(r(l)<=dh) 
                    numer = real(l6(k))*real(l6(l)) + imag(l6(k))*imag(l6(l)); 
                    denom = sqrt(numer^2+(imag(l6(k))*real(l6(l))-imag(l6(l))*real(l6(k)))^2); 
                    testv = numer/denom; 
                    if(testv > ctestv) 
                        conn6(k)=conn6(k) + 1; 
                    end 
                end 
            end 
        end 
    end 
     
    % Average Conn6 
    conn6avg(i) = mean(conn6); 
    conn6avg1= [conn6avg(i)]; 
     
    % Use model to determined expected conn6avg 
     
    % find bounds of data 
    xmax = max(x); 
    xmin = min(x); 
    ymax = max(y); 
    ymin = min(y); 
     
    % Aspect ratio 
    Ar = (xmax-xmin)/(ymax-ymin); 
     
    % Estimate conn6mod based on aspect ratio 
    conn6mod(i) = 6 - (((4*((ymax-ymin)/(sqrt(3)*15))*(1+Ar))-2)/nrdf); 
%     conn6mod1= [conn6mod(i)]; 
     
%     conn6= [conn6avg1, conn6mod1]; 
     
    save('conn6avg_90V.txt', 'conn6avg1', '-ascii', '-append');  
     
    % clear unsed variables 
    clear l6 dx dy r theta xyz c6  
    clear x y conn6 denom numer ravg 
    clear Ar xmax xmin ymax ymin     




clear crad ctestv dh dl i id j k l  
clear testv track nframes nrdf poly pscale 
 
 





% filename = 'C:\Users\My Home\Desktop\Acoustic Energy Experiments\Acoustic Pressure 




% % % Get file information (width, height, and TIF stack size) 
% info = imfinfo(filename); 
% length = info(1).Width; 
% width = info(1).Height;  
  
% Load data 
data = load('data-40Vpp.txt'); 
  
length = max(data(:,3))-min(data(:,3)); 
  
width = max(data(:,4))-min(data(:,4)); 
  
% Frame Rate 
fps = 10; 
  
% Number of frames in data 
% nframes = fps*data(end,1)+1; 
nframes = 1000; 
  
% Pixel scale (microns/pixel) 
pscale = 0.8856; 
  
% % Image width and length 
imwidth = width*pscale; 
imlength = length*pscale; 
  
% nominal particle diameter (microns) 
d = 15; 
  
% Distance over which RDF will be calculated 
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range = 10*d; 
  
% Number of bins for RDF 
rdfbin = round(range/pscale)+1; 
  
% initialize g(r) bin 
g(1:rdfbin) = 0; 
  
% sum up number of particles 
npsum = 0; 
  
% Populate time vector 
t = unique(data(:,1)); 
  
for k = 1:nframes 
         
    idx = find(data(:,1)==t(k)); 
     
    cnts = pscale.*data(idx,3:4); 
     
    np = size(idx,1); 
     
    npsum = npsum + np; 
     
    for l = 1:np 
        xi = cnts(l,1); 
        yi = cnts(l,2); 
        for m = 1:np 
            if(m~=l) 
                dx = (cnts(m,1)-xi); 
                dy = (cnts(m,2)-yi); 
                rij = sqrt(dx^2+dy^2); 
                bin = round(rij/pscale); 
                if(bin<rdfbin) 
                    g(bin) = g(bin) + 1; 
                end 
            end 
        end 
    end 
end 
  
r(1:rdfbin) = 0; 
gr(1:rdfbin) = 0; 
  
density = (npsum/nframes)/(imwidth*imlength); 
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for i = 1:rdfbin 
    r(i) = (i-0.5)*pscale; 



















































% load data 
data = load('40vxyz.txt'); 
% number of particles 
np = 465; 
% number of frames 
nframes = size(data,1)/np; 
% size of simulated particle, microns 
a = 7.5; 
% Distance over which RDF will be calculated, microns 
range = 10*(2*a); 
% Bin width, microns 
pscale = 1; 
% Number of bins for RDF 
rdfbin = round(range/pscale)+1; 
% initialize number density bin 
g(1:rdfbin) = 0; 
%extract x data 
x = data(:,3).*a; 
% extract y data 
y = data(:,4).*a; 
% index counter 
idx = [1:1:np]; 
% sum up number of particles 
npsum = 0; 
% main loop 
for k = 1:nframes 
     npsum = npsum + np; 
    for l = 1:np 
    % data at frame k 
        xi = x(idx(l)); 
        yi = y(idx(l)); 
        for m = 1:np 
            if(m~=l) 
                dx = (x(idx(m))-xi); 
                dy = (y(idx(m))-yi); 
                rij = sqrt(dx^2+dy^2); 
                bin = round(rij/pscale); 
                if(bin<rdfbin) 
                    g(bin) = g(bin) + 1; 
                end 
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            end 
        end 
    end 
    % populate next set of index counters 
    idx = idx+np; 
end 
  
r(1:rdfbin) = 0; 
gr(1:rdfbin) = 0; 
length = max(x)-min(x); 
width = max(y)-min(y); 
% width = 490; 
density = (npsum/nframes)/(width*length); 
  
for i = 1:rdfbin 
    r(i) = (i-0.5)*pscale; 
    gr(i) = g(i)/npsum/(density*pi*(2*i-1)*pscale^2); 
end 
  
plot(r./a,gr); 
 
 
 
 
