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Abstract
Reaction–di%usion problems have been used to describe pattern formation in developmental biology and
material science. I study the existence and stability of a singularly perturbed reaction–di%usion problem with
inhomogeneous environment in one-dimensional space domain and also high-dimensional space domain.
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1. Introduction
This article is concerned with the asymptotic and numerical solutions of a reaction–di%usion
problem with a small di%usion coe3cient. For 0¡1, we consider the reaction–di%usion problem
to be
ut − 2∇ · (k(x)∇u) = F(x; u) = f2(x)(g2(x)− u2)u ∀x∈ ⊂ Rn; ∀t ¿ 0;
u(x; 0) = (x) for x∈;
9u=9n= 0 for x∈ 9; t¿ 0; (1)
where ∈C1(), and we use the Neumann boundary condition, which is a no 8ux boundary con-
dition. Here k(x); f(x) and g(x) (smooth strictly positive functions) are environmental factors and
they make the forcing term F(x; u) inhomogeneous in x.
An interesting particular model much discussed in the earlier literature is F(x; u) = u(1 − u2)
provided by Allen and Cahn [1] for k ≡ 1. Here u is a scaled concentration, so that u= 1 and −1
represent the scaled concentrations corresponding, respectively, to two di%erent phases, and interest
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Fig. 1. (a) Interface formation at x = 0:5: for t ∈ (0; 5) the numerical solutions u(x; t) of problem (1) for
 = 10−3; f(x) = x + 1, g(x) = 1 + 0:5 cos
(
5
4x
)
; k = 100, and (x) = cos(x). The patterned solution is then u = g(x)
for 06 x¡ 0:5 and u=−g(x) for 0:5¡x6 1:0. (b) Slow interface movement, for t ∈ (5; 800), showing convergence of
the interface zero, as t →∞, to x = 0:788-a stable zero of our H (x) function for the solution of problem (1).
in the movement of interfaces between these two phases arises because this determines the state of
an evolving mixture. Carr and Pego [4] describe an equation of motion for the Allen–Cahn equation
for the locations of the internal layers or interfaces in R1. Norbury and Yeh [8] extended this
Allen–Cahn equation to an inhomogeneous case for k ≡ 1 in R1.
Rubinstein et al. [12] study this problem in Rn when
∫
F(u) du has several minima where F
is dependent on u only. They show that for n¿ 2 an interface can either shrink to a point in
Hnite time or tend to a locally shortest diameter of  ⊂ Rn. Bronsard and Kohn [3] studied the
case F(x; u) = u − u3 in Eq. (1) and proved similar results when  and u are radially symmetric.
Norbury and Yeh [9] extended the work of Rubinstein et al. when F is dependent on x and u for∫
F(x; u) du. For another inhomogeneous case, the existence, uniqueness, and stability of simple and
multiple-layered solutions was given by Angenent et al. [2], when F(x; uˆ) = uˆ(1− uˆ)(uˆ− a(x)) and
0¡a(x)¡ 1 arising from a problem in population genetics-here uˆ is the population density scaled
so that 0¡uˆ¡ 1 in the model.
We study the pattern formation of this problem and aim to extend Norbury and Yeh [8] to a general
k(x) case. Here pattern (in space) means the alternation between the states u ≈ g(x) and u ≈ −g(x)
as x varies in the domain when time tends to inHnity. For instance, we show in Fig. 1(a) the solution
growing from an initial condition to a spatially patterned state (deHned by an interface at x=0:5) as
t increases from 0 to 5. In Fig. 1(b) the interface, and thus the spatially patterned solution, slowly
moves on a longer timescale (56 t6 800) to an eventual steady state as t →∞. In this case, the
small di%usion allows the formation on an O(1) timescale of an interface between stable positions of
a solution u(x; t), say u=±g(x) (see Fig. 1(a)). Then the interface between the states described by
u =±g(x) moves more slowly, thus generating what we will call a (slowly changing) pattern (see
Fig. 1(b)). Hence, we focus on describing the formation and movement of these interfaces, showing
that stable evolution of them is determined by the form of the inhomogeneous forcing terms of our
equation. In this simple case, the spatial pattern is deHned by the interface centered on the point
x = s(t), where u(s(t); t) ≡ 0, so that u ≈ g(x) for x¡ s(t) and u ≈ −g(x) for x¿ s(t).
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In Section 2.1, we Hrst construct an approximate interfacial solution by using an asymptotic
expansions method and Hnd the slow movement of the interfacial solution. Suppose there exist S∞
such that
(√
kfg3
)
x
(S∞) = 0 and
(√
kfg3
)
xx
(S∞) = 0. We Hnd that the location of the zero of
the interfacial solution is
S(; ) = S∞ + C exp(−A) + O();
where = 2t; C = S(0; )− S∞ and
A=
√
k(S∞)
(√
kfg3
)
xx
(S∞)
f(S∞)g3(S∞)
:
From the above equation, we have that the location of the interfacial solution near S∞ is stable if
A is positive and the location of the interfacial solution near S∞ is unstable if A is negative.
In Section 2.2, we plot out numerical solution and conHrm agreement between our asymptotic and
our numerical results for di%erent various cases. On the other hand, we also apply these results to
multiple interfacial solutions.
In Section 3.1, we would like to generalize previous results to the two-dimensional space domain
case.We try to Hnd the slow movement of the (closed) nodal curve  of the interfacial solution u
when  ⊂ R2 on the timescale  = 2t. We introduce local coordinates (; ) based on 0 where
0 is deHned in Eqs. (16) and (17). We have parameterized points P0() = (fˆ 1(); fˆ 2()) on 0
by arc length  along 0;  measures distance from 0 along the (outer) normal vector of 0. Let
(; ˆ(; )) be a zero point of the solution u(x; ), that is, u(; ˆ(; ); ) = 0 for x∈ ⊂ R2. We
Hnd that for C() = ˆ(; 0)
ˆ(; ) = C() exp(−A()) + O(; e−2A()); (2)
where
A() =
(√
k
fg3
) {(√
kfg3
)

+
√
kfg3bn
}

∣∣∣∣∣
=0
: (3)
Here bn(; 0) is the curvature of the interface 0. The nodal curve near 0 is stable when A() is
positive for all ∈0, and near 0 is unstable when A() is negative for all ∈0.
In Section 3.2, we give some numerical solutions and conHrm agreement between our asymptotic
results and our numerical calculations for  ⊂ R2. There are stable solutions uniformly near u=±g(x)
in . In the case where 0 is stable then  near 0 attracts nearby states; we expect the interface
to tend to its stable location 0 on the O(−2) timescale. In the case where 0 is unstable we expect
that the interface will move away from 0 and leave  (or shrink to a point) in Hnite time, so that
then u tends to one or the other of these stable states as t →∞.
2. In one-dimensional space domain
2.1. Asymptotic results
In this section, we are interested in the behavior of a single interface solution of problem (1)
on a longer timescale when  is small. At Hrst, we transform Eq. (1) by change of variables
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u(x; t; ) = g(x)w(x; ; ) and = 2t, so that w satisHes the following problem:
2g2(x)w = 2(kg2wx)x + f2g4(1 + 2M (x)− w2)w;
gx(0)w(0) + g(0)wx(0) = gx(1)w(1) + g(1)wx(1) = 0; (4)
where
M (x) =
(k(x)gx(x))x
f2g3
:
We next deHne the location of the zero of w(x; ) (or u(x; t)) to be S(; )∈ (0; 1) such that
w(S(; ); ) ≡ 0. We introduce an inner variable to describe the inner layer behavior by deHn-
ing  (x; ) such that
 =
1√
2
∫ x
S(; )
f(sˆ)g(sˆ)√
k(sˆ)
dsˆ; 06 x6 1: (5)
Let U ( ; x; ; )=w(x; ; ), where we will seek an expansion of the form U ( ; x; ; )=U0( )+O().
We do this to explicitly separate the ordinary variation of the solution in x from the “fast” variation
of the solution across any interface—we deHne  to contain all the “fast” variation in x, so that
unbounded derivatives in x as → 0 only arise from the variation of  with respect to x. Then Eq.
(4) becomes
2
f2(x)g2(x)
(
U − f(s)g(s)

√
2k(s)
S˙U 
)
=
1
2
U  +
√
2


(√
kfg3
)
x
f2g4
U +
2
√
k
fg
U x


+ 2
(kg2Ux)x
f2g4
+ U (1 + 2M − U 2): (6)
We assume a series expansion of U of the form
U ( ; x; ; ) = U0( ) + U1( ; x; ) + 2U2( ; x; ) + o(2); (7)
where deHnition (5) implies that U0( = 0) = 0 = Ui( = 0) for i¿ 1.
After substituting these formal series into the di%erential equation (6), we get the O(0) equation
1
2 U0  + U0(1− U 20 ) = 0; (8)
which has the (unique) solution U0( ) =±tanh  vanishing at  = 0; and the O() equation
LU1≡ 12 U1  + (1− 3 tanh
2  )U1
=− 1√
2


(√
kfg3
)
x
f2g4
+
a(x)
f(x)g(x)
√
k(x)
S˙

U0 : (9)
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Next we deHne
hˆ(x; ) =
(√
kfg3
)
x
f2g4
+
1
f(x)g(x)
√
k(x)
S˙ : (10)
Using U 20 ≡ sech4  , we have
U1 (0+) =
2
√
2
3
hˆ(S) + O() (11)
and
U1 (0−) =−2
√
2
3
hˆ(S) + O(): (12)
Therefore, we obtain hˆ(S) = O() and we have the following theorem.
Theorem 2.1. Suppose there exists S∞ ∈ (0; 1) such that
(√
kfg3
)
x
(S∞) = 0 and
(√
kfg3
)
xx
(S∞) = 0. Suppose w(x; ) satis2es problem (4) when f; g∈C3[0; 1] and are strictly positive.
If S(; ) (the zero of w in (0; 1)) is near S∞, that is S(; ) − S∞ = o(1) as  → 0, then for
C = S(0; )− S∞:
S(; ) = S∞ + C exp(−A) + O(); (13)
and
w(x; ) = tanh  +O(2); (14)
where
A=
√
k(S∞)
(√
kfg3
)
xx
(S∞)
f(S∞)g3(S∞)
: (15)
Remark. If A¿ 0, that is
(√
kfg3
)
xx
(S∞)¿ 0, then the steady-state solution deHned to have an
interface near S∞ is stable; if A¡ 0, the steady-state solution deHned to have an interface near S∞ is
unstable. The case A=0 needs more analysis. This theorem cannot apply to the Allen–Cahn model,
since A = 0 in that model. The stability of the solutions in Allen–Cahn model is metastable since
the speed of the interface decays exponentially (see [4]).
2.2. Numerical results in one-dimensional space domain
In the following we use several Hnite-di%erence methods to calculate the solution of the reaction–
di%usion equation, and all results from di%erent numerical schemes are consistent. One of the methods
is a two-stage and two-time level Hnite di%erence method [7]. Others are from the NAG software
library. (Please see Appendix A for more details.) For the particular problems described later, the
numerical results match our asymptotic results to about 10−5 for = 0:01.
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Fig. 2. A stable single interface-case 1: (a) The numerical solutions of Eq. (4) and U0 = tanh  for ∈ (0; 1). (b) The
values of −2(W (x; ) − tanh  ). (c) The numerical values of ln(S∞ − S(; )) (solid line) compared with the values of
ln(−C)− A (dotted line) for ∈ (0; 1).
For our Hrst simple examples we force on the longer timescale by choosing appropriate initial
conditions, so we consider the initial conditions to have the form
˜(x) =±tanh  0 where  0 = 1√
2
∫ x
S˜0
f(sˆ)g(sˆ)√
k(sˆ)
dsˆ: (16)
Hence from Eq. (14), our analytical approximations are
U0 =±tanh  where  = 1√
2
∫ x
S
f(sˆ)g(sˆ)√
k(sˆ)
dsˆ; (17)
where S(; )∈ (0; 1) such that W (S(; ); ; ) = 0 and the sign of ± is dependent on the initial
condition.
We give some interface solutions in the following examples.
Case 1 (A stable single interface): We use =0:01; f ≡ 1; g=1+0:1 cos( 54x), and k ≡ 1 Eq.
(4). The initial condition is ˜(x) = tanh  0 where S˜0 = 0:5 in Eq. (16).
In Fig. 2(a), the numerical results match our analytical approximations to the solution U0 = tanh  
in Eq. (17) to O(2). The di%erence between the two curves cannot be seen on this graph, so we
show in Fig. 2(b) that this value of −2(w−tanh  ) is bounded for =0:01. Analytical approximations
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Fig. 3. An unstable single interface-case 2: (a) The numerical solutions of problem (4) and U0 =−tanh  for ∈ (0; 1:4).
(b) The numerical values of ln(S∞−S(; )) (points) compared with the values of ln(−C)−A (solid line) for ∈ (0; 1:4).
for this di%erence are given in [8] which show that the numerical and asymptotic results agree at
the O(2).
From the theorem, we have S(; ) = S∞ + Ce−A +O() where A=
(√
kfg3
)
xx
(S∞)=(fg3)(S∞)
and C = S(0; ) − S∞¡ 0 for S near S∞ = 0:8. We also calculate the values of ln(S∞ − S(; )),
and compare these with the values of ln(−C)− A in Fig. 2(c). In this case, because S∞=0:8 and
A¿ 0, the steady-state solution, u= g(x) tanh  ∞ is stable, where
 ∞ =
1√
2
∫ x
S∞
f(sˆ)g(sˆ)√
k(sˆ)
dsˆ: (18)
Case 2 (An unstable single interface): We use =0:01; f(x) ≡ 1; g(x) ≡ 1, k(x)=−x2+x+0:75
in problem (4), and ˜(x)=tanh  0 where S˜0=0:4 is given by Eq. (9). Since S∞=0:5 and A=−1¡ 0,
the solution moves away from S∞ = 0:5 (see Fig. 3(a)). Thus, in this case u = g(x) tanh  ∞ is an
unstable solution so the interface move away from S∞ = 0:5. Thus, Hnally the interface go through
the boundary and the solution w(x; ) becomes +1 as  is larger than 1.6. In Fig. 3(b) we also
calculate the values of ln(S∞ − S(; )) which are compared with the values of ln(−C)− A where
C= S(0; )− S∞¡ 0 for =0:01. Again this conHrms agreement between our asymptotical analysis
and the numerical results.
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Fig. 4. A multiple interface-case 3: The numerical solutions of Eq. (1) with f ≡ 1; g = 1 − 0:1x sin(2x); k ≡ 1 and
 = 0:01 for ∈ (0; 0:5). Green lines represent the time from 0 to 0.08 and red lines represent the time from 0.1 to 0.5.
Case 3 (multiple interface case): We consider a multiple interfacial solution in this case. At Hrst,
we give f ≡ 1; g= 1− 0:1x sin(2x) and k ≡ 1 in Eq. (1) and an initial condition with a multiple
interface.
In this case, there are four points, S∞1 = 0:323, S∞2 = 0:782; S∞3 = 1:270, and S∞4 = 1:764, in
the area (0; 2) such that
(√
kfg3
)
x
(S∞i)= 0, and
(√
kfg3
)
xx
(S∞i) = 0 (i=1–4). However, A¡ 0
at S∞2; S∞4 and A¿ 0 at S∞1; S∞3. Therefore, S∞2 and S∞4 are unstable; S∞1 and S∞3 are stable
points. In Fig. 4, we Hnd that the interface of solution move away from S∞2 and S∞4, but tend to
S∞1 = 0:323 and S∞3 = 1:270 (respectively) or the boundary.
3. In high-dimensional space domain
3.1. Asymptotic results
In this section, we consider problem (1) in high-dimensional space domain. First, we transform
problem (1) by the change of variables u(x; t; ) = g(x)W (x; ; ) and = 2t, so that W satisHes the
following equation, for M (x) ≡ ∇ · (k∇g)=f2g3,
2g2W(x; ) = 2∇ · (kg2∇W ) + f2g4(1 + 2M −W 2)W: (19)
Suppose 0 is a smooth (C3) closed hypersurface which has a local parameter representation of the
form
x|0 = fˆ(; = 0) ≡ fˆ() where fˆ() ≡ (fˆ 1(); fˆ 2())∈0; (20)
such that the 2 × 1 matrix {9fˆ i=9}i=1;2 has rank 1. Here 0 is a curve deHned in Eqs. (16)
and (17).
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Next, we introduce, for fˆ()∈0, given the su3ciently small constant ∗¿ 0 and for ||6 ∗,
x = fˆ() + n˜(); (21)
where n˜() is the unit (outer) normal vector of 0 at x0 = fˆ() and  measures distance from
0 along n˜(). We use (21) to attach coordinates (; ) to the points in an open neighborhood
∗ ≡ {x∈: ||¡∗} of 0. 0 is deHned in terms of the one-dimensional curve coordinate .
Next we introduce an inner variable  to describe the inner layer behavior. Now let (; ˆ(; ))
be a zero point of W (; ; ) (that is W (; ˆ; ) ≡ 0), and deHne  (; ; ) such that
 (; ; ) =
1√
2
∫ 
ˆ(;)
f(; sˆ)g(; sˆ)√
k(; sˆ)
dsˆ; 06 6 ∗: (22)
We use a similar method as one-dimensional space domain for more detail (see [9]). Thus, we have
the following results:
Suppose there exists a su3ciently smooth 0 ⊂  such that{(√
kfg3
)

+
√
kfg3bn
}∣∣∣∣
=0
= 0 for all x(; 0)∈0; (23)
and the  derivative of this satisHes{(√
kfg3
)

+
√
kfg3bn
}

∣∣∣∣∣
=0
= 0 for all x(; 0)∈0; (24)
where bn is the mean curvature of 0. Thus, from Eq. (16), the mean curvature of 0 is
−
(√
kfg3
)

=
√
kfg3 at x(; 0)∈0. Therefore, from [9], we have for C() = ˆ(; 0),
ˆ(; ) = C() exp(−A()) + O(; C2()e−2A()); (25)
where
A() =
(√
k
fg3
){(√
kfg3
)

+
√
kfg3bn
}

∣∣∣∣∣
=0
= 0: (26)
Remark. If u is radially symmetric, we repeat all calculations. Let R(; ) be a zero point of the
solution u(x; ). We Hnd that
R′(; ) =−
√
k(R)
Rf(R)g3(R)
9
9r
(
r
√
kfg3
)∣∣∣∣∣
r=R
+O(): (27)
3.2. Numerical results
We are interested in the behavior of a single interface solution u(x; t) of problem (1) for n = 2
on the long timescale t = =2, and so we rewrite problem (1) for u(x; ) deHned on x∈ ⊂ R2
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as follows:
2u = 2(uxx + uyy) + f2(x; y)(g2(x; y)− u2)u; ∀x; y∈; ∀¿ 0;
u(x; y; 0) = (x; y); ∀x; y∈;
9u=9n= 0; ∀¿ 0; x∈ 9; (28)
where 0¡1; ∈C1(); f; g∈C3( T) such that f; g¿ *¿ 0 and 9=9n is the normal derivative
on the boundary of . We choose  to be a square domain. (That is,  = (−L; L) × (−L; L) for
L¿ 0.)
In the following we Hnd the location of 0 from the curvature K0. Therefore, from Eqs. (12) with
n=2, we have, for the arc length parameter  and the point P0() ≡ x(; 0)= (fˆ 1(); fˆ 2())∈0,
where (,(); -()) is the unit tangent vector to 0,
(fˆ′1(); fˆ
′
2()) ≡ (,(); -())
and
(,′(); -′()) =−K0n˜ ≡ −K0(−fˆ′2(); fˆ′1()) = K0(-;−,);
so for any point P0 = (fˆ 1(); fˆ 2())∈0 we have that fˆ 1; fˆ 2; ,, and - satisfy the following
ordinary di%erential system:
fˆ′1() = ,;
fˆ′2() = -;
,′() = K0-;
-′() =−K0, where K0() =−
(√
kfg3
)
√
kfg3
∣∣∣∣∣∣∣
=0
: (29)
We will solve this ordinary di%erential system numerically to Hnd the location of 0 for some par-
ticular f(x; y); g(x; y) and k(x; y) functions. Note that for the radially symmetric case the curvature
of 0 is K0 = 1=0.
Secondly, we use two-dimensional numerical methods to solve the partial di%erential problem
given in Eq. (28) for di%erent f(x; y); g(x; y), and k(x; y) functions. Here we use two numerical
methods to solve this problem. One is the Crank–Nicolson method, so at each time step the solution
can be found by solving an elliptic equation which is solved by an NAG library routine (D03UAF).
The other is a method of upper–lower solutions for continuous parabolic equations developed by
Pao [11]. Further details of the numerical methods are given in Appendix A.
Given ¿ 0, we deHne a nodal curve as () = {(x; y)∈: u(x; y; ) = 0}. In the following we
give examples for particular functions f(x; y) and g(x; y) to illustrate the stable and unstable cases.
At Hrst two cases, we test our numerical program for radially symmetric and independent of y cases.
From case 3, we begin to simulate di%erent f(x; y) and g(x; y) functions.
Case 1 (0 in the radially symmetric case): In the Hrst case, we consider the radially symmetric
case, so we choose the initial condition to be
(x; y) = g(x; y) tanh  ˆ0; (30)
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Fig. 5. Case 1: (a) The nodal curves of solutions from  = 0:0 to 0.5. (b) The numerical values of ˆ(; ) (points)
compared with the values of 0 + C exp(−A) (solid line) from = 0:0 to 0.5.
where
√
2 ˆ0 =
∫ 
˜0
f(sˆ)g(sˆ) dsˆ; ˜0 = 0:6 and 2 = x2 + y2. We use  = 0:01; f ≡ 1 and g = 1 +
0:3 cos
(
5
4
)
in problem (28). Therefore, we solve this problem numerically, so we plot nodal curves
of the solutions from =0 to 0.5 in Fig 5(a). On the other hand, since this case is radially symmetric
in space, from Section 3.1 we have ˆ(; ) = 0 +C exp(−A) +O() where A is given by Eq. (19)
and C = ˆ(0; )− 0¡ 0 for ˆ near 0 = 0:7287. We use numerical methods to calculate the values
of ˆ(; ) and compare these with the values of 0 +C exp(−A) in Fig. 5(b). In this case, because
of A¿ 0, the steady-state solution, u= g()tanh  ∞ is stable, where
√
2 ∞ =
∫ 
0
f(sˆ)g(sˆ) dsˆ.
Case 2 (0 is independent of y, the straight line case): In this case, we choose g(x; y) to be
independent of the y direction, so let g(x; y) = 1 + 0:1 cos
(
4
5x
)
and f ≡ 1. The initial condition
(x; y) is like g tanh  ˆ0 where
√
2 ˆ0 =
∫ x
x0
f(sˆ)g(sˆ) dsˆ; x˜0 = 0:6 (in Fig. 6(a)). We project these
Hgures to the (x; u) plane for values of  from  = 0:0 to 1.0 in Fig. 6(a). On the other hand, we
use numerical methods to calculate the values of ln(S∞ − S(; )) where S(; ) is the set of zero
points of solutions u(x; ) in the x-direction, and compare these with the values of ln(−C)− A in
Fig. 6(b). In this case, because of S∞=0:8 and A¿ 0, the steady-state solution, u= g(x)tanh  ∞ is
stable where
√
2 ∞=
∫ x
0:8 f(sˆ)g(sˆ) dsˆ. The numerical results conHrm with our asymptotical analysis.
Case 3 (0 is an ellipse): In this case, we choose the initial condition to be like
(x; y) = g(x; y) tanh  ˆ0; (31)
where
√
2 ˆ0 =
∫ 
˜0
f(sˆ)g(sˆ) dsˆ; ˜0 = 0:6, and 2 = (x=a)2 + (y=b)2 where a and b are constant. We
choose a= 23 and b ≡ 1 for the initial condition. We use = 0:01; f ≡ 1 and g= 1+ 0:5 cos
(
5
4
)
in problem (28). We plot out nodal lines of the solutions from = 0 to 0.1 in Fig. 7. In this case,
because of A¿ 0, the steady-state solution, u=g() tanh  ∞ is stable, where
√
2 ∞=
∫ 
0
f(sˆ)g(sˆ) dsˆ.
Case 4 (0 is a straight line): In this case, we choose g(x; y) ≡ 1 and f(x; y) = 1 + (1 +
(1 − y2)2)(x − 0:5)2 in problem (28). At Hrst, we solve problem (22) and Hnd the location of
0; x = 0:5.
Secondly, we solve the partial di%erential problem in Eq (28) by choosing the initial condition to
be
(x; y) = tanh
(
x − 0:3

)
: (32)
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Fig. 6. Case 2: (a) The solutions u(x; y; ) of problem (28) for g(x; y) = 1 + 0:1x cos
(
5
4x
)
from = 0:0 to 1.0. (b) The
numerical values of ln(x0 − S(; )) (points) compared with the values of ln(−C)− A (solid line) for ∈ (0; 1).
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Fig. 7. Case 3: The nodal curves of solutions from  = 0:0 to 0.1 for  = 0:01; f ≡ 1 and g = 1 + 0:5 cos( 54 ) in
problem (28) where = (1:5x)2 + y2.
We plot out nodal curves  of the solutions from =0 to 2.0 in Fig. 8. From Fig. 8,  will tend to
0; x=0:5, when  tends to ∞ (that is for any (x; y)∈ will tend to (x∞; y∞)∈0 when  tends
to ∞). Thus, the solution u(x; y)= g(x; y) tanh  ∞ is a stable solution where
√
2 ∞=
∫ 
0 f(; sˆ) dsˆ
and (; 0)∈0.
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Fig. 8. Case 4: The nodal curves of solutions plotted from  = 0:0 to  = 2:0 for  = 0:01, g(x; y) ≡ 1 and
f(x; y) = 1 + (1 + (1− y2)2)(x − 0:5)2 in problem (28).
Case 5 (unstable pattern solution): We choose an unstable case, so let  = 0:01; f ≡ 1 and
g=1+ r2(r−1:8)2 where r2 = (x=a)2 +(y=b)2, a=1:0 and b= 11:2 . At Hrst, we calculate the ordinary
di%erential equations (29) and get the solution for 0, which is presented as the solid curve in
Fig. 10.
Secondly, we choose the initial condition to have the formula in Eq. (31) with a = 1:0 and
b= 11:2 where ˜0 =0:9 in Fig. 9(a). We plot solutions u(x; y; ) of problem (28) at =0:12; 0:24; 0:27
(in Fig. 9(b)–(d), respectively). On the other hand, we also plot out nodal curves  of the solutions
from =0 to 0.24 in Fig. 10. In this case, because of A¡ 0, the steady-state solution u=g() tanh  ∞
is unstable. Therefore, the Hnal distribution is −g(x; y) when t →∞.
Case 6 (pattern solution with several extremal geodesics): We choose a function g which depends
on a parameter *. Let =0:01; f ≡ 1 and g*=1+0:3 cos
(
5
4r
)
tanh((y+ *2)=*) where r2 = x2 +y2
and *∈R is a parameter.
At Hrst, we solve the ordinary di%erential equations (29), so we plot the 0 curve for di%erent
values of * (see Fig. 12 (solid line)).
Secondly, we choose the initial condition for u to have the formula in Eq. (31) with a= 1:0 and
b= 1:0 where ˜0 = 0:8 in Fig. 11(a). For the *= 0:01 case, we plot solutions u(x; y; ) of problem
(28) at = 0:1; 0:2; 0:5 (in Fig. 11(b)–(d), respectively). On the other hand, we also plot out nodal
curves  of the solutions from = 0 to = 0:5 for di%erent values of * in Fig. 12.
Note that the original circular stable geodesic case for *1, has continuously transformed into
a nonradially symmetric case with several geodesics, some stable and some unstable. The original
stable circle for * ≈ 10 has become, for *=0:01 (for |y|¿ 0:1), a stable approximate semicircle for
y¿ 0 and an unstable approximate semicircle for y¡ 0. The time-dependent solution moves away
from near the original circle and tends to the new stable limit (see Fig. 12(a)).
4. Conclusion
Reaction–di%usion mechanisms have been used to explain certain pattern formation both in de-
velopmental biology and in phase transition in physical systems. Thus, we consider those models
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Fig. 9. Case 5: We plot the solutions u(x; y; ) of problem (28)  = 0:01; f ≡ 1 and g = 1 + r2(r − 1:8)2 where
r2 = x2 + (1:2y)2. (a) The initial condition to obtain the formula in Eq. (31) with a = 1:0 and b = 11:2 . (b) The solution
of problem (28) at = 0:12. (c) The solution u(x; y) at = 0:24. (d) The solution u(x; y) =−g(x; y) at = 0:27.
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Fig. 10. Case 5: The solid curves is 0, and the nodal curves  of solutions from  = 0:0 to 0.24 (dotted lines) for
2 = 10−4; f ≡ 1 and g= 1 + r2(r − 1:8)2 where r2 = x2 + (1:2y)2.
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Fig. 11. Case 6: (a) The initial condition. (b) The solution of problem (28) at  = 0:1. (c) The solution u(x; y; ) at
= 0:2. (d) The solution u(x; y; ) at = 0:5 which is near the =∞ limit.
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Fig. 12. Case 6: (a) The solid curves is 0, and the nodal curves  of solutions from  = 0:0 to 0.5 (dotted lines) for
=0:01; f ≡ 1 and g*=1+0:3 cos
(
5
4r
)
tanh((y+*2)=*) where r2 = x2 +y2 and *=0:01 in problem (28). (b) The same
example except *= 1:0. Note that case (b) is approximately similar to case 1 (which is very close to the case *= 10).
which involve the reaction–di%usion equation
ut − 2∇ · (k(x)∇u) = F(x; u) = f2(g2(x)− u2)u:
In this model, k(x); f(x), and g(x) are environmental factors and u represents the order parameter
(or scaled concentration). We attempt to Hnd the solution structure that arises from simple convex
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reaction–di%usion mechanisms in these pattern formation problems with small di%usion. For appli-
cations in material science, u=+g represents one state while u=−g represents a competing state.
There may be states coexisting in nearby areas in physical space. The aim of this paper has learn
to show that the evolution process of these competing states, and the ultimate survival pattern may
be determined from the environmental functions alone when the di%usion is small.
At Hrst, we consider time-dependent problems in one space dimension. We Hnd an analytic formula
for the leading order term in an analytical approximation, and we solve this problem numerically
to conform this results. The location of the interface of our steady-state solution, which deHnes the
boundary between the regions of di%erent states, is determined by the zero S∞ of
(√
kfg3
)
x
(x). We
show that the stability of this steady-state solution is determined by the sign of
(√
kfg3
)
xx
at S∞.
If
(√
kfg3
)
xx
(S∞)¿ 0, then the steady-state solution is stable. Therefore, the Hnal distribution of
di%erent states is either g(x) tanh  ∞ or −g(x)tanh  ∞ where  ∞ = 1√2
∫ x
S∞
(
f(s)g(s)=
√
k(s)
)
ds.
There are two stable outcomes, the positive and negative solutions, which represent the di%erent
states that remain as t → ∞ in these adjacent areas x¡S∞ and x¿S∞. Here the interfacial
boundary between the two areas is centered on S∞, and we have shown how the position of the
interface S(t)→ S∞ as t →∞ (for small ).
On the other hand, if
(√
kfg3
)
xx
(S∞)¡ 0, then the steady-state solution is unstable. Thus, the
Hnal distribution of these states is either g(x) or −g(x), so that one of these states will occupy the
whole area and the other state will disappear. Therefore, the present results enable us to predict the
behavior of the resulting patterns as t → ∞. Thus, existence of possible pattern is determined by
the zeroes of
(√
kfg3
)
x
(x), and stability of such patterns is determined by the simple sign condition
of
(√
kfg3
)
xx
(x) at these zeroes. Again we provide numerical examples illustrating these various
possibilities, including the presence of several such S∞ and multiple interfaces.
Secondly, we consider a bounded domain  ⊂ R2, and, by using asymptotic expansions. We Hnd
the analytical solution of parabolic problem (1) and determine the stability of steady-state solutions
by the sign of
{(√
kfg3
)

+
√
kfg3bn
}

|=0 = {h(; ) + h(; )bn}|=0 at 0 (deHned by Eq.
(23)) where bn(; ) is the mean curvature of the hypersurface 0. We use a similar method as
before, and we Hnd that we have, for suitable initial conditions, as t →∞,
ˆ(; ) = ˆ(; 0) exp(−A()) + O(; C2e−2A); (33)
where A() is deHned in Eq. (19). Thus, we have demonstrated that 0 is a stable attractor of
interfaces only when A()¿ 0 for all ∈0; otherwise if A()¡ 0 for all ∈0, then 0 repels
nearly initial conditions. We note that, more precisely,  ≈ 0 for  small is the attractor. On the
other hand, we also solve this two-dimensional problem numerically and compare numerical results
with the analytical formulae. We show that numerical solutions tend to the sable steady states on the
correct timescale O(−2), and move away from the unstable steady states in Hnite time on a similar
timescale.
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Appendix A
We would like to describe some numerical methods We used for solving the nonlinear parabolic
problems in this paper. In Section A.1, some Hnite di%erence methods for nonlinear parabolic prob-
lems in one-dimensional space domains are given. In Section A.2, some Hnite di%erence methods
for nonlinear parabolic problems in two-dimensional space domains are given.
A.1. One-dimensional space domains
In Section A.1, We describe a two-stage, two level Hnite di%erence method which was developed
by Meek and Norbury [7] in one-dimensional space domains. First, we take a standard equation
ut = K(x; t; u)uxx + F(x; t; u; ux); ∀x∈ (0; 1); t¿ 0: (A.1)
We take a Vx; Vt rectangular mesh in x and t and denote the Hnite di%erence solution by
vi; j = v(iVx; jVt). We assume that
Vx = 1=N and Vt = T=M; (A.2)
where M and N are positive integers. At Hrst, we consider the standard Crank–Nicolson method for
Eq. (A.1) in the following ([6]):
1
Vt
(vi; j+1 − vi; j) = 12(Vx)2 {K(xi; tj+1=2; vi; j+1)*
2
xvi; j+1 + K(xi; tj+1=2; vi; j)*
2
xvi; j};
1
2
{
F
(
xi; tj+1=2; vi; j+1;
1
Vx
2*xvi; j+1
)
+ F
(
xi; tj+1=2; vi; j;
1
Vx
2*xvi; j
)}
; (A.3)
where *2xvi; j = (vi+1; j − 2vi; j + vi−1; j) and 2*xvi; j = 12(vi+1; j − vi−1; j). Since we omit x, t arguments
and i subscripts in K and F of Eq. (A.3) and expand in Taylor series at (xi; tj+1=2), we have
K(uj+1) = K(uj+1=2) + (uj+1 − uj+1=2) 9K
j+1=2
9u +O(uj+1 − uj+1=2)
2;
K(uj) = K(uj+1=2)− (uj+1=2 − uj) 9K
j+1=2
9u +O(uj+1=2 − uj)
2 (A.4)
and
F(uj+1; uj+1x ) =F(uj+1=2; u
j+1=2
x ) + (uj+1 − uj+1=2)
9Fj+1=2
9u + (u
j+1
x − uj+1=2x )
9Fj+1=2
9ux
+O(uj+1 − uj+1=2)2 + O(uj+1x − uj+1=2x )2;
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F(uj; ujx) =F(uj+1=2; u
j+1=2
x )− (uj+1=2 − uj)
9Fj+1=2
9u − (u
j+1=2
x − ujx)
9Fj+1=2
9ux
+O(uj+1=2 − uj)2 + O(uj+1=2x − ujx)2; (A.5)
where (uj+1 − uj+1=2); (uj+1=2 − uj) and (uj+1x − uj+1=2x ); (uj+1=2x − ujx) are all O(Vt). We substitute
Eqs. (A.4)–(A.5) into Eq. (A.3), so we have
1
Vt
(vj+1 − vj) = 12(Vx)2
{
K(vj+1=2)(*2xvj+1 + *
2
xvj) +
9Kj+1=2
9u [(vj+1 − vj+1=2)*
2
xvj+1
− (vj+1=2−vj)*2xvj]
}
+F
(
vj+1=2;
2
Vx
*xvj+1=2
)
+
1
2
(
9Fj+1=2
9u +
9Fj+1=2
9ux
2
Vx
*x
)
×(vj+1 − 2vj+1=2 + vj) + O(Vt)2: (A.6)
Using a Taylor series at (xi; tj+1=2), it is easy to verify that
(uj+1 − uj+1=2)uj+1xx − (uj+1=2 − uj)ujxx = (uj+1 − 2uj+1=2 + uj)uj+1=2xx +O(Vt)2: (A.7)
Using Eq. (A.7) and ignoring O(Vt)2 terms, Eq. (A.6) becomes
1
Vt
(vj+1 − vj) = 12(Vx)2 [K(xi; tj+1=2; vi; j+1=2)(*
2
xvj+1 + *
2
xvj)]
+F
(
xi; tj+1=2; vi; j+1=2;
2
Vx
*xvi; j+1=2
)
+
1
2
{
9Kj+1=2
9u
1
(Vx)2
*2xvj+1=2 +
9Fj+1=2
9u +
9Fj+1=2
9ux
2
Vx
*x
}
3i; j+1; (A.8)
where 3j; j+1=vi; j+1−2vi; j+1=2+vi; j: So far we have not determined vi; j+1=2, so we deHne the di%erence
equation:
2
Vt
(vi; j+1=2 − vi; j) = 1(Vx)2 K(xi; tj+1=2; vi; j)*
2
xvi; j+1=2 + F
(
xi; tj+1=2; vi; j;
2
Vx
*xvj
)
: (A.9)
The speciHc choice of Eq. (A.9) is made not only to make sure that systems of linear algebraic
equations are to be solved at each intermediate time step, but also it is easily to veriHed that (A.9)
has unconditional stability for all values of the mesh ratio Vt=Vx. Therefore, this Hnite di%erence
method has two stages. The Hrst stage is to calculate vi; j+1=2 at the intermediate time step as given
in Eq. (A.9) and the second stage is to calculate the numerical solution vi; j as given in Eq. (A.8).
A.2. Two-dimensional space domains
In Section A.2.1, we describe a method for semilinear parabolic equations which was developed
by Pao [11]. In Section A.2.2, we use the Crank–Nicolson method to solve this problem, so the
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solution at each time step can be expressed in terms of an elliptic equation. Finally, we use the
NAG software library to solve this elliptic problem.
A.2.1. Semilinear parabolic equations in two space dimension
A method of upper–lower solutions for continuous parabolic equations was developed by Pao [11].
The idea of this method is that by using the upper or lower solution as the initial iteration one can
obtain a monotone sequence that converges to a unique solution of the problem. He provided two
iterative schemes for the construction of the monotone sequence and showed that both schemes are
numerically stable. First, the semilinear parabolic boundary value problem is given in the form
ut − 2Vu= F(x; t; u); ∀x∈; 0¡t6T;
a(x0)
9u
9n + b(x0)u= 0; x0 ∈ 9;
u(0; x) = (x); x∈; (A.10)
where  is a bounded domain in R2. We take Vx; Vy; Vt for the meshes, respectively, in the x; y
and t directions. We assume that Vx=Vy in our problem. As usual, we write ui; j; k=u(iVx; jVx; kVt)
and the standard second order di%erence operator Vu= ui+1; j; k + ui−1; j; k + ui; j+1; k + ui; j−1; k − 4ui; j; k .
The backward di%erence approximation of ut the Hnite di%erence system for the continuous problem
becomes
1
Vt
(ui; j; k − ui; j; k−1)− 2Vui; j; k = Fi;j(ui; j; k);
B[ui; j; k] = 0;
ui; ; j;0 = (xi; yj); (A.11)
where B[ui; j; k] is a Hnite di%erence approximation of the boundary operator. In particular, when the
boundary surface is parallel to the coordinate planes the boundary operator may be expressed as
B[ui; j; k] = a(xi)|xi − xˆi|−1(u(xi; tn)− u(xˆ; tn)) + b(xi)u(xi; tj); (A.12)
where xˆi is a suitable interior mesh point and |xi − xˆi| is the distance between xi and xˆi (see [5]).
Suppose there exists an ordered pair of upper–lower solutions ( Tu; u) and a function 5i; j¿ 0 such
that
Fi;j; k(u)− Fi;j; k(v)¿− 5i; j(u− v) for u; v∈ [ Tu; u]; v6 u; (A.13)
where [ Tu; u] denotes the set of functions u such that u6 u6 Tu. Note that in our case,
F(x; y; t; u)=f2(x; y)(g2(x; y)−u2)u, we choose 5i; j=2f2g2 which satisHes inequality (A.13). Then
by using the initial condition iteration u(0)i; j; k = Tu i; j; k and u
(0)
i; j; k = u i; j; k , we construct two sequences
independently from the following iterations:
1
Vt
(u(m)i; j; k − u(m)i; j; k−1)− 2Vu(m)i; j; k + 5i; ju(m)i; j; k = 5i; j; ku(m−1)i; j; k + Fi;j; k(u(m−1)i; j; k );
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B[u(m)i; j ] = 0;
u(m)i;0 = ; (A.14)
where m=1; 2; : : : . Denote these two sequences by { Tu(m)i; j; k} and {u(m)i; j; k}, respectively, and refer to them
as maximal and minimal sequences. It has been shown in [10] that the maximal sequence converges
monotonically from above to a solution Tu i; j; k and the minimal sequence converges monotonically
from below to a solution u i; j; k .
Jacobi method: We consider the Jacobi method, so we take the form(
1 + 4
2Vt
(Vx)2
+ (Vt)ri; j
)
u(m)i; j; k = u
(m)
i; j; k−1 +
2Vt
(Vx)2
{u(m−1)i−1; j; k + u(m−1)i+1; j; k + u(m−1)i; j−1; k + u(m−1)i; j+1; k}
+(Vt){ri; ju(m−1)i; j; k + Fi;j(u(m−1)i; j; k )}: (A.15)
The solution u(m)i; j; k of Eq. (A.15) is required to satisfy the same boundary and initial conditions as in
problem (A.11). In matrix form (A.15) together with the boundary condition may be
expressed as
(I + (Vt)n +Dn)U (m)n =U
(m)
n−1 + (Ln +Un)U
(m−1)
n + (Vt)(nU
(m−1)
n
+F(U (m−1)n ) + Hn; (A.16)
for m = 1; 2; : : :, while the initial condition becomes U (m)0 = W. Here Dn; Ln, and Un are N × N
matrices representing the diagonal, low-triangular, upper-triangular matrices. Hn and W are vectors
corresponding to the boundary and initial data.
A.2.2. NAG D03UAF
We use the Crank–Nicolson method to solve this problem, so the solution at each time step can
be expressed in terms of an elliptic equation. Suppose Vx; Vy, and Vt are the meshes, respectively,
in x; y, and t directions. If we write ui; j; k =u(iVx; jVy; kVt), then our equation can be rewritten as
ui; j; k+1 − ui; j; k
Vt
− 
2
2
(Vui; j; k+1 + Vui; j; k) =
1
2
(F(ui; j; k+1) + F(ui; j; k)): (A.17)
From a Taylor expansion, the nonlinear term F(ui; j; k+1) at ui; j; k is
F(ui; j; k+1) = F(ui; j; k) +
1
2
F ′(ui; j; k)(ui; j; k+1 − ui; j; k) + O(uk+1i; j − uki; j)2: (A.18)
If |ui; j; k+1 − ui; j; k | is small, then the nonlinear term F(ui; j; k+1) is about F(ui; j; k) + 12 F ′(ui; j; k)
(ui; j; k+1 − ui; j; k). Thus, Eq. (A.17) becomes
1
Vt
ui; j; k+1 − 
2
2
Vui; j; k+1 − 12 F
′(ui; j; k)ui; j; k+1
=F(ui; j; k)− 12 F
′(ui; j; k)ui; j; k +
2
2
Vui; j; k +
1
Vt
ui; j; k ; (A.19)
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where
Vui; j; k = ui+1; j; k + ui−1; j; k + ui; j−1; k + ui; j+1; k − 4ui; j; k : (A.20)
Finally, we use the NAG software library (D03UAF subroutine) to solve Eq. (A.19) with Neumann
boundary conditions and initial condition given by ui; j;0. D03UAF performs at each call one iter-
ation of the strongly implicit procedure. It is used to calculate on successive calls a sequence of
approximate corrections to the current estimate of the solution when solving a system of simultane-
ous algebraic equations for which the iterative up-date matrix is of Hve-point molecule form on a
two-dimensional topologically rectangular mesh.
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