The interdecadal basin-wide warming and cooling cycle of the North Atlantic Ocean, known as the Atlantic multidecadal variability (AMV), influences not only the Euro-Atlantic climatic conditions, but also tropical storms and monsoons remotely. However, controversy still remains on the relative importance of external forcing and internal processes for the past AMV. Here, we use three attribution experiments, consisting of five-member ensemble for each, for 1931-2014 by a climate model and show that the temporal variation of the observed AMV can be reproduced in the model forced by historical changes in radiative forcing. Specifically, anthropogenic sulphate emissions are found to explain 46-63% of the forced SST variations at decadal time scales. The spatial pattern of the sea surface temperature (SST) associated with the AMV is also well captured by the model, in which externally forced components dominate and significantly increase precipitation over Europe and the Sahel during positive AMV. An exception is the subpolar region where internally generated SST variability coupled with the North Atlantic Oscillation plays a major role. Under declining scenarios of anthropogenic aerosol emissions, a multi-model ensemble of climate simulations shows that the North Atlantic decadal SST variability will be generated increasingly by internal processes, suggesting a decreasing impact on regional precipitation.
Introduction
Past SST changes in the North Atlantic basin, which have revealed a secular warming trend imposed on a multidecadal variability (Schlesinger and Ramankutty 1994; Kushnir 1994) , have been in step with the global mean surface temperature and has been called the 'pacemaker' of global warming (Kerr 2000) . Multidecadal SST variability, aka AMV, tends to show a uniform sign of anomalies in the basin, which has turned to a positive phase since the middle of 1990s and affected temperature and precipitation patterns across Europe (Sutton and Hodson 2005; Sutton and Dong 2012) . The influence of the AMV is not confined to the Euro-Atlantic sector such as droughts in US (Enfield et al. 2001) and Atlantic hurricanes (Goldenberg et al. 2001; Dunstone et al. 2013) , but is observed in remote African and Indian monsoon regions (Folland et al. 1986; Zhang and Delworth 2006; Knight et al. 2006) . Therefore, understanding mechanisms of the AMV is crucial for better prediction and adaptation to AMV driven climate changes (Sutton et al. 2018) .
The conventional view of the origin of the AMV was an oscillatory mode of low-frequency climate variability coupled with changes in the Atlantic Meridional Overturning Circulation (AMOC) strength (Delworth et al. 1993; Delworth and Mann 2000; Zhang and Wang 2013) . The latter has a long 'memory' that may explains the decadal timescale of the AMV, so that North Atlantic SST anomalies can potentially be predicted several years into the future (Keenlyside et al. 2008; Matei et al. 2012) . However, this is not a unique explanation of the observed AMV. A recent study showed that the observed AMV pattern is reproduced in a model coupled with a slab ocean, suggesting that the SST pattern per se is a response to stochastic forcing from the atmosphere without coupling to the AMOC (Clement et al. 2015) . Regarding the decadal time scale as seen in the observed AMV, there is accumulating evidence that the external radiative forcing such as solar activity, ozone, and volcanic and anthropogenic aerosols is an important driver in terms of the variance and the timing of phase changes (Otterå et al. 2010; Booth et al. 2012; Wang et al. 2017; Undorf et al. 2018; Bellomo et al. 2018) .
One important study for the above issue was done by Booth et al. (2012) , who reproduced the time evolution of the past AMV using a single coupled general circulation model (CGCM) and attributed the substantial fraction of the simulated variance to historical changes in sulphate aerosols. A similar conclusion was obtained from a large ensemble of historical simulations using a different CGCM (Undorf et al. 2018) . However, there has been a criticism to the results by Booth et al. (2012) . Zhang et al. (2013) pointed out the model errors in reproducing observed ocean heat content changes, an important measure of the forced oceanic response, and thus controversy still remains on the relative importance of external forcing and internal processes for the past AMV. Estimating to what extent the AMV is driven by external forcing has been attempted using Coupled Model Intercomparison Project Phase 5 (CMIP5) multi-model ensembles (Terray 2012; Murphy et al. 2017 ), but it is difficult to draw conclusions from CMIP5 simulations alone due to lack of precise attribution experiments to date.
Given the above discussion, we reconcile the roles of external forcing due to sulphate aerosols and internal processes in driving the past AMV. Major questions addressed in this study are: (a) whether the criticism by Zhang et al. (2013) is a specific problem with a previous model or reflects a general issue about potential aerosol driving of the AMV, (b) how and where external and internal drivers are important in simulating the past AMV, and (c) whether the future AMV drivers change, and what this means for decadal climate predictions. For the attribution, we perform ensemble historical experiments by a CGCM, in which sulphate aerosol forcing is either prescribed at a pre-industrial condition or varies in time. We will then explore how the relative roles between externally forced and internally generated variations might change under future scenarios using a subset of the CMIP5 initial condition ensembles, and what implications this might have for our ability to predict these future changes.
Model and data

MIROC attribution experiments
We used the Model for Interdisciplinary Research on Climate version 5.2 (MIROC5.2) CGCM (Watanabe et al. 2014) , which is an updated version from our CMIP5 model of MIROC5 (Watanabe et al. 2010 ). The resolution is T85 spectral truncation (horizontal spacing of approximately 150 km) and 40 vertical levels for the atmosphere, and 1° and 63 vertical levels for the ocean. MIROC5.2 implements an aerosol model called SPRINTARS (Takemura et al. 2009 ), which predicts the mass mixing ratio of sulphate aerosols and other major aerosol species, as well as precursor gasses to sulphate. In addition to the direct effect of aerosols on radiative transfer, first-and second-order indirect effects are included in SPRINTARS by considering the dependence of cloud droplet nucleation on the number concentration of aerosol particles. Volcanic sulphate aerosols are presented as aerosol optical depth at four different altitudes in the stratosphere, including seasonal cycle and year-to-year variations. The emission of hydroxyl (OH) radical, precursor to sulphate aerosols, is assumed to be a constant, which may underrepresent the indirect effects, but the resultant long-term observed temperature changes have been reproduced well.
The MIROC5.2 historical experiment (denoted as HIST) driven by all external forcing agents for 1921-2014 was branched off from the official MIROC5 historical experiment, with the external forcing used for the historical experiment before 2005 and for the RCP4.5 run after 2006. Initial conditions for 1 January 1921 have been taken from each of the official five-member historical runs for generating the ensemble in this study, and the initial 10 years of data were discarded for the analysis. Furthermore, two attribution experiments (VOLSO2CONST and SO2CONST, five members for each) were conducted but with sulphate aerosol forcing of either natural volcanic origin or both natural and anthropogenic origins prescribed to their pre-industrial level (Table 1) . These runs are a prototype of the CMIP Phase 6 (CMIP6) Detection and Attribution Model Intercomparison Project (DAMIP) experiments (Gillett et al. 2016) , and have successfully isolated the impact of sulphate aerosol forcing on the tropical Pacific climate changes over the past eight decades (Takahashi and Watanabe 2016) . In this study, we perform a combined analysis of the three ensembles for a quantitative estimate of the contribution of anthropogenic and volcanic sulphate aerosols to the AMV cycles in the twentieth century after 1930. 
CMIP5 initial condition ensemble
We also analysed historical and RCP4.5 simulations (Taylor et al. 2012) for the period of 1931-2100 from five CMIP5 models (CanESM2, CCSM4, CSIRO-Mk3.6.0, GISS-E2-R, and MIROC5), which provide five-member ensembles for separating the internal and external components (see http://cmip-pcmdi .llnl.gov/cmip5 /avail abili ty.html for more detail). After SST fields were interpolated on a regular 2.5° × 2.5° grid, we used the two periods for the analysis: 1931-2000 and 2031-2100, from which linear trends were subtracted in advance. All five models deal with an interaction of sulphate aerosols with radiation (Table 2 ). Since the atmospheric aerosol concentration is calculated from the surface emission in an aerosol module that accounts for transport, deposition, settling, and sulphur chemistry, the aerosol column loading is different in different models (von Salzen et al. 2013; Neale et al. 2010; Rotstayn et al. 2010; Watanabe et al. 2010; Koch et al. 2011) . Three out of five models (CanESM2, CSIROMk3.6.0, and MIROC5) incorporate both direct and indirect effects of the sulphate aerosols.
Observational data
Several observational data sets are used to compare with the simulations: monthly SSTs derived from COBE SST during 1845-2014 and a concurrent ocean temperature dataset for 1945-2014, both having a 1° horizontal resolution (Ishii and Kimoto 2009) , surface air temperature (SAT) and SLP data based on the HadCRUT4 and HadSLP datasets, respectively, for 1850-2012 on a 5° grid (Morice et al. 2012; Allan and Ansell 2006) , and land precipitation data obtained from GPCC version 6 for 1901-2010 on a 2.5° grid (Schneider et al. 2013 ).
Analysis methods
We applied a 10-year low-pass, Lanczos filter to the detrended annual mean anomalies relative to the 1931-1990 mean state for both observations and simulations (for the CMIP5 RCP4.5 runs, anomalies are relative to the 2031-2090 mean). A statistical test for correlation coefficients was performed using a two-sided Student's t test with an estimate of effective sample size for the filtered data. In the CGCM ensemble, external and internal components were defined by the ensemble average and deviations from the ensemble mean. The five-member ensemble may not be large to sufficiently remove the internal component from the ensemble mean where the internal variability is dominant over the forced variability (Kay et al. 2015) . As will be shown, fortunately, the Atlantic SST variability at decadal time scales contains a discernible forced component even with this small ensemble.
In the MIROC5.2 ensembles, configuration of the external forcing varies, so that contributions from the volcanic sulphate aerosols can be distinguished by using the differences between HIST and VOLSO2CONST, whereas the difference between VOLSO2CONST and SO2CONST represents contributions from anthropogenic sulphate aerosols (Table 3) . Anomalies in SO2CONST represent the contribution of non-radiative boundary effects such as land-use change and all the radiative forcing parameters, excluding sulphate aerosols.
Results of the MIROC attribution experiments
Radiative forcing due to sulphate aerosols
Anthropogenic SO 2 emissions over North America and Europe and the sulphate aerosol optical depth for volcanoes are presented in Fig. 1a . Both show large values during the 1960s and the mid-1990s, when surface solar insolation had decreased compared to other periods (Fig. 1b) . The indirect aerosol effect is caused by changes in cloud lifetime and optical depth, and is measured by changes in surface shortwave cloud radiative forcing (Fig. 1b) . Local values may largely reflect changes in clouds due to circulation anomalies, but we think that the large-scale average over the North Atlantic represents the indirect aerosol effect. Unlike clearsky shortwave radiation, the cloud radiative effect does not show a large multidecadal variability, but shows a strong positive value (heating) during the recent warm period of the AMV. Interactive, emission to concentration Direct + semidirect + indirect Watanabe et al. (2010) 3.2 Sulphate aerosol driving of the AMV Figure 2 compares the observed and simulated time series of the AMV index defined as the spatial average of annualmean detrended SST anomalies in the North Atlantic between 0°-70°N and longitudes of 80°W-0° (Mahajan et al. 2011; see box in Fig. 3a) . It is evident that HIST captures the cooling period between the 1960s and the early 1990s as well as the warming periods before and after the cooling, but SO2CONST, which excluded the timevarying sulphate aerosol emissions, failed to reproduce the observations (solid curves). The difference between the two ensembles is clearer when a 10-year low-pass filter was applied (shaded curves). Indeed, the correlation coefficient with the observed time series is 0.73 for the annual mean and 0.88 for the low-frequency anomalies in HIST (statistically significant at the 99% level), whereas SO2CONST shows a correlation of less than half. The model values (denoted as 'All') are taken from HIST. Contributions due to anthropogenic and natural volcanic sulphate aerosols are calculated using differences between ensembles (VOLSO2CONST-SO2CONST and HIST-VOLSO2CONST) while contribution due to other radiative forcing including greenhouse gasses (GHGs) is obtained from SO2CONST. All values are calculated after removing linear trends. Uncertainty ranges are obtained from the ensemble spread. Fractional contribution to 'All' is also indicated in parentheses 1931-1960 1961-1995 1996-2014 Natural SO 2 emissions due to three major volcanic eruptions were concurrent with the increase in anthropogenic SO 2 emissions over North America and Europe, both of which would have acted to force the cold phase of the AMV (Fig. 1) . As the sulphate aerosol radiative effect is negative, its contribution to warm periods for 1931-1960 and 1996-2014 is linked to reduced aerosol emissions (less cooling effects) relative to the 1960-1980s. However, VOLSO-2CONST, which excluded only the time-varying natural sulphate aerosol emissions, was much better in reproducing the AMV index than SO2CONST (not shown). This indicates that the reproducibility of the observed AMV time series is lost in SO2CONST mainly due to prescribed anthropogenic sulphate aerosol forcing.
Observed detrended AMV indices for the warm and cold phases, defined by the averages for 1931-1960, 1961-1995, and 1996-2014 show anomalies of 0.1, − 0.21, and 0.22 °C with respect to the 1931-1990 mean (Table 3) . These anomalies are reproduced by HIST, albeit with slightly underestimated magnitudes. With regard to multidecadal anomalies in HIST, anthropogenic sulphate aerosol shows the largest contributions of 63, 53, and 46% for the respective periods. The effect of volcanic aerosols is smaller, but significant compared to other aerosols and greenhouse gasses. The combined contribution by all sulphate aerosols is 83-87%, which is slightly larger than the value of 76% obtained in the previous study (Booth et al. 2012) . Given that the GHG-induced changes are monotonic and less on decadal time scales, it is not surprising that the anomalies in SO2CONST are not significant for any periods (Table 3) .
Using the ensembles, we were able to decompose multidecadal variability into externally forced response and intrinsic fluctuations internal to the climate system. The total external component is modelled in the ensemble mean response to all the radiative forcings in HIST, while the externally forced historical response not linked to sulphate aerosols is represented by SO2CONST. By comparing the fraction of the low-frequency SST variance of the external components to the internal fluctuation in each ensemble, simply called the signal-to-noise (S/N) ratio, the extent to which SO 2 emissions amplify the multidecadal variability is identified. The S/N ratio in HIST is above unity in the tropical Atlantic, Gulf of Mexico, off the US East Coast, North Sea, and the Mediterranean Sea (Fig. 3a) . This increased decadal variance, as well as a higher coherence with observations, is remarkable compared to the small and uniform S/N ratio in SO2CONST (Fig. 3b) .
Standard deviations (SDs) of decadal SST anomalies using the ensemble mean and deviations from the ensemble mean represent the magnitude of external and internal variability, respectively. These fields obtained from HIST and SO2CONST can be combined in a manner different from Fig. 3 . Namely, the fraction of SD for the ensemble-mean anomalies between HIST and SO2CONST reveals the effect of sulphate aerosols in changing the amplitude of externally between HIST and SO2CONST (former divided by the latter), based on a ensemble mean anomalies and b deviations from the ensemble mean, representing the forced and internally generated components, respectively forced decadal fluctuations. Likewise, the fraction of SD for the intra-ensemble anomalies exhibits whether SO 2 emissions modulate the amplitude of internal variability. Maps of these fractional ratios indicate a clear amplification of the external component in the extratropical Pacific and Atlantic in HIST while the amplitude of the internal variability for the two ensembles is different by at most ± 20% between the ensembles (Fig. 4) . The aerosol-driven enhancement of the S/N ratio is also seen in the western North Pacific, where sulphate aerosol forcing is shown to have contributed to the decadal SST variability (Takahashi and Watanabe 2016) . Since the S/N ratio is small in the tropical Pacific in both ensembles, the north-south contrast in amplitude of externally forced SST variance in the North Atlantic would have reflected the spatial structure of aerosol radiative forcing, but not a different efficacy of ocean mixing (Terray 2012) .
Sulphate aerosol forcing of climate includes direct and indirect radiative effects (Lohmann and Feichter 2005) . Sources of anthropogenic sulphate aerosols are highly concentrated over Northern Hemisphere landmasses, but the climate response emerges not only locally but also on a larger scale due to atmosphere-ocean interactions the presence of clouds both cause a remote response to the aerosol forcing to occur (Xie et al. 2013; Carslaw et al. 2013) . Sulphate aerosol radiative forcing as measured by surface shortwave radiation shows that large forcing occurs over the US, Europe, and adjacent coastal regions (Fig. 5a-c) . Compared to the direct effect, the indirect effect associated with a reduction in cloud cover tends to dominate at slightly lower latitudes (Fig. 5b, c) , but both work to uniformly increase the North Atlantic SST. Surface shortwave radiation anomalies associated with the internal variability do not show a systematic pattern (Fig. 5d-f ), except for a compensating anomaly between the clear-sky and cloud radiative effects in the Labrador Sea (perhaps linked to an anomalous sea ice conditions).
The importance of aerosols as the primary driver of the AMV has been questioned because of a discrepancy in ocean interior temperature changes between model and observation . In order to strengthen the credibility of our simulations, we examined the global mean SAT and the 0-700 m ocean heat content (HC 700 ) (Fig. 6 ). As expected, the warming trend of global SAT in SO2CONST is 1.4 times larger than that of HIST, the latter being consistent with observation. A greater reproducibility of HC 700 is seen in HIST as well, showing an increasing trend similar to the observations for 1945-2014. The long-term trend is overrepresented in SO2CONST, which furthermore lacks multidecadal variations. Therefore, the failure to capture the observed heat content change in the previous model study (Booth et al. 2012) , linking aerosols to the AMV, is not observed in the MIROC5.2 simulations.
Forced and internally generated variability in the atmosphere
Impact of the AMV on atmospheric circulation and land hydrology is well represented in HIST. The regression of detrended low-frequency anomalies in SST, sea level pressure (SLP) and land precipitation on the AMV index using the whole ensemble, shows a meridional dipole pattern of SLP and moistening over the Amazon, Sahel, and Central Europe, associated with uniformly positive SST anomalies displaying a maximum to the south of Greenland (Fig. 7a,  b) . Except for a lack of drying over the southeastern US and the Mediterranean region, the simulated decadal anomalies resemble the observations. An influence of the AMV on Sahel rainfall, caused by the SST contrast between the North and South Atlantic, is well established (Folland et al. 1986; Chang et al. 2011) . Also, warming of the tropical North Atlantic during a positive AMV works to increase rainfall over Europe (Sutton and Hodson 2005) . Here we show that these impacts are associated with aerosol-driven AMV changes and unlikely to have arose from internally generated ocean variability alone, based on comparison of simulations (Fig. 7c, d ) with the observed changes (Fig. 7a) .
While the AMV pattern does not have a large seasonality in terms of the SST anomalies, associated precipitation anomalies do show a contrast between June-August (JJA) and December-February (DJF) seasons. This is clearly seen in the regression maps similar to Fig. 7 , using the seasonal mean anomalies (Fig. 8) . Increasing precipitation over Europe and Sahel during the positive AMV is remarkable in the boreal summer season in both observations and HIST, consistent with the previous studies (Folland et al. 1986; Sutton and Hodson 2005; Zhang and Delworth 2006; Knight et al. 2006) . Impact of the aerosol-forced SST variations on land precipitation (Fig. 7c) is thus the signature of summer. When the precipitation anomaly in HIST is decomposed into the forced and internal components, the summertime signals are observed only in the former, consistent with Fig. 7c, d .
Positive aerosol forcing during the positive phase of the AMV would have warmed land surfaces locally, which should lead to drier condition on land in contrast to the observed increased rainfall over Europe and the Sahel (Fig. 7c) . The main reason why the land surface becomes wetter with warmer temperatures is the increase in tropical water vapour as seen in the precipitable water anomalies regressed on the external component of the AMV (Fig. 9a) . This increase in tropical water vapour arises from larger SST anomalies in the tropical Atlantic and the tropical western Pacific (Fig. 4a) , which stimulate evaporation at the ocean surface. Because the tropical atmosphere cannot maintain a strong zonal gradient (Sobel et al. 2001) , these wetter anomalies expand to Takahashi and Watanabe (2016) tropical land areas. In addition, anomalous transport of vertically integrated water vapour, a part of the circulation response to the aerosol forcing, works to bring more moisture to Europe and the Sahel (Fig. 9a) . Surface circulation anomalies associated with the internal decadal variability are confined to regions over the ocean (Fig. 7d) , contributing less to a landward anomalous water vapour transport (Fig. 9b) .
The SLP anomalies associated with internal variability are akin to the North Atlantic Oscillation (NAO) and coexist with a less widespread SST anomaly pattern focused around the subpolar gyre (contours in Fig. 7d) . Consistent with Fig. 3a , the external component alone cannot explain much of the observed SST anomaly in that region, where observed SST and sea surface salinity (SSS) fluctuate in phase on both decadal and multidecadal time scales (Fig. 10a) . In this region, internally generated SSS variability is more coherent with the AMV (Fig. 10c, d ), which suggests that the deep water formation and large-scale ocean circulation is less linked to the sulphate aerosol forcing (Curry et al. 1998 ).
Internal and external components in AMOC
The intrinsic timescale of the forced and internally generated components of the AMV was identified with the autocorrelation function of the ensemble mean and ensemble deviations of the AMV index (Fig. 11a, thin curves) . Both observation and ensemble mean show a long duration of one phase of about 30 years, whereas the internal variability has a shorter duration of 10-15 years with an oscillatory nature. Given these different timescales of variability, it is convenient to refer to 'Atlantic Multidecadal Oscillation (AMO)' as the internal component of the AMV (Delworth et al. 1993; Delworth and Mann 2000; Ting et al. 2009; Zhang and Wang 2013; Steinman et al. 2015) .
The externally forced variability is significantly correlated with the AMOC index, defined by the maximum value of the meridional streamfunction at 40°N, when the AMV leads AMOC by 5 years (Fig. 11a, thick red  curve) . This indicates a delayed response of the AMOC to the SST change, and is consistent with a strengthened AMOC after the cooling period of the AMV as revealed Fig. 7 Low-frequency anomalies in SST (shading over the ocean), SLP (contour, 0.05 hPa interval), and land precipitation (shading over land) regressed on the low-frequency AMV index. a Observations, bd MIROC5.2 HIST. The regression using the combined five members (b) represents the total anomalies, which are decomposed into externally driven (c) and internally generated (d) anomalies obtained from the regression using the ensemble mean and intra-ensemble fields. Stippling indicates regions exceeding 95% significance for SST and precipitation anomalies in CGCMs (Delworth and Dixon 2006; Cheng et al. 2013; Menary and Scaife 2014; Undorf et al. 2018) . Unlike the externally driven component, the AMO has a greater correlation with the associated internal variability of AMOC, showing a positive correlation from − 9 to + 1 years and a negative correlation from + 3 to + 14 years (Fig. 11a , thick blue curve). This lagged relationship between AMO and AMOC is reminiscent of the oscillator (Delworth et al. 1993; Delworth and Mann 2000) , and the positive simultaneous correlation between the AMO and AMOC indices is a common property of the internal oscillation in CGCMs (Tandon and Kushner 2015) . Indeed, the AMOC index contains an external forced variability which is weaker than the internal fluctuations unlike the AMV index (Fig. 11b, c) .
Maps of the decadal anomalies in SST, SLP, HC 700 , and AMOC of internal variability associated with the AMO in HIST are displayed in Fig. 12 . The simultaneously regressed anomalies of SST and SLP are identical to Fig. 7d . The features shown were very similar in the other ensembles of SO2CONST and VOLSO2CONST. With a lag between − 10 and − 5 years, subpolar SST decreases in association with the positive NAO-like circulation anomaly. The cold subpolar region intensifies mixing and thus accelerates AMOC, which eventually changes the sign of subpolar SST via enhanced northward heat transport. Once the subpolar region warms, it in turn works to decelerate the AMOC by suppressing vertical mixing. This mechanism is similar to an advective oscillator, which is clearer in the internal variability than in the total variability (Saravanan and McWilliams 1998; Zhang and Wang 2013; Tandon and Kushner 2015) . The AMOC weakens after the peak of the AMO probably excited by the NAO, but there was no clear indication that the atmosphere responds to this weakening in order to change the AMO phase. The delayed oceanic response to the NAO is reminiscent of observed anomalies identified in the mid-1990s (Robson et al. 2012) .
A careful comparison of the simultaneous regression maps between SST and HC 700 in Fig. 12 reveals an opposite sign of anomalies in the North Tropical Atlantic region. This anti-correlation between the surface and subsurface temperature variations has been denoted as a feature of the AMO (Zhang 2007) . The lack of this anti-correlation was one of the caveats of the simulation demonstrating the aerosol driving of the AMV ), but we found in the HIST total anomalies that the spatial patterns of both SST and subsurface ocean temperature were represented reasonably well by MIROC5.2. 
Implication for future projections
In the Representative Concentration Pathways (RCP) scenarios for the CMIP5 future climate simulations, anthropogenic SO 2 emissions are assumed to decline besides no further volcanic eruption will occur (van Vuuren et al. 2011) . Therefore, we expect that the externally forced multidecadal variability will be reduced toward the end of this century under these scenarios (cf. Fig. 3b ). This possibility was examined using CMIP5 models having five-member initial condition ensembles for both historical and RCP4.5 simulations.
The multi-model ensemble for 2031-2100 indeed shows a smaller S/N ratio in decadal SST variance compared to the 1931-2000 period (Fig. 13) . As in MIROC5.2, forced decadal SST anomalies for 1931-2000 have been amplified in the Atlantic and the tropical western Pacific, suggesting a primary role of sulphate aerosol effects. The pattern of the S/N ratio is model dependent, but an amplification in the tropical North Atlantic and the Mediterranean Sea during the twentieth century was commonly found (Fig. 14) . We therefore conclude that future North Atlantic multidecadal SST variability will be increasingly generated by internal processes if no large volcanic eruption occurs as is assumed in the RCP forcing scenario. Considering the difference in structure between internal variability and forced response (Fig. 7c, d ), SST anomalies in the future AMV will dominate in higher latitudes and have lesser impact on boreal summer precipitation over surrounding land areas. This condition may change under other scenarios where air quality measures are not aggressively adopted or large eruptions occur.
The S/N ratio of the decadal SST anomalies, shown in Fig. 13 , was calculated for each model (Fig. 14) . The pattern of amplification for 1931-2000 varies across models, but the reduction of the S/N ratio in future climate is a common and thus robust feature of the CMIP5 simulation. A large S/N ratio of decadal SST anomalies in the tropical Atlantic and the tropical western Pacific for 1931-2000 is seen in all models (and also in HIST but not VOLSO2CONST), suggesting a vital role of the direct radiative effect due to volcanic sulphate aerosols. Amplification of the forced variability in the Mediterranean Sea and along the Gulf Stream is identified only in CanESM2, CSIRO-Mk3.6.0, and MIROC5, all of which have incorporated the aerosol indirect effect (Table 2) . This is consistent with the decadal anomalies in surface cloud radiative effect and cloud cover (Booth et al. 2012 ; see also Fig. 5b, c) .
Concluding discussion
In this study, we attempted to quantify the influence of sulphate aerosol radiative forcing to the AMV over the past eight decades, using ensembles of the MIROC5.2 attribution experiments. Using single model experiments, we conclude that the sulphate aerosol forcing is crucial for reproducing the variance and phase changes of the observed decadal SST anomalies associated with the AMV. Specifically, past changes in anthropogenic sulphate emissions explain more than half of the externally forced decadal SST variations, which significantly increased precipitation over Europe and the Sahel during the positive phase of the AMV. The above conclusions overall support Booth et al. (2012) and other recent studies showing the dominant role of the external forcing in the observed AMV cycles (Murphy et al. 2017; Bellomo et al. 2018; Undorf et al. 2018 ). Yet, it is clear from Fig. 7 that the internally generated SST variability (called the AMO in this study) in the Atlantic atmosphere-ocean system is an important element of the observed AMV, in the subpolar region in particular.
It has been reported that the dominant frequency of the AMO varies among GCMs albeit the large decadal and multidecadal variance is commonly found (Zhang and Wang 2013) . There is a model showing a long timescale of 5-6 decades in the AMOC variability (Vellinga and Wu (Griffies et al. 2011) . It is likely that the frequency and amplitude of the internal SST variability around the subpolar gyre vary across GCMs, but it is not obvious the extent to which it impacts on the basin-wide forced SST variability, i.e., AMV. Also, the presence of externally forced component in AMOC variability is an intriguing feature, which may depend on characteristics of the AMOC in a control simulation. Unfortunately, the attribution experiments such as presented in this work are not available in CMIP5, so that a multi-model assessment is not possible at the present time. We expect that our results provide a benchmark for future multi-model studies using CMIP6 models in which comparisons can be made between experiments using a similar configuration to SO2CONST but with different GCMs.
Our results provide a useful guideline for decadal climate predictions over the Euro-Atlantic sector. Namely, initialised decadal experiments targeted to predict internally generated components of the AMV, which will dominate as sulphate aerosol effects are declining, will become more important for predicting future changes. However, care must be taken when assessing the predictive skill of initialised ensembles using a retrospective prediction for past decades, as externally forced responses appear to have exerted a considerable influence over the observed AMV. The present positive AMV may enter a negative phase if a large volcanic eruption occurs (Shiogama et al. 2010) or the AMOC is continuously weakened (Robson et al. 2014) . With these competing contributions, such a turnabout of the AMV will be challenging to predict.
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