New software based on explicit Runge-Kutta formulas have been developed to replace well-established, widely-used codes written by the authors (RKF45 and its successors in the SLATEC Library and the NAG Fortran 77 Library Runge-Kutta codes). The new software has greater functionality than its predecessors. Also, it is more e cient, more robust and better documented.
Introduction
Two of the authors are responsible, in part, for some of the most widely used software based on explicit Runge-Kutta (RK) formulas for solving the initial value problem in ordinary di erential equations (ODEs), y 0 = f(x; y); y(a) = ; a < x < b (1) where y;f; 2 < n . Speci cally, Shampine is an author of RKF45 20] (succeeded by DERKF in the SLATEC Library) and Gladwell wrote D02PAF (and its driver routines D02BxF where x has the values A, B, D, G and H) available in the NAG Fortran 77 Library 5] . These very successful codes have been used in a variety of applications, embedded in packages and translated into several other programming languages. Since the early 1970's when the codes were designed and written, there have been a variety of improvements in technology, in user expectations and in formulas. RKSUITE 3] has been written in response to these developments. The design philosophy for RKSUITE is discussed in 17] .
In Section 2, we discuss the design of the suite with special emphasis on the added functionality. The choice of RK formulas is justi ed in Section 3. Implementation questions are addressed in Section 4. Finally, the documentation and templates are described in Section 5.
Design

Overview
The aim is to solve the initial value problem (1.1) by computing the solution y(x) at user-speci ed values of x: a = t 0 < t 1 < : : : < t i < : : : < b: (It is convenient to assume that a < b for the descriptions that follow, but the software can integrate in either direction.) The RKSUITE software automatically chooses an internal mesh, a = x 0 < x 1 < x 2 : : : < x q < : : : < b on which the approximate solutions y j y(x j ) are computed. It uses a RK pair which provides a local error estimate that is used to select step lengths, hence the meshpoints x q , so that a local accuracy requirement is satis ed. The algorithm is similar to that of Watts 22] .
Generally the user-de ned points t i will not coincide with the points x q chosen by the code. So, either the code must include the t i among the x q , or an interpolation facility must be provided. We permit both approaches to producing the solution at the points t i through separate codes for the two di erent \tasks".
In many applications, the number of output points t i is small; in some, output is required only at x = b. In such cases stepping to the output points (and thus avoiding the overhead associated with interpolation) can be the more e cient approach. In RKSUITE the overhead associated with interpolation is isolated in a user-callable interpolation routine. Hence, the overhead is incurred only when the user, directly or indirectly, requests interpolation.
Most explicit RK codes in wide use today are based on formulas with local truncation error of order between four and six. It was shown in 9] that within this range of orders explicit RK codes are the most e cient for low to moderate accuracy calculations. More recently, it has become clear that for moderate to quite high accuracy requirements, higher order explicit RK formulas can be competitive with the extrapolation methods and the variable order, variable step Adams codes recommended in 9] for this range of accuracies.
Time-dependent partial di erential equations, when discretized in space by the method of lines, lead to large systems of ordinary di erential equations.
Usually, fairly low accuracy but good stability is required in the solution of these ODEs. In many applications, the ODEs are moderately sti . It has become common practice to employ a low order RK formula that has a large region of absolute stability. There is a trade-o in e ciency between taking fairly short steps with an explicit RK method and using longer steps with an implicit method of similar order but with additional linear algebra overhead. The comparison favors explicit RK methods for some very large problems, particularly those arising from a method of lines approximation to problems in three space dimensions.
In RKSUITE, we supply three explicit RK formula pairs: (i) A (4, 5) pair with e ciency superior to the popular Fehlberg (4,5) pair for solving problems at typical scienti c accuracy requirements. (ii) A (7, 8) pair that is signi cantly more e cient than the (4,5) pair for higher accuracy requirements. (iii) A (2,3) pair intended for problems where stability rather than accuracy is the determining factor for e ciency. All these pairs are used in error per step, local extrapolation mode.
The user of RKSUITE chooses the appropriate pair by means of a parameter in the setup routine. The documentation suggests overlapping ranges of accuracy requirements for which each formula pair might be most appropriate. These accuracy ranges have been determined by experiment (see Section 3). A user concerned about e ciency should experiment to determine the most appropriate pair, starting from the documented recommendation. The recommendations assume that the frequency of output (the number of points t i ) does not impact e ciency. In this rst release of RKSUITE, the (7, 8) pair has no associated interpolant, so frequent output may impact its e ciency. If this occurs during an integration, the code issues a warning.
In addition to the formula pair, all other parameters that de ne the problem are speci ed in the setup routine. So, for example, the integration task, the points a and b, the initial solution vector, y 0 , and the accuracy requirements are all speci ed. Then, the integration routine corresponding to the speci ed task (step-or interval-oriented integration) is called. It has minimal problem de nition parameters, basically those de ning the ODEs and how the integration is to proceed, e.g. where output is next required. Integration past an output point is permitted, but not past the endpoint, b. Output parameters are also minimal: position (x q or t i depending on the chosen task), the solution and its derivative there. These parameters are output only. That is, the user cannot impact the integration by changing them before calling the integrator again to proceed further towards b.
Integration proceeds by repeatedly calling the integration routine for the chosen task. A repeat call to the setup routine forces a \cold" restart and so should be used only when necessary. There are a number of warnings that may be issued by the integrator as the integration proceeds. After each of these a \warm" restart can be made by calling the integration routine again without resetting parameters. After any of the possible failures, for example that due to an internal choice of step size too small to make progress on the computer in use, a \cold" restart by a call to the setup routine is the only way to proceed. A repeat call without a restart leads to a catastrophic error. Any catastrophic error, such as checkably incorrect input arguments in either the setup or an integration routine, leads to a message and termination of the program. There are a variety of internal checks on the sequencing and validity of subroutine calls. For example, a call to an integrator not preceded by an initial setup call or a call for a global error assessment without rst specifying global error assessment in the setup are both catastrophic. Integration to, but not past, a speci c point t i or b is achieved by setting the integration endpoint. When the endpoint is reached, it must be rede ned to a point further away from the starting point for the integration to proceed. To avoid the overhead of a \cold" restart, which is not usually needed in this situation, a separate routine is provided just for the purpose of rede ning the endpoint.
Next, we summarize the user-callable routines in RKSUITE. Some of the underlying routines, that are not user-callable are discussed with other implementation questions in Section 4.
Setup and integrator routines
Values which normally remain unchanged in the integration are de ned in the setup routine. So, a= TSTART, b= TEND, n= NEQ, y 0 = = y(a)= YS-TART(1:NEQ), are set here. A scalar relative local error control, TOL, and vector absolute local error threshold, THRES(1:NEQ), must also be supplied. The error control is designed to be used in a relative fashion with absolute error thresholds. On each step, the local error estimate is computed relative to an average magnitude of the computed solution on that step. TOL is bounded by values 0:01 TOL 10:0 where is the machine precision. This is a range of tolerances encompassing all reasonable accuracy requests. That is, the user is required to request some accuracy but is not permitted to ask for so much accuracy that it cannot be delivered in the precision available. The (positive) threshold values, THRES(I), are bounded below by p where is the smallest number on the machine. This restriction is designed to prevent pure relative error control. It is intended that the user set THRES(I) so that if jy I j <THRES(I), this component will be ignored in the error control. Since the user may not know the size of the solution, especially at intermediate values, a preliminary integration may be necessary. In the case of the interval-oriented integrator, an output argument, YMAX(1:NEQ), is supplied which returns the maximum magnitude of each component of y over the range of integration. This is included solely to aid in the choice of THRES. Similar information could be obtained directly from the step-oriented integrator.
In addition, the user speci es which method is to be used, which task is to be attempted and whether a global error assessment is to be computed. A numerical ag is used by the codes to inform the user of warnings and errors. In the setup the user speci es whether these messages should be printed, too. In case of catastrophic error, a message is always printed.
A further argument is an estimate for the starting step size. When a value of zero is input, a starting step size is computed automatically. An initial stepsize should be supplied only if an on-scale value is known from a previous integration of a similar problem. When the code computes an on-scale step size internally, it uses a modi ed version of the procedure described in 7] . A user-supplied step size is \checked" by this procedure too and modi ed if necessary; that is, the user cannot control the step size by specifying it through the setup routine.
Finally, a work array WORK(1:LENWRK) must be supplied. The setup routine checks that this array is long enough for the speci ed method and task, and for global error assessment if it is requested. This array is used to pass all \variable dimensioned" work arrays, i.e., all internally used arrays of length NEQ. The user must pass it to other routines in RKSUITE on demand but is never expected to set or access it. Internally it is packed and unpacked as necessary though usually it is accessed through internally stored \pointers" or broken up in a subroutine argument list. All saved scalar information is kept in named COMMON blocks (see Section 4). The setup routine has no error indicator { all input errors are catastrophic! The environmental constants ; and the output channel for messages, are isolated in the routine ENVIRN. A sample ENVIRN is distributed with RK-SUITE. It contains appropriate values for most computer systems in common use. To insure that appropriate values are set, the distribution version of EN-VIRN will not run without modi cation so as to specify these values.
The interval-oriented integrator requires the de nition of the ODE (1.1) and the next output location, t i . The output arguments are the location reached, the solution and its derivative at that location, and a ag. Internally, calls are made to the step-oriented integrator and, where appropriate, to the interpolation or endpoint rede nition routine. The requested output location, t i , must be closer to the endpoint, b, than the location, t i?1 , returned from the previous call. Unless t i is identical to b it must be clearly distinguishable in the precision available from b and from t i?1 .
The step-oriented routine requires the user to supply only the de nition of the di erential equation. It takes a step from the previous (stored) point x q to the new point x q+1 and outputs x q+1 ; y q+1 ; y 0 q+1 and a ag. As for the interval-oriented integrator, all output values are stored internally (in named COMMON) so that the integration may be continued with minimal user intervention and minimal danger of unintentional or misinformed user interference with the integration. If the user wishes to intervene, this may be achieved by calling the setup routine and hence inducing a restart.
There are ve failure ag values for each integrator (the indicators are identical in the two integrators). All other failures here and elsewhere in RKSUITE are catastrophic. The three \soft" failures (or warnings) are:
(i) The e ciency of the code is being impacted by output.
(ii) The code may be working too hard to solve the problem, as measured by the number of evaluations of (1.1). (iii) It appears the problem is sti so there may be much more e cient integrators available. In each of these cases the user may call the STAT routine (see Section 2.3) to nd out more. These \soft" failures are not fatal. The user can simply call the integrator again to proceed. On a recall of the integrator the internal counters which keep track of the information used to generate these warnings are re-initialized. So, the warnings are only repeated if the problem persists.
The sti ness diagnosis is based on a complex algorithm of Shampine 17] . If a number of inexpensive tests show that sti ness is possible, a nonlinear power method is used to compute a pair of dominant eigenvalues of the local Jacobian. A criterion involving these eigenvalues and the radius of the stability region of the integration formula is used to determine if sti ness is likely to be the reason for the seeming ine ciency. In RKSUITE the stability region information is treated as a part of the method de nition (see Section 4).
The \hard" failures which may be returned from the integrator are: (i) The step size has been forced too small in an attempt to achieve the user-speci ed local error requirement. (ii) If global error assessment was requested, then from this point onwards in the integration the results may no longer be reliable. These \hard" failures are fatal. The integration can be restarted only by calling the setup routine. We discuss global error assessment in Section 2.4.
Interpolation
An interpolation routine is provided for the (2,3) and (4,5) pairs. See 1] and 2] for a discussion of the choices of formulas. Hermite interpolation at interval endpoints x i ; x i+1 ] is more than adequate for the (2,3) pair. This approach requires no more evaluations of (1.1) for interpolation. The high-quality interpolant associated with the (4,5) pair is relatively expensive per step, in terms of additional evaluations of (1.1). These costs are incurred only on those steps where interpolation is required and only once per step, no matter how many. The user must supply:
(i) The subroutine to evaluate f (x; y) in (1.1).
(ii) The location, t i , where interpolation is required. Extrapolation is permitted, but the user is advised to interpolate only. (iii) An argument to specify whether to return the values of the interpolated solution or its derivative or both.
(iv) A positive integer to indicate how many components of the solution are desired. Only the rst NWANT NEQ components are approximated. This is for use with very large problems where only a few components are of interest. Often NWANT=NEQ. (v) The workspace associated with the integrator and additional workspace for the interpolation procedure. If an argument is incorrectly speci ed, insu cient additional workspace is supplied, or the interpolation routine is called when not applicable, for example with the (7,8) pair, a catastrophic error occurs with an appropriate message.
The interpolated result is returned in (one or both of) the output arrays for solution and derivative. Great care has been taken to stabilize the interpolation procedure and minimize the storage required using techniques described in 6, 13, 14]. We have used a standard internal representation, a scaled power series expanded round the current interval endpoint, x i+1 . In part choosing a standard representation is to permit changes in interpolant without changes in the interface for the interpolation subroutine. But, the main reason is that it is the chosen form for input to the authors' software 18] for event location associated with the solution of equation (1.1).
2.4
Reporting Routines Subroutine GLBERR may be called at any time after a call to an integrator, assuming global error assessment was speci ed in the setup. It reports statistics collected during the integration. The rst statistic is an array of length NEQ of root-mean-square global errors for each component taken from the initial point to the current point. The other statistic is the maximum (in norm) global error seen up to this point and the location where it was observed.
The global error assessment is computed by step halving. That is, after each integration step from x q to x q+1 , two half steps are taken over the same interval in a subsidiary integration. The subsidiary integration is started from y 0 at x 0 .
The assessment is the di erence between the primary integration and the (more accurate) subsidiary integration. This approach is related to that taken in subroutine D02BDF 5] and in GERK 19] , but it assumes far less of the problem and the internal safeguards are much more stringent. Global error assessment is terminated if the assessment is clearly implausible, for example because it is reporting no accuracy or because the estimated local error in the subsidiary integration is not su ciently smaller than that of the main integration. The subsidiary integration is terminated in these cases because there is no reason to believe that the assessment has any validity from this point onwards. The user should then consider whether the results of the primary integration can be trusted.
Subroutine STAT may be called after any exit from an integrator. It reports statistics about both the integration and the method to help the user determine what further action to take. The statistics include the number of evaluations of (1.1), the cost of a step for the chosen method, the number of accepted steps (that is, the number of points x q so far) and the next step to be attempted from the current integration point. Also returned is an argument WASTE which is the fraction of the steps attempted that have been \wasted", the ratio of the number of failed steps to the total number of steps attempted. If this fraction is large, say greater than a tenth, then the integrator is clearly having di culty integrating (1.1). This may happen, for example, because of sti ness, or the occurrence of many discontinuities in f or in some low order derivative of f .
Error Trapping Routines
Two routines are supplied to permit the \package writer" to trap catastrophic errors that ordinarily lead to termination of the program with a printed message. A routine is supplied which the user may call to set internal ags to indicate that catastrophic error should be trapped. A second routine is provided for the user to call after each user call to a routine in RKSUITE to nd out whether a catastrophic error has occurred. Because these facilities are intended only for the package writer, they are only documented internally.
Choice of Runge-Kutta Formulas
The aim was to nd or develop a set of RK formula pairs which would outperform signi cantly the currently used formula pairs, would broaden the class of problems and accuracy requirements for which RK pairs would be used, and would have an associated interpolant.
The comparison routines are the widely used production quality library RK codes RKF45 20] (4, 5) pair which theoretically outperforms the DormandPrince (4,5) pair by a similar factor. These theoretical predictions are matched closely in their numerical tests. This pair is so e cient that it is di cult to nd an interpolant with matching properties without using several more evaluations of (1.1). As implemented in RKSUITE, the (4,5) pair requires 7 evaluations per step, it is FSAL and the associated interpolant requires 3 additional evaluations per step.
The criterion for choosing the higher order (7, 8) pair is that it be more e cient than the (4,5) pair at moderate to high accuracies. A pair derived by Prince and Dormand 12] was used. The criterion for the (2,3) pair is that it have small local truncation coe cients, good error estimation properties and a large absolute stability region. The pair derived by Bogacki and Shampine 1] has these properties.
In 11] the three library codes were compared for e ciency and tolerance proportionality with the three codes implemented in RKSUITE. The library codes performed as expected for high accuracy requirements, i.e. higher order resulted in greater e ciency. At low to medium accuracy requirements the situation was more confused with D02PAF performing somewhat better than expected and DVERK somewhat worse. In the comparison between the formulas implemented in RKSUITE, the suite performed essentially as predicted theoretically. It is noteworthy that, from these tests, the (2,3) pair would hardly ever be recommended on grounds of e ciency alone, and that the (7, 8) pair is competitive with the (4,5) pair at somewhat lower accuracy requirements than might be predicted from the folklore of ODE solving.
In the cross-comparison between RKSUITE and the three library codes, the (4,5) pair outperforms RKF45 by about the theoretically predicted factor. It is clear that an accuracy-dependent choice of method from RKSUITE is always signi cantly more e cient than any of the library codes and that just using the (4, 5) or just using the (7, 8) pair would be a superior choice in most circumstances. Generally RKSUITE and the library codes show good tolerance proportionality, indicating a successful local error control mechanism has been implemented. See 15] for a discussion of tolerance proportionality and its implications.
4 Implementation RKSUITE is a highly structured Fortran 77 suite of subroutines. It uses generic types throughout. All constants are de ned in parameter statements and kept in symbolic form. The user-callable subroutines are heavily documented and all subroutines have su cient documentation for the user to understand the algorithmic choices. There are a number of unusual features in RKSUITE. Two are the structured use of named COMMON blocks and some novel routines used internally.
Subroutine MCONST computes a variety of machine-dependent quantities which are kept in a named COMMON block used only for this purpose. These machine-dependent quantities are computed from the values returned by a call to ENVIRN. For example, is returned by ENVIRN and p is computed and kept in MCONST for use in constraining the threshold values THRES(I) in a test in the setup routine. This use of ENVIRN (and MCONST) is intended to permit easy transportability of the software.
The three RK pairs in RKSUITE are de ned in subroutine CONST. The formula values and some basic properties (for example the number of stages and whether interpolation is possible) are set and kept in a named COMMON block. A number of associated quantities (for example, the radius of the stability region and a lower limit on stepsizes for the method) are set or, where feasible, computed and kept in another named COMMON block. The formula coe cients are kept as the ratios of two integers stored as double precision constants or as a computed 30 decimal place double precision constants. In either format they provide su cient accuracy for double precision calculations on today's computers. The design of CONST is intended to permit the painless substitution of new formula pairs. The rst author has demonstrated feasibility by introducing a new (7, 8) pair due to Verner 21] into CONST.
All error messages in RKSUITE are written to a standard record which is kept in a named COMMON block used solely for this purpose. All messages are printed using subroutine RKMSG which accesses this COMMON block. Keeping the record in a COMMON block permits us to build the error message through a (reverse) sequence of subroutine calls.
Subroutine RKSIT is used to set and monitor the status of the integration. There are seven states associated with seven routines. The states can be set or checked. The array of states is local to RKSIT. It is set in a data statement and \saved". Using this mechanism we are able to monitor the complex interrelationships of the routines in RKSUITE, so that out-of-order calls by the user can be prohibited.
The remaining named COMMON blocks are used for (i) Problem de nition information kept from the setup call.
(ii) Problem status information taken from the integration for providing information to the user through a call to routine STAT. (iii) Pointers to workspace to identify the starting positions of \dynamic arrays" associated with the integrator. (iv) Global error assessment information, including quantities accessed by GLBERR and pointers to starting positions of \dynamic arrays" used in the assessment. (v) Integrator options kept from the setup call.
Documentation and Templates
The documentation for RKSUITE has four parts: two separate les of information, internal subroutine comments and a number of templates.
The major documentation le contains a careful but conventional description of the suite, and of the user-callable subroutines and their argument lists. The subroutines are presented in the order they would usually be called, with the interval-oriented routine described after the setup routine and with the step-oriented integrator, and the interpolation and endpoint rede nition routines described after all the other user-callable routines. (The order is chosen because a user would normally call only one integrator in a program and the interval-oriented one is likely to be the more popular. As user callables, interpolation and endpoint rede nition are associated with the step-oriented integrator.)
The second documentation le contains implementation details including:
(i) an ordered list of the subroutines in the RKSUITE le; (ii) a description of each routine, what it calls and what calls it; (iii) a description of the labelled COMMON blocks in RKSUITE; (iv) a table of usage of the COMMON blocks including which routines initialize, read or alter them. The internal documentation of the user-callable routine is a briefer version of the information in the main documentation le plus comments about the algorithmic activity of the routines. The latter information is also present in the routines that are internal to the suite.
Three example templates are included. Two illustrate computations both with and without global error assessment. The results of running both forms of the template is contained in an output le. Results with di erent choices of formulas and parameters are also provided.
The rst template shows how to use the interval-oriented routine to obtain the solution of an ODE on an equispaced mesh of points t i . It demonstrates the care that must be taken if the last output point is to be precisely the endpoint b. The second template integrates the ODE for a two body problem using the step-oriented code. It is shown how to interpret physically the information obtained for such a problem which is mildly unstable near the points of closest approach.
The third template illustrates the use of the step-oriented integrator and the interpolation routine to compute intermediate output. A forced Du ng equation is integrated over a long time interval. Two choices of parameters are made, one for which the solution is periodic and another for which it is chaotic. A Poincar e map is computed for the study of the qualitative behavior of the solutions.
