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Abstract. Existing monocular vision-based SLAM systems favour in-
terest point features as landmarks, but these are easily occluded and
can only be reliably matched over a narrow range of viewpoints. Line
segments oer an interesting alternative, as line matching is more sta-
ble with respect to viewpoint changes and lines are robust to partial
occlusion. In this paper we present a model-based SLAM system that
uses 3D line segments as landmarks. Unscented Kalman lters are used
to initialise new line segments and generate a 3D wireframe model of
the scene that can be tracked with a robust model-based tracking algo-
rithm. Uncertainties in the camera position are fed into the initialisation
of new model edges. Results show the system operating in real-time with
resilience to partial occlusion. The maps of line segments generated dur-
ing the SLAM process are physically meaningful and their structure is
measured against the true 3D structure of the scene.
1 Introduction
Simultaneous Localisation and Mapping (SLAM) is the task of building a map
of an unknown environment whilst simultaneously localising the position of the
entity that is doing the mapping. Monocular vision-based SLAM considers the
special case where the entity moving through the scene is a single camera. This
case is interesting because it potentially oers a low-cost and real-time approach
to SLAM in unprepared environments. The camera identies natural features
in the scene and uses these as landmarks in its map. Since a monocular camera
cannot observe depth in one image, the measurements made in each frame consist
simply of a bearing to each visible landmark.
The type of natural feature chosen for tracking will have a large eect on the
design and performance of the SLAM system. Existing monocular vision-based
SLAM systems have considered interest point features. These features are easy to
detect and identify but are easily occluded and can only be reliably matched over
a narrow range of viewpoints. Davison [1] presented the rst real-time monocular
SLAM system. The features used by this system are texture patches of interest
regions detected with a Shi and Tomasi [2] saliency operator and matched using
normalised cross-correlation. Molton et al. [3] modied this system to use 3D
planar patches that warp their appearance to match the predicted camera view-
point. This modication increases the range of viewpoints over which a feature2 Andrew P. Gee and Walterio Mayol-Cuevas
can be successfully matched but assumes that the underlying feature still has
planar structure.
Furthermore, current visual SLAM approaches manage uncertainty by either
maintaining a full covariance matrix [1,3] or by the use of particle ltering [4,
5]. In the rst case, this implies that map management demands an increase
in processing that is quadratic to the number of features and in the case of
particle ltering, a relatively large number of hypotheses have to be employed to
represent the state of the system. Both cases have therefore limitations in terms
of scalability.
In this paper an alternative approach to monocular vision-based SLAM is
proposed that uses a combination of line segment features, robust estimation
and model-based tracking. Section 2 discusses existing work using edge features
for SLAM and outlines the approach that will be taken. Section 3 describes the
model-based tracking system. Section 4 describes the automatic initialisation of
new line segments and their integration into the model used for tracking. Finally,
section 5 presents preliminary results illustrating the real-time operation of the
SLAM system in some simple scenes.
2 Edge Features for SLAM
The use of edge features has been very popular in real-time tracking systems. Ex-
traction and matching of edges is stable with respect to large viewpoint changes,
robust to partial occlusion and ecient to perform in images. Edge features are
typically less distinctive than interest point features and can suer from the
`aperture problem', leading to ambiguity in localisation along the direction of
the line. However, edge features with known positions can be combined to form
a distinctive model that can be accurately tracked through an image sequence.
Despite the potential benets of using edge features in a vision-based SLAM
system, there has been very little work done in this area. Lemaire [6] has re-
cently published results using 3D line segments as landmarks in an EKF SLAM
framework for a mobile robot with odometry. Pl ucker coordinates are used to
represent the 3D lines and new lines are initialised using a delayed Gaussian
sum approximation algorithm. The matching of line segments between frames
is aided by the association of Harris interest points in the image with detected
line segments. This helps to increase their distinctiveness and reduces the possi-
bility of mismatches. The system benets from the viewpoint invariance of the
line segments and should also be relatively robust to partial occlusion (although
this is not demonstrated in the paper). However, the system relies on correctly
matching line segments every frame to maintain tracking.
In this paper an alternative, model-based approach to monocular vision-
based SLAM is proposed (gure 1). A combination of line segment features and
model-based tracking is used to take advantage of existing robust algorithms
developed for model-based tracking and reduce the problems associated with
line segment matching and low level line segment extraction from images. New
edge features generated during the SLAM mapping process are continually addedReal-Time Model-Based SLAM Using Line Segments 3
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Fig.1. Components of the model-based SLAM system. A camera provides grayscale
images. The model tracking system estimates camera pose by tting the current 3D
model to strong image gradients. The optimised camera pose updates a UKF maintain-
ing the estimated camera position. New 3D line segments are automatically initalised
by a UKF, using 2D line segments extracted from the image, and added to the 3D
model. The combination of image, camera pose and 3D model provides the informa-
tion necessary to generate an augmented reality scene
to the model used for tracking. This enables the model-based tracking system
to maintain tracking in unknown areas, in contrast to previous systems that
have been limited to tracking known CAD models. In addition to the benets
of stability over a wide range of viewpoints and robustness to partial occlusion,
the map of line segments generated by this SLAM system provides information
about the physical structure of the environment and can potentially be used to
infer higher level structure in the scene.
3 Model-Based Tracking
Harris' RAPiD tracking system [7] introduced one of the rst model-based track-
ing systems, where groups of 3D edge features are considered as a single 3D model
that is tted to strong gradients in an image in order to estimate camera pose.
This approach has been popular because it avoids the problems associated with
matching and extracting line segments, takes full advantage of the viewpoint
invariance of edge features, and has low computational cost and complexity.
Newer model-based tracking systems [8{10] have improved the robustness and
performance of the original RAPiD tracking system but one signicant drawback
remains: the need for a wire-frame CAD model of the object to be tracked.
There are a number of model-based tracking systems that could be used as
a basis for the model-based SLAM system discussed in this paper. Armstrong4 Andrew P. Gee and Walterio Mayol-Cuevas
and Zisserman's robust object tracker [8] addresses a number of problems in the
original RAPiD system by employing RANSAC [11] and a `leave-one-out' cross-
validation scheme to remove outlying control points and model edges. Drum-
mond and Cipolla [9] and Comport et al. [10] both use robust M-estimation and
iteratively reweighted least squares (IRLS) to deal with outliers, but the vir-
tual visual servoing (VVS) method presented by Comport et al. provides better
computational eciency and robustness [12].
In order to deal robustly with potential outliers in the model data, the model-
based SLAM system adopts a combination of Comport et al.'s VVS system and
a RANSAC estimation approach inspired by Armstrong and Zisserman's robust
object tracker.
3.1 RANSAC Outlier Detection
The VVS system is designed for tracking a known CAD model with a reasonably
large number of edges. Since the structure of the model is known, hidden line
removal can be performed to handle occluded model edges. It is also known that
every edge in the model is correctly positioned and corresponds to a real physical
edge of the model. In contrast, the model-based SLAM system starts with a
very simple model, a rectangle of known dimensions (see gure 3), to initialise
tracking. New features will be added to this model as the camera moves through
the scene, but it is quite likely that some of these features will be incorrectly
initialised or correspond to false edges, such as the apparent contour of a curved
surface or the edge of a shadow. Similarly, the model contains no information
about occluding surfaces, so hidden line removal cannot be performed.
In order to deal with these problems, a RANSAC estimation approach is
adopted at two dierent stages in the system. In the rst case, RANSAC esti-
mation is used to discard outlying edge points during the 1D search process, in
the same way as [8]. In the second case, RANSAC estimation is used to discard
outlying model edges during the camera pose estimation: putative camera poses
are estimated from random samples of three edges using Comport et al.'s VVS
method; for each putative pose, the remaining model edges are projected into
the image and deemed to support that pose if the mean distance between the
projected edge and the edge points detected in the image is less than a threshold;
the putative camera pose with the most support is adopted and the nal camera
pose is re-estimated using the inlying model edges. Furthermore, each model
edge keeps track of the number of times it has been detected as an inlier during
the past 100 frames and uses this as a weighting factor in the VVS camera pose
optimisation. Edges that are consistently detected as outliers are removed from
the model permanently.
3.2 Kalman Filter Estimation
The modied VVS system computes the camera pose that minimizes the error
between the projected 3D model and strong gradients detected in the image.
It does not provide any information about the uncertainty of the computedReal-Time Model-Based SLAM Using Line Segments 5
Fig.2. A selection of images processed by the line segment extraction algorithm
camera pose. Incorporating a model of the camera uncertainty into the system is
important because the camera pose is used to initialise new features in the SLAM
map. In order to maintain an estimate of the camera pose and its associated
covariance, the raw camera pose from the VVS tracking system is fed through
an unscented Kalman lter (UKF) [13].
4 Mapping New Model Features
New 3D line segments are automatically initalised with a UKF and added to
the 3D model. The approach uses 2D line segments extracted from the image to
identify new line segments for initialisation and provide measurements for the
UKF.
4.1 2D Line Segment Extraction
Line segments are detected and extracted from the camera images (gure 2)
using a modied version of Gates' contour tracing algorithm [14]. This algorithm
has been selected for its very fast performance. In our implementation of the
algorithm a binary edge image generated using Canny edge detection is used as
input and line segments are tted to the extracted edge contours.
4.2 3D Line Segment Estimation
The depth of new lines is estimated with a UKF, by extending Pupilli's [4]
approach for estimating the depth of point features to the case of line segments.
A line segment initialised in the kth frame is represented by two endpoints
with known unit vector directions fv0
k;v1
kg from the camera centre of projection
and unknown depths fd0
k;d1
kg. The state space model of the UKF contains the
uncertain parameters for the line, namely the depths of the endpoints and the
initial camera pose. The state model xk for the lter initialised in frame k is
ftk;qk;d0
k;d1
kg, where where tk is the camera position in frame k and qk is a
quaternion representing the camera orientation. The 3D location of the endpoints
pm in the world co-ordinate frame is then calculated as:
pm(xk) = dm
k Rkvm
k + tk (1)6 Andrew P. Gee and Walterio Mayol-Cuevas
where Rk is the rotation matrix generated from qk.
The UKF is initialised with the mean and covariance of the state parameters.
The camera mean and covariance are taken from the camera's UKF (section 3.2)
after updating the lter with the new camera pose measured this frame by
the model-based tracking. However, it is impossible to say anything about the
mean depth or variance of the line endpoints from a single observation. In [1,
4] the depth and covariance of new point features are initialised using a 1D
particle lter and only added to the Kalman lter once the depth distribution
is approximately Gaussian. In contrast to this approach, we simply initialise the
depth and variance of each line endpoint with a xed value suitably chosen for
the types of scenes we are observing. This avoids the delay in introducing features
into the UKF state and avoids introducing another estimation mechanism (such
as a 1D particle lter) into the system.
The state evolution model for the UKF is very simple. Since we assume that
the scene structure is rigid, the state model parameters are all constants and
process noise can be considered to be zero. Measurements to update the UKF
are taken by projecting the predicted 3D line segment estimates from the UKF
into the image and matching them to detected 2D line segments extracted from
the image. The 2D line segments are parameterised by their centre point (x;y),
orientation , and half-length l. The projected 3D line segment is matched to
an extracted 2D line segment using Mahalanobis distance nearest neighbour
matching within a 3 search region dened by the projected uncertainty of the
3D line segment's centre point. The measurement equation is given by:
z(xk) =

(p0(xk);Pk)
(p1(xk);Pk)

+ nk (2)
where  is the pin-hole projection function for a calibrated camera, Pk is the
mean camera projection matrix estimated in the kth frame, and nk is the mea-
surement noise from the image.
4.3 Automatic Feature Management
The addition of new features to the map is automated. Every N frames, a ran-
domly selected 2D line segment that is not currently being initialised is added
to a new UKF for initialisation. Each new line segment is assigned a condence
factor that increases for each successful observation in subsequent frames and
decreases for each failed match. A line segment whose condence factor falls to
zero is removed from the UKF and discarded as unreliable. In this way, bad line
segments are killed early in the initialisation process. The line segment UKFs are
updated every frame with measurements from the image and added to the 3D
model once the variance in their endpoint depths has decreased below a specied
threshold (currently set at 0:5mm standard deviation). If a line segment has not
converged within the rst 150 frames after initialisation then it is eliminated.
Lines that have been added to the 3D model are not used for tracking imme-
diately. Instead, they are placed `under watch' for 100 frames to test whetherReal-Time Model-Based SLAM Using Line Segments 7
Fig.3. Selected frames from a sequence demonstrating model-based SLAM
in a desktop environment with well-dened, planar objects (please see
http://www.cs.bris.ac.uk/Research/Vision/Realtime for the accompanying
video). Each frame contains two subimages: (top) a camera image superimposed with
the projected 3D model used for tracking; (bottom) a 3D model of the line segment
map and a visualisation of the camera's track through the scene
they agree with the estimated camera poses during this time. If a line segment
that is `under watch' is identied as an inlier in more than 80% of the frames,
then it is accepted as a reliable line and incorporated into the model used for
tracking. It is possible that this test will lead to bad lines being added to the
model if the camera remains close to stationary during the test period, however
the RANSAC estimation process (described in section 3.1) reduces the eect of
these bad lines on the estimated camera pose and ensures that they are quickly
removed from the model once the camera begins moving.
5 Results
Preliminary tests of the model-based SLAM system have been performed on a
3.0 GHz Pentium IV computer with 1 GB RAM and an NVidia GeForceFX
5200 AGP graphics card. The tracking system uses a calibrated Unibrain Fire-
i handheld digital camera tted with a wide-angle lens with 81 of horizontal
FOV. We use camera images of size 320 x 240 pixels.
Figure 3 shows the system performing SLAM in a simple desktop environment
using well-dened planar objects. A model of a known calibration pattern is
used to initialise tracking. Each image in the sequence has two sections. The top
section shows the camera image superimposed with the projected 3D model used
for tracking (the blue wireframe). Around the edges of the projected model, white
lines indicate the one-dimensional search region normal to each control point on
the model. The blue squares indicate the positions of edge matches found along8 Andrew P. Gee and Walterio Mayol-Cuevas
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Fig.4. (left) Robustness of the tracking system to various types of occlusion. From
top-left to bottom-right: partial occlusion of the model; tracking when part of the
model is removed; tracking when the original template is out of view; tracking when
the original template is fully occluded. (right) Time spent on SLAM processing for
each frame in the planar image sequence. Peaks in the processing time are caused by
additional RANSAC sampling when the model is partially occluded
the search regions in the image. New edge features are drawn as green lines, with
an ellipse at each endpoint to indicate 3 uncertainty in the endpoint depths.
Once a feature has converged, it is added to the 3D model and can be seen
projected in subsequent images as a normal model edge. Red lines represent new
line segments that have converged but are currently being veried prior to being
added to the model. The lower section of the images shows a 3D visualisation of
the camera position and its track through the scene and the reconstructed 3D
model of the SLAM map.
The SLAM algorithm typically runs in real-time through the planar sequence
(gure 4 - right) with full RANSAC estimation of control points and model edges.
Initial tracking using the known calibration pattern is smooth and, considering
the pose of the augmentations, appears reasonably accurate. New features are
gradually initialised on the second planar object and their estimated 3D locations
can be seen to be approximately planar in the lower images (gure 3). Processing
time does not increase signicantly as new line segments are initialised, since the
system does not maintain full covariance in the feature map. Once several line
segments have been added to the map, it is possible to continue tracking even
when the original template is occluded or out of frame (gure 4 - left). The
system is robust to partial occlusion of the model, and this can include full
occlusion of several model edges, but at least three partial model edges must be
visible in each frame to maintain tracking.
The model-based SLAM system has also been tested with a sequence over
a non-planar scene. The map of reconstructed line segments is compared to
the measured dimensions of the scene, in order to estimate the accuracy of the
reconstruction (gure 5). The scene is measured by hand using a ruler, with
an estimated error of 0:5cm in the measurements. The results show that theReal-Time Model-Based SLAM Using Line Segments 9
Edge Error (
) Error (1:0cm)
x y z
A 1:9  17:5 -0.4 0.4 0.2
B 1:7  17:9 0.1 0.7 -0.5
C 2:3  17:3 -0.1 -0.6 -0.3
D 5:1  12:9 0.7 -0.2 2.1
E 2:2  11:9 0.2 -0.4 0.9
F 2:2  14:8 0.2 -1.9 0.3
G 2:4  12:3 1.1 -1.5 -0.9
H 3:1  16:4 -2.1 -2.6 1.6
Fig.5. Selected frames from a sequence over a non-planar scene demonstrating the
reconstruction of the physical structure of the scene. The error in the reconstructed
model is expressed as the angular separation and mean distance between the endpoints
of the measured and reconstructed edges. Uncertainties in the estimated line segment
position and errors in the measurement of the true scene are combined using standard
error analysis to give an error range for the angular separation and distance calculations
reconstructed edges are typically accurate to within a few degrees of the true
orientation and a couple of centimetres of the true position.
6 Conclusions
We have presented a real-time model-based SLAM system that combines line
segment features, robust estimation and model-based tracking. The use of line
segments provides stability over a wide range of viewpoints and robustness to
partial occlusion, whilst the model-based tracking is fast and ecient and re-
duces the problems associated with line segment matching and extraction. The
incorporation of RANSAC estimation enables the system to deal with errors in
the reconstructed model and a UKF approach is presented for the initialisation
of new line segments in the model.
Future work will consider a number of challenges. The current SLAM system
maintains each model edge in an independent UKF and does not maintain full-
covariance between the camera state and the line segments. This oers potential
benets in terms of scalability but means that the state estimates of the line
segments in the model will be over-optimistic. Since the model-based SLAM
tracking system does not use active search to match features, this optimism
in the state estimate is less signicant than it would be in other vision-based
SLAM systems. The full implications of this approach remain to be explored,
particularly when considering the extension of the model-based SLAM system
to work over larger areas and with larger numbers of features.
Extension of the model-based SLAM system to work over larger areas will
also require improved robustness. The current system is not robust to camera
shake or rapid motion. If the camera has moved signicantly between frames10 Andrew P. Gee and Walterio Mayol-Cuevas
then the predicted position may not be close enough to the true camera position
to ensure convergence of the model-based tracking, or the one-dimensional search
region may be too short to nd correct edge matches for the model. However,
edge features within the model form distinctive structures and it is hoped that
these can be used as a mechanism for recovering from loss of tracking.
The use of VVS tracking and Gates' conic section extraction means that it
should be relatively simple to extend the model-based SLAM system to deal
with models containing conic sections as well as line segments, but the reliable
initialisation of new edge features remains a signicant challenge.
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