A long chain of pulse-coupled oscillators was studied. The oscillators interacted via a phase response curve similar to those obtained from pacemaker cells in the heart. The natural frequencies were random numbers from a distribution with finite bandwidth. Stable frequency-entrained states were shown always to exist above a critical coupling strength. Below the critical coupling, the probability to have such states was shown to be zero if the number of oscillators is infinite. This discontinuity establishes the existence of a phase transition in the thermodynamic limit. For weak coupling, clusters of frequency-entrained oscillators emerged. The cluster sizes were exponentially distributed, even when the critical coupling was approached. At this coupling, the mean cluster size diverged to infinity according to a power law. The standard deviation of the distribution of mean frequencies in the chain converged to zero, also according to a power law.
I. INTRODUCTION
The idea to compare frequency entrainment in oscillator networks with phase transitions is natural and not new ͓1-3͔. If the natural frequencies are not all the same, there is a degree of disorder, or ''temperature,'' which has to be overcome by mutual coupling if all oscillators are to ''freeze'' into the same frequency. There is a difference compared to ordinary phase transitions though. Entraining oscillator networks are dissipative nonequilibrium systems.
To be able to analyze the problem in the thermodynamic limit where the number N of oscillators goes to infinity, very simple models for the individual oscillators have to be used. The simplest choice is to describe the state of the oscillator by a single phase ͓0,1). In such oscillator communities, Winfree ͓1͔ and Kuramoto ͓3͔ have shown, for two different kinds of smooth interaction, that there was a stable frequency-entrained state whenever the coupling exceeded a critical level. They assumed random natural frequencies and homogeneous global coupling.
More realistic networks have spatial structure, i.e., the coupling is local. Kuramoto ͓3͔ hypothesized that, in such systems with random frequencies one should find clusters of entrained oscillators ͓4͔, and that at a critical coupling level one cluster becomes macroscopic, i.e., O(N) as N→ϱ. This would signal a phase transition. The clusters are defined to be connected sets of oscillators with identical mean frequency. In this paper, a phase transition of this kind is demonstrated analytically and studied numerically. To the best of my knowledge this has not been done before. Earlier work in this area has not revealed conclusive results. Sakaguchi, Shinomoto, and Kuramoto ͓5͔ searched for this kind of phase transition in the system
P k is the natural period of oscillator k, and n k is the set of oscillators coupled to k. In their simulations, they found frequency clusters which appeared to become macroscopic for a finite critical K, if the lattice dimension dϾ2. However, Strogatz and Mirollo ͓6͔ showed later that, in the thermodynamic limit, for any d and for any finite K, the probability of having frequency entrainment in system ͑1͒ was zero for any random distribution of P k with nonzero bandwidth. However, the possibility of seeing sponge-like macroscopic clusters could not be excluded. Therefore it is still an open question whether a critical K exists for dϾ2. The proof of Mirollo and Strogatz rested on the fact that the sine function is odd. For a slightly different kind of interaction, Sakaguchi, Shinomoto, and Kuramoto ͓7͔ gave a heuristic argument why an arbitrarily long chain of oscillators with a limited frequency bandwidth may frequency entrain. Kopell and Ermentrout ͓8͔ also pointed out that a nonodd interaction enables entrainment in an arbitrarily long chain with a linear frequency gradient with fixed frequency difference between the ends. Later, they showed that frequency entrainment can be present even if the frequencies do not change monotonically in the chain ͓30͔. However, they assumed that ͉P kϩ1 Ϫ P k ͉ϭO(1/N). This smoothness condition does not allow random frequencies. Rogers and Wille ͓9͔ studied system ͑1͒ in the form of a chain with ''quasi-local'' interaction. The coupling strength was proportional to r Ϫ␣ , where r is the distance between the interacting oscillators. They found numerically that entrainment emerged in the thermodynamic limit below a critical value of ␣.
Another class of interaction is pulse coupling. In such models, an oscillator affects its neighbors only when its phase is one. This type of model is often adequate to describe assemblies of biological oscillators. For example, muscle cells and neurons perturb their neighbors primarily when they fire action potentials. These are well defined in time. Inspired by this fact, one says that a pulse-coupled oscillator ''fires'' when ϭ1.
Ikeda ͓10͔ and Brailove ͓11͔ have analyzed the dynamics of a pair of pulse-coupled oscillators with different natural frequencies. To my knowledge, the behavior of larger pulsecoupled oscillator networks has not previously been analyzed in the case where the oscillators are locally coupled and nonidentical. Mirollo and Strogatz ͓12͔ showed that certain kinds of globally coupled, identical oscillators almost always *Electronic address: per.ostborn@matfys.lth.se synchronize. Locally coupled, identical oscillators have also been analyzed ͓13͔. Recently, conditions for synchronization of globally coupled nonidentical oscillators were also given ͓14͔. The word synchronization is used here to denote a state where all oscillators fire at the same time, at a constant frequency. In a frequency-entrained state, time lags between firings may exist.
In this paper, a pulse-coupled oscillator network of the form
is studied. The term gh( k ) is the phase response curve ͑PRC͒, where g is the coupling strength. In words, the dynamics of the system is as follows: k ϭ1/P k when no neighbor ln k fires. When one neighbor does fire, k immediately jumps by the amount gh( k ). The PRC used here is inspired by experiments on sinus node cells ͓15͔, and has the form described in Fig. 1 . P k was taken from a random distribution with finite bandwidth. A one-dimensional chain with bidirectional nearest-neighbor coupling was used. This made it possible to establish analytically the existence of a finite critical coupling g c .
The sinus node is the natural pacemaker of the heart, and consists of more than 100 000 cells ͓16͔. In most of these, action potentials are generated at a given natural frequency, which differs from cell to cell ͓17͔. Despite this, the entire node normally entrains to a common frequency, thus initiating regular heartbeats. This is achieved for an electric coupling much weaker than in the rest of the heart ͓18͔. This fact indicates that a phase transition of the Kuramoto kind may arise in oscillator networks similar to the sinus node, such as system ͑2͒ with the PRC in Fig. 1 . Loss of frequency entrainment in the sinus node might be one substrate behind some cardiac arrhythmias ͓19͔.
Peskin ͓20͔ proposed another type of model for cardiac pacemaker cells. This type is often used in analytical studies of pulse-coupled oscillator networks ͓11-14͔. However, at least in the case of cardiac pacemakers, it is not very realistic. First, only positive phase shifts are allowed, contrary to experimental evidence ͓15͔. Second, if the phase of an oscillator receiving a pulse is large enough, its phase is immediately brought to one. This means that the velocity of firing waves propagating through the network can be infinite. This is unphysiological and even unphysical. It seems that there should be time lags between the firings of the oscillators in every realistic, frequency-entrained model network of nonidentical oscillators. In the rabbit sinus node, the time lag of the periphery compared to the center is roughly 10% of the firing period ͓21͔. Sometimes, strict synchrony seems to be a good approximation, e.g., in swarms of fireflies flashing with the same frequency. However, waves of light through the swarms have also been reported ͓22͔.
The PRC gh in Fig. 1 belongs to a family of PRCs u for which u(0)ϭ0 and u is bipolar, with uϽ0 for small phases, and uϾ0 for large phases. The PRC in Fig. 1 may be seen as a linearization of such a general PRC around ϭ0. Apart from sinus node cells, PRCs of many other biological oscillators belong to this family. For example, the calling cycle of crickets is perturbed in this way when they hear a call ͓2͔. Such a PRC also applies to the flashing cycle of the firefly species pteroptyx malaccae when affected by flashes ͓22͔, slime mold cells as they react to cAMP ͓2͔, and segments of the lamprey spinal cord responding to electrical impulses ͓23͔. Therefore, the analysis of system ͑2͒ with this kind of PRC is of general interest.
II. NUMERICAL METHODS
There are exact ways to integrate system ͑2͒ numerically. Unfortunately the computation time is ϰN 2 , making them unsuitable for this study. Instead an inexact method was used, with computation time ϰN.
One inexact method is to use a constant time step ⌬t which is small compared to the natural periods. Given the vector of phases (t), preliminary new phases for each oscillator are calculated according to k (tϩ⌬t)ϭ k (t) ϩ⌬t/ P k . Then, in a predefined order, it is checked whether k (tϩ⌬t)у1 for each k. In that case k (tϩ⌬t)→ k (t ϩ⌬t)Ϫ1, and a firing of k is registered at time
This method is inexact if and only if the following situation appears ͑Fig. 2͒. Suppose that, in the exact solution, k fires in the time interval (t,tϩ⌬t͔ and that ln k also does so, but before k. Suppose also that the checking order is such that k is handled before l. Then the firing instant t k Ј of k is determined without taking into account the phase jump it receives from l. The incorrect t k Ј means that the phase jump l receives from k becomes incorrect, and consequently, when l is subsequently handled, its firing instant will be slightly wrong. This in turn means that the phase jump k receives from l will be erroneous. Evidently, the probability that this occurs decreases with ⌬t, i.e., the accuracy increases when ⌬t is made smaller.
The algorithm can be modified to make it exact. Then, in the same way as before, firing instants t k Ј are calculated for all oscillators whose preliminary phase has exceeded one during the time step. This time the firing instants are only preliminary. The number t m Ј ϭmin͕t k Ј͖ is registered as the actual firing instant of oscillator m, its phase is reduced by one, and pulses are delivered to its neighbors as before. Then new preliminary firing instants are calculated for the oscillators whose phases still exceed one. The process is repeated until no oscillator has k (tϩ⌬t)у1. Then (tϩ⌬t)ϭ (t ϩ⌬t).
The difference is that in the exact method, the oscillator that fires first is handled first, whereas the handling order is predefined in the inexact method. The computation time becomes ϰN 2 since to register the firing of one oscillator, O(N) preliminary firing instants t k Ј have to be checked to find the smallest one. Note that the choice of ⌬t is irrelevant as long as the same oscillator never fires twice in a time step. In this study a compromise between the two methods was used. The chain was divided into groups of m oscillators. Within each group, the oscillator that fired first was handled first. Therefore the situation in Fig. 2 never appeared within a group. It could only appear at a group border. Evidently, the accuracy of this method increases with m, becoming exact for mϭN.
For 1р P k р1.5, I chose ⌬tϭ0.01 and mϭ25 after comparing accuracy and computation times for different parameter values. The raw material for the numerical analysis in this study is the mean periods of the individual oscillators. To compute these, assuming that they exist, the system should have reached its attractor, after which they should be measured during an infinitely long time. Of course, a finite transient time T t and a finite measurement time T m had to be chosen. The data presented are computed for T t ϭT m ϭ1000. For chains of 100 oscillators, the error in the mean periods computed in this way was typically Ͻ0.001, where the exact integration method with T t ϭT m ϭ50 000 was used as reference. In all simulations the initial condition ϭ0 was used.
The finite integration time means that frequency clusters are not perfectly defined. Two neighbor oscillators were said to belong to the same cluster if and only if the mean period difference was less than ␦Pϭ0.002. Note that the difficulty in discriminating clusters does not arise, for example, in lattices of discrete spins, such as the Ising model.
III. EXISTENCE OF A PHASE TRANSITION
In this section the existence of a finite critical coupling is proved. This guarantees that the apparent phase transition seen in the simulations ͑Sec. IV͒ is not a numerical artifact. We focus on a certain kind of entrained states, and prove some properties of these. Loosely speaking, proposition 1 states that such states always exist if gϾg c . Proposition 2 states that for gϽg c , the probability is zero to have such states in the thermodynamic limit. This discontinuity in the probability establishes the existence of a phase transition. Proposition 3 states that the states are stable, so that they can actually be observed. Proposition 2 also states that in the thermodynamic limit, the entrained frequency is almost always that of the fastest oscillator. In contrast, for system ͑1͒ the entrained frequency is always the mean of the natural frequencies ͓6͔.
A system of type ͑2͒ is assumed, with h given by Fig. 1 . The oscillators are coupled bidirectionally with their nearest neighbors in a chain with open ends. If gϭ1, the coupling can be said to be infinite. Then, if oscillator k fires when kϩ1 у ϩ , kϩ1 → kϩ1 ϩh( kϩ1 )ϭ kϩ1 ϩ(1Ϫ kϩ1 )ϭ1, so that oscillator kϩ1 will immediately fire. The firing transmission velocity is infinite. In this case, it is not hard to see that there is an entrained state in which all oscillators fire synchronously if and only if P min /P max у ϩ . Generally, an entrained state can be described as in Fig. 3 . It is specified by the entrained period I, and one of the vectors or , which both have length NϪ1. We have
͑The kϪ1 and k terms vanish for kϭ1 and N, respectively.͒ We focus on entrained states for which
for all k. The second condition means that two neighbor oscillators are not allowed to trigger each other, or delay each other. This implies that a given firing of k can be associated unambiguously with one firing of kϩ1. The time difference ⌬T k between the associated firings is defined to be positive if and only if the firing of k occurs first, where the firing of k is said to occur first if and only if k ( ϩ ,1). We
Parameters describing an entrained state. Bars represent firing instants (ϭ1). The term k is the phase in the cycle of oscillator k just before kϩ1 fires. k is the phase in the oscillator kϩ1 cycle just before k fires. The requirements expressed in Eq. ͑4͒ make it possible to associate a given firing of k with one of kϩ1. ⌬T k is the time ͑with sign͒ from the firing of k to the associated firing of kϩ1.
⌬T kϪ1 ,⌬T k ). Using the sign function s(x)ϭ1 for xу0 and s(x)ϭϪ1 for xϽ0, and letting b(x)ϭa for xу0 and b(x)ϭ1 for xϽ0, it can be checked that
where
͑The ⌬T kϪ1 and ⌬T k terms vanish for kϭ1 and N, respectively.͒ Equation ͑5͒ expresses a continuous, piecewise linear, and invertible function Pϭ f (I,⌬T). We get six different linear cases, depending on the relation between ⌬T kϪ1 and ⌬T k ͑Fig. 4͒. For example, in case 1 we have
It is not hard to see that Eq. ͑5Ј͒ follows from Eq. ͑3͒ since in this case P k ϭIϩg(1Ϫ kϪ1 ) P k ϩag k P k , and referring to Fig. 3 , ⌬T kϪ1 ϭ(1Ϫg)(1Ϫ kϪ1 ) P k and ⌬T k ϭ k P k . Proposition 1. Let P min рP k рP max . Then there exists an entrained state fulfilling Eq. ͑4͒ whenever gϾg c , where g c is given by
The requirement g c р1 sets the limit P min /P max у ϩ . Within this limit we seek the set of P for which (I,⌬T) ϭ f Ϫ1 ( P) at a given g is an entrained state which fulfills Eq. ͑4͒. However, f seems practically impossible to invert in general. To prove Proposition 1, we instead make use of the following two lemmas. The idea of the proof is expressed in Fig. 5 . Lemma 1. Let Pϭ( P 1 , . . . ,P N ) with P min рP k рP max . If and only if gϾg c , it is possible for any such P to construct an entrained state ( P min ,⌬TЈ) fulfilling Eq. ͑4͒ with ⌬T k Ј у0,᭙k for PЈϭ( P 1 Ј , P 2 , . . . ,P N ), where P 1 ЈрP min . Under the same conditions it is possible to construct a state ( P min ,⌬T Љ) with ⌬T k Љр0,᭙k for PЉϭ( P 1 , . . . ,P NϪ1 , P N Љ ), where P N Љ р P min .
Proof of Lemma 1. Locate a bar representing a firing instant of oscillator N ͑Fig. 5͒. Locate the associated bar of NϪ1 to the left of N so that N receives a positive phase jump such that its firing interval becomes P min . Locate the bar of NϪ2 to the left of NϪ1, so that NϪ1 also entrains to P min . This is repeated until the bar of oscillator 1 is placed to the left of 2, so that 2 fires with interval P min . This will happen at some ⌬T 1 Јϭ⌬T 1 Ј(P min ,P 2 , . . . ,P N )у0. If oscillator 1 is to entrain to P min , its natural period must be P 1 ЈϭP min Ϫag⌬T 1 Ј .
Since they shall entrain to P min , no oscillator shall be delayed. Therefore ⌬T kϪ1 Ј у0 if ⌬T k Ју0. Also, ⌬T NϪ1 Ј у0, so that ⌬T k у0,᭙k. Thus the procedure can fail only if ⌬T k Ј at some stage in the construction becomes so large that Eq. ͑4͒ no longer holds. The worst situation in this respect is when a long section of the chain where all oscillators have natural period P max is to be entrained to P min . If j belongs to this section, it follows from Eq. ͑5Ј͒ that for aϾ0, ⌬T j
Ϫ1 (P max ϪP min ). For and infinitely long section of this kind, the ⌬T k Ј :s will grow monotonically as k decreases, and saturate at the limit ⌬T max ͓24͔. Say that the section ends at oscillator k, i.e., P k ϭ P max , but P kϪ1 Ͻ P max . We have ( PЈ) and f Ϫ1 ( PЉ) are constructed as described in the proof of Lemma 1. By increasing the period of the first oscillator from P 1 Ј to P 1 , we get the state f
. By then decreasing the period of oscillator N from P N to P N Љ , the state
In both processes all ⌬T k decreases, so that
is a proper entrained state whenever f Ϫ1 ( PЈ) and f Ϫ1 ( PЉ) are. In the figure, the vector Pϭ (1.37,1.21,1.22,1.50,1.23,1.00,1.42,1.26,1.10,1.34 ) was used for gϭ0.65 and aϭ1 ͑Fig. 1͒.
for all ⌬T if aϾ0. We may write
Assume that ‫ץ/‪I‬ץ‬ P 1 р0. Then ‫⌬ץ‬T 1 ‫ץ/‬ P 1 Ͻ0 from the first row of Eq. ͑7͒, ‫⌬ץ‬T 2 ‫ץ/‬ P 1 Ͻ0 from the second, and so on. From the next to last row we get ‫⌬ץ‬T NϪ1 ‫ץ/‬ P 1 Ͻ0, while we get ‫⌬ץ‬T NϪ1 ‫ץ/‬ P 1 у0 from the last row. We have a contradiction. Thus ‫ץ/‪I‬ץ‬ P 1 Ͼ0. Therefore, ‫⌬ץ‬T NϪ1 ‫ץ/‬ P 1 Ͻ0 from the last row, ‫⌬ץ‬T NϪ2 ‫ץ/‬ P 1 Ͻ0 from the next to last, and so on, so that ‫⌬ץ‬T k ‫ץ/‬ P 1 Ͻ0,᭙k. That ‫ץ/‪I‬ץ‬ P N Ͼ0 and ‫⌬ץ‬T k ‫ץ/‬ P N Ͼ0,᭙k, can be shown analogously, or seen by symmetry.
Proof of Proposition 1. Suppose that gϾg c . Then the entrained states ( P min ,⌬TЈ)ϭ f Ϫ1 ( PЈ) and ( P min ,⌬T Љ) ϭf Ϫ1 (PЉ) exist according to Lemma 1. By increasing the period of oscillator 1 continuously from P 1 Ј to P 1 , leaving all other periods unchanged, the solution ( P min ,⌬T)ϭf Ϫ1 (P) is reached. ‫⌬ץ‬T k ‫ץ/‬ P 1 Ͻ0,᭙k according to Lemma 2, giving ⌬T k Ју⌬T k ,᭙k. By decreasing the period of oscillator N from P N to P N Ј , the state f
‫⌬ץ‬T k ‫ץ/‬ P N Ͼ0,᭙k according to Lemma 2, giving ⌬T k Ј у⌬T k у⌬T k Љ ,᭙k. Since ‫ץ/‪I‬ץ‬ P 1,N Ͼ0 ͑Lemma 2͒, we also have Iу P min . In summary
The three solutions f Ϫ1 ( PЈ), f Ϫ1 ( P), and f Ϫ1 ( PЉ) are shown in Fig. 5 for a chain of ten oscillators. It may seem evident from Eq. ͑8͒ that f Ϫ1 ( P) is an entrained state fulfilling Eq. ͑4͒ whenever f Ϫ1 ( PЈ) and f Ϫ1 ( PЉ) are, but we prove it below to make the treatment complete.
Around k, the state f Ϫ1 ( P) may belong to any of the six classes in Fig. 4 . ͑The end-point oscillators 1 and N may be treated in the same setting by introducing ⌬T 0 ϭ0 and ⌬T N ϭ0.͒ Let Ј and Ј be the phase vectors ͑Fig. 3͒ belonging to the state f Ϫ1 ( PЈ), , and those belonging to the solution f Ϫ1 ( P), and Љ and Љ the ones belonging to state f Ϫ1 ( PЉ). For notational simplicity, we re-express the first part of condition ͑4͒ as ϩ Ϫ1Ͻ k , k Ͻ Ϫ , i.e., we let the phases vary in a continuous, partly negative interval. If we show that
in this notation, then the solution f Ϫ1 ( P) fulfills the first part of Eq. ͑4͒, since Ј,Ј, and Љ,Љ do so.
Suppose that k ЈϽ k . This implies that f Ϫ1 ( P) around k belongs to class 1, 5, or 6 ͑Fig. 4͒. In classes 1 and 5, k ϭ⌬T k / P k , so that this means ⌬T k ЈϽ⌬T k , contradicting Eq.
͑8͒. In class 6, k makes a negative phase jump due to the firing of kϪ1. ⌬T k Јϭ⌬T k then means k ЈϾ k , and
We have 0у kϪ1 Ј . Also, Iу P min from Eq. ͑8͒.
To make the interval I of k as large as the interval first ͓as in the state f Ϫ1 ( P) in Fig. 5͔ . Inserting new oscillators does not perturb the state already created since aϭ0. We have an effective one-way interaction in the directions away from f. Iϭ P f since f is neither delayed nor advanced.
Proposition 2. Let P k be a random number from a distribution with support ͓ P min , P max ͔. In the limit N→ϱ, the following holds:
͑1͒ If a realization P of the system has an entrained state fulfilling Eq. ͑4͒, the probability is one that Iϭ P min .
͑2͒ The probability is zero that the realization has such an entrained state if gϽg c .
Proof of Proposition 2. Consider an entrained state with a long sequence of oscillators m,mϪ1,mϪ2, . . . , with P m , P mϪ1 , . . . ,ϽI. All these have to be delayed. To accomplish the delay of oscillator m it is favorable that ⌬T m Ͼ0. Assume that this is the case. Then, since aр(1Ϫg) Ϫ1 , it follows from Eq. ͑5Ј͒ that ⌬T mϪ1 Ͻ⌬T m . At some jϾ0 we must then have ⌬T mϪ j Ͻ0, since if the sequence ⌬T m ,⌬T mϪ1 , . . . was to converge to zero, oscillators far away in the sequence would not be delayed, contrary to what was required. ⌬T mϪ jϪ1 is then determined by Eq. ͑5͒ in case 4 ͑Fig. 4͒, giving ⌬T mϪ jϪ1 ϭg Ϫ1 ( P mϪ j ϪI)ϩ (1  Ϫg) Ϫ1 ⌬T mϪ j . Thus, beyond oscillator mϪ j, the ⌬T k :s drop faster and faster until Eq. ͑4͒ is violated. As N→ϱ, the probability of having a long sequence as described above is one for any assumed IϾ P min , i.e., the probability is one that Iϭ P min . Thus the critical situation may occur that a long sequence of oscillators with period P max is to be entrained to P min . This was the situation leading to Eq. ͑6͒. Again, as N →ϱ, the probability that such a long sequence is found somewhere in the chain is one. Therefore, in this limit, the probability is zero to have an entrained state of the desired type when gϽg c .
A finite chain always entrains at some gϽg c if aϾ0. If aϭ0, the chain may or may not entrain at a gϽg c . It entrains at g c if and only if the fastest oscillator f has period P min , and the slowest has period P max . This is because I ϭ P f ϭ P min so that the situation leading to Eq. ͑6͒ may occur. When aϭ0, it occurs already if one oscillator has period P max ͑see proof of Lemma 1͒. If aϾ0, the situation occurs only if a long sequence of the chain has period P max . Loosely speaking, a finite chain more easily entrains at a g Ͻg c if aϾ0 than if aϭ0. This observation was used to interpret the simulation results ͑Sec. V͒.
Proposition 3. The entrained states which fulfill Eq. ͑4͒ are stable.
Proof of Proposition 3. We investigate the fate of an orbit (t)ϭ(t)ϩ␦(t), where (t) is a point on the limit cycle corresponding to the entrained state. ␦ changes only when one oscillator fires. When k fires, the only components that change are ␦ kϪ1 and ␦ kϩ1 . Say that ␦→␦Ј when k fires. Looking at Fig. 7 ,
We see that
An analogous consideration gives ␦ kϪ1 Ј . Introducing the vector ␦, with components
.
͑10͒
In matrix notation, ␦ЈϭM k ␦. Say that k 1 is the first oscillator that fires after time t 0 , k 2 the second, and so on.
Then we have the return map ␦(t 0 ϩI)ϭA␦(t 0 ), with A
, occurs exactly once in the product. (1,1, . . . ,1) is an eigenvector of each M k and has eigenvalue 1. Therefore, it is also an eigenvector of A with eigenvalue 1. It corresponds to a perturbation along the limit cycle. The cycle is stable if all other eigenvalues have moduli Ͻ1. To show this, we use a corollary to the Perron-Frobenius theorem ͓25͔ which states that a positive ͓26͔ square matrix B has exactly one positive eigenvector with a positive eigenvalue 1 . All other eigenvalues have moduli less than 1 . For all natural numbers m, (1,1, . . . ,1) is an eigenvector to A m with eigenvalue 1. Therefore it suffices to show that A m is positive for some m. It follows from Eq. ͑4͒ that M k is non-negative ͓26͔, since hЈ( k ) and hЈ( k ) equal Ϫ1 or Ϫa, and 0рa,gр1. Therefore A is also non-negative. Suppose that ␦ is non-negative. Let S be the set of oscillators j with ␦ j Ͼ0. Choose S ϭ͕k͖. It can be seen in Eq. ͑10͒ that S changes from ͕k͖ only when k fires, after which it becomes ͕kϪ1,k,kϩ1͖. S grows one step in the direction of decreasing ͑increasing͒ index when the member oscillator with lowest ͑highest͒ index fires. It can also be seen in Eq. ͑10͒ that S never loses members. Thus Sϭ͕1, . . . ,N͖ after sufficiently long time. In other words, column k of A m is positive for some m. Since k is arbitrary, this means that A m is positive for some m. FIG. 7 . Projection onto the ( k , kϩ1 )-plane of the limit cycle orbit (t) and a perturbed orbit (t)ϭ(t)ϩ␦(t). When k fires, ␦ kϩ1 changes, whereas ␦ k stays fixed.
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IV. SIMULATIONS
The behavior of the system around g c was studied by means of simulation. The natural periods were taken from a square distribution with 1р P k р1.5 ͓17͔. The PRC is specified in Fig. 1 . A chain of 500 000 oscillators was used.
We note first that for gϾg c , the chain always seemed to approach an entrained state which fulfills Eq. ͑4͒. Figure 8͑a͒ shows a cluster size distribution for gϭ0.78 and aϭ1. In this case g c ϭͱ2/3Ϸ0.816 ͓Eq. ͑7͔͒. The distribution is exponential to a good approximation ͓27͔. This seemed to be the case for all gϽg c and all a. No tendency towards a critical, power law distribution at g c was seen. Figure 8͑b͒ shows that the mean cluster sizes ͗s͘ diverge as g→g c . In Fig. 8͑c͒ , the divergences are fitted to power laws
The term g c is defined to be the ĝ c that gives the best fit. For both values of a, g c Ͻg c . In the case aϭ0, both g c and g c gave rise to acceptable fits, given the confidence intervals ͓28͔. For aϭ1, the fit for ĝ c ϭg c was barely acceptable. If ĝ c ϭg c was used for both values of a, it would be clear that ␣ aϭ0 ␣ aϭ1 , so that ␣ becomes a system dependent critical exponent. However, the estimated ␣ is very sensitive to the choice of ĝ c , and it is not at all clear that ĝ c ϭg c is appropriate in the simulations. To test the numerical stability of g c in the case aϭ1, first T t ϭ5000 and T m ϭ2000 was used for ␦Pϭ0.002 ͑Sec. II͒, then ␦P in the range ͓0.0005,0.003͔
was used for the standard T t ϭT m ϭ1000. This caused g c to vary in the interval ͓0.7943,0.7964͔, giving ␣ in the interval ͓1.714,2.113͔. The choice of these parameters thus does not seem to be responsible for the underestimation of g c . It is, therefore, possible that the system used in the simulations indeed tends to entrain at a g significantly lower than g c , and thus one cannot exclude the possibility that ␣ aϭ0 ϭ␣ aϭ1 . Probably, a reliable answer to the question of universality can only be found by analytical argument. Figure 9͑a͒ shows the mean period distribution in the chain for two different values of g for aϭ1. The standard deviation decreases when g increases. measures the amount of disorder in the system, and is quite analogous to the entropy. Figure 9͑b͒ shows as a function of g. The finite simulation time gave rise to a residual because of remaining transients and a finite measurement time. In the figure, this can be seen as a flattening of the aϭ1 curve close to g c . In Fig. 9͑c͒ the convergences of to zero are fitted to power laws
The data seem consistent with this assumption, even if no error bars are estimated for . Because of the residual , I did not go any closer to g c than the point where from simulations with T t ϭ5000 and T m ϭ2000 started to drop below from the standard simulations with T t ϭT m ϭ1000. For aϭ1, g c was again significantly lower than g c . For the same reasons as for ␣, the question whether ␤ is universal or not must be left open.
V. DISCUSSION
The fact that the estimated critical coupling g c extrapolated from the data is smaller than the analytical g c , and that the difference is greater in the case aϭ1, is consistent with the remark made after Proposition 2. There it was stated that a finite chain tends to entrain below g c , and that this tendency is more pronounced when aϾ0. This suggests that the error in the estimation is primarily a finite size effect, and not due to numerical errors. Thus a value of ĝ c lower than g c should be inserted in Eqs. ͑11͒ and ͑12͒. Therefore, the possibility should not be discarded that the critical exponents for the system with aϭ0 are equal to those for the systems with aϭ1.
The possibilities have not been considered that for g Ͼg c , other attractors may coexist with the entrained state fulfilling Eq. ͑4͒, or that other stable entrained states may exist for gϽg c . This would make the phase transition less well defined. However, no indications of this were seen. All simulations were consistent with the hypothesis that the only entrained states that existed were those fulfilling Eq. ͑4͒. Nevertheless, in the case of a two-oscillator system, it was shown by Ikeda ͓10͔ that such entrained states could coexist either with entrained states where the oscillators triggered each other, or with states where they delayed each other. Generally, mutual triggering requires a small ϩ , whereas mutual delay requires a large Ϫ .
That drops continuously to zero at g c , apparently according to a power law, indicates that we have an analogue to a continuous ͑critical͒ phase transition. The power law divergence of ͗s͘ is similar to the divergence of the correlation length at the critical point. However, the cluster size distribution is not critical at g c . Preliminary simulations indicate that in two dimensions, there is an even closer analogue to a critical phase transition. There, the size s max of the largest cluster diverges at a critical coupling, after which the smaller clusters become islands in an entrained sea, just like islands of opposing spins in an Ising magnet below T c . At the critical coupling, the cluster sizes are critically distributed. As g increases further, the islands get smaller, and finally the whole lattice frequency entrains at a second critical coupling. The order parameter rϵ lim N→ϱ s max /N seems to increase continuously from zero at the first phase transition, and saturate at one at the second. A fuller account of these simulations will be presented within a short time. Note that in one dimension, r jumps discontinuously from zero to one at g c , since cluster sizes O(N) cannot coexist with an island density larger than zero. In this sense, the phase transition described in this paper is first order. This might have something to do with the absence of a critical cluster size distribution at g c .
Two-dimensional lattices of locally coupled, pulsecoupled oscillators with random natural frequencies have been studied numerically by Corral, Pérez, and Díaz-Guilera ͓29͔. They used the Peskin type of interaction ͑Sec. I͒, and studied avalanches, i.e., regions that fire at the same time due to infinitely fast firing transmission. Their simulations suggested that the size distribution of the avalanches was critical for a range of parameter values, indicating self-organized criticality ͑SOC͒. No signs of SOC have been seen in the present simulations; in the one-dimensional chain, the cluster size distribution was never critical ͑Sec. IV͒, and in the twodimensional case the critical point seemed well defined. The different results might be due to the fact that avalanches are not directly related to frequency clusters. The sizes and locations of avalanches may vary from time to time, whereas frequency clusters by definition are time-independent regions. However, if a system displays SOC as judged from the avalanche size distribution, it should do so as judged from the cluster size distribution ͑assuming that stationary clusters do exist͒. Therefore, it is more plausible that the differing behaviors are due to qualitative differences between our systems. For example, avalanches are not allowed in the system studied here, unless the cuopling is infinite (gϭ1).
The assumption of a finite frequency bandwidth may seem unnatural. In the case of cardiac pacemaker cells, there is a lower bound on the natural period set by the refractory period, during which the cell is recovering and no new action potential can be initiated. However, there is no apparent upper bound. The excitable, impulse-transmitting nonpacemaker cells may be seen as oscillators with infinite natural period. Like all other excitable cardiac cells, these can be triggered shortly after a preceding firing, so that the entire heart can entrain to a common frequency. The problem with our model is that the PRC is independent of the natural period P k . This means that during a time Ϫ P k oscillator k can only be delayed, so that it cannot be entrained to a period shorter than this. Therefore, our model can simulate cardiac tissue realistically only if a quite narrow bandwidth is assumed. The occurrence of long natural periods would make impossible any phase transition to states with order parameter rϾ0 in a one-dimensional chain, since such slow oscillators would break the entrainment at finite intervals. In multidimensional lattices, however, the slow oscillators could be islands in an entrained sea, so that states with rϾ0 were possible, but states with rϭ1 still impossible.
To get a deeper understanding of the kind of phase transitions described in this paper, one should ideally invent a renormalization group from which critical exponents can be deduced, and their possible universality determined. In this way, a proper classification of the phase transitions might also be obtained. As discussed above, the transition in the one-dimensional chain had features reminiscent both of a first-and second-order transition.
