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Cette the`se est l’aboutissement de recherches sur la validation des logiciels, qui est
une partie cruciale et encore mal re´solue dans le cycle de leur de´veloppement. L’auto-
matisation des taˆches de validation vise a` re´duire le temps consacre´ a` cette e´tape et a`
ame´liorer sa qualite´. La notion de ve´rification date des anne´es soixante-dix avec les tra-
vaux de Dijkstra [Dij75], Floyd [Flo63] et Hoare [Hoa69]. Celle-ci s’est e´tale´e sur plus de
trois de´cennies de de´couvertes qui a vu naˆıtre un nouveau the`me de la science informa-
tique appele´e “ve´rification formelle”. Deux grandes classes de techniques de ve´rification et
de validation se sont de´marque´es au cours de ces dernie`res anne´es : l’analyse statique et
l’analyse dynamique. Ces deux grandes classes de techniques ont longtemps e´te´ conside´-
re´es et e´tudie´es comme deux domaines se´pare´s.
L’analyse statique est ge´ne´ralement utilise´e pour prouver la correction d’un programme.
Elle examine le code du programme et raisonne sur tous les comportements possibles qui
pourraient survenir lors de l’exe´cution. La ve´rification de programmes e´tant en ge´ne´ral
inde´cidable, il est souvent ne´cessaire d’utiliser des sur-approximations. L’analyse statique
est prudente et suˆre : les re´sultats peuvent eˆtre moins pre´cis que ce que l’on souhaite,
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mais ils sont garantis pour toutes les exe´cutions. Par exemple, la ve´rification statique
d’une proprie´te´ par preuve apporte dans le cas ge´ne´ral deux sortes de re´ponses, soit que
la proprie´te´ est satisfaite, soit qu’elle ne sait pas. Dans le second cas, elle ne sait pas dire
si la proprie´te´ est fausse ou si elle n’est pas parvenue a` la prouver.
L’analyse dynamique re´ve`le la pre´sence d’erreurs. Elle fonctionne en exe´cutant un
programme et en observant certaines de ses exe´cutions. Elle est en ge´ne´ral incomple`te en
raison du grand nombre de cas de tests possibles. L’analyse dynamique est pre´cise sur
la partie analyse´e, mais elle effectue des sous-approximations en n’explorant qu’un sous-
ensemble des exe´cutions. L’analyse dynamique examine le comportement exact d’exe´cu-
tion du programme pour le cas de test correspondant, mais n’en examine que quelques-uns.
Les deux me´thodes, statique et dynamique, utilisent des abstractions, mais l’analyse sta-
tique essaie de construire des abstractions (sur-approximations) pre´servant la proprie´te´
ve´rifie´e alors que l’analyse dynamique utilise des abstractions (sous-approximations) non
conservatives.
Les points forts des deux me´thodes sont comple´mentaires. L’analyse statique [NNH99]
est impre´cise mais correcte. En effet, ses re´sultats peuvent eˆtre plus faibles que souhaite´s,
mais ils pre´sentent l’avantage d’eˆtre valables pour l’ensemble des exe´cutions. L’analyse
dynamique quant a` elle est une me´thode pre´cise mais incomple`te. En effet, pour un cas
de test donne´, l’analyse dynamique peut examiner le comportement exact du programme.
Cependant cette analyse est incomple`te en raison de l’analyse de quelques-unes des exe´-
cutions parmi le grand nombre (voire une infinite´) de cas possibles.
Pour re´sumer, si aucune menace d’erreur (d’un type particulier) n’est leve´e lors de
l’analyse statique dans aucun des comportements possibles d’un programme donne´, alors
il est certain que ce programme ne contient pas ce genre d’erreurs. Cependant, les erreurs
potentielles signale´es par cette analyse peuvent s’ave´rer de fausses alarmes. Par contre,
meˆme si l’analyse dynamique ne peut en ge´ne´ral pas prouver l’absence d’erreur dans un
programme, une erreur de´tecte´e par cette analyse est force´ment re´elle.
Dans le de´bogage manuel, les de´veloppeurs de logiciel expe´rimente´s tentent ge´ne´ra-
lement de localiser et d’isoler une erreur en simplifiant le programme autant que pos-
sible [Wei82], par exemple en commentant les instructions non pertinentes avant et apre`s
l’instruction suspecte´e. Ensuite, on rejoue le meˆme test ou le meˆme sce´nario pour voir si
les comportements errone´s sont conserve´s. La raison de l’erreur peut eˆtre beaucoup plus
facile a` comprendre lorsqu’on analyse une version re´duite du programme. Cette de´marche
manuelle pourrait eˆtre automatise´e a` l’aide de la simplification syntaxique de programme
(program slicing). La simplification syntaxique est une technique de transformation de pro-
grammes qui permet de simplifier un programme afin d’isoler un comportement spe´cifique.
Notre objectif dans cette the`se est de fournir une technique automatise´e pour de´tecter
les erreurs de division par ze´ro et les acce`s hors limites de tableaux a` l’exe´cution dans les
programmes C ou prouver leur absence. Nous avons pense´ pouvoir atteindre cet objectif




Nous pre´sentons dans cette the`se une combinaison originale qui permet de rendre la
recherche d’erreurs automatique, plus pre´cise et plus efficace en temps que la recherche
avec des techniques d’analyse statique ou d’analyse dynamique prises se´pare´ment.
Un programme donne´ contient un certain nombre de menaces d’erreurs. Une menace
est dite classe´e par une analyse si elle est confirme´e ou infirme´e. L’analyse e´tant impre´cise
ou incomple`te, elle peut laisser un certain nombre de menaces avec le statut de menace
sans pouvoir ni les confirmer, ni les infirmer. Nous dirons qu’un diagnostic d sur un pro-
gramme est plus pre´cis qu’un diagnostic d′ si le nombre de menaces d’erreur classe´es
dans d est plus grand que celui de d′.
Ce chapitre de´taille le contexte et la proble´matique de cette the`se, pre´cise nos moti-
vations et nos contributions, et enfin pre´sente le plan de ce me´moire.
1.1 Contexte
Les syste`mes informatise´s sont de plus en plus pre´sents autour de nous. Ils se sont
impose´s dans notre quotidien a` tel point qu’ils se sont rendus indispensables. En cas de
dysfonctionnement, divers couˆts et dommages peuvent arriver. De plus certains syste`mes
critiques mettent en jeu des vies humaines (syste`mes de transport, syste`mes me´dicaux,
centrales nucle´aires, . . .) ou d’importantes sommes d’argent (navettes spatiales, transac-
tions bancaires, . . .). Pour illustrer les conse´quenses financie`res et humaines d’une erreur
logicielle, nous pre´sentons trois exemples que nous avons emprunte´ a` la the`se d’Olivier
BOUISSOU [Bou08]. Un exemple bien connu est l’explosion d’Ariane 5 le 4 juin 1996. Ce
projet a dure´ dix anne´es et a couˆte´ sept milliards de dollars. L’e´chec du lancement inau-
gural d’Ariane 5 a e´te´ cause´ par une erreur de de´passement de capacite´ dans le module
responsable du calcul du mouvement de la fuse´e.
Un autre e´chec logiciel connu est celui du missile Patriot qui e´tait utilise´ par l’arme´e
ame´ricaine pour se prote´ger des missiles irakiens durant la guerre du Golfe. Le 25 fe´vrier
1991, un missile Patriot a e´choue´ dans l’interception d’un missile irakien, et a par conse´-
quent provoque´ la mort de 28 soldats ame´ricains. La cause de l’e´chec identifie´e e´tait une
perte de pre´cision lors de la conversion d’un entier vers un nombre flottant code´ sur 24 bits.
Un autre e´chec logiciel connu est le blocage du croiseur lance-missiles de l’arme´e ame´ri-
caine “USS Yorktown”. Ce croiseur est e´quipe´ d’un syste`me de controˆle et de maintenance
automatique. En septembre 1997, le syste`me informatique s’est bloque´, en raison d’une
division par ze´ro, entraˆınant l’immobilisation du navire pendant plusieurs heures.
La division par ze´ro est un exemple classique d’erreur a` l’exe´cution (Run Time Error,
ou RTE) qui bloque comple`tement un programme. Une autre erreur classique est l’erreur
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de segmentation qui apparaˆıt quand on essaie d’acce´der a` une zone me´moire indispo-
nible. De meˆme, ce type d’erreur peut bloquer comple`tement le programme. Les erreurs
a` l’exe´cution comme la division par ze´ro ou les erreurs de segmentation sont donc tre`s
proble´matiques et les de´tecter ou prouver leur absence est un enjeu capital, d’autant plus
que c’est souvent en exploitant ce genre d’erreurs que des failles de se´curite´ sont trouve´es.
Les travaux pre´sente´s dans cette the`se entrent dans le cadre de la ve´rification des
programmes C. Ils permettent de classer les menaces d’erreurs par analyse statique, sim-
plification syntaxique et test structurel. Nous pre´sentons tout d’abord quelques carac-
te´ristiques du langage C qui induisent des proble`mes de se´curite´. Puis nous pre´sentons
brie`vement quelques techniques de validation et de ve´rification.
1.1.1 Langage C
Le langage C est un langage de programmation impe´ratif. Il a e´te´ introduit dans les
anne´es soixante-dix [KR78]. La premie`re norme pour le langage C a e´te´ publie´e par l’ANSI
(American National Standards Institute) en 1989. Cette norme est appele´e ANSI C ou
C89 [Ame89]. Elle a e´te´ adopte´e un an plus tard par l’organisation internationale de nor-
malisation (ISO), donc elle est aussi connue comme ISO C ou C90 [ISO90]. La norme
actuelle a e´te´ adopte´e en 1999 par l’ISO et est connue sous l’acronyme C99 [ISO99].
Le langage C e´tait initialement conc¸u pour le de´veloppement des syste`mes d’exploita-
tion. Depuis, C est devenu un des principaux langage de programmation pour le de´velop-
pement des logiciels, d’autant plus que la plupart des langages informatiques modernes
comme PERL, JAVA ou OCAML s’appuient dans leur environnement d’exe´cution sur une
couche de programmes C.
C est qualifie´ de langage bas niveau, car le programmeur peut manipuler directement
la me´moire. Un programme C peut eˆtre converti directement en langage machine (binaire)
graˆce a` un compilateur.
Bien que C soit un langage ancien maintenant, et que beaucoup de puissants langages
informatiques spe´cialise´s aient e´te´ conc¸us depuis, la connaissance de C e´tait toujours la
deuxie`me compe´tence la plus demande´e dans les offres d’emploi des programmeurs en
2007 [Ent07], et c’est le langage de programmation a` usage ge´ne´ral le plus demande´. C
reste toujours un langage tre`s utilise´, avec des applications dans de nombreux secteurs
diffe´rents, dont certains de´pendent de fac¸on critique des logiciels.
Avec le nombre e´leve´ de programmes C critiques dans l’industrie, les techniques et
outils d’analyse s’inte´ressent de plus en plus a` ce langage. A` cause de son orientation
bas niveau, le langage C ne prote`ge pas contre les erreurs a` l’exe´cution et les de´fauts
d’acce`s me´moire, qui sont la source principale d’erreurs. Le langage C est un langage fai-
blement type´ qui manque de me´canismes de se´curite´. Nous de´taillons cet aspect ci-dessous.
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Manque de me´canismes de se´curite´
Le langage C a e´te´ conc¸u pour permettre un acce`s bas niveau aux structures de don-
ne´es, permettant d’acce´der a` chaque octet de la me´moire. Par conse´quent, la gestion de
me´moire est laisse´e a` la charge du programmeur et pour cette raison, il e´tait impossible
d’appliquer un typage fort.
En raison du manque de support pour la gestion de la me´moire en C, il reste entie`re-
ment sous la responsabilite´ du programmeur d’acce´der uniquement a` la me´moire valide,
c’est-a`-dire a` la me´moire correctement alloue´e et non encore libe´re´e. De plus, il n’existe
aucun me´canisme pour connaˆıtre la taille d’un tableau durant l’exe´cution, ce qui provoque
fre´quemment des erreurs de type buffer overflow dans les programmes C, ou` un buffer fait
l’objet d’un acce`s au-dela` de ses limites.
L’absence de typage fort en C permet d’acce´der a` une variable de type t via une autre
variable de type t′ incompatible avec t. Le standard C [ISO99] e´nume`re de nombreux
exemples de violations de types de donne´es, dont la plus simple est la lecture des don-
ne´es non initialise´es. Un programme peut lire quelques bits et les interpre´ter comme une
valeur de type t. Cette faille pourrait eˆtre re´ve´le´e au controˆle de type, par exemple, si
le compilateur rejetait certains mode`les de bits comme des valeurs invalides de type t.
Mais C accepte ces confusions et risque donc d’accepter des valeurs errone´es qui peuvent
de´clencher une erreur ou donner de mauvais re´sultats.
1.1.2 Techniques de validation et de ve´rification
Beaucoup de techniques de validation et de ve´rification sont actuellement utilise´es.
Les principales sont l’analyse dynamique par ge´ne´ration et exe´cution de tests, le model-
checking de proprie´te´s, l’interpre´tation abstraite et la preuve interactive. Cette partie sera
approfondie dans le chapitre 2.
Analyse dynamique
L’analyse dynamique consiste a` soumettre un programme a` un ensemble d’exe´cutions
pour un ensemble de valeurs des variables d’entre´es pour ve´rifier qu’il se comporte sur ces
entre´es comme le de´crit sa spe´cification. C’est la technique la plus utilise´e dans l’industrie
pour la validation de programmes. Elle est en ge´ne´ral incomple`te duˆ au grand nombre
(voire une infinite´) de cas de test possibles. Aujourd’hui, des normes de suˆrete´ de sys-
te`mes critiques a` base de composants e´lectroniques demandent des crite`res de confiance




Le model-checking [QS82, CE82] d’un syste`me est une technique permettant de ve´ri-
fier si un mode`le satisfait sa spe´cification. Un mode`le est l’ensemble des e´tats possibles du
syste`me, et des transitions entre e´tats qui de´crivent ses e´volutions avec les proprie´te´s que
ve´rifie chaque e´tat. Le model-checking couvre l’espace d’e´tats du syste`me et ses transitions
afin d’analyser toutes les exe´cutions possibles du syste`me. De plus, mise a` part la mode´li-
sation du syste`me et l’expression de sa spe´cification, le model-checking est une technique
entie`rement automatique pour les syste`mes a` nombre fini d’e´tats, ce qui la rend tre`s uti-
lise´e pour certaines classes d’applications industrielles aujourd’hui [HJM+02, BHJM07].
Cependant la taille de l’espace d’e´tats d’un syste`me forme´ de plusieurs composants est la
multiplication des tailles des espaces d’e´tats de chacun. Un phe´nome`ne d’explosion com-
binatoire apparaˆıt alors sur les grands syste`mes. Le model-checking de tels syste`mes peut
alors souffrir d’une (trop) grande complexite´ en temps ou en espace.
Interpre´tation abstraite et abstraction a` partir de pre´dicats
L’interpre´tation abstraite calcule en temps fini un sur-ensemble des comportements
d’un programme, alors que le proble`me du calcul exact des comportements est inde´ci-
dable [Ric53]. Elle s’appuie sur les the´ories du point fixe et des domaines pour introduire
des approximations. L’interpre´tation abstraite est aujourd’hui utilise´e avec succe`s dans
l’industrie, mais souffre de taux e´leve´ de fausses alarmes. L’abstraction est effectue´e a`
partir de pre´dicats atomiques de´finissant des abstractions des domaines des variables.
L’abstraction a` partir de pre´dicats consiste a` abstraire a` partir de pre´dicats de´finis par
composition de pre´dicats atomiques.
Preuve interactive
On annote le code source des programmes en y inse´rant des hypothe`ses et des conclu-
sions dans une logique a` la Hoare [Hoa69]. Un calcul de plus faible pre´condition e´tablit
alors des formules de la logique des pre´dicats qui doivent eˆtre ve´rifie´es afin de prouver
la correction des programmes. La preuve interactive permet de prouver une large classe
de proprie´te´s sur les programmes mais requiert un utilisateur expert des me´thodes de
preuve pour annoter les programmes. L’automatisation n’est que partielle. En particulier,
l’utilisateur doit en ge´ne´ral e´crire les invariants d’ite´ration.
Combinaisons de me´thodes
Re´cemment, plusieurs outils ont propose´ des me´thodes pour la ve´rification de pro-
grammes. Les outils les plus connus sont : BLAST [BHJM07] qui combine l’abstraction
a` partir des pre´dicats et le model-checking et YOGI [GHK+06, NRTT09] qui combine
l’abstraction a` partir des pre´dicats et la ge´ne´ration de tests. Avec ces outils, la non at-
teignabilite´ des e´tats d’erreur est spe´cifie´e par une proprie´te´ de suˆrete´ et les outils ne
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ve´rifient qu’une proprie´te´ a` la fois.
[CS05] pre´sente une nouvelle combinaison d’analyse statique et de ge´ne´ration de tests
pour la de´tection des erreurs a` l’exe´cution. Cet outil n’est ni correct ni complet. Les utilisa-
teurs doivent faire face a` un travail lourd d’annotation et un taux e´leve´ de fausses alarmes.
C’est dans cette cate´gorie d’approches que se situe cette the`se, en fournissant une nou-
velle combinaison d’analyse de valeurs, de simplification syntaxique et de test structurel
pour la ve´rification des programmes e´crits en C.
1.2 Proble´matiques et motivations
L’e´quipe d’enqueˆte charge´e de de´terminer les causes de l’explosion d’Ariane 5 a af-
firme´ dans sa conclusion que les tests effectue´s en cours du de´veloppement d’Ariane 5 ne
comprenaient ni une analyse ade´quate ni des tests du syste`me de controˆle de vol complet,
ce qui aurait peut-eˆtre suffi pour de´tecter la de´faillance potentielle [LLF+96].
Dans le cas d’Ariane 5, une erreur du programme a eu des conse´quences financie`res
tre`s fortes. Dans le cas du missile Patriot, les pertes humaines e´taient catastrophiques.
Il est donc primordial, avant d’utiliser des programmes dans des syste`mes embarque´s, de
s’assurer de leur bon fonctionnement. Le ge´nie logiciel pre´conise le recours aux me´thodes
formelles permettant de ve´rifier les syste`mes pour assister les inge´nieurs de de´veloppement.
Etant incomplet, le processus de validation par des tests n’est pas suffisant pour e´va-
luer la fiabilite´ des syste`mes logiciels, surtout avec l’augmentation de la taille des logiciels.
Ce processus ne peut pas eˆtre fonde´ sur des techniques d’abstraction trop impre´cises. La
tendance actuelle des industriels est de se concentrer sur les techniques correctes. Ces
techniques devraient pouvoir passer a` l’e´chelle pour des programmes de grande taille.
Elles devraient aussi s’appliquer a` des programmes C existants de fac¸on automatique. Les
utilisateurs ne devraient pas avoir besoin d’intervenir pour guider la ve´rification et pour
produire des re´sultats pre´cis.
Une dernie`re motivation importante de ce travail est de fournir automatiquement a`
l’inge´nieur de validation non seulement les donne´es de test et le chemin du programme
menant a` une erreur, mais aussi autant d’informations que possible sur l’erreur de´tecte´e.
Par exemple, l’erreur peut eˆtre illustre´e sur un programme plus simple, avec un chemin
plus court conduisant a` l’instruction errone´e et un ensemble de contraintes re´duit por-
tant sur les variables utiles seulement. La plupart des outils de ve´rification modernes ne
font pas ces simplifications et ne fournissent pas ces informations simplifie´es, qui peuvent
re´duire conside´rablement le temps ne´cessaire a` un de´veloppeur de logiciels pour analyser
et corriger l’erreur. Dans notre me´thode, nous proposons d’introduire une phase de sim-
plification syntaxique, appele´e plus couramment slicing, afin de simplifier le programme
analyse´ et les contre-exemples produits. Le programme simplifie´ est appele´ slice. L’apport
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de la simplification est particulie`rement inte´ressant dans le cas de la ge´ne´ration automa-
tique de code a` partir de mode`les, ou` le de´veloppeur qui investigue la source d’erreur n’a
pas de connaissance profonde du code source analyse´.
1.3 Contributions
Nous traitons les proble´matiques discute´es ci-dessus en mettant en place une me´thode
automatique combinant la comple´tude de l’analyse de valeurs, la simplification par trans-
formation syntaxique et la pre´cision de l’analyse dynamique.
Notre premie`re contribution est une combinaison originale des deux techniques d’ana-
lyse statique et d’analyse dynamique afin d’ame´liorer la pre´cision en classant plus de
menaces. Notre deuxie`me contribution est l’inte´gration de la simplification syntaxique
(slicing) dans notre combinaison. La troisie`me contribution de cette the`se est la formali-
sation de la me´thode propose´e et la preuve de sa correction. La quatrie`me contribution
consiste en l’imple´mentation de la me´thode dans l’outil nomme´ sante. Notre dernie`re
contribution consiste a` e´valuer en pratique par des expe´rimentations les techniques pro-
pose´es dans cette the`se en utilisant l’imple´mentation.
1.3.1 Combinaison d’analyse de valeurs et d’analyse dynamique
Dans cette combinaison, l’analyse statique (analyse de valeurs) signale les instructions
risquant de provoquer des erreurs a` l’exe´cution par des alarmes, dont certaines peuvent
eˆtre de fausses alarmes. Puis l’analyse dynamique (ge´ne´ration de tests) est utilise´e pour
confirmer ou rejeter ces alarmes. Cette contribution a e´te´ publie´e dans [CKGJ10b], ou`
nous avons pre´sente´ sante et la technique de ge´ne´ration de tests guide´e par les alarmes,
ainsi que les premie`res expe´rimentations.
1.3.2 Inte´gration de la simplification syntaxique
Applique´e a` des programmes de grande taille, la ge´ne´ration de tests peut manquer de
temps ou d’espace me´moire avant de confirmer certaines alarmes comme de vraies erreurs
ou de conclure qu’aucun chemin faisable ne peut atteindre l’e´tat d’erreur de certaines
alarmes et donc rejeter ces alarmes. Pour surmonter ce proble`me, nous proposons de re´-
duire la taille du code source par le slicing avant de lancer la ge´ne´ration de tests. Le
slicing transforme un programme en un autre programme plus simple, qui est e´quivalent
au programme initial par rapport a` certains crite`res. Les crite`res utilise´s dans notre me´-
thode pre´servent une ou plusieurs instructions menac¸antes.
Quatre utilisations du slicing sont e´tudie´es. La premie`re utilisation est nomme´e all.
Elle consiste a` appliquer le slicing une seule fois, le crite`re de simplification e´tant l’en-
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semble de toutes les alarmes du programme qui ont e´te´ de´tecte´es par l’analyse statique.
L’inconve´nient de cette utilisation est que la ge´ne´ration de tests peut manquer de temps
ou d’espace et les alarmes les plus faciles a` classer sont pe´nalise´es par l’analyse d’autres
alarmes plus complexes. Dans la deuxie`me utilisation, nomme´e each, le slicing est effectue´
se´pare´ment par rapport a` chaque alarme. Cependant, la ge´ne´ration de test est exe´cute´e
pour autant de programmes que d’alarmes et il y a un risque de redondance d’analyse si
des alarmes sont incluses dans plusieurs programmes. Ces contributions ont e´te´ publie´es
dans [CKGJ11], ou` nous avons pre´sente´ la me´thode inte´grant le slicing avec les utilisations
all et each.
Pour pallier les inconve´nients des deux options pre´sente´es, nous avons e´tudie´ les de´-
pendances entre les alarmes et nous avons introduit deux utilisations avance´es du slicing,
nomme´es min et smart, qui exploitent ces de´pendances. Dans l’utilisation min, le sli-
cing est effectue´ par rapport a` un ensemble minimal de sous-ensembles d’alarmes. Ces
sous-ensembles sont choisis en fonction de de´pendances entre les alarmes et l’union de
ces sous-ensembles couvre l’ensemble de toutes les alarmes. Avec cette utilisation, on a
moins de slices qu’avec each, et des slices plus simples qu’avec all. Cependant, l’analyse
dynamique de certaines slices peut encore manquer de temps ou d’espace avant de classer
certaines alarmes, tandis que l’analyse dynamique d’une slice e´ventuellement plus simple
permettrait de les classer. L’utilisation smart consiste a` appliquer l’utilisation pre´ce´dente
ite´rativement en re´duisant la taille des sous-ensembles quand c’est ne´cessaire. Lorsqu’une
alarme ne peut pas eˆtre classe´e par l’analyse dynamique d’une slice, des slices plus simples
sont calcule´es. Ces deux options sont de´taille´es dans [CKGJ12].
1.3.3 Formalisation
Nous formalisons la me´thode propose´e et nous prouvons sa correction. Nous prouvons
que lorsqu’une alarme est classe´e sans risque sur un programme simplifie´, ce classement
serait le meˆme sur le programme initial. Lorsqu’une erreur est de´tecte´e pour une alarme
sur le programme simplifie´, une simple confirmation par exe´cution du programme initial
permet de ve´rifier le statut de cette alarme dans le programme initial.
1.3.4 Imple´mentations
Ces travaux sont implante´s dans sante, nouvel outil qui relie l’outil de ge´ne´ration
de test PathCrawler [WMM03, WMMR05, BDHTH+09] et la plate-forme d’analyse
statique Frama-C [Fra11, CS09]. Cette contribution a e´te´ publie´e dans [Che10], ou` nous




Les expe´rimentations ont e´te´ mene´es en utilisant l’imple´mentation pour valider notre
approche sur un ensemble de programmes et mettre en e´vidence ses limites. Nous compa-
rons notre me´thode avec l’analyse de valeurs seule et l’analyse dynamique seule sur des
crite`res tels que le nombre de menaces restantes non classe´es et le temps requis par chaque
analyse. Nous mesurons aussi l’effet de la simplification syntaxique sur la longueur des
chemins analyse´s et leur nombre, ainsi que sur la taille du programme. Ces re´sultats sont
pre´sente´s dans [CKGJ10b] et [CKGJ12].
1.4 Plan de la the`se
Cette the`se est structure´e en deux parties : la premie`re est consacre´e au contexte et a`
l’e´tat de l’art et comporte trois chapitres :
– Le pre´sent chapitre, chapitre 1 introduit le contexte scientifique et les proble´ma-
tiques aborde´es lors de cette the`se. Il e´nonce les contributions et les principaux
re´sultats.
– Le chapitre 2 pre´sente les diffe´rentes techniques de ve´rification et les travaux exis-
tants connexes aux travaux pre´sente´s dans cette the`se.
– Le chapitre 3 de´taille le fonctionnement de l’outil PathCrawler de ge´ne´ration
de tests structurels, et celui de la plate-forme Frama-C pour l’analyse statique des
programmes C.
La deuxie`me partie est consacre´e aux contributions apporte´es par cette the`se. Elle
est compose´e de quatre chapitres :
– Le chapitre 4 pre´sente de manie`re de´taille´e et formalise´e la me´thode sante qui
combine l’analyse de valeurs, le slicing et la ge´ne´ration de tests structurels pour la
ve´rification des programmes C. Dans le cadre de cette contribution, nous proposons
quatre usages du slicing, e´tudions les de´pendances entre les alarmes et de´montrons
la correction de la me´thode.
– Le chapitre 5 de´crit l’imple´mentation des me´thodes propose´es dans cette the`se.
Tout d’abord, nous pre´sentons le travail effectue´ pour rapprocher les deux outils,
les difficulte´s d’inte´gration et les solutions adopte´es. Nous pre´sentons ensuite les
adaptations techniques visant a` traiter les cas d’erreurs dans PathCrawler. Nous
pre´sentons enfin notre imple´mentation sante controller qui controˆle les diffe´-
rentes analyses et fournit les diagnostics.
– Le chapitre 6 pre´sente les re´sultats de l’utilisation de la me´thode sante sur des
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exemples de programmes existants. Nous analysons les re´sultats des expe´rimenta-
tions afin de faire un bilan de l’apport et des limites des me´thodes propose´es dans
ce me´moire.
– Le chapitre 7 dresse un bilan de ce travail et en sugge`re diverses perspectives.
L’annexe A comporte des extraits simplifie´s du code source du greffon sante controller
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2.1 Introduction
Depuis le de´but de l’inge´nierie logicielle, diffe´rentes me´thodes d’analyse de programmes
et de mode`les ont e´te´ de´veloppe´es pour les ve´rifier et les valider. On peut les classer en
deux cate´gories, les me´thodes d’analyse statique d’une part et les me´thodes d’analyse dy-
namique d’autre part. Dans chacune des cate´gories on trouve un ensemble de techniques
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pour effectuer ces analyses.
Pour faire de l’analyse statique, on dispose des techniques suivantes.
1. L’interpre´tation abstraite [CC77, CC92] est utilise´e par exemple pour faire de l’ana-
lyse de valeurs des variables d’un programme ou d’un mode`le en approximant leurs
domaines. Cette analyse permet de de´tecter certaines erreurs comme les divisions
par ze´ro, les acce`s en-dehors des bornes des tableaux, des de´passements de capacite´
des implantations des types de donne´es, etc.
2. Le calcul de plus faible pre´condition [Dij75, Hoa69] est utilise´ pour prouver des pro-
grammes relativement a` des spe´cifications pre´-post ou pour calculer des abstractions
de mode`les.
3. Le model-checking [QS82, CE82] permet de ve´rifier algorithmiquement des proprie´-
te´s de suˆrete´, de vivacite´, d’e´quite´, etc.
4. L’abstraction a` partir de pre´dicats [GS97] est utilise´e pour calculer des abstractions
de mode`les a` nombre d’e´tats infini et permettre ainsi de ve´rifier par model-checking
des classes de proprie´te´s qu’elle pre´serve.
5. Le calcul de flot de controˆle et de donne´es de programmes permet d’effectuer des
ve´rifications de proprie´te´s existentielles. Il permet e´galement des simplifications syn-
taxiques, appele´es slicing [Wei81, Wei82], relativement a` des crite`res de simplifica-
tion. Les programmes ainsi simplifie´s peuvent eˆtre ve´rifie´s plus facilement. Noter
que nous utilisons une technique de slicing statique uniquement, mais celui-ci peut
e´galement eˆtre dynamique [KL88].
L’analyse dynamique est base´e sur des techniques d’exe´cution du programme ou de
simulation [WB89] d’un mode`le. Le test de programmes [Bei90] est une technique dyna-
mique base´e sur la se´lection de quelques chemins d’exe´cution concrets. L’utilisation de
l’exe´cution symbolique pour le test des programmes a e´te´ introduite en 1976 par [Cla76]
et [Kin76]. En ge´ne´ral, le nombre de chemins e´tant tre`s grand, voire infini, [WMMR05,
GKS05] ont propose´ des techniques d’exe´cution symbolique qui permettent de faire une
sorte d’analyse structurelle des programmes en se´lectionnant une exe´cution par chemin
du flot de controˆle d’un programme. Le graphe peut eˆtre couvert totalement en l’absence
d’ite´ration non borne´e. Dans le cas contraire, l’exe´cution symbolique examine partielle-
ment l’ensemble infini de chemins du graphe de flot de controˆle.
Les me´thodes statiques et les me´thodes dynamiques ont des avantages et des inconve´-
nients diffe´rents. L’ide´e de les combiner pour associer leurs avantages et combattre leurs
inconve´nients est une voie de recherche active et fructueuse dans le domaine de l’analyse
de programmes. Par exemple, l’exe´cution symbolique qui met en jeu des re´solutions de
contraintes peut e´chouer parce qu’elle ne dispose pas de la bonne the´orie et de la proce´dure
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de de´cision adapte´e. Il est alors possible d’utiliser l’exe´cution dynamique pour simplifier
le syste`me de contraintes et permettre sa re´solution.
Dans ce chapitre d’e´tat de l’art, dans la partie 2.2, nous avons choisi de pre´senter brie`-
vement les techniques statiques d’interpre´tation abstraite et de preuve de programmes.
Dans la partie 2.3, nous pre´sentons les techniques d’analyse dynamique de ge´ne´ration de
tests structurels et fonctionnels. Dans la partie 2.4, nous pre´sentons la technique de sim-
plification syntaxique appele´e slicing. Enfin, dans la partie 2.5, nous de´crivons des travaux
combinant des techniques d’analyse statique et dynamique et les outils automatiques de
ve´rification et de validation de programmes qui en sont issus.
2.2 Analyse statique
L’analyse statique permet de trouver statiquement (c’est-a`-dire sans exe´cuter) des pro-
prie´te´s devant eˆtre vraies pour toutes les exe´cutions du programme. Nous pre´sentons ici
trois techniques de ve´rification qui utilisent l’analyse statique. Il s’agit de l’interpre´tation
abstraite (section 2.2.1), de l’abstraction a` partir de pre´dicats (section 2.2.2) et de la
preuve (section 2.2.3).
Les proprie´te´s a` ve´rifier peuvent eˆtre de diffe´rentes natures. Les plus simples sont suˆ-
rement les proprie´te´s de suˆrete´ (safety), ou` l’on cherche des invariants sur les valeurs des
variables du programme, c’est-a`-dire une plage de valeurs X telle qu’au cours de toutes
les exe´cutions du programme, la variable x reste dans X . Un tel invariant permet par
exemple de montrer qu’il n’y a pas de risque d’erreur a` l’exe´cution (runtime error ou
RTE) duˆ a` une division par ze´ro : si 0 /∈ X , alors la variable x ne pourra pas provoquer
une division par ze´ro.
Un autre type de proprie´te´s de suˆrete´ est l’absence de RTE due a` un de´bordement de
buffer (buffer overflow). Cela peut arriver, par exemple, quand on essaie d’e´crire le nie`me
e´le´ment dans un tableau qui contient m cases avec m < n, ou quand on essaie de copier
une chaˆıne de caracte`res de longueur n dans une autre chaˆıne de longueur m < n.
Un autre type de proprie´te´s de suˆrete´ est lie´ au comportement des nombres flottants.
En fait, les nombres flottants sont cense´s eˆtre une repre´sentation des nombres re´els mais
sur un nombre fini de bits. Cela introduit naturellement de l’impre´cision (ou une de´via-
tion), et les calculs effectue´s dans l’arithme´tique des nombres flottants diffe`rent, parfois
assez sensiblement, des calculs effectue´s dans l’arithme´tique re´elle [IA85]. Mesurer cette
erreur peut permettre de corriger certaines erreurs de conception et/ou d’imple´mentation
d’un algorithme. Les proprie´te´s de suˆrete´ permettent de prouver qu’aucun mauvais com-
portement ne va arriver lors de l’exe´cution du programme.
Outre les proprie´te´s de suˆrete´, il y a les proprie´te´s de vivacite´ (liveness) [CPR06b], qui
peuvent aussi eˆtre inte´ressantes a` prouver. Ainsi, la terminaison du programme est souvent
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une question importante [CPR06a], de meˆme que la de´tection de code mort (c’est-a`-dire
des morceaux du code qui ne seront jamais exe´cute´s).
Les proble`mes lie´s aux proprie´te´s mentionne´es ci-dessus (quelle est l’erreur maximale
de calcul ? Y a-t-il une division par ze´ro ?, . . .) sont inde´cidables [Lan92] dans le cas ge´ne´ral.
En d’autres mots, on ne peut pas trouver d’algorithme capable de re´pondre correctement
pour tout programme P a` la question suivante : y a-t-il une exe´cution de P qui me`ne a`
une division par ze´ro ?
2.2.1 Interpre´tation abstraite
Pour contourner le proble`me d’inde´cidabilite´, la the´orie de l’interpre´tation abstraite
[CC77, CC92] permet de construire une me´thode qui, a` la meˆme question, re´pondra OUI,
NON ou PEUT-ETRE. Si la me´thode re´pond OUI, alors il y aura effectivement une divi-
sion par ze´ro lors d’une des exe´cutions du programme. Si la me´thode re´pond NON, alors
le programme ne contient suˆrement pas une division par ze´ro. Enfin, si la me´thode re´pond
PEUT-ETRE, c’est qu’on n’a pu prouver ni l’un ni l’autre des deux premiers cas. C’est ce
qu’on appelle une alarme : il est possible qu’une des exe´cutions du programme produise
une division par ze´ro, mais nous n’avons e´te´ capable ni de le confirmer ni de l’infirmer.
L’erreur signale´e par une alarme peut ne jamais apparaˆıtre a` l’exe´cution, dans ce cas on
l’appelle fausse alarme.
On ne calcule donc pas la proprie´te´ exacte mais une abstraction de cette proprie´te´,
en imposant la contrainte de suˆrete´ suivante : “la proprie´te´ abstraite calcule´e ne doit ou-
blier aucune exe´cution concre`te.”. Ainsi, si la re´ponse de la me´thode est NON pour le
programme P , on doit alors pouvoir affirmer qu’aucune exe´cution de P ne provoque de
division par ze´ro. L’interpre´tation abstraite applique´e a` l’analyse de valeurs consiste a`
calculer a` chaque ligne du code une sur-approximation de l’ensemble des valeurs prises
par une variable x en cette ligne lors de toutes les exe´cutions du programme.
Il existe de nombreux outils d’analyse statique par interpre´tation abstraite. La majo-
rite´ d’entre eux sont reste´s au stade de prototypage servant a` des fins de recherche dans
les laboratoires universitaires. Cependant, quelques uns d’entre eux ont pu eˆtre utilise´
dans le cadre de projets industriels de grande taille. Nous de´crivons ici trois. Chacun de
ces outils traite un type particulier de proprie´te´.
PolySpace C Verifier
PolySpace C Verifier [Pol11] est un outil commercial initialement conc¸u pour de´tecter
les erreurs a` l’exe´cution dans les logiciels embarque´s. Il est maintenant inte´gre´ a` Matlab/-
Simulink qui prouve l’absence d’erreurs a` l’exe´cution. Hormis le fait que l’interpre´tation
abstraite est utilise´e et que les algorithmes sont base´s sur les travaux de Patrick Cou-
sot [CC77, CC92], peu d’autres de´tails sur l’algorithme sont fournis.
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PolySpace C Verifier est correct (sound), il ne laisse pas d’erreurs non signale´es, mais
signale beaucoup de fausses alarmes (en moyenne une fausse alarme pour toutes les 12
lignes de code d’apre`s [ZLL04]). Il peut tourner pendant des heures, voire des jours, sur
des programmes de taille moyenne (quelques milliers de lignes de code). Il ge`re la plupart
des constructions C ainsi que Ada et C++, et effectue une analyse d’alias [Pol11, ZLL04].
ASTREE
L’outil ASTREE [AST11, CCF+05] (pour Analyseur statique de logiciels temps-re´el
embarque´s) est un analyseur statique, de´veloppe´ a` l’Ecole Normale Supe´rieure. Il prouve
l’absence d’erreur a` l’exe´cution pour des programmes embarque´s temps-re´el e´crits en C.
ASTREE peut de´tecter des erreurs spe´cifiques au langage C (division par ze´ro, de´passe-
ment de capacite´ pour un tableau), des erreurs lie´es a` la repre´sentation en machine des
donne´es (de´passement par exemple de la plus grande valeur repre´sentable) ou encore le
non-respect de proprie´te´s de´finies par l’utilisateur sous forme d’assertions. ASTREE ne
vise pas a` eˆtre un analyseur ge´ne´rique mais au contraire, il s’est spe´cialise´ pour traiter une
classe pre´cise de programmes pour lesquels une RTE est critique. De par cette spe´cialisa-
tion et graˆce a` un choix de domaines abstraits spe´cifiques a` l’analyse des logiciels vise´s (voir
par exemple [Fer04] pour les filtres intervenant dans les logiciels de controˆle-commande),
ASTREE atteint une tre`s grande pre´cision d’analyse, ce qui permet son application pour
des projets industriels de tre`s grande taille [CCF+09].
Fluctuat
L’outil Fluctuat [LIS11, BGP+09, GP11] est de´veloppe´ au laboratoire de mode´lisation
et analyse des syste`mes en inte´raction du CEA LIST. Il mesure l’erreur due a` l’utilisation
des nombres flottants au lieu des nombres re´els lors de l’exe´cution d’un programme e´crit
en C. L’erreur est meˆme de´compose´e en une “se´rie d’erreurs” qui indique la contribution
de chaque instruction du programme a` l’erreur finale. On peut ainsi visualiser directe-
ment quelle instruction cause la plus grande erreur ce qui permet un de´boguage pre´cis
du programme en cas d’erreur finale complexe. L’utilisation de domaines tre`s spe´cialise´s
pour l’analyse des erreurs de calcul et un grand choix de parame`tres concernant l’analyse
permettent d’obtenir des re´sultats pre´cis pour une grande gamme de programmes [GP06].
2.2.2 Abstraction a` partir de pre´dicats
L’abstraction a` partir de pre´dicats [GS97, BMMR01] calcule une abstraction par
preuve. C’est une autre approche que l’interpre´tation abstraite. L’interpre´tation abstraite
consiste a` abstraire les domaines des variables par des domaines finis et beaucoup plus
petits. Par exemple le domaine des entiers pourrait eˆtre abstrait par un domaine de trois
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valeurs, les entiers ne´gatifs, ze´ro et les entiers positifs. L’abstraction a` partir de pre´di-
cats consiste a` abstraire l’ensemble d’e´tats du syste`me par un ensemble fini Pred de n
pre´dicats, portant sur l’ensemble V ar des variables du programme et non pas sur chaque
variable prise se´pare´ment. L’ensemble d’e´tats abstraits est fini et borne´ par 2n. En ge´ne´-
ral, on n’abstrait pas le compteur de programme pc. Un e´tat abstrait d’un programme
est alors de´fini par un n + 1-uplet compose´ d’un emplacement de programme pc et des
n pre´dicats de Pred ou leur ne´gation. La correspondance entre un e´tat concret c et un
e´tat abstrait a est e´tablie par l’e´valuation de tous les pre´dicats dans Pred sur les valeurs
concre`tes des variables du programme dans l’e´tat c au meˆme emplacement du programme.
Le calcul de la relation de transition abstraite est effectue´ par preuve de satisfaisabilite´
de formules e´tablies par calcul de plus faible pre´condition. Ces preuves sont effectue´es en
faisant appel aux prouveurs automatiques tels que les solveurs SMT comme Z3 [dMB08]
et les prouveurs par de´duction tels que Simplify [DNS05].
Prenons l’exemple suivant d’un programme ayant deux variables V ar = {i, x} et calcu-
lons son abstraction a` partir de l’ensemble de 2 pre´dicats Pred = {P1 : i < 0, P2 : x > 0}.
A` un point donne´, ce programme applique l’ope´ration op suivante : x + = i.
Conside´rons un e´tat abstrait a = (2, (faux, vrai)) ou` pc = 2 est l’emplacement de
programme de l’ope´ration op, qui incre´mente x par i. Afin de trouver tous les e´tats abs-
traits successeurs de a, on doit savoir quelles sont les e´tats possibles de P1 et P2 parmi
les quatre possibilite´s ((vrai, vrai), (vrai, faux), (faux, vrai), (faux, faux)) apre`s l’e´va-
luation de l’ope´ration x + = i pour tous les e´tats concrets repre´sente´s par a. Les e´tats
concrets repre´sente´s par a sont les e´tats concrets qui ont l’emplacement du programme
pc = 2 et tels que les valeurs des variables satisfont les pre´dicats ¬P1 (i ≥ 0) et P2 (x > 0).
Comme x est la seule variable modifie´e par l’ope´ration op, seuls les pre´dicats qui font
re´fe´rence a` x peuvent changer de valeur a` la fin de l’ope´ration op. Par conse´quent, P1 reste
faux dans tous les successeurs de a.
Le pre´dicat P2 fait re´fe´rence a` x et les valeurs qu’il peut prendre dans les e´tats suc-
cesseurs sont donc inconnues. Pour e´carter les valeurs qui ne peuvent pas survenir, on
construit une formule logique pour chaque valeur possible et on ve´rifie cette formule a`
l’aide d’un prouveur. Dans l’exemple, les deux formules correspondant a` la valeur vrai et
la valeur faux du pre´dicat P2 apre`s l’application de op a` l’e´tat abstrait a sont :
ϕ1 : (i0 ≥ 0) ∧ (x0 > 0) ∧ (x1 = x0 + i0) ∧ (x1 > 0)
et
ϕ2 : (i0 ≥ 0) ∧ (x0 > 0) ∧ (x1 = x0 + i0) ∧ (x1 ≤ 0).
Dans ces formules, (i0 ≥ 0)∧(x0 > 0) sont les valeurs de ¬P1 et P2 dans l’e´tat a, c’est-a`-dire
avant l’e´valuation de op. (x1 = x0 + i0) est le pre´dicat avant-apre`s de´finissant l’ope´ration
op qui modifie la valeur initiale de x (x0), et met le re´sultat dans une nouvelle variable
x1. (x1 > 0) et (x1 ≤ 0) sont les valeurs potentielles du pre´dicat P2 dans les deux e´tats
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abstraits successeurs possibles. Dans notre exemple, seule la formule ϕ1 est satisfaisable
et donc il y a un seul e´tat successeur (3, (faux, vrai)), ou` pc = 3 est l’emplacement de
programme qui vient juste apre`s l’ope´ration op.
Un des outils les plus connus qui utilise l’abstraction a` partir de pre´dicats est SLAM
[SLA11, BR02]. Il est pre´sente´ dans la section 2.5.1.
2.2.3 Preuve de the´ore`mes
La preuve de the´ore`mes utilise des fondements mathe´matiques pour prouver que les
programmes sont conformes a` leurs spe´cifications. Historiquement, l’objectif principal de
ces recherches e´tait de garantir la correction des syste`mes critiques. Il s’agit d’appliquer
successivement des re`gles de de´duction sur une formule e´crite dans une logique donne´e et
permettant au final d’obtenir un verdict sur la ve´rite´ d’une formule.
Initialement ces preuves ont e´te´ e´tablies a` la main en utilisant l’expertise d’un ma-
the´maticien ou d’un logicien. Ce processus est partiellement automatise´ en utilisant un
prouveur de the´ore`mes.
Les approches par preuve de the´ore`mes ve´rifient des mode`les, en produisant des for-
mules par calcul de plus faible pre´condition, nomme´es obligations de preuve (ou“condi-
tion de ve´rification”), qui sont ensuite injecte´es dans les prouveurs de the´ore`mes. Puis les
prouveurs appliquent diffe´rentes techniques de re´solution selon les the´ories sous-jacentes
aux obligations de preuve.
Parmi les prouveurs on distingue les prouveurs interactifs, dont les plus cite´s sont
COQ [COQ11, BC04, Ber08], ISABELLE [ISA11, NPW02], et HOL [HOL11, GM93] pour
la logique d’ordre supe´rieur, et les prouveurs automatiques, comme Simplify [DNS05],
ALT-ERGO [ERG11, CCKL07] et Z3 [dMB08].
Plusieurs travaux ont utilise´ la puissance expressive de la logique pour e´tablir la preuve
de programmes [FM07, FM04, BCDL05]. Ils proce`dent de la manie`re suivante :
1. On annote le code source du programme en y inse´rant des hypothe`ses h et des
conclusions c de part et d’autre d’une action a pour former des formules de la
logique de Hoare [Hoa69].
2. On calcule la plus faible pre´condition [Dij75] wp(a, c) pour e´tablir les obligations de
preuve de la forme h ⇒ wp(a, c) devant eˆtre ve´rifie´es afin de prouver la correction
du programme.
3. On appelle un prouveur de the´ore`mes pour prouver ces obligations de preuves.
.
La preuve interactive permet de prouver une large classe de proprie´te´s sur les pro-
grammes mais requiert un utilisateur expert pour annoter les programmes et piloter la
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preuve. Parmi les outils de ve´rification utilisant l’interaction avec l’utilisateur, on consi-
de`re Boogie [BOO11, BCDL05] qui ve´rifie les programmes .NET annote´s en Spec♯ et
utilise le prouveur Z3 [dMB08], B4free qui prouve les mode`les B [ALN+91] en utilisant un
prouveur interactif appele´ Balbulette [AC03] et ESC/Java [CK04, Kin11] qui ve´rifie les
programmes Java annote´s en JML et utilise le prouveur Simplify [DNS05].
ESC/Java2
ESC/Java2 (Extended Static Checker) [CK04, Kin11] est la suite des travaux de ESC/
Java initialement mene´s par Compaq. Il s’agit d’une approche pragmatique et simple,
qui vise a` aider a` la de´tection d’erreurs a` l’exe´cution dans les programmes Java, tels que
les de´re´fe´rencements de pointeurs null, les divisions par ze´ro, ou le de´passement d’indices
dans les tableaux. ESC/Java2, repris par KindSoftware [Kin11], inte`gre le support des
annotations JML [LBR98, LBR99] et ve´rifie en plus la cohe´rence des annotations avec le
programme en utilisant le prouveur de the´ore`mes Simplify [DNS05]. ESC/Java2 s’appuie
sur des techniques de re´futation qui visent a` trouver un contre-exemple.
A` partir d’un programme annote´, ESC/Java2 ge´ne`re des conditions de ve´rification qui
repre´sentent des conditions garantissant l’absence des erreurs pre´ce´demment cite´es. ESC/
Java2 ge´ne`re une condition de ve´rification par type d’erreur. Ces conditions sont ensuite
de´charge´es dans le prouveur Simplify [DNS05]. Ce dernier de´cide alors si une condition
de ve´rification est valide ou invalide et produit un contre-exemple dans le second cas. Ce
dernier est ensuite analyse´ et rendu a` l’utilisateur pour produire un avertissement relatif
au type d’erreur conside´re´. Dans le cas contraire, c’est-a`-dire si la condition de ve´rification
est valide, le programme est de´clare´ exempt du type d’erreur conside´re´. ESC/Java2 n’est
ni correct (sound) ni complet, mais il trouve beaucoup d’erreurs en pratique [CK04].
2.2.4 Frama-C
Frama-C est une plate-forme pour l’analyse statique des programmes C qui four-
nit un ensemble d’outils dont l’analyse de valeurs qui effectue une analyse statique des
valeurs de variables d’un programme par interpre´tation abstraite et Jessie et WP qui im-
ple´mentent des techniques de preuve. Comme Frama-C est utilise´ pour les principales
contributions de cette the`se, nous de´taillons sa description pour le chapitre suivant, dans
la section 3.4.
2.3 Analyse dynamique
La ge´ne´ration de tests est la technique la plus utilise´e dans l’industrie pour la validation
de programmes. Elle est de´finie dans [Ins90] de la manie`re suivante :
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Le test est l’exe´cution ou l’e´valuation d’un syste`me ou d’un composant, par
des moyens automatiques ou manuels, pour ve´rifier qu’il re´pond aux spe´cifi-
cations ou identifier les diffe´rences entre les re´sultats attendus et les re´sultats
obtenus.
Le test consiste a` stimuler un syste`me en fournissant des entre´es, en exe´cutant le pro-
gramme sur ces entre´es et en comparant le re´sultat obtenu au re´sultat attendu. Ce dernier
est obtenu par un oracle qui permettra d’e´tablir un verdict pour chaque test. L’oracle est
par exemple fourni par un mode`le du syste`me a` tester ou par le testeur lui-meˆme.
Les tests peuvent s’appliquer durant la phase de de´veloppement du syste`me. Ils sont
ge´ne´ralement effectue´s au plus toˆt dans le de´veloppement du logiciel de manie`re a` mini-
miser l’impact d’e´ventuelles erreurs sur son couˆt de production. Ils perdurent tout au long
de la vie d’un logiciel, meˆme lorsque de nouvelles fonctionnalite´s sont ajoute´es.
Dans le cycle de de´veloppement d’un logiciel, on trouve plusieurs e´tapes successives
de test :
1. Tout d’abord on effectue des tests se´pare´ment sur les petites entite´s ou composants
d’un syste`me pour s’assurer que cette partie est correcte. Les tests de chaque entite´
sont inde´pendants les uns des autres. C’est l’e´tape de test unitaire.
2. Puis, les agre´gats d’entite´s font l’objet de nouveaux tests qui visent a` mettre en
e´vidence l’existence d’e´ventuels de´fauts dans la communication des entite´s au sein
des agre´gats. C’est la phase de test d’inte´gration [Mye79, Bei90].
3. Lorsque toutes les entite´s du logiciel sont inte´gre´es, on cherche a` tester les fonction-
nalite´s du logiciel complet pour s’assurer qu’elles correspondent bien au besoin de
l’utilisateur final. C’est la phase de test de validation.
4. Enfin, si l’on ajoute de nouvelles fonctionnalite´s, il faudra s’assurer de leur bon
fonctionnement mais e´galement que cet ajout ne de´te´riore pas les anciennes fonc-
tionnalite´s. C’est la phase de test de non re´gression.
Ces grandes phases de test sont pre´sente´es dans de nombreux mode`les repre´sentant le
cycle de vie de de´veloppement. Le plus connu de ces mode`les est certainement le cycle de
vie en “V” pre´sente´ dans la figure 2.1 ou` la branche descendante du cycle correspond aux
phases de de´veloppement et la branche montante correspond aux tests effectue´s a` chaque
phase.
On distingue diffe´rentes techniques de ge´ne´ration de tests, pre´sentant diffe´rents niveaux
d’automatisation (manuelle, semi-automatique ou automatique), et diffe´rents niveaux de
connaissance du programme teste´ (comple`te, partielle ou inconnue). Dans ce me´moire,
nous nous inte´ressons uniquement aux techniques automatise´es visant a` de´river des tests
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Spe´cification Test de validation
Conception ge´ne´rale Test d’inte´gration
Conception de´taille´e Test unitaire
Codage
Figure 2.1 – Cycle de vie en V
a` partir d’un programme.
En ge´ne´ral, les techniques de test ne sont pas exhaustives et l’absence d’e´checs lors du
passage des tests n’est pas une garantie de bon fonctionnement du syste`me. Ne´anmoins,
selon les crite`res utilise´s pour la ge´ne´ration des tests, et selon la couverture fournie par
les tests, un syste`me ainsi valide´ peut acque´rir un certain niveau de confiance aupre`s de
ses utilisateurs.
Les me´thodes de test peuvent eˆtre classe´es en trois cate´gories : le test ale´atoire, le test
fonctionnel et le test structurel.
1. Le test ale´atoire consiste a` donner, au hasard, des valeurs aux entre´es du programme.
On parle de jeu de test. En exe´cutant de nombreux tirages, on peut ainsi atteindre
une confiance relativement e´leve´e dans la fonction. Cependant, si certaines zones
sensibles ne sont atteintes qu’avec une probabilite´ faible par rapport aux valeurs
d’entre´e, ce genre de test aura du mal a` les couvrir.
2. Le test fonctionnel ge´ne`re les jeux de test en fonction des spe´cifications de la fonc-
tion teste´e. Des valeurs seront choisies pour chaque re´gion du domaine d’entre´e ou`
le programme doit avoir un comportement particulier.
3. Le test structurel permet de de´terminer des valeurs d’entre´e par une analyse du
code source de la fonction. On vise une couverture structurelle du graphe de flot de
controˆle selon un crite`re de couverture choisi. Par exemple, on s’assure que toutes les
branches possibles ont e´te´ couvertes (ou au moins un pourcentage e´leve´ d’entre elles).
Cette partie de´taille les techniques de ge´ne´ration de tests existantes qui sont en rap-
port avec les techniques cite´es et employe´es dans les travaux mene´s dans le cadre de
cette the`se. Nous commenc¸ons par l’approche “structurelle”. Pour celle-ci, nous pre´sen-
tons l’approche concolique. Si cette dernie`re technique est l’objet des travaux pre´sente´s
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dans ce me´moire, les autres ne sont pas pour autant sans inte´reˆt car elles pourraient e´ga-
lement s’appliquer dans le cadre d’une combinaison analyse statique / analyse dynamique.
2.3.1 Test structurel
Le but d’un jeu de tests est de fournir des donne´es d’entre´e, pour une fonction tes-
te´e, qui permettent de ve´rifier chaque comportement re´el de cette fonction. Pour le test
structurel, la notion de comportement est lie´e au code source de la fonction sous test. On
distingue la` encore deux types de test : le test oriente´ flot de controˆle et le test oriente´
flot de donne´es. Le test oriente´ flot de donne´es cherche a` couvrir toutes les relations entre
la de´finition d’une variable et son utilisation. Au contraire, le test oriente´ flot de controˆle
s’inte´resse plus a` la structure du programme. On distingue trois crite`res de couverture.
1. Le crite`re “toutes les instructions” cherche a` couvrir toutes les instructions du
programme par au moins un cas de test.
2. Le crite`re “toutes les branches” cherche a` couvrir les deux branches (vraie et
fausse) de chaque instruction conditionnelle dans le programme.
3. Le crite`re “tous les chemins” cherche a` exe´cuter tous les chemins du graphe de
flot de controˆle du programme.
En pratique, le crite`re “tous les chemins” reste le meilleur crite`re pour trouver des bugs.
Ne´anmoins le calcul des donne´es ne´cessaires pour exe´cuter un chemin donne´ peut eˆtre couˆ-
teux. De plus le nombre des chemins croˆıt exponentiellement avec le nombre d’instructions
conditionnelles pre´sentes dans le programme. Avec les boucles, ce nombre peut augmenter
a` l’infini, ce qui rend ce crite`re difficilement applicable aux programmes de grande taille.
Le crite`re “tous les k-chemins” est une variante du crite`re “tous les chemins”. Il limite
la recherche de tous les chemins du graphe de flot de controˆle du programme aux chemins
qui ont au plus k ite´rations conse´cutives des boucles.
L’exe´cution symbolique dynamique, ou exe´cution concolique, associe l’exe´cution concre`-
te du programme et l’exe´cution symbolique afin d’explorer les chemins du programme.
L’exe´cution concre`te dans ce cadre sert a` guider l’exploration des chemins du graphe de
flot de controˆle, et parfois a` aider l’exe´cution symbolique en approximant la valeur d’ex-
pressions complexes telles que les expressions non line´aires.
La me´thode concolique et son imple´mentation dans l’outil PathCrawler seront
de´taille´es dans la partie 3.3.4. Cette technique propose´e initialement par [WMMR05]
et [GKS05] est depuis exploite´e par diffe´rentes me´thodes de ge´ne´ration de donne´es de
test. Parmi les applications, on peut citer le test des programmes en C [BDHTH+09,
GKS05, God07, SMA05], en bytecode Java [SA06], les programmes .Net [TdH08, TS06]
et les binaires [GLM08, BH08]. Certaines me´thodes sont spe´cialise´es dans la recherche
de bogues. Nous de´crivons les me´thodes suivantes : DART et son successeur SMART,
CUTE, JCUTE, PEX, EXE et son successeur KLEE et SAGE. Ces outils essaient de
mettre en e´vidence des erreurs a` l’exe´cution ou des failles de se´curite´. Nous les pre´sentons
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brie`vement ci-dessous.
DART / SMART
DART (Directed Automatic Random Testing) propose une me´thode base´e sur l’exe´-
cution symbolique dynamique pour couvrir tous les chemins exe´cutables d’un programme
C [GKS05]. La me´thode peut aussi s’utiliser pour la couverture de toutes les branches.
DART se sert de l’exe´cution symbolique dynamique pour parcourir le graphe de flot de
controˆle en profondeur d’abord. Il approxime la valeur d’expressions complexes qu’il ne
peut pas re´soudre symboliquement. Ainsi, en cas de multiplication entre deux variables
dans une condition de chemin, DART ne peut pas traiter la multiplication symboliquement
car il exploite la programmation line´aire entie`re pour re´soudre les conditions de chemins.
Pour pallier a` cette limitation, l’outil utilise le re´sultat de la multiplication obtenu lors de
la dernie`re exe´cution concre`te a` la place de la multiplication symbolique.
DART se sert e´galement d’approximations pour les expressions complexes portant sur
les pointeurs qui ne sont pas supporte´es par son mode`le me´moire. Par exemple si un
pointeur dont la valeur de´pend des parame`tres d’entre´e est de´re´fe´rence´, alors il est rem-
place´ dans l’expression symbolique par sa valeur concre`te lors de la dernie`re exe´cution.
Comme CUTE, le nombre de comportements du programme pris en conside´ration par
DART peut se trouver re´duit par ces approximations. Par conse´quent certains chemins
exe´cutables peuvent ne pas eˆtre couverts par des donne´es de test a` cause de l’approxima-
tion.
SMART (Systematic Modular Automated Random Testing), le successeur de DART,
e´tend l’approche utilise´e dans DART avec un traitement compositionnel des appels de
fonction [God07]. Pour chaque chemin de chaque fonction appele´e, un re´sume´ est calcule´
sous la forme d’un couple precondition-postcondition, pour eˆtre utilise´ ensuite a` la place
du code de la fonction lorsqu’elle est appele´e. Les re´sume´s sont calcule´s a` la demande, ce
qui e´vite de calculer des re´sume´s qui ne sont jamais utilise´s dans le contexte des appels a`
la fonction par le programme sous test. Lors de l’exe´cution symbolique dynamique, quand
une fonction est appele´e, il faut regarder si un re´sume´ pour cette fonction est disponible
pour le contexte d’appel (c’est-a`-dire pour les valeurs concre`tes courantes) : si oui, le re´-
sume´ est utilise´ a` la place de la fonction, sinon, un nouveau re´sume´ est cre´e´ par exe´cution
symbolique dynamique.
CUTE / JCUTE
La me´thode CUTE [SMA05, SA06] propose de couvrir tous les chemins faisables d’une
fonction C. JCUTE est l’imple´mentation de la me´thode pour tester le bytecode Java. On
peut limiter l’exploration en bornant la longueur maximale l des chemins. Les auteurs in-
troduisent le terme exe´cution concolique pour de´signer la coope´ration entre exe´cution
concre`te et exe´cution symbolique. Une premie`re exe´cution concre`te permet de construire
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un mode`le symbolique de la fonction. Ensuite diffe´rentes exe´cutions symboliques de ce
mode`le permettent d’atteindre la couverture de´sire´e.
CUTE utilise un solveur de contraintes pour les contraintes line´aires et explore en
profondeur d’abord le graphe de flot de controˆle symbolique de la fonction sous test. Il
fait des approximations sur les valeurs des variables de type pointeur, par des valeurs
abstraites. Ces approximations peuvent mener, d’une part, a` la ge´ne´ration de donne´es de
test visant a` exe´cuter certains chemins non faisables, et, d’autre part, a` la non exe´cution
de certains chemins faisables.
PEX
PEX [TS06, TdH08] est un outil de´veloppe´ par Microsoft pour ge´ne´rer des donne´es de
test couvrant les branches. Il se base sur l’exe´cution symbolique dynamique. Il supporte de
tre`s nombreuses fonctionnalite´s des programmes en bytecode .NET et il est inte´gre´ a` Vi-
sual Studio pour le langage C♯. Pour la re´solution des contraintes, PEX utilise le solveur
Z3 [dMB08]. Il ge´ne`re les scripts de test permettant d’exe´cuter des se´quences d’appels
pour cre´er les objets et les placer dans l’e´tat de´sire´. Si l’outil ne parvient pas a` ge´ne´rer des
entre´es pour un pre´fixe exe´cutable, tous les chemins de´butant par ce pre´fixe sont exclus
de l’exploration.
De multiples parame`tres permettent de borner l’exploration tels que :
1. le nombre d’exe´cutions,
2. la longueur des chemins,
3. le nombre de branches pour un chemin,
4. le temps attribue´ a` la ge´ne´ration,
5. le temps attribue´ au solveur pour un chemin,
6. le nombre de conditions portant sur les entre´es pour un chemin,
7. la taille de la pile,
8. la taille de la me´moire.
Comme dans les me´thodes utilise´es dans DART, SMART, CUTE et JCUTE, l’aspect
dynamique de l’approche est exploite´ pour approximer certaines expressions symboliques
complexes par des valeurs concre`tes, par exemple pour les acce`s aux tableaux via des
indices variables. Par conse´quent le nombre de comportements du programme pris en
compte peut s’en trouver re´duit.
EXE / KLEE
EXE [CGP+08] et son successeur KLEE [CDE08] proposent une me´thode de ge´ne´-
ration de donne´es de test pour couvrir les chemins et de´tecter un maximum d’erreurs a`
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l’exe´cution pour les programmes C. Ils exploitent aussi une comple´mentarite´ entre exe´-
cution symbolique et exe´cution concre`te du programme. Les chemins sont explore´s ex-
haustivement en tentant de collecter par exe´cution symbolique les conditions de chemin
correspondantes selon une heuristique qui choisit en priorite´ des chemins couvrant des ins-
tructions non encore atteintes. Pour chaque chemin sur lequel se trouve une instruction
pouvant cre´er une erreur a` l’exe´cution (overflow, division par ze´ro, etc), EXE et KLEE
re´solvent un syste`me de contraintes pour cre´er une entre´e provoquant cette erreur.
L’approche suivie par les deux outils cre´e un processus pour chaque chemin partiel
du programme, qu’il soit faisable ou non. En effet, quand une expression conditionnelle
est symboliquement exe´cute´e, un nouveau processus est cre´e´ (par duplication a` l’aide de
fork) afin qu’il y ait un processus pour le cas ou` l’expression est vraie et un autre pour
le cas ou` elle est fausse. La priorite´ donne´e a` chacun des processus de´termine dans quel
ordre les chemins sont parcourus.
La re´solution des contraintes de chemins s’effectue dans cet outil a` l’aide d’un solveur
de contraintes de´die´, nomme´ STP [GD07], qui est une proce´dure de de´cision sur les vec-
teurs de bits et les tableaux. En effet, la me´moire est vue comme un tableau de bits. STP
implante toutes les ope´rations arithme´tiques sur les entiers et les boole´ens, y compris les
ope´rations non line´aires.
La me´thode ne traite les pointeurs que partiellement puisqu’elle ne ge`re pas le double
de´re´fe´rencement symboliquement. En pre´sence d’un double de´re´fe´rencement **p, la pre-
mie`re de´re´fe´rence *p prend une valeur concre`te parmi ses valeurs possibles.
L’utilisation d’une duplication de processus est inte´ressante dans le cas ou` une paral-
le´lisation est possible (grille de calcul par exemple). Contrairement aux autres me´thodes
utilisant l’exe´cution symbolique dynamique, cette approche ne cherche pas a` de´tecter de`s
que possible les pre´fixes de chemin non exe´cutables. En effet, la re´solution des contraintes
n’est lance´e que lorsqu’un chemin complet est parcouru. Cela peut ralentir conside´ra-
blement le parcours des chemins en pre´sence de chemins partageant le meˆme pre´fixe de
chemin non exe´cutable.
SAGE
SAGE [GLM08] (Scalable, Automated, Guided Execution) est un outil de´veloppe´ par
Microsoft. Il propose aussi une me´thode base´e sur l’exe´cution symbolique dynamique pour
couvrir tous les chemins exe´cutables d’un programme, mais de´die´e a` trouver rapidement
des bogues dans des programmes de tre`s grande taille.
SAGE ge´ne`re des tests sur les binaires X86. Il utilise un crite`re d’exploration, dit
ge´ne´rationnel, qui est adapte´ a` l’exploration des programmes de grande taille ayant des
chemins tre`s profonds (des centaines de millions d’instructions). Il utilise une heuristique




SAGE a e´te´ applique´ a` certaines applications Windows et il a de´tecte´ de nouveaux
bogues. Parmi tous les outils pre´sente´s ici, SAGE est celui qui passe le mieux a` l’e´chelle
des applications de grande taille. Ce succe`s repose en grande partie sur son approche ge´-
ne´rationnelle mais aussi sur les ressources disponibles pour ge´ne´rer et exe´cuter les tests
(des centaines de machines qui tournent pendant des mois).
2.3.2 Test fonctionnel
Dans cette approche du test, on e´tudie le comportement fonctionnel du programme.
Le logiciel est vu comme une boˆıte noire. La seule information dont un testeur dispose
est la manie`re dont cette boˆıte re´agit aux stimuli externes. Le test fonctionnel est utilise´
pour ve´rifier la conformite´ des re´actions du logiciel avec les attentes des utilisateurs.
Il existe de nombreuses techniques qui se diffe´rencient essentiellement par la manie`re
de choisir les donne´es de test. On distingue :
1. Le test de partition : les valeurs d’entre´es du logiciel sont partitionne´es en classes
d’e´quivalence, sur lequelles le logiciel doit avoir le meˆme comportement (domain
splitting). Une seule valeur ale´atoire est choisie dans chaque classe de la partition.
2. Le test aux limites : on se base sur les bornes des domaines de de´finition des
variables pour proposer des donne´es de test. Il s’agit d’une me´thode tre`s efficace
pour trouver les bogues.
GATeL
GATeL [MA00] est un outil de ge´ne´ration de tests fonctionnels de´veloppe´ au labora-
toire de suˆrete´ des logiciels au CEA LIST. Il ge´ne`re automatiquement des se´quences de
tests a` partir de spe´cifications de´crites dans le langage LUSTRE [HCRP91]. Le langage
LUSTRE est un langage de´claratif a` flots de donne´es synchrones muni d’ope´rateurs tem-
porels permettant de se re´fe´rer a` des valeurs passe´es des donne´es. GATel se base sur une
repre´sentation symbolique des e´tats du syste`me par un syste`me de contraintes et construit
les cas de test par chaˆınage arrie`re a` partir de l’e´tat cible. L’e´tat cible est de´crit a` l’aide
de contraintes qui peuvent contenir aussi bien des invariants que d’autres contraintes ex-
prime´es en LUSTRE. Ces dernie`res de´crivent un objectif de test. Lors de la ge´ne´ration de
test, GATeL recherche une se´quence qui satisfasse a` la fois l’invariant et l’objectif de test.
Cet outil offre la possibilite´ de re´aliser des partitions de domaines.
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2.4 Simplification syntaxique
La transformation de programmes permet d’obtenir un nouveau code en ope´rant des
modifications sur le code d’un programme existant. On s’inte´resse particulie`rement a` la
simplification du code.
La simplification effectue une coupe d’un programme afin d’en conserver les parties
re´pondant a` un crite`re pre´e´tabli. Il s’agit d’une modification purement structurelle. La
technique la plus courante s’appelle le slicing [Wei81, Wei82].
Le slicing est une technique, originalement propose´e par Mark Weiser [Wei81], qui
permet de de´composer automatiquement un programme en analysant son flot de controˆle
et son flot de donne´es pour isoler des comportements satisfaisant un crite`re de slicing.
Le re´sultat d’une telle de´composition, pour un programme et un crite`re donne´s, est un
sous-programme, nomme´ slice, qui posse`de le comportement original relativement aux
e´le´ments choisis par le crite`re de slicing.
Toutes les instructions et les branches du programme original qui n’ont pas d’inte´reˆt
par rapport au crite`re conside´re´ n’apparaissent pas dans le sous-programme.
En pratique, cette technique permet d’isoler les parties du code influant sur la valeur
d’une variable ou d’un groupe de variables a` un point donne´ ; c’est le crite`re de slicing,
C = (P, V ), ou` P est un point du programme, par exemple une instruction, et V un
ensemble de variables d’inte´reˆt au point P .
Le calcul d’une slice consiste a` construire re´cursivement l’ensemble des nœuds et des
arcs du graphe de flot de controˆle ayant un impact sur la valeur des variables V de C au
point P en remontant le graphe de flot de controˆle de la fonction a` partir de ce point.
Cette me´thode de slicing est intra-proce´durale. Elle permet de cre´er la slice d’une en-
tite´ inde´pendamment des autres entite´s appele´es ou appelantes avec lesquelles elle pourrait
eˆtre en interaction. La me´thode propose´e par Weiser pour e´tendre le slicing d’une fonction
f a` un slicing inter-proce´dural de f consiste a` produire une slice comme l’union des slices
intra-proce´durales des fonctions appelantes et appele´es par f . L’inconve´nient de cette me´-
thode inter-proce´durale est qu’elle ne produit pas des slices pre´cises. En effet, l’union des
slices peine a` prendre en conside´ration le contexte d’appel des fonctions. [HRB90, SHR99]
ont propose´ une autre me´thode de slicing inter-proce´dural. Cette me´thode se base sur
l’utilisation d’un graphe particulier : le System Dependence Graph [HRB90]. Ce graphe
est une extension du Program Dependence Graph dont les travaux de Ottenstein et Ot-
tenstein [OO84] ont montre´ l’ade´quation avec la technique de slicing.
Le System Dependence Graph permet de repre´senter des programmes dans lesquels
on trouve des appels de fonctions tandis que le Program Dependence Graph ne permet
qu’une repre´sentation des programmes constitue´s d’une seule fonction. Le System Depen-
dence Graph est constitue´ d’un Program Dependence Graph pour la fonction principale
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du programme et de Procedure Dependence Graphs pour toutes les autres fonctions du
programme. Le lien entre ces diffe´rents graphes est re´alise´ graˆce a` des arcs spe´cifiques. On
distingue deux types d’arcs :
1. Les arcs qui repre´sentent une de´pendance directe entre le lieu de l’appel et la fonction
appele´e.
2. Les arcs qui repre´sentent une de´pendance transitive due aux appels de fonctions.
De plus de nouveaux nœuds sont introduits avant et apre`s chaque graphe de de´pen-
dance afin de repre´senter :
1. L’entre´e dans la fonction appele´e.
2. Le passage de parame`tres. Un nœud temporaire est utilise´ pour chaque parame`tre
de fac¸on a` mettre en relation les parame`tres effectifs de l’appel et les parame`tres
formels de la proce´dure appele´e.
3. La meˆme mise en relation est effectue´e pour le renvoi des re´sultats a` la fonction
appelante lorsque c’est ne´cessaire.
Ces nœuds sont relie´s entre eux par des arcs spe´cifiques.
L’outil de slicing fourni par Frama-C se base sur ces travaux.
2.5 Combinaisons de me´thodes dans diffe´rents outils
Re´cemment, plusieurs me´thodes et outils proposent des combinaisons d’analyses sta-
tiques et dynamiques pour la ve´rification des programmes. [Ern03] pre´sente diverses ma-
nie`res de combiner les deux techniques pour les mettre en synergie. Nous pre´sentons
maintenant diffe´rents outils combinant les deux types de me´thodes.
2.5.1 SLAM
SLAM [SLA11, BR02] (Software (Specifications), Languages, Analysis, and Model che-
cking) est un outil de´veloppe´ par Microsoft, initialement conc¸u pour la validation des
proprie´te´s des drivers Windows XP. Il fut par la suite utilise´ pour la ve´rification des
proprie´te´s de suˆrete´ de programmes C. La ve´rification se base sur l’abstraction par pre´di-
cats [GS97] : afin de montrer qu’une proprie´te´ (de suˆrete´) est satisfaite par un syste`me,
il suffit de montrer qu’elle est satisfaite par une abstraction du syste`me. A` partir d’un
ensemble de pre´dicats et invariants du syste`me fournis par l’utilisateur, SLAM construit
une abstraction. Ensuite, si l’outil ne peut pas e´tablir que la proprie´te´ est satisfaite, en
exploitant les contre-exemples ge´ne´re´s par l’e´tape de model-checking, l’abstraction est
raffine´e. Ainsi l’analyse se poursuit par une boucle re´pe´tant les ope´rations :
1. abstraire,
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Figure 2.2 – Raffinement d’abstraction guide´ par les contre-exemples
2. ve´rifier,
3. raffiner,
jusqu’a` conclure sur la proprie´te´. Le processus peut ne pas terminer.
2.5.2 Raffinement d’abstraction guide´ par les contre-exemples
Le raffinement d’abstraction guide´ par les contre-exemples [CGJ+00] (Counter-Example
Guided Abstraction Refinement ou CEGAR) effectue un raffinement de l’abstraction a` par-
tir de pre´dicats. Il combine abstraction, model-checking et preuve. Comme nous l’avons
de´ja` mentionne´, lorsque l’abstraction ne contient pas d’erreurs de suˆrete´, le programme
ne contient pas d’erreurs non plus. Cependant, quand il y a une trace d’erreur dans l’abs-
traction, il n’est pas suˆr que ce soit une ve´ritable erreur e´tant donne´ la sur-approximation
calcule´e par l’abstraction a` partir de pre´dicats. Pour e´liminer les fausses alarmes, il faut
raffiner l’abstraction.
CEGAR pre´sente une technique pour le raffinement syste´matique de l’abstraction.
E´tant donne´ un ensemble initial de pre´dicats, une abstraction du programme est construite
en utilisant des techniques de preuves selon les me´thodes pre´ce´demment pre´sente´es (sec-
tion 2.2.2). Ensuite, l’abstraction est raffine´e ite´rativement en se basant sur les traces
d’erreur abstraites. Le processus est illustre´ par la figure 2.2. Dans chaque ite´ration :
1. Une abstraction plus fine est cre´e´e.
2. Ensuite, les techniques de model-checking sont utilise´es pour calculer tous les che-
mins abstraits d’exe´cution. Si l’abstraction ne contient pas de chemins abstraits
d’erreur, alors le programme ne contient pas d’erreurs. Dans le cas contraire, le ve´ri-
ficateur de mode`les fournit une trace abstraite d’erreur. Ce chemin correspond soit
a` un vrai bogue, soit a` une fausse alarme.
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3. On analyse la trace pour savoir si elle est faisable dans le programme initial. Si la
trace est faisable, alors elle repre´sente une trace d’erreur re´elle dans le programme
initial. On signale un bogue.
4. Si la trace n’est pas faisable, on raffine l’abstraction. L’e´tape de raffinement ajoute
de nouveaux pre´dicats pour e´liminer cette trace infaisable de l’abstraction raffine´e.
Les nouveaux pre´dicats ajoute´s sont de´duits a` partir d’une analyse de l’infaisabilite´
de la trace d’erreur.
5. On re´pe`te les actions de 1 a` 5.
L’algorithme peut ne pas terminer.
Plusieurs outils de ve´rification des programmes C se basent sur ces me´thodes, parmi les-
quels BLAST [BLA11, BHJM05, BHJM07], YOGI [GHK+06, NRTT09] et MAGIC [CCG03].
2.5.3 BLAST
Dans BLAST [BLA11] (Berkeley Lazy Abstraction Software Verification Tool), la ve´-
rification est effectue´e par des abstractions et des raffinements guide´s par des contre-
exemples. BLAST est utilise´ pour la ve´rification de proprie´te´s comportementales de pro-
grammes C. A` chaque e´tape de la boucle, il re´utilise le re´sultat de l’e´tape pre´ce´dente de la
boucle. Le raffinement de l’abstraction n’est pas effectue´ sur l’ensemble de l’espace d’e´tat,
mais seulement sur la partie ou` c’est ne´cessaire. Ainsi cette me´thode de raffinement local
est moins couˆteuse car elle limite le nombre d’e´tats.
Dans [BHJM07], les auteurs utilisent l’outil CCured [NCH+05] pour ge´ne´rer des asser-
tions avant chaque acce`s par des pointeurs ou dans des tableaux pour s’assurer que la case
me´moire acce´de´e est valide. Ces assertions sont ensuite analyse´es par BLAST avec comme
objectif de de´tecter une erreur violant ces assertions ou de prouver qu’aucune exe´cution
ne permet d’atteindre un e´tat d’erreur.
Ces travaux sont tre`s proches des noˆtres. Dans la combinaison CCured-Blast, BLAST
doit ve´rifier tous les acce`s me´moires tandis que sante analyse uniquement les alarmes
signale´es par l’analyse de valeurs. Contrairement a` sante, BLAST n’effectue pas de sim-
plifications syntaxiques par le slicing.
2.5.4 YOGI
Comme BLAST, YOGI [GHK+06, NRTT09] imple´mente l’algorithme DASH [BNR+10],
initialement appele´ Synergy [GHK+06], combinant le test et la ve´rification dans le but de
de´terminer avec certitude si un programme satisfait une proprie´te´ ou non. La proprie´te´
a` ve´rifier est de type suˆrete´/atteignabilite´, et correspond a` un ensemble d’e´tats d’erreur
que le programme ne devrait pas atteindre.
33
Chapitre 2. E´tat de l’art
L’objectif est soit d’obtenir un contre-exemple atteignant un e´tat d’erreur, soit de
prouver qu’aucune exe´cution du programme ne permet d’atteindre un tel e´tat. L’algo-
rithme peut ne pas se terminer, mais la terminaison garantit un re´sultat suˆr.
L’e´ventuelle preuve de suˆrete´ du programme est obtenue sous la forme d’une abstrac-
tion finie du programme ne contenant aucun chemin abstrait permettant d’aboutir a` un
e´tat d’erreur.
Ces travaux sont tre`s proches des noˆtres. YOGI traque les e´tats d’erreur comme sante.
Dans sante, nous utilisons l’analyse de valeur alors que YOGI utilise l’abstraction a` partir
de pre´dicats. Dans YOGI, les e´tats d’erreurs sont spe´cifie´s comme une proprie´te´ d’entre´e
alors que dans sante ils sont automatiquement calcule´s par l’analyse de valeurs. YOGI
n’effectue pas de simplifications par slicing. Leur approche est plus adapte´e pour ve´rifier
une proprie´te´ a` la fois, tandis que sante peut eˆtre utilise´ sur plusieurs alarmes simulta-
ne´ment.
2.5.5 Daikon
La ge´ne´ration de formules valides a` des emplacements spe´cifiques du programme (in-
variants) peut eˆtre utilise´e pour ame´liorer les re´sultats des techniques de ve´rification. Par
conse´quent, les techniques qui ge´ne`rent ces invariants peuvent eˆtre utilise´es comme une
premie`re e´tape, en combinaison avec d’autres techniques qui utilisent ces invariants. Par
exemple, les invariants peuvent eˆtre utilise´s comme pre´condition, postcondition ou inva-
riant de boucle pour la ve´rification de´ductive. Daikon [EPG+07] est l’un des outils les plus
connus, utilisant la ge´ne´ration des invariants.
Daikon [EPG+07] est un syste`me de de´tection des candidats d’invariants dans un pro-
gramme a` partir de la ge´ne´ration de tests. Un invariant est une proprie´te´ qui est toujours
vraie a` un point de programme comme par exemple : x > 0, y = 10, et p = null. Daikon
exe´cute le programme pour recueillir des informations pertinentes sur le programme.
Daikon est compose´ de deux parties. La premie`re, le frontend, est spe´cifique au lan-
gage utilise´. Elle extrait les informations d’e´tat du programme en cours. L’e´tat se compose
des variables et de leurs valeurs. Pour extraire ces informations, Daikon ajoute des ins-
tructions de collecte d’informations dans le programme pour observer les informations
pertinentes lors de l’exe´cution dans un fichier de trace. Daikon fournit des interfaces pour
les langages C, Java et Perl. Cette partie s’appelle Kvasir [Guo06] dans le cas de C et
C++. La deuxie`me partie correspond au moteur d’infe´rence inde´pendant du langage.
Le moteur d’infe´rence d’invariant utilise des techniques d’apprentissage [ECGN01]
pour de´tecter les invariants. Les formules de´tecte´es sont des candidats d’invariants, parce
qu’elles sont de´duites de l’ensemble des e´tats observe´s, qui est un sous-ensemble de l’en-
semble de tous les e´tats possibles. Par conse´quent, ce qui a e´te´ observe´ comme invariant
peut eˆtre une variante dans certaines exe´cutions. En d’autres termes, l’invariant n’est vrai
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que pour les exe´cutions observe´es et il ne l’est peut-eˆtre pas pour celles qui ne sont pas
observe´es. Ainsi, la qualite´ des re´sultats de´pend des tests ge´ne´re´s. La sortie du moteur
d’infe´rence est l’ensemble des invariants de´tecte´s.
2.5.6 Check ’n’ crash
L’outil Check ’n’ Crash [CS05] utilise la ge´ne´ration de tests pour filtrer les fausses
alarmes parmi les alarmes signale´es par l’analyse statique. Check ’n’ crash utilise ESC/-
Java pour analyser statiquement le programme et de´tecter les bogues potentiels. Ensuite
le ge´ne´rateur de test JCrasher [CS04] est utilise´ pour confirmer ces alarmes.
L’outil n’a pas atteint le niveau de´sire´ de rentabilite´. En particulier, les utilisateurs
se plaignent du travail d’annotation qui est conside´re´ comme une lourde taˆche, et d’un
taux e´leve´ de de´tection de fausses alarmes, surtout sur les programmes non annote´s ou
partiellement annote´s. sante utilise une analyse de valeurs interproce´durale qui ne´cessite
seulement une pre´condition, et la ge´ne´ration de tests de tous les chemins peut directement
re´ve´ler que certaines alarmes sont inatteignables.
2.5.7 DSD Crasher
DSD Crasher [CS06] (Dynamic inference, Static analysis, and Dynamic verification)
introduit une nouvelle phase d’analyse dynamique avant la combinaison (analyse statique
puis analyse dynamique) utilise´e dans Check ’n’ Crash [CS05]. Il utilise Daikon pour four-
nir des hypothe`ses supple´mentaires pour Check ’n’ Crash. Ces hypothe`ses aident l’outil
pour ge´ne´rer des tests et pour ve´rifier les alarmes signale´es par ESC/Java.
DSD-Crasher exe´cute les actions suivantes :
1. Il exe´cute d’abord une suite de tests de non re´gression sur une application et ge´ne`re
ensuite des invariants en utilisant une version modifie´e de Daikon. Les re´sultats de
Daikon sont des annotations JML. Ces invariants sont alors utilise´s pour guider le
processus de raisonnement de Check ’n’ Crash.
2. Check ’n’ Crash utilise l’outil ESC/Java pour analyser statiquement le programme
avec les invariants trouve´s dans l’e´tape pre´ce´dente. ESC/Java signale des erreurs
potentielles.
3. Check ’n’ Crash utilise le ge´ne´rateur de test JCrasher pour produire et exe´cuter des
cas de tests.
Cette me´thode ge´ne`re des invariants incorrects qui peuvent conduire a` classer suˆres
(safe) quelques erreurs re´elles. Les auteurs disent : ”We are willing to trade some potential
bugs for a lower false positive rate”. En comparaison, sante est correct et ne classe jamais
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une erreur re´elle (bug) comme safe.
2.6 Synthe`se
Nous avons pre´sente´ dans ce chapitre diverses techniques de ve´rification d’analyse sta-
tique et d’analyse dynamique pour la validation de programmes. Nous avons e´galement
introduit les techniques de transformation de programmes, en particulier le slicing. Puis
nous avons pre´sente´ un ensemble d’outils combinant ces techniques.
L’originalite´ de nos travaux pre´sente´s dans ce me´moire de´coulent d’une part de la
combinaison de l’analyse statique et de l’analyse dynamique et d’autre part de l’ajout
d’une e´tape de slicing de´cline´e de diffe´rentes manie`res. Cette e´tape permet de repousser
les limites lie´es au manque de ressources des approches pre´sente´es. De plus, les erreurs
sont signale´es avec des informations plus pre´cises et sont illustre´es sur des programmes
plus simples, ce qui n’est pas le cas avec les approches pre´sente´es. A` notre connaissance,
la combinaison de l’analyse de valeurs, du slicing et de la ge´ne´ration de tests pour la
validation de programmes C n’a pas e´te´ pre´alablement e´tudie´es.
Toutes ces e´tapes sont de´finies dans les chapitres relatifs aux contributions, en partie
II. Mais avant d’y arriver, nous pre´sentons dans le chapitre suivant les contextes initiaux
de cette the`se, a` savoir les deux outils PathCrawler et Frama-C ainsi que les services
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3.1 Introduction
Ce chapitre introduit et de´taille le fonctionnement de l’outil PathCrawler de ge´-
ne´ration de tests structurels, et la plate-forme Frama-C pour l’analyse statique des
programmes C. Par la suite, nous allons nous servir de ces deux outils pour imple´menter
notre me´thode combinant l’analyse statique, le slicing et l’analyse dynamique.
Apre`s la pre´sentation de la me´thode sante dans le chapitre 4, nous montrons dans
le chapitre 5 l’adaptation et l’inte´gration de ces deux outils pour l’imple´mentation de la
me´thode.
Ce chapitre est organise´ comme suit. Dans la partie 3.2, nous commenc¸ons par la pre´-
sentation de la bibliothe`que CIL (C Intermediate Language) [CIL06] sur laquelle se basent
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1 int cond( int x, int y) {
2 i f (x>0 && x<10){
3 y++;





1 int cond( int x, int y) {
2 i f (x > 0) {
3 i f (x < 10) {
4 y++;
5 }










a) Programme initial b) Programme normalise´
Figure 3.1 – Normalisation du code avec CIL : de´composition des conditions multiples.
les deux outils. Dans la partie 3.3, nous pre´sentons l’outil PathCrawler. La partie 3.4
est de´volue a` la pre´sentation de la plate-forme Frama-C.
3.2 CIL
CIL est un analyseur syntaxique de code C. Il fournit un arbre de syntaxe abstraite
(Abstract Syntax Tree ou AST) du programme analyse´. C’est aussi une bibliothe`que de
fonctions qui permettent de manipuler cet arbre. Il fournit e´galement des visiteurs qui
permettent de consulter ou modifier les nœuds de cet arbre syntaxique. L’objectif princi-
pal de CIL est de faciliter l’analyse et la transformation des programmes C.
3.2.1 Normalisation de code par CIL
CIL effectue des transformations basiques sur le code. Ces transformations corres-
pondent a` une normalisation du langage C. Le programme re´sultant est un programme
e´quivalent au programme initial mais normalise´. Les principales transformations effectue´es
par CIL sont :
1. la de´composition des conditions multiples,
2. le de´placement de toutes les de´clarations des variables locales vers le de´but de fonc-
tion,
3. la mise sous une forme canonique des structures ite´ratives,
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5 a = 1;
6 i f (b < 3){
7 f l oa t a = 0;
8 a = 2 * i;
9 }
10 res = 2 * a;
11 return (res);
12 }




5 f l oa t a_0;
6 a = 1;
7 i f (b < 3){
8 a_0 = ( f l oa t )0;
9 a_0 = ( f l oa t )(2 * i);
10 }
11 res = 2 * a;
12 return (res);
13 }
a) Programme initial b) Programme normalise´
Figure 3.2 – Normalisation du code avec CIL : renommage des variables.
4. l’isolation des instructions a` effets de bord.
CIL exe´cute aussi d’autres transformations telles que la transformation des switch
en des instructions conditionnelles imbrique´es ou l’ajout des conversions (cast) explicites
dans les endroits ou` le compilateur doit les ajouter.
De´composition des conditions multiples
Les conditions multiples sont les conditions compose´es de conjonction et / ou dis-
jonction de conditions e´le´mentaires. La transformation, pre´sente´e dans la figure 3.1, est
la de´composition des conditions multiples en une succession de conditions e´le´mentaires.
La figure 3.1a contient le code d’une fonction C contenant des instructions condition-
nelles a` conditions multiples. L’e´quivalent obtenu apre`s normalisation est pre´sente´ dans
la sous-figure 3.1b. La condition multiple conjonctive de la ligne 2 du programme initial
est de´compose´e en deux conditions imbrique´es (lignes 2 et 3 du programme normalise´).
CIL peut ajouter des e´tiquettes comme le symbole _LAND dans l’exemple 3.1b qui
marque la branche “faux” de la condition initiale. En fait, pour une condition multiple
conjonctive, il suffit qu’un unique membre ne soit pas ve´rifie´ pour que la condition ne le
soit pas non plus. Nous nous apercevons que la transformation de cette condition multiple
correspond a` plusieurs conditions imbrique´es. Dans la branche “faux”de chaque condition,
il y a un goto _LAND;.
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1 void boucles( int a, int b) {
2 int i;
3 for (i = 0; i < 10; i++) {
4 a = a + b;
5 b = a * b;
6 }
7 }
1 void boucles( int a, int b) {
2 int i;
3 i = 0;
4 while(1) {
5 while_0_continue: ;
6 i f (i >= 10) {
7 goto while_0_break;
8 }
9 a = a + b;






a) Programme initial b) Programme normalise´
Figure 3.3 – Normalisation du code avec CIL : forme canonique des structures ite´ratives.
Remonter toutes les de´clarations
Une autre transformation consiste a` remonter toutes les de´clarations de variables en
de´but de fonction afin d’e´liminer les conflits entre les variables locales d’une fonction
d’une part et les variables internes a` un bloc de la fonction ou les variables globales du
programme d’autre part. CIL renomme certaines variables locales qui sont concerne´es par
des conflits. Dans l’exemple 3.2a, les deux variables de meˆme nom a sont de´clare´es a` deux
endroits diffe´rents de la fonction (lignes 2 et 7). Dans la version normalise´e (exemple 3.2b),
la deuxie`me de´claration est renomme´e en a_0 (ligne 5). De plus, toutes les de´clarations de
variables locales sont remonte´es en de´but de fonction alors que, dans la fonction initiale,
les de´clarations locales e´taient disperse´es dans le corps de la fonction.
Mise sous une forme canonique des structures ite´ratives
Une autre transformation est la mise sous une forme canonique des structures ite´ra-
tives. Cette transformation est illustre´e par la figure 3.3. Le programme initial pre´sente´
dans la figure 3.3a de la ligne 3 a` la ligne 6 contient une structure ite´rative. La figure 3.3b
pre´sente le programme normalise´. Toutes les structures ite´ratives (while, for, do ..
while), sont transforme´es en une structure ite´rative infinie while(1) (ligne 4) conte-
nant une instruction de sortie de boucle (ligne 6) dont la condition est la ne´gation de
celle de la structure ite´rative initiale. La satisfaction de cette condition entraˆıne un saut
juste apre`s la fin de la structure ite´rative via l’utilisation de l’instruction goto (ligne 7).
La non satisfaction entraˆıne l’exe´cution du corps de la structure ite´rative. Automatique-
ment deux e´tiquettes sont ajoute´es pour chaque structure ite´rative (while_0_continue
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1 int effetsDeBord( int a) {
2 return (a++ + f(a));
3 }




5 tmp = a;
6 a++;
7 tmp_0 = f(a);
8 tmp_1 = tmp + tmp_0;
9 return (tmp_1);
10 }
a) Programme initial b) Programme normalise´
Figure 3.4 – Normalisation du code avec CIL : isolement des expressions a` effets de bord.
et while_0_break). L’e´tiquette while_0_continue marque le de´but de la structure. Une
instruction continue; aurait e´te´ remplace´e par goto while_0_continue. L’e´tiquette
while_0_break marque la sortie de la structure.
Isolation des instructions a` effets de bord
Une autre transformation isole les instructions a` effets de bord en ajoutant des nou-
velles variables. Dans le code normalise´, les effets de bord ne sont pas autorise´s a` l’inte´rieur
des expressions. La ligne 2 de la figure 3.4a contient une instruction qui fait la somme de
deux expressions a` effets de bord : a++ et f(a). Dans la sous-figure 3.4b, cette instruction
est de´compose´e en deux instructions contenant chacune une expression a` effet de bord
(lignes 6 et 7). Cette transformation rend les effets de bord identifiables et permet de
connaˆıtre la valeur d’une variable a` chaque instant.
3.3 PathCrawler
Cette partie est de´die´e a`PathCrawler. Avant la description ge´ne´rale en section 3.3.2,
nous commenc¸ons par des pre´liminaires en section 3.3.1. Ensuite nous pre´sentons les deux
e´tapes de fonctionnement de PathCrawler avant modification par nos travaux pre´sen-
te´s dans ce manuscrit. L’e´tape d’analyse et instrumentation est de´taille´e en section 3.3.3.
L’e´tape de ge´ne´ration est pre´sente´e en section 3.3.4.
3.3.1 Pre´liminaires
Dans cette section, nous introduisons le vocabulaire de la ge´ne´ration de tests et nous
l’illustrons sur un exemple.
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Le test structurel est une technique de test qui fonde la de´termination des diffe´rents
cas de test sur une e´tude de la structure interne de la fonction, c’est-a`-dire la structure
de son code.
Le flot de controˆle est l’ordre dans lequel les instructions d’un programme impe´ratif
sont exe´cute´es. Il est de´fini par les diffe´rentes structures de composition d’instructions
notamment conditionnelles ou ite´ratives rencontre´es au cours d’une exe´cution donne´e.
Le graphe de flot de controˆle ou CFG (Control Flow Graph) d’un programme est
un graphe connexe oriente´ avec un unique nœud d’entre´e et un unique nœud de sortie,
dont les nœuds sont les blocs de base du programme et les arcs repre´sentent l’ensemble
des branchements introduisant un nouveau flot de controˆle dans le programme. On entend
ici par branchement, soit une structure conditionnelle soit une structure ite´rative.
Un chemin d’exe´cution est un chemin du CFG de´fini par une se´quence de nœuds et
d’arcs rencontre´s lors d’un parcours du graphe de flot de controˆle de son entre´e a` sa sortie.
Un chemin d’exe´cution partiel est une se´quence de nœuds et d’arcs rencontre´s lors
d’un parcours du graphe de flot de controˆle en partant de l’entre´e sans atteindre force´ment
la sortie.
Un pre´dicat d’un chemin (ou condition de chemin) est une formule logique ψ sur
les entre´es du programme telle que l’exe´cution du programme sur une entre´e V suit le
chemin si et seulement si V ve´rifie ψ.
Un chemin d’exe´cution est dit faisable si son pre´dicat de chemin est satisfaisable,
c’est-a`-dire posse`de une solution. Dans le cas contraire, on dit que le chemin est infai-
sable.
Un cas de test d’une fonction est le couple des vecteurs de valeurs d’entre´e injecte´es
a` la fonction et de sorties obtenues apre`s exe´cution du programme sous test (si celui-ci
termine).
Un lanceur est un composant logiciel qui appelle une entite´ du syste`me sous test.
La pre´condition d’une fonction est un ensemble de proprie´te´s portant sur les va-
riables d’entre´e (domaine de de´finition de chaque variable et relations entre ces variables).
Un oracle est une fonction qui e´value le re´sultat d’un cas de test.




De´veloppe´ au laboratoire de suˆrete´ des logiciels (LSL) du CEA LIST, PathCrawler
[WMM03, WMMR05, BDHTH+09] est un outil de ge´ne´ration automatique de tests pour
les programmes C transforme´s au format CIL. Il prend en entre´e le programme a` tester
avec sa pre´condition et fournit en sortie, un ensemble de tests couvrant l’ensemble des
chemins d’exe´cution possibles avec le chemin parcouru par chaque cas de test. La me´thode
PathCrawler est souvent appele´e concolique (concre`te et symbolique) parce qu’elle
effectue simultane´ment une exe´cution concre`te et une exe´cution symbolique. Elle proce`de
ainsi :
1. Les donne´es d’un premier cas de test sont choisies ale´atoirement,
2. le programme sous test est exe´cute´ concre`tement a` partir des donne´es de test se´lec-
tionne´es et le chemin exe´cute´ par ce cas de test est me´morise´ sous la forme de son
pre´dicat de chemin,
3. un nouveau chemin partiel a` couvrir et son pre´dicat de chemin sont calcule´s suivant
la strate´gie de parcours en profondeur d’abord, en niant la dernie`re condition,
4. la programmation en logique par contraintes est utilise´e pour e´valuer la satisfaisa-
bilite´ du nouveau pre´dicat de chemin et trouver un nouveau cas de test,
5. ensuite on re´pe`te les e´tapes 2, 3, 4 jusqu’a` atteindre la couverture souhaite´e.
Dans PathCrawler, on distingue deux crite`res de couverture :
1. Le crite`re tous les chemins cherche a` exe´cuter tous les chemins du graphe de flot
de controˆle du programme.
2. Le crite`re k-chemins cherche a` exe´cuter tous les chemins du graphe de flot de
controˆle du programme avec au plus k ite´rations des boucles.
Le fonctionnement de PathCrawler se de´coupe en deux grandes e´tapes (voir fi-
gure 3.5) qui correspondent essentiellement aux deux principaux modules du logiciel
PathCrawler : d’une part, l’analyse et l’instrumentation du code et, d’autre part, la
ge´ne´ration des cas de test. Dans la premie`re e´tape, PathCrawler analyse le programme
et la pre´condition et ge´ne`re des fichiers ne´cessaires pour l’e´tape 2. Dans la deuxie`me e´tape,
PathCrawler utilise les fichiers interme´diaires (issus de la premie`re e´tape) pour ge´ne´rer
les cas de tests. Les sections 3.3.3 et 3.3.4 de´crivent ces deux e´tapes.
3.3.3 E´tape 1 : Analyse et instrumentation du programme sous
test
L’objet de cette e´tape est de pre´parer l’exe´cution symbolique et l’exe´cution concre`te
trace´e du programme sous test lors de l’e´tape 2. PathCrawler analyse syntaxiquement
le programme afin de le transformer et de ge´ne´rer des fichiers interme´diaires. Cette e´tape
se de´compose elle-meˆme en quatre phases :
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Figure 3.5 – Architecture de PathCrawler avant modification par nos travaux pre´-
sente´s dans ce manuscrit
1. Analyse syntaxique du programme et construction de l’AST. Cette phase sert aussi
a` normaliser le code,
2. Pre´paration de l’exe´cution symbolique : traduction du programme en format inter-
me´diaire de PathCrawler (PIF),
3. Pre´paration de l’exe´cution concre`te trace´e : instrumentation du programme en in-
jectant des instructions de trac¸age dans le programme normalise´,
4. Pre´paration du lanceur ou harnais de test : le lanceur exe´cute les cas de test sur le
programme instrumente´.
Dans ce qui suit, nous de´taillons chaque phase.
Analyse syntaxique du programme et construction de l’AST
Cette phase utilise l’analyseur syntaxique CIL [CIL06] pour parser et normaliser le
code. CIL transforme le programme en un programme e´quivalent normalise´ et fournit un
arbre de syntaxe abstraite (AST) du programme normalise´.
Pre´paration de l’exe´cution symbolique
Lors de cette phase, on ge´ne`re les fichiers interme´diaires a` partir de l’AST normalise´
fourni par CIL. Cette e´tape ge´ne`re des clauses Prolog qui correspondent aux constructions
de CIL, qui elles correspondent au programme C. La ge´ne´ration des fichiers interme´diaires
est programme´e en Ocaml en utilisant les visiteurs fournis par CIL.
Pour simplifier la pre´sentation, nous avons repre´sente´ dans la figure 3.5 par un seul
fichier f.pif l’ensemble des donne´es qui contiennent une traduction du programme en
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1 block(+139,cond(sup, ’x’, 0), pos, (2,1,’f.c’) ).
2 block(-139,cond(infegal , ’x’, 0), neg, (2,1,’f.c’) ).
3 block(+140,cond(inf, ’x’, 10), pos, (2,2,’f.c’) ).
4 block(-140,cond(supegal , ’x’, 10), neg, (2,2,’f.c’) ).
5 block(141,[affect(’y’, +(’y’, 1), (3,’f.c’) )]).
6 block(144,[affect(’y’, -(’y’, 1), (5,’f.c’) )]).
7 block(145,[ return(y, (7,’f.c’) )]).
Figure 3.6 – Format PIF ge´ne´re´ pour le programme de la figure 3.1a
format interme´diaire (PIF). L’objectif de ce format interme´diaire est de repre´senter le
programme dans une forme adapte´e a` la ge´ne´ration de tests par une me´thode base´e sur
la programmation en logique par contraintes.
Chaque bloc e´le´mentaire de condition ou d’affectation est identifie´ par un entier unique,
appele´ “identifiant de bloc”. Dans la ligne 5 de la figure 3.6, l’entier 141 identifie le bloc
constitue´ de l’affectation y++. Ces blocs sont re´e´crits sous forme de termes Prolog qui
associent les identifiants aux blocs e´le´mentaires afin de mode´liser le chemin suivi dans un
syste`me de contraintes logiques du premier ordre. Le terme Prolog correspondant au bloc
141 est celui de la ligne 5 figure 3.6.
Les termes Prolog ge´ne´re´s sont de la forme :
– block(id, [termes]) pour les blocs e´le´mentaires d’affectations, ou` id est l’identifiant
du bloc et termes est l’ensemble des termes Prolog e´quivalent aux affectations du
bloc. Un terme peut aussi eˆtre un appel de fonction ou un return.
– block(id, cond(clause), pos/neg, (ligne, numero, fichier)) pour les branches des condi-
tions avec :
– id : identifiant du bloc de la branche, compose´ de l’identifiant du bloc de condition
avec un “+” pour la branche “Vrai” ou un “-” pour la branche “Faux”,
– clause : condition encode´e en Prolog,
– pos si l’identifiant correspond a` la branche “Vrai”, et neg sinon,
– ligne : nume´ro de la ligne dans le programme initial (avant la normalisation),
– nume´ro : nume´ro de cette condition parmi les conditions de la ligne ligne utile
dans le cas de conditions multiples,
– fichier : nom du fichier source.
La figure 3.6 pre´sente une version simplifie´e du fichier PIF principal ge´ne´re´ pour le
programme de la figure 3.1. Les lignes 1 et 2 pre´sentent les deux branches de la premie`re
sous-condition (x > 0) de la condition multiple a` la ligne 2 du programme initial. La
deuxie`me sous-condition de la meˆme condition est pre´sente´e par les lignes 3 et 4. La ligne
5 repre´sente le bloc qui contient l’affectation a` la ligne 3 du programme initial (y++). La
ligne 7 repre´sente le retour de la fonction (y).
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1 input_vals(’cond’, Inputs):-
2 input_val(x, int ([0..100]), Inputs),
3 input_val(y, int ([50..150]), Inputs),
4 true.
Figure 3.7 – Exemple de pre´condition (fichier params)
La pre´condition par de´faut
Lors de cette e´tape, on ge´ne`re e´galement le fichier de la pre´condition par de´faut. Il est
repre´sente´ dans la figure 3.5 sous le nom params. Le fichier params est un fichier PIF qui
de´crit les domaines des entre´es de la fonction sous test et les e´ventuelles relations entre
ces entre´es. Il peut eˆtre fourni par l’utilisateur. S’il n’est pas fourni par l’utilisateur, une
pre´condition par de´faut est ge´ne´re´e et peut eˆtre ensuite ajuste´e par l’utilisateur.
Un exemple de pre´condition pour l’exemple de la figure 3.1 est donne´ dans la figure 3.7.
Cet exemple de´finit les domaines des entre´es de la fonction cond. La ligne 2 pre´cise que x
peut prendre des valeurs entie`res entre 0 et 100.
PIF contient d’autres commandes qui permettent de spe´cifier le domaine pour la taille
d’un tableau ou pour le nombre d’e´le´ments dans un bloc me´moire re´fe´rence´ par un poin-
teur ainsi que le domaine des e´le´ments. On peut e´galement de´finir des relations entre les
entre´es, par exemple qu’un tableau est trie´ ou qu’une variable x est supe´rieure a` une autre
variable y, etc.
Pre´paration de l’exe´cution concre`te trace´e
Cette e´tape, aussi appele´e instrumentation, nous permet d’ajouter les instructions
de trace ne´cessaires pour la mode´lisation du chemin suivi par un syste`me e´quivalent de
contraintes en logique du premier ordre. Ces instructions de trace sont inse´re´es apre`s
chaque bloc d’affectation et chaque instruction conditionnelle du code, ce qui nous per-
met de re´cupe´rer les se´quences de code active´es a` chaque exe´cution.
Le programme instrumente´ (note´ dans la figure 3.5 sous le nom inst.c) est une ver-
sion du programme initial normalise´ par CIL ou` l’on a ajoute´ des instructions de trac¸age.
Apre`s la normalisation par CIL, l’instrumentation ajoute dans le code source normalise´
des instructions de trac¸age pour chaque condition et bloc d’affectation (figure 3.8). Ces
instructions contiennent les identifiants des conditions et blocs e´le´mentaires d’affectations.
Lors d’une exe´cution concre`te, cet identifiant sera envoye´ a` l’e´tape de ge´ne´ration par les
instructions de trace, ce qui permet au moteur d’exe´cution symbolique de re´cupe´rer le
chemin exe´cute´. Ce dernier utilisera le chemin exe´cute´ pour de´terminer le pre´dicat du
chemin du prochain cas de test. Pour l’exemple de la figure 3.1, le programme normalise´
auquel on a ajoute´ des instructions de trace est pre´sente´ dans la figure 3.8. Une instruction
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1 int cond( int x, int y) {
2 i f (x > 0) {
3 pathcrawler_trace("+139");



















Figure 3.8 – Version instrumente´e du programme de la figure 3.1a
de trace est repre´sente´e par un appel a` la fonction pathcrawler_trace. Cette fonction
permet d’associer un identificateur a` chaque condition et chaque bloc d’affectation. Par
exemple, le bloc d’affectations qui contient l’affectation de la ligne 7 est identifie´ par le
nume´ro 141. Pour une meˆme condition, nous notons par un“+”la branche“vrai”qui ve´rifie
la condition, et par un “-” la branche “Faux”. Le nume´ro +140 identifie ainsi la branche
then de condition a` la ligne 4, et le nume´ro -140 identifie la branche else de la meˆme
condition. Pendant l’exe´cution, la fonction pathcrawler_trace envoie ces nume´ros a` la
partie ge´ne´ration afin de lui transmettre la trace exe´cute´e. Lorsque le ge´ne´rateur re´cupe`re
la trace exe´cute´e, il la simule en exe´cutant symboliquement les repre´sentations symboliques
de chaque nume´ro de la trace. Cela lui permet de de´duire le pre´dicat satisfait par la trace
et de ge´ne´rer le prochain cas de test. Conside´rons l’exemple du cas de test cond(1,5). Ce
test exe´cute le chemin suivant (+139 +140 :141 :145). La repre´sentation symbolique de
cette trace est le pre´dicat de chemin suivant :
x0 > 0 ∧ x0 < 10 ∧ y1 = y0 + 1
ou` x0 et y0 qui repre´sentent les valeurs initiales de x et y et xi et yi (i ≥ 1) sont des va-
riables introduites apre`s chaque affectation pour exprimer xi et yi en fonction des valeurs
pre´ce´dentes de´note´es xi−1 et yi−1 respectivement.
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Pre´paration du lanceur
Le lanceur (nomme´ lanceur.c dans la figure 3.5) est un programme C permettant
d’exe´cuter les cas de test. Une fois lance´, on peut lui transmettre (via un socket) les don-
ne´es de test a` exe´cuter et on re´cupe`re par le meˆme moyen le chemin parcouru. Il est ainsi
possible d’exe´cuter se´quentiellement plusieurs cas de test a` l’aide du lanceur.
Un lanceur exe´cute dans une boucle infinie les actions suivantes :
1. il attend la re´ception des donne´es de test (valeurs des variables d’entre´e),
2. il initialise les variables selon les donne´es de test rec¸ues,
3. il exe´cute la version instrumente´e de la fonction sous test qui retourne le chemin
parcouru et le re´sultat obtenu (les sorties),
4. il appelle l’oracle fourni par l’utilisateur et retourne le verdict de test.
La figure 3.9 pre´sente le lanceur d’un programme test qui prend en entre´e deux
tableaux d’entiers T1 et T2, et deux entiers l1 et l2. A` la ligne 8, la fonction path-
crawler_init_streams initialise les canaux de communication entre le lanceur et le
moteur d’exe´cution symbolique. La boucle des lignes 9 a` 36 est la boucle principale
du lanceur. Chaque ite´ration exe´cute un cas de test diffe´rent. La fonction pathcraw-
ler_check_if_finished (ligne 9) ve´rifie si le moteur d’exe´cution symbolique a signale´
la fin de la ge´ne´ration. Dans ce cas le lanceur s’arreˆte. Les lignes 10 a` 31 pre´parent le
cas de test a` exe´cuter a` partir des donne´es de test rec¸ues. La fonction pathcrawler_scan
permet de re´cupe´rer une donne´e envoye´e par le moteur d’exe´cution symbolique. A` la ligne
10, elle permet de lire la taille a` allouer pour le tableau T1. Si la taille len est e´gale a`
ze´ro, T1 est initialise´ a` NULL (ligne 12). La fonction pathcrawler_array_alloc alloue la
zone me´moire ne´cessaire pour T1 (ligne 14). Ensuite on initialise le tableau T1 a` partir
des informations rec¸ues (lignes 15 a` 17). De la meˆme manie`re T2 est aussi initialise´ (lignes
20 a` 29). Les entiers l1 et l2 sont initialise´s dans les lignes 30 et 31. Ensuite la version
instrumente´e (de´crite dans la section 3.3.3) de la fonction sous test est appele´e (ligne
32). L’oracle est appele´ a` la ligne 33. Finalement la fonction pathcrawler_free libe`re les
ressources alloue´es (lignes 34 et 35).
L’imple´mentation de ces fonctions dans leur version avant la the`se ne pre´sente pas de
difficulte´ particulie`re et ne sera pas de´taille´e ici.
3.3.4 E´tape 2 : Ge´ne´ration des cas de tests
Nous sommes preˆts a` de´tailler la deuxie`me e´tape, pre´sente´e dans la figure 3.10, qui
effectue la ge´ne´ration de tests. Lors de cette e´tape, PathCrawler utilise les fichiers





3 int main() {
4 int len;
5 int *T1, *T2;
6 int l1, l2;




11 i f (len==0)
12 T1 = pathcrawler_null();
13 e l se {
14 T1 = pathcrawler_array_alloc(len , s i z eo f ( int ));
15 for (i = 0; i < len; i++){
16 pathcrawler_scan(INT, &elem);




21 i f (len==0)
22 T2 = pathcrawler_null();
23 e l se {
24 T2 = pathcrawler_array_alloc(len , s i z eo f ( int ));
25 for (i = 0; i < len; i++){
26 pathcrawler_scan(INT, &elem);











Figure 3.9 – Exemple de lanceur pour un programme qui prend en entre´e deux tableaux
d’entiers et deux entiers
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Figure 3.10 – Phase de ge´ne´ration de tests dans PathCrawler
Avant de commencer la ge´ne´ration, on utilise GCC pour compiler le programme instru-
mente´ avec le lanceur afin de pouvoir l’exe´cuter lors de l’exe´cution concre`te.
Ensuite la ge´ne´ration effectue un parcours de tous les chemins en profondeur d’abord
et ge´ne`re un cas de test pour chaque chemin faisable. Cette e´tape de ge´ne´ration se de´-
compose en quatre sous-parties :
1. Le parcours commence par le choix ale´atoire d’un premier jeu de donne´es en prenant
en compte la pre´condition.
2. Le lanceur exe´cute concre`tement le programme sous test sur le cas de test se´lec-
tionne´ et re´cupe`re le chemin exe´cute´ par ce cas de test.
3. L’exe´cution symbolique consiste a` calculer le pre´dicat du chemin a` partir du dernier
chemin obtenu. Ce chemin est utilise´ pour trouver un nouveau chemin partiel non
couvert avec la re`gle “nie la dernie`re contrainte pas encore nie´e”. Ainsi, nous de´-
terminons le domaine du prochain cas de test en re´utilisant la structure du dernier
pre´dicat calcule´. L’exploration du graphe de flot de controˆle est donc controˆle´e et
optimise´e, et elle se fait en profondeur d’abord.
Un pre´dicat de chemin est la conjonction de contraintes sur les valeurs des variables
d’entre´e qui correspond a` la conjonction des conditions de branchement dans les-
quelles on a substitue´ les variables locales par l’expression de leurs valeurs en termes
des valeurs des variables d’entre´e. Pour calculer ce pre´dicat, il faut faire une projec-
tion des affectations vers les instructions conditionnelles afin d’exprimer l’expression
conditionnelle par les valeurs des variables en entre´e et ce, en fonction du chemin
d’exe´cution suivi et en disposant d’une mode´lisation de la me´moire.
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1 int tritype( int i, int j, int k){
2 int type = 0;
3 i f (i == j) // C1
4 type++;
5 i f (i == k) // C2
6 type++;




Figure 3.11 – Programme tritype
4. La re´solution et de´termination du prochain cas de test. Le solveur re´sout les contrain-
tes et donne une solution qui associe des valeurs aux entre´es du programme. Cette
solution constitue les donne´es du cas de test activant ce pre´dicat de chemin.
Illustrons cette e´tape avec l’exemple du programme tritype pre´sente´ dans la fi-
gure 3.11. Le programme tritype calcule le type d’un triangle a` partir des longueurs
de ses segments. Le type est encode´ comme suit :
– 0 : le triangle n’est ni isoce`le ni e´quilate´ral,
– 1 : le triangle est isoce`le,
– 3 : le triangle est e´quilate´ral.
Les conditions aux lignes 3, 5 et 7 sont note´es C1, C2 et C3 respectivement. Nous
de´finissons la pre´condition de la fonction tritype comme suit :
1 ≤ i ≤ 10, 1 ≤ j ≤ 10, 1 ≤ k ≤ 10, i + j > k, i + k > j, j + k > i.
La figure 3.12 pre´sente le de´roulement de la ge´ne´ration de test sur cet exemple. Le
pre´dicat de chemin est symbolise´ par des fle`ches pointille´es. Le cas de test courant est
symbolise´ par des fle`ches noires. Les chemins de´ja` explore´s sont symbolise´s par des fle`ches
grises. Les chemins infaisables sont symbolise´s par des fle`ches en tirets.
Pour le premier cas de test, il n’y a pas de contraintes autres que la pre´condition. Donc
les valeurs sont choisies ale´atoirement, par exemple (i=1, j=1, k=1). Le chemin suivi
par ce cas de test est (C1 ∧ C2 ∧ C3). Il est repre´sente´ dans la figure 3.12a. Ce chemin
est utilise´ pour calculer le nouveau pre´dicat en niant sa dernie`re contrainte non encore
nie´e, c’est-a`-dire C3. On obtient le pre´dicat (C1∧C2∧¬C3) repre´sente´ dans la figure 3.12b.
Le syste`me de contraintes (C1 ∧ C2 ∧ ¬C3) e´tant insatisfaisable, un nouveau pre´di-
cat est calcule´ en utilisant la meˆme re`gle. La dernie`re contrainte non encore nie´e dans
le dernier chemin exe´cute´ est C2. Le pre´dicat calcule´ est (C1 ∧ ¬C2). Une solution a`
ce syste`me de contraintes est le cas de test (i=4, j=4, k=7). Le chemin emprunte´ est
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g) quatrie`me cas de test h) cinquie`me cas de test
Figure 3.12 – Ge´ne´ration de tests pour le programme tritype
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(C1 ∧ ¬C2 ∧ ¬C3). Il est repre´sente´ dans la figure 3.12c.
Le chemin suivi par le cas de test pre´ce´dent est analyse´ pour calculer le nouveau pre´di-
cat. Le pre´dicat obtenu est (C1∧¬C2∧C3). Il est repre´sente´ dans la figure 3.12d. E´tant
insatisfaisable, on recalcule un nouveau pre´dicat. La dernie`re contrainte non encore nie´e
dans le dernier chemin exe´cute´ est C1. Le pre´dicat calcule´ en niant la dernie`re condition
non encore nie´e est (¬C1). Ce syste`me de contraintes conduit au cas de test (i=5, j=1,
k=5). Le chemin suivi par ce cas de test est (¬C1 ∧ C2 ∧ ¬C3). Il est repre´sente´ dans la
figure 3.12e.
On reprend le chemin suivi par le test pre´ce´dent et on calcule le nouveau pre´dicat
(¬C1 ∧ C2 ∧ C3). Aucun chemin suivant ce pre´dicat, repre´sente´ dans la figure 3.12f,
n’est faisable puisque le syste`me de contraintes (¬C1 ∧ C2 ∧ C3) qui correspond au
(i 6= j; i = k; j = k) est insatisfaisable. On calcule un nouveau pre´dicat en niant la
dernie`re condition non encore nie´e. Le nouveau pre´dicat calcule´ est (¬C1 ∧ ¬C2). Une
solution au syste`me de contraintes est i=1, j=7, k=7. Le pre´dicat (¬C1∧¬C2∧C3) et
le chemin suivi par ce cas de test sont repre´sente´s dans la figure 3.12g.
On nie la dernie`re contrainte pour obtenir le nouveau pre´dicat (¬C1 ∧ ¬C2 ∧ ¬C3).
Une solution au syste`me de contraintes est i=10, j=5, k=6. Le cas de test est repre´sente´
dans la figure 3.12h.
Tous les chemins d’exe´cution partiels ayant e´te´ explore´s, le test est donc termine´ pour
cette fonction. Le graphe des chemins faisables (du graphe de flot de controˆle) a e´te´ de´-
couvert le long des diffe´rents cas de test comme le montre la figure 3.12. Les cinq chemins
faisables de la fonction tritype ont bien e´te´ couverts et trois chemins partiels insatisfai-
sables ont e´te´ coupe´s de l’arbre de recherche.
Si un oracle est fourni par l’utilisateur, il sera exe´cute´ apre`s chaque cas de test pour
produire le re´sultat attendu et le comparer au re´sultat obtenu. L’oracle est donc utilise´
pour de´terminer le verdict du cas de test exe´cute´. Ce verdict peut eˆtre “success” si les
re´sultats sont conformes avec les re´sultats attendus. Dans le cas contraire, le verdict est
“failure”. Si l’oracle n’est pas fourni, le verdict du cas de test est “unknown”.
La figure 3.13 pre´sente les re´sultats d’une session de ge´ne´ration de test vus de l’inter-
face graphique de PathCrawler.
L’ordre d’exploration des chemins est non de´terministe et de´pend du choix des cas de
test.
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Figure 3.13 – Interface graphique de PathCrawler
3.4 Frama-C
Frama-C [Fra11, CS09] (Framework for modular analysis of C ) est une plateforme
logicielle qui fournit un ensemble d’outils de´die´s a` l’analyse statique du code source d’un
logiciel e´crit en C. Il est de´veloppe´ en collaboration entre le CEA LIST et le projet Pro-
Val de l’INRIA Saclay. Il est de´veloppe´ en OCAML et distribue´ en open source sur [Fra11].
Frama-C imple´mente un langage de spe´cification de´die´, nomme´ ACSL (ANSI / ISO
C Specification Language) [BFH+08] avec lequel on peut exprimer des spe´cifications fonc-
tionnelles.
3.4.1 Architecture
La plateforme Frama-C dispose d’une architecture logicielle a` greffons (plug-ins) si-




















Figure 3.14 – Architecture de Frama-C
analyseurs comme autant de greffons. Ces derniers peuvent e´changer des informations, ce
qui permet de faire collaborer les analyseurs entre eux. Ainsi, par exemple, une analyse
peut exploiter les re´sultats d’une autre.
L’architecture de Frama-C est pre´sente´e dans la figure 3.14. Son fonctionnement peut
eˆtre de´coupe´ en trois phases :
1. Comme PathCrawler, Frama-C utilise dans une premie`re phase l’analyseur syn-
taxique CIL [CIL06] pour normaliser le code. Les transformations faites par CIL
ont e´te´ pre´sente´es dans la section 3.2.1. Frama-C e´tend CIL avec le support du
langage de spe´cification ACSL. Cette extension de CIL e´tend, par conse´quent, l’in-
terface d’utilisation ainsi que les types et les ope´rations afin de traiter correctement
les programmes C annote´s.
2. Le controˆle de l’analyse est effectue´ par le noyau. Le noyau de Frama-C centralise
les informations et dirige l’analyse. De plus, le noyau fournit aux diffe´rents greffons
un ensemble de fonctionnalite´s communes.
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3. L’analyse est effectue´e par les diffe´rents analyseurs qui sont les greffons centrali-
se´s autour du noyau dans Frama-C. Les greffons peuvent interagir les uns avec
les autres. Chaque greffon inscrit ses services dans le noyau et les autres greffons
peuvent ainsi exploiter ces services a` travers des interfaces de´finies par le noyau.
Parmi les services, on trouve l’analyse de valeurs, l’analyse de de´pendances, la sim-
plification syntaxique, le prouveur Jessie, le calcul de plus faible pre´condition, etc.
Frama-C est extensible et son approche collaborative facilite le de´veloppement de
nouvelles analyses sous forme de greffons qui utilisent les services fournis d’une part par
le noyau de Frama-C et d’autre part par les autres greffons existants.
Les analyseurs dans Frama-C peuvent e´galement e´changer des informations par le
biais des annotations ACSL. Par exemple, un greffon qui a besoin de faire une hypothe`se
sur le comportement du programme peut exprimer cette hypothe`se comme une proprie´te´
ACSL. Un autre greffon peut eˆtre utilise´ ulte´rieurement pour prouver cette proprie´te´.
Frama-C offre un outil de slicing qui permet de supprimer les parties non pertinentes
d’un programme C selon un certain crite`re, tout en conservant un programme compilable.
Les techniques de slicing sont pre´sente´es dans la section 2.4. Le slicer de Frama-C en-
gendre un nouvel arbre de syntaxe abstraite plus petit que l’arbre initial. Cela permet a`
d’autres greffons d’analyser le programme simplifie´ directement, plutoˆt que le programme
initial, sans produire son code C.
Frama-C offre la possibilite´ de travailler sur plusieurs arbres de syntaxe abstraite
en paralle`le. Chaque arbre est englobe´ dans ce qu’on appelle un projet Frama-C. Un
projet Frama-C contient un arbre de syntaxe abstraite et les re´sultats des analyses
sur cet arbre. Il est sauvegarde´ dans une base de donne´es interne. Nous exploitons cette
fonctionnalite´ pour analyser dans des projets diffe´rents les arbres de syntaxe astraite des
programmes simplifie´s produits par le slicing.
3.4.2 Langage de spe´cification ACSL
Le langage de spe´cification ACSL (ANSI / ISO C Specification Language) est un lan-
gage de spe´cification comportementale pour les programmes e´crits en C. La conception
de ACSL est inspire´e de JML.
Les annotations ACSL se pre´sentent dans le code sous forme de commentaires qui
commencent par //@ ou /*@. La figure 3.15 pre´sente une partie de la spe´cification du
programme tritype pre´sente´ dans la figure 3.11. Les lignes 1 a` 6 pre´sentent la pre´condi-
tion annote´e avec le mot cle´ requires. La postcondition est indique´e graˆce a` l’annotation
ensures (ligne 8). La ligne 7 pre´cise que la fonction spe´cifie´e n’a pas d’effet de bord,
c’est-a`-dire ne modifie aucune variable en dehors des variables locales.
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1 /∗@ requires 0 < i <= 100;
2 requires 0 < j <= 100;
3 requires 0 < k <= 100;
4 requires i + j > k ;
5 requires i + k > j ;
6 requires j + k > i ;
7 assigns \nothing ;
8 ensures \ resu lt == 0 | | \ resu lt == 1 | | \ resu lt == 3;
9 ∗/
Figure 3.15 – Spe´cification du programme de la figure 3.11
Puisque ces annotations se situent dans des commentaires, elles ne geˆnent en rien la
compilation du programme d’origine. Cependant, ACSL reste un langage formel et peut
eˆtre utilise´ par des programmes externes. Dans cette section, nous pre´sentons une partie
des annotations qui composent ce langage. Pour plus d’informations sur ACSL, voir le
manuel de re´fe´rence [BFH+08].
3.4.3 Les greffons
Les analyseurs suivants sont distribue´s avec Frama-C :
– L’analyse de valeurs [CCM09] utilise l’interpre´tation abstraite pour calculer une sur-
approximation des domaines de variables a` chaque instruction du programme.
– L’analyse de de´pendances calcule les de´pendances intra-proce´durales entre les ins-
tructions dans un programme.
– Le slicing [Sli11] produit un programme simplifie´ par rapport a` un crite`re donne´.
– WP [CDA11] et Jessie [MM10] permettent de prouver que les fonctions C satisfont
leurs spe´cifications. Ils implantent un calcul de plus faible pre´condition en se basant
sur les annotations ACSL et le code C du programme. Ils ge´ne`rent des obligations
de preuve pour chaque annotation qui sont ensuite ve´rifie´es au sein d’assistants de
preuve interactifs comme COQ, ISABELLE ou des prouveurs automatiques (ALT-
ERGO, Z3, Simplify . . .).
– RTE [Her11] ge´ne`re des annotations qui spe´cifient l’absence d’erreur pour toutes les
instructions potentiellement menac¸antes qui peuvent provoquer une erreur a` l’exe´-
cution ou un de´bordement arithme´tique.
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1 int div( int a) {
2 int x, y, res , tmp;
3 i f (a){
4 x = 0;
5 y = 5;
6 } e l se {
7 x = 5;
8 y = 0;
9 }
10 tmp = x + y;
11 res = 10 / tmp;
12 return res;
13 }
Figure 3.16 – Exemple analyse´ avec l’analyse de valeurs
L’analyse de valeurs
L’analyse de valeurs [CCM09] de Frama-C calcule et sauvegarde des sur-ensembles
des valeurs possibles des variables a` chaque instruction du programme. Elle est base´e
sur l’interpre´tation abstraite. Elle commence a` partir d’un point d’entre´e (une fonction)
spe´cifie´ par l’utilisateur dans le programme analyse´, de´plie les boucles et les appels de
fonctions et calcule une sur-approximation des ensembles de valeurs possibles a` chaque
point du programme.
Pour l’exemple de la figure 3.16, l’analyse de valeur calcule les sur-ensembles des
valeurs possibles l’exe´cution. A` la ligne 3, l’analyse de valeurs calcule a ∈ [−−,−−] ce qui
signifie que le domaine de a varie de moins l’infini a` plus l’infini. A` la ligne 4, elle de´tecte
qu’avant l’exe´cution de cette instruction x e´tait non initialise´e et qu’apre`s l’exe´cution de
cette instruction, x peut prendre uniquement la valeur ze´ro :
Before statement: x ∈ UNINITIALIZED
After statement: x ∈ {0}.
A` la ligne 10, l’analyse de valeur calcule que x ∈ {0,5} c’est-a`-dire que x peut prendre
l’une des deux valeurs 0 ou 5. Elle donne la meˆme chose pour y. Pour tmp, elle de´termine
qu’avant l’exe´cution de cette instruction, tmp e´tait non initialise´e et qu’apre`s l’exe´cution
tmp ∈ {0,5,10}. En re´alite´, apre`s la ligne 10 tmp ∈ {5} car x et y ne peuvent pas eˆtre
nuls en meˆme temps, mais cette analyse ne le de´tecte pas.
Les valeurs donne´es par l’analyse de valeurs sont approxime´es mais correctes. Il se
peut que certaines valeurs ne se produisent jamais a` l’exe´cution mais il est garanti que
toutes les valeurs possibles a` l’exe´cution appartiennent aux ensembles calcule´s.
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Figure 3.17 – Interface graphique de l’analyse de valeurs
La figure 3.17 pre´sente l’interface graphique de l’analyse de valeurs dans l’environne-
ment Frama-C. Un utilisateur peut se´lectionner une expression dans le code pour voir
la sur-approximation des ensembles de valeurs calcule´e pour cette expression.
Les ensembles calcule´s peuvent ainsi eˆtre utilise´s, entre autres, pour de´tecter la pre´-
sence de risque d’erreurs a` l’exe´cution comme une division par ze´ro, un acce`s hors limite
des indices d’un tableau, etc. Ils permettent aussi de prouver l’absence de ces dernie`res.
L’analyse de valeurs va ge´ne´rer des alarmes pour les instructions pour lesquelles l’absence
d’erreurs a` l’exe´cution n’est pas assure´e par les ensembles de valeurs calcule´s. Lorsque le
risque d’une erreur d’exe´cution est exclu, aucune alarme n’est signale´e.
Pour l’exemple de la figure 3.16, l’analyse de valeur e´met une alarme de division par
ze´ro a` la ligne 11 :
division by zero: assert tmp 6= 0.
Une annotation est place´e juste avant la ligne 11, avec le mot cle´ assert. Cette annotation
contient la condition qui doit eˆtre respecte´e pour e´viter une erreur a` l’exe´cution (tmp 6=
0).
Cependant, les erreurs potentielles signale´es par cette analyse peuvent s’ave´rer de
fausses alarmes a` cause de la sur-approximation comme l’alarme de division par ze´ro si-
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gnale´e pour le programme de la figure 3.16. En effet la valeur risque´e (tmp == 0) ne se
produit pas a` l’exe´cution.
L’analyse de valeurs fournit des parame`tres qui permettent d’ame´liorer la pre´cision de
l’analyse mais augmentent le temps de calcul et les ressources consomme´es. Notamment,
il y a l’option -slevel n. Elle permet de me´moriser plusieurs (au plus n) e´tats a` chaque
point de programme, en prenant en compte se´pare´ment les branches then et else d’une
instruction conditionnelle, par exemple, ou en de´pliant n ite´rations des boucles.
Pour l’exemple de la figure 3.16, analyser le programme avec l’option -slevel 2 suffit
pour prouver qu’il n’y a pas de risque de division par ze´ro a` la ligne 11. En effet, l’analyse
de valeurs calcule 2 e´tats pour x et y a` la ligne 11. Le premier e´tat correspond a` l’e´valua-
tion de la branche “vrai” de la conditionnelle a` la ligne 3 (x ∈ {0}, y ∈ {5}). Le deuxie`me
e´tat correspond a` l’e´valuation de la branche “faux” (x ∈ {5}, y ∈ {0}). Dans les deux cas,
la somme est diffe´rente de ze´ro.
Dans la pratique, d’une part il est difficile voire impossible de de´terminer cette valeur
n avec laquelle on a un bon compromis entre pre´cision et temps de calcul, d’autre part, on
ne sait pas a` priori si les alarmes signale´es sont de vraies bogues ou des fausses alarmes,
donc on ne peut pas savoir jusqu’a` combien il faut augmenter la pre´cision.
L’analyse de valeurs est correcte dans le sens ou` elle ne reste pas silencieuse s’il y a un
risque d’erreur a` l’exe´cution. Elle peut prouver l’absence de bogues dans un programme,
c’est-a`-dire qu’il n’y a pas de risque d’erreur a` l’exe´cution et que la spe´cification fonction-
nelle ne peut pas eˆtre viole´e. Elle est automatique, e´tant donne´s un code a` analyser et
e´ventuellement une pre´condition.
L’analyse de de´pendances
Dans un programme, les instructions sont exe´cute´es l’une apre`s l’autre, et une instruc-
tion pre´ce´dente peut avoir un impact sur les suivantes. L’analyse de de´pendances calcule
le graphe de de´pendance de programme (Program Dependence Graph ou PDG) [FOW87]
qui montre les relations de de´pendance qui existent entre les instructions du programme.
Deux types de de´pendances sont distingue´s : les de´pendances de donne´es et les de´pen-
dances de controˆle [BBD+10].
1. Une instruction i2 est de´pendante des donne´es d’une autre instruction i1 si i1 mo-
difie certaine variable x qui est utilise´e par i2 et s’il y a au moins un chemin dans
le graphe de flot de controˆle de i1 vers i2 dans lequel x n’est pas modifie´e entre i1 et i2.
2. Une instruction i2 est de´pendante du controˆle d’une autre instruction i1 si i1 est une
instruction conditionnelle ou une instruction de boucle et l’e´valuation de l’e´tat de




2 int a, c;
3 int b = 0;
4 a = 1;
5 for (c = 0; c <= 5; c++);
6 for (c = 0; c <= 5; c++){
7 a = 2;
8 b = a + 2;
9 b *= 2;
10 }
11 i f (b)
12 b++;
13 for (c = 0; c <= 5; ){
14 a += 2;











2 int a, c;
3 --int b = 0;--
4 a = 1;
5 --for(c = 0; c <= 5; c++);--
6 for (c = 0; c <= 5; c++){
7 a = 2;
8 --b = a + 2;--




13 for (c = 0; c <= 5; ){
14 a += 2;










a) Programme initial b) Programme slice´ par rapport a` la variable
a en ligne 23
Figure 3.18 – Re´duction du code par le slicing de Frama-C
conditionnelle, alors i2 appartient a` la branche “vrai” ou la branche “faux” de i1. Si
i1 est une boucle, alors i2 appartient au corps de la boucle i1.
Le slicing
Le slicing transforme un programme C en un programme C re´duit, au regard de cer-
tains points de vue utilisateur, sur lequel il est possible d’effectuer des analyses afin de
rendre les re´sultats plus pertinents. Les re´sultats peuvent eˆtre transpose´s sur le code initial.
Le programme slice´ est un programme exe´cutable. Il est e´gal au programme initial
dans lequel on a retire´ certaines instructions. Il s’agit d’e´liminer les instructions du code
C initial qui ne participent pas au calcul ou a` l’accessibilite´ du crite`re de slicing.
Un crite`re de slicing dans Frama-C peut eˆtre une variable locale ou globale en un
point particulier du programme, une ligne de programme ou meˆme une annotation ACSL.
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Un crite`re de slicing peut e´galement eˆtre compose´ de plusieurs de ces e´le´ments.
Par exemple, pour le crite`re d’un ensemble de variables V en un point l du code donne´,
le slicing assure que si l’exe´cution sur un ensemble des donne´es d’entre´e E du code ini-
tial atteint l, alors on l’atteint e´galement avec le code re´duit, avec la meˆme valeur pour
ces variables. La re´ciproque est uniquement vraie pour les exe´cutions du code initial qui
terminent.
La figure 3.18 illustre la re´duction d’un programme par le slicing de Frama-C. Le
programme initial est pre´sente´ dans la figure 3.18a. La figure 3.18b pre´sente le programme
slice´. Le crite`re du slicing est la variable a en ligne 23. Les lignes raye´es sont les lignes
supprime´es par le slicing.
Ce greffon se base sur le greffon d’analyse de de´pendances et effectue une autre analyse
de de´pendances interproce´durale permettant de prendre en compte les appels de fonction.
Jessie
Ce greffon permet de prouver que les fonctions C satisfont leurs spe´cifications expri-
me´es en ACSL. Il est base´ sur le calcul de plus faible pre´condition. Il ge´ne`re des obligations
de preuve pour chaque annotation. Ces obligations de preuve sont ensuite ve´rifie´es a` l’aide
d’un assistant de preuve comme COQ, ISABELLE ou des prouveurs automatiques (ALT-
ERGO, Z3, . . .).
Ces preuves sont modulaires : les spe´cifications des fonctions appele´es sont utilise´es
pour e´tablir la preuve des appels de fonctions, sans analyser leurs codes. Jessie propose
un mode`le me´moire a` se´paration [Moy09]. L’utilisateur doit fournir la spe´cification de son
programme et l’analyse ne´cessite une interaction entre l’analyseur et l’utilisateur.
WP
Ce greffon est base´ sur le calcul de plus faible pre´condition comme Jessie. Mais, a` la
diffe´rence de Jessie, WP offre plusieurs mode`les me´moire a` diffe´rents niveaux d’abstrac-
tion. Chaque mode`le est adapte´ a` un type de proble`me. Les mode`les me´moire peuvent
eˆtre utilise´s de manie`re modulaire.
Les assistants de preuves utilise´s sont COQ, ISABELLE, ALT-ERGO, Z3, . . ..
3.5 Synthe`se
Dans ce chapitre, nous avons pre´sente´ les deux outils PathCrawler et Frama-C.
Le premier est un outil de ge´ne´ration de tests structurels des programmes e´crits en C. Il
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ge´ne`re tous les chemins ou k-chemins du programme. Frama-C est une plate-forme pour
l’analyse statique des programmes C. Nous avons pre´sente´ son architecture et quelques
analyseurs fournis avec l’outil. Pour ce travail, nous en utilisons trois : l’analyse de valeurs,
le slicing et l’analyse de de´pendances.
Dans notre combinaison, nous utilisons l’analyse de valeurs pour prouver l’absence de
certaines menaces et pour signaler les autres qui restent a` ve´rifier. Nous utilisons l’ana-
lyse de de´pendances entre les menaces pour de´terminer les sous-ensembles de menaces
de´pendantes qui induisent un crite`re de slicing. Puis, nous utilisons ensuite le slicing pour
simplifier le programme a` analyser. Et enfin, nous utilisons PathCrawler pour confir-
mer ou infirmer les menaces restantes.
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4.1 Introduction
Dans ce chapitre, nous pre´sentons de manie`re de´taille´e et formalise´e la me´thode sante
dont l’originalite´ re´side d’une part dans la combinaison de l’analyse de valeurs et l’analyse
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dynamique et d’autre part dans l’ajout de l’e´tape du slicing qui englobe les diffe´rentes
utilisations du slicing que nous avons introduites. Cette e´tape permet de surmonter les
limites lie´es au manque de temps ou d’espace des approches ou combinaisons classiques.
De plus, un bogue est signale´ avec des informations plus pre´cises sur l’erreur de´tecte´e, et
illustre´ sur un programme plus simple, ce qui n’est pas le cas avec les approches classiques.
Nous pre´sentons les quatre utilisations du slicing et nous de´montrons la correction de la
me´thode.
sante est principalement compose´e de trois e´tapes. L’e´tape de l’analyse de valeurs
signale des menaces d’erreurs potentielles. Les re´sultats de cette e´tape guident l’e´tape de
l’analyse dynamique. Le roˆle de cette dernie`re est d’ajouter de la pre´cision a` la me´thode en
confirmant ou infirmant ces menaces. Une e´tape supple´mentaire, utilisant le slicing, a e´te´
spe´cialement conc¸ue et imple´mente´e afin de lier les 2 analyses. Elle permet de re´duire le
programme afin de simplifier l’e´tape d’analyse dynamique. Nous expliquons les diffe´rentes
e´tapes et les illustrons sur un exemple.
En quelques mots, l’analyse de valeurs est appele´e en premier lieu et ge´ne`re ainsi des
alarmes quand elle ne peut pas garantir l’absence d’erreur. Ensuite, le programme est re´-
duit par le slicing. Un ou plusieurs programmes simplifie´s sont produits suivant les options
fournies en entre´e (les options d’utilisation du slicing dans sante sont pre´sente´es dans
les parties 4.6 et 4.8). Puis l’analyse dynamique (ge´ne´ration de tests) est utilise´e pour
confirmer ou infirmer les alarmes dans le(s) programme(s) simplifie´(s).
Ce chapitre est organise´ comme suit. Nous commenc¸ons par la description ge´ne´rale de
la me´thode en partie 4.2. Dans la partie 4.2.1, nous pre´sentons l’exemple eurocheck sur
lequel la me´thode sera illustre´e tout au long de ce chapitre. Les parties 4.3, 4.4 et 4.5 sont
de´volues aux diffe´rentes e´tapes de la me´thode. Les options de base de la me´thode sont
pre´sente´es dans la partie 4.6. La partie 4.7 e´tudie les de´pendances entre les alarmes sur
lesquelles se basent les options avance´es (partie 4.8). La partie 4.9 prouve d’une part la
correction de la me´thode et explique d’autre part son incomple´tude.
4.2 Description ge´ne´rale de la me´thode
Cette me´thode peut eˆtre repre´sente´e sommairement par le sche´ma de la figure 4.1.
Elle comporte trois e´tapes principales. L’e´tape d’analyse statique ge´ne`re un ensemble
d’alarmes. L’e´tape Slicing produit, un ou plusieurs programmes simplifie´s dont chacun
pre´serve un ensemble non vide d’alarmes. A` la dernie`re e´tape l’analyse dynamique ana-
lyse les programmes simplifie´s et produit le diagnostic.
L’e´tape d’analyse statique utilise l’analyse de valeurs de Frama-C [CCM09] qui va
ge´ne´rer l’ensemble des alarmes A = alarms(p) pour les instructions d’un programme p,
pour lesquelles l’absence d’erreur a` l’exe´cution n’est pas assure´e par analyse statique e´tant
donne´ une pre´condition. Par exemple, pour la ligne 2 de l’exemple de la figure 4.2, le gref-
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fon e´met ”Alarme : z peut eˆtre 0 !” et retourne la condition caracte´risant un e´tat d’erreur
(z == 0) si 0 est contenu dans l’ensemble de valeurs calcule´ pour z avant cette instruction.
Ensuite, ces alarmes sont transfe´re´es a` la fonction Slice&Test qui englobe les e´tapes
de slicing et d’analyse dynamique. La fonction Slice&Test utilise ces alarmes pour sim-
plifier le programme sous test par le slicing. L’e´tape Slice produit un ou plusieurs pro-
grammes simplifie´s dont chacun pre´serve un ensemble non vide d’alarmes. L’union de
toutes les alarmes pre´serve´es par tous les programmes simplifie´s est e´gal a` toutes les
alarmes ge´ne´re´es par l’analyse de valeurs. L’utilisation du slicing se fait en fonction d’op-
tions fournies en entre´e. Dans sante, on a imple´mente´ cinq options : none, all, each,
min et smart, qui correspondent a` diffe´rentes heuristiques pouvant eˆtre utilise´es lors de
la simplification. Les options sont pre´sente´es dans les parties 4.6 et 4.8.
La dernie`re e´tape Test consiste a` analyser dynamiquement le(s) programme(s) sim-
plifie´(s). L’analyse dynamique utilise les alarmes signale´es par l’analyse de valeurs pour
guider la ge´ne´ration de tests. Elle essaie de confirmer ces alarmes en activant des erreurs
sur certains cas de test lors de son parcours de tous les chemins ou de tous les k-chemins.
Nous appelons cette technique “alarm-guided test generation” ou “ge´ne´ration de tests gui-
de´e par les alarmes”.
Un diagnostic est ainsi produit pour chaque alarme. Ce diagnostic peut prendre l’une
des valeurs suivantes :
– safe si l’e´tat d’erreur est prouve´ inatteignable,
– bug si l’analyse dynamique trouve des entre´es menant a` l’erreur et
– unknown quand ce n’est pas possible de tirer des conclusions sur l’e´tat d’erreur, c’est-
a`-dire, quand la ge´ne´ration est arreˆte´e en raison de de´passement du temps limite ou
quand un crite`re de couverture partielle est utilise´.
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0 int Division( int x, int z){
1 int y;
2 y = x/z;
3 return y;
4 }
Figure 4.2 – Exemple Division
Cette approche passe par la ge´ne´ration automatique des branches d’erreurs correspon-
dant a` la transition symbolique a` couvrir (l’instruction menac¸ante) avec des conditions
sur les variables caracte´risant un e´tat d’erreur. Dans l’exemple de la figure 4.2, si l’alarme






Nous illustrons chaque e´tape de la me´thode sur une version simplifie´e de l’exemple
eurocheck-0.1.0 pre´sente´e dans la figure 4.3. Le code source du programme initial est
libre et peut eˆtre te´le´charge´ sur [Rut11].
Etant donne´ une chaˆıne de caracte`res str repre´sentant le nume´ro de se´rie d’un billet de
banque en euros, cette fonction ve´rifie si le nume´ro de se´rie est valide ou non. Ce nume´ro
devrait commencer par une lettre, suivie de plusieurs chiffres. La lettre identifie le pays
e´metteur (Ex : U pour la France). Le programme calcule le code de controˆle (checksum)
a` partir des chiffres et le compare avec les identificateurs des pays.
Nous de´finissons la pre´condition de la fonction eurocheck comme suit :
str est un tableau de caracte`res de taille ≥ 0.
4.3 L’analyse de valeurs
Un programme p muni de sa pre´condition est pre´sente´ a` l’entre´e de cette phase. Des
instructions de ce programme peuvent eˆtre associe´es a` des ope´rations risque´es comme
une division ou un acce`s a` un tableau. L’ensemble de ces instructions constitue la liste
exhaustive des menaces potentielles dans ce programme. Le roˆle de l’analyse statique est
de de´terminer l’absence d’erreur pour certaines d’entre elles. SANTE commence par ap-
pliquer l’analyse de valeurs (voir figure 4.1) pour e´liminer le plus grand nombre possible
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0 int eurocheck(char *str){
1 unsigned char sum;
2 char c[9][3]={"ZQ","YP","XO",
3 "WN","VM","UL","TK","SJ","RI"};
4 unsigned char checksum[12];
5 int i = 0, len = 0;
6 i f (str[0] >=97 && str[0]<=122)
7 str[0]-=32; // cap i ta l i ze
8 i f (str[0]<’I’ || str[0]>’Z’)
9 return 2; // inval id char
10 i f (strlen(str) != 12)
11 return 3; //wrong length
12 len = strlen(str);
13 checksum[i]=str[i];
14 for (i=1;i<len;i++){
15 i f (str[i]<48 || str[i]>57)
16 return 4; //not a d ig i t
17 checksum[i] = str[i]-48}
18 sum=0;





24 i f (checksum[0]==c[i][0] || checksum[0]==c[i][1])
25 break;
26 i f (sum!=i)
27 return 5; //wrong checksum
28 return 0;} //OK
Figure 4.3 – Programme eurocheck
de menaces potentielles.
Dans Frama-C, chaque instruction rec¸oit une e´tiquette ou“label” implicite et unique,
meˆme quand il n’y a pas d’e´tiquette explicite dans le code C. Nous identifions l’instruction
par cette e´tiquette unique. Nous de´signons par la (le label de) l’instruction menac¸ante de
l’alarme a et, dans nos exemples, par k (le label de) l’instruction a` la ligne k. Une alarme
a est donc vue comme un couple (la, ca) contenant le label de l’instruction menac¸ante la
et la condition d’erreur potentielle ca de l’alarme a. Cette condition contient des variables
re´fe´rence´es (lues) a` l’instruction menac¸ante la. L’erreur signale´e par l’alarme a se pro-
duit a` la si et seulement si la condition ca est vraie avant l’exe´cution de la. Par exemple,
l’alarme d’acce`s en dehors des limites du tableau checksum a` la ligne 17 de la figure 4.3
est le couple (17, i < 0 ∨ i >= 12). Cette alarme est repre´sente´e dans le programme de la
figure 4.4 par une clause assert ¬Ca a` la ligne 170.
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0 int eurocheck(char *str){
1 unsigned char sum;
2 char c[9][3]={"ZQ","YP","XO",
3 "WN","VM","UL","TK","SJ","RI"};
4 unsigned char checksum[12];
5 int i = 0, len = 0;
60 //@ assert (\ val id ( str+0));
6 i f (str[0] >=97 && str[0] <=122)
7 str[0]-=32;
8 i f (str[0]<’I’ || str[0]>’Z’)
9 return 2;
10 i f (strlen(str) != 12)
11 return 3;
12 len = strlen(str);
130 //@ assert (\ val id ( str+i ) ) ;
13 checksum[i]=str[i];
14 for (i=1;i<len;i++){
150 //@ assert (\ val id ( str+i ) ) ;
15 i f (str[i]<48 || str[i]>57)
16 return 4;
170 //@ assert((0<=i ) ∧ ( i <12));
17 checksum[i] = str[i]-48}
18 sum=0;
19 for (i=(len -1);i>=1;i--)
200 //@ assert((0<=i ) ∧ ( i <12));
20 sum+=checksum[i];
21 while(sum >9)
22 sum=((sum /10)+(sum %10));
23 for (i=0;i<9;i++)
24 i f (checksum[0]==c[i][0] || checksum[0]==c[i][1])
25 break;
26 i f (sum!=i)
27 return 5;
28 return 0;}
Figure 4.4 – Programme eurocheck avec les alarmes
L’analyse de valeurs [CCM09] de Frama-C va calculer et sauvegarder les sur-ensembles
des valeurs possibles des variables a` chaque instruction du programme. Ces ensembles
peuvent ainsi eˆtre utilise´s, entre autres, pour exclure la possibilite´ d’une erreur a` l’exe´-
cution. L’analyse de valeurs va ge´ne´rer des alarmes pour les instructions pour lesquelles
l’absence d’erreur a` l’exe´cution n’est pas assure´e par les ensembles de valeurs calcule´s.
Par exemple, pour l’instruction a` la ligne 13 de la figure 4.3, l’analyse de valeurs ne peut
pas garantir que str+i fait re´fe´rence a` un emplacement me´moire valide, donc elle e´met
une alarme indiquant que str+i pourrait eˆtre invalide. Pour l’instruction a` la ligne 20,
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l’analyse de valeurs ne peut pas exclure le risque d’un acce`s hors limite dans les valeurs
calcule´es pour l’indice i et elle e´met une alarme indiquant que checksum+i pourrait eˆtre
invalide.
Pour le programme p de la figure 4.3, l’analyse de valeurs renvoie l’ensemble A =
alarms(p) contenant cinq alarmes :
( 6, 0 ≥ length(str) ),
( 13, i < 0 ∨ i ≥ length(str) ),
( 15, i < 0 ∨ i ≥ length(str) ),
( 17, i < 0 ∨ i ≥ 12 ),
( 20, i < 0 ∨ i ≥ 12 ).
A` la ligne 6, nous lisons le premier caracte`re str[0]. Cette alarme est une erreur parce
que str peut eˆtre vide. A la ligne 13, l’analyse de valeurs signale que str[i] peut eˆtre un
acce`s hors-limites. Cette alarme est une fausse alarme parce que si la longueur de str n’est
pas e´gale a` 12, l’exe´cution du programme s’arreˆte a` la ligne 11 et retourne 3 ce qui signifie
que la chaˆıne n’a pas la bonne longueur et l’exe´cution n’atteindra jamais la ligne 13. A
la ligne 15, l’alarme signale´e est e´galement une fausse alarme. Il en est de meˆme pour les
alarmes a` la ligne 17 et a` la ligne 20. Ces impre´cisions sont dues au fait que l’analyse de va-
leurs ne de´roule pas toutes les ite´rations des boucles, mais calcule des sur-approximations.
Techniquement, l’analyse de valeurs de Frama-C marque chaque instruction mena-
c¸ante de p par une annotation place´e juste avant, en utilisant le mot-cle´ assert. Ces
assertions repre´sentent les alarmes. Le programme de la figure 4.3 dans lequel on a ajoute´
les alarmes est pre´sente´ dans la figure 4.4. Par exemple, a` la ligne 15, les valeurs calcule´es
pour i contiennent des valeurs supe´rieures a` la longueur de la chaˆıne str et l’annotation :
//@ assert (\ val id ( str+i ) ) ;
est ajoute´e juste avant la ligne 15 (voir la ligne 150 dans la figure 4.4) pour signaler que
l’acce`s au tableau str[i] peut eˆtre hors-limite. L’annotation donne aussi la condition
qui doit eˆtre ve´rifie´e pour e´viter la menace, c’est-a`-dire, la ne´gation (¬ca) de la condition
d’erreur ca. Pour les pointeurs, le passage de \valid(str+i) a` une condition d’erreur ca
sur l’indice i n’est pas toujours imme´diat. Dans la partie 5.3 du chapitre 5, nous allons
de´tailler ce point en expliquant comment nous imple´mentons la traduction d’une assertion
en une condition d’erreur exe´cutable.
L’analyse de valeurs est correcte dans le sens ou`, si elle n’e´met pas d’alarme pour une
menace potentielle, alors l’erreur ne peut pas se produire pour cette menace. Mais en
ge´ne´ral, elle n’est pas tre`s pre´cise, et certaines alarmes signale´es peuvent eˆtre de fausses
alarmes. Les proprie´te´s satisfaites par l’analyse de valeurs utilise´e dans sante sont de´finies
dans la proposition 4.3.1.
Proposition 4.3.1 (Comple´tude de l’analyse de valeurs)
(a) Prouver l’absence d’erreur par l’analyse de valeurs est correct : si l’analyse de valeurs
n’e´met pas d’alarme pour une menace potentielle, une erreur ne peut pas se produire pour
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0 int eurocheck(char *str){
1 unsigned char sum;
2 −−char c [ 9 ] [ 3 ] = { ”ZQ” , ”YP” , ”XO” ,−−
3 −− ”WN” , ”VM” , ”UL” , ”TK” , ”SJ ” , ”RI ”} ;−−
4 unsigned char checksum[12];
5 int i = 0, len = 0;
60 //@ assert (\ val id ( str+0));
6 i f (str[0] >=97 && str[0] <=122)
7 str[0]-=32;
8 i f (str[0]<’I’ || str[0]>’Z’)
9 return 2;
10 i f (strlen(str) != 12)
11 return 3;
12 len = strlen(str);
130 //@ assert (\ val id ( str+i ) ) ;
13 checksum[i]=str[i];
14 for (i=1;i<len;i++){
150 //@ assert (\ val id ( str+i ) ) ;
15 i f (str[i]<48 || str[i]>57)
16 return 4;
170 //@ assert (0 <= i ∧ i < 12) ;
17 checksum[i] = str[i]-48}
18 sum=0;
19 for (i=(len -1);i>=1;i--)
200 //@ assert (0 <= i ∧ i < 12) ;
20 sum+=checksum[i];}
21 −−wh i l e (sum>9)−−
22 −−sum=((sum/10)+( sum%10)) ;−−
23 −− f o r ( i =0; i <9; i++)−−
24 −− i f ( checksum [0]== c [ i ] [ 0 ] | | checksum [0]== c [ i ] [ 1 ] )−−
25 −−break ;−−
26 −− i f ( sum!= i )−−
27 −−r e t u r n 5 ;−−
28 −−r e t u r n 0 ;−−}
Figure 4.5 – Slice du programme de la figure 4.4 sur toutes les alarmes – Le programme
slice´ est e´gal au programme initial dans lequel on a retire´ les parties raye´es
cette alarme.
(b) Prouver l’absence d’erreur par l’analyse de valeurs n’est en ge´ne´ral pas pre´cis : cer-
taines alarmes signale´es peuvent eˆtre des fausses alarmes.
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0 void eurocheck(char *str){
5 int i, len;
60 //@ assert \val id ( str+0);
6 i f (str[0] >=97 && str[0]<=122)
7 str[0]-=32;
8 i f (str[0]<’I’ || str[0]>’Z’)
9 return;
10 i f (strlen(str) != 12)
11 return;
12 len = strlen(str);
14 for (i=1;i<len;i++){
150 //@ assert \val id ( str+i ) ;
15 i f (str[i]<48 || str[i]>57)
16 return;}}
Figure 4.6 – Le programme de la figure 4.4 simplifie´ par rapport a` l’alarme a` la ligne 15
4.4 Le slicing
Le slicing [Wei81] est une technique de transformation de programmes qui permet d’ex-
traire un sous-programme exe´cutable, appele´ slice, a` partir d’un programme plus grand.
Une slice a le meˆme comportement que le programme original par rapport au crite`re du
slicing. Le slicing de Frama-C est base´ sur l’analyse de de´pendance qui comprend le
calcul du graphe de de´pendance de programme (PDG) [FOW87] montrant les relations
de de´pendance entre les instructions du programme, et une analyse de de´pendance inter-
proce´durale permettant de traiter les appels de fonction. Le crite`re classique du slicing
est une paire compose´e d’une instruction et d’un ensemble de variables du programme.
Le slicing de Frama-C accepte d’autres crite`res de slicing, par exemple un ensemble
d’instructions.
Notons;, la fermeture re´flexive et transitive de la relation de de´pendance de donne´es
ou de controˆle. En d’autres termes, l1 ; l2 si l1 = l2, ou si l’exe´cution de l2 de´pend de
l’exe´cution de l1 (directement ou via des e´tats interme´diaires). Cette relation n’est pas
syme´trique : si l1 ; l2, cela n’implique pas que l2 ; l1. Par exemple pour les lignes 7 et
8 de la figure 4.3, nous avons 7 ; 8, mais nous n’avons pas 8 ; 7. Mais nous pouvons
avoir des de´pendances mutuelles l1 ; l2 et l2 ; l1 entre instructions. C’est le cas pour
les deux lignes 21 et 22 de la figure 4.3.
Nous de´signons par labels(p) l’ensemble des e´tiquettes des instructions d’un programme
p. Soit L un sous-ensemble de labels(p). Essentiellement, dans les techniques de slicing base´
sur les de´pendances (voir par exemple [RY88, Sec. 2.2] et [BBD+10, de´finition 4.6]), la
slice de p par rapport a` L, note´e slice(p, L) ou pL, est de´finie comme le sous-programme
de p contenant les instructions suivantes :
labels(pL) = { l ∈ labels(p) | ∃ l
′ ∈ L, l ; l′ }. (4.1)
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Pour un singleton L = {l}, la slice pL est e´galement note´e pl. Comme ; est re´flexive,
L ⊆ labels(pL) et l ∈ labels(pl).
La slice d’un programme par rapport a` une alarme a est de´finie comme e´tant la slice
par rapport a` l’instruction menac¸ante la de a, et on e´crit pa au lieu de pla . De meˆme,
la slice d’un programme par rapport a` un ensemble d’alarmes A est de´finie comme la
slice par rapport a` l’ensemble des instructions menac¸antes de A, et on e´crit pA au lieu de
slice(p, {la | a ∈ A} ).
L’e´tape du slicing produit une ou plusieurs versions simplifie´es de p, chacune d’elles
contenant un sous-ensemble d’alarmes qui peuvent eˆtre de´clenche´es. Nous avons e´tudie´ et
imple´mente´ cinq utilisations du slicing qui correspondent aux cinq options pre´sentes dans
sante.
1. none : Le programme p est directement analyse´ par analyse dynamique sans aucune
simplification par le slicing.
2. all : Le slicing est applique´ une fois et le crite`re de simplification est l’ensemble de
toutes les alarmes de p. Nous obtenons une version simplifie´e contenant les meˆmes
menaces que le programme original p. Ensuite, l’analyse dynamique est applique´e a`
cette version simplifie´e.
3. each : Soit n le nombre d’alarmes dans p. Le slicing est effectue´ n fois, une fois
par rapport a` chaque alarme ai, produisant n programmes simplifie´s p1, p2, . . . , pn.
Ensuite, l’analyse dynamique est appele´e n fois pour analyser les n programmes
simplifie´s.
4. min : On se´lectionne des sous-ensembles d’alarmes A1, A2, . . . , Ak de A tels que
A1 ∪ A2 ∪ . . . ∪ Ak = A avec k ≤ n. L’ope´ration de slicing est effectue´e k fois
pour A1, A2, . . . , Ak. Ainsi k programmes simplifie´s pA1, pA2 , . . . , pAk sont produits.
Ensuite, l’analyse dynamique est appele´e k fois pour analyser les k programmes re´-
sultants pAi.
5. smart : Cette option applique l’option min ite´rativement en re´duisant la taille des
sous-ensembles quand c’est ne´cessaire.
Les trois premie`res options (none, all et each) sont les options de base. Elles sont
pre´sente´es en de´tail dans la partie 4.6. min et smart sont des options plus avance´es, qui
se basent sur une analyse de de´pendances entre les alarmes pre´sente´e en partie 4.7. Les
options min et smart sont de´taille´es en partie 4.8.
Pour le programme en figure 4.4, le programme simplifie´ qui pre´serve toutes les alarmes
est pre´sente´ dans la figure 4.5. Afin de faciliter la comparaison avec la version initiale,
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les parties raye´es montrent le code enleve´ par le slicing et les parties non raye´es corres-
pondent au code du programme simplifie´. Un autre programme simplifie´ est donne´ par la
figure 4.6. Il pre´sente la version simplifie´e par rapport a` l’alarme a` la ligne 15. On notera
que le code restant a e´te´ le´ge`rement simplifie´ par suppression des initialisations de i et
de len et par suppression des valeurs retourne´es. On constate que la slice par rapport a`
une seule alarme est plus simple que celle relative a` toutes les alarmes.
Certaines proprie´te´s du slicing utilisent une se´mantique a` base des trajectoires finies
que nous pre´sentons brie`vement dans la partie 4.4.1, en s’inspirant de [BBD+10].
4.4.1 Se´mantique a` base de trajectoires
Un e´tat est une fonction totale qui associe une valeur a` chaque variable. Une valeur
non de´finie est note´e ⊥. La restriction d’un e´tat a` un ensemble de variables V , note´e par
s↓V , est de´finie par :
(s↓V )x =
{
s(x) si x ∈ V,
⊥ sinon.
Une se´quence non vide T = (l1, s1)(l2, s2) . . . (lk, sk) . . . de couples (instruction, e´tat)
est appele´e trajectoire de p si, a` partir d’un e´tat d’entre´e s1, le programme p exe´cute la se´-
quence d’instructions l1, l2, . . . , lk, . . . ou` li est l’e´tiquette de la i-e`me instruction exe´cute´e
et si est l’e´tat avant l’exe´cution de li. On dit aussi que T est la trajectoire du programme
p a` partir de l’e´tat d’entre´e s1.
On dit que U est une trajectoire partielle de T si U est finie et T commence avec U .
En d’autres termes, les trajectoires partielles de T sont les pre´fixes finis de T . Ils ont la
forme suivante :
(l1, s1)(l2, s2) . . . (lm, sm), m ≥ 1.
Soit M ⊆ labels(p) un ensemble d’e´tiquettes de p. La restriction d’un e´le´ment de
trajectoire (l, s) sur M est de´finie comme suit :
(l, s)↓M =
{
(l, s↓ref(l)) si l ∈ M,
ε sinon,
ou` ref(l) est l’ensemble des variables lues a` l’instruction l et ε est la se´quence vide.
Pour une trajectoire T = (l1, s1) . . . (lk, sk) . . ., la projection de T sur M est de´finie
par :
ProjM(T ) = (l1, s1)↓M . . . (lk, sk)↓M . . .
Le slicing utilise´ dans sante doit ve´rifier les proprie´te´s suivantes :
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0 void eurocheck(char *str){
5 int i, len;
60 //@ assert \val id ( str+0);
61 i f (0 >= length(str))
62 error();
63 e l se
6 i f (str[0] >=97 && str [0]<=122)
7 str[0]-=32;
8 i f (str[0]<’I’ || str[0]>’Z’)
9 return;
10 i f (strlen(str) != 12)
11 return;
12 len = strlen(str);
14 for (i=1;i<len;i++){
150 //@ assert \val id ( str+i ) ;
151 i f (i >= length(str))
152 error();
153 e l se
15 i f (str[i]<48 || str[i]>57)
16 return;}}
Figure 4.7 – Le programme simplifie´ par rapport a` l’alarme a` la ligne 15 auquel ont e´te´
ajoute´es les branches d’erreurs
Proposition 4.4.1 (Proprie´te´s du slicing)
Soit L un ensemble d’instructions dans p, pL la slice de p par rapport a` l’ensemble d’ins-
tructions L et s0 un e´tat d’entre´e pour p. Soit T et T
′ respectivement les trajectoires de p
et pL exe´cute´es a` partir de l’e´tat d’entre´e s0.
(a) labels(pL) est inclus dans labels(p).
(b) Si U est une trajectoire partielle de T , alors il existe une trajectoire partielle U ′ de
T ′ telle que les projections de U et U ′ sur L sont e´gales : ProjL(U) = ProjL(U
′).
4.5 L’analyse dynamique
Le slicing est suivi par une dernie`re e´tape d’analyse dynamique qui sera applique´e
a` tous les programmes simplifie´s. L’analyse dynamique essaie d’activer chaque alarme.
Pour ce faire, elle essaie de couvrir les chemins d’exe´cution dans lesquels les erreurs sont
de´clenche´es. Cette e´tape produit pour chaque alarme un diagnostic : safe, bug ou unknown.
On de´finit la fonction de l’analyse dynamique DA comme suit :
De´finition 1 (Analyse Dynamique)
Soit p un programme et A un ensemble d’alarmes pre´sentes dans p. La fonction d’analyse
dynamique DA applique´e a` p calcule une fonction de diagnostic sur A qui associe a` chaque
alarme a ∈ A l’un des re´sultats suivants :
78
4.5. L’analyse dynamique
1. safe, ce qui signifie qu’il n’y a pas d’erreur dans p pour a,
2. un couple (bug, s), ce qui signifie qu’une erreur pour a se produit dans p exe´cute´ a`
partir de l’e´tat d’entre´e s,
3. unknown, ce qui signifie que nous ne savons pas s’il y a une erreur dans p pour a.
L’alarme est dite classe´e si son diagnostic est bug ou safe. En particulier, la fonction
d’analyse dynamique retourne le diagnostic (bug, s) pour l’alarme a = (la, ca) si et seule-
ment s’il existe une trajectoire T = (l1, s1), . . . , (lk, sk), . . . telle que s1 = s, lk = la et la
condition d’erreur ca est satisfaite dans l’e´tat sk, donc l’erreur signale´e par a se produit
vraiment a` l’exe´cution de la a` partir de l’e´tat sk et a` l’exe´cution du programme p a` partir
de s1. Le diagnostic safe est retourne´ si tous les chemins ont e´te´ explore´s (donc s’ils sont
tous finis), sans atteindre l’e´tat d’erreur.
L’imple´mentation de la fonction d’analyse dynamique DA doit garantir que, lorsque
la ge´ne´ration de test se termine en ayant couvert tous les chemins exe´cutables et qu’elle
n’a pas couvert certains chemins du programme, c’est qu’il n’existe aucun e´tat d’entre´e
qui permette de couvrir ces chemins. Nous avons choisi d’utiliser l’approche concolique,
aussi nomme´e exe´cution dynamique symbolique, pour la ge´ne´ration de tests couvrant tous
les chemins [Kos10]. L’imple´mentation utilise´e doit rapporter tout parcours incomplet,
par exemple, avec un parcours des chemins arreˆte´ par un temps limite avant de couvrir
certains chemins, ou une re´solution de contraintes arreˆte´e par un temps limite avant de
ge´ne´rer un cas de test pour un chemin, ou une impre´cision due a` des fonctionnalite´s non
supporte´es du langage C, ou une simplification non e´quivalente des contraintes de chemins
(ce qui est fait de fac¸on silencieuse par certains outils pour ame´liorer leurs performances).
L’outil PathCrawler utilise´ dans notre imple´mentation ve´rifie ces conditions et rap-
porte tout parcours incomplet des chemins du programme.
Cette e´tape d’analyse dynamique est de´compose´e en deux sous-e´tapes. La premie`re
sous-e´tape, pre´sente´e dans la partie 4.5.1, adapte l’approche concolique pour obtenir notre
fonction d’analyse dynamique DA. La deuxie`me sous-e´tape, pre´sente´e dans la partie 4.5.2,
est la ge´ne´ration de tests.
4.5.1 Ajout des branches d’erreur
Afin de forcer la ge´ne´ration de tests a` activer les erreurs possibles sur chaque chemin
du programme p, nous ajoutons des branches d’erreur dans le code source de p de la fac¸on
suivante. Pour chaque alarme a = (la, ca), l’instruction menac¸ante la, note´e ci-dessous
threatStatement;
est remplace´e par l’instruction conditionnelle suivante :
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La ge´ne´ration de tests est ensuite exe´cute´e pour le programme C re´sultant, note´ p′.
Nous appelons cette technique alarm-guided test generation ou“ge´ne´ration de tests guide´e
par les alarmes”. Pour l’exemple de la figure 4.3, le programme slice´ sur l’alarme a` la ligne
15, auquel ont e´te´ ajoute´es les branches d’erreurs, est pre´sente´ dans la figure 4.7. Les trois
lignes 151, 152 et 153 ont e´te´ ajoute´es.
Si la condition d’erreur est ve´rifie´e dans p′, alors une erreur a` l’exe´cution peut se
produire, et la fonction error() signale l’erreur et arreˆte l’exe´cution du cas de test en
cours. S’il n’y a pas d’erreur a` l’exe´cution, cette dernie`re se poursuit normalement et p′
se comporte exactement comme p.
4.5.2 Ge´ne´ration de tests
Les techniques d’e´valuation symbolique a` l’aide de la programmation par contraintes
[Kos10] sont utilise´es pour concre´tiser la menace et ge´ne´rer un cas de test.
Dans notre imple´mentation, nous utilisons l’outil PathCrawler [BDHTH+09] dont
la me´thode est similaire a` la ge´ne´ration de test concolique [SMA05], aussi appele´ l’exe´-
cution dynamique symbolique. L’utilisateur fournit le code source C de la fonction sous
test. Le ge´ne´rateur explore les chemins du programme dans une recherche en profondeur
d’abord en utilisant l’exe´cution symbolique et concre`te.
La transformation de p en p′ ajoute de nouvelles branches qui se´parent les e´tats d’er-
reur des e´tats sans erreur. L’algorithme de PathCrawler va automatiquement essayer
de couvrir les e´tats d’erreur. Pour une alarme a, PathCrawler peut la confirmer comme
un bug quand il trouve un e´tat d’entre´e et un chemin d’erreur menant a` l’e´tat d’erreur.
PathCrawler peut e´galement prouver que l’alarme est safe lorsque la ge´ne´ration de
tests pour tous les chemins de p′ se termine sans l’activation de la menace correspon-
dante. Lorsque la ge´ne´ration de tests pour les chemins de p′ n’est pas comple`te, aucune
alarme n’est classe´e safe. Dans PathCrawler, cela se produit s’il y a trop de chemins
(la ge´ne´ration ne termine pas avant un temps limite), ou si la re´solution des contraintes
pour un chemin ne termine pas (avant un temps limite), ou si le programme sous test ne
termine pas (avant un temps limite) sur un test, ou lorsqu’on utilise un crite`re de cou-
verture partielle (k-chemins), ou lorsque le programme contient des fonctionnalite´s non
supporte´es du langage C. Enfin, toutes les alarmes qui ne sont pas classe´es comme bug ou
safe demeurent unknown.
Dans la slice pre´sente´e sur la figure 4.7, la ge´ne´ration de tous les chemins se termine
sans couvrir l’instruction a` la ligne 152, donc cette instruction est inatteignable et il n’y
a aucun e´tat d’entre´e qui peut de´clencher l’alarme correspondante. Par conse´quent, cette
alarme est classe´e safe.
L’analyse dynamique utilise´e dans sante satisfait les proprie´te´s suivantes :
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Proposition 4.5.1 (Suˆrete´ de l’analyse dynamique)
(a) La classification d’une alarme par l’analyse dynamique est correcte, c’est-a`-dire que
si l’analyse dynamique classe une alarme comme bug ou safe, alors elle l’est vraiment.
(b) La classification d’une alarme par l’analyse dynamique peut en ge´ne´ral eˆtre incom-
ple`te, c’est-a`-dire que certaines alarmes peuvent rester unknown.
4.5.3 Diagnostic partiel a` partir d’une analyse dynamique sur
une slice
Dans notre me´thode, nous allons appliquerDA a` plusieurs versions simplifie´s p1, p2, . . . ,
pm de p. Cependant, le diagnostic produit par DA sur une slice pj (1 ≤ j ≤ m) pour une
alarme de p ne donne pas toujours le statut re´el de cette menace dans le programme initial
p. Dans certains cas, une alarme peut eˆtre une erreur confirme´e sur la version simplifie´e pj ,
alors que dans le programme initial son statut peut rester inconnu ou meˆme safe. En re-
vanche, si le diagnostic produit par DA sur pj pour une alarme est safe, alors cette alarme
ne repre´sente aucun risque d’erreur dans le programme initial p (nous allons le prouver
dans la partie 4.9). Pour mieux expliquer ce phe´nome`ne d’apparition d’erreur dans les
slices, conside´rons deux situations que nous illustrons par des exemples. Soit Aj ⊂ A le
sous-ensemble d’alarmes de A pre´serve´es dans la slice pj .
Une erreur pour une alarme a ∈ Aj peut se produire dans la slice pj sur un e´tat
d’entre´e s sans se produire dans p si l’exe´cution de p sur s n’atteint pas l’instruction
menac¸ante correspondante la. Cela peut eˆtre duˆ a` une partie avant la qui boucle et ne
termine pas dans le programme p et qui n’est plus pre´sente dans la version simplifie´e.
Cette situation peut eˆtre illustre´e par l’exemple suivant :
0 int f1( int x, int y){
1 int z;
2 g(x,y); // Does not terminate
3 z=x/y; // Alarm: y may be 0
4 return z;
5 }
ou` on suppose que la variable y peut eˆtre nulle, la fonction g(x,y) ne termine pas et l’appel
g(x,y); n’est pas une de´pendance pour la ligne 3. Dans ce cas, la slice par rapport a` la
ligne 3 est la suivante :
0 int f1( int x, int y){
1 int z;
3 z=x/y; // Alarm: y may be 0
4 return z;
5 }.
Elle contient en effet une erreur pour l’alarme de la ligne 3 (pouvant eˆtre confirme´e pour
les entre´es (x,y)=(1,0) par exemple) qui ne se produit jamais dans le programme initial
ou` l’exe´cution boucle infiniment sans jamais arriver a` la ligne 3.
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Une autre cause possible d’apparition d’erreur dans les slices peut eˆtre lie´e au phe´no-
me`ne des erreurs cache´es. Une erreur pour une alarme a ∈ Aj peut se produire dans la
slice pj sur un e´tat d’entre´e s sans se produire dans p si l’exe´cution de p sur s produit
une autre erreur avant l’instruction menac¸ante la. Par exemple, conside´rons le programme
suivant :
0 void f2( int x, int y, int c){
1 int a,b;
2 a=x/c; // Alarm: c may be 0
3 printf(" new x=%d ",a);
4 b=y/c; // Alarm: c may be 0
5 printf(" new y=%d ",b);
6 return;
7 }
ou` la variable c peut eˆtre nulle. Dans ce cas, la slice par rapport a` la ligne 4
0 void f2( int x, int y, int c){
1 int b;
4 b=y/c; // Alarm: c may be 0
6 return;
7 }
provoque une erreur pour l’alarme de la ligne 4 (par exemple, sur (x,y,c)=(5,10,0))
alors que l’exe´cution du programme initial ne produit pas d’erreur pour cette ligne car
l’exe´cution s’arreˆte suite a` une erreur de division par ze´ro a` la ligne 2. Nous voyons que
l’erreur de la ligne 2 cache l’erreur de la ligne 4 dans le programme initial. Une erreur
cache´e peut se produire dans le programme simplifie´ a` cause de la simplification.
Dans la me´thode sante, pour e´liminer toute incertitude sur le statut d’une menace
a pour laquelle DA sur une slice pj a retourne´ (bug, s), nous proposons de confirmer ce
statut par l’exe´cution du programme initial p sur s. L’exe´cution concre`te de p est imme´-
diate, et permet de re´pondre pre´cise´ment si l’e´tat d’entre´e s provoque une erreur sur p
pour la menace a ou non. Si l’erreur pour la menace a se produit dans p, nous pouvons
confirmer le diagnostic (bug, s) pour a dans p. Si cette erreur ne se produit pas dans p,
alors le statut de l’alarme a dans p reste inconnu tant que cette alarme n’est pas confirme´e
par l’exe´cution de p sur un autre e´tat d’entre´e.
Dans ce cas, si lors de l’exe´cution de p sur s, une erreur pour une autre alarme a′ ∈ A
se produit dans p, cette information sera conserve´e et le diagnostic (bug, s) sera e´mis pour
a′ dans p. Nous pouvons e´mettre un avertissement pour attirer l’attention sur l’alarme a,
qui peut eˆtre une erreur cache´e, mais nous ne pouvons pas conclure sur le statut exact
de a. Pour simplifier la pre´sentation, ce type d’avertissement n’est pas repre´sente´ dans la
pre´sentation formelle de la me´thode et le diagnostic.
Si l’exe´cution de p sur s ne termine pas (dans un de´lai fixe´), ce cas de non terminaison
doit eˆtre rapporte´ et analyse´ pour de´tecter une e´ventuelle erreur menant a` la non termi-
naison. La de´tection de la non terminaison e´tant un proble`me inde´cidable dont l’e´tude ne
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fait pas partie des objectifs de cette the`se, nous nous limitons a` signaler les e´ventuels cas
de´tecte´s de non terminaison (dans un de´lai fixe´) et n’incluons pas ces avertissements dans
la formalisation de la me´thode et le diagnostic.
En pratique, dans nos expe´rimentations pre´sente´es dans cette the`se, l’exe´cution du
programme initial a toujours confirme´ le statut d’erreur rapporte´ par DA sur une slice.
Nous pouvons maintenant donner la de´finition formelle du diagnosticDiagnosticj pour
les alarmes de p a` partir des re´sultats obtenus par DA sur une slice pj (1 ≤ j ≤ m).
De´finition 2 (Diagnostic a` partir d’une slice)
Le diagnostic Diagnosticj pour les alarmes de p a` partir d’une analyse dynamique sur la
slice pj est de´fini pour tout a ∈ A comme suit.
1. Diagnosticj(a) = safe si a ∈ Aj et DA sur la slice pj a classe´ a comme safe.
2. Diagnosticj(a) = (bug, s) si a ∈ Aj, DA sur la slice pj a retourne´ (bug, s) pour a et
l’exe´cution de p sur s confirme l’erreur pour la menace a dans p.
3. Diagnosticj(a) = (bug, s) si l’exe´cution de p sur s (lors d’une tentative de confirmer
le statut d’erreur d’une autre menace a′ ∈ Aj pour laquelle DA sur la slice pj a retourne´
(bug, s)) provoque l’erreur pour la menace a dans p avant d’arriver a` a′.
4. Diagnosticj(a) = unknown dans tous les autres cas.
4.5.4 Fusion de diagnostics et construction du diagnostic final
Lorsque DA est applique´ a` plusieurs versions simplifie´es p1, p2, . . . , pm de p et qu’ainsi
plusieurs diagnostics pour les alarmes de p sont obtenus, nous avons besoin de cumuler
ces diagnostics pour obtenir un diagnostic final.
Montrons d’abord que les diagnostics Diagnosticj et Diagnostick (si j 6= k) obtenus a`
partir des re´sultats de DA sur deux slices pj et pk ne peuvent pas produire deux re´sultats
contradictoires safe et bug. Si l’un des diagnostics est bug, alors une erreur se produit
re´ellement pour a dans p (voir la de´finition 2). On prouve dans la partie 4.9 que si DA
sur une slice produit le diagnostic safe pour une alarme a, alors il n’y a aucun risque d’er-
reur pour a sur p. Par conse´quent, les diagnostics Diagnosticj et Diagnostick ne peuvent
pas produire en meˆme temps deux diagnostics contradictoires safe et bug pour une meˆme
alarme a.
Cette proprie´te´ de non contradiction entre les diagnostics nous permet d’introduire
l’ope´ration de fusion de diagnostics par la de´finition suivante.
De´finition 3 (Fusion de Diagnostics)
Soit p un programme et A un ensemble d’alarmes pre´sentes dans p. Soient Diagnostic′ et
Diagnostic′′ deux diagnostics pour l’ensemble A d’alarmes de p. La fusion des diagnostics
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Diagnostic′ et Diagnostic′′, note´e Diagnostic′⊎Diagnostic′′, est de´finie comme suit pour
toute alarme a de A :
1. Diagnostic′ ⊎ Diagnostic′′(a) = safe si Diagnostic′(a) = safe ou Diagnostic′′(a) =
safe.
2. Diagnostic′⊎Diagnostic′′(a) = (bug, s) si Diagnostic′(a) = (bug, s) ou Diagnostic′′(a) =
(bug, s).
3. Diagnostic′ ⊎Diagnostic′′(a) = unknown dans tous les autres cas.
Pour la pre´sentation des algorithmes de la me´thode sante ci-dessous, il sera pratique
d’avoir une repre´sentation des diagnostics en termes d’ensembles d’alarmes de chaque
statut. Soient Diagnostic′ et Diagnostic′′ deux diagnostics pour l’ensemble A des alarmes
de p, et soit Diagnostic = Diagnostic′ ⊎ Diagnostic′′ leur fusion. Soient S ′, B′, U ′ les
ensembles d’alarmes pour lesquels le diagnostic Diagnostic′ retourne, respectivement,
safe, bug et unknown. Soient S ′′, B′′, U ′′ les ensembles d’alarmes pour lesquels le diagnostic
Diagnostic′′ retourne, respectivement, safe, bug et unknown. Alors les ensembles S,B, U
d’alarmes pour lesquels le diagnostic Diagnostic retourne, respectivement, safe, bug et
unknown, peuvent eˆtre calcule´s de la manie`re suivante :
S = S ′ ∪ S ′′,
B = B′ ∪B′′,
U = A− (S ∪B).
On utilisera e´galement dans ce cas la notation (S,B, U) = (S ′, B′, U ′) ⊎ (S ′′, B′′, U ′′),
ou meˆme (S,B, U) = (S ′, B′, U ′) ⊎ Diagnostic′′. Il est clair que la fusion de diagnostics
est une ope´ration commutative et associative.
Dans la me´thode sante, le diagnostic final sera construit par fusion des diagnostics
obtenus pour les alarmes de p a` partir de l’application de DA sur les versions simplifie´es
p1, p2, . . . , pm de p.
4.6 Slice & Test : options de base
Dans cette partie, nous pre´sentons les options de base de la fonction Slice&Test :
none, all et each. A de´signe l’ensemble des alarmes d’un programme p.
4.6.1 Option none
Le programme p est directement analyse´ par analyse dynamique sans aucune simplifi-
cation par le slicing. Le principal inconve´nient de cette option est que l’analyse dynamique
sur un grand programme peut prendre beaucoup de temps ou ne pas terminer en laissant
beaucoup d’alarmes non classe´es, c’est-a`-dire avec le statut unknown. Nous avons propose´
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a) Option all b) Option each
Figure 4.8 – Slice&Test : options de base
ce fonctionnement dans l’article [CKGJ10b].
Avec cette option, sante prend 25 secondes environ pour confirmer l’alarme a` la ligne
6 comme bug et classer les quatre autres alarmes comme safe, dans l’exemple eurocheck
de la figure 4.3.
4.6.2 Option all
Avec cette option, illustre´e par la figure 4.8a, le slicing est applique´ une seule fois et
le crite`re de simplification est l’ensemble A contenant toutes les alarmes de p (l’ensemble
des instructions menac¸antes contenant ces alarmes). On obtient une version simplifie´e pA
contenant les meˆmes menaces que le programme original p. Ensuite, l’analyse dynamique
est applique´e a` pA.
Les avantages de cette option sont clairs. Nous obtenons un programme plus simple
pA contenant les meˆmes menaces que le programme initial p. L’analyse dynamique fonc-
tionne plus rapidement que pour p, parce qu’elle est applique´e a` sa version simplifie´e pA.
Pour l’exemple de la figure 4.3, pA ne contient que 19 lignes (voir figure 4.5) au lieu de
29 (voir figure 4.3). Avec cette option, les cinq alarmes sont classe´es en environ 7 secondes.
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Cependant, comme le programme pA contient toutes les alarmes pre´sentes dans A,
l’analyse dynamique peut manquer de temps ou d’espace parce que certaines alarmes
peuvent eˆtre complexes ou difficiles a` analyser. Dans ce cas, les alarmes qui sont plus faciles
a` classer sont pe´nalise´es par l’analyse d’autres alarmes plus complexes, et finalement un
grand nombre d’alarmes peuvent rester non classe´es. Pour reme´dier a` cet inconve´nient,
nous introduisons l’option each.
4.6.3 Option each
Soit n ≥ 1 le nombre d’alarmes dans p et A = {a1, a2, . . . , an} l’ensemble des alarmes
dans p. Avec cette option, illustre´e dans la figure 4.8b, le slicing est effectue´ n fois, une
fois par rapport a` chaque alarme ai, produisant un programme simplifie´ pai pour chaque
alarme ai (1 ≤ i ≤ n). Ensuite, l’analyse dynamique est appele´e n fois pour analyser les
n programmes re´sultants pai .
L’avantage de cette option est la production, pour chaque alarme ai, du programme
simplifie´ minimal pai qui pre´serve l’instruction menac¸ante de l’alarme ai. Par conse´quent,
chaque alarme est analyse´e se´pare´ment (autant que possible) par analyse dynamique, donc
aucune alarme ne reste arbitrairement pe´nalise´e par une autre. L’analyse dynamique de
chaque slice pai est plus rapide que celle de p et a plus de chance de classer ai dans un
de´lai fini.
Pour l’exemple en cours (figure 4.3), on obtient cinq programmes simplifie´s dont les
tailles varient de 3 a` 16 lignes. La figure 4.6 montre l’exemple du programme simplifie´
par rapport a` la menace a` la ligne 15. Pour chacun des cinq programmes simplifie´s, la
ge´ne´ration de tests dure moins de 6 secondes. Le temps complet requis par sante pour
analyser les cinq slices et classer les cinq alarmes est d’environ 13 secondes.
Parmi les inconve´nients de cette option, premie`rement le slicing est exe´cute´ n fois et
l’analyse dynamique est exe´cute´e pour n programmes. En outre, une slice peut en inclure
une autre ou eˆtre identique a` une autre. Dans ces cas, l’analyse dynamique pour certains
des pai est une perte de temps. Cela est duˆ aux de´pendances (mutuelles) entre les menaces.
Par exemple, dans le programme de la figure 4.3, l’instruction a` la ligne 15 de´pend de
l’instruction a` la ligne 6. Donc l6 est pre´sent dans le programme simplifie´ par rapport a`
l’alarme a` la ligne 15 (voir figure 4.6). L’analyse dynamique pour p150 peut classer l’alarme
60. Dans ce cas on n’a pas besoin d’analyser p60 .
Dans la partie 4.7, nous e´tudions les de´pendances entre les menaces et nous les utili-
sons dans la partie 4.8 pour introduire les options avance´es de Slice&Test.
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4.7 De´pendances entre alarmes
Les re´sultats de cette partie sont applicables a` l’ensemble de toutes les alarmes de
p et a` n’importe quel sous-ensemble. Soit A ⊆ alarms(p) un ensemble d’alarmes de p.
Rappelons que l’alarme a est conside´re´e comme un couple (la, ca) contenant l’instruction
menac¸ante la et la condition d’erreur potentielle ca de a. On dit qu’une alarme a
′ ∈ A
de´pend d’une autre alarme a ∈ A et on e´crit a; a′ si la ; la′ , c’est-a`-dire si l’instruction
menac¸ante la′ de a
′ de´pend de l’instruction menac¸ante la de a.
On suppose que chaque instruction est une instruction menac¸ante pour au plus une
alarme. Donc, pour simplifier la notation, lorsque la condition d’erreur n’est pas re´fe´ren-
ce´e, on confond une alarme a ∈ A avec l’instruction menac¸ante qui lui correspond la. De
meˆme un ensemble d’alarmes est conside´re´ comme l’ensemble des e´tiquettes des instruc-
tions. Par exemple, lorsque a = (l, c) est une alarme dans A, on peut utiliser une des deux
notations : a ∈ A et l ∈ A, sans risque de confusion.
Quand deux alarmes a et a′ ∈ A sont inde´pendantes, le slicing par rapport a` a e´limine
a′ dans le programme simplifie´. Mais, dans la plupart des cas, les alarmes ne sont pas
toutes inde´pendantes, et une alarme a ∈ A peut de´pendre d’une autre alarme a′ ∈ A.
Deux alarmes peuvent e´galement eˆtre mutuellement de´pendantes (a1 ; a2 et a2 ; a1)
comme dans l’exemple suivant :
1 for (i=0; i<3; i++) {
2 y = x/z - 1; // Alarme : z peut e^tre 0
3 z = x/y - 2; // Alarme : y peut e^tre 0
4 }
ou` les lignes 2 et 3 de´pendent l’une de l’autre et les valeurs (x, y, z) = (2, 1, 1) et (2, 1, 2)
provoquent des bugs pour les deux alarmes. Suite a` la de´finition d’une slice (voir de´fini-
tion 4.1), pour toute alarme a ∈ A, l’ensemble d’e´tiquettes labels(pa) ∩ A est l’ensemble





Quand certaines alarmes sont de´pendantes, on peut recouvrir A en ne prenant qu’une
partie des slices pa dans la partie droite de cette e´galite´. Cette ide´e nous conduit a` la
notion de couverture des alarmes par slicing.
De´finition 4 (Couverture des alarmes par slicing)
Soit A′ ⊆ A. On dit que le sous-ensemble A′ de´finit une couverture des alarmes par slicing
de A si la famille (labels(pa) ∩ A | a ∈ A





On appelle une telle famille (labels(pa) ∩A | a ∈ A
′) la couverture des alarmes par slicing
de A de´finie par A′.
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Dans une telle couverture, chaque sous-ensemble labels(pa) ∩ A est non vide. Les en-
sembles labels(pa) ∩A de cette famille seront appele´s ensembles couvrants.
De´finition 5 (Alarme Finale)
Soit e une alarme dans l’ensemble des alarmes A. On dit que e est une alarme finale de
(A,;) si, pour tout s ∈ A telle que e; s, on a s ; e. En d’autres termes, une alarme
finale n’a pas de de´pendances sortantes autres que celles qui sont mutuelles.
Comme A est fini, il est facile de voir que, pour tout a ∈ A, il y a une alarme finale
e ∈ A qui de´pend d’elle, c’est-a`-dire a ; e. On note ends(A) l’ensemble des alarmes
finales de A.
On conside`re la relation de de´pendance mutuelle a ∼ a′ qu’on de´finit comme a ; a′
et a′ ; a. C’est une relation d’e´quivalence dans A dont les classes d’e´quivalence sont
les sous-ensembles maximaux d’alarmes interde´pendantes dans A. On note a la classe
d’e´quivalence de a. Le lemme 4.7.1(a) montre que si une classe d’e´quivalence contient une
alarme finale e ∈ A, alors tous ses e´le´ments sont des alarmes finales. On note ends(A/∼)
l’ensemble des classes d’e´quivalence des alarmes finales. D’autres proprie´te´s des alarmes
finales et des slices sont donne´es dans le lemme 4.7.1 :
Lemme 4.7.1
Soit A ⊆ alarms(p) un ensemble d’alarmes d’un programme p.
(a) Si e est une alarme finale dans A alors chaque e´le´ment de sa classe d’e´quivalence e
est aussi une alarme finale dans A.
(b) Si L ⊆ A et e est une alarme finale dans A qui survit dans la slice pL, alors il existe
un l ∈ L tel que e ∼ l.
(c) Si a ∈ A et e est une alarme finale dans A qui survit dans la slice pa, alors e ∼ a.
(d) Si a ∼ a′ sont deux alarmes e´quivalentes dans A, alors pa = pa′.
(e) Si a ∈ A et A′ = labels(pa) ∩A, alors pa = pA′.
Preuve
(a) Soit e une alarme finale dans A et a ∈ e. Comme a ∼ e, on a donc a ; e et
e ; a. Supposons que pour a, il y a une alarme a′ ∈ A qui de´pend d’elle, c’est-a`-dire
a; a′. Par transitivite´, e; a′. Et comme e est une alarme finale, a′ ; e, donc, a′ ; a
par transitivite´ aussi. Ce qui implique que a est aussi une alarme finale dans A.
(b) Soit L ⊆ A et e une alarme finale dans A avec e ∈ labels(pL). Par la de´finition 4.1
de pL, il existe un l ∈ L tel que e; l. Comme e est une alarme finale, l ; e. On conclut
donc que e ∼ l.
(c) de´coule imme´diatement de (b) pour L = {a}.
(d) de´coule imme´diatement de la de´finition 4.1 d’une slice applique´e a` pa et pa′ .
(e) de´coule imme´diatement de la de´finition 4.1 d’une slice applique´e a` pa et pa′ . 2
Nous aurons besoin des propositions de´finies dans le lemme 4.7.2 :
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Lemme 4.7.2
Soit A ⊆ alarms(p) un ensemble d’alarmes du programme p. Il existe une unique couver-
ture minimale des alarmes par slicing de A. En d’autres termes, il existe un sous-ensemble
A′ ⊆ A tel que :
(a) A =
⋃
a∈A′ labels(pa) ∩A, c’est-a`-dire A
′ de´finit une couverture des alarmes de A par
slicing,
(b) s’il existe un sous-ensemble A′′ ⊆ A qui de´finit une autre couverture des alarmes par
slicing de A, alors card(A′′) ≥ card(A′) (c’est-a`-dire A′ est minimal).
(c) Si A′′ ⊆ A et A′′ de´finit une autre couverture minimale des alarmes par slicing de A,
les ensembles couvrants des deux couvertures sont identiques.
Preuve
(a) Nous montrons qu’il existe une couverture des alarmes par slicing de A. On choi-
sit un repre´sentant ei ∈ ends(A) dans chaque classe d’e´quivalence d’alarmes finales dans
ends(A/∼). Soit k = card(ends(A/∼)) et A′ = {e1, e2, . . . , ek} l’ensemble de ces repre´sen-
tants. Tout a ∈ A a une alarme finale e ∈ A qui de´pend d’elle, dont la classe d’e´quivalence
e a un repre´sentant ej ∈ A
′. Comme a; e et e; ej, par transitivite´, nous avons a; ej ,
donc a ∈ labels(pej ) ∩ A. On en de´duit que A =
⋃
a∈A′ labels(pa) ∩ A. Donc A
′ de´finit une
couverture des alarmes par slicing de A.
(b) Montrons maintenant la minimalite´ de la cardinalite´ de la couverture des alarmes
par slicing A′ de A. Supposons qu’il existe un sous-ensemble A′′ ⊆ A qui de´finit une
autre couverture des alarmes par slicing de A, c’est-a`-dire A =
⋃
a∈A′′ labels(pa) ∩ A.
Pour tout j ∈ {1, 2, . . . , k}, on peut trouver aj ∈ A
′′ tel que ej ∈ labels(paj ) ∩ A.
Comme ej ∈ labels(paj ) et ej est une alarme finale dans A, on a ej ∼ aj d’apre`s le
lemme 4.7.1(c). En d’autres termes, (a1, . . . , ak) est une autre liste de repre´sentants pour
les diffe´rentes classes d’e´quivalence des alarmes finales (e1, . . . , ek), ce qui implique que
les e´le´ments a1, a2, . . . , ak sont tous diffe´rents. Nous avons trouve´ au moins k e´le´ments
diffe´rents a1, a2, . . . , ak dans A
′′, donc card(A′′) ≥ k = card(A′).
(c) Enfin, nous montrons l’unicite´ de la couverture minimale des alarmes par sli-
cing de A. Supposons que A′′ ⊆ A et A′′ de´finit une autre couverture minimale des
alarmes par slicing de A. La preuve dans (a) ci-dessus a montre´ que A′′ contient un sous-
ensemble {a1, a2, . . . , ak} ou` chaque aj est un autre repre´sentant de la classe d’alarmes
finales ej et les aj sont tous diffe´rents. En appliquant la minimalite´ pour la couverture
minimale des alarmes par slicing de´finie par A′′, on obtient card(A′) ≥ card(A′′), d’ou`
{a1, a2, . . . , ak} = A
′′ et card(A′) = card(A′′). Comme aj ∼ ej , d’apre`s le lemme 4.7.1(d),
pej = paj et les ensembles couvrants labels(pej)∩A et labels(paj )∩A des deux couvertures
sont identiques, pour tout j ∈ {1, 2, . . . , k}. 2
On a prouve´ que toute couverture minimale des alarmes par slicing de A est de´finie
par un ensemble de repre´sentants des classes d’alarmes finales, et les ensembles couvrants
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Figure 4.9 – De´pendances entre alarmes pour le programme eurocheck
sont de´finis de manie`re unique.
Pour l’exemple de la figure 4.4, les de´pendances entre les alarmes sont illustre´es dans
la figure 4.9. Les alarmes 130 et 200 sont des alarmes finales et l’ensemble {130, 200} de´finit
une couverture minimale des alarmes par slicing. Les ensembles couvrants sont {6, 13} et
{6, 15, 17, 20}.
4.8 Slice & Test : options avance´es
Dans cette partie, nous introduisons les options avance´es de la fonction Slice&Test :
min et smart, en nous basant sur les de´pendances entre les menaces e´tudie´es dans la
partie 4.7. Soit A l’ensemble des alarmes de p.
4.8.1 Option min
Cette option pre´sente une solution interme´diaire entre les deux options all et each
pre´sente´es pre´ce´demment (partie 4.6). Avec cette option (voir figure 4.10a), l’ope´ration
de slicing est effectue´e k fois pour les ensembles couvrants A1, A2, . . . , Ak d’une couverture
minimale des alarmes par slicing de A et les slices pA1 , pA2, . . . , pAk sont produites telles
que
∀i ∈ {1, 2, . . . , k}, Ai 6= ∅ etA1 ∪ A2 ∪ . . . ∪Ak = A.
Ensuite, l’analyse dynamique est applique´e se´pare´ment a` pA1 , pA2, . . . , pAk .
Les crite`res du slicing A1, A2, . . . , Ak sont choisis en fonction de de´pendances entre
les alarmes. Si toutes les alarmes sont de´pendantes les unes des autres alors l’option min
devient identique a` l’option all. Si toutes les alarmes sont inde´pendantes, alors l’option
min devient identique a` l’option each.
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i := i+ 1
Ai+1 = ∅
Ai+1 6= ∅
a) Option min b) Option smart
Figure 4.10 – Slice&Test : options avance´es
Nous avons montre´ dans le lemme 4.7.2 que ce type de couverture existe et que ses
ensembles couvrants sont de´finis d’une manie`re unique. Techniquement, il suffit de choisir
un ensemble de repre´sentants a1, . . . , ak des alarmes finales de A, ensuite de´terminer les
ensembles Ai avec Ai = labels(pai)∩A et calculer les slices pai parce que pai = pAi d’apre`s
le lemme 4.7.1(e).
La fonction min de´crite dans l’algorithme 1 proce`de ainsi. Elle initialise les ensembles
S, B et U d’alarmes contenant les alarmes avec le statut respectivement, safe, bug et
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Algorithme 1 : min
Entre´es : p : programme
A : ensemble des alarmes de p
Sorties : S, B, U : ensembles d’alarmes respectivement safe, bug et unknown.
Donne´es : A1, . . . , Ak les ensembles couvrant de la couverture des alarmes de
A par slicing





(A1, . . . , Ak)← SelectionnerMin(A,;);5
for i← 1 to k do6
pAi ← Slice(p, Ai) ;7
(S,B, U)← (S,B, U) ⊎AnalyseDynamique(pAi, Ai);8
end9
return (S,B, U);10
unknown : S et B sont vides et U contient toutes les alarmes (lignes 1–3). Puis la fonction
AnalyseDependance calcule les de´pendances de la relation ; (ligne 4). L’algorithme cal-
cule les ensembles couvrants A1, . . . , Ak de la couverture minimale des alarmes par slicing
de l’ensemble A, en appliquant la fonction SelectionnerMin (ligne 5). Puis, pour chaque
ensemble Ai, i ∈ {1, . . . , k}, le programme est simplifie´ par la fonction Slice et analyse´
dynamiquement par la fonction AnalyseDynamique (lignes 6–9). Cette dernie`re construit
le diagnostic pour les alarmes de p a` partir d’une analyse dynamique sur la slice pAi (voir
la de´finition 2). Le diagnostic est cumule´ par fusion de diagnostics a` chaque e´tape. Le
diagnostic final est retourne´ par la fonction (ligne 10).
Cette option combine les avantages des options de base all et each de´crites dans la
partie 4.6. En effet elle produit des slices plus simples que celle de l’option all, par conse´-
quent, les alarmes les plus faciles a` classer sont moins pe´nalise´es par l’analyse des alarmes
complexes. Le nombre de slices est au plus k, souvent beaucoup moins qu’avec each. De
plus, chaque slice pAi est importante car elle peut permettre de classer le nœud feuille ai
qu’aucune autre slice pAj ne permettra de classer, donc l’analyse dynamique de pAi n’est
jamais superflue.
Pour l’exemple de la figure 4.3, la figure 4.9 montre les de´pendances entre les alarmes
et la figure 4.11 montre les crite`res de slicing pour chacune des 4 me´thodes : all, each,
min et smart. Pour l’option min, les ensembles couvrants de la couverture minimale des
alarmes par slicing sont A0 = {60, 130} et A1 = {60, 150, 170, 200}. sante produit deux
slices : pA0 et pA1 . Le temps complet requis par sante pour analyser les deux slices et
classer les cinq alarmes est d’environ 6 secondes. Rappelons que ce temps e´tait de 25
secondes pour none, de 7 secondes pour all et de 13 secondes pour each.
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crite`res de slicing avec chaque option
all : {60, 130, 150, 170, 200}
each : {60}, {130}, {150}, {170}, {200}
min : A0 = {60, 130}, A1 = {60, 150, 170, 200}
smart : A01 = {60, 130}, A
0
2 = {60, 150, 170, 200}
et si 60, 150, 170 restent unknown, A
1
1 = {60, 150, 170}
et si 60, 150 restent unknown, A
2
1 = {60, 150}
et si 60 reste unknown, A
3
1 = {60}
Figure 4.11 – De´roulement de l’e´tape Slice&Test pour le programme eurocheck avec
les diffe´rentes options
La faiblesse de cette option apparaˆıt lorsque l’analyse dynamique de pAi de´passe le
temps limite sans classer certaines alarmes a′ ∈ Ai, tandis que l’analyse dynamique d’une
slice e´ventuellement plus simple (par exemple pa′) permettrait de classer a
′. L’option sui-
vante pallie cet inconve´nient.
4.8.2 Option smart
Cette option (voir figure 4.10b) applique l’option min ite´rativement sur une se´quence
d’ensembles d’alarmes Ai dont la taille card(Ai) diminue apre`s chaque ite´ration. Initiale-
ment, i = 0 et A0 = A. Pour chaque i ≥ 0, l’algorithme calcule la couverture minimale
des alarmes par slicing {Ai1, A
i
2, . . . , A
i
ki
} de l’ensemble Ai en appliquant la fonction Se-
lectionnerMin et ensuite ge´ne`re les slices correspondantes. L’analyse dynamique ge´ne`re
Diagnostici pour Ai. Ensuite, la fonction Raffiner calcule Ai+1 comme l’ensemble des
alarmes dans Ai \ ends(Ai) qui demeurent non classe´es (unknown) par Diagnostici. No-
tons que les alarmes finales de Ai sont explicitement exclues dans Ai+1, sinon nous aurions
pu avoir Ai+1 = Ai et donc re´pe´ter la meˆme ope´ration. Enfin, on incre´mente i et on re´pe`te
l’ite´ration pour le nouvel ensemble Ai jusqu’a` ce que Ai+1 devienne vide.
La fonction smart de´crite dans l’algorithme 2 proce`de ainsi. Elle initialise les ensembles
S, B et U d’alarmes avec le statut, repectivement, safe, bug et unknown. S et B sont vides
et U contient toutes les alarmes (lignes 1–3). Puis la fonction AnalyseDependance calcule
les de´pendances ; (ligne 4) et l’ensemble d’alarmes a` traiter dans la prochaine ite´ra-
tion, appele´ Ai, par toutes les alarmes (ligne 6). Tant que l’ensemble d’alarmes a` traiter
n’est pas vide, l’algorithme calcule les ensembles couvrants de la couverture minimale des
alarmes de l’ensemble Ai par slicing (Ai1, . . . , A
i
ki
) forme´s de ki ensembles, en appliquant
la fonction SelectionnerMin (ligne 8). Puis, pour chaque ensemble Aij , j ∈ {1, . . . , k}, le
programme est simplifie´ par la fonction Slice et analyse´ dynamiquement par la fonction
AnalyseDynamique (lignes 9–12). Cette dernie`re (ligne 11) construit le diagnostic pour
les alarmes de p a` partir d’une analyse dynamique sur la slice pAi
j
(voir la de´finition 2).
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Algorithme 2 : smart
Entre´es : p : programme
A : ensemble des alarmes de p
Sorties : S, B, U : ensembles d’alarmes respectivement safe, bug et unknown.
Donne´es : Ai : ensemble des alarmes traite´es a` chaque ite´ration i
Ai1, A
i
2, . . . , A
i
ki
les ensembles couvrants de la couverture minimale
des alarmes par slicing de Ai







while Ai 6= ∅ do7
(Ai1, A
i




for j ← 1 to k do9
pAi
j
← Slice(p, Aij) ;10








Le diagnostic est cumule´ par fusion de diagnostics a` chaque e´tape.
Ensuite, on calcule la valeur suivante de Ai (ligne 13) ce qui correspond a` la fonction
“Raffiner” dans la figure 4.10b. Le diagnostic final est retourne´ par la fonction (ligne 16).
Par exemple, dans la figure 4.11, A0 = A = {60, 130, 150, 170, 200} et l’ensemble
{130, 200} de´finit une couverture minimale des alarmes par slicing de A
0. Les ensembles
couvrants sont A01 = {60, 130} et A
0





ne classe pas 60, 150 et 170, les deux alarmes finales 130 et 200 sont retire´es de A
0 pour
la prochaine ite´ration (i = 1) et A1 = {60, 150, 170}. Pour A
1, l’ensemble {170} de´finit une
couverture minimale des alarmes par slicing et l’ensemble couvrant est A11 = {60, 150, 170}
De nouveau, si l’analyse dynamique de pA1
1
ne classe pas 60 et 150, seule l’alarme finale 170
est retire´e de A1, et A2 = A21 = {60, 150} pour la prochaine ite´ration (i = 2). De nouveau
si l’analyse dynamique de pA2
1
ne classe pas 60, seule l’alarme finale 150 est retire´e de A
2,
et A3 = A31 = {60} pour la prochaine ite´ration (i = 3) qui sera la dernie`re.
Lorsque Ai+1 devient vide, le diagnostic final classe a ∈ A comme safe (respectivement
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bug) si au moins un Diagnostici classe a comme safe (respectivement bug), sinon a reste
non classe´e (unknown).
Avec cette option, chaque alarme est analyse´e se´pare´ment (autant que possible) par
analyse dynamique, et c’est fait juste quand c’est ne´cessaire, c’est-a`-dire lorsqu’elle ne
peut eˆtre classe´e par l’analyse dynamique d’une plus grande slice. Cette option permet
donc d’e´viter la redondance de each et de re´soudre le proble`me du manque de temps
potentiel qui se pose avec min.
Pour l’exemple de la figure 4.3, la premie`re ite´ration applique l’option min sur l’en-
semble de toutes les alarmes A0 = {60, 130, 150, 170, 200} et re´ussit a` classer les cinq
alarmes en 6 secondes environ. D’autres ite´rations ne sont pas ne´cessaires. Si on suppose
que cette premie`re ite´ration n’a classe´ aucune alarme, la fonction Raffiner calcule alors
A1 = A0 \ ends(A0) = {60, 150, 170} (ends(A
0) = {130, 200} voir figure 4.9) et la deuxie`me
ite´ration applique l’option min sur A1 et ainsi de suite jusqu’a` ce que Ai devienne vide.
4.9 Correction de la me´thode
Dans cette partie, nous montrons que la me´thode sante est correcte, mais qu’elle est
en ge´ne´ral incomple`te. Nous commenc¸ons par e´tudier la relation entre une alarme dans
le programme initial et son diagnostic obtenu par DA sur une version simplifie´e du pro-
gramme (une slice).
Si la fonction d’analyse dynamique DA applique´e sur une slice retourne le diagnostic
(bug, s) pour une alarme a ∈ A, alors, selon la de´finition 2, le diagnostic pour l’alarme a
dans p peut devenir (bug, s) seulement apre`s une confirmation par une exe´cution de p sur
s. La ne´cessite´ de cette ve´rification a e´te´ explique´e dans la partie 4.5.3. Montrons mainte-
nant que pour les alarmes classe´es safe sur une slice, aucune ve´rification supple´mentaire
n’est ne´cessaire.
Lemme 4.9.1
Soit A l’ensemble des alarmes d’un programme p, A′ ⊆ A, a ∈ A′, et pA′ la slice de p
par rapport a` A′. Si la fonction d’analyse dynamique DA applique´e sur pA′ retourne le
diagnostic safe pour l’alarme a, alors il n’y a aucun risque dans p en ce qui concerne
l’alarme a.
Preuve
Soit a = (l, c) une alarme qui signale que l’instruction l est menac¸ante avec la condition
d’erreur c.
Supposons que DA applique´e sur pA′ retourne le diagnostic safe pour l’alarme a ∈ A
′.
Cela signifie qu’il n’y a aucune trajectoire dans pA′ qui conduit a` une erreur qui confirme
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l’alarme a. La preuve sera faite par l’absurde : supposons que p n’est pas safe par rapport
a` l’alarme a, c’est-a`-dire qu’il existe dans p, une trajectoire T
T = (l1, s1)(l2, s2) . . . (lx, sx) . . . ,
qui commence sur un e´tat d’entre´e s1 = s et qui provoque l’erreur signale´e par l’alarme
a = (l, c) a` l’instruction lx = l exe´cute´e sur l’e´tat sx. Cela signifie que la condition d’erreur
c est satisfaite sur sˆ = sx ↓ref(l).
Soit






2) . . .
la trajectoire dans pA′ sur le meˆme e´tat d’entre´e s
′
1 = s. Conside´rons la trajectoire partielle
U = (l1, s1)(l2, s2) . . . (lx, sx)
de T . D’apre`s la proposition 4.4.1(b), il existe une trajectoire partielle











de T ′ telle que ProjA′(U) = ProjA′(U
′) et donc il existe un e´le´ment (l′y, s
′
y) dans la trajec-




y) sont projete´s sur la meˆme paire non-vide :





Par conse´quent, sx ↓ ref(l) = sˆ = s
′
y ↓ ref(l). Et comme l’erreur se produit a` l’e´le´ment
(lx, sx) de la trajectoire U , la condition d’erreur c est satisfaite sur sˆ, donc une erreur du
meˆme type se produit e´galement a` l’e´le´ment (l′y, s
′
y) de la trajectoire U
′ avec le meˆme e´tat
d’entre´e s, ce qui contredit l’hypothe`se. Cela implique qu’il n’y a pas de risque dans p
concernant l’alarme a. 2
Deux re´sultats sont a` de´duire sur la correction de la me´thode sante pour des pro-
grammes dont l’analyse se termine dans un temps fini. Ces re´sultats sont e´nonce´s dans le
the´ore`me suivant.
Theore`me 4.9.1 (Correction de Slice&Test)
(i) la classification des alarmes dans l’e´tape Slice&Test de la me´thode sante est correcte.
(ii) la classification des alarmes dans l’e´tape Slice&Test de la me´thode sante est en
ge´ne´ral incomple`te. Elle devient comple`te lorsque chaque alarme est classe´e comme bug
ou safe sur au moins une slice qui la contient.
Preuve
Soit A = alarms(p) l’ensemble des alarmes signale´es par l’analyse de valeurs applique´e a`
un programme p. Soit m ≥ 1 un entier et {A1, A2, . . . , Am} = A la couverture utilise´e a`
l’e´tape Slice&Test de la me´thode sante. Le diagnostic final de Slice&Test est obtenu
par fusion des diagnostics pour les alarmes de p construits a` partir des re´sultats d’analyse
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dynamique sur les progammes simplifie´s pA1, pA2 , . . . , pAm (de´finition 2).
(i) La correction est garantie par les deux proprie´te´s suivantes de´duites directement
des de´finitions 3 et 2 et du lemme 4.9.1 :
(a) Pour une alarme a ∈ A, s’il existe i ∈ {1, 2, . . . , m} tel que le diagnostic construit
a` partir des re´sultats d’analyse dynamique sur le progamme simplifie´ pAi retourne (bug, s)
pour l’alarme a dans p, alors l’exe´cution de p sur l’e´tat d’entre´e s me`ne re´ellement a` une
erreur (voir la de´finition 2).
(b) Pour une alarme a ∈ A, s’il existe i ∈ {1, 2, . . . , m} tel que le diagnostic construit
a` partir des re´sultats d’analyse dynamique sur le progamme simplifie´ pAi retourne safe
pour l’alarme a dans p, alors il n’y a pas de risque d’erreur dans p concernant l’alarme a
(voir lemme 4.9.1).
(ii) La classification des alarmes dans l’e´tape Slice&Test est incomple`te lorsque tous
les diagnostics pour les alarmes de p construits a` partir des re´sultats d’analyse dynamique
sur les progammes simplifie´s laissent au moins une alarme non classe´e. Cela peut eˆtre le
cas pour une alarme a ∈ A si pour toute slice pAi qui la contient, DA sur la slice pAi laisse
l’alarme a non classe´e ou la classe comme un bug qui ne se confirme pas a` l’exe´cution de
p. La comple´tude se de´duit e´galement des de´finitions 3 et 2 et du lemme 4.9.1.
(c) Si, pour toute alarme a ∈ A, il existe au moins un i ∈ {1, 2, . . . , m} tel que le
diagnostic pour les alarmes de p construit a` partir des re´sultats d’analyse dynamique
sur le programme simplifie´ pAi retourne le diagnostic safe ou bug pour l’alarme a, alors
l’alarme a dans p est classe´e comme safe ou bug. 2
Nous sommes preˆts a` e´noncer le re´sultat sur la correction de la me´thode sante.
Theore`me 4.9.2 (Correction de sante)
(i) La classification des menaces par la me´thode sante est correcte.
(ii) La classification des menaces par la me´thode sante est en ge´ne´ral incomple`te. Elle
devient comple`te lorsque chaque alarme est classe´e par le diagnostic pour les alarmes de
p construit a` partir des re´sultats d’analyse dynamique sur au moins une slice.
Preuve
D’apre`s la proposition 4.3.1, si une menace potentielle n’est pas signale´e comme une alarme
par l’analyse de valeurs, alors il n’y a pas d’erreur possible due a` cette menace. Par de´fi-
nition, la me´thode de sante ne conside`re pas de telles menaces et conside`re uniquement
les alarmes signale´es.
Les alarmes signale´es par l’analyse de valeurs peuvent eˆtre classe´es comme bug ou safe
par l’e´tape de Slice&Test. D’apre`s le the´ore`me 4.9.1, cette classification est correcte : une
menace classe´e comme bug est vraiment un bug, et une menace classe´e comme safe ne
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pre´sente pas un risque d’erreur. Toutefois, certaines alarmes peuvent rester non classe´es
(unknown). Ce qui induit l’incomple´tude de la me´thode. 2
4.10 Synthe`se
Dans ce chapitre, nous avons pre´sente´ de manie`re rigoureuse et de´taille´e la me´thode
sante qui combine l’analyse de valeurs, l’analyse de de´pendances, le slicing et la ge´ne´ra-
tion de test structurel. Nous avons explique´ chaque e´tape de la me´thode et nous les avons
illustre´es sur le programme eurocheck. Nous avons introduit les diffe´rentes options qui
correspondent aux diffe´rentes utilisations du slicing :
– none : Le programme est directement analyse´ par analyse dynamique sans aucune
simplification.
– all : Le slicing est applique´ une fois par rapport a` l’ensemble de toutes les alarmes
de p. Nous obtenons une version simplifie´e contenant les meˆmes menaces que le
programme original p. Cependant, l’analyse dynamique peut manquer de temps ou
d’espace et les alarmes qui sont plus faciles a` classer sont pe´nalise´es par l’analyse
d’autres alarmes plus complexes.
– each : Le slicing est effectue´ une fois par rapport a` chaque alarme, produisant un
nombre de programmes simplifie´s e´gal au nombre d’alarmes pre´sentes dans p. Pour
chaque alarme, on produit le programme simplifie´ minimal. Cependant, l’analyse
dynamique est exe´cute´e pour chaque programme et il y a un risque de redondance
si des alarmes sont incluses dans plusieurs slices a` cause des de´pendances.
– min : L’ope´ration de slicing est effectue´e pour k (k ≤ n ou` n est le nombre
d’alarmes) sous-ensembles d’alarmes couvrant toutes les alarmes pre´sentes dans p.
On a moins de slices qu’avec l’option each, et des slices plus simples qu’avec l’option
all. Cependant, l’analyse dynamique de certaines slices peut manquer de temps ou
d’espace avant de classer certaines alarmes, tandis que l’analyse dynamique d’une
slice e´ventuellement plus simple permettrait de les classer.
– smart : Cette option applique l’option min ite´rativement en re´duisant la taille des
sous-ensembles quand c’est ne´cessaire. Lorsqu’une alarme ne peut pas eˆtre classe´e
par l’analyse dynamique d’une slice, des slices plus simples sont calcule´es.
Ce travail a e´te´ publie´ dans l’article [CKGJ10b] ou` nous avons pre´sente´ la premie`re
version de sante qui combine l’analyse statique et la ge´ne´ration de tests structurels
uniquement. Dans l’article [CKGJ11] nous avons introduit l’utilisation du slicing dans
sante et les deux options de base (all et each). L’article [CKGJ12] pre´sente les options
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5.1 Introduction
Dans le chapitre 4, nous avons pre´sente´ la me´thode sante, qui combine l’analyse de
valeurs, le slicing et l’analyse dynamique. Pour e´valuer l’apport de cette me´thode, nous
avons imple´mente´ un prototype nomme´ sante controller. Il se base sur les deux ou-
tils Frama-C et PathCrawler pre´sente´s dans le chapitre 3.
Frama-C, pre´sente´ dans la partie 3.4, regroupe plusieurs analyseurs statiques dans
un cadre de collaboration qui permet a` des analyseurs statiques de s’appuyer sur les re´-
sultats de´ja` calcule´s par d’autres analyseurs. Parmi ses analyseurs, Frama-C fournit une
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analyse de valeurs, une analyse de de´pendances et un outil de slicing.
PathCrawler, pre´sente´ dans la partie 3.3, est un outil de ge´ne´ration de tests struc-
turels pour les fonctions C. Il analyse le code source pour de´duire les cas de test. Il cherche
a` satisfaire le crite`re de couverture de “tous les chemins”, ou le crite`re de couverture de
“tous les k-chemins” (k-path), qui restreint la ge´ne´ration aux chemins avec au plus k ite´-
rations successives de chaque boucle. Il utilise la recherche en profondeur d’abord.
Pour imple´menter notre me´thode combinant l’analyse de valeurs, le slicing et l’analyse
dynamique, nous utilisons les greffons d’analyse de valeurs, d’analyse de de´pendances et
de slicing de Frama-C et PathCrawler pour l’analyse dynamique.
Le chapitre s’organise comme suit : La partie 5.2 pre´sente le travail effectue´ pour rap-
procher les deux outils, les difficulte´s d’inte´gration et les solutions adopte´es. La partie 5.3
pre´sente la traduction des conditions d’erreurs pour chaque type de menaces traite´es.
Des adaptations techniques visant a` traiter les cas d’erreurs dans PathCrawler sont
e´nonce´es dans la partie 5.4. La partie 5.5 explique comment sont calcule´s les ensembles
couvrants d’une couverture des alarmes par slicing, qui sont de´finis en partie 4.7. Le gref-
fon sante controller qui controˆle les diffe´rentes analyses et fournit les diagnostics
finaux est pre´sente´ dans la partie 5.6. Une synthe`se conclut ce chapitre.
5.2 Rapprochement de Frama-C et PathCrawler
Les outils Frama-C et PathCrawler sont de´veloppe´s inde´pendamment l’un de
l’autre et n’ont pas e´te´ initialement conc¸us pour collaborer. sante assemble ces deux ou-
tils he´te´roge`nes, utilisant diffe´rentes technologies telles que l’interpre´tation abstraite et la
programmation en logique avec contraintes. Dans cette partie, nous de´crivons d’une part
l’inte´gration de PathCrawler dans Frama-C par le greffon PC Analyzer et d’autre
part l’adaptation de la ge´ne´ration de test dans PathCrawler afin de de´tecter des er-
reurs a` l’exe´cution a` partir des assertions ACSL.
Frama-C est extensible par construction, graˆce a` son architecture a` greffons. Chaque
greffon peut utiliser les re´sultats d’analyses faites par les autres greffons. ainsi que les
fonctionnalite´s fournies par le noyau meˆme de Frama-C. Notre choix d’imple´mentation
est donc de relier PathCrawler a` Frama-C via un nouveau greffon dans Frama-C, et
d’adapter PathCrawler afin qu’il accepte les informations fournies par d’autres greffons.
Comme PathCrawler, le noyau de Frama-C se base sur le format normalise´
CIL [CIL06]. Mais Frama-C e´tend CIL avec le langage de spe´cification ACSL (ANSI /
ISO C Specification Language) [BFH+08]. Cette extension de CIL e´tend l’interface d’uti-
lisation ainsi que les types et les ope´rations afin de traiter correctement les programmes C
annote´s. Par conse´quent, la version de CIL utilise´e dans Frama-C et celle qui e´tait utili-
se´e dans PathCrawler avant cette the`se (avant la version 2.8) n’e´taient pas compatibles
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1 l e t startup _ =
2 i f Options.Enabled.get () then
3 begin
4 Format.printf "@\n[PCAnalyzer] started ...@.";
5 l e t proj = createProject () in






12 Format.printf "@\n[PCAnalyzer] finished...@.";
13 with Exit -> ()
14 end
Figure 5.1 – Fonction principale de PC Analyzer
et les arbres de syntaxe abstraite fournis par les deux e´taient comple`tement diffe´rents.
5.2.1 PC Analyzer
Nous avons de´veloppe´ un greffon de Frama-C nomme´ PC Analyzer (PathCrawler
Analyzer). Il est e´crit en OCAML et est de´sormais utilise´ dans toutes les distributions
de PathCrawler, depuis la version 2.8 de fe´vrier 2010. Ce greffon re´alise l’e´tape d’ana-
lyse et d’instrumentation, la premie`re e´tape dans le fonctionnement de PathCrawler,
qui consiste a` instrumenter le programme sous test et a` ge´ne´rer les fichiers ne´cessaires a`
l’e´tape de ge´ne´ration de tests. Ces derniers sont ge´ne´re´s a` partir de l’arbre de syntaxe
abstraite fourni par Frama-C.
PC Analyzer exploite les services fournis par le noyau de Frama-C. Il est e´galement
bien place´ pour exploiter les analyseurs distribue´s avec Frama-C. PC Analyzer adapte
e´galement PathCrawler afin qu’il accepte les informations fournies par d’autres gref-
fons.
La figure 5.1 pre´sente sommairement la fonction principale de PC Analyzer. La condi-
tionnelle a` la ligne 2 ve´rifie si l’option PC Analyzer est se´lectionne´e. Les lignes 4 et 12
marquent le de´but et la fin du traitement. A` la ligne 5, la fonction createProject utilise
les primitives fournies par le noyau de Frama-C pour cre´er un nouveau projet d’analyse.
La fonction copyAstToProject (ligne 6) utilise aussi les primitives fournies par le noyau
de Frama-C. Elle copie l’arbre de syntaxe normalise´ dans ce projet et retourne cet arbre.
A` la ligne 8, la fonction visitFunctions parcourt l’arbre de syntaxe (ast) pour collec-
ter les informations ne´cessaires pour cre´er les fichiers PIF (voir la section 3.3.3). Cette
fonction utilise le visiteur pathcrawlerVisitor que nous avons de´veloppe´ a` cet effet et
qui he´rite du visiteur fourni par le noyau de Frama-C. La fonction generatePifFiles
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(ligne 9) ge´ne`re les fichiers PIF (regroupe´s sous le nom f.pif dans la figure 3.5) ainsi
que le fichier de pre´condition par de´faut (nomme´ params dans la figure 3.5). La fonction
generateLanceur (ligne 10) ge´ne`re le lanceur (nomme´ lanceur.c dans la figure 3.5).
La fonction generateInstrumentedCode (ligne 11) ge´ne`re le fichier instrumente´ (nomme´
inst.c dans la figure 3.5).
La mise en œuvre du PC Analyzer ouvre la voie a` d’autres pistes de recherche de com-
binaisons potentielles entre l’analyse dynamique faite par PathCrawler et les autres
greffons d’analyse statique de Frama-C, notamment le WP et le RTE.
5.2.2 Traitement des assertions dans PathCrawler
PC Analyzer apporte une partie du langage de spe´cification ACSL a` PathCrawler.
Actuellement PC Analyzer imple´mente un sous ensemble d’ACSL, notamment les asser-
tions avec le mot cle´ assert. Des travaux en cours au laboratoire de suˆrete´ des logiciels
(LSL) au CEA LIST visent a` imple´menter les pre´conditions ACSL dans PC Analyzer.
Le traitement d’assertions dans PC Analyzer correspond a` l’ajout des branches d’er-
reurs pre´sente´ dans la partie 4.5.1. Ces branches e´tendent les capacite´s de l’outil pour
lui permettre de rechercher les cas de test atteignant une situation d’erreur a` l’exe´cution
(acce`s a` la me´moire invalide, division par ze´ro, de´bordement de buffer, ...). Pour cela nous
inte´grons dans le programme a` tester des objectifs de test supple´mentaires repre´sentant
ces situations.
Ce traitement des assertions dans PathCrawler e´tend son domaine d’utilisation.
PathCrawler e´tait initialement utilise´ pour ve´rifier des proprie´te´s structurelles, par
exemple l’absence de code mort ou encore la couverture des instructions par un ensemble
de tests et des proprie´te´s de performance, par exemple le pire temps d’exe´cution (WCET)
d’un programme C. L’ajout des assertions e´tend PathCrawler afin qu’il puisse ve´rifier
des proprie´te´s de suˆrete´ telles que l’absence d’erreurs a` l’exe´cution. Il peut e´galement ge´-
ne´rer des cas de test exhibant des violations d’assertions inse´re´es dans le programme par
l’utilisateur.
5.3 Traduction des conditions d’erreurs
L’analyse de valeurs de Frama-C marque chaque instruction menac¸ante du pro-
gramme sous test par une assertion place´e juste avant. Cette assertion signale l’alarme.
Elle est de la forme :
//@ assert (Cond) ;
ou` Cond exprime en ACSL la condition qui empeˆche l’erreur.
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1 int Division( int x, int z){
2 int y;
3 y = x/z;
4 return y;
5 }
Figure 5.2 – L’exemple Division
Afin de forcer la ge´ne´ration de tests a` activer cette menace, nous ajoutons des branches
d’erreur dans le code source. L’ajout de ces branches d’erreurs consiste a` remplacer l’ins-
truction menac¸ante, note´e ci-dessous
threatStatement;
par une conditionnelle avec la condition d’erreur. Si cette dernie`re est ve´rifie´e, la fonction
error est appele´e pour arreˆter l’exe´cution du cas de test en cours et signaler la violation





ou` Cond′ est l’expression en C de la condition ¬Cond qui provoque l’erreur.
Cond′ est la ne´gation de Cond. En pratique, Cond est exprime´e en ACSL et ne peut pas
toujours eˆtre exe´cute´e directement. C’est pourquoi nous devons traduire ¬Cond en une
condition d’erreur exprime´e en C et exe´cutable. On traite trois cas :
– une alarme de division par ze´ro,
– une alarme d’acce`s hors limite dans un tableau de taille fixe,
– une alarme de pointeur invalide ou d’acce`s hors limite dans un tableau de taille
variable.
5.3.1 Division par ze´ro
Si, pour une division, l’analyse de valeur ne peut pas garantir que l’expression au
de´nominateur est diffe´rente de ze´ro, elle ajoute une assertion avec, comme condition, l’ex-
pression au de´nominateur diffe´rente de ze´ro.
Pour l’exemple Division pre´sente´ dans la figure 5.2, si l’analyse de valeur ne peut pas
garantir que z est diffe´rente de ze´ro, elle ajoute l’assertion :
//@assert ( z !=0);
Dans ce cas, la traduction de la condition est directe. Il suffit de prendre la ne´gation
de la condition Cond donne´e par l’assertion. Dans l’exemple, l’instruction conditionnelle




2 int elemInArray( int a){
3 int y;
4 y = T[a];
5 return y;
6 }





5.3.2 Acce`s hors limite dans un tableau (local ou global) de taille
fixe
Pour un acce`s tableau en ge´ne´ral, si l’analyse de valeur ne peut pas garantir que c’est
un acce`s valide, c’est-a`-dire que la valeur consulte´e ou modifie´e entre dans les bornes du
tableau, elle ajoute une assertion avec, comme condition, la condition qui empe`che l’acce`s
hors limite. Dans le cas d’un tableau de taille fixe, l’analyse de valeur connaˆıt la taille du
tableau et il est facile d’e´tablir la condition de suˆrete´ entre l’indice d’acce`s et la taille du
tableau correspondant.
Pour l’exemple elemInArray pre´sente´ dans la figure 5.3, l’analyse de valeur ne peut
pas garantir que a est un indice valide dans T. Il ajoute donc l’assertion :
//assert (0 <= a ∧ a < 10) ;
avant la ligne 4.
Dans ce cas aussi, la traduction de la condition est directe. Il suffit de prendre la
ne´gation de la condition donne´e par l’assertion. L’instruction conditionnelle qui remplace
l’instruction menac¸ante est :
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1 char elemInStr(char *str, int a){
2 char y;
3 y = *(str+a);
4 return y;
5 }
Figure 5.4 – Exemple avec un acce`s pointeur
1 char elemInStr(char *str, int a){
2 char y;
31 i f ( pathcrawler_length(str) <= a || a < 0 )
32 error();
33 e l se
3 y = *(str+a);
4 return y;
5 }
Figure 5.5 – L’exemple de la figure 5.4 apre`s l’ajout des branches d’erreur
5.3.3 Pointeur invalide ou acce`s hors limite dans un tableau de
taille variable
On conside`re dans cette partie les tableaux de taille variable et les pointeurs globaux
ou locaux ainsi que tout tableau ou pointeur en entre´e d’une fonction. En effet, la taille
d’un tableau en entre´e est perdue par CIL, conforme´ment a` la norme C.
Pour un acce`s par pointeur, ou dans un tableau de taille variable, si l’analyse de valeur
ne connaˆıt pas la taille exacte du tableau consulte´, et trouve un risque d’acce`s invalide,
elle ajoute une assertion avec, comme condition, la condition qui empe`che l’acce`s invalide.
Mais, dans ce cas, elle utilise la commande ACSL \valid.
Pour l’exemple elemInStr pre´sente´ dans la figure 5.4, si l’analyse de valeur ne peut
pas garantir que a est un indice valide dans str, elle ajoute avant la ligne 3 l’assertion :
//@assert \val id ( str + a ) ;
Dans ce cas, la condition qui provoque l’erreur de´pend de la taille alloue´e pour str
dans chaque cas de test. Cette taille fait partie des donne´es de test qui doivent eˆtre de´-
termine´es par PathCrawler. Nous allons voir comment nous e´tendons PathCrawler
afin de lui permettre de re´cupe´rer la taille des tableaux donne´s en entre´e, a` l’aide de la
fonction nomme´e pathcrawler_length de´crite ci-dessous.
Graˆce a` cette extension, la condition d’erreur sera simplement remplace´e par :
pathcrawler_length(str) <= a || a < 0
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5 struct __pathcrawler_array* next;
6 };
7 struct __pathcrawler_array* __pathcrawler_first_array = NULL;
Figure 5.6 – La structure __pathcrawler_array
ce qui la rend exe´cutable lors de l’exe´cution concre`te et fera le lien avec la taille du
tableau alloue´ lors de l’exe´cution symbolique. Le programme apre`s l’ajout des branches
d’erreur est pre´sente´ dans la figure 5.5.
Extension pour la taille des tableaux passe´s en parame`tres
Pour traiter les alarmes sur les tableaux (et pointeurs) en entre´e de la fonction sous
test, on a besoin de connaˆıtre la taille du tableau donne´ en entre´e. Cependant, le langage
C ne nous permet pas de connaˆıtre la taille des tableaux donne´s en entre´e d’une fonction.
En effet, la taille d’un tableau alloue´ dynamiquement n’est pas re´cupe´rable dans le code
C apre`s son allocation.
Rappelons que la fonction sizeof donne bien le nombre d’octets occupe´s par un ta-
bleau de taille fixe. Mais un tableau de taille variable est conside´re´ comme un pointeur,
dont la taille est de quatre octets utilise´s pour stocker l’adresse de la zone pointe´e (sur
une machine 32 bits).
Nous e´tendons PathCrawler afin de lui permettre de re´cupe´rer la taille des tableaux
en entre´e d’une fonction, en le dotant de la fonction pathcrawler_length. En effet, nous
surchargeons les fonctions d’allocation et de libe´ration de me´moire afin de sauvegarder la
taille alloue´e a` chaque fois. La fonction pathcrawler_length prend un pointeur en entre´e
et permet de re´cupe´rer la taille alloue´e pour ce pointeur passe´ en parame`tre. Dans ce qui
suit, nous expliquons les modifications apporte´es en de´tails.
Parmi les roˆles du lanceur, il y a l’allocation de la me´moire ne´cessaire aux entre´es de la
fonction sous test (voir section 3.3.3). Nous lui ajoutons une nouvelle fonctionnalite´, qui
consiste a` enregistrer la taille des tableaux alloue´s dynamiquement par le lanceur avant
un cas de test, afin que nous puissions la restituer ensuite par la fonction pathcraw-
ler_length. Pour cela, nous modifions l’imple´mentation des deux fonctions pathcraw-
ler_alloc et pathcrawler_free, dont les roˆles initiaux e´taient respectivement d’allouer
et de libe´rer la zone me´moire ne´cessaire pour chaque parame`tre.
Nous ajoutons une variable globale __pathcrawler_first_array qui pointe vers une
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1 void* pathcrawler_alloc( int length , int element_size) {
2 struct __pathcrawler_array* elem;
3 elem = malloc( s i z eo f ( struct __pathcrawler_array));
4 i f (elem == 0)
5 return 0;
6 void* ptr = malloc(length * element_size);




11 struct __pathcrawler_array** pnext = & __pathcrawler_first_array;
12 while (*pnext && (*pnext)->ptr < ptr)
13 pnext = & ((*pnext)->next);
14 elem ->ptr = ptr;
15 elem ->next = *pnext;
16 elem ->length = length;
17 elem ->element_size = element_size;
18 *pnext = elem;
19 return ptr;
20 }
Figure 5.7 – La fonction pathcrawler_alloc
liste chaˆıne´e contenant les descripteurs des tableaux alloue´s. Chaque e´le´ment de la liste
instancie la structure __pathcrawler_array pre´sente´e dans la figure 5.6. Cette structure
contient le descripteur d’un tableau alloue´ et inclut quatre champs :
– le premier contient l’adresse de la zone me´moire alloue´e pour le tableau,
– le champ length correspond au nombre d’e´le´ments dans ce tableau,
– le champ element_size correspond a` la taille de chaque e´le´ment et
– le champ next fait re´fe´rence au prochain e´le´ment de la liste chaˆıne´e.
Notre nouvelle imple´mentation de pathcrawler_alloc est pre´sente´e dans la figure 5.7.
Elle commence par allouer un e´le´ment pour stocker un nouveau descripteur de tableau
(ligne 3). Ensuite on alloue la me´moire ne´cessaire pour le tableau (ligne 6). On cherche la
place du descripteur dans la liste (lignes 12–13). On initialise les informations du descrip-
teur (lignes 14–17). On place le descripteur dans la liste et on retourne le tableau alloue´.
Notre nouvelle imple´mentation de pathcrawler_free est pre´sente´e dans la figure 5.8.
Elle cherche le descripteur correspondant a` ce tableau dans la liste des descripteurs (lignes
3–4). La ligne 7 relie l’e´le´ment pre´ce´dent a` l’e´le´ment suivant de descripteur du tableau a`
libe´rer. On libe`re le descripteur (ligne 8) et ensuite on libe`re la zone me´moire alloue´e pour
le tableau (lignes 9–10).
La fonction pathcrawler_length est pre´sente´e dans la figure 5.9. Elle cherche le des-
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1 void* pathcrawler_free(void* ptr)) {
2 struct __pathcrawler_array** pnext = &__pathcrawler_first_array;
3 while (*pnext != NULL && (*pnext)->ptr < ptr)
4 pnext = &((*pnext)->next);
5 i f (*pnext != NULL && (*pnext)->ptr == ptr) {
6 struct __pathcrawler_array* current = *pnext;
7 *pnext = current ->next;
8 free(current );





Figure 5.8 – La fonction pathcrawler_free
1 int pathcrawler_length(void* ptr) {
2 struct __pathcrawler_array* cur = __pathcrawler_first_array;
3 while (cur != NULL && cur->ptr < ptr) {
4 cur = cur->next;
5 }
6 int len = 0;
7 i f (cur != NULL && cur ->ptr == ptr) {




Figure 5.9 – La fonction pathcrawler_length
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cripteur correspondant au tableau en entre´e, dans la liste des descripteurs des tableaux
alloue´s (lignes 2–7). Une fois trouve´, on retourne la taille du tableau (ligne 10).
L’appel de la fonction pathcrawler_length ne doit pas eˆtre traite´ par le moteur d’exe´-
cution symbolique comme un appel ordinaire a` une autre fonction. Nous avons donc mo-
difie´ l’e´tape d’analyse et d’instrumentation pour traduire l’appel a` pathcrawler_length
par un pre´dicat prolog dim.
Par exemple, pour la premie`re sous-condition de la ligne 31 de la figure 5.5, la nouvelle
traduction PIF est :
block(+ID, cond(supegal , ’a’, dim(str)), pos, (31, 1, ’euchk.c’)).
block(-ID, cond(inf , ’a’, dim(str)), neg , (31, 1, ’euchk.c’)).
Ici pathcrawler_length(str) est directement traduit en PIF par le pre´dicat dim(str)
repre´sentant symboliquement la taille de str, sans mode´liser l’appel de la fonction path-
crawler_length.
Le pre´dicat dim existait de´ja` dans PIF, mais son utilisation e´tait restreinte a` la pre´con-
dition. Donc il nous a fallu e´galement modifier le moteur de l’exe´cution symbolique pour
interpre´ter ce pre´dicat en contraintes au moment de l’e´valuation symbolique du pre´fixe
de chemin.
5.4 Traitement des exceptions
Afin de capter et signaler un bogue, nous avons ajoute´ un me´canisme d’exceptions
dans PathCrawler. Le besoin e´tait d’arreˆter l’exe´cution du cas de test avant d’atteindre
l’instruction menac¸ante avec un e´tat d’erreur d’une part et d’autre part de retourner au
lanceur pour exe´cuter les cas de test suivants.
Cela ne peut pas eˆtre fait avec de simples instructions comme exit ou return. La
fonction exit arreˆte bien l’exe´cution du programme sous test, mais elle arreˆte aussi le
lanceur qui a appele´ la fonction sous test, alors qu’on aimerait continuer a` utiliser ce lan-
ceur pour recevoir et exe´cuter les cas de test suivants. Un return permet de retourner le
controˆle dans la fonction appelante qui n’est pas force´ment le lanceur parce que la fonction
sous test peut appeler d’autres fonctions.
Donc nous avons imple´mente´ un me´canisme d’exception ressemblant a` (try .. catch)
de Java en utilisant les primitives C setjmp et longjmp. setjmp sauvegarde le contexte de
pile et d’environnement afin de l’utiliser ulte´rieurement. longjmp restitue l’environnement
sauvegarde´ lors du dernier appel de setjmp.
Cette imple´mentation a modifie´ le lanceur. La figure 5.10 pre´sente la nouvelle version
du lanceur de la figure 3.9. Les macros lignes 1–4 de´finissent le try .. catch. A` la ligne 4,
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1 #define TRY switch( setjmp(ex_buf__) ){ case 0:
2 #define CATCH(x) break; case x:
3 #define ETRY }
4 #define THROW(x) longjmp(ex_buf__ , x)
5
6 int main() {
7 pathcrawler_init_streams();
8 while(1){
9 i f (pathcrawler_finished())
10 return 0;
11 len = pathcrawler_read_length("str");
12 i f (len==0)
13 str = pathcrawler_null();
14 e l se {
15 str = pathcrawler_alloc(len , s i z eo f (char));










26 pathcrawler_free(str , len);
27 }
28 }
Figure 5.10 – Le lanceur de la figure 3.9 avec traitement des exceptions
le macro THROW correspond a` l’appel de lonjmp. Les TRY, CATCH et ETRY sont inse´re´s dans
le code avant et apre`s l’appel du programme sous test et de son oracle (lignes 18, 22 et
25 respectivement).
Le THROW est appele´ par la fonction error pre´sente dans les branches d’erreurs ajou-
te´es (voir section 4.5.1). L’imple´mentation de la fonction error est pre´sente´e dans la
figure 5.11. Le roˆle de cette fonction est d’envoyer au moteur d’exe´cution symbolique
(lignes 3–4) qu’une assertion a e´te´ viole´e en lui communiquant l’identifiant de cette der-
nie`re. Ensuite, on fait appel a` longjmp par la macro THROW (ligne 5) pour revenir dans le
lanceur et attendre les donne´es du prochain cas de test.
Du coˆte´ du moteur d’exe´cution symbolique, l’appel de la fonction error ne doit pas
eˆtre traite´ comme un appel de fonction ordinaire. Lors de l’e´tape d’analyse et d’instru-
mentation, cette fonction est traduite en PIF comme e´tant une instruction vide :
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1 #define ASSERT_EXCEPTION (1) //code d ’ exception
2 int error( int ID) {




Figure 5.11 – Imple´mentation de la fonction error
block(+ID, []).
De plus, le moteur d’exe´cution symbolique doit comprendre le message rec¸u (assert_vi-
olated) a` partir du lanceur et ensuite sauvegarder les donne´es de ce test comme e´tant un
contre-exemple. En re´alite´ le message contient aussi des informations sur la localisation
de ce bogue (nom du fichier et nume´ro de ligne dans le programme initial).
5.5 Calcul des ensembles couvrants
L’objectif des options avance´es (min and smart) est de diminuer les appels tre`s couˆ-
teux de l’analyse dynamique de l’option each. Ceci ne´cessite de calculer des ensembles
couvrant toutes les alarmes d’une couverture minimale des alarmes par slicing.
En effet, nous avons prouve´ dans le the´ore`me 4.7.2 que toute couverture minimale des
alarmes par slicing d’un ensemble d’alarmes A est de´finie par un ensemble de repre´sen-
tants des classes d’alarmes finales, et que les ensembles couvrants sont de´finis de manie`re
unique. Un ensemble de repre´sentants des classes d’alarmes finales peut eˆtre calcule´ en
trois e´tapes comme suit :
(a) Une analyse de de´pendance est utilise´e pour calculer les de´pendances pour chaque
alarme. Nous utilisons le greffon d’analyse de de´pendance distribue´ avec Frama-C, com-
ple´te´ par une analyse de de´pendance interproce´durale (le meˆme calcul est utilise´ par le
slicing). Pour chaque alarme, cette analyse calcule la liste des instructions dont elle de´-
pend. Ensuite, en filtrant toutes les instructions non menac¸antes, on obtient la liste des
alarmes dont elle de´pend. Formellement parlant, pour chaque alarme ai, on va trouver
les alarmes aj telles que aj ; ai. Cette e´tape donne le graphe de de´pendance (A,;) qui
correspond a` la premie`re e´tape de la figure 4.10.
(b) On identifie les alarmes finales dans le graphe de de´pendance des alarmes (A,;),
en examinant les de´pendances de chaque alarme avec les autres. Nous proce´dons ainsi :
1. Nous conside´rons toutes les alarmes comme candidates pour eˆtre des alarmes finales.
2. Nous choisissons une alarme a1.
3. Nous choisissons un e´le´ment a2 dans l’ensemble de ses de´pendances (a2 ∈ deps(a1)).
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4. Nous testons s’il n’y a pas de de´pendance mutuelle entre l’alarme a1 choisie a`
l’e´tape 2 et l’alarme a2 choisie a` l’e´tape 3, c’est-a`-dire a2 ne de´pend pas de a1
(a1 /∈ deps(a2)), donc a2 n’est pas une alarme finale et elle n’est plus conside´re´e
comme une candidate. Dans le cas contraire, ou` il y a une de´pendance mutuelle, on
garde les deux.
5. Nous re´pe´tons les e´tapes 3 et 4 pour tous les e´le´ments dans l’ensemble des de´pen-
dances de l’alarme choisie.
6. Nous re´pe´tons les e´tapes 2, 3, 4 et 5 pour toutes les alarmes dans A.
7. Les candidates restantes sont les alarmes finales.
Pour le programme eurocheck pre´sente´ dans la figure 4.3, la figure 4.9 pre´sente les
de´pendances entre les alarmes. Pour chaque alarme, les de´pendances sont les suivantes :
– deps(60) = {60}
– deps(130) = {60, 130}
– deps(150) = {60, 150}
– deps(170) = {60, 150, 170}
– deps(200) = {60, 150, 170, 200}
Nous choisissons une alarme, par exemple 130. Ensuite nous choisissons l’e´le´ment 60
dans l’ensemble de ses de´pendances (deps(130)). L’alarme 60 ne de´pend pas de 130, donc
il n’y a pas de de´pendance mutuelle. On conclut que 60 n’est pas une alarme finale. Nous
re´pe´tons les meˆmes e´tapes 2, 3, 4 et 5 pour toutes les alarmes.
Pour le programme eurocheck, les alarmes finales sont 130 et 200.
(c) On choisit un ensemble de repre´sentants des classes d’alarmes finales. Les repre´-
sentants des classes d’alarmes finales peuvent eˆtre trouve´s par une boucle de se´lection de
n’importe quelle alarme finale non encore marque´e et marquant ses de´pendances comme
de´ja` repre´sente´es. Les e´tapes (b) et (c) sont repre´sente´es par l’e´tape “Se´lectionner min”
dans la figure 4.10. Pour le programme eurocheck, il n’y a pas de de´pendances mu-
tuelles entre les alarmes, donc l’ensemble des repre´sentants des classes d’alarmes finales
est {130, 200}.
Pour chaque e´le´ment ai dans l’ensemble des repre´sentants des classes d’alarmes finales,
l’ensemble de de´pendances deps(ai) est un ensemble couvrant. Pour l’exemple ci-dessus,
les ensembles couvrants sont : deps(130) = {60, 130} et deps(200) = {60, 150, 170, 200}.
Avec cette ope´ration, on a re´ussi a` diminuer les appels tre`s couˆteux de l’analyse dy-
namique de l’option each avec seulement un traitement supple´mentaire de complexite´
polynomiale. Notons que l’e´tape (a) est de´ja` incluse dans l’option each ou` le slicing par
rapport a` chaque alarme appelle l’analyse de de´pendance intra-proce´durale et interproce´-





Nous avons ajoute´ le greffon sante controller a` Frama-C. Comme son nom l’in-
dique, ce nouveau greffon imple´mente le controˆleur de la me´thode sante. Il appelle les
diffe´rentes analyses dans le bon ordre. Aujourd’hui, il n’est pas distribue´ avec la version
open-source de Frama-C car il ne´cessite une installation de PathCrawler, outil pro-
prie´taire du CEA LIST.
sante controller exe´cute les taˆches suivantes
1. Il appelle l’analyse de valeurs.
2. Il re´cupe`re les alarmes signale´es.
3. Il appelle ensuite le slicing en fonction du parame`tre (none, all, each, min, smart)
fourni par l’utilisateur.
4. Il analyse chaque programme simplifie´ avec PathCrawler.
5. Il fournit le diagnostic final.
sante controller assure aussi la circulation des informations entre les diffe´rentes
analyses.
Un extrait de code source de l’imple´mentation de la fonction principale de sante controllerest
pre´sente´ en annexe A.
5.6.1 E´tat actuel
Notre prototype sante traite actuellement le langage C avec les tableaux, les poin-
teurs, les instructions, les conditionnelles, les boucles et les appels de fonctions. Il prend en
entre´e le code source du programme sous test, et la pre´condition de la fonction principale.
Il produit en sortie les erreurs trouve´es avec des cas de tests activant ces erreurs, et les
menaces restantes qui sont de fausses alarmes (faux positifs) ou des erreurs qu’on n’a pas
pu confirmer a` cause de l’incomple´tude du test.
Les sorties sont ge´ne´re´es au format XML et sont visualise´es a` travers une interface
web. La figure 5.12 montre les re´sultats pour l’exemple eurocheck de la figure 4.3. Pour
chaque bogue de´tecte´, il y a un lien qui permet de re´cupe´rer le contre-exemple menant a`
l’erreur.
La version actuelle du prototype n’inscrit pas les re´sultats obtenus dans la base de
donne´es de Frama-C. Cependant, nous envisageons de les ajouter prochainement.
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Figure 5.12 – Diagnostics de sante pour l’exemple eurocheck de la figure 4.3
Limitations
Les seules limites de la me´thode sante sont celles des imple´mentations des outils choi-
sis : analyse de valeurs, slicing et ge´ne´ration de tests dans Frama-C et PathCrawler.
Pour Frama-C, l’analyse de valeurs ne prend pas totalement en charge :
1. le type long double,
2. les fonctions avec un nombre variable d’arguments et
3. les boucles qui sont code´es a` partir des goto (l’analyse de ces boucles peut ne pas
terminer).
Malgre´ ces limitations, les re´sultats de l’analyse de valeurs restent corrects.
Pour PathCrawler, la version actuelle ne prend pas totalement en charge :
1. certaines sortes d’alias en entre´e de la fonction sous test,
2. les fonctions et structures re´cursives,
3. les casts de pointeurs avec violations de type (type-unsafe pointer casts) et
4. le type void*.
5.6.2 Mode d’emploi
Comme nous l’avons de´ja` explique´ dans la section 5.6, sante controller est im-
ple´mente´ comme un greffon de Frama-C. On peut le lancer par la commande frama-c
en renseignant les options de sante. La commande est la suivante :
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frama -c -sante fichier.c <option >
ou` fichier.c est le nom du fichier contenant le programme C a` analyser. S’il y a plu-
sieurs fichiers, on renseigne tous les noms des fichiers, se´pare´s par un espace, comme dans
l’exemple suivant :
frama -c -sante fichier1.c fichier2.c fichier3.c.
L’option -main permet de modifier le nom de la fonction qui sera le point d’entre´e de
l’analyse. Le point d’entre´e par de´faut est la fonction main.
Les options de l’analyse de sante sont :
– -slice-all pour lancer sante avec l’option all pre´sente´e dans la section 4.6.2.
– -slice-each pour lancer sante avec l’option each pre´sente´e dans la section 4.6.3.
– -slice-min pour lancer sante avec l’option min pre´sente´e dans la section 4.8.1.
– -slice-smart pour lancer sante avec l’option smart pre´sente´e dans la section 4.8.2.
Si aucune des options ci dessus n’est renseigne´e, sante controller lance sante
avec l’option none pre´sente´e dans la section 4.6.1.
L’option -slevel qui permet de parame´trer l’analyse de valeurs (voir section 3.4.3)
est aussi applicable dans sante.
5.7 Synthe`se
Ce chapitre a pre´sente´ le prototype sante controller qui a permis de valider la me´-
thode pre´sente´e dans ce me´moire. Nous avons pre´sente´ le greffon PC Analyzer de´veloppe´
pour relier l’outilPathCrawler a` la plate-forme Frama-C. L’article [KBR+12] pre´sente
la nouvelle version de PathCrawler qui utilise ce greffon. Ensuite nous avons adapte´
PathCrawler afin de traiter les annotations ACSL, en particulier les assertions. Nous
avons introduit un me´canisme de traduction des conditions d’erreurs ACSL en conditions
C exe´cutables. Nous avons imple´mente´ un me´canisme d’exceptions dans PathCrawler.
Nous avons implante´ le calcul des ensembles couvrants d’une couverture minimale par sli-
cing. Une de´monstration de l’outil sante a e´te´ faite a` la confe´rence AFADL 2010 [Che10].
Le chapitre suivant pre´sente les expe´rimentations effectue´es a` partir de cette imple´-
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Dans ce chapitre, nous pre´sentons des re´sultats d’expe´rimentations dans lesquelles nous
avons utilise´ le logiciel sante qui imple´mente la me´thode de ve´rification que nous avons
de´finie. L’objectif de ce travail expe´rimental est de valider l’approche sur un ensemble
d’exemples bien choisis et de mettre en e´vidence ses limites. Nous essayons d’adopter une
approche expe´rimentale habituelle en recherche scientifique, en fixant tout d’abord dans
la partie 6.2 les hypothe`ses que nous faisons sur l’apport de la me´thode. Une hypothe`se
e´nonce un re´sultat attendu, qui induit une question ge´ne´rique : est-ce que les re´sultats
obtenus expe´rimentalement confirment, infirment ou ne permettent pas de conclure que
l’hypothe`se est vraie ?
Dans la partie 6.3, nous de´finissons les conditions expe´rimentales en pre´sentant les
exemples de programmes utilise´s et nous justifions leur choix par les objectifs de l’expe´-
rience et les limites de l’imple´mentation. Nous pre´sentons e´galement le mate´riel utilise´ et
les constantes expe´rimentales pour permettre la reproductibilite´ des expe´riences. Dans la
partie 6.4, nous pre´sentons les autres me´thodes avec lesquelles on compare les re´sultats
obtenus en utilisant sante. Ces autres me´thodes sont l’analyse de valeurs seule et son
implantation dans Frama-C et l’analyse dynamique seule, appele´e all-threats DA, que
nous avons imple´mente´e en utilisant PathCrawler dans des conditions particulie`res qui
sont de rechercher toutes les menaces potentielles. Dans la partie 6.5, nous pre´sentons
les crite`res mesure´s au cours des expe´riences. Ces crite`res sont choisis afin de pouvoir
re´pondre aux questions induites par les hypothe`ses de la partie 6.2.
Nous divisons les expe´rimentations en trois parties. La partie 6.6 pre´sente l’apport de
la combinaison par rapport a` chaque technique utilise´e se´pare´ment en comparant sante
utilisant l’option none avec l’analyse de valeurs seule et l’analyse dynamique seule re-
pre´sente´e par la me´thode all-threats DA. La partie 6.7 pre´sente l’apport du slicing dans
chaque utilisation (all, each, min et smart) par rapport a` sante sans slicing (none)
et compare les options les unes avec les autres. La partie 6.8 pre´sente l’effet du slicing
sur la taille des programmes, sur la longueur et sur le nombre de chemins analyse´s. Dans
chaque partie, nous pre´sentons et analysons les re´sultats et nous fournissons une synthe`se.
Pour terminer, la partie 6.9 conclut par des re´ponses aux questions sous-jacentes aux
hypothe`ses et par l’e´nonce´ des limites de notre me´thode et de nos expe´rimentations. En-
fin, nous de´gageons des perspectives de ces limites, qui seront de´taille´es dans le chapitre 7.
6.2 Hypothe`ses et objectifs des expe´rimentations
On identifie les hypothe`ses des expe´rimentations comme suit :
H1 – La combinaison de l’analyse de valeurs et de l’analyse dynamique apporte de
meilleurs re´sultats de classification (laisse moins d’alarmes non classe´es) dans un
de´lai fixe´ que l’analyse de valeurs seule ou l’analyse dynamique seule.
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No Origine Fonction principale Taille
Nb. des menaces Bogues
potentielles connus
1 Apache escape absolute uri (simplified) 33 8 1
2 Apache escape absolute uri (full) 97 16 1
3 Spam Assassin message write 55 17 2
4 Apache get tag 696 12 3
5 QuickSort partition 50 8 1
6 libgd gdImageStringFTEx 705 15 1
7 polygon main 202 29 2
8 rawcaudio adpcm decoder 365 10 0
9 eurocheck main 154 19 1
Total 134 12
Figure 6.1 – Informations sur les exemples d’expe´rimentation
H2 – Les diffe´rentes manie`res de faire du slicing ame´liorent encore les re´sultats. Elles
permettent de classer plus d’alarmes ou d’ame´liorer le temps d’exe´cution de la phase
de ge´ne´ration de tests.
H3 – L’option smart est la meilleure me´thode sur les deux crite`res suivants : nombre
d’alarmes classe´es et dure´e d’analyse.
H4 – Le slicing permet d’obtenir des informations plus pre´cises sur les erreurs et les
alarmes de´tecte´es.
6.3 Conditions expe´rimentales
Nous utilisons neuf exemples, e´nume´re´s dans la figure 6.1. Les colonnes de la figure 6.1
pre´sentent respectivement le nume´ro de l’exemple, son origine, le nom de la fonction ana-
lyse´e, la taille de chaque exemple en nombre de lignes de code, le nombre total de menaces
potentielles et le nombre de bogues connus parmi ces menaces.
Ces neufs exemples sont extraits du monde re´el. Leurs erreurs sont connues car elles
ont de´ja` e´te´ de´tecte´es. Les exemples sont choisis ale´atoirement, en prenant les limites
d’imple´mentation en compte. D’autres exemples avec des re´sultats similaires ont e´te´ e´car-
te´s par souci de clarte´. Ainsi, chacun des neuf exemples restants repre´sente une cate´gorie
d’exemples, comme on le verra dans les parties 6.6, 6.7 et 6.8. Toutes les erreurs sont
de type acce`s hors limite ou pointeur invalide. Les exemples 1, 2, 3, 4 et 6 proviennent
du banc de test Verisec C analysis benchmark [KHCL07]. L’exemple 2 est un composant
Apache. Il sert a` parser un identificateur de ressource (URI ou Uniform Resource Identi-
fier). L’exemple 1 est une version simplifie´e de l’exemple 2. L’exemple 3 est un programme
open-source [Ray98] qui sert a` filtrer les courriers inde´sirables (spam). L’exemple 4 est un
composant Apache. Il sert a` parser un document HTML. L’exemple 5 provient de [Bal04].
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C’est l’exemple classique utilise´ par le tri rapide qui permet de trier un tableau par
partition. L’exemple 6 est un programme open-source qui permet de cre´er des images
et des graphes dynamiquement. L’exemple 7 est un programme open-source. Il provient
de [Cod11] et sert a` calculer la surface d’un polygone convexe a` partir des coordonne´es
de ses sommets. L’exemple 8 provient du banc de test Mediabench [LPMS97]. Il sert a`
coder un fichier audio de format PCM en format ADPCM et l’inverse. L’exemple 9 est un
programme open-source [DOS99]. Il provient de [Rut11] et sert a` ve´rifier si le nume´ro de
se´rie d’un billet de banque en euros est valide ou non.
Les expe´riences ont e´te´ mene´es sur un processeur Intel Duo 1,66 GHz avec une carte
me´moire de 1 Go (RAM) avec un timeout de 10 minutes.
6.4 Me´thodes compare´es
Une grande partie des outils cite´s dans le chapitre 2 ne sont pas disponibles et nous
ne pouvons pas les utiliser dans nos expe´rimentations. C’est pourquoi nous n’avons pas
compare´ sante avec eux. Une me´thode similaire a` celle de l’outil EXE pre´sente´ dans la
partie 2.3 e´tait implantable avec un effort raisonnable en se servant d’outils existant de´ja`
au laboratoire de suˆrete´ des logiciels au CEA. Pour cette raison, nous avons choisi comme
me´thode de re´fe´rence une me´thode d’analyse dynamique all-threats DA (all-threats dyna-
mic analysis). Nous avons de´veloppe´ cette me´thode, qui guide la ge´ne´ration de tests avec
la liste exhaustive des alarmes, pour toutes les instructions a priori menac¸antes, et sans
analyse de leur contexte.
Une instruction a priori menac¸ante est une instruction qui pre´sente un risque poten-
tiel d’erreur a` l’exe´cution comme par exemple une division, un acce`s tableau ou acce`s
pointeur. Autrement dit, toute instruction qui effectue une division par une expression
ou un acce`s dans un tableau est potentiellement menac¸ante. Nous ignorons le contexte
dont on pourrait peut-eˆtre de´duire que c’est une fausse menace. A` chaque fois qu’il y a
une expression de division, all-threats DA va essayer de trouver un cas de test provoquant
la division par ze´ro. De meˆme, a` chaque fois qu’il y a un acce`s me´moire, all-threats DA
essaie de trouver un acce`s invalide.
all-threats DA utilise PathCrawler en mode “ge´ne´ration de test guide´e par les alar-
mes” (alarm-guided test generation) comme sante. La diffe´rence est que sante conside`re
uniquement les alarmes signale´es par l’analyse de valeurs tandis que all-threats DA consi-
de`re toutes les instructions potentiellement menac¸antes comme des alarmes.
On conside`re e´galement, comme une autre re´fe´rence la me´thode VA, qui consiste a`
utiliser l’analyse de valeurs seule.
Nous comparons VA et all-threats DA avec les me´thodes none, all, each, min et smart
qui correspondent aux options fournies par sante. Nous comparons e´galement les options
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de sante entre elles.
6.5 Crite`res de comparaison
Les crite`res mesure´s sont les suivants :
C1 – Le nombre de menaces classe´es safe, c’est-a`-dire les menaces dont l’e´tat d’erreur est
prouve´ inatteignable par l’analyse de valeurs ou par la ge´ne´ration de tests exhaustive
de tous les chemins dans le cas ou` elle termine. Ce nombre est indique´ dans les
colonnes ’’ des tableaux de re´sultats.
C2 – Le nombre d’alarmes restant non classe´es, indique´ dans les colonnes ’?’.
C3 – Le nombre de bogues de´tecte´s (menaces classe´es bug), indique´ dans les colonnes ’’.
C4 – La dure´e du processus complet, indique´e dans les colonnes ’temps’.
C5 – Le nombre de chemins traite´s (faisables et infaisables) par la ge´ne´ration de tests,
indique´ dans les colonnes ’chemins’.
C6 – La longueur moyenne des chemins parcourus.
C7 – La longueur moyenne des contre-exemples.
C8 – La taille du programme en nombre de lignes de code.
Dans les colonnes ’temps’, ’TO’ indique la pre´sence d’un time / space out. Ces crite`res
vont permettre d’e´valuer si les hypothe`ses, identifie´es dans la partie 6.1, sont satisfaites
ou non. Les hypothe`ses H1−H3 seront quantifie´e a` l’aide des crite`res C1−C5. Les crite`res
C6 − C8 seront utilise´s pour quantifier l’hypothe`se H4.
Nous sommes maintenant preˆts a` pre´senter les re´sultats des expe´riences sur chaque
exemple, dans les parties 6.6, 6.7 et 6.8, en mesurant essentiellement le nombre d’alarmes
non classe´es, qui quantifie l’impre´cision de la me´thode, et le temps total d’analyse. Nous
pre´sentons e´galement des re´sultats en moyenne e´value´s sur l’ensemble d’exemples de pro-
grammes, puis nous faisons un bilan relativement aux hypothe`ses.
6.6 Apport de la combinaison par rapport a` chaque
technique seule
Dans cette partie, nous comparons l’option none de la me´thode sante, qui combine
l’analyse statique et la ge´ne´ration de tests structurels, sans simplification par le slicing,
avec l’analyse de valeurs et avec la technique d’analyse dynamique all-threats DA (pre´-
sente´e dans la partie 6.4) utilise´es inde´pendamment. Dans cette comparaison, nous allons




Analyse de valeurs all-threats DA sante none
 ?   ?   ? 
1 4 4 0 7 0 1 7 0 1
2 11 5 0 15 0 1 15 0 1
3 2 15 0 0 17 0 15 0 2
4 0 12 0 0 12 0 0 12 0
5 4 4 0 7 0 1 7 0 1
6 3 12 0 0 14 1 3 11 1
7 19 10 0 27 0 2 27 0 2
8 8 2 0 0 10 0 8 2 0
9 14 5 0 18 0 1 18 0 1
Total 65 69 0 74 53 7 100 25 9
Figure 6.2 – Re´sultats de classification par VA, all-threats DA et sante none avec le
crite`re “tous les chemins”
6.6.1 Classification avec la couverture “tous les chemins”
La figure 6.2 compare l’option none de sante avec les deux autres techniques, avec le
crite`re “tous les chemins” pour PathCrawler. On note que, a` l’exception de l’exemple 4,
tous les bogues connus sont de´tecte´s avec sante none. Les deux analyses comparatives
suivantes exploitent de manie`re de´taille´e ces premiers re´sultats.
sante vs analyse de valeurs.
La figure 6.2 montre que, dans la plupart des cas (exemples 1, 2, 3, 5, 6, 7, 8 et 9),
l’analyse de valeurs seule re´duit le nombre de menaces potentielles et prouve que certaines
d’entre elles sont safe, mais ge´ne`re une forte proportion d’alarmes, plus de 50% dans les
exemples 1, 3, 4, 5 et 6. Nous voyons dans la meˆme figure que, dans sept cas sur huit,
sante confirme certaines alarmes comme de vrais bogues en fournissant un cas activant
chaque bogue. Nous voyons e´galement que sante laisse beaucoup moins d’alarmes avec
le statut unknown en prouvant que certaines menaces sont fausses. Dans cinq cas, toutes
les alarmes sont classe´es vraies ou fausses. Sur l’ensemble des neuf exemples, sante classe
44 alarmes, parmi les 69 alarmes que l’analyse de valeurs n’a pas classe´es.
sante vs all-threats DA.
sante de´tecte le meˆme nombre d’erreurs que all-threats DA pour tous les programmes,
sauf pour le 3, ou` il en trouve deux de plus. sante classe beaucoup plus de menaces, en
e´liminant des menaces dans le cas des exemples 3, 6 et 8. Sur les neuf exemples, il e´li-
mine 28 alarmes parmi les 53 que all-threats DA n’a pas classe´es. Notons que sante none
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No
all-threats DA sante none
chemins temps chemins temps
1 3602 22s 2454 14s
2 3876 20s 2694 10s
3 TO 37967 8min 43s
4 TO TO
5 18978 1min 56s 15250 1min 12s
6 TO TO
7 23502 5min 33s 12603 1min 31s
8 TO TO
9 1186 25s 878 18s
Figure 6.3 – Temps consomme´ par all-threats DA et sante none avec le crite`re “tous
les chemins”
trouve toutes les erreurs connues, sauf pour l’exemple 4, et que all-threats DA les trouve
toutes sauf pour les exemples 3 et 4.
6.6.2 Dure´e d’analyse et chemins traite´s avec la couverture“tous
les chemins”
La figure 6.3 compare les temps d’exe´cution entre les diffe´rentes analyses et le nombre
de chemins traite´s par la ge´ne´ration de tests pour les techniques all-threats DA et sante,
avec le crite`re “tous les chemins” pour PathCrawler.
La ge´ne´ration de tests guide´e par les alarmes dans sante traite seulement les alarmes
maintenues par l’analyse de valeurs alors que all-threats DA conside`re na¨ıvement toutes les
menaces potentielles. Ainsi, la ge´ne´ration de test dans sante conside`re moins de chemins.
Pour les exemples 1, 2, 5, 7 et 9, sante de´tecte le meˆme nombre d’erreurs que all-threats
DA en moins de temps. Pour l’exemple 3, le gain de temps permet a` sante d’e´viter le
de´passement de temps limite et aussi de classer deux erreurs de plus. Pour les cas 4, 6
et 8, le gain de temps est insuffisant pour classer toutes les alarmes.
Dans l’exemple 9, all-threats DA analyse 19 alarmes (voir figure 6.2 exemple 9), et
il faut 25 secondes pour trouver un bogue et prouver que les e´tats d’erreur sont inat-
teignables pour les 18 autres menaces (voir figure 6.3 exemple 9), tandis que l’analyse
dynamique dans sante analyse 5 alarmes, parce que 14 ont e´te´ de´ja` prouve´es safe par
l’analyse de valeurs. sante none prend 18 secondes pour classer toutes ces alarmes. (voir
figure 6.3 exemple 9). La diminution du temps est la plus importante en proportion dans




all-threats DA sante none
 ?   ? 
1 3 0 7 1 4 3 1
2 10 0 15 1 11 4 1
3 3 0 15 2 2 13 2
4 2 0 9 3 0 9 3
5 2 0 7 1 4 3 1
6 3 0 14 1 3 11 1
7 2 0 27 2 19 8 2
8 2 0 10 0 8 2 0
9 2 0 18 1 14 4 1
Total 0 122 12 65 57 12
Figure 6.4 – Re´sultats de classification par all-threats DA et sante none avec le crite`re
“tous les k-chemins”
sante none termine dans le cas de l’exemple 3, ou` all-threats DA, fait un time /
space out. Dans le pire des cas, ou` l’analyse de valeurs ne filtre aucune menace, sante
none pourrait prendre autant de temps, voire un peu plus, que all-threats DA puisqu’elle
effectue l’analyse de valeurs en plus. Mais aucun de nos exemples n’illustre cette situation.
C’est peut-eˆtre le cas de l’exemple 4 ou` l’analyse de valeurs ne classe aucune alarme. Mais
le de´passement de temps dans les 2 cas ne permet pas d’observer cette situation.
6.6.3 Classification avec la couverture “tous les k-chemins”
Nous re´pe´tons les meˆmes expe´rimentations avec le crite`re de test partiel “tous les
k-chemins” (k-path). La strate´gie “tous les k-chemins” est donne´e pour le k minimal per-
mettant de de´tecter tous les bogues connus avec sante.
Le crite`re “tous les k-chemins” n’affectant pas l’analyse de valeurs, la figure 6.4 ne
compare pas sante avec l’analyse de valeurs, mais seulement avec all-threats DA.
sante de´tecte le meˆme nombre de bogues que all-threats DA sur tous les exemples
et laisse beaucoup moins d’alarmes avec le statut unknown (Exemples 1, 2, 3, 5, 6, 7, 8
et 9). Mais notons que les fausses alarmes classe´es safe par sante l’ont toutes e´te´ par
l’analyse de valeurs. En effet, le parcours avec le crite`re de couverture“tous les k-chemins”,
e´tant partiel, il ne peut pas garantir l’absence d’erreurs et ne permet de classer aucune
alarme safe. Donc la phase d’analyse dynamique de sante n’apporte pas d’ame´lioration
autre que celle de VA concernant l’e´limination de fausses alarmes. Dans le pire des cas,
lorsque l’analyse de valeurs dans sante ne filtre aucune menace, sante donne les meˆmes
re´sultats que all-threats DA (Exemple 4). Notons qu’il est normal que sante none et all-
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No k
all-threats DA sante none
chemins temps chemins temps
1 3 71 <1s 45 <1s
2 10 417 1s 325 1s
3 3 30977 9min 18s 18874 3min 35s
4 2 36690 TO 36690 TO
5 2 4509 25s 3319 18s
6 3 19806 9s 15544 8s
7 2 195 1s 88 1s
8 2 15 <1s 7 <1s
9 2 60 1s 18 <1s
Figure 6.5 – Temps consomme´ et nombre de chemins parcourus par all-threats DA et
sante none avec le crite`re “tous les k-chemins”
threats DA trouvent les meˆmes erreurs avec la meˆme valeur de k car elles activent toutes
les deux PathCrawler dans les meˆmes conditions. Mais sante none pourrait de´tecter
plus de bogues sur un exemple ou` all-threats DA ferait un time / space out et sante none
terminerait, car all-threats DA doit analyser plus d’alarmes, donc plus de chemins, donc
prend plus de temps. Mais aucun exemple n’illustre cette situation.
6.6.4 Dure´e d’analyse et chemins traite´s avec la couverture“tous
les k-chemins”
La figure 6.5 compare les temps d’exe´cution entre les diffe´rentes analyses et le nombre
de chemins traite´s par la ge´ne´ration de tests pour les techniques all-threats DA et sante
avec le crite`re “tous les k-chemins” pour PathCrawler.
La ge´ne´ration de tests dans sante conside`re moins de chemins, comme nous le voyons
sur les exemples 1, 2, 3 et 5. sante de´tecte le meˆme nombre de bogues que all-threats
DA en moins de temps. Dans le pire des cas, lorsque l’analyse de valeurs dans sante ne
filtre aucune menace, sante peut prendre autant de temps que all-threats DA (Exemple
4), voire un peu plus.
Une difficulte´ d’application de sante avec le crite`re “tous les k-chemins” est lie´e au
choix de la valeur de k. Dans nos expe´rimentations, la valeur minimale de k permettant
de de´tecter tous les bogues connus est trouve´ se´quentiellement, ce qui n’est pas efficace.
De plus, dans une application re´elle, ne connaissant pas le nombre de bogues connus,
nous ne pourrons plus utiliser cette information comme crite`re d’arreˆt. L’impossibilite´ de
connaˆıtre la valeur de k qui permettra de de´tecter toutes les erreurs reste une limitation
importante de la me´thode sante avec le crite`re “tous les k-chemins”.
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Enfin, notons que la strate´gie “tous les k-chemins” peut s’ave´rer plus efficiente que la
strate´gie “tous les chemins”, comme l’illustre l’exemple 4 ou`, malgre´ le de´passement de
temps limite, les trois erreurs connues sont trouve´es avec k = 2 alors que la strate´gie “tous
les chemins” n’en trouve aucune.
6.6.5 Bilan de cette expe´rimentation
Les principales conclusions de cette partie sont :
1. L’outil sante combinant l’analyse de valeurs et PathCrawler classe plus de me-
naces que chacun de ces outils utilise´s se´pare´ment,
2. sante est plus efficace (en temps) qu’un outil de test structurel seul,
3. La ge´ne´ration de test guide´e par la liste exhaustive des alarmes pour toutes les
instructions potentiellement menac¸antes examine plus de chemins infaisables que
sante et prend donc plus de temps. Parfois elle peut faire un time / space out.
4. Avec le crite`re de test partiel“tous les k-chemins”(k-path), sante none et all-threats
DA de´tectent le meˆme nombre de bogues mais sante none laisse moins d’alarmes
non classe´es, graˆce au travail pre´alable de l’analyse de valeurs.
5. Avec le crite`re “tous les chemins”, sante none et all-threats DA classent plus
d’alarmes qu’avec le crite`re “tous les k-chemins”, sauf quand il y a un time / space
out.
6. Avec le crite`re “tous les k-chemins”, sante none et all-threats DA ont re´ussi a` de´-
tecter tous les bogues dans une dure´e beaucoup plus courte qu’avec le crite`re “tous
les chemins”. Mais la de´finition d’une me´thode pour choisir k reste un travail a` faire
avec pour objectif de trouver un compromis raisonnable et acceptable entre la pre´-
cision de la classification des alarmes et le temps d’analyse du programme.
7. Malgre´ l’apport de la combinaison par rapport a` chaque technique utilise´e inde´-
pendamment, les expe´rimentations montrent aussi que sante none peut faire des
de´passements de temps limite et laisser beaucoup d’alarmes non classe´es.
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No
sante none sante all sante each sante min sante smart
 ?   ?   ?   ?   ? 
1 7 0 1 7 0 1 7 0 1 7 0 1 7 0 1
2 15 0 1 15 0 1 15 0 1 15 0 1 15 0 1
3 15 0 2 15 0 2 15 0 2 15 0 2 15 0 2
4 0 12 0 0 9 3 4 5 3 0 9 3 4 5 3
5 7 0 1 7 0 1 7 0 1 7 0 1 7 0 1
6 3 11 1 3 11 1 14 0 1 14 0 1 14 0 1
7 27 0 2 27 0 2 27 0 2 27 0 2 27 0 2
8 8 2 0 8 2 0 9 1 0 8 2 0 9 1 0
9 18 0 1 18 0 1 18 0 1 18 0 1 18 0 1
Total 100 25 9 100 22 12 116 6 12 111 11 12 116 6 12
Figure 6.6 – Re´sultats de classification avec les diffe´rentes options de sante
6.7 Apport du slicing en classification et temps d’ana-
lyse
Dans cette partie, nous pre´sentons des expe´rimentations avec les diffe´rentes options
de sante. Afin de montrer l’apport de chaque utilisation du slicing, nous comparons les
options les unes avec les autres et avec la me´thode sante none et un parcours “tous les
chemins”, dont on a pre´sente´ les re´sultats dans la partie pre´ce´dente. Dans cette comparai-
son, nous allons mesurer les crite`res C1−C4. Nous comparons les re´sultats de classification
des diffe´rentes me´thodes dans la partie 6.7.1 et les temps d’analyse dans la partie 6.7.2.
6.7.1 Comparaison des re´sultats de classification des diffe´rentes
me´thodes
La figure 6.6 pre´sente les re´sultats de la classification des alarmes pour chaque tech-
nique et pour chaque exemple. On note que tous les bogues connus sont de´tecte´s avec les
me´thodes utilisant le slicing. Ce n’est pas le cas avec sante none sur l’exemple 4.
On peut noter que, tous les exemples, sante smart et sante each sont les deux me´-
thodes qui classent le plus d’alarmes. Au total, il reste 6 alarmes non classe´es. Ensuite
c’est sante min qui en laisse 11, puis sante all qui en laisse 22 et enfin sante none qui
laisse 25 alarmes non classe´es.
sante none vs sante all.
La ge´ne´ration de tests dans sante all analyse un programme simplifie´ contenant toutes
les alarmes, donc elle conside`re moins de chemins que sante none. sante all donne au
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minimum les meˆmes re´sultats que sante none. Il a plus de chance de de´tecter des bogues
que sante none car sante all parcourt moins de chemins. C’est ce qui se produit dans
le cas de l’exemple 4 ou` malgre´ un de´passement de temps limite dans les deux cas, sante
all trouve les trois erreurs alors que sante none n’en trouve aucune. sante all pour-
rait terminer et classer des alarmes dans des cas ou sante none ferait un time / space out.
Les contre-exemples reporte´s par sante all sont illustre´s sur un programme simplifie´
ce qui rend l’investigation de la source d’erreur plus facile.
sante all vs sante each.
Dans sante each, la slice minimale pour chaque alarme est analyse´e se´pare´ment par la
ge´ne´ration de tests. sante each laisse moins d’alarmes avec le statut unknown (voir fi-
gure 6.6 exemples 4, 6 et 8). sante each termine dans certains cas ou` sante all fait un
time / space out (voir figure 6.7 exemples 4, 6 et 8). Il classe plus d’alarmes comme dans
l’exemple 8, ou` l’analyse dynamique analyse deux slices, l’une d’entre elles fait un time
/ space out et l’autre termine et classe l’alarme cible comme safe. Les contres-exemples
reporte´s sont illustre´s sur des programmes plus simples, voire minimaux, ce qui rend l’in-
vestigation de la source d’erreur encore plus facile qu’avec sante all.
sante all, each vs sante min.
Dans sante min, l’analyse dynamique sur certaines slices peut terminer dans certains cas
ou` elle fait un time / space out dans sante all et donc elle peut classer plus d’alarmes
(voir figure 6.6 exemple 6). Sur l’ensemble des exemples, sante min classe 11 alarmes de
plus que sante all. Toutefois, l’analyse dynamique dans sante min peut aussi faire un
time / space out alors que sante each termine sur quelques slices et classe plus d’alarmes
(voir figure 6.6 exemples 4 et 8). Sur l’ensemble des exemples, sante each classe 5 alarmes
de plus que sante min. En effet l’analyse dynamique sur la slice de taille minimale pour
une alarme a la plus grande chance de la classer.
sante each, min vs sante smart.
En l’absence de time / space out, sante smart se comporte exactement comme sante
min (voir figure 6.6 exemples 6, 7 et 9). Si un time / space out est rencontre´, sante smart
analyse des slices de plus en plus petites et ne s’arreˆte que quand il ne peut plus classer
d’alarmes. Ainsi, il peut classer plus d’alarmes que sante min (voir figure 6.6 exemples 4
et 8). Sur l’ensemble des exemples sante smart classe 5 alarmes de plus que sante min.
sante smart trouve les meˆmes re´sultats que sante each. En effet, il peut aller jusqu’a`
analyser la slice minimale pour une alarme, s’il n’a pas re´ussi a` la classer avec les slices
de plus grande taille.
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No
sante sante sante sante min sante smart
none all each temps slices temps slices ite´rations
1 14s 11s 54s 11s 1 11s 1 1
2 10s 7s 15s 7s 1 7s 1 1
3 8min 43s 8min 43s 1h 5min 16s 17min 13s 4 17min 13s 4 1
4 TO TO 3min 24s 1TO 1 54s 2 2
+5TO +1TO
5 1min 12s 1min 12s 4min 48s 1min 12s 1 1min 12s 1 1
6 TO TO 1h32min 52s 32min 16s 4 32min 16s 4 1
7 1min 31s 1min 20s 7s 7s 9 7s 9 1
8 TO TO 5s 1TO 1 5s 2 2
+1TO +1TO
9 18s 7s 13s 6s 2 6s 2 1
Figure 6.7 – Temps consomme´ par les diffe´rentes options de sante
6.7.2 Comparaison des temps d’analyse des diffe´rentes me´thodes
La figure 6.7 pre´sente les temps d’analyse pour chaque exemple. Par exemple, 3min
24s + 5TO sur l’exemple 4 signifie que sur l’analyse des 12 slices, 5 terminent en time
/ space out et les sept autres prennent 3 minutes et 24 secondes pour classer leurs alarmes.
Pour les colonnes min et smart, la figure 6.7 indique le nombre de slices analyse´es.
Pour all, il n’y en a qu’une et pour each, il y en a autant que d’alarmes non classe´es par
l’analyse de valeurs indique´es dans la figure 6.2. De plus, la figure 6.7 indique le nombre
d’ite´rations de l’algorithme smart.
sante none vs sante all.
La ge´ne´ration de tests dans sante all analyse un programme simplifie´ contenant toutes
les alarmes. Donc il conside`re moins de chemins et donne les meˆmes re´sultats en moins
de temps (voir figure 6.7 exemple 9). sante all pourrait terminer dans certains cas ou`
sante none ferait un time / space out et donc sante all pourrait classer plus d’alarmes.
Dans le pire des cas, lorsque le slicing ne simplifie pas e´norme´ment le programme,
sante all prend presque autant de temps que sante none (voir figure 6.7 exemple 7).
sante all vs sante each.
Dans sante each, une slice est analyse´e dynamiquement pour chaque alarme. Le temps
complet est la somme des temps ne´cessaires pour analyser toutes les slices. Par exemple,
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pour le programme 4, l’analyse de valeurs signale 12 alarmes. Avec l’option each, la me´-
thode produit 12 slices. Chacune des slices est analyse´e se´pare´ment par l’analyse dyna-
mique. L’analyse dynamique de 5 de ces slices fait des time / space out alors que les 7
restantes terminent et classent les 7 alarmes correspondantes. La dure´e totale requise pour
analyser le programme initial avec l’analyse de valeurs, puis produire les 12 slices, ensuite
analyser ces 7 slices et classer ces 7 alarmes par l’analyse dynamique est de 3 minutes 24
secondes.
sante each peut eˆtre plus lent que sante all (voir figure 6.7 exemple 9). De plus,
l’analyse dynamique de certaines slices avec sante each peut ne pas donner de nouvelles
informations (voir parties 4.6 et 4.8) et c’est alors une perte de temps. C’est le cas avec
l’exemple 9 de la figure 6.7. Pour cet exemple, on peut dire que sante all est une meilleure
me´thode que sante each. Elle classe autant d’alarmes en moins de temps.
Dans certains cas sante each peut eˆtre plus rapide que sante all et laisser autant
d’alarmes, comme dans le cas de l’exemple 7, ou` l’analyse de valeurs signale 10 alarmes
qui sont toutes inde´pendantes. L’analyse dynamique analyse 10 slices dont les tailles sont
largement infe´rieures a` celles du programme initial. Le nombre de chemins traite´s (fai-
sables et infaisables) est beaucoup plus faible et surtout la taille des chemins traite´s est
beaucoup plus petite.
sante all, each vs sante min.
Dans sante min, l’analyse dynamique analyse moins de programmes que dans sante
each, elle est donc plus rapide (voir figure 6.7 exemples 6 et 9). De plus, l’analyse dyna-
mique des slices dans sante min n’est jamais une perte de temps.
sante min peut terminer dans des cas ou` sante all fait un time / space out (voir
figure 6.7 exemple 6).
Ne´anmoins, sante min peut faire un time / space out dans des cas ou` sante each
termine sur certaines slices et classe certaines alarmes (voir figure 6.7 exemples 4 et 8).
En effet l’analyse dynamique sur la slice de plus petite taille pour une seule alarme a la
plus grande chance de la classer.
sante each, min vs sante smart.
sante smart peut prendre plus de temps que sante min, mais offre de meilleures re´-
ponses dans certains cas (voir figure 6.7 exemples 4 et 8).
sante smart est plus rapide que sante each (voir figure 6.7 exemples 6 et 9). De
plus, l’analyse dynamique des slices dans sante smart n’est jamais une perte de temps
au sens ou` c’est l’option qui a le meilleur taux de classification, taux identique a` celui de
sante each (voir figure 6.7 exemples 6, 4 et 9).
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Par exemple, pour l’exemple 4, l’analyse dynamique dans sante each analyse 12 slices
et fait 5 time / space out. Dans sante min, l’analyse dynamique analyse une slice seule-
ment et fait un time / space out. sante smart a besoin de deux ite´rations pour conclure.
Dans la premie`re ite´ration, l’analyse dynamique analyse une slice contenant toutes les
12 alarmes. Elle classe 3 alarmes comme bug et fait un time / space out. Ensuite elle
conclut dans la deuxie`me ite´ration ou` elle analyse une slice contenant 4 alarmes en 54s
(5 alarmes finales mutuellement de´pendantes ont e´te´ retire´es). sante smart trouve les
meˆmes re´sultats que sante each apre`s seulement un time / space out alors que sante
each en effectue cinq.
6.7.3 Bilan de cette expe´rimentation
Les principales conclusions de cette partie sont :
1. Le slicing des programmes permet d’ame´liorer le nombre d’alarmes classe´es et le
temps d’exe´cution de la phase de ge´ne´ration de tests, en l’appliquant sur des pro-
grammes simplifie´s.
2. Les options each et smart sont les options qui classent le plus d’alarmes. Mais
l’option each peut faire des appels inutiles a` l’analyse dynamique. Selon les exemples,
le temps d’analyse est plus grand avec l’une ou l’autre des me´thodes.
3. L’option min permet d’e´viter les appels inutiles de l’analyse dynamique de l’option
each, mais classe moins d’alarmes, dans certains cas analysant des programmes de
plus grande taille pouvant engendrer des de´passements du temps autorise´.
4. L’option smart classe autant d’alarmes que l’option each en e´vitant les appels in-
utiles de l’analyse dynamique, donc en ame´liorant le temps.
6.8 E´valuation statistique de l’apport du slicing
Les options all, each, min et smart utilisent le slicing pour simplifier le programme
sous test. Dans cette partie, on e´tudie l’effet de cette simplification sur la longueur de
chemins faisables, le nombre des chemins faisables et infaisables, la taille des programmes
en nombre de lignes de code. Cette e´tude sera base´e sur les mesures des crite`res C5 − C7.
Ces crite`res nous permettent de quantifier la simplification des programmes analyse´s qui
est apporte´e par le slicing a` la fois sur le plan statique (nombre de lignes des programmes)
et sur le plan dynamique (longueur des chemins, nombre de chemins a` examiner). La lon-
gueur d’un chemin est le nombre des nœuds de branchement rencontre´s tout le long du
chemin. Dans cette partie, nous faisons e´galement une e´tude des taux moyens de re´duc-
tion des alarmes non classe´es et de la dure´e de l’analyse des programmes en utilisant les




all-threats sante sante all sante each sante min sante smart
DA none longueur taux longueur taux longueur taux longueur taux
1 90 43 43 0% 43 0% 43 0% 43 0%
2 80 64 63 2% 49 24% 63 2% 63 2%
3 - 70 70 0% 53 25% 52 26% 52 26%
5 27 20 20 0% 20 0% 20 0% 20 0%
6 56 39 39 0% 39 0% 39 0% 39 0%
7 996 526 525 1% 153 71% 153 71% 153 71%
9 6 6 6 0% 6 0% 6 0% 6 0%
Figure 6.8 – Longueur moyenne des chemins des contre-exemples
Contre-exemples simplifie´s
L’utilisation du slicing dans sante supprime le code non pertinent pour les alarmes
analyse´es. Les contre-exemples trouve´s exe´cutent des chemins beaucoup plus courts sur
des programmes simplifie´s, comme le montre la figure 6.8. Elle indique aussi le taux de
re´duction de chaque option, par rapport a` l’option none qui n’utilise pas le slicing.







ou` longueuroption est la longueur des chemins des contre-exemples avec une option utili-
sant le slicing (all, each, min et smart) et longueurnone est la longueur des chemins des
contre-exemples avec l’option none, qui n’effectue pas de simplification syntaxique.
dans la figure 6.8, on ne pre´sente la longueur moyenne des contre-exemples ni pour
l’exemple 4 parce qu’il de´passe le temps limite avant de de´tecter aucun bogue avec l’option
none ni pour l’exemple 8 parce qu’aucun bogue n’a e´te´ de´tecte´ dans cet exemple.
Dans nos expe´rimentations, la longueur du chemin des contre-exemples diminue en
moyenne de 12%. Ce taux atteint 71% sur l’exemple 7, en particulier avec l’option each
et avec les options avance´es (min et smart).
Il convient de pre´ciser que les exemples 1 et 5 sont des versions simplifie´es du code re´el
afin de mieux illustrer les erreurs de´tecte´es. Cela explique le faible taux de re´duction par
le slicing. La moyenne du taux de re´duction de longueur des chemins des contre-exemples
sur les exemples non simplifie´s 2, 3, 6, 7 et 9 serait de 16%.
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No
all-threats sante sante all sante each sante min sante smart
DA none longueur taux longueur taux longueur taux longueur taux
1 86 39 39 0% 37 6% 39 0% 39 0%
2 63 52 51 2% 32 39% 51 2% 51 2%
3 - 66 66 0% 49 26% 48 28% 48 28%
5 67 50 50 0% 50 0% 50 0% 50 0%
7 1092 560 560 0% 106 82% 106 82% 106 82%
9 129 77 61 21% 58 25% 59 24% 59 24%
Figure 6.9 – Longueur moyenne des chemins explore´s
6.8.1 Chemins simplifie´s
La figure 6.9 pre´sente la longueur moyenne des chemins parcourus par les cas de tests
exe´cute´s avec chaque me´thode ainsi que le taux de re´duction de chaque option par rapport
a` l’option none qui n’utilise pas le slicing. Nous avons effectue´ cette e´valuation unique-
ment pour les exemples 1, 2, 3, 5, 7 et 9 sur lesquels l’analyse termine normalement (sans
time / space out).
La longueur des chemins exe´cute´s diminue apre`s l’utilisation du slicing avec un taux
moyen de 19%. Ce taux atteint 82% sur l’exemple 7, en particulier avec l’option each et
avec les options avance´es (min et smart) (voir figure 6.9 exemple 7). Ce taux est calcule´
par la meˆme formule que pre´ce´demment.
6.8.2 Re´duction du nombre de chemins
Dans le pire des cas, le nombre de chemins (faisables et infaisables) est exponentiel
relativement a` la taille du programme exprime´e en nombre de lignes de code. Ainsi, meˆme
une le´ge`re re´duction du programme par le slicing avant la ge´ne´ration de tests peut dimi-
nuer conside´rablement le nombre de chemins.






ou` tailleslice est la taille (en nombre de lignes de code) de chaque slice avec une option utili-
sant le slicing et taillenone est la taille (en nombre de lignes de code) du programme initial.
La figure 6.10 pre´sente la taille des programmes en nombre de lignes de code et des
slices analyse´es par PathCrawler avec chaque me´thode. Elle montre que le taux moyen
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No all-threats DA none all each min smart
1 33 33 32 28, 28, 32, 32, 32 32
2 97 97 94 45, 51, 54, 90, 94 94
94
3 55 55 55 32, 32, 32, 37, 37, 38, 39, 39 37, 38, 39, 39
37, 38, 38, 38
38, 39, 39, 39
39, 39, 39
4 696 168 154 73, 73, 84, 84, 154 154, 84
114, 114, 114, 114,
114, 114, 114, 114
5 50 50 50 50, 50, 50, 50 50 50
6 705 181 151 131, 131, 131, 131, 132, 132, 133, 140 132, 132, 133, 140,
131, 131,131, 132,
132, 133, 140, 140
7 202 179 96 20, 20, 29, 29, 20, 20, 29, 29, 20, 20, 29, 29,
30, 30, 31, 33, 30, 30, 31, 33, 30, 30, 31, 33,
34, 34 34, 34 34, 34
8 365 83 81 22, 81 81 81, 22
9 154 124 74 20, 20, 32, 60, 20, 62 20, 62
62
Figure 6.10 – Re´duction de la taille du code en nombre de lignes
de re´duction de la taille des programmes avec l’option all est d’environ 14% et qu’il at-
teint 47% sur l’exemple 7. Le taux moyen devient 26% avec l’option min, 32% avec l’op-
tion smart et 37% avec l’option each. Ce taux atteint 89% pour certaines alarmes dans
l’exemple 7.
6.8.3 Classification des alarmes
Par rapport a` all-threats DA, le taux de re´duction du nombre d’alarmes non classe´es






ou` Uoption est le nombre d’alarmes restantes non classe´es avec sante en utilisant une des
options fournies (none, all, each, min et smart) et Uall−threats DA est le nombre d’alarmes
restantes non classe´es avec all-threats DA.
Ce taux est de 53% pour l’option none. Il devient 59% avec l’option all, 80% avec
l’option min et 89% avec les options each et smart.
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No all-threats DA none all each min smart
1 3811 1515 1515 941, 941, 1515, 1515 1515
1515
2 3876 2141 2141 35, 98, 268, 2141 2141
1696, 2141
5 17951 14223 14223 14223, 14223, 14223, 14223 14223
14223
7 23428 12530 12530 1, 1, 47, 47, 1, 1, 47, 47, 1, 1, 47, 47,
47, 47, 289, 47, 47, 289, 47, 47, 289,
313, 313, 313 313, 313, 313 313, 313, 313
9 732 428 286 3, 3, 12, 218, 3, 218 3, 218
282
Figure 6.11 – Nombre des chemins infaisables







ou` Uoption est le nombre d’alarmes restantes non classe´es avec sante en utilisant une des
options fournies et UV A est le nombre d’alarmes restantes non classe´es avec l’analyse de
valeurs seule.
Ce taux est de 64% pour l’option none. Il devient 69% avec l’option all, 85% avec
l’option min et 92% avec les options each et smart. Pour certains exemples, le taux de
re´duction du nombre d’alarmes non classe´es pourrait atteindre 100%, lorsque toutes les
alarmes seraient classe´es. Ainsi, le nombre d’alarmes restantes non classe´es est plus petit
avec l’option smart et avec l’option each, mais l’option each consomme plus de temps.
6.8.4 Dure´e d’analyse
sante consomme moins de temps que PathCrawler all-threats, et il permet d’e´vi-
ter certains time / space out. Le processus de ve´rification devient particulie`rement rapide
avec les options avance´es (min et smart).






ou` tempsoption est le temps consomme´ par sante avec une des options fournies (none, all,
each, min et smart) et tempsall−threatsDA est le temps consomme´ par all-threats DA.
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Le temps consomme´ diminue d’environ 43%, et cette diminution peut atteindre 98%
sur certains exemples avec les options avance´es.
Ce gain de temps est duˆ a` :
1. la re´duction du nombre de chemins faisables dans le programme sous test,
2. la re´duction de la taille des chemins et
3. la re´duction du nombre de chemins infaisables, comme le montre la figure 6.11,
qui pre´sente le nombre de chemins infaisables pour chaque me´thode et chaque pro-
gramme analyse´, uniquement, pour les exemples 7 et 9 sur lesquels l’analyse termine
normalement (sans time / space out).
6.8.5 Bilan de cette expe´rimentation
Les principales conclusions de cette section sont :
1. L’utilisation du slicing permet de signaler les erreurs avec des informations plus pre´-
cises, les illustrer sur un programme plus simple avec un chemin d’erreur plus court
qui montre uniquement les contraintes sur les valeurs des variables utilise´es pour le
calcul de l’instruction menac¸ante. Dans nos expe´rimentations, les options utilisant
le slicing permettent de diminuer la longueur des chemins des contre-exemples en
moyenne de 12%, ce taux allant jusqu’a` 71% sur certains exemples. La longueur des
chemins traite´s lors de l’analyse dynamique des programmes simplifie´s est re´duit en
moyenne de 19%, ce taux pouvant atteindre 82% sur un de nos exemples. La dure´e
d’analyse diminue e´galement de 43% en moyenne.
2. Le taux de re´duction d’alarmes non classe´es avec sante par rapport a` all-threats DA
varient entre 53% (pour l’option none) jusqu’a` 89% (pour les options each et smart).
6.9 Conclusion - Les hypothe`ses sont-elles satisfaites ?
Dans ce chapitre nous avons pre´sente´ des expe´rimentations pour valider la me´thode
propose´e. Les principaux re´sultats de ce chapitre sont :
1. L’hypothe`se H1 est confirme´e par nos expe´rimentations. Le bilan dans la partie 6.6.5
montre que l’outil sante combinant l’analyse de valeurs et la ge´ne´ration de tests
structurels est plus performant que chacun de ces outils utilise´s se´pare´ment. Il classe
plus d’alarmes qu’un analyseur statique et il est plus efficace en temps qu’un outil
de test structurel.
2. L’hypothe`se H2 est e´galement confirme´e par nos expe´rimentations. Comme nous
l’avons vu dans les parties 6.7.3 et 6.8.5, le slicing permet de supprimer automa-
tiquement du code non pertinent et permet d’acce´le´rer la phase de ge´ne´ration de
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tests. Il peut donc e´liminer certains time / space out a` la ge´ne´ration de tests et
permettre de classer plus d’alarmes.
3. L’hypothe`se H3 est confirme´e si on l’e´value sur l’ensemble des exemples, mais elle
ne l’est pas au cas par cas. La partie 6.7.3 montre que sur l’ensemble des exemples,
l’option smart classe autant d’alarmes que l’option each. Globalement elle met moins
de temps. Mais il est possible sur un exemple que l’option smart ne classe pas plus
d’alarmes que l’option min ou all et fasse plus de de´passements de temps limite.
Dans ce cas, la me´thode smart peut s’ave´rer moins performante que les me´thodes
all ou min. Pour ce type d’exemple, l’hypothe`se H3 serait invalide´e. Cependant,
comme nous l’avons vu dans le Chapitre 4 l’option smart ne perd pas de temps
inutilement : elle continue les ite´rations tant qu’il reste des alarmes pouvant the´o-
riquement eˆtre classe´es, et elle ne fait jamais de travail superflu. En plus, l’option
smart nous garantit pour toute alarme qu’elle n’a pas pu classer (dans un de´lai fixe´)
qu’il n’est pas possible de la classer avec les autres options (dans le meˆme de´lai fixe´).
4. L’hypothe`se H4 est confirme´e par nos expe´rimentations. Comme nous l’avons vu
dans la partie 6.8.5, le slicing permet d’illustrer l’erreur de´tecte´e sur un programme
simplifie´, donc avec un chemin d’exe´cution plus court et de´barasse´ d’informations
qui n’ont pas de rapport avec l’erreur.
5. L’ame´lioration du taux d’alarmes classe´es avec sante est tre`s clair. Cependant, il
y a des alarmes qui restent non classe´es (exemples 4 et 8). De plus, meˆme avec les
options each et smart, qui donnent les meilleurs re´sultats en terme de classification
des alarmes, il y a une perte de temps et sante smart peut faire plusieurs time /
space out avant de conclure. L’option smart re´duit les ensembles d’alarmes traite´s
apre`s chaque ite´ration en enlevant les alarmes finales a` chaque fois. Une sorte de re´-
duction “dichotomique” des ensembles d’alarmes pourrait re´duire ce nombre de time
/ space out en divisant ces ensembles au lieu d’enlever les alarmes finales seulement.
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Dans ce chapitre, nous concluons la the`se en rappelant les objectifs principaux du
travail, en de´crivant les re´sultats obtenus et en proposant des perspectives d’extension.
7.1 Rappel des objectifs
Notre objectif principal e´tait de fournir une me´thode de ve´rification de programmes
e´crits en langage C, automatique ou ne ne´cessitant que peu d’expertise de l’utilisateur. Un
autre objectif e´tait de fournir a` l’inge´nieur validation des informations pre´cises sur l’erreur
de´tecte´e, permettant de re´duire le temps d’analyse et de correction de l’erreur. Apre`s avoir
identifie´ les forces et les faiblesses de l’analyse statique et de l’analyse dynamique, il est
clairement apparu que notre objectif passait par la conception de combinaisons originales
de ces deux sortes d’analyses, ainsi que de la simplification de programmes pour garder
uniquement les informations pertinentes sur l’erreur de´tecte´e.
L’inte´gration de la simplification de programmes a e´galement permis de re´pondre au
deuxie`me objectif. En effet, la simplification de programmes par rapport aux alarmes four-
nit une version simplifie´e du programme initial contenant les informations les plus pre´cises
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ne´cessaires pour analyser les alarmes et les erreurs de´tecte´es. L’origine d’une e´ventuelle
erreur est plus facile a` comprendre sur un programme plus simple apre`s avoir enleve´ les
parties du code qui ne sont pas pertinentes.
7.2 Bilan
Nous avons pre´sente´ une me´thode originale combinant une analyse de valeurs, une ana-
lyse de de´pendances, une simplification syntaxique et du test structurel. Cette me´thode
combine la suˆrete´ de l’interpre´tation abstraite avec la pre´cision de l’analyse dynamique.
Dans une premie`re combinaison sans simplification syntaxique, l’analyse statique si-
gnale les instructions risquant de provoquer des erreurs a` l’exe´cution, par des alarmes
dont certaines peuvent eˆtre de fausses alarmes, puis l’analyse dynamique est utilise´e pour
confirmer ou rejeter ces alarmes. Cette combinaison souffrait du manque de ressources
avec les programmes de grande taille.
Face a` ce proble`me, nous avons inte´gre´ la simplification syntaxique dans notre com-
binaison. La simplification syntaxique est utilise´e entre l’analyse statique et l’analyse
dynamique pour simplifier le programme initial par rapport a` ses alarmes. Quatre utilisa-
tions de la simplification syntaxique ont e´te´ e´tudie´es. Les deux premie`res sont pre´sente´es
comme les utilisations de base all et each. L’utilisation all simplifie le programme en
tenant compte de toutes les alarmes trouve´es par l’analyse de valeurs. L’utilisation each
simplifie le programme en tenant compte de chaque alarme se´pare´ment. Ensuite nous
avons e´tudie´ les proprie´te´s des de´pendances entre alarmes et nous avons propose´ deux
autres utilisations, optimise´es et adaptatives, appele´es min et smart. Dans l’utilisation
min, le programme est simplifie´ par rapport a` un ensemble minimal de sous-ensembles
d’alarmes. L’union de ces sous-ensembles couvre l’ensemble de toutes les alarmes. L’utili-
sation smart applique l’utilisation pre´ce´dente ite´rativement en re´duisant progressivement
la taille des sous-ensembles.
La me´thode fournit un contre-exemple pour chaque erreur de´tecte´e. Elle illustre cette
erreur par un programme plus simple, avec un chemin plus court et avec un ensemble
re´duit de contraintes conduisant a` l’instruction errone´e, portant sur les variables utiles
seulement. Nous avons pre´sente´ cette me´thode de fac¸on de´taille´e et nous avons prouve´ sa
correction.
Nous avons imple´mente´ les travaux dans la plate-forme Frama-C. Cette imple´men-
tation utilise les greffons d’analyse de valeurs, d’analyse de de´pendances et de slicing de
Frama-C, puis l’outil de ge´ne´ration de tests structurels PathCrawler. Elle prend en
entre´e le programme a` analyser et une pre´condition. Elle produit une liste d’alarmes et




Nous avons effectue´ des expe´rimentations sur des programmes existants. Ces expe´ri-
mentations ont illustre´ les apports de la me´thode mais ont e´galement montre´ ses limites.
Les apports se re´sument par l’augmentation du taux de classification des alarmes, la re´-
duction du temps d’analyse et la remise d’informations plus pre´cises sur l’erreur de´tecte´e.
Les limites sont mises en e´vidence par le taux des alarmes restantes non classe´es et la
perte de temps qui peut arriver dans certains cas.
7.2.1 Publications associe´es a` la the`se
Dans le cadre de nos travaux, nous avons re´alise´ six communications de recherche.
1. [CKGJ10a] – Workshop franc¸ais – GDR GPL 2010
2. [Che10] – Confe´rence franc¸aise – AFADL 2010
3. [CKGJ10b] – Confe´rence internationale – TAP 2010
4. [CKGJ11] – Confe´rence internationale – TAP 2011
5. [CKGJ12] – Confe´rence internationale – SAC 2012
6. [KBR+12] – Confe´rence internationale – TACAS 2012
L’article [CKGJ10a] pre´sente la premie`re combinaison d’analyse de valeurs et d’ana-
lyse dynamique sans simplification syntaxique. Cet article a e´te´ e´tendu pour faire l’objet
d’une publication dans une confe´rence internationale [CKGJ10b] apre`s l’ajout des expe´-
rimentations qui ont permis d’e´valuer la me´thode.
L’article [Che10] pre´sente l’outil sante controller imple´mente´ dans la plate-forme
Frama-C. Cette imple´mentation utilise les greffons d’analyse de valeurs et de slicing de
Frama-C et l’outil de ge´ne´ration de tests structurels PathCrawler.
L’article [CKGJ11] pre´sente l’inte´gration de la simplification syntaxique dans la me´-
thode combinant l’analyse de valeurs et l’analyse dynamique. Il pre´sente e´galement les
deux utilisations all et each basiques de la simplification syntaxique.
L’article [CKGJ12] pre´sente les deux utilisations avance´es de la simplification syn-
taxique exploitant les de´pendances entre menaces. Il pre´sente e´galement une formalisation
de la me´thode, ainsi que l’e´valuation de chaque utilisation.
L’article [KBR+12] pre´sente la nouvelle version de PathCrawler qui inte`gre le gref-
fon PC Analyzer.
7.3 Perspectives
Les diverses techniques de ve´rification e´tudie´es et les expe´rimentations effectue´es au
cours de cette the`se sugge`rent quelques ame´liorations et ouvrent de nouvelles perspectives
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pour des travaux futurs.
7.3.1 Prendre en compte d’autres types de menaces
Une ame´lioration imme´diate serait d’e´tendre la me´thode et l’imple´mentation pour trai-
ter d’autres types d’erreurs possibles, comme la lecture d’une variable non initialise´e, le
de´bordemment arithme´tique et le traitement des cas manquants d’erreurs de pointeurs.
Ces ame´liorations permettraient de tester une plus grande classe de programmes. Nous
pourrions valider la me´thode sur d’autres exemples industriels.
7.3.2 Combiner la preuve et l’analyse dynamique
Combiner la preuve avec l’analyse dynamique est une autre perspective. Nous pour-
rions utiliser les greffons WP et / ou Jessie de Frama-C. En cas d’e´chec de la preuve,
nous pourrions e´tudier une analyse des raisons de l’e´chec et transmettre ces raisons a`
l’analyse dynamique. Celle-ci chercherait alors un cas de test confirmant que l’e´chec est
duˆ a` un re´el cas d’erreur. Cette voie paraˆıt inte´ressante mais soule`ve des proble`mes dif-
ficiles qui sont la formalisation des raisons de l’e´chec d’une preuve, l’extraction de cette
information des traces de preuve et leur utilisation par le ge´ne´rateur de tests. Une the`se
est propose´e pour e´tudier cette proble´matique.
7.3.3 Ame´liorer la simplification syntaxique
Nous avons propose´ dans ce me´moire quatre utilisations de la simplification syntaxique,
dont la plus puissante est l’utilisation smart, qui re´duit les sous-ensembles d’alarmes apre`s
chaque ite´ration en enlevant les alarmes finales. Il serait inte´ressant de la comparer avec
une sorte de re´duction “dichotomique” des sous-ensembles d’alarmes en les divisant sui-
vant le niveau de de´pendances d’alarmes au lieu d’enlever juste les alarmes finales.
7.3.4 Ame´liorer l’analyse statique
Dans l’e´tat actuel, sante utilise l’analyse de valeurs avec une configuration qui consiste
a` calculer un seul e´tat de tous les cas possibles a` l’exe´cution a` chaque point de programme.
Cette configuration est celle qui consomme le moins de temps, mais elle est aussi la moins
pre´cise. Une configuration qui consiste a` calculer plusieurs e´tats a` chaque point de pro-
gramme pourrait peut-eˆtre e´liminer certaines alarmes. Une piste de travail inte´ressante se-
rait d’expe´rimenter la me´thode sante avec d’autres configurations de l’analyse de valeurs
afin de trouver un compromis raisonnable et acceptable entre pre´cision de la classification
des alarmes et temps d’analyse du programme.
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7.3.5 Ame´liorer l’analyse dynamique
Dans nos expe´riences, nous avons compare´ les me´thodes pour une profondeur k du
crite`re k-chemins qui est la valeur minimale qui permet de de´tecter toutes les erreurs
connues sur les exemples choisis avec sante. L’exemple 4 illustre un cas ou` le crite`re
“tous les k-chemins” permet de trouver trois erreurs plus qu’avec le crite`re “tous les che-
mins” avec sante none. C’est en effet de la limitation de la recherche en profondeur. La
de´termination de k reste donc un proble`me a` re´soudre pour deux raisons. Premie`rement
nous cherchons cette valeur se´quentiellement, ce qui n’est pas efficace. Plus grave, dans
une application re´elle, ne connaissant pas le nombre d’erreurs connues, nous ne pourrons
plus utiliser cette information comme crite`re d’arreˆt. Donc la de´finition d’une me´thode
pour choisir k reste un travail a` faire avec pour objectif de trouver un compromis raison-
nable et acceptable entre pre´cision de la classification des alarmes et temps d’analyse du
programme.
Actuellement, l’analyse dynamique effectue un parcours de “tous les chemins” ou de
“tous les k-chemins” en profondeur d’abord. Il faudrait davantage d’expe´rimentations avec
d’autres types de parcours, comme le parcours ge´ne´rationnel de tous les chemins utilise´
dans SAGE [GLM08]. Ce parcours est plus adapte´ a` la de´tection des erreurs, parce qu’il
permet d’exploiter toutes les branches en meˆme temps. Il serait aussi inte´ressant d’expe´-
rimenter avec un parcours de toutes les branches.
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Extrait de code source de
sante controller
La figure A.1 pre´sente sommairement la fonction principale de sante controller.
La conditionnelle a` la ligne 2 ve´rifie si l’option -sante est se´lectionne´e. Les lignes 4 et 36
marquent le de´but et la fin du traitement. Les lignes 5–6 cre´ent un nouveau projet nomme´
sante et copient l’arbre de syntaxe abstraite normalise´ dans ce projet. A` la ligne 8, on
prend le nouveau projet cre´e´ comme projet courant. La ligne 9 appelle l’analyse de valeurs.
Les lignes 10–11 collectent les alarmes signale´es et les stockent dans une liste. A` la ligne
12, on ve´rifie si l’option -slice-all est renseigne´e. Dans ce cas on exe´cute le traitement
de l’option all (lignes 13–16) qui consiste a` appeler la fonction runAll (ligne 14) et le cal-
cul de diagnostics par la fonction getDiagnostics (ligne 15). Pour l’option each (lignes
17–21), on appelle la fonction runEach (ligne 19). Le calcul de diagnostics est effectue´ par
la fonction getDiagnosticsForEach (ligne 20) qui fusionne les diagnostics trouve´s par
les diffe´rentes sessions d’analyse dynamique. La meˆme chose pour les options min (lignes
22–25) et smart (lignes 26–29) ou` la fusion des diagnostics est effectue´ dans les fonctions
runMin (ligne 24), respectivement runSmart (ligne 28). Les lignes 30–35 correspondent a`
l’option none, qui consiste a` appeler PC Analyzer (ligne 32) et ensuite lancer la ge´ne´ration
de tests (ligne 33) directement sans passer par le slicing. La ligne 34 calcule les diagnostics.
La figure A.2 pre´sente sommairement la fonction runAll. Elle proce`de ainsi :
1. elle cre´e un nouveau projet nomme´ sliceAll (lignes 2 – 3),
2. elle exe´cute un slicing par rapport a` la liste alarms des alarmes dans le nouveau
projet (ligne 4),
3. elle appelle PC Analyzer (ligne 5) et
4. elle lance la ge´ne´ration de tests (ligne 6).
La figure A.3 pre´sente sommairement la fonction re´cursive runEach. Elle prend une
liste d’alarmes en entre´e ainsi que le projet principal et un compteur. Elle proce`de ainsi :
1. elle initialise le crite`re de slicing criterion. Avec cette option, le crie`re du slicing
est une alarme diffe´rente a` chaque fois parmi la liste passe´e en parame`tre. (ligne 5),
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1 l e t startup _ =
2 i f Options.Enabled.get () then
3 begin
4 Format.printf "[SANTE] started ...@.";
5 l e t proj = File.create_project_from_visitor "sante"




10 l e t alarms = ref [] in
11 getAlarms alarms;





17 e l se i f SliceEach.get() then
18 begin
19 runEach !alarms proj 1
20 getDiagnosticsForEach alarms;
21 end
22 e l se i f SliceMin.get() then
23 begin
24 runMin !alarms proj
25 end
26 e l se i f SliceSmart.get() then
27 begin
28 runSmart !alarms proj
29 end






36 Format.printf "[SANTE] finished...@.";
37 end
Figure A.1 – Fonction principale de sante controller
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1 l e t runAll alarms =
2 l e t newProject = "sliceAll" in
3 !Db.Slicing.Project.mk_project newProject
4 slice !alarms newProject;
5 !Db.pcanalyzer.compute ();
6 runTestGeneration ();
Figure A.2 – Fonction runAll qui imple´mente l’option all
1 l e t rec runEach alarms mainProject nb =
2 match alarms with
3 | [] -> ()
4 | head :: tail ->
5 l e t criterion = ref [head] in
6 Project.set_current mainProject;
7 l e t newProject = "slice"^( string_of_int nb) in
8 !Db.Slicing.Project.mk_project newProject
9 slice !criterion newProject;
10 !Db.pcanalyzer.compute ();
11 runTestGeneration ();
12 runEach tail mainProject (nb+1)
Figure A.3 – Fonction runEach qui imple´mente l’option each
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2. elle prend le projet principal mainProject comme projet principal (ligne 6),
3. elle cre´e un nouveau projet (lignes 7 et 8) pour y mettre le programme simplifie´,
4. elle effectue le slicing (ligne 9) du programme initial par rapport au crite`re crite-
rion et sauvegarde le programme re´sultant dans le nouveau projet cre´e dans l’action
pre´ce´dente,
5. elle appelle PC Analyzer (ligne 10),
6. elle lance la ge´ne´ration de tests sur le programme simplifie´ (ligne 11) et
7. elle appelle la fonction runEach re´cursivement en lui donnant en entre´e la liste
des alarmes restantes, le projet principal et le compteur incre´mente´ (ligne 12). Elle
termine quand toutes les alarmes sont traite´es et la liste des alarmes restantes devient
vide (ligne 3).
L’imple´mentation des fonctions runMin et runSmart n’est pas de´taille´e ici, mais elle
suit respectivement les algorithmes 1 et 2 pre´sente´s dans le chapitre 4.
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La validation des logiciels est une partie cruciale dans le cycle de leur de´veloppement. Deux techniques
de ve´rification et de validation se sont de´marque´es au cours de ces dernie`res anne´es : l’analyse statique
et l’analyse dynamique. Les points forts et faibles des deux techniques sont comple´mentaires.
Nous pre´sentons dans cette the`se une combinaison originale de ces deux techniques. Dans cette com-
binaison, l’analyse statique signale les instructions risquant de provoquer des erreurs a` l’exe´cution, par des
alarmes dont certaines peuvent eˆtre de fausses alarmes, puis l’analyse dynamique (ge´ne´ration de tests) est
utilise´e pour confirmer ou rejeter ces alarmes. L’objectif de cette the`se est de rendre la recherche d’erreurs
automatique, plus pre´cise, et plus efficace en temps.
Applique´e a` des programmes de grande taille, la ge´ne´ration de tests, peut manquer de temps ou
d’espace me´moire avant de confirmer certaines alarmes comme de vraies erreurs ou conclure qu’aucun
chemin d’exe´cution ne peut atteindre l’e´tat d’erreur de certaines alarmes et donc rejeter ces alarmes. Pour
surmonter ce proble`me, nous proposons de re´duire la taille du code source par le slicing avant de lancer
la ge´ne´ration de tests. Le slicing transforme un programme en un autre programme plus simple, appele´
slice, qui est e´quivalent au programme initial par rapport a` certains crite`res.
Quatre utilisations du slicing sont e´tudie´es. La premie`re utilisation est nomme´e all. Elle consiste a`
appliquer le slicing une seule fois, le crite`re de simplification e´tant l’ensemble de toutes les alarmes du
programme qui ont e´te´ de´tecte´es par l’analyse statique. L’inconve´nient de cette utilisation est que la ge´ne´-
ration de tests peut manquer de temps ou d’espace et les alarmes les plus faciles a` classer sont pe´nalise´es
par l’analyse d’autres alarmes plus complexes. Dans la deuxie`me utilisation, nomme´e each, le slicing est
effectue´ se´pare´ment par rapport a` chaque alarme. Cependant, la ge´ne´ration de tests est exe´cute´e pour
chaque programme et il y a un risque de redondance d’analyse si des alarmes sont incluses dans d’autres
slices.
Pour pallier ces inconve´nients, nous avons e´tudie´ les de´pendances entre les alarmes et nous avons in-
troduit deux utilisations avance´es du slicing, nomme´esmin et smart, qui exploitent ces de´pendances. Dans
l’utilisation min, le slicing est effectue´ par rapport a` un ensemble minimal de sous-ensembles d’alarmes.
Ces sous-ensembles sont choisis en fonction de de´pendances entre les alarmes et l’union de ces sous-
ensembles couvre l’ensemble de toutes les alarmes. Avec cette utilisation, on a moins de slices qu’avec
each, et des slices plus simples qu’avec all. Cependant, l’analyse dynamique de certaines slices peut man-
quer de temps ou d’espace avant de classer certaines alarmes, tandis que l’analyse dynamique d’une slice
e´ventuellement plus simple permettrait de les classer. L’utilisation smart consiste a` appliquer l’utilisa-
tion pre´ce´dente ite´rativement en re´duisant la taille des sous-ensembles quand c’est ne´cessaire. Lorsqu’une
alarme ne peut pas eˆtre classe´e par l’analyse dynamique d’une slice, des slices plus simples sont calcule´es.
Nous prouvons la correction de la me´thode propose´e. Ces travaux sont implante´s dans sante, notre
outil qui relie l’outil de ge´ne´ration de tests PathCrawler et la plate-forme d’analyse statique Frama-C.
Des expe´rimentations ont montre´, d’une part, que notre combinaison est plus performante que chaque
technique utilise´e inde´pendamment et, d’autre part, que la ve´rification devient plus rapide avec l’utili-
sation du slicing. De plus, la simplification du programme par le slicing rend les erreurs de´tecte´es et les
alarmes restantes plus faciles a` analyser.
Mots-cle´s: Analyse statique, slicing, test structurel, erreur a` l’exe´cution, ge´ne´ration de tests guide´e par
les alarmes, bogue, fausse alarme.
Abstract
Software validation remains a crucial part in software development process. Two major techniques
have improved in recent years, dynamic and static analysis. They have complementary strengths and
weaknesses.
We present in this thesis a new original combination of these methods to make the research of runtime
errors more accurate, automatic and reduce the number of false alarms. We prove as well the correction
of the method. In this combination, static analysis reports alarms of runtime errors some of which may
be false alarms, and test generation is used to confirm or reject these alarms.
When applied on large programs, test generation may lack time or space before confirming out certain
alarms as real bugs or finding that some alarms are unreachable. To overcome this problem, we propose
to reduce the source code by program slicing before running test generation. Program slicing transforms
a program into another simpler program, which is equivalent to the original program with respect to
certain criterion.
Four usages of program slicing were studied. The first usage is called all. It applies the slicing only
once, the simplification criterion is the set of all alarms in the program. The disadvantage of this usage
is that test generation may lack time or space and alarms that are easier to classify are penalized by the
analysis of other more complex alarms. In the second usage, called each, program slicing is performed
with respect to each alarm separately. However, test generation is executed for each sliced program and
there is a risk of redundancy if some alarms are included in many slices.
To overcome these drawbacks, we studied dependencies between alarms on which we base to intro-
duce two advanced usages of program slicing : min and smart. In the min usage, the slicing is performed
with respect to subsets of alarms. These subsets are selected based on dependencies between alarms
and the union of these subsets cover the whole set of alarms. With this usage, we analyze less slices
than with each, and simpler slices than with all. However, the dynamic analysis of some slices may lack
time or space before classifying some alarms, while the dynamic analysis of a simpler slice could possibly
classify some. Usage smart applies previous usage iteratively by reducing the size of the subsets when nec-
essary. When an alarm cannot be classified by the dynamic analysis of a slice, simpler slices are calculated.
These works are implemented in sante, our tool that combines the test generation toolPathCrawler
and the platform of static analysis Frama-C. Experiments have shown, firstly, that our combination is
more effective than each technique used separately and, secondly, that the verification is faster after re-
ducing the code with program slicing. Simplifying the program by program slicing also makes the detected
errors and the remaining alarms easier to analyze.
Keywords: static analysis, program slicing, all-paths test generation, runtime errors, alarm-guided test
generation, bugs, false positive.
