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Abstract. A class of mixed-order PDE -constraint regularizer for image processing problem is
proposed, generalizing the standard first order total variation (TV ) . A semi-supervised (bilevel)
training scheme, which provides a simultaneous optimization with respect to parameters and new
class of regularizers, is studied. Also, A finite approximation method, which used to solve the
global optimization solutions of such training scheme, is introduced and analyzed.
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1. Introduction
The use of variational technics with non-smooth regularizers in image processing has become popular
in the last decades. One of the most successful approaches is introduced in the celebrated work [20]
which relies on the so called ROF total-variational functional
I(u) := ‖u− uη‖2L2(Q) + αTV (u), (1.1)
where uη ∈ L2(Q) is a given corrupted image, Q := (0, 1)2 represents the unit square, α ∈ R+
is an intensity parameter, and TV (u) stands for the total variation of u in Q (see [14]). In the
simple case that u ∈W 1,1(Q), we have
TV (u) =
ˆ
Q
|∇u| dx =
ˆ
Q
(∣∣∂11u(x)∣∣2 + ∣∣∂12u(x)∣∣2)1/2 dx (1.2)
One advantage of using the TV regularization is it promotes piecewise constant reconstructions,
thus preserving edges. However, this also leads to blocky-like artifacts in the reconstructed image,
an effect known as stair-casing. To mitigate this effect, and also to explore possible improvements,
the following methods has been introduced and studied:
1. using higher-order extensions ([3, 9]);
2. changing the underlying Euclidean norm ([22]);
3. introducing fractional order derivatives [18, 10].
These methods introduces collections of regularizers which generalizes TV seminorm. For example,
in [22], the underlying Euclidean norm of TV seminorm is generalized from p = 2, used in (1.2),
to p ∈ [1,+∞] by
TVp(u) =
ˆ
Q
|∇u|p dx =
ˆ
Q
(∣∣∂11u(x)∣∣p + ∣∣∂12u(x)∣∣p)1/p dx.
In [18], the order of derivative is generalized from r = 1, used in (1.2), to r ∈ R+ , by
TV r(u) =
ˆ
Q
|∇ru| dx =
ˆ
Q
(
|∂r1u(x)|2 + |∂r2u(x)|2
)1/2
dx,
in which the fractional order derivative is realized by using the Riemann-Liouville fractional order
derivative (see [21] for definition). In both [18, 10], it has been shown that for given corrupted
image uη , a carefully selected regularizer parameter p ∈ [1,+∞] (resp. r ∈ R+ ) allows TVp (resp.
TV r ) to provide improved imaging processing result, and such selection can be done automatically
by using a bi-level training scheme which will be detailed below.
In general, with a reliable selection mechanism, the imaging processing results would certainly
be improved if we could further expand the collections of regularizers. To this purpose, in this
paper we introduce a family of novel TV -like PDE -constraint regularizer (semi-norm), say PVB ,
by
PVB(u) := |Bu|Mb(Q;RK) . (1.3)
Here |·|Mb denotes the Radon norm of a measure, and B : L1(Q) → D′(Q,RK) is a linear dif-
ferential operator (see Notation 2.1). In the simple case B = ∇u , we recover the total variation
TV seminorm. We remark that the abstract framework studied in (1.3) naturally incorporates the
recent PDE -based approach to image denoising problems formulated in [1], and also allows us to
simultaneously describe a variety of different image-processing techniques.
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The aim of this paper is threefold. First, we provide a rigorous and detailed analysis of the proper-
ties of the PVB seminorm, such as the approximation by smooth functions, lower semi-continuity
with respect to both function u and operator B , and a point-wise characterization of the sub-
gradient of PVB .
The second result is the study of the aforementioned selection mechanism, realized by a semi-
supervised (bilevel) training scheme defined in machine learning (see [7, 8, 12, 23, 11, 17]). For
example, we could apply the bilevel training scheme to determine the optimal value of α ∈ R+
from (1.1), which controls the strength of the regularizer. More precisely, we assume that the cor-
rupted image uη can be decomposed as uη = uc + η where uc ∈ L2(Q) represents a noise-free
clean image (the perfect data), and η encodes noise, and we call (uη, uc) as training set. Then, a
bilevel training scheme, say Scheme B , for determining the optimal intensity parameter α can be
formulated as follows:
Level 1. αT ∈ A[T] := arg min
{
‖uα − uc‖2L2 : α ∈ T
}
, (B-L1)
Level 2. uα := arg min
{
‖u− uη‖2L2(Q) + αTV2(u) : u ∈ BV (Q)
}
, (B-L2)
where T := cl(R+), used in (B-L1), is called the training ground. Roughly speaking, Level 1 prob-
lem in (B-L1) looks for an α that solves the minimum L2 -distance to the clean image uc , subject
to the minimizing problem (B-L2). That is, scheme B is able to optimally adapt itself to the given
“perfect data” uc .
In the same spirit, in order to identify the optimal operator B in PVB for a given training set
(uη, uc), we introduce the scheme T ((T -L1)-(T -L2)) defined as
Level 1. (αT,BT) ∈ A[T] := arg min
{
‖uc − uα,B‖2L2(Q) : (α,B) ∈ T
}
, (T -L1)
Level 2. uα,B := arg min
{
‖u− uη‖2L2(Q) + αPVB(u), u ∈ L1(Q)
}
. (T -L2)
In (T -L1), we expand the training ground to T := cl(R+) × Σ to incorporate the new parameter
B ∈ Σ, where Σ denotes a closed collection of operators B (see Notation 2.1, Notation 4.1, and
(4.5) for details). We remark that the expanded training ground T allows scheme T to optimize
the regularizer PVB(u) and intensity parameter α simultaneously. We summarize the main result
in the following theorem.
Theorem 1.1 (see Theorem 4.4). The training scheme T admits at least one solution (αT,BT) ∈
T , and provides an associated optimally reconstructed image uαT,BT ∈ BVBT(Q) .
In the third part of this article we focus on how to numerically determine the optimal solution
of scheme T , or equivalently, compute global minimizers of the assessment function A(α,B):
T→ R+ defined as
A(α,B) := ‖uα,B − uc‖2L2(Q) , (1.4)
where uα,B is obtained from (T -L2). However, as shown in [22] that even in the simplest case with
B = ∇ (i.e. PVB = TV ), the assessment function A(α,∇) is not quasi-convex (in the sense of
[16], or simply convex), and hence the methods such as Newton’s descent or Line search might get
trapped in a local minimum. To overcome this difficulty, we introduce the concept of the acceptable
optimal solution. To be precise, we say the solution (α′,B′) is an acceptable optimal solution of
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scheme T with the given error ε > 0 if
|A(αT,BT)−A(α′,B′)| < ε, (1.5)
where (αT,BT) is a global minimum obtained from (T -L1).
To compute such acceptable optimal solution we use a finite approximation method, originally
introduced and studied in [22], and generalized in Section 4.2 to fit our new regularizer PV . To
this aim, and also for the numerical realization of scheme T , we add the following box-constraint
on the training ground T .
• The intensity parameter α is contained in a closet interval [0, P ] , where the box-constraint
constant P > 0 can be chosen by the user;
• the collection Σ of operator B satisfies an additional continuity assumptions, such as, for
any B1 , B2 ∈ Σ,
|PVB1(u)− PVB2(u)| ≤ O (|B1 −B2|) min {PVB1(u), PVB2(u)} ,
where O(·) denotes the big-O notation.
Then, the finite approximation method is constructed based on a sequence of (finite) training sets
Tl , indexed by l ∈ N , in which (where H0(·) denotes the counting measure)
H0 (Tl) < +∞ and T ⊂ cl
(⋃
l∈N
Tl
)
.
For the precise definition of Tl we refer readers to Definition 4.7. We remark that, since H0 (Tl) <
+∞ for each l ∈ N fixed, we could evaluate A(α,B) at each element of Tl and determine the
optimal solution(s)
(αTl ,BTl) ∈ A[Tl] := arg min {A(α,B) : (α,B) ∈ Tl}
precisely. The following theorem is established in order to achieve (1.5).
Theorem 1.2 (see Theorem 4.9). Let a training ground T satisfies above box-constraint. Then the
following assertions hold:
1. we have
lim
l→∞
dist(A[T],A[Tl]) = 0.
2. Let ε > 0 be given. Then for each l ∈ N we have
|A(αTl ,BTl)−A(αT,BT)| ≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q) /εd + ε/2,
where the value of right hand side can be computed explicitly.
That is, for any given ε > 0, we could compute l ∈ N that is large enough so that the correspond-
ing optimal solution (αTl ,BTl) is an acceptable optimal solution of scheme T . Also, in Section
5.1 we show that, even with the box-constraint, the training ground T is still sufficiently large to
encompass interesting operator. We finally remark that, although this work focuses mainly on the
theoretical analysis of the operators PVB and the training scheme T , in Section 5.1 a primal-dual
algorithm for solving (T -L2) is discussed, and some preliminary numerical demonstration of scheme
T are provided.
Our article is organized as follows. In Section 2 we analyze the functional properties of the PVB -
seminorms. The Γ-convergence result, the bilevel training scheme, and the finite approximation
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are the subjects of Sections 3 and 4, respectively. Finally, in Section 5.1 we demonstrate several
numerical implementations, and in Section 5.2 some possible extensions of PVB .
2. The space of functions with bounded PV -seminorm
Let d , N ∈ N be given, and let Q := (0, 1)N be the unit open cube in RN . MNn is the space
of matrices with dimension N ×N × · · · ×N (n times) with elements in R . For the convenience
of the presentation of this article, we identify the matrix space MNn by vector space RNn , where
Nn = N ·N · · ·N (n times). Moreover, D′(Q,Rn) represents the space of distributions with values
in Rn .
Notation 2.1. We collect some notation which will be adopted in connection with linear differential
operators.
1. For h ∈ N , we let Hh : D′(Q) → D′(Q;RNh), denote the h -th Hessian differential operator.
For example, when h = 1 we have H1u = ∇u ;
2. For each h = 1, . . . d , we let Bh be matrix mapping from RNh to RNh and
K :=
∑
h∈N,h≤d
Nh.
We denote by B : D′(Q)→ D′(Q;RK) the d-th order differential operator
Bu :=
∑
h∈N,h≤d
Bh(Hhu); (2.1)
3. For each h = 1, . . . d , we denote the formal adjoint of the matrix Bh by (Bh)∗ , and we define
the differential operator B∗ : D′(Q;RK)→ D′(Q) by
〈B∗v, u〉R := 〈v,Bu〉RK ;
4. We denote the bilinear operator ◦B , induced by B , such that
B(uw) = wBu+ u ◦B w (2.2)
5. Given a sequence of operators {Bn}∞n=1 and an operator B , with coefficients {Bn}∞n=1 and B ,
respectively, we say that Bn → B in `∞ if
|Bn −B| :=
∑
h≤d
∣∣Bhn −Bh∣∣`∞ → 0,
where |·|`∞ stands for the `∞ matrix norm.
Definition 2.2. Let d ∈ N be fixed. We denote by Πd the collection of operator B defined in
notation 2.1, with order at most d .
2.1. The PDE-constraint total variation defined by operator B . We generalize the stan-
dard total variation seminorm by using the d -th order differential operators B ∈ Πd defined in
Definition 2.2.
Definition 2.3. Let u ∈ L1(Q) and operator B ∈ Πd be given.
1. We define the PDE-constraint seminorm, say PVB , by
PVB(u) := sup
{ˆ
Q
uB∗ϕdx : ϕ ∈ C∞c (Q;RK), |ϕ| ≤ 1
}
; (2.3)
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2. We define the space
BVB(Q) :=
{
u ∈ L1(Q) : PVB(u) < +∞
}
,
and we equip it with the norm
‖u‖BVB(Q) := ‖u‖L1(Q) + PVB(u). (2.4)
In next proposition we collect several preliminary results regarding functions in space BVB(Q).
Proposition 2.4. Let operator B ∈ Πd and u ∈ BVB(Q) be given.
1. For any sequence {un}∞n=1 ⊂ L1(Q) and function u ∈ L1(Q) that satisfying one of the following
conditions:
i. {un}∞n=1 is locally uniformly integrable and un → u a.e..
ii. un
∗
⇀ u in Mb(Q).
Then, we have
lim inf
n→∞ PVB(un) ≥ PVB(u). (2.5)
2. There exists a Radon measure µ and a µ-measurable function σ : Q→ RK such that
i. |σ(x)| = 1 µ-a.e.;
ii. for all ϕ ∈ C∞c (Q;RK), there holdsˆ
Q
uB∗ϕdx = −
ˆ
Q
ϕ · σ dµ.
Proof. We prove Assertion 1 first. If
lim inf
n→∞ PVB(un) = +∞,
there is nothing to prove. Assume not, then we have, for arbitrary ϕ ∈ C∞c (Q;RK), that
lim inf
n→∞ PVB(un) ≥ lim infn→∞
ˆ
Q
unB
∗ϕdx =
ˆ
Q
uB∗ϕdx,
where the last equality can be deduced either from condition 1(i) or 1(ii), independently. Hence,
we conclude (2.5) in view of the arbitrariness of ϕ .
We next prove Assertion 2. We define the linear functional L : C∞c (Q;RK)→ R such that
L(ϕ) := −
ˆ
Q
uB∗ϕdx, for ϕ ∈ C∞c (Q;RK).
Then, since u ∈ BVB(Q), we have that
sup
{
1
‖ϕ‖L∞(Q)
ˆ
Q
uB∗ϕdx : for ϕ ∈ C∞c (Q;RK)
}
= PVB(u) < +∞,
which implies that
|L(ϕ)| ≤ PVB(u) ‖ϕ‖L∞(Q) . (2.6)
Now, for arbitrary ϕ ∈ Cc(Q;RK), we define the mollifications ϕε := ϕ ∗ ηε , for some mollifier ηε
with ε < dist(spt(ϕ), ∂Q). Then we have, by [14, Theorem 1, item (ii), Section 4.2], that ϕε → ϕ
uniformly on Q . Therefore, by defining
L¯(ϕ) := lim
ε→0
L(ϕε) for ϕ ∈ Cc(Q;RK),
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and together with (2.6), we conclude that
sup
{
L¯(ϕ) : for ϕ ∈ Cc(Q;RK) and |ϕ| ≤ 1
}
< +∞.
Thus, in view of the Riesz representation theorem (see [14, Section 1.8]), the proof is complete. 
Remark 2.5. We henceforth write |Bu| by µ and haveˆ
Q
uB∗ϕdx = −
ˆ
Q
ϕ · σ d |Bu|
for arbitrary ϕ ∈ C∞c (Q;RK).
Theorem 2.6 (local approximation by smooth functions). Let p ≥ 1 and u ∈ BVB(Q) ∩ Lp(Q)
be given. There exists a sequence {un}∞n=1 ⊂ C∞(Q) ∩BVB(Q) such that the following assertions
hold.
1. un → u strongly in Lp(Q) ;
2. PVB(un)→ PVB(u) .
3. un ∈ C∞(Q¯) for each n ∈ N .
Remark. Assertion 3 only asserts that for each fixed n ∈ N that un ∈ C∞(Q¯) but it is possible
that ‖un‖L1(∂Q) → ∞ as n → ∞ . In another word, we make no conclusions with respect to the
trace value of u from Theorem 2.6.
Proof. The construction of approximation sequence {un}∞n=1 is almost same to the approximation
sequence used in the standard BV case as presented in [14, Theorem 2, Page 172]. We shall only
concentrated on showing that Assertion 3 holds, but for reader’s convenience, we shall outline the
construction of approximation sequence and key steps.
Let u ∈ BVB(Q) be given, and let Qk be the cube centered at point q = (1/2, 1/2)N with
side length 1− 1/(k+M). Let arbitrary ε > 0 be given, we choose M > 0 large enough such that
|Bu| (Q \Q0+M ) < ε/2.
Define Q0 = Q0+M and
Vk := Qk+1 \ Q¯k−1 for k ∈ N.
Let {ζk}∞k=1 ⊂ C∞c (Q) be the partition of unity such that
ζk ∈ C∞c (Vk) such that 0 ≤ ζk ≤ 1∑
k≥1
ζk(x) = 1 for each x ∈ Q.
Let ηε be the standard mollifier, and for each k , we choose εk small enough such that
spt(ηεk ∗ (u ζk)) ⊂ Vk (2.7)
‖ηεk ∗ (u ζk)− u ζk‖Lp(Q) < ε/2k+1 (2.8)
‖ηεk ∗ (uBζk)− uBζk‖L1(Q) < ε/2k+1, (2.9)
and we define
uε :=
∞∑
k=1
ηεk ∗ (uζk).
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We observe that (2.7) implies that uε ∈ C∞(Q), and (2.8) implies that
uε → u strongly in Lp(Q).
This, and together with Assertion 1, Proposition 2.4, we conclude that
lim inf
ε→0
PVB(uε) ≥ PVB(u).
Next, for arbitrary ϕ ∈ C∞c (Q;RN ), we observe that,
〈ηεk ∗ (u ζk),B∗ϕ〉 = 〈u ζk,B∗(ηεk ∗ ϕ)〉 = 〈u,B∗(ζk(ηξk ∗ ϕ))〉 − 〈u, (ηεk ∗ ϕ) ◦B∗ ∇ζk〉 ,
where at the first equality we used the linearity of convolution operator, and at the last equality
we used (2.2). Thus, we have
〈uε,B∗ϕ〉 =
∑
k≥1
〈ηεk ∗ (uζk),B∗ϕ〉 =
∑
k≥1
〈u,B∗(ζk(ηξk ∗ ϕ))〉 −
∑
k≥1
〈u, (ηεk ∗ ϕ) ◦B ∇ζk〉 .
Following the same computation used in [14, Theorem 2, Page 172] and use (2.9), we deduce that
〈uε,B∗ϕ〉 ≤ PVB(u) + ε,
Hence, in view of the arbitrariness of ϕ , we obtain that
lim sup
ε→0
PVB(uε) ≤ PVB(u),
Lastly, we further modify the sequence {uε}ε>0 so that uε ∈ C∞(Q¯) for each ε > 0. Let δ > 0 be
given and we define
uε,δ(x) := uε((x− q)/(1 + δ)), for x ∈ Q. (2.10)
Consequentially, we have uε,δ → uε in Lp strong and PVB(uε,δ) → PVB(uε), as δ → 0. Hence,
by using a diagonal argument, we could extract a subsequence {uδε}ε>0 such that
uδε → u strongly in Lp and PVB(uδε)→ PVB(u).
On the other hand, by the definition of uδε , we have uδε ∈ C∞(Q¯), which concludes Assertion 3
as desired. 
Remark. The construction of uε,δ in (2.10) is possible because of the simple geometry of domain
Q . However, for domain with arbitrary geometry, even with Lipschitz boundary, such construction
is not available. We refer readers to [4, 15] for alternative constructions with, however, operator B
with several additional restriction.
Corollary 2.7. Let a finite set of Bi , i = 1, . . .M , be given and
u ∈
M⋂
i=1
BVBi(Q).
Then, there exists a sequence
{un}∞n=1 ⊂ C∞(Q) ∩
M⋂
i=1
BVBi(Q)
such that the following assertions hold.
1. un → u strongly in L1(Q) ;
2. PVBi(un)→ PVBi(u) , for each i = 1, . . . ,M uniformly;
3. un ∈ C∞(Q¯) for each n ∈ N .
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Proof. We only need to change (2.9) to
M∑
i=1
‖ηεk ∗ (uBiζk)− uBiζk‖L1(Q) < ε/2k+1,
and the rest follows with the same argument used in the proof of Theorem 2.6. 
We close this section by stating the l.s.c. result of PVB semi-norm.
Proposition 2.8. Let u ∈ L1(Q) and sequence {Bn}∞n=1 such that Bn → B in `∞ be given.
Then, we have that
lim
n→∞PVBn(u) ≥ PVB(u).
Proof. First of all, if
lim inf
n→∞ PVBn(u) = +∞,
then there is nothing to prove. Suppose
sup {PVBn(u) : n ∈ N} := M < +∞,
then, for arbitrary ϕ ∈ C∞c (Q;RK), we have that
+∞ > lim inf
n→∞ PVBn(u) ≥ lim infn→∞
ˆ
Q
uB∗nϕdx =
ˆ
Q
uB∗ϕdx.
Hence, by taking supremum with respect to ϕ on the right hand side of above inequality, we
conclude that
lim inf
n→∞ PVBn(u) ≥ PVB(u),
as desired. 
3. Analytic properties of PDE-constraint variations
3.1. Γ-convergence of functionals defined by PV seminorms. In this section we prove a
Γ-convergence result with respect to the intensity parameter α and operator B .
Definition 3.1. We define the functional Iα,B :L1(Q)→ [0,+∞] as
Iα,B(u) :=
{
‖u− uη‖2L2(Q) + αPVB(u) if u ∈ BVB(Q),
+∞ otherwise.
The following theorem is the main result of this section.
Theorem 3.2. Let sequences {Bn}∞n=1 and {αn}∞n=1 be given such that Bn → B0 in `∞ and
αn → α0 ∈ R+ . Then, the functional Iαn,Bn Γ-converges to Iα,B in the weak L2 topology. To be
precise, for every u ∈ L1(Q) the following two conditions hold:
(Lower semi-continuity) If
un ⇀ u weakly in L
2(Q)
then
Iα,B(u) ≤ lim inf
n→+∞ Iαn,Bn(un).
(Recovery sequence) For each u ∈ BV (Q) , there exists {un}∞n=1 ⊂ L1(Q) such that
un ⇀ u weakly in L
2(Q)
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and
lim sup
n→+∞
Iαn,Bn(un) ≤ Iα,B(u).
We subdivide the proof of Theorem 3.2 into two propositions.
The following proposition is instrumental for establishing the liminf inequality.
Proposition 3.3. Let sequences {Bn}∞n=1 and {αn}∞n=1 be given such that Bn → B0 in `∞ and
αn → α0 ∈ R+ . Let {un}∞n=1 ⊂ L1(Q) be given such that there exists p ∈ (1,+∞] and
sup
{
‖un‖Lp(Q) + PVBn(un) : n ∈ N
}
< +∞. (3.1)
Then there exists u0 ∈ BVB0(Q) such that, up to the extraction of a subsequence (not relabeled),
un ⇀ u0 weakly in L
p(Q) (3.2)
and
lim inf
n→∞ PVBn(un) ≥ PVB0(u0). (3.3)
Proof. Without loss of generality we assume that αn = 1 for every n ∈ N , as the general case for
αn and α0 ∈ R+ can be argued with straightforward adaptations.
From (3.1) and the fact p > 1 we have, up to a subsequence, that there exists u0 ∈ Lp(Q)
such that (3.2) holds.
Next, for arbitrary ϕ ∈ C∞c (Q;RK), we observe that
lim sup
n→∞
∣∣∣∣ˆ
Q
unB
∗
nϕdx−
ˆ
Q
unB
∗
0ϕdx
∣∣∣∣ (3.4)
≤ lim sup
n→∞
ˆ
Q
|un| |B∗nϕ−B∗0ϕ| dx ≤
(
sup
n≥0
‖un‖Lp
)(
lim sup
n→∞
‖B∗nϕ−B∗0ϕ‖Lp′
)
= 0,
where at the last we used the fact that ϕ ∈ C∞C (Q;RK) and the Lebesgue dominated convergence
theorem.
Hence, we could obtain that
lim inf
n→∞ PVBn(un) ≥ lim infn→∞
ˆ
Q
unB
∗
nϕdx
≥ lim inf
n→∞
ˆ
Q
unB
∗
0ϕdx+ lim inf
n→∞
ˆ
Q
un(B
∗
n −B∗0)ϕdx ≥
ˆ
Q
u0B
∗
0ϕdx,
where at the last inequality we used (3.2) and (3.4). Thus, by the arbitrarness of ϕ ∈ C∞c (Q;RK),
we conclude (3.3), and hence the thesis. 
Proposition 3.4 (Γ-lim sup inequality). Let sequences {Bn}∞n=1 and {αn}∞n=1 be given such that
Bn → B0 in `∞ and αn → α0 ∈ R+ . Then, for every u0 ∈ BVB0(Q) there exist {un}∞n=1 ⊂
BVBn(Q) and, up to a subsequence of {Bn}∞n=1 , such that un ⇀ u0 in Lp and
lim sup
n→∞
PVBn(un) ≤ PVB0(u0).
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Proof. If PVB0(u) = ∞ , there is nothing to prove. Suppose not, and assume for a moment that
u0 ∈ C∞(Q¯), which indicates that u0 ∈ BVBn(Q) for each n ∈ N . Fix δ > 0, and chose
ϕδ,n ∈ C∞c (Q;RK) such that
PVBn(u) ≤
ˆ
Q
uB∗nϕδ,ndx+ δ. (3.5)
We observe that∣∣∣∣ˆ
Q
u0B
∗
nϕδ,ndx
∣∣∣∣ = ∣∣∣∣ˆ
Q
[Bnu0]ϕδ,ndx
∣∣∣∣ ≤ ‖ϕδ,n‖L∞(Q) ˆ
Q
|Bnu0| dx ≤
ˆ
Q
|Bnu0| dx, (3.6)
where at the last inequality we used the fact that ϕδ,n satisfies (2.4). Next, since u ∈ C∞(Q¯) and
Bn → B in `∞ , we have
|Bnu(x)| ≤ sup {|Bn|`∞ : n ∈ N} ·
∑
h≤d
∣∣Hhu0(x)∣∣`∞ ,
which implies that ˆ
Q
∑
h≤d
∣∣H lu(x)∣∣
`∞ dx ≤ ‖u‖Wd,+∞(Q) < +∞.
Thus, we could apply the Lebesgure dominate convergence theorem to conclude that
lim sup
n→∞
ˆ
Q
|Bnu0| dx ≤
ˆ
Q
lim sup
n→∞
|Bnu0| dx =
ˆ
Q
|B0u0| dx.
This, and together with (3.5) and (3.6), we observe that
lim sup
n→∞
PVBn(u0) ≤ lim sup
n→∞
ˆ
Q
u0B
∗
nϕδ,ndx+ δ ≤
ˆ
Q
|B0u0| dx+ δ = PVB0(u0) + δ,
which implies, by sending δ ↘ 0 second, that
lim sup
n→∞
PVBn(u0) ≤ PVB0(u0). (3.7)
Next, by Theorem 2.6, we could construct an approximation sequence {uε}ε>0 ⊂ C∞(Q¯) such that
uε → u in Lp(Q) and
PVB0(uε)→ PVB0(u), or PVB0(uε) ≤ PVB0(u) +O(ε).
Also, by (3.7), we have
lim sup
n→∞
PVBn(uε) ≤ PVB0(uε) ≤ PVB0(u) +O(ε).
Thus, by a diagonal argument, we can obtain a sequence {Bnε}ε>0 such that
PVBnε (uε) ≤ PVB0(u) +O(ε).
That is, we have
lim sup
ε→0
PVBnε (uε) ≤ PVB0(u),
which concludes our thesis. 
We close Section 3.1 by proving Theorem 3.2.
Proof of Theorem 3.2. Property (Lower semi-continuity) hold in view of Proposition 3.3, and Prop-
erty (Recovery sequence) follows from Proposition 3.4. 
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3.2. The point-wise characterization of sub-differental of PVB . We recall few notations
and preliminary results and definitions first.
Definition 3.5 ([13, Definition 4.1 & 5.1]). Let F be a function of normed space V into R¯ be
given.
1. We define the polar function of F , denoted by F ∗ , by
F ∗(u∗) = sup
{
〈v, u∗〉V,V ∗ − F (v) : v ∈ V
}
.
2. We define the bipolar function, say F ∗∗ , of F by
F ∗∗ = (F ∗)∗.
3. We say F is sub-differentiable at point u ∈ V if F (u) is finite and there exists u∗ ∈ V ∗ such
that
〈v − u, u∗〉V,V ∗ + F (u) ≤ F (v)
for all v ∈ V . Then we call such u∗ ∈ V ∗ is called a sub-gradient of F at u , and the set of
sub-gradients at u is called the sub-differential at u and is denoted ∂F (u).
Proposition 3.6 ([13, Proposition 4.1 & 5.1]). Let F be a function of V into R¯ and F ∗ its polar.
Then the following assertions hold.
1. We have u∗ ∈ ∂F (u) if and only if
F (u) + F ∗(u∗) = 〈u, u∗〉 .
2. The set ∂F (u) (possible empty) is convex and closed.
3. If in addition F is convex, then F ∗∗ = F .
Definition 3.7. Let p ∈ [1,+∞), v ∈ Lp(Q;RK), and operator B be given.
1. we say that B∗v in Lp(Q) if there exists w ∈ Lp(Q) such that for all ϕ ∈ C∞c (Q;RK)ˆ
Q
Bϕ · v dx = −
ˆ
Q
ϕw dx.
2. we define the space
W p[B](Q;RK) :=
{
v ∈ Lp(Q;RK) : B∗v ∈ Lp(Q)}
with the norm
‖v‖pWp(B) := ‖v‖pLp(Q) + ‖B∗v‖pLp(Q) .
3. we define
W p0 [B](Q;R
K) := cl(C∞c (Q;RK))‖·‖Wp(B) ,
i.e., the closure of function space C∞c (Q;RN ) with respect to ‖·‖Wp(B) norm.
4. we define
C∞c [B](Q) :=
{
B∗ϕ : ϕ ∈ C∞c (Q;RK), ‖ϕ‖L∞(Q) ≤ 1
}
.
and
Kp[B](Q) :=
{
B∗v : v ∈W p0 [B](Q;RK), ‖v‖L∞(Q) ≤ 1
}
.
The main result of Section 3.2 reads as follows.
Theorem 3.8. Let p > 1 , q = p/(p− 1) , and u ∈ Lp(Q) , u˜ ∈ Lq(Q) . Then u˜ ∈ ∂PVB(u) if and
only if
1. u ∈ BVB(Q) ;
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2. there exist v ∈W q0 [B](Q;RK) such that ‖v‖L∞(Q) ≤ 1 , u˜ = B∗v , and
PVB(u) =
ˆ
Q
uB∗v dx.
We prove Theorem 3.8 in several propositions.
Proposition 3.9. Let p ∈ (1,+∞) be given. Then we have the closure of function space CB(Q)
under Lq norm equals to the function space W q0 [B](Q), i.e.,
cl(CB(Q))Lq = W
q
0 [B](Q).
Proof. We claim
cl(CB(Q))Lq ⊂W q0 [B](Q) (3.8)
first, and we do it by showing the space W q0 [B](Q) is closed with respect to L
q norm. Let
g ∈ cl(W q[B](Q;RK)) be given, and extract a sequence {vn}∞n=1 ⊂W q0 [B](Q;RK) such that
‖B∗vn − g‖Lq(Q) → 0. (3.9)
Since {vn}∞n=1 ⊂W q[B](Q;RK), we have ‖vn‖L∞ ≤ 1 and hence, up to a subsequence, there exists
v0 ∈ L∞ such that
vn ⇀ v0 weakly in L
q and ‖v0‖L∞ ≤ 1.
Next, let φ ∈ C∞c (Q) be given, and we observe thatˆ
Q
B∗vnφdx = −
ˆ
Q
vnBφdx→ −
ˆ
Q
v0Bφdx,
and together with (3.9), we have ˆ
Q
gφ dx = −
ˆ
Q
v0Bφdx,
which implies that g = B∗v0 . Thus, we have v0 ∈W q0 [B](Q;RK). Next, since the set{
(v,B∗v) : v ∈W q0 [B](Q;RK)
} ⊂ Lq(Q;RK × R)
is convex and closed, hence by [5, Theorem 3.7], it is weakly closed. Thus, we conclude that
v0 ∈W q0 [B](Q), which implies that g ∈W q0 [B](Q), or the function space W q0 [B](Q) is closed with
respect to Lq norm, which also conclude (3.8) as desired.
We next claim that
cl(CB(Q))Lq ⊃W q0 [B](Q). (3.10)
We prove (3.10) by following arguments used in [14, Theorem 2, Page 125]. Let g ∈W q0 [B](Q) be
given. That is, there exists v ∈W q0 [B](Q;RK), ‖v‖L∞ ≤ 1, and g = B∗v . From the definition of
W q[B](Q), there exists {vn}∞n=1 ⊂ C∞c (Q;RK) such that
‖vn − v‖W q [B](Q) → 0. (3.11)
Next, define the truncation function
v¯n := −1 ∨ vn ∧ 1, (3.12)
and we note that
v¯n → v a.e., and B∗v¯n ⇀ B∗v0 weakly in Lq. (3.13)
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Using a similar argument used in Proposition 2.4, and together with v¯n → v a.e., we obatin that
lim inf
n→∞ ‖B
∗v¯n‖Lq(Q) ≥ ‖B∗v0‖Lq(Q) .
On the order hand, by (3.12), we have
‖B∗v¯n‖Lq(Q) ≤ ‖B∗v0‖Lq(Q) ,
and hence
lim
n→∞ ‖B
∗v¯n‖Lq(Q) = ‖B∗v0‖Lq(Q) .
This, and together with the second part in (3.13), and using [5, Exercise 4.19, 1, page 124], we
conclude that
lim
n→∞ ‖B
∗v¯n −B∗v0‖Lq(Q) = 0.
We next modify the sequence {v¯n}∞n=1 so that {B∗v¯n}ε>0 ⊂ C∞c [B](Q). We obtain sequence of
sets Vk , k ∈ N , and partition of unity ζk ∈ C∞c (Q) from the argument used in Theorem 2.6. Next,
for each k , we choose εk small enough such that
spt(ηεk ∗ (v¯n ζk)) ⊂ Vk
‖ηεk ∗ (v¯n ζk)− v¯n ζk‖Lq(Q;RN ) < ε/2k+1
‖ηεk ∗ (B∗(v¯nζk))−B∗(v¯nζk)‖Lq(Q) < ε/2k+1,
and in addition, we choose εk small that
εk ≤ dist(∂Q, spt(v¯n))/8. (3.14)
Then, we define
vε,n :=
∞∑
k=1
ηεk ∗ (v¯nζk)
and (3.14) indicates that vε,n ∈ C∞c (Q). Following the same calculation in [14, Theorem 2, Page
125], we have that
lim
ε→0
‖vε,n − v¯n‖W q [B](Q) = 0,
together with (3.11), and a diagonal argument, we could construct a sequence {vεn}∞n=1 such that
lim
ε→0
‖vεn − v‖W q [B](Q) = 0,
Moreover, we observe that
|vεn | ≤
∣∣∣∣∣
∞∑
k=1
ηεk ∗ (v¯nζk)
∣∣∣∣∣ ≤ |v¯n| ≤ 1,
which proves that {B∗vεn}∞n=1 ⊂ C∞c [B](Q), and hence (3.10), and our thesis. 
Now we ready to prove Theorem 3.8.
Proof of Theorem 3.8. We first claim that the convex conjugate of PVB , say PV
∗
B , has the form
that
PV ∗B(v) = IW q0 [B](Q)(v) =:
{
0 if v ∈W q0 [B](Q)
+∞ if v /∈W q0 [B](Q).
By Definition 3.5 and Proposition 3.9, we have that
I∗W q0 [B](Q)(u) = PVB(u).
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Next, since the seminorm PVB and indictor function Icl(CB(Q))Lq are convex and lower semi-
continuity, we have
PV ∗B(v) = (I
∗
W q0 [B](Q)
)∗ = IW q0 [B](Q).
Finally, in view of Proposition 3.6, we have that
u∗ ∈ ∂PVB(u)
if and only if
PVB(u) + PV
∗
B(u
∗) = 〈u, u∗〉 ,
and we are done. 
Remark 3.10. We have actually showed, in view of Proposition 3.9, that for any v ∈W p0 [B](Q),
‖v‖L∞ ≤ 1, the inequality ˆ
Q
uB∗v dx ≤ PVB(u)
holds.
Theorem 3.11 (The point-wise characterization of ∂PVB ). Let u ∈ Lp(Q) ∩BVB(Q) , p > 1 , be
given. Let v ∈W p0 [B](Q) such that B∗v ∈ ∂PVB(u) . Then we have
v = σu a.e. x ∈ Q,
where σu is the density of Bu with respect to |Bu| (see Remark 2.5).
Proof. Let u ∈ Lp(Q) ∩ BVB(Q) be given and v ∈ W p0 [B](Q) be obtained from Theorem 3.8.
Then, by the definition of W p0 [B](Q), we could obtain a sequence {vn}∞n=1 ⊂ C∞c (B∗, Q) such
that B∗vn → B∗v strongly in Lp .
We claim that
‖σu − vn‖Lp(Q,|Bu|) → 0. (3.15)
From the definition of PVB and Theorem 2.5, we have thatˆ
Q
uB∗vn dx =
ˆ
Q
vn · σud |Bu| . (3.16)
On the order hand, since {vn}∞n=1 ⊂ C∞c (B∗, Q), we have ‖vn‖L∞ ≤ 1 and hence, together with
the fact that |σu| = 1 |Bu| a.e., we observe that
1− (σu · vn) = 1
2
|σu|2 − (σu · vn) + 1
2
|vn|2 + 1
2
|σu|2 − 1
2
|vn|2
=
1
2
|σu − vn|2 + 1
2
|σu|2 − 1
2
|vn|2 ≥ 1
2
|σu − vn|2 ≥ 0.
Therefore, we could compute thatˆ
Q
|vn − σu| d |Bu| =
ˆ
Q
1 · |vn − σu| d |Bu| (3.17)
≤
(ˆ
Q
1d |Bu|
)1/2
·
(ˆ
Q
|vn − σu|2 d |Bu|
)1/2
≤ [PVB(u)]1/2 ·
(ˆ
Q
1− (σu · vn)d |Bu|
)1/2
.
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Next, from (3.16), we have that
lim
n→∞
ˆ
Q
vn · σud |Bu| =
ˆ
Q
uB∗v dx = PVB(u) =
ˆ
Q
1d |Bu| .
This, and together with (3.17), we conclude (3.15) as desired. 
Proposition 3.12. Let u ∈ BVB(Q) and V ⊂⊂ Q be given. Let u∗ ∈ ∂PVB(u) and u∗V ∈
∂PVB(u)bV , then we have
u∗(x) = u∗V (x) for |Bu| -a.e. x ∈ V.
Proof. We obtain v and vV ∈ W p0 [B](Q;RK) such that Assertions 1 and 2 hold for PVB(u) and
PVB(u)bV , respectively. Then, by Theorem 3.11 we have both v(x) and vV (x) can be represented
point-wisely by the density of Bu with respect to |Bu| , and we are done. 
4. Learning the optimal operator B in imaging processing problems
In this section we use the bilevel training scheme introduced in Section 1 to determine the optimal
setting of PVB for a given training pairs (uc, uη), where uη ∈ L2(Q) and uc ∈ BV (Q) represents
the corrupted and clean image, respectively.
4.1. The bilevel training scheme with the PVB regularizer. We collect few notations first.
Notation 4.1. Recall the definition of B from Notation 2.1.
1. We denote by Σ the collection of operators B such that
Σ := {B : |B|`∞ ≤ 1}
2. We denote the TrainingGround T by
T := cl(R+)× Σ.
We state below the definition of training scheme T and associated notations.
Definition 4.2. We define the training scheme T with underlying training ground T by
Level 1. (αT,BT) ∈ A[T] := arg min
{
‖uc − uα,B‖2L2(Q) : (α,B) ∈ T
}
, (T -L1)
Level 2. uα,B := arg min
{
‖u− uη‖2L2 + αPVB(u), u ∈ L1(Q)
}
. (T -L2)
In particular, for the case that α = +∞ , we define
u+∞ := arg min
{
‖u− uc‖2L2(Q) : u ∈ N
}
where N := conv
( ⋃
B∈Σ
N (B)
)
. (4.1)
In (T -L1), we denote by notation A[T] the collection of optimal solution(s) of scheme T with
underlying training ground T , and (αT,BT) ∈ A[T] is an optimal solution obtained from training
ground T .
We first show that the Level 2 problem (T -L2) admits a unique solution.
Proposition 4.3. Let α ∈ R+ and B ∈ Σ be given. Then, there exists a unique uα,B ∈ BVB(Q)
such that
uα,B = arg min
{
‖u− uη‖2L2(Q) + αPVB(u) : u ∈ L1(Q)
}
.
Proof. The proof can be obtained by Proposition 2.8 and the fact that PVB is convex. 
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Theorem 4.4. Let the training ground T be given. Then the training scheme T admits at least
one solution (αT,BT) ∈ T , and provides an associated optimally reconstructed image uαT,BT ∈
BVBT(Q) .
Proof. Let {αn,Bn}∞n=1 ⊂ T be a minimizing sequence obtained from (T -L1). Then, by the
boundedness and closedness of Σ in `∞ , up to a subsequence (not relabeled), there exists (αT,BT) ∈
cl(R+)× Σ such that αn → αT in R , Bn → BT in `∞ , and
lim
n→∞ ‖uc − uαn,Bn‖
2
L2(Q) → m := inf
{
‖uc − uα,B‖2L2(Q) : (α,B) ∈ T
}
. (4.2)
We divide our arguments into three cases.
Case 1: Assume αT > 0. Then, in view of Theorem 3.2 and the properties of Γ-convergence,
we have
uαn,Bn ⇀ uαT,BT weakly in L
2(Q),
where uαn,Bn and uαT,BT are obtained from (T -L2). Thus, we deduce that
‖uαT,BT − uc‖L2(Q) ≤ lim infn→∞ ‖uαn,Bn − uc‖L2(Q) = m,
which completes the thesis.
Case 2: Assume αT = 0. Then by (4.2), up to a subsequence, there exists u¯ ∈ L2(Q) such
that uαn,Bn ⇀ u¯ weakly in L
2 . We claim that uαn,Bn → uη in L2 strong. Extend uη by zero
outside Q and we define
uεη := uη ∗ ηε
where ηε is the standard mollifier. Then we have u
ε
η ∈ C∞c (RN ) and uεη → uη strongly in L2(RN ).
By the optimality condition of (T -L2), we have
‖uαn,Bn − uη‖2L2(Q) + αnPVBn(uαn,Bn)
≤ ∥∥uεη − uη∥∥2L2(Q) + αnPVBn(uεη) ≤ ∥∥uεη − uη∥∥2L2(Q) + αnNd ∥∥uεη∥∥Wd,1(RN ) .
That is, we have
‖uαn,Bn − uη‖2L2(Q) ≤
∥∥uεη − uη∥∥2L2(Q) + αnNd ∥∥uεη∥∥Wd,1(RN ) ,
and we are done by letting αn → 0 first and ε→ 0 second.
Case 3: Assume αT = +∞ . Reasoning as in Case 2, we have again that there exists u¯ ∈ L2(Q)
such that
uαn,Bn ⇀ u¯ and PVBT(u¯) = 0.
Then, in this case we have, by (4.1), that
m = lim inf
n→∞ ‖uαn,Bn − uc‖L2(Q) ≥ ‖u¯− uc‖L∞(Q) ≥ ‖u+∞ − uc‖L2(Q) ,
as desired. 
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4.2. Numerical realization and finite approximation of scheme T . For the numerical re-
alization of training scheme T , we in addition require that the training ground T satisfies the
following assumption.
Assumption 4.5. Let the order d ∈ N be given.
1. We assume the intensity parameter α satisfies the box-constraint (see, e.g. [2, 11]). That is,
there exists a constant P ∈ R+ , chosen by user, such that α ∈ [0, P ] .
2. We assume the collection Σ of operator B satisfies the following two conditions.
a. Each operator B ∈ Σ has at most order d (the box-constraint on order of B );
b. For any B1 , B2 ∈ Σ, the continuity assumption
|PVB1(u)− PVB2(u)| ≤ O (|B1 −B2|`∞)PVB1(u) (4.3)
and
|PVB1(u)− PVB2(u)| ≤ O (|B1 −B2|`∞)PVB2(u) (4.4)
holds.
The following corollary is a direct consequence of Theorem 4.4
Corollary 4.6. The training scheme T , with a underlying training ground T satisfies Assumption
(4.5), admits at least one solution (αT,BT) ∈ T , and provides an associated optimally reconstructed
image uαT,BT ∈ BVBT(Q) .
Proof. The argument is identical to the argument used in Theorem 4.4, Case 1 & Case 2. 
Recall the definition of the assessment operator from (1.4) that
A(α,B) := ‖uc − uα,B‖2L2(Q) , for (α,B) ∈ T.
As discussed in Section 1, the Level 1 problem (T -L1) for scheme T is equivalent to find global
minimizers of A(α,B) among the training ground T . However, in view of the counter-example
provided in [22], the assessment function A(·) is not convex, and hence the traditional methods
like Newton’s descent or Line search could trapped into local minimums, but not convergence to
global minimums.
We overcome this problem by using a finite approximation method original introduced in [22].
Recall the constant P > 0 given in box-constraint stated in Assumption 4.5.
Definition 4.7 (The Finite TrainingGround and Finite Grid). Let l ∈ N be given.
1. We define the step size δl by
δl := P/l;
2. we define the finite set Tl[P ] ⊂ [0, P ] via
Tl[P ] := {0, δl, 2δl, . . . , iδl, . . . , P} .
3. we define the finite set Tl[Σ] ⊂ Σ via
Tl[Σ] :=
⋃
k≥1
Tk[Σ]
where each Tk[Σ] is a singleton contains one operator B ∈ Σ and defined recursively in the
following steps.
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Step 1. Define
B0 ∈ arg min {‖B‖ : B ∈ Σ} , T0[Σ] = {B0} , and Σ0 := Σ.
We also denote Ql[B0] ⊂ Σ0 be the cube centered at B0 with side length ∆l .
Step 2. Define
Σ1 := Σ0 \Ql[B0], B1 ∈ arg min {|B| : B ∈ Σ1} ,
and
T1[Σ] := {B1} ;
...
Step j . Define
Σk := Σk−1 \Ql[Bk−1], Bj ∈ arg min {‖B‖ : B ∈ Σj} ,
and
Tk[Σ] := {Bj} .
Repeat until Σk = Ø.
4. we define the Finite TrainingGround Tl at step l ∈ N by
Tl := Tl[α]× Tl[Σ].
5. for i , j ∈ N , we define the (i, j)-th FiniteGrid at step l by
Gl(i, j) := [i∆l, (i+ 1)∆l]×Ql[Bj ]. (4.5)
Remark 4.8. From the definition of Σk and Ql , we have, for any l ∈ N fixed, there exists an upper
bound M ∈ N , depends on l , such that ΣM = Ø. In another word, we have H0 (Tl[B]) < +∞
and hence
H0 (Tl) < +∞, for each l ∈ N fixed.
Then, the optimal parameters of scheme T (global minimizers of A(·, ·)) over finite training ground
Tl
(αTl ,BTl) ∈ A[Tl] := arg min
{
‖uα,B − uc‖2L2(Q) : (α,B) ∈ Tl
}
,
can be determined exactly by evaluating A(·) over each elements of Tl .
The main result of Section 4.2 reads as follows.
Theorem 4.9 (finite approximation and error estimation). Let a training ground T satisfies As-
sumption 4.5 be given, and Tl ⊂ T be constructed as in Definition 4.7. Then the following assertions
hold:
1. as l→∞ , we have
dist(A[T],A[Tl])→ 0. (4.6)
2. let δ > 0 be given. Then for each l ∈ N we have the following estimation hold
A(αTl ,BTl)−A(αT,BT) ≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q) /δd + δ/2, (4.7)
for any (αT,BT) ∈ A[T] and (αTl ,BTl) ∈ A[Tl] .
We sub-divide our argument into Section 4.2.1 and Section 4.2.2, in which we discuss the properties
of reconstructed image uα,B with B ∈ Σ fixed and α ∈ R+ fixed, respectively.
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4.2.1. Properties of reconstructed image uα,B with respect to α ∈ R+ . Since B ∈ Σ is fixed, we
abbreviate uα,B and PVB by uα and PV , respectively, in Section 4.2.1.
Proposition 4.10. We collect two auxiliary results in this proposition.
1. The function g(α) := PV (uα) is continuous decreasing;
2. Assume in addition that
PV (uη) > PV (uc). (4.8)
Then, there exists α > 0 such that
‖uα − uc‖L2(Q) < ‖uη − uc‖ . (4.9)
Proof. We show Assertion 1 first. The continuity of g(α) can be deduced from Theorem 3.2. Next,
let 0 ≤ α1 < α2 < +∞ be given, we observe, from the optimality condition of (T -L2), that
‖uα1 − uη‖2L2(Q) + α1PV (uα1) ≤ ‖uα2 − uη‖2L2(Q) + α1PV (uα2)
and
‖uα2 − uη‖2L2(Q) + α2PV (uα2) ≤ ‖uα1 − uη‖2L2(Q) + α2PV (uα1) .
Adding up the previous two inequalities yields
α1PV (uα1) + α2PV (uα2) ≤ α1PV (uα2) + α2PV (uα1) ,
which implies that PV (uα2) ≤ PV (uα1) as desired.
Now we claim Assertion 2. From Theorem 3.8, we have ∂PV (uα), the sub-differential of PV
at uα , is well defined. We observe, for any α > 0, that
‖uη − uc‖2L2(Q) − ‖uα − uc‖2L2(Q)
= 2 〈uη − uα, uα − uc〉+ ‖uη − uα‖2L2(Q) = 2α 〈∂PV (uα), uα − uc〉+ ‖uη − uα‖2L2(Q)
= 2α 〈∂PV (uα), uα〉 − 2α 〈∂PV (uα), uc〉+ ‖uη − uα‖2L2(Q)
≥ 2α [PV (uα)− PV (uc)] + ‖uη − uα‖2L2(Q) ,
where at the last inequality we use the property of sub-differential operator, and we obtain that
‖uη − uc‖2L2(Q) − ‖uα − uc‖2L2(Q) ≥ 2α [PV (uα)− PV (uc)] + ‖uη − uα‖2L2(Q) . (4.10)
Next, in view of Assertion 1, we have that PV (uα) is continuous decreasing and hence, together
with (4.8), there exists α¯ > 0 such that
PV (uα¯)− PV (uc) ≥ 1
4
[PV (uη)− PV (uc)] > 0. (4.11)
Hence, we conclude (4.9) by combining (4.10) and (4.11). 
Proposition 4.11. Let α1 and α2 ∈ R+ be given. Then we have that
‖uα1 − uα2‖2L2(Q) ≤ |α1 − α2| (PV (uα1) + PV (uα2))
as desired.
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Proof. Without lose of generality we assume that α1 < α2 . In view of Theorem 3.8, and from the
optimality condition of (T -L2) we have
uα1 − uη = −α1∂PV (uα1) and uα2 − uη = −α2∂PV (uα2).
Subtracting one from another and multiplying with uα1 − uα2 and integration over Q , we obtain
that
‖uα1 − uα2‖2L2(Q) (4.12)
= α1 〈∂PV (uα2)− ∂PV (uα1), uα1 − uα2〉+ (α2 − α1) 〈∂PV (uα2), uα1 − uα2〉 .
Since the seminorm PV is proper, l.s.c. , and convex, we have ∂PV is a monotone maximal operator
and hence
〈∂PV (uα2)− ∂PV (uα1), uα2 − uα1〉 ≥ 0.
This, together with (4.12) and Assertion 1 from Proposition 4.10, we obtain that
‖uα1 − uα2‖2L2(Q) ≤ (α2 − α1) 〈∂PV (uα2), uα1 − uα2〉
≤ (α2 − α1)PV (uα1 − uα2) ≤ (α2 − α1) [PV (uα1) + PV (uα2)] ,
where at the second last inequality we used Remark 3.10, and hence the thesis. 
4.2.2. Properties of reconstructed image uα,B with respect to B ∈ Σ . Analogously to Section 4.2.1,
in Section 4.2.2 we abbreviate uα,B by uB , for α ∈ R+ fixed. Recall the structure of B from
Notation 2.1.
Moreover, in Section 4.2.2, we further restrict the corrupted image uη ∈ L2(Q) satisfies that
there exists 0 < M1 < M2 < +∞ such that
0 < M1 ≤ uη(x) ≤M2 < +∞, for a.e. x ∈ Q. (4.13)
In this way, we have that the reconstructed image
uB = arg min
{
‖u− uη‖2L2(Q) + PVB(u) : u ∈ L1(Q)
}
also satisfies that
M1 ≤ uB(x) ≤M2, for a.e. x ∈ Q. (4.14)
Before we move to next proposition, we call the following result regarding the Lebesgue point.
Theorem 4.12 (Lebesgue-besicovitch differentiation theorem). Let µ be a Radon measure on RN
and f ∈ L1loc(RN , µ) . Then
lim
r→0
 
B(x,r)
f dµ = f(x)
for µ a.e. x ∈ RN .
Proposition 4.13. Let uη ∈ L2(Q) satisfies (4.13) be given. Let B1 and B2 ∈ Σ be given. Then
we have that
‖uB1 − uB2‖2L2(Q) ≤ O (|B1 −B2|`∞) [PVB1(uB1) + PVB1(uB2)] ,
where uB is defined in (T -L2).
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Proof. By Theorem 3.8, we have the sub-differential ∂PVB1 and ∂PVB2 are well defined. Then,
by the optimality condition of (T -L2) we have that
uB1 − uη = −∂PVB1(uB1) and uB2 − uη = −∂PVB2(uB2),
Subtracting with one from another, we have that
uB1 − uB2 = ∂PVB2(uB2)− ∂PVB1(uB1)
= ∂PVB2(uB2)− ∂PVB2(uB1) + ∂PVB2(uB1)− ∂PVB1(uB1).
Multiplying both side by uB1 − uB2 and integrate over Q , we obtain that
‖uB2 − uB1‖2L2(Q) =− 〈∂PVB2(uB2)− ∂PVB2(uB1), uB2 − uB1〉 (4.15)
+ 〈∂PVB2(uB1)− ∂PVB1(uB1), uB1 − uB2〉 .
Since PVB is convex, ∂PVB is a monotone maximal operator. Therefore, we have
〈∂PVB2(uB2)− ∂PVB2(uB1), uB2 − uB1〉 ≥ 0. (4.16)
We next estimate the second part of (4.15). Firstly, from the definition of sub-gradient, we have
〈∂PVB2(uB1)− ∂PVB1(uB1), uB1〉 = PVB2(uB1)− PVB1(uB1) ≤ cPVB1(uB1). (4.17)
where
c := O (|B1 −B2|`∞)
is the constant used in (4.3). Moreover, from (4.3) we also deduce that
−c |B2uB1 | ≤ |B2uB1 | (V )− |B1uB1 | (V ) ≤ c |B2uB1 | . (4.18)
Next, Let vB1 and vB2 be obtained from Proposition 3.8 as the sub-differential of PVB1(uB1) and
PVB2(uB1), respectively. Then, by Proposition 3.12, for any open set V ⊂ Q we have that
|B2uB1 | (V ) =
ˆ
V
uB1 [B
∗
2vB2 ] dx and |B1uB1 | (V ) =
ˆ
V
uB1 [B
∗
1vB1 ] dx.
This, and together with (4.18), we conclude
−c
ˆ
V
uB1 [B
∗
2vB2 ] dx ≤
ˆ
V
uB1 [B
∗
2vB2 ] dx−
ˆ
V
uB1 [B
∗
1vB1 ] dx ≤ c
ˆ
V
uB1 [B
∗
1vB1 ] dx.
Thus, we could further write, by taking Q(x, δ) := [x− δ, x+ δ]N , a cube centered at x with side
length 2δ , that
−c
 
Q(x,δ)
uB1 [B
∗
2vB2 ] dx ≤
 
Q(x,δ)
(uB1 [B
∗
2vB2 ]− uB1 [B∗1vB1 ]) dx
=
 
Q(x,δ)
uB1 [B
∗
2vB2 ] dx−
 
Q(x,δ)
uB1 [B
∗
1vB1 ] dx
≤ c
 
Q(x,δ)
uB1 [B
∗
1vB1 ] dx
By Assertion 2, Theorem 3.8, we have B∗1vB1 ∈ L1(Q). Since uB1 ∈ L∞(Q), we have uB1B∗1vB1 ∈
L1(Q). Thus, we could apply the Lebesgue point in Theorem 4.12 and take δ → 0 to conclude that
−cuB1 [B∗2vB2 ] ≤ uB1 [B∗2vB2 ]− uB1 [B∗1vB1 ] ≤ cuB1 [B∗1vB1 ],
for a.e. x ∈ Q . That is, we have
−cuB1 [B∗2vB2 ] ≤ uB1 [B∗2vB2 −B∗1vB1 ] ≤ cuB1 [B∗1vB1 ] ,
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and together with the fact that uB1 ≥ 1 (see (4.14)), we deduce that
−c [B∗2vB2 ] ≤ [B∗2vB2 −B∗1vB1 ] ≤ c [B∗1vB1 ] ,
for a.e. x ∈ Q .
On the other hand, again by (4.14), we have that −uB1 + 2M2 > 1, and hence
〈∂PVB2(uB1)− ∂PVB1(uB1),−uB2〉 (4.19)
= 〈∂PVB2(uB1)− ∂PVB1(uB1),−uB2 + 2M2 − 2M2〉
= 〈∂PVB2(uB1)− ∂PVB1(uB1),−uB2 + 2M2〉
+ 〈∂PVB2(uB1)− ∂PVB1(uB1),−2M2〉
≤ c 〈[B∗1vB1 ] ,−uB2 + 2M2〉+ 〈∂PVB2(uB1)− ∂PVB1(uB1),−2M2〉 .
Note that, as vB1 ∈W p0 [B1] (Q), by Remark 3.10 we observe that
〈B∗1vB1 ,−uB2 + 2M2〉 ≤ PVB1(−uB2 + 2M2) = PVB1(uB2), (4.20)
and, since the constants belongs to the kernel of PVB2 ,
〈∂PVB2(uB1)− ∂PVB1(uB1),−2M2〉 = 0. (4.21)
Therefore, by combing (4.19), (4.20), and (4.21), we obtain that
〈∂PVB2(uB1)− ∂PVB1(uB1),−uB2〉 ≤ cPVB1(uB2).
This, together with (4.15), (4.16), and (4.17), we conclude our thesis. 
4.2.3. L2 -distance estimation of reconstructed image uα,B . We start with a relaxation result re-
garding to the corrupted image uη .
Proposition 4.14. Let uη ∈ L2(Q) be given. Let
{
uεη
}
ε>0
⊂ L2(Q) such that uεη → uη strongly
in L2 . For arbitrary (α,B) ∈ T , define
uεα,B := arg min
{∥∥u− uεη∥∥2L2 + αPVB(u) : u ∈ L1(Q)} . (4.22)
Then we have ∥∥uα,B − uεα,B∥∥L2(Q) ≤ ∥∥uεη − uη∥∥L2(Q) (4.23)
and
lim
ε→0
PVB(u
ε
α,B) = PVB(uα,B), (4.24)
where uα,B is defined in (T -L2).
Proof. From the optimality condition of (4.22) and (T -L2), we have
uα,B − uεα,B + uεη − uε = α∂PVB(uεα,B)− α∂PVB(uα,B).
Multiplying uα,B − uεα,B on the both hand side, we have∥∥uα,B − uεα,B∥∥2L2(Q) + 〈uεη − uε, uα,B − uεα,B〉
= α
〈
∂PVB(u
ε
α,B)− ∂PVB(uα,B), uα,B − uεα,B
〉 ≤ 0,
where at the last inequality we used the fact that ∂PVB is a maximal monotone operator, and we
conclude (4.23) as desired.
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We next claim (4.24). We assume that α ∈ R+ , otherwise there is nothing to prove. By (4.23), we
have that
uα,B → uεα,B strongly in L2. (4.25)
This, and together with Proposition 2.4, we deduce that
lim inf
ε→0
PVB(u
ε
α,B) ≥ PVB(uα,B). (4.26)
On the other hand, in view of the optimality condition of (4.22) again, we have∥∥uεα,B − uεη∥∥2L2 + αPVB(uεα,B) ≤ ∥∥uα,B − uεη∥∥2L2 + αPVB(uα,B),
or
αPVB(u
ε
α,B) ≤
∥∥uα,B − uεη∥∥2L2 − ∥∥uεα,B − uεη∥∥2L2 + αPVB(uα,B).
Hence, by (4.25), we have that
lim sup
ε→0
αPVB(u
ε
α,B)
≤ lim sup
ε→0
[∥∥uα,B − uεη∥∥2L2 − ∥∥uεα,B − uεη∥∥2L2]+ αPVB(uα,B)
= αPVB(uα,B).
This, and (4.26), allows us to conclude (4.24) as desired. 
We next present an improved version of Proposition 4.13, in which we remove the assumption that
uη need to satisfy the boundness assumption (4.13).
Corollary 4.15. Let uη ∈ L2(Q) , α ∈ R+ , and B1 , B2 ∈ Σ be given. Then the following
estimation holds.
‖uα,B1 − uα,B2‖2L2(Q) ≤ α ·O (|B1 −B2|`∞) [PVB1(uα,B1) + PVB1(uα,B2)] ,
where uα,B is defined in (T -L2).
Proof. Let M ∈ N be given, and define
uMη := −M ∧ uη ∨M.
Also, we define that
uMα,B := arg min
{∥∥u− uMη ∥∥2L2 + αPVB(u) : u ∈ L1(Q)} (4.27)
and
u¯Mα,B := arg min
{∥∥u− (uMη + 2M)∥∥2L2 + αPVB(u) : u ∈ L1(Q)} . (4.28)
We claim that
u¯Mα,B = u
M
α,B + 2M. (4.29)
We observe that ∥∥u¯Mα,B − (uMη + 2M)∥∥2L2 + αPVB (u¯Mα,B)
≤ ∥∥uMα,B + 2M − (uMη + 2M)∥∥2L2 + αPVB (uMα,B + 2M)
=
∥∥uMα,B − uMη ∥∥2L2 + αPVB (uMα,B)
≤ ∥∥u¯Mα,B − 2M − uMη ∥∥2L2 + αPVB (u¯Mα,B − 2M)
=
∥∥u¯Mα,B − (uMη + 2M)∥∥2L2 + αPVB (u¯Mα,B) ,
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where at the first inequality we used the optimality condition on (4.28), and at the last inequality
we used the optimality condition on (4.27). Thus, we have∥∥u¯Mα,B − (uMη + 2M)∥∥2L2 + αPVB(u¯Mα,B)
=
∥∥uMα,B + 2M − (uMη + 2M)∥∥2L2 + αPVB(uMα,B + 2M),
and we conclude (4.29) in view of the uniqueness of the minimizer. Thus, we have∥∥uMα,B1 − uMα,B2∥∥L2(Q) = ∥∥u¯Mα,B1 − u¯Mα,B2∥∥L2(Q) .
Therefore, we could assume that, without lose of generality, uMη ≥ M > 0. In another word, we
have uMη satisfies (4.13).
Next, by the optimality condition of (4.27), we have that
1
α
(uMα,B1 − uη) = −∂PVB1(uMα,B1) and
1
α
(uMα,B2 − uη) = −∂PVB2(uMα,B2).
Following exactly the same argument used in Proposition 4.13 (in (4.19) we use 2M instead of
M2 ), we obtain that
1
α
∥∥uMα,B1 − uMα,B2∥∥2L2(Q) ≤ O (|B1 −B2|`∞) [PVB1(uMα,B1) + PVB2(uMα,B1)] .
In the end, we compute that
1
α
‖uα,B1 − uα,B2‖2L2(Q)
≤ 1
α
∥∥uMα,B1 − uMα,B2∥∥2L2(Q) + 1α ∥∥uα,B1 − uMα,B1∥∥2L2(Q) + ∥∥uα,B2 − uMα,B2∥∥2L2(Q)
≤ O (|B1 −B2|`∞)
[
PVB1(u
M
α,B1) + PVB2(u
M
α,B1)
]
+
1
α
∥∥uα,B1 − uMα,B1∥∥2L2(Q) + ∥∥uα,B2 − uMα,B2∥∥2L2(Q) ,
Then, by Proposition 4.14, in which uεη is replaced by u
M
η , we conclude our thesis by sending
M ↗ +∞ on the right hand side on the above inequality. 
Proposition 4.16. Let (α1,B1) and (α2,B2) ∈ T be given. Then we have
‖uα1,B1 − uα2,B2‖2L2(Q)
≤ 4 [α1O (|B1 −B2|`∞) + |α1 − α2|] [PVB1(uα1,B1) + PVB2(uα1,B2)] .
Proof. We compute that
‖uα1,B1 − uα2,B2‖2L2(Q) ≤ 2 ‖uα1,B1 − uα1,B2‖2L2(Q) + 2 ‖uα1,B2 − uα2,B2‖2L2(Q) (4.30)
≤ 2α1O (|B1 −B2|`∞) [PVB1(uα1,B1) + PVB1(uα1,B2)] + 4 |α1 − α2|PVB2(uα1,B2)
≤ [2α1O (|B1 −B2|`∞) + 4 |α1 − α2|] [PVB1(uα1,B1) + PVB1(uα1,B2)] .
Moreover, from (4.4), we have
|PVB1(uα1,B2)− PVB2(uα1,B2)| ≤ O (|B1 −B2|`∞)PVB2(uα1,B2).
Together with (4.30), we deduce that
‖uα1,B1 − uα2,B2‖2L2(Q)
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≤ 4 [2α1O (|B1 −B2|`∞) + |α1 − α2|] [PVB1(uα1,B1) + PVB2(uα1,B2)]
as desired. 
We close this section by proving Theorem 4.9
Proof of Theorem 4.9. The Assertion 1 is the direct result of Theorem 3.2.
We next claim (4.7). We assume that u ∈ C∞(Q¯) for a moment. Indeed, for any (α,B) ∈ T ,
we could extract a sequence {(αl,Bl)}∞l=1 ⊂ T , where for each l ∈ N , (αl,Bl) ∈ Tl , such that
(αl,Bl)→ (α,B). We observe that, by Proposition 4.16,
|A(αl,Bl)−A(α,B)| (4.31)
=
∣∣∣‖uαl,Bl − uc‖L2(Q) − ‖uα,B − uc‖L2(Q)∣∣∣ ≤ ‖uαl,Bl − uα,B‖L2(Q)
≤ 2 [αl2O (|B1 −B2|`∞) + |αl − α|]1/2 [PVBl(uαl,Bl) + PVB(uαl,B)]1/2
≤ 4K [αl2O (|Bl −B|`∞) + |αl − α|]1/2 ‖uη‖1/2Wd,1(Q) .
Next, take any optimal solution (αT,BT) from (4.6) and by Assertion 1 we could obtain a sequence
{(αTl ,BTl)}∞l=1 , where, at each step l ∈ N , (αTl ,BTl) ∈ Tl is determined in (4.6), such that
(αTl ,BTl)→ (αT,BT).
Also, at each step l ∈ N , we find the grid Gl(il, jl) be such that
(αT,BT) ∈ Gl(il, jl) (4.32)
where the grid Gl(il, jl) is defined in (4.5). Then, in view of (4.31), we have that
max {A(α,B) : (α,B) ∈ Gl(il, jl)} −min {A(α,B) : (α,B) ∈ Gl(il, jl)} (4.33)
≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q) .
We divide into two cases.
Case 1: Assume at step l that (αTl ,BTl) ∈ Gl(il, jl). In this case we could directly deduce that
A(αTl ,BTl)−A(αT,BT) ≤ max {A(α,B) : (α,B) ∈ Gl(il, jl)} − A(αTl ,BTl)
≤ max {A(α,B) : (α,B) ∈ Gl(il, jl)} −min {A(α,B) : (α,B) ∈ Gl(il, jl)} ;
Case 2: Assume at step l that (αTl ,BTl) /∈ Gl(il, jl). In this case, however, in view of the definition
of (αTl ,BTl), we must have
max {A(α,B) : (α,B) ∈ Gl(il, jl) ∩ Tl} ≥ A(αTl ,BTl). (4.34)
Since if not, (αTl ,BTl) would not be a global minimizer among Tl , which is a contradiction.
Therefore, by (4.34) we again have
A(αTl ,BTl)−A(αT,BT) ≤ max {A(α,B) : (α,B) ∈ Gl(il, jl) ∩ Tl} − A(αT,BT)
≤ max {A(α,B) : (α,B) ∈ Gl(il, jl)} −min {A(α,B) : (α,B) ∈ Gl(il, jl)} ,
where at the last inequality we used the assumption (4.32). In the end, in view of those two cases
discussed above and estimation (4.33), we observe that
A(αTl ,BTl)−A(αT,BT) (4.35)
≤ max {A(α,B) : (α,B) ∈ ∂Gl(il, jl)} −min {A(α,B) : (α,B) ∈ Gl(il, jl)}
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≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q)
and hence the thesis.
Now we remove the assumption that uη ∈ C∞(Q¯). Let uεη ∈ C∞(Q¯) be defined as in Case 2
in the argument used to prove Theorem 4.4. Define
uεα,B := arg min
{∥∥u− uεη∥∥2L2(Q) + αPVB(u) : u ∈ L1(Q)} .
Then by Proposition 4.14 we have that∥∥uα,B − uεα,B∥∥L2(Q) ≤ ∥∥uεη − uε∥∥L2(Q) ,
for arbitrary (α,B) ∈ T . Then, for any δ > 0 be fixed, we could choose ε > 0 small enough such
that ∥∥uεη − uε∥∥L2(Q) < δ/4 and ∥∥uεη∥∥Wd,1(Q) ≤ ‖uη‖L1(Q) /δd.
This, and together with (4.35), we conclude that
A(αTl ,BTl)−A(αT,BT) ≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q) + δ/2
≤ 4KP [O (P/l) + 1/l]1/2 ‖uη‖1/2Wd,1(Q) /δd + δ/2
as desired. 
4.3. Examples of Training ground. In this section we give some examples of collection Σ that
satisfies Assumption 4.5. Recall the structure of operator B from Notation 2.1.
4.3.1. Operator B with invertible matrix. Let P ∈ R+ used in Assumption 4.5 be given. We define
the collection ΣP by
ΣP :=
{
B :
∣∣(Bh)−1∣∣ ≤ P, for each 1 ≤ h ≤ d} . (4.36)
We define the h -order total variation, say TV h , of u by
PV d(u) =
∣∣Hhu∣∣Mb(Q;MNh ) .
where Hh is the h-order Hessian operator defined in Notation 2.1. We also define the space
BV d(Q) by
BV d(Q) :=
{
u ∈ L1(Q) : TV d(u) < +∞} ,
with norm
‖u‖BV d(Q) := ‖u‖L1(Q) + TV d(u).
Proposition 4.17. Let B ∈ ΣP be given. Then the space BVB(Q) is equivalent to the space
BV d(Q).
Proof. Without lose of generality we assume that u ∈ BV d(Q) ∩ C∞(Q), and in view of the
structure of operator B , we have
PVB(u) =
d∑
h=1
∣∣BhHhu∣∣ dx ≤ d∑
h=1
∣∣Bh∣∣ ∣∣Hhu∣∣ dx (4.37)
≤
d∑
h=1
TV h(u) ≤ C
(
‖u‖L1(Q) + TV d(u)
)
,
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where at the last inequality we used the Sobolev inequality.
On the other hand, we have
TV d(u) =
ˆ
Q
∣∣Hdu∣∣ dx = ˆ
Q
∣∣(Bd)−1BdHdu∣∣ dx ≤ ∣∣(Bd)−1∣∣
`∞
ˆ
Q
∣∣BdHdu∣∣ dx ≤ PVB(u).
This, and together with (4.37), we are done. 
In the following proposition we show that ΣP satisfies Assumption 4.5, Assertion 2.
Proposition 4.18. Let B1 and B2 ∈ ΣP , and u ∈ BV d(Q) be given. Then we have
|PVB1(u)− PVB2(u)| ≤
√K |B1 −B2|`∞∑
h≤d
∣∣(Bh1 )−1∣∣`∞
PVB1(u), (4.38)
and
|PVB1(u)− PVB2(u)| ≤
√K |B1 −B2|`∞∑
h≤d
∣∣(Bh2 )−1∣∣`∞
PVB2(u), (4.39)
where K is defined in (5.4).
Proof. Assume for a moment that u ∈ C∞(Q¯), we compute that
|PVB1(u)− PVB2(u)| =
∣∣∣∣ˆ
Q
|B1u| dx−
ˆ
Q
|B2u| dx
∣∣∣∣ ≤ ˆ
Q
|B1u−B2u| dx.
Next, we observe that, for x ∈ Q ,
(B1 −B2)u(x) =
∑
h≤d
(Bh1 −Bh2 )Hhu(x) =
∑
h≤d
(Bh1 −Bh2 )(Bh1 )−1Bh1Hhu(x).
Thus, we have
ˆ
Q
|(B1 −B2)u| dx ≤
∑
h≤d
∣∣(Bh1 −Bh2 )∣∣`∞ ∣∣(Bh1 )−1∣∣`∞
∑
h≤d
∣∣Bh1Hhu∣∣Mb(Q;RNh )
≤
√
K
∑
h≤d
∣∣(Bh1 −Bh2 )∣∣`∞ ∣∣(Bh1 )−1∣∣`∞
ˆ
Q
|B1u| dx.
Thus, we have that
|PVB1(u)− PVB2(u)| ≤
ˆ
Q
|B1u−B2u| dx (4.40)
≤
√K |B1 −B2|`∞∑
h≤d
∣∣(Bh1 )−1∣∣`∞
PVB1(u).
To conclude, we use an approximation sequence {uε}ε>0 ⊂ C∞(Q¯) from Corollary 2.7 such that
uε → u in L1 and
PVB1(uε)→ PVB1(u) and PVB2(uε)→ PVB2(u).
This, and together with (4.40), we obtain (4.38) as desired. Lastly, we remark that we could
conclude (4.39) in the same way and hence the thesis. 
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Remark. By (4.36), (4.38), and (4.39), we conclude that
|PVB1(u)− PVB2(u)| ≤
[
d
√
KP |B1 −B2|`∞
]
PVB1(u),
and
|PVB1(u)− PVB2(u)| ≤
[
d
√
KP |B1 −B2|`∞
]
PVB2(u).
Thus, by setting
O (|B1 −B2|`∞) = d
√
KP |B1 −B2|`∞ ,
we conclude that ΣP satisfies Assumption 4.5.
4.3.2. Operators with Energy constraint. We briefly mention that in our previous work [9], a col-
lection of first order operators B is introduced, based on some natural quasi-convex constraint.
The precise definition is pretty complicated so we decide not to report it again here but refer our
readers to [9, Section 6] for future reference.
5. Experimental insights, further extensions, and upcoming works
5.1. Numerical simulations. We remark that the reconstructed image uα,B defined in (T -L2),
for any given (α,B) ∈ T , can be computed by using the primal-dual algorithm presented in [6].
Indeed, we could recast the minimizing problem (T -L2) as the min-max problem
min
{
max
{
‖u− uη‖2L2 + α 〈u,B∗ϕ〉 : ϕ ∈ C∞c (Q;RK)
}
: u ∈ L1(Q)
}
,
and then the primal-dual method presented in [6] applied.
Next, we present how we put Theorem 4.9 into practical use.
Let uc ∈ L2(Q) and uη ∈ L2(Q) be given. Let an acceptable error ε > 0 be given.
• Initialization: Choose an acceptable error ε > 0. Choose the box-constraint constant
P > 0.
• Step 1: Let δ = ε/2 and increase step l ∈ N until the training error given in Assertion 2,
Theorem 4.9, less or equal to ε/2.
• Step 2: Determine one global minimizer (αTl ,BTl) of assessment function A(α,B) over
the finite training ground Tl . Then, by Theorem 4.9 we have that
|A(αTl ,BTl)−A(αT,BT)| ≤ ε,
• Step 3: the reconstructed image uαTl ,BTl is then a desired optimal reconstructed result
within the acceptable error range.
For the sake of appropriate comparison, we apply our proposed training scheme T ((T -L1)-(T -L2))
on the image given in Figure 1 with the following training grounds
T0 := [0, 1]× {B0} , where B0 := [1, 0; 0, 1] (5.1)
T1 := [0, 1]× {Bs : −0.5 ≤ s ≤ 0.5} , where Bs := [1, s; 0, 1] (5.2)
T2 := [0, 1]× {Bs,t : −0.5 ≤ s, t ≤ 0.5} , where Bs,t := [1, s; t, 1], (5.3)
where we use super-script to avoid confusion with the finite training ground Tl . Note that the
training ground T0 gives the original training scheme B ((B-L1)-(B-L2)) with TV regularizer only.
We perform numerical simulations of the images shown in Figure 1: the first image represents a
clean image uc , whereas the second one is a noised version uη . We summarize our simulation results
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in Table 1 below. We observe that, from Table 1, as the training ground expand, the minimum
Training ground optimal solution minimum assessment value
T0 αT0 = 0.048 14.8575
T1 αT1 = 0.052, sT1 = 0.4 12.8382
T2 αT2 = 0.052, sT2 = −0.2, tT2 = 0.5 12.2369
Table 1. minimum assessment value for scheme T over training ground defined
in (5.1), (5.2), and (5.3)
value of assessment function A(α,B) decreased. In another word, our new regularizer PVB indeed
provides an improved reconstructed result compare with TV regularizer. However, we remark that
the extension of training ground results in a increasing of considerable large amount of CPU time,
this would not be a big problem for practical application since we only need to use it one time for
a given data set, and the structure of finite training ground Tl allows us to use parallel computing
very efficiently and hence reduce the CPU usage.
Figure 1. From left to right: clean image uc ; corrupted image uη (with heavy
artificial Gaussian noise); the optimally reconstructed image at αT0 , the optimal
reconstructed image at (αT2 ,BT2)
To explore the numerical landscapes of the assessment function A(α,B) with respect to B , we
consider the following training ground with intensity parameter α fixed
T = {0.025} × {Bs,t : −0.5 ≤ s, t ≤ 0.5} .
and we plot in Figure 2 the mesh and contour images.
We remark that the introduction of PVB regularizers into the training scheme is only meant to
expand the training choices, but not to provide a superior semi-norm with respect to the standard
TV semi-norm. The fact whether the optimal regularizer is TV or another intermediate regularizer,
is completely dependent on the given training image uη = uc + η . Moreover, we remark that the
results discovered in this article are not restricted to the imaging processing problems only. It
can be generally applied to parameter estimation problems of variational inequalities, as long as a
suitable assessment function can be defined.
5.2. Further generalization of PVB regularizer.
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Figure 2. From left to right: mesh and contour plot of the assessment function
A(0.052, s, t) in which (s, t) ∈ [−0.5, 0.5]2 . We see from above figures that indeed
A(·) is not convex.
5.2.1. Extension with variating underlying Euclidean norm. For x = (x1, . . . , xK) ∈ RK , we recall
that, for p ∈ [1,+∞), the p-Euclidean norm of x is defined as
|x|p =
(
K∑
i=1
|xi|p
)1/p
and |x|∞ = max {|xi| : i = 1, . . . ,K} .
Note that for p = 2, we recovery the standard Euclidean norm |x| = |x|2 , which is used in (2.4).
In the spirit of [22], we could generalize regularizer PVB by variating the underlying Euclidean
norm. To be precise, we define
PVp,B := sup
{ˆ
Q
uB∗ϕdx : ϕ ∈ C∞c (Q;RK), |ϕ(x)|∗p ≤ 1
}
,
where |·|∗p represents the dual norm of |·|p , as well as a new training scheme
Level 1. (αT, pT ,BT) ∈ arg min
{
‖uc − uα,B‖2L2(Q) : (α, p,B) ∈ T
}
,
Level 2. uα,p,B := arg min
{
‖u− uη‖2L2 + αPVp,B(u), u ∈ L1(Q)
}
,
with the training ground
T := R¯× [1,+∞]× Σ.
We remark that, both Theorem 4.4 and Theorem 4.9 holds on this new training scheme with training
ground T and T = [0, κ]×[1,+∞]×Σ, respectively. The prove is identical to the argument presented
before and the argument used in [22] when deal with parameter p , so we decide to not report it
here to avoid redundancy.
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5.2.2. Extension with real order derivative. Let s = (s1, s2 . . . , sd) ∈ [0, 1)d be given, we define the
real s-order operator B[s] : L1(Q)→ D′(Q;RK) by
B[s]u :=
d∑
h=1
Bh(Hh−shu) for every u ∈ L1(Q), (5.4)
where Hh−sh represent the h− sh order Hessian of u . For example, for h = 1 and s1 ∈ [0, 1), we
have
H1−s1u = [∂1−s11 u, ∂
1−s1
2 u],
where ∂1−s11 u represent the Riemann-Liouville fractional partial derivative with order 1− s1 /∈ N
(see [18, Definition 2.6]). Then we define
PVs,p,B := sup
{ˆ
Q
u (B∗[s])ϕdx : ϕ ∈ C∞c (Q;RK), |ϕ(x)|∗p ≤ 1
}
.
and the new scheme
Level 1. (αT, pT, sT,BT) ∈ arg min
{
‖uc − uα,p,s,B‖2L2(Q) : (α, p, s,B) ∈ T
}
,
Level 2. uα,p,s,B := arg min
{
‖u− uη‖2L2 + αPVs,p,B(u), u ∈ L1(Q)
}
.
with training groud
T := cl
(
R+
)× [1,+∞]× [0, 1)d × Σ.
We remark that Theorem 4.4 holds, with additional technics needed when deal with order parameter
s which we report separately in [19]. However, dual to the complexity of fractional order derivative,
we can not directly deduce an analogously version of Theorem 4.9.
5.3. Upcoming works. In [9], a PDE -constraint total generalized variation, say PGV 2D , in multi-
dimensions N ∈ N is defined as follows
PGV 2D(u) := inf
{
|∇u− v0|Mb(Q) + |Dv0|Mb(Q;MN×N ) : v0 ∈ L1(Q;MN×N )
}
,
where D : L1(Q;RN )→ D′(Q;MN×N ) is a first order differential operator with some natural PDE
constraint (see Section 3 in [9]).
In our follow-up work, we propose to construct an unified approach to regularizers PGV 2D and
PVs,B via
PGVs,B,t,D(u) := inf
{
|B[s]u− tv0|Mb(Q) + t |D [t]v0|Mb(Q;MN×N ) : v0 ∈ L1(Q;MN×N )
}
.
We shall equip the training scheme T with this new regularizer and provide an analogously version
of Theorem 4.4 and Theorem 4.9 in our follow-up work.
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