Unusual observations can occur in sample survey data. Mean estimator is sensitive to very large and/or small values, if included in sample. It can provide biased results and ultimately, tempted to delete from the sample data. Extreme values, if known, can be retained in data and used as the auxiliary information to increase the precision of estimate. Similarly, a known auxiliary variable is always source of improvement in precision of estimates. A transformation can be used for the auxiliary variable to get even more precised estimates. In this article, we have suggested modified estimators for finite population mean when a sample is drawn under stratified random sampling design. We used extreme values and fractional raw moments of the auxiliary variable and suggested improved ratio, product and regression type estimators. By theoretical comparison, efficiency of proposed estimators is established and numerical and simulation studies are conducted to support the theoretical results.
Introduction
The purpose of survey sampling is to utilize the maximum information about the characteristic of interest. Many fields of study require estimation of the finite population mean for variable of interest. For example, average wheat production per acre, average income of households, mean weight of meat producing animals etc. Mean per unit estimator is base line estimator to estimate finite population mean.
When the variable of interest is dependent on an extraneous source, the variance of the estimator can be inflated. To avoid this problem and to get precise estimates, it is important to use the stratified random sampling. To improve the precision of estimates, use of the auxiliary information has been in practice. Ref2 was pioneer to use the auxiliary information for the estimation of population mean. It was established that when the study variable and the auxiliary variable are positively correlated then ratio estimator provides more efficient estimates as compared to sample mean estimator and if there is negative relationship between the study and the auxiliary variable then product estimator provides better estimate. When regression line between the study and the auxiliary variables does not pass through origin then regression estimator dominates over ratio and product estimators. In stratified random sampling, Ref3 proposed two different methods for constructing the ratio estimators. In our study we use both combined and separate estimators when using maximum and minimum values.
Sampling scheme
Let a population of size N is divided into L mutually exclusive strata of sizes N h (h = 1, 2, 3, ..., L) such that 
., L)
is drawn from each stratum independently by simple random sampling without replacement (SRSWOR) such that L h=1 n h = n, where n is total number of units in a sample. Let y hi and x hi be the values of the study and the auxiliary variables of the i th unit (i = 1, 2..., n h ) in a sample. Define:
Xi N = Population means of the study and the auxiliary variables respectively,
y hi n h = Population and sample means of the study variable in the h th stratum,
x hi n h = Population and sample means of the auxiliary variable in the h th stratum,
= Population variance of the auxiliary variable in the h th stratum,
= Population variance of the study variable in the h th stratum,
= Population covariance of Y and X in the h th stratum, β h = S hyx S 2 hx = Population regression coefficient for the h th stratum,
)S 2 hx = Population regression coefficient across the strata,
= Population ratio in the h th stratum.
The mean per unit estimator and its variance under stratified random sampling, are given by
Combined ratio, product and regression estimators of finite population mean (Ȳ ) in stratified random sampling with their biases and mean square errors are given as follows:
where
is the combined sample regression coefficient, across the strata.
is the population correlation coefficient between the study and the auxiliary variables.
Separate ratio, product and regression estimators for finite population mean in stratified random sampling are given as follows:
Biases and mean square errors for separate estimators are given as:
where ρ h = S hyx S hy S hx is the correlation coefficient between the study and auxiliary variables in the h th stratum.
In many situations real data sets contain unusual large and/or small values. Various hybrid seed production companies introduce new varieties of seeds and also specify the range of production per acre that farmer would benefit from. Maximum and minimum values can easily be read from the specified ranges. For estimating average income of households, income of the richest persons (maximum) in a society is well-known, and that of poorest (minimum) can easily be assessed. Similarly in various surveys which are conducted regularly after specific interval of time, information about maximum and minimum values can easily be obtained. Mean per unit estimator for finite population mean is very sensitive to unusual values. In such situation, this estimator can produce misleading results if any of the unusual values is selected in the sample. [5] suggested an unbiased estimator to overcome this problem of extreme values in the data set. Let y max and y min be the maximum and minimum values in the data set respectively. The estimator defined by [5] , is given by In other cases where c is an arbitrary constant. Variance of the estimatorȳ s , is given by:
At the optimum value i.e. c (opt) = ymax−ymin 2n
, the minimum variance ofȳ s , is given by:
[4] and [1] suggested ratio, product and regression type estimators using extreme values of data in simple random sampling using one and two auxiliary variables respectively.
Proposed estimators using extreme values of data
Let y hmax (y hmin ) and x hmax (x hmin ) be the maximum(minimum) values of the study and the auxiliary variables respectively in the stratum h. The proposed estimator for finite population mean (Ȳ ) under stratified random sampling is given as follows 
Proposed estimators when positive correlation between Y and X.
When relationship between the study variable Y and the auxiliary variable X is positive then for large value of X in a sample, a large value of Y is expected to be selected in the sample. Similarly for small value of X in a sample, a small value of Y is expected to be selected. Therefore ratio estimators can be defined as:
Combined Ratio Estimator.
Separate Ratio Estimator.
Combined Regression Estimator.
Separate Regression Estimator.
In the estimators from (3.2) to (3.
Here,ȳ h.c11 andx h.c21 are defined as:
where c 1h , c 2h (h = 1, 2, 3, ..., L) are arbitrary constants.
Proposed estimators when negative correlation between Y and X.
When relationship between the study variable Y and the auxiliary variable X is negative then for large value of X in a sample, a small value of Y is expected to be selected in a sample. Similarly for small value of X in a sample, a large value of Y is expected to be selected. Therefore product estimators can be defined as:
Combined Product Estimator.
Separate Product Estimator.
In the estimators from (3.6) to (3.
Here,ȳ h.c12 andx h.c22 are defined as follows:
Properties of The Proposed Estimators
4.1. Some Useful Results. To find out the biases and mean square errors of the proposed estimators, we prove following two theorems.
• The estimatorȳ hc is an unbiased estimator of population meanȲ h in the h th stratum.
• Variance ofȳ hc is given as:
Proof. To prove first and second parts of Theorem 4.1, see [5] and the results in (2.21) respectively.
Theorem. Let a sample of sizes n
.., L) respectively which constitute a stratified random sample of size n(= L h=1 n h ) from a population of size N .
• The covariance betweenȳ h.c11 andx h.c21 , when they are positively correlated, is given as:
• The covariance betweenȳ h.c12 andx h.c22 , when they are negatively correlated, is given as:
Proof. Proof of the results in Theorem 4.2 can be easily derived using the results from [4] Using the results from Theorem 4.1, it can be shown thatȳ st.c is an unbiased estimator of population meanȲ .
And expression for variance ofȳ st.c can be established using result in (4.1),
Differentiating V (ȳ st.c ) with respect to c h (h = 1, 2, 3, ..., L) respectively and equate to zero, we have
Optimum value of the constant c h can be obtained from its corresponding equation as follows
The minimum variance V ar(ȳ st.c ), is given by
Let the relative errors are defined as follows:
To the first order approximation, we have
Using the results from the Theorem 4.2, we have following expressions for the expectation of the relative errors
for j = 1, 2. The bias ofŶ RC1 is given by (4.8)
where R =Ȳ /X.
The mean square error ofŶ RC1 up to first degree approximation is given by
Differentiating M SE(Ŷ RC1 ) with respect to c 1h and c 2h (h = 1, 2, 3, ..., L) respectively and equate to zero, we have
Here we have L equations with 2L unknowns, therefore unique solution for the constants is not possible. We suppose that c 1h = (y hmax − y hmin )/2n h and it implies that c 2h = (x hmax − x hmin )/2n h where (h = 1, 2, 3, ..., L). For the optimum values of c 1h and c 2h (h = 1, 2, 3, ..., L), the mean square error of (Ŷ RC1 ), is given by
Similarly bias and mean square error of combined product estimatorŶ P C1 , are give by
Using optimum values of c 1h and c 2h , mean square error ofŶ P C1 , is given by
The bias and mean square error of combined regression estimatorŶ lrC11 in case positive correlation between Y and X are given by (4.14) B(Ŷ lrC11 ) = −Cov(x st.c21 , b c ),
For optimum values of constants c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h (h = 1, 2, 3, ..., L), mean square error ofŶ lrC11 , is given by:
.
When there is negative correlation between Y and X, the variance of combined regression estimatorŶ lrC2 , is given by
At optimum values of constants c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h for (h = 1, 2, 3, ..., L). The MSE ofŶ lrC12 , is given by
Using results for variances of combined regression estimators in Equations (4.16) and (4.18), the minimum mean square error of combined regression estimator can be written as
4.3. Properties of separate estimators. Consider separate ratio estimator
Expanding right hand side of above expression up to first order approximation, we have
The bias ofŶ RS1 , is given by (4.20)
where R h =Ȳ h /X h . The mean square error ofŶ RS1 , is given as
Differentiating M SE(Ŷ RS1 ) with respect to each constant and equate to zero. Optimum values of constants can be obtained from resulting equations as c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h and minimum mean square error ofŶ RS1 , is given by
Similarly bias and mean square error of separate product estimator, are given by
At optimum values of constants c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h , minimum mean square error, is given by
When there is positive correlation between Y h and X h , the bias and mean square error of separate regression estimator, are given by
hx is population regression coefficient in the h th stratum. At optimum values of constant c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h , minimum mean square error, is given by
The MSE of separate regression estimator in case of negative correlation between Y h and X h , is given by
At optimum values of constant c 1h = (y hmax − y hmin )/2n h and c 2h = (x hmax − x hmin )/2n h , minimum mean square error ofŶ lrS12 , is given by
Generally mean square error of separate regression estimator can be written as
Remark. It is obvious from MSE expressions of the proposed estimators based on the extreme values, given in equations (4.7) -(4.32), that the proposed estimators are having smaller MSE/variances than the existing estimators, mentioned in equations (2.1) -(2.19) along with their MSE/variances.

Proposed estimators using fractional raw moments
Generally auxiliary information is utilized to enhance the precision of estimates of finite population parameters. If population parameters of the auxiliary variable are known then some common estimators like ratio, product, regression and their modifications are used. When information of the auxiliary variable is known it can be transformed to get more precise estimates. Suppose that we have transformation on the auxiliary variable X in the form of raw moment, is given by (5.1)
Here further assume that X ∈ + . In stratified random sampling after transformation, let U hi and u hi be the population and sample values of transformed auxiliary variable at the i th unit in the h th stratum respectively.
be the population and
be the variance and S hyu =
be the covariance with transformed auxiliary variable. Stratified ratio, product and regression estimators along with their biases and mean square errors can be written as
is the combined sample regression coefficient and
Separate ratio, product and regression estimators for finite population mean in stratified random sampling, are given as follows:
hu . The biases and mean square errors for separate estimators are given as:
where R h u =Ȳ ,
5. 
Numerical study
We have conducted a numerical study for three real data sets. Percentage efficiencies of the proposed estimators relative to usual stratified estimator (ȳ st ) are calculated for the three data sets. A stratified sample of size n = 12 is selected by using proportional allocation such that n 1 = 3, n 2 = 6, n 3 = 3.
6.2. Population-II: [6, page 194] .
Y: Amount of pocket money spent by students (in rupees ) X: Annual income of students' parents (in '000 rupees) Students are divided into three stratum: poor, middle and rich. A sample of 15(= n) students is selected by using proportional allocation. Sample sizes from the three stratum are n 1 = 2, n 2 = 6, n 3 = 7. Using proportional allocation method, n 1 = 6, n 2 = 7, n 3 = 7 are sample sizes from the three strata which constitute a sample of size n = 20.
The results are given in Tables 4, 5, 6 and 7.
Results and discussion
In Table 4 , percentage efficiencies of proposed ratio, product and regression estimatorsȳ st.c ,Ŷ RC1 ,Ŷ RS1 ,Ŷ P C1 ,Ŷ P S1 ,Ŷ lrC1 andŶ lrS1 , based on extreme values, relative to the usual stratified estimatorȳ st are given for three populations. Also percentage efficiencies of usual ratio, product and regression estimatorŝ Y RC0 ,Ŷ RS0 ,Ŷ P C0 ,Ŷ P S0 ,Ŷ lrC0 andŶ lrS0 relative to the usual stratified estimatorȳ st are given for the same three populations. Results based on these data sets indicate that the all the proposed estimators outperform their respective competitors. As the study variable and auxiliary variable are positively correlated in the data sets for all three populations, therefore product estimators are not performing well.
In Tables 5, 6 and 7, for different values of p, percentage efficiencies of proposed estimators, using fractional moments of the auxiliary variable, relative to the usual stratified estimatorȳ st are given for Populations I, II and III respectively. For p = 1, the proposed estimatorsŶ RC2 ,Ŷ RS2 ,Ŷ P C2 ,Ŷ P S2 ,Ŷ lrC2 ,Ŷ lrS2 reduce to the usual estimatorsŶ RC0 ,Ŷ RS0 ,Ŷ P C0 ,Ŷ P S0 ,Ŷ lrC0 ,Ŷ lrS0 and the estimatorŝ Y RC3 ,Ŷ RS3 ,Ŷ P C3 ,Ŷ P S3 ,Ŷ lrC3 andŶ lrS3 reduce to the previously proposed estimators in this articleŶ RC1 ,Ŷ RS1 ,Ŷ P C1 ,Ŷ P S1 ,Ŷ lrC1 ,Ŷ lrS1 .
In Tables 5 and 6 , results show that as the value of p decreases, the percentage relative efficiencies for the proposed ratio and product estimators increase up to a specific value of p and then tend to decrease. But in Table 7 , as the the value of p decreases, the relative efficiencies of the proposed estimators decrease too. 
Simulation study
Simulation study is important to evaluate performances of the suggested estimators by repeated sampling. In this section, three populations given in Section 6 are considered and different sample sizes (20%, 30% and 40% of N ) are selected from each population. It can be seen from Table 8 that sample sizes selected from Populations I , II and III are (n = 5, 8, 10), (n = 5, 8, 11) and (n = 8, 12, 16) respectively. The sampling process is repeated 1000 times and mean square errors of the estimators are calculated using these samples as follows (8.1) M SE(θ) = 1 1000
whereθ is estimator of the parameter θ. Overall, mean square errors of all the estimators decreases by increasing the sample sizes, however some results in Table  8 indicate that decrease in mean square errors of ratio and regression estimators may be slower for larger sample sizes. Furthermore, proposed estimators have smaller mean square errors than the existing estimators. Therefore, the proposed estimators perform better than the conventional estimators while handling the extreme values in the data. Estimators n = 5 n = 8 n = 10 n = 5 n = 8 n = 11 n = 8 n = 12 n = 16 
Conclusions
In the present study, it is established that when the study population contain extreme values (substantially large or small relative to the other values of data) then the proposed estimators can perform efficiently. Also it can be concluded that extreme values may be used to enhance the efficiency of the estimator. Therefore, the proposed estimators can be used in place of their competitor estimators in real life applications. It is shown that using fractional raw moments of the auxiliary variable, efficiency of ratio and product estimators can be improved by decreasing value of p up to a specific value for some populations.
