The influence of an underlying carrier flow on the terminal velocity of sedimenting particles is investigated analytically and by means of direct numerical simulations. We show that for a class of 2D cellular flows (static and time dependent) both an increase and a reduction of the rate of sedimentation with respect to the still-fluid case can occur, depending on the flow parameters. These results point to the conclusion that, to determine how the flow acts to renormalize the terminal velocity, a detailed knowledge of the whole environment is required. This must include the flow geometry and time dependence, besides its naive characterization in terms of the Stokes and Péclet numbers alone.
Introduction
In many situations of interest, particles suspended in fluids cannot be modelled as simple point tracers. Both drops in gases and bubbles in liquids, and also solid powders in fluids, have a finite size and their density is, generally speaking, different from the one of the advecting fluid. The description of their movement must then take into account the effects of inertia: this is why such objects are usually called inertial particles. Understanding the dynamics of these impurities (Balkovsky, Falkovich & Fouxon 2001; Falkovich & Pumir 2004 ) is very relevant in several domains, ranging from geophysics (Falkovich, Fouxon & Stepanov 2002; Celani et al. 2005; Falkovich, Stepanov & Vucelja 2006) to astrophysics (Bracco et al. 1999; Matarrese & Mohayee 2002) , and from industry to biology (Károlyi et al. 2000; Ruiz, Macías & Peters 2004) .
Here our attention will be focused on the sedimentation of inertial particles seeded in a given flow and subject to the action of gravity. Our main aim is to show that, even for laminar flows with simple geometries (e.g. of cellular type), the deviation of the resulting renormalized terminal velocity of the sedimenting particles with respect to the bare falling velocity in still fluid can be positive or negative depending on peculiar properties of the flow. Namely, we will address the problem of its dependence on the flow geometry and pulsating frequency, as well as on the usual Stokes and the Péclet numbers. Our findings lead to the conclusion that different mechanisms act in competition to set the terminal velocity of inertial particles, which turns out to be extremely sensitive to the details of the flow. Any attempt to model the effect of flows on particle sedimentation cannot avoid dealing with this conclusion.
The paper is organized as follows. In § 2 the basic equations governing the time evolution of inertial particles under gravity and in a prescribed flow are given, together with the associated Fokker-Planck equation for the particle probability density function. In § 3 the problem of finding the terminal velocity of the sedimenting particles is formulated in a Hermitian form and tackled via a second-quantization formalism. The resulting set of auxiliary equations to obtain the terminal velocity are presented in the limit of small Stokes numbers. In § 4 the auxiliary equations are solved via direct numerical simulations in two dimensions and the obtained results are discussed. Conclusions and perspectives follow in § 5. The appendix is devoted to some mathematical and computational details.
General equations
Let us consider the motion of a single, small, rigid, spherical particle of radius b immersed in an incompressible d-dimensional flow u(x, t) (with d ≥ 2). Even if some of our results are more general, the flow field will be assumed either steady or periodic in time (with period T ), and periodic in space (i.e. cellular, with period L) (Maxey & Corrsin 1986; . We shall focus our attention on the so-called Stokes regime, in which the surrounding flow is differentiable on scales of the order of b; we shall also neglect the feedback of the particle on the flow. The motion is thus influenced by gravity, buoyancy and viscous drag (Maxey & Riley 1983) , to which Brownian noise should be added in order to take into account the thermal fluctuations of the fluid. Moreover, we neglect the Basset, Faxen, Oseen and Saffman corrections (Maxey & Riley 1983) and other possible effects due to rotationality, high relative velocity or non-sphericity (Maxey 1990) .
To write the equation for the particle trajectory X(t), it is customary to introduce the covelocity V ≡Ẋ − βu(X(t), t) and the Stokes (response) time τ ≡ b 2 /3νβ. Here, ν is the kinematic viscosity and β ≡ 3ρ f /(ρ f + 2ρ p ) is an adimensional coefficient, where ρ p and ρ f are the densities of the particle and of the fluid, respectively. According to the ratio between the two densities, β ranges from 0 (when ρ f ≪ ρ p : heavy particles, like drops in gases) to 3 (when ρ f ≫ ρ p : light particles, like bubbles in liquids), and becomes 1 when the two densities are equal (and inertial effects absent). We have:
where g is the gravity acceleration and η(t) represents the standard white noise associated to the particle diffusivity κ. The study can be carried on in the corresponding phase space (x, v, t). Let us consider the probability that, at time t, the particle is at location x with a covelocity v, and denote it by p(x, v, t). This satisfies the Fokker-Planck equation associated to the stochastic differential equation (2.1):
The linear operator L inside the curly brackets of (2.2) carries a factor κ/τ 2 in front of the Laplacian with respect to the velocity, which is the highest-derivative term. Therefore, we may expect some singularity in the limits of vanishing diffusivity or large Stokes time.
The terminal settling velocity of the inertial particle Aliseda et al. 2002) is defined as the average particle velocity
where the temporal integration is clearly omitted in the presence of steady flows. In general, such renormalized terminal velocity can differ from the bare terminal velocity, i.e. the particle settling velocity in a still fluid, whose value can easily be found to be
The difference turns out to be:
In what follows, we shall only take into account flows with zero mean ( dt dx u(x, t) = 0) and possessing odd parity with respect to reflections in the vertical direction. Such flows are relevant to analyse the vertical component ∆w of the terminal velocity discrepancy because no mean contribution is present, and every (eventual) nonzero result, originated from the component of p antisymmetric in the vertical coordinate, is to be interpreted as due to preferential concentration in areas of rising or falling fluid. Our plan is thus to solve equation (2.2), Lp = 0, for the phase-space density and to plug the result in expression (2.5) to find ∆w.
Analytical investigation at small Stokes number
We shall first focus on situations in which the Stokes time is much smaller than the flow typical time scale, so that the particle adapts its own velocity to the one of the underlying fluid almost immediately. More precisely, denoting with L and U the typical length scale and velocity of the fluid respectively, in this section we shall only deal with small Stokes number, St ≡ τ /(L/U ). As we are taking into account also gravity and diffusivity (besides inertia), a thorough adimensionalization of the problem also requires the introduction of the Froude and Péclet numbers, defined as Fr ≡ U/ √ gL and Pe ≡ LU/κ, respectively. As a first result, we see immediately that the vertical component of the bare terminal velocity (2.4), assumed as positive if pointing downwards and written in units of U , rewrites as
Let us adimensionalize x with L, t with L/U and u with U , and let us denote the new variables with the same letters as before. Equation (2.2) can now be written in adimensional form after introducing an appropriate variable for the rescaled covelocity: the correct one turns out to be y ≡ τ /2κ v. With this notation, the operator acting upon the density p(x, y, t) (appropriately normalized in the new variables) becomes:
where G ≡ g/g is the unit vector pointing downwards, and the expressions of the operators A i (i = 0, . . . , 3) are easily identified from (3.2). It is worth noticing that A 0 is an Ornstein-Uhlenbeck operator acting on covelocity coordinates only, which leads to a Hermitian reformulation of the problem in terms of a second-quantization formalism for the covelocity variable. Technical details on the analytical computation are left to the appendix. Here we only recall the essential steps. By introducing a power-series expansion in St for the particle probability density, we obtain a chain of advection-diffusion equations (see Eq. (3.4)) for the auxiliary quantities ψ ∅ n (x, t) (n ∈ N) defined in the appendix, in which lower-order quantities act as source terms for higher-order ones. Such equations can be solved sequentially, at least numerically, once the external flow is given. As a result, expression (2.5) for the variation of terminal velocity (in units of U ) rewrites
where the integral on covelocity has already been performed (see the appendix). Note that only the vertically-antisymmetric components of ψ ∅ 4+2m (x, t), hereafter denoted with the superscript (a) (in order to distinguish them from the vertically-symmetric counterparts (s) ), contribute to the spatial integral in (3.3) for the vertical component ∆w. Therefore, in order to study the leading contribution in ∆w (quadratic in St), it is sufficient to consider the system
where we imposed uniform initial conditions (such that ψ ∅ 0 is a normalization constant) and denoted the adimensionalized advection-diffusion operator with
From (3.4), it is easy to understand that both ψ ∅ 0 and ψ ∅ 2 do not depend on Fr, and the former is clearly also independent of β. This means that ψ is proportional to both (1 − β) 2 and Fr −2 . Let us now focus on this leading contribution at order St 2 in ∆w, corresponding to the term m = 0 in (3.3). From the analytical point of view, such considerations imply that we can introduce a non-universal (in the sense that it depends on Pe and possibly on other properties of the surrounding flow, e.g. its time frequency or space geometry, but not on St, Fr or β) function
such that we can write:
Equation (3.6) summarizes the following two main analytical results for the variation of the actual terminal velocity in the limit of small inertia: i) It is influenced by gravity in the same way as the bare terminal velocity. Indeed, both w * in (3.1), and the coefficient in square brackets beside ∆W in (3.5), are proportional to Fr −2 , i.e. to g. This result is not trivial, because e.g. it does not hold, in general, at higher orders in St. ii) It has the opposite parity with respect to the bare terminal velocity. Indeed, w * scales with (1 − β) while the above-mentioned coefficient with its square. In other words, if a specific flow under specific conditions is found to increase the falling of heavy particles, then the same flow under the same conditions (e.g. same St, which may imply different L/U because τ depends on β) must simultaneously decrease the rising of light particles, and viceversa.
The dependence on molecular diffusivity is more difficult to obtain analytically. In particular, as already pointed out, the large-Pe limit is singular, and nothing precise can be said about intermediate Pe. On the contrary, for small Pe, it can be shown rigorously that the behaviour of ∆W is O(Pe 2 ) or higher. As a particular case, we will show in the next section that, for the stationary square 2D Gollub flow, very-well-defined asymptotics are found numerically for both small and large Pe.
Numerical investigation: the cellular flow
From the analytical point of view, the results reported in the previous section are the only available, and all refer to the O(St 2 ) correction. Proceeding at higher orders is not an easy task: e.g., the equation in system (3.4) for ψ
is much more complicated, and involves as a source term also the vertically-symmetric component ψ
∅(s)
4 , whose equation is in turn by far more cumbersome than the one for the corresponding antisymmetric part. Clearly, this problem also reflects on the numerical approach: solving such equations by Direct Numerical Simulation (DNS) is beyond our possibilities. The DNS approach can however be applied to ψ if the surrounding flow is simple enough. An accurate study has been performed for the 2D Gollub flow, or, more precisely, for a simple generalization thereof:
where the parameters k and ω represent respectively the cell aspect ratio (vertical extension over horizontal one) and the pulsation of the oscillations in the vertical direction x 2 , assumed as positive downwards. The figures in this section all refer to the 2D Gollub flow in square cells (k = 1) for heavy particles (β = 0) at the specific value Fr = 1.
First of all, we test our analytical result on the O(St 2 ) correction in the steady case (ω = 0). To do this, we performed a Lagrangian Simulation (LS) of the particle dynamics (2.1) at Pe = 5 (see, e.g., Frisch, Mazzino & Vergassola 1998 . Additionally, we solved the system (3.4) for ψ found from DNS: the agreement is very good at least until St = 0.15. Moving at larger St, it is evident how the increase in the falling velocity reaches a maximum value at St ≃ 0.4, then there is a crossover and a maximum reduction in settling takes place at St ≃ 1. The asymptotic vanishing at large St is a general feature in the ballistic limit, in which the particle reacts so slowly to the variations of the surrounding flow that the latter has basically no influence on settling. Such limit is singular, as already pointed out, because a particle with infinite inertia in a finite-correlated flow is equivalent to a particle with finite inertia in a δ-correlated flow (Bec, Cencini & Hillerbrand 2007a,b) , thus a technique like uniform-coloured-noise approximation should be used to deal with this situation properly. On the contrary, we think that our perturbative approach at small St should be able to capture at least the maximum in the plot, taking into account the following orders like ψ ∅(a) 6 or higher. Of course, this behaviour could not be caught correctly by our previous quadratic approximation, which is not able to describe inflection points and subsequent changes in convexity.
Let us now turn to the dependence of ∆W on Pe. As already mentioned in the previous section, two well-defined asymptotics can be found, as shown in the inset of figure 1. In particular, at small Pe, it can be shown by means of perturbative analysis that ∆W approaches f (k) Pe 3 , where
Note that this result is more stringent than the general behaviour O(Pe 2 ) (or higher) reported in the previous section, and only applies to this particular instance of flow. On the contrary, the linear asymptote 0.19 Pe at large Pe comes from a fitting procedure, because this limit is singular.
In figure 2 we show that for a nonzero pulsating frequency the effect of the carrier flow may be the opposite. Indeed, the effective sedimenting velocity is decreased at small inertia in a window of values of ω. For larger frequencies (ω > 1.4) an increase in the sedimenting velocity occurs again. This clearly shows how sensitive to the flow details the terminal velocity may be.
Conclusions and perspectives
We have investigated how the terminal velocity of sedimenting particles is influenced by a background flow. In the limit of small St, we have reduced this problem to the solution of two coupled forced advection-diffusion equations. Such equations hold for generic velocities, laminar or turbulent, possessing odd parity with respect to reflections in the vertical direction. Apart from the limiting case of small Péclet numbers, one has to resort to numerical simulations to find the terminal velocity. This task is easily accomplished for two-dimensional laminar flows, which clearly lead to the following conclusions. The value of St alone is not sufficient to argue if the sedimentation is faster or slower with respect to what happens in still fluid. In particular, for square, static cellular flows, at high Pe, we found an increase of the falling velocity at relatively small St, and a reduction starting from St larger than some critical value. A similar transition is also found for a fixed St and assuming the cell to be oscillating in the vertical direction with frequency ω. We found the remarkable result that, appropriately tuning ω, a decrease in settling can also be obtained at small St, accompanied by an increase now occurring at sufficiently large St. We also studied the effect of the flow spatial geometry on the terminal velocity.
In the limit of small Pe, the expression for the terminal velocity can be extracted analytically from our equations and its explicit dependence on the cell aspect ratio isolated. Changing the cell aspect ratio appropriately can cause a reduction in falling at small St. It would be interesting to make a comparison between our method and the well-known "continuum" approximation (Balkovsky, Falkovich & Fouxon 2001) to obtain the particle probability density. In the latter case, diffusivity is neglected from the beginning. Some preliminary results indicate that at the lowest order in St the correction to the bare falling velocity coincide when computed with the two strategies. Substantial differences start to emerge at higher orders in St, where the "continuum" approximation probably ceases to hold due to the formation of caustic patterns. 
Appendix. Mathematical and computational details
In this section we provide some details of the calculation which leads to (3.4). A Hermitian reformulation of the problem is convenient. Let us define p † (y) ≡ e −y 2 , the Gaussian kernel of A 0 : A 0 p † = 0. After decomposing the particle probability density as
our aim is to find the operators B i such that
. This can be achieved by means of a second-quantization algorithm. One can indeed introduce the operators of creation and annihilation
in terms of which
and the vacuum state turns out to be a
the operators we are looking for read:
Note that B 0 can be interpreted as the occupation number, and the following commutation relations hold:
. On the other hand, B 2 does not carry any creation or annihilation operator (A 2 is independent of y) and vanishes when under investigation are very heavy particles in a stationary state.
The following step consists in the development
and in the study of the set of equations arising at each (integer and half-i.) order in St:
for n = 1 B 1 ψ n−1 + B 2 ψ n−2 for n = 2 B 1 ψ n−1 + B 2 ψ n−2 + B 3 ψ n−3 for n ≥ 3 .
(A 3)
Such relations can be solved recursively by exploiting the simple inversion formula for a generic function Ψ:
Therefore, one obtains
where Together with the normalization condition dx ψ ∅ n ∝ δ n0 , they can be solved recursively (numerically, or even analytically in some fortunate circumstances) once the basic flow u(x, t) is given. All such equations are of the advection-diffusion type and are forced by lowerorder, already-solved quantities, with the exception of the equations for n = 0 and n = 1, which are homogeneous and thus imply ψ ∅ 0 = const. and ψ ∅ 1 = 0 under our assumptions. Moreover, one should notice that even-order equations are forced only by even-order quantities, and the same happens with odd n's: this means that ψ ∅ 2n+1 = 0 ∀n ∈ N; therefore, our expansion (A 2) reduces to a series in integer powers of St only. In (3.4) we reported the first few equations corresponding to even n's, separating the components symmetric and antisymmetric in the vertical direction. Note that the spatial gradient and the flow field are vertically antisymmetric, while the vertical unit vector G (reminiscent of gravity) is symmetric in this sense.
Starting from the quantities ψ ∅(a) n with even n, we can reconstruct the variation of the adimensionalized terminal velocity by substituting back (A 4) into (A 2) into (A 1) into (2.5), and by making use of the orthonormalization of the Hermite polynomials H µ k (y) in the integral in the y variable with weight p 1/2 † (y) (note that 1 = H ∅ 0 ). After simple algebra, we end up with (3.3).
