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1. Resumen
Esta l´ınea de investigacio´n se enfoca en
mejorar las capacidades de razonamiento de
agentes que participan en Sistemas Multi-
Agente (SMA). Su objetivo general es desarrol-
lar te´cnicas de razonamiento avanzadas, com-
binando revisio´n de creencias, argumentacio´n
y mecanismos de confianza y reputacio´n para
su aplicacio´n en SMA. En particular, se espera
poder integrar y combinar los avances produci-
dos en las a´reas de revisio´n de creencias, teor´ıa
de argumentacio´n y mecanismos de confianza
y reputacio´n. Dicha integracio´n permitira´ re-
alizar un avance en las tres a´reas de investi-
gacio´n, y adema´s, proveera´ de te´cnicas avan-
zadas aplicables a los modelos de razonamiento
de agentes inteligentes y sistemas multi-agente
para entornos dina´micos.
Palabras Clave: Argumentacio´n, Revisio´n de
Creencias, Confianza y Reputacio´n, Sistemas
Multi-Agente.
2. Contexto
Esta l´ınea de investigacio´n se realizara´ den-
tro del a´mbito del Laboratorio de Investigacio´n
y Desarrollo en Inteligencia Artificial (LIDIA)
del Departamento de Ciencias e Ingenier´ıa de
la Computacio´n de la Universidad Nacional del
Sur. Esta´ asociada con el proyecto de inves-
tigacio´n: “Formalismos Argumentativos apli-
cados a Sistemas Inteligentes para Toma de
Decisiones”. Co´digo: PGI 24/ZN18 financia-
do por la Universidad Nacional del Sur, y con
el Proyecto de Investigacio´n Plurianual, (PIP):
“Sistemas de Apoyo a la Decisio´n Basados en
Argumentacio´n: formalizacio´n y aplicaciones”,
financiado por CONICET.
Algunos de los resultados obtenidos
fueron desarrollados durante la ejecucio´n
del proyecto “Combinando Revisio´n de
Creencias y Argumentacio´n para mejorar
las capacidades de razonamiento de agentes
en SMA”, Proyecto Binacional DA/09/06
(Argentina-Alemania). Programa de Co-
operacio´n Cient´ıfico-Tecnolo´gica entre el
Ministerio de Ciencia, Tecnolog´ıa e Inno-
vacio´n Productiva de la Repu´blica Argentina
(MINCYT) y el Deutscher Akademischer Aus-
tausch Dienst (DAAD) de Alemania. Per´ıodo:
1/1/2010 al 31/12/2011. Financiamiento
MINCYT y DAAD.
3. Introduccio´n
Los sistemas de argumentacio´n resultan
u´tiles para toma de decisiones, tales delibera-
ciones pueden modelarse de una forma diale´cti-
ca usando argumentos a favor y en contra de
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cada opcio´n [13, 17, 7, 23, 6]. Dado que el ra-
zonamiento y la toma de decisiones son com-
ponentes centrales dentro de una arquitectura
de un agente, nuestra l´ınea de investigacio´n
pretende establecer v´ınculos estrechos entre es-
tos dos componentes para poder mejorar la co-
herencia dentro de un modelo de agentes.
El uso de credibilidad de informantes en
dina´mica de creencias es algo novedoso [25].
Este formalismo puede ser usado como pun-
to de partida para combinar revisio´n de creen-
cias y mecanismos de confianza y reputacio´n
en SMA. En [24], Sabater y Sierra sostienen
que la importancia de la confianza y rep-
utacio´n en sociedades humanas esta´ fuera de
discusio´n, por lo cual no es sorprendente que
varias disciplinas, cada una desde una perspec-
tiva diferente, haya estudiado y utilizado am-
bos conceptos. La investigacio´n cient´ıfica en el
a´rea de mecanismos computacionales de con-
fianza y reputacio´n en sociedades virtuales,
es una disciplina reciente orientada a incre-
mentar la fiabilidad y performance de comu-
nidades electro´nicas. En art´ıculos recientes co-
mo [12, 24, 11, 3, 5] podemos notar que en
ciencias de la computacio´n hay dos elementos
que han contribuido sustancialmente a incre-
mentar el intere´s en confianza y reputacio´n: el
paradigma de SMA y la evolucio´n creciente del
e-commerce.
El estudio de confianza y reputacio´n tiene
muchas aplicaciones en tecnolog´ıas de Comu-
nicacio´n e Informacio´n. Estos sistemas han si-
do reconocidos como factores claves para la
adopcio´n del comercio electro´nico. Los mismos
son usados por agentes de software inteligentes
como un mecanismo para buscar compan˜eros
confiables y como un incentivo en la toma de
decisiones acerca de si se tiene en cuenta un
contrato. La reputacio´n es usada en el merca-
do electro´nico como un mecanismo para evi-
tar fraudes y estafas [11, 3]. Los e-markets no
son el u´nico campo de aplicacio´n; por ejemplo,
en [5] usan la confianza para mejorar la perfor-
mance de mecanismos de revisio´n de creencias.
En el contexto de SMA, un agente puede a
menudo recibir informacio´n a trave´s de otro
que, por lo general, llamamos informante. Es-
tos informantes son agentes independientes
quienes tiene sus propios intereses y, por lo
tanto, no son completamente fiables. Es nat-
ural para un agente creerle ma´s a un infor-
mante sobre otro. Es por esto que en algunos
trabajos se ha propuesto la organizacio´n de
los informantes en un orden parcial que com-
para la plausibilidad de los mismos. En esta
investigacio´n se pretende combinar formalis-
mos de revisio´n de creencias, argumentacio´n y
actualizacio´n de conocimiento con te´cnicas de
mantenimiento de confianza y reputacio´n de
agentes en un ambiente distribuido.
Desde el punto de vista teo´rico, elaborar
tales conexiones entre argumentacio´n, revisio´n
de creencias y mecanismos de confianza y rep-
utacio´n, y poder aplicarlas a los SMA, per-
mitira´ un progreso cient´ıfico substancial en
el campo de la representacio´n de conocimien-
to [22, 4, 19].
El estudio de los v´ınculos y relaciones en-
tre revisio´n de creencias y argumentacio´n ha
comenzado hace muy poco. Aunque ya exis-
ten en la literatura comentarios [9, 16] de que
ambas a´reas podr´ıan combinarse con buenos
resultados, el tema carece de resultados im-
portantes. Por lo tanto, con la l´ınea de investi-
gacio´n propuesta se esperan obtener resultados
relevantes en el a´rea de razonamiento y rep-
resentacio´n de conocimiento. Por ejemplo, las
te´cnicas de revisio´n de creencias proveen a los
agentes la capacidad de corregir sus creencias
cuando existe una discrepancia con la informa-
cio´n nueva que pueden obtener de su entorno
[2, 8, 10, 20]. Uno de los resultados esperados
es mejorar los sistemas de revisio´n de creen-
cias utilizando argumentacio´n y mecanismos
de confianza y reputacio´n para evaluar si es
importante que la nueva informacio´n obtenida
sea incorporada o no a las creencias del agente.
4. L´ıneas de Investigacio´n
y Desarrollo
Esta linea de investigacio´n toma como pun-
to de partida publicaciones obtenidas en el
proyecto de investigacio´n binacional menciona-
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do en el contexto, en el cual participaron todos
los autores del presente trabajo [21, 14, 15, 18].
La l´ınea principal de investigacio´n presenta-
da en este trabajo, busca mejorar las capaci-
dades de razonamiento de agentes que par-
ticipan en SMA a trave´s de la integracio´n
de mecanismos argumentativos, de revisio´n de
creencias y mecanismos de confianza y rep-
utacio´n. Su objetivo es desarrollar formalismos
avanzados de representacio´n de conocimiento
y razonamiento basados en una combinacio´n
entre argumentacio´n, revisio´n de creencias y
mecanismos de confianza y reputacio´n. En par-
ticular, de esta l´ınea principal se desprenden
varias sub-l´ıneas de investigacio´n que describi-
mos a continuacio´n.
Desarrollar me´todos para equipar a los sis-
temas de argumentacio´n con la posibilidad
de tener en cuenta cambios dina´micos y los
mecanismos de confianza y reputacio´n; inte-
grando, de esta manera, te´cnicas de revisio´n
de creencias a la argumentacio´n rebatible y
mecanismos de confianza y reputacio´n. Esto
permitira´ obtener un formalismo que puede
ser utilizado para aplicaciones pra´cticas y
permitira´ realizar argumentacio´n en entornos
dina´micos utilizando los mecanismos de confi-
anza y reputacio´n para especificar diferentes
relaciones de preferencias entre argumentos.
Esto ayudara´ a obtener con mayor precisio´n
argumentos garantizados.
Desarrollar un sistema formal que permita
describir postulados y propiedades deseables.
Este formalismo permitira´ establecer una for-
ma de catalogar y evaluar propuestas de argu-
mentacio´n para entornos dina´micos. En partic-
ular nos permitira´ evaluar la propuesta enun-
ciada anteriormente y compararla con otras
propuestas diferentes.
Mejorar los sistemas de revisio´n de creencias
utilizando argumentacio´n para evaluar infor-
macio´n nueva que es obtenida, y utilizar argu-
mentos en el proceso de revisio´n haciendo uso
de las medidas de confianza y reputacio´n en
la toma de decisiones. Esto incluye el estudio
de la relacio´n de entre “em epistemic entrech-
ment” y “defeat” como los conceptos que gu´ıen
los procesos de revisio´n y argumentacio´n.
La confianza y la reputacio´n son propiedades
dependientes del contexto. Un modelo de con-
fianza y reputacio´n que administra un u´nico
contexto es disen˜ado para asociar un u´nico val-
or de confianza o reputacio´n por compan˜ero sin
tomar en consideracio´n el contexto. Sin em-
bargo, un modelo de multi-contexto tiene los
mecanismos para tratar con varios contextos,
manteniendo diferentes valores de confianza y
reputacio´n asociados a estos contextos para
un u´nico compan˜ero (como lo hacen Abdul-
Rahman y Hailes en [1]). Considerando que
este u´ltimo aspecto es abordado por pocos au-
tores en la literatura, otro de los objetivos de
esta investigacio´n consiste en extendernos ha-
cia formalismos multi-contexto trabajando en
argumentacio´n basada en contextos determi-
nados por los grados de confianza y reputacio´n
que los agentes tienen de sus pares en difer-
entes areas.
La revisio´n de creencias en un entorno dis-
tribuido y con mu´ltiples agentes heteroge´neos
podr´ıa mejorarse usando argumentacio´n y
mecanismos de confianza y reputacio´n. En este
caso, la revisio´n y argumentacio´n no es lleva-
da a cabo por un agente, sino por un grupo de
agentes. Por lo tanto, esta l´ınea estudiara´ co-
mo varios agentes pueden cambiar de opinio´n
si hay un intercambio de argumentos. En par-
ticular, la revisio´n de creencias en SMA puede
ser extendida con te´cnicas de argumentacio´n y
mecanismos de confianza y reputacio´n tanto a
nivel teo´rico como pra´ctico.
5. Resultados y Objetivos
Los resultados alcanzados hasta el momen-
to involucran principalmente a me´todos para
equipar a los sistemas de argumentacio´n con la
posibilidad de tener en cuenta cambios dina´mi-
cos, aunque parte del desarrollo de un sis-
tema formal que permita describir postulados
y propiedades deseables este´ en proceso actual-
mente al igual que la mejora de los sistemas de
revisio´n de creencias utilizando argumentacio´n
para evaluar informacio´n nueva. Algunos de los
resultados obtenidos hasta el momento rela-
tivos a estos desarrollos han sido publicados
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en [14, 15, 18].
Entre los resultados espec´ıficos de los desar-
rollos enunciados con anterioridad se encuentra
la definicio´n de operadores de contraccio´n para
modelar la dina´mica de los programas lo´gicos
rebatibles (DeLP) [17]. DeLP es un formalismo
que combina argumentacio´n rebatible y pro-
gramacio´n en lo´gica; y este operador de con-
traccio´n esta´ definido siguiendo trabajos de op-
eradores de contraccio´n para cla´usulas Horn.
En particular, se estudio´ el problema de con-
traer literales en un programa DeLP. Se desar-
rollaron diferentes nociones de contraccio´n en
base a las diferentes formas de deduccio´n im-
pl´ıcitas en un proceso argumentativo y la influ-
encia que pueden exhibir los literales en el pro-
ceso de razonamiento. Para estos operadores de
contraccio´n se han presentado postulados de
racionalidad basados en los ampliamente acep-
tados en el a´rea de revisio´n de creencias [2].
Adema´s, se estudio´ un operador de revisio´n
no priorizada que utiliza argumentacio´n para
decidir que parte de la nueva informacio´n
sera´ utilizada para revisar. En este contexto,
conocido como revisio´n selectiva, hay dos pa-
sos: primero aplicar una funcio´n de transfor-
macio´n para decidir que parte de la entrada
utilizar y luego incorporar el resultado de la
primera utilizando un operador de revisio´n pri-
orizada. Por lo tanto, se implemento´ una trans-
formacio´n que emplea argumentacio´n deduc-
tiva para evaluar el peso de la nueva infor-
macio´n. Hemos probado que el operador im-
plementado satisface propiedades deseables en
revisio´n selectiva. Actualmente estamos incor-
porando a este operador medidas de confianza
basada en la credibilidad que tiene un agente
acerca de sus informates. Con esto se busca
mejorar la capacidad de los agentes a la hora
de tomar una decisio´n.
Adema´s, se trabajo´ en la confeccio´n de otros
dos art´ıculos que vinculan argumentacio´n y re-
visio´n de creencias, proponen nuevas l´ıneas de
investigacio´n y realizan un ana´lisis del estado
del arte de estas dos a´reas de trabajo [14, 15].
Respecto a los objetivos en curso de esta
investigacio´n, se dara´ una caracterizacio´n for-
mal completa de los mecanismos creados en
los desarrollos planteados. Adema´s, se comen-
zara´ con el estudio y desarrollo de un mod-
elo de revisio´n de creencias distribuido para
SMA combinado con argumentacio´n y mecan-
ismos de confianza y reputacio´n. Este objetivo
esta´ relacionado con la revisio´n de creencias en
un entorno distribuido, donde el procesos de re-
visio´n con mu´ltiples agentes heteroge´neos po-
dr´ıan mejorarse usando argumentacio´n y val-
ores de confianza. En este caso, la revisio´n y
argumentacio´n no son llevadas a cabo por un
agente, sino por un grupo de agentes.
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