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1 Introduction
Liquid crystals are anisotropic fluids consisting of orientationally ordered molecules.
The nematic phase is an alignment of rodlike molecules without distinction be-
tween heads and tails.
In the continuum limit, the molecular orientation can be described by a contin-
uous vector field known as "nematic director".
The continuous field can exhibit singularities known as topological defects at iso-
lated positions. The behaviour of these topological defects has been the topic
of investigation for many years. [6], [10], [5] Topological defects have a discrete
rotational symmetry with an orientation. Recently the dependence of bulk de-
fect behaviour on defect orientation has been researched. [2]
We have focused with our research on the dependence of the behaviour of a 1/2
and −1/2 defect dipole on their defect orientations. The two defect dynamics
has been chosen since there exists a growing amount of evidence that the two
defect interaction dominates the defect group dynamics. [3] In chapter 2 we will
give multiple ways of describing defect dynamics from energy considerations.
The stationary solutions will naturally introduce topological defects. In chap-
ter 3 these topological defects are described and classified. Defect orientation
arises naturally although one must choose between two different notions of de-
fect orientation. We will show two algorithms for the numerical determination
of defect orientation. In chapter 4 the dependence of defect movement on the de-
fect orientation is analyzed with both numerical simulations and mathematical
analysis.
3
2 Nematic Liquid Crystals
Liquid crystals were discovered in the late 19th century as a new phase of mat-
ter. The behaviour of this new phase was such that it seemed to have the
fluidity properties of a liquid with the optical properties of a crystal. Hence
it was named liquid crystals. In reality liquid crystals are neither crystals or
liquids. The liquid crystalline an intermediate phase of matter found in materi-
als formed by asymmetric molecules. The intermediate phase can be classified
into multiple differently ordered states. The most important classification of
these states divides the ordered states in the types nematics, cholesterics and
smectics. These types of ordered states differ in the amount of ordering. The
ordering itself is due to the shape of the molecule and the amount of move-
ment. Depending on the temperature different types of ordering can occur for
a molecule. However the different types of ordering a material can exhibit, is
governed by the geometry of the molecule.
In this Thesis we fous on nematics: liquid crystals composed by molecules with
cylindrical symmetry, rotationally symmetric along a long axis. An example
of a nematic molecule is shown in figure 1. The directionality of the molecule
introduces order in the bulk behaviour of the material due to the preference of
the molecule for alignment along the long axis.
The behaviour of nematic liquid crystals has been described in various ways.
Each description has an appealing reason for its introduction. The dynamics
must be the same irrespective of the used description. Then it should be possible
to show the derivations of the different descriptions and the relations between
the different descriptions. Throughout this thesis we we have assumed the ap-
plicability of continuum theory to nematics. Continuum theory assumes that
any distance for which a significant variation occurs in the order, must be much
larger than the molecular dimensions. [5]
This is fundamentally the reason why singularities are problematic for contin-
uum theory. Defects create regions where slow variation assumption is not valid
anymore.
Figure 1: An example of an elongated molecule with approximately cylindrical symmetry
is the molecule MMPA. The chain of carbon atoms and double bonds in the aromatic rings
make the molecule elongated. One of the two possible orientations denoting the long axis is
given by the vector n. This vector is called the nematic director since we will not distinguish
between n and −n. MMPA is not a symmetric molecule. One could determine a head and a
tail for this molecule. In the nematic phase of the molecule one will not see this distinction
influencing the dynamics. Courtesy by dr. L. Giomi.
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2.1 Nematic director field
Nematic liquid crystals consist out of rod-like molecules with a cylindrical sym-
metry. It is natural to assign an orientation n to the molecule, the orientation
of the long axis of the molecule. In figure 1 one can see an orientation n for a
rod-like molecule. When the molecules are very small compared to other length-
scales one can introduce the nematic orientation n as the average orientation of
the molecules within a given volume element. The central limit theorem justifies
the use of the average as a precise and accurate description of the local molecule
orientations. The orientation is mathematically represented by a unit vector in
Rd for some positive dimension d, usually 2 or 3. In continuum theory we can
assign such an orientation at every position. In that way we create the nematic
director field n(x).
The energy density e of the nematic must represent the amount of distortion of
the orientations n(x) from a uniform orientation. Hence one expects an expan-
sion of the energy in ∇n ≡ ∇⊗ n, the change tensor of the director field.
For the energy density there are several conditions one must satisfy.
1. the energy density must be even in n because the states n and −n are the
same or indistinguishable due to the cylindrical symmetry of the molecules.
[5]
2. the energy density cannot have linear terms of ∇n, since it gives a bound-
ary term for the total energy due to the divergence theorem. [5]
The lowest order energy consists solely out of terms of order (∇n)2. This energy
is at the heart of Frank elasticity theory and equals
e =
K1
2
|∇ · n|2 + K2
2
(n · (∇× n))2 + K3
2
|n× (∇× n)|2. (2.1)
The complete derivation of this energy can be found in [5].
The full Frank energy has the three elastic constants K1, K2 and K3. A typical
simplification of the above energy imposes the constraint
K1 = K2 = K3 = K (2.2)
which is called the one elastic constant approximation. Together with the fol-
lowing three identities
|n| = 1
(n · u)2 + |n× u|2 = |n|2|u|2
(∇ · n)2 + |∇ × n|2 =
∑
a,b
∂nb
∂xa
∂nb
∂xa
+B.T. (2.3)
where B.T. means Boundary Terms, one can obtain the standard form of the
Frank energy for the one elastic constant approximation
EF =
∫
Ω
eFdA =
∫
Ω
K
2
∑
a,b
∂nb
∂xa
∂nb
∂xa
dA ≡
∫
Ω
K
2
|∇n|2dA (2.4)
for a region Ω after omitting boundary terms. [5] From this point onwards we
implicitely mean the one elastic constant approximation version of the Frank
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energy when we refer to the Frank energy.
The nematic director field in the plane can be described by a single angle θ
via n = (cos(θ), sin(θ)). Then the Frank energy density becomes
eF =
K
2
|∇θ|2 (2.5)
The Frank energy describes the static configurations in a nematic. A natural
question with any energy is "What are the minimal energy configurations?",
since the minimal energy configurations are stable stationary solutions for the
dynamics related to this energy. For the Frank energy the minimal configura-
tions have zero energy due to the norm of the gradient in equation (2.5). When
the nematic director field is smooth enough (mathematically θ ∈ C2(Ω) ) and
without external flux (Neumann boundary condition), then the minimal energy
condition for the Frank energy is given by ∆θ = 0.
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2.2 Q-tensor field
The nematic director field description has two aesthetic problems: the states n
and −n are not naturally indistinguishable and the field can be discontinuous
at singular points, the defects.
One natural way to create a description that has the indistinguishable states
and multiple components, is the use of the tensor product. We introduce the
Q-tensor as
Q = s
(
n⊗ n− 1
d
1
)
=
s
2
(
cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)
)
for d = 2 (2.6)
with 1 the unit matrix and d the dimension of the orientation space, which is
always smaller or equal then the dimension of the real position space. [Giomi
et al.] The extra factor s is called the order parameter and it is used to obtain
a continuous function by making the Q-tensor identically 0 at singular points.
From this moment onward the d = 2 condition will be implicit when we mention
the Q-tensor.
As one can see in equation (2.6) we have introduced the Q-tensor as a symmetric
and traceless matrix. Hence this matrix with 4 entries has effectively only two
components.
A proper energy function for the Q-tensor can be constructed by introducing
both a penalty for distortions of the Q-tensor and a potential energy that is
minimized for both s = 1 and s = 0. This naturally leads to the Landau-de-
Gennes energy ELdG.
The potential energy terms of the Landau-de-Gennes energy are introduced in
such a way that they are in accordance with Ginzburg-Landau theory [8], since
the energy must be capable for producing local phase transitions from s = 1
to s = 0 near the singularities: basically the local ordering symmetry disap-
pears near singularities and therefore it can locally be seen as a different phase.
Following [5] and [6] we introduce the Landau-de-Gennes energy density as
eLdG =
K
2
|∇Q|2 − C
2
Tr
(
Q2
)
+
C
2
(
Tr
(
Q2
))2
=
K
2
|∇Q|2 + C
8
s2
(
s2 − 2)
=
K
4
[|∇s|2 + 4s2|∇θ|2]+ C
8
s2
(
s2 − 2) (2.7)
where we have used Tr
(
Q2
)
= s2/2 as one can check from equation (2.6).
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3 Topological Defects in Nematic Liquid Crystals
In the previous chapter we have seen that the Frank energy (2.4) has minimal
energy configurations when Laplace’s equation is satisfied.
∆θ = 0 (3.1)
These solutions are called harmonic functions and in the planar case these so-
lutions are the real or imaginary part of an analytic function with the same
domain. [4]
Unfortunately some analytic functions have singularities or branchpoints and
branchcuts. [4] Singularities are isolated points where Laplace’s equation does
not hold simultaneously for the real and imaginary parts of the analytic func-
tion. [4] Fortunately isolated points do not affect the Frank energy. Therefore
we seek for solutions that satisfy Laplace’s equation almost everywhere.
∆θ = 0 a.e. (3.2)
Singularities are points where both the real and imaginary part of the analytic
function becomes infinite. [4] Therefore one can see infinitely many rotations
of the nematic director field as one approaches the singularity. Hence ∇θ will
become infinitely large, which implies an infinite value for EF indepedent of the
size of the domain.
Analytic functions with a finite number, N , of singularities αn satisfy the
Residue Theorem, which states that the contour integral of an analytic function
f along a closed path γ ∈ C has a value that is determined by the number χ of
loops around a singularity and a singularity specific value Res called the residue.
[4] ∫
γ
f(z)dz = 2pi i
N∑
n=1
χ(γ, αn)Res(f, αn) (3.3)
This is a topological result. The value of the integral depends only on the topol-
ogy of the path γ with respect to the singularities and a special value at the
singularities.
This result is due to three properties of analytic functions:
1. Analytic functions can be locally represented by a Laurent series.
2. The function Log(z) = log |z|+ iφ with φ the polar angle of z has 1/z as
its derivative.
3. The function Log(z) has a branchpoint at 0 and a branchcut for which the
transversal discontinuity is equal to 2pi i.
A branchpoint implies that different values of f can be chosen for a point de-
pending on the path one uses. Therefore one must make a branchcut in the
domain for f to be a function. When the difference of the function values of f
accros the branchcut is constant with value c, then it is possible to use the real
or imaginary part of the analytic function f as the angle θ. Functions with a
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branchpoint can still be identified with the nematic angle θ. The easiest identi-
fication uses either the real or imaginary part of the function. The function is
multiplied with a discrete prefactor such that the nematic indistinguishability
of the states θ and θ + pi is guaranteed.
θ = k(< ∨ =)pi
c
f (3.4)
Remark that k ∈ Z is an integer, < ∨ = stands for the choice of using the real
or imaginary part and c denotes the discontinuity jump across the branch cut.
Figure 2: Above one can see the nematic director field for of topological defects for different
values of κ. The red lines indicate the symmetry axes of the defect, while the red dot indicates
the defect core. The κ = 0 case describes a uniform nematic field without a defect. The
|2− 2κ|-fold rotational symmetry can be clearly seen for all situations.
Suppose we want to know how much the nematic director field rotates along a
closed path γ, then we obtain the contour integral∮
γ
∇θdx. (3.5)
In complex coordinates this contour integral is equal to∮
γ
∂θ
∂z
dz. (3.6)
Hence the total rotation of the nematic director field along a closed path is given
by the real or imaginary part of the Residue theorem.
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The construction of the Residue Theorem in combination with equation (3.4)
shows that the choice θ = k2=(Log(z − zd)) for k ∈ Z implies that the amount
of full rotations of the nematic director field is equal to k per full loop around
the branchpoint at zd.
Furthermore one has the identity
θ =
k
2
=(Log(z − zd)) = k
2
φ (3.7)
with (r, φ) the polar coordinate system with the origin at zd. It is now clear that
the nematic directors along radial lines from the origin zd are aligned. Only at
the origin the nematic director field is not aligned!
The solutions θ given by (3.7) are called topological defects with the defect
core at zd. Their topological charge is defined as the value κ := k2 . Furthermore
they have a |2− k|-fold rotational symmetry. Remark that the κ = k = 0 case
does not give a topological defect since in this case the nematic directors are
all pointing in the same direction: there is no singularity as can be seen from
equation (3.7). Several configurations of topological defects can be seen in fig-
ure 2. The non-alignment at the defect core is energetically very unfavourable.
By inserting equation (3.7) in the Frank energy given by equation (2.4) one
immediately obtains an infinite energy due to a logarithmic singularity in the
distance from the defect core.
Topological defects are not merely a mathematical solution with infinite en-
ergy, they arise in experiments as well. The infinite energy problem does not
arise in real experiments due to the finite size of the nematic molecules.
Liquid crystal structure can be made visible by placing a layer of liquid crystal
between two orthogonal polarizers. Illumination from the back will result in
light and dark bands, the Schlieren textures, because the liquid crystal rotates
the polarization plane of the light. In figure 3 one can see the topological defects
as the intersections of the dark bands.
Figure 3: Schlieren texture of an experiment with nematics. The topological defects are
now visible as the intersections of the dark bands. The light and dark bands are due to the
nematic rotating the polarization plane of light between two orthogonal polarizers. Courtesy
by O. Lavrentovich.
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3.1 Defect orientation
In figure 2 one can see two different κ = 1 defects. This seems strange since
only a single identity without extra parameters was given in equation (3.7). This
discrepancy is due to the choice of the analytic function. The given properties of
a topological defect depend on the topological charge only, which itself depends
linearly on the derivative of an analytical function. Hence we can add a constant
to the analytical function without changing the topological charge! The general
form of θ for a topological defect with charge κ is then given by
θ = κφ+ c. (3.8)
The constant c is now an extra rotation of the nematic director field. Topologi-
cal defects with κ 6= 1 have a discrete rotational symmetry, while κ = 1 has full
rotational symmetry. As a consequence the extra constant c can be seen as an
effective rotation of the coordinate system for topological defects with κ 6= 1,
while the shape of the topological defect changes for κ = 1. This is the reason
why there are infinitely many distinct κ = 1 topological defects, while you can
see only one type for the other topological defects.
The constant c in identity (3.8) is usually omitted. However it is vital in the
determination of the orientational direction of a defect. The symmetry axes of
the defect with κ 6= 1 are in the φ = 2pim/|2− k| = pim/|1− κ| directions with
0 ≤ m < |2−k| for the c = 0 case. When the symmetry axes are pointing in the
φ0 angle direction then one must obtain the c = 0 configuration by rotating the
plane over an angle −φ0. These configurations are shown for the ±1/2 defects
in figure 4. The actual angle φ has now been decreased by φ0. Thus a defect
with charge κ and a symmetry axis in the φ0 angle direction is described by
θ = κ(φ− φ0) + φ0 (3.9)
So the extra angle c is actually a measure of the amount of rotation of the
symmetry axes of the defect for the κ 6= 1 configuration.
Figure 4: A positive 1/2 defect in the standard configuration is shown in the first figure.
This configuration corresponds to the φ0 = 0 case. In the second figure the 1/2 defect is
shown with a non-standard orientation φ0 6= 0. For the negative 1/2 defect the standard
and non-standard orientation can be seen in the third and fourth figures respectively. The
orientiation angle φ0 is linked to the symmetry axes of the defect and can only have values
between 0 and pi/(1− κ) due to the |2− 2κ|-fold rotational symmetry.
Now equation (3.9) can be expressed in terms of the effective rotation of the
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underlying coordinate system with respect to the standard c = 0 = φ0 case by
an angle u0.
θ = κ(φ+ u0/|2κ|)
u0 = 2sgn(κ)(1− κ)φ0 = 2sgn(κ)c (3.10)
The u0 angle is now always between 0 and 2pi irrespective of the charge κ of the
defect. This convenient property allows one to compare orientations of defects
with different charges κ. In figure 5 one can see the relation between φ0, u0
and a convenient mirror operation on the nematic directors, which transforms
κ = ±|κ| defects into κ = ∓|κ| defects. [9]
Figure 5: Four nematic directors are shown in the top left corner. These four nematic
directors are transformed by a mirror operation in the nematic x-axis, depicted in green, to
the four nematic directors in the top right corner. The same mirror operation has the effect
that the -1/2 defect with blue symmetry axes in the lower left corner is transformed into a
+1/2 defect in the lower right corner. It is now clear that the u0 angle, which is equal to −3φ0
for a -1/2 defect, becomes the u0 = φ0 angle of the corresponding +1/2 defect. Therefore it
is possible to determine the u0 angle of a -1/2 defect with the methods devised for a +1/2
defect.
Suppose we have two defects with angles u(1)0 and u
(2)
0 . Then these angles can
be used to introduce a notion of alignment among defects irrespective of their
charge.
cos
(
u
(1)
0 − u(2)0
)
=

1 defects are aligned
0 defects are perpendicular
−1 defects are anti-aligned
(3.11)
Determination of the angle u0 is not so easy as it seems. For example in [2]
an attempt was made to determine u0 from experimental data. This is a hard
problem since they have to face three general deviations from our previous
derivations:
1. The defects are never in the perfect shape due to distortions.
2. The molecules have finite size, which prevents the application of continuum
theory near defect cores
3. Measurements need finite sizes and therefore the data is a finite size ap-
proximation of the actual experimental situation.
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They attempted to use the average nematic director orientation in a sector
around the defect core to determine the angular dependence of the nematic di-
rector orientation. For a perfect defect shape the nematic director orientation
must satisfy equations (3.10). Therefore they used a least squares method to
fit a perfect defect shape to their data. With the perfect defect shape they
determined the φ0 value with the defining property of the symmetry axis of a
perfect defect: θ(φ0) = φ0.
The method is shown graphically in figure 6.
Figure 6: From left to right: the experiment with the nematic molecules with a sectorial grid
imposed on it, the average sectorial nematic director orientation θ as a function of average
sector angle α, a plot of the θ-α data with a least squares fit of equations(3.10) and finally a
second θ-α data plot with the least squares fit and the θ = α mod 2pi lines of the symmetry
axis property. The red square cut-out in the most left picture shows a triangle from three
blue rods. In this triangle one could see a -1/2 defect or no defect at all depending on the
assumptions one uses: maximal strength of allowed distortions, minimal distance of defect
impact due to a certain minimal distortion of surrounding nematic directors. Images taken
from [2] and modified by adding cut-out.
This method has some hidden assumptions that can be criticized. One can ask
whether one wants to know the direction of the infinitessimally small defect or
the direction of the effective defect for a predetermined small region surrounding
a defect core. In figure 6 one can see a small red square. Inside this red square
one can see three rods in a triangular position. One can ask whether or not
these rods form a defect or not. The triangle looks like a very small -1/2 defect
with symmetry axes in a certain orientation and almost no distortion effects on
the surrounding rods. One can also describe the triangle as a distorted uniform
κ = 0 phase since the rods are reasonably aligned and almost do not distort the
surrounding rods.
The method seems to assume that a defect must have some minimal impact
radius and some maximal amount of distortion. These assumptions seem fair
but it is not clear what the sizes must be for the impact radius or the distortion.
These problems originate on a fundamental level from the question what a de-
fect is for a finite rod nematic. Suppose we have a perfect uniform field in the
x-direction except for one finite rod, which is oriented in the y direction. This
configuration is shown in figure 7. Would the endpoints of this single y oriented
rod be classified as a +1/2 and −1/2 defect or would this deviation from the
uniform state be too small to be classified a defect?
Determining the orientation of a defect is not a straightforward task. Espe-
cially in real experimental situations it can be a non-trivial task do to. For the
13
Figure 7: Nematics of a finite length rod still exhibits defects, however the determination of
a defect is difficult due to the above fundamental choice. When is a deviation/distortion large
enough to classify defects? In the upper picture it was chosen that a single rod cannot create
defects. In the lower pictures it was chosen that a single rod can create defects. However in
the lower picture it was impossible to determine the sign of the two defects due to an angle
of pi rotational symmetry.
continuous case, where all rods are assumed to be of infinitesimal length, we
propose two methods for determining the orientation of a defect. Both methods
were constructed with the goal of implementing them in a numerical method.
The first method uses the divergence of the Q-tensor, introduced in equation
(2.6), to derive the defect orientation. The second method uses a grid to deter-
mine the defect orientation directly from equations (3.10).
For a general defect one can obtain the Q-tensor divergence vector uˆ. Which
has a special relation with u0 for κ = 1/2.
∇ ·Q = κ
r
cos ((2κ− 1)φ+ sgn(κ)u0) xˆ+ κ
r
sin ((2κ− 1)φ+ sgn(κ)u0) yˆ
uˆ =
∇ ·Q
|∇ ·Q|
= sgn(κ) [cos ((2κ− 1)φ+ sgn(κ)u0) xˆ+ sin ((2κ− 1)φ+ sgn(κ)u0) yˆ]
⇓ κ = 1/2
uˆ = cos (u0) xˆ+ sin (u0) yˆ (3.12)
For a +1/2 defect the Q-tensor divergence vector is therefore in the same direc-
tion as the unique symmetry axis.
A −1/2 defect can be transformed into a +1/2 defect by an angle of pi ro-
tation about an axis orthogonal to the symmetry axes. [9] For planar defects
this rotation is identical to an extra factor −1 for the ny component, a mirror
operation of the nematic directors in the nematic director x-axis. In figure 5
one can see how the mirror operation transforms a −1/2 defect into a +1/2
defect. The off-diagonal terms of the Q-tensor will inherit this extra factor −1.
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Transforming all the |κ| = 1/2 defects to +1/2 defects implies that ny must be
multiplied with sgn(κ). So we obtain
u0 = arctan (∂xQxx + sgn(κ)∂yQxy, sgn(κ)∂xQyx + ∂yQyy)
= arctan (∂xQxx + sgn(κ)∂yQxy, sgn(κ)∂xQxy − ∂yQxx) (3.13)
where we have used Qxy = Qyx, Qyy = −Qxx and arctan(x, y), the two argu-
ment arctangent function also known as atan2, which is identical to arctan(y/x)
for x > 0.
Simulations of a nematic director field on a grid can incorporate the calculation
of u0 by using a difference quotient as an approximation of the partial deriva-
tives. The standard central difference quotient on a square grid implies the use
of 12 gridpoints for the calculation of u0 for a single defect.
Figure 8: This figure shows schematically how a (negative one half) defect in a square grid
can be characterized. The defect core has a position (dx, dy) with respect to the center of a
square. The nematic directors on the edges of the square have an angle θj . The negative half
defect in the square is represented by its symmetry axes.
Another method for the calculation of u0 uses less gridpoints and it can be ob-
tained directly from equations (3.10). Suppose we have a square grid and we
impose a Euclidean coordinate system parallel to the grid with the origin in the
center of the square and the gridpoints on a distance
√
2 from the origin, such
that the grid squares have sides of length 2.
We assume that the defect is inside the square at a position (dx, dy) with ori-
entation angle u0 and charge |κ| = 1/2. For these four unknowns we need at
least four constraints: the nematic angles θi at the 4 gridpoints surrounding the
defect. The θj are known from the nematic director field or Q-tensor. We label
the gridpoints 1 to 4 with the same number as their quadrant. In figure 8 one
can see a defect in a square grid as described above.
The geometry of a perfect defect field gives a direct relation between the θi and
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the unknowns κ, dx, dy and u0.
φj = arctan
(√
2 cos
(
pi(2j − 1)
4
)
− dx,
√
2 sin
(
pi(2j − 1)
4
)
− dy
)
θj = κ (φj + u0/|2κ|) (3.14)
The definition of κ as a winding number allows for a direct calculation of κ from
θi.
κ =
1
2
4∑
i=1
sgn(θ(i+1)mod4 − θi) (3.15)
Remark that only defects with |κ| ≤ 2 can be determined with this method.
Furthermore defects with |κ| > 2 will be approximated by a best fit to one of
the possible defects with charges |κ| ≤ 2.
For the other unknowns we need to introduce new notation otherwise the equa-
tions become too extended.
p = tan(sgn(κ)u0/2)
βj = tan(θj)
γj = 1 + pβj
δj = p− βj (3.16)
Remark that only βj are known since the other sets still depend on u0. With a
lot of algebra one can show the following identities
u0 = 2|κ|arctan(Ua, Ub)
Ua = β1β3(1− β22)− β1β2(1− β23)− κβ1(1− β22)(1− β23) + κβ2(1− β21)(1− β23)
Ub = β1β3(1− β22)− β2β3(1− β21) + κβ3(1− β21)(1− β22)− κβ2(1− β21)(1− β23)
dx =
γ1δ1
(
γ22 − δ22
)
+ γ2δ2
(
γ21 − δ21
)
γ1δ1 (γ22 − δ22)− γ2δ2 (γ21 − δ21)
dy = 1− 2κγ1δ1γ2δ2
γ1δ1 (γ22 − δ22)− γ2δ2 (γ21 − δ21)
(3.17)
Remark that you first have to calculate u0 in order to be able to calculate dx
and dy from γj and δj .
For defects with nematic field distortions one can see the above set of κ, dx,
dy and u0 as the best fit of a defect without distortions to the distorted case.
Improvements can be made for distorted defects, but this was not investigated
in this research.
One can determine the amount of distortion. The identities (3.14) in the
destorted case will exactly give the measured angles θ1, θ2 and θ3, but not the
angle θ4. The difference is a measure of the distortion of the nematic director
field in this grid square.
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3.2 The absence of defect orientation induced dynamics
Defect orientation is a natural part of the description of a defect. However it
has played no role in the defect dynamics. This was not a surprise from a math-
ematical point of view since there exist situations for which defect orientation
does not influence the defect dynamics.
The simplest energetic theory of nematics is the theory of Frank energy as in-
troduced in chapter 2. Minimizing the Frank energy leads to a condition given
by equation (3.2).
∆θ = 0 a.e. (3.18)
The Frank energy minimizing configurations θ are the real or imaginary parts
of analytic functions in the complex plane with coordinates z = x+ iy.
A topological defect with charge κ must now satisfy the Residue theorem∫
γ
∇θdx = 2piκ (3.19)
for γ a path enclosing the defect.
With help of the Kelvin-Stokes theorem this contour integral can be rewritten
into a surface integral ∫
D
∇×∇θdx = 2piκ (3.20)
with D the open region of R2 enclosed by its boundary γ and with the defect
inside D.
One can introduce an auxilliary function ψ from the properties
∂θ
∂xi
= −
∑
j
ij
∂ψ
∂xj
∂2ψ
∂xi∂xj
=
∂2ψ
∂xj∂xi
(3.21)
where ij is the two-dimensional antisymmetric Levi-Civita symbol. Then this
auxilliary function has extra properties with respect to the relation with θ.
∆ψ = ∇×∇θ
|∇ψ|2 = |∇θ|2 (3.22)
Equation (3.20) can then be rewritten into a very familiar form for the multiple
defect case
∆ψ = 2pi
∑
k
κkδ(x− xk) (3.23)
with δ(x− xk) the Dirac delta function.
The solution ψ is the superposition of Green’s functions Gk(x,xk) of the planar
Laplacian, which are known to be real logarithms.
Gk(x,xk) = κk log |x− xk| (3.24)
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This result can be obtained for φ, because the second property of (3.21) guar-
entees the application of Fubini’s theorem and therefore the use of Green’s
functions.
On close inspection one can see the Cauchy-Riemann equations in the first prop-
erty of (3.21). Hence ψ + iθ form an analytic function. [4]
As a direct consequence one obtains the general solution for the Frank energy
with a finite amount of topological defects in the domain
ψ + iθ =
∑
k
κkLog(z − zk) + Ci (3.25)
with zk = xk + iyk the position of the k-th topological defect with charge κk
and C ∈ R.
By the additive property of the logarithm one can insert the constant Ci in the
logarithm as an effective local rotation.
ψ + iθ =
∑
k
κkLog
(
eick(z − zk)
)
C =
∑
k
κkck (3.26)
The angle ck is proportional to the u0 angle of the k-th topological defect.
Thus the defect orientations of defects in a configuration with only defect fields
amount to an effective additive constant for the complex angle ψ + iθ.
The derivatives of ψ+iθ are then independent of the defect orientations! There-
fore one does not see defect orientation dependence in the Frank energy and the
relaxation dynamics.
The Landau-de-Gennes energy case cannot yet be treated. We do not know
if and how an order parameter will change the properties of a single defect or
multiple defect configurations.
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3.3 Topological defect with order parameter
The nematic director field had the inconvenience that it was not continuous
due to the existence of topological defects. This inconvenience could be solved
with the introduction of the order parameter s. The corresponding energy is
the Landau-de-Gennes energy of (2.7). The minimal energy configurations of
the Landau-de-Gennes energy satsify two conditions:
0 = Ks∆s− 4Ks2|∇θ|2 + C(1− s2)s2
0 = Ks∆θ + 4K∇s · ∇θ (3.27)
For the Frank energy the minimal energy configurations with a topological de-
fect have an infinite energy and the solution is not continuous at the defect
core. The order parameter was introduced to remove these problems as much
as possible.
The minimal energy configurations of system (3.27) can only differ from the min-
imal energy configurations of the Frank energy in the order parameter. There-
fore we impose a constraint given by equation (3.10).
θ(r, φ) = κ(φ+ u0) (3.28)
A direct consequence of this constraint is the fact that the order parameter loses
angular dependence.
s = s(r)
0 =
K
C
[
∆s− s4κ
2
r2
]
+ (1− s2)s (3.29)
Fortunately this equation is already known from lambda-omega systems and
has already been solved for the lengthscale ξ = r
√
C/K and the charge k = 2κ.
Lemma 3.1. Greenberg-Hagan
Let k ∈ Z be given, then the solution of
0 =
∂2s
∂ξ2
+
1
ξ
∂s
∂ξ
+
(
1− k
2
ξ2
− s2
)
s (3.30)
with the boundary conditions
s(ξ) ∼ αξ|k| as ξ → 0
s(ξ)→ 1 as ξ →∞ (3.31)
exists only for a single value α = αc,k, the solution is unique, stable and mono-
tonically increasing for k 6= 0.
The values of αc,|k| for k 6= 0 are determined numerically, while αc,0 is deter-
mined analytically.
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The first 4 values of αc,|k| are equal to
αc,0 = 1
αc,1 = 0.58318940 . . .
αc,2 = 0.15309886 . . .
αc,3 = 0.026185126 . . . (3.32)
[7]
The solutions s of lemma 3.1 have been plotted by [7] and they can be seen in
figure 9.
Figure 9: The order parameter functions s for the different defects. The parameter k is
related to the topological charge κ by k = 2κ. The variable ξ is a renormalization of the
radius r via ξ = r
√
C/K. Image taken from [7].
Next to these solutions one can find another solution of equation (3.30): the
uniform s = 0 solution, which is not a physical solution since it is a trivial
solution without constraining θ.
The single defect solution has no orientational dependence in the order pa-
rameter, while the director field angle does not have a radial dependence. This
separability implies that the Landau-de-Gennes energy for a single defect is de-
coupled in an order parameter energy and a director field angle energy. The
director field angle energy does not dependend on the constant defect orienta-
tion due to equation (3.10).
The multiple defect configuration for the Landau-de-Gennes energy differs from
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the Frank energy case because the additive symmetry of the Laplacian is broken
by the extra terms in the Landau-de-Gennes energy. Consequently the super-
position principle of the Frank energy Green’s functions is not valid for the
Landau-de-Gennes energy case.
The spatial dependence of the order parameter and the director field angle
are coupled. Locally around a defect core one must find the single defect solu-
tion. When another defect core is used as coordinate system origin, then one
obtains an extra angular dependence of the order parameter and an extra radial
dependence of the director field angle. The extra dependence of the director
field angle can be merged into the defect orientation angle u0.
Hence an effective defect orientation field term will enter in the Landau-de-
Gennes energy.
The defect orientation must influence the dynamics except for some special
configurations.
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3.4 Energetics of Frank energy defect pairs
A single defect is a local energy minimizing configuration even though the energy
is infinite. Removing a single defect would coincide with an infinite discontinu-
ous step in the energy, which is equivalent with an instantaneous translation of
the defect to infinity. Such a behaviour is not possible.
A defect pair behaves differently. Suppose we are looking at a perfectly uniform
field with all nematic angles θ equal to A. Then one can view the uniform field
at a point as two defects with opposite charge of magnitude |κ| at the same
locations
θ = A
= |κ|(φ+ u0,+/|2κ|)− |κ|(φ+ u0,+/|2κ|) +A
= |κ|(φ+ u0,+/|2κ|)− |κ|(φ+ u0,−/|2κ|) (3.33)
with u0 angles differing 2A.
Hence the Frank energy allows the annihilation of two oppositely charged de-
fects to a uniform field. Thus one expects two energetic properties: the energy
of opposite charges must decrease with their mutual distance in such a way that
an infinite energy reduction is achieved when they are at the same position,
while equal charges have increasing energy.
It was shown for the Frank energy case that defect solutions given by equa-
tion (3.7) satisfy the superposition principle as written down in equation (3.25).
So we introduce the two defect nematic angle field θ as
θ = θ1(x,x1) + θ2(x,x2)
θj(x,xj) = κj [atan2 (x− xj) + u0,j/|2κj |] (3.34)
with κj the topological charge of defect j and u0,j the u0 angle of defect j. The
energy density is now given as
eF (x) =
K
2
∣∣∣∣∣∣
2∑
j=1
κj
x− xj
|x− xj |2
∣∣∣∣∣∣
2
(3.35)
Direct integration over a finite domain with a small disk of radius a around the
defect cores removed shows three terms: an interaction term, a core term c,j
and a boundary term B(∂Ω). [5]
EF (x1,x2, κ1, κ2) = −2piKκ1κ2 ln
( |x1 − x2|
a
)
+ c,1 + c,2 +B(∂Ω)
c,j = O
(
−piKκ2j lim
r→0
ln |r|
)
(3.36)
One can see that the energy has the expected properties: the energy depends
logarithmically on the mutual distance, opposite charges decrease the energy by
attraction, while equal charges decrease the energy by repulsion and annihilation
will give an infinite energy decrease.
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4 Orientational dynamics of a ±12 defect dipole.
With the introduction of defect orientation we can determine next to the po-
sitional dynamics, the change of the defect core position, which is decomposed
into translational dynamics, attraction/repulsion and rotation of the dipole, a
new type of dynamics: orientational dynamics. Orientational dynamics is the
change of the orientation angle of defects (also known as spin) and the effect this
change has on the positional dynamics. In figure 10 one can see with respect to
the center of charge of a defect dipole how the different types of dynamics can
be visualized.
Figure 10: The ±1/2 dipole dynamics decomposition into spin, rotation, translation and
attraction/repulsion.
Decomposing the dynamics in these four kinds allows for a systematic approach
of understanding dipole dynamics. However these components are not necessar-
ily independent from eachother. Therefore one must expect a coupling between
the different components of the dynamics.
The attraction/repulsion dynamics has already been described extensively since
attraction/repulsion follows naturally from energy considerations as was shown
in equation (3.36).
However defect orientation can significantly change the current views on attrac-
tion/repulsion. We will first show why defect orientation has been ignored in the
dynamics. Then we will show the simulations of defect dynamics that exhibit
defect orientation dependence. Finally some analytical results will be shown for
the defect orientation dependence.
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4.1 Defect dynamics: an introduction
The determination of the Frank and Landau-de-Gennes energy allowed the de-
termination of the minimal energy static configurations. The dynamical be-
haviour of the configurations was not given. We are interested in the dynamical
behaviour that minimizes the energy, the relaxation dynamics.
γ
∂θ
∂t
= −δEF (θ)
δθ
= K∆θ. (4.1)
The stationary solutions of the relaxation dynamics are now the static configu-
rations with minimal energy, which could contain topological defects.
With the introduction of the planar cross product a × b as a1b2 − a2b1 we
can rewrite the relaxation dynamics (4.1) in terms of the nematic director field
n.
γn× ∂n
∂t
= Kn×∆n (4.2)
The relaxation dynamics can be given directly in terms of the planar Q-tensor
since the Landau-de-Gennes energy is already known in terms of the Q-tensor.
However via a detour one can relate n to the two effective components of the
planar Q-tensor. It immediately shows that the relaxation dynamics of the Q-
tensor will give a system of two variables.
First we have the important observation that the traceless and symmetric planar
Q-tensor must satisfy the following property.
Q22 = −Q11 Q21 = Q12 (4.3)
The Q-tensor must describe for s = 1 the same dynamics as the Frank energy
relaxation dynamics. Property (4.3) allows one to restrict to the Q11 and Q12
components. Then definition (2.6) can be used to rewrite (4.2) for the s = 1
case, since the vector ~q = (2Q11, 2Q12) is a unit vector just like n. However one
must correct for the fact that the argument is twice as large, 2θ instead of θ.
2γ~q × ∂~q
∂t
= K~q ×∆~q (4.4)
This identity must hold for all ~q. Consequently the outer product does not
contribute to the relaxation dynamics. Hence the relaxation dynamics give a
system of equations.
The corresponding Frank energy can be obtained from (2.4) with the corrections
for the twice as large argument.
EF =
∫
Ω
K
8
|∇~q|2dA (4.5)
When we reapply property (4.3) and the definition of ~q, we obtain the Frank
energy as a function of the Q-tensor.
EF =
∫
Ω
K
4
|∇Q|2dA
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|∇Q|2 =
∑
a,b,c
∂Qbc
∂xa
∂Qbc
∂xa
(4.6)
Remark that we have taken into account the overcounting due to (4.3).
This Frank energy is twice as small as the Landau-de-Gennes energy ELdG from
equation (2.7) for the s = 1 case. This factor difference is due to a missing extra
factor of 2 from the chain rule.
We have argued that the relaxation dynamics must give a system. Hence the
relaxation dynamics for the components of the Q-tensor is given by
γ
∂Qab
∂t
= −δELdG
δQab
= K∆Qab + C(1− s2)Qab (4.7)
which can be rewritten in a coupled system for s and θ.
γs
∂s
∂t
= Ks∆s− 4Ks2|∇θ|2 + C(1− s2)s2
γs
∂θ
∂t
= Ks∆θ + 4K∇s · ∇θ (4.8)
These equations are examples of lambda-omega equations, which arise in reac-
tion diffusion systems. [1], [7]
Defect dipole dynamics for Frank energy
According to [6] it is common fact that defects with core position x satisfy the
differential equation
ζ
dx
dt
= F (4.9)
with F the total force acting on the defect and ζ a friction constant.
Furthermore the force F is given by
F = −δEF
δx
. (4.10)
For the two defect configuration EF is given by equation (3.36). Then the
mutual distance vector D = x1 − x2 satisfies
2D · ∂D
∂t
= 4piKκ1κ2/ζ (4.11)
The solution is then given by
|D| =
√
4piKκ1κ2(t− t0)/ζ. (4.12)
More precise calculations have shown that the coefficient ζ is not constant but
a function of D. A more complete derivation of the time-dependence of the
interdefect distance D can be found in [3], in which the same square root time
dependence was reobtained for small t− t0.
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4.2 Simulations of defect orientation induced dynamics
Defect orientation was expected to influence the dynamics. We have done a
numerical simulation for different initial conditions to research the dependence
of the dynamics on defect orientation. The numerical simulations did show a
dependence.
Numerical method
Following literature such as [6], we adopted the Q-tensor description of the
nematic director field. The relaxation dynamics given by equation (4.7) must
be implemented by a numerical PDE method for the inhomogeneous diffusion
equation. We implemented a temporal Runge-Kutta 4 (RK4) method with a
separable second order central finite difference method on the Cartesian Lapla-
cian for a square grid on a square domain.
It was assumed that only a single defect could be located in a single grid square.
The defects were located by the nonzero winding number of their grid square,
while defect identification was done by looking at the topological charge and the
existence of another defect in the neighbourhood at the previous time. Defects
at subsequent times were given the same identification number when they had
identical charge and were located in the same neighbourhood (distance at most
two square side lengts). Unidentified defects were assumed to be newly created
defects, while missing defects were assumed to be annihilated.
Initial and boundary conditions
We assume a square domain with sides of length L = 10l, a spatial square grid
with sides of size 10/128 and a timestep of 1/1000τ˜ with τ˜ = γl2/K. The natu-
ral unit of time for the simulation is given in terms of τ = γL2/K. Hence time
is measured in τ˜ = τ/100. The necessary constants are given as γ = 1/, K = 1
and C = 1/2 for  = 0.1.
For a square domain one can impose many different boundary conditions. How-
ever we are interested in the influence of defect orientation, not the influence of
the boundary. Therefore we can simulate two types of manifolds: the infinite
plane or the torus. The infinite plane simulation must use a boundary condi-
tion that minimizes the influence of the boundary. The torus simulation uses
the geometric construction of a torus from a bounded rectangular section of the
Euclidean plane. The infinite plane simulation will use what we call the free
boundary condition, while the torus simulation will use the periodic boundary
condition.
The free boundary condition attaches to the square domain four mirror copies of
the square doman. It quarentees that at the boundary the second order central
difference methods become one-sided first order difference methods. In this way
the boundary only influences the accuracy of the numerical approximation of
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the spatial derivatives without forcing the actual function or its spatial deriva-
tives.
The periodic boundary condition for the square grid naturally creates the torus
since basic topology states that the torus is equivalent to the Cartesian prod-
uct of two circles, which themselves can be identified by a linesegment with a
periodic boundary condition.
The initial conditions must be compatible with the boundary conditions. The
periodic boundary conditions are restrictive on the function itself, while free
boundary conditions are not restrictive. Therefore one can have initial con-
ditions that are compatible with both boundary conditions and one can have
initial conditions that are only compatible with the free boundary conditions.
We have chosen four different types of initial conditions, each is obtained by
transforming a standard configuration. Our standard configuration has s = 1
and the nematic director field ns is composed out of three terms: a background
term nb, a localized −1/2 defect n− and a localized +1/2 defect n+.
ns(x) =
2nb(x) + n−(x,x−) + n+(x,x+)
‖2nb(x) + n−(x,x−) + n+(x,x+)‖2
x˜ =
x+ − x−
‖x+ − x−‖2 ·
(
x− x+ + x−
2
)
y˜ = x− x+ + x−
2
− x˜
φ± = ±1
2
atan2(x− x±)
n+(x,x+) = (− sin(φ+), cos(φ+))e−(x˜−x˜+)2/2−(y˜−y˜+)2/2
n−(x,x−) = (cos(φ−), sin(φ−))sgn (−y˜ + y˜−) e−(x˜−x˜−)2/2−(y˜−y˜−)2/2
nb(x) = (0, 1)
(
1− e−y˜2/25
)
(4.13)
The most researched configuration of defects and their orientation in the litera-
ture have the orientation axes of the defects pointing in eachother direction. In
our standard configuration we have modified this configuration by having the
+1/2 defect pointing with its symmetry axis in the opposite direction, the same
direction as the -1/2 defect. In figure 11 you can see the difference between our
standard configuration and the standard configuration as used in [6] and [10].
Our configuration was chosen because we expected a reorientation of one or
both defects to the configuration of the literature without a significant change
in the position.
The transformation of the standard nematic director field consists out of two
parts, a rotationR(β0) of the director field and an affine transformation T (λ,x,x+,x−)
of the Euclidean space.
R(β0,x) =
(
cos(α(β0,x)) − sin(α(β0,x))
sin(α(β0,x)) cos(α(β0,x))
)
T (λ,x,x+,x−) = λ
(
x− x+ + x−
2
)
(4.14)
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Figure 11: The left figure shows the nematic director field with the defect cores and defect
symmetry axes of our standard configuration. The middle figure shows the nematic director
field of the standard configuration as used in [10]. The right figure shows the nematic director
field of the standard configuration as used in [6]. The color coding in the right picture shows
from blue via yellow to red the order parameter s with values from 0 via 1/2 to 1 respectively.
The local rotation angle α(β0,x) is shown for all the initial conditions and
boundary conditions in figure 12.
Figure 12: For both boundary conditions we have depicted the compatible local rotation
α(β0) of our four chosen initial conditions. The rotation α is spatially only dependend on x,
not on y. The red and blue dots depict the locations of the +1/2 and −1/2 defect cores. The
values of α at the defect positions denote the symmetry axes angle φ0 of these defects. The
local rotation α is locally symmetric around the defect cores for both the first and second
initial conditions.
The periodic condition compatible initial conditions are called defect only rotated
configurations, while the other two initial conditions are called far field rotated
configurations. The odd numbered initial conditions are called single defect
rotated, while the even numbered initial conditions are called both defects rotated.
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Simulations: fixed distance, multiple orientations
The square domain has sides of length 10. Let the square domain be in the
first quadrant of a Cartesian coordinate system with the origin in the lower left
corner of the domain. Then the standard configuration placed the defects on
positions x− = (1.5, 5) and x− = (3.5, 5). These positions were kept fixed, while
the angles φ0 were varied from 0 to pi/3 in steps of pi/27. Hence there were 10
different β0 values tested per initial condition, boundary condition combination.
The difference between periodic boundary conditions and free boundary con-
ditions is absent since the defects are far from the boundary and they are at-
tracted by eachother.
The difference between single defect rotated and both defect rotated can only be
found in magnitude of the effects and duration of the annihilation, which are
both less.
Therefore we will show for both defects rotated for the free boundary condition
the difference between far fields rotated or only defects rotated. Hence only ini-
tial conditions 2 and 4 will be shown for free boundary conditions.
Figure 13: The x-position of both defects are shown in time for different values of φ0 for
the free boundary conditions and both initial conditions 2 and 4. The red lines indicate
the 1/2 defect, while the blue lines indicate the −1/2 defect. The β0 = 0 configuration is
depicted with (-), the β0 = 5pi/27 configuration is depicted with (- -) and the β0 = pi/3
configuration is depicted with (· · · ). Remark that the β0 = 0 choice is identical for both
initial condition choices. Furthermore the short spikes are due to the use of equation (3.17)
for the determination of the position of the defect core within the grid square. These spikes
are created due to the methods high sensitivity on distortions when the defect is close to a
grid square edge.
In the literature, [6] and [10], annihilation of the two defects occurs along the
shortest path between the defects, which is the x-direction in our simulation.
In figure 13 one can see that defect rotation slows down the defect movement
along the x-direction. The slowdown is more prominent with larger values of β0.
However the slowdown is negligible for initial condition 2 while the slowdown is
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substantial for initial condition 4.
In both [6] and [10] one does not see any y-direction movement. This coin-
cides with our β0 = 0 simulations, however with nonzero angle β0 one can see
y-direction movement, as is shown in figure 14. The y-direction movement is
stronger for larger values of β0. Furthermore the difference in y-direction move-
ment between the two types of initial conditions is profound. Initial condition
4 has an 5 times larger y-direction maximal position than in initial condition
2. Furthermore initial condition 4 does not cross the y = 5 axis, while initial
condition 2 does. Moreover the positive and negative 1/2 defect behave sym-
metrically for initial condition 4, while initial condition 2 has a slight asymmetry
with a preference for larger y positions.
Figure 14: The y-position of both defects are shown in time for different values of β0 for
the free boundary conditions and both initial conditions 2 and 4. The red lines indicate
the 1/2 defect, while the blue lines indicate the −1/2 defect. The β0 = 0 configuration is
depicted with (-), the β0 = 5pi/27 configuration is depicted with (- -) and the β0 = pi/3
configuration is depicted with (· · · ). Remark that the β0 = 0 choice is identical for both
initial condition choices. Furthermore the short spikes are due to the use of equation (3.17)
for the determination of the position of the defect core within the grid square. These spikes
are created due to the methods high sensitivity on distortions when the defect is close to a
grid square edge.
We had already expected a reorientation of one or more defects. With the dif-
ference of the symmetry axes angles of the defects and the difference of the u0
angles of the defects we would be able to see how the reorientation would oc-
cur. As one can see in figure 15 are the defect symmetry axes angles reoriented
in both initial condition cases, however initial condition 2 shows reorientation
to almost anti-alignment of the symmetry axes, while initial condition 4 has a
much lower preference for anti-alignment of the symmetry axes.
Remarkably one does not see any change in the u0 angle difference. For both ini-
tial condition cases we see a perfect anti-alignment of the u0 vectors during the
entire simulation. Actually this is can be explained by an interaction between
the far field of the defect dipole and the actual far fields. The far field of the
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defect dipole was introduced as A in equation (3.33) and equals the difference
in the u0 angles of the dipole defects multiplied with their absolute charge |κ|.
The standard configuration has a far field in the y direction. This is exactly the
direction of the defect dipole far field, when the defects are anti-aligned. The
alignment of the dipole far field and the actual far fields must be the minimal
energy configuration since it has the least distortion of the nematic director
field.
Figure 15: The top figures show the symmetry axes angle difference for both initial condi-
tions and all choices of the angle β0, while the bottom figures show the same for the u0 vector
angle difference. The β0 = 0 configuration is depicted with (-), the β0 = 5pi/27 configuration
is depicted with (- -) and the β0 = pi/3 configuration is depicted with (· · · ).
The initial conditions 3 and 4 where chosen in such a way that the left and right
far fields are different. However the far fields of the dipole is exactly in between
the two far fields. Thus each far field imposes an equal but opposite torque on
the dipole, which therefore stays anti-aligned.
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Only for initial condition 1 we see that the dipole far field is different from the
actual far fields. Therefore this initial condition should be the only one that has
a time-dependent u0 difference. In figure 16 you can clearly see that the u− 0
angle difference is time-dependent. We expected that the u0 difference would
converge to the anti-alignment value of ±pi. However that was not the case. We
do not know why the difference converges to values different from ±pi.
Figure 16: This figure shows the u0 angle difference for initial condition 1 for the values
β0 = 0 to β0 = pi/3 in steps of pi/27. The bottom line indicates β0 = 0, the top green one
pi/27 and further down the other values of β0 sequentially with the dark green one representing
β0 = pi/3. THe figure shows that the u0 angle difference is changing with time and converging
to a value not necessarily equal to ±pi contrary to the constant ±pi difference of the other
initial conditions as shown in figure 15.
In figure 15 one can see that the final symmetry angle difference depends on
the initial angle β0. For both initial conditions one can see a decrease in the
final difference value, what effectively means a rotation of the velocity vector.
The limiting value of pi/3 of the final difference angle value for initial condition
4 corresponds to an annihilation along the y-axis. Hence the rotation angle β0
influence the axis along which the two defects annihilate. An example can be
found in figure 17, which shows the time evolution of a two defect configuration.
The relaxation dynamics is governed by the Landau-deGennes energy in such a
way that the Landau-deGennes energy is always decreasing. We have seen that
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Figure 17: For the free boundary condition and initial condition 4 with φ0 = 8pi/27 these
pictures show the evolution of the defects. The defects annihilate at t = 121 s = 85 τ
100
.
the angle β0 of the initial condition matters to the behaviour of the defects.
The Landau-deGennes Energy must then be dependend on the angle β0. This
dependence can be seen in figure 18. One can see clearly that there exists a pe-
riod before defect annihilation in which defect movement allows a fast decrease
in energy. At some point the defect annihilation proces is the most energy de-
creasing proces.
Figure 18: The left and right picture denote again the different initial conditions. The
dependence of the Landau-deGennes energy on β0 is from left (light red and β0 = 0) to the
right (dark red and β0 = pi/3). The coloured dots denote the moment of defect annihilation.
Remark that the minimal energy configuration is not reached at the annihilation. Local direct
field distortions due to the defects and/or far fields are still present. These distortions are
removed in the period after defect annihilation.
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The figure clearly shows that higher β0 angle (and later annihilation time) con-
figurations have higher Landau-deGennes energy. One cannot directly attribute
this higher energy to the defect orientation. We have chosen α to depend on
x direction only. Therefore large parts of the domain have rotated directors.
Hence we have domain energy next to defect orientation energy.
The initial energy decrease seems an exponential decay. However figure 19
shows that the energy decreases logarithmically with time. This fast decrease
can be related to the fast change of the order parameter s due to the singularity
in θ. This fast change of the order parameter influences the u0 angle of the de-
fects due to the slight anisotropy each defect core has in the presence of another
defect. This relation between the fast decrease in energy and the change in the
u0 angle can be seen in figure 19 as well.
Figure 19: This figure shows for both initial conditions 2 and 4 the dependence of the
Landau-deGennes energy and the relative u0 angle difference (change of the u0 angle difference
from the initial value) on time and on β0, which increases from bottom (light red and β0 = 0)
to top (dark red and β0 = pi/3). The figure shows that the logarithmic initial decrease of
the Landau-deGennes energy is related to a small initial rotation of the u0 angle difference,
uniformly in the parameter β0.
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Simulations: fixed orientation, multiple distances
In at least two types of initial conditions (3 and 4) one can see a substantial
influence of the defect orientation on the defect dynamics. However we cannot
immediately attribute all effects to the defect orientation. It is mentioned that
the standard configuration uses localized defects. Essentially a Gaussian win-
dow with variance 1 is placed over the Frank energy defect.
We have researched how the distance between the defects influences the be-
haviour of the dynamics. For this we have modified the standard configuration
by placing the defects at all integer distances between 0 and 10. The defect
orientation was fixed with β0 = 1.
It turns out that the Gaussian window of variance 1 only influences the move-
ment of the defects when the defects are within a distance 1 of eachother or
the boundary. For all the other distances the shapes of the movement in the
x-direction are identical after rescaling and the shapes of the movement in the
y-direction are only stretched in the time-direction after rescaling as you can
see in figure 20.
The defect orientation changes during the entire defect movement. In figure 21
one can see that different distances have different shapes and final angles for the
difference in the symmetry angles. Distance is therefore a significant parameter
in the defect orientation, but much less significant in the defect movement itself.
The distance has no influence in the defect movement except for extending the
time needed for the annihilation, only the defect orientation is directly affected.
The Landau-deGennes energy must therefore have the same time dependence
as figure 18 except for a stretch of the shape in the time direction. This depen-
dence is visible in figure 22. Only the configurations with defects close to the
boundary differ. When the defects cross the boundary, then the director field
inside the boundary behaves like an annihilation has just occurred due to the
absence of one or more defects.
35
Figure 20: The top figures denote the x-position of the defects, while the bottom pictures
denote the y-position of the defects. The left figures have initial condition 4, while the right
figures have initial condition 2. The red lines indicate the 1/2 defect, while the blue lines
indicate the −1/2 defect. Introduce D = |x+ − x−| as the initial distance between the two
defects in the x direction. The D = 1, 3, 5, 7, 9 configurations are depicted with (-),(– –),(- - -
-),(- · -),(· · · ) rspectively.
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Figure 21: These plots show the symmetry axes angle difference for different distances
between the defects for the two types of initial conditions. Introduce D = |x+ − x−| as the
initial distance between the two defects in the x direction. The D = 1, 3, 5, 7, 9 configurations
are depicted with (-),(– –),(- - - -),(- · -),(· · · ) rspectively.
Figure 22: These figures denote the dependence of the Landau-deGennes energy on time
and distance D between the defects. The distances D = 1, 2, . . . , 8 are depicted from left
(dark red) to the right (light red), while the distance D = 9 is shown in grey. The coloured
dots denote the location of the defect annihilation, while the grey squares denote the location
of a boundary crossing by a defect.
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4.3 Analytics of defect orientation induced dynamics
Two important questions must be adressed. How does the defect orientation
influence the dynamics and what are the effects of the s = 1 initial condition in
the simulation? The most prominent effects of defect orientation are a fast initial
defect reorientation, a significant slowdown of the x-direction annihilation for
initial condition 4 and a y-direction component of the defect dynamics. These
three effects will be explained analytically with the help of the energetic influence
of the defect orientation.
Initial effects: order parameter, orientation and energetics
Initial conditions influence the full dynamics, especially when a non-equilibrium
situation is used. In our case the initial order parameter is far from the equi-
librium value with the choice s = 1. The order parameter is expected to return
to the radial single defect state in a very fast time-scale, so fast that the order
parameter must not influence the defect orientation u0.
Our assumption that the order parameter returns to the radial single defect
state is only valid in the limit r → 0 with r the distance to the defect core.
Both the second defect as the background state deform the perfect single defect.
The localization of the defects have incorporated the non-localized defect con-
figuration in their description. By simply increasing the variance of a Gaussian
window to infinity one can make the defects non-localized.
The influence of a Gaussian window localized defect in (D, 0) on another defect
at the origin can approximately be given by
u0 = U0(t) +A exp
(−(x−D)2/R2) (4.15)
where A, R andD are constants, since the y-dependence is negligible for x−D 
y.
One can show that the gradient and Laplacian of u0 are given by
∇u0 =
(
− cos(φ)rˆ + sin(φ)φˆ
) 2(x−D)
R2
A exp
(−(x−D)2/R2)
|∇u0|2 = 4(x−D)
2
R4
A exp
(−(x−D)2/R2)
∆u0 =
[
4(x−D)2 − 2R2
R4
]
A exp
(−(x−D)2/R2) (4.16)
With the assumption r2/D2 = (x2+y2)/D2  1 one can simplify this expression
close to the defect core, the origin of the coordinate systems.
∇u0 =
(
− cos(φ)rˆ + sin(φ)φˆ
) −2D
R2
A exp
(−D2/R2)
+
(
− cos(φ)rˆ + sin(φ)φˆ
) 2x
R2
[
1 +
2D2
R2
]
A exp
(−D2/R2)
+O (x2/D2)
|∇u0|2 = 4D
2
R4
A exp
(−D2/R2)+O(x/D)
38
∆u0 =
[
4D2 − 2R2
R4
]
A exp
(−D2/R2)+O(x/D) (4.17)
The relaxation dynamics given by equation (4.1) can then be rewritten into
∂s
∂t
=
K
γ
∆s− 4K
γ
κ2
r2
s+
C
γ
(1− s2)s
+8
Ksgn(κ)
γ
D
R2
exp(−D2/R2)A y
r2
s
−8Ksgn(κ)
γ
[
1
R2
+
2D2
R4
]
exp(−D2/R2)Axy
r2
s
−4 K
γκ2
D2
R4
exp
(−D2/R2)As+O ( r
D
s
)
∂u0
∂t
=
K
γ
∆u0 +
4K
γs
∇s ·
[
2|κ|κ
r
φˆ+∇u0
]
(4.18)
This system must satisfy the initial condition s(t = 0) = 1. Furthermore we
expect the order parameter to converge to the |k| = |2κ| = 1 solution for lemma
3.1 in the limit t → ∞ for r ↓ 0. This solution is denoted by F(r) and is
asymptotically equal to αc,1r for r → 0
Hence we expect
s = F (t, r) +G(t, x, y)
F (t, r) = F(H(t)r) (4.19)
with G an anisotropy term and boundary conditions
H(0) = 1/a lim
t→∞H(t) = 1
G(0, x, y) = 0 lim
t→∞G(t, x, y) = O(r) as r → 0. (4.20)
where a denotes the initial defect core radius, which in our simulation is smaller
than the side length of a grid square.
Inserting assumption (4.19) into system (4.18) yields 3 differential equations
r
∂F(H(t)r)
∂H(t)r
∂H(t)
∂t
=
C
γ
(
1− 4 K
Cκ2
D2
R4
exp
(−D2/R2)A− F 2)F
+
K
γ
∆F − K
γ
4κ2
r2
F
∂G
∂t
=
K
γ
∆G− K
γ
4κ2
r2
G+
C
γ
(
1−G2)G
+8
Ksgn(κ)
γ
D
R2
exp(−D2/R2)A y
r2
(F +G)
−4 K
γκ2
D2
R4
exp
(−D2/R2)AG+O ( x
D
s
)
∂U0
∂t
=
K
γ
[
4D2 − 2R2
R4
]
exp
(−D2/R2)A+ J(t) (4.21)
with
J(t) =
K
γ
8D
R2
exp
(−D2/R2)A∂F
∂r
x
r
+
4K
γ
∇G ·
[
2|κ|κ
r
φˆ+∇u0
]
. (4.22)
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Remark that J(t) denote the only time dependent, not spatial dependent part
of the constraint (4.22) that can influence the defect orientation.
The solutions for H, G, U0 and J are given by
H(t)2 ≈
exp
(
2Cγ (1− b)t
)
exp
(
2Cγ (1− b)t
)
+ a2 − 1
b = 4
K
Cκ2
D2
R4
exp
(−D2/R2)A
G = −4 sgn(κ)AD
R2
exp(−D2/R2)F (t, r)y +O(r3) +O
(
K
C
)
U0 = u˜0 +
K
γ
[
4D2 − 2R2
R4
]
exp
(−D2/R2)A t+O(J t)
J = O
(
K
γ
A
D3
R4
exp(−2D2/R2) r
D
H(t)
)
(4.23)
where we have used F(r)  1, r ∂F(H(t)r)∂H(t)r = F(H(t)r)/H(t) for r 
√
K/C
and D  R.
The above solutions are valid for t = O ( γC ) = O (Kγ ), since we have assumed D
to be constant in time, which is not true for long timescales due to the existence
of an annihilation.
From (4.19) and lemma (3.1) we know that the order parameter is given by
s = F (t, r) = F(H(t)r) ∼ αc,1H(t)r.
The Landau-deGennes energy density eLdG part for the order parameter, given
by equation (2.7), is then equal to α2c,1H(t)2. With equation (4.23) we obtain
the density
eLdG,s = α
2
c,1H(t)
2
= α2c,1
1
1− (1− a2) exp
(
−2Cγ (1− b)t
) (4.24)
The solutions are valid in a core of radius 1/H(t), outside this region s = 1 is
approximately valid.
Hence the Landau-deGennes energy is equal to
ELdG,s = piα
2
c,1. (4.25)
Thus the defect core order parameter itself plays no part in the decreasing
Landau-deGennes energy. The defect orientation could play a part, but we do
not know how the defect orientation influences the Landau-deGennes energy.
However equation (2.7) shows that an increasing radius of the non-unity order
parameter would mean a substantial decrease of the energy.
ELdG,θ =
∫
Ω
s2|∇θ|2dx
=
∫
Ω
F (t, r)2
κ2
r2
dx
≈ piα2c,1κ2 +
∫
Ω−core
κ2
r2
dx
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≈ piα2c,1κ2 + 2pi log |BH(t)|
= piα2c,1κ
2 + pi log
∣∣∣∣∣∣ B
2
1− (1− a2) exp
(
−2Cγ (1− b)t
)
∣∣∣∣∣∣
≈ piα2c,1κ2 + pi log
∣∣∣∣∣∣ B
2
1− (1− a2)
(
1− 2Cγ (1− b)t
)
∣∣∣∣∣∣
= Einit − pi log
∣∣∣∣1 + 2C(1− a2)γa2 (1− b)t
∣∣∣∣
≈ Einit − pi log
∣∣∣∣2C(1− a2)γa2 (1− b)t
∣∣∣∣ (4.26)
Remark that B denotes the radius of the largest circle within domain Ω and
that this relation only holds for γC a
2 < t < T = O ( γC ) = O (Kγ ) = O(). This
is the logarithmic relation and time-scale of figure 19.
Defect orientation energy and y-direction dynamics
In chapter 3 we showed that the orientation of perfect defects did not influence
the Frank energy and that only the interdefect distance was the defining factor.
For the Landau-deGennes energy the order parameter influences the energy sig-
nificantly. We even showed in equation (4.26) that the initial decrease of the
Landau-deGennes energy was entirely due to an increase in the core region,
which was defined as the region where the order parameter was far from 1.
The order parameter would rapidly go to a steady state, given by lemma 3.1,
where s ≈ 1 holds for the entire domain except at the core regions. Thus the
Frank energy description is approximately valid in this steady state of the order
parameter.
Our previous calculations of the Frank energy used a perfect defect solution.
However in the simulations we have localized the defect by imposing a Gaussian
window. This way we could introduce a far field separate from the far field of
the defect dipole and we could see more clearly to what extent defect orienta-
tion would influence dynamics, when the defects had almost no interaction with
eachother.
Introduce the a localized defect angle θ as θj = GjΦj with a perfect defect
angle Φj and localization window Gj . We assume Φj is equal to θj in equation
(3.34) with κj , xj and u0,j the charge, core position and orientation of defect j
respectively. Let a far field f be given. Then the Frank energy density is equal
to
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2K
eF =
∣∣∣∣∣∣∇
f +∑
j
θj
∣∣∣∣∣∣
2
= |∇f |2 +
∑
j
G2j |∇Φj |2 + Φ2j |∇Gj |2 + 2GjΦj∇Φj · ∇Gj + 2Gj∇Φj · ∇f
+2Φj∇Gj · ∇f +
∑
l<j
2GjGl∇Φj · ∇Φl + 2GjΦl∇Φj · ∇Gl
+2ΦjGl∇Gj · ∇Φl + 2ΦjΦl∇Gj · ∇Gl (4.27)
Not all terms will depend on the defect orientation u0,j . The ∇Φj terms will
lose the dependence on u0,j . Hence we can introduce the defect orientation
dependend part of the Landau-deGennes energy density, where we will use the
identity Φj = κj(φj + u0,j/|2κj |).
2
K
eLdG,u = κj
∑
j
sgn(κj)u0,j
(
φj +
u0,j
4|κj |
)
|∇Gj |2 + sgn(κj)Gju0,j∇φj · ∇Gj
+
u0,j
|κj |∇Gj · ∇f + sgn(κl)
∑
l<j
Gju0,l∇φj · ∇Gl + u0,jGl |κl||κj |∇Gj · ∇φl
+
(
u0,ju0,l
2|κj | + φju0,l + φlu0,j
|κl|
|κj |
)
∇Gj · ∇Gl (4.28)
The following symmetry properties hold for the different terms
Gj := G(r
2
j )
∇Gj = 2rj ∂G
∂r2j
rˆj = −2 rj
L2
G(r2j )rˆj
φj ∼ y − yj
∇φj = 1
rj
φˆj (4.29)
when we assume a Gaussian window G with variance L2. Hence some terms
vanish in the Landau-deGennes energy due to symmetry during integration.
2
K
eLdG,u =
∑
j
∑
l<j
2GjGl
u0,ju0,lr
2
j r
2
l /L
2rˆj · rˆl − u0,l|κj |r2l φˆj · rˆl − u0,j |κl|r2j φˆl · rˆj
sgn(κjκl)rjrlL2
+
∑
j
u20,j
r2j
L4
G2j − 2sgn(κj)u0,j
rj
L2
Gj
∂f
∂rj
(4.30)
For only two defects with opposite charges κ = κ1 = −κ2 one obtains the
Landau-deGennes energy
ELdG,u =
K
4
(
u20,1 + u
2
0,2
)
+
∫
Ω
KG1G2
u0,1u0,2r
2
1r
2
2/L
2rˆ1 · rˆ2 − u0,1|κ2|r21φˆ2 · rˆ1 − u0,2|κ1|r22φˆ1 · rˆ2
sgn(κ1κ2)|r1r2L2 dx
−
∫
Ω
2sgn(κ1)u0,1
r1
L2
G1
∂f
∂r1
+ 2sgn(κ2)u0,2
r2
L2
G2
∂f
∂r2
dx (4.31)
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This energy shows that there exists an interaction between defect orientation
and the far field. Furthermore the factor sgn(κ1κ2)G1G2u0,1u0,2 implies that the
energy decreases with decreasing distance |x1 − x2| and increasing orientation
angles. The far field interaction is anisotropic in the sense that the far field
derivative must have a preference for a direction. Depending on the signs of the
charges and the angles this direction implies that the defect position either has
a preference for this direction or the orthogonal direction. This could be the
source of the y-direction movement of the defects.
Annihilation slowdown
Figure 13 showed that the annihilation slows down with increasing β0 and that
this effect is most significant for far field rotation.
The different configurations are created by a local nematic rotation of a standard
configuration. This rotation is difficult to implement in the Q tensor formal-
ism. However by changing the nematic angle field θ into a nematic phase field
exp(iθ) one can obtain an easier way of implementing the local nematic rotation.
Introduce the complex nematic field P as
P = 2Q11 + 2iQ12 = s cos(2θ) + is sin(2θ) = se
2iθ (4.32)
then the following standard properties from complex analysis [4] hold
P = se−2iθ PP = s2
δ
δP (x)
=
1
2
[
δ
δQ11(x)
− i δ
δQ12(x)
]
δP (y)
δP (x)
= 0 =
δP (y)
δP (x)
δ
δP (x)
=
1
2
[
δ
δQ11(x)
+ i
δ
δQ12(x)
]
δP (y)
δP (x)
= δ(y − x) = δP (y)
δP (x)
(4.33)
where δ(y − x) denotes the planar Dirac delta function.
Remark that the factors 1/2 becomes 1/4 when Q21 and Q22 are independent
of Q11 and Q12. Due to property (4.3) and the linearity in Qab of the relaxation
dynamics given by (4.7) we have to account for double counting. Therefore the
factor is made twice as large as expected from the independent case.
Now it is straightforward to show the complex nematic field version of the
relaxation dynamics given by (4.7).
γ
4
∂P
∂t
= −1
2
δELdG
δQ11
− i
2
δELdG
δQ12
=
K
4
∆P +
C
4
(
1− PP )P
= −δELdG
δP
(4.34)
The Landau-de-Gennes energy after partial integration is then given by
ELdG =
∫
Ω
K
4
∇P · ∇P + C
8
PP
(
PP − 2) dA (4.35)
what coincides with directly transforming the Landau-de-Gennes energy given
by (2.7) and account for the double counting of Q11 and Q12 due to property
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(4.3). Furthermore the relaxation dynamics for s and θ, given by system (4.8),
can be obtained as the real and imaginary parts of equation (4.34) multiplied
with 4P .
γP
∂P
∂t
= KP∆P + C
(
1− PP )PP (4.36)
This equation without the factor P is famously known as the Real Ginzburg-
Landau equation for a complex phase field. [1]
The Landau-de-Gennes energy and the relaxation dynamics do not admit the
same set of invariant transformations! For the energy we have two invariant
transformations
P ↔ P
P ↔ eiαP with α ∈ [0, pi) (4.37)
while the relaxation dynamics only has the second invariant transformation.
These transformations are local in the sense that the transformation should be
applied for all positions to the local director at a position. The transforma-
tions are global in the sense that the transformation itself is independent of
the position of the nematic director. The first transformation is equivalent to
a simultaneous mirroring of the nematic vectors in their x-axis. The second
transformation is equivalent to a simultaneous rotation of the nematic vectors
with the angle α.
The first transformation states that the mirror operation of figure 5 does not
change the energy. The transformation is therefore an equivalence relation on
the nematic director states. Equation (4.8) shows that the P and P have iden-
tical evolutions. However for the eye the dynamics will be completely different.
We have implemented different initial configurations by transforming a stan-
dard configuration with a non-invariant transformation. The transformation is
therefore local in position. Furthermore the rotation could be dependend on
time. Therefore one can ask how the relaxation dynamics changes when one im-
poses a rotation α(t,x). This is best shown by creating a factor λ = exp(iα) and
apply the transformation P → λP . In the relaxation dynamics both the Lapla-
cian and the time-derivative are affected by the rotation by creating additional
terms.
γPP
∂Log(λ)
∂t
+ γP
∂P
∂t
= KP∆P + CPP (1− PP )
+KPP
1
λ
∆λ+KP∇P · ∇Log(λ) (4.38)
Suppose P already satisfies (4.8), then one obtains the dynamics of λ = exp(iα)
with P as the driving force
λ′ = ∆λ+∇Log(P ) · ∇λ (4.39)
where we have used λ′ = γK
∂λ
∂t .
This differential equation is a special form of the convection-diffusion equation or
the Fokker-Planck equation. This differential equation can be interpreted as the
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transport of a dye λ due to a flow ∇Log(P ) while being subjected to diffusion.
The defect solution P behaves in such a way that two defects approach eachother
on the shortest path. The biggest change that can occur is the 90 degree rotation
of a nematic director. This type of change occurs in the direction orthogonal
to the aproach direction. Hence λ feels a change in the y direction when the
defects of P annihilate along the x direction. The magnitude of the change of λ
in the y direction is dependend on the local region surrounding the point, since
∇λ plays a part. Thus the y direction effect is most prominent when the initial
values of λ have the smallest derivative initial condition: the far field situations.
Due to the y-direction movement one will see a slowdown in the x-direction due
to the relative larger distance between the defects than for the β0 = 0 situation,
described by P .
A mathematical justification of this explanation of the y-direction movement
and the x direction slowdown as an extra effect of the y-direction movement has
not been researched.
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5 Conclusion
We have shown that defect orientation can be introduced on analytical grounds
as either an angle φ0 which indicates the direction of the symmetry axes or as an
angle u0 which indicates the direction of the symmetry axis of the corresponding
positive 1/2 defect. These angles are related by equation (3.10). The angle u0
can be calculated numerically via two methods, the divergence of the Q-tensor
or a perfect defect fit.
Numerical simulations show that defect orientation changes in time (Figure 15)
and the defect orientation influences both x and y direction movement (Figures
13 and 14). The y-direction movement was not seen in [6] and [10].
Mathematically a fast energy decrease could be explained by the fast change
of the order parameter to the stationary configuration. Furthermore a defect
orientation dependence of the Frank-energy could be explained with the local-
ization of the defects. Moreover this dependence showed the existence of an
interaction between defect orientation and the far field. Finally the defect po-
sitions and their mutual distance have a dependence on the defect orientations
due to the existence of an energy term of a defect orientation interaction between
both defect.
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