Key ideas of interval analysis and constraint propagation are presented and applied to two problems frequently encountered in control. The first one is the guaranteed characterization of the set of all parameter vectors that are consistent with experimental data up to bounds on the acceptable errors. The second one is the guaranteed characterization of the set of all PI controllers robustly stabilizing a set of models that may have been obtained as the solution to the first problem.
Introduction
The aim of this paper is to explain how internal constraint propagation (ICP) can be used to solve glob ally and reliably some difficult nonlinear problems of automatic control. ICP, first presented independently by Cleary [I] and Davis [2] , combines internal computation [3] and constraint propagation 141. The result-~. .ing algorithms are very easy to understand and implement, and lead to guaranteed results even when the functions involved are nonlinear, although only numerical computations are used. Moreover, these algorithms may be very efficient in high dimensions as bisection is avoided whenever possible. Interval constraint propagation will be briefly recalled in Section 2. Its application to bounded-error estimation will be illustrated on a simple example in Section 3. A branch-and-bound algorithm to compute the projection of a set defined by inequalities is given in Section 4. This algorithm will then be used in Section 5, to characterize the set of all PI controllers that robustly stabilize a system, the uncertainty of which may have been characterized by bounded-error estimation as suggest,ed in Section 3.
~ 2 Interval constraint propagation
To understand the basic idea of interval constraint propagation, consider three variables x, y and z and assume that they belong to some prior feasible do- [4, 6] and
since y = z -z and y E [3, 8] then y E [3, 8] 
Any consrraint for which such a projection procedure is available will he called a primitive constraint. Step 1 stores the initial domains for the xis for a later evaluation of the contractions performed at Step 2. At
Step 2, all constraints are projected in order to contract the current domains. At
Step 3, the algorithm recursively calls itself if the contractions are still deemed significant, with E a positive stopping parameter to be tuned by the user.
T h e o r e m The set of all boxes of R" will be denoted by IR". The If ICP is applied to this set of constraints, the prior domains will be contracted. A possible contractor for 9 is thus the following procedure.
This approach can be applied to a vast class of sets defined by nonlinear inequalities. If t,hese inequalities are he linked by Boolean operators, min and maz constraint.s can be used to obtain expressions t.hat are free of such operators. For instance, the complementary set 79 of 9 is given by 
is satisfied whenever Step 2 is reached. When PROJECT terminates L is empty and thus (3) is satisfied. OUT-SIDE, called at Step 4 and given in Table 3 , is a contractor for the set S to be projected. INSIDE, called at
Step 6 and given in Table 4 In Table 3 , L is a last-in-first-out list of non-overlapping boxes of R"' x JR"p and, in 
where -is the negation operator.
The algorithm PROJECT of Section 4 makes it possible to bracket the set
between the unions of boxes S ; and S : as s,-c 9, c s:. that ensure robust stability (in white), and uncertainty layer (in light grey)
