ABSTRACT Due to their location, malignant brain tumors are one of humanity's greatest killers, among these tumors, gliomas are the most common. The early detection of gliomas can contribute to the design of proper treatment schemes and, thus, improve the survival rate of patients. However, it is a challenging task to detect the gliomas within the complex structure of the brain. The conventional artificial diagnosis is timeconsuming and relies on the clinical experience of radiologists. To detect gliomas more efficiently, this paper proposes a noninvasive automatic diagnosis system for gliomas based on the machine learning methods. First, image standardization, including size normalization and background removal, is applied to produce standard images; then, the modified dynamic histogram equalization is implemented to enhance the low-contrast standard brain images, and skull removal based on outlier detection is presented. Furthermore, hybrid features, including gray-level co-occurrence matrix, pyramid histogram of the oriented gradient, modified completed local binary pattern, and intensity-based features are extracted together from the enhanced images, and their dimensions are reduced by principal component analysis. Kernel support vector machine (KSVM) combined with the particle swarm optimization is eventually adopted to train classifiers; in this paper, brain magnetic resonance imaging images are labeled with normal, glioma, and other. The experimental results show that the accuracy, sensitivity, and specificity of the proposed method can reach 98.36%, 99.17%, and 97.83%, respectively, which indicates that the proposed method performs better than many current systems.
I. INTRODUCTION
Malignant brain tumors result from the uncontrollable growth of brain cells [1] , [2] . Cancer cells grow fast and spread to their surrounding tissues rapidly, and the existence of malignant brain tumors can lead to a rise in encephalic pressure, which can destroy normal tissues and thus lead to death. Gliomas are one of the most prevalent types of malignant brain tumors, accounting for almost 40% of central nervous system tumors [3] . Although gliomas are usually involved in stubborn and deadly diseases, the early detection of gliomas is conducive to designing proper treatment schemes and thus improving the survival time of patients [4] . However, it is challenging to detect gliomas at an early stage using brain medical images, as the structure of the brain is complicated, and gliomas can be confused with nervous headaches. The conventional artificial methods for the diagnosis of gliomas always exhibits low accuracy and efficiency, as the radiologists have to bury themselves into large amount of reading works each day, which is time-consuming and can result in exhaustion and misdiagnosis [5] . In addition, the ultimate results of conventional methods rely mostly on the biopsy, which is an invasive technique and may cause pain and damage to patients [5] , [6] . To reduce the labor requirements and improve the survival time of patients, it is essential to adopt an automatic system.
In recent years, accompanied by the development of machine learning methods and image processing techniques, automatic brain tumor detection has gradually become a topic of interest, and some methods have been presented in recent years. In 2010, Ehab F. Bardan proposed a method of classifying primary and secondary brain tumors. Ostu's method was first implemented for the segmentation of original brain MRI images, afterwards, LOG-Lindeberg features were extracted, and two 3-layer back propagation neural networks were ultimately trained for classification [7] . In 2013, an automatic system for brain tumor detection was proposed by Jainy Sachdeva. First, 856 regions of interest (ROIs) from 428 T1-weighted brain images were extracted by content-based active contour (CBAC), afterwards, texture, intensity-based features and rotation-invariant local binary pattern (LBP) features were then selected from the ROIs in each brain images. Moreover, PCA was applied for dimension reduction, an artificial neural network was finally implemented to classify the ROIs into 6 categories and the accuracy reached 91% on average [8] . In 2014, Soodeh proposed an automatic brain tumor detection method based on GLCM features. Brain tumor images were first filtered by a medium filter, texture features were then extracted from each image by GLCM, a genetic algorithm was adopted for feature selection and the BP neural network was applied to classify the medical images into 2 categories: normal and abnormal. The result showed that the accuracy of this method was 92.3% [9] .
Although these methods have excellent performance, there are still some defects. First, filters were introduced in these methods, however, as the experiment in this paper shows, the introduction of filters may lead to poor classifier performance. Second, there is little pretreatment of brain images in the methods above, however, background signals can reduce the performance of the classifiers. In addition, the process of classification is disturbed heavily by the skull. Furthermore, the application of single features may result in underfitting since sufficient information cannot be provided. To avoid underfitting, hybrid features are extracted in this paper. Last but not the least, artificial neural networks (ANNs) are based on the use of big data, however, the samples for the methods above are small, which may lead to the poor performance of classifiers.
To overcome the deficiencies of existing systems, a new scheme is proposed in this paper. In this system, images are classified into three categories, including normal, glioma and other so that gliomas can be detected from a large number of cases. To increase accuracy, no filters are introduced and background removal and skull removal are applied. Further, modified CLBP is presented in this paper and combined with GLCM, PHOG and intensity-based features to build up hybrid features. And PSO is combined with multiclass kernel support vector machine (KSVM) to train the classifiers, since KSVM is more suitable for small samples and PSO can contribute to finding the optimal parameters of KSVM.
II. PROPOSED METHODS
As Fig. 1 shows, the background of brain images is first removed. Moreover, all of the segmented brain images are reshaped to the standard size of 256 * 256, which is followed by the process of modified dynamic histogram equalization and skull removal based on outlier detection. Afterwards, hybrid features, including modified CLBP, GLCM, PHOG and intensity-based features are extracted to generate feature vectors. Ultimately, multiclass KSVM is combined with PSO to build up classifiers, and cross-validation is applied to verify the performance of the proposed system.
A. IMAGE STANDARDIZATION
MRI is one of the most frequently used medical imaging techniques for brain tumor diagnosis [10] , and it can provide the fine details of the anatomic structure of brains [11] . First, as the diagnosis of gliomas just concerns the brain, the background of these T2-weighted MRI images is not useful, possibly leading to additional computation complexity. Since the pixels in the background of these brain images have low gray levels, the background can be removed by a threshold. However, as Fig. 2 shows, since the conditions of brain images are different, the optimal threshold for each image is distinct, which indicates that it is unpractical to select a global threshold manually. With the purpose of finding the optimal threshold for each image automatically, adaptive thresholding (AT) is adopted to remove the background completely. As Fig. 3 shows, the first step is selecting the mean of maximum and minimum intensities as the threshold, dividing the pixels in images into foreground and background, and compute the corresponding average gray levels H0 and H1. The second step is updating the threshold with (H0 + H1)/2. The above steps are repeated until the threshold hardly changes [12] . The output of background removal is described in Fig. 3 .
Further, in the proposed system, image standardization is necessary as there is wide variance in the size of the original images, which is detrimental to the subsequent steps. As a result, all the brain images are reshaped to the standard size of 256 * 256. 
B. IMAGE ENHANCEMENT
As Fig. 5(a) shows, the original images have low contrast, which can result in the poor performance of classifiers, therefore, the application of image enhancement techniques is necessary. Generally, filters have been adopted in most systems before enhancement as noise may be introduced to the brain images during image acquisition and delivery [12] . However, the experiment result indicates that the application of filters can damage the performance of classifiers in this task. The reason for this damage is that the magnetic resonance images are of high quality and the introduction of a filter can lead to the loss of the images' fine details. Histogram equalization (HE) is one of the most typical contrast enhancement techniques. The main idea behind HE is to map the gray levels with a narrow range to the gray levels with a wide range [13] . However, HE is not suitable for images with a large difference between background and foreground, as Fig. 5(b) shows, the brain images after HE are bright on the whole. Dynamic HE (DHE), which was proposed in 2007, is adopted in this system. The main idea of DHE is to divide the histogram of original images into several sub-histograms. The gray level range is first allocated to sub-histograms, and HE is then applied to each sub-histogram [14] . However, as Fig. 5(c) shows, the brain regions are so bright after the original DHE, to ensure the high image quality, a modifying factor, c, is introduced to DHE with the aim of modifying the gray level range of each sub-histogram. The main procedures of the modified DHE are described as the following:
Step 1: Acquire a histogram of original images and divide it into several sub-histograms according to the local minimum, as Fig. 4 shows [14] , [15] . Step 2: Calculate the mean and standard deviation in each sub-histogram, sub(i)_mean and sub(i)_std. If the pixels with the gray levels in the range of [sub(i)_mean-sub(i)_std, sub(i)_mean + sub(i)_std] occupy fewer than 68.3% of the total pixels, further divide the sub-histogram according to point1(i) and point2(i), point1(i) stands for sub(i)_mean-sub(i)_std and point2(i) denotes sub(i)_mean+sub(i)_std.
Step 3: Allocate gray level range to each sub-histogram as equation (1), where range j , CF j and m j are the gray level range, cumulative probability distribution and local minimum of the j-th sub-histogram, respectively, and n is a constant. The gray level range of the j-th histogram can be described as (start(j), end(j)), among which end(j) = start(j) + range j , start(j + 1) = end(j) and start(1) = min(c1) − c. In addition, the term min(c1) denotes the minimum gray level of the first histogram and c is a modifying factor that is set to 100 in this system.
Step 4: Apply HE to each sub-histogram. The gray levels from the j-th histogram are mapped to the range of (start(j), end(j)). The output of the DHE with a modifying factor is described in Fig. 5 (d). In addition, classification can be disturbed heavily by skull as the gray level distribution of skull is similar to that of the tumor. To ensure the excellent performance, a novel method for skull removal is proposed. Since the background has been removed completely, the outliers at the image boundary are the elements of skull, which can be automatically selected as a seed to realize skull removal with region growth. The procedures of skull removal are described as the following.
Step 1: Go through the four columns at the left and right of the images and the four lines on the top and bottom.
Step 2: Set a threshold and find the first outliers in the left, right, top and bottom of the image that have gray levels greater than the threshold. VOLUME 7, 2019 FIGURE 6. The process of skull removal based on outliers detection at image boundary.
Step 3: Treat the 4 outliers in four directions as the seed and remove the skull with region growth.
The ultimate result after skull removal is indicated in Fig. 6 , which suggests this method performs excellently.
C. FEATURE EXTRACTION AND SELECTION
Feature extraction is the key step in this task. It refers to the extraction of features that can reflect the characteristics of images. In the proposed system, intensity-based features, including local intensity features, global intensity-features, and LOG features, GLCM, PHOG and modified CLBP descriptors are extracted.
GLCM texture is a typical texture feature that is mainly derived by finding the frequency of the occurrence of pixels with intensity i and pixels with intensity j in a certain kind of spatial relationship [16] . This method considers the spatial relationship among the pixels in images [17] . When P is assumed to be the GLCM and P(i, j) is the elements of this matrix, the physical meaning of P(i, j) is the occurrence frequency of a pixel with gray level i having a distance d and direction k to a pixel with gray level j. Moreover, the number of the rows and columns in the GLCM is equal to the number of gray levels in the brain images. GLCM features are acquired from the GLCM, generally, there are five typical GLCM texture features, and their definitions are as follows [6] , [15] , [16] , [18] :
Entropy: Measurement of the confusion degree; it's a commonly used feature in many research fields such as decision tree and wavelet transformation.
Contrast: Measurement of the clarity of images and the distribution of the gray levels in images.
Correlation: Measurement of the correlation of the gray levels in the vertical and horizontal directions.
Energy: Sum of the squares of the elements in GLCM, it is a measurement of the texture thickness.
Intensity-based features are statistics related to the gray levels in input images, which can be acquired from the histograms. Generally, intensity features can be divided into two categories: local and global intensity-based features. Global intensity-based features are extracted from the whole image, while local intensity-based features are extracted from the local areas of the image. The global intensity-based features are applied to describe the brain images globally, however, global intensity-based features ignore the local characteristics in images, which means the global intensity-based features of two different images may be similar. To overcome the defects of global intensity features, local features are also implemented, the main idea is to divide the input images into several parts and extract intensity features from each part. In the proposed system, intensity features are extracted before contrast enhancement, as the original distribution of gray levels can provide additional useful information. As Fig. 7 shows, the brain image is segmented into four cells of the same size, and the distributions in the histograms of normal regions and abnormal regions looks distinct because more pixels have high gray levels in abnormal brain regions than in normal brain regions, which indicates that the extraction of local features are of great significance. In addition, the local intensity-based features can reflect the positions of abnormal areas in some way [19] .
In this paper, global and local intensity-based features are extracted together, since global features can reflect the overall statistical characteristics and local features can contribute to finding the abnormal area. Assuming that f(i,j) denotes the gray level of the pixel at the position (i,j) and n stands for the number of pixels, generally, there are some frequently used intensity features [17] , [19] :
Mean: The average intensity value in the input image.
Variance: The measurement of the dispersion degree of the intensities in the image.
Crest value: The maximum intensity in the image, it is a useful feature because tumors are brighter than the normal tissues in T2-weighted images.
Skewness: A parameter that reflects the asymmetry in the histogram of the image.
Mode: The gray level with the most frequent occurrences, it is a measurement of the gray level distribution.
Moreover, the LOG feature, which is an intensity feature in essence, is selected in this paper. In fact, LOG features are the intensity-based features from the output image after a LOG filter is applied. The LOG filter is based on a Gaussian function and the Laplacian operator. The Gaussian function is defined by equation (10), where δ stands for the standard deviation, and x and y can be replaced by i and j, respectively, which denote the positions of pixels [20] . The Laplacian operator is represented by equation (11), and the LOG filter is described by equation (12) [20] , while filter(i,j) denotes the value in the filter at the position (i,j) [16] . Further, the intensity-based features are extracted from the output images, and the output image is defined by equation (13), where f means the input image, g denotes the output image, filter represents the LOG filter and * stands for the operation of convolution.
PHOG is a useful tool to describe the local shape and spatial layout of images. It was proposed by Anna Bosch in 2007 [21] , and the main idea behind PHOG is acquiring the histogram of oriented gradients (HOG) vectors of images with different resolutions and concatenating all the histogram of oriented gradients (HOG) vectors to form the PHOG vector [21] , [22] .
CLBP was proposed to overcome the drawbacks of original LBP as the original LBP ignores the magnitude component of local differences [23] . As Fig. 8 shows, the LBP descriptor is acquired by comparing the gray levels of the central pixel and the neighborhood pixels to generate an 8-bit binary number [24] . To some extent, the original LBP descriptors can indicate the local texture of images, however, this method just concerns the size relationship among the gray levels of pixels and ignores the magnitude component of local differences. To acquire additional information relevant to the local texture, CLBP is introduced in the proposed system. As is described in Fig. 9 , local differences are first calculated and then decomposed into their magnitudes and signs. Further, CLBP_M and CLBP_S can be calculated on the basis of magnitude and sign of local differences respectively, while CLBP_C is acquired from the center pixel as equation (14) shows [23] , [25] . The term s(.) stands for the sign function, m denotes the number of neighborhood pixels, g c means the gray level of the center pixel, g j is the gray level of the j-th neighborhood pixels, g k represents the mean gray level of center pixels, and g h is the mean magnitude of local differences. To some extent, CLBP_M reflects the distribution of the magnitude component of local differences, however, this method just concerns the size relationship between the magnitude component of local differences and the mean value. To extract more information, a modified CLBP descriptor is proposed in this paper. Assume p(i1, j1) and p(i2, j2) stand for the gray levels of two different pixels in a uint8 image, as equation (15) shows, the magnitude component is limited to the range of [0, 255].
In the modified CLBP, CLBP_M is replaced by a new descriptor, HLD_M (the histogram of the magnitude components of local differences), which is acquired with the following procedures.
Step 1: Divide the input image into 16 cells with the size 64 * 64 and calculate the magnitude component of local differences between the gray levels of each pixel and its neighboring pixels.
Step 2: Acquire the histogram of local differences in each cell, 8 bins are assigned to the histogram to avoid overfitting.
Step 3: Concatenate the histograms in each cell to build up a 108-dimensional vector. The modified CLBP is described in Fig. 10 . Eventually, combine the intensity-based features, GLCM, PHOG and the modified CLBP features to build an 810-dimensional feature vector. In general, a feature vector with too high dimension may lead to over-fitting, as a result, it is essential to introduce dimension reduction technique. In this paper, principal component analysis (PCA) is adopted [26] .
D. CLASSIFICATION
Classification is regarded as the most critical step in this task and it means labeling the images to be identified. In this system, brain MRI images are classified into 3 categories: normal, glioma and other, which means separating the images with gliomas from normal brain images and the brain images with other kinds of brain tumors. With its excellent generalization ability, support vector machine (SVM) is adopted for classification. SVM is a typical kind of machine learning algorithm based on statistical learning theory, which was developed in 1990s [27] , the main idea of a SVM is finding the hyperplane with the maximum margin to the training samples [28] , [29] . Assume x is a n-dimensional vector, x i (i = 1,2,...n) denotes the training samples, n is the total number of samples, and y stands for the labels of training samples, whose value can be 1 and −1. Generally, a linear hyperplane is indicated by the equation (16) [27] :
W is the normal vector to the hyperplane, and b denotes the bias. Further, the function margin (fm i ) of the training sample x i is defined by equation (17), and the function margin of the hyperplane (fmm) can be described in equation (18) . The loss function of classifiers is defined by geometric interval in equation (19) [27] . Moreover, the loss function is defined in equation (20), where A is applied to adjust the weight of the empirical error and ε i stands for the empirical error [26] - [28] .
Eventually, the loss function can be transformed into the form described in equation (21), where α i denotes the Lagrange multiplier. Once α i is acquired, the hyperplane can be built up by equation (22) [26] , [28] .
In addition, generally, the training samples are usually linear indivisible, to solve this problem, x T i x in equation (22) can be replaced by a kernel function, which is implemented to map the linear indivisible samples to the linear divisible samples in higher dimensional feature space. Several kinds of kernels, including linear, polynomial, RBF and Laplacian kernels can be selected. These kernels are defined in Table 1 [27] . In the proposed system, the RBF kernel is adopted since the SVM classifier performs best with the RBF kernel according to the experiment.
Moreover, the proposed system aims to realize 3-class classification, however, the original KSVM can realize just binary classification. To realize the expected classification function, one-versus-one KSVM is adopted in this paper, the main procedure of this approach is to design a KSVM classifier to classify any two classes and make the ultimate decision according to voting [30] . In this system, 3 classifiers are trained for the detection of gliomas.
In addition, since the RBF kernel is adopted in this system, the performance of the classifiers may be relevant to the selection of Gaussian kernel bandwidth. To find the optimal Gaussian kernel bandwidth, particle swarm optimization (PSO) is applied. PSO is a kind of typical heuristic optimization method that is inspired by the simulations of birds flocks looking for food. The solution of optimization problems can be regarded as a particle, and the behavior pattern of each particle can be updated according to individual and group experience [31] . The main procedures of PSO can be described as the following:
Step 1: Initialize the particle swarm with the size of n, the position and kinematic velocity of the i-th particle can be defined by x i and v i , where x i = (x i1 ,...x im ) and v i = (v i1 , v i2 , ...v im ).
Step 2: Evaluate the fitness of each particle according to the fitness function. The fitness function in this system is the accuracy of classifiers.
Step 3: Update the optimal position for each particle and group.
Step 4: Update the position and kinematic velocity for each particle via equation (23) . The terms pbest and gbest stand for the optimal positions of each particle and the group, respectively, and x id and V id are the d-th component for the position and kinematic velocity of the i-th particle respectively.
Step 5: Repeat steps 2 to 4 until the stopping conditions are met. In this system the iteration times are set to 200.
As Fig. 11 shows, the classifiers are trained with PSO-KSVM. First, a group of initial Gaussian kernel bandwidths are selected for KSVM. Afterwards, KSVM is implemented to train the classifiers. In this system, with the limitations of the database, leave-one-out cross-validation is performed to train the classifiers and verify the performance of classifiers, which means that one sample is left as the testing sample and the others are used as training samples each time. Further, the accuracy of the classifier is regarded as the fitness of the Gaussian kernel bandwidths, and the Gaussian kernel bandwidths are updated based on PSO method. In this system, the optimal Gaussian kernel bandwidths are 2.08, 2.07 and 1.31.
III. EXPERIMENT
The original brain images in this system are provided by the Shengjing Hospital of China Medical University. A total of 306 uint 16 T2-weighted brain images from 120 patients are selected, including 181 images with a glioma, 57 normal images and 68 images with other kinds of tumors. With the limited samples, leave-one-out cross-validation is applied in this this system. As a result, there is no partitioning of training samples and testing samples.
Three indexes, including accuracy (ACC), sensitivity (SEN) and specificity (SPE), are introduced to measure the performance of classifiers, as equations (24), (25) and (26) show. TN and TP stand for the correctly classified negative and positive samples, respectively, while FN and FP denote the misclassified negative and positive samples, respectively. In this system, positive samples are images with a glioma and images from the other and normal categories are negative samples. With the purpose of measuring the performance with a combination of accuracy, sensitivity and specificity, the index ASS of classifiers is defined in equation (27) , and n1, n2 and n3 are the weights of ACC, SPE and SEN, in this system, n1, n2 and n3 are equal to 1 since ACC, SPE and SEN are of equal importance in this system.
In this system, hybrid features including modified CLBP, PHOG, GLCM and intensity-based features are extracted to form an 890-dimensional feature vector. To avoid overfitting, PCA is applied for dimension reduction, and the performance of classifiers is determined versus the number of principal components (NPC). As described in Table 2 , the accuracy, specificity, sensitivity and ASS from experiments on testing samples can reach 98.36%, 99.17%, 97.3% and 2.9536, respectively, while the accuracy from training samples can reach 100%. The results indicate that the performance of this method is excellent. Moreover, the accuracy on testing samples without PCA is just 59.54%, which emphasizes the necessity of dimension reduction. Further, as Fig. 12 (a) shows, 16 is the optimal NPC, the sensitivity and specificity tend to increase before the NPC reaches 18 and 15, respectively.
Generally, filters are introduced for noise removal in most existed systems. However, as Table 3 shows, several filters, including Gaussian filter, minimum filter, medium filter, averaging filter and maximum filter are tested before contrast enhancement on the same data with the optimal NPC. The experiment results indicate that the filters reduce the performance of classifiers, for which the main reason is that the MRI brain images are of high quality in nature, the introduction of filters is of no use and can damage the fine details in brain images. As a result, the proposed system does not adopt any filters for noise removal.
As mentioned before, kernels can be selected for the KSVM, and the performance of classifiers may be distinct when the kernel is changed. In this paper, the performances of the classifier with different kernels and optimal NPC are compared in Table 4 . The results indicate that the RBF kernel performs the best, the performances of polynomial kernel and quadratic kernel are sub-optimal, the linear kernel performs worse, and the MLP kernel performs the worst, the accuracy of classifiers with the MLP kernel is just 54.61%. As a result, the RBF kernel is adopted for KSVM in this system.
Since the RBF kernel is adopted for KSVM, the selection of the Gaussian kernel bandwidth may be relevant to the performance of classifiers. In this system, a one-versus-one strategy is adopted to solve the 3-class classification. As a result, 3 classifiers are built up and there are 3 Gaussian kernel bandwidths to be selected. To find the optimal Gaussian kernel bandwidths, PSO is combined with KSVM and the optimal Gaussian kernel bandwidths are 2.08, 2.07 and 1.31. To verify the performance of PSO, different groups of Gaussian kernel bandwidths are selected as Table 5 show.
Further, different machine learning methods, including BPNN, KNN, random forest, decision tree, naive Bayes, LDA and CNN methods are tested on the same data. As Fig. 12 (b) shows, SVM performs the best, which is followed by KNN and decision tree. However, the performances of the BP neural network and CNN are poor, and the accuracy of CNN is less than 60%, for which the main reason is the limit of data.
Moreover, the confusion matrix of the proposed method is indicated in Table 7 , and the detection accuracy of normal images, Glioma and other images on testing samples is 98.25%, 99.45% and 95.59%, while the detection accuracy of normal image, Glioma and other images in training samples is 100%, which indicates the performance of the proposed method is excellent. Finally, the performances of some existed methods on the same data set is listed in Table 6 , and the experiment results show that the proposed system demonstrates a significant improvement (almost 5%) in the accuracy of classifiers, moreover, the results with the control group indicate that the use of modified CLBP can improve the performance of classifiers.
IV. CONCLUSION AND FUTURE WORK
The proposed glioma diagnosis system can be applied to relieve radiologists from endless boring reading work with improved accuracy and efficiency. Moreover, the system framework can be generalized to the detection of other kinds of diseases such as intestinal and breast cancer. The highlights of this paper are as follows: (1) a modified factor is introduced to the original DHE; (2) a novel method to realize skull removal based on outlier detection is presented, and it contributes to removing the disturbance by the skull; (3) a modified CLBP descriptor with HLD_M is adopted in this paper, and the results show that this method can improve the performance of the classifiers; (4) since the accuracy of this system can reach 98.36%, this system is of great clinical significance; (5) the rejection of filters can avoid the damage to the fine details of brain images; (6) system integrity, each process in this system is reasonable and necessary, however, the process of background removal and skull removal are not included in most existed systems; and (7) the combination of PSO and KSVM helps to find the optimal Gaussian kernel bandwidth, although PSO is a typical method for parameter tuning, most existed brain tumor detection system does not adopt this method. However, with the limit of data set, the proposed system just realizes three-class classification, as the other kinds of tumors such as craniopharyngioma and acoustic neuroma are regarded as one class, meaning that the system cannot satisfy the clinical needs. To make the proposed system more applicable, the future work is collecting an abundance of images and realizing further brain tumor classification. In addition, the histopathology and genetic data can be combined with multi-modality medical images to further improve the performance of brain tumor diagnosis systems. 
