ABSTRACT. Let K = C, or R, and S f be the set of points in K n at which a polynomial map f : K n → K n is non-proper. Jelonek proved that S f is a semi-algebraic set that is ruled by polynomial curves, with dim S f ≤ n − 1, and provided a method to compute S f for K = C. However, such methods do not exist for K = R.
INTRODUCTION
Let K denote the field C, or R, and n be a positive integer. A polynomial map f : K n → K n , x = (x 1 , . . . , x n ) → f 1 (x), . . . , f n (x) is non-degenerate if the Jacobian matrix J(f ) = ∂f i /∂x j has full rank at generic points x ∈ K n . It is said to be non-proper at y ∈ K n if for any open neighborhood U y of y, the preimage f −1 (cl(U y )) (where cl(.) denotes the closure) is non-compact. The Jelonek set S f ⊂ K n is the set of all points y at which f is non-proper (see Example 2.3). Our goal is to better understand the geometry of the Jelonek set of non-degenerate polynomial maps f , and to introduce a simple, more accessible method for computing it, mainly when K = R.
We focus on two families of non-degenerate maps called T -BG, and very T -BG (the second is included in the first), each of which forms an open dense subset in the space of non-proper polynomial maps. We will shortly make more precise both, the definition of the above two families, and the following main result. Theorem 1.1. Let f : K n → K n be a T -BG map. Then, the equations of S f ⊂ K n can be computed using only the data of f at some faces of the Newton polytopes in R n of the polynomials f 1 , . . . , f n . Moreover, we make this computation explicit. This is the only known method to compute S f for K = R, and arbitrary n, and it relies mainly on tools from convex geometry. Thus providing a useful correspondence between the combinatorics of polytopes in R n , and the geometry of S f in K n . This makes it simpler, and accessible to implement using linear programming tools. As an application, we provide a first step towards classifying non-proper maps whose Jelonek set has prescribed topological properties. Theorem 1.2. Let f : K n → K n be a very T -BG map. Then, the Jelonek set in K n has dimension n − 1 (even for K = R), admits a stratification that can be described using the geometry of polytopes in R n , and its singular locus is either empty, or coincides with complete self-intersections.
Motivation and previously-known results.
Introduction and study of S f was originally done by Jelonek [Jel93, Jel99] , and was motivated by the further understanding of the Jacobian conjecture. This notorious problem states that for K = C, the condition det J(f ) ∈ C * is sufficient for a dominant polynomial map f to be invertible. Attempts to proving it lead to important results, however, only partial ones are known (see e.g. [BCW82, VdE12] ). Although the Jacobian conjecture remains unsolved for n ≥ 2, the Jelonek set nevertheless constitutes an important invariant for polynomial maps, and it has found its way into several applications in affine geometry. The utility of its computation appears, e.g., in the study of biforcation sets for maps K n → K [JK14, JT17] , tackling the Russell Conjecture about characterization of affine spaces [Jel10] , and answering several questions about the topology of polynomial maps [Jel99] .
It was first shown for the complex case in [Jel93] that S f is either empty or it is a C-uniruled algebraic hypersurface (i.e. ruled by affine curves Γ that are images of polynomial maps C → Γ). This property turns out to be true also for polynomial maps between affine varieties with arbitrary dimensions over fields in arbitrary characteristics [Jel99, Theorem 5.7] , [Sta05, Jel10, JL18] . Moreover, the Jelonek set is an R-uniruled semi-algebraic variety for K = R that satisfies 1 ≤ dim S f ≤ n − 1 [Jel02] . In his original paper on the subject, Jelonek provided an upper bound on the degree of S f , and a method of computation using Gröbner bases. Later, Stasica [Sta02] proved that this method can be used to compute S f for polynomial maps between affine varieties over an algebraically closed field.
Regarding simpler methods of computation, Jelonek shows in [Jel01] that for n = 2, one can use the resultant of polynomials. For n ≥ 3, however, Gröbner bases remains the only tool employed to compute S f when K = C, or any other algebraically closed field. On the other hand, one cannot use it anymore whenever K = R. Hence, describing the topology of f for the real case, remains a difficult problem in general. This emphasizes the importance of the goal of this paper, especially that polynomial maps between two real spaces appear in applications such as algebraic statistics [DSS08] , and optimization problems [Las10] .
1.2. Stratagem. Write x a for the n-variate monomial x a 1 1 · · · x an n , with x = (x 1 , . . . , x n ) a coordinate, and a = (a 1 , . . . , a n ) ∈ N n . Thus, a polynomial is a finite linear combination
whose support, supp P ⊂ N n , is {a ∈ N n | c a = 0}, and whose Newton polytope New P ⊂ R n is the convex hull of supp P . The Newton tuple Newf of f will refer to the tuple (New f 1 , . . . , New f n ).
A face of a convex polytope ∆ ⊂ R n is the intersection of ∆ with a hyperplane minimizing the value of some linear function on ∆.
A point in the n-torus T n = (K * ) n escapes "to infinity" whenever its image reaches a point in S f . This asymptotic behaviour depends on a vector α ∈ R n . On the one hand, this vector determines a choice γ 1 , . . . , γ n ⊂ R n , denoted by γ, of (not necessarily proper) faces of New f 1 , . . . , New f n respectively, which we call a tuple of Newf (see Section 3.1). On the other hand, tracking down this escaping point in T n involves solving the polynomial system (1.1)
. . .
expressed as f − y = 0, for some y ∈ K n (treated here as a vector of coefficients). The relation between the two phenomena, detailed in Proposition 4.2, is the following well-known fact from [Ber75] : Detecting solutions at infinity requires solving, in T n , a restricted sub-system (f − y) γ = 0 of (1.1). This consists of sub-polynomials f i − y i at which we forget all monomials whose exponent vectors in N n do not belong to γ i (see Notation 3.10).
The above description is standard (see Proof of Item (a) of Proposition 4.2). The main part of this paper is exploiting it in order to outline an explicit correspondence (see Corollary 5.4), between the semi-algebraic components (algebraic in case where K = C) of S f , and a subset of tuples of Newf . This relation offers a straight-forward way to computing S f .
1.3. Plan of the paper. In Section 2, we aim to introduce some important notations, together with the toric non-properness set (see Definition 2.4) that, similarly to the Jelonek set, keeps track of points escaping to K n \ T n .
Section 3, has three main objectives. The first is to describe the convex geometry of the Newton polytopes (Proposition 3.4), which will be crucial for the rest. The second one (Section 3.2) is to introduce the types of tuples of Newf that are in correspondence (mentioned above) with the components of S f . The third objective is to define a toric change of coordinates (Section 3.3) that transforms the relevant solutions at infinity into ones in the affine hyperplanes.
The proof, and description of this correspondence is detailed in Section 4. We apply our main results in Section 5 to express the equations of the Jelonek set from restricted polynomials. These expressions are summarized in Corollary 5.4.
The goal of Sections 6, and 7, is to introduce some of the applications of our method. In order to outline them here, we briefly describe the family of T -BG maps.
Solutions at infinity to (1.1) which are related to S f , are mapped to proper sub-tori in the boundary of a suitable compactification of T n . This is defined using the algebraic moment map (see [Ati82] ) corresponding to the Minkowski sum in R n (see Definition 3.1) of the members in Newf . We require that if those sub-tori contain the common zero locus of the projective algebraic varieties defined by any subset of the set of polynomials f 1 , . . . , f n , then this locus can only be the result of complete intersections. Such maps are called T -boundary generic, or T -BG for short (see Definition 3.13).
The T -BG condition gives an accessible description of the Jelonek set, and at the same time, forms the complement of an algebraic variety in the space of non-proper maps.
1.4. Applications. Corollary 6.1 describes some sufficient conditions, on the coefficients, and Newf , for properness of f . As for the necessary ones, the following is also proven in Section 6. Corollary 1.3. Let f : K n → K n be a proper non-degenerate map. Then, the union of the polytopes New f 1 , . . . , New f n ⊂ R n , intersects all coordinate axes of R n .
In the second part of Section 6, we recover K-uniruledness results appearing in [Jel93] , and [Jel02] for K = C, and R respectively when f is a T -BG generic map.
Section 7 is devoted to studying very T -BG maps (see Definition 7.1), and proving Theorem 1.2. The stratification property mentioned therein is made precise in Proposition 7.2, and it gives a method to further simplify the computation of S f (see Remark 7.4). Remark 1.4. We believe that descriptions in this paper can be extended, and refined, to maps f that are not T -BG. This would be the subject of a future work.
We note that Newton polytopes were used before as means to study properness/non-properness of maps (c.f. [BA07, CGM96, Tha09] ). However, to the best of our knowledge, the convex geometry of polytopes was not been exploited before to compute the Jelonek set.
RELATION TO THE TORIC NON-PROPERNESS SET
We start with the following notations. Notation 2.1. A system h 1 = · · · = h r = 0 of r polynomials in l variables will be written as h = 0, with number of zeros clear from the context. Its common zero locus in K l will be denoted by Z(h), and that in the l-torus T l will be written by Z tor (h). The affine space K n , spanned by points (x 1 , . . . , x n ) will be identified with the set of all projective points [x 1 : · · · :
For a given non-degenerate map f : K n → K n , one can alternatively describe the Jelonek set in the following way. A point y ∈ K n belongs to S f , if and only if there exists a continuous family of points {x(t)} t∈]0,1[ ⊂ T n such that |x(t)| → +∞ for t → 0, and f (x(t)) → y. Thus, the set Z tor (f − y) has less isolated points than Z tor f − y(t) . Using [Ber75, Theorem B], we deduce that (1.1) has a solution [p] = [p 0 , p 1 , . . . , p n ] ∈ KP n \ T n that is the limit of x(t) when t → 0. This solution [p] ∈ KP n \ K n is called a strictly unstable solution to (1.1). This description shows the following.
Lemma 2.2. The Jelonek set of a non-degenerate map f : K n → K n coincides with the set of points y ∈ K n at which the system (1.1) has a strictly unstable solution in KP n \ K n . Example 2.3. The non-properness set of f : Parallel to the Jelonek set, we will be studying the following.
Definition 2.4. The toric non-properness set S * f of a non-degenerate map f : K n → K n is a subset of K n such that for any y ∈ S * f , the system (1.1) has a strictly unstable solution in K n \ T n . In Example 2.3, the set S * f coincides with {(2t 2 , t) | t ∈ K} ∪ {0, 0}. We have the following. Lemma 2.5.
To compute a solution to (1.1) in K n \ T n , we set at least one of the coordinates of x to be zero. This reduces the problem to computing the set of solutions in K n−1 to the over-determined system (2.1)
On the other hand, since f is non-degenerate, the set of points x ∈ K n at which the Jacobian matrix of f has rank n − 1, forms a hypersurface J f in K n . Hence, the image f (J f ) ⊂ K n is an algebraic set whose dimension is at most n − 1. Then, for any open neighborhood U y of y, there exists a point y ′ ∈ U y \ f (J f ) such that f −1 (y ′ ) has a finite number of points in K n . This implies that (2.1) has finitely-many solutions in K n−1 . Now, adding any small enough number ε 1 ∈ C * to the first equation, the above system will have no more solutions in K n−1 . Thus,
We can iterate the above argument to show that there exists a neighborhood U b ⊂ U y such that for any c ∈ U b , we have
Since all of the above holds true for any such y
is an open dense subset of K n , and we are done. New f3 FIGURE 1. An example of the tuple Newf , together with a flag of minimized tuples for n = 3.
POLYNOMIALS FROM FACES
We start by recalling the following important operation in convex geometry.
Definition 3.1. The Minkowski sum of any given sets A, B ⊂ R n , is formed by adding each vector in B to each vector in A, i.e., the set
We assume in what follows that f : K n → K n satisfies f (0) ∈ T n . Namely, for generic y ∈ K n , and i = 1, . . . , n, the support supp f i coincides with supp(f i − y i ) and contains the origin. The convention here is that P ∈ K[x 1 , . . . , x n ] is constant (possibly identically zero), if and only if supp P = (0, . . . , 0) ∈ N n . Requiring f (0) ∈ T n is not a restriction as it is a choice of maps up to translation. On the other hand, requiring the map to be non-degenerate implies that each polynomial in f has positive degree, and that Newf is independent in the Minkowski sense (see [Kho16, §2] for details). This means that for every non-empty J ⊂ {1, . . . , n}, we have
Introduced by Minkowski, independence of Newton polytopes was proven to be a necessary and sufficient condition for a general system of complex polynomials to have a finite number of solutions (see [Ber75] , and [Kho16, §3]).
3.1. Minimized tuples and geometry of polytopes. If γ, δ are two tuples of Newf such that δ i ⊂ γ i for i = 1, . . . , n, we say that δ is a sub-tuple of γ (see Example 3.2). The latter inclusion property is denoted as δ γ. The tuple dimension t-dim(γ) of γ is the dimension of the Minkowski sum γ 1 + · · · + γ n ⊂ R n . A tuple γ above is said to be an m-tuple if t-dim(γ) = m. The tuples that we are interested in are identified as follows. For a given vector α ∈ Q n , and a convex polytope A ⊂ R n , consider the set A α = {a ∈ A | a, α reaches its minimum} .
By intersecting A with lines in R n directed by α, one can deduce that A α = A ∩ H α , where H α is a hyperplane in R n whose normal vector is α. This makes A α a face of A (recall the definition of a face). We say that α ∈ Q n minimizes A α , and the latter is thus minimized by α. More generally, any vector α as above minimizes a unique face γ i in each member New f i of Newf . This determines uniquely an m-tuple γ of Newf , which will be minimized by α. Example 3.2. In Figure 1 , more than one direction of vectors minimize the 1-triple γ 1 = γ 1 1 , γ 1 2 , γ 1 3 . This is a sub-triple of the 2-triple γ 2 = γ 2 1 , γ 2 2 , γ 2 3 (in transparent blue). The latter is minimized by only one vector in R n up to scaling.
A convex polyhedral cone (we will simply say cone) C in R n is given by a set of vectors v 1 , . . . , v r ∈ R n , and defined as {c 1 v 1 + · · · + c r v r | c i ∈ R ≥0 }. Denote by int C the relative interior of a cone C above, that is int C = {c 1 v 1 + · · · + c r v r | c i ∈ R >0 }. A face C ′ of the cone C (or simply, face) is a cone resulting from the intersection of C with a hyperplane H 0 , passing through the origin of R n , and minimizing the value of some linear function on C (see Figure 2 ). An m-cone is a cone of dimension m.
Definition 3.3.
A fan F is a finite set of cones in R n such that (see Figure 3) • if σ is a cone in F , and τ is a face of σ, then τ is in F , and
• if σ, and σ ′ , are two cones in F , then σ ∩ σ ′ is a face of both σ, and σ ′ . Example 3.6. Figure 3 represents an example of an inner normal fan of a couple of Newton polytopes in dimension two. For dimension three, Figure 1 represents the 1-triple γ 1 , and the 2-triple γ 2 , respectively. They have C 2 , and C 1 in R 3 , of Figure 2 as their respective minimizing cones. Moreover, we have γ 1 γ 2 , and C 1 is a face of C 2 .
Proof of Proposition 3.4.
To any polytope A ∈ R n , we associate a fan F(A) as follows. For each vertex v ∈ ∆, consider the set of all facets (i.e. (n − 1)-faces) of A adjacent to v. For each such a facet, we pick one minimizing vector, and collect them into a set N v in R n . The nonnegative span of N v is a cone C v ⊂ R n . Since v is a vertex of A, any m vectors in N v span an m-dimensional space in R n . Thus, the dimension of C v is equal to n. As for higher-dimensional faces, to each k-face κ ⊂ ∆ adjacent to v, we associate a (n − k)-cone C κ ⊂ R n as follows. The face κ coincides with the intersection of n − k distinct facets ξ 1 , . . . , ξ n−k of A that are also adjacent to v. We thus associate to κ the cone C κ spanned by the elements α 1 , . . . , α n−k ∈ N v that minimize ξ 1 , . . . , ξ n−k respectively. Hence, the resulting cone C κ has dimension n − k.
From the description above, we deduce that the union of all such cones, corresponding to faces κ ⊂ A adjacent to v, constitutes the cone C v . We thus define F(A) to be the union of all cones C v , where v runs through all vertices of A. This is a rational fan called the inner normal fan of A. A more detailed description of the inner normal fan can be found in [Ful93, pp. 26 ].
Now we are ready to prove the result for Newf . Denote by F(f ) the fan defined as the common refinement of the inner normal fans F New f 1 , . . . , F New f n , and let γ be a minimized m-tuple of Newf . We proceed by proving the three following properties.
The correspondence: consider the intersection C γ = C γ 1 ∩ · · · ∩ C γn of cones C γ i corresponding to γ i ⊂ New f i as in the paragraph above. From the definition of common refinement of fans, the set C γ is a cone in F(f ). Moreover, from the description above, the cone C γ coincides with the set of all vectors α ∈ R n minimizing the tuple γ. This defines a bijective correspondence between cones in F(f ) and minimized tuples of Newf .
The inclusion property: Assume that there exists a minimized sub-tuple δ of γ. Then, there exists cones C δ 1 , . . . , C δn ⊂ R n such that C γ i ⊂ C δ i , ∀ i. Moreover, from the above description, the minimizing cone C δ coincides with the set C δ 1 ∩ · · · ∩ C δn , making it satisfy the inclusion C γ ⊂ C δ . Since both latter sets are cones in F(f ), we get C γ is a face of C δ .
As for the other direction, assume that there exists a cone C of F(f ), such that C γ is a proper face of C. Therefore, there exists a minimized tuple δ of Newf such that C δ ≡ C. This implies that for some i, we have C γ i C δ i . Since both latter sets are cones in the same inner normal fan of New f i , the face δ i is also face of the polytope γ i . As for indexes i ∈ {1, . . . , n} such that C γ i ≡ C δ i , using the same argument we get δ i ≡ γ i . This shows that δ γ.
Dimension property: Recall that a minimized face, with respect to a vector α ∈ R n of a polytope A ⊂ R n is a subset A α of A in which the minimum of a linear function φ α : R n → R, restricted to A, is reached at A α . This implies that φ α (A + B) = φ α (A) + φ α (B) for any two polytopes A, B ⊂ R n . Therefore, the vector α ∈ R n minimizes the tuple γ if and only if α minimizes the set
as well. Note that γ ⊕ is a face of New ⊕ f . We deduce that the cone C γ of F(f ), minimizing γ coincides with the cone C γ ⊕ , minimizing γ ⊕ . This makes C γ ⊕ to be a cone in the inner normal fan of New ⊕ f ⊂ R n , minimizing γ ⊕ . The discussion in the beginning of this proof shows that the dimension of this cone is equal to n − dim γ ⊕ = n − t-dim γ. This finishes the proof.
3.2. Types of tuples. Only some of the minimized tuples of Newf are relevant to our results. We start by defining one of those types. An origin face of a polytope in R n is a (not necessarily proper) face of that polytope having {0} as a vertex. If one of the members of a minimized tuple γ of Newf is an origin face, then γ is called a semi-origin tuple. An origin (resp. strictly semi-origin) tuple is a semi-origin one whose all (resp. not all) of its members are origin faces.
Example 3.7. Each of the triples γ 0 , γ 1 , and γ 2 appearing in Figure 1 is a strictly semi-origin triple of Newf . This is because γ 0 2 , γ 1 2 , and γ 2 2 are origin faces of New f 2 ⊂ R 3 . Minimized tuples γ of Newf that are not semi-origin, can be one of two types. Denote by C γ ⊂ R n the minimizing cone of γ. Choose any point α ′ ∈ Q n , contained in one of the faces of C γ that have dimension 1. Set α ′ = α if C γ is already a 1-cone. Then, Proposition 3.4, shows that α ′ minimizes an (n − 1)-tuple γ ′ of Newf such that γ γ ′ . For i = 1, . . . , n, denote by H ′ i ⊂ R n the hyperplane whose normal is α ′ and containing the i-th member γ ′ i of γ ′ , and by H ′0 i the hyperplane, parallel to H ′ i , and containing the point 0. The tuple γ is said to be almost semi-origin if there exists a pair (α ′ , γ ′ ) as above, such that for some i ∈ {1, . . . , n}, there are no integer points strictly between H ′0 i , and H ′ i . Example 3.8. The vector (0, −1) minimizes the 1-tuple γ of horizontal edges of both triangles in Figure 2 on the right. Since there are no integer points between the origin and the shortest edge in γ, this tuple is almost semi-origin.
3.3. Monomial change of coordinates. In this part, we relate the polyhedral description in Proposition 3.4 above to some automorphisms of T n that will be crucial for our main results. The below notations are burrowed from [Ber75] . We consider the change of variables involving any integer matrix U = (u ij ) i,j=1,...,n satisfying det U = ±1. This transformation is written as x = z U , and it induces an isomorphism
n ], taking the monomial x a to z U a . Hence for any h ∈ K[x 1 , . . . , x n ] we have
thus making the two sets Z tor (f −y), and Z tor U ⋆ (f −y) isomorphic. Indeed, since det U = ±1, the map T n → T n , z → z U is one-to-one. In particular, we have |Z tor (f − y)| = Z tor U ⋆ (f − y) if this set is finite. Our focus is on a particular type of change of variables. Consider an n-cone C n ⊂ R n as in Proposition 3.4 minimizing a 0-tuple γ 0 of Newf . Let
be any given choice of a flag of cones in F(f ) such that for j = 1, . . . , n − 1, the j-cone C j is a face of C j+1 . Proposition 3.4 shows that this produces a flag of tuples
of Newf , such that γ n−j is an (n − j)-tuple, minimized by C j (see e.g. Figure 2 on the left).
Example 3.9. The 2-cone C 2 appearing in Figure 2 minimizes the 1-tuple γ 1 in Figure 1 . Moreover, the 1-cone C 1 minimizes the 2-tuple γ 2 , and the 3-cone minimizes the 0-tuple γ 0 .
We thus obtain the inclusion γ
n for the Minkowski sums corresponding to all elements in any j-tuple γ j .
Therefore, there exists a flag of linear subspaces L 0 ⊂ L 1 ⊂ · · · ⊂ L n = R n such that L j has dimension j, and contains γ j 1 + · · · + γ j n . The set L 0 is the point γ 0 1 + · · · + γ 0 n , and will thus be regarded as a vector in R n . Now, let e 1 be a vector in R n directing L 1 so that γ 1 1 +· · ·+γ 1 n + −L 0 is contained in R + e 1 . More generally, each γ
This allows us to construct the new basis e by defining recursively vectors e j ∈ H j as follows.
(i) the set γ j 1 + · · · + γ j n + −L 0 belongs to the cone {c 1 e 1 + · · · + c j e j | c k ∈ R ≥0 }, (ii) the vector e j has integer entries, and (iii) the vectors e 1 , . . . , e j span the lattice L j ∩ Z n as a Z-basis.
Such basis e 1 , . . . , e n ∈ R n exists by choosing e j ∈ Z n so that the angle between e j , and the space L j−1 is large enough. Namely, we increase continuously this angle until Condition (i) is satisfied. It will remain satisfied with any such additional angle increase. We thus make it so that the parallelepiped, in L j , spanned by the vectors e 1 , . . . , e j does not contain integer points other than its vertices. This guarantees condition (iii). We represent this construction as a linear map U : R n → R n taking e to e, where e = (e 1 , . . . , e n ) is the canonical basis of R n represented as the identity matrix I n . Condition (iii) above implies det U = ±1.
Consider a minimized m-tuple γ of Newf . A γ-chain transformation (denoted by U ) of Newf is the resulting base-change integer matrix U obtained using the construction above for a certain choice of a flag of cones (3.2), and such that γ is minimized by the cone C n−m appearing in that flag. The usefulness of γ-chain transformations U will manifest themselves when being used as a change of variables x = z U . 
depending on whether 0 ∈ γ i ∩supp f i , or not. We thus write (f −y)
Furthermore, for any γ-chain transformation U of Newf , the notation U ⋆ (f − y) refers to the tuple consisting of element 
Proof. Item (1):
Condition (i) above shows that for i, j = 1, . . . , n − 1, the i-th member γ j i in the j-tuple γ j of Newf satisfies
Since each z j corresponds to an element e j in the new base-change matrix U , the Laurent polynomial x −γ 0 i (f i (x) − y i ) γ j is a linear combination of monomials of the form z U a , where all U a appearing therein belong to {c 1 e 1 + · · · + c j e j | c k ∈ R ≥0 }. Condition (ii) shows that any above linear combination is actually a polynomial in z ±1 . Since a cone is a linear combination involving non-negative coefficients, the above polynomials do not have negative exponents.
Item (2): If γ is a semi-origin m-tuple, then the corresponding minimizing cone C n−m is contained in an n-cone C n , minimizing a semi-origin 0-tuple γ 0 (see Proposition 3.4). The result follows by choosing the flag (3.2), so that the n-cone therein is the above C n . Now, we can define more precisely T -BG maps. A generic solution to a polynomial system is one at which the Jacobian matrix (evaluated using local coordinates) has full rank. Consider a the point y ∈ K n . We deduce from Item (2) that, since γ is not a semi-origin tuple, the tuple of polynomials g(z 1 , . . . , z n−1 , 0) does not depend on y. Therefore, for any j = n, the vector (∂ j g 1 , . . . , ∂ j g n )| zn=0 does not depend on y. On the other hand, if for some i ∈ {1, . . . , n}, the element ∂ n g i | zn=0 depends on y i , then the polynomial g i (z) contains a term (f i (0)−y i )z w , where w = (w 1 , . . . , w n−1 , 1). Indeed, otherwise we have
Thus, there exists a minimized (n − 1)-tuple δ ′ = (δ ′ 1 , . . . , δ ′ n ) of New g, such that the above δ is a sub-tuple of δ ′ , and each member δ ′ i in δ ′ belongs to H n = {X ∈ R n | X n = 0}. Then, the point w ∈ N n−1 × {1} above belongs to H n + e n . Since the coefficient in front of z w depends on y i , we obtain 0 = U w. This makes γ ′ , satisfying δ ′ = U γ ′ , an almost-origin (n − 1)-tuple of Newf . Finally, since δ δ ′ , we get γ γ ′ , and thus γ is also an almost semi-origin tuple of Newf .
For the other direction, we need the following notion. The origin-certification set for a semiorigin tuple γ = (γ 1 , . . . , γ n ) of Newf , is a (possibly non-proper) subset θ of {1, . . . , n} satisfying i ∈ θ ⇔ γ i is an origin tuple of New f i . The set {1, . . . , n} \ θ will be denoted by θ c .
Proof. Clearly, the γ-chain transformation in Lemma 3.12 is not unique. We start with the first statement. Since det U = ±1, for any x ∈ T n there exists a unique z ∈ T n such that x = z U . Thus, for a given y ∈ K n and i = 1, . . . , n, we have
where we abuse the notation here by writing c The statement follows since the above holds for any such choice of U . Now, we prove the second statement. Let I x be the matrix constructed by replacing the (i, i)-th value of an n×n-unit matrix by x i for some x ∈ T n . Then, the (kl)-th element in the n×n-matrix
Assuming that x ∈ Z tor (f − y), the equation (5.2) is equal to
For such x above, there exists a unique z ∈ T n such that x = z U , and z ∈ Z tor (g), where g denotes the tuple of polynomials U ⋆ (f − y). Thus, let w ∈ Z n denote the point U a, from which we define W l ⊂ Z n such that U · supp f l = W l for l = 1, . . . , n. Since the change of variables x = z U produces z w = x a , equation (5.2) can now be written as
This implies (U I x ) Jac x (f − y) = (I z ) Jac z (g), and thus
for any y ∈ K n , and any couple
On the other hand, we have Jac z (g) cannot be identically zero for all y since f is T -BG. Namely, if ρ belongs to (5.1), then Jac ρ (g) is either a non-zero constant, or it depends on y ∈ K n .
Assume that Jac ρ (g) depends on y, and let {ϕ(t)} t∈]0,1[ ⊂ K n be a continuous generic family of points, such that lim t→0 ϕ(t) = y. Then, this produces a family of points {z(t)} t∈]0,1[ , such that z(t) is a solution to Z tor U ⋆ (f − ϕ(t)) , that converges to ρ in (5.1) whenever t → 0. Indeed, since at least one of (5.1), or Jac ρ (g) depend on y, and f is T -BG. Therefore, there exists a continuous family {x(t)} t∈]0,1[ , of points in Z tor (f − ϕ(t)) such that x(t) = z U (t), and lim t→0 = [p] ∈ KP n \ T n . From (5.3), we thus have
The left hand side in the equation above does not depend on the choice of U . This extends to the limit [p] whenever z(t) reaches ρ. This finishes the proof.
From the first statement of Lemma 5.1, the following notation is allowed. Choosing once and for all any γ-chain transformation U as in Lemma 3.12, the tuple U ⋆ f γ will henceforth be referred to as the map F γ = (F 1,γ , . . . , F n,γ ) :
5.1. Semi-origin tuples. Let θ ⊂ {1, . . . , n} be the origin-certification set for γ. The tuple U ⋆ f i,γ i∈θ will be represented as a map F θ,γ : K m → K |θ| , z → F i,γ (z) i∈θ , and simply by F γ whenever θ = {1, . . . , n}. If γ is an origin tuple, then F γ T m ⊂ K n is called the γ-parametrized set of f .
Assume that γ is a strictly semi-origin tuple, and let θ c denote {1, . . . , n} \ θ.
This can be deduced from f being T -BG, and from V γ θ c (f ) not being dependent on y. Now, if Θ :
respectively. We thus have that
FIGURE 3. The inner normal fan of Proposition 3.4 corresponding to the couple of polytopes on the right.
Since both γ, and ω are origin couples, we compute X γ (f ), and X ω (f ) to recover S * f \ {(0, 0)} = (2t 2 , t) | t ∈ K * , and (t 2 , t) | t ∈ K * ⊂ S f respectively. On the other hand, the couple δ is an almost semi-origin one. Therefore, the δ-Jacobian hyperplane is computed as the determinant of the Jacobian matrix
. This computation will show that JH δ (f ) = {y 1 = 0}. We thus recover S * f ∪ S f . Example 5.7. Consider any map f : K 2 → K 2 whose couple of Newton polytopes Newf is represented in Figure 3 , and let v denote the only origin 0-couple of Newf . Then, we have X v (f ) = f (0), and from Lemma 6.2, we have f (0) ∈ S f . On the other hand, exactly three non-basic minimized 1-couples δ, δ ′ , and δ ′′ of Newf satisfy Item (c). Corollary 5.4 shows that
which contains the δ ′ -Jacobian line, the δ-parametrized, and δ ′′ -lifted sets. One can check that the latter correspond to sets of the form {y 1 − c = 0}, (a 0 + a 1 t + a 3 t 2 , b 0 + b 1 t) | t ∈ K * , and {y 1 − d = 0} respectively, where a i , and b j are some coefficients in f , and c, d are constants.
(NON) PROPERNESS AND UNIRULEDNESS
We start with the constraints for properness. Proof. For any given point y ∈ S * f ∪ S f , the absence of almost semi-origin faces implies that there are no γ-Jacobian hyperplanes. Since all the semi-origin tuples are basic, the second statement of Corollary 5.4 implies that y / ∈ S f . This makes S f to be an empty set.
Proof of Corollary 1.3. For a given proper non-degenerate map f , let γ be a minimized origin m-tuple of Newf , and let y be a point in the non-empty γ-parametrized set X γ (f ). It suffices to prove that any origin tuple of Newf is basic. Assume that γ is not a basic tuple. Then, we have m ≥ 1 since the only origin 0-tuple is {0}, . . . , {0} , which is basic. Since f is not necessarily T -BG, we cannot use Corollary 5.4 directly. However, in the proof of Proposition 4.3, the statements of paragraphs labeled First case, and The last statement, apply for any non-degenerate map. Moreover, they are enough to show that y ∈ S f . Proof of uniruledness. First, we need the following observation.
Lemma 6.2. For any non-degenerate map f : K n → K n , whose Newf admits a non-basic minimized origin tuple, we have f (0) ∈ S f .
Proof. The existence of a non-basic tuple γ implies that for some i = 1, . . . , n, say, i = 1, none of the Newton polytopes in Newf intersects the half-ray R >0 · e 1 . Indeed, otherwise the minimizing vector α ∈ Q n , of any minimized origin tuple δ would not have negative coordinates, making δ a basic tuple. Note that this notion is closely related to the notion of convenience of polytopes appearing in [BA07, Definition 3.1], and [Tha09, Definition 2.2]. This implies that f (x 1 , 0, . . . , 0) = f (0) for any x 1 ∈ K. Therefore, the infinite set {x ∈ K n | x i = 0, i = 1} belongs now to f −1 f (0) . This finishes the proof. Proof. Let y be a point in S f . Corollary 5.4 shows that y belongs to one of X γ (f ), or JH γ (f ) for some non-basic minimized m-tuple γ of Newf as in Proposition 4.2. On the other hand, both X γ (f ), and JH γ (f ) belong to S f (Corollaries 5.2, and 5.3). In what follows, we will prove the claim of the theorem for each of them.
Since any hyperplane in K n is ruled by lines in K n that are realized by linear polynomials φ above, the result is straight-forward for γ-Jacobian hyperplanes. Similarly, if γ is a semi-origin tuple, the γ-lifted set X γ (f ) is either empty or is the fiber of a set under a non-trivial projection. Thus, it is also ruled by lines.
Assume in what follows that y ∈ X γ (f ), with γ now being an origin tuple. Hence, If m = 0, the point F γ ≡ f (0) ∈ K n cannot be isolated in S f , since S f has positive dimension (see [Jel93] , and [Jel02] ). Corollary 5.4 thus shows that f (0), belongs to one of X γ ′ (f ), or JH γ ′ (f ) for some non-basic minimized m-tuple γ of Newf , with m ≥ 1. We thus treat the case where m ≥ 1.
In the notations of Section 5.1, there exists a point ρ ∈ T m such that y = F γ (ρ). The map φ :
we have φ(0) = f (0) belongs to S f from Lemma 6.2. This proves the claim.
PROPERTIES OF VERY T -BG MAPS
In what follows, we restrict to maps f : K n → K n having the following property. Definition 7.1. We say that f is very T -BG if it is T -BG, and for any semi-origin m-tuple γ of Newf , we have X γ (f ) = ∅ whenever m + 1 ≤ |θ c |, where θ is the origin-certifying set for γ. Proof. First, note that γ ′ is semi-origin as well. From Proposition 3.4, there exists a choice of a γ-chain transformation U of Newf , such that the two respective minimizing cones of γ, and γ ′ appear consecutively in the flag (3.2) defining U . For any y ∈ X γ (f ), the system U ⋆ (f − y) γ = 0 has a solution ρ = (ρ 1 , . . . , ρ m , 0) ∈ T m × {0} n−m . In what follows, we construct a continuous family of points {y(t)} ]0,1[ ⊂ X γ ′ ⊂ K n , such that y = lim t→0 y(t).
Assume first that X γ (f ) is the γ-parametrized set of f . This makes γ ′ an origin tuple. Then, the choice of U can be done so that Item (2) is satisfied for both γ, and γ ′ . Let ρ = (ρ 1 , . . . , ρ m ) ∈ T m , and (ρ, t) be a point in T m+1 , constructed by adding a non-zero parameter t as an (m + 1)-th coordinate. Thus for any t ∈ K * , there exists a point y(t) ∈ X γ ′ (f ) ⊂ K n such that y(t) = F γ ′ (ρ, t). Then, we combine Items (1) and (2), to show that lim t→0 y(t) = y.
Assume in the rest that γ is a strictly semi-origin tuple, and that X γ (f ) is non-empty. Let θ ⊂ {1, . . . , n} be the origin-certification set for γ. For this, we need the following statement which will be proven at the end of this proof.
Claim. For any positive r ≪ 1, there exists a ball B r (ρ) ⊂ K n such that of points in the set (7.1) above, such that lim t→0 ζ(t) = ρ ∈ T m × {0}, and
Now, one can choose the first subset of coordinates of y(t). Namely, the continuous family
of points converging to y i i∈θ whenever t → 0, and satisfying U ⋆ f i ρ(t) − y i (t) = 0, for i ∈ θ.
Since γ γ ′ , we deduce (7.3) U ⋆ f i,γ ′ ζ(t) − y i (t) = 0, i ∈ θ from Item (1). Indeed, since ζ(t) represents the only m + 1 non-zero coordinates of ρ(t). As for the second set of coordinates of y(t), since γ γ ′ , we rewrite the equations in (7.2) as (7.4) U ⋆ f i,γ ′ ζ(t) − ρ(t) w i y i = 0, i ∈ θ c , where w i ∈ N n . For t ∈]0, 1[, we choose the point y i (t) i∈θ c as follows. If for some i ∈ θ c , we have w i ∈ (N * ) m+1 × {0} n−m−1 (i.e. ρ(t) w i = ζ(t) w i ), we set y i (t) = ζ(t) −w i · U ⋆ f i,γ ′ ζ(t) .
Otherwise, we set y i (t) = y i . As the point ρ(t) converges to ρ, the family of points y(t), satisfying (7.3), and (7.4), converges to the initially-fixed point y above. Next, we prove that this family belongs to X γ ′ (f ). By construction, the point ζ(t) ∈ T m+1 is a solution to U ⋆ f − y(t) γ ′ = 0 for any t ∈]0, 1[.
Consider a γ ′ -chain transformation U ′ as in Lemma 3.12. Thus, from Lemma 5.1, there exists another continuous family of points {ζ ′ (t)} t∈]0,1[ ⊂ T m+1 × {0} n−m−1 such that U ′⋆ f − y(t) γ ′ ζ ′ (t) = 0, and ρ U (t) = ρ ′U ′ (t).
From Section 5.1, the above equations define a point y(t) that belongs to X γ ′ . We finish by proving the above claim. Since f is T -BG, the solution ρ, to U ⋆ (f i ) = 0 is generic.
Therefore, the corresponding co-dimensions in K n , in a neighborhood of ρ, satisfy codim (7.1) = n − dim T m+1 × {0} n−m−1 + dim Z U ⋆ (f i ) i∈θ c ≤ n − m − 1 + |θ c |.
On the other hand, the set θ c satisfies |θ c | ≤ m (since f is very T -BG and X γ (f ) = ∅). We conclude that the set (7.1) becomes non-empty.
semi-origin tuples of Newf . Corollary 5.3 shows that ∪ δ JH δ (f ) is a union of hyperplanes in K n . Hence, is a union of smooth, and (n − 1)-dimensional components in K n . On the other hand, Propositions 7.2, and 7.7 (resp. 7.8) show that ∪ δ X δ (f ) is a set having dimension n − 1 in K n for K = C (resp. R). This shows that dim K S f = n − 1. The weak smoothness property for the union ∪ δ X δ (f ) is a consequence of Lemma 7.5.
