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Introduccio´n
Motivacio´n
Segu´n la Real Academia Espan˜ola predecir es el acto de declarar o indicar por adelantado,
anticiparse a los hechos, anunciar por revelacio´n, ciencia o conjetura algo que ha de
suceder.
La prediccio´n siempre ha jugado un papel relevante en el medio cient´ıfico puesto que se
desea saber de modo preciso lo que ocurrira´ bajo determinadas condiciones, y un me´todo
de prediccio´n tendr´ıa e´xito en la medida que sean acertadas sus predicciones.
Predecir fue la forma inicial de la inferencia estad´ıstica, cuyo objetivo original fue
inferir acerca de los posibles valores que no han sido observados en base a los valores que
ya han sido observados(Geisser, 1993).
Casi todas las a´reas cient´ıficas ha abordado el problema de la prediccio´n y no ha sido
la excepcio´n la estad´ıstica matema´tica y en particular la estad´ıstica Bayesiana.
La estad´ıstica Bayesiana debe su nombre al uso frecuente del teorema de Bayes, que
es un procedimiento que revisa y actualiza la probabilidad de un suceso a la luz de los
datos observados. E´sta es la esencia de la inferencia Bayesiana.
Para hacer inferencia Bayesiana se necesita especificar una funcio´n de verosimilitud
basada en los datos observados, suponer un modelo de probabilidad con para´metros
desconocidos y una distribucio´n inicial o a priori que describa lo que se sabe de los
para´metros desconocidos antes de que los datos hayan sido observados. El uso del teo-
rema de Bayes por tanto proporciona la distribucio´n final o posterior de los para´metros
desconocidos, que nos explica lo que se conoce acerca de los para´metros [desconocidos] des-
pue´s de que los datos han sido observados. La distribucio´n final permite hacer resu´menes
inferenciales tales como la estimacio´n puntual o la estimacio´n por intervalos.
La distribucio´n inicial representa el conocimiento previo (o falta de e´l) que tiene el
investigador antes de observar los datos. Pero, ¿co´mo especificar esta distribucio´n inicial?
Varias son las propuestas para elegir esta distribucio´n inicial no informativa u objetiva,
y variados son los soportes teo´ricos que sustentan cada uno de e´stos me´todos. Bayes
(1763) y Laplace (1814) propusieron basarse en la especificacio´n de una distribucio´n que
reflejara la completa ignorancia acerca de los para´metros. Sus propuestas permanecieron
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vigentes hasta la llegada de los trabajos de Jeffreys (1946, 1961) quie´n revoluciono´ esta
a´rea da´ndo luz a la estad´ıstica Bayesiana moderna. A partir de ese momento, varios
trabajos ma´s han surgido compartiendo el mismo objetivo aunque los enfoques filoso´ficos
han ido cambiando. Por ejemplo, se intenta que sean los datos los que hablen por s´ı
mismos en el momento de elegir una distribucio´n inicial.
Actualmente, e´sta a´rea de la estad´ıstica Bayesiana sigue siendo campo fe´rtil para la
investigacio´n y se la conoce como ana´lisis Bayesiano objetivo.
Por otro lado, predecir segu´n el ana´lisis Bayesiano objetivo tambie´n fue uno de los
temas que Jeffreys abordo´; de hecho se cree que fue el primero en hacerlo. Su trabajo se
centro´ en los modelos de localizacio´n y escala univariados continuos. Desde entonces la
prediccio´n Bayesiana objetiva ha sido abordada muy frecuentemente.
Los me´todos Bayesianos objetivos necesitan iniciales que u´nicamente dependan del
modelo supuesto y de la cantidad de intere´s. El ana´lisis de referencia (Bernardo 1979,
Berger y Bernardo 1992a, Bernardo 2005, Berger, Bernardo y Sun, 2009a) proporciona
una solucio´n general cuando la cantidad de intere´s es alguna funcio´n de los para´metros.
Una posibilidad es, abordar el problema de predecir con el ana´lisis de referencia,
pero no esta´ claro co´mo proceder cuando la cantidad de intere´s es alguna funcio´n de las
observaciones futuras. En este sentido, Berger y Bernardo (1992a) proponen el uso de
alguna funcio´n del modelo como cantidad de intere´s. Es decir, elegir como cantidad de
intere´s una funcio´n φ(θ) = g[px(·|θ)] del vector de para´metros que u´nicamente depende
del modelo supuesto {px(·|θ), x ∈ X ,θ ∈ Θ}, donde g puede ser cualquier estimador
de las observaciones futuras tales como la media E(x|θ), la moda Mo(x|θ) o la mediana
Me(x|θ).
Esta propuesta puede ser u´til para predecir en la estad´ıstica Bayesiana, pero surge
un nuevo interrogante, pues dentro de todas las posibles iniciales provenientes de dichas
cantidades de intere´s hay que averiguar cua´l es la que debe elegirse.
Por otro lado, una forma de discriminar entre las posibles iniciales alternativas es
usar las propiedades de cobertura de la densidad final resultante. En efecto, el uso de las
propiedades de cobertura de probabilidad para discriminar entre esas iniciales tiene una
historia larga (Welch y Peers 1963, Berger y Bernardo 1989, Datta y Sweeting, 2005).
En este trabajo, usaremos esta te´cnica para elegir entre las iniciales resultantes de las
distintas funciones g que pueden definir la cantidad de intere´s.
Nuestro objetivo es la eleccio´n de la inicial de referencia adecuada para predecir de
forma que la densidad predictiva resultante tenga buenas propiedades de cobertura.
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Estructura
Varias son las propuestas para trabajar el problema de la prediccio´n dentro del ana´lisis
Bayesiano objetivo, algunas de las ma´s recientes son las dadas por Kuboki (1998), que
sigue los mismos pasos de obtencio´n dados en Bernardo (1979); Eaton y Sudderth (1998),
intentando evitar la propiedad de inconsistencia fuerte; Komaki (1996) y Ghosh y Sweet-
ing (2000) quienes usan la validez frecuentista aproximada; Smith (1999) quien asegura
que la funcio´n de pe´rdida juega un papel importante, y Hartigan (1998) que propone la
distribucio´n inicial de ma´xima verosimilitud para el problema de prediccio´n. Ninguna de
estas propuestas proporciona soluciones generales con buenas propiedades de cobertura
frecuentista. Un objetivo adicional de este trabajo es el de proponer un procedimiento
general de obtencio´n de distribuciones iniciales objetivas para la prediccio´n, basadas en
las propiedades de cobertura de la densidad predictiva.
La estructura de este trabajo es como sigue: El primer cap´ıtulo proporciona un re-
sumen general de los me´todos de construccio´n de iniciales objetivas con ejemplos y ex-
plicacio´n de sus posibles dificultades. El segundo cap´ıtulo se centra so´lo en el ana´lisis de
referencia pues es el antecedente de nuestra propuesta de solucio´n para el problema de
prediccio´n. El tercer cap´ıtulo contiene un resumen de las propuestas actuales de iniciales
objetivas para la prediccio´n. El cuarto cap´ıtulo desarrolla el objetivo de este trabajo,
y es donde se estudia el problema de prediccio´n en modelos parame´tricos univariados
continuos regulares y no regulares. As´ımismo, es donde encontramos que si se define la
mediana como cantidad de intere´s la inicial de referencia produce una densidad predic-
tiva que posee adecuadas propiedades de cobertura. Tambie´n encontramos que dentro
de las iniciales objetivas propuestas, las resultantes del ana´lisis de referencia en gene-
ral y sus respectivas densidades, poseen adecuadas propiedades de cobertura. El quinto
cap´ıtulo estudia el modelo Normal bivariado con vector de medias conocido y elementos
de la matriz de dispersio´n desconocidos, donde se trabaja con varios supuestos sobre sus
para´metros. Cuando se trabaja con modelos multivariados no esta´ muy claro cual es el
valor de la mediana, debido a ello, hacemos uso de las propiedades de cobertura de proba-
bilidad de la predictiva para discriminar entre las posibles iniciales objetivas alternativas.
Nos encontramos entonces, que no hay una u´nica cantidad de intere´s para el problema de
prediccio´n en este modelo, pues ma´s de una de ellas proporciona una adecuada cobertura.
Finalizamos con un cata´logo de iniciales para prediccio´n de los modelos estudiados, as´ı
como con una seccio´n de conclusiones y futuras l´ıneas de investigacio´n. Las referencias
bibliogra´ficas, tablas y ape´ndices completan esta Tesis.
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Notacio´n
A lo largo de este trabajo se supone que las distribuciones de probabilidad son descritas
por sus respectivas funciones de densidad, en caso de ambigu¨edad, se hace una distincio´n
entre las cantidades aleatorias de los valores que e´stos pudieran tomar. Los vectores
aleatorios se representan en negritas, si e´stos son observables se escribira´n en el alfabeto
latino y cuando no son observables, en alfabeto griego. La densidad de probabilidad
condicional de los datos x ∈ X dado θ se representa como p(x|θ) o px|θ, con p(x|θ) ≥ 0
y
∫
X p(x|θ)dx = 1; la distribucio´n final o posterior de θ ∈ Θ dado x se representara´ como
p(θ|x) o pθ|x, con p(θ|x) ≥ 0 y
∫
Θ
p(θ|x)dθ = 1. En este trabajo, las funciones de den-
sidad de distribuciones espec´ıficas se denotan por su correspondiente nombre abreviado
y la Tabla 1 muestra las funciones de densidad usadas junto con su espacio parame´trico,
as´ı como el espacio muestral y algunas de sus caracter´ısticas, tales como la media y la
varianza.
Tabla 1: Distribuciones continuas univariadas.
Uniforme: Un(x|a, b)
b > a a < x < b
p(x) = c c = 1
b−a
E[x] = a+b
2
Var[x] = (b−a)
2
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Gama: Ga(x|α, β)
α > 0, β > 0 x > 0
p(x) = cxα−1e−βx c = β
α
Γ(α)
E[x] = α
β
Var[x] = α
β2
Exponencial: Ex(x|θ)
θ > 0 x > 0
p(x) = ce−θx c = θ
E[x] = 1
θ
Var[x] = 1
θ2
Ra´ız cuadrada de la Gama inversa: Ga−1/2(x|α, β)
α > 0, β > 0 x > 0
p(x) = cx−(2α+1)e−β/x
2
c = 2β
α
Γ(α)
E[x] =
√
βΓ(α−1/2)
Γ(α)
Var[x] = β
α−1 − E[x]2
Gama inversa: IGa(x|α, β)
α > 0, β > 0 x > 0
p(x) = cx−(α+1)e−β/x c = β
α
Γ(α)
E[x] = β
α−1 Var[x] =
β2
(α−1)2(α−2)
Normal: N(x|µ, σ)
−∞ < µ <∞, σ > 0 −∞ < x <∞
p(x) = c exp
{− 1
2σ2
(x− µ)2} c = 1√
piσ2
E[x] = µ Var[x] = σ2
t de Student: St(x|µ, σ, α)
−∞ < µ <∞, σ > 0, α > 0 −∞ < x <∞
p(x) = c
(
1 + 1
ασ2
(x− µ)2)−(α+1)/2 c = Γ(α+12 )
Γ(α
2
)
(
1
σ2αpi
)1/2
E[x] = µ Var[x] = ασ2(α− 2)−1
Gamma-Gamma: GaGa(x|α, β, n)
α > 0, β > 0, n > 0 x > 0
p(x) = c x
n−1
(β+x)α+n
c = β
α
Γ(α)
Γ(α+n)
Γ(n)
E[x] = n β
α−1 Var[x] =
β2(n2+n(α−1))
(α−1)2(α−2)
Log-Normal: LN(x|µ, σ)
−∞ < µ <∞, σ > 0 x > 0
p(x) = c 1
x
exp
{− 1
2σ2
(log x− µ)2} c = 1√
2piσ2
E[x] = eµ+σ
2/2 Var[x] = σ2
Med[x] = eµ, Mo[x] = eµ−σ
2
Log-Student: LSt(x|µ1, ν, α)
µ1 > 0, ν > 0, α > 0 x > 0
p(x) = c 1
x
(
1 + 1
αν2
(
log x
µ1
)2)−α+12
c = Γ((α+1)/2)
ν
√
αpiΓ(α/2)
(Ve´ase Good y Crook, 1987)
Cauchy: Ca(x|µ, σ) = St(x|µ, σ, 1)
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Tabla 2: Distribuciones continuas univariadas (cont.).
Ji cuadrada: χ2(x|ν) = χ2ν
ν > 0 x > 0
p(x) = cxν/2−1e−x/2 c = (1/2)
ν/2
Γ(ν/2)
E(x) = ν Var(x) = 2ν
Ji cuadrada descentralizada: χ2(x|ν, λ)
ν > 0, λ > 0 x > 0
p(x) =
∑∞
i=0 Po(i|λ/2)χ2(x|ν + 2i)
E(x) = ν + λ Var(x) = 2(ν + 2λ)
Tabla 3: Distribuciones continuas multivariadas.
Normal multivariada: Nk(x|µ,Σ)
µ = (µ1, ..., µk)
′ ∈ Rk x = (x1, ..., xk)′
Σ sime´trica, positiva definida
p(x) = c exp
{−1
2
(x− µ)′Σ−1(x− µ)} c = (2pi)−k/2|Σ|−1/2
E(x) = µ Var(x) = Σ
El ana´lisis de referencia siempre se define en te´rminos de modelos parame´-tricos con
la siguiente forma general:
M≡ {p(x|ω),x ∈ X ,ω ∈ Ω}
con p(x|ω) ≥ 0 y ∫X p(x|ω)dx = 1. A lo largo de este trabajo siempre se supone que
el modelo describe las condiciones bajo las cuales los datos fueron generados. Algunas
veces, pero no siempre, los datos consistira´n en una muestra aleatoria x = {x1, ..., xn} de
taman˜o fijo n proveniente de alguna distribucio´n de probabilidad. Si θ = θ(ω) ∈ Ω es
el vector de intere´s, el modelo puede reparametrizarse, sin pe´rdida de generalidad, en la
forma M ≡ {p(x|θ,λ),x ∈ X ,θ ∈ Θ,λ ∈ Λ} donde λ es un vector de para´metros de
ruido y Ω = Θ × Λ el espacio parame´trico. Adema´s, piθ(θ,λ) denota una distribucio´n
inicial objetiva conjunta para {θ,λ} cuando θ es la cantidad de intere´s.
Los momentos y otras medidas de dispersio´n de las distribuciones de probabilidad se
describen con adecuados s´ımbolos, por ejemplo,
E(x|θ) =
∫
X
xp(x|θ)dx
Var(x|θ) =
∫
X
(x− E[x|θ])2p(x|θ)dx
son la esperanza o media, y la varianza de x bajo el modelo {px|θ,x ∈ X ,θ ∈ Θ}. De
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manera similar, Med[x|θ] y Mo[x|θ] denotan respectivamente la mediana y la moda. Los
estad´ısticos comu´nmente usados en modelos de una dimensio´n son la media y varianza
muestral, denotadas por
x =
1
n
n∑
i=1
xi, s
2 =
1
n
n∑
i=1
(xi − x)2.
As´ımismo, x(i) denota el i−e´simo estad´ıstico de orden, en particular x(1) (xmin) y x(n)
(xmax) denotan el mı´nimo y ma´ximo de la muestra, respectivamente.
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Cap´ıtulo 1
Me´todos de obtencio´n de
distribuciones iniciales objetivas
Este cap´ıtulo contiene un breve resumen de algunos me´todos de obtencio´n de distribu-
ciones iniciales objetivas. Presentamos una descripcio´n de cada me´todo y una breve
discusio´n de la filosof´ıa que lo sustenta; tambie´n inclu´ımos algunos ejemplos. As´ımismo,
mencionamos algunas de las interpretaciones de las distribuciones iniciales que se han
hecho a lo largo de los an˜os, desde los trabajos de Bayes, Laplace y Jeffreys hasta este
momento. Citaremos tambie´n algunas de las propiedades que esperamos cumplira´n las
distribuciones iniciales objetivas.
1.1. Laplace y el principio de razo´n insuficiente
Los primeros intentos para definir una distribucio´n inicial no informativa con la que se
pueda representar la ignorancia se encuentran registradas en los trabajos de Bayes (1763)
y posteriormente en Laplace (1814).
El me´todo de construccio´n de funciones iniciales no informativas que ellos proponen
es conocido como principio de razo´n insuficiente o tambie´n como el postulado de Bayes-
Laplace.
A continuacio´n haremos una breve descripcio´n de este principio e incluiremos algunas
de las cr´ıticas surgidas a lo largo de los an˜os respecto del mismo.
1.1.1. Principio de razo´n insuficiente
El principio de razo´n insuficiente especifica que las probabilidades de los eventos sera´n
iguales si no existen razones para pensar que deber´ıan ser diferentes.
Bayes (1763) fue el primero en utilizar este principio y lo ejemplifico´ con el para´metro
θ de la distribucio´n Binomial, al cual le asigno´ la funcio´n inicial uniforme argumentando
que tenemos un total desconocimiento de su valor.
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An˜os ma´s tarde, y de acuerdo al historiador Stigler (1986b), cuando Laplace establecio´
su principio de probabilidad inversa no lo reconocio´ como un equivalente al teorema de
Bayes, pues asumio´ que todas las causas a priori son igualmente posibles o indiferente-
mente indistinguibles. A su principio tambie´n se le conoce como principio de indiferencia
de Laplace.
De manera impl´ıcita, Laplace aplico´ su principio al muestreo binomial, asigna´ndole en
sorprendentemente coincidencia la misma distribucio´n uniforme al para´metro θ. Tambie´n
lo aplico´ a tasas de decrecimiento expresando de manera elegante una curva de error
(Stigler, 1986a, p. 111).
Por otro lado, desde el punto de vista de la inferencia inductiva de Jeffreys, el principio
de Laplace corresponde a considerar todas las probabilidades igualmente posibles y as´ı
expresar de manera formal la ignorancia (Jeffreys, 1961, p. 33-34), o distribucio´n de la
ignorancia,
“...to say that the probabilities are equal is a precise way of saying that we
have no ground for choosing between the alternatives.”
Posteriormente, Hartigan (1983, p. 2) sen˜ala que el principio de razo´n insuficiente
no puede ser aceptado debido a que demasiadas probabilidades son igualmente posibles
lo que dar´ıa como resultado algunas paradojas de particio´n. Entonces es inconsistente
asignar simulta´neamente esta regla a todas las vastedades y refinamientos del espacio
parame´trico (vea´se los ilustrativos ejemplos discutidos en Shafer (1976, p. 23-24) y Kass
y Wasserman (1996, secc. 3.1)).
Debe notarse que Laplace supuso que el problema ser´ıa especificado de tal manera
que todos los resultados fueran igualmente probables, y en el caso de un resultado con
una alta probabilidad de ocurrencia, e´ste deber´ıa subdividirse hasta lograr que todos los
sub-resultados fuesen igualmente probables. Lo que demuestra que Laplace era consciente
de que el supuesto “igualmente probables” solo tendr´ıa sentido en una parametrizacio´n
en part´ıcular.
1.1.2. El postulado de Bayes-Laplace
Aplicar el principio de razo´n insuficiente cuando se tiene un espacio parame´trico continuo,
significa usar una distribucio´n inicial plana, ma´s espec´ıficamente, usar una constante
positiva como distribucio´n inicial. Pero el uso de una inicial plana implica problemas de
invarianza, como por ejemplo, si θ es uniforme, la funcio´n φ = eθ no lo es, e inversamente,
si φ es uniforme, θ = log φ no lo sera´. Por tanto, en el caso continuo y dependiendo de la
parametrizacio´n podr´ıa ser apropiado usar la distribucio´n uniforme como inicial.
Segu´n Kass y Wasserman (1996), la primera (y ma´s famosa) aplicacio´n registrada de
la distribucio´n Uniforme como distribucio´n inicial es la hecha por Bayes (1763), pues la
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atribuye como inicial al para´metro de una distribucio´n Binomial.
Segu´n Stigler (1982), el art´ıculo inicial de Bayes ha sido malinterpretado, debido
principalmente a su dif´ıcil lectura y comprensio´n. E incluso, Stigler asegura que relevantes
personalidades como Fisher, Pearson y Jeffreys tambie´n cayeron en el error de no entender
la idea principal de Bayes.
De acuerdo a Stigler, la idea original de Bayes fue suponer una variable aleatoria
X proveniente de una distribucio´n binomial basada en n intentos con probabilidad de
e´xito θ. Entonces, antes de observar X nosotros no sabemos nada. Bayes definio´ esta
ignorancia como Pr(X = r) lo cual equivale a ser constante y esto requiere que θ sea
uniforme. Espec´ıficamente,
Pr(X = r) =
∫ 1
0
Bi(x|θ, r)pi(θ)dθ
=
1
n+ 1
r = 0, 1, 2..., n
con pi(θ) = 1.
As´ı tenemos el postulado de Bayes-Laplace, que es considerado como casi equivalente
al principio de razo´n insuficiente.
Sin embargo, Fisher (Stigler, 1982, Sec. 6) objeta que este argumento es restrictivo
pues esta´ basado en mecanismos f´ısicos. Adema´s, la distribucio´n uniforme de X esta´
sujeta a paradojas de refinamiento (Kass y Wasserman, 1996).
1.2. Invarianza: las reglas de Jeffreys.
Desde el inicio de la historia de las distribuciones iniciales objetivas, la propiedad de inva-
rianza ha sido una de las propiedades que se suele esperar que cumplan las distribuciones
iniciales. Como se ha mencionado anteriormente, era una pra´ctica comu´n utilizar la dis-
tribucio´n Uniforme para representar la ignorancia, pero esta primera pra´ctica Bayesiana
deriva en inconsistencias. Por ejemplo, si φ = sin−1
√
θ tiene una funcio´n inicial pi(φ) = 1
entonces θ tiene distribucio´n pi(θ) ∝ θ−1/2(1− θ)−1/2, y si adema´s uno no sabe nada del
valor de φ, tampoco sabra´ nada acerca del valor de θ.
Jeffreys (1946) fue el primero en comprender completamente este hecho y dedico´ todos
sus esfuerzos para conseguir “reglas” de obtencio´n de distribuciones iniciales objetivas,
las cuales deber´ıan ser invariantes en el sentido explicado.
Las reglas de Jeffreys
La primera dificultad a la que Jeffreys se enfrento´ fue la de encontrar la forma de decir
que la magnitud del problema es desconocida cuando no se exige especial atencio´n con
respecto a ningu´n valor en particular. E´l considero´ varios escenarios para proponer sus
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reglas de acuerdo al posible rango de valores del para´metro.
Si el rango del para´metro es:
• finito o la recta real (−∞,∞), entonces la distribucio´n inicial deber´ıa ser la dis-
tribucio´n Uniforme; o
• si el rango son los reales positivos (0,∞), entonces la distribucio´n inicial del logar-
itmo del para´metro deber´ıa ser tambie´n la distribucio´n Uniforme.
Jeffreys aspiraba a encontrar una regla general de obtencio´n de iniciales que produjera
los mismos resultados, y propuso que la propiedad de invarianza fuese la que la que hiciera
de esa regla de aplicacio´n general. Adema´s, la esencia de esas reglas fue la de expresar
en lenguaje formal la ignorancia acerca del valor del para´metro en un rango de valores
permitido, es decir, las reglas formales deber´ıan ser tan impersonales hasta donde fuese
posible.
La regla general de Jeffreys se encuentra postulada en Jeffreys (1946) donde menciona
que para poder definir la regla de obtencio´n es necesario hacer una distincio´n entre la
estimacio´n y los problemas de pruebas de hipo´tesis.
La regla de Jeffreys nos dice que la distribucio´n inicial sera´ la ra´ız cuadrada del
determinante de I(θ), la matriz de informacio´n de Fisher,
piθ(θ) ∝ det(I(θ)ij)1/2,
donde
I(θ)ij = E
(
− ∂
2l
∂θi∂θj
)
con θ = (θ1, ..., θk) y l es la log-verosimilitud de los datos.
Esta regla es aplicable si I(θ) es definida positiva y adema´s es invariante ante posibles
parametrizaciones, i.e.,
piθ(θ) = piγ(γ(θ))
∣∣∣∣det(∂γ∂θ
)∣∣∣∣ .
Es decir, la distribucio´n inicial resultante de la parametrizacio´n γ = γ(θ) es proba-
bil´ısticamente consistente con la que resulte de usar θ.
En este sentido su regla es general y Jeffreys la describio´ como “auto-consistente”. Sin
embargo, Jeffreys (1946) encontro´ ciertas limitaciones en su aplicacio´n, pues no siempre
es verdad que todos los para´metros de un modelo de probabilidad son diferenciables. Por
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ejemplo, Jeffreys discutio´ el caso cuando los para´metros so´lo toman valores discretos,
como sucede en el caso de la distribucio´n Rectangular.
Ma´s au´n, sus dos reglas entran en conflicto entre ellas mismas lo cual puede verse muy
fa´cilmente con el modelo normal: De acuerdo a la regla basada en el rango de valores del
para´metro, la funcio´n inicial es piµ,σ(µ, σ) ∝ 1σ . Mientras que la regla general resulta en
piµ,σ(µ, σ) ∝ σ−2. Es ma´s, si la regla general se aplica a ma´s para´metros, debera´ an˜adirse
un factor de correccio´n σ−1 a cada uno de ellos, lo cual es inaceptable segu´n Jeffreys
(1961, p. 182); porque en el caso de varias medias {µi, i = 1, ..., k} y desviacio´n esta´ndar
u´nica σ, los grados de libertad de una distribucio´n t de Student dependera´n del nu´mero
de observaciones de la muestra para cualesquier k para´metros que pudiese haber. Ve´ase
Kass y Wasserman (1996, p. 1345) y Bernardo y Smith (1994, Ej. 5.25).
Para evitar el problema anterior, la sugerencia de Jeffreys fue la de suponer indepen-
dencia entre µ y σ y as´ı tratarlos separadamente. Entonces cuando σ fuese desconocida
y µ un valor fijo, la funcio´n inicial para σ deber´ıa ser piσ(σ) ∝ σ−1, y cuando σ fuese
conocida y µ desconocida, la funcio´n inicial para µ deber´ıa ser la uniforme.
Jeffreys fue un poco ma´s lejos al proponer una generalizacio´n para el caso de varios
para´metros. En particular, abordo´ los problemas que envolv´ıan para´metros de escala y
de localizacio´n sugiriendo separar los para´metros en dos vectores, es decir, µ = (µ1, .., µk)
para todos los para´metros de localizacio´n, y los restantes en el vector θ. Para el vector
µ asigna la distribucio´n Uniforme y para θ propone utilizar su regla general (Jeffreys,
1961, p. 182-183). En este caso la propuesta es,
pi(µ1, .., µk;θ) ∝ (det(I(θ)))−1/2
donde I(θ) se obtiene suponiendo que µ es conocida. En caso de haber para´metros de
escala, e´stos debera´n incluirse en el vector θ.
Jeffreys adema´s considero´ los siguientes casos: para el caso de tener un modelo de
probabilidad que envuelva para´metros de localizacio´n, Jeffreys sugirio´ una versio´n modifi-
cada de su regla general (ib., p. 186). Cuando hay para´metros mezclados Jeffreys sugiere
trabajar e´stos para´metros de manera independiente (ib., p. 185).
Finalmente, han sido los cap´ıtulos 3 y 4 de Theory of Probability de Jeffreys los que
han dado luz a la teor´ıa moderna Bayesiana. Se recomienda ver una discusio´n reciente
de su contenido en Robert, Chopin y Rousseau (2009).
Invarianza
Como se ha discutido anteriormente, una de las propiedades deseables que la distribu-
ciones iniciales deber´ıan de cumplir es la propiedad de la invarianza, y en cierta manera
esto ha definido las distintas metodolog´ıas de obtencio´n de distribuciones iniciales. Recorde-
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mos brevemente: Si con algu´n me´todo se obtiene una inicial no-informativa p(φ) y con
la misma metodolog´ıa se obtiene p(ξ) como una distribucio´n inicial para ξ = ξ(φ), que
es una transformacio´n uno-a-uno de φ, debe verificarse que p(ξ)dξ = p(φ)dφ. De esta
manera, el procedimiento de obtencio´n sera´ invariante ante transformaciones uno-a-uno
del para´metro.
En Dawid (1983) puede encontrarse un resumen de algunas de las propiedades que
tales metodolog´ıas deben tener y que mencionamos a continuacio´n:
(i) Invarianza frente a transformaciones del para´metro (PI).
Sea φ = φ(θ) una funcio´n invertible de θ ∈ Θ. Si piθ(θ) es una funcio´n inicial
objetiva para θ y piφ(φ) es una funcio´n inicial objetiva para φ, entonces
piφ(φ) = piθ(θ)|J(θ)|−1|θ=θ(φ)
donde |J(θ)| = det
(
∂φ(θ)
∂θ
)
es el determinante del Jacobiano de la transformacio´n.
(ii) Invarianza frente a transformaciones de los datos (DI)
Conside´rese el modelo {pX(·|θ), x ∈ X , θ ∈ θ} y sea Y = y(X) una funcio´n invertible
de X. Entonces, las funciones iniciales de θ inducidas por los modelos pX(·|θ) y
pY (·|θ) debera´n ser iguales.
De acuerdo a Dawid (1983) estos dos criterios de invarianza (PI y DI) no esta´n relaciona-
dos con la ignorancia o el no saber nada, puesto que tambie´n pueden ser usados para
distribuciones iniciales subjetivas. Sin embargo, la siguiente caracter´ıstica es la clave de
la invarianza puesto que formaliza la ignorancia como la irrelevancia del contexto.
3. Invarianza del contexto (CI).
Para definir una distribucio´n inicial, el contexto del modelo no deber´ıa de consi-
derarse. Expresado en te´rminos formales, siM = (X ,Θ,P) es un modelo con espa-
cio muestral X , espacio parame´trico Θ y una familia de distribuciones parametrizadas
P y consideramos otro modelo M′ = (X ′,Θ′,P) con la misma familia de distribu-
ciones parame´tricas P , entonces
pi(θ) = pi(θ′).
Si se aplican los criterios (PI), (DI) y (CI) simu´ltaneamente se imponen importantes
restricciones a la obtencio´n de distribuciones iniciales.
Por otro lado, no´tese que la regla de Jeffreys pi(θ) ∝ |I(θ)|1/2, cuando existe, satisface
todos estos criterios.
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En un sentido ma´s general sobre la propiedad de invarianza, el trabajo de Hartigan
(1964) considera las inversiones. Una inversio´n g es una funcio´n que asigna una densidad
final gf (θ|x) a cada familia F de densidades de f(x|θ), esto es,
gF(θ|x) ∝ f(x|θ)hF(θ).
Si hF(θ) es la densidad inicial de cada F , de acuerdo a Hartigan (1964) hF debe cumplir,
bajo la inversion, las siguientes propiedades: (i) invarianza frente a transformaciones
de los datos, (ii) invarianza frente a transformaciones de los para´metros, (iii) invarianza
de restriccio´n del espacio parame´trico Θ (Θ-restriction invariance), (iv) suficiencia, (v)
producto directo y (vi) producto repetido.
Sea la familia de densidades F = {f(x|θ), x ∈ X , θ ∈ Θ} y sea z una transformacio´n
uno-a-uno diferenciable sobre X y Θ, donde z : X → X , z : Θ1 → Θ2,Θ1,Θ2 ⊆ Θ tal que
f(z(x)|z(θ))
(
dz(x)
dx
)
= f(x|θ)
entonces las propiedades (i), (ii) y (iii) implican que para alguna constante c
hF(z(θ))|J(z−1(θ))| = chF(θ).
Cualquier densidad que satisfaga esta relacio´n es una densidad inicial relativamente in-
variante. De hecho, la clase de densidades iniciales relativamente invariantes es ma´s
grande que la clase de densidades iniciales invariantes (Hartigan, 1964).
No´tese que las propiedades (i), (ii), (iii) son las mismas que Dawid (1983) pide para
las distribuciones iniciales invariantes.
Hartigan (1964) discute las densidades invariantes por la derecha y por la izquierda,
sen˜alando que ambas densidades sera´n miembros diferentes de la familia de densidades
invariantes. Adema´s, define las densidades iniciales localmente invariantes asinto´ticamente
(ALI, asymptotically locally invariant) piALI(θ), en el caso de un solo para´metro, que son
las que satisfacen
d
dθ
log piALI(θ) =
Ex|θ(f1f2)
Ex|θ(f2)
donde f1 =
∂
∂θ
log f(x|θ) and f2 = ∂2∂θ2 log f(x|θ). No´tese que ∂∂θ log pi(θ) depende de las
propiedades de f1 y de f2. Hartigan discute una generalizacio´n para varios para´metros
lo que implica la solucio´n de un sistema de ecuaciones diferenciales, que no podr´ıa tener
solucio´n. En las familias exponenciales, Hartigan (1964) encuentra una forma simple
de la densidad inicial relativamente invariante. Adema´s, demuestra que la distribucio´n
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inicial de Jeffreys satisface todos los criterios antes mencionados al igual que la densidad
inicial ALI.
Resulta interesante la sugerencia que hace Hartigan (1964) para obtener distribuciones
iniciales, al combinar las densidades iniciales ALI y la de Jeffreys en la forma de pi(θ) ∝
piαJ (θ)pi
β
ALI(θ) con α + β = 1, donde pi
α
J (θ) y pi
α
ALI(θ) son las iniciales de Jeffreys y ALI
respectivamente.
En un trabajo ma´s reciente, Hartigan (1998) propone obtener una distribucio´n ini-
cial (ALI) que maximice la distancia entre la densidad final y la inicial bajo la distancia
truncada de Kullback-Leibler, es decir, elegir una inicial ALI sera´ igual a encontrar una
estimacio´n ma´ximo veros´ımil bajo el supuesto de pe´rdida truncada de Kullback-Leibler.
Hartigan (1998) tambie´n aborda el problema de prediccio´n y encuentra la densidad pre-
dictiva que es asinto´ticamente cercana, en te´rminos de la distancia de Kullback-Leibler,
a la verdadera densidad. Esta propuesta sera´ estudiada ampliamente en el Cap´ıtulo 3 de
esta Tesis.
Dawid (1983) propone una regla para obtener una inicial invariante en familias expo-
nenciales regulares de la forma
f(x|θ) = exp{a(x) + b(θ) + φ(θ)T t(x)}, θ ∈ Θ˜
donde Θ˜ = {θ : ∫ exp{a(x) + φ(θ)T t(x)}dx <∞}, Φ˜ = φ(Θ˜) es un subconjunto convexo
en Rk y φ es el para´metro cano´nico. Dawid (1983) sugiere asignar una inicial adecuada
a φ y entonces usar la propiedad de invarianza del para´metro (PI) para obtener la inicial
objetiva en cualquier parametrizacio´n de θ. Por ejemplo, la distribucio´n inicial sobre Φ se
asigna dependiendo de su dominio Φ˜ y no de otra caracter´ıstica del modelo. Si Φ˜ = Rk,
la inicial debera´ ser relativamente invariante bajo transformaciones que preservan Φ˜, y la
distribucio´n uniforme pi(φ) ∝ 1 tiene esta propiedad, la cual coincide con la inicial ALI
de Hartigan.
Por otro lado, un grupo de transformaciones que actu´a sobre el espacio muestral
puede actuar de manera diferente en el espacio parame´trico. Consecuentemente, debera´n
considerarse dos grupos de transformaciones, uno que actu´e sobre el espacio muestral y
el otro sobre el espacio parame´trico. En muchos de los casos, es mejor suponer que es un
solo grupo el que actu´a de manera diferente sobre los espacios parame´trico y muestral.
Si un modelo es invariante bajo la accio´n de algu´n grupo G, la medida de Haar por la
izquierda y por la derecha sobre G proporcionan distribuciones iniciales sobre Θ (espacio
parame´trico), y son invariantes (o relativamente invariantes) sobre la accio´n del grupo
G. En general, existen varias razones para elegir la medida de Haar por la derecha ma´s
que la medida de Haar por la izquierda. Un ejemplo es que la medida de Haar por
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la derecha arroja la mejor decisio´n invariante en problemas de decisio´n (Berger, 1985).
Pueden encontrarse algunas razones ma´s en Kass y Wasserman (1996).
Sin embargo, los requisitos de invarianza no son suficientes para garantizar un buen
comportamiento de las metodolog´ıas de obtencio´n de distribuciones iniciales objetivas.
Por esa razo´n se agregan dos importantes requisitos que son:
• La no existencia de la inconsistencia fuerte
La distribucio´n final debera´ concentrarse alrededor del verdadero valor del para´metro
conforme los datos se van acumulando. Si esto no ocurre se tiene una inconsistencia
(fuerte). En Stone (1976) pueden encontrarse dos ejemplos de inconsistencia fuerte
que son resultado de usar la inicial uniforme “no informativa”. Posteriormente, en
la Seccio´n 2.4 se discutira´ esta propiedad.
• La no existencia de paradojas de marginalizacio´n
Estas paradojas pueden aparecer cuando se utilizan iniciales impropias y el espacio
parame´trico es multidimensional. Brevemente, supo´ngase el modelo p(x|θ, λ) y la
distribucio´n inicial conjunta pi(θ, λ). Tambie´n supo´ngase que la densidad final de θ
satisface pi(θ|x) = pi(θ|z(x)) para alguna funcio´n z(x) de los datos, y que la densidad
en el muestreo de z es tal que f(z|θ, λ) = f(z|θ), por tanto depende u´nicamente
de θ. Deber´ıa ser entonces posible obtener la densidad final pi(θ|x) de f(z|θ) y de
alguna inicial pi(θ); esto siempre sucede si pi(θ, λ) es propia, pero no siempre es
as´ı cuando pi(θ, λ) es impropia. Ve´ase la subseccio´n 2.4.4 de esta Tesis donde se
ejemplifica lo anterior con el coeficiente de variacio´n del modelo Normal. Ve´ase
tambie´n Dawid, Stone y Zidek (1973) y los ejemplos ah´ı mencionados.
Adema´s de todas las referencias bibliogra´ficas mencionadas, una discusio´n ma´s re-
ciente de las propiedades de invarianza de algunas distribuciones iniciales puede encon-
trarse en Datta y Ghosh (1996).
1.3. Verosimilitud de datos trasladados.
La funcio´n de verosimilitud es de datos trasladados en te´rminos de φ(θ), que es una
transformacio´n uno-a-uno de θ, si se puede expresar como
l(θ|y) = g[φ(θ)− f(y)] (1.1)
donde g(·) es una funcio´n independiente de los datos y y f(y) es una funcio´n de y. Si esto
es posible, es decir, la verosimilitud puede escribirse en la forma (1.1), entonces puede
considerarse a la distribucio´n inicial uniforme sobre φ(θ) como no-informativa.
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La idea de las verosimilitudes de datos trasladados fue propuesta por Box y Tiao
(1973). Ellos supusieron que es posible expresar que sabemos muy poco acerca de θ en
te´rminos de φ(θ), por lo que la verosimilitud es determinada por su localizacio´n.
Dado que para muestras de taman˜o moderado no siempre existe una transformacio´n
exacta que exprese la verosimilitud en la forma (1.1), Box y Tiao (1973) proponen bus-
car una transformacio´n sobre θ donde la verosimilitud sea aproximadamente de datos
trasladados, y por lo tanto la verosimilitud sera´ casi independiente de los datos excepto
por su localizacio´n.
Es interesante mencionar que este me´todo proporciona otra justificacio´n para el uso
de la regla general de Jeffreys. En efecto, suponiendo una muestra de n observaciones
aleatorias, la aproximacio´n normal de la verosimilitud es
l(θ|y) ' N(θ|θ̂, σ̂y2)
donde θ̂ es el estimador ma´ximo veros´ımil σ̂y
2 = (nI(θ))−1 y I(θ) es la matriz de infor-
macio´n de Fisher. Para estabilizar la varianza es necesario una reparametrizacio´n tal que
para alguna constante c se tenga
l(φ|y) ' N(φ|φ̂, c
n
),
pero la varianza de φ(θ) es Var(θ)[φ′(θ)]2 = I(θ̂)−1[φ′(θ)]2 y sera´ constante si sucede
φ′(θ) = I(θ)1/2.
Una distribucio´n inicial uniforme pi(φ) = 1 para φ implicara´ la inicial pi(θ) = pi(φ)φ′(θ) =
I(θ)1/2 para θ, que es la regla de Jeffreys.
Kass (1990) propone una modificacio´n, que usa una funcio´n ha(·) que depende de un
estad´ıstico auxiliar (pivote), es decir, ha(·) dependera´ de los datos a trave´s de a. Esta
extensio´n de la definicio´n es conocida como grupo teo´rico y se cumple en modelos de
transformacio´n general. Kass (1990) analiza las propiedades de la verosimilitud de datos
trasladados, que son:
• Aproximacio´n local. Para muestras independientes e ide´nticamente distribuidas, las
funciones de verosimilitud de datos trasladados son localmente aproximadas hasta
un orden O(n−1).
• Densidades posteriores aproximadas. Si se usa una distribucio´n inicial uniforme, la
densidad final puede considerarse como asinto´ticamente local de datos trasladados
hasta un orden O(n−1).
• Aproximacio´n local multiparame´trica. Si se usan me´tricas de informacio´n geode´sicas,
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la verosimilitud puede considerarse como de datos trasladados hasta un orden
O(n−1).
La extensio´n multiparame´trica de Kass (1990) es poco so´lida (Kass y Wasserman,
1996) puesto que no es posible encontrar una verosimilitud de datos trasladados conjunta.
Finalmente, para ma´s detalles sobre verosimilitud de datos trasladados ve´ase Box y
Tiao (1973), Kass (1990) y el resumen de Kass y Wasserman (1996).
1.4. Ma´xima entrop´ıa
Si Θ = {θ1, ..., θk} es finito y pi es una medida de probabilidad sobre Θ, entonces la
entrop´ıa de pi, que puede considerarse como una medida de la incertidumbre sobre θ
implicada por pi, se define como
H(pi) = −
k∑
i=1
pi(θi) log pi(θi).
La funcio´n inicial de mayor entrop´ıa es la menos informativa, y el me´todo de ma´xima
entrop´ıa consiste en elegir la inicial que maximice la entrop´ıa. Cuando no se tienen
restricciones, la inicial que maximiza es la distribucio´n inicial uniforme. Pero cuando se
cuenta con informacio´n especificada por las esperanzas de un conjunto de funciones de
la variables aleatorias {E[f1], ...,E[fr]} con r < k, entonces el me´todo sugiere la inicial que
maximiza la entrop´ıa sujeta a las restricciones impuestas por estos momentos, lo que da
como resultado
pi(θi) ∝ exp
{
r∑
j=1
λjfj(θi)
}
.
Jaynes (1968) fue el mayor impulsor de los me´todos de ma´xima entrop´ıa para la ob-
tencio´n de distribuciones iniciales objetivas. E´l asegura que el me´todo de ma´xima entrop´ıa
es una herramienta formal que garantiza que no se han considerado supuestos erro´neos,
que podr´ıan permanecer ocultos, y que se consideran todas las posibilidades que la infor-
macio´n disponible aporta en ese momento. Demuestra que la unicidad de la expresio´n
−p log p es consecuencia de su correspondencia con las frecuencias, es decir, que la inicial
resultante de maximizar la entrop´ıa ha de concordar con la distribucio´n de frecuencias
proveniente de resultados experimentales realizados en un gran nu´mero de veces. Otras
funciones convexas pueden usarse para definir la incertidumbre, pero Jaynes asegura que
carecer´ıan de una correspondencia frecuentista como la descrita anteriormente.
La versio´n cont´ınua de la ma´xima entrop´ıa carece de la propiedad de invarianza y
Jaynes (1968) sugiere usar la forma invariante − ∫ p(θ) log p(θ)
pi(θ)
dθ que requiere la especi-
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ficacio´n de una inicial “no informativa” pi(θ), de tal suerte que el argumento se vuelve
circular.
Finalmente, Seidenfeld (1987) adema´s de aportar un resumen sobre los me´todos de
ma´xima entrop´ıa, describe dos de los problemas asociados a ellos:
• Conflictos con la actualizacio´n Bayesiana. Supo´ngase que existe la inicial P0 tal
que maximiza la entrop´ıa dada una restriccio´n, y se de´ la ocurrencia del suceso A.
Existen dos formas para incluir esta nueva informacio´n, (i) condicionando P0 para
tener P0(·|A), o (ii) incluyendo el suceso como una restriccio´n, esto es, E[IA] donde
IA es la funcio´n indicadora para el suceso A, pero la nueva probabilidad resultante
Q que maximiza la entrop´ıa difiere de P0(·|A).
• Paradojas de particio´n. La ma´xima entrop´ıa puede incurrir en paradojas de par-
ticio´n al igual que el principio de razo´n insuficiente. Las inconsistencias aparecen
cuando el espacio parame´trico es subdividido en presencia y ausencia de restriccio-
nes emp´ıricas sobre las cantidades de intere´s.
Para ma´s detalles sobre este me´todo de obtencio´n de distribuciones iniciales objetivas
ve´ase Seidenfeld (1987) y el resumen dado por Kass y Wasserman (1996) junto con las
referencias ah´ı citadas.
1.5. Geometr´ıa
Jeffreys (1961) introduce el cuadrado de las distancias como una aproximacio´n a las
distancias entre distribuciones. De hecho, encuentra que la divergencia de Kullback-
Leibler se comporta localmente como el cuadrado de la funcio´n distancia determinada
por la me´trica Riemanniana, que es la informacio´n de Fisher |I(θ)|1/2. Su idea se baso´
principalmente en la propiedad de invarianza dado que los volu´menes provenientes de
me´tricas Riemannianas son invariantes ante reparametrizaciones.
En esta misma l´ınea de investigacio´n, Kass (1989) proporciona una interpretacio´n
geome´trica de una medida local de la distancia entre elementos de una familia de dis-
tribuciones, la cual es la divergencia Kullback-Leibler o equivalentemente, la informacio´n
de Fisher. Kass define la distancia de informacio´n como la distancia entre dos ele-
mentos de distribuciones. Demuestra tambie´n que esta distancia no depende de las
parametrizaciones y que existe una relacio´n entre esta distancia de informacio´n y la
divergencia Kullback-Leibler. Encuentra que la divergencia Kullback-Liebler tiene un
comportamiento local como el del cuadrado de la funcio´n distancia, coincidiendo con el
razonamiento inicial de Jeffreys.
No´tese que la regla general de Jeffreys es generada por los elementos naturales del
volumen de la me´trica de informacio´n, adema´s es invariante e uniforme respecto de al-
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gunos espacios parame´tricos, como la medida de Lebesgue, puesto que asigna igual masa
a regiones que tienen igual volumen. Esta propiedad la hace atractiva en el momento de
elegir una inicial objetiva.
1.6. Iniciales de cobertura consistente
Desde finales de los an˜os cincuenta, uno de los aspectos buscados de la obtencio´n de
distribuciones iniciales es que sus respectivas distribuciones posteriores concuerden con
los resultados frecuentistas. Expresado en te´rminos formales, conside´rese un para´metro
escalar θ y las funciones cotas superior e inferior de los datos l(x) y u(x) que satisfacen
Pr[l(x) < θ < u(x)] = 1−α, as´ı que Ax = (l(x), u(x)) es un conjunto cre´ıble (de probabi-
lidad) final 1−α, con ∫
Ax
pi(θ|x)dθ = 1−α. Ahora bien, pueden entonces considerarse las
propiedades frecuentistas de Ax bajo el muestreo repetido dado θ. En general, para algu´n
tipo de distribuciones iniciales, la proporcio´n de muestras que producira´n conjuntos Ax
que contengan al verdadero valor de θ (la cobertura frecuentista) no sera´ exactamente
1− α, pero puede encontrarse una aproximacio´n a la misma.
Mencionaremos a continuacio´n algunos de los principales puntos sobre esta l´ınea de
investigacio´n:
Lindley (1958) encuentra un acuerdo exacto entre las distribuciones finales y los in-
tervalos de confianza provenientes de distribuciones fiduciales para un para´metro escalar,
cuando el modelo de probabilidad pertenece a la familia de distribuciones de localizacio´n
o puede transformarse en un modelo de localizacio´n. Ma´s au´n, si existe un estad´ıstico su-
ficiente para el para´metro y se preserva la forma de localizacio´n, tambie´n hay un acuerdo
exacto. Lindley (1958) incluye resultados sobre la familia exponencial, en particular
las distribuciones Normal y Gama, que son distribuciones pertenecientes a familias de
localizacio´n.
Welch y Peers (1963) proporcionan una generalizacio´n de este resultado para el caso
uniparame´trico, donde los intervalos Bayes asociados de un solo lado se aproximan
asinto´ticamente a intervalos de confianza, y encuentran que la aproximacio´n es mejor
cuando se usa la inicial de Jeffreys.
Finalmente, un me´todo de obtencio´n de iniciales objetivas que proporcionen cierto
acuerdo con los resultados frecuentistas son las iniciales de cobertura consistente o match-
ing. Una inicial de cobertura consistente es aquella inicial bajo la cual las probabilidades
finales de ciertas regiones coinciden con sus coberturas de probabilidad, exacta o aproxi-
madamente.
No´tese que una inicial de cobertura consistente no es necesariamente la mejor opcio´n,
como demuestran importantes ejemplos. Uno de ellos es el problema de Fieller-Creasy,
donde los intervalos de confianza frecuentista no funcionan y en donde una inicial objetiva
21
Bayesiana no deber´ıa reproducirlos.
Un resumen completo sobre estas iniciales objetivas puede verse en Datta y Sweeting
(2005).
Por otro parte, las propiedades frecuentistas pueden se usadas como reglas de se-
leccio´n. En esta l´ınea Berger y Bernardo (1989) proponen el uso de las propiedades de
cobertura frecuentista de los intervalos cre´ıbles para discriminar entre posibles distribu-
ciones iniciales objetivas alternativas.
1.7. Me´todo de Zellner
Zellner (1977) propone la inicial de ma´xima informacio´n de datos (Maximal Data In-
formation Prior) basada en medidas de informacio´n. Zellner elige la inicial usando una
funcio´n G como funcio´n criterio u objetivo para ser maximizada, sujeta no u´nicamente a
la condicio´n
∫
pi(θ)dθ = 1 sino tambie´n a otras posibles condiciones relevantes.
Expresado en te´rminos formales, conside´rese una observacio´n y proveniente de p(y|θ),
con para´metro escalar θ tal que a ≤ θ ≤ b, con a, b finitos. Zellner define la informacio´n
de los datos como I = ∫ p(y|θ) log p(θ)dy y el valor promedio de la informacio´n a priori
de los datos como
I(θ) =
∫
I(θ)pi(θ)dθ.
La inicial MDIP pi(θ) es la inicial que maximiza
G = I(θ)−
∫
pi(θ) log pi(θ)dθ,
cuya solucio´n es pi(θ) ∝ exp{I(θ)}. E´sta sera´ la inicial que maximiza la entrop´ıa sujeta
a la restriccio´n de que la entrop´ıa en los datos debera´ ser constante.
Desafortunadamente, el me´todo propuesto por Zellner no es invariante ante para-
metrizaciones y por lo tanto no puede proponerse como un procedimiento general de
obtencio´n de iniciales. Sin embargo puede forzarse y lograr una invarianza parcial en
cierta forma ad hoc. Zellner (1977) incluye un cata´logo de iniciales MDIP para diferentes
modelos de probabilidad.
Adema´s de la referencia aqu´ı citada, puede encontrarse ma´s informacio´n sobre este
me´todo en Kass y Wasserman (1996, Sec. 3.8) y en las referencias ah´ı mencionadas.
1.8. Modelos de teor´ıa de la decisio´n
Otra forma de obtencio´n de distribuciones iniciales no informativas consiste en usar teor´ıa
de la decisio´n. En esta seccio´n haremos una revisio´n de tres de los principales precursores
de este me´todo, Hartigan (1965), Good (1969) y Kashyap (1971), en ese orden.
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La propuesta de Hartigan se basa en un problema de decisio´n con los elementos: Una
funcio´n de densidad p(x|θ) y una funcio´n de pe´rdida L(d, θ) con d ∈ D un espacio de
decisiones.
Para cada densidad inicial h(θ) existe una decisio´n de Bayes d, dada la observacio´n x,
tal que minimiza la pe´rdida promedio L con respecto a la densidad final. Hartigan dice
que la decisio´n d(x) es insesgada para la funcio´n de pe´rdida L si
E[L(d(x), θ0)|θ] ≥ E[L(d(x), θ)|θ] ∀θ, θ0 ∈ Θ
La funcio´n de pe´rdida L(·) es interpretada como una medida de incompatibilidad
entre d y θ, cuando θ es verdadera d es en promedio ma´s compatible con θ que cualquier
otro valor del para´metro.
Si θ es unidimensional, la distribucio´n inicial h(·) es asinto´ticamente insesgada si
h(θ) =
E
[(
∂
∂θ
log p(x|θ))2 |θ]√
∂2
∂d2
L(d(x), θ)
∣∣
d=θ
.
En particular, para la funcio´n de pe´rdida L(d, θ) = α(θ)(d − θ)2, la inicial insesgada
es piU(θ) =
I(θ)
α(θ)
donde I es la informacio´n de Fisher. Si se usa la funcio´n de pe´rdida
logar´ıtmica,
L(d, θ) =
∫
log
(
p(x|d)
p(x|θ)
)
p(x|θ)dx,
la inicial insesgada es piU(θ) =
√
I(θ), que coincide con la inicial de Jeffreys. Hartigan
tambie´n proporciona una extensio´n a varios para´metros; estudia el caso de la familia
exponencial multidimensional y el modelo de regresio´n.
El trabajo de Good (1969) difiere un poco del de Hartigan, pues Good propone utilizar
la funcio´n U(G|F ) como “la utilidad de afirmar la distribucio´n G, cuando en realidad es
F”. Good demuestra que con respecto a un caso especial de funcio´n de utilidad U , la
distribucio´n inicial menos favorable, es proporcional a |I(θ)|1/2, donde I(θ) es la matriz
de informacio´n de Fisher. Para ma´s detalles ve´ase Good (1969).
Otro trabajo interesante es el hecho por Kashyap (1971), que encuentra una expresio´n
de una inicial objetiva al considerar un juego de suma-cero entre dos jugadores (“N”
la naturaleza versus “S” nosotros) donde nosotros elegimos la inicial que minimiza la
divergencia entre la densidad de los datos y la densidad predictiva. Kashyap demuestra
que la mejor estrategia del problema minimax es elegir la inicial pi(θ) que minimice
E[log f(y|θ)
pi(θ)
], donde el valor esperado es evaluado sobre la densidad conjunta de θ y los
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datos y. Cuando el taman˜o de la muestra crece, la solucio´n minimax se aproxima a la
inicial de Jeffreys.
1.9. Me´todo de Rissanen
Al igual que en el caso continuo, tambie´n se ha intentado definir una inicial objetiva
universal sobre para´metros que solo toman valores enteros Θ = {1, 2, ...}, y que no dependan
del modelo asumido.
Jeffreys (1961, p. 238) sugirio´ la inicial Q(n) ∝ n−1+O(n−2) cuando se desea estimar
un entero positivo, dicha inicial la deduce con el ejemplo de un viajero en la estacio´n de
trenes. Un hombre que viaja dentro de un pa´ıs extranjero tiene que cambiar de tren en
cierta estacio´n. El hombre desconoce el nu´mero total de vagones y lo u´nico que logra
ver es el vago´n nu´mero 100. Con esta informacio´n ¿el hombre que puede inferir acerca
del total de vagones? So´lo se tiene el supuesto de que los vagones esta´n enumerados
consecutivamente a partir de 1. Aparentemente, la cantidad que se desea estimar (entero
positivo) no tiene un l´ımite superior sobre los posibles valores que podr´ıa tener. Este
ejemplo uso´ Jeffreys para sugerir la funcio´n Q(n) para la estimacio´n de un entero positivo,
pero no proporciono´ ningu´n tipo de soporte teo´rico.
Otro punto de vista completamente diferente es el dado por Rissanen (1983) basado
en la teor´ıa de co´digos. Explicaremos brevemente su propuesta: Supo´ngase que se ha
constru´ıdo un co´digo que asigna una cadena binaria a cada entero. Cada co´digo necesita
un u´nico prefijo que identificara´ el principio y final de dicho co´digo. El prefijo ayudara´
al decodificador a identificar la proporcio´n de co´digo que corresponde a cada uno de los
co´digos (no existe el s´ımbolo coma). Mientras tanto, alguien elige un entero M (cota su-
perior del entero) de una distribucio´n de probabilidad P , donde P refleja el conocimiento
previo (o casi ignorancia). La primera tarea es definir el conocimiento inicial, que sera´
un conjunto de distribuciones Ω de P , donde M es el u´nico para´metro conocido, y en vez
de usar el co´digo se usara´n las longitudes de cada co´digo L = (L(1), L(2), ...), as´ı so´lo
se tiene un co´digo para todo el conjunto de distribuciones. La segunda tarea es asignar
los co´digos de tal suerte que el co´digo con la informacio´n de las longitudes sea lo ma´s
pequen˜o posible, es decir, minimizar el inverso del co´digo eficiencia, el cual es
min
L
sup
P
lim
N→∞
∑N
i=1 P (i)L(i)
−∑Ni=1 P (i) logP (i)
con algunas condiciones de regularidad.
Rissanen (1983) demostro´ que existe un co´digo L0(n) = log
∗
2(n)+log2 c donde log
∗
2(n) =
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log2 n+ log2 log2 n+ ..., que satisface la condicio´n de minimizacio´n y sugiere usar
Q(n) ∝ 2L0(n),
∝ 1
n
× 1
log2 n
× ...× 1
log2 n... log2 n
× 1
c
, for n > 0;
como inicial universal para todos los enteros. Esta inicial tambie´n puede extenderse a los
enteros negativos.
Sin embargo, la aplicacio´n de esta inicial general frecuentemente da como resultado
soluciones insatisfactorias a ciertos ejemplos y uno de ellos es el de datos binomiales
Bi(r|n, θ) donde n es desconocido.
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Cap´ıtulo 2
Ana´lisis de referencia
2.1. Introduccio´n
Desde los trabajos de Bayes (1763) y de Laplace (1814/1825) hasta nuestros dias, ha
adquirido gran relevancia el problema de encontrar un me´todo de obtencio´n de iniciales
no informativas, tarea a la que le han dedicado gran parte de sus esfuerzos hombres y
mujeres de ciencia.
El trabajo de Jeffreys (1946) fue un parteaguas en este tema y es considerado como
el precursor de la estad´ıstica Bayesiana moderna. El trabajo inicial cristalizo´ en el libro
pionero de Jeffreys (1961) a partir del cual han surgido continuas propuestas tales como
las de Zellner (1971a) y Box y Tiao (1973) por mencionar algunas. En el Cap´ıtulo 1 se
ha proporcionado un breve resumen de algunas de ellos.
Actualmente la investigacio´n en esta a´rea frecuentemente se basa en el entorno del
ana´lisis de referencia donde una funcio´n inicial de referencia representa la completa ig-
norancia sobre una cantidad de intere´s bien especificada. La inicial de referencia produce
una distribucio´n final de referencia para dicha cantidad, que siempre sera´ dominada por
la informacio´n que proveen los datos.
Las funciones iniciales de referencia no representan las creencias personales del investi-
gador, por tanto pueden usarse como un esta´ndar de comunicacio´n en el medio cient´ıfico.
Su eleccio´n incorpora dos importantes desiderata: La funcio´n inicial no debe influir en
la informacio´n que proporcionan los datos, y su eleccio´n se hace de tal forma que las
creencias personales del investigador tampoco influyen en la informacio´n que los datos
proporcionan.
La densidad final de referencia se obtiene mediante el uso formal del teorema de
Bayes, y el papel de la funcio´n inicial de referencia es el de una simple herramienta de
obtencio´n pues generalmente es una distribucio´n impropia. Como consecuencia directa
de su modo de obtencio´n, la distribucio´n final de referencia es objetiva dado que se
basa u´nicamente en el modelo supuesto y los datos observados. Es una representacio´n
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matema´tica de la ignorancia acerca de la cantidad de intere´s relativa a la informacio´n
que podr´ıan proporcionar los datos bajo un modelo dado.
En general, se espera que la iniciales objetivas cumplan las propiedades siguientes:
(i) Generalidad.
El procedimiento de obtencio´n debe ser general, es decir, debe ser aplicable a
cualquier problema de inferencia y sus resultados deben ser apropiados. En parti-
cular, la densidad final pi(θ|x) debe ser propia para cualquier conjunto de datos
x.
(ii) Invarianza.
El me´todo debera´ ser invariante bajo cualquier transformacio´n que no modifique el
problema. Vea´se la seccio´n 1.2 donde se explica detalladamente esta propiedad.
(iii) Marginalizacio´n consistente.
Las densidades finales deben ser las mismas si se han obtenido del modelo completo o
de la distribucio´n marginal de un estad´ıstico suficiente. Es particular, si la densidad
final pi1(θ|x) se obtuvo del modelo completo p(x|θ, λ) y tiene la forma pi(θ|x) =
pi1(θ|t) donde t = t(x) es algu´n estad´ıstico de los datos; si t tiene distribucio´n en el
muestreo p(t|θ) que depende u´nicamente de θ y la densidad final resultante de usar
p(t|θ) es pi2(θ|t), entonces la densidad final pi2(·|t) debera´ ser igual a pi1(·|x).
(iv) Propiedades del muestro consistente.
El muestreo repetido de la distribucio´n final debe ser consistente con el modelo,
es decir, la distribucio´n final debera´ concentrarse alrededor del verdadero valor del
para´metro cuando el taman˜o de la muestra se incrementa. Se dice que hay una
inconsistencia fuerte si la densidad final carece de esta propiedad.
La funciones iniciales de referencia (Bernardo 1979, Berger y Bernardo, 1989, 1992a,
1992b, 1992c, Bernardo, 2005, Berger, Bernardo y Sun, 2009a) parecen ser las u´nicas que
cumplen con todas estas propiedades.
La idea central de las funciones iniciales de referencia es la de maximizar la cantidad
de informacio´n que los datos proporcionan acerca de lo uno podr´ıa esperar sobre una
cantidad de intere´s. Las iniciales de referencia generalmente son impropias y por lo
tanto no pueden normalizarse en un funcio´n de densidad. Recue´rdese que las iniciales de
referencia son una herramienta te´cnica de obtencio´n de finales de referencia a trave´s del
uso formal del teorema de Bayes.
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La siguiente seccio´n se centrara´ en los conceptos de discrepancia intr´ınseca e infor-
macio´n esperada, centrales en la teor´ıa de la informacio´n, y esenciales en el ana´lisis de
referencia.
2.2. Discrepancia intr´ınseca e informacio´n esperada
En teor´ıa de la probabilidad, es frecuente el uso de medidas de divergencia entre las
distribuciones de probabilidad, basadas en teor´ıa de la informacio´n. Cada una de e´stas
medidas define un tipo de convergencia y se ha encontrado que describen mejor algunos de
los procesos l´ımites existentes en la teor´ıa de la probabilidad y en la inferencia estad´ıstica.
Una de ellas es la discrepancia intr´ınseca (Bernardo y Rueda, 2002).
Definicio´n 1 (Discrepancia intr´ınseca). La discrepancia intr´ınseca δ{p1, p2} entre dos
densidades de probabilidad p1(x) y p2(x) para la cantidad aleatoria x ∈ X es
δ{p1(x), p2(x)} = min
{∫
X1
p1(x) log
p1(x)
p2(x)
dx,
∫
X2
p2(x) log
p2(x)
p1(x)
dx
}
.
La discrepancia intr´ınseca entre dos familias de densidades de probabilidad
M1 ≡ {p1(x|φ), φ ∈ Φ} y M2 ≡ {p2(x|ψ), ψ ∈ Ψ}
para la cantidad aleatoria x ∈ X , se define como
δ{M1,M2} = min
φ∈Φ,ψ∈Ψ
δ {p1(x|φ), p2(x|ψ)} .
La discrepancia intr´ınseca es un ejemplo de funcio´n de pe´rdida intr´ınseca (Robert,
1996) y puede expresarse en te´rminos de la divergencia de Kullback-Leibler como
δ{p2, p1} = min {κ{p1|p2}, κ{p2|p1}}
donde κ{pj|pi} =
∫
Xi pi(x) log
pi(x)
pj(x)
dx, con Xi ⊆ Xj. Consecuentemente, la discrepancia
intr´ınseca hereda algunas de las propiedades de la divergencia de Kullback-Leibler. En
particular, es no negativa, esta´ bien definida, y es cero s´ı y so´lo si p1(x) = p2(x) casi
por todas partes. No´tese que κ(p1|p2) es el valor esperado del logaritmo de la densi-
dad (o probabilidad) de la razo´n de p1 en contra de p2. De este modo, la discrepancia
intr´ınseca entre dos modelos, δ{M1,M2} es la razo´n de log-verosimilitudes mı´nima espe-
rada en favor del modelo (verdadero) del que provienen los datos. Adema´s, la discrepancia
intr´ınseca entre dos modelos no depende de la parametrizacio´n usada para describirlos.
Si p1 y p2 tienen dominios estrictamente anidados y alguna de las divergencias no es
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infinita, la discrepancia intr´ınseca sigue estando definida. En efecto, si Xi ⊂ Xj, entonces
δ{pi, pj} = δ{pj, pi} = κ{pj|pi}.
La discrepancia intr´ınseca tambie´n tiene la propiedad de la aditividad de la infor-
macio´n, que es consecuencia de que la densidad conjunta de cantidades aleatorias inde-
pendientes es el producto de sus marginales.
No´tese que la discrepancia intr´ınseca es una medida de la “distancia” entre dos mode-
los diferentes para x ∈ X . Entonces δ{p1(x|φ), p2(x|ψ)} es una medida sime´trica (en
unidades naturales de informacio´n) de lo diferentes que son las densidades de probabili-
dad p1(x|φ) y p2(x|ψ), como funcio´n de los para´metros φ y ψ, de forma que
δ{p1(x|φ), p2(x|ψ)} = δ(φ, ψ).
La discrepancia intr´ınseca de un punto a un conjunto puede definirse como la distancia
de ese punto al elemento ma´s cercano del conjunto. Como cualquier funcio´n de pe´rdida
intr´ınseca es invariante bajo transformaciones uno-a-uno de los para´metros usados para
describir los modelos de probabilidad.
Una ventaja de la discrepancia intr´ınseca es que puede usarse como una funcio´n general
de pe´rdida en estad´ıstica, porque δ(θ̂,θ) mide la pe´rdida de usar el modelo estimado
p(x|θ̂) como si este fuese el modelo verdadero p(x|θ). Esto puede usarse en un contexto
de pruebas de hipo´tesis como se propone en Bernardo (1999), Bernardo y Rueda (2002)
y Bernardo y Jua´rez (2003). Espec´ıficamente, sea el modelo p(x|θ0) (modelo nulo); uno
podr´ıa preguntarse lo lejos que se encuentra del verdadero modelo p(x|θ) en funcio´n
de θ, que es precisamente lo que mide δ{θ0,θ}. El modelo nulo sera´ rechazado si el
estad´ıstico intr´ınseco d(θ0|x) =
∫
Θ
δ{θ0,θ}p(θ|x)dθ es muy grande. De manera similar,
el estimador intr´ınseco θ∗ se define como el que minimiza d(θ˜|x) entre todos los θ˜ ∈ Θ.
La funcio´n de pe´rdida esperada d(θ˜|x) tambie´n puede usarse para definir las regiones
intr´ınsecas p-cre´ıbles Rp = {θ˜ : d(θ˜|x) < d∗p} donde d∗p es elegido tal que cumpla con∫
θ∈Rp p(θ|x)dθ = p.
As´ımismo, la discrepancia intr´ınseca define un nuevo tipo de convergencia para las
distribuciones de probabilidad, la convergencia intr´ınseca, que sera´ usada posteriormente
para definir las funciones iniciales de referencia.
Definicio´n 2 (Convergencia intr´ınseca). Una sucesio´n de distribuciones de probabili-
dad especificada por sus funciones de densidad {pi(x)}∞i=1 se dice que converge intr´ınsica-
mente a una distribucio´n de probabilidad con densidad p(x) siempre que la sucesio´n de
sus discrepancias intr´ınsecas {δ(pi, p)}∞i=1 converja a cero.
Supo´ngase el modeloM≡ {p(x|θ),x ∈ X ,θ ∈ Θ} y una funcio´n inicial estrictamente
positiva pi(θ). Si pi(θ) es impropia, es decir,
∫
θ p(x|θ)pi(θ)dθ =∞, el teorema de Bayes no
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puede usarse formalmente para obtener la densidad final pi(θ|x),
pi(θ|x) = p(x|θ)pi(θ)∫
Θ
p(x|θ)pi(θ)dθ ,
a menos que suceda que
∫
Θ
p(x|θ)pi(θ)dθ < ∞, puesto que so´lo entonces pi(θ|x) sera´
propia. Para garantizar lo anterior, se debe encontrar un adecuado limite de subconjun-
tos del espacio parame´trico de tal forma las iniciales sean propias en ellos, y por tanto
inducira´n finales propias.
Conside´rese nuevamente el modelo y una funcio´n estrictamente positiva pi(θ),θ ∈ Θ,
tal que, para toda x ∈ X , ∫
Θ
p(x|θ)pi(θ)dθ < ∞. Una sucesio´n de compactos aprox-
imada del espacio parame´trico es una sucesio´n creciente de subconjuntos compactos de
Θ, {Θi}∞i=1, que converge a Θ. Sea {pii(θ)}∞i=1 la sucesio´n de iniciales propias obtenidas
de renormalizar pi(θ) a las Θi’s. La correspondiente sucesio´n de finales {pii(θ|x)}∞i=1, con
pii(θ|x) ∝ p(x|θ)pii(θ), se le llama la sucesio´n de finales aproximada a la final pi(θ|x).
Puesto que las iniciales normalizadas pii(θ) son propias, puede esperarse que las finales
resultantes convergera´n en el sentido de convergencia intr´ınseca a la final pi(θ|x). Esto
lo asegura el siguiente teorema:
Teorema 1 Conside´rese el modeloM≡ {p(x|θ);x ∈ X ,θ ∈ Θ} y una funcio´n continua
estrictamente positiva pi(θ) tal que
∫
Θ
p(x|θ)pi(θ)dθ < ∞, para toda x ∈ X . Para
cualquier sucesio´n de compactos aproximada del espacio parame´trico, la correspondiente
sucesio´n de finales aproximada converge intr´ınsicamente a la final pi(θ|x) ∝ p(x|θ)pi(θ).
Demostracio´n. Ve´ase la demostracio´n del Teorema 1 en Berger, Bernardo y Sun (2009a).
¤
Sin embargo, para evitar patolog´ıas se necesita de una forma ma´s fuerte de conver-
gencia; la correspondiente sucesio´n de finales {pii(θ|x)}∞i=1 se dice que es intr´ınsicamente
convergente en sentido fuerte a la final pi(θ|x) si
lim
i→∞
∫
X
δ{pii(θ|x), pi(θ|x)}pi(x) = 0
donde pi(x) =
∫
Θi
p(x|θ)pii(θ)dθ.
As´ı, una sucesio´n de distribuciones finales converge intr´ınsicamente en sentido fuerte
a algu´n l´ımite, si la discrepancia intr´ınseca fuerte esperada de este l´ımite se aproxima a
cero. Por lo tanto, una sucesio´n de finales convergentes intr´ınsecamente en sentido fuerte
se espera proporcione una buena aproximacio´n a la final l´ımite para cualquier conjunto
de datos. Las iniciales objetivas deber´ıan cumplir esta propiedad.
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Definicio´n 3 (Funcio´n inicial permisible). Una funcio´n continua estrictamente posi-
tiva pi(θ) es una funcio´n inicial permisible para el modelo
M = {p(x|θ),x ∈ X ,θ ∈ Θ}
si
(i) para toda x ∈ X , pi(θ|x) es propia, es decir, ∫
Θ
pi(θ|x)dθ <∞;
(ii) para alguna sucesio´n de compactos aproximada la correspondiente sucesio´n de fi-
nales es convergente intr´ınsicamente en sentido fuerte a
pi(θ|x) ∝ p(x|θ)pi(θ).
Por definicio´n, las funciones iniciales permisibles siempre producen finales propias.
2.3. Distribuciones de referencia
2.3.1. Modelos uniparame´tricos
Un concepto importante en el ana´lisis de referencia es la informacio´n esperada de Shan-
non.
Definicio´n 4 (Informacio´n esperada).La informacio´n que se espera proporcione una
observacio´n del modelo M≡ {p(x|θ),x ∈ X , θ ∈ Θ}, cuando la inicial para θ es p(θ) es
I{p(θ)|M} =
∫ ∫
X×Θ
p(x|θ)p(θ) log p(θ|x)
p(θ)
dxdθ
donde p(θ|x) = p(x|θ)p(θ)/p(x) y p(x) = ∫
Θ
p(x|θ)p(θ)dθ.
La cantidad de informacio´n esperada de I{p(θ)|M} que proporciona una observacio´n
proveniente del modelo M depende de la inicial p(θ). Si la inicial contiene una gran
cantidad de informacio´n acerca de θ poca informacio´n proveera´n los datos. Conside´rense
k observaciones independientes de M, para k grande {x1, ...,xk}, I{p(θ)|Mk} propor-
cionara´ gran cantidad de la informacio´n faltante acerca del para´metro de intere´s θ. Por
lo tanto, si k → ∞, I{p(θ)|Mk} es la informacio´n faltante acerca de θ con p(θ). Intu-
itivamente, una funcio´n inicial de referencia pi(θ|M,P) sera´ una funcio´n permisible que
maximiza la informacio´n faltante acerca de θ entre la clase P de iniciales compatibles con
conocimiento previo de que se disponga sobre el valor de θ.
Existen dos importantes dificultades con la formulacio´n intuitiva de las funciones
iniciales de referencia que son: Si el espacio parame´trico es continuo o infinitamente
numerable I{p(θ)|Mk} diverge cuando k → ∞, puesto que se necesita una cantidad
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infinita de informacio´n para saber todo acerca de θ. Por otra parte, la informacio´n
esperada esta´ siempre definida en un conjunto no acotado. Estas dificultades se resuelven
con la siguiente definicio´n (Bernardo, 1979, Berger y Bernardo, 1992a, Berger et al.
2009a).
Definicio´n 5 (Funcio´n inicial de referencia).
Sea el modelo M≡ {p(x|θ),x ∈ X , θ ∈ Θ ⊂ R} con para´metro escalar continuo y sea P
una clase de funciones iniciales para θ para las cuales se cumple que
∫
Θ
p(x|θ)p(θ)dθ <∞.
La funcio´n pi(θ) = pi(θ|M,P) es una inicial de referencia para el modelo M dado P, si
existe una funcio´n permisible tal que, para cualquier conjunto compacto Θ0 ⊂ Θ,
lim
k→∞
{I{pi0|Mk} − I{p0|Mk}} ≥ 0, para toda p ∈ P ,
donde pi0(θ) y p0(θ) son, respectivamente, las restricciones renormalizadas de pi(θ) y p(θ)
en Θ0
Las funciones iniciales de referencia tienen las siguientes propiedades:
• Independencia del taman˜o de muestra.
Si los datos {y1, ...,yn} consisten en una muestra aleatoria de taman˜o n provenientes
del modeloM≡ {p(y|θ),y ∈ Y , θ ∈ Θ}, y con inicial de referencia pi(θ|M,P). En-
tonces pi(θ|Mn,P) = pi(θ|M,P), para cualquier taman˜o de muestra fijo n (Berger
et al. 2009a, Teo. 4).
• Compatibilidad con estad´ısticos suficientes.
Conside´rese el modelo M = {p(x|θ),x ∈ X , θ ∈ Θ} con estad´ıstico suficiente
t = t(x) ∈ T , y sea Mt = {p(t|θ), t ∈ T , θ ∈ Θ} el modelo correspondiente en
te´rminos de t. Entonces pi(θ|M,P) = pi(θ|Mt,P) (Berger et al. 2009a, Teo. 5).
• Consistencia bajo parametrizacio´n.
Conside´rese el modelo M = {p(x|θ),x ∈ X , θ ∈ Θ} y sea φ = g(θ), donde g :
Θ → Φ es una transformacio´n invertible (a trozos) de θ. Entonces piφ(φ|Mφ,P)
es la densidad inicial inducida por la transformacio´n de piθ(θ|Mθ,P) (Berger et al.
2009a, Teo. 6). Espec´ıficamente, para alguna c > 0 y para toda φ ∈ Φ,
(i) piφ(φ) = c piθ(g
−1(φ)), si Θ es discreta; y
(ii) piφ(φ) = c piθ(g
−1(φ))|Jφ|, si Jφ = ∂g−1(φ)∂φ existe.
Esta propiedad es conocida tambie´n como invarianza bajo transformaciones.
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Puede encontrarse una detallada explicacio´n de las propiedades antes citadas en las
Secciones 5.4 y 5.6 de Bernardo y Smith (1994).
Retomando la definicio´n de la inicial de referencia, e´sta tiene sentido si I{pi0|Mk}
y {p0|Mk} son finitos, por tanto es necesario definir algunas condiciones que la inicial
debera´ cumplir: Si p ∈ Ps, donde Ps es la clase de funciones continuas estrictamente
positivas en Θ, entonces
(i) ∀θ ∈ Θ, p(θ) > 0,
y
(ii) ∀x ∈ X , ∫
Θ
p(x|θ)p(θ)dθ <∞.
Las iniciales que cumplan con estas dos condiciones se llamara´n funciones iniciales
esta´ndar. Tambie´n, sera´ necesario definir los modelos esta´ndar, que ba´sicamente son
aquellos que dan lugar a una informacio´n esperada finita proveniente de cualquier muestra
finita.
Expresado en te´rminos formales, el modeloM≡ {p(x|θ);x ∈ X , θ ∈ Θ} es un modelo
esta´ndar si para cualquier funcio´n inicial p(θ) ∈ P y cualquier conjunto compacto de Θ0,
I{p0|Mk} <∞ (2.1)
donde p0 es la inicial resultante de restringir p(θ) a Θ0. Es importante verificar las
condiciones bajo las que (2.1) se satisface.
• Cuando todas p(tk|θ), θ ∈ Θ0 tienen el mismo dominio, la Ec. (2.1) se satisface si,
para cualquier θ, θ′ ∈ Θ0,∫
Tk
p(tk|θ) log p(tk|θ)
p(tk|θ′)dtk <∞,
Berger et al. (2009a, Lema 1).
• Cuando todas p(tk|θ), θ ∈ Θ0 tienen dominios diferentes, la Ec. (2.1) se satisface si
(i) H[p(tk|θ)] ≡ −
∫
Tk p(tk|θ) log(p(tk|θ))dtk es acotada inferiormente para θ ∈
Θ0, y
(ii)
∫
Tk p0(tk) log(p0(tk))dtk > −∞, donde p0(tk) es la verosimilitud marginal
proveniente de la inicial uniforme, es decir,
p0(tk) = L(Θ)
−1
∫
Θ0
p(tk|θ)dθ,
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donde L(Θ0) es la medida de Lebesgue de Θ0, ve´ase Berger et al. (2009a,
Lema 2).
El siguiente teorema proporciona una expresio´n expl´ıcita de la funcio´n inicial de refe-
rencia.
Teorema 2 (Forma expl´ıcita de la funcio´n inicial de referencia). Supo´ngase el mo-
delo esta´ndar M ≡ {p(x|θ),x ∈ X , θ ∈ Θ ⊂ R}, la clase esta´ndar Ps de iniciales
candidatas, y sea tk = tk(x1, ...,xk) ∈ Tk cualquier estad´ıstico suficiente (que puede ser
la muestra completa). Sea pi∗(θ) una funcio´n continua estrictamente positiva tal que la
final (formal) correspondiente
pi∗(θ|x) = p(tk|θ)pi
∗(θ)∫
Θ
p(tk|θ)pi∗(θ)dθ
es propia y asinto´ticamente consistente, y def´ınase, para cualquier punto interior θ0 ∈ Θ,
fk(θ) = exp
{∫
Tk
p(tk|θ) log pi∗(θ|tk)dtk
}
, y (2.2)
f(θ) = lim
k→∞
fk(θ)
fk(θ0)
. (2.3)
Si, (i) cada fk(θ) es continua y, para cualquier θ fija y k suficientemente grande,
{
f0k (θ)
f0k (θ0)
}
es monoto´nica en k o es acotada superiormente por alguna funcio´n h(θ) integrable so-
bre cualquier conjunto compacto; y (ii) f(θ) es una funcio´n inicial permisible, entonces
pi(θ|M,Ps) = f(θ) es una inicial de referencia para el modelo M y la clase de iniciales
Ps.
Demostracio´n. Ve´ase la demostracio´n del Teorema 7 de Berger et al. 2009a. ¤
No´tese que pi0 y θ0 pueden ser elegidas arbitrariamente, adema´s no se especificaron
conjuntos compactos, por tanto las iniciales de referencia funcionan, simulta´neamente,
para todos los subconjuntos compactos de Θ.
Una funcio´n inicial permisible para cualquier modelo (esta´ndar) de localizacio´n
M1 ≡ {f1(x − µ);x ∈ X , µ ∈ R} es la inicial uniforme pi(µ) ∝ 1. Similarmente, si es
permisible, la inicial de referencia para un modelo de escala
M2 = {σ−1f2(x/σ);x ∈ X , σ ∈ R+}
es pi(σ) ∝ σ−1.
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Un ejemplo ma´s sofisticado es el que provee el modelo general uniforme, que es dis-
cutido ampliamente en Berger et al. (2009a).
Conside´rese el modelo
M =
{
Un(x|a1(θ), a2(θ)); 1
a2(θ)− a1(θ) , a1(θ) < x < a2(θ)
}
(2.4)
donde θ > θ0 y 0 < a1(θ) < a2(θ), Θ = (θ0,∞). Def´ınase
bk ≡ bk(θ) = a
′
2(θ)− a′1(θ)
a′k(θ)
, k = 1, 2.
La inicial de referencia para el modelo (2.4) resulta ser
pi(θ) =
a′2(θ)− a′1(θ)
a2(θ)− a1(θ) exp
{
b1 +
1
b1 − b2
(
b1ψ(b
−1
1 )− b2ψ(b−12 )
)}
donde ψ(z) es la funcio´n digama definida por ψ(z) = d
dz
log Γ(z) para z > 0, y las
derivadas a′1(θ) y a
′
2(θ) satisfacen 0 < a
′
1(θ) < a
′
2(θ).
Funciones iniciales de referencia nume´ricas
En algunos modelos complejos las funciones iniciales de referencia pueden ser de dif´ıcil ob-
tencio´n, pero puede aproximarse la Ec. (2.2) a trave´s de evaluaciones nume´ricas mediante
el siguiente pseudo-co´digo:
(i) Valores iniciales:
el´ıjase una valor moderado de k;
el´ıjase una funcio´n positiva arbitraria pi∗(θ), por ejemplo pi∗(θ) = 1;
el´ıjase el nu´mero m de muestras a simular.
(ii) Para cualquier θ dado, rep´ıtase, para j = 1, ...,m:
simu´lese una muestra aleatoria {x1j, ...,xkj} de taman˜o k proveniente de p(x|θ);
calcu´lese (nume´rica o anal´ıticamente) la integral
cj =
∫
Θ
k∏
i=1
p(xij|θ)pi∗(θ)dθ;
evalu´ese rj(θ) = log
(∏k
i=1
p(xij |θ)pi∗(θ)
cj
)
.
(iii) Calcu´lese pi(θ) = exp{m−1∑mj=1 rj(θ)} y almace´nese el par (θ, pi(θ)).
(iv) Rep´ıtanse las rutinas (ii) y (iii) para todos los θ valores para los cuales se requiera
el par (θ, pi(θ)).
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En caso de necesitar una aproximacio´n anal´ıtica a pi(θ), esta puede obtenerse por
medio de alguna te´cnica de interpolacio´n.
Al final de esta subseccio´n reproducimos un ejemplo de Bernardo (2005a) donde se
implementa esta aproximacio´n nume´rica.
Funciones iniciales de referencia bajo condiciones de regularidad
Sea la muestra aleatoria x = {x1, ..., xk} proveniente del modelo uniparame´trico
M ≡ {p(x|θ); x ∈ X , θ ∈ Θ ⊂ R} y supo´ngase que existe un estimador suficiente
asinto´ticamente consistente θ˜k de θ. La inicial de referencia de θ puede obtenerse en-
tonces en te´rminos de una aproximacio´n asinto´tica pi(θ|θ˜)n a la distribucio´n final de θ.
Espec´ıficamente,
pi(θ) ∝ pi(θ|θ˜n)
∣∣
θ˜n=θ
.
Funciones iniciales de referencia bajo normalidad asinto´tica
Supo´ngase que la distribucio´n final de θ, la cantidad de intere´s, es asinto´ticamente nor-
mal. Espec´ıficamente, sea {y1, ...,yk} una muestra aleatoria proveniente del modelo
M = {p(y|θ);y ∈ Y , θ ∈ Θ} y supo´ngase que la densidad final de θ, pi(θ|y1, ...,yk),
es asinto´ticamente normal con desviacio´n esta´ndar s(θ˜k)/
√
k, donde θ˜k es un estimador
consistente de θ. Entonces, la inicial de referencia tiene la forma
pi(θ|M,P0) ∝ s(θ)−1.
Bajo condiciones de regularidad (Bernardo y Smith, 1994, p.314) la distribucio´n fi-
nal de referencia de θ es asinto´ticamente normal con varianza i(θ̂k)
−1/k donde θ̂k es el
estimador ma´ximo veros´ımil de θ y
i(θ) = −
∫
Y
p(y|θ) ∂
2
∂θ2
log p(y|θ)dy
es la informacio´n de Fisher. Si este es el caso, y i(θ)1/2 es una funcio´n inicial permisible,
la inicial de referencia coincide con la inicial de Jeffreys pi(θ) ∝ i(θ)1/2.
Las funciones iniciales de referencia y el principio de verosimilitud
No´tese que las funciones iniciales de referencia dependen del modelo asumido. Por con-
siguiente, si el modelo cambia, cambiara´ la inicial de referencia. Esto genera una incom-
patibilidad con el principio de verosimilitud el cual dice que toda evidencia acerca de θ
proporcionada por los datos, se encuentra contenida en la funcio´n de verosimilitud.
Sin embargo, no´tese que el principio de verosimilitud se aplica despue´s de haber
observado los datos mientras que las iniciales de referencia se obtienen antes de que
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los datos se han observado (ve´ase el Ej. 12, Bernardo, 2005a.)
Como se ha mencionado anteriormente, las iniciales de referencia son simples herra-
mientas de obtencio´n de distribuciones finales y no tienen una interpretacio´n proba-
bil´ıstica. Las distribuciones finales de referencia resultantes resumen lo que se podr´ıa
decir acerca de la cantidad de intere´s si la informacio´n a priori fuese mı´nima relativa a
la informacio´n que el muestreo repetido de los datos pudiera proveer, datos provenientes
de un modelo espec´ıfico M.
Funciones iniciales de referencia restringidas
En caso de que la inicial deba cumplir algunas restricciones sera´ necesario tambie´n res-
tringir la clase de iniciales de referencia propias P0, con dominio Θ, a una clase ma´s
pequen˜a P .
Conside´rese la clase restringida de iniciales continuas propias con dominio Θ definidas
por
P =
{
pθ :
∫
Θ
p(θ)dθ = 1,
∫
Θ
gi(θ)p(θ)dθ = βi, i = 1, ...,m
}
donde E(gi(θ)) = βi, i = 1, ...,m son las restricciones impuestas. Si existe, la inicial
de referencia restringida se obtiene en te´rminos de la inicial de referencia no restringida
pi(θ|M,P0) como
pi(θ|M,P) ∝ pi(θ|M,P0) exp
{
m∑
i=1
λigi(θ)
}
donde λi (i = 1, ...,m) son constantes determinadas por las condiciones que definen la
clase P .
Datos exponenciales
Se reproduce a continuacio´n el ejemplo del modelo Exponencial Ex(x|θ) dado en Bernardo
(2005a) para ilustrar los diferentes procedimientos de obtencio´n de la inicial de referencia.
Ejemplo 1 (Datos exponenciales). Sea x = {x1, ..., xn} una muestra aleatoria prove-
niente del modelo M = {f(x|θ);x > 0, θ > 0}, donde f(x|θ) = θe−θx, y tn =
∑n
i=1 xi es un
estad´ıstico suficiente.
• La distribucio´n en el muestreo del estad´ıstico suficiente tn es una densidad Gama p(tn|θ) =
Ga(tn|n, θ), puesto que Ex(y|θ) = Ga(y|1, θ) y
sy =
∑n
i=1 yi ∼ Ga(sy|nα, β). Siguiendo el Teorema 2, con funcio´n h(θ) constante, la Ec.
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(2.2) ahora es
fn(θ) = exp
{∫ ∞
0
Ga(tn|n, θ) log Ga(tn|n, θ)h(θ)∫∞
0 Ga(tn|n, θ)h(θ)dθ
dtn
}
= exp
{∫ ∞
0
Ga(tn|n, θ) logGa(θ|n+ 1, tn)
}
= exp {− log Γ(n+ 1)− n+ (n+ 1)ψ(n)− log θ} = cn 1
θ
donde ψ(z) es la funcio´n digama, ψ(z) = ddz log Γ(z) para z > 0, y cn es una funcio´n que
no depende de θ. Usando la Ec. (2.3)
f(θ) = lim
n→∞
fn(θ)
fn(θ0)
=
θ0
θ
as´ı, entonces pi(θ) ∝ θ−1, la cual puede demostrarse que es una funcio´n inicial permisible.
• Alternativamente, uno puede considerar θˆn = 1x , x =
∑n
i=1 xi/n, que es el estimador
ma´ximo veros´ımil de θ, que es consistente. La funcio´n de verosimilitud es l(θ) = θne−nθ/θˆn ,
y dada una funcio´n inicial continua positiva h(θ), la aproximacio´n asinto´tica a la final
tiene la forma pi(θ|x) ∝ θne−nθ/θˆnh(θ). Si h(θ) = 1, pi(θ|x) ∝ Ga(θ|n+1, n/θˆn) ∝ pi(θ|θˆn),
bajo muestreo repetido el valor θˆn se concentrara´ en el verdadero valor θ, por tanto
pi(θ) ∝ pi(θ|θˆn)
∣∣
θˆn=θ
=
1
θ
.
• Funcio´n inicial de referencia nume´rica.
Usando el algoritmo nume´rico de obtencio´n de iniciales de referencia descrita anterior-
mente, obtendremos una aproximacio´n a la inicial de referencia para este modelo. Con
m = 500 muestras de k = 100 observaciones aleatorias, para 10 valores de θ uniforme-
mente log-espaciados en un rango de e−3 a e3, y reescalados para que pi(1) = 1. La
Figura 2.1 muestra la inicial de referencia exacta (l´ınea continua) contra los diez valores
aproximados (puntos) de la inicial de referencia nume´rica.
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Figura 2.1: Funcio´n inicial de referencia nume´rica para el modelo Exponencial. La l´ınea
continua corresponde a la inicial de referencia teo´rica pi(θ) ∝ θ−1, los puntos corresponden a la
aproximacio´n nume´rica de la inicial de referencia.
2.3.2. Un para´metro de ruido
Conside´rese ahora el modelo M ≡ {p(x|θ, λ), x ∈ X , θ ∈ Θ, λ ∈ Λ} donde θ es el
para´metro de intere´s y λ un para´metro de ruido. Es obvio que para la obtencio´n de la
final de referencia pi(θ|x), dados los datos x = {x1, ..., xn}, es necesario obtener la inicial
de referencia conjunta piθ(θ, λ), e integrar con respecto al para´metro de ruido λ, es decir
pi(θ|x) =
∫
Λ
piθ(θ, λ|x)dλ ∝
∫
λ
p(x|θ, λ)piθ(θ, λ)dλ.
La obtencio´n de la inicial de referencia puede hacerse aplicando recursivamente el
algoritmo para un problema de dos para´metros a dos problemas con un solo para´metro
como se describe a continuacio´n:
1. Condicionando sobre θ, p(x|θ, λ) ahora so´lo depende de λ dado θ. Entonces uno
puede obtener pi(λ|θ) con el algoritmo de iniciales de referencia para un para´metro.
2. Dependiendo de la naturaleza de pi(λ|θ), existen dos formas para obtener pi(θ):
• Si pi(λ|θ) es propia de forma que ∫
Λ
pi(λ|θ)dλ = 1, pi(λ|θ) se usara´ para definir
el modelo integrado de un solo para´metro
p(x|θ) =
∫
Λ
p(x|θ, λ)pi(λ|θ)dλ (2.5)
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al que el algoritmo puede aplicarse nuevamente para obtener pi(θ).
• Si pi(λ|θ) tiene una integral infinita sobre Λ, i.e., ∫Λ pi(λ|θ)dλ =∞, la inte-
gracio´n debera´ hacerse en una sucesio´n creciente de subconjuntos {Λi}∞i=1 de
Λ, de forma que la restriccio´n de pi(λ|θ) a Λi pii(λ|θ) = pi(λ|θ)∫
λi
pi(λ|θ)dλ sea propia.
Por lo tanto, la Ec. (2.5) es ahora
pi(x|θ) =
∫
λi
p(x|θ, λ)pii(λ|θ)dλ
y da lugar a una sucesio´n de modelos integrados {pi(x|θ)}∞i=1, que es propor-
cional a una sucesio´n de funciones {pii(θ)}∞i=1.
3. Con pi(λ|θ) y pi(θ), la inicial conjunta es piθ(θ, λ) = pi(λ|θ)pi(θ). El uso formal del
teorema de Bayes arroja la final requerida
pi(θ|x) ∝
∫
Λ
p(x|θ, λ)piθ(θ, λ)dλ = p(x|θ)pi(θ),
cuando pi(λ|θ) es propia, y una sucesio´n de θ-finales de referencia {pii(θ|x)}∞i=1,
cuando pi(λ|θ) es impropia en cuyo caso pi(θ|x) se obtiene como el l´ımite intr´ınseco
correspondiente
pi(θ|x) = lim
i→∞
pii(θ|x).
Invarianza
Las funciones iniciales de referencia, en caso de tener un para´metro de ruido, tambie´n
preservan la propiedad de invarianza.
Dado el para´metro de intere´s θ y un para´metro de ruido λ, uno esperar´ıa que la
correspondiente inicial de referencia para θ no dependa de co´mo es elegido el para´metro
de ruido λ.
Teorema 3 (Invarianza con respecto a la eleccio´n del para´metro de ruido). Supo´n-
gase los datos x que han sido obtenidos ya sea de
p(x|θ, λ), (θ, λ) ∈ Θ× Λ ⊂ R×R, o de p(x|θ, φ), (θ, φ) ∈ Θ× Φ ⊆ R×R,
donde (θ, λ) → (θ, φ) es una transformacio´n uno-a-uno, con φ = gθ(λ). Entonces, las
finales de referencia para θ dada x son ide´nticas.
Demostracio´n. Ve´ase la demostracio´n de la Proposicio´n 5.22 en Bernardo y Smith (1994).
¤
Alternativamente, si necesitamos aplicar una transformacio´n al para´metro de intere´s
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γ = g(θ), uno espera que la final del vector (θ, λ) debe ser consistente, con un apropiado
elemento Jacobiano, con la final de referencia del vector (γ, λ).
Teorema 4 (Invarianza bajo transformaciones uno-a-uno). Supo´ngase que los datos
pueden proceder de p(x|θ, λ), (θ, λ) ∈ Θ × Λ ⊂ R ×R, o de p(x|γ, φ), (γ, λ) ∈ Γ × Λ ⊆
R × R donde γ = g(θ). Entonces, dados cualesquier datos x, las finales de referencia
para θ y γ esta´n relacionadas por:
(i) piγ(γ|x) = piθ(g−1(γ)|x), si Θ es discreta; y
(ii) piγ(γ|x) = piθ(g−1(γ)|x)|Jg−1(γ)|, si Jg−1(γ) = ∂g
−1(γ)
∂γ
existe.
Demostracio´n. Ve´ase la demostracio´n de la Proposicio´n 5.28 de Bernardo y Smith (1994).
¤
Funciones iniciales de referencia bajo normalidad asinto´tica
Bajo el supuesto de binormalidad asinto´tica para la distribucio´n final pi(θ, λ|x), las ini-
ciales de referencia pueden obtenerse en te´rminos de la matriz de informacio´n de Fisher:
Teorema 5 (Funciones iniciales de referencia bajo binormalidad asinto´tica). Sea la
muestra aleatoria x = {y1, ...,yn}, consistente de n observaciones independientes prove-
nientes del modelo M≡ {p(y|θ, λ),y ∈ Y, θ ∈ Θ, λ ∈ Λ}
y sea P0 la clase de todas las iniciales conjuntas con dominio Θ × Λ. Si la distribucio´n
final de {θ, λ} es asinto´ticamente binormal con matriz de dispersio´n V (θˆn, λˆn)/n, donde
{θˆn, λˆn} son los estimadores consistentes de {θ, λ}, def´ınase
V (θ, λ) =
(
vθθ(θλ) vθλ(θλ)
vλθ(θλ) vλλ(θλ)
)
, H(θ, λ) = V −1(θ, λ).
Entonces
pi(λ|θ) ∝√hλλ(θ, λ), λ ∈ Λ,
y, si pi(λ|θ) es propia,
pi(θ) ∝ exp
{∫
Λ
pi(λ|θ) log 1√
vθθ(θ, λ)
dλ
}
, θ ∈ Θ. (2.6)
Si pi(θ, λ)pi(θ) es una funcio´n inicial permisible, la θ-inicial de referencia es entonces
pi(θ|Mn,P0) ∝ pi(λ|θ)pi(θ).
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Si pi(λ|θ) no es propia, la integracio´n de la Ec. (2.6) se realiza sobre los elementos de
una sucesio´n creciente de subconjuntos {Λi}∞i=1 tal que
∫
Λi
pi(λ|θ)dλ < ∞, para obtener
la sucesio´n {pii(λ|θ)pii(θ)}∞i=1, donde pii(λ|θ) es la renormalizacio´n de pi(λ|θ) a Λi, y la
inicial de referencia piθ(θ, λ) se define como su correspondiente l´ımite intr´ınseco en sentido
fuerte.
Demostracio´n. Ve´ase una justificacio´n heur´ıstica en Bernardo (2005a, Teo. 11). ¤
Bajo condiciones de regularidad (Bernardo y Smith, 1994, Sect. 5.3), si la distribucio´n
final conjunta es asinto´ticamente binormal con matriz de dispersio´n nI(θˆn, λˆn), donde
I(θ, λ) es la matriz de informacio´n de Fisher, entonces V (θ, λ) = I−1(θ, λ)/n en el Teo-
rema 5.
Teorema 6 (Funciones iniciales de referencia bajo factorizacio´n). Con las mismas
condiciones del Teorema 5, (i) si θ y λ son de variacio´n independiente, es decir, Λ no
depende de θ, y (ii) ambas hλλ(θ, λ) y vθθ(θ, λ) factorizan, de forma que
(vθθ(θ, λ))
−1/2 ∝ fθ(θ)gθ(λ),
√
hλλ(θ, λ) ∝ fλ(θ)gλ(λ),
entonces la funcio´n θ-inicial de referencia es simplemente
piθ(θ, λ) = fθ(θ)gλ(λ),
incluso cuando la funcio´n inicial de referencia condicional pi(λ|θ) = pi(λ) ∝ gλ(λ) sea im-
propia.
Demostracio´n. Ve´ase la demostracio´n del Teorema 12 de Bernardo (2005a). ¤
En el caso de un modelo de localizacio´n y escala y bajos ciertas condiciones de regu-
laridad, existe una funcio´n inicial de referencia (Ferna´ndez y Steel, 1999).
Teorema 7 (Modelos de localizacio´n y escala). Considere un modelo de localizacio´n
y escala
M≡ {σ−1f(σ−1(x− µ));x ∈ X , µ ∈ R, σ > 0},
regular, de forma que la distribucio´n final conjunta de µ y σ es asinto´ticamente normal,
y sea P0 la clase de todas las iniciales conjuntas continuas estrictamente positivas de
(µ, σ). Entonces la inicial de referencia ya sea para µ o para σ, es de la forma
piµ(µ, σ|M,P0) = piσ(µ, σ|M,P0) = σ−1.
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Demostracio´n. Ve´ase Ferna´ndez and Steel (1999). ¤
2.3.3. Varios para´metros
Ahora extendemos el concepto de funcio´n inicial de referencia para el caso de ma´s de dos
para´metros.
Sea θ = {θ1, ..., θm}, θ ∈ Θ. Sucesivos condicionamientos dan como resultado la
inicial de referencia conjunta para θ de la forma siguiente
pi(θ) = pi(θm|θ1, ..., θm−1)× pi(θm−1|θ1, ..., θm−2)× ...× pi(θ2|θ1)pi(θ1).
Aplicando secuencialmente el algoritmo de obtencio´n de iniciales de referencia uno
puede obtener las condicionales pi(θm|θ1, ..., θm−1), ..., pi(θ2|θ1), pi(θ1), en ese orden y as´ı
obtener la inicial de referencia que corresponde a la parametrizacio´n ordenada θ = {θ1, ..., θm}.
Para describir este algoritmo es necesario especificar la siguiente notacio´n: Supo´ngase
el modelo p(x|θ),θ ∈ Θ con matriz de informacio´n de Fisher de rango completo
I(θ) = −Ex|θ
{
∂2
∂θi∂θj
log p(x|θ)
}
,
sea S(θ) = I−1(θ) la matriz inversa de I(θ) y def´ınanse los subvectores del vector θ:
θ[j] = (θ1, ..., θj), y θ[j] = (θj+1, ..., θm); deno´tese a Sj(θ) como la submatriz j× j superior
izquierda de S(θ), y sea hj(θ) el elemento inferior derecho de S
−1
j (θ). Conside´rese
Θ = Θ1 × ... × Θm con θi ∈ Θi, y sea {Θli}∞l=1 una sucesio´n creciente de subconjuntos
compactos de Θi; y def´ınase Θ
l
[j] = Θ
l
j+1 × ...×Θlm.
Teorema 8 (Funciones iniciales de referencia ordenadas bajo normalidad asinto´tica).
Con la notacio´n mencionada anteriormente y bajo ciertas condiciones de regularidad
(Proposicio´n 5.14, Bernardo y Smith, 1994) que aseguran normalidad asinto´tica de la final
conjunta, la funcio´n inicial de referencia pi(θ) relativa a la ordenacio´n de los para´metros
{θ1, ..., θm} esta´ dada por
pi(θ) = lim
l→∞
pil(θ)
pil(θ∗)
,
para algu´n punto interior θ∗ ∈ Θ, y donde pil(θ) esta´ definida por la siguiente recursio´n:
(i) Para j = m y θm ∈ Θlm
pilm(θ[m−1]|θ[m−1]) = pilm(θm|θ1, ..., θm−1) =
√
hm(θ)∫
Θlm
√
hm(θ)dθm
.
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(ii) Para j = m− 1,m− 2, ..., 2 y θj ∈ Θlj
pilj(θ[j−1]|θ[j−1]) = pilj+1(θ[j]|θ[j])
exp{Elj[log
√
hj(θ)]}∫
Θlj
Elj[log
√
hj(θ)]dθj
donde
Elj[log
√
hj(θ)] =
∫
Θl
[j]
log
√
hj(θ) pi
l
j+1(θ[j]|θ[j])dθ[j].
(iii) Para j = 1, θ[0] = θ, con θ
[0] vac´ıo, y
pil(θ) = pil1(θ[0]|θ[0]).
Demostracio´n. Ve´ase la demostracio´n de la Proposicio´n 5.30 de Bernardo y Smith (1994).
¤
Pueden encontrarse ma´s detalles sobre la iniciales de referencia para ma´s de dos
para´metros en Berger and Bernardo (1992b, 1992c, 1992a).
La inicial de referencia puede obtenerse fa´cilmente si {hj(θ)} depende u´nicamente de
θ[j], e incluso se simplifica ma´s si H(θ) es diagonal por bloques, de forma que el j-e´simo
te´rmino puede factorizarse en un producto de una funcio´n de θj y una funcio´n que no
depende de θj. El siguiente corolario formaliza esta idea.
Corolario 1 Si hj(θ) depende u´nicamente de θ
[j], j = 1, ...,m, entonces
pil(θ) =
m∏
j=1
√
h(θ)∫
Θlj
√
h(θ)dθj
, θ ∈ Θl.
Si H(θ) es diagonal por bloques, es decir, θ1, ..., θm son mutuamente ortogonales, con
H(θ) =

h11(θ) 0 . . . 0
0 h22(θ) . . . 0
. . . . . . . . . . . .
0 0 . . . hmm(θ)

entonces hj(θ) = hjj(θ), j = 1, ...,m. Adema´s, si, en el caso anterior√
hjj(θ) = fj(θj)gj(θ),
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donde gj(θ) no depende de θj, y si las Θ
l
j’s no dependen de θ, entonces
pi(θ) ∝
m∏
j=1
fj(θj).
Demostracio´n. Ve´ase la demostracio´n del Corolario de la Proposicio´n 5.30 en Bernardo
y Smith (1994). ¤
En un problema espec´ıfico, es natural preguntarse cua´l es la mejor parametrizacio´n
ordenada. Lo recomendable es elegir la ordenacio´n de acuerdo al intere´s inferencial,
con los para´metros en un ordenamiento decreciente de mayor a menor importancia. Es
recomendable no agrupar a menos que exista una razo´n espec´ıfica para hacerlo (Berger y
Bernardo, 1992b,1992a).
A lo largo de esta Tesis, algunas funciones iniciales se obtendra´n considerando dife-
rentes ordenaciones en los para´metros.
2.3.4. Modelos no regulares con varios para´metros
Esta subseccio´n se centra en los modelos no regulares y en el trabajo propuesto por Ghosal
(1997).
Ghosal (1997) propuso la obtencio´n de la funcio´n inicial de referencia para modelos
multiparame´tricos y no regulares. Siguiendo una notacio´n similar a la dada por Ghosal,
conside´rese un modelo f(·|α, ϕ) que es no regular porque el espacio muestral depende
de alguna funcio´n de uno de sus para´metros del modelo, presentando discontinuidades
alrededor de un para´metro escalar α, mientras que en los para´metros restantes ϕ es un
modelo regular si se mantiene fijo α. Un ejemplo de estos modelos es el Exponencial con
dos para´metros,
Ex(·|α, ϕ) = 1
ϕ
e−
x−α
ϕ , x > α ≥ 0, ϕ > 0.
Ghosal (1997) obtiene la funcio´n inicial de referencia a trave´s de la expansio´n asinto´tica
de la divergencia esperada de Kullback-Leibler entre la densidad final y la funcio´n inicial,
a la que Ghosal llamo´ como la medida de informacio´n de Lindley.
Ghosal trabaja bajo las condiciones de regularidad que brevemente mencionamos a
continuacio´n:
G.1 Uniformidad sobre subconjuntos compactos de Λ× Φ.
G.2 La densidad f(·|α,ϕ) tiene dominio en un intervalo S(α) := [a1(α), a2(α)].
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G.3 El dominio S(α) puede ser creciente o decreciente.
G.4 Para cada α ∈ Λ y ϕ ∈ Φ, los siguiente l´ımites existen:
p(α,ϕ) = lim
x↓a1(α)
f(x|α,ϕ) (2.7)
q(α,ϕ) = lim
x↑a2(α)
f(x|α,ϕ) (2.8)
G.5 Las funciones definidas por
J(α,ϕ) =
∫
(gα(x|α,ϕ))dx, j = 1, ..., d
Jj(α,ϕ) =
∫
gα(x|α,ϕ)gϕj(x|α,ϕ)dx
Jk,j(α,ϕ) =
∫
gϕj(x|α,ϕ)gϕk(x|α,ϕ)dx, j, k = 1, ..., d (2.9)
son finitas y continuas en (α,ϕ), donde gα =
∂g
∂α
, gϕj =
∂g
∂ϕj
y g =
√
f ,
ϕ = {ϕ1, ..., ϕd}. La matriz ((Jk,j(α,ϕ))) es positiva definida.
G.6 Las funciones a1(α), a2(α), a
′
1(α), a
′
2(α) (donde “
′ ” denota la derivada),
J(α,ϕ), Jj(α,ϕ), Jjk(α,ϕ), j, k = 1, ..., d, tiene un majorant que es el producto de
una funcio´n polinomial en |α| y una funcio´n exponencial en ||ϕ||.
G.7 Para cualesquiera (α,ϕ) fijos, max{ ∂
∂ϕj
log f(x|α,ϕ) : j = 1, ..., d} permanece aco-
tado cuando x ↓ a1(α) y x ↑ a2(α).
G.8 Para alguna C, γ > 0,∫
f 1/2(x|α,ϕ)f 1/2(x|α + u,ϕ+ v)dx ≤ C|u|−γ exp(−γ||v||).
G.9 Para x ∈ (a1(α), a2(α)), log f(x|α,ϕ) es tres veces diferenciable (y continua) en
(α,ϕ). Para cualquier (α,ϕ), existe una vecindadNα,ϕ y una funcio´n Pα,ϕ-integrable
Hα,ϕ. Adema´s, Eα,ϕHα,ϕ(X1) es continua en α, ϕ. Iguale c(α, ϕ) = Eα,ϕ
(
∂
∂α log f(x|α,ϕ)
)
,
es decir,
c(α, ϕ) = a′1(α)p(α, ϕ)− a′2(α)q(α, ϕ) > 0. (2.10)
G.10 Para cualquier subconjunto compacto K ⊂ Λ× Φ, se tiene que
sup
(α,ϕ)∈K
sup
n≥1
Eα,ϕσn(α) <∞,
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donde σn(α) = n(Wn − α), Wn = min{a−11 (X(1)), a−12 (X(n))}.
Una vez que las condiciones (A.1)-(A.10) se han cumplido, la inicial de referencia pi∗
(que es continua y definida en cualquier subconjunto compacto K) despue´s de normal-
izacio´n, es la que maximiza la funcional∫
K
pi(α, ϕ) log
(
c(α, ϕ)(detF (α, ϕ))1/2
pi(α, ϕ)
)
dαdϕ.
Se sigue que la inicial e referencia es de la forma
pi∗(α, ϕ) = c(α, ϕ)(detF (α, ϕ))1/2 (2.11)
con F (α, ϕ) = ((4Jjk(α, ϕ))) (2.12)
que preserva la propiedad de invarianza, y donde F (α, ϕ) es una matriz definida positiva
(ve´ase la condicio´n G.5).
En el caso de tener un para´metro de intere´s α y los restantes para´metros ϕ son de
ruido, Ghosal (1997) sugiere dos procedimientos: Procedimiento 1 que es ba´sicamente una
adaptacio´n del me´todo dado por Berger y Bernardo (1989) al fijar un para´metro, digamos
α, encontrar la densidad condicional pi(ϕ|α), seleccionar una sucesio´n de subconjuntos
compactos de Φ y finalmente obtener la inicial de referencia pi(α), por lo tanto piα(α, ϕ) ∝
pi(ϕ|α)pi(α). Cuando factorizan tanto (2.10) como la ra´ız cuadrada de (2.12), la inicial
de referencia puede obtenerse muy fa´cilmente de manera similar al algoritmo de Berger
y Bernardo. El procedimiento 2 se basa en una maximizacio´n funcional, la cual resulta
en la eleccio´n de pi(α, ϕ) = c(α, ϕ).
Cuando el para´metro de intere´s es ϕ y α es el para´metro de ruido, los procedimientos
anteriores se modifican de forma obvia, es decir, intercambiando los roles de c(α, ϕ) y
F (α, ϕ).
Para ma´s detalles ve´ase Ghosal (1997).
2.3.5. Para´metros discretos
En esta subseccio´n se describen las funciones iniciales de referencia para el caso de
para´metros discretos.
Recordemos que el problema de definir una inicial objetiva cuando el espacio parame´-
trico es discreto ha sido estudiado por varios autores. Jeffreys (1961) propone el uso de
pi(θ) ∝ θ−1 cuando θ ∈ N+ y Rissanen (1983) propone una inicial propia para los enteros
positivos usando teor´ıa de co´digos; ambas propuestas han sido mencionadas en la Seccio´n
1.9.
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Berger, Bernardo y Sun (2009b) sugieren procedimientos generales para encontrar
las funciones iniciales de referencia en espacios parame´tricos discretos, presentan algunos
procedimientos que convierten un problema discreto en un problema continuo y as´ı usar la
teor´ıa convencional de iniciales de referencia. A continuacio´n incluimos un breve resumen
de su trabajo.
Sea θ un para´metro discreto de intere´s y la variable aleatoria x,
A.1 Supo´ngase que el para´metro es continuo.
Si θ fuese tratado como si fuese continuo ser´ıa necesario introducir un para´metro de
normalizacio´n. Por otro lado, algunas veces los datos tambie´n puede considerarse
como continuos, lo cual har´ıa necesario introducir un segundo para´metro de nor-
malizacio´n. Consecuentemente, se corre el riesgo que el modelo continuo resultante
sea diferente del modelo discreto original.
A.2 Introduccio´n de un hiperpara´metro jera´rquico continuo.
An˜adir un nivel jera´rquico con hiperpara´metro continuo y resolver el problema.
Aunque no es frecuente tener una u´nica estructura jera´rquica definida.
A.3 Aplicar la teor´ıa de iniciales de referencia con un estimador consistente.
Encontrar un estimador consistente, posiblemente lineal, basado en las repeticiones
del modelo considerado y encontrar su distribucio´n asinto´tica en el muestreo cuando
el taman˜o de la muestra crece. Pretenda que el para´metro es continuo en esta nueva
distribucio´n y encontrar la correspondiente inicial de referencia.
Berger et al. (2009b) discuten cinco problemas discretos que son: El modelo de crec-
imiento poblacional, las distribuciones Hipergeome´trica, Beta Binomial y Binomial, y
seleccio´n de modelos.
2.4. Algunas dificultades de usar iniciales objetivas
Finalizaremos este cap´ıtulo con un resumen de algunas de las dificultades encontradas al
usar iniciales objetivas.
2.4.1. Inconsistencia fuerte
La inconsistencia fuerte ya se ha mencionado previamente en la Seccio´n 1.2 pero ahora
discutiremos principalmente el trabajo de Stone (1976).
El trabajo de Stone (1976) proporciona interesantes ejemplos que muestran claramente
posibles inconsistencias de usar iniciales impropias. Stone ilustra la inconsistencia entre
las coberturas de probabilidad y las probabilidades finales resultantes de usar iniciales
uniformes en casos espec´ıficos. Por ejemplo, si uno considera una regio´n C, uno no
esperar´ıa diferencias entre la probabilidad final p(C|x) y la cobertura de la probabilidad
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en el muestreo p(C|θ) para todos los valores de θ. La clave esta´ en la eleccio´n de la
inicial y la distincio´n entre los para´metros de intere´s de los de ruido. Lo cual remarca la
importancia que tiene definir claramente los para´metros o la cantidad de intere´s, ve´ase
Bernardo (1979) quien discute el primer ejemplo de Stone (1976).
2.4.2. El efecto dominante de la inicial
Algunas veces la inicial domina los datos, incluso cuando la densidad final es consistente.
La paradoja de Stein, descrita posteriormente, es un buen ejemplo de dominancia de la
inicial sobre los datos. Tambie´n es ilustrativo el ejemplo dado en Kass and Wasserman
(1996, Seccio´n 4.2.2.)
2.4.3. Inadmisibilidad
Un problema latente con el uso de iniciales objetivas es que pueden producir estimadores
Bayes inadmisibles. Un estimador Bayes es inadmisible si existe otro estimador con menor
o igual riesgo para cada θ, pero existe al menos una θ donde el riesgo es estrictamente
menor. Siguiendo a Stein (1956), conside´rese la estimacio´n de varias medias normales:
Sean xi ∼ N(xi|θi, 1) (i = 1, ..., n) observaciones aleatorias independientes, y supo´ngase
que se requiere estimar el vector de medias θ = (θ1, ..., θm)
′. Si se supone pi(θ) ∝ c,
una constante, la distribucio´n final es una normal multivariada Nm(θ|x, I), donde x =
(x1, ..., xn)
′ y matriz identidad I como matriz de covarianza. Stein (1956) demostro´ que
bajo la funcio´n de pe´rdida cuadra´tica cuando n ≥ 3, la media final de θ es inadmisible.
Por otro lado, Bernardo y Rueda (2002) proponen como funcio´n de pe´rdida la discrepancia
intr´ınseca y usar la inicial de referencia del para´metro de intere´s, bajo estos supuestos,
la media final tiene un riesgo apropiado.
2.4.4. Paradojas de marginalizacio´n
Esta dificultad se ha mencionado anteriormente en la Seccio´n 1.2. Aqu´ı discutiremos
con detalle el conocido ejemplo de inferencias acerca del coeficiente variacio´n de una
variable aleatoria Normal (Bernardo y Smith, 1994, Ej.5.25 y Stone y Dawid, 1972, Ej.
2). Sea x = {x1, ..., xn} una muestra aleatoria de N(x|µ, σ2) y supo´ngase que se requiere
hacer inferencias acerca del coeficiente de variacio´n φ = µ
σ
. Supo´ngase la inicial impropia
pi(µ, σ) ∝ σ−1, por tanto la final conjunta para (µ, σ) es
pi(µ, σ|x) ∝ σ−(n+1) exp
{
− n
2σ2
(s2 + (x− µ)2)
}
,
con s2 = n−1
∑n
i=1(xi − x)2. La final en la nueva parametrizacio´n (φ, σ) es pi(φ, σ|x) ∝
1
σn
exp
{
−1
2
nφ2 + nφx
σ
− R2
2σ2
}
donde R =
√∑n
i=1 x
2
i . Integrando sobre σ, la densidad
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marginal posterior final para φ es
pi(φ|x) ∝ exp
{
−1
2
nφ2
}∫ ∞
0
ωn−2 exp{−1
2
ω2 + rφω}dω
con r = nx/R. No´tese que pi(φ|r, n) es una funcio´n de r. Por otro lado, la distribucio´n
de r dados µ y σ es
p(r|µ, σ) ∝ exp{−1
2
nφ2}(1− r2/n)(n−3)/2
∫ ∞
0
ωn−1 exp{−1
2
ω2 + rφω}dω,
la cual es una funcio´n so´lo de φ. Entonces, con p(r|µ, σ) y una distribucio´n inicial
apropiada para φ uno esperar´ıa obtener la misma densidad final que al usar p(x|µ, σ). En
realidad no existe tal inicial satisfaciendo lo anterior. Es decir, usando la inicial conjunta
pi(µ, σ) ∝ σ−1, las inferencias sobre el modelo completo son necesariamente diferentes de
aquellas obtenidas a trave´s del modelo marginal, y por tanto se tiene una paradoja de
marginalizacio´n.
2.4.5. Densidades finales impropias
Algunas veces las iniciales impropias producen finales impropias.
Consideremos el ejemplo dado en Kass and Wasserman (1996) de un modelo jera´rquico
yi ∼ N(yi|µi, σ) y µi ∼ N(µi|µ, τ)
para i = 1, ..., n, donde σ es conocida. Si se elige la inicial pi(τ) ∝ τ−1 se obtiene una
final impropia. Este ejemplo tambie´n se discute en el Teorema 2 de Berger (1985, Seccio´n
4.6.2, p. 183-187).
Cuando se utiliza una inicial impropia hay que garantizar que se obtiene una final
propia. A pesar de que el poder de co´mputo facilita la verificacio´n nume´rica de que las
finales son propias, los modelos son cada vez ma´s complejos y resulta una tarea muy
dif´ıcil demostrar anal´ıticamente que la final sea propia. Aparentemente, una forma de
evitar finales impropias es usar iniciales propias difusas o vagas; pero en la pra´ctica e´sto
no resuelve el problema, ve´ase en Bernardo y Smith (1994, p. 365) un ejemplo del peligro
del uso ingenuo de las iniciales difusas.
Ejemplo 2 (Paradoja de Stein). Sea {x1, ...,xn} una muestra aleatoria proveniente
de Nk(xi|µ, Ik). Sea t =
∑n
i=1 xi
2 donde xi es la media de las n observaciones aleatorias de la
coordenada i. Puesto que µ es un para´metro de localizacio´n, la inicial objetiva para la medias
es pi(µ1, ..., µk) ∝ 1, la cual puede aproximarse con la densidad inicial propia
pi(µ1, ..., µk) ∝
k∏
i=1
N(µi|0, σ)
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con desviacio´n esta´ndar σ pequen˜a.
Supo´ngase que se requiere hacer inferencias acerca de φ =
∑k
i=1 µ
2
i . Se vera´ que con la
inicial anterior, para k grande, e´sta dominara´ a los datos. En efecto, la distribucio´n final de
nφ es una distribucio´n no centralizada Ji cuadrada con k grados de libertad y para´metro de
descentralizacio´n nt,
nφ ∼ χ2k(nt)
de forma que la media y varianza finales de φ son, respectivamente,
E(φ|x1, ...,xn) = t+ k
n
, Var(φ|x1, ...,xn) = 2
n
(
2t+
k
n
)
.
Por otro lado, la distribucio´n en el muestreo de t es una Ji cuadrada con k grados de libertad
y para´metro de centralizacio´n nφ, as´ı que
nt ∼ χ2k(nθ) con E(t|k, nφ) = φ+
k
n
.
Entonces, si k = 100, n = 1 y t = 200, la media posterior E(t|x) ≈ 300, Var(φ|x) ≈ 322,
mientras que el estimador insesgado φˆ = E(φ|k, nφ) bajo su distribucio´n en el muestreo es
φˆ = t− k
n
= 100
que es completamente diferente a la media, y esta diferencia se incrementa conforme k → ∞.
Entonces la inicial objetiva elegida domina a los datos.
Por otro lado, si se usa la inicial de referencia relativa a la ordenacio´n de los para´metros
{φ, ω1, ..., ωk − 1}, donde ωi (i = 1, ..., k − 1) son los para´metros de ruido, con inicial marginal
dada por pi(φ) ∝ φ−1/2, la distribucio´n final es
pi(φ|x) ∝ φ−1/2χ2k(nt|t, nφ)
cuya moda es cercana a φˆ (ve´ase Bernardo, 1979), y tiene regiones cre´ıbles con adecuadas
propiedades de cobertura.
De esta paradoja se pueden subrayar dos hechos relevantes: La inicial objetiva puede
dominar a los datos y el uso de iniciales difusas no evita las dificultades que podr´ıan tener
las iniciales impropias.
2.4.6. Dependencia del espacio muestral
Algunas veces las iniciales objetivas dependen del espacio muestral; a estas iniciales se
les conoce como “dependientes del disen˜o” y pueden resultar en la violacio´n del principio
de verosimilitud, tal como se discutio´ en la Seccio´n 2.3.1. Veamos el siguiente ejemplo:
Supo´ngase x1 es el nu´mero de e´xitos en n lanzamientos de una moneda con probabili-
dad de e´xito p, as´ı x1 ∼ Bi(x1|n, p) con correspondiente inicial de Jeffreys pi1(p) ∝ 1√
p(1−p) .
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Ahora conside´rese z el nu´mero de fracasos antes de obtener r e´xitos, es decir la dis-
tribucio´n es la Binomial negativa z ∼ NBi(z|r, p), con inicial de Jeffreys pi2(p) ∝ 1p√1−p .
Entonces, dependiendo del espacio muestral han resultado dos iniciales diferentes, incluso
cuando la funcio´n de verosimilitud es proporcional.
Recue´rdese, las iniciales de referencia t´ıpicamente dependen del modelo supuesto, no
de la funcio´n de verosimilitud observada.
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Cap´ıtulo 3
Prediccio´n con distribuciones
iniciales objetivas.
En este cap´ıtulo presentamos una revisio´n de algunas investigaciones recientes sobre dis-
tribuciones predictivas usando distribuciones iniciales objetivas e incluimos interesantes
resultados frecuentistas.
Segu´n Robert et al. (2008), Jeffreys (1961, Sec. 3.8) fue el primero en usar la prediccio´n
Bayesiana en modelos de localizacio´n y escala. La idea que Jeffreys introduce es la
siguiente: En un modelo de localizacio´n y escala, se quiere saber la probabilidad de que
una tercera observacio´n, se encuentre contenida en el intervalo (x1, x2) formado por dos
observaciones previas. Puede demostrarse que e´sta probabilidad es 1
3
para todo valor
de x1 y x2 y Jeffreys demuestra que con la inicial objetiva que propone se obtiene una
distribucio´n predictiva compatible con este resultado. En este cap´ıtulo generalizamos a
ma´s de dos observaciones e´ste u´ltimo resultado.
Analizaremos adema´s varias de las propuestas de obtencio´n de iniciales objetivas para
prediccio´n y que mencionamos brevemente a continuacio´n: Kuboki (1998) es un razona-
miento parecido al de Bernardo (1979) para problemas de inferencia parame´trica, Eaton
y Sudderth (1998) tratan de evitar la inconsistencia fuerte. La idea dada por Komaki
(1996) es la clave para el trabajo de Ghosh y Sweeting (2000) quienes usan aproximacio´n
de la validez frecuentista. Por otro lado, Smith (1999) propone el uso de la funcio´n de
pe´rdida, mientras que Hartigan (1998) propone las distribuciones basadas en las funciones
de ma´xima verosimilitud para prediccio´n.
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3.1. Planteamiento del problema.
3.1.1. Probabilidad predictiva de que una nueva observacio´n se encuentre
contenida en el intervalo formado por dos observaciones previas.
Comenzaremos con una interesante propiedad frecuentista de los modelos univariados
continuos.
Teorema 9 Sean x1, x2 dos observaciones provenientes de una distribucio´n univariada
continua perteneciente a una familia regular de distribuciones de la formaM≡ {f(x|θ), θ ∈ Θ}.
La probabilidad de que una tercera observacio´n x se encuentra contenida en el intervalo
(x1, x2) (x1 < x2) formado por dos observaciones previas es
1
3
.
Demostracio´n. Este resultado es un caso particular del Teorema 10. ¤
Por otro lado, Jeffreys (1961, Sec. 3.8) considero´ la probabilidad final predictiva de
que una nueva observacio´n x se encuentre contenida entre las dos observaciones x1 y x2
dadas, suponiendo un modelo de localizacio´n y escala de la forma
M = {σ−1f(σ−1(x− µ)), x ∈ X , µ ∈ R, σ > 0}
donde µ es el para´metro de localizacio´n y σ el para´metro de escala, ambos desconocidos;
con la inicial pi(µ, σ) ∝ 1
σ
y donde M cumple
• f(·) es una funcio´n continua, y
• F (z) = ∫ z−∞ f(t)dt con F (∞) = 1.
A continuacio´n reproducimos la obtencio´n de Jeffreys: Para un modelo de localizacio´n
y escala Jeffreys propone usar la inicial conjunta pi(µ, σ) ∝ σ−1, de forma que la corres-
pondiente densidad final conjunta es proporcional a
pi(µ, σ|x1, x2) ∝ 1
σ3
f
(
x1 − µ
σ
)
f
(
x2 − µ
σ
)
.
La probabilidad de tener una nueva observacio´n x contenida en el intervalo (x1, x2) for-
mado por dos observaciones previas con x1 < x2 es
Pr(x1 < x < x2|x1, x2) =
∫∞
0
∫∞
−∞
∫ x2
x1
1
σ4
f
(
x1−µ
σ
)
f
(
x2−µ
σ
)
f
(
x3−µ
σ
)
dxdµdσ∫∞
0
∫∞
−∞
∫∞
−∞
1
σ4
f
(
x1−µ
σ
)
f
(
x2−µ
σ
)
f
(
x3−µ
σ
)
dxdµdσ
=
I3
I4
.
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Evaluemos por separado las integrales I3 y I4. Puede verse claramente que
I3 =
∫ ∞
0
∫ ∞
−∞
∫ x2
x1
1
σ4
f
(
x1 − µ
σ
)
f
(
x2 − µ
σ
)
f
(
x− µ
σ
)
dxdµdσ
=
∫ ∞
0
∫ ∞
−∞
1
σ3
f
(
x1 − µ
σ
)
f
(
x2 − µ
σ
)
×
[
F
(
x2 − µ
σ
)
− F
(
x1 − µ
σ
)]
dµdσ.
Haciendo el siguiente cambio de variables,
θ =
x1 − µ
σ
, φ =
x2 − µ
σ
(3.1)
donde ∞ < θ < φ <∞, (Ψ(θ, φ) = w(µ, σ)), uno tiene que
Jw−1(Ψ) = (φ− θ)−2
(
φ(x1 − x2) θ(x2 − x1)
x2 − x1 −(x2 − x1)
)
.
Por lo tanto
I3 =
1
x2 − x1
∫ ∞
−∞
∫ ∞
θ
f(φ)f(θ)[F (φ)− F (θ)]dφdθ
=
1
2(x2 − x1)
∫ ∞
−∞
(1− F (θ))2f(θ)dθ = 1
6(x2 − x1) .
De manera ana´loga y usando el mismo cambio de variables dado en (3.1), la integral
I4 queda como
I4 =
∫ ∞
0
∫ ∞
−∞
1
σ3
f
(
x1 − µ
σ
)
f
(
x2 − µ
σ
)∫ ∞
−∞
1
σ
f
(
x− µ
σ
)
dxdµdσ
=
∫ ∞
0
∫ ∞
−∞
1
σ3
f
(
x1 − µ
σ
)
f
(
x2 − µ
σ
)
dµdσ
=
1
x2 − x1
∫ ∞
−∞
∫ ∞
θ
f(θ)f(φ)dφdθ =
1
x2 − x1
∫ ∞
−∞
(1− F (θ))f(θ)dθ
=
1
2(x2 − x1) .
Consecuentemente, la probabilidad requerida es
Pr(x1 < x < x2|x1, x2) = I3
I4
=
1
3
.
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De este modo, para problemas de localizacio´n y escala, Jeffreys establecio´ una perfecta
correspondencia entre la cobertura observada y la probabilidad predictiva resultante de
usar la inicial que e´l recomendo´ para este caso.
Ahora procederemos a generalizar el Teorema 9 y el resultado de Jeffreys.
3.1.2. Probabilidad predictiva de que una nueva observacio´n xn+1 pertenezca al
intervalo formado por las observaciones mı´nima x(1) y ma´xima x(n) de una
muestra dada.
Teorema 10 Sea {x1, ..., xn} una muestra aleatoria de taman˜o n proveniente de una
distribucio´n continua univariada que pertenece a la familia regularM = {f(x|θ), θ ∈ Θ}.
La probabilidad de que una nueva observacio´n x se encuentra contenido en el intervalo
(x(1), x(n)) formado por las observaciones mı´nima y ma´xima de la muestra, es
n−1
n+1
.
Demostracio´n. Calcu´lese la probabilidad de tener una nueva observacio´n x contenida en
el intervalo (x(1), x(n)) dados los datos x = {x1, ..., xn}, donde x(1) = min{x1, ..., xn} y
x(n) = max{x1, ..., xn}. Esta probabilidad es
p(x(1) < x < x(n)|θ) =
∫ x(n)
x(1)
f(x|θ)dx = F (x(n)|θ)− F (x(1)|θ), (3.2)
que es una funcio´n del mı´nimo y ma´ximo de x. Entonces necesitamos calcular el valor
esperado de (3.2), evaluando sobre la densidad conjunta del mı´nimo y ma´ximo, puesto
que ahora ambas observaciones son estad´ısticos suficientes. La densidad conjunta del
mı´nimo y ma´ximo es
g(x(1), x(n)|θ) = n(n− 1)
(
F (x(n)|θ)− F (x(1)|θ)
)n−2
f(x(n)|θ)f(x(1)|θ)
−∞ < x(1) < x(n) <∞.
donde f = d
dx
F .
Entonces el valor esperado requerido es
Ex(1),x(n)|θ [F (x(n)|θ)− F (x(1)|θ)] = n(n− 1)
∫ ∞
−∞
∫ x(n)
−∞
(F (x(n)|θ)− F (x(1)|θ))
∗(F (x(n)|θ)− F (x(1)|θ))n−2f(x(1)|θ)f(x(n)|θ)dx(1)dx(n)
=n(n− 1)
∫ ∞
−∞
∫ x(n)
−∞
(
F (x(n)|θ)− F (x(1)|θ)
)n−1
f(x(1)|θ)f(x(n)|θ)dx(1)dx(n).
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que sera´
n(n− 1)
∫ ∞
−∞
∫ x(n)
−∞
(F (x(n)|θ)− F (x(1)|θ))n−1f(x(n)|θ)f(x(1)|θ)dx(1)dx(n)
= n(n− 1)
∫ ∞
−∞
1
n
(F (x(n)|θ)− F (x(1)|θ))n
∣∣∣x(n)
−∞
f(x(n)|θ)dx(n)
= (n− 1)
∫ ∞
−∞
(F (x(n)|θ))nf(x(n)|θ)dx(n)
= (n− 1) 1
n+ 1
(F (x(n)|θ))n+1
∣∣∣∞
−∞
=
n− 1
n+ 1
.
¤
Ahora generalizamos el resultado de Jeffreys para el caso de tener n > 2 observaciones.
La probabilidad requerida es
Pr(x(1) < x < x(n)|x) =
∫ x(n)
x(1)
p(x|x)dx (3.3)
donde x = {x1, ..., xn} es un conjunto de n observaciones ide´nticamente distribuidas
provenientes de un modelo de localizacio´n y escala,
x(1) = min{x1, ..., xn}, x(n) = max{x1, ..., xn},
con modelo de localizacio´n y escala M de la forma
M≡ {σ−1f(σ−1(x− µ)), x ∈ X , µ ∈ R, σ > 0},
donde f(·|µ, σ) es una funcio´n continua que cumple con las mismas propiedades men-
cionadas anteriormente. Sea y = {x(1), ..., x(n)} el vector de estad´ısticos de orden, no´tese
que y es una estimador suficiente para el vector θ = {µ, σ} cuya densidad conjunta es
n∏
i=1
f(xi|µ, σ) =
n∏
i=1
f(x(i)|µ, σ) = f(y|µ, σ).
Por tanto, la probabilidad (3.3) puede reescribirse como
Pr(x(1) < x < x(n)|x) = Pr(x(1) < x < x(n)|y)
= Pr(x(1) < x < x(n)|x(1), x(n)),
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no´tese que depende u´nicamente de x(1) y x(n), ahora ambos son estad´ısticos suficientes.
Por lo tanto, es necesario especificar la densidad conjunta de (x(1), x(n))
g(x(1), x(n)|µ, σ) = n(n− 1)[F (σ−1(x(n) − µ))− F (σ−1(x(1))− µ)]n−2
× 1
σ2
f(σ−1(x(n) − µ))f(σ−1(x(n) − µ)).
con f = d
dx
F .
Con la inicial pi(µ, σ) ∝ σ−1 la densidad final es proporcional a
pi(µ, σ|x(1), x(n)) ∝ g(x(1), x(n)|µ, σ)pi(µ, σ).
Luego entonces la probabilidad requerida es
Pr(x(1) < x < x(n)|x(1), x(n)) =
∫∞
0
∫∞
−∞
∫ x2
x1
1
σ2
g(x(1), x(n)|µ, σ)f
(
x−µ
σ
)
dxdµdσ∫∞
0
∫∞
−∞
∫∞
−∞
1
σ2
g(x(1), x(n)|µ, σ)f
(
x−µ
σ
)
dxdµdσ
=
I5
I6
.
Trabajando de manera separada las dos integrales, y usando el siguiente cambio de vari-
ables
θ =
x(1) − µ
σ
, φ =
x(n) − µ
σ
(3.4)
donde ∞ < θ < φ <∞, (Ψ(θ, φ) = w(µ, σ)), uno tiene
Jw−1(Ψ) = (φ− θ)−2
(
φ(x(1) − x(n)) θ(x(n) − x(1))
x(n) − x(1) −(x(n) − x(1))
)
| det Jw−1(Ψ)| =
(x(n) − x(1))2
(φ− θ)3 .
Primero procederemos a trabajar con la parte ma´s interna de la integral I5, ex-
presa´ndola en te´rminos de θ y φ∫ x(n)
x(1)
1
σ
f
(
x− µ
σ
)
dx =
∫ φ
θ
f(τ)dτ = F (φ)− F (θ)
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con τ = x−µ
σ
, θ =
x(1)−µ
σ
< τ < φ =
x(n)−µ
σ
. Usando el cambio de variables dado en (3.4),
entonces se sigue que
I5 =
n(n− 1)
x(n) − x(1)
∫ ∞
∞
∫ ∞
θ
f(φ)f(θ)[F (φ)− F (θ)]n−1dφdθ
=
n(n− 1)
x(n) − x(1)
∫ ∞
∞
f(φ)[1− F (θ)]ndθ = n− 1
n+ 1
1
x(n) − x(1)
y de manera similar,
I6 =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
1
σ2
g(x(1), x(n))f
(
x− µ
σ
)
dxdµdσ
=
∫ ∞
0
∫ ∞
−∞
1
σ
g(x(1), x(n))dµdσ
=
n(n− 1)
x(n) − x(1)
∫ ∞
−∞
∫ ∞
θ
f(φ)f(θ)[F (φ)− F (θ)]n−2dφdθ
=
n
x(n) − x(1)
∫ ∞
−∞
f(θ)[1− F (θ)]n−1dθ = 1
x(n) − x(1) .
Finalmente, tenemos
Pr(x(1) < x < x(n)|x) = I5
I6
=
n−1
n+1
1
x(n)−x(1)
1
x1−x(1)
=
n− 1
n+ 1
.
Una comparacio´n con el Teorema 10 demuestra nuevamente que en modelos de lo-
calizacio´n y escala, con la inicial objetiva convencional pi(µ, σ) ∝ 1
σ
, existe una perfecta
concordancia entre la cobertura de observacio´n y la probabilidad predictiva objetiva.
Uno de los objetivos de esta Tesis es analizar si este tipo de resultados son gener-
alizables a modelos generales, o si so´lo resultan va´lidos en modelos de localizacio´n y
escala.
3.2. Me´todos de desicio´n de referencia para prediccio´n
En el trabajo Reference priors for prediction de Kuboki (1998) se encuentra una pro-
puesta de obtencio´n de iniciales objetivas para prediccio´n. El autor trata de extender
el argumento dado en Bernardo (1979) y Berger y Bernardo (1989, 1992a, 1992b) para
obtener iniciales objetivas que ayuden a hacer inferencias sobre los para´metros. Kuboki
caracteriza una inicial no informativa para prediccio´n basada en la informacio´n predic-
tiva esperada que proveen las observaciones actuales. Kuboki pretende encontrar la inicial
que maximiza la informacio´n predictiva faltante, que es t´ıpicamente infinita; y evita esta
dificultad siguiendo el procedimiento de Bernardo (1979). La inicial de Kuboki para
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prediccio´n satisface las propiedades de simetr´ıa e invarianza requeridas por Jeffreys.
Kuboki encuentra una expresio´n expl´ıcita para la inicial si el modelo es un caso regular,
es decir,
(i) el modelo f(x|θ) es doblemente diferenciable y continuo en θ para casi cualquier x,
y el valor esperado de log θ es finito y continuo como funcio´n de θ;
(ii) la matriz de informacio´n de Fisher I(θ) es definida positiva; y
(iii) una parametrizacio´n del modelo resulta en un modelo diferente.
Supo´ngase la densidad conjunta h(x, y|θ) de las observaciones actuales x y futuras y,
θ = {θ1, ..., θd},θ ∈ Rd, con densidades marginales g(x|θ) y f(y|θ). La inicial de Kuboki
es
pi(θ) ∝
√
|If (θ)||Ig(θ)|
|Ih(θ)|
donde If , Ig y Ih son, respectivamente, la matrices de informacio´n de Fisher para las
densidades f(·|·), g(·|·) and h(·, ·|·).
Entre los ejemplos que Kuboki estudia, encuentra que la inicial para prediccio´n en
el modelo de localizacio´n y escala es pi(µ, σ) ∝ σ−2 cuya predictiva carece de adecuadas
propiedades de cobertura, mientras que la inicial predictiva pi(µ, σ) ∝ σ−1 si las cumple
como se demostro´ anteriormente.
En general, la inicial propuesta por Kuboki se reduce a la inicial de la regla general
de Jeffreys, y como se demostrara´ posteriormente, las densidades predictivas resultantes
de esta inicial no cuentan con adecuadas propiedades de cobertura.
3.3. Inconsistencia fuerte
El trabajo de Eaton y Sudderth (1998, 1999) ilustra claramente que el uso no cr´ıtico de
iniciales objetivas para prediccio´n podr´ıa producir respuestas inaceptables.
En Eaton and Sudderth (1998), los autores analizan las distribuciones predictivas
para la modelos Multinormales lineales, obtenidos de iniciales impropias relativamente
invariantes.
Sea Y : n×r una matriz de datos basada en los datos observados Y , queremos obtener
una distribucio´n predictiva para un nuevo conjunto de datos observables Z : m × r.
Sean X : n × p y W : n × p, ambas matrices de rango p conocido, β : p × r es una
matriz de para´metros desconocidos, Σ es la matriz de covarianzas. El par (X, Y ) es
condicionalmente independiente y tiene distribucio´n conjunta Multinormal
(
X
Y
)
∼
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N((
X
W
)
β, Im+n ⊗ θθ′
)
. Cada renglo´n de
(
X
Y
)
tiene matriz de covarianzas Σ = θθ′,
donde θ ∈ G+T son matrices triangulares inferiores con elementos positivos G+T , Im+n
denota la matriz identidad con rango m + n y ⊗ denota el producto Kronecker. Con el
uso de iniciales impropias de la forma pi(β,Σ) ∝ |Σ|α los autores encuentran la expresio´n
general de las distribuciones predictivas para el problema de prediccio´n MANOVA.
Eaton y Sudderth mencionan que muchas de las distribuciones predictivas recomen-
dadas en la literatura son fuertemente inconsistentes en el sentido de Stone (1976). En
particular, discuten los casos de las medidas invariantes por la derecha y por la izquierda,
donde la primera resulta en una distribucio´n predictiva consistente mientras que la se-
gunda, que es la inicial de Jeffreys para el modelo MANOVA, produce una distribucio´n
predictiva fuertemente inconsistente. Tambie´n, introducen una nueva distribucio´n pre-
dictiva, que s´ı es consistente (Eaton and Sudderth, 1998, Teo. 4.3) y que tiene la siguiente
forma
f(z|y) = α(0)|A|−r/2|S|−m/2|U(z)|−(m+n−p)/2
donde
A = Im +W (X
′X)−1W ′,
S = y′(In −X(X ′X)−1X ′)y,
U(z) = Ir + (τ(S))
−1 V (z) (τ(S)′)−1
α(0) =
∫
G+T
|θ|−n−m−p exp{−1
2
tr(θθ′)−1}dθ∫
G+T
|θ|−n−p exp{−1
2
tr(θθ′)−1}dθ ,
V (z) = (z −Wβ̂)′(Im +W (X ′X)−1W ′)−1(z −Wβ̂),
β = (X ′X)−1X ′y.
Esta distribucio´n predictiva es el resultado de usar la medida invariante por la derecha
sobre G0. Para ma´s detalles ve´ase Eaton y Sudderth (1998).
En un trabajo posterior, Eaton and Sudderth (1999) demuestran que bajo ciertos
supuestos, el pivoteo Fisheriano y la medida de Haar por la derecha usada como ini-
cial, producen la misma distribucio´n predictiva invariante, que es consistente. Ma´s au´n,
demuestran que cualquier otra distribucio´n predictiva invariante es inconsistente.
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3.4. Distribuciones iniciales con validez frecuentista aproximada
En esta seccio´n presentamos un resumen de la obtencio´n de iniciales objetivas para
prediccio´n que cumplan con que la cobertura predictiva Bayesiana asegure una concor-
dancia frecuentista (match) aproximada o exacta.
Komaki (1996) investigo´ la asintoticidad de segundo orden de las distribuciones pre-
dictivas considerando modelos de familias exponenciales curvadas multidimensionales.
Es una pra´ctica comu´n construir distribuciones predictivas sustituyendo (shifting) el
estimador asinto´ticamente eficiente en el modelo. Usando esta pra´ctica, Komaki encuen-
tra que el valor medio de la divergencia de Kullback-Leibler entre la verdadera predictiva
y la predictiva sustituida es de orden o(n−1), donde n es el taman˜o muestral. Tambie´n
encuentra una expresio´n asinto´tica para las distribuciones Bayesianas y discute la inicial
de Jeffreys cuya predictiva resultante tiene una coincidencia de orden o(n−1).
En esta misma l´ınea de investigacio´n, Datta, Mukerjee, Ghosh and Sweeting (2000)
proponen obtener iniciales para prediccio´n usando como criterio de seleccio´n la cobertura
consistente asinto´tica y lo llaman el criterio de consistencia de probabilidad. Para poder
caracterizar la inicial para prediccio´n usan dos formas comunes de cobertura consistente:
Cuantiles posteriores predictivos y regiones de ma´xima densidad predictiva.
Intervalos predictivos de un solo lado
Sea x = {x1, ...xn}, n observaciones aleatorias de f(·|θ) donde θ pertenece a cualquier
dimensio´n finita. Sea 0 < α < 1 y una densidad inicial τ(θ), y sea x una futura obser-
vacio´n aleatoria de f(·|θ). Sea pτ (x|x) la densidad posterior predictiva de x resultante
de usar τ(θ).
Estamos interesados en la inicial τ tal que
Prτ [x > h(τ, α)|x] =
∫ ∞
h(τ,α)
pτ (x|x)dx = α
donde h(τ, α) es el α−cuantil superior de la densidad predictiva pτ (·|x) y se esperar´ıa
que se cumpliera, exacta o aproximadamente, que
Pr θ[x > h(τ, α)|θ] =
∫ ∞
h(τ,α)
f(x|θ)dx ' α.
Datta et al. (2000) encontraron la siguiente aproximacio´n
Pr θ[x > h(τ, α)|θ] = α− 1
nτ(θ)
Ds
{
κst(θ)µt(θ, α)τ(θ)
}
+ o(n−1) (3.5)
donde µt(θ, α) =
∫∞
q(θ,α)
∂
∂θj
f(x|θ)dx, κij(θ) es el i, j-e´simo elemento de I(θ)−1, I(θ) la
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matriz de informacio´n de Fisher, y q(θ, α) satisface∫ ∞
q(θ,α)
f(x|θ)dx = α.
Adema´s, el lado izquierdo de la Ec. (3.5) es igual a α + o(n−1) s´ı y so´lo si
∂
∂θs
{
κst(θ)µt(θ, α)τ(θ)
}
= 0. (3.6)
Entonces la inicial τ(·) que es solucio´n de (3.6) asegura una cobertura frecuentista
aproximada hasta un orden o(n−1). Esta inicial es invariante bajo transformaciones del
para´metro, pero, y en general depende de α.
En el caso uniparame´trico, la inicial de Jeffreys, cuando existe, satisface (3.6) para
todos los valores de α, sucediendo lo mismo con los modelos de localizacio´n y escala. Los
autores an˜aden que la condicio´n (3.6) ayuda a la comparacio´n del comportamiento de las
coberturas de probabilidad de cualesquiera iniciales disponibles.
Regiones de ma´xima densidad predictiva
El caso multivariado, cuando xn = {x1, ...,xn} son vectores aleatorios provenientes de la
densidad f(x|θ). Datta et al. (2000) consideran la regio´n de ma´xima densidad predictiva
para predecir una nueva observacio´n x, y deducen las condiciones bajo las cuales dicha
prediccio´n tiene una validez frecuentista adecuada.
Teniendo una regio´n de densidad predictiva para una nueva observacio´n x,H(τ,xn, α),
con cobertura de probabilidad posterior predictiva α, para cada θ y α ∈ (0, 1), existe un
u´nico cuantilm(θ, α) tal que Pr θ(x ∈ A(θ, α)) = α donde A(θ, α) = {x : f(x|θ) ≥ m(θ, α)}.
Demuestran que
Pr θ(x ∈ H(τ,xn, α)) = α− 1
τ(θ)
Ds
{
κst(θ)ξt(θ, α)τ(θ)
}
+ o(n−1),
donde
ξt(θ, α) =
∫
A(θ,α)
Dtf(x|θ)dx.
Puede notarse que Pr θ(x ∈ H(τ,xn, α)) = α + o(n−1) s´ı y so´lo si τ satisface la
ecuacio´n diferencial parcial
Ds
{
κst(θ)ξt(θ, α)τ(θ)
}
= 0,
y las soluciones generales tambie´n dependen del nivel α.
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Datta et al. (2000) proporcionan interesantes ejemplos de los modelos Normal biva-
riado, multivariado de escala, multivariado de localizacio´n y el de localizacio´n y escala.
Una aplicacio´n a los modelos de regresio´n puede encontrarse en el trabajo de Datta y
Mukerjee (2003), donde discuten los problemas de caracterizar las iniciales de cobertura
consistente para prediccio´n de variables dependientes dada una variable independiente y
observaciones pasadas de ambas.
Severini, Mukerjee y Ghosh (2002) proporcionan una exploracio´n la propiedad de la
consistencia exacta de algunas de las regiones Bayesianas predictivas basada en iniciales
invariantes de Haar por la derecha. En particular, su investigacio´n da soporte a la re-
comendacio´n dada por Jeffreys de usar la inicial pi(µ, σ) ∝ σ−1 en modelos de localizacio´n
y escala f(·|µ, σ), que es la inicial invariante de Haar por la derecha. Su resultado principal
esta´ basado en un articulo publicado por Hora y Buehler (1966) quienes tambie´n traba-
jaron con el problema de prediccio´n (Hora y Buehler, 1967), espec´ıficamente la prediccio´n
puntual. Hora y Buehler (1967) se centran en las funciones invariantes predictivas (fun-
ciones de las observaciones futuras con la propiedad de ser invariante) y aseguran que los
l´ımites obtenidos de las respectivas distribuciones fiduciales son ana´logos a los l´ımites de
confianza en el caso frecuentista.
Mayores detalles sobre prediccio´n y cobertura consistente puede encontrarse en Datta
y Mukerjee (2004, Sec. 6).
Iniciales de cobertura consistente para efectos aleatorios
Motivados por los efectos aleatorios de los modelos ANOVA, Chang, Kim y Mukerjee
(2003) caracterizan las iniciales de cobertura consistente para prediccio´n de los efectos
aleatorios no observados. Debe observarse que su propuesta de criterio de consistencia
para prediccio´n de los efectos aleatorios no observados arroja resultados que pudieran
diferir a los dados cuando se desea hacer estimacio´n sobre los para´metros usando iniciales
de cobertura consistente.
Iniciales de cobertura consistente uniforme para prediccio´n
En un trabajo relativamente reciente, Sweeting (2007) caracteriza a las iniciales predic-
tivas de cobertura consistente uniformes (UPMP), que son las iniciales predictivas de
cobertura de probabilidad consistente para todos los valores de α.
Para cuantiles con cobertura consistente de una sola dimensio´n, la inicial de Jeffreys
es UPMP y es u´nica; para ma´s de una dimensio´n, si es que existe una inicial UPMP esta
sera´ u´nica. En un modelo de localizacio´n y escala f(x|θ) = 1
θ2
f ∗(x−θ1
θ2
) la inicial UPMP
es pi(θ) ∝ 1
θ2
, que es la medida de Haar por la derecha y que a su vez Jeffreys recomendo´
en estos modelos. Adema´s, coincide con la obtenida por Kuboki (1998).
El caso multiparame´trico es ma´s complicado ya que la inicial debe ser la solucio´n de
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un sistema de ecuaciones diferenciales, cuya solucio´n puede ser u´nica o una infinidad,
dependiendo de la estructura del problema.
Sweeting (2007) discute dos modelos multiparame´tricos: El primer ejemplo es el mo-
delo Normal bivariado con vector de medias cero y elementos de la matriz de covarianza
σ1, σ2 y ρ. Trabaja con la parametrizacio´n ortogonal dada por
T−1 =
(
θ1 0
θ2θ3 θ2
)
donde Σ = TT ′. Bajo esta parametrizacio´n la solucio´n general es
pi(θ) ∝ θ−21 h(θ−12 θ1, θ3),
la cual, en te´rminos de (σ1, σ2, ρ),
(
θ1 =
1
σ1
, θ2 =
1
σ2
(1− ρ2)−1/2, θ3 = −ρσ2σ1
)
, es
pi(σ1, σ2, ρ) ∝ piJ(σ1, σ2, ρ)h
(
σ2
σ1
,
√
1− ρ2
)
donde piJ(σ1, σ2, ρ) ∝ 1σ1σ2(1−ρ2)3/2 es la inicial resultante de la regla general multiparame´-
trica de Jeffreys y h es una funcio´n positiva arbitraria. En particular, tomando h(x, y) = xayb,
todas las iniciales que cumplen con esta forma son UPMP. Si a = 1, b = 1/2 resulta en
la inicial conjunta pi(σ1, σ2ρ) ∝ σ−21 (1− ρ2)−1, la cual es la inicial de Haar por la derecha
proveniente del grupo de transformaciones T−1X.
El segundo ejemplo es el modelo de localizacio´n multiparame´trico en donde encuentra
que la inicial Haar por la derecha es una inicial exacta UPMP, dado que el modelo es
invariante a transformaciones de traslacio´n. En este caso, la inicial de Haar por la derecha
y la inicial de Jeffreys coinciden, y adema´s es u´nica.
Finalmente, Sweeting (2007) sugiere que en caso de tener varias iniciales predictivas de
cobertura consistente se debe seleccionar aquellas que son simulta´neamente de cobertura
consistente predictiva y posterior.
3.5. Funciones de pe´rdida
Con el objetivo de encontrar una forma de obtencio´n de iniciales objetivas para prediccio´n
con adecuadas propiedades de cobertura frecuentista, Smith (1999) propone usar teor´ıa
de la desicio´n y expansiones asinto´ticas, sugiriendo que la funcio´n de pe´rdida juega un
papel importante bajo este esquema.
Con la ayuda de varios ejemplos, Smith compara el comportamiento de la distribucio´n
predictiva Bayesiana versus la distribucio´n plug in, o sustituida o shifting, que es la
distribucio´n resultante de sustituir el para´metro ma´ximo veros´ımil en ella y suponer que
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esta es la distribucio´n predictiva. Evalu´a sus propiedades frecuentistas usando diferentes
funciones de pe´rdida y el error cuadra´tico medio de la probabilidad predictiva. Concluye
que los desempen˜os predictivos Bayesianos son mejores si se tiene un especial cuidado en
la eleccio´n de la funcio´n de pe´rdida.
En Smith (1999) pueden encontrarse ejemplos de la distribucio´n general de Pareto
(GPD), una estimacio´n de varias medias normales, el modelo Poisson-Gama, y una in-
teresante discusio´n de su trabajo.
3.6. La densidad predictiva ma´ximo veros´ımil.
Hartigan (1998) propone usar la inicial de ma´xima verosimilitud para estimacio´n que
ya ha sido discutida en la Seccio´n 1.2. Pero, adema´s sen˜ala que la densidad predictiva
correspondiente minimiza el valor esperado de la distancia truncada de Kullback-Leibler,
dados los datos, a la verdadera densidad. Para ma´s detalles ve´ase Hartigan (1998, Sec. 6).
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Cap´ıtulo 4
Funciones iniciales para prediccio´n.
En este cap´ıtulo se estudian problemas de prediccio´n con algunos modelos univariados
continuos con uno o con dos para´metros.
Recordemos el problema de prediccio´n, en el que no es obvio co´mo proceder desde el
punto de vista del ana´lisis de referencia puesto que la cantidad de intere´s es una funcio´n
t de las observaciones futuras y no una funcio´n de los para´metros. Una primera solucio´n
podr´ıa ser utilizar la esperanza condicionada del modelo como cantidad de intere´s para
prediccio´n (Berger y Bernardo, 1992), o ma´s formalmente alguna funcio´n φ(θ) = g[px(·|θ)]
del modelo asumido, donde g puede ser algu´n estimador de la funcio´n a predecir tal como
la esperanza E(t|θ), la mediana Med(t|θ) o la moda Mo(t|θ).
Por otro lado, un me´todo para poder discriminar entre funciones iniciales alternativas
es considerar la cobertura de probabilidad de su respectiva funcio´n final (Welch y Peers,
1963, Berger y Bernardo, 1989, Datta y Sweeting, 2005). Esta te´cnica se utiliza en el
marco de prediccio´n como se describe en el presente cap´ıtulo.
Para cada uno de los modelos estudiados en este cap´ıtulo, se analizan una o varias de
sus funciones iniciales de referencia y su respectiva densidad predictiva. De acuerdo al
comportamiento de la cobertura de probabilidad de la densidad predictiva se determina la
funcio´n inicial apropiada para prediccio´n entre las posibles funciones iniciales alternativas.
Los modelos estudiados incluyen modelos regulares y modelos no regulares. Los mode-
los regulares estudiados son los modelos Exponencial, Cauchy, Normal y Log-Normal. Los
modelos no regulares son aquellos cuyo espacio muestral depende de alguna funcio´n del
para´metro del modelo. Entre estos modelos se estudian el modelo Uniforme y el Expo-
nencial trasladado o shifted Exponential.
En cada uno de estos modelos, se encontrara´ que la inicial correspondiente a la me-
diana del modelo como cantidad de intere´s, produce una densidad predictiva con propie-
dades de cobertura adecuadas.
69
4.1. Prediccio´n con datos Exponenciales
Supo´ngase que se tienen n observaciones aleatorias independientes {x1, ..., xn} prove-
nientes de una distribucio´n Exponencial Ex(·|θ) con para´metro θ y funcio´n de densidad
dada por
Ex(x|θ) = θe−xθ, θ > 0, x > 0.
Puesto que solo hay un para´metro, la inicial de referencia es esencialmente u´nica. En
particular, la inicial de referencia es
piφ = piθ|Jφ|
para cualquier transformacio´n uno-a-uno φ(θ) de θ. En te´rminos de θ, la funcio´n inicial
de referencia es pi(θ) ∝ θ−1. Supo´ngase que se tiene una muestra x = {x1, ..., xn} de n ob-
servaciones aleatorias provenientes de Ex(·|θ), entonces la densidad final correspondiente
sera´ igual a
pi(θ|x) ∼ Ga(θ|n, t)
donde Ga(x|α, β) es una densidad de probabilidad Gama con para´metros α y β (ve´ase
pa´g. 4), n es el taman˜o de muestra y t =
∑n
i=1 xi.
La densidad predictiva puede obtenerse fa´cilmente y es igual a
p(x|x) = nt
n
(t+ x)n+1
= GaGa(x|n, t, 1) (4.1)
donde GaGa(x|α, β,m) es la densidad Gama-Gamma con para´metros (α, β,m) (ve´ase
pa´g. 4).
Una vez obtenida la densidad predictiva, nuestro intere´s se centra en determinar la
probabilidad de que una nueva observacio´n x pertenezca al intervalo (x(1), x(2)) formado
por las observaciones mı´nima y ma´xima de la muestra x. En particular, dadas dos
observaciones x1 y x2, con x1 < x2, queremos saber si la cobertura de probabilidad de la
densidad predictiva en el intervalo (x1, x2) se aproxima al valor teo´rico de
1
3
dado en el
Teorema 9, esto es, queremos el valor medio en el muestreo de
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
GaGa(x|n, t, 1)dx
= tn
(
1
(x1 + t)n
− 1
(x2 + t)n
)
.
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donde n = 2 y t = x1 + x2, que se reduce a
Pr(x1 < x < x2|x1, x2) = 3(x2 − x1)(x1 + x2)
3
(2x1 + x2)2(x1 + 2x2)2
. (4.2)
En este caso la probabilidad buscada depende de las observaciones x1 y x2, de forma
que debe calcularse su valor esperado sobre todos los valores posibles que una muestra
de taman˜o dos pudiese tener, i.e., el valor esperado de (4.2) evaluado con la densidad
condicional conjunta de (x1, x2), p(x1, x2|θ).
Recordemos como es la densidad conjunta de las observaciones ma´xima y mı´nima
de una muestra aleatoria. Supo´ngase que una muestra aleatoria {x1, ..., xn} de taman˜o
n con funcio´n de densidad f y funcio´n de distribucio´n F , considere las observaciones
x(1) = min{x1, ..., xn} y x(n) = max{x1, ..., xn}. La funcio´n de densidad conjunta de x(1)
y x(n) es
g(x(1), x(n)) = n(n− 1)(F (x(n))− F (y(1)))n−2f(x(1))f(x(n)),
−∞ < x(1) < x(n) <∞.
Si la muestra es de taman˜o dos {x1, x2}, donde x(1) = min{x1, x2} y x(2) = max{x1, x2},
la funcio´n de densidad conjunta de (x(1), x(2)) es
g(x(1), x(2)) = 2f(x(1))f(x(n)), (4.3)
−∞ < x(1) < x(2) <∞.
La densidad conjunta bajo el supuesto x1 < x2 es la misma que la densidad conjunta
de las observaciones mı´nima y ma´xima de una muestra de taman˜o dos.
Sean x(1) = min{x1, x2} = x1 y x(2) = max{x1, x2} = x2, la densidad conjunta de x1
y x2 bajo la condicio´n x1 < x2 esta´ dada por
p(x1, x2|θ) = 2Ex(x1|θ)Ex(x2|θ), 0 < x1 < x2 <∞, θ > 0.
Por lo tanto, el valor esperado de (4.2) es
Ex1,x2|θ
[
3(x2−x1)(x1+x2)3
(2x1+x2)2(x1+2x2)2
]
= 2
∫∞
0
∫ x2
0
3(x2−x1)(x1+x2)3
(2x1+x2)2(x1+2x2)2
θ2e−θ(x1+x2)dx1dx2
= 1
3
.
Esto demuestra que el valor esperado de la cobertura definida por (4.2) no depende
de θ y es consistente con el resultado del Teorema 9. Consecuentemente, la inicial de
referencia pi(θ) ∝ θ−1 produce una densidad predictiva con adecuadas propiedades de
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cobertura.
4.2. Prediccio´n con datos Cauchy
Un modelo interesante es el modelo Cauchy, que pertenece a la familia de modelos de
localizacio´n y escala, pero con la particularidad de que carece de media. Sin embargo, la
mediana y la moda esta´n bien definidas y son iguales al para´metro de localizacio´n.
Supo´ngase que se tiene una muestra aleatoria x = {x1, ..., xn} de taman˜o n proveniente
de una distribucio´n Cauchy con para´metros de localizacio´n y escala µ y σ, respectiva-
mente.
La funcio´n de densidad esta´ dada por
Ca(x|µ, σ) = 1
piσ
(
1 +
(x− µ)2
σ2
)−1
, x ∈ R, σ > 0, µ ∈ R.
Puesto que es un modelo regular de localizacio´n-escala, la inicial de referencia conjunta
cuando µ o σ es el para´metro de intere´s es
pi(µ, σ) ∝ σ−1
(Ferna´ndez y Steel, 1999).
Con esta inicial de referencia la densidad final es
pi(µ, σ|x) ∝ σ−1(piσ)−n
n∏
i=1
(
1 +
(
xi − µ
σ
)2)−1
.
Consecuentemente, la densidad predictiva de referencia es
p(x|x) = pi−1
∫ ∞
0
∫ ∞
−∞
1
σn
(
1 +
(
x− µ
σ
)2)−1
pi(µ, σ|x)dµdσ.
En el caso particular de n = 2, x = {x1, x2}, la densidad final y predictiva tienen
respectivamente las siguientes expresiones anal´ıticas,
pi(µ, σ|x1, x2) = 2σ
2|x1 − x2|
pi3 (((x1 − µ)2 + σ2)((x2 − µ)2 + σ2)((x− µ)2 + σ2)) ,
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p(x|x1, x2) =
=
(x1 − x2) log((x1 − x2)2) + (x− x1) log((x1 − x)2) + (x2 − x) log((x2 − x)2)
2pi2(x1 − x)(x− x2)Sign(x1 − x2)
=
1
2piSign(x1 − x2)
{
1
x1 − x log
[(
x1 − x2
x2 − x
)2]
+
1
x2 − x log
[(
x1 − x
x1 − x2
)2]}
(x1 6= x2, x 6= x1, x 6= x2)
donde Sign[x] toma en los valores −1, 0 o´ 1, dependiendo de si x es negativo, cero o
positivo.
Finalmente, la probabilidad de que una nueva observacio´n x pertenezca al intervalo
formado por (x1, x2), x1 < x2, es
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
p(x|x1, x2)dx
=
1
2pi2Sign(x1 − x2) ×

2 log
[
x1−x
x1−x2
]
− log
[(
x1−x
x1−x2
)2]
log(x− x2)
− log(x− x1)
(
log
[(
x1−x2
x2−x
)2]
+ 2 log
[
x−x2
x1−x2
])
−2PolyLog
(
2, x1−x
x1−x2
)
+ 2PolyLog
(
x−x2
x1−x2
)

= − 2
2pi2
[
PolyLog
(
2,
x− x2
x1 − x2
)
− PolyLog
(
2,
x1 − x
x1 − x2
)]x2
x1
= − 1
pi2
(PolyLog(2, 0)− PolyLog(2, 1)− PolyLog(2, 1) + PolyLog(2, 0)) ,
donde Sign(x1 − x2) = −1 pues x1 < x2 y PolyLog(n, z) ≡ Lin(z) es la funcio´n poliloga-
ritmo, que es igual a
Lin(z) =
(−1)n−1
(n− 2)!
∫ 1
0
logn−2(t) log(1− zt)
t
dt,
entonces
Li2(0) = −
∫ 1
0
log(1)
t
dt = 0 y Li2(1) = −
∫ 1
0
log(1− zt)
t
dt =
pi2
6
,
de acuerdo a la Ec. (4.291.2) de Grandshteyn y Ryzhik (1994) la ecuacio´n Li2(1) =
pi2
6
.
Sustituyendo, resulta
Pr(x1 < x < x2|x1, x2) = − 1
pi2
(−pi
2
3
) =
1
3
.
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Por tanto, la cobertura Pr(x1 < x < x2|x1, x2) no depende de las observaciones (x1, x2)
y es igual a 1
3
. Un resultado similar se obtiene en el caso x1 > x2.
A la luz de este ejemplo, uno esperar´ıa que para cualquier modelo de localizacio´n (µ)
y escala (σ), la inicial de referencia dada por σ−1 produzca una densidad predictiva con
adecuadas propiedades de cobertura.
No´tese adema´s, que en el modelo Cauchy la mediana y la moda coinciden con el valor
del para´metro de localizacio´n, surgiendo de manera natural la eleccio´n de la mediana o
la moda como cantidades de intere´s en el problema de prediccio´n.
El ejemplo siguiente ilustra la influencia de la distribucio´n inicial en las propiedades
de cobertura de la distribucio´n predictiva.
4.3. Prediccio´n con datos Normales
Conside´rese ahora una muestra aleatoria x = {x1, ..., xn} de taman˜o n proveniente de un
distribucio´n Normal N(x|µ, σ). Sea la familia de funciones iniciales conjuntas de {µ, σ}
dadas por
pi(µ, σ) ∝ σ−α, α > 0. (4.4)
La densidad final es proporcional a
pi(µ, σ|x) ∼ N
(
µ
∣∣∣x, σ2
n
)
×Ga−1/2
(
σ
∣∣∣n+ α− 1
2
,
ns2
2
)
,
donde Ga−1/2(·|γ, β) denota la ra´ız cuadrada de una densidad Gama inversa (squared-root
inverted-gamma) con para´metros γ y β (ve´ase pa´g.4), y donde s y x son los estimadores
ma´ximo veros´ımiles de σ y µ, respectivamente.
La densidad predictiva es igual a
p(x|x) =
(
1 +
(x− x)2
(n+ 1)s2
)−n+α−1
2
∼ St
(
x
∣∣x, s√ n+ 1
n+ α− 2 , n+ α− 2
)
,
donde St(·|θ, λ, ν) denota una densidad t-Student con para´metros de localizacio´n θ y
escala λ, y con ν grados de libertad.
Consecuentemente, dadas dos observaciones aleatorias x1 y x2, la probabilidad de que
una nueva observacio´n x se encuentre contenida en el intervalo (x1, x2), x1 < x2, es
Pr(x1 < x < x2|x1, x2) = c
∫ x2
x1
(
1 +
(x− x)2
s2(n+ 1)
)−n+α−1
2
dx (4.5)
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con c =
Γ(n+α−1
2
)
Γ(n+α−2
2
)Γ(1/2)
1√
s2(n+1)
.
Puesto que n = 2, y haciendo el cambio de variable
t =
x− x√
3s
, dt =
1√
3s
,
el dominio se transforma en
0 < t <
|x2 − x1|
2
√
3s
=
1√
3
= t1 ya que s =
|x2 − x1|
2
.
Por tanto, la integral (4.5) se transforma en
Pr(x1 < x < x2|x1, x2) = 2
Γ(α+1
2
)
Γ(α
2
)
√
pi
∫ 1√
3
0
(1 + t2)−(α+1)/2dt,
que depende u´nicamente de α.
El comportamiento de Pr(x(1) < x < x(n)|x) puede verse gra´ficamente en la Figura
(4.1). Obse´rvese que la probabilidad de x ∈ (x1, x2) tiende a uno conforme α crece.
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Figura 4.1: Comportamiento de la cobertura de la densidad predictiva resul-
tante de la familia de distribuciones iniciales pi(µ, σ) ∝ σ−α (α > 0), en el modelo
N(·|µ, σ).
Supo´ngase que la cantidad de intere´s es el vector θ = {µ, σ}; se sabe que la inicial de
referencia es entonces la funcio´n inicial multiparame´trica de Jeffreys pi(µ, σ) ∝ σ−2, que
es tambie´n la medida de Haar por la izquierda. En este caso α = 2 dando como resultado
que la probabilidad requerida resulta Pr(x1 < x3 < x2|α = 2) = 12 .
Supo´ngase ahora que la cantidad de intere´s es el para´metro de localizacio´n µ, que es
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simulta´neamente la media, la moda y la mediana de x dados µ y σ, por tanto la inicial
de referencia correspondiente es pi(µ, σ) ∝ σ−1, que es la medida de Haar por la derecha.
Consecuentemente α = 1 y la probabilidad requerida es exacta Pr(x1 < x < x2|α = 1) = 13 .
Debe observarse que dentro de la familia de iniciales relativamente invariantes
pi(µ, σ) ∝ σ−α, la u´nica inicial que produce una densidad predictiva cuya cobertura
coincide con el resultado del Teorema 9 es la que corresponde al valor de α = 1. Que a
su vez, es igual a la inicial de referencia cuando la cantidad de intere´s es el para´metro de
localizacio´n del modelo.
La expresio´n anal´ıtica de la densidad predictiva dadas dos observaciones x1 6= x2 esta´
dada por
p(x|x1, x2) =
(
1 +
(x− x)2
3s2
)−α+1
2
con x = x1+x2
2
y s = |x2−x1|
2
, y por tanto para α = 1,
p(x|x1, x2) =
(
1 +
1
3
(
2x− (x1 + x2)
x2 − x1
)2)−1
.
4.4. Prediccio´n con datos Log-Normales
Conside´rese ahora el modelo de localizacio´n y escala Log-Normal con funcio´n de densidad
dada por
LgN(x|µ, σ) = 1
xσ
√
2pi
exp
{
− 1
2σ2
(log x− µ)2
}
x > 0, µ ∈ R, σ > 0,
de forma que y = log x tiene una densidad Normal N(y|µ, σ), y la matriz de informacio´n
de Fisher es
I(µ, σ) =
(
1
σ2
0
0 2
σ2
)
. (4.6)
Como demuestran Ferna´ndez y Steel (1999), si la cantidad de intere´s es µ o es σ, la inicial
de referencia sera´ pi(µ, σ) ∝ σ−1, que es tambie´n con la inicial de Haar por la derecha .
La densidad final correspondiente es
pi(µ, σ|x) = 2
1−n/2sn−1nn/2
Γ(n−1
2
)
√
pi
σ−(n+1) exp
{
−ns
2 + n(x− µ)2
2σ2
}
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donde
x =
1
n
n∑
i=1
log xi = log(x1...xn)
1/n y s2 =
1
n
n∑
i=1
(log xi − x)2.
La densidad predictiva para una nueva observacio´n dados los datos x es
p(x|x) = s
n−1Γ(n/2)√
pi(n+ 1)xΓ(n−1
2
)
(
s2 + (x−log x)
2
n+1
)n/2
∼ LSt(x| exp(x), s
√
n+ 1
n− 1 , n− 1)
donde LSt(x|µ, ν, α) denota la funcio´n de densidad Log-Student generalizada definida por
LSt(x|µ, ν, α) = ν
α
xα1/2Beta(1/2, α/2)
{
ν2 +
1
α
(
log
x
µ
)2}−α+12
x > 0, µ > 0, ν > 0, α > 0
con α grados de libertad (Good y Crook, 1987).
A continuacio´n calculemos la probabilidad del suceso B = {x : x(1) < x < x(n)}
Pr(B|x) =
∫ x(n)
x(1)
LSt(x|µ, ν, α)dx = Fls(x(n)|µ, ν, α)− Fls(x(1)|µ, ν, α) (4.7)
donde Fls(·|µ, ν, α) es la funcio´n de distribucio´n acumulada de Log-Student anteriormente
descrita, µ = ex, ν = s
√
n+1
n−1 y α = n− 1 grados de libertad. Obse´rvese que en general,
se trata de una funcio´n de las observaciones y no u´nicamente del taman˜o muestral.
Cuando solo se tienen dos observaciones el resultado es exacto como se vera´ a conti-
nuacio´n. Dadas x1 y x2 (x1 < x2), la densidad predictiva es
p(x|x1, x2) =
√
3| log x1
x2
|
pix(3(log2 x+ log2 x1 + log
2 x2)− (log x x1x2)2)
y la probabilidad predictiva de que una nueva observacio´n x pertenezca al intervalo
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(x1, x2) es (omitiendo algunos ca´lculos)
Pr[x1 < x < x2|x1, x2] =
∫ x2
x1
p(x|x1, x2)dx
=
| log x1/x2|
pi
√
− log2 x1/x2
arctanh
 log x1/x2√
−3 log2 x1/x2
∣∣∣x2
x1
=
2
piı
arctanh
(
log x1/x2√
3ı| log x1/x2|
)
=
2
piı
arctanh
(
Sign[log x1/x2]√
3ı
)
donde Sign[x] = 0,−1, 1 dependiendo de que x sea cero, negativo o positivo.
Puesto que x1 < x2, si log
x1
x2
< 0 ∈ R, se tiene que
Pr[x1 < x < x2|x1, x2] = 2
piı
arctanh
(
− 1
ı
√
3
)
=
2
piı
ıpi
6
=
1
3
(4.8)
para todos los posibles valores (x1, x2). El caso x1 > x2 arroja el mismo resultado.
Con ma´s de dos observaciones y de acuerdo al Teorema 10, cabr´ıa esperar que el valor
medio en el muestreo de la funcio´n (4.7) evaluado sobre todas las muestras de taman˜o n
debiera ser cercano a n−1
n+1
para todos los valores de µ y σ, y la Tabla 4.1 confirma que
esto es as´ı.
E[Pr(x(1) < x < x(n)|x)]
σ = 1 σ = 2 n−1
n+1
n µ Media DvSt Media DvSt
2 0 0.3333 - 0.3333 - 1/3
1 0.3333 - 0.3333 -
3 0 0.5002 0.0004 0.5003 0.0004 1/2
1 0.4950 0.0004 0.5004 0.0004
4 0 0.5998 0.0008 0.6006 0.0008 0.6
1 0.6007 0.0008 0.6005 0.0009
7 0 0.7496 0.0014 0.7501 0.0014 0.75
1 0.7500 0.0015 0.7507 0.0014
9 0 0.7997 0.0015 0.8003 0.0015 0.8
1 0.7994 0.0015 0.8004 0.0015
15 0 0.8748 0.0011 0.8748 0.0012 0.875
1 0.8751 0.0012 0.8751 0.0012
Tabla 4.1: Valor medio y desviacio´n esta´ndar de las probabilidades Pr[x(1) <
x < x(n)|x1, ..., xn] correspondientes a m = 5000 muestras simuladas de taman˜o
n ∈ {2, 3, 4, 7, 9, 15} provenientes de LgN(x|µ, σ), µ ∈ {0, 1}, σ ∈ {1, 2} con inicial
dada por pi(µ, σ) ∝ σ−1
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Los valores en la Tabla 4.1 fueron obtenidos de la siguiente manera:
• Gene´rese una muestra aleatoria {x1, ..., xn} de taman˜o n proveniente de una
distribucio´n LgN(x|µ, σ).
• Obte´ngase la densidad final pi(µ, σ|x1, ..., xn) y la correspondiente densidad pre-
dictiva p(x|x1, ..., xn).
• Calcu´lese Pr[x(1) < x < x(n)|x1, ..., xn] =
∫ x(n)
x(1)
p(x|x1, ..., xn) donde x(1) =
min{x1, ..., xn} y x(n) = max{x1, ..., xn}.
• Rep´ıtanse los tres pasos anteriores m veces. Calcu´lese el valor promedio y la
desviacio´n esta´ndar de las m coberturas de probabilidad.
Param grande el valor medio de la cobertura de probabilidad de la densidad predictiva
se aproximara´ a su valor esperado. Se observa que e´ste se aproxima al valor teo´rico
dado en el Teorema 10.
Ahora nos planteamos para que medida de tendencia central (media, moda o media-
na), definida como cantidad de intere´s, resultar´ıa en una densidad predictiva con propie-
dades de cobertura similares.
En la siguiente subseccio´n se desarrollara´ con detalle la obtencio´n de la inicial de
referencia cuando la media es la cantidad de intere´s. Los casos de la mediana y la moda
se omiten por ser similares.
4.4.1. La media E(x|µ, σ) como cantidad de intere´s
Se sabe que en el modelo Log normal la media es igual a E(x|µ, σ) = eµ+σ2/2. Conside´rese
pues la funcio´n
φ1 = E(x|µ, σ) = exp{µ+ σ2/2}.
Asu´mase la parametrizacio´n ψ = (φ1, σ) = g(µ, σ), donde ahora φ1 es nuestro para´metro
de intere´s y σ el para´metro de ruido. El Jacobiano de la trasformacio´n inversa g−1(φ1, σ)
es
Jg−1(ψ) =
(
1
φ1
−σ
0 1
)
.
Usando el supuesto de normalidad asinto´tica bajo transformaciones (Corolario 1 de la
Proposicio´n 5.17, Bernardo y Smith, 1994), se tiene que la matriz de informacio´n de
79
Fisher en te´rminos de (φ1, σ) esta´ dada por
Hψ(ψ) = J
t
g−1(ψ)Ig−1(ψ)Jg−1 =
(
1
φ21σ
2 − 1σφ1
− 1
σφ1
1 + 2
σ2
)
,
y la matriz de dispersio´n S(ϕ) = Hψ(ψ)
−1 es
S(ϕ) =
1
2
(
φ21σ
2(2 + σ2) φ1σ
3
φ1σ
3 σ2
)
.
Def´ınase una sucesio´n creciente de intervalos cerrados de la forma
Λi = {σ : e−i ≤ σ ≤ ei}, i = 1, 2, ...
independientes de φ1.
DeHψ pueden obtenerse las iniciales de referencia al identificar productos de funciones
independiente de φ1 y σ (Corolario de la Proposicio´n 5.29, Bernardo y Smith, 1994).
Espec´ıficamente,
pi(σ|φ1) ∝
√
h22 =
√
1 +
2
σ2
= f2(φ)× g2(σ)√
hφ =
√
h11 − h12h−122 h21
=
1
σφ1
(1− (1 + 2
σ2
))−1/2 = f1(φ)× g1(σ).
Entonces, la inicial de referencia para la parametrizacio´n ordenada (φ1, σ) es
pi(φ1, σ) ∝ f1(φ)g2(σ) = φ−11
√
1 +
2
σ2
.
En te´rminos de los para´metros originales, la inicial de referencia es
piφ1(µ, σ) ∝
√
1 +
2
σ2
,
que difiere de la inicial de referencia pi(µ, σ) ∝ σ−1 cuando µ es el para´metro de intere´s.
Dadas dos observaciones x1 y x2, la densidad final sera´ proporcional a
piφ1(µ, σ|x1, x2) ∝
1
2piσ2x1x2
√
1 +
2
σ2
exp
{
−((log x1 − µ)
2 + (log x2 − µ)2)
2σ2
}
,
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que es impropia (ve´ase el Ape´ndice A), lo que implica que con esta distribucio´n inicial
no pueden hacerse inferencias con solo dos observaciones.
Conside´rese ahora una muestra aleatoria x = {x1, ..., xn} de taman˜o n con n > 2; la
densidad final sera´ proporcional a
piφ1(µ, σ|x) ∝
(
1
σ
√
2pi
)n
1∏n
i=1 xi
exp{− 1
2σ2
n∑
i=1
(log xi − µ)2}
√
1 +
2
σ2
y la densidad predictiva para una nueva observacio´n sera´
pφ1(x|x) =
∫ ∞
0
∫ ∞
−∞
LN(x|µ, σ)piφ1(µ, σ|x)dµdσ.
que no cuenta con una expresio´n anal´ıtica expl´ıcita.
Como se ha procedido anteriormente, deseamos saber la probabilidad de una nueva
observacio´n x se encuentra contenida en el intervalo (x(1), x(n)) formado por las observa-
ciones mı´nima y ma´xima de la muestra x. En particular, deseamos saber si la cobertura
de probabilidad la densidad predictiva pφ1(x|x) en (x(1), x(n)), i.e.,
Pr(x(1) < x < x(n)|x) =
∫ x(n)
x(1)
pφ1(x|x)dx, (4.9)
se aproxima al valor teo´rico n−1
n+1
del Teorema 10.
Dado que no se cuenta con una expresio´n anal´ıtica de la densidad predictiva pφ1(x|x),
el valor esperado de la integral (4.9) sera´ aproximado nume´ricamente y la Tabla 4.2
muestra el resultado de dichas aproximaciones (ve´anse las columnas correspondientes a
piφ1), que ponen de manifiesto una cobertura inapropiada.
4.4.2. La moda Mo(x|µ, σ) como cantidad de intere´s
Conside´rese ahora la moda del modelo Mo(x|µ, σ) = exp{µ− σ2} y sea
φ2 = Mo(x|µ, σ) = exp{µ− σ2}
con la que se tiene la parametrizacio´n (φ2, σ). Ana´logo a la obtencio´n de la inicial de
referencia piφ1 , la inicial de referencia para el orden (φ2, σ) es
piφ2(φ2, σ) ∝ φ−12
√
4 + 2/σ2
la cual expresada en los para´metros originales es
piφ2(µ, σ) ∝
√
4 + 2/σ2,
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que es diferente a la inicial de referencia cuando µ es la cantidad de intere´s.
Dadas dos observaciones, la densidad final sera´ proporcional a
piφ2(µ, σ|x1, x2) ∝
√
4 + 2
σ2
2piσ2x1x2
exp
{
−((log x1 − µ)
2 + (log x2 − µ)2)
2σ2
}
que nuevamente es impropia (ve´ase el Ape´ndice A).
Supo´ngase nuevamente que se tiene una muestra de observaciones aleatorias
x = {x1, ..., xn} con n > 2; la densidad final sera´ proporcional a
piφ2(µ, σ|x) ∝
(
1
σ
√
2pi
)n
1∏n
i=1 xi
exp{− 1
2σ2
n∑
i=1
(log xi − µ)2}
√
4 +
2
σ2
y la densidad predictiva es
pφ2(x|x) =
∫ ∞
0
∫ ∞
−∞
LN(x|µ, σ)piφ2(µ, σ|x)dµdσ
para la que no se tiene una expresio´n anal´ıtica.
El objetivo es verificar las propiedades de cobertura de pφ2(x|x) en el intervalo (x(1), x(n)),
i.e.,
Pr(x(1) < x < x(n)|x) =
∫ x(n)
x(1)
pφ2(x|x)dx,
que se esperarar´ıa concuerden con el valor teo´rico n−1
n+1
dado en el Teorema 10. Como no
se cuenta con una expresio´n anal´ıtica de pφ2(x|x), el valor esperado de la integral anterior
sera´ aproximado nume´ricamente donde las columnas piφ2 de la Tabla 4.2 muestran estos
valores. Obse´rvese, que como en el caso de la media, no se obtienen coberturas apropiadas.
4.4.3. La mediana Me[x|µ, σ] como cantidad de intere´s
Finalmente, conside´rese ahora la mediana del modelo Me[x|µ, σ] = eµ y sea la transfor-
macio´n
φ3 = Me[x|µ, σ] = eµ.
Puesto que φ3 es una transformacio´n uno-a-uno de µ, la inicial de referencia cuando φ3
es la cantidad de intere´s es igual a la inicial de referencia cuando el para´metro de intere´s
es µ, piφ3(µ, σ) ∝ σ−1.
Lo anterior puede comprobarse fa´cilmente al obtener directamente la inicial de refe-
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rencia en te´rminos de la parametrizacio´n (φ3, σ) resulta ser
piφ3(φ3, σ) ∝
1
φ3σ
y en te´rminos de los para´metros originales (µ, σ) es
piφ3(µ, σ) ∝ σ−1
Cuando la funcio´n inicial de referencia es proporcional a σ−1 ya hemos establecido en
(4.8) que su respectiva densidad predictiva dadas dos observaciones x1 y x2 (x1 < x2),
tiene una cobertura exactamente igual a 1
3
coincidiendo con el valor teo´rico del Teorema
9.
Se esperar´ıa que para ma´s de dos observaciones aleatorias la cobertura de proba-
bilidad de la densidad predictiva en el intervalo (x(1), x(n)) fuese aproximado al valor
n−1
n+1
. La Tabla 4.2 (columnas piφ3) muestra las aproximaciones al valor esperado de
Pr(x(1) < x < x(n)|x), que demuestran una concordancia con el Teorema 10.
Los valores en la Tabla 4.2 fueron calculados as´ı:
(i) Gene´rese una muestra aleatoria de taman˜o n, x = {x1, ..., xn} de LgN(·|µ, σ).
(ii) Obte´ngase pi(µ, σ|x) y p(x|x).
(iii) Calcu´lese Pr(x(1) < x < x(n)|x) =
∫ x(n)
x(1)
p(x|x)dx donde
x(1) = min{x1, ..., xn} y x(n) = max{x1, ..., xn}. Guardar en memoria.
(iv) Rep´ıtanse los pasos (i) a (iii) m veces, prome´diese y calcu´lese la desviacio´n
esta´ndar de las coberturas.
Este procedimiento se aplica a cada inicial de referencia piφ1 , piφ2 y piφ3 .
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Observaciones finales sobre el modelo Log-Normal
Jeffreys (1961, pp. 172) menciono´ que en modelos de localizacio´n y escala (ambos
para´metros desconocidos), y la funcio´n inicial objetiva dada por
pi(µ, σ) = σ−1,
la densidad predictiva resultante cumple con la propiedad
Pr(x1 < x < x2|x1, x2) = 1/3.
Los resultados en la Tabla 4.2 demuestran que se extiende a
Pr[x(1) < x < x(n)] =
n− 1
n+ 1
cuando se consideran muestras de taman˜o n.
En el caso del modelo Log-Normal, se ha visto que cuando la media o la moda son
la cantidad de intere´s, la densidad final correspondiente no existe si solo se tienen dos
observaciones aleatorias. Sin embargo, cuando la cantidad de intere´s es la mediana no
existe esta restriccio´n.
Por tanto, la mediana (pero no la media o la moda) puede considerarse como una
eleccio´n general apropiada de la cantidad de intere´s para problemas de prediccio´n.
4.5. Modelos continuos no regulares
Dentro de esta seccio´n se estudiara´n los modelos no regulares de la formaM≡ {p(x|θ) :
x ∈ S(θ), θ ∈ Θ ∈ R} donde S(θ) es el espacio muestral que depende del para´metro del
modelo.
Dentro del ana´lisis de referencia, los trabajos de Ghosal (1997) y Ghosal y Samanta
(1997) definen las condiciones de regularidad bajo las cuales la funcio´n inicial que maxi-
miza la informacio´n esperada del muestreo repetido de modelos de la forma M, y esa es
la funcio´n inicial de referencia.
Sin embargo, como se vera´ ma´s adelante, el me´todo propuesto por Ghosal (1997) no es
muy claro cuando se desea obtener la inicial de referencia de una determinada cantidad de
intere´s. En cambio, el me´todo sugerido por Bernardo (1979), Berger y Bernardo (1992a),
Bernardo (2005a) y Berger et al. (2009a) es claro y arroja una inicial cuya densidad
predictiva cuenta con adecuadas propiedades de cobertura.
La presentacio´n de los modelos de esta seccio´n sera´ de acuerdo a su grado de com-
plejidad. Empezamos con dos modelos Uniformes y concluimos con dos casos del modelo
Exponencial trasladado o shifted Exponential.
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4.5.1. Modelo uniforme en (0, θ)
Conside´rese el Ejemplo 11 dado en Bernardo (2005a) correspondiente al modelo Un(0, θ).
Sean dos observaciones aleatorias x1 y x2 provenientes de la distribucio´n Un(0, θ) con
θ > 0. Este modelo tambie´n cumple con la propiedad frecuentista de que dadas dos
observaciones con x1 < x2, la probabilidad de que una nueva observacio´n pertenezca al
intervalo (x1, x2) es un tercio, es decir, Pr(x1 < x < x2|θ) = 13 .
Teorema 11 Sean dos observaciones aleatorias e independientes x1 y x2 con densidad
Un(0, θ) y x1 < x2, la probabilidad de que una tercera observacio´n x se encuentre con-
tenida en (x1, x2) es un tercio.
Demostracio´n. La probabilidad requerida es
Pr(x1 < x < x2|θ) =
∫ x2
x1
Un(0, θ)dx =
x2 − x1
θ
que es una funcio´n que depende de las observaciones, entonces debemos encontrar el valor
esperado de e´sta sobre todos los posibles valores que una muestra de taman˜o dos pudiera
tener. Bajo el supuesto de x1 < x2, la funcio´n de densidad conjunta de (x1, x2) es
f(x1, x2|θ) =

2
θ2
si 0 < x1 < x < x2 < θ,
0 en otro caso.
Entonces el valor esperado sera´
Ex1x2
(
x2 − x1
θ
)
=
2
θ3
∫ θ
0
∫ x2
0
(x2 − x1)dx1dx2
=
2
θ3
∫ θ
0
(x1x2 − x
2
1
2
)
∣∣x2
0
dx2
=
1
θ3
∫ θ
0
x22dx2 =
1
3
.
¤
El resultado del Teorema 11 anterior puede comprobarse nume´ricamente y la Tabla
4.3 muestra las frecuencias de x ∈ (x1 < x2) para diferentes valores de θ. Las frecuencias
se aproximan al valor teo´rico de 1
3
como se esperar´ıa.
Con la inicial de referencia pi(θ) ∝ θ−1 (Bernardo, 2005a, Ejemplo 11), dadas dos
observaciones aleatorias {x1, x2}, la densidad final es igual a
pi(θ|x1, x2) = c−1 1
θ3
, θ > x2
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Frecuencias
θ 1 2 4 6 8 10
0.3344 0.3337 0.33223 0.3348 0.335 0.3333
(0.0035) (0.0057) (0.0055) (0.0028) (0.0051) (0.0043)
Tabla 4.3: Frecuencia con que una nueva observacio´n pertenece al intervalo
formado por dos observaciones dadas (x1, x2) (x1 < x2) provenientes de una dis-
tribucio´n Un(0, θ). Valor promedio (desviacio´n esta´ndar) comprendida de m = 10
frecuencias de n = 10000 muestras aleatorias de taman˜o dos.
con c = (2x22)
−1. La densidad predictiva resulta ser
p(x|x1, x2) = c−1
∫ ∞
max{x,x2}
1
θ4
dθ =
2
3

1
x2
x < x2
x22
x3
x > x2
.
Puede entonces calcularse la probabilidad requerida,
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
p(x|x1, x2)dx
=
∫ x2
x1
2
3x2
dx =
2(x2 − x1)
3x2
= g(x1, x2).
que depende de las observaciones obtenidas. Se desea saber el valor esperado en el
muestreo de dicha funcio´n
Ex1,x2|θ(g(x1, x2)) = 2
∫ θ
0
∫ x2
0
2(x2 − x1)
3x2
1
θ2
dx1dx2
=
4
3θ2
∫ θ
0
x2
2
dx2 =
1
3
que es exacto e igual a 1
3
.
La comprobacio´n nume´rica de lo anterior puede verse en la Tabla 4.4 que muestra
el valor promedio (desviacio´n esta´ndar) de la cobertura de probabilidad de la densidad
predictiva correspondiente de n = 10000 muestras aleatorias de taman˜o dos y diferentes
valores de θ. No´tese que el valor medio se aproxima a 1
3
independientemente del valor de
θ.
θ 1/2 1 2 4 6 8 10
0.3271 0.3203 0.3282 0.3408 0.3339 0.3340 0.3327
(0.0366) (0.0379) (0.0381) (0.0370) (0.0370) (0.0371) (0.0372)
Tabla 4.4: Valor medio y desviacio´n esta´ndar de la cobertura de probabilidad de
la densidad predictiva de Un(0, θ) con previa de referencia dada por pi(θ) ∝ θ−1, los
valores se aproximan 1/3.
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Los valores en la Tabla 4.4 se calcularon as´ı:
• Generar dos observaciones aleatorias (x1, x2) de Un(0, θ).
• Obtener las densidades final pi(θ|x1, x2) y predictiva p(x|x1, x2).
• Calcular Pr(x1 < x < x2|x1, x2) y almacenarlo.
• Repetir todos los pasos anteriores n veces, promediar el resultado y calcular la
desviacio´n esta´ndar.
La conclusio´n final de Un(0, θ) es que la inicial de referencia pi(θ) ∝ θ−1 produce una
densidad predictiva con adecuadas propiedades de cobertura.
4.5.2. Modelo uniforme en (θ − 12 , θ + 12)
Continuando con los modelos no regulares, otro modelo interesante es el Uniforme sobre el
intervalo (θ− 1
2
, θ+ 1
2
), para el cual su inicial de referencia es uniforme en (xmax− 12 , xmin+ 12)
(Bernardo, 1979, Sec. 3.5), con xmax y xmin las observaciones mı´nima y ma´xima de la
muestra, respectivamente.
Este modelo, tambie´n cumple con la propiedad frecuentista de que dadas dos obser-
vaciones aleatorias x1 < x2 la probabilidad del evento x1 < x < x2 es igual a un tercio,
es decir, Pr(x1 < x < x2|θ) = 13 .
Teorema 12 Sean x1 y x2 dos observaciones aleatorias e independientes con densidad
Un(θ− 1
2
, θ+ 1
2
) con x1 < x2, la probabilidad de que una tercera observacio´n x pertenezca
a (x1, x2) es un tercio.
Demostracio´n. La probabilidad requerida es
Pr(x1 < x < x2|θ) =
∫ x2
x1
dx = x2 − x1,
que es una funcio´n de los datos entonces debemos encontrar el valor esperado de e´sta
sobre todos los posibles valores que pudieran tener (x1, x2). Puesto que x1 < x2, la
funcio´n de densidad conjunta es
f(x1, x2|θ) =

2 si θ − 1
2
< x1 < x < x2 < θ +
1
2
,
0 en otro caso.
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Omitiendo por brevedad algunos resultados intermedios, el valor esperado resulta
Ex1x2|θ (x2 − x1) = 2
∫ θ+1/2
θ−1/2
∫ x2
θ−1/2
(x2 − x1)dx1dx2
= 2
∫ θ+1/2
θ−1/2
(
1
8
+
x2 + x
2
2 − θ + θ2
2
− x2θ
)
dx2
= 2
(
1
6
)
=
1
3
.
¤
La Tabla 4.5 muestra las frecuencias de este evento y puede verse que los resultados
son congruentes con el Teorema 12 (la obtencio´n de las frecuencias fueron similares a los
de la Tabla 4.3).
Frecuencias
θ 1 2 4 6 8 10
0.3335 0.3335 0.3333 0.3330 0.3351 0.3338
(0.0049) (0.0035) (0.0041) (0.0041) (0.0032) (0.0034)
Tabla 4.5: Frecuencia con que una tercera observacio´n se encuentra contenida
en el intervalo formado por dos observaciones previas. Valor medio (desviacio´n
esta´ndar) de m = 10 frecuencias con que ocurre el suceso en n = 10000 muestras
aleatorias de taman˜o dos de Un(θ − 12 , θ + 12).
A continuacio´n obtengamos las densidades final y predictiva. Sean dos observaciones
aleatorias x1 y x2 (x1 < x2) con distribucio´n Un(θ− 12 , θ+ 12). La correspondiente densidad
final de referencia esta´ dada por Un(x2 − 12 , x1 + 12) y la densidad de predictiva sera´
p(x|x1, x2) =
∫
Θ
1
1 + x1 − x2dθ
donde Θ = {θ : θ ∈ (x − 1
2
, x + 1
2
)
⋂
(x2 − 12 , x1 + 12)}. Debe notarse que el intervalo
(x− 1
2
, x+ 1
2
) corresponde a la restriccio´n del modelo Un(θ − 1
2
, θ + 1
2
) en te´rminos de θ.
La interseccio´n de los intervalos se reduce al siguiente espacio parame´trico,
Θ =
{
θ : θ ∈
(
max{x, x2} − 1
2
,min{x, x1}+ 1
2
)}
.
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Por tanto, en la densidad predictiva deben considerarse todos los casos posibles,
p(x|x1, x2) = min{x, x1} −max{x, x2}+ 1
1 + x1 − x2
=
1
1 + x1 − x2 ×

x− x2 + 1 si x2 − 1 < x < x1,
x1 − x+ 1 si x2 < x < x1 + 1,
x1 − x2 + 1 si x1 < x < x2,
0 en otro caso.
Finalmente, la probabilidad requerida es
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
p(x|x1, x2) =
∫ x2
x1
dx = x2 − x1 = g(x1, x2)
que es una funcio´n de los datos. Por lo tanto, determinaremos el valor esperado de
g(x1, x2) evaluado sobre todos los posibles valores que una muestra de taman˜o dos pudiera
tener. Bajo el supuesto de x1 < x2, se tiene que
Ex1,x2|θ(g(x1, x2)) = 2
∫ θ+ 1
2
θ− 1
2
∫ x2
θ− 1
2
(x2 − x1)dx1dx2 = 1
3
el cual es exacto coincidiendo con el resultado del Teorema 9. El caso x1 > x2 produce
el mismo resultado.
La Tabla 4.6 muestra la media muestral de la cobertura de probabilidad de la densidad
predictiva en el intervalo formado por dos observaciones dadas, proveniente de n muestras
simuladas de taman˜o dos. No´tese que los valores se aproximan al valor teo´rico de 1
3
. Los
valores de la Tabla 4.6 se calcularon de manera similar a los de la Tabla 4.4.
θ 1/2 1 2 4 6 8 10
0.3302 0.3291 0.3356 0.3340 0.3325 0.3338 0.3344
(0.0551) (0.0551) (0.0554) (0.0545) (0.0557) (0.0563) (0.0558)
Tabla 4.6: Valor medio y desviacio´n esta´ndar de la cobertura de probabilidad
de la densidad predictiva del modelo Un(0, θ) y la inicial de referencia pi(θ) ∝ θ−1
provenientes de n = 10000 muestras aleatorias de taman˜o dos.
Por lo tanto, la distribucio´n uniforme como inicial de referencia para Un(θ− 1
2
, θ+ 1
2
),
produce una densidad predictiva con adecuadas propiedades de cobertura.
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4.5.3. Modelo Exponencial con dos para´metros y para´metro de escala conocido
Consideremos ahora el modelo no regular Exponencial trasladado Ex(·|α, ϕ), tambie´n
conocido como Exponencial trasladado, shifted Exponential o Exponencial con dos para´-
metros. La funcio´n de densidad esta´ dada por
Ex(x|α, ϕ) = 1
ϕ
e−
x−α
ϕ , x > α, α ∈ R, ϕ > 0.
Obse´rvese que es un modelo no regular pues su espacio muestral depende del para´metro
α.
En esta subseccio´n nos concentraremos en el supuesto de que ϕ es conocido e igual a
uno. Por tanto, el modelo se reduce a uno de un solo para´metro con funcio´n de densidad
dada por
Ex(x|α) = e−(x−α), x > α, α ∈ R,
y funcio´n de distribucio´n acumulada dada por
F (x|α) = 1− e−(x−α).
No´tese que sigue siendo un modelo no regular.
Las medidas de tendencia central son las siguientes: la media es el valor α + 1, la
mediana es igual a α + log 2 y la moda es el valor ma´s pequen˜o de α en su rango de
valores. Hemos simplificado la notacio´n de Ex(·|α, ϕ) por Ex(·|α) y so´lo en este apartado
hemos abusado de la notacio´n de Ex(·|·) dada en la pa´g. 4.
El modelo Ex(·|α) cumple igualmente con la propiedad frecuentista de que una nueva
observacio´n se encuentre contenida en el intervalo formado por dos observaciones previas.
Teorema 13 Sean x1 y x2 dos observaciones aleatorias e independientes con funcio´n
de densidad Ex(·|α), con x1 < x2. La probabilidad de que una nueva observacio´n x se
encuentre en (x1, x2) es un tercio.
Demostracio´n. La probabilidad requerida es
Pr(x1 < x < x2|α) =
∫ x2
x1
e−(x−α)dx = e−(x1−α) − e−(x2−α).
Puede verse que es una funcio´n que depende de las observaciones, entonces evaluaremos
e´sta sobre todos los posibles valores que pudieran tener las observaciones (x1, x2). La
funcio´n de densidad conjunta de (x1, x2) con x1 < x2 es
f(x1, x2|α) = 2e−(x1+x2−2α), x2 > x1 > α.
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Entonces, omitiendo por brevedad algunos ca´lculos intermedios, se tiene que
Ex1x2
(
e−(x1−α) − e−(x2−α))
= 2
∫ ∞
0
∫ x2
α
(
e−(x1−α) − e−(x2−α)) e−(x1+x2−2α)dx1dx2
=
∫ ∞
0
e−(3x2−α)(ex2 − eα)2dx2
=
1
3
.
¤
Tambie´n puede comprobarse en la Tabla 4.7 que las frecuencias provenientes de n =
10000 muestras simuladas de taman˜o dos de Ex(·|α) se aproximan al valor teo´rico del
teorema anterior, independientemente del valor que α pudiera tener.
Frecuencias
α 0 2 4 6 8 10 16
0.3315 0.3323 0.3324 0.3325 0.3296 0.33322 0.3308
(0.0042) (0.0061) (0.0045) (0.0034) (0.0058) (0.0041) (0.0048)
Tabla 4.7: Frecuencias del evento x ∈ (x1, x2) correspondientes de n = 10000
muestras simuladas de taman˜o dos provenientes de Ex(·|α). Media muestral y
desviacio´n esta´ndar de m = 10 frecuencias.
Funcio´n inicial de referencia
El modelo Ex(·|α) es no regular y se esperar´ıa poder aplicar el me´todo de obtencio´n de
iniciales de referencia sugerido por Ghosal y Samanta (1997) para esta clase de modelos,
pero Ex(·|α) no cumple con las condiciones de regularidad citadas por los autores.
Sin embargo, aplicando el algoritmo expl´ıcito de obtencio´n de iniciales de referencia
dada por Bernardo (1979), Berger y Bernardo (1992a), Bernardo (2005a) y Berger et al.
(2009a) (Teorema 2 en esta Tesis) resulta en la funcio´n inicial uniforme como se detalla
a continuacio´n.
Sean n observaciones aleatorias x = {x1, ..., xn}, todas con funcio´n de distribucio´n de
probabilidad dada por F (x|α). La funcio´n de verosimilitud estara´ dada por
l(α|x) =
n∏
i=1
Ex(xi|α) = exp{−(t− nα)}, xi < α, i = 1, .., n
= exp{−(t− nα)}1{α<x(1)}(α)
∝ enα1{α<x(1)}(α)
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con t =
∑n
i=1 xi, x(1) = min{x1, ..., xn} y 1 es la funcio´n indicadora tal que
1{α<x(1)}(α) =
{
1 si α < x(1),
0 en otro caso.
No´tese que x(1) es el estad´ıstico suficiente y tiene funcio´n de densidad dada por
g(x(1)|α) = ne−n(x(1)−α), α < x(1) <∞.
Sea h(α) = 1, para la cual se cumple que∫ x(1)
−∞
g(x(1)|α)h(α)dα = ne−nx(1)
∫ x(1)
−∞
enx(x1)dα
= 1 <∞.
y
fn(α) = exp
{∫ ∞
α
g(x(1)|α) log g(x(1)|α)dx(1)
}
= exp
{∫ ∞
α
ne−n(x(1)−α)
(
log n− n(x(1) − α)
)
dx(1)
}
= n exp
{
−n
(∫ ∞
α
x(1)ne
−n(x(1)−α)dx(1) − α
)}
= n exp
{
−n
(
1
n
+ α− α
)}
= ne−1
que no depende de α. Por lo tanto, la funcio´n inicial de referencia es
pi(α) ∝ lim
n→∞
fn(α)
fn(α0)
=
ne−1
ne−1
= 1.
Como verificacio´n adicional, hemos calculado la aproximacio´n nume´rica de pi(α) que
puede verse en la Figura 4.2 y que es efectivamente aproximadamente constante.
La Figura 4.2 muestra la inicial de referencia nume´rica pi(α) aproximada nume´ricamente
para veinte valores de α en un rango de −e3 a e3 uniformemente espaciados y re-escalados
de tal forma que pi(1) = 1. Para la aproximacio´n fueron simuladas m = 10000 muestras
aleatorias de taman˜o k = 500 de Ex(·|α, 1).
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Figura 4.2: Funcio´n inicial de referencia nume´rica de pi(α) para veinte valores
de α uniformemente espaciados en (−e3, e3) y re-escalados para que pi(1) = 1.
Simulacio´n de m = 10000 muestras de taman˜o k = 500 provenientes de Ex(·|α).
Densidad predictiva y su cobertura de probabilidad
Obtengamos ahora la densidad final con pi(α) ∝ 1. Dadas dos observaciones x1 y x2
(x1 < x2), se tiene que
pi(α|x1, x2) = c−1e−(x1+x2−2α), −∞ < α < x1,
donde la constante de marginalizacio´n es
c =
∫ x(1)
−∞
exp{−(x1 + x2 − 2α)} = 1
2
ex1−x2 .
La densidad predictiva puede obtenerse fa´cilmente. No´tese que para una nueva obser-
vacio´n x, el rango de valores de α estara´ acotado por el valor mı´nimo entre las variables
x1 y x, es decir α ∈ (−∞,min{x, x1}),
p(x|x1, x2) = 1
c
∫ min{x,x1}
−∞
e−(x1+x2+x−3α)dα =
1
c
e−(x1+x2+x)
∫ min{x,x1}
−∞
e3αdα
=
1
3c
e−(x1+x2+x)e3α
∣∣min{x,x1}
−∞
=
1
3c
e−(x1+x2+x)

e3x x < x1
e3x1 x > x1
=
2
3

e−2(x1−x) x < x1
ex1−x x > x1
.
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Puede comprobarse que p(x|x1, x2) integra a uno en todo su espacio muestral:
2
3
(∫ x1
−∞
e−2(x1−x)dx+
∫ ∞
x1
e−(x1−x)
)
=
2
3
(
e−2(x1−x)
2
∣∣x(1)
−∞ + e
−(x1−x)∣∣∞
x1
)
= 1.
La probabilidad requerida es
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
p(x|x1, x2)dx = 2
3
ex1
∫ x2
x1
e−xdx
=
2
3
ex1(e−x1 − e−x2) = 2
3
(1− ex1−x2) = h(x1, x2)
que es una funcio´n de las observaciones.
Como se ha procedido anteriormente, calculemos el valor esperado de h(x1, x2) sobre
todos los posibles valores que una muestra de taman˜o dos pudiera tener. Recordemos el
supuesto inicial x1 < x2 para el cual se tiene que
Ex1,x2|α(h(x1, x2)) = 2
∫ ∞
α
∫ x2
α
h(x1, x2)Ex(x1|α)Ex(x2|α)dx1dx2
=
4
3
∫ ∞
α
∫ x2
α
(1− ex1−x2)e−(x1+x2−2α)dx1dx2
=
4e2α
3
∫ ∞
α
e−x2
∫ x2
α
e−x1(1− ex1−x2)dx1dx2
=
4e2α
3
∫ ∞
α
(e−(x2+α) − (x2 − α+ 1)e−2x2)dx2
=
4e2α
3
(
e−2α − 3
4
e−2α
)
=
1
3
que es exacto e igual a 1/3. Este resultado confirma la concordancia con el Teorema 13.
El caso x1 < x2 es similar y por tanto se omite.
La Tabla 4.8 muestra el valor promedio y desviacio´n esta´ndar de la cobertura de pro-
babilidad de p(x|x1, x2) en el intervalo (x1, x2) correspondiente de n muestras aleatorias
de taman˜o dos. Las aproximaciones nume´ricas confirman el resultado teo´rico.
α -2 1/2 0 4 16
0.3358 0.3320 0.3343 0.3356 0.3351
(0.0372) (0.03670) (0.0374) (0.0377) (0.03750)
Tabla 4.8: Media muestral (desviacio´n esta´ndar) de la cobertura de probabilidad
de la densidad predictiva resultante de la inicial de referencia pi(α) ∝ 1 y el modelo
no regular Ex(x|α, 1). Simulacio´n de n = 10000 muestras aleatorias de taman˜os
dos con varios valores de α.
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Observaciones finales sobre el modelo no regular Ex(x|α)
Puesto que es un modelo no regular con un solo para´metro, la funcio´n inicial de referencia
para α es esencialmente u´nica. En particular la mediana y la media son dos transforma-
ciones uno-a-uno de α, por tanto sus funciones iniciales de referencia sera´n iguales a la
funcio´n inicial de referencia de α.
Dado que pi(α) = 1 arroja una densidad predictiva con adecuadas propiedades de
cobertura entonces puede deducirse que pi(α) = 1 es la inicial adecuada para prediccio´n
en este modelo.
4.6. Modelo Exponencial con dos para´metros
Estudiaremos a continuacio´n el modelo Exponencial con dos para´metros Ex(x|α, ϕ), am-
bos desconocidos. La funcio´n de densidad esta´ dada por
Ex(x|α, ϕ) = ϕ−1e−ϕ−1(x−α) x > α, ϕ > 0.
y la funcio´n de distribucio´n acumulada es F (x|α, ϕ) = 1−e−(x−α)/ϕ. La media y varianza
son, respectivamente,
Me(x|α, ϕ) = α + ϕ y Var(x|α, ϕ) = ϕ2.
La mediana es
Med(x|α, ϕ) = α + ϕ log 2
y la moda se encuentra en el valor α ma´s pequen˜o de su rango de variacio´n.
Como se ha procedido anteriormente, con el modelo Ex(·|α, ϕ) es fa´cil determinar
la frecuencia con la que una nueva observacio´n pertenece al intervalo formado por dos
observaciones previas y la Tabla 4.9 muestra que dichas frecuencias se aproximan al valor
de 1
3
cuando se cuenta con dos observaciones, y en caso de tener una muestra aleatoria
{x1, ..., xn}, la probabilidad de una nueva observacio´n se encuentre contenida en (x(1), x(n))
es n−1
n+1
, donde x(1) = min{x1, ..., xn} y x(n) = max{x1, ..., xn}. Ve´ase el siguiente teorema.
Teorema 14 Sea la muestra aleatoria {x1, ..., xn} con densidad de probabilidad dada
por Ex(·|α, ϕ) y sean las observaciones mı´nima y ma´xima de la muestra x(1) y x(n),
respectivamente. La probabilidad de que una nueva observacio´n x se encuentre contenida
en (x(1), x(n)) es
n−1
n+1
.
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Demostracio´n. La probabilidad del suceso x(1) < x < x(n) es
Pr(x(1) < x < x(n)|α, ϕ) =
∫ x(n)
x(1)
Ex(x|α, ϕ)dx
= e−
x(1)−α
ϕ − e−
x(n)−α
ϕ .
Como puede verse, es una funcio´n que depende de x(1) y x(n) y de los para´metros, en-
tonces evaluemos el valor esperado de e´sta sobre todos los posibles valores que (x(1), x(n))
pudiesen tener. La funcio´n de densidad conjunta de (x(1), x(n)) es
f(x(1), x(n)|α, ϕ) = n(n− 1)
ϕ2
(
e−
x(1)−α
ϕ − e−
x(n)−α
ϕ
)n−2
e−
x(1)+x(n)−2α
ϕ
α < x(1) < x(n), α ∈ R, ϕ > 0.
El valor esperado sera´ igual a (se han omitido algunos ca´lculos)
Ex(1)x(n)
(
e−
x(1)−α
ϕ − e−
x(n)−α
ϕ
)
=
n(n− 1)
ϕ2
∫ ∞
α
∫ x(n)
α
(
e−
x(1)−α
ϕ − e−
x(n)−α
ϕ
)n−1
e−
x(1)+x(n)−2α
ϕ dx(1)dx(n)
=
n− 1
ϕ
∫ ∞
α
(
e−α/ϕ − e−x(n)/ϕ)n e−x(n)−(n+1)αϕ dx(n)
=
n− 1
n+ 1
¤
No´tese que al ser un modelo no regular, la inicial de referencia no puede obtenerse a
partir de la matriz de informacio´n de Fisher. Sin embargo, pertenece a los modelos no
regulares analizados por Ghosal (1997) quien obtuvo una funcio´n inicial de referencia en
este tipo de modelos.
Sigamos el me´todo propuesto por Ghosal (1997) descrito en la Subseccio´n 2.3.4 de
esta Tesis. Puesto que obtener las iniciales de referencia cuando α o ϕ es la cantidad
de intere´s es relativamente fa´cil se omite su desarrollo. Sin embargo, desarrollaremos la
obtencio´n de la inicial de la mediana cuando e´sta es la cantidad de intere´s.
Entonces,
• Si α fuese la cantidad de intere´s y ϕ el para´metro de ruido la inicial de referencia
es piGα(α, ϕ) ∝ ϕ−1.
• Inversamente, si la cantidad de intere´s fuese ϕ, la inicial de referencia es piGϕ(α, ϕ) ∝ ϕ−2
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Frecuencia del evento x(1) < x < x(n)
n α\ϕ 1 1/2 1/5 n−1
n+1
1/2 0.3356 0.3339 0.3326
2 1 0.3334 0.3344 0.3314 1/3 = 0.3333
4 0.3320 0.3337 0.3335
1/2 0.5016 0.5005 0.5011
3 1 0.4992 0.5001 0.4989 1/2 = 0.5
4 0.50136 0.4979 0.5013
1/2 0.6 0.5993 0.6048
4 1 0.5998 0.6028 0.6024 3/5 = 0.6
4 0.6001 0.6029 0.5988
1/2 0.7527 0.7503 0.7488
7 1 0.7508 0.7507 0.7480 3/4 = 0.75
4 0.7502 0.7487 0.7504
1/2 0.7999 0.7975 0.8022
9 1 0.8011 0.7998 0.8004 4/5 = 0.8
4 0.8007 0.8001 0.7992
1/2 0.8756 0.8743 0.8743
15 1 0.8756 0.8745 0.8745 7/8 = 0.875
4 0.8758 0.8766 0.8757
Tabla 4.9: Frecuencia de que una nueva observacio´n x con distribucio´n
Ex(x|α, β) pertenece al intervalo (x(1), x(n)) formado por las observaciones ma´xima
y mı´nima de la muestra x = {x1, ..., xn}. Frecuencias correspondientes de m =
100000 muestras aleatorias de taman˜o n.
la cual coincide con piG(α, ϕ).
Puesto que estamos interesados en la mediana como cantidad de intere´s, defina´mosla
como
φ ≡ φ(α, ϕ) = α + tϕ
con t = log 2. Puede verse que es una trasformacio´n lineal de α y de ϕ, y si t = 1
estar´ıamos trabajando con la media como cantidad de intere´s.
El modelo expresado en te´rminos de (α, φ) es
Ex(x|α, φ) = t
φ− αe
− t
φ−α (x−α) x > α, α > 0, φ > α.
Con la notacio´n de Ghosal (1997) se tiene que:
S(α) := [a1(α), a2(α)] = (α,∞),
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por lo tanto a1(α) = α y a2(α) =∞. Los l´ımites correspondientes a las ecuaciones (2.7)
y (2.8) sera´n
p(α, φ) =
t
φ− α y q(α, φ) = 0.
Entonces la ecuacio´n (2.10) es
c(α, φ) =
t
φ− α,
y la ecuacio´n (2.12) es
F (α, φ) = 4
∫ ∞
α
(gφ(x|α, φ))2dx = (α− φ)−2,
con gφ(x|α, φ) = t(x−α)+α−φ2(φ−α)3/2 exp
{
− t(x−α)
φ−α
}
.
De acuerdo con la Ec. (2.11), la funcio´n inicial de referencia para (α, φ), cuando el
para´metro de intere´s es el par (α, φ), piG(α, φ) es proporcional a
piG(α, φ) = piGφ(α, φ) = piGα(α, φ) = c(α, φ)
√
F (α, φ) ∝ 1
(α− φ)2 .
Puede obtenerse fa´cilmente la correspondiente inicial en te´rminos de los para´metros
originales, la cual es
piGφ(α, ϕ) = pi(α, φ(α, ϕ))|J | = ϕ−2
con J =
(
∂α
∂α
∂α
∂ϕ
∂φ
∂α
∂φ
∂ϕ
)
=
(
1 0
1 t
)
.
Por lo tanto, la inicial cuando el para´metro de intere´s es el vector (α, φ) en te´rminos
de los para´metros originales (α, ϕ) es
piGφ(α, ϕ) ∝ ϕ−2.
En los te´rminos que hemos trabajado, nuestro intere´s deber´ıa centrarse en obtener
la inicial de referencia cuando la mediana es la cantidad de intere´s ma´s. El me´todo
de Ghosal (1997) propone dos procedimientos en estos casos, de los cuales al aplicar el
primer procedimiento resulta en una funcio´n inicial piProc1(α, φ) indeterminada. Mientras
que el segundo procedimiento arroja la funcio´n inicial piProc2(α, φ) ∝ (φ − α)−1, que en
los para´metros originales corresponde a piProc2(α, ϕ) ∝ ϕ−1. Es evidente que no hay una
certeza en sobre cual procedimiento debe usarse.
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Apliquemos ahora el me´todo de obtencio´n de iniciales de referencia propuesto por
Bernardo (1979, 2005a), Berger and Bernardo (1992a) y Berger et al. (2009a). Para esto,
el modelo se expresara´ en te´rminos de la mediana φ y del para´metro ϕ,
Ex(x|φ, ϕ) = e
−t
ϕ
exp
{
−x− φ
ϕ
}
,
ϕ > 0, φ− tϕ < x.
donde t = log 2.
Puesto que φ es la cantidad de intere´s, se obtendra´ la inicial de referencia piφ(φ, ϕ)
aplicando recursivamente el algoritmo de obtencio´n de la siguiente manera:
(i) Fijando φ, obtener pi(ϕ|φ).
(ii) Obtener el modelo integrado p(x|φ) = ∫∞
max{φ−x
t
,0} Ex(x|φ, ϕ)pi(ϕ|φ)dϕ.
(iii) Aplicar nuevamente el algoritmo de obtencio´n al modelo integrado de un solo
para´metro p(x|φ) para obtener pi(φ).
Finalmente, piφ(φ, ϕ) ∝ pi(ϕ|φ)pi(φ).
Para el paso (i) hemos encontrado que la funcio´n teo´rica ϕ−1 ajusta a las aproxima-
ciones nume´ricas de pi(ϕ|φ) para un valor fijo φ lo que puede verse en la Figura 4.3. Paso
(ii), suponiendo que pi(ϕ|φ) ∝ ϕ−1 y dado que es impropia se define una secuencia cre-
ciente de intervalos cerrados donde pii(ϕ|φ) es propia. Y as´ı obtener el modelo integrado
de un solo para´metro pi(x|φ) (ve´ase el Ape´ndice B seccio´n B.1). Finalmente, aplicar nue-
vamente el algoritmo nume´rico de obtencio´n de iniciales al modelo pi(x|φ) para obtener
pii(φ). Puede verse en la Figura 4.4 que pi(φ) es constante para un valor i fijo.
De la aproximacio´n nume´rica, podemos concluir que la inicial de referencia cuando la
mediana es la cantidad de intere´s puede aproximarse por 1/ϕ.
En la siguiente subseccio´n se estudiara´n las propiedades de cobertura de las densidades
de probabilidad predictivas resultante de las funciones iniciales obtenidas en esta seccio´n.
4.6.1. Obtencio´n de la densidad predictivaObse´rvese que las iniciales objetivas obtenidas en la seccio´n anterior pertenecen a la
familia de funciones iniciales dadas por
pia(α, ϕ) ∝ ϕ−a, a > 0. (4.10)
Recue´rdese que si a = 1 corresponde a la inicial piφ(φ, ϕ) con la mediana como cantidad
de intere´s, obtenida de aplicar el me´todo de Bernardo (1979, 2005a), Berger y Bernardo
(1989a), Berger et al. (2009a) y la de Ghosal (1997, Procedimiento 2). Mientras que si
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Figura 4.3: Aproximacio´n nume´rica de la inicial pi(ϕ|φ) con 20 valores de
ϕ en un rango de e−3 a e3 uniformemente log-espaciados re-escalados para que
ϕ(1|φ) = 1. Con tres valores de φ y cada valor aproximado corresponde de n = 500
muestras aleatorias de taman˜o k = 50. La l´ınea cont´ınua es la inicial teo´rica ϕ−1.
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Figura 4.4: Aproximacio´n nume´rica de la inicial de referencia pi(φ) del modelo
integrado pi(x|φ). Aproximacio´n nume´rica de pi(φ) proveniente de cuarenta valores
de φ en un rango de −10 a 10 espaciados uniformemente, cada valor fue estimado
con n = 1000 muestras aleatorias de taman˜o k = 50 y valor fijo i = 3. Los valores
se centran alrededor de uno.
a = 2 se tiene la inicial de referencia para (α, φ) obtenida al aplicar el me´todo de Ghosal
(1997) cuando α o φ o el par (α, φ) son la cantidad de intere´s.
Sean dos observaciones aleatorias x1 y x2 de Ex(x|α, ϕ) con x1 < x2. Utilizando la
funcio´n inicial pia, la densidad final tendra´ la siguiente expresio´n:
pia(α, ϕ|x1, x2) = c−1a ϕ−(a+2) exp
{
−x1 + x2 − 2α
ϕ
}
, α < x1, ϕ > 0,
con constante de marginalizacio´n dada por ca =
Γ(a+1)
2a(x2−x1)a . La correspondiente densidad
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predictiva puede obtenerse muy fa´cilmente y sera´ igual a
p(x|x1, x2) = 2
3
a(x2 − x1)a

(x1 + x2 − 2x)−(a+1) x < x1
(x2 + x− 2x1)−(a+1) x > x1.
Ahora podemos calcular la probabilidad requerida Pr(x1 < x < x2|x1, x2) que sera´
una funcio´n que depende de a
Pr(x1 < x < x2|x1, x2) =
∫ x2
x1
p(x|x1, x2)dx = 2
3
(1− 2−a).
• Si a = 1, que es la inicial de referencia piφ(α, ϕ) y la inicial piProc2(α, ϕ) entonces
Pr(x1 < x < x2|x1, x2) = 1
3
.
• Si a = 2, que corresponde a la inicial piG(α, ϕ) para la que se obtiene
Pr(x1 < x < x2|x1, x2) = 1
2
.
Claramente, la inicial piφ(α, ϕ) ∝ 1ϕ produce una densidad predictiva con adecuadas
propiedades de cobertura cuando se tienen dos observaciones.
La Figura 4.5 muestra el comportamiento de la probabilidad requerida Pr(x1 < x < x2|a)
como funcio´n de a. Obse´rvese que conforme a crece el l´ımite la probabilidad tiende al
valor de 2/3.
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Figura 4.5: Probabilidad de Pr(x1 < x < x2|a) donde la inicial es pi(α, ϕ) ∝
ϕ−a, a > 0, con a = 1 se tiene piφ(φ, ϕ) y con a = 2 se tiene piG(α, ϕ).
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Adema´s, la Tabla 4.10 muestra la cobertura de probabilidad de la densidad predictiva
para a = 1, 2. Puesto que el valor es exacto, la desviacio´n esta´ndar es insignificante por
lo que fue necesario solo simular m = 100 muestras aleatorias de taman˜o dos.
ϕ = 1 ϕ = 1/2 ϕ = 1/5
a α Media Media Media
−2 0.3333 0.3333 0.3333
1 1/2 0.3333 0.3333 0.3333
4 0.3333 0.3333 0.3333
−2 0.5 0.5 0.5
2 1/2 0.5 0.5 0.5
4 0.5 0.5 0.5
Tabla 4.10: Media muestral de la cobertura de probabilidad Pr[x1 < x < x2|x1, x2]
proveniente de m = 100 muestras simuladas de taman˜o dos de Ex(x|α,ϕ), con
diferentes valores de α y ϕ.
Es natural preguntarse si con ma´s de dos variables aleatorias la densidad predictiva
resultante de la inicial piφ(φ, ϕ) ∝ ϕ−1 cuenta con adecuadas propiedades de cobertura.
En particular, si se acerca al valor n−1
n+1
(Teorema 10).
Supo´ngase que se tiene una muestra aleatoria x = {x1, ..., xn} con n > 2, la densidad
predictiva tiene la siguiente expresio´n
p(x|x) = n(n+ a− 2)(t− nx(1))
n+a−2
n+ 1
×

(t− nx)−(n+a−1) x < x(1),
(t+ x− (n+ 1)x(1))−(n+a−1) x > x(1).
Por tanto, la probabilidad requerida Pr(x(1) < x < x(n)|x) es la funcio´n de los datos
Pr(x(1) < x < x(n)|x) = n
n+ 1
(
1−
(
t− nx(1)
t+ x(n) − (n+ 1)x(1)
)n+a−2)
cuyo valor esperado en el muestreo sera´ aproximado nume´ricamente.
La Tabla 4.11 muestra el valor medio (desviacio´n esta´ndar) de
Pr(x(1) < x < x(n)|x) para ma´s de dos observaciones y con diferentes valores de α y ϕ.
Puede verse que el valor medio se acerca al valor teo´rico n−1
n+1
mostrando una concordancia
con el Teorema 10.
La obtencio´n detallada de las densidades final y predictiva para n > 2 puede encon-
trarse en el Ape´ndice B.2.
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ϕ = 1 ϕ = 1/2 ϕ = 1/5
n α Med DvSt Med DvSt Med DvSt
−2 0.4998 0.0018 0.4990 0.0018 0.4990 0.0019
3 1/2 0.4990 0.0017 0.4972 0.0018 0.4991 0.0017
4 0.5029 0.0017 0.4988 0.0017 0.5001 0.0017
−2 0.6006 0.0024 0.6019 0.0024 0.6005 0.0026
4 1/2 0.60019 0.0024 0.5985 0.0026 0.6000 0.0026
4 0.6025 0.0025 0.5995 0.0026 0.5990 0.0026
−2 0.7511 0.0027 0.7458 0.0026 0.7479 0.0026
7 1/2 0.7487 0.0026 0.7532 0.0025 0.7469 0.0025
4 0.7568 0.0023 0.7501 0.0025 0.7508 0.0026
−2 0.7998 0.0028 0.8036 0.0022 0.8009 0.0022
9 1/2 0.8009 0.0022 0.7983 0.0028 0.7975 0.0022
4 0.7998 0.0026 0.8000 0.0021 0.7997 0.0021
−2 0.8746 0.0012 0.8776 0.0011 0.8728 0.0014
15 1/2 0.8751 0.0012 0.8753 0.0012 0.8755 0.0012
4 0.8744 0.0013 0.8775 0.0012 0.8764 0.0012
Tabla 4.11: Valor medio de la cobertura de probabilidad Pr[x(1) < x < x(n)|x]
proveniente de m = 100 muestras aleatorias de taman˜o n de Ex(x|α, θ), para dife-
rentes valores de α y ϕ con funcio´n inicial de referencia piφ(α, ϕ) ∝ ϕ−1.
Consideraciones finales sobre el modelo Ex(·|α,ϕ).
Supongamos ahora que nuestro para´metro de intere´s es ϕ. En la Seccio´n 4.5.3 hemos
obtenido la inicial pi(α) cuando se tiene el modelo Ex(·|α, 1), no´tese que la obtencio´n de
pi(α|ϕ) es esencialmente la misma, por tanto pi(α|ϕ) ∝ 1.
Al ser una inicial impropia, debera´ definirse una sucesio´n creciente de intervalos donde
pii(α|ϕ) sea propia. De esa manera, se podra´ obtener el modelo integrado de un solo
para´metro pi(x|ϕ) (ve´ase el Ape´ndice B.3.2).
Aplicando nuevamente el algoritmo nume´rico de obtencio´n de iniciales al modelo inte-
grado pi(x|ϕ) y as´ı obtener pii(ϕ), resulta que la funcio´n ϕ−1 se ajusta a las aproximaciones
de pii(ϕ). Ve´ase el Ape´ndice B.3.3.
Por tanto, puede concluirse que la inicial de referencia cuando ϕ es el para´metro de
intere´s es piϕ(α, ϕ) ∝ ϕ−1.
Por otro lado, partamos de piϕ(α, ϕ) ∝ ϕ−1, si definimos la transformacio´n lineal de
φ = α+ ϕ log 2 (mediana) y ϕ, es muy fa´cil verificar que
piϕ(φ, ϕ) = piϕ (φ(α, ϕ), ϕ) |J | = ϕ−1
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donde
J =
(
∂α
∂φ
∂α
∂ϕ
∂ϕ
∂φ
∂ϕ
∂ϕ
)
=
(
1 − log 2
0 1
)
.
Es importante subrayar que para las iniciales de esta forma la densidad predictiva
resultante cuenta con adecuadas propiedades de cobertura. De lo que puede concluirse
que no hay una u´nica cantidad de intere´s para el problema de prediccio´n en el sentido de
que distintas cantidades de intere´s pueden producir la misma inicial de referencia. Sin
embargo, la eleccio´n de la mediana del modelo como cantidad de intere´s siempre produce
una inicial apropiada.
Una consideracio´n final: el me´todo de obtencio´n de funciones iniciales propuesto por
Bernardo (1979, 2005a), Berger y Bernardo (1992a) y Berger et al. (2009a) no presenta
problemas pues so´lo es necesario definir una cantidad de intere´s y sobre e´sta aplicar
el algoritmo de obtencio´n (Teorema 2 de esta Tesis). Esta situacio´n contrasta con la
metodolog´ıa de Ghosal (1997) con la que no es obvio como proceder cuando existen
para´metros de ruido.
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Cap´ıtulo 5
Funciones iniciales para prediccio´n
en el modelo Normal bivariado.
Como extensio´n natural de haber estudiado modelos univariados en el cap´ıtulo anterior,
en este cap´ıtulo se pretende definir la inicial de referencia para prediccio´n en el modelo
Normal bivariante.
Como primer punto, comprobaremos nume´ricamente si se cumple en el modelo Normal
bivariado la proposicio´n del Teorema 9: Dados dos puntos x1 y x2 provenientes de una
distribucio´n N2(·|µ,Σ), encontrar la probabilidad de que un tercer punto x este´ contenido
en el recta´ngulo formado por las dos observaciones previas. La probabilidad de que esto
ocurra se aproxima a 3−2 cuando las variables son independientes, y a h(ρ)3−2 cuando
existe dependencia.
Partiendo de este resultado frecuentista, nos centraremos en el caso particular biva-
riado N2(x|0,Σ) con vector de medias conocido e igual al vector de ceros y {σ1, σ2, ρ}
los elementos de la matriz de dispersio´n Σ. De esta manera solo trabajaremos con un
modelo de tres para´metros en sus distintos casos.
El objetivo de este cap´ıtulo se centrara´ en encontrar la funcio´n inicial cuya densi-
dad predictiva cuente con adecuadas propiedades de cobertura, es decir, que tenga una
concordancia con los resultados frecuentistas. Recordemos que esta ha sido la forma de
discriminacio´n entre las funciones iniciales alternativas y dado que en los modelos mul-
tivariados no esta´ inequ´ıvocamente definida la mediana del modelo, su aplicacio´n sera´
esencial en la eleccio´n de la cantidad de intere´s que sugerira´ la funcio´n inicial adecuada
para prediccio´n.
Debido a la complejidad computacional de los ca´lculos presentados en este cap´ıtulo, la
mayor´ıa de las aproximaciones nume´ricas fueron hechas en Mathematica v.6.0 para Linux
x86 (64 bit), puesto que son aproximaciones que requieren gran cantidad de memoria vir-
tual y ser de larga duracio´n. Mientras que las ma´s simples fueron hechas en Mathematica
107
v.7.0 en un ordenador porta´til con procesador T7500.
5.1. Densidad Normal bivariada: estudio frecuentista
A continuacio´n verificamos nume´ricamente si el modelo Normal bivariado cumple con la
propiedad frecuentista similar al caso univariado expuesto en el Teorema 9.
Frecuencia con que una nueva observacio´n se encuentra contenido en el recta´ngulo
formado por dos observaciones previas.
Conside´rese el vector aleatorio x = (x1, x2) proveniente del modelo Normal bivariado
N2(·|µ,Σ), cuya funcio´n de densidad es dada por
f(x|µ,Σ) = 1
2piσ1σ2
√
1− ρ2×
exp
{
− 1
2(1− ρ2)
((
x1 − µ1
σ1
)2
− 2ρ
(
x1 − µ1
σ1
)(
x2 − µ
σ2
)
+
(
x2 − µ2
σ2
)2)}
con vector de medias µ = (µ1, µ2) y matriz de varianzas covarianzas
Σ =
(
σ21 σ1σ2ρ
σ1σ2ρ σ
2
2
)
.
Sean x1 = (x11, x12) y x2 = (x21, x22) dos vectores aleatorios independientes con
funcio´n de densidad de probabilidad N2(·|µ,Σ), y se requiere saber la probabilidad de
que un nuevo punto x este´ contenido en el recta´ngulo formado por x1 y x2, es decir,
Pr(x ∈ C|µ,Σ) =
∫
C
N2(x|µ,Σ)dx
donde C = {(x1, x2) : (x1, x2) ∈ (x11, x12)× (x21, x22)}.
No´tese que existen 22 casos de estudio, todos ellos similares al siguiente caso
x11 < x21 y x12 < x22, (5.1)
dado lo anterior centraremos nuestro desarrollo en e´ste caso.
Def´ınase el a´rea Cx1x2 = {(x1, x2) : x11 < x1 < x21 yx12 < x2 < x22}. La probabilidad
es ahora
Pr(x ∈ Cx1x2|µ,Σ) =
∫
Cx1x2
N2(x|µ,Σ)dx.
Trabajemos con la funcio´n de densidad N2(x|µ,Σ) y el siguiente cambio de variables con
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su respectivo Jacobiano de la transformacio´n
w =
x1 − µ1
σ1
, z =
x2 − µ2
σ2
, y J =
(
∂x1
∂w
∂x1
∂z
∂x2
∂w
∂x2
∂z
)
=
(
σ1 0
0 σ2
)
.
Entonces,
φ(w, z; ρ) = N2(x|µ,Σ)|J | = 1
2pi
√
1− ρ2 exp
{
−w
2 − 2ρwz + z2
2(1− ρ2)
}
donde φ es la Normal bivariada estandarizada y
Φ(w, z; ρ) ≡
∫ w
−∞
∫ z
−∞
φ(t, s; ρ)dtds
Apliquemos estas transformaciones para obtener la probabilidad que nos interesa,
Pr(x ∈ Cx1x2|µ,Σ) =
∫ x21−µ1
σ1
x11−µ1
σ1
∫ x22−µ2
σ2
x12−µ2
σ2
φ(w, z; ρ)dwdz
donde w y z se han definido anteriormente. Claramente,
Pr(x ∈ Cx1x2|µ,Σ) =
 Φ(x21−µ1σ1 , x22−µ2σ2 ; ρ)− Φ(x11−µ1σ1 , x22−µ2σ2 ; ρ)
−Φ
(
x21−µ1
σ1
, x12−µ2
σ2
; ρ
)
+ Φ
(
x11−µ1
σ1
, x12−µ2
σ2
; ρ
) 
= g(x1,x2|µ,Σ).
Sera´ necesario calcular el valor esperado de g(x1,x2|µ,Σ) sobre todos los posibles valores
que pudiesen tener x1 y x2 bajo el supuesto (5.1).
Ex1x2 (g(x1,x2|µ,Σ)|x11 < x21, x12 < x22) = (5.2)∫
Cx1x2
g(x1,x2|µ,Σ)N2(x1|µ,Σ)N2(x2|µ,Σ)dx1dx2.
Puesto que existen 22 casos similares, el valor esperado total sera´
Ex1x2 (g(x1,x2|µ,Σ)) = 4E (g(x1,x2|µ,Σ)|x11 < x21, x12 < x22) .
No hemos logrado obtener una expresio´n anal´ıtica de la esperanza (5.2) pero hemos
109
encontrado una aproximacio´n nume´rica de la esperanza total Ex1x2 (g(x1,x2|µ,Σ))
Ex1x2 (g(x1,x2|µ,Σ)) ≈

1
9
si ρ = 0
h(ρ)
9
si ρ 6= 0
donde h(ρ) puede ser aproximada por la funcio´n 1√
1−ρ2
.
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Figura 5.1: Gra´fica de las frecuencias con que una nueva observacio´n se situ´a en
el recta´ngulo formado por dos observaciones provenientes de N2(·|µ,Σ) junto con
la funcio´n teo´rica 1
9
√
1−ρ2 (l´ınea continua). Las frecuencias fueron generadas con
para´metros {µ1, µ2, σ1, σ2} donde (1) corresponde a {0, 0, 1, 1}, (2) a {−2, 1, 2, 12}
y (3) a {−7, 4, 4, 14}.
La Tabla 5.1 muestra las frecuencias con que ocurre el evento descrito anteriormente
para diferentes valores de {µ1, µ2, σ1, σ2} y ρ, y la Figura 5.1 muestra el comportamiento
de e´stas con respecto a la funcio´n 9−1(1 − ρ2)−1/2. Los valores graficados corresponden
a los para´metros {µ1, µ2, σ1, σ2}, por ejemplo, los puntos correspondientes a (1) fueron
generados de una N2(·|µ,Σ) con valores dados por {0, 0, 1, 1} y ρ = 0,±0.3,±0.6,±0.9.
Frecuencias
ρ
(µ1, µ2) {σ1, σ2} −0.9 −0.6 −0.3 0 0.3 0.6 0.9
(0, 0) {1, 1} 0.2155 0.1425 0.1180 0.1118 0.1155 0.1435 0.2165
(−2, 1) {2, 12} 0.2171 0.1422 0.1180 0.1122 0.1188 0.1425 0.2167
(−7, 4) {4, 14} 0.2167 0.1444 0.1184 0.1113 0.1177 0.1446 0.2161
1
9 h(ρ) 0.2549 0.1389 0.1165 0.1111 0.1165 0.1389 0.2549
Tabla 5.1: Frecuencia con que una tercera observacio´n cae en el recta´ngulo formado por dos obser-
vaciones dadas provenientes de N2(x|µ,Σ). Frecuencias de m = 100000 muestras simuladas de taman˜o
dos con varios valores de µ = (µ1, µ2), {σ1, σ2} y ρ.
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5.2. Densidad Normal bivariada: estudio Bayesiano
Esta seccio´n se centrara´ en el modelo normal bivariado N2(x|0,Σ) con vector de medias
conocido e igual a 0 y matriz de dispersio´n Σ con elementos σ1, σ2 y ρ. Dado que el
modelo se reduce a tres para´metros, trabajaremos con algunos de los posibles casos, en
particular,
• Varianzas conocidas e iguales, para´metro de correlacio´n desconocido.
• Varianzas desconocidas e iguales y para´metro de correlacio´n desconocido.
Tambie´s discutimos el caso general, cuando todos los para´metros son desconocidos.
5.2.1. Caso ρ desconocido.
Analicemos las iniciales alternativas para el modelo
N2
(
x
∣∣∣0,( 1 ρ
ρ 1
))
, (5.3)
donde ρ es desconocido y se asume que los para´metros de escala son conocidos e iguales
σ1 = σ2 = 1. Entonces la funcio´n de densidad es
f(x1, x2|ρ) = 1
2pi
√
1− ρ2 exp
{
− 1
2(1− ρ2)(x
2
1 + x
2
2 − 2ρx1x2)
}
.
En este caso particular, aparentemente existen u´nicamente dos iniciales no informa-
tivas sugeridas en la literatura como posibles candidatas:
• La inicial de referencia:
piRρ(ρ) ∝
√
i(ρ) =
√
1 + ρ2
1− ρ2 ;
• y la inicial HPD matching sugerida por Datta y Mukerjee (2004) para este modelo:
piDM(ρ) ∝ (1− ρ
2)2
1 + ρ2
.
Complementamos nuestro ana´lisis al considerar tambie´n la transformacio´n ϕ = arctanhρ
(Jeffreys, 1961, Sec. 8.2) junto con el supuesto
piϕ(ϕ) ∝ 1
que expresada en te´rminos de ρ es la inicial piϕ(ρ) ∝ 11−ρ2 .
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Utilizaremos la siguiente expresio´n general de las iniciales anteriores
piab(pi) ∝ (1− ρ2)a(1 + ρ2)b. (5.4)
A continuacio´n detallamos el desarrollo de cada una de estas iniciales. Al final de esta
subseccio´n pueden encontrarse los resultados nume´ricos.
Inicial de referencia piRρ.
Bajo el supuesto de normalidad asinto´tica de la densidad final de ρ, la inicial de referencia
puede obtenerse fa´cilmente en modelos de un solo para´metro. En este caso la funcio´n
inicial es
piRρ(ρ) ∝
√
i(ρ)
donde
i(ρ) =
∫ ∞
−∞
∫ ∞
−∞
(
− ∂
2
∂ρ2
log[f(x|ρ)]
)
f(x|ρ)dx = 1 + ρ
2
(1− ρ2)2 ,
por lo que
piRρ(ρ) ∝
√
1 + ρ2
1− ρ2 .
Dadas dos observaciones x1 y x2, la densidad final es proporcional a
piRρ(ρ|x1,x2) ∝ f(x1|ρ)f(x2|ρ)piR(ρ)
con constante de marginalizacio´n c =
∫ 1
−1 f(x1|ρ)f(x2|ρ)piR(ρ)dρ.
Ve´ase el Ape´ndice D donde se demuestra que la densidad final es propia para n ≥ 2.
Para ver la cobertura de probabilidad de la densidad final sobre el valor de ρ, la Tabla
5.2 (primer renglo´n), muestra la frecuencia con que el verdadero valor de ρ se encuentra
contenido en el intervalo (−1, q), con q un cuantil de la densidad final con probabilidad
acumulada
Pr(ρ < q|x1,x2) = α.
La densidad predictiva es expresada en te´rminos de piRρ(ρ|x1,x2) y de la funcio´n
de densidad de una nueva observacio´n puesto que no se tiene una expresio´n anal´ıtica
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expl´ıcita,
pRρ(x|x1,x2) =
∫ 1
−1
piR(ρ|x1,x2)f(x|ρ)dρ.
Recue´rdese que estamos interesados en la probabilidad del suceso {x ∈ x1 × x2} para lo
que definimos la regio´n
Cx1x2 = {(x1, x2) : (x1, x2) ∈ (x11, xx12)× (x21, x22)}
entonces
Pr(x ∈ x1 ∈ Cx1x2) =
∫
Cx1x2
pRρ(x|x1,x2)dx.
E´sta probabilidad sera´ aproximada nume´ricamente y en la Tabla 5.3 (primer renglo´n)
pueden verse el valor medio (y desviacio´n esta´ndar) de la cobertura de probabilidad
Pr(x ∈ Cx1x2|x1,x2). La obtencio´n de los resultados se discute posteriormente.
Funcio´n inicial HPD matching de Datta y Mukerjee (2004).
La funcio´n inicial HPD matching sugerida por Datta and Mukerjee (2004, p. 71) para el
modelo 5.3 es
piDM(ρ) ∝ (1− ρ
2)2
1 + ρ2
.
Recordemos que las regiones con mayor densidad final o HPD (highest posterior den-
sity) son regiones de la forma
{θ : pi(θ|X) ≥ K}
donde θ puede ser un escalar o un vector, pi(θ|x) es la densidad final resultante de la
inicial pi(·) y los datos X, K es un nivel dado de credibilidad sobre la densidad final.
Las regiones HPD contienen el mı´nimo volumen de densidad posible dados los datos
X para un nivel de credibilidad de la densidad final. Las funciones iniciales que aseguren
una cobertura frecuentista de estas regiones son conocidas como HPD matching.
Datta y Mukerjee (2004) demuestran que la inicial de referencia pi(ρ) ∝√i(ρ) no es
HPD matching mientras que piDM ∝ i(ρ)−1 si cumple con esta propiedad. Para ma´s
detalles, ve´ase Datta y Sweeting (2005, Secc.5.6) y referencias ah´ı incluidas.
Retornando a nuestro objetivo, dadas dos observaciones {x1,x2} la densidad final es
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proporcional a
piDM(ρ|x1,x2) ∝ f(x1|ρ)f(x2|ρ)piDM(ρ)
con constante de marginalizacio´n c =
∫ 1
−1 f(x1|ρ)f(x2|ρ)piDM(ρ)dρ < ∞, por ser piDM
propia.
Ve´ase el comportamiento de la convergencia de la densidad final piDM que se muestra
en el segundo renglo´n de la Tabla 5.2. En dicha tabla se presenta la frecuencia con que la
densidad final contiene al verdadero valor ρ, es decir, dadas varias muestras aleatorias de
taman˜o n, contar el nu´mero de veces en que la densidad final de ρ incluye al verdadero
valor ρ, al final de dicha tabla se encuentra una discusio´n ma´s detallada de sus resultados.
La densidad predictiva tiene la siguiente expresio´n
pDM(x|x1,x2) =
∫ 1
−1
piDM(ρ|x1,x2)f(x|ρ)dρ.
Abordando el problema de nuestro estudio, calculemos la cobertura de probabilidad
de la densidad predictiva en el a´rea del recta´ngulo formado por los puntos x1 y x2, es
decir, la regio´n Cx1x2 definida anteriormente,
Pr(x ∈ Cx1x2|x1,x2) =
∫
Cx1x2
pRρ(x|x1,x2)dx,
que sera´ aproximada nume´ricamente.
La Tabla 5.3 (segundo renglo´n) muestra el valor medio (y desviacio´n esta´ndar) de la
cobertura de probabilidad Pr(x ∈ Cx1x2|x1,x2) para diferentes valores de ρ, al final de
la tabla se discuten los resultados.
Funcio´n inicial de ϕ = arctanhρ con piϕ(ϕ) ∝ 1
Finalmente, usando la transformacio´n
ϕ = arctanh(ρ)
de ρ (Jeffreys, 1961, Sec.8.2) y suponiendo que la densidad inicial es uniforme
piϕ(ϕ) ∝ 1,
que es equivalente a la funcio´n inicial piϕ(ρ) ∝ 11−ρ2 en te´rminos de ρ.
La funcio´n de densidad para una observacio´n x y ϕ = arctanhρ tendra´ la expresio´n
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siguiente:
f(x|ϕ) = 1
2pisechϕ
exp
{
−1
2
cosh2 ϕ(x21 + x
2
2 − 2x1x2 tanhϕ)
}
.
Dadas dos observaciones x1 = (x11, x12) and x2 = (x21, x22), la funcio´n de verosimili-
tud es proporcional a la densidad final ya que piϕ(ϕ) es constante
L(ϕ|x1,x2) ∝ 1
4pi2sech2ϕ
exp{−1
2
cosh2 ϕ(s·1 + s·2 − 2s12 tanhϕ)}
piϕ(ϕ|x1,x2) ∝ L(ϕ|x1,x2)piϕ(ϕ)
donde s·1 = x211 + x
2
21, s·2 = x
2
12 + x
2
22 y s12 = x11x12 + x21x22.
No hay una expresio´n anal´ıtica de la densidad final, pero puede demostrarse fa´cilmente
que, en te´rminos de ρ, la constante de marginalizacio´n es finita
c =
∫ 1
−1
pi(ρ|x1,x2)dρ <∞
cuyos detalles pueden verse en el Ape´ndice D.
Ana´logo a las dos funciones iniciales antes estudiadas, presentamos en la Tabla 5.2
(tercer renglo´n) la convergencia de la cobertura de piϕ, la discusio´n de los resultados
pueden verse al pie de la tabla.
Obtengamos ahora la expresio´n de la densidad predictiva
pϕ(x|x1,x2) =
∫ ∞
−∞
piϕ(ϕ|x1,x2)f(x|ϕ)dϕ.
de la que tampoco se cuenta con una expresio´n anal´ıtica expl´ıcita.
Puesto que nos interesa la probabilidad
Pr(x ∈ Cx1x2|x1,x2) =
∫
Cx1x2
pϕ(x|x1,x2)dx
del que aproximaremos su valor esperado nume´ricamente. La Tabla 5.3 (tercer renglo´n)
muestra el valor medio (y la desviacio´n esta´ndar) de la cobertura de Pr(x ∈ Cx1x2|x1,x2)
para diferentes valores de ρ.
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Inicial Forma (5.4) ρ
(a,b) 0 0.5 0.9
piRρ(ρ) ∝
√
1+ρ2
1−ρ2 (−1, 12) 0.8888 0.8862 0.8955
piDM(ρ) ∝ (1−ρ2)21+ρ2 (2,−1) 0.9738 0.6398 0.0694
piϕ(ϕ) ∝ 1 0.8989 0.901 0.9990
Tabla 5.2: Convergencia de las densidades finales piRρ, piDM y piϕ. Fre-
cuencias con que el verdadero valor ρ pertenece al intervalo (−1, q) dado que
Pr(ρ < q|x1,x2) = α. Valores provenientes de m = 10000 muestras simuladas
de taman˜o n = 5 con α = 0.9.
El contenido de la Tabla 5.2 fue calculado como se describe a continuacio´n:
(i) F´ıjese una probabilidad α y un valor ρ.
(ii) Simu´lese n vectores aleatorios de N2(x|0,Σ) con Σ =
(
1 ρ
ρ 1
)
.
(iii) Dada una inicial pi(ρ), obte´ngase la densidad final pi(ρ|x1, ...,xn) y el cuantil q
para el cual se tiene una probabilidad final acumulada igual a α, es decir,
Pr(ρ < q|x1,x2) =
∫ q
−1
pi(τ |x, ...,xn)dτ = α.
(iv) Verif´ıquese si el verdadero valor de ρ este´ incluido en el intervalo (−1, q) y
almacene el caso.
(v) Rep´ıtanse los pasos (ii)-(iv) m-veces.
Conclusiones de los resultados de la Tabla 5.2
La Tabla 5.2 muestra la convergencia de la densidad final de ρ para una funcio´n inicial
dada y los datos. Para estudiar la convergencia de dichas funciones finales, se pre-
sentan las frecuencias con que el valor ρ pertenece al intervalo (−1, q), con q tal que
α = Pr(ρ < q|x) = ∫ q−1 pi(τ |x)dτ, para cada funcio´n inicial. Se espera que el 100% de las
veces, el valor verdadero de ρ este´ contenido en el intervalo (−1, q) para un α dado. Las
frecuencias de la Tabla 5.2 fueron obtenidas con los valores α = 0.90, n = 5, m = 10000
y tres valores para ρ.
De la Tabla 5.2 puede concluirse que las densidades finales provenientes de usar piRρ
y piϕ tienen una mejor cobertura frecuentista que piDM . Adema´s para altas correlaciones,
la funcio´n inicial de referencia es claramente preferible.
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Pr(x ∈ Cx1x2|x1,x2) =
∫
Cx1x2
p(x|x1,x2)dx
Inicial Forma ρ = 0 ρ = 0.5 ρ = 0.9
(5.4) Prom DvSt Prom DvSt Prom DvSt
piRρ(ρ) (−1, 12) 0.1296 0.0146 0.1552 0.0159 0.2161 0.0237
piDM(ρ) (2,−1) 0.1157 0.0144 0.1245 0.0162 0.1619 0.0210
piϕ(ϕ) 0.1317 0.0134 0.1481 0.0179 0.2152 0.0226
Frecuencias 0.1147 0.1296 0.2056
Tabla 5.3: Valor medio y desviacio´n esta´ndar de la cobertura de probabilidad de la densidad
predictiva resultante de las iniciales piRρ, piDM y piRρ. Valores correspondientes de l = 50
frecuencias de m = 100 muestras de N2(x|µ,Σ). Frecuencias (en negro) de que un nuevo punto
aleatorio x este´ contenido en el recta´ngulo formado por los puntos x1 ×x2 correspondientes de
m = 10000 muestras de N2(x|0,Σ). Las coberturas de probabilidad deber´ıan de aproximarse a
las frecuencias, es decir 1/32 ' 0.1111 cuando ρ = 0 y h(ρ)/9 cuando ρ 6= 0.
Descripcio´n del contenido de la Tabla 5.3:
(i) Dado un valor de ρ, gene´rese dos puntos aleatorios x1 y x2 de N2(x|0,Σ), Σ =(
1 ρ
ρ 1
)
.
(ii) Dada una funcio´n inicial pi(ρ), calcu´lese la densidad final pi(ρ|x1,x2) y la co-
rrespondiente densidad predictiva p(x|x1,x2).
(iii) Calcu´lese
∫
Cx1x2
p(x|x1,x2)dx y almace´nese en memoria el resultado.
(iv) Rep´ıtanse los pasos (i)-(iii) m veces y prome´diense las m probabilidades.
(v) Rep´ıtanse todos los pasos l-veces, prome´diese y calcu´lese la desviacio´n esta´ndar.
El objetivo de la Tabla 5.3 es contrastar el valor frecuentista y el valor medio de la
cobertura de probabilidad de la predictiva de las tres iniciales bajo estudio. Puede apre-
ciarse, a la luz de las aproximaciones nume´ricas, que la inicial de referencia piRρ y la inicial
piϕ producen densidades predictivas con mejores propiedades de cobertura. No sucediendo
lo mismo con la inicial HPD matching piDM sugerida por Datta y Mukerjee (2004) pues
puede verse que se tiene una pobre aproximacio´n de la cobertura de probabilidad para el
valor extremo de ρ = 0.9.
El comportamiento de la cobertura de la densidad predictiva resultante de usar piDM
es consecuencia natural de la convergencia de su densidad final piDM , pues como puede
verse en la Tabla 5.2 (segundo renglo´n) el nu´mero de veces en que el valor verdadero de
ρ es considerado por la densidad final para el valor ρ = 0.9 es cercano a cero.
Por otro lado, no´tese que la cobertura de las predictivas provenientes de piRρ y de piϕ se
mantienen similares en los tres diferentes los valores de ρ en el modelo 5.3. De este hecho,
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podemos sugerir estas dos funciones iniciales como adecuadas para prediccio´n dado que
producen densidades predictivas con buenas propiedades de cobertura frecuentista.
En la Tabla se utilizaron los valores m = 100 y l = 50 para calcular el valor prome-
dio de la cobertura de probabilidad de la densidad predictiva. Los valores en negro
corresponden a la frecuencia con que una nueva observacio´n se encuentra contenida en
el recta´ngulo formado por dos observaciones previas. Las frecuencias corresponden a
m = 10000 muestras simuladas de N2(x|0,Σ), con
Σ =
(
1 ρ
ρ 1
)
,
para cada valor de ρ.
5.2.2. Caso ρ y σ desconocidos.
En esta subseccio´n se estudia el caso cuando σ1, σ2 y ρ son desconocidos, pero las varianzas
son iguales σ = σ1 = σ2, es decir,
Σ = σ2
(
1 ρ
ρ 1
)
.
Para los supuestos anteriores, se proponen las siguientes funciones iniciales:
• Las funciones iniciales de referencia cuando σ o ρ es el para´metro de intere´s.
• La funcio´n inicial de Jeffreys sugerida de su regla general.
• Finalmente, se incluyen y discuten algunas transformaciones de los elementos de Σ
para las cuales se obtienen sus funciones iniciales de referencia.
Recue´rdese que se asume siempre que el vector de medias es conocido e igual a
µ = (0, 0)′.
Como primer paso, se especifica la notacio´n usada en esta subseccio´n:
La funcio´n de densidad de x = (x1, x2) denotada por N2(x|0, σ2I2) tiene la forma
siguiente
f(x|σ, ρ) = 1
2piσ2
√
1− ρ2 exp
{
− 1
2σ2(1− ρ2)(x
2
1 + x
2
2 − 2ρx1x2)
}
.
Dadas dos observaciones x1 = (x11, x12) y x2 = (x21, x22), la funcio´n de verosimilitud es
expresada en te´rminos de sus elementos o en te´rminos de sus sumas, como puede verse a
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continuacio´n
L(σ, ρ) =
1
4pi2σ4(1− ρ2) exp
{
−x
2
11 + x
2
12 + x
2
21 + x
2
22 − 2ρ(x11x12 + x21x22)
2σ2(1− ρ2)
}
=
1
4pi2σ4(1− ρ2) exp
{
− 1
2σ2(1− ρ2)(s·1 + s·2 − 2ρs12)
}
donde s·1 = x211 + x
2
21, s·2 = x
2
12 + x
2
22 and s12 = x11x12 + x21x22.
Todas las funciones iniciales estudiadas pertenecen a la familia parame´trica:
piabc(σ, ρ) ∝ (1 + ρ
2)c
σa(1− ρ2)b . (5.5)
Funciones iniciales de referencia
Bajo el supuesto de normalidad asinto´tica, es fa´cil identificar la iniciales de referencia de
la matriz de informacio´n de Fisher,
I(σ, ρ) =
(
4
σ2
− 2ρ
σ(1−ρ2)
− 2ρ
σ(1−ρ2)
1+ρ2
(1−ρ2)2 .
)
, (5.6)
con matriz inversa dada por H = I−1(σ, ρ)
H =
(
σ2(1+ρ2)
4
σρ(1−ρ2)
2
σρ(1−ρ2)
2
(1− ρ2)2
)
.
Se sigue de Berger y Bernardo (1992a) que las iniciales de referencia conjunta cuando
ρ o σ es la cantidad de intere´s son, respectivamente,
piρ(ρ, σ) ∝ 1
σ(1− ρ2) y piσ(σ, ρ) ∝
√
1 + ρ2
σ(1− ρ2) .
Densidades final y predictiva de la inicial piρ.
Conside´rese la inicial de referencia
piρ(ρ, σ) ∝ 1
σ(1− ρ2)
donde ρ es la cantidad de intere´s.
Dadas dos observaciones x1 y x2, la densidad final es igual a
piρ(σ, ρ|x1,x2) = 1
cρ
σ−5(1− ρ2)−2
(2pi)2
exp
{
− 1
2σ2(1− ρ2)(s·1 + s·2 − 2ρs12)
}
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donde cρ =
1
(2pi)2
Γ(2)
2
1
s212
2
g2−1 y g ≡ g(x1,x2) = s·1+s·22s12 , la cual esta´ definida cuando |g| > 1.
En el Ape´ndice C.1 se detalla la obtencio´n de las densidades posterior y predictiva, la
funcio´n g se detalla en el Ape´ndice C.3.
La densidad predictiva para una nueva observacio´n x = (x1, x2) es
pρ(x|x1,x2) = Γ(3)
24 cρ pi3
1
(s12 + x1x2)3
pi|k|
2k(k2 − 1)3/2 .
donde k ≡ k(x,x1,x2) = s·1+s·2+x
2
1+x
2
2
2(s12+x1x2)
siempre y cuando |k| > 1 (ve´ase el Ape´ndice C.3).
La probabilidad requerida es
Pr(x ∈ Cx1x2|x1,x2) =
∫
Cx1x2
pρ(x|x1,x2)dx
donde la regio´n de intere´s la definimos como
Cx1x2 =
{
(x1, x2) : min{x11, x21} < x1 < max{x11, x21},
y min{x21, x22} < x2 < max{x21, x22}
}
.
El valor esperado la cobertura de probabilidad anterior se aproximara´ nume´ricamente.
La Tabla 5.4 (primer renglo´n) muestra la cobertura de probabilidad de pρ(x|x1,x2)
cuando hay independencia entre variables. Adicionalmente, la Tabla 5.5 (primer renglo´n)
muestra la cobertura de probabilidad para diferentes valores de ρ.
Cada una de las tablas contiene una descripcio´n del ca´lculo de las aproximaciones
presentadas junto con una conclusio´n de los resultados.
Densidades final y predictiva de la inicial piσ.
Ahora conside´rese la inicial de referencia siguiente
piσ(σ, ρ) ∝
√
1 + ρ2
σ(1− ρ2)
donde σ es la cantidad de intere´s.
Dadas dos observaciones x1 y x2, la densidad posterior resultante es
piσ(σ, ρ|x1,x2) = σ
−5(1− ρ2)−2(1 + ρ2)1/2
cσ(2pi)2
exp
{
−(s·1 + s·2 − 2ρs12)
2σ2(1− ρ2)
}
donde la constante de marginalizacio´n es (ve´ase el Ape´ndice C.2)
cσ =
2Γ(2)
(2pi ∗ 2s12)2
1
(g2 − 1)√1 + g2
 2√1 + g2 (√2 + (g2 − 1) arcsinh(1))
+g (g2 − 1) log
(
g−1
1+g
∗ 1−g+
√
2(1+g2)
1+g+
√
2(1+g2)
)  ,
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con g ≡ g(x1,x2) = s·1+s·22s12 y |g| > 1.
La densidad predictiva para una nueva observacio´n x = (x1, x2)
′ esta´ definida por
pσ(x|x1,x2) = 4Γ(3)
cσ(2pi)3
(5k5
√
2pi)−1
(2(s12 + x1x2))3
×
(
32Γ
(
3
4
)
Γ
(
7
4
)
Hypergeometric2F1
(
7
4 , 2,
9
4 ,
1
k4
)
−5k2Γ (− 34)Γ ( 54)HypergeometricPFQ ({1, 54 , 32} ,{ 12 , 74} , 1k4 )
)
con k ≡ k(x,x1,x2) = s·1+s·2+x
2
1+x
2
2
2(s12+x1x2)
y |k| > 1; la funcio´n Hypergeometric2F1(a, b, c, z)
tiene expansio´n en series de sumas
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k/(c)k z
k
/
k!,
y la funcio´n HypergeometricPFQ ({a1, ..., ap}, {b1, ..., bq}, z) tiene la expansio´n en series
de sumas
pFq(a; b; z) =
∞∑
k=0
(a1)k . . . (ap)k / (b1)k . . . (bq)k z
k
/
k!.
La expresio´n usual de la probabilidad requerida
Pr(x ∈ Cx1x2|x1,x2)) =
∫
Cx1x2
pσ(x|x1,x2)dx.
El valor esperado de esta probabilidad se aproximara´ nume´ricamente y puede verse en
la Tabla 5.4 (segundo renglo´n) el comportamiento de la cobertura de Pr(x ∈ Cx1x2|x1,x2)
cuando las variables son independientes. Para el caso de dependencia entre variables, la
Tabla 5.5 (segundo renglo´n) muestra el valor esperado de la cobertura para diferentes
valores de ρ.
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Inicial Forma(5.5) Prom DvSt
piρ(ρ, σ) ∝ 1σ(1−ρ2) (1, 1, 1/2) 0.1103 0.0117
piσ(σ, ρ) ∝
√
1+ρ2
σ(1−ρ2) (1, 1, 0) 0.1084 0.0114
Tabla 5.4: Valor medio y desviacio´n esta´ndar de la cobertura de probabilidad
de la densidades predictivas resultantes de las iniciales piρ y piα. Los valores deben
aproximarse a 3−2 pues se asume independencia de las variables.
Los resultados mostrados en la Tabla 5.4 fueron calculados como se describe a contin-
uacio´n:
(i) Simu´lense dos vectores aleatorios {x1,x2} de N2(x|0, I).
(ii) Dada una funcio´n inicial pi(σ, ρ), obte´ngase las densidades final pi(σ, ρ|x1,x2) y
predictiva p(x|x1,x2) correspondientes.
(iii) Calcu´lese la probabilidad predictiva del a´rea Cx1x2 , es decir,∫
Cx1x2
p(x|x1,x2)dx
y almacenarla en memoria.
(iv) Rep´ıtanse los pasos (i)-(iii) n-veces. Obte´ngase la media muestral y la desviacio´n
esta´ndar de las n probabilidades predictivas calculadas.
No´tese que la cobertura de la densidad predictiva resultante de la inicial de referencia
piρ tiene un mejor comportamiento comparado con la inicial de referencia piσ, pero la
diferencia no es importante.
El taman˜o de muestra usado en las Tabla 5.4 es n = 105. Las integrales en el paso (iii)
fueron aproximadas mediante integracio´n Monte Carlo que es una opcio´n de la integracio´n
nume´rica que proporciona Mathematica y solo se muestran cuatro d´ıgitos de precisio´n.
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Funcio´n inicial de la regla general de Jeffreys
Siguiendo la regla general Jeffreys,
pi(σ, ρ) ∝ | det Iσ,ρ|1/2
donde Iσ,ρ es la matriz de informacio´n de Fisher dada en ec. (5.6)
I(σ, ρ) =
(
4
σ2
− 2ρ
σ(1−ρ2)
− 2ρ
σ(1−ρ2)
1+ρ2
(1−ρ2)2 .
)
,
Entonces la inicial es
piJR(σ, ρ) ∝ 1
σ(1− ρ2)
que coincide con la funcio´n inicial piρ(σ, ρ) donde ρ es la cantidad de intere´s. No´tese
que para esta funcio´n inicial su respectiva densidad predictiva cumple con tener buenas
propiedades de cobertura, ve´ase nuevamente los resultados mostrados en las Tablas 5.4
y 5.5, primer renglo´n.
Otras parametrizaciones
Nuestro objetivo es saber cual es la funcio´n inicial cuya correspondiente densidad pre-
dictiva tiene adecuadas propiedades de cobertura. Trabajemos ahora con dos grupos de
parametrizaciones de los elementos de la matriz de dispersio´n Σ. Los cuales se analizan
en grupos de dos, obteniendo de cada uno de ellos la funcio´n inicial de referencia y su
respectiva densidad predictiva.
(i) Los valores propios de Σ.
Los valores propios de Σ =
(
σ2 σ2ρ
σ2ρ σ2
)
son
λ1 = σ
2(1− ρ) y λ2 = σ2(1 + ρ).
(ii) El conjunto de parametrizaciones {θ1, θ2, θ3}, donde
θ1 = ρ, θ2 = σ
2(1− ρ2) y θ3 ≡ |Σ| = σ4(1− ρ2).
No´tese que las parametrizaciones (ii) son transformaciones de uso comu´n en la litera-
tura.
Trabajemos con detalle la inicial de referencia cuando los valores propios son las
cantidades de intere´s, omitiendo el desarrollo de las parametrizaciones restantes por ser
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similares.
Dada la matriz de informacio´n de Fisher I(σ, ρ) en (5.6),
I(σ, ρ) =
(
4
σ2
− 2ρ
σ(1−ρ2)
− 2ρ
σ(1−ρ2)
1+ρ2
(1−ρ2)2 .
)
,
y la transformacio´n ψ = (λ1, λ2) = g(σ, ρ) con Jacobiano de la transformacio´n inversa
dada por
Jg−1(ψ) =
(
∂σ
∂λ1
∂σ
∂λ2
∂ρ
∂λ1
∂ρ
∂λ2
)
=
 12√2(λ1+λ2) 12√2(λ1+λ2)
− 2λ2
(λ1+λ2)2
2λ1
(λ1+λ2)2
 .
Bajo el supuesto de normalidad asinto´tica bajo transformaciones (Corolario 1 de la Prop.
5.17, Bernardo y Smith, 1994, p. 295) se tiene que la matriz de informacio´n de Fisher de
la transformacio´n es
Iψ(ψ) = J
t
g−1I(g
−1(ψ))Jg−1 =
(
1
2λ21
0
0 1
2λ22
)
.
Puesto que Iψ es una matriz diagonal, las iniciales de referencia para la ordenacio´n (λ1, λ2)
y (λ2, λ1) son iguales a
1
λ1λ2
, y expresada en te´rminos de los para´metros originales es
pi(σ, ρ) = piλ(σ
2(1− ρ, σ2(1 + ρ))|Jg| = 4σ
3
σ4(1− ρ2) ∝
1
σ(1− ρ2)
donde Jg es el Jacobiano de la transformacio´n,
Jg =
(
∂λ1
∂σ
∂λ1
∂ρ
∂λ2
∂σ
∂λ2
∂ρ
)
=
(
2σ(1− ρ) −σ2
2σ(1 + ρ) σ2
)
, |Jg| = 4σ3.
No´tese que pi(σ, ρ) es igual a la inicial piρ(σ, ρ), inicial de referencia cuando ρ es la
cantidad de intere´s, y para la cual su cobertura de probabilidad ha sido estimada (Tablas
5.4 y 5.5).
Finalmente, discutamos las parametrizaciones restantes:
Parametrizaciones (ii) : Si se trabaja con los pares (θ1, θ2) y (θ1, θ3). La inicial resul-
tante de cada par coincide con la inicial de referencia cuando ρ es el para´metro
de intere´s en la inicial de referencia, es decir, piρ ∝ 1σ(1−ρ2) (en te´rminos de los
para´metros originales).
En este caso se sabe que la correspondiente densidad predictiva cuenta con una
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buena cobertura de probabilidad como se muestra en las Tablas 5.4 y 5.5.
Advie´rtase que las iniciales resultantes de los casos (i) y (ii) confirman que no hay
una u´nica cantidad de intere´s cuya densidad predictiva tenga una buena cobertura fre-
cuentista.
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Cobertura de probabilidad de la densidad predictiva
Prom (Dv.St) Prom (Dv.St)
Forma σ = 1 σ = 2
Inicial (5.5) ρ = 0 ρ = 0.5 ρ = 0.9 ρ = 0 ρ = 0.5 ρ = 0.9
piρ (1,1,0) 0.1100 0.1248 0.1910 0.1100 0.1247 0.1913
(3× 10−4) (0.0003) (0.0003) (0.0003) (0.0002) (0.0006)
piσ (1, 1,
1
2
) 0.1086 0.1232 0.1901 0.1084 0.1233 0.1900
(3× 10−4) (0.0003) (0.0004) (0.0003) (0.0002) (0.0004)
Frecuencias 0.1147 0.1296 0.2056 0.1094 0.1404 0.2176
Tabla 5.5: Valor medio (desviacio´n esta´ndar) de la cobertura de probabilidad
de las densidades predictivas provenientes de las iniciales piρ y piσ. Aproximacio-
nes correspondientes de n = 10 valores de m1 = 100000 muestras aleatorias de
N2(x|0,Σ). Frecuencias (en negro) con que una nueva observacio´n se encuentra
contenida en el recta´ngulo formado por dos observaciones previas correspondientes
de m2 = 10000 muestras de N2(x|0,Σ). La cobertura debe ser cercana a las fre-
cuencias.
Los valores contenidos en la Tabla 5.5 fueron calculados como se describe a continuacio´n:
(i) Gene´rese dos puntos aleatorios xi1,xi2 de N(x|0,Σ), donde
Σ = σ2
(
1 ρ
ρ 1
)
.
(ii) Dada una inicial pi(σ, ρ), obte´ngase la densidad final pi(·, ·|xi1,xi2) y predictiva
p(x|xi1,xi2).
(iii) Calcu´lese
Pr(x ∈ xi1 × xi2|xi1,xi2) =
∫ xmax 1
xmin 1
∫ xmax 2
xmin 2
p(x|x1,x2)dx
con xmin 1 = min{x11, x12}, xmax 1 = max{x11, x12},
xmin 2 = min{x21, x22} y xmax 2 = max{x21, x22}.
Guardar en memoria el resultado.
(iv) Rep´ıtase los pasos (i)-(iii) n-veces y promedie la cobertura de probabilidad con tal de
obtener Ej = 1n
∑n
i=1 Pr(x ∈ Cxi1xi2 |xi1,xi2).
(v) Rep´ıtase el paso (iv) m1-veces y obtenga la lista {E1, ..., Em1}. Calcu´lese nuevamente
la media y desviacio´n esta´ndar de esta muestra.
El objetivo de la Tabla 5.5 es contrastar el valor medio de las coberturas de proba-
bilidad de las densidades predictivas y la frecuencia con que una nueva observacio´n se
encuentra contenida en el recta´ngulo formado por dos observaciones previas. De acuerdo
a las aproximaciones nume´ricas, puede verse que ambas iniciales piσ y piρ producen den-
sidades predictivas con cobertura frecuentista adecuada.
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Los valores utilizados para aproximar las coberturas de las densidades predictivas son
n = 10 valores de m1 = 100000 muestras simuladas de N2(x|0,Σ) con
Σ = σ2
(
1 ρ
ρ 1
)
.
Las frecuencias (negro) corresponden am2 = 10000 muestras simuladas de N2(x|0,Σ),
con Σ definida anteriormente.
5.2.3. Caso todos los para´metros desconocidos
Como consecuencia natural de los casos anteriores estudiados, consideremos ahora los
siguientes casos:
(i) {µ1, µ2, σ1, σ2, ρ} desconocidos. Puesto que la funcio´n inicial objetiva de los para´-
metros de localizacio´n es constante, el problema se reduce a estudiar so´lo {σ1, σ2, ρ}.
(ii) {σ1, σ2, ρ} desconocidos.
Para ambos casos, puede utilizarse la familia de iniciales objetivas de la forma
piabc ∝ 1
σa1σ
a
2(1− ρ2)b
.
Se sabe que en los modelos multivariados no es obvia la definicio´n de la mediana.
Parecer´ıa natural definir la mediana del modelo como el vector de medianas, ana´logo
al vector de medias. Debido a esta dificultad, optaremos por elegir la densidad inicial
objetiva en funcio´n de las propiedades de cobertura de la densidad predictiva que implica.
{σ1,σ2,ρ} desconocidos.
La eleccio´n de la funcio´n (o funciones) inicial objetiva es similar a la hecha en las dos
subsecciones anteriores:
Dados dos vectores aleatorios x1 y x2 de N2(x|µ,Σ), encontrar los valores a, b y c
tales que la cobertura de la densidad predictiva sea
Prabc(x ∈ Cx1x2|x1,x2) ≈
1
3
,
donde Cx1x2 es el recta´ngulo cuyos ve´rtices son los elementos de x1 y x2.
{µ1,µ2,σ1,σ2,ρ} desconocidos
Cuando las varianzas son distintas, se requieren de al menos tres observaciones aleatorias
para que la densidad final sea propia. Por tanto, la eleccio´n de la funcio´n (o funciones)
inicial objetiva adecuada para prediccio´n se propone trabajar en la l´ınea siguiente:
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(i) Resultado frecuentista. Dado que se requieren tres observaciones para asegurar
que la densidad final sea propia, debera´ calcularse la probabilidad de que una nueva
observacio´n se encuentre contenida en el menor recta´ngulo formado que contiene
a las tres observaciones obtenidas. Este resultado ayudara´ a discriminar entre las
posibles funciones iniciales la que es adecuada para prediccio´n.
(ii) Estudio Bayesiano. Utilizando la familia de funciones iniciales objetivas piabc.
Encontrar los valores de a, b y c para los cuales la densidad inicial produce una den-
sidad predictiva con adecuadas propiedades de cobertura de probabilidad, es decir,
la cobertura de la probabilidad predictiva en el recta´ngulo formado que contiene a
las tres observaciones dadas debera´ acercarse al valor frecuentista obtenido en (i).
Estas l´ıneas de investigacio´n se encuentran abiertas y son discutidas ampliamente en
la Seccio´n de conclusiones y l´ıneas futuras de investigacio´n (pa´g. 137).
5.3. Prediccio´n de una funcio´n de observaciones futuras
Vamos a estudiar la prediccio´n de una funcio´n univariada de dos observaciones binormales
suponiendo que todos los para´metros de Σ ({σ1, σ2, ρ}) son desconocidos con σ1 y σ2 no
necesariamente iguales.
Empezaremos mencionando algunas propiedades del modelo normal bivariado:
Dados dos vectores aleatorios x1 y x2 de N2(x|µ,Σ) con
µ = (µ1, µ2)
′ y Σ =
(
σ21 σ1σ2ρ
σ1σ2ρ σ
2
2
)
.
El vector aleatorio x1 −x2 = (x11 − x21, x12 − x22) tiene distribucio´n de probabilidad
N2(0, 2Σ). Supo´ngase que nos interesa predecir el valor del cociente
y =
x11 − x12
x12 − x22 .
Hinkley (1969) desarrollo´ la expresio´n de la funcio´n de densidad de esta nueva variable
aleatoria unidimensional cuando el vector de medias es µ = (0, 0). El problema tambie´n
lo abordan Pham-Gia, Turkkan y Marchand (2006) con los resultados que se resumen a
continuacio´n.
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A . Cociente de dos variables normales independientes.
Sean x1 ∼ N(µ2, σ1) y x2 ∼ N(µ2, σ2) dos variables aleatorias independientes cuyo
cociente y = x1/x2 tiene funcio´n de densidad dado por
f(y|µ1, µ2, σ1, σ2) = K1
σ22y
2 + σ21
1F1(1; 1/2; θ1(y)), −∞ < y <∞
donde
θ1(y) =
1
2σ21σ
2
2
(σ22µ1y + µ2σ
2
1)
2
σ22y
2 + σ21
≥ 0, y K1 = σ1σ2
pi
exp
{
−1
2
(
µ21
σ21
+
µ22
σ22
)}
.
Si µ1 = µ2 = 0 la funcio´n de densidad se reduce a una densidad Cauchy
f(y|σ1, σ2) = σ1σ2pi(σ22y2+σ21) ,−∞ < y < ∞, y si σ1 = σ2 corresponde a la densidad
Cauchy esta´ndar f(y) = 1/pi(y2 + 1).
B . Cociente de dos variables normales dependientes.
Sea el vector aleatorio x = (x1, x2) ∼ N2(µ,Σ), con
Σ =
(
σ21 σ1σ2ρ
σ1σ2ρ σ
2
2
)
, y ρ 6= 0. El cociente y = x1/x2 tiene funcio´n de densidad
dada por
f(y|µ1, µ2, σ1, σ2, ρ) = K2 2(1− ρ
2)σ21σ
2
2
σ22y
2 − 2ρσ1σ2y + σ21 1
F1(1; 1/2; θ2(y))
donde θ2(y) =
(−σ22µ1y+ρσ1σ2(µ2y+µ1)−µ2σ21)2
2σ21σ
2
2(1−ρ2)(σ22y2−2ρσ1σ2y+σ21) ≥ 0 y
K2 =
1
2piσ1σ2
√
1−ρ2
exp
{
−σ22µ11−2ρσ1σ2µ1µ2+µ22σ21
2(1−ρ2)σ21σ22
}
,
y 1F1 definida por 1F1(α, γ; z) =
∑∞
k=0
(α,k)
(γ,k)
. z
k
k!
, γ 6= 0,−1,−2, ... con los factoriales
ascendientes (α, k), o coeficientes de Pochhamer, definidos por (α, k) = α(α +
1)...(α+ k − 1) = Γ(α + k)/Γ(α) con (α, 0) = 1.
Si µ1 = µ2 = 0 y σ1, σ2 6= 1, se reduce a la distribucio´n Cauchy Ca(y|ξ, υ), con
ξ = ρσ1
σ2
y υ = σ1
σ2
√
1− ρ2; y si σ1 = σ2 = 1 (o iguales) la densidad de probabilidad
se reduce a f(y|ρ) =
√
1−ρ2
pi(1−2ρy+y2) .
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Debido a que suponemos µ = 0, la funcio´n de densidad de la variable aleatoria y es
f(y|λ, ρ) = 1
pi
λ
√
1− ρ2
λ2 − 2yρλ+ y2 , (5.7)
−∞ < y <∞, λ > 0, ρ ∈ (−1, 1)
donde λ = σ1
σ2
. La Ec.(5.7) es una densidad Cauchy, Ca(y|λρ, λ√1− ρ2), perteneciente a
la familia de densidades de localizacio´n y escala.
A lo largo de esta subseccio´n estudiamos los siguientes casos para λ = σ1
σ2
y ρ:
(i) Caso λ 6= 1 es desconocida y ρ conocido, el modelo se reduce a uno de un solo
para´metro.
(ii) Caso σ1 6= σ2 y adema´s desconocidos (λ es desconocida), entonces el modelo
mantiene ambos para´metros f(y|λ, ρ).
Una vez definidos los posibles casos, se procede a obtener las respectivas iniciales de
referencias y sus densidades predictivas. Recue´rdese que para el problema de prediccio´n,
elegiremos la funcio´n inicial cuya densidad predictiva cuente con adecuadas propiedades
de cobertura.
Primero comprobemos que el modelo cumple con la propiedad frecuentista de que
una nueva observacio´n pertenece al intervalo formado por dos observaciones previas. La
Tabla 5.6 muestram = 10 frecuencias correspondientes de n = 100000 muestras aleatorias
de taman˜o dos de Ca(y|λρ, λ
√
1− ρ2) para diferentes valores de λ y ρ. No´tese que los
resultados concuerdan con el Teorema 9 pues se aproximan al valor teo´rico de 1
3
.
λ ρ = −0.9 ρ = −0.5 ρ = −0.1 ρ = 0.1 ρ = 0.5 ρ = 0.9
0.5 0.3331 0.3332 0.3332 0.3331 0.3332 0.3332
(0.0013) (0.0014) (0.0013) (0.0013) (0.0020) (0.0011)
1 0.3337 0.3331 0.3335 0.3340 0.3334 0.3330
(0.0008) (0.0017) (0.0009) (0.0017) (0.0013) (0.0014)
5 0.3337 0.3323 0.3338 0.3343 0.3327 0.3331
(0.0012) (0.0012) (0.0020) (0.0010) (0.0010) (0.0013)
Tabla 5.6: Frecuencia con que una nueva observacio´n pertenece al intervalo
formado por dos observaciones previas. Valor medio (desviacio´n esta´ndar) de
m = 10 frecuencias correspondientes de n = 100000 muestras de taman˜o dos de
Ca(·|λρ, λ
√
1− ρ2). No´tese que el valor promedio se aproxima al valor teo´rico 13 .
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Caso λ desconocido y ρ conocido.
Este caso es un modelo de un solo para´metro y suponiendo normalidad asinto´tica de la
densidad final de λ, la funcio´n inicial de referencia es
pi(λ) ∝
√
i(λ) =
√
1
2λ2(1− ρ2) ∝
1
λ
.
donde i(λ) =
∫∞
−∞
∂2
∂λ
log f(y|λ)dy.
Sean dos observaciones y1 y y2, la densidad final sera´ proporcional a
pi(λ|y1, y2) ∝ λ
pi2(y21 + λ
2 − 2y1λρ)(y22 + λ2 − 2y2λρ)
y la constante de marginalizacio´n dada por
c =
∫ ∞
0
λ
pi2(y21 + λ
2 − 2y1λρ)(y22 + λ2 − 2y2λρ)
dλ
=
(y1 + y2)
√
1− ρ2 log
[
y21
y22
]
− 2(y2 − y1)ρ(pi + 2arcsin ρ)
2pi2(y1 − y2)
√
1− ρ2 ((y1 + y2)2 − 4y1y2ρ2)
.
La densidad predictiva es entonces
p(y|y1, y2) =
∫ ∞
0
f(y|λ)pi(λ|y1, y2)dλ.
La probabilidad requerida, bajo el supuesto de y1 < y2, es
Pr(y1 < y < y2|y1, y2) =
∫ y2
y1
p(y|y1, y2)dy.
El valor esperado en el muestreo de esta probabilidad sera´ aproximado nume´ricamente
y se espera que se aproxime al valor teo´rico de 1
3
, como se comprueba en la Tabla 5.7.
A la luz de los resultados nume´ricos puede concluirse que la funcio´n inicial λ−1 es la
adecuada para prediccio´n en este caso.
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λ\ρ 1
10
1
2
9
10
1/2 0.3331 0.3323 0.3336
(0.0017) (0.0011) (0.0013)
1 0.3340 0.3318 0.3335
(0.0016) (0.0011) (0.0015)
5 0.3322 0.3322 0.3322
(0.0010) (0.0013) (0.0012)
Tabla 5.7: Valor medio (desviacio´n esta´ndar) de la cobertura de probabilidad de
la densidad predictiva resultante de la funcio´n inicial pi(λ) ∝ λ−1. Aproximaciones
correspondientes de n = 10000 muestras aleatorias de taman˜o dos para diferentes
valores de λ y tres valores fijos de ρ. No´tese que la media muestral se aproxima a
1
3 .
Para´metros de escala desconocidos y distintos (λ desconocida)
Si ambos para´metros de escala son iguales pero desconocidos entonces λ = 1, este caso ha
sido estudiado en la subseccio´n anterior. Veamos entonces el caso cuando los para´metros
de escala son distintos y por tanto λ es desconocida.
El valor de la mediana en este modelo es λρ y puede comprobarse muy fa´cilmente que
la probabilidad acumulada hasta este punto es un medio,
∫ λρ
−∞
1
pi
λ
√
1− ρ2
λ2 − 2yρλ+ y2dy =
1
2
+
1
pi
arctan
(
y − λρ
λ
√
1− ρ2
)∣∣λρ
−∞ =
1
2
.
Puesto que nos interesa la mediana, usemos la siguiente parametrizacio´n
θ = λρ y ν = λ
√
1− ρ2,
de esta manera se tiene una densidad de probabilidad Ca(·|θ, ν) (modelo de localizacio´n-
escala).
Se sabe que la funcio´n inicial de referencia en este tipo de modelos, cuando la escala
o la localizacio´n es la cantidad de intere´s, es ν−1.
El modelo Cauchy ya ha sido estudiado en la Seccio´n 4.2 de esta Tesis y se ha de-
mostrado que la cobertura de probabilidad de la densidad predictiva resultante de la
inicial anterior es igual a un tercio. Dado que tenemos un caso similar, es de esperarse
que la densidad predictiva cuente con adecuadas propiedades de cobertura.
La inicial piθ(θ, ν) ∝ ν−1 expresada en los para´metros originales es
piθ(λ, ρ) = piθ(θ
−1(λ, ρ), ν−1(λ, ρ))|J |
=
1
1− ρ2
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con
J =
(
∂θ
∂λ
∂θ
∂ρ
∂ν
∂λ
∂ν
∂ρ
)
=
 ρ λ√
1− ρ2 − λ√
1−ρ2
 y |J | = λ√
1− ρ2 .
Dada piθ(α, ρ), la densidad final dadas dos observaciones tiene la siguiente forma
piθ(α, ρ|y1, y2) = 1
c
λ2
(y21 + λ
2 − 2y1λρ)(y22 + λ2 − 2y2λρ)
, y1 6= y2
con constante de marginalizacio´n igual a
c =
∫ ∞
0
λ
2pi2(y1 − y2)(y1y2 − λ2) log
(
(y1 − λ)2(y2 + λ)2
(y2 − λ)2(y1 + λ)2
)
dλ
con λ 6= |y1|, |y2|, y λ2 6= y1y2 (ρ ya ha sido integrado).
Consecuentemente, la densidad predictiva es,
p(y|y1, y2) = 1
c
∫ ∞
0
∫ 1
−1
λ3
√
1− ρ2 dρdλ
pi3(y2 + λ2 − 2yλρ)(y21 + λ2 − 2y1λρ)(y22 + λ2 − 2y2λρ)
de la que no se tiene una expresio´n anal´ıtica expl´ıcita.
La probabilidad requerida, suponiendo y1 < y2, es
Pr(y1 < y < y2|y1, y2) =
∫ y2
y1
p(y|y1, y2)dy.
Como se ha procedido anteriormente, el valor esperado en el muestreo de esta cober-
tura sera´ aproximado nume´ricamente,
Ey1,y2|λρ (Pr(y1 < y < y2|y1, y2)|y1, y2) ≈
1
n
n∑
i=1
Pr(y1i < y < y2i|y1i, y2i).
La Tabla 5.8 muestra las aproximaciones correspondientes de n = 100 muestras aleato-
rias de taman˜o dos para diferentes valores de λ y ρ. No´tese que la desviacio´n esta´ndar es
cercana a cero, lo que nos dice que el valor promedio debiera ser exacto a 1/3 pero no se
alcanza por los redondeos inherentes de la precisio´n nume´rica del ordenador.
Puede concluirse que una funcio´n inicial para prediccio´n en el modelo f(y|λ, ρ) es
pi(λ, ρ) ∝ 1
1− ρ2
que es la correspondiente de usar a la mediana como cantidad de intere´s.
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λ\ρ 1
10
1
2
9
10
1/2 0.3330 0.3330 0.3328
(≈ 0) (≈ 0) (3× 10−6)
1 0.3330 0.3328 0.3325
(≈ 0) (4× 10−6) (1× 10−5)
5 0.3329 0.3329 0.3323
(1× 10−6) (≈ 0) (9× 10−6)
Tabla 5.8: Valor medio (desviacio´n esta´ndar) de la cobertura de probabilidad de
la densidad predictiva p(·|y1, y2) correspondiente de n = 100 muestras aleatorias de
taman˜o dos. El valor medio se aproxima a un tercio.
La siguiente subseccio´n presenta el caso cuando λ 6= 1 desconocida y ρ conocido.
Conclusio´n del modelo f(·|λρ, λ
√
1− ρ2)
Se analiza el problema de encontrar una inicial de referencia para prediccio´n de una
funcio´n de dos observaciones binormales. La densidad de esta nueva funcio´n una densidad
Cauchy de la que se sabe que la inicial de referencia de la mediana (o la moda) produce
una densidad predictiva con cobertura frecuentista exacta (Seccio´n 4.2).
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Cata´logo de iniciales para prediccio´n
Iniciales objetivas para prediccio´n bajo hipo´tesis de cobertura
Modelo Para´metro/cantidad de intere´s Funcio´n inicial para prediccio´n
Ex(x|θ) θ pi(θ) ∝ 1
θ
Ca(x|µ, σ) µ pi(µ, σ) ∝ 1
σ
Mediana y moda
N(x|µ, σ) µ pi(µ, σ) ∝ 1
σ
Media, mediana y moda
LgN(x|µ, σ) φ3 = eµ piφ3(µ, σ) ∝ 1σ
Mediana
Un(0, θ) θ pi(θ) ∝ 1
θ
Un(θ − 1
2
, θ + 1
2
) θ pi(θ) ∝ Un(xmax − 12 , xmin + 12)
Ex(x|α, ϕ)
ϕ conocido α pi(α) ∝ 1
α, ϕ desconocidos φ = α + ϕ log 2 piφ(α, ϕ) ∝ 1ϕ
Tabla 5.9: Funciones iniciales de referencia para prediccio´n bajo hipo´tesis de cobertura
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Conclusiones y l´ıneas de
investigacio´n futuras
Conclusiones
1. Se ha visto que no existe una propuesta general de obtencio´n de iniciales objetivas
para prediccio´n. Nuestra propuesta es encontrar una inicial objetiva para prediccio´n
mediante el ana´lisis de referencia, basada en alguna funcio´n de los datos como can-
tidad de intere´s. En particular, para los modelos continuos univariados sugerimos
elegir la mediana de los datos, cuando exista o una aproximacio´n anal´ıtica a ella,
como cantidad de intere´s, puesto que a la luz de los modelos estudiados, la densidad
predictiva correspondiente tiene propiedades de cobertura adecuadas.
2. Cuando se trabaja con modelos no regulares de la forma descrita en las Secciones
4.5 y 4.6, el me´todo de obtencio´n de iniciales de referencia propuesto por Bernardo
(1979, 2005a), Berger y Bernardo (1992a) y Berger et al. (2009a) produce una
inicial de referencia cuya densidad predictiva cuenta con adecuadas propiedades de
cobertura. Recue´rdese que en el modelo Exponencial con dos para´metros, fue la
aproximacio´n nume´rica de la inicial de referencia de la mediana, como cantidad
de intere´s, la que produjo una densidad predictiva con cobertura de probabilidad
exacta.
3. Al inicio del Cap´ıtulo 1 se generaliza el resultado de Jeffreys para prediccio´n en el
modelo de localizacio´n y escala. Jeffreys propuso la inicial para prediccio´n en este
modelo y demostro´ que la probabilidad de tener una nueva observacio´n contenida
en el intervalo formado por dos observaciones previas es un tercio. Nosotros hemos
extendido este caso a ma´s de dos observaciones encontrando que la probabilidad de
que una nueva observacio´n se encuentra contenida en el intervalo formado por las
observaciones mı´nima y ma´xima es (n− 1)/(n+ 1) con n el taman˜o de muestra.
4. En casos multivariados, no esa´ claro como proceder, pues la mediana no esta´
definida. En esta situacio´n la propuesta es usar las propiedades de cobertura de la
densidad predictiva para elegir entre las posibles iniciales alternativas.
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L´ıneas de investigacio´n futuras
1. Una l´ınea de investigacio´n es la prediccio´n cuando se tiene un modelo de probabi-
lidad discreto. Se sabe que los teoremas de cubrimiento so´lo se aplican a variables
continuas, y en el l´ımite, deber´ıa ser aproximadamente cierto con modelos discre-
tos para muestras grandes. Se propone estudiar desde esta perspectiva el modelo
binomial.
2. Dentro del cap´ıtulo 5 se trabaja con detalle el caso del modelo normal Bivariado
con vector de medias conocido y elementos de la matriz de dispersio´n desconocidos
pero varianzas iguales. Falta considerar los casos donde {σ1, σ2, ρ} (σ1 6= σ2) son
desconocidos y el caso general donde todos los para´metros {µ1, µ2, σ1, σ2, ρ} son
desconocidos. La propuesta de obtencio´n de la funcio´n inicial objetiva adecuada
para prediccio´n en el primer caso ya se ha discutido brevemente en la Seccio´n 5.2.3,
por tanto, centraremos nuestra discusio´n en el segundo caso. Como es sabido, en los
modelos multidimensionales no es claro que valor pudiera tener la mediana; teniendo
un vector de medias parecer´ıa natural definir un vector de medianas. Nuestra
propuesta es analizar una coleccio´n de funciones iniciales objetivas y discriminar
entre ellas de acuerdo a las propiedades de cobertura de sus respectivas densidades
predictivas. Sugerimos las siguientes funciones iniciales:
• Iniciales de referencia No´tese que la matriz de informacio´n de Fisher no
depende de {µ1, µ2} y el lugar que tomen en cualquier ordenacio´n no afecta la
funcio´n inicial resultante. Entonces, so´lo se consideran las ordenaciones de los
tres para´metros restantes, que son los siguientes casos:
– Orden {µ1, µ2, σ1, σ2, ρ} y {σ1, σ2, ρ, µ1, µ2}, la inicial es
piRσ(µ1, µ2, σ1, σ2, ρ) ∝
√
1 + ρ2
σ1σ2(1− ρ2) .
– Orden {µ1, µ2, σ1, ρ, σ2} y {σ1, ρ, σ2, µ1, µ2}, la funcio´n inicial correspon-
diente es
piRσ∗(µ1, µ2, σ1, σ2, ρ) ∝
1
σ1σ2(1− ρ2)
√
2
2− ρ2 .
– Orden {µ1, µ2, ρ, σ1, σ2} y {ρ, σ1, σ2, µ1, µ2}, la funcio´n inicial correspon-
diente es
piRρ(µ1, µ2, σ1, σ2, ρ) ∝
1
σ1σ2(1− ρ2) . (5.8)
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Estas funciones iniciales son obtenidas siguiendo el algoritmo dado en Berger
y Bernardo (1992a) y estudiadas extensamente en Berger y Sun (2006, 2008).
La funcio´n inicial piRρ (5.8) fue propuesta por Lindley (1965) y es ampliamente
estudiada en Bayarri (1981).
• Funcio´n inicial de la regla general de Jeffreys.
La funcio´n inicial obtenida de aplicar la regla general de Jeffreys es
piJ(µ1, µ2, σ1, σ2, ρ) ∝
√
det Iθ
∝ 1
σ21σ
2
2(1− ρ2)2
.
• Funcio´n inicial para prediccio´n propuesta por Geisser (1993).
Geisser (1993, cap. 9) propone una funcio´n inicial para prediccio´n en el modelo
Nd(x|µ,Σ) que es piG(µ,Σ−1) ∝ |Σ|−(d+1)/2. En nuestro (d = 2) caso la funcio´n
inicial es
piG(µ1, µ2, σ1, σ2, ρ) ∝ |Σ|−(d+1)/2 = 1
σ31σ
3
2(1− ρ2)3/2
Las densidades finales basadas en las funciones iniciales anteriores son propias
cuando se tienen n ≥ 3 observaciones. Por tanto encontrar un resultado similar
al del Teorema 10 junto con el resultado obtenido en la seccio´n 5.1 pero extenderlo
a tres observaciones. Es decir, dadas tres observaciones {x1,x2,x3} provenientes
de N2(x|µ,Σ), y una nueva observacio´n x = {x1, x2}, la probabilidad
Pr(x ∈ xmin × xmax|µ,Σ) =
∫
xmin×xmax
f(x|µ,Σ)dx ≈ 1
22
h(ρ)
donde
xmin × xmax = {(x1, x2) : xmin 1 < x1 < xmax 1, xmin 2 < x2 < xmax 2},
con xmin = min{x11, x21, x31}, xmax = max{x12, x22, x32}. En otras palabras, la
probabilidad de que una nueva observacio´n x se encuentre contenido en el recta´ngulo
formado por las coordenadas mı´nima y ma´xima de x1 = (x11, x12), x2 = (x21, x22),
x3 = (x31, x32), y esto deber´ıa de ser cercano a
h(ρ)
22
. Se espera que las coberturas de
las densidades resultantes de cada una de las iniciales alternativas debe aproximarse
al resultado frecuentista anterior.
3. Modelo del cociente de variables normales. Como ejemplo de prediccio´n de
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una funcio´n de dos observaciones binormales se estudia el problema del cociente de
sus diferencias que se reduce a un problema de una sola variable cuya densidad es
Ca(y|λρ, λ
√
1− ρ2).
Bajo el supuesto de que se conoce el para´metro λ el modelo se reduce a uno de un
solo para´metro, del cual es fa´cil obtener su inicial de referencia. Para dos obser-
vaciones sus densidades final y predictiva esta´n bien definidas y se debe aproximar
el valor esperado de la cobertura Pr(y1 < y < y2|y1, y2) con y1 < y2. Debido a su
lenta convergencia hacia el valor teo´rico 1
3
es necesario mejorar el algoritmo para
encontrar resultados concluyentes.
4. Regresio´n lineal simple. El modelo de regresio´n lineal simple donde yi ∼
N(α + βx, σ) con mediana E(y|x) = α + βx. Si definimos como cantidad de in-
tere´s a φ = α + βx, debemos obtener su inicial correspondiente y dadas dos ob-
servaciones, comprobar si la cobertura de probabilidad de la densidad predictiva
resultante Pr(y1 < y < y2|y1, y2) se aproxima al valor teo´rico 13 para y1 < y2 con
y1, y2 ∼ N(α + βx, σ).
5. Right Haar. El trabajo de Severini, Mukerjee y Ghosh (2002) exploran la propie-
dad de cobertura consistente de regiones Bayesianas invariantes, es decir, regiones
Bayesianas resultantes de usar una inicial invariante. Trabajan con la inicial de
Haar por la derecha y estudian tres interesantes ejemplos, uno de ellos es el del
ana´lisis de varianza. Otra l´ınea de investigacio´n que proponemos es probar las pro-
piedades de cobertura frecuentista de la densidad predictiva resultante de usar esta
inicial en el ana´lisis de varianza.
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Ape´ndice A
Modelo Log-Normal
La densidad final no es propia cuando la media (moda) es la cantidad de intere´s y
so´lo se tienen n = 2 observaciones.
A continuacio´n demostraremos que la densidad final de referencia cuando la media (o la
moda) es la cantidad de intere´s no es propia en el caso de tener solo dos observaciones.
Trabajaremos con detalle el caso de la media y se omitira´ el desarrollo de la moda
por ser similar. Para simplificar la exposicio´n se usara´ la notacio´n φ en lugar de φ1.
Conside´rese dos observaciones aleatorias x y y con distribucio´n Log Normal LgN(·|µ, σ)
y sea la cantidad de intere´s φ(µ, σ) = E(x|µ, σ) = exp(µ + σ2
2
) con inicial de referencia
dada por piφ(µ, σ) ∝
√
1 + 2
σ2
.
La densidad final es proporcional a
piφ(µ, σ|x, y) ∝ 1
xy2pi
√
1 +
2
σ2
1
σ2
exp
{
− 1
2σ2
(
(log x− µ)2 + (log y − µ)2)} ,
y se desea verificar si es propia o no. Sea c la constante de marginalizacio´n
c =
1
xy2pi
∫ ∞
−∞
√
1 + 2
σ2
σ2
∫ ∞
0
exp
{
− 1
2σ2
(
(log x− µ)2 + (log y − µ)2)} dµdσ
que debe integrarse sobre los dominios de µ y σ.
No´tese que el te´rmino del exponente es de la forma A(x− α)2 +B(x− β)2 al cual se
le puede aplicar la siguiente identidad
A(x− α)2 +B(x− β)2 = (A+B)(x−m)2 + AB
A+B
(α− β)2,
donde m = aα+bβ
A+B
.
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Entonces, la constante de marginalizacio´n se reduce a
c =
1
xy2pi
∫ ∞
0
1
σ2
√
1 +
2
σ2
exp
{
− 1
4σ2
(
log
x
y
)2}∫ ∞
−∞
e−
(µ−m)2
σ2 dµdσ
con m = log
√
xy.
Observe´se que el integrando del extremo derecho corresponde al kernel de una densi-
dad normal para µ, i.e., µ ∼ N(µ|m,σ/√2). Por lo que la constante se reduce a
c =
1
xy2
√
pi
∫ ∞
0
1
σ
√
1 +
2
σ2
e−
1
4σ2
(log xy )
2
dσ
=
1
xy2
√
pi
∫ ∞
0
√
2 + σ2
σ2
e−
1
4σ2
(log xy )
2
dσ.
No´tese nuevamente, que el integrando es el kernel de la ra´ız cuadrada de la densidad Gama
inversa (squared-root inverted-Gamma) para σ, es decir, σ ∼ Ga−1/2
(
σ|1
2
, 1
4
log2
(
x
y
))
.
Entonces, la constante es ahora
c =
1
xy2| log x
y
|Eσ[
√
2 + σ2],
donde Eσ[
√
2 + σ2] es el valor esperado de la funcio´n
√
2 + σ2 con
σ ∼ Ga−1/2
(
σ|1
2
, 1
4
log2
(
x
y
))
.
Recordemos el siguiente hecho: una observacio´n aleatoria continua w tiene funcio´n de
densidad Ga−1/2(w|α, β) si v = 1
w2
tiene una densidad Ga(v|α, β).
Entonces, el valor esperado requerido puede expresarse en te´rminos de una nueva
variable ν = 1
σ2
como se detalla a continuacio´n,
Eσ[
√
2 + σ2] = c2
∫ ∞
0
√
2 + σ2σ−2 exp
{
− 1
4σ2
log2
x
y
}
dσ
= c2
∫ ∞
0
√
2 +
1
ν
ν exp{−ν
4
log2
x
y
}| − 1
2ν3/2
|dν
=
c2
2
∫ ∞
0
√
2 +
1
ν
√
1
ν
exp{−ν
4
log2
x
y
}dν
= Eν
[√
2 +
1
ν
]
con σ = 1√
ν
, dσ = − 1
2ν3/2
y constante de marginalizacio´n c2 =
| log x/y|√
pi
.
Ahora se tiene que ν ∼ Ga(ν|1
2
, 1
4
log2 x
y
) y el siguiente paso es verificar la existencia
de la esperanza Eν(
√
2 + 1/ν).
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Considere una variable aleatoria z proveniente de una distribucio´nGama, z ∼ Ga(z|α, β),
y las dos funciones siguientes
f(z) =
√
2 + 1/z y g(z) = z−1/2.
Puede verificarse fa´cilmente que
g(z) =
1√
z
<
√
2 +
1
z
= f(z), ∀z > 0.
Obtengamos el valor esperado de g(z), que es igual a
Ez[z
−1/2|α, β] = β
α
Γ(α)
∫ ∞
0
z−1/2zα−1 exp{−βz}dz =
√
βΓ(α− 1/2)
Γ(α)
la cual esta´ definida si y so´lo si α > 1
2
.
Usemos ahora la prueba de comparacio´n de convergencia para integrales,
Ez[f(z)|α, β] =
∫ ∞
0
√
2 +
1
z
zα−1e−βzdz >
∫ ∞
0
1√
z
zα−1e−βzdz = Ez[g(z)|α, β].
No´tese que si α = 1/2, Ez[g(z)|α, β] diverge por tanto Ez[f(z)|α, β] tambie´n.
Recordemos que el valor esperado requerido es Eν [
√
2 + 1
ν
|1
2
, 1
4
log2 x
y
] el cual no esta´
definido dado que el valor de para´metro α es 1/2.
Por tanto la constante c de marginalizacio´n de la densidad final pi(µ, α|x, y) diverge.
Hemos demostrado que la densidad final pi(µ, α|x, y) no existe cuando la media es la
cantidad de intere´s con solo dos observaciones. La demostracio´n es ana´loga para el caso
de la moda como cantidad de intere´s.
A continuacio´n obtengamos el valor de la constante de marginalizacio´n cuando se
tiene una muestra aleatoria x = {x1, ..., xn} con taman˜o de muestra n > 2,
c =
(
1
2pi
)n
2
n∏
i=1
x−1i
∫ ∞
−∞
∫ ∞
0
σ−n
√
1 +
2
σ2
exp
{
− 1
2σ2
(
n∑
i=1
log xi − x)2
}
dµdσ
donde el elemento del exponente puede expresarse como
n∑
i=1
log(xi − x)2 = ns2 + n(x− µ)2
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con s2 =
∑n
i=1(log x1−x)2
n
y x = n−1
∑n
i=1 log xi. Entonces,
c =
(
1
2pi
)n
2
n∏
i=1
x−1i
∫ ∞
−∞
σ−(n+1)
√
2 + σ2e−
ns2
2σ2
∫ ∞
0
exp
{
−n(x− µ)
2
2σ2
}
dµdσ.
No´tese que el integrando del extremo derecho corresponde al kernel de una densidad
Normal N(µ|x, σ/√n). Por tanto c se reduce a la siguiente expresio´n,
c =
(
1
2pi
)n−1
2 1√
n
∏n
i=1 xi
∫ ∞
0
√
2 + σ2σ−n exp{−ns
2
2σ2
}dσ.
Nuevamente, ve´ase que el integrando puede identificarse como el valor esperado de√
2 + σ2 cuando σ proviene de la ra´ız cuadrada de la distribucio´n Gama inversa (squared-
root inverted-Gamma), i.e., σ ∼ Ga−1/2(σ|n−1
2
, ns
2
2
) y recue´rdese que para que esta es-
peranza este´ definida es necesario que n−1
2
> 1
2
, i.e., n > 2.
Un resultado similar se obtiene cuando el para´metro de intere´s es la moda
Mo(x|µ, σ) = eµ−σ2 .
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Ape´ndice B
Modelo Exponencial con dos
para´metros.
En este ape´ndice se incluyen los siguientes desarrollos:
• Aproximacio´n nume´rica de la inicial de referencia piφ(φ, ϕ) cuando φ (mediana) es
la cantidad de intere´s.
– Aproximacio´n nume´rica de pi(ϕ|φ).
– Modelo integrado con un solo para´metro p(x|φ).
– Aproximacio´n nume´rica de la inicial pi(φ).
• Funcio´n de densidad predictiva pia(α, ϕ) y expresio´n de la probabilidad requerida
Pr(x(1) < x < x(n)|x), para n = 2 y n > 2 observaciones aleatorias.
• Obtencio´n de la inicial de referencia piϕ(α, ϕ) cuando ϕ (para´metro de escala) es la
cantidad de intere´s.
– Obtencio´n de pi(α|ϕ).
– Modelo integrado con un solo para´metro pi(x|ϕ).
– Inicial de referencia pi(ϕ) del modelo integrado pi(·|ϕ).
Las aproximaciones nume´ricas de las funciones iniciales de referencia seguira´n el
pseudo co´digo descrito en la subseccio´n 2.3.1.
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B.1. Aproximacio´n nume´rica de la funcio´n inicial de referencia piφ(φ, ϕ)
cuando φ (mediana) es la cantidad de intere´s.
El modelo Exponencial con dos para´metros Ex(x|α, ϕ) expresado en te´rminos de la me-
diana φ ≡ φ(α, ϕ) = α+ tϕ y ϕ, con t = log(2) es
Ex(x|φ, ϕ) = e
−t
ϕ
e−(x−φ)/ϕ, ϕ > 0, φ− tϕ < x.
No´tese que el espacio parame´trico es definido por
ϕ > max{φ− x
t
, 0} y φ− tϕ < x.
Apliquemos nuevamente el algoritmo de obtencio´n de iniciales de manera recursiva:
para un valor fijo de φ obtener pi(ϕ|φ), luego obtener el modelo integrado de un solo
para´metro p(x|φ) y aplicar nuevamente el algoritmo para obtener pi(φ).
B.1.1. Aproximacio´n nume´rica de la funcio´n inicial de referencia pi(ϕ|φ)
Aplicando el pseudo co´digo de obtencio´n de iniciales dado en la subseccio´n 2.3.1 la Figura
4.3 (Cap. 4) muestra que las aproximaciones nume´ricas de pi(ϕ|φ) se ajustan a la funcio´n
ϕ−1.
La Figura 4.3 muestra 20 valores de ϕ en un rango de e−3 a e3 uniformemente log-
espaciados y reescalados tal que pi(1|φ) ∝ 1. Cada aproximacio´n fue calculada con n = 500
muestras aleatorias de taman˜o k = 50.
B.1.2. Obtencio´n del modelo integrado con un solo para´metro p(x|φ)
Dado que la inicial pi(ϕ|φ) ∝ ϕ−1 es impropia, es necesario definir una secuencia creciente
de intervalos cerrados de la forma {ϕ ∈ [i−1, i]} con i > 0, de tal forma que
pi(ϕ|φ) = 1
2 log(i)ϕ
, ϕ ∈ [i−1, i].
Por tanto, el modelo integrado tendra´ la siguiente forma
pi(x|φ) = e
−t
2 log(i)
∫
S
1
ϕ2
exp
{
−x− φ
ϕ
}
dϕ
con S = {ϕ : ϕ ∈ (max{φ−x
ϕ
, i−1}, i]}. No´tese que ϕ estara´ acotada inferiormente por
max{φ−x
ϕ
, i−1} al supuesto i−1 > 0, y estara´ acotada superiormente por i. Entonces la
densidad pi(x|φ) constara´ de los siguientes dos casos:
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• Si φ−x
t
< ϕ ≤ i,
pi(x|φ) = e
−te−(x−φ)/i − 1
2 log(i)(x− φ) , φ− ti ≤ x < φ− t/i
• Si i−1 ≤ x ≤ i,
pi(x|φ) = e
−t(e−(x−φ)/i − e−i(x−φ))
2 log(i)(x− φ) , φ− t/i ≤ x <∞.
Finalmente la densidad queda expresada como
pi(x|φ) = 1
2 log(i)(x− φ)

e−te−(x−φ)/i − 1 φ− ti ≤ x < φ− t/i
e−t(e−(x−φ)/i − e−i(x−φ)) φ− t/i ≤ x <∞.
Es fa´cil ver que pi(x|φ) integra a uno en Xi
1 =
∫
Xi
pi(x|φ)dx =
∫ φ−t/i
φ−ti
pi(x|φ)dx+
∫ ∞
φ−t/i
pi(x|φ)dx
=
1
2 log i
e−t
{
Ei[t/i2]− Ei[t] + 2et log i+ Ei[t]− Ei[t/i2]} = 2 log i
2 log i
donde Ei[a] es la funcio´n integral exponencial Ei[a] = − ∫∞−a e−tt dt.
La funcio´n de distribucio´n acumulada esta´ dada por
Pi(x < X|φ) =

e−t
2 log(i)
(
Γ[0,−t]− Γ[0, x−φ
i
]− et log φ−x
it
)
,
φ− ti ≤ x < φ− t
i
1 +
e−t(Ei[−x+φi ]−Ei[i(φ−x)])
2 log(i)
,
φ− t/i ≤ x <∞.
donde Γ[a, b] es la funcio´n incompleta Gamma Γ[a, b] =
∫∞
b
ta−1e−tdt.
El valor esperado y la varianza son, respectivamente,
E(x|φ) = φ− (−1 + i
2) (−1 + t)
2i log(i)
,
Var(x|φ) = log(i)(2 + t(t− 2))(i
4 − 1)− (i2 − 1)2(t− 1)2
4i2(log(i))2
.
Para ver el comportamiento del modelo pi(x|φ) se han simulado n = 5000 observa-
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ciones aleatorias con φ = 2 y i = 3 cuyo histograma puede verse en la Figura B.1 junto
con la funcio´n de densidad teo´rica pi(·|φ) (l´ınea continua). La esperanza y varianza son,
respectivamente, 2.37241 y 2.07452.
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Figura B.1: Histograma y funcio´n de densidad teo´rica del modelo pi(x|φ), co-
rrespondiente de n = 5000 muestras aleatorias con i = 3 y φ = 2.
B.1.3. Aproximacio´n nume´rica de la funcio´n inicial pi(φ)
Una vez obtenido el modelo integrado con un solo para´metro, la inicial de referencia pi(φ)
sera´ aproximada con el pseudo co´digo de obtencio´n dado en la subseccio´n 2.3.1.
La Figura 4.4 (Cap. 4) muestra que la aproximacio´n nume´rica de pii(φ) es constante,
por tanto puede suponerse que pii(φ) ∝ 1.
La Figura 4.4 muestra las aproximaciones de pi(φ) de cuarenta valores de φ en un
rango de −10 a 10 uniformemente espaciados y re-escalados para que pi(1) = 1. Cada
valor corresponde de n = 1000 muestras aleatorias de taman˜o k = 50 con i = 3.
B.2. Obtencio´n de la funcio´n de densidad predictiva resultante de la inicial
pia(α, ϕ). Expresio´n de la probabilidad requerida Pr(x(1) < x < x(n)|x),
para n ≥ 2 observaciones aleatorias.
Para obtener las densidades final y predictiva, se utilizara´ la siguiente expresio´n general
de la funcio´n inicial pi(α, ϕ) ∝ ϕ−a con a > 0.
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B.2.1. Dos observaciones
Sean dos observaciones aleatorias x1 and x2 con funcio´n de densidad Ex(·|α, ϕ) y supo´ngase
que x1 < x2. La densidad final sera´
pi(α, ϕ|x1, x2) = c−1a
1
ϕ2
exp
{
−x1 + x2 − 2α
ϕ
}
, α < x1, ϕ > 0;
con constante de marginalizacio´n dada por
ca =
∫ x1
−∞
∫ ∞
0
1
ϕ2
e−
x1+x2−2α
ϕ dϕdα.
Calculemos el valor de ca. No´tese que ϕ tiene una densidad de probabilidad Gamma
inversa, es decir, ϕ ∼ Ga−1(·|a+ 1, x1 + x2 − 2α).
Entonces, la constante ca se reduce a
ca = Γ(a+ 1)
∫ x1
∞
(x1 + x2 − 2α)a+1dα = Γ(a+ 1)
(
1
2a(x1 + x2 − 2α)a
) ∣∣x1
−∞
=
Γ(a+ 1)
2a(x2 − x1)a .
Para la obtencio´n de la densidad predictiva el rango de valores de α debe considerar el
valor de la nueva observacio´n, es decir, −∞ < α < min{x, x1}. Entonces la densidad
predictiva es la siguiente
p(x|x1, x2) = c−1a
∫ min{x,x1}
−∞
∫ ∞
0
1
ϕa+3
e−
x1+x2+x−3α
ϕ dϕdα.
No´tese que el integrando del extremo derecho corresponde al kernel de una densidad
Ga−1(·|a+ 2, x1 + x2 + x− 3α) para ϕ. Por tanto, la densidad predictiva se reduce a
p(x|x1, x2) = c−1a Γ(a+ 2)
∫ min{x,x1}
−∞
(x1 + x2 + x− 3α)−(a+2)dα
=
Γ(a+ 2)
3ca(a+ 1)
(x1 + x2 + x− 3min{x, x1})−(a+1)
=
Γ(a+ 2)
3ca(a+ 1)

(x1 + x2 − 2x)−(a+1) x < x1
(x2 + x− 2x1)−(a+1) x > x1.
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Finalmente, sustituyendo el valor de ca, resulta
p(x|x1, x2) = 2
3
a(x2 − x1)a

(x1 + x2 − 2x)−(a+1) x < x1
(x2 + x− 2x1)−(a+1) x > x1.
B.2.2. Ma´s de dos observaciones
Sea {x1, ..., xn} una muestra aleatoria de Ex(·|α, ϕ) y utilicemos la expresio´n general de
la previa dada por pi(α, ϕ) ∝ ϕ−a. Entonces la densidad final es proporcional a
pi(α, ϕ|x) ∝ 1
ϕn+a
exp
{
−t− nϕ
ϕ
}
−∞ < α < x(1), ϕ > 0,
con t =
∑n
i=1 xi y x(1) = min{x1, ..., xn}.
La constante de marginalizacio´n viene dada por
c =
∫ x(1)
∞
∫ ∞
0
1
ϕn+a
exp{−t− nϕ
ϕ
}dϕdα
puede notarse que ϕ ∼ Ga−1(ϕ|n+ a− 1, t− nα). Por lo tanto c es
c = Γ(n+ a− 1)
∫ x(1)
∞
(t− nα)−(n+a−1)dα = Γ(n+ a− 1)
n(n+ a− 2)(t− nα)
−(n+a−2)∣∣x(1)
−∞
=
Γ(n+ a− 1)
n(n+ a− 2)(t− nx(1))
−(n+a−2).
A continuacio´n obtengamos la densidad predictiva
p(x|x) = 1
c
∫ min{x,x1}
−∞
∫ ∞
0
1
ϕn+a+1
exp
{
−t+ x− (n+ 1)α
ϕ
}
dϕdα.
Nuevamente, no´tese que el integrando del extremo derecho corresponde al kernel de
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una densidad Ga−1(ϕ|n+ a, t+ n− (n+ 1)α) para ϕ, por lo que se reduce a
p(x|x) = Γ(n+ a)
c
∫ min{x,x1}
−∞
(t+ x− (n+ 1)α)−(n+a)dα
=
Γ(n+ a)
c
1
(n+ 1)(n+ a− 1)(t+ x− (n+ 1)α)
−(n+a−1)∣∣min{x,x1}
−∞
=
Γ(n+ a)
c
(t+ x− (n+ 1)min{x, x1})−(n+a−1)
(n+ 1)(n+ a− 1)
=
Γ(n+ a)
c(n+ 1)(n+ a− 1)

(t− nx)−(n+a−1) x < x(1)
(t+ x− (n+ 1)x(1)) x > x(1)
Finalmente, sustituyendo el valor de c, la densidad predictiva es igual a
p(x|x) = n(n+ a− 2)(t− nx(1))
n+a−2
n+ 1
×

(t− nx)−(n+a−1) x < x(1),
(t+ x− (n+ 1)x(1))−(n+a−1) x > x(1).
Nuestro intere´s se centra en a probabilidad Pr(x(1) < x < x(n)|x) que es la siguiente
Pr(x(1) < x < x(n)|x) =
n(n+ a− 2)(t− nx(1))n+a−2
n+ 1
×
∫ x(n)
x(1)
(t+ x− (n+ 1)x(1))−(n+a−1)dx
=
n(n+ a− 2)(t− nx(1))n+a−2
(n+ 1)(n+ a− 2)
× ((t− nx(1))−(n+a−2) − (t+ x(n) − (n+ 1)x(1))−(n+a−2))
=
n
n+ 1
(
1−
(
t− nx(1)
t+ x(n) − (n+ 1)x(1)
)n+a−2)
como puede verse es una funcio´n que depende de los datos y de a.
B.3. Obtencio´n de la inicial de referencia piϕ(α, ϕ) cuando ϕ (para´metro de
escala) es la cantidad de intere´s.
Para obtener la inicial de referencia piϕ(α, ϕ), aplicaremos recursivamente el algoritmo de
obtencio´n de la siguiente manera:
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Fijar ϕ para obtener la previa condicional pi(α|ϕ), luego obtener el modelo integrado
p(x|ϕ) =
∫
Λ
Ex(x|α, ϕ)pi(α|ϕ)dα
y volver a aplicar el algoritmo para obtener pi(ϕ).
B.3.1. Obtencio´n de pi(α|ϕ).
Desde que se fija ϕ, este modelo se convierte en uno que depende solamente de α. La
obtencio´n de pi(α|ϕ) es esencialmente la misma a la dada en la subsubseccio´n 4.5.3 para
pi(α) cuando ϕ = 1.
B.3.2. Modelo integrado con un solo para´metro pi(x|ϕ)
Desde que pi(α|ϕ) ∝ 1 es impropia, sera´ necesario acotarla en una secuencia creciente de
intervalos del espacio parame´trico de α dado por
Λi = {α : α ∈ (−i, i), i 6= 0}
tal que pii(α|ϕ) sera´ propia. Entonces pii(α|ϕ) queda expresada como
pii(α|θ) =

1
2i
−i < α < i
0 en otro caso
.
De esta manera el modelo integrado con un solo para´metro pi(·|ϕ) estara´ definido como
pi(x|ϕ) =
∫
S
Ex(x|α, ϕ)pii(α|ϕ)dα
con
S = {α : α ∈ (−i, i)
⋂
(−∞, x)},
que sera´ el espacio parame´trico de α y para el que no solamente las condiciones de pii(·)
deben de considerarse, si no tambie´n las condiciones del modelo sobre el para´metro, es
decir, −∞ < α < x.
As´ı, entonces S es la interseccio´n de ambos intervalos, y pi(·|ϕ) esta´ definida en los
siguiente casos:
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• Si i ≤ x entonces −i < α < i,∫ i
−i
Ex(x|α, ϕ)pii(α|ϕ)dα = 1
2iϕ
∫ i
−i
e−(x−α)/ϕdα
=
1
2i
(
e−(x−i)/ϕ − e−(x+i)/ϕ) .
• Si i > x > −i entonces −i < α < x,∫ x
−i
Ex(x|α, ϕ)pii(α|ϕ)dα = 1
2iϕ
∫ i
−i
e−(x−α)/ϕdα
=
1
2i
(1− e−(x+i)/ϕ).
No´tese que en el caso x < i, x se encuentra acotada inferiormente por −i, puesto
que es la cota inferior de la inicial pii(·|α) cuando α ∈ (−i, i).
Finalmente, el modelo integrado se resume como:
pi(x|ϕ) = 1
2i

e−(x−i)/ϕ − e−(x+i)/ϕ i ≤ x <∞
1− e−(x+i)/ϕ −i < x < i.
. (B.1)
Puede demostrarse muy fa´cilmente que pi(·|ϕ) integra a uno en el espacio parame´trico
Xi: ∫
X
pi(x|ϕ)dx = 1
2i
∫ ∞
i
(e−(x−i)/ϕ − e−(x+i)/ϕ) + 1− 1
2i
∫ i
−i
e−(x+i)/ϕdx
=
ϕ
2i
(1− e−2i/ϕ) + 1 + ϕ
2i
(e−2i/ϕ − 1) = 1.
La obtencio´n de la funcio´n de distribucio´n acumulada tambie´n dividirse en dos casos:
• Si i ≤ x, entonces
Pr(x < X|ϕ) = 1
2i
∫ i
−i
(1− e−(t+i)/ϕ)dt+ 1
2i
∫ x
i
(e−(t−i)/ϕ − e−(t+i)/ϕ)dt
= 1 +
ϕ
2i
(e−2i/ϕ − 1) + ϕ
2i
(
1− e−(x−i)/ϕ + e−(x+i)/ϕ − e−2i/ϕ)
= 1 +
ϕ
2i
(
e−(x+i)/ϕ − e−(x−i)/ϕ) .
• Si −i < x < i, entonces
Pr(x < X|ϕ) = 1
2i
∫ x
−i
(1− e−(t+i)/ϕ)dt = 1
2i
(
x+ i+ ϕ(e−(x+i)/ϕ − 1)) .
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Por lo tanto,
Pr(x < X|ϕ) =

1 + ϕ
2i
(
e−(x+i)/ϕ − e−(x−i)/ϕ) i ≤ x
1
2i
(
x+ i+ ϕ(e−(x+i)/ϕ − 1)) −i < x < i.
La media y la varianza tambie´n pueden obtenerse. Algunos de los ca´lculos se han omitido.
Ex|ϕ(x|ϕ) =
∫ ∞
i
x
2i
(e−(x−i)/ϕ − e−(x+i)/ϕ)dx+
∫ i
−i
x
2i
(1− e−(x+i)/ϕ)dx
=
ϕ(i+ ϕ)
2i
(1− e−2i/ϕ) + ϕ
2i
(
(i+ ϕ)e−2i/ϕ + i− ϕ)
= ϕ,
y el valor esperado de x2, que nos ayudara´ para calcular la varianza, es
Ex|ϕ(x2|ϕ) =
∫ ∞
i
x2
2i
(e−(x−i)/ϕ − e−(x+i)/ϕ)dx+
∫ i
−i
x2
2i
(1− e−(x+i)/ϕ)dx
= I1 + I2
evaluando cada una de las integrales I1 e I2 se tiene que
I1 =
ϕ
2i
(1− e−2i/ϕ)(i2 + 2iϕ+ 2ϕ2),
I2 =
i3
3i
− ϕ
2i
(
e−2i/ϕ(−i2 − 2ϕi− 2ϕ2) + i2 − 2iϕ+ 2ϕ2) .
Entonces Ex|ϕ(x2|ϕ) = i23 + 2ϕ2, y la varianza es
Var(x|ϕ) = Ex|ϕ(x2|ϕ)− ϕ2 = i
2
3
+ ϕ2.
Finalmente, simularemos observaciones aleatorias del modelo integrado con un solo
para´metro y as´ı para poder ver su comportamiento.
La Figura B.2 muestra el histograma correspondiente de n = 10000 observaciones, con
i = 2 y ϕ = 1/5, la l´ınea cont´ınua corresponde a la densidad teo´rica. Adicionalmente, el
valor esperado es 1
5
y la varianza es 103
75
.
B.3.3. Obtencio´n de la funcio´n inicial de referencia pi(ϕ) del modelo integrado
pi(·|ϕ)
Habiendo obtenido el modelo integrado con un para´metro pi(·|ϕ) en la seccio´n B.3.2 en
este Ape´ndice, obtengamos la inicial de referencia para ϕ.
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Figura B.2: Histograma correspondiente de n = 10000 observaciones simuladas
del modelo integrado con un para´metro pi(x|ϕ), con i = 2, ϕ = 1/5. La l´ınea
cont´ınua corresponde a la funcio´n de densidad teo´rica.
La inicial pi(ϕ) sera´ aproximada usando el me´todo nume´rico de obtencio´n de previas
dado en la subseccio´n 2.3.1. y puede verse en la Figura B.3 las aproximaciones de pi(ϕ)
para veinte valores de ϕ en un rango de e−3 a e3, uniformemente log-espaciados y re-
escalados para que pi(1) = 1. Por cada valor de ϕ se simularon n = 5000 de muestras de
taman˜o k = 300 con i = 2. La l´ınea cont´ınua corresponde a ϕ−1, de esta forma podemos
deducir que la inicial buscada es proporcional a ϕ−1.
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Figura B.3: Aproximacio´n nume´rica de la funcio´n inicial de referencia pi(ϕ),
proveniente de 20 valores de ϕ en (e−3, e3) uniformemente log-espaciodos y re-
escalados para que pi(1) = 1. Cada punto fue calculado con n = 5000 muestras
aleatorias de taman˜o k = 300 y valor i = 2. La l´ınea cont´ınua corresponde a
pi(ϕ) ∝ ϕ−1.
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Ape´ndice C
Modelo normal Bivariado.
Dentro de este ape´ndice, se desarrollan la obtenciones de las densidades final y predictiva
de cada una de las iniciales sugeridas en la subseccio´n 5.2.2, tambie´n se analizan las
funciones g y k.
Supo´ngase el modelo normal bivariado N2(x|0,Σ), con Σ = σ2
(
1 ρ
ρ 1
)
, σ y ρ
desconocidos, vector de medias µ = 0 conocido.
C.1. Densidades final y predictiva de la inicial de referencia piρ.
Suponga la inicial
piρ(ρ, σ) ∝ 1
σ(1− ρ2) .
Dadas dos observaciones x1 y x2, la densidad final es proporcional a
piρ(ρ, σ|x1,x2) ∝ σ
−5(1− ρ2)−2
(2pi)2
exp
{
− 1
2σ2(1− ρ2)(s·1 + s·2 − 2ρs12)
}
donde s·1 = x11 + x21, s·2 = x12 + x22 y s12 = x11x12 + x21x22.
El valor de la constante marginalizacio´n es
cρ =
∫ 1
−1
∫ ∞
0
σ−5(1− ρ2)−2
(2pi)2
exp
{
− 1
2σ2(1− ρ2)(s·1 + s·2 − 2ρs12)
}
dσdρ
donde puede identificarse en la funcio´n exponencial el kernel de la ra´ız cuadrada de la
densidad Gamma inversa Ga−1/2 para σ, i.e., σ ∼ Ga−1/2
(
σ|2, s·1+s·2−2ρs12
2(1−ρ2)
)
. Por lo que
cρ ahora es
cρ =
1
4pi2
Γ(2)
2
1
s212
∫ 1
−1
1
(g − ρ)2dρ =
1
4pi2
1
s212
1
g2 − 1
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donde
g ≡ g(s·1, s·2, s12) = s·1 + s·2
2s12
es una funcio´n de x1 y x2.
La constante cρ esta´ definida si |g| > 1, ve´ase la Seccio´n C.3 de este ape´ndice.
La densidad predictiva puede obtenerse fa´cilmente,
pρ(x|x1,x2) = 1
cρ4pi2
∫ 1
−1
∫ ∞
0
1
σ7(1− ρ2)5/2 e
− s·1+s·2+x
2
1+x
2
2−2ρ(s12+x1x2)
2σ2(1−ρ2) dσdρ,
donde puede identificarse nuevamente el kernel de la ra´ız cuadrada de la densidad Gamma
inversa para el para´metro σ, i.e.,
σ ∼ Ga−1/2
(
σ|3, s·1 + s·2 + x
2
1 + x
2
2 − 2ρ(s12 + x1x2)
2(1− ρ2)
)
.
Entonces la densidad predictiva adquiere la siguiente expresio´n,
pρ(x|x1,x2) = Γ(3)
cρ8pi3
1
2(s12 + x1x2)3
∫ 1
−1
√
1− ρ2
(k − ρ)3 dρ
=
Γ(3)
24 cρ pi3
1
(s12 + x1x2)3
pi|k|
2k(k2 − 1)3/2
donde k ≡ k(x1,x2) = s·1+s·2+x
2
1+x
2
2
2(s12+x1x2)
, y es va´lido para |k| > 1 (ve´ase la Secc. C.3 de este
ape´ndice).
C.2. Densidad final de la inicial de referencia piσ.
Dada la inicial de referencia
piρ(ρ, σ) ∝
√
1 + ρ2
σ(1− ρ2) ,
y dos observaciones x1 y x2, la densidad final es proporcional a
piσ(σ, ρ|x1,x2) ∝ (1− ρ
2)−2
√
1 + ρ2
4pi2σ5
exp
{
− 1
2σ2(1− ρ2)(s·1 + s·2 − 2ρs12)
}
.
La constante de marginalizacio´n es
cσ =
∫ 1
−1
∫ ∞
0
√
1− ρ2
σ5(1− ρ2)24pi2 exp
{
−s·1 + s·2 − 2ρs12
2σ2(1− ρ2)
}
dσdρ
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como se ha hecho anteriormente, puede identificarse el kernel de la ra´ız cuadrada de la
densidad Gamma inversa para σ i.e.,
σ ∼ Ga−1/2
(
σ|2, s·1 + s·2 − 2ρs12
2(1− ρ2)
)
.
Entonces cσ es igual a
cσ = (2pi)
−2Γ(2)
2
(2s12)2
∫ 1
−1
√
1 + ρ2
(g − ρ)2 dρ
=
1
8pi2s212
1
(g2 − 1)√1 + g2 ∗
 2√1 + g2 (√2 + (g2 − 1) arcsinh(1))
+g (g2 − 1) log
(
g−1
1+g
∗ 1−g+
√
2(1+g2)
1+g+
√
2(1+g2)
) 
con g ≡ g(x1,x2) = s·1+s·22s12 y |g| > 1 (Secc. C.3).
La densidad predictiva se puede obtener fa´cilmente,
pσ(x|x1,x2) = 1
cσ8pi3
∫ 1
−1
∫ ∞
0
√
1 + ρ2
σ7(1− ρ2)5/2 e
− s·1+s·2+x
2
1+x
2
2−2ρ(s12+x1x2)
2σ2(1−ρ2) dσdρ.
Ana´logamente puede identificarse el kernel de la ra´ız cuadrada de la densidad Gamma
inversa para el para´metro σ, i.e.,
σ ∼ Ga−1/2
(
σ|3, s·1 + s·2 + x
2
1 + x
2
2 − 2ρ(s12 + x1x2)
2(1− ρ2)
)
lo cual reduce a pσ en la siguiente expresio´n
pσ(x|x1,x2) = Γ(3)
cσ
4
(2pi)3
1
(2(s12 + x1x2))3
∫ 1
−1
√
(1 + ρ2)(1− ρ2)
(k − ρ)3 dρ
=
Γ(3)
cσ
4
(2pi)3
1
(2(s12 + x1x2))3
∫ 1
−1
√
1− ρ4
(k − ρ)3 dρ
con k ≡ k(x,x1,x2) = s·1+s·2+x
2
1+x
2
2
2(s12+x1x2)
y la integral converge si |k| > 1 (Secc. C.3).
Finalmente, la densidad predictiva es
pσ(x|x1,x2) = Γ(3)
Cσ
4
(2pi)3
1
(2(s12 + x1x2))3
1
5k5
√
2pi
×
(
32Γ
(
3
4
)
Γ
(
7
4
)
Hypergeometric2F1
(
7
4
, 2, 9
4
, 1
k4
)
−5k2Γ (−3
4
)
Γ
(
5
4
)
HypergeometricPFQ
({
1, 5
4
, 3
2
}
,
{
1
2
, 7
4
}
, 1
k4
) )
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donde Hypergeometric2F1(a, b, c, z) tiene la siguiente expansio´n en series de
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k/(c)k z
k
/
k!
y HypergeometricPFQ ({a1, ..., ap}, {b1, ..., bq}, z) con la siguiente expansio´n en series
pFq(a; b; z) =
∞∑
k=0
(a1)k . . . (ap)k / (b1)k . . . (bq)k z
k
/
k!
C.3. Demostracio´n de |g| > 1 y |k| > 1.
Los puntos x1 = (x11, x12) y x2 = (x21, x22) cumplen la propiedad de
(x11 − x12)2 = (x12 − x11)2 ≥ 0 y (x11 + x12)2 ≥ 0,
entonces
(x11 − x12)2 + (x21 − x22)2 ≥ 0, y x
2
11 + x
2
12 + x
2
21 + x
2
22
2(x11x12 + x21x22)
≥ 1.
Si se tiene el caso de
(x11 + x12)
2 + (x21 + x22)
2 ≥ 0,
entonces
−x
2
11 + x
2
12 + x
2
21 + x
2
22
2(x11x12 + x21x22)
≥ 1.
Si definimos a g ≡ g(x1,x2) = x
2
11+x
2
12+x
2
21+x
2
22
2(x11x12+x21x22)
, luego g deber ser |g| ≥ 1.
La condicio´n |k| ≥ 1, tiene un comportamiento similar desde que
k ≡ k(x1,x2,x) = s·1 + s·2 + x
2
1 + x
2
2
2(s12 + x1x2)
con
s·1 = x211 + x
2
21, s·2 = x
2
12 + x
2
22 y s12 = x11x12 + x21x22.
Demostremos ahora la condicio´n |g| > 1 para que la densidad final converja, para eso
trabajaremos con la expresio´n general de la inicial dada por
pi(σ, ρ) ∝ σ−a(1− ρ2)−b(1 + ρ2)c,
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entonces, dadas dos observaciones x1 y x2 la constante de marginalizacio´n es
c =
∫ 1
−1
∫ ∞
0
(1 + ρ2)c
σa+4(1− ρ2)b+1 e
− 1
2σ2(1−ρ2) (s·1+s·2−2ρs12)dσdρ.
Comencemos con los valores de a, b 6= 0, c = 0 (la inicial piρ pertenece a este caso). El
valor del constante de la densidad final tiene la siguiente forma
c =
∫ 1
−1
∫ ∞
0
(1− ρ2)−(b+1)
σa+4(2pi)2
e
− 1
2σ2(1−ρ2) (s·1+s·2−2ρs12)dσdρ. (C.1)
Puede identificarse el kernel de la ra´ız cuadrada de la densidad Gama inversa para el
para´metro σ, i.e.,
σ ∼ Ga−1/2
(
a+ 3
2
,
s·1 + s·2 − 2ρs12
2(1− ρ2)
)
.
Entonces la constante c es
c = (2pi)−2Γ
(
a+ 3
2
)
2−1
1
s
(a+3)/2
12
∫ 1
−1
(1− ρ2)(a+1)/2−b
(g − ρ)(a+3)/2 dρ︸ ︷︷ ︸
I1
.
con g = s·1+s·2
2s12
. Trabajemos u´nicamente la integral I1 a la cual le aplicamos la siguiente
transformacio´n de ρ:
τ = log
1 + ρ
1− ρ, ∞ < τ <∞, dτ = (1 + cosh τ)
−1.
Entonces,
I1 =
1
2
∫ ∞
−∞
(sech2
τ
2
)(3+a−2b)/2(g − tanh τ
2
)−(3+a)/2(1 + cosh τ)−1dτ
=
1
2
∫ ∞
−∞
1
(cosh τ
2
)(3+a−2b)(g − tanh τ
2
)(3+a)/2
dτ. (C.2)
Utilicemos las siguientes definiciones de las funciones hiperbo´licas
cosh z =
ez + e−z
2
, sinh z =
ez − e−z
2
, tanh z =
sinh z
cosh z
. (C.3)
Entonces C.2 es igual a
1
2
∫ ∞
−∞
(
eτ/2 + e−τ/2
2
)−(3+a−2b)(
g − e
τ/2 − e−τ/2
eτ/2 + e−τ/2
)−(3+a)/2
dτ. (C.4)
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Si a = b = 1 y c = 0 (inicial piρ), la integral (C.4) se reduce a∫ ∞
−∞
2eτ
(1 + g + eτ (g − 1))2dτ =
2
g2 − 1
claramente puede verse que |g| > 1.
Por otro lado, suponga el caso de g = 1 entonces demostremos que la integral (C.4)
con los valores a = b = 1, c = 0 diverge,∫ ∞
−∞
(
eτ/2 + e−τ/2
2
)−2(
1− e
τ/2 − e−τ/2
eτ/2 + e−τ/2
)−2
dτ =
∫ ∞
−∞
e−τdτ =∞.
El caso g = −1 arroja un resultado es similar.
Ahora demostremos que para los valores a, b, c 6= 0 (la inicial piσ corresponde a este
caso) y g = 1, la integral C.1 no converge. Sea la nueva constante,
c =
∫ 1
−1
∫ ∞
0
σ−(a+4)(1 + ρ2)c
(2pi)2(1− ρ2)b+1 e
− 1
2σ2(1−ρ2) (s·1+s·2−2ρs12)dσdρ. (C.5)
No´tese que σ tiene una densidad ra´ız cuadrada de la Gama inversa, i.e.,
σ ∼ Ga−1/2
(
σ|a+ 3
2
,
s·1 + s·2 − 2ρs12
2(1− ρ2)
)
.
Despue´s de algunas manipulaciones algebra´ıcas la integral C.5 es
c =
Γ(a+3
2
)
8pi3s
(a+3)/2
12
∫ 1
−1
(1 + ρ2)c(1− ρ2)(a+3)/2−(b+1)(g − ρ)−(a+3)/2dσdρ.
con g determinada previamente.
Aplicando nuevamente la transformacio´n τ = log 1+ρ
1−ρ , y usando las igualdades C.3, la
integral tiene la siguiente forma∫ ∞
∞
(sech
τ
2
)c(cosh τ sinh2
τ
2
)(a+1−2b)/2(g − tanh τ
2
)−(a+3)/2dρ.
Si sustitu´ımos los valores espec´ıficos a = b = 1, c = 1/2 (inicial piσ) con g = 1, se
tiene que diverge∫ ∞
−∞
1
2
eτ sech
τ
2
dτ = 2(eτ/2 − arctanh eτ/2)|∞−∞ =∞.
Si g = −1 arroja un resultado similar. Por lo tanto se requiere que |g| > 1.
La funcio´n k, tambie´n debe cumplir con la condicio´n |k| > 1 cuya demostracio´n es
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similar a la de la funcio´n g y por tanto se omite.
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Ape´ndice D
Coeficiente de correlacio´n
desconocido
Demostracio´n de la convergencia de la distribuciones finales
En este ape´ndice se desarrolla la demostracio´n de la convergencia de las funciones finales
dadas en la seccio´n 5.2.1.
Sea el modelo Normal bivariado N2(x|0,Σ) donde
Σ =
(
1 ρ
ρ 1
)
con ρ desconocido.
Se desarrolla la demostracio´n utilizando la expresio´n general de las funciones iniciales
dada por (5.4),
piab(pi) ∝ (1− ρ2)a(1 + ρ2)b.
Recue´rdese que
• Si a = −1 y b = 1/2, tendremos la funcio´n inicial de referencia
piRρ(ρ) ∝
√
i(ρ) =
√
1 + ρ2
1− ρ2 ;
• Si a = −1 y b = 0 se tiene la funcio´n inicial piϕ(ρ) ∝ 11−ρ2 correspondiente de la
transformacio´n ϕ = arctanhρ.
Dadas dos observaciones aleatorias x1 = {x11, x12} y x2 = {x21, x22}, la funcio´n final
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es proporcional a
pi(ρ|x1,x2) ∝ (1− ρ2)a−1(1 + ρ2)b
× exp
{
x211 + x
2
12 + x
2
21 + x
2
22 − 2ρ(x11x12 + x21x22)
2(1− ρ2)
}
donde la constante de marginalizacio´n es
c =
∫ 1
−1
(1 + ρ2)b
(1− ρ2)1−a exp
{
x211 + x
2
12 + x
2
21 + x
2
22 − 2ρ(x11x12 + x21x22)
2(1− ρ2)
}
dρ.
No´tese que el elemento de la integral anterior (1 + ρ2)b es una funcio´n cont´ınua en el
intervalo (−1, 1), cuyo valor siempre esta´ definido, por tanto podemos omitirlo y definir
la siguiente funcio´n
f(ρ) = (1− ρ2)a−1 exp
{
x211 + x
2
12 + x
2
21 + x
2
22 − 2ρ(x11x12 + x21x22)
2(1− ρ2)
}
.
entonces nos concentraremos en demostrar que
∫ 1
−1 f(ρ)dρ < ∞. Obse´rvese que ambas
funciones iniciales coinciden con el valor a = −1, por tanto desarrollamos este caso
solamente.
Comenzaremos con el elemento del exponente, al cual le sumamos y restamos la
cantidad ρ2(x221 + x
2
22) para completar los te´rminos cuadra´ticos,
x211 + x
2
12 + x
2
21 + x
2
22 − 2ρ(x11x12 + x21x22)
1− ρ2 =
(x11 − ρx12)2 + (x21 − ρx22)2
1− ρ2
+(x212 + x
2
22),
entonces
f(ρ) =
1
(1− ρ2)2 exp
{
(x11 − ρx12)2 + (x21 − ρx22)2
2(1− ρ2) +
x212 + x
2
22
2
}
. (D.1)
Trabajemos ahora el te´rmino (x11 − ρx12)2 + (x21 − ρx22)2
(x11 − ρx12)2 + (x21 − ρx22)2 =
= (x212 + x
2
22)×

x211+x
2
21
x212+x
2
22
− 2ρx11x12+x21x22
x212+x
2
22
+ ρ2
−(x11x12+x21x22
x212+x
2
22
)2 + (x11x12+x21x22
x212+x
2
22
)2

= (x212 + x
2
22)
(
ρ− x11x12 + x21x22
x212 + x
2
22
)2
+ (x211 + x
2
21)−
(
x11x12 + x21x22
x212 + x
2
22
)2
≥ 0.
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No´tese que se cumple la siguiente desigualdad
(x11 − ρx12)2 + (x21 − ρx22)2 ≥ (x211 + x221)−
(
x11x12 + x21x22
x212 + x
2
22
)2
≡ d
Suponiendo que d > 0, y puesto que el segundo te´rmino del exponente en (D.1) es
x212+x
2
22
2
≥ 0, entonces
−(x11 − ρx12)
2 + (x21 − ρx22)2
2(1− ρ2) −
x212 + x
2
22
2
≤ − d
2(1− ρ2) .
Def´ınase la funcio´n h(ρ) como
h(ρ) =
1
(1− ρ2)2 e
− d
2(1−ρ2) ,
claramente puede verse que f(ρ) ≤ h(ρ).
Demostremos ahora que I =
∫ 1
−1 h(ρ)dρ <∞ usando el hecho de que h(ρ) es sime´trica
en (−1, 1),
I = 2
∫ 1
0
h(ρ)dρ <∞.
Ha´gase el siguiente cambio de variable
u =
d
1− ρ2 , ρ =
√
1− d/u, dρ = 1
2u2
√
1− d/u
con el dominio de integracio´n d < d
1−ρ2 = u. Por lo que
I = 2
∫ ∞
d
(u/d)2e−d/2
1
2u2
√
1− d/udu =
1
d2
∫ ∞
d
√
u
u− de
−u/2du︸ ︷︷ ︸
I2
.
Por otro lado, sabemos que u > d > 0,
• Si u ≥ 1 entonces u ≥ √u, y se cumple la desigualdad√
u
u− d ≤
u√
u− d
entonces
I2 ≤
∫ ∞
d
u√
u− de
−u/2du = (1 + d)
√
2pie−d/2 <∞.
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• Si d < u < 1, entonces 1 > √u, y
I2 <
∫ ∞
d
1√
u− de
−u/2du =
√
2pie−d/2 <∞
Puesto que I2 < ∞, entonces I < ∞ y por tanto
∫ 1
−1 f(ρ)dρ < ∞, las funciones finales
son propias.
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