Abstract-We consider a single-antenna broadcast block fading channel (downlink scheduling) with TL users where the transmission is packet-based and all users are backlogged. We define the delay as the minimum number of channel uses that guarantees ull n users successfully receive m packets. This is a more stringent notion o f delay than average delay and is the worst case delay among the users. A delay optimal scheduling scheme, such as round-robin, achieves the delay of mn. I n a heterogeneous network and for the optimal throughput strategy where the transmitter sends the packet to the wet with the best channel conditions, we derive the moment generating function of the delay for any m and n. For large n and in a homogeneous network, the expected delay in receiving one packet by all the receivers scales as n log n, as opposed to n for the round-tobin scheduling. We also show that when m grows faster than (logn)', for some P > 1, then the expected value of delay scales like mn, This roughly determines the time-scale required for the system to behave fairly in a homogeneous network. We then propose a scheme to signikantly reduce the delay at the expense of a small throughput hit.
for some P > 1, then the expected value of delay scales like mn, This roughly determines the time-scale required for the system to behave fairly in a homogeneous network. We then propose a scheme to signikantly reduce the delay at the expense of a small throughput hit.
We further look into two generalizations of our work: i) the effect of temporal channel correlation and i i ) the advantage of multiple transmit antennas on the delay. For a channel with memory of two, we prove that the delay scales again like n log n no matter how severe the correlation is. For a system with A4 transmit antennas, we prove that the expected deky in receiving one packet by all the users scales like nf+"dF$, , , for large n and when M is not growing faster than logn. Thus, when the temporal channel correlation is zero, multiple transmit antenna systems do not reduce the delay significantly. However, when channel correlation is present, they can lead to significant gains by "decorrehting" the effective channel through means such as random beamforming.
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I. INTRODUCTION
Resource allocation in wireless systems aims for two conflicting goals, firstly providing quality of service such as delay and fairness to users, and secondly maximizing the throughput of the system. A fundamental property of wireless channels is their time variation due to multi-path effects and the mobility of the users. This implies that at each channel use some users have favorable channel conditions and other users incur deep fades. In fact, assuming a block fading model for the channel and having full CSI in the transmitter, it can be shown that sending to the user with the best channel conditions maximizes the sum rate of the single antenna broadcast channel. In fact, this opportunistic way of transmission has been proposed in Quaicomm's High Data Rate (HDR) system (1xEV-DO). Other variations of this scheduling ha1 do not require full CSI in the transmitter are studied in [l] , [23.
However, there is a price to pay for maximizing the throughput which is fairness among users and delay in sending packets. Assuming users have different signal to noise ratios, the throughput optimal scheduling will provide much less service to the user with the lowest signal to noise ratio (SNR) compared to that of the user with the highest SNR. Even in a homogeneous network where users have equal SNRs and so the system is long-term fair, there is no delay guarantee for transmitting a packet to a specific user as the transmission is probabilistic, i.e. at each channel use each user will be chosen with some probability. The other extreme would be to use a round robin type scheduling that fairly gives service to all users and can guarantee a fixed delay for transmitting a packet to each user. In applications with delay constraints, one may wonder how bad the worst case delay (or the delay for the most unfortunate user) for the throughput optimal strategy is.
In this paper, we consider a broadcast channel with n backlogged users. The transmission is packer based and the channel is assumed to be block Rayleigh fading and changes independently from one block to the other. We define the delay as h e minimum number of transmissions that guarantees all the users will receiver m packets successfully. This notion of delay is clearly stronger than the average delay in the sense that it guarantees the reception of m packets by al E users.
Disregarding the throughput, the minimum delay of mn can be achieved by round-robin scheduling. However, the throughput optimal strategy has to contend with delay hits. The overriding question in this paper is to characterize the delay for the throughput optimal strategy, e.g. to determine its mean and other moments. We further look into the effect of temporal correlation of the channels on the delay as well as the effect of employing multiple antennas in the transmitter. Finally, we propose an algorithm to reduce the delay at the expense of a little hit in the throughput of the system. Scheduling in broadcast channels has been considered by several authors [3]-[6]. In [4] , stabilizing parallel queues in the transmitter is considered, where the connectivity of queues are random to capture deep fades in the wireless channet. In [6]> the authors incorporate the channel state information in their scheduling while providing delay constraints for packets.
Analyzing the average delay (over the users) can be also done using the results for G/G/1 queues and it can be shown that the average delay is of the order of the number of users [71, [SI. However, in order to provide delay guarantee for all users, we have to study the delay for the most unfortunate user in the system. Clearly the worst case delay is a function of the number of users and their SNRs (or the probability of being chosen as the best user at each channel use). While these works give many insights and algorithms, they leave open the question of how large the worst case delay is using the throughput optimal strategy. This is the main goal of this paper. We also propose a practical scheme to reduce the delay with a little throughput hit, This paper is orgmized as follows. Section I1 introduces our channel model and our notation. Section 111 deals with characterizing the delay for single antenna broadcast fading channels. Then in Section IV, we take a first look into the effecl of channel correlation on the expected delay. Section V generalizes the results of Section 111 to multi-antenna broadcast channels. Finally Section VI proposes an algorithm to reduce the delay at the expense of a little reduction in the throughput.
SYSTEM MODEL AND ASSUMPTIONS
In this paper we consider a single antenna broadcast channel with n receivers, We assume a block fading channel with a coherence interval of T, and where the channel changes independently after T seconds. The transmission is assumed to be packet based and the length of each packet is T . However, if the length of the packet is smaller than T , the results in this paper can be easily generalized. Later on in this paper, we relax the independence assumption on the channel and look into channels with temporal correlation as well.
In the transmitter we assume there are n queues corresponding to each receiver and that there is always a packet available to be transmitted to any user (i.e., backlogged users). Fig. 1 illustrates the arrangement of queues in the transmitter. In fact, the main challenges for the scheduler are to first balance the service among all the users and to second exploit the multiuser diversity in the channel in order to maximize the throughput of the system. Any scheduling strategy implies a probability for choosing each user at each channel use that may depends on the signal to noise ratio (SNR) of the user, the length of the queue of users, and the statistics of the
Fig. 1. n parallel queues in the transmitter corresponding 10 n user modeling. Here pL is the SNR of the i'th user and S ( t ) is the transmitted symbol at time f . We further assume independent memoryless channel which impIies that the channel changes independently to another value after the coherence interval of T .
Assuming If we assume that the error probability is simply the outage probability (a reasonable assumption for long packets [lo] ), we have PE : Pr(C < CO). The throughput is therefore R = CO( 1 -P,) = CoPr(C 2 CO). Note that for any value of CO, the throughput optimal strategy is to send to the best user as this would minimize P,. Conversely, for any fixed value of Fe, sending to the strongest user maximizes the throughput as this would allow for the largest possible CO. It is also worth mentioning that the maximum of n i i d . exponential random variables (the lh,I2) behaves almost surely as logn. Therefore, we do not need to use power control to compensate for the channel variation as the maximization automatically prevents having deep fades for large number of users with l<t<n channel. For the throughput optimal strategy, this probabili;t.7~+high..probability. Thus, for the throughput optimal scheduling, only depends on the SNR of the user and the channel statistics; -. it is quite reasonable to assume that all the packets have the For i.i.d channels, it is clear that these probabilities are only same amount of information, i.e., CO, independent of the time functions of users' SNRs. However, in the case of temporal and channel condition. correlation, the probabilities at each channel use will depend we also define h e delay in the broadcast channel as on the Previous States of the channel and f0rn-1 a k h k o v the number of channel uses (denoted by Dm,n) required to process. guarantee that all the users will receive m packets successfully.
For each block of T channel uses, the received signal at the It is clear from the definition of Dm,n that this notion of i'th user at time t can be written as, delay refers to the worst case dehy among users (or the delay for the most unfortunate user). Of course, the delay is a random vmiable and depends on the number of users n, the number of packets m and also the scheduling algorithm. A delay-optimal strategy is round-robin scheduling which clearly achieves the optimal delay of mn. However. round-robin does
where h,(t) is the effect of channel and n.%(t) is additive white noise and that both are i.i.d. circularly symmetric complex
Gaussian distributed with zero mean and variance of one not maximize the throughput. Throughput optimal strategies, on the other hand, will have to contend with delay hits. The next section deals with the delay €or the throughput optimal scheduling.
DELAY ANALYSIS FOR SINGLE-ANTENNA BROADCAST CHANNELS
Throughput optimal transmission is a probabilistic scheduling which implies that each user will be given service with some given probability. Andyzing the average delay (over all the users) can be done using Kingman's result as the queue of each user is a GIGIl queue [ 7 ] . In fact. it is quire easy to see that the set up of the broadcast problem is similar to the set up for a multiple access channel using slotted ALOHA with h e only difference that P, in a broadcast channel should be replaced by the probabiIity of collision in slotted ALOHA systems. The average delay for slotted ALOHA scheduling has been studies and it is proved that the average delay behaves like O ( n ) using Kingman's result [8] . However analyzing the worst case delay (or the delay for the most unfortunate user i n the system) requires considering all the n parallel queues of n users together [lll. In this section, we assume that at each channel use the transmitter chooses the i'th user as the best user with the probability p , (which depends on its SNR), and drops the packet with probability P,. We then obtain the moment generating function of the random variable Dm,,,. This is done by first considering the simple case in which the network is homogeneous and P, = 0. Then we generalize the result to the case where we have a heterogeneous network and a non-zero P,. We further look into the asymptotic behavior of Dm,n for different regions of m and n at the end of this section.
A . Humageneous Network with No Dropping ProbabiliQ
When users are homogeneous, and assuming throughput optimal scheduling, the transmitter chooses the user with the best reception. Clearly, the i'th user has is the best out of n users with probability A since the users are statistically identical. The random variable Dm.n is basically the minimum number of channel uses to guarantee all n users have been chosen at Ieast m times.
This problem can be restated as the coupon collector problem [12] which is studied by several authors in the mathematics literature (see also chapter 6 of [13] ). To be more precise, users can be seen as people carrying coupons and the transmitter is the collector that chooses randomly and uniformly from the n people and collects hisiher coupon. The question is how many times should the collector choose to guarantee that everybody has given at least ~n coupons. In fact we can state the mean value of Rm,n based on a result found in [141.
Theorern I: (Newman and Shepp [14] ) Consider a homogeneous broadcast system with 71 users. We assume that at each channel use. the transmitter sends to the user with the best channel condition. Then, we have, 
Next Theorem obtains F ( z ) and generalizes the result of Theorem 1. 
i=O
where the second equality in (.E) follows by noting that the second term in the right hand side just subtract out the terms
The moment generating function
where bi is the probability of failure in sending m packets to TL users up to and including the i channel uses and is equal to the polynomial ( e x l + . . . ~ e x n + P,.-C,,+~)~ evaluated at We may then replace the integral form for $ using (7) in (6) to get.
( 9) where we used (8) to get the second equality.
I B. Heterogeneous Ne Work with Dropping Probabilil?,
For the special case of a homogeneous network. we derived h e mean and variance of Llm:n in Theorem 1 and 2. In what follows, we generdize the results to a more general setting in which users may have different SNRs and also a packet may be dropped with probability P, (if outage capacity occurs).
Having said that, and assuming a memoryless i.i.d. channel, the transmitter chooses the i'th user with probability pi that depends on the user's SNR and its channel conditions for the throughput optimal strategy.
The following Theorem states the moment generating function of Dm,n for this general setting and for any W L and n. The Theorem is a generalization of the result of Newman and Shepp [14] stated in Theorem 1. Theareni 3: Suppose we have n users such that the probability of choosing the i'th user is pi = and the probability of dropping a packet is P,. Then the moment generating function for Dm,n defined in (3) is, where pi = ( 1 -P,)cyi. In particular where S,,, ( t ) is as defined in Theorem 1. Proof: Similar to the proof of Theorem 2. we derive the moment generaung function of Dm,n as defined in (3). Since we have a non-zero probability of dropping a packet, we may assume that there is a fictitious user (n + l'th one) corresponding to the case where the packet IS lost; therefore whenever a packet is dropped, we may assume that n + l'th user has been chosen to be transmitted to. Assuming that P, is the probability of dropping a packet, the probability of choosing the fictitious user is P, and the probability of choosing the 2'th user and sending successfully is % ( 1 -P,) for z = 1,. . . ,n. Therefore, the delay D,,,, is the number of channel uses that guarantees having m packets in all the n users (i.e. except for the fictitious user).
2
where we used the identity in (7) to deduce the second equality. We also used the following identity which is analogous to
to obtain the third equality. In (12), S,(t) is as defined in Theorem 1 and the operator {.) removes the terms that have the exponents of X I , . . . , E , larger than na. Eq. (12) can be easily proved by noting that the polynomials in the left removes all the term Erom the exponential function that have all xi's for i = 1 , . . . , n with exponents larger than m -1.
Using the reiationship between F ( z ) and its moments shown in Appendix A (see also (4)) and having F ( z ) derived in (111, we can obtain the mean of Dm,,, as stated in the Theorem. . .,mi). Clearly Eq. (13) To get more insight on the behavior of the expected delay, we can numerically evaluate the expected delay. Considering n equally likely users and that the probability of dropping a packet is Pe, we can state hat,
by a simple change of variable in the integral for the expected delay in (13) . Fig. 2 shows h e expected delay for m = 1,2,3: 4 and for different number of users for a homogeneous network. It is clear that when n is large and m = 1, the growth in the expected delay is like nlogn. Also Fig. 2 implies that the expected delay does not grow linearly with m (for small values of m). In fact it converges to R log n although the convergence seems to be quite slow. It is worth mentioning that using round robin we can achieve a minimum delay of nzn for any m and n. The next subsection makes the above observation more precise. 3) For m = (logn)' where T > 1 is fixed and n + 00, then 1 
C. Asymptotic
1 -P, E ( D ) = .----n(logn)r + o(n(logn)') m,n 1 . -. -. -m.n + o( mn).
-P,

I
Assuming m = 1 and using the result of Theorem 4, we can state that the delay converges to the mean almost surely using Chebychev's inequality as,
for large n. This implies that the delay hit for sending the first packet successfully to all the users is increased from the minimum of n for the round robin scheduling to nlogn for the opportunistic transmission for large n. So the delay degradation due to exploiting the channel variation and maximizing the throughput of the system is a multiplicative factor of log R..
It would be also interesting to investigate the scaling law of the variance of Dm," when m also grows to infinity; this would imply the type of convergence to the mean for different regions of m and n. Remark 1: For a homogeneous network, as opportunistic transmission (or throughput optimal scheduling) is long term fair (i.e. the probability of choosing all the users is the same), we know that for sufficiently large n~, the expected delay should behave like mn. This is confirmed by the fourth part of Theorem 4. Interestingly, Theorem 4 further implies that if m grows faster than (log n)' where T is fixed and greater than one the expected delay behaves like mn. This has implications for the time scale after which the system behaves fairly. Moreover, if m grows logarithmically with n , the expected delay is only off by a constant factor of a = 3 14. compared to the minimum delay m n . Therefore, our result can be seen as the short term behavior of the delay for different regions of in and 71.
As mentioned. the largest delay hit is when we focus on sending a few packets. i.e. nt = 1 or m is small, to all users. The delay hit gets less when we focus on sending mare and more packets (i.e., when nt gets larger). Therefore, in the rest of the paper, we mainly focus on the delay for sending the first packet. i.e. D I .~. We will try to characterize the effect of channel temporal correlation. as well as the use of multiple transmit antennas 011 the delay for sending the first packet.
We also propose a scheduling to reduce the U1 without sacrificing too much on the throughput.
Iv. A STUDY OF THE EFFECT OF CORRELATION ON THE
DELAY
Previously, we considered a block fading i.i.d. channel in which the channel is changing independently from one block to the other. In this section, we make our model for the channel more realistic by considering correlation between consecutive bIocks of the channel. Clearly, if there is a large correlation between two consecutive blocks, the likelihood of choosing the user that has the best channel in the first block as &he user with the best channel conditions again in the next block is higher, and therefore, the delay deteriorates as the correlation increases. Temporal correlation basically implies that at each channel use, the probabilities of choosing users depends on the states of channel in the previous time slots.
To make the observation more clear, we consider a channel with memory L, meaning that blocks separated by L blocks are independent. We can prove an upper bound for the delay by considering the following simplistic scheduling and noting that the channel is independently changing from its samples L blocks back: we send to the user that is maximum in the i'th block for 15 consecutive blocks and switch to another user by independently choosing the user which has the best channel after L channel uses. Using this simplistic scheduling, we can state an upper bound for the delay as D,",:, 5 LD,,,.
In the following Theorem, we present a tighter bound for the case when the channel has a memory of two, i.e. L = 2. Here we assume a Gaussian fading channel as in (1) such that h ( t ) and hi(t+ 1) are jointly Gaussian with correlation factor p where h,(t) is the channel for the i'th user at the t'th block. Were fl has to be less thm or equal to to make the covariance matrix positive definite. Since L = 2,-hi(t) and hi(t + m ) for m 2 2 are independent.
771eoretn 5: Consider a homogeneous network and a Gaussian channel with memory of two and that P, = 0. Then the expected delay in sending one packet to all users (denoted by Ill,,) when sending to the user with the best channel at each channel use is, where / 3 is the correlation between the consecutive blocks of the channel and IO(.) is modified Bessel function.
Proof: Suppose the probability of choosing a user that i s the best user at time i as the best user at time i + 1 is Pmaz and the probability of choosing any other user at time i as the best user is PO. Since memory of the channel is two and the users who are not chosen in the last channel use are equally likely to be chosen for the current transmission, we have P, , , f
To obtain the delay in sending one packet to all users, we
write the delay Di,rL as n i= 1 where r, denotes the number of channel uses after sending at least one packet to i -1 users and before completing the transmission of at least one packet to i users. It is clear that ri has a Geometric distribution (i.e. Pr(ri = k ) = (1 -pi)kpi for k = 1,. . .) with the parameter 1 --pi denoting the probability of choosing a user among the i -1 users that have already been chosen. Therefore, p1 = 0 and for 2 5 i I n. where the first equality follows by noting that pi is equal to the probability of not choosing from a set of i users including h e user that has the best channel for the last channel use. The second equality follows from the fact h a t P,,,,, -t ( n -l)Po = 1. It is quite easy to show that the first moment of ri is $. Therefore, taking he expectation from both sides of (21 Theorem 5 can be generalized tu the case with a memory of L? however. the expected delay is qoing to be related to the probabilities that a user that has the hest channel condition at time i again pets chosen as the best user at time i +-j for j I L. We omit the derivation for the case where L > 2 and focus an analyzing the effect of p (the correlation factor) on the expected delay for a channel with memory of two and for large R, To do so, we have to obtain the behavior of P, , , for Iarge n, which is done in the next Lemma. Clearly, the expected delay still scales like nlogn which implies that correlation for a channel wiih memory of two does not really affect the delay for the throughput optimal scheduling. In fact, Eq. (25) shows that, for L = 2, the upper bound for the delay, i.e., LD1,,, is loose by a factor of roughly n L.
v. DELAY IN MULTI ANTENNA BROADCAST CHANNELS
Multiple transmit antennas have been shown to significantly improve the throughput of a broadcast ch;rnnel. It is shown that dirty-paper coding achieves the sum rate capacity of a Gaussian broadcast channel [ 1714 191 . However, beamforming has long been proposed as a heuristic methtd to mitigate the interference in the transmitter and to send multiple beams to different users. Although. beamforming is not optimal in achieving the sum rate capacity, its throughput does scale the same as that of dirty paper coding for a system with many users and has much less complexity than that of dirty paper coding [ZO] .
In this paper, for a system with A4 transmit antennas, we assume a simple model in which the base station transmits to M different receivers at each channel use. This is certainly a valid model for beamforming or channel inversion, though it does not fit the dirty paper scheduling in which the transmitter sends information to all the users at each time. However. as far as the scaling law of the sum rate capacity is concerned, when M is either fixed or growing logarithmically with n, it can be shown that beamforming, channel inversion, and random beamforming all give the opdmd scaling law for the sum rate
For a homogeneous network, our model for the multiple antenna transmitter implies that. at each channel use, the transmitter sends to M difleerent ,users uniformly chosen from the pool of R users. The scheduling is certainly more balanced compared to the case where we have a single antenna system that works M times Faster. This can be justified by noticing the fact that we exclude the possibility of sending to one user twice (or more) in each block of M transmissions and hence the scheduling is more balanced. Therefore a simple upper bound for the expected delay for any A4 is the one we derived in Theorem 3 divided by M . More specifically, where Dm,,, ( M ) is the delay for sending m packets successfully to n users in an M-transmit antenna system and where Dm,n is the delay for a single antenna broadcast system as in Theorem 1.
In fact we can compute exactly the expected delay in transmitting the first packet successfully, i.e. E (Dl,n(A4)), for any n and M . Further generalization of the result to m > 1 is non trivial and we have not been able Io do this; however. it is quite easy to show that Dm., (M) 5 mDl, , (M) . The next theorem presents the result for m = 1 and for any TZ and M .
Theorem 6: Consider a M-antenna broadcast channel such that at each channel use M different users are being chosen. Then the expected delay in sending one packet to all users can be written as, Although Theorem 6 gives us the exact value of the expected delay for any number of users, it does not make clear how much improvement on the delay we can get in using multiantenna transmitter over that of the single antenna syslem. We can in fact asymptotically analyze the expected delay derived in Theorem 6 for large number of users to get a better intuition about this result.
TIzeorem 7: Consider the setting of Theorem 6. Then the expected delay in sending at least one packet to all n users using an M-antenna transmitter derived in Theorem 6 behaves Iike for large n and when M grows no faster than Iog~i. Proof: Refer to 1151 for the proof.
For the special case of M = 1, the problem reduces to the coupon collector problem when m = 1 (one packet). It can be easily shown that the expected delay is equal to n c,"=, 5.
Clearly the result of Theorem 6 confirms this result for one transmit antenna, i.e. hi1 = 1.
Remark 4: As mentioned, using multiple transmit antennas in the transmitter should improve the delay. We may write the improvement ( denoted by G) on the expected delay by using M transmit antennas over that of single antenna case as,
Cr=o n--r Eq. (31) implies that when M is not growing faster than logn. the gain in delay is a factor of M which comes from the fact that we are transmitting packets M times faster. Therefore, multiple transmit antenna systems incur pretty much the same delay as that of a single antenna transmitter that operates M times faster when there is no channel correlation.
Although the gain on delay in using multiple transmit antennas is not that much, multiple transmit antennas can significantly improve the long term fairness in a heterogeneous network. More precisely, in 1211, it is proves that if M grows logarithmically with the number of users. the probability of choosing each user become independent of its SNR and approaches to ;
. However. when there is channel correlation, multiple antenna systems can significantly reduce the delay by "decorrelating in time" the effective channel through means such as random beamforming [21] , [22] .
VI. TRADING DELAY WITH THE THROUGHPUT:
d-ALGOR ITHM Previously, we showed the delay hit in using the optimal throughput scheduling is a logn fold increase compared to the minimum achievable delay. In this section, we propose an algorithm that can reduce the expected delay for sending the first packet at the price of a little throughput degradation. The goal is to improve the log n fold degradation in the delay without too much reducing the throughput of the system.
In 
where p , is the probability that both the best and the second best user have been chosen before, therefore
Noting that D I ,~ = Cy.: T,, and also using the fact that the Assuming that the channel is Rayleigh fading, we can show that in the limit of large 72, the ratio of E(RR,R) over E ( R ( 1)) is one. Of course, the convergence proved in Lemma 1 for d-algorithm holds in a stronger sense, and therefore when a! is fixed, the throughput of the d algorithm is certainly much larger than E(RRR).
VII. CONCLUSION
Assuming a block fading i.i.d. channel and a single antenna broadcast system with R backlogged users, we derive the moment generating function of the delay for any nz and n and for a general hetereogeouns network where a packet can be dropped with probability PE. Asymptotically, for a homogeneous network where the throughput optimal scheduling is long-term fair (i.e., the probability of choosing users are equal), the result implies that the average delay in sending one packet to all users behaves like nlogn as opposed to n for a round robin scheduling. We also prove that when m grows like (logn)', for some T > 1, then to the first order the delay scales as mn.. This roughly determines the time-scale required far the system to behave fairly.
We then-consider the effect of correlation I S well as the advantage of multiple transmit antenna on the delay. We derive the expected delay in sending one packet to all users D I ,~ when the channel has a memory of two. For a system with M transmit antennas, we obtain the moment generating function for D I ,~. For large n and when M does not grow faster than log n, the expected delay behaves like d,,f+o& n,n). Finally we propose an algorithm that without sacrificing too much on the throughput can significantly improve the delay, The algorithm always considers the first d user with the best channel conditions and transmits to the one that has received n la n As b, was the probability of failure in obtaining ni packets in all the receivers in up to and including the i'th channel uses, it is clear that a, = b,-1 -b which leads to the first identity in (4). We can also write the second moment of Dm,n as. 
