Abstract. In this paper, we develop a notion of forgetting for normal logic programs under the well-founded semantics. We show that a number of desirable properties are satisfied by our approach. Three different algorithms are presented that maintain the computational complexity of the well-founded semantics, while partly keeping its syntactical structure.
Introduction
Forgetting has drawn considerable attention in knowledge representation and reasoning. This is witnessed by the fact that forgetting has been introduced in many monotonic and nonmonotonic logics [1, 5, 9, 10, 11, 12, 16, 18, 19] , and in particular, in logic programming [6, 15, 17] .
A potential drawback, common to all these three approaches, is the computational (data) complexity of the answer set semantics, which is coNP, while the other common semantics for logic programs, the well-founded semantics (WFS), is in P, which may be preferable in applications with huge amounts of data. However, to the best of our knowledge, forgetting under the well-founded semantics has not been considered so far. Therefore, in this paper, we develop a notion of forgetting for normal logic programs under the well-founded semantics. We show that forgetting under the well-founded semantics satisfies the properties in [6] . In particular, our approach approximates semantic forgetting of [6] for normal logic programs under answer set semantics as well as forgetting in classical logic, in the sense that whatever is derivable from a logic program under the well-founded semantics after applying our notion of forgetting, is also derivable in each answer set and classical model after applying semantic and classical forgetting to the logic program and its classical representation, respectively. We also present three different algorithms that maintain the favorable computational complexity of the well-founded semantics when compared to computing answer sets.
Preliminaries
A normal logic program P , or simply logic program, is a finite set of rules r of the form h ← a 1 , . . . , a n , not b 1 , . . . , not b m where h, a i , and b j , with 1 ≤ i ≤ n and 1 ≤ j ≤ m, are all propositional atoms over a given alphabet Σ.
Given a rule r, we distinguish the head of r as head (r) = h, and the body of r, body(r) = body + (r) ∪ not body − (r), where body + (r) = {a 1 , . . . , a n }, body − (r) = {b 1 , . . . , b m } and, for a set S of atoms, not S = {not q | q ∈ S}. Rule r is positive if body − (r) = ∅, negative if body + (r) = ∅, and a fact if body(r) = ∅. Given a logic program P , B P is the set of all atoms appearing in P , and Lit P = B P ∪ not B P . Also, heads(P ) denotes the set {p | p = head (r) ∧ r ∈ P }.
A three-valued interpretation I = I + ∪ not I − with I + , I − ⊆ B P and I + ∩ I − = ∅. Informally, I
+ and I − contain the atoms that are true and false in I, respectively. Any atom appearing neither in I + nor in I − is undefined. We recall the definition of the well-founded semantics based on the alternating fixpoint [7] . Given a logic program P and S ⊆ B P , we define Γ P (S) = least (P S ) where P S = {head (r) ← body + (r) | r ∈ P, body − (r) ∩ S = ∅} and least (P S ) is the least model of the positive logic program P S . The square of Γ P , Γ 2 P , is a monotonic operator and thus has both a least fixpoint, lfp(Γ 2 P ), and a greatest fixpoint gfp(Γ 2 P ). We obtain the well-founded model WFM (P ) of a normal logic program P as
Two programs P and P are equivalent (under WFS), denoted by P ≡ wf P , iff WFM (P ) = WFM (P ). Finally, the inference relation under the WFS is defined for any literal q ∈ Lit (P ) as follows: P |= wf q iff q ∈ WFM (P ).
Forgetting under the Well-Founded Semantics
When defining forgetting of an atom p in a given logic program P , we want to obtain a new logic program P such that it does not contain any occurrence of p or its default negation not p. Additionally, we want to ensure that only the derivation for p (and not p) is affected, keeping P and P equivalent w.r.t. all derivable literals excluding p (and not p). We want to achieve this based on the semantics rather than the syntax and ground it in forgetting in classical logic.
So, we semantically define the result of forgetting under the WFS by determining the well-founded model, and then providing a logic program that excludes p syntactically, and whose well-founded model excludes (only) p semantically. Definition 1. Let P be a logic program and p an atom. The result of forgetting about p in P , denoted forget(P, p), is a logic program P such that the following two conditions are satisfied:
(1) B P ⊆ B P \ {p}, i.e., p does not occur in P , and
This definition obviously does not introduce new symbols (cf. (F2) in [6] ). In the rest of this section, we assume P , P logic programs and p an atom, and show a number of desirable properties. The first one corresponds to (F3) in [6] .
Proposition 2. For any l ∈ Lit \({p}∪{not p}), forget(P, p) |= wf l iff P |= wf l.
Our definition of forgetting also implies that there are syntactically different logic programs that correspond to forget(P, p). However, as we show next, all
