Warfarin is an effective preventative treatment for arterial and venous thromboembolism, but requires individualised dosing due to its narrow therapeutic range and high individual variation. A plethora of statistical and machine learning techniques have been demonstrated in this domain. This study evaluated the accuracy of the most promising algorithms on the International Warfarin Pharmacogenetics Consortium dataset and a novel clinical dataset of South African patients. Support vectors and linear regression were consistently amongst the top performers in both datasets and performed comparably to recent ensemble approaches. We also evaluated the use of genetic programming to design and optimise learning models without human guidance, finding that performance matched that of models hand-crafted by human experts. Finally, we present a novel software framework (warfit-learn) for standardising future research by leveraging the most successful techniques in preprocessing, imputation, and evaluation-with the goal of making results more reproducible in this domain.
Introduction
Many individuals suffer from blood clots that lead to arterial and venous thromboembolism. The standard method for treating these conditions is the use of anticoagulant drugs such as vitamin K antagonists, the most widely used of which is warfarin. Whilst effective, the drug has a narrow therapeutic range and severe side-effects at extreme concentrations. This makes the precise dosing of warfarin an important concern for clinicians. Unfortunately, warfarin metabolism differs across individuals based on age, weight, genetics, diet, drug interactions, and various pre-existing conditions [1, 2] . To standardise the process of anticoagulant monitoring, the World Health Organisation adopted the international normalised ratio (INR) [3] . INR has become the standard measurement for anticoagulation monitoring around the world [4] .
Many studies have looked at applying statistical models to the problem of individualised warfarin dosing. Accurate models improve the ability of clinicians to prescribe the correct warfarin doses to their patients, whilst minimising the time required to do so. They also reduce the risk of severe haemorrhaging in patients and the number of visits required to establish a therapeutic dose. Unfortunately, warfarin datasets are small and noisy, requiring the use of specialised data transformations and highly-optimised learning algorithms. Breakthrough techniques are of significance to the medical research community and could lead to a future in which warfarin therapy is safer and more automated.
The learning algorithm chosen to produce the dosing model has a notable impact on accuracy and robustness. Moreover, the precise hyperparameters chosen for the algorithm can drastically affect performance. Unfortunately, repli-cating the precise methodology of previous studies has proven difficult, as no standards for preprocessing, imputation, data stratification, and evaluation existed prior to this study. We introduce a new software framework to address these problems and demonstrate it by evaluating a variety of established and novel techniques on two different datasets.
Related work International warfarin pharmacogenetics consortium
The seminal work in warfarin dose modelling with pharmacogenetic data made use of 5052 patient records from the initial version of the IWPC dataset utilised by later studies [5] . Researchers split the dataset randomly with an 80/20 ratio into derivation and validation sets. The latter was kept aside until the end of the study, whilst the former was used to train a number of statistical models. The study selected the two key metrics that would come to be used in almost all future work-mean absolute error (MAE) and percentage of patients within 20% of the therapeutic dose (PW20). They found that a multiple linear regression technique yielded better results than the existing clinical algorithms, with an MAE of 8.5 ± 1.7 mg/week in the validation cohort [5] .
Liu et al. 2015
A notable study is that of Liu et al. in 2015 [6] , which compared the average performance of 9 learning algorithms on the International Warfarin Pharmacogenetics Consortium (IWPC) dataset [7] . They excised patients missing height, weight, age, or genotype data, and patients not at a stable warfarin dose-leaving 4798 patients remaining. They obtained seven clinical and two pharmacogenetic covariates with step-wise regression. These were used as input features for the models. Using libraries in the R language, they implemented 9 algorithms-linear regression, artificial neural network, regression tree, multivariate adaptive regression splines, boosted regression tree, support vector regression, random forest regression, lasso regression and Bayesian additive regression tree. They obtained the average performance of each algorithm in terms of PW20 and MAE with 100 rounds of 80/20 re-sampling from the filtered dataset. The focus of their study was evaluating a range of off-the-shelf algorithms across dosage ranges and racial groups, but their top results (PW20 = 46.35%, MAE = 8.84) in the combined cohort set an initial benchmark for performance on the IWPC data.
Ma et al. 2018
Another notable study is that of Ma et al. in late 2018 [8] , which made advances using ensemble techniques and improved imputation of missing data. Utilising the same IWPC dataset [7] , Ma et al. imputed missing weight and height values using a linear regression model. For imputing height, the variables were weight, race, and sex. For imputing weight, they were height, race, and sex. They imputed missing values for the VKORC1 rs9923231 genotype using the IWPC's formula [9] based on race and linkage disequilibrium in VKORC1. Even after excluding outliers, 5743 subjects remained in the data set, resulting in a cohort nearly 20% greater than that of Liu et al. The raw warfarin dose was square rooted to compensate for the skewed distribution of the variable. The researchers made use of a stacked generalisation framework to implement a heterogeneous ensemble of neural network, ridge regression, random forest, extremely randomised tree, support vector regression, and gradient boosting tree models. Results were obtained through 100 rounds of 80/20 re-sampling. Their findings suggest that stacked generalisation models are significantly more accurate than the existing isolated models on the IWPC dataset. Crucially, however, their stacked generalisation models were given access to far more features than the isolated models. Although they appear to have successfully utilised these additional features, the inconsistency of this methodology means care should be taken when extrapolating from the results.
Model optimisation
The most common approach to model development is for an expert to repeatedly retrain the model with various learning algorithms and tweak their hyperparameters until performance is maximised. Ensemble methods combine the outputs from several models to obtain better overall performance. This has been found to increase model performance in a number of warfarin dosing studies [6, 10, 11] . Another approach is the use of automatic machine learning (autoML), which employs meta-algorithms to automate the task of optimisation.
In the past, autoML approaches have focused on optimising subsets of the machine learning pipeline [12] . Grid search, for instance, is a common form of hyperparameter optimisation based on a brute force search of model hyperparameters. Conversely, random evaluation within the search space typically discovers an ideal hyperparameter set more efficiently than exhaustive search [13] . Ideally, a trade-off between the expensive (but comprehensive) exhaustive search and the efficient (but uncertain) random evaluation is desired. A promising avenue for this is evolutionary algorithms. The use of genetic programming-a subset of evolutionary algorithms-has been found to produce better ensemble models than humans in supervised learning tasks [14] . This promising avenue to autoML was explored in this paper.
Genetic programming
Genetic programming emulates the process of natural selection as an optimisation strategy. In the context of this study, the smallest components are machine learning algorithms and data processors. Each is encoded as a gene, with parameters changing according to defined mutation and crossover rates. As with biological evolution, successful genes propagate through the population and the most successful combinations of those genes seed the next generation [15] . This increases performance over time. By simulating many generations with well-chosen evolutionary hyperparameters and population sizes, novel algorithms with high accuracy can be produced. Genetic programming has been shown to develop intelligent systems in a number of mathematical and computational domains [16, 17, 18, 19] and is of extreme interest to computer science in general.
This study made use of an open-sourced Tree-based Pipeline Optimisation Tool (TPOT) to generate high-performing models through genetic programming [20] . The TPOT framework was developed atop the Distributed Evolutionary Algorithms in Python framework [21] . Each individual in the population is a tree-based machine learning pipeline. Each node in the tree is a pipeline operator, which can be (1) a preprocessor, (2) a decomposer, (3) a feature selector, or (4) a supervised learning model. All of these operators are based on scikit-learn [22] implementations. These pipelines handle the data from feature extraction through to hyperparameter optimisation. The pipeline operators (and their parameters) are encoded as a gene sequence, which evolves through the genetic programming process [20] .
To prevent a tendency toward overly-complex pipelines, TPOT makes use of Pareto optimisation to optimise two objectives simultaneously-maximising pipeline accuracy, whilst minimising pipeline complexity (measured as the number of operators). Over many generations of evolution, TPOT's implementation of the genetic programming algorithm optimises the pipelines by adding new pipeline operators that improve fitness, and by removing redundant or detrimental pipeline operators. The most accurate overall pipeline is saved as the representative pipeline at the end of a TPOT run [20] . In other domains, TPOT has been shown to produce a significant improvement over basic machine learning methods, with little involvement from users [20] . This study utilised TPOT to automatically optimise the architecture and hyperparameters of models for warfarin dose estimation. These models performed on par with those manually optimised by machine learning experts.
Materials and methods

Datasets
Two datasets of warfarin records were used for this study. The globally-standard IWPC dataset was used primarily for comparing new techniques to those in existing literature, whilst a novel South African dataset was used to evaluate how models generalised to a different clinical context. Both datasets have similar distributions of weekly warfarin dose, INR, and age (see Table 1 ).
The International Warfarin Pharmacogenetics Consortium (IWPC) dataset [7] of 6256 patients has been used in a number of notable studies [6, 23, 5, 8] and is the standard reference point for new approaches to automated warfarin dosing. The dataset was compiled collaboratively and includes data from 22 research groups from 9 countries [5] .
The novel dataset was provided by PathCare, a private pathology group in South Africa. Unlike the IWPC dataset, no pharmacogenetic data is available and very limited clinical data is present. A total of 4621 patients from the dataset achieved their target INR range and were considered in this study (see Table 1 ). As with the IWPC dataset, patients were de-identified prior to distribution. To guarantee the confidentiality of the data, only the authors had access to it during the study. Ethical approval was obtained from the Science Research Ethics Committee at the University of Cape Town and the project was sanctioned by the PathCare Research Committee. To protect the patients, the data is not publicly available.
Data cleaning
For the IWPC dataset, this study replicated the work of Ma et al. [8] for filtering the patient records into a viable cohort. This was done to verify their approach and to provide a consistent methodology for performance comparisons. The process is detailed in their paper and in the source code of this study. In this domain, missing data has typically been handled by either dropping (excising) whole records [6] or imputing missing values [8, 24, 5] . Because the IWPC data is limited in size, dropping missing values leads to significant data loss and is detrimental to performance. This study leveraged the most successful imputation techniques from previous work-missing values for VKORC1 rs9923231 were imputed using the IWPC's formula [9] based on race and linkage disequilibrium, whilst missing height and weight were imputed with a regression model as per the work of Ma et al. [8] .
Parameter selection
For the purposes of direct comparison to baseline, this study used the same parameter set defined by the IWPC [7] and utilised by Liu et al. [6] . For the novel South African dataset, three parameter sets were evaluated using standard regression techniques. The top-performing parameter set was selected and used for further evaluation. This set included the sex and age of the patients; as well as records of their aspirin, paracetamol, and amiodarone use; and their history of atrial fibrillation, deep vein thrombosis, and heart-valve replacement. All categorical parameters were vectorised into sparse format so that the resulting feature set was purely numerical.
Preprocessing
The input features were scaled prior to model training using the scikit-learn implementation of StandardScaler-which removes the mean and scales the data to unit variance. This desensitised the algorithms to the magnitudes of features. In both datasets, the weekly dose (in mg) was transformed to its square root in order to correct for the skewed distributions. This was then set as the target feature on which the models were trained. During evaluation, the model predictions were squared and compared with the original values-maintaining clinical relevance.
Learning algorithms used
A basic linear regression model-similar to that of the IWPC [5] -was required as a baseline for model performance. This was compared against many of the best performing algorithms described by Liu et al. [6] and Ma et al. [8] .
All algorithms were implemented using the scikit-learn library [22] in Python 3, with the use of MLxtend [25] to implement stacked models. The implementation details and key hyperparameters can be found in Table 2 . 
Clinical and statistical metrics
Appropriate metrics were chosen to assess both the clinical and statistical accuracy of the models. INR has a therapeutic range of ±0.5 in most patients [26] and using tighter target ranges for maintenance dosing does not achieve any therapeutic advantage [27] . The chosen metrics accounted for that, and were consistent with metrics used in related studies-allowing direct comparisons.
Mean absolute error (MAE)
is widely used across warfarin prediction studies [6, 28, 23, 29, 11, 30, 31, 24, 8] .
where y i is the actual dose andŷ i is the predicted dose.
2.
Percentage of patients with dose estimates within 20% of the actual therapeutic dose (PW20) was used by a number of notable studies [5, 31, 30, 6, 8] . It reflects the fact that being within 0.5 points of the target INR is clinically sufficient [27] .
where f (p i ) for patient p i is 1 if 0.8y i <ŷ i < 1.2y i , else 0;ŷ i is the predicted dose, and y i is the true therapeutic dose.
Evaluation protocol
A Monte Carlo Cross-Validation (MCCV) function was built using the train_test_split function in scikit-learn. All models were trained and evaluated using 100 iterations of MCCV for each filtered dataset. In each iteration, the data was randomly split into a training set and a testing set in an 80/20 ratio. The model was then fit on the training set and evaluated in terms of PW20 and MAE on the testing set. The means of these results and 95% confidence intervals were calculated for each model on each dataset based on a t-distribution. This was implemented using the stats.t.interval function in the SciPy software library, centred at the mean of the results and scaled according to the standard error of the results.
Warfit-learn software library
Extending past studies in warfarin dose prediction required the development of a host of data cleaning and preprocessing tools, evaluation routines, and scoring functions. To remove the need for this effort in the future, this study implements a new software framework for Python-based development of warfarin dose estimation models. The aim of this library is to allow researchers to more easily replicate and extend the work of their colleagues in this domain. This will help to reduce confusion about methodology and enhance reproducibility. The library focuses on four areas, namely:
1. Seamless dataset loading, cleaning, and preprocessing.
Standardised implementations of scoring functions.
3. Multithreaded model evaluation using standardised resampling techniques.
4. Full interoperability with the Python scientific stack [32] , Pandas [33] , and Scikit-learn [22] .
This makes it possible to replicate studies on the IWPC data with only a beginner's level of Python experience. Supervised learning models can be defined using the popular Scikit-learn implementations, which are handled natively by the framework. Libraries that extend the Scikit suite-such as MLxtend [25] -can be used directly with minimal configuration. Parallel processing on a user-defined number of CPU cores is used to achieve speedup on the resampling performed during evaluation and is wrapped in an easily-understood function. Functions for metrics like percentage of patients within 20% of therapeutic dose (PW20) are implemented and automatically called during evaluation. Final results are produced as Pandas dataframes, which can be exported to CSV files or LaTeX tables with a single command. The entire framework is available as open source software at http://pypi.org/project/warfit-learn under a GNU GPLv3 license. All results for this study were obtained using the above tools in version 0.1 of warfit-learn.
Optimisation with genetic programming
TPOT [20] was used to generate high-performing machine learning pipelines through genetic programming. In each run, a preprocessed version of the dataset was given as input to TPOT and many generations of computation yielded the best performers. TPOT accepts bespoke scoring functions as its evolutionary fitness function. The functions for PW20 and MAE were tested, as was a hybrid of the two:
Many instances of TPOT were run on a multi-core machine using different evolutionary hyperparameters. The number of generations ranged from 50 to 1000, the number of offspring from 5 to 100, and the k used in k-fold cross-validation from 5 to 30. Some runs used the raw weekly dose as the target feature and others used the square root of weekly dose. Over all the instances run on both datasets, the best performers (according to final validation scores within TPOT) were evaluated against the human-optimised algorithms presented in other studies.
Results and discussion
The performance of all models is compared across both datasets in Table 3 . Table 3 : Results of all estimators after 100 rounds of MCCV evaluation on both the IWPC and novel (South African) datasets. MAE = mean absolute error. PW20 = percentage of patients within 20% of therapeutic dose. Values are provided as means with 95% confidence intervals. All models (estimators) utilised the same parameter set for the IWPC data, as defined by the seminal IWPC study [5] . * = Optimised for IWPC dataset. †= optimised for novel dataset using raw weekly dose. ‡= optimised for novel dataset using square root of weekly dose. BRT = boosted regression trees, GBT = gradient-boosted trees, LR = (multiple) linear regression, NN = neural network, RR = ridge regression, SV(R) = support vector (regression). See the implementation details for each estimator in Table 2 . Details of the pipelines generated by TPOT can be found with the published source code for this project. 
IWPC Dataset
Performance on IWPC dataset
Comparing with the MAE (8.5 mg/week) in the IWPC study [5] , the MAE for LR in this study was 8.59 mg/week, with a 95% confidence interval of 8.54-8.64 . This provides evidence that the evaluation methodology and LR implementation were accurate. It also justifies the original IWPC finding that, when adequate preprocessing is performed, linear regression produces outstanding results on the IWPC dataset [5] . This, coupled with its easy interpretability, makes LR hard to rule out as the default warfarin estimation model. However, as datasets grow in size and variety, LR may fail to model some relationships that more complex approaches succeed in capturing.
Although this study made use of differing cleaning and preprocessing techniques to those of Liu et al. [6] , the relative performance of the NN and SVR models was similar to the performance seen in that study. Comparing with the results of Ma et al. [8] , we find similar PW20 and MAE scores for LR, SV, and RR. Despite replicating the implementations outlined in Ma et al.'s methodology, the scores for NN, GBT, Stacked SV, and Stacked RR were notably dissimilar. In the case of the ensemble models, this was likely due to their decision to use a much larger feature set on their stacked implementations than they fed to other models. In contrast, our study made use of the same features across all models (as standardised by notable previous works [5, 6] ). Another factor in this difference may have been the variation in GBT implementations (Scikit-learn vs. LightGBM) between studies. This discrepancy once again affirms the need for a standardised set of tools for replicating and evaluating warfarin dosing models. Despite the difference in absolute scores between studies, the heterogeneous ensembles were still among the top performers on the IWPC data, with the Stacked SV in particular achieving an MAE of 8.55 and a PW20 of 46.32.
This supports the use of the stacked generalisation approach to improve warfarin dose estimation. However, with a much smaller effect size than Ma et al. reported, it is hard to justify the use of these techniques over the simpler, more efficient, and more explainable linear regression model of the IWPC [5] .
The models developed using a genetic programming approach (TPOT) had varied results. Those optimised on the IWPC dataset (A, B, and C) mostly performed very favourably on the IWPC evaluation, with the best result (MAE 8.56, PW20 46.08) being only marginally outperformed by the SV and Stacked SV approaches. This demonstrates that automated model optimisation can attain results comparable to those of models deliberately engineered by domain experts. The models optimised for the novel dataset (D through H) performed significantly worse than other models on the IWPC dataset, as would be expected when optimising for a such different parameters.
Performance on novel dataset
Given the absence of pharmacogenetic data and the clinical parameters available in this real-world dataset, the models performed well. . Surprisingly, the TPOT implementations that were optimised for this dataset performed worse than some of those optimised for the IWPC dataset. This suggests that the dataset has a lower ratio of signal to noise compared to the IWPC dataset-as would be expected with much fewer parameters. Generally, the top performing TPOT models on the IWPC data also performed well on this novel dataset.
Notably, many of the most frequently-used dosing algorithms, like LR and SV(R), performed well on this novel dataset even though they were never optimised for it. Whilst this could simply be due to an easily-reached plateau in attainable performance on this dataset, it may also imply that LR and SV(R) generalise well.
Limitations
The IWPC dataset is compiled from 22 research groups, each with different protocols and equipment. This results in noisy data and some missing values, which lowers the predictive accuracy of models. It is also known that the impact of CYP2C9 and VKORC1 genes varies across races [6] . Current pharmacogenetic data is mostly derived from White and Asian OMB racial groups in developed nations (where genetic testing is available), so it is likely that current pharmacogenetic implementations impart bias upon models.
The novel dataset did not include clinical information such as height, weight, and race-all of which have been shown to improve dosing accuracy. It would, therefore, be imprudent to extrapolate much from the performance differences of models on this dataset.
There are also technical limitations in the performance of the genetic programming tools. As Olson et al. point out themselves, TPOT becomes quite slow as the size of a dataset increases. Even on the tiny (by machine learning standards) IWPC dataset, a single run could take days to complete. There are plans to integrate other autoML libraries and heuristics to seed the populations with strong pipelines and reduce the time to convergence [20] .
Conclusions
This study found that automatic machine learning techniques-in this case genetic programming-were effective at producing accurate models without much domain knowledge from human experts. These stand in contrast to the meticulously-engineered approaches typically seen in warfarin dose estimation. This could eliminate the need for extensive machine learning expertise, drastically improving the resource-efficiency and availability of warfarin dose prediction. The automatically-generated learning pipelines required (cheap) compute time instead of (expensive) research time, yet performed comparably and generalised well across datasets. If this trend is not unique to warfarin dosing, it suggests that autoML is a promising method for the future of automated dosing in general, which is of importance to both machine learning and medicine. In future research, these findings should be explored on other automated dosing problems, as some aspects of the findings may be specific to warfarin dosing or to the datasets used to train and evaluate the models.
Recent ensemble approaches-namely stacked generalisation-were shown to be effective in both datasets, but the effect size was not as large as reported in previous studies. The performance and robustness of linear regression and support vectors was replicated in this study and shown to generalise to a novel clinical dataset. The results of models on this real-world data suggest that the performance of machine learning techniques is not limited to research datasets, and holds promise in clinical applications.
