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Abstract. We study the blow-up criterion of smooth solutions to the 3D MHD equations.
By means of the Littlewood-Paley decomposition, we prove a Beale-Kato-Majda type blow-up
criterion of smooth solutions via the vorticity of velocity only, i. e. supj∈Z
∫ T
0 ‖∆j(∇×u)‖∞dt,
where ∆j is a frequency localization on |ξ| ≈ 2j .
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1 Introduction
We consider the 3D incompressible magneto-hydrodynamics (MHD) equations
(MHD)


∂u
∂t
− ν∆u+ u · ∇u = −∇p− 1
2
∇b2 + b · ∇b,
∂b
∂t
− η∆b+ u · ∇b = b · ∇u,
∇ · u = ∇ · b = 0,
u(0, x) = u0(x), b(0, x) = b0(x).
(1.1)
Here u, b describe the flow velocity vector and the magnetic field vector respectively, p is
a scalar pressure, ν > 0 is the kinematic viscosity and η > 0 is the magnetic diffusivity,
while u0 and b0 are the given initial velocity and initial magnetic field respectively, with
∇ · u0 = ∇ · b0 = 0. If ν = η = 0, (1.1) is called the ideal MHD equations.
Using the standard energy method, it can be easily proved that for given initial data
(u0, b0) ∈ Hs(R3) with s > 12 , there exists a positive time T = T (‖(u0, b0)‖Hs) and a unique
smooth solution (u(t, x), b(t, x)) on [0, T ) to the MHD equations satisfying
(u, b) ∈ C([0, T );Hs) ∩ C1((0, T );Hs) ∩ C((0, T );Hs+2).
Whether smooth solutions of (1.1) on [0, T ) will lead to a singularity at t = T is an outstanding
open problem, see Sermange and Temam [17]. Caflisch, Klapper and Steele [2] extended the
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well-known result of Beale-Kato-Majda [1] for the incompressible Euler equations to the 3D
ideal MHD equations, precisely, under the condition:∫ T
0
(‖∇ × u(t)‖∞ + ‖∇ × b(t)‖∞)dt <∞, (1.2)
then smooth solutions (u, b) can be extended beyond t = T . Recently, there are some re-
searches which have refined (1.2) such as∫ T
0
(‖∇ × u(t)‖B˙0
∞,∞
+ ‖∇ × b(t)‖B˙0
∞,∞
)dt <∞, (see [24]).
lim
ε→0
sup
j∈Z
∫ T
T−ε
(‖∆j(∇× u)(t)‖∞ + ‖∆j(∇× b)(t)‖∞)dt = δ < M, (see [3])
for some positive constant M , and ∆j is a frequency localization on |ξ| ≈ 2j. These results
can be easily extended to (1.1) with ν, η > 0. Wu [22] also extended some Serrin type criterion
for the Navier-Stokes equations to the MHD equations. Many relevant results can be found
in [20, 21] and references therein.
However, some numerical experiments [7, 16] seem to indicate that the velocity field plays
the more important role than the magnetic field in the regularity theory of solutions to the
MHD equations. Recently, inspired by Constantin and Fefferman initial work [6] where the
regularity condition of the direction of vorticity was used to describe the regularity criterion
to the Navier-Stokes equations, He and Xin [8] extended it to the MHD equations, but did
not impose any condition on the magnetic field b which was consistent with the result of
numerical experiments. Precisely, they showed that the solution remains smooth on [0, T ] if
the vorticity of the velocity w = ∇× u satisfies the following condition∣∣w(x+ y, t)− w(x, t)∣∣ ≤ K|w(x+ y, t)||y| 12 if |y| ≤ ρ |w(x + y, t)| ≥ Ω, (1.3)
for t ∈ [0, T ] and three positive constants K, ρ, Ω. Also, they [8] and Zhou [25] obtained some
integrability condition of the magnitude of the only velocity u alone, or the only gradient of
the velocity ∇u alone to characterize the regularity criterion to the MHD equations, i.e.∫ T
0
‖u(t)‖qpdt <∞,
2
q
+
3
p
≤ 1 3 < p ≤ ∞; (1.4)
or ∫ T
0
‖∇u(t)‖qpdt <∞,
2
q
+
3
p
≤ 2 3
2
< p ≤ ∞. (1.5)
We restrict ourselves to substitute ∇u by the vorticity w in (1.5). In the case p < ∞, using
the Biot-Savart law [12] and the bounds of the Riesz transforms [18] on Lp(1 < p <∞), the
condition (1.5) can be replaced by∫ T
0
‖∇ × u(t)‖qpdt <∞,
2
q
+
3
p
≤ 2, 3
2
< p <∞. (1.6)
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However, since the lack of continuity of Riesz transforms on L∞, their results missed the
important marginal case p =∞ which exactly corresponds to the Beale-Kato-Majda criterion.
In the case of the Euler equations, Beale, Kato, and Majda get around this difficulty by using
the logarithmic Sobolev inequality:
‖∇u‖∞ ≤ C(1 + ‖∇ × u‖∞ log(e+ ‖u‖Hs)), s > 5/2. (1.7)
For a refined form of this inequality, it can be referred to [11, 14]. In order to make use of (1.7),
one need to estimate the higher order derivatives of the solution (at least inHs, s > 5/2). But,
in the case of the MHD equations, it seems difficult to control them by the only ‖∇ × u‖∞.
Therefore, as in [2], if the logarithmic Sobolev inequality (1.7) is used, one can only derive a
criterion described by the vorticity of u and b . This difficulty is avoided by the following two
observations. On one hand, the H1 norm of the solution can be used to control any Hs norm
of the solution, while the H1 norm of the solution (u, b) can be controlled by ‖∇u‖∞. On the
other hand, if we make use of Littlewood-Paley decomposition to decompose the nonlinear
terms into three parts: low frequency, middle frequency and high frequency, and deal with
each part by virtue of different estimates, we can refine ‖∇u‖∞ to ‖∇ × u‖∞. It should
be pointed out that we do not apply the Littlewood-Paley decomposition to the equation
itself as some researches do before, since if we localize the equation on a dyadic partition, we
cannot control the H1 norm of the solution (u, b) via ‖∇ × u‖L∞ in the end when summing
up every dyadic partition.
Finally, we remark that the blow-up criterion we will establish in the framework of mixed
time-space Besov spaces may be the most relaxed in some sense as for the incompressible
Euler equations [15] and the Idea MHD equations [3], where the losing estimate for the
solution and the logarithmic Sobolev inequality are applied to set up the blow-up criterion,
but in this paper, if we follow their method, as we mentioned above, we cannot characterize
the blow-up of smooth solutions by ∇× u only.
Now we state our result as follows.
Theorem 1.1. Let (u0, b0) ∈ Hs, s > 12 with ∇ · u0 = ∇ · b0 = 0. Suppose that (u, b) ∈
C([0, T );Hs)∩C1((0, T );Hs)∩C((0, T );Hs+2) is the smooth solution to (1.1). If there exists
an absolute constant M > 0 such that if
lim
ε→0
sup
j∈Z
∫ T
T−ε
‖∆j(∇× u)‖∞dt = δ < M, (1.8)
then δ = 0, and the solution (u, b) can be extended past time t = T . In other words, if
lim
ε→0
sup
j∈Z
∫ T
T−ε
‖∆j(∇× u)‖∞dt ≥M, (1.9)
then the solution blows up at t = T . Here ∆j is a frequency localization on |ξ| ≈ 2j , see
Section 2.
Remark 1.1. For the Navier-Stokes equations (with b = 0 in (1.1)), Kozono, Taniuchi [10],
and Kozono, Ogawa, Taniuchi [11] refined the Beale-Kato-Majda criterion to∫ T
0
‖∇ × u(t)‖BMOdt <∞ and
∫ T
0
‖∇ × u(t)‖B˙0
∞,∞
dt <∞,
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respectively. Here B˙0∞,∞ stands for the homogenous Besov spaces, see Section 2 for the
definition. The condition (1.8) is weaker than all the above mentioned conditions. Hence,
this also improves the results of [10, 11]. For the further explanation of (1.8), it can be
referred to the remarks after Theorem 1 in [15].
Remark 1.2. Very recently, Wu [23] use the energy estimate combined with the Bony para-
product technique to derive many interesting regularity criterions for the generalized MHD
equations. In the marginal case, the regularity criterion obtained there can be expressed as∫ T
0
‖u(t)‖1+δ
B1
∞,∞
dt <∞, or
∫ T
0
‖u(t)‖
B1+ǫ∞,∞
dt <∞,
for some δ, ǫ > 0. Here Bsp,q stands for the inhomogenous Besov spaces, see Section 2 for the
definition. But the velocity u cannot be replaced by its vorticity, since the Riesz transformation
is not bounded in Bs∞,∞.
Remark 1.3. For the Ideal MHD equations, whether similar result holds is still open, since
the viscous term plays an important role in our proof.
Notation: Throughout the paper, C stands for a “harmless” constant, and changes from
line to line; ‖ · ‖p denotes the norm of the Lebesgue space Lp.
2 Preliminaries
Let S(R3) be the Schwartz class of rapidly decreasing functions. Given f ∈ S(R3), its Fourier
transform Ff = fˆ is defined by
fˆ(ξ) = (2π)−
3
2
∫
R3
e−ix·ξf(x)dx.
Now let us recall the Littlewood-Paley decomposition (see [4, 19]). Choose two nonnegative
radial functions χ, ϕ ∈ S(R3), supported respectively in B = {ξ ∈ R3, |ξ| ≤ 43} and C = {ξ ∈
R
3, 34 ≤ |ξ| ≤ 83} such that
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ξ ∈ R3,
∑
j∈Z
ϕ(2−jξ) = 1, ξ ∈ R3\{0}.
Let h = F−1ϕ and h˜ = F−1χ, the frequency localization operator is defined by
∆jf = ϕ(2
−jD)f = 23j
∫
R3
h(2jy)f(x− y)dy,
Sjf = χ(2
−jD)f = 23j
∫
R3
h˜(2jy)f(x− y)dy.
Informally, ∆j is a frequency projection to the annulus {|ξ| ≈ 2j}, while Sj is a frequency
projection to the ball {|ξ| . 2j}. Observe that ∆j = Sj − Sj−1. Also, if f is an L2 function
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then Sjf → 0 in L2 as j → −∞ and Sjf → f in L2 as j → +∞(this is an easy consequence
of Parseval’s theorem). By telescoping the series, we thus have the homogeneous Littlewood-
Paley decomposition
f =
+∞∑
j=−∞
∆jf, (2.1)
for all f ∈ L2, where the summation is in the L2 sense.
Let s ∈ R, 1 ≤ p, q ≤ ∞, the homogenous Besov space B˙sp,q is defined by
B˙sp,q = {f ∈ Z ′(R3); ‖f‖B˙sp,q <∞},
where
‖f‖B˙sp,q =
( ∞∑
j=−∞
2jsq‖∆jf‖qp
) 1
q
,
(usual modification if q = ∞), and Z ′(R3) can be identified by the quotient space of S ′/P
with the polynomials space P. The inhomogenous Besov space Bsp,q is defined by
Bsp,q = {f ∈ S ′(R3); ‖f‖Bsp,q = ‖S0f‖p + ‖{2js‖∆jf‖p}j≥0‖ℓq <∞}.
We now denote the operator (I −∆) 12 by Λ which is defined by
Λ̂f(ξ) = (1 + |ξ|2) 12 fˆ(ξ).
More generally, Λsf for s ∈ R can be identified with the Fourier Transform
Λ̂sf(ξ) = (1 + |ξ|2) s2 fˆ(ξ).
For s ∈ R, we define
‖f‖Hs , ‖Λsf‖L2 ,
(∫
R3
(1 + |ξ|s)2|fˆ(ξ)|2dξ
) 1
2
,
and the Sobolev space Hs is denoted by Hs , {f ∈ S ′(R3); ‖f‖Hs <∞}. The usual Sobolev
space Hs,p is endowed with the norm
‖f‖Hs,p , ‖Λsf‖Lp .
We can refer to [19] for more details.
Lemma 2.1. Let k ∈ N. There exist constants C independent of f , j such that for all
1 ≤ p ≤ q ≤ ∞
sup
|α|=k
‖∂α∆jf‖q ≤ C2jk+3j(
1
p
− 1
q
)‖∆jf‖p, (2.2)
‖Rk∆jf‖q ≤ C23j(
1
p
− 1
q
)‖∆jf‖p. (2.3)
Here Rk (k = 1, 2, 3) is the Riesz transform in R
3.
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The proof of this lemma can be found in [4, 13].
Remark 2.1. Suppose that the vector function f is divergence-free, and set g = ∇×f . Then
there exist constants C independent of f such that
‖∇f‖p ≤ C‖g‖p, ∀ 1 < p <∞. (2.4)
If the frequency of f is restricted to some annulus {|ξ| ≈ 2j}, then there holds
‖∇f‖p ≤ C‖g‖p, ∀ 1 ≤ p ≤ ∞. (2.5)
Indeed, the inequality (2.4) can be derived from the Biot-Savart law [12] and the bounds of
the Riesz transforms [18] on Lp(1 < p < ∞), while the inequality (2.5) can be deduced from
the Biot-Savart law and (2.3) .
Lemma 2.2 (Commutator estimate). Let 1 < p <∞, s > 0. Assume that f, g ∈ Hs,p, then
there exist constants C independent of f , g such that
‖Λs(fg)− fΛsg‖Lp ≤ C(‖∇f‖Lp1‖g‖Hs−1,p2 + ‖f‖Hs,p3‖g‖Lp4 ) (2.6)
with p2, p3 ∈ (1,+∞) such that
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p4
.
This lemma is well-known and for a proof, see [9].
3 Proof of Theorem 1.1
We will divide the proof of Theorem 1.1 into two steps.
Step 1. H1 estimates.
In this step we will show there exists ε > 0,
sup
t∈[T−ε,T )
(‖u(t)‖H1 + ‖b(t)‖H1) ≤ C(‖u(T − ε)‖H1 + ‖b(T − ε)‖H1 + e). (3.1)
Let w(t, x) = ∇× u(t, x) and J(t, x) = ∇× b(t, x). Taking the curl on both sides of (1.1), it
can be written as

∂w
∂t
− ν∆w + (u · ∇)w − (w · ∇)u− (b · ∇)J + (J · ∇)b = 0,
∂J
∂t
− η∆J + (u · ∇)J − (J · ∇)u− (b · ∇)w + (w · ∇)b = 2T (b, u)
(3.2)
with
T (b, u) =

∂2b · ∂3u− ∂3b · ∂2u∂3b · ∂1u− ∂1b · ∂3u
∂1b · ∂2u− ∂2b · ∂1u

 .
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Multiplying the first equation of (3.2) by w, the second one of (3.2) by J , then adding the
resulting equations yields that
1
2
d
dt
(‖w(t)‖22 + ‖J(t)‖22) + ν‖∇w(t)‖22 + η‖∇J(t)‖22 =
∫
R3
(w · ∇)u · wdx+
∫
R3
(J · ∇)u · Jdx
−
∫
R3
(
(J · ∇)b · w + (w · ∇)b · J)dx+ 2∫
R3
T (b, u) · Jdx
, I + II + III + 2 IV, (3.3)
where we have used the facts∫
R3
(u · ∇)w · wdx =
∫
R3
(u · ∇)J · Jdx = 0
and ∫
R3
(
(b · ∇)J · w + (b · ∇)w · J)dx = 0,
which can be deduced from the divu = divb = 0 and integrating by part.
In what follows, we will deal with each term on the right hand side of (3.3) separately
below. Let us begin with estimating the term I. Using the Littlewood-Paley decomposition
(2.1), we have
w =
∑
j∈Z
∆jw =
∑
j<−N
∆jw +
∑
−N≤j≤N
∆jw +
∑
j>N
∆jw, (3.4)
where N is a positive integer to be determined later. Putting (3.4) into I produces that
I =
∑
j<−N
∫
R3
(w · ∇)u ·∆jwdx+
N∑
j=−N
∫
R3
(w · ∇)u ·∆jwdx+
∑
j>N
∫
R3
(w · ∇)u ·∆jwdx
, I1 + I2 + I3.
Using the Ho¨lder inequality, (2.4) and (2.2) to obtain that
|I1| ≤ ‖w‖2‖∇u‖2
∑
j<−N
‖∆jw‖∞ ≤ C‖w‖22
∑
j<−N
2
3
2
j‖∆jw‖2 ≤ C2−
3
2
N‖w‖32, (3.5)
|I2| ≤ ‖w‖2‖∇u‖2
∑
−N≤j≤N
‖∆jw‖∞ ≤ C‖w‖22
∑
−N≤j≤N
‖∆jw‖∞. (3.6)
From the Ho¨lder inequality, (2.4), (2.2) and Gagliardo-Nirenberg inequality, it follows that
|I3| ≤ ‖w‖3‖∇u‖3
∑
j>N
‖∆jw‖3 ≤ C‖w‖23
∑
j>N
2
j
2 ‖∆jw‖2
≤ C‖w‖23
(∑
j>N
2−j
)1
2
(∑
j>N
22j‖∆jw‖22
) 1
2
≤ C2−N2 ‖w‖2‖∇w‖22. (3.7)
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By summing up (3.5)-(3.7), we get
|I| ≤ C(2− 32N‖w‖32 + ‖w‖22 ∑
−N≤j≤N
‖∆jw‖∞ + 2−
N
2 ‖w‖2‖∇w‖22
)
. (3.8)
Using the Littlewood-Paley decomposition (2.1) to ∇u, II can be written as
II =
∑
j<−N
∫
R3
(J · ∇)∆ju · Jdx+
N∑
j=−N
∫
R3
(J · ∇)∆ju · Jdx+
∑
j>N
∫
R3
(J · ∇)∆ju · Jdx.
Then the Ho¨lder inequality, (2.2), (2.5) and Gagliardo-Nirenberg inequality allow us to show
that
|II| ≤ C(2− 32N‖w‖2‖J‖22 + ‖J‖22 ∑
−N≤j≤N
‖∆jw‖∞ + 2−
N
2 ‖J‖2‖∇w‖2‖∇J‖2
)
. (3.9)
Similarly, using the Littlewood-Paley decomposition (2.1), III and IV can be written re-
spectively as
III =
∑
j<−N
∫
R3
J · (∇b+ (∇b)T ) ·∆jwdx+ N∑
j=−N
∫
R3
J · (∇b+ (∇b)T ) ·∆jwdx
+
∑
j>N
∫
R3
J · (∇b+ (∇b)T ) ·∆jwdx,
IV =
∑
j<−N
∫
R3
T (b,∆ju) · Jdx+
N∑
j=−N
∫
R3
T (b,∆ju) · Jdx+
∑
j>N
∫
R3
T (b,∆ju) · Jdx.
Then exactly as in the derivation of (3.8), (3.9), we can deduce that
|III|+ 2|IV | ≤ C(2− 32N‖w‖2‖J‖22 + ‖J‖22 ∑
−N≤j≤N
‖∆jw‖∞
+2−
N
2 ‖J‖2‖∇w‖2‖∇J‖2
)
. (3.10)
Combining (3.8)-(3.10) with (3.3), Young inequality yields that for t ∈ [0, T )
d
dt
(‖w(t)‖22 + ‖J(t)‖22)+ 2ν‖∇w(t)‖22 + 2η‖∇J(t)‖22
≤ C
(
2−
3
2
N
(‖w(t)‖32 + ‖J(t)‖32)+ ∑
−N≤j≤N
‖∆jw(t)‖∞
(‖w(t)‖22 + ‖J(t)‖22)
+ 2−
N
2
(‖w(t)‖2 + ‖J(t)‖2)(‖∇w(t)‖22 + ‖∇J(t)‖22)
)
. (3.11)
Now let us choose a fixed positive integer N such that C2−
N
2
(‖w(t)‖2+‖J(t)‖2) ≤ min(ν, η),
i.e.
N ≥
[
2
log 2
log+
(
C
min(ν, η)
(‖w(t)‖2 + ‖J(t)‖2))]+ 1. (3.12)
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where log+ x = log(e+ x). Thus (3.11) and (3.12) imply that for t ∈ [0, T )
d
dt
(‖w(t)‖22 + ‖J(t)‖22)+ ν‖∇w(t)‖22 + η‖∇J(t)‖22
≤ C
N∑
j=−N
‖∆jw(t)‖∞
(‖w(t)‖22 + ‖J(t)‖22)+ C, (3.13)
which together with the Gronwall inequality gives that for t ∈ [0, T )
‖w(t)‖2 + ‖J(t)‖2 ≤ exp
(
C
N∑
j=−N
∫ t
0
‖∆jw(t′)‖∞dt′
)
(
√
Ct+ ‖w(0)‖2 + ‖J(0)‖2).
Recalling the choice of N in (3.12), it follows from the above estimate that
‖w(t)‖2 + ‖J(t)‖2 ≤ exp
(
C log+
(‖w(t)‖2 + ‖J(t)‖2) sup
j∈Z
∫ t
0
‖∆jw(t′)‖∞dt′
)
× (
√
Ct+ ‖w(0)‖2 + ‖J(0)‖2).
For simplicity, let E(t) , ‖w(t)‖2 + ‖J(t)‖2, the above inequality implies that
sup
[0,T )
E(t) ≤ exp
(
C log+
(
sup
[0,T )
E(t)
)
sup
j∈Z
∫ T
0
‖∆jw(t′)‖∞dt′
)
(
√
CT +E(0)). (3.14)
We point out that the inequality (3.14) still holds if the time interval is replaced by [T −ε, T ).
It follows from (3.14) that
sup
t∈[T−ε,T )
E(t) ≤ exp
(
log+ sup
t∈[T−ε,T )
E(t) sup
j∈Z
∫ T
T−ε
‖∆jw(t′)‖∞dt′
)
× (
√
Cε+ ‖w(T − ε)‖2 + ‖J(T − ε)‖2).
Defining Z(T ) , log
(
sup
t∈[T−ε,T )
E(t) + e
)
, the above estimate means that
Z(T ) ≤ log (√Cε+ E(T − ε) + e)+ CZ(T ) sup
j∈Z
∫ T
T−ε
‖∆jw(t′)‖∞dt′. (3.15)
If we choose M = 12C in Theorem 1.1, the condition (1.8) ensures that there exists a small
positive ε0 such that
C sup
j∈Z
∫ T
T−ε
‖∆jw(t′)‖∞dt′ ≤ 1
2
, ∀ ε ∈ (0, ε0).
Then the inequality (3.15) implies that
Z(T ) ≤ 2 log (E(T − ε) + e), ∀ ε ∈ (0, ε0). (3.16)
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On the other hand, it is easy to prove that the solution (u, b) satisfies the energy inequality
‖u(t)‖22 + ‖b(t)‖22 + 2
∫ t
s
(
ν‖∇u(t′)‖22 + η‖∇b(t′)‖22
)
dt′ ≤ ‖u(s)‖22 + ‖b(s)‖22,
which together with (3.16), (2.4) implies (3.1).
Step 2. Hs(s > 1) estimates.
For completeness, we will show how to deduce Hs estimates from H1 estimates. Taking
the operation Λs on both sides of (1.1), multiplying (Λsu,Λsb) to the resulting equation, and
integrating over R3, we get
1
2
d
dt
(‖Λsu(t)‖22 + ‖Λsb(t)‖22) + ν‖∇Λsu(t)‖22 + η‖∇Λsb(t)‖22
= −
∫
R3
Λs(u · ∇u)Λsudx+
∫
R3
Λs(b · ∇b)Λsudx−
∫
R3
Λs(u · ∇b)Λsbdx
+
∫
R3
Λs(b · ∇u)Λsbdx. (3.17)
Noting that divu = divb = 0 and integrating by parts, we rewrite (3.17) as
1
2
d
dt
(‖Λsu(t)‖22 + ‖Λsb(t)‖22) + ν‖∇Λsu(t)‖22 + η‖∇Λsb(t)‖22
= −
∫
R3
(Λs(u · ∇u)− u · Λs∇u)Λsudx−
∫
R3
(Λs(u · ∇b)− u · Λs∇b)Λsbdx
+
∫
R3
(Λs(b · ∇b)− b · Λs∇b)Λsu+ (Λs(b · ∇u)− b · Λs∇u)Λsbdx
, Π1 +Π2 +Π3. (3.18)
For the term Π1, it follows from (2.6), Ho¨lder inequality, Gagliardo-Nirenberg inequality and
Young inequality that
|Π1| ≤ C(‖∇u‖2‖∇u‖Hs−1,4 + ‖u‖Hs,4‖∇u‖2)‖u‖Hs,4
≤ C‖∇u‖2‖u‖
1
2
Hs‖∇u‖
3
2
Hs ≤ C‖∇u‖42‖u‖2Hs +
ν
2
‖∇u‖2Hs . (3.19)
The other terms can be treated in the same way:
|Π2|+ |Π3| ≤ C(‖∇u‖2‖∇b‖Hs−1,4 + ‖u‖Hs,4‖∇b‖2)‖b‖Hs,4
+ C(‖∇b‖2‖∇b‖Hs−1,4 + ‖b‖Hs,4‖∇b‖2)‖u‖Hs,4
+ C(‖∇b‖2‖∇u‖Hs−1,4 + ‖b‖Hs,4‖∇u‖2)‖b‖Hs,4
≤ C(‖∇u‖42 + ‖∇b‖42)(‖u‖2Hs + ‖b‖2Hs) +
ν
2
‖∇u‖2Hs +
η
2
‖∇b‖2Hs . (3.20)
By summing up (3.19) and (3.20) with (3.18), we get
d
dt
(‖u(t)‖2Hs + ‖b(t)‖2Hs) + ν‖∇u(t)‖2Hs + η‖∇b(t)‖2Hs
≤ C(‖∇u(t)‖42 + ‖∇b(t)‖42)(‖u(t)‖2Hs + ‖b(t)‖2Hs).
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Then the Gronwall inequality yields that
‖u(t)‖2Hs + ‖b(t)‖2Hs +
∫ t
0
(ν‖∇u(t′)‖2Hs + η‖∇b(t′)‖2Hs)dt′
≤ C(‖u(0)‖2Hs + ‖b(0)‖2Hs ) exp
(
t sup
t′∈[0,t)
‖(u(t′), b(t′))‖4H1
)
. (3.21)
Hence we have the Hs regularity for the solution at t = T and the solution can be continued
after t = T . This completes the proof of Theorem 1.1.
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