Abstract
Introduction
Usually computer representations of objects can be thought of as descriptions by means of a set of properties. If we are concerned with a particular feature which arranges the objects that we are dealing with into several classes, we want to be able to learn to recognize it as soon as other properties are shown to be present in an object. The problem tackled in this paper is how to build a program to extract this kind of new knowledge from a collection of examples or observed events of a given world. In fact, the core question is how to infer entailment relationships from correlations in the input data.
In other words, on examining the input data we would like to know if whenever properties p 1 , ..., p n are present in an example, we necessarily have a goal class q. If this is the case we would induce the rule q ← p 1 , ..., p n assuming that the collection of examples taken from the world are a representative sample.
To this end we organize the data embodied by the examples in such a way that the set of examples containing a given property p are gathered together in an entity labelled p. The approach used in our machine learning system relies on the assumption that the dependencies between the properties that appear in the examples can be seen as orderings between said entities. So, the first step is the construction of an acyclic graph, called learning graph, representing this order. Since we endow this net with a semantic interpretation, we are allowed to read the net as a first draft of classification rules: the so-called discriminating rules.
In the second stage, called aggregation, we will rewrite these rules to compact their syntactic description. The formal framework used here is finite automata theory according to Bahamonde, Vela, and Botana (1991) . Roughly speaking, we model a set of similar rules as the language recognized by a finite automata. The problem is that we cannot capture the implicit commutativity of conjunctions appearing in rules, since words accepted by automata must have an immovable spelling. Therefore, we choose an arrangement of the attributes involved in rules in order to build an automata whose minimization gives rise to shorter expressions of rules.
The last stage consists of the completion of a process of induction from these aggregated rules. Here the goal is to extend the descriptive power of each rule so that it describes unknown objects from the class explained by the rule. The rules produced in this way are the so-called generalized rules. In Figure 1 we sketch the role of SHAPE stages.
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To close the paper we discuss different experiments made with SHAPE to illustrate the high level of performance achieved by the system in a wide range of applications. In particular, SHAPE improves the results of systems which obtain decision trees considerably.
From our point of view, besides the quality of rules induced by SHAPE, the main advantage of the system could be its modular design. This allows us to use aggregation and generalization from an arbitrary set of rules able to explain a collection of examples. Thus, any of the traditional machine learning systems could be improved if we process their results with said SHAPE's modules.
The learning graph
In this section we present the algorithm for building a first version of rules induced from the collection of examples or observed events. Each example belongs to exactly one of a given set of classes and is described in terms of a fixed set of attributes, each of which has its own set of possible values. To illustrate this section, we consider the collection of examples:
e 1 = (+, p, q'), e 2 = (+, p', q), e 3 = (•, p', q');
that is, we have two instances of a concept ("+") and one counterexample: e 3 whose class value is "-".
Our first aim is to provide rules such as class_value ← p whose intended meaning is that whenever we have p, we have class_value; at least in the context of the collection of examples given as input data. Thus the first step will be to define a partial ordering in the set of all properties appearing in the collection of examples, including the class_values (see Wille (1982) and Bahamonde (1994) ). To this end for properties p and q, we define
where examples_of (p) := {e: p is present in e}.
This order can be represented by means of a directed acyclic graph called the learning graph. Here nodes will be labelled by the name of properties and store their set of examples. On the other hand, arcs can be read as rules.
So, in the illustration proposed here, we obtain the following graph: Notice that we obtain the following rules (arcs):
The set of rules that we are looking for should provide a complete and consistent description of the concepts encoded by class values. That is, for each class value, all the examples of
should fulfil at least one rule concluding its class value, but no rule inferring a different one.
In the case studied in this section, for class value "+" we have rules (+ ← p, and + ← q) that completely explain the behaviour of examples_of (+) = {e 1 , e 2 }.
But we have no simple way of inducing rules yielding the class value "-". The reason is that e 3 (the only example with class value "-") has no exclusive properties.
In general, this situation will arise when for some class value we have examples of it not appearing at lower nodes. To solve this point, we should search through the subsets of properties of examples not yet explained in order to find rules with more than one antecedent concluding the class value. In other words, for each of these unexplained examples, we must choose a subset of their properties not included in examples of other classes.
To ensure the success of this search we assume, as in Quinlan (1986) , the adequacy of the collection of examples. That is, we suppose that there is not a pair of examples e, e' with the same properties but different class value.
To accomplish the completeness requirement, we should refine our learning graph with the so called improper nodes. These nodes will be labelled by a conjunction of properties and will be placed in the ordering according to their extent.
In our illustration we must add the rule
to explain, finally, the example e 3 . The final learning graph looks like this: Since we want to characterize class values, the final rule set induced from e 1 , e 2 , and e 3 is:
To close this section, let us point out that the number of class values is not necessarily 2; in fact, you may have any collection of concepts to learn about. Therefore, the promised algorithm can be written as follows: The action for creating improper nodes from an example e and its class value c can be done as follows:
To create an improper node from e and class c do begin find a minimum group M of the properties of e such that they are not contained in any example of another class; create a node n with label ∧ ∧{p:p ∈ ∈ M}; incorporate into n all the examples of c which own all the properties of M; establish links among n and nodes labeled by c and the properties of M end
The search for set M is exhaustively made in the power set of the example properties. If the minimum is not unique, the selection is made from the properties that describe the greatest number of examples.
Aggregation
This section is devoted to spelling out the second step of our machine learning system. Once we have obtained a set of discriminating rules according to the algorithm presented in the preceding section, we try to produce a more compact version that will, finally, be generalized to obtain the rules induced from the examples.
As has been said in the Introduction, this step is called aggregation and can be seen as a syntactical process where no induction is carried out at all. The aim is simply to group together rules alluding to individual values of attributes into rules whose antecedents allow specifications for attributes with values in a set of possibilities.
Since attributes and values will be essential in aggregation, we should parse properties into their two components. So, instead of p i , the denomination used in the previous section, we should write [a i : v i ].
To motivate the ideas of this section let us consider the following set of discriminating rules that classify the objects of a class "+" using values of three attributes, a, b and c: Given that the relevant data of these rules are the antecedents we can focus on the latter and observe that the first two rules can be summed up by quoting that what is necessary to conclude [class:+] is the presence of values 0 in attributes a and b and values 0 or 1 in attribute c. Therefore, if we had a syntax for disjunctive assertions about possible values of attributes, we would we able to reduce the number of rules and emphasize the relevance of subsets of values for specific attributes.
To this end, we are going to represent this kind of rules set by means of algebraic expressions where sums stand for disjunctions and multiplications for conjunctions. Thus, the previous rules can be thought of as the sum The advantage of this representation is that the algebraic manipulations made in these expressions do not modify its semantics like a set of rules. Consequently, we can consider the aggregation of rules to be a process of extracting common factors. Additionally, we agree to write That is to say, the rules:
In order to achieve this simplification, we are going to build a finite automaton whose recognized formal language can be represented by the regular expression that codifies the rules set. In our example, we can consider the automaton in Figure 4 Final State The goal of this approach is that the optimizations of the automaton into equivalent ones (those recognizing the same language) can be translated into simplifications of the rules set.
In automata theory we can consider two kinds of optimizations or minimizations: deterministic and nondeterministic; the first tries to find out states with equal outputs (paths from them to the final state). On the other hand, notice that the role played by State 4 can be shared between State 3 and State 7 . This is a case of nondeterministic minimization called scoop minimization, Arbib and Manes (1974) , Bahamonde and Vela (1991) . It gives rise to nondeterministic automata and consequently opens the way to a stronger reduction in the number of states of the final automaton. 
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Once we have minimized the automaton we only have to read the language recognized in order to obtain the set of simplified formulae. First of all, we will have a rule for every state previous to the final one: those directly connected to it like State 3*4 , State 5*6 , and State 7*4 in the example. In fact, we will have a rule end whose completion will be made by considering the problem of writing the rules in the subautomaton which results from considering each one of these states as final states.
For instance, the rules which end in [c:{0, 1}] will be completed by considering the subautomaton in Figure 6 that can be minimized since State 1 and State 2 are now equivalent. Finally, the obtained rule is In the process of simplification described here, for the construction of the automaton, we use an arrangement of the attributes of the rules. The role of these arrangements is to define the levels or floors of the automaton. We have worked at the order "abc" in the previous example but others could have been chosen. However, the results can be radically different. For example, if the order "cba" is used we obtain an automaton which gives rise to the rules
Therefore, it is necessary to choose the attribute order in formulae well. The main problem here is that the automaton we build to simplify the rules is nothing more than a partial model. In fact, the commutativity of the implicit conjunction of these rules is not maintained in this representation. So, we are going to discuss a criterion to order the attributes. Our intention is to arrange the attributes by trying to avoid sparse trees as much as possible. So, we introduce branching measurements to be able to quantify the adequacy of attributes to be set in a given place.
Given an attribute "a" with values in range(a) = {0, 1, ..., n}, we define the i-proportion of the attribute, p(a=i), i=0, 1, ..., n, to be the proportion of values i in the pairs attribute-value [a:j] appearing in the rules. Then, we define a measure of the branching provided by the attribute "a", br(a), as the entropy of the set of probabilities (p(a=i):i=0, ..., n), Shannon and Weaver (1949) :
Then, for the first level of the automaton we choose the attribute with minimum branching. And, once the attributes a 1 , ..., a n have been determined to form the first n levels, we will consider the conditioned measurements of branching to select the next attribute. The aim is to find an attribute "b" for which the distributions of a 1 , ..., a n conditioned by each value of "b" show the smallest dispersion. In other words, we wish to find each value of "b" repeated as few times as possible in the branches of the automaton (tree) we are constructing. Thus, we select the attribute "b" with minimum conditional branching:
br (a 1 , ..., a n /b)=Σ(p(b=i)⋅H(a 1 , ..., a n /b=i):i ∈ range(b)) = H(a 1 , ..., a n /b) =-Σ(p(b=i)⋅{Σ[p(a 1 , ..., a n =a/b=i)⋅log 2 (p(a 1 , ..., a n =a/b=i):a ∈ range(a 1 , ..., a n )]}:i ∈ range(b)) = H(a 1 , ..., a n , b) -H(b).
By following these criteria, the attribute choice process for the different levels which make up the aggregation automaton will be established as a shorter path algorithm. Here the costs of incorporating of a new attribute will be given by the values of the respective branching function. Roughly speaking, we consider the values of the branching measurement to be penalizations with the purpose of simplification due to the use of an inadequate order of attributes; these penalizations could be compensated throughout the results of the different levels.
In the previous example, the graph of exploration to establish the automaton levels for the rules R 1 , ..., R 11 is shown in Figure 7 . Notice that the preferred attribute order is the one that had been used earlier: "abc". In short, the algorithm followed in this aggregation phase of our machine learning system is the following:
To aggregate a rule set do begin separate the rules which conclude the same class value and have the same attributes involved; for every rules set rs resulting from the previous process do order the attributes of rs; build the finite automaton; minimize the finite automaton; read the finite automaton end_for end
Generalization
Till now SHAPE did not need to know very much about the nature of the attribute values appearing in examples or rules. But in order to produce a final version of rules learned from a collection of examples, we should take advantage of any peculiarity of the data types of our attributes. In fact, sometimes we deal with numeric values where topological considerations allow further induction processes. On the other hand, data itself might be endowed with a hierarchy of values providing a natural way to generalize a set of particular values into a more general class.
To formalize these ideas we need functions able to map sets of values into more general structures depending upon the kind of attributes. Thus, let us start by defining (following Michalski (1983) ) three kinds of attributes according to their range of possible values.
• An attribute will be nominal if its range has no structure. Characteristics like eye colour or the name of a person are examples of nominal attributes.
• An attribute will be linear if its range has a total ordering. Attributes with numeric values like temperature, weight, or length are linear.
• An attribute will be structured if its range values are organized into a hierarchy. Typical examples are geometric shapes, geographic data (city, county, region, country, ...), qualitative descriptions of numeric data like age, frequency, etc.. Taking into account the previous discussions about the different kinds of attributes, we can define (see Michalski, (1983) ) generalize(V) as follows:
• For nominal attributes we just have the identity function:
• For linear attributes we are going to close the interval envisaged by the finite set V. In symbols,
generalize(V) := [minimum(V), maximum(V)]
• For structured attributes we climb in the hierarchy trying to reach higher (more general) values. So, we jump to the father when V has just one value, and otherwise we go to the first common ancestor of all the values in V. In other words,
generalize(V) := if cardinal(V) = 1 then father_of (V) else least_upper_bound (V).
These generalization principles have an illustrative interpretation in a n-dimensional space. Let us suppose, for instance, that two attributes are used to extract rules of an illness diagnosis: age (structured), and temperature (linear). Starting from six sick people (baby, 37), (baby, 39), (baby, 40), (teenager, 37), (teenager, 39), (teenager, 41), suppose we obtain the rule sick ← [age:{baby, teenager}], [temperature:{37, 39, 41}].
If we represent these examples in a plane, as in Figure 8 , the above mentioned generalization principles allow us to infer the rule sick ← young and 37≤ temperature ≤ 41. However, we should be conscious of the fact that generalizations introduce a proportion of uncertainty into the induction system since we are covering larger regions with these broader rules. So, problems arise when we have counterexamples within the extended domains of rules.
In the case used to illustrate this section such a collision between examples and general rules appears if we have a healthy child whose temperature is 38 o C. Then we should restrict the carried out generalizations by redefining new rectangles; that is, by obtaining new rules so that the counterexample is not included in any. The results are shown in Figure 9 , depending on whether the restriction has been implemented by generalizing first age or temperature, respectively. The order in which the attributes are taken is domain dependent. 
Experimental results
For the evaluation of SHAPE we have selected three different environments in order to show the flexibility and wide range of applications of our system. In general, the results obtained by SHAPE are better than those obtained by other induction systems. But the main advantage is that there is not a single one able to produce as good a performance as SHAPE does in all kinds of situations.
The first experiment studied is a classifying task with a great number of examples. We use a chess end game problem proposed in Quinlan (1983) : white King-Rook versus black King-Knight. We want to synthesize a set of rules which allows us to decide whether knight's side is lost in at most 2-ply in a black-to-move situation, if we agree that black looses the game when either its king is in checkmate, or the knight has been captured, the position is not stalemate, the rook has not been captured and the black king cannot capture it on its next move.
Starting from this definition Quinlan establishes a sets of seven problems considering different restrictions to the configurations of the four pieces. The third of these problems gives rise to a learning set formed by 647 examples, each of which is a vector of eight elements, seven attribute-value pairs and the class, called position, with the safe and lost values. The seven attributes are the following: a 1 : distance from the black king to the knight a 2 : distance from the black king to the rook a 3 : distance from the white king to the knight a 4 : distance from the white king to the rook a 5 : black king, knight and rook lined a 6 : the rook threatens the black king a 7 : the rook threatens the knight The first four attributes are linear (with range {1, 2, 3} to represent 1, 2 or more than 2 king's movements) and the last three are binary (nominal) attributes. From the possible 648 combinations we exclude (a 1 =1, a 2 =1, a 3 =1, a 4 =1, a 5 =y, a 6 =y, a 7 =y) because it may not take place in the game. The following rules about the position are obtained from the learning graph (see section 2):
We can reduce these rules to 9 if we aggregate them in the sense described in section 3:
On the other hand, the algorithm PRISM, Cendrowska (1988) , obtains 15 rules starting from the same training set:
If we add the results reported by Quinlan about ID3 (translated into rules), we can summarize the performance of the three systems in the next table:
Furthermore ID3 classifies the illegal position mentioned above as being safe whereas neither PRISM nor SHAPE do it.
A second task consists of predicting the class value of an object when we only know a small sample of the universe. The task we face is thus to obtain a classifier, that is, a set of classification rules for a training set taken from Fisher (1936) . These data constitute a desirable and more than acceptable test since this has been used as a benchmark for measuring the effectiveness of statistics programs, classification and machine learning methods.
The set has 150 examples of iris from which the length and width of their petals and sepals have been measured and which belong to three species of this flower: Iris virginica, Iris setosa and Iris versicolor. Each specie has 50 examples. Therefore we have four linear attributes: petal length, with values from 10 to 56, petal width, from 1 to 24, sepal length, from 43 to 79, and sepal width, from 20 to 44.
The class has the three mentioned species as values. SHAPE produces a set of 31 rules with this set to learn from. If we use these rules to classify the same examples, with the criterion that if one example is described by rules of different classes, the predicted class is the one containing the most descriptive rule, that is, that which has the greatest number of examples, we are 100% successful. This result and the ones produced when leaving the least descriptive rules aside are given in the next table, where the percentage of failure in the prediction is called the rate of apparent or resubstitution error.
The rate of apparent error is, in general, criticized as a valid performance index for learning systems. In fact, if the set of examples is a small sample in the object universe, it can be slanted in an optimistic way if the learned rules have been specialized in the particular characteristics of the examples.
One strategy to obtain a more reliable way of measuring the goodness of a classificator consists of hiding some examples from the system, which will then produce the rules with the remaining ones, and calculating the error rate about the hidden examples. The holdout or H method follows this strategy with a partition (2/3, 1/3) of the examples in order to obtain rules and estimate their classification effectiveness, respectively. In the case we are dealing with, if we restrict the set of examples to the first 100 and call H error the percentage of wrong predictions over the last 50 examples, we have the results shown in the following A learning system based on exemplar generalizations is presented in Salzberg (1990) , where an account of 7% error rate using the H method with a (101, 49) partition is given, with a 5% resubstitution error. Crawford (1990) , with a modification of CART in order to make it incremental, also reports a 7% error, with a 4% resubstitution error.
Let us emphasize that the performance of these specialized induction systems are just one point better (in terms of H error) than SHAPE's. Nevertheless, the price to be paid in resubstitution is 5 or 4% versus 0% when the rules that SHAPE produces are used or even when skipping those that just explain 1 example.
The last experiment was selected to show the behaviour of SHAPE in a domain with structured attributes. The training set has 14 examples of two classes: + and -. The examples are described by means of the structured attributes:
shape, with range {square, triangle, circular, elliptic, croissant, star}, and colour, with range {yellow, blue, red, green, orange}.
Their structures are shown in Figure 10 . hen we try to generalize these rules, the value circular that appears in R 1 ' can be extended to ellipse but the attempt fails because of the example e 8 . In rule R 2 ', the set of shapes {square, triangle} can climb to regular_polygon, but no more since convex = generalize({regular_polygon}) would collide with the example e 8 again. However, the colour attribute can be upgraded from {blue, red} to be described as primary.
On generalizing R 4 ', the generalization of {star, croissant, elliptic} would lead to the postulation that any shape belongs to class "-", which is no way acceptable. Therefore, paying attention to the structure of the attribute, we consider the ({star, croissant}, {elliptic}) partition and we proceed with each set separately. So, {star, croissant} is successfully replaced by non_convex. But unfortunately, elliptic cannot be weakened to ellipse due to the presence of examples e 3 and e 5 .
Taking all the preceding into account, the final result are the rules: 
Conclusions
This paper presents a machine learning system from examples: SHAPE. The process starts by building up an acyclic graph which codifies the implicit order relations among the properties involved in the description of the examples. This learning graph organizes the knowledge coded in the examples in such a way that by reading the arcs around the class values we obtain an initial set of rules which constitutes the first step in the induction made by the system. In order to rewrite these rules in a more condensed way, we have applied some aspects of automata theory. After deciding which order of the attributes involved in the description of rules is the most adequate, we build a finite automaton whose non-deterministic minimization, carried out in polynomial time, allows us to decrease the number of rules. Finally, generalization principles are applied to linear and structured attributes to provide the final version of the induced rules.
The stages followed by SHAPE are implemented as consecutive modules. Hence, aggregation and generalization can be applied to sets of discriminating rules supplied by other systems, which can only improve their results.
The system is versatile enough to be applied to both classifying and predictive tasks. Both uses are integrated in the same algorithm. The experiments made with the system in both tasks and with several types of attributes show a high performance level in different contexts when compared to well-known specialist systems. In particular, SHAPE improves the results of systems which obtain decision trees considerably.
