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WODZICKI RESIDUE FOR
OPERATORS ON MANIFOLDS WITH CYLINDRICAL ENDS
UBERTINO BATTISTI AND SANDRO CORIASCO
Abstract. We define the Wodzicki Residue TR(A) for A belonging to a space
of operators with double order, denoted Lm1,m2
cl
. Such operators are globally
defined initially on Rn and then, more generally, on a class of non-compact
manifolds, namely, the manifolds with cylindrical ends. The definition is based
on the analysis of the associate zeta function ζ(A, z). Using this approach,
under suitable ellipticity assumptions, we also compute a two terms leading
part of the Weyl formula for a positive selfadjoint operator A ∈ Lm1,m2
cl
in the
case m1 = m2.
Introduction
The aim of this paper is to extend the definition of Wodzicki Residue to the class
of the so-called SG-classical operators on manifolds with cylindrical ends, through
the analysis of their complex powers and of the associate zeta functions. In view
of the properties of the underlying calculus, our definition holds for SG-classical
operators A globally defined on Rn as well as for their counterparts globally defined
on manifolds with cylindrical ends. Under appropriate conditions, the information
so obtained, concerning the meromorphic structure of ζ(A, z), is precise enough
to allow us to improve known results about the Weyl formula for the eigenvalue
asymptotics of elliptic SG-classical operators.
More explicitly, SG-pseudodifferential operators A = a(x,D) = Op (a) can be
defined via the usual left-quantization
Au(x) =
1
(2π)n
∫
eix·ξa(x, ξ)uˆ(ξ)dξ, u ∈ S(Rn),
starting from symbols a(x, ξ) ∈ C∞(Rn×Rn) with the property that, for arbitrary
multiindices α, β, there exist constants Cαβ ≥ 0 such that the estimates
(0.1) |DαξD
β
xa(x, ξ)| ≤ Cαβ〈ξ〉
m1−|α|〈x〉m2−|β|
hold for fixed m1,m2 ∈ R and all (x, ξ) ∈ R
n × Rn, where 〈u〉 =
√
1 + |u|2,
u ∈ Rn. Symbols of this type belong to the class denoted by SGm1,m2(Rn), and
the corresponding operators constitute the class Lm1,m2(Rn) = Op (SGm1,m2(Rn)).
In the sequel we will often simply write SGm1,m2 and Lm1,m2 , respectively, fixing
the dimension of the (non-compact) base manifold to n.
These classes of operators were first introduced on Rn by H.O. Cordes [8] and
C. Parenti [28], see also R. Melrose [24]. They form a graded algebra, i.e., Lr1,r2 ◦
Lm1,m2 ⊆ Lr1+m1,r2+m2 , whose residual elements are operators with symbols in
SG−∞(Rn) =
⋂
(m1,m2)∈R2
SGm1,m2(Rn) = S(R2n), that is, those having kernel in
S(R2n), continuously mapping S ′(Rn) to S(Rn). An operatorA = Op (a) ∈ Lm1,m2
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is called SG-elliptic if there exists R ≥ 0 such that a(x, ξ) is invertible for |x|+ |ξ| ≥
R and
a(x, ξ)−1 = O(〈ξ〉
−m1 〈x〉
−m2).
Operators in Lm1,m2 act continuously from S(Rn) to itself, and extend as continuous
operators from S ′(Rn) to itself and from Hs1,s2(Rn) to Hs1−m1,s2−m2(Rn), where
Ht1,t2(Rn), t1, t2 ∈ R, denotes the weighted Sobolev space
Ht1,t2(Rn) = {u ∈ S ′(Rn) : ‖u‖t1,t2 = ‖Op(πt1,t2)u‖L2 <∞},
πt1,t2(x, ξ) = 〈ξ〉
t1〈x〉t2 .
Incidentally, note that Hs1,s2(Rn) →֒ Hr1,r2(Rn) when s1 ≥ r1 and s2 ≥ r2, with
compact embedding when both inequalities are strict, while
S(Rn) =
⋂
(s1,s2)∈R2
Hs1,s2(Rn) and S ′(Rn) =
⋃
(s1,s2)∈R2
Hs1,s2(Rn).
An elliptic SG-operator A ∈ Lm1,m2 admits a parametrix P ∈ L−m1,−m2 such that
PA = I +K1, AP = I +K2,
for suitable K1,K2 ∈ L
−∞, and it turns out to be a Fredholm operator. In 1987,
E. Schrohe [32] introduced a class of non-compact manifolds, the so-called SG-
manifolds, on which it is possible to transfer from Rn the whole SG-calculus: in
short, these are manifolds which admit a finite atlas whose changes of coordinates
behave like symbols of order (0, 1) (see [32] for details and additional technical hy-
potheses). The manifolds with cylindrical ends are a special case of SG-manifolds,
on which also the concept of SG-classical operator makes sense: moreover, the prin-
cipal symbol of a SG-classical operator A on a manifold with cylindrical endsM , in
this case a triple σ(A) = (σψ(A), σe(A), σψe(A)), has an invariant meaning on M ,
see Y. Egorov and B.-W. Schulze [9], L. Maniccia and P. Panarese [21], R. Melrose
[24] and Section 3 below.
Wodzicki Residue was first considered by M. Wodzicki in 1984 [39], in the setting
of pseudodifferential operators on closed manifold, while studying the meromorphic
continuation of the zeta function of elliptic operators: the latter had been originally
defined by R. Seeley [37]. Wodzicki Residue turns out to be a trace on the algebra
of classical operators modulo smoothing operators. Moreover, if the dimension of
the closed manifold is larger then one, it is the unique trace on such algebra, up
to multiplication by a constant (the situation in dimension one is different, as a
consequence of the fact that, in such a case, S∗M is not connected, cfr. C. Kassel
[16]). In 1985, V. Guillemin [13] independently defined the so-called Symplectic
Residue, equivalent to Wodzicki Residue, with the aim of “finding a soft proof of
Weyl formula”, see also [20] for an extension of techniques used by V. Guillemin.
For an overview on the subject, see also the monograph of S. Scott [36]. Wodzicki
Residue, sometimes called non-commutative trace, gained a growing interest in the
years, also in view of the links with non-commutative geometry and Dixmier trace,
see, e.g., A. Connes [7], B. Ammann and C. Ba¨r [1], W. Kalau and M. Walze [15],
D. Kastler [17], R. Ponge [31], U. Battisti and S. Coriasco [4]. The concept has
been extended to different situations: manifolds with boundary by B.V. Fedosov,
F. Golse, E. Leichtnam and E. Schrohe [10], conic manifolds by E. Schrohe [34] and
J.B. Gil and P.A. Loya [11], operators with log-polyhomogeneous symbols by M.
Lesch [19], anisotropic operators onRn by P. Boggiatto and F. Nicola [5], Heisenberg
Calculus by R. Ponge [30], holomorphic families of psedudofferential operators by
S. Paycha and S. Scott [29]. Wodzicki Residue in the case of SG-calculus on Rn
was defined by F. Nicola [27], with an approach which differs by the one used here.
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Our purpose is to show the relation between Wodzicki Residue TR(A) and the
zeta function ζ(A, z) of elliptic SG-classical operators A ∈ Lm1,m2cl of integer order,
on manifolds with cylindrical ends. Under suitable assumptions, see Section 1
below, it turns out that ζ(A, z) is holomorphic for Re(−z) big enough, and that
it can be extended as a meromorphic function on the whole complex plane, with
poles of order at most two. Then, we define the Wodzicki Residue of A as
TR(A) = m1m2Res
2
z=1(ζ(A, z)) = m1m2 lim
z→1
(z − 1)2ζ(A, z).
We prove in Theorem 2.3 that this definition agrees, for operators on Rn, with
the one given in [27]. Our viewpoint, compared with the approach by F. Nicola,
looks more convenient when dealing with SG-classical operators on manifolds with
cylindrical ends, on which we are focused. TR(A) is then extended to general SG-
classical operators with integer order. In order to evaluate the residue of ζ(A, z) at
z = 1, that is
T̂Rx,ξ(A) = lim
z→1
(z − 1)
[
ζ(A, z)−
Res2z=1(ζ(A, z))
(z − 1)2
]
= −
1
m1
T̂rψ(A) −
1
m2
T̂re(A) +
1
m1m2
T̂Rθ(A),
we obtain the functionals T̂rψ, T̂re, introduced in [27], together with the additional
functional T̂Rθ(A), that we have called the angular term. T̂Rθ(A) plays an essential
role in the study of the eigenvalue asymptotics of suitable elliptic SG-classical
operators: our results, in fact, give an alternative proof of the corresponding Weyl
formulae, on Rn as well as on manifolds with cylindrical ends, see F. Nicola [27] and
L. Maniccia and P. Panarese [21], respectively. Moreover, in one case we obtain
a more precise formula. Indeed, let A ∈ Lm1,m2cl (R
n) be a positive selfadjoint
elliptic SG-classical operator of order (m1,m2), m1,m2 positive integers, and let
NA(λ) =
∑
λj≤λ
1 denote the associate counting function, {λj}j≥1 being the (non-
decreasing) sequence of the eigenvalues of A. Then, if A satisfies the hypotheses
mentioned above, for certain δi > 0, i = 0, 1, 2, and λ→ +∞,
NA(λ) =C
1
0λ
n
m logλ+ C20λ
n
m +O(λ
n
m
−δ0) for m1 = m2 = m,
NA(λ) =C1λ
n
m1 +O(λ
n
m1
−δ1) for m1 < m2,
NA(λ) =C2λ
n
m2 +O(λ
n
m2
−δ2) for m1 > m2,
(0.2)
where the constants C10 , C
2
0 , C1, C2 depend on A, see (3.10)-(3.12) below. There are
others setting in which the counting function N(λ) has an asymptotic behaviour of
type λm log(λ), see, for example, [11], [26], [3]. Christiansen and Zworski [6] studied
the Weyl asymptotics of the counting function of the Laplacian on manifolds with
cylindrical ends, while here we focus on operators with discrete spectrum.
In Theorem 3.5 we prove that if A ∈ Lm1,m2cl (M) is a SG-classical operator on a
manifold with cylindrical endsM , fulfilling assumptions completely similar to those
required for operators on Rn, (0.2) holds as well. While the asymptotic behaviours
of NA(λ) in (0.2) already appeared in such form for the cases m1 6= m2, we can
explicitely write the second term in the case m1 = m2 = m: only the logarithmic
term in λ is present in the mentioned papers [21, 27], and, to the best knowledge of
the authors, the fact that the second term is the power C20λ
n
m has not been proved
elsewhere for the operators we consider.
The paper is organised as follows. In Section 1 we review some of the standard
facts about the calculus of SG-classical operators. To make our exposition more
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self-contained, we also sketch the construction of the complex powers of a SG-
classical elliptic operator A under suitable hypotheses. Existence and properties of
Az, z ∈ C, were proved by E. Schrohe, J. Seiler and L. Maniccia in [23], to which
we mainly refere. However, we also give a different proof of the fact that Az is still
a SG-classical operator, using the isomorphism between the classical SG-symbols
and the smooth functions on the product of two n-dimensional closed balls. In
Section 2 we proceed with the study of the function ζ(A, z) and the definition of
Wodzicki Residue of A. Finally, in Section 3 we extend our results to the case
of SG-classical elliptic operators on manifolds with cylindrical ends and prove the
asymptotic expansions (0.2).
Acknowledgements
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1. Complex powers of SG-classical operators
From now on, we will be concerned with the subclass of operators given by
those elements A ∈ Lm1,m2(Rn), (m1,m2) ∈ R
2, which are SG-classical, that is,
A = Op(a) with a ∈ SGm1,m2cl (R
n) ⊂ SGm1,m2(Rn). We begin recalling the basic
definitions and results (see, e.g., [9, 23] for additional details and proofs).
Definition 1.1. i) A symbol a(x, ξ) belongs to the class SGm1,m2cl(ξ) (R
n) if
there exist am1−i,·(x, ξ) ∈ H˜
m1−i
ξ (R
n), i = 0, 1, . . . , homogeneous func-
tions of order m1− i with respect to the variable ξ, smooth with respect to
the variable x, such that, for a 0-excision function ω,
a(x, ξ)−
N−1∑
i=0
ω(ξ) am1−i,·(x, ξ) ∈ SG
m1−N,m2(Rn), N = 1, 2, . . . ;
ii) A symbol a(x, ξ) belongs to the class SGm1,m2cl(x) (R
n) if there exist a·,m2−k(x, ξ) ∈
H˜ m2−kx (R
n), k = 0, . . . , homogeneous functions of order m2 − k with re-
spect to the variable x, smooth with respect to the variable ξ, such that,
for a 0-excision function ω,
a(x, ξ)−
N−1∑
k=0
ω(x) a·,m2−k(x, ξ) ∈ SG
m1,m2−N (Rn), N = 1, 2, . . .
Definition 1.2. A symbol a(x, ξ) is SG-classical, and we write a ∈ SGm1,m2cl(x,ξ) (R
n) =
SGm1,m2cl (R
n) = SGm1,m2cl , if
i) there exist am1−j,·(x, ξ) ∈ H˜
m1−j
ξ (R
n) such that, for a 0-excision function
ω, ω(ξ) am1−j,·(x, ξ) ∈ SG
m1−j,m2
cl(x) (R
n) and
a(x, ξ)−
N−1∑
j=0
ω(ξ) am1−j,·(x, ξ) ∈ SG
m1−N,m2(Rn), N = 1, 2, . . . ;
ii) there exist a·,m2−k(x, ξ) ∈ H˜
m2−k
x (R
n) such that, for a 0-excision function
ω, ω(x) a·,m2−k(x, ξ) ∈ SG
m1,m2−k
cl(ξ) (R
n) and
a(x, ξ)−
N−1∑
k=0
ω(x) a·,m2−k ∈ SG
m1,m2−N (Rn), N = 1, 2, . . .
We set Lm1,m2cl(x,ξ) (R
n) = Lm1,m2cl = Op(SG
m1,m2
cl ).
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Remark 1. The definition could be extended in a natural way from operators act-
ing between scalars to operators acting between (distributional sections of) vector
bundles: one should then use matrix-valued symbols whose entries satisfy the esti-
mates (0.1) and modify accordingly the various statements below. To simplify the
presentation, we omit everywhere any reference to vector bundles, assuming them
to be trivial and one-dimensional.
The next two results are especially useful when dealing with SG-classical symbols.
Theorem 1.1. Let ak ∈ SG
m1−k,m2−k
cl , k = 0, 1, . . . , be a sequence of SG-classical
symbols and a ∼
∑∞
k=0 ak its asymptotic sum in the general SG-calculus. Then,
a ∈ SGm1,m2cl .
Theorem 1.2. Let Bn = {x ∈ Rn : |x| ≤ 1} and let χ be a diffeomorphism from
the interior of Bn to Rn such that
χ(x) =
x
|x|(1 − |x|)
for |x| > 2/3.
Choosing a smooth function [x] on Rn such that 1− [x] 6= 0 for all x in the interior
of Bn and |x| > 2/3 ⇒ [x] = |x|, for any a ∈ SGm1,m2cl denote by (D
ma)(y, η),
m = (m1,m2), the function
(1.1) b(y, η) = (1 − [η])m1(1− [y])m2a(χ(y), χ(η)).
Then, Dm extends to a homeomorphism from SGm1,m2cl to C
∞(Bn × Bn).
Note that the definition of SG-classical symbol implies a condition of compatibility
for the terms of the expansions with respect to x and ξ. In fact, defining σm1−jψ
and σm2−ie on SG
m1,m2
cl(ξ) and SG
m1,m2
cl(x) , respectively, as
σm1−jψ (a)(x, ξ) = am1−j,·(x, ξ), j = 0, 1, . . . ,
σm2−ie (a)(x, ξ) = a·,m2−i(x, ξ), i = 0, 1, . . . ,
it possibile to prove that
am1−j,m2−i = σ
m1−j,m2−i
ψe (a) = σ
m1−j
ψ (σ
m2−i
e (a)) = σ
m2−i
e (σ
m1−j
ψ (a)),
j = 0, 1, . . . , i = 0, 1, . . .
Moreover, the algebra property of SG-operators and Theorem 1.1 imply that the
composition of two SG-classical operators is still classical. For A = Op(a) ∈
Lm1,m2cl the triple σ(A) = (σψ(A), σe(A), σψe(A)) = (am1,· , a·,m2 , am1,m2) is called
the principal symbol of A. This definition keeps the usual multiplicative behaviour,
that is, for any A ∈ Lr1,r2cl , B ∈ L
s1,s2
cl , (r1, r2), (s1, s2) ∈ R
2, σ(AB) = σ(A)σ(B),
with componentwise product in the right-hand side. We also set
Symp (A) (x, ξ) = Symp (a) (x, ξ) =
= am(x, ξ) = ω(ξ)am1,·(x, ξ) + ω(x)(a·,m2(x, ξ)− ω(ξ)am1,m2(x, ξ))
for a 0-excision function ω. Theorem 1.3 below allows to express the ellipticity of
SG-classical operators in terms of their principal symbol:
Theorem 1.3. An operator A ∈ Lm1,m2cl is elliptic if and only if each element of
the triple σ(A) is non-vanishing on its domain of definition.
Next, in order to outline the construction of the complex powers Az , z ∈ C, of an
elliptic SG-classical operator, we need to recall some results about the parametrix
of A − λI, where λ belongs to a sector Λ in the complex plane. It is well-known
(see [12]) that, unless one restricts to differential operators, it is not possible to
follow the idea of [38], that is, define parameter-dependent symbols and analyze
the resolvent as a particular case of parameter-dependent operator. We follow the
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paper [23] closely, recalling facts concerning the spectrum of elliptic SG-operators
and the concept of Λ-elliptic symbol. For m1,m2 > 0, an elliptic A ∈ L
m1,m2 is
considered as an unbounded operator
A : Hm1,m2 ⊂ L2 → L2,
which turns out to be closed.
Theorem 1.4. Given an elliptic operator A ∈ Lm1,m2 with m1,m2 > 0, only one
of the following properties holds:
i) the spectrum of A is the whole complex plane C;
ii) the spectrum of A is a countable set, without any limit point.
Proof. If i) does not hold, there exists µ ∈ C such that (A − µI) is invertible.
Without loss of generality, we can assume µ = 0, so that
(A− λI) = A(I − λA−1),
showing that (A − λI) is not invertible if and only if λ 6= 0 and 1
λ
belongs to the
spectrum of A−1. From the properties of elliptic operators, we have that A−1 ∈
L−m1,−m2 . Moreover, in view of the hypothesis m1,m2 > 0, of the continuity
of A−1 from L2 ≡ H0,0 to Hm1,m2 and of the compact embeddings between the
weighted Sobolev spaces stated above, A−1 : L2 → Hm1,m2 →֒ L2 is a compact
operator, and, as such, it has a countable spectrum with, at most, the origin as a
limit point. 
Remark 2. The proof of Theorem 1.4 also shows that the eigenfunctions of A are
the same of A−1.
For fixed θ0, θ, let Λ = {z ∈ C : θ0 − θ ≤ arg(z) ≤ θ0 + θ} be a closed sector of the
complex plane with vertex at the origin. We now recall the definition of ellipticity
with respect to Λ:
Definition 1.3. Let Λ be a closed sector of the complex plane with vertex at the
origin. A symbol a(x, ξ) ∈ SGm1,m2 and the corresponding operator A = Op(a)
are called Λ-elliptic if there exist constants C,R > 0 such that
i) a(x, ξ)− λ 6= 0, for any λ ∈ Λ and (x, ξ) satisfying |x|+ |ξ| ≥ R;
ii) |(a(x, ξ) − λ)−1| ≤ C〈ξ〉−m1 〈x〉−m2 for any λ ∈ Λ and (x, ξ) satisfying
|x|+ |ξ| ≥ R.
Remark 3. When matrix-valued symbols are involved, condition i) above is mod-
ified, asking that the spectrum of the matrix a(x, ξ) does not intersect the sector Λ
for |x|+ |ξ| ≥ R.
To define the complex powers of an elliptic operator A, we need that the resolvent
(A − λI)−1 exists, at least, for |λ| big enough. The following Theorem 1.5 shows
that this is always the case when m1,m2 > 0 and that the resolvent can be well
approximated by a parametrix of A− λI.
Theorem 1.5. Let m1,m2 > 0 and A ∈ L
m1,m2 be Λ-elliptic. Then, there exists
a constant L such that the resolvent set ρ(A) includes ΛL = {λ ∈ Λ: |λ| > L}.
Moreover, for suitable constants C,C′ > 0, we have that
‖(A− λI)−1‖L(L2) ≤
C
|λ|
and
‖(A− λI)−1 −B(λ)‖L(L2) ≤
C′
|λ|2
where B(λ) is a parametrix of A− λI.
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The next two results give estimates for the position of the eigenvalues of a Λ-
elliptic operator in the complex plane and the relation between Λ-ellipticity and
the principal symbol of a classical SG-operator, similarly to Theorem 1.3.
Lemma 1.6. If A = Op(a) ∈ Lm1,m2 , m1,m2 > 0, is Λ-elliptic, there is a constant
c0 ≥ 1 such that, for every (x, ξ) ∈ R
n × Rn, the spectrum of a(x, ξ) is included in
the set
Ω〈x〉,〈ξ〉 =
{
z ∈ C \ Λ:
1
c0
〈ξ〉m1 〈x〉m2 ≤ |z| ≤ c0〈ξ〉
m1〈x〉m2
}
and
|(λ− a(x, ξ))−1| ≤ C(|λ|+ 〈ξ〉m1 〈x〉m2)−1, ∀(x, ξ) ∈ Rn × Rn, λ ∈ C \ Ω〈x〉,〈ξ〉.
Proposition 1.7. For a ∈ SGm1,m2cl , the Λ-ellipticity property is equivalent to
am1,·(x, ω)− λ 6= 0, for all x ∈ R
n, ω ∈ Sn−1, λ ∈ Λ,
a·,m2(ω
′, ξ)− λ 6= 0, for all ξ ∈ Rn, ω′ ∈ Sn−1, λ ∈ Λ,
am1,m2(ω
′, ω)− λ 6= 0, for all ω ∈ Sn−1, ω′ ∈ Sn−1, λ ∈ Λ,
where Sn−1 = {u ∈ Rn : |u| = 1}.
Remark 4. If a is matrix-valued, the conditions in Proposition 1.7 have to be
expressed in terms of the spectra of the three involved matrices, analogously to
Remark 3.
We can now give the definition of Az, z ∈ C. The following assumptions on A
are natural:
Assumptions A1. (1) A ∈ Lm1,m2(Rn), with m1 and m2 positive integers;
(2) A is Λ-elliptic with respect to a closed sector Λ of the complex plane with
vertex at the origin;
(3) A is invertible as an operator from L2(Rn) to itself;
(4) The spectrum of A does not intersect the real interval (−∞, 0);
(5) A is SG-classical.
Theorem 1.4 implies that, if A satisfies Assumptions A1, it has a discrete spectrum.
In view of this, it is possible to find θ ∈ (0, π) so that (A − λ)−1 exists for all
λ ∈ Λ = Λ(θ) = {z ∈ C : π − θ ≤ arg(z) ≤ π + θ}.
Definition 1.4. Let A be a SG-operator that satisfies Assumptions A1. Let us
define Az, z ∈ C, Re(z) < 0, as
(1.2) Az =
1
2πi
∫
Γ
λz(A− λI)−1dλ,
where Γ = ∂−(Λ ∪ {z ∈ C : |z| ≤ δ}), δ > 0 suitably small, is the path in the figure
below:
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Γ
Λ
Re(z)
Im(z)
δθ
The operator Az , Re(z) < 0, is well defined since, from Theorem 1.5, ‖(A −
λI)−1‖L(L2) ≤
C
|λ| and this gives the absolute convergence of the integral. The
definition can be extended to arbitrary z ∈ C:
Definition 1.5. Let A be a SG-operator that satisfies Assumptions A1. Define
Az =
{
Az for Re(z) < 0
Az−lA
l for Re(z) ≥ 0, with l = 1, 2, . . . , Re(z − l) < 0.
Proposition 1.8. i) The Definition of Az for Re(z) ≥ 0 does not depend on
the integer l.
ii) AzAs = Az+s for all z, s ∈ C.
iii) Ak = A ◦ . . . ◦A︸ ︷︷ ︸
k times
when z coincides with the positive integer k.
iv) If A ∈ Lm1,m2 then Az ∈ Lm1z,m2z.
The proof can be found, e.g., in [33] and [38]. Note that the definition and properties
of SG-symbols and operators with complex double order (z1, z2) are analogous to
those given above, with Re(z1),Re(z2) in place of m1,m2, respectively.
Remark 5. An application of Lemma 1.6 implies that the symbol of the operator
Az has the form
sym(Az) =
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λz sym((A− λI)−1)dλ.
It is a fact that, given a SG-classical operator A satisfying Assumptions A1, Az
is still classical: Maniccia, Schrohe and Seiler proved this in [23] by direct com-
putation, finding the SG-classical expansion of sym(Az). For future reference and
sake of completeness, we prove here the same result by a different technique, which
makes use of the identification between SG-classical symbols and C∞(Bn × Bn)
given in Theorem 1.2.
Theorem 1.9. Let A ∈ Lm1,m2cl be an operator satisfying Assumptions A1. Then
Az, Re(z) < 0, is SG-classical of order (m1z,m2z).
Proof. In this proof we use vector notation for the orders, setting m = (m1,m2),
e = (1, 1). By Lemma 1.6 and Remark 5 we know that
az = sym(Az) =
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λz sym((A− λI)−1)dλ.
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We have to prove that az ∈ SGmzcl . To begin, we claim that
bmz(x, ξ) =
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λz(am(x, ξ)−λ)
−1dλ = [am(x, ξ)]
z ∈ SGmzcl , Re(z) < 0.
In view of Theorem 1.2, it is enough to show that (Dmzbmz)(y, η) ∈ C
∞(Bn×Bn).
For t = (t1, t2), set wt(y, η) = (1 − [η])
t1(1 − [y])t2 . By the change of variable
λ = w−m(y, η)µ, we get
(Dmzbmz)(y, η) =
1
2πi
∫
∂+Ω〈χ(y)〉,〈χ(η)〉
λz wmz(y, η)
am(χ(y), χ(η)) − λ
dλ
=
1
2πi
∫
∂+Ω˜y,η
µz w−m(y, η)
am(χ(y), χ(η)) − µw−m(y, η)
dµ
=
1
2πi
∫
∂+Ω˜y,η
µz
(Dmam)(y, η)− µ
dµ
By Lemma 1.6, |am(x, ξ)−λ| ≥ c(〈ξ〉
m1 〈x〉m2+|λ|), which implies |(Dmam)(y, η)−
µ| ≥ c(1 + |µ|), so that Dmzbmz ∈ C
∞(Bn × Bn), as claimed.
By the parametrix construction in the SG-calculus, and in view of the Λ-ellipticity
of A, we have
(A− λI)−1 = Op((a− λ)−1) + Op(c) + Op(q),
where q ∈ SG−∞, c = sym((A−λI)−1−Op((a−λ)−1)) ∼
∑∞
j=1 cj , cj = rj (a−λ)
−1,
rj ∈ SG
−je
cl , j ≥ 1, see [23]. We can then write
az =
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λzsym((A − λI)−1)dλ
∼
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λz(a− λ)−1dλ+
1
2πi
∞∑
j=1
∫
∂+Ω〈x〉,〈ξ〉
λzrj(a− λ)
−1dλ
+
1
2πi
∫
∂+Ω〈x〉,〈ξ〉
λzq dλ.
(1.3)
Let us consider the first term. The operator A is SG-classical so a = am + r,
r ∈ SGm−ecl . We have, for all N ∈ N,
(a− λ)−1 = (am + r − λ)
−1
= (am − λ)
−1(1 + (am − λ)
−1r)−1
= (am − λ)
−1
[
N∑
k=0
(−1)k(am − λ)
−krk
+ (−1)N+1(1 + (am − λ)
−1r)−1(am − λ)
−(N+1)rN+1
]
,
and then
b =
1
2πi
∫
∂Ω〈x〉,〈ξ〉
λz(a− λ)−1dλ
=
1
2πi
∫
∂Ω〈x〉,〈ξ〉
λz(am − λ)
−1dλ︸ ︷︷ ︸
bmz
+
N∑
k=1
(−1)k
2πi
∫
∂Ω〈x〉,〈ξ〉
λzrk(am − λ)
−k−1dλ︸ ︷︷ ︸
bk
+RN ,
where
RN =
(−1)N+1
2πi
∫
∂Ω〈x〉,〈ξ〉
λz(1 + (am − λ)
−1r)−1(am − λ)
−(N+2)rN+1dλ.
9
By the calculus and the hypotheses, it turns out thatRN ∈ SG
m−(N+1)e. Moreover,
bk ∈ SG
mz−ke
cl , k ≥ 1. Indeed, as above,
(Dmz−kebk)(y, η) =
(−1)k
2πi
∫
∂+Ω〈χ(y)〉,〈χ(η)〉
λz wmz−ke(y, η) r
k(χ(y), χ(η))
(am(χ(y), χ(η)) − λ)k+1
dλ
=
(−1)k
2πi
∫
∂+Ω˜y,η
µz w−mz(y, η)wmz−ke(y, η) r
k(χ(y), χ(η))
wm(y, η) (am(χ(y), χ(η)) − µw−m(y, η))k+1
dµ
=
(−1)k
2πi
∫
∂+Ω˜y,η
µz ((Dm−er)(y, η))k
((Dmam)(y, η)− µ)k+1
dµ ∈ C∞(Bn × Bn).
(1.4)
Theorem 1.1 then gives b ∈ SGmzcl with b − bmz ∈ SG
mz−e
cl . In a completely
similar fashion, it is possible to prove that the asymptotic sum in (1.3) gives a
symbol in SGmz−ecl , since D
−jerj is smooth and uniformly bounded, together with
its derivatives, with respect to µ (see [23] for more details). Finally, it is easy to
see that the third term in (1.3) gives a smoothing operator. Again by Theorem 1.1,
az ∈ SGmzcl , with a
z = [am(x, ξ)]
z mod SGmz−ecl . 
Remark 6. By Definition 1.5,
Az = Al ◦Az−l, Re(z − l) < 0,
and, by Theorem 1.9, we obtain that Az is a SG-classical operator for all z ∈ C.
So, denoting alm1l−j,·(x, ξ), j = 0, 1, . . ., the terms of the homogeneous expansion
with respect to ξ of Al, the SG-calculus implies
(1.5) azm1z−j,·(x, ξ) =
1
α!
∑
|α|+i+k=j
∂αξ a
l
m1l−i,·D
α
xa
z−l
m1(z−l)−k,·
.
The same holds for the x-expansion
(1.6) az·,m2z−k =
1
α!
∑
|α|+i+j=k
∂αξ a
l
·,m2l−iD
α
xa
z−l
·,m2(z−l)−j
.
The following Proposition is immediate, in view of the proof of Theorem 1.9:
Proposition 1.10. The top order terms in the expansions (1.5), (1.6) are such
that
azm1z,· = (am1,·)
z,
az·,m2z = (a·,m2)
z,
azm1z,m2z = (am1,m2)
z .
(1.7)
Remark 7. In order to define Az we do not need m1,m2 integer numbers. Anyway,
this hypothesis is essential in the definition of Wodzicki residue given below, so we
included it from the very beginning in Assumptions A1.
2. ζ function and Wodzicki residue for SG-classical operators on Rn
In [33] E. Schrohe noticed that, for A ∈ Lm1,m2 such that Re(z)m1 < −n and
Re(z)m2 < −n, A
z is trace class, so he defined
(2.1) ζ(A, z) = Sp(Az) =
∫
KAz(x, x)dx,
where Sp is the spur of Az , i.e., a trace on the algebra of trace class operators.
Assuming that A is SG-classical and elliptic, we want to study the meromorphic
extension of ζ(A, z): this will allow to define trace operators, in connection with the
residues of ζ(A, z). We first consider the kernelKAz(x, y) of the operator A
z defined
in 1. The information provided by the knowledge of the homogeneous expansions
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of the symbol of Az allows to investigate in detail the properties of KAz(x, y) on
the diagonal (x, x).
Theorem 2.1. Let A be an elliptic operator that satisfies Assumptions A1. Then,
KAz(x, x) is a holomorphic function for Re(z) < −
n
m1
and admits, at most, simple
poles at the points zj =
j−n
m1
, j = 0, 1, . . ..
Proof. Let us consider the kernel KAz(x, y) on the diagonal (x, x), given by
KAz(x, x) =
1
(2π)n
∫
Rn
sym(Az)(x, ξ)dξ
=
1
(2π)n
∫
|ξ|<1
az(x, ξ)dξ +
1
(2π)n
∫
|ξ|≥1
az(x, ξ)dξ.
Clearly, the first integral converges, and the resulting function is holomorphic, so
we can focus on∫
|ξ|≥1
az(x, ξ)dξ =
∫
|ξ|≥1
p−1∑
j=0
azm1z−j,·
(
x,
ξ
|ξ|
)
|ξ|m1z−jdξ
+
∫
|ξ|≥1
rm1z−p,·(x, ξ)dξ.
The number p can be chosen such that m1Re(z) − p < −n: this means that we
have to deal with the terms appearing in the sum for j = 0, . . . , p − 1. Switching
to polar coordinates ξ = ρω, ρ ∈ [1,∞), ω ∈ Sn−1,∫
|ξ|≥1
az(x, ξ)dξ =
p−1∑
j=0
∫ ∞
1
ρm1z−j+n−1dρ
∫
Sn−1
azm1z−j(x, θ)dθ
+
∫
|ξ|≥1
rm1z−p,·(x, ξ)dξ.
To have convergence in the first integral, we must impose m1Re(z) + n < 0, i.e.,
Re(z) < − n
m1
. Evaluating the integral, we find∫
|ξ|≥1
az(x, ξ)dξ = −
p−1∑
j=0
1
m1z − j + n
∫
Sn−1
azm1z−j,·(x, θ)dθ
+
∫
|ξ|≥1
rzm1z−p(x, ξ)dξ.
This proves that KAz(x, x) is holomorphic for Re(z) < −
n
m1
, and that it can be
extended as a meromorphic function on the whole complex plane with, at most,
simple poles at the points zj =
j−n
m1
, j = 0, 1, . . . 
Remark 8. As in the case of a compact manifold, see [37], we can prove that the
kernel KAz(x, x) is regular for z = 0 and, if A is a differential operator, KAz(x, x)
is also regular for all integer.
Now we proceed to examine the properties of ζ(A, z):
Theorem 2.2. Let A be an elliptic operator that satisfies Assumptions A1, and
define
(2.2) ζ(A, z) =
∫
Rn
KAz(x, x)dx =
1
(2π)n
∫
Rn
∫
Rn
sym(Az)(x, ξ)dξdx.
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The function ζ(A, z) is holomorphic for Re(z) < min{− n
m1
,− n
m2
}. Moreover, it
can be extended as a meromorphic function with, at most, poles at the points
z1j =
j − n
m1
, j = 0, 1, . . . , z2k =
k − n
m2
, k = 0, 1, . . .
Such poles can be of order two if and only if there exist integers j, k such that
(2.3) z1j =
j − n
m1
=
k − n
m2
= z2k.
Proof. We divide R2n into the four regions
{(x, ξ) : |x| ≤ 1, |ξ| ≤ 1}, {(x, ξ) : |x| < 1, |ξ| > 1},
{(x, ξ) : |x| > 1, |ξ| < 1}, {(x, ξ) : |x| ≥ 1, |ξ| ≥ 1}.
Setting, as above, az = sym(Az), we can write
ζ1(A, z) =
1
(2π)n
∫
|x|≤1
∫
|ξ|≤1
az(x, ξ)dξdx,
ζ2(A, z) =
1
(2π)n
∫
|x|<1
∫
|ξ|>1
az(x, ξ)dξdx,
ζ3(A, z) =
1
(2π)n
∫
|x|>1
∫
|ξ|<1
az(x, ξ)dξdx,
ζ4(A, z) =
1
(2π)n
∫
|x|≥1
∫
|ξ|≥1
az(x, ξ)dξdx,
ζ(A, z) =
4∑
i=1
ζi(A, z),
and examine each term of the sum separately.
1) The analysis of this term is straightforward. Since we integrate az, holo-
morphic function in z and smooth with respect to (x, ξ), on a bounded set
with respect to (x, ξ), ζ1(A, z) is holomorphic.
2) Using the asymptotic expansion of az with respect to ξ, we can write
ζ2(A, z) =−
1
(2π)n
p−1∑
j=0
1
m1z + n− j
∫
|x|<1
∫
Sn−1
azm1z−j,·(x, θ)dθdx
+
1
(2π)n
∫
|x|<1
∫
Rn
rzm1z−p,·(x, ξ)dξdx.
Choosing p > m1Re(z)+n, the last integral is convergent. For the sum, we
can argue as in the proof of the Theorem 2.1. So ζ2(A, z) is holomorphic
for Re(z) < − n
m1
and has, at most, poles at the points z1j =
j−n
m1
.
3) To discuss this term we need the asymptotic expansion of az with respect
to x. Using Proposition 1.5, we can write
az(x, ξ) =
q−1∑
k=0
az·,m2z−k(x, ξ) + t
z
·,m2z−q(x, ξ),
which implies
ζ3(A, z) =
1
(2π)n
∫
|x|>1
∫
|ξ|<1
q−1∑
k=0
az·,m2z−k
(
x
|x|
, ξ
)
|x|m2z−kdξdx
+
1
(2π)n
∫
|x|>1
∫
|ξ|<1
tz·,m2z−q(x, ξ)dξdx.
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Now, switching to polar coordinates, we can write
ζ3(A, z) =
1
(2π)n
q−1∑
k=0
∫ ∞
1
ρm2z+n−1−k
∫
Sn−1
∫
|ξ|<1
az·,m2z−k(θ, ξ)dξdθdρ
+
1
(2π)n
∫
|x|>1
∫
|ξ|<1
tz·,m2z−q(x, ξ)dξdx.
Arguing as in point (2), it turns out that ζ3(A, z) is holomorphic for Re(z) <
− n
m2
and can be extended as a meromorphic function on the whole complex
plane with, at most, poles at the points z2k =
k−n
m2
.
4) To treat the last term we need to use both the expansions with respect to
x and with respect to ξ. We first expand az with respect to ξ
ζ4(A, z) =
1
(2π)n
p−1∑
j=0
∫
|x|≥1
∫
|ξ|≥1
azm1z−j,·(x, ξ)dξdx
+
1
(2π)n
∫
|x|≥1
∫
|ξ|≥1
rzm1z−j,·(x, ξ)dξdx.
In order to integrate over |ξ| ≥ 1, we assume Re(z) < − n
m1
. Now, switching
to polar coordinates and integrating the radial part, we can write
ζ4(A, z) =−
1
(2π)n
p−1∑
j=0
∫
|x|≥1
1
m1z + n− j
∫
Sn−1
azm1z−j,·(x, θ)dθdx
+
1
(2π)n
∫
|x|≥1
∫
|ξ|≥1
rzm1z−p,·(x, ξ)dξdx.
Now, in order to integrate over |x| ≥ 1, we expand with respect to x
ζ4(A, z) =−
1
(2π)n
q−1∑
k=0
p−1∑
j=0
∫
|x|≥1
1
m1z + n− j
∫
Sn−1
azm1z−j,m2z−k(x, θ)dθdx
−
1
(2π)n
p−1∑
j=0
1
m1z + n− j
∫
|x|≥1
∫
Sn−1
tzm1z−j,m2z−q(x, θ)dxdθ
+
1
(2π)n
q−1∑
k=0
∫
|x|≥1
∫
|ξ|≥1
rzm1z−p,m2z−k(x, ξ)dξdθ
+
1
(2π)n
∫
|x|≥1
∫
|ξ|≥1
rzm1z−p,m2z−q(x, ξ)dxdξ.
Imposing Re(z) < − n
m2
, and integrating the radial part with respect to the
x, we obtain
ζ4(A, z) =
1
(2π)n
q−1∑
k=0
p−1∑
j=0
1
m2z + n− k
1
m1z + n− j
Im2z−km1z−j
−
1
(2π)n
p−1∑
j=0
1
m1z + n− j
Rj,q(z)
−
1
(2π)n
q−1∑
k=0
1
m2z + n− k
Rp,k(z) +Rp,q(z)
where
(2.4) Im2z−km1z−j =
∫
Sn−1
∫
Sn−1
azm1z−j,m2z−k(θ
′, θ)dθdθ′.
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Rj,k, Rp,k, Rp,q are holomorphic for Re(z) < min{−
n
m1
,− n
m2
}, since p, q
are arbitrary. So we obtain that ζ4(A, z) is holomorphic for Re(z) <
min{− n
m1
,− n
m2
} and can be extended as a meromorphic function on the
whole complex plane with, at most, poles at the points z1j =
j−n
m1
, z2k =
k−n
m2
.
Clearly these poles can be of order two when the conditions (2.3) in the
statement are fulfilled.
The proof is complete. 
We can now prove two Theorems which show the relation between ζ(A, z) and
the functionals introduced by F. Nicola [27], namely
Trψ,e(A) =
1
(2π)n
∫
Sn−1
∫
Sn−1
a−n,−n(θ, θ
′)dθ′dθ =
1
(2π)n
I−n−n ,
T̂rψ(A) =
1
(2π)n
lim
τ→∞
[ ∫
|x|≤τ
∫
Sn−1
a−n,·(x, θ)dθdx
− (log τ) I−n−n −
m2+n−1∑
k=0
τm2−k
(m2 − k)
Im2−k−n
]
,
T̂re(A) =
1
(2π)n
lim
τ→∞
[ ∫
Sn−1
∫
|ξ|≤τ
a·,−n(θ, ξ)dξdθ
− (log τ) I−n−n −
m1+n−1∑
j=0
τm1−j
(m1 − j)
I−nm1−j
]
,
(2.5)
where I−nm1−j , I
m2−k
−n are integrals of the form (2.4) with am1−j,−n and a−n,m2−k in
place of azm1z−j,m2z−k, respectively. We define the following new functional, that
we call the angular term
(2.6) T̂Rθ(A) =
1
(2π)n
∫
Sn−1
∫
Sn−1
d
dz
(azm1z−n−m1,m2z−n−m2)
∣∣∣∣
z=1
(θ, θ′)dθ′dθ.
Remark 9. In general, it is rather cumbersome to evaluate the angular term defined
in (2.6). In the case m1 = m2 = −n, the computation is easier: by Proposition
1.10,
d
dz
(az−n z,−n z)
∣∣∣∣
z=1
= lim
z→1
az−n z,−n z − a−n,−n
z − 1
= a−n,−n · log(a−n,−n).
Theorem 2.3. Let A be an operator satisfying Assumptions A1. Then, defining
TR(A) = m1m2Res
2
z=1(ζ(A, z)) = m1m2 lim
z→1
(z − 1)2ζ(A, z),(2.7)
we have
(2.8) TR(A) = Trψ,e(A).
Proof. To evaluate the limit we split again ζ(A, z) into the four terms already
examined in the proof of Theorem 2.2. We get:
1) lim
z→1
(z − 1)2ζ1(A, z) = 0, since ζ1(A, z) is holomorphic;
2) lim
z→1
(z − 1)2ζ2(A, z) = 0, since ζ2(A, z) has a pole of order one at z = 1;
3) Similarly, lim
z→1
(z − 1)2ζ3(A, z) = 0;
4) Finally,
lim
z→1
(z − 1)2ζ4(A, z) =
1
m1m2(2π)n
∫
Sn−1
∫
Sn−1
a1−n,−n(θ, θ
′)dθ′dθ.
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Now the theorem follows from Proposition 1.8, which gives A1 = A, so that
a1−n,−n = a−n,−n.

Theorem 2.4. Let A be an operator that satisfies Assumptions A1. Then, defining
(2.9) T̂Rx,ξ(A) = lim
z→1
(z − 1)
[
ζ(A, z)−
Res2z=1(ζ(A, z))
(z − 1)2
]
,
we have
(2.10) T̂Rx,ξ(A) = −
1
m1
T̂rψ(A) −
1
m2
T̂re(A) +
1
m1m2
T̂Rθ(A).
Proof. We notice that the function
ζ(A, z)−
Res2z=1(ζ(A, z))
(z − 1)2
is meromorphic with a simple pole at the point z = 1, so the limit (2.9) exists and
is finite. In order to prove the assertion, we use a decomposition of R2n into four
sets defined by means of a parameter τ > 1,
D1 = {(x, ξ) : |x| ≤ τ, |ξ| ≤ τ}, D2 = {(x, ξ) : |x| < τ, |ξ| > τ},
D3 = {(x, ξ) : |x| > τ, |ξ| < τ}, D4 = {(x, ξ) : |x| ≥ τ, |ξ| ≥ τ}.
and set
ζi(A, z) =
∫∫
Di
az(x, ξ)dξdx, i = 1, . . . , 4.
1) D1 is a compact set: ζ1(A, z) is then holomorphic, so that, for any τ ≥ 1,
L1 = lim
z→1
(z − 1)ζ1(A, z) = 0.
2) Expanding az with respect to ξ, we find
ζ2(A, z) =−
1
(2π)n
∫
|x|<τ
p−1∑
j=0
τm1z+n−j
m1z + n− j
∫
Sn−1
azm1z−j,·(x, θ)dθdx
+
1
(2π)n
∫
|x|<τ
∫
Rn
rm1z−p,·(x, ξ)dξdx.
For p big enough, rm1z−p,· is absolutely integrable with respect to ξ, So we
have, for q big enough, and any τ ≥ 1,
L2 = lim
z→1
(z − 1)ζ2(A, z) = −
1
m1(2π)n
∫
|x|<τ
∫
Sn−1
a1−n,·(x, θ)dθdx,
since any term in the limit goes to zero, apart the one corresponding to
j = n+m1.
3) Similarly, using the expansion of az with respect to x,
ζ3(A, z) = −
1
(2π)n
q−1∑
k=0
τm2z+n−k
m2z + n− k
∫
Sn−1
∫
|ξ|<τ
az·,m2z−k(θ, ξ)dξdθ
+
1
(2π)n
∫
x≥τ
∫
ξ≤τ
tz·,m2z−q(x, ξ)dξdx,
so that, for q big enough and any τ ≥ 1,
L3 = lim
z→1
(z − 1)ζ3(A, z) = −
1
m2(2π)n
∫
Sn−1
∫
|ξ|≤τ
a1·,−n(θ, ξ)dξdθ.
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4) Expanding with respect to both the variables x and ξ,
ζ4(A, z) =
1
(2π)n
q−1∑
k=0
p−1∑
j=0
τm1z+n−j
m1z + n− j
τm2z+n−k
m2z + n− k
Im2z−km1z−j
−
1
(2π)n
p−1∑
j=0
τm1z+n−j
m1z + n− j
∫
|x|≥τ
∫
Sn−1
tzm1z−j,m2z−q(x, θ)dθdx
−
1
(2π)n
q−1∑
k=0
τm2z+n−k
m2z + n− k
∫
Sn−1
∫
|ξ|≥τ
rzm1z−p,m2z−k(θ, ξ)dξdθ
+
1
(2π)n
∫
|x|≥τ
∫
|ξ|≥τ
rzm1z−p,m2z−q(x, ξ)dxdξ
So, for p and q big enough, and any τ ≥ 1, we have
L4 = lim
z→1
(z − 1)
(
ζ4(A, z)−
Res2z=1(ζ(A, z))
(z − 1)2
)
=
lim
z→1
(z − 1)
m1m2(2π)n
τ (m1+m2)(z−1) − 1
(z − 1)2
Im2z−n−m2m1z−n−m1
+ lim
z→1
(z − 1)
m1m2(2π)n
Im2z−n−m2m1z−n−m1 − I
−n
−n
(z − 1)2
+
1
m2(2π)n
p−1∑
j=0,j 6=m1+n
τm1+n−j
m1 + n− j
I−nm1−j
+
1
m1(2π)n
q−1∑
k=0,k 6=m2+k
τm2+n−k
m2 + n− k
Im2−k−n
−
1
m1(2π)n
∫
|x|≥τ
∫
Sn−1
t1−n,m2−q(x, θ)dθdx
−
1
m2(2π)n
∫
Sn−1
∫
|ξ|≥τ
r1m1−p,−n(θ, ξ)dξdθ
The coefficients I−nm1−j , I
m2−k
−n , limits of corresponding integrals of the form
(2.4), are as in (2.5), while the second limit coincides with the angular term
T̂Rθ(A), defined in (2.6). Moreover, the first limit goes to
1
(2π)n
I−n−n lim
z→1
τ (m1+m2)(z−1) − 1
m1m2(z − 1)
=
=
1
(2π)n
I−n−n
m1 +m2
m1m2
log τ =
1
(2π)n
I−n−n
(
1
m2
log τ +
1
m1
log τ
)
.
Clearly, T̂Rx,ξ(A) = lim
τ→+∞
(L1 + L2 + L3 + L4) = lim
τ→+∞
(L2 + L3 + L4). The two
terms ∫
|x|≥τ
∫
Sn−1
t1−n,m2−q(x, θ)dθdx and
∫
Sn−1
∫
|ξ|≥τ
r1m1−p,−n(θ, ξ)dξdθ
in L4 vanish for τ → +∞, by the uniform continuity of the integral. Moreover, the
terms in L4 involving I
−n
m1−j
and Im2−k−n are relevant only for m1 + n − j > 0 and
16
m2 + n− k > 0, respectively. Then, finally,
lim
z→1
(z − 1)
[
ζ(A, z)−
Res2z=1(ζ(A, z))
(z − 1)2
]
=
=
1
(2π)n
lim
τ→∞
[
−
1
m1
∫
|x|≤τ
∫
Sn−1
a−n,·(x, θ)dxdθ
+
1
m1
m2+n−1∑
k=0
τm2−k
m2 − k
Im2−k−n +
1
m1
(log τ)I−n−n
−
1
m2
∫
Sn−1
∫
|ξ|≤τ
a·,−n(x, θ)dxdθ
+
1
m2
m1+n−1∑
j=0
τm1−j
m1 − j
I−nm1−j +
1
m2
(log τ)I−n−n
]
+
1
m1m2
∫
Sn−1
∫
Sn−1
d
dz
(azm1z−n−m1,m2z−n−m2)
∣∣∣∣
z=1
(θ, θ′)dθ′dθ.
which, by (2.5), coincides with (2.10). The proof is complete. 
The functional TR can be extended to all SG-classical operators with integer
order in a standard way, cfr. [16]. Explicitely, let A ∈ Lm1,m2cl , m1,m2 integers,
and choose an elliptic operator B of order (m′1,m
′
2), satisfying Assumptions A1 and
m′1 > m1, m
′
2 > m2. We can define ζ(B + sA, z), s ∈ (−1, 1), and then set
(2.11) TR(A) = m′1m
′
2
d
ds
Res2z=1(ζ(B + sA, z))
∣∣∣∣
s=0
Using the expression of TR given in Theorem 2.3, it is possible to prove that these
definitions do not depend on the operator B. Moreover, with this approach it is also
possibile to prove that TR is a trace on the algebra A of all SG-classical operators
with integer order modulo operators in L−∞, see [16].
3. Wodzicki Residue and Weyl formula for SG-classical operators
on manifolds with ends
On the basis of the results of Section 2, we can generalise the definition of
Wodzicki Residue to all SG-classical operators with integer order on a manifold
with ends M . In addition to this, the knowledge of the zeta function and of the
related trace operators allows to describe the asymptotic behaviour of the counting
function of elliptic positive selfadjoint SG-classical pseudodifferential operators with
integer order on M . Comparing with the corresponding results in [21] and [27], we
can give a better estimate for the case m = m1 = m2, both on R
n as well as, more
generally, on manifolds with ends. We first briefly recall the definition of manifold
with cylindrical ends, together with the extension on such objects of the concepts
of rapidly-decreasing function, temperate distribution, SG-calculus and weighted
Sobolev space: in this first part of the Section we follow [21], to which the reader
can refere for details, with slight modifications in the definitions of the manifold
with ends M and of SG-classical operator on M . The results we obtain hold for
manifolds with finitely many cylindrical ends: without loss of generality, to keep
notation simple, in the sequel we consider manifolds with a single cylindrical end.
Definition 3.1. A manifold with a cylindrical end is a triple (M,X, [f ]), where
M = M ∐C C is a n-dimensional smooth manifold and
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i) M is a smooth manifold, given by M = (M0 \D)∪C with a n-dimensional
smooth compact manifold without boundary M0, D a closed disc of M0
and C ⊂ D a collar neighbourhood of ∂D in M0;
ii) C is a smooth manifold with boundary ∂C = X , with X diffeomorphic to
∂D;
iii) f : [δf ,∞)× S
n−1 → C , δf > 0, is a diffeomorphism, f({δf} × S
n−1) = X
and f({[δf , δf + εf )} × S
n−1), εf > 0, is diffeomorphic to C;
iv) the symbol ∐C means that we are gluing M and C , through the identifi-
cation of C and f({[δf , δf + εf )} × S
n−1);
v) the symbol [f ] represents an equivalence class in the set of functions
{g : [δg,∞)× S
n−1 → C : g is a diffeomorphism,
g({δg} × S
n−1) = X and
g([δg, δg + εg)× S
n−1), εg > 0, is diffeomorphic to C}
where f ∼ g if and only if there exists a diffeomorphism Θ ∈ Diff(Sn−1)
such that
(3.1) (g−1 ◦ f)(ρ, ω) = (ρ,Θ(ω))
for all ρ ≥ max{δf , δg} and ω ∈ S
n−1.
We use the following notation:
• Uδf = {x ∈ R
n : |x| > δf};
• Cτ = f([τ,∞) × S
n−1), where τ ≥ δf . The equivalence condition (3.1)
implies that Cτ is well defined;
• π : Rn \ {0} → (0,∞)× Sn−1 : x 7→ π(x) =
(
|x|,
x
|x|
)
;
• fpi = f ◦ π : Uδf → C is a parametrisation of the end. Let us notice that,
setting F = g−1pi ◦ fpi, the equivalence condition (3.1) implies
(3.2) F (x) = |x| Θ
( x
|x|
)
.
We also denote the restriction of fpi mapping Uδf onto C˙ = C \X by f˙pi.
The couple (C˙ , f˙−1pi ) is called the exit chart. If A = {(Ωi, ψi)}
N
i=1 is such that the
subset {(Ωi, ψi)}
N−1
i=1 is a finite atlas for M and (ΩN , ψN ) = (C˙ , f˙
−1
pi ), then M ,
with the atlas A , is a SG-manifold (see [38]): an atlas A of such kind is called
admissible. From now on, we restrict the choice of atlases on M to the class of
admissible ones. We introduce the following spaces, endowed with their natural
topologies:
S (Uδ) =
{
u ∈ C∞(Uδ) : ∀α, β ∈ N
n ∀δ′ > δ sup
x∈Uδ′
|xα∂βu(x)| <∞
}
,
S0(Uδ) =
⋂
δ′ցδ
{u ∈ S (Rn) : suppu ⊆ Uδ′},
S (M) = {u ∈ C∞(M) : u ◦ f˙pi ∈ S (Uδf ) for any exit map fpi},
S
′(M) denotes the dual space of S (M).
Definition 3.2. The set SGm1,m2(Uδf ) consists of all the symbols a ∈ C
∞(Uδf )
which fulfill (0.1) for (x, ξ) ∈ Uδf ×R
n only. Moreover, the symbol a belongs to the
subset SGm1,m2cl (Uδf ) if it admits expansions in asymptotic sums of homogeneous
symbols with respect to x and ξ as in Definitions 1.1 and 1.2, where the remainders
are now given by SG-symbols of the required order on Uδf .
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Note that, since Uδf is conical, the definition of homogeneous and classical symbol
on Uδf makes sense. Moreover, the elements of the asymptotic expansions of the
classical symbols can be extended by homogeneity to smooth functions on Rn \{0},
which will be denoted by the same symbols. It is a fact that, given an admissible
atlas {(Ωi, ψi)}
N
i=1 on M , there exists a partition of unity {ϕi} and a set of smooth
functions {χi} which are compatible with the SG-structure of M , that is:
• suppϕi ⊂ Ωi, suppχi ⊂ Ωi, χi ϕi = ϕi, i = 1, . . . , N ;
• |∂α(ϕN ◦ f˙pi)(x)| ≤ Cα 〈x〉
−|α|
and |∂α(χN ◦ f˙pi)(x)| ≤ Cα 〈x〉
−|α|
for all
x ∈ Uδf .
Moreover, ϕN and χN can be chosen so that ϕN ◦ f˙pi and χN ◦ f˙pi are homogeneous
of degree 0 on Uδ. We denote by u
∗ the composition of u : ψi(Ωi) ⊂ R
n → C with
the coordinate patches ψi, and by v∗ the composition of v : Ωi ⊂ M → C with
ψ−1i , i = . . . , N . It is now possible to give the definition of SG-pseudodifferential
operator on M :
Definition 3.3. Let M be a manifold with a cylindrical end. A linear operator
A : S (M) → S ′(M) is a SG-pseudodifferential operator of order (m1,m2) on M
if, for any admissible atlas {(Ωi, ψi)}
N
i=1 on M with exit chart (ΩN , ψN ):
1) for all i = 1, . . . , N − 1 and any ϕi, χi ∈ C
∞
c (Ωi), there exist symbols
ai(x, ξ) ∈ Sm1(ψi(Ωi)) such that
(χiAϕi u
∗)∗(x) =
∫∫
ei(x−y)·ξai(x, ξ)u(y)dydx, u ∈ C∞(ψi(Ωi));
2) for any ϕN , χN of the type described above, there exists a symbol a
N (x, ξ) ∈
SGm1,m2(Uδf ) such that
(χNAϕN u
∗)∗(x) =
∫∫
ei(x−y)·ξaN (x, ξ)u(y)dydx, u ∈ S0(Uδf );
3) KA, the Schwartz kernel of A, is such that
KA ∈ C
∞
(
(M ×M) \∆
)⋂
S
(
(C˙ × C˙ ) \W
)
where ∆ is the diagonal of M ×M and W = (f˙pi× f˙pi)(V ) with any conical
neighbourhood V of the diagonal of Uδf × Uδf .
The most important local symbol of A is aN , which we will also denote af , to
remind its dependence on the exit chart. Our definition of SG-classical operator
on M differs slightly from the one in [21]:
Definition 3.4. Let A ∈ Lm1,m2(M). A is a SG-classical operator on M , and we
write A ∈ Lm1,m2cl (M), if a
f (x, ξ) ∈ SGm1,m2cl (Uδf ) and the operator A, restricted
to the manifold M , is classical in the usual sense.
The principal symbol am1,· of a SG-classical operator A ∈ L
m1,m2
cl (M) is of course
well-defined as a smooth function on T ∗M . In order to give an invariant definition
of principal symbol with respect to x of an operator A ∈ Lm1,m2cl (M), the subbun-
dle T ∗XM = {(x, ξ) ∈ T
∗M : x ∈ X, ξ ∈ T ∗xM} was introduced. The notions of
ellipticity and Λ-ellipticity can be extended to operators on M as well:
Definition 3.5. Let A ∈ Lm1,m2cl (M) and let us fix an exit map fpi. We can define
local objects am1−j,m2−k, a·,m2−k as
am1−j,m2−k(θ, ξ) = a
f
m1−j,m2−k
(θ, ξ), θ ∈ Sn−1, ξ ∈ Rn \ {0},
a·,m2−k(θ, ξ) = a
f
·,m2−k
(θ, ξ), θ ∈ Sn−1, ξ ∈ Rn.
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Definition 3.6. An operator A ∈ Lm1,m2cl (M) is elliptic if the principal part of
af ∈ SGm1,m2(Uδf ) satisfies the SG-ellipticity conditions on Uδf × R
n and the
operator A, restricted to the manifold M , is elliptic in the usual sense. Similarly,
A is Λ-elliptic if the principal part of af is Λ-elliptic on Uδf ×R
n and A, restricted
to M , is Λ-elliptic in the standard sense.
Proposition 3.1. The properties A ∈ Lm1,m2(M) and A ∈ Lm1,m2cl (M), as well
as the notions of ellipticity and Λ-ellipticity, do not depend on the (admissible)
atlas. Moreover, the local functions a·,m2 and am1,m2 give rise to invariantly defined
elements of C∞(T ∗XM) and C
∞(T ∗XM \ 0), respectively.
Then, with any A ∈ Lm1,m2cl (M), it is associated an invariantly defined principal
symbol in three components σ(A) = (am1,., a.,m2 , am1,m2). Finally, through local
symbols given by pi(x, ξ) = 〈ξ〉
s1 , i = 1, . . . , N − 1, and pf(x, ξ) = 〈ξ〉
s1 〈x〉
s2 ,
s1, s2 ∈ R, we get a SG-elliptic operator Πs1,s2 ∈ L
s1,s2
cl (M) and introduce the
(invariantly defined) weighted Sobolev spaces Hs1,s2(M) as
Hs1,s2(M) = {u ∈ S ′(M) : Πs1,s2u ∈ L
2(M)}.
The properties of the spaces Hs1,s2(Rn) extend to Hs1,s2(M) without any change,
as well as the continuous action of the SG-operators mentioned in the Introduction.
We can now formulate a set of hypotheses, analogous to Assumptions A1, that
imply the existence of Az, z ∈ C, for A ∈ Lm1,m2cl (M):
Assumptions A2. (1) A ∈ Lm1,m2(M), with m1 and m2 positive integers;
(2) A is Λ-elliptic with respect to a closed sector Λ of the complex plane with
vertex at the origin;
(3) A is invertible as an operator from L2(M) to itself;
(4) The spectrum of A does not intersect the real interval (−∞, 0);
(5) A is SG-classical.
The definitions of Az and ζ(A, z) for such an operator on M follow by the known
results on a closed manifold, see [37, 38], combined, via the SG-compatible partition
of unity, with similar constructions on the end C : through the exit chart, the latter
are achieved by the same techniques used in Sections 1 and 2. Note that, in view of
the SG-structure onM given by the admissible atlases and the hypotheses, Az and
ζ(A, z) are invariantly defined on M . It is then easy to prove that the properties
of ζ(A, z) extend from Rn to a general manifold with cylindrical ends. The next
Theorem 3.2 is the global version of Theorem 2.2 on M :
Theorem 3.2. Let A ∈ Lm1,m2(M) satisfy Assumptions A2. Then ζ(A, z) is
holomorphic for Re(z) < min{− n
m1
,− n
m2
} and can be extended as a meromorphic
function with, at most, poles at the points
z1j =
j − n
m1
, j = 0, 1, . . . , z2k =
k − n
m2
, k = 0, 1, . . .
Such poles can be of order two if and only if there exist j and k such that z1j = z
2
k.
Proof. We have
(3.3) ζ(A, z) =
∫
M
KAz(y, y)dy =
∫
M
KAz(y, y)dy +
∫
C\C
KAz(y, y)dy.
Since KAz(y, y)dy has an invariant meaning on M , we can perform the computa-
tions through an arbitrary admissible atlas A = {(Ωi, ψi)}
N
i=1. By the assumptions
above, we know that {(Ωi, ψi)}
N−1
i=1 is an atlas on M : then, by considerations com-
pletely similar to those that hold for compact manifolds without boundary, see, e.g.,
[38], Ch. 2, we can prove that the first integral in (3.3) is a complex function of z
with the properties stated above and, at most, poles of the type z1j , j = 0, 1, . . . To
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handle the contribution on C \ C, we fix an exit map fpi and compute the second
integral, modulo holomorphic functions of z, as∫
Uδf+εf
K(Op(af ))z(x, x)dx.
We can then show that the remaining assertions on ζ(A, z) hold true by repeating
the same steps of the proof of Theorem 2.2. 
We now extend the definition of Wodzicki Residue for SG-operators on Rn to
SG-operators onM in terms of the zeta function. First of all, choose an admissible
atlas and introduce the following functionals on Lm1,m2cl (M), analogous to those
defined in (2.5):
TR(A) =
1
(2π)n
∫
Sn−1
∫
Sn−1
a−n,−n(θ, θ
′)dθ′dθ,
T̂r
c
ψ(A) =
1
(2π)n
lim
τ→∞
[ ∫
M\Cτ
∫
Sn−1
a−n,·(x, θ
′)dθ′dx
− (log τ)
∫
Sn−1
∫
Sn−1
a−n,−n(θ, θ
′)dθ′dθ
−
m2+n−1∑
k=0
τm2−k
m2 − k
∫
Sn−1
∫
Sn−1
a−n,m2−k(θ, θ
′)dθ′dθ
]
T̂r
c
e(A) =
1
(2π)n
lim
τ→∞
[ ∫
Sn−1
∫
|ξ|≤τ
a·,−n(θ, ξ)dξdθ
− (log τ)
∫
Sn−1
∫
Sn−1
a−n,−n(θ, θ
′)dθ′dθ
−
m1+n−1∑
j=0
τm1−j
(m1 − j)
∫
Sn−1
∫
Sn−1
am1−j,−n(θ, θ
′)dθ′dθ
]
,
(3.4)
and the angular term, analogous to (2.6),
(3.5) T̂R
c
θ(A) =
1
(2π)n
∫
Sn−1
∫
Sn−1
d
dz
(am1z−n−m1,m2z−n−m2)
∣∣∣∣
z=1
(θ, θ′)dθ′dθ.
Then, by arguments similar to those in the proofs of Theorems 2.3 and 2.4, we can
prove:
Theorem 3.3. Let A be an operator that satisfies Assumptions A2 and set
(3.6) T̂Rx,ξ(A) = −
1
m1
T̂r
c
ψ(A) −
1
m2
T̂r
c
e(A) +
1
m1m2
T̂R
c
θ(A).
The functionals
TR(A)
m1m2
and T̂Rx,ξ(A) are the coefficients of the polar parts of order
two and of order one of ζ(A, z) evaluated at z = 1, respectively.
Remark 10. The functional TR extends to all SG-classical operators on M with
integer order, see the argument before (2.11) at the end of Section 2. In this way,
TR turns out to be a trace on the algebra A of SG-classical operators on M with
integer order modulo smoothing operators.
We conclude with the proof of the Weyl formulae (0.2). We make use of the following
Theorem, immediate corollary of results by J. Aramaki [2]:
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Theorem 3.4. Let A be a positive selfadjoint operator that satisfies Assumptions
A1 or A2, such that ζ(A, z) is holomorphic on U = {z ∈ C : Re(z) < z0+ γ} \ {z0}
for some γ > 0 and admits a pole at z = z0 < 0. Then
1, if
ζ(A, z) +
p∑
j=1
Aj
(j − 1)!
(
d
dz
)j−1
1
z − z0
is holomorphic on {z ∈ C : Re(z) < z0 + γ}, we have, for some δ > 0,
NA(λ) =
p∑
j=1
Aj
(j − 1)!
(
d
ds
)j−1 (
λs
s
)∣∣∣∣∣
s=−z0
+O(λ−z0−δ)
as λ→ +∞.
Theorem 3.5. Let A satisfy Assumptions A1 or A2, and let A be elliptic, self-
adjoint and positive. Then, for certain δi > 0, i = 0, 1, 2, the counting function
NA(λ) associated with A has the following asymptotic behaviour for λ→ +∞:
NA(λ) = C
1
0λ
n
m logλ+ C20λ
n
m + O(λ
n
m
−δ0) for m1 = m2 = m(3.7)
NA(λ) = C1λ
n
m1 +O(λ
n
m1
−δ1) for m1 < m2(3.8)
NA(λ) = C2λ
n
m2 +O(λ
n
m2
−δ2) for m1 > m2.(3.9)
Moreover, the constants appearing in the above estimates are given by
C10 =
1
mn
TR(A−
n
m ), C20 = T̂Rx,ξ(A
− n
m )−
1
n2
TR(A−
n
m ),(3.10)
C1 = T̂Rx,ξ(A
− n
m1 ),(3.11)
C2 = T̂Rx,ξ(A
− n
m2 ).(3.12)
Proof. From Theorems 2.2 and 3.2 it follows that
ζ(A, z) =
∫ ∞
1
λzdNA(λ)
is holomorphic for Re(z) < min{− n
m1
,− n
m2
}. We now examine the three cases
separately.
1) m1 = m2 = m.
In this case, by the results of Section 2 and Theorem 3.3, the function
ζ(A, z) is holomorphic for Re(z) < − n
m
and
ζ(A, z)−
A2
(z + n
m
)2
+
A1
z + n
m
with
A2 =
TR(A−
n
m )
m2
, A1 =
n
m
T̂Rx,ξ(A
− n
m ),
can be extended to an holomorphic function on Re(z) < − n
m
+ γ, γ > 0.
(3.7) and (3.10) now follow from Theorem 3.4.
2) m1 < m2.
Similarly, here we have that
ζ(A, z) +
A1
z + n
m1
with
A1 =
n
m1
T̂Rx,ξ(A
− n
m1 )
1The Theorem of Aramaki actually requires another assumption on the decay of the ζ-function
on vertical strips, which is fulfilled in this case, see [22].
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can be extended to an holomorphic function on Re(z) < − n
m1
+ γ, , γ > 0,
so (3.8) and (3.11) follow from Theorem 3.4.
3) m1 > m2.
The proof is the same of the previous case, exchanging the role of x and ξ.

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