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Abstract
Neurons are the basic elements of the networks that constitute the com-
putational units of the brain. They dynamically transform input information into
sequences of electrical pulses. To conceive the complex function of the brain,
it is crucial to understand this transformation and identify simple neuron models
which accurately reproduce the known features of biological neurons. This thesis
addresses three different features of neurons.
We start by exploring the effect of subthreshold resonance on the response
of a periodically forced neuron using a simple threshold model. The response is
studied in terms of an implicit one-dimensional time map that corresponds to the
Poincare´ map of the forced system. Qualitatively distinct responses are found,
including mode locking and chaos. We analytically find the stability regions of
mode-locking solutions, and identify the transition to chaos through period-adding
bifurcations. We show that the response becomes chaotic when the forcing fre-
quency is close to the resonant frequency.
Then we will consider an experimentally verified model with realistic spike-
generating mechanism and study the effect of filtered synaptic fluctuations on the
firing-rate response of the neuron. Using a population density method as well as an
efficient numerical method, we find the steady-state firing rate in two limits of fast
and slow synaptic inputs and present the linear response theory for the firing rate
of the model in response to both time-dependent mean inputs and time-dependent
noise intensity.
Finally, a novel model is introduced that incorporates threshold variability
of neurons. We determine the modulation of the input-output properties of the
model due to oscillatory inputs and in the presence of filtered synaptic fluctuations.
xxv
Chapter 1
Introduction
It is well known that neurons transform external stimuli into trains of electrical
pulses referred to as spikes. Understanding the mechanisms by which neurons
respond to stimuli, how neurons encode properties of input signals into their output
spike trains, and what affects this encoding of information are still key topics of
research in computational neuroscience. Theoretical analysis and computational
modeling provide useful tools to answer these questions. The Hodgkin-Huxley
model is the starting point of the neuron modeling. It is the base for detailed
neuron models which can include numerous ion channels, synaptic fluctuations,
and many other characteristics to produce the biophysical behavior observed in real
neurons. The Hodgkin-Huxley model is also a reference model for the derivation
of simplified neuron models such as the family of integrate-and-fire models.
The purpose of this thesis is to apply mathematical tools to neuron mod-
els to examine the response of neurons to stimuli, in particular, to periodic and
stochastic forcing. I present the work in self-contained chapters, each dealing with
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a specific question.
Here, the Hodgkin-Huxley model, detailed and simplified neuron models,
and synaptic current models are briefly reviewed. Before turning to the Hodgkin-
Huxley model, I need to give some information on neuronal structure and electrical
properties.
1.1 Membrane potential and electrical properties of neurons
A neuron is composed of the cell body (soma), dendrite and axon. The soma and
axon initial segment are largely responsible for when and how to produce action
potentials. Dendrites, similar to a receiver device, are able to receive signals, and
the axon acts as a sender of signals to other neurons. Axons terminate at synapses
through which electrical or chemical signals transfer to another neuron [37].
Like all cells, around a neuron is a membrane separating its internal and
external environment and on which are embedded ion channels. Inside and outside
of the neuron are a variety of ionic species with different concentrations between
inside and outside of the membrane, causing a potential difference across the
membrane. The concentration of sodium outside the neuron is greater than inside,
and that of potassium is greater inside the neuron. Because of this potential
difference, ions can flow into or out of the cell through ion channels and generate
ionic currents.
Without any input current, the neuron is at resting potential (the flow of
ions into and out of the neuron balances each other). This potential is regulated
by opening and closing of ion channels [59]. At resting potential, the inside of the
membrane has a polarization (around −65 mV), so that if an input current causes a
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positive change in the membrane potential, it is called depolarizing current and the
corresponding process is depolarization. Similarly, an input that makes negative
changes in the membrane potential is a hyperpolarizing current and the process is
hyperpolarization.
During depolarization, if the membrane potential reaches a specific level
(known as a threshold level), an action potential occurs which is fast (around
1 − 2 ms duration), followed by a hyperpolarization returning it to the resting
potential.
1.2 Neuron models
The cell membrane is full of ion channels and pumps which are embedded in the
lipid bilayer shape of the membrane [37]. Each channel has special conductivity
for transmitting ions and may just transmit selected ions. These channels are
often sensitive to voltage changes and may respond to these changes by opening
and closing their entrance gates. Furthermore, the semipermeable cell membrane
separates charges (due to the difference in ions concentration) along its inside and
outside surface and acts as a capacitor [59]. Therefore, an electrical model that
describes the cell membrane can be considered as a capacitor in parallel with a
resistor (not necessarily ohmic). The membrane current, then, satisfies
C
dV
dt
+ Iion = Iapp, (1.1)
where V is the membrane potential (inside potential minus outside potential),
C is the membrane capacitance, Iion is the total amount of the current pass-
ing through all ionic channels, and Iapp is the applied current (either external or
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synaptic current). The total ionic current can be described as
Iion =
∑
k
Ik, (1.2)
where sum is over all ion channels. While the dynamics of each individual channel
is stochastic, the large number of channels allows to describe them as below: the
component Ik which passes through channel k, can be written as
Ik = gk(V − Ek), (1.3)
where gk is the conductance of channel type k and Ek is the reversal potential
of the channel. At reversal potential, the direction of the current flowing through
the channel changes. It should be noted that conductance gk is not constant and
for most channel types depends on the membrane voltage and time. The current
of those channels which have constant conductance is called leakage current and
is defined by gL(V − EL). The leakage current is also called passive current and
the others are called active currents.
One of the most important discussions is about the dynamics of channels,
and that how their passing currents depend on the membrane potential and time.
Hodgkin and Huxley [68] are famous in studying the behavior of ionic currents and
their model is still an important reference model for the derivation of other simple
models.
1.2.1 Hodgkin-Huxley model
Hodgkin and Huxley [68] obtained a model for membrane potential by performing
experiments on the giant axon of the squid. This model is briefly reviewed here.
From the previous section, the membrane potential satisfies Eq. (1.1). The basic
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and the main ionic currents that Hodgkin and Huxley considered were sodium
(Na+) and potassium (K+) currents, and other ionic currents were included in
the leakage current. The Hodgkin-Huxley (HH) model satisfies
C
dV
dt
= −gL(V − EL)− gNa(V − ENa)− gK(V − EK) + Iapp, (1.4)
where all parameters have the same biophysical meaning as mentioned before.
Using the experimental data, they derived the following equation for the ionic
conductance
gK = gˉKn
4, and gNa = gˉNam
3h, (1.5)
where gˉK and gˉNa are maximum conductance of the corresponding ion channel
and n, m, and h are gating variables in the interval [0,1]. Each gating variable is
responsible for activation (turning the current on) or inactivation (turning the cur-
rent off), e.g., n is the activation variable of potassium and m(h) is the activation
(inactivation) variable of the sodium current. Activation and inactivation gates
define the state of the ion channel and control the flow of current. The dynamics
of each gating variable satisfies
dw
dt
= αw(V )(1− w)− βw(V )w, w = n,m, or h, (1.6)
where αw and βw are empirical functions of V , see Appendix B. In order to get a
better understanding, a simple implication of Eq. (1.6) is as below. Assuming that
each gate has only two possible states as open or closed and w be the probability
that the gate is open, then αw and βw describe, respectively, the rate at which the
gate become open and closed. It is also conventional to write Eq. (1.6) as
τw(V )
dw
dt
= w∞(V )− w, (1.7)
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(a) (b)
Figure 1.1: Bifurcation diagram (a) and frequency-input curve (b) of the HH model under
constant input Iapp. (a): bifurcation diagram as a function of constant input current
showing fixed points (lines) and limit cycles (circles) of the model. (b): frequency of
the limit cycles of the model revealing Type II excitability.
where τw = [αw + βw]
−1 is the time constant of w and w∞ = αw/[αw + βw] is
the final (steady-state) value of w for a particular voltage.
Due to different time constants of these gating variables, if an input is
strong enough, it makes an action potential (depolarization, crossing threshold,
hyperpolarization, and recovery to rest) or even trains of action potentials. All the
events in an action potential are determined by the systems gating variables.
The excitable properties of neurons can be determined by their firing-rate
responses to constant input. A neuron has Type II excitability, if increasing input
current causes repetitive action potentials (periodic responses) with a non-zero
frequency. The transition from quiescence to periodic firing occurs via a Hopf
bifurcation [78]. The HH model with standard parameters has Type II dynam-
ics. This can be seen in Fig. 1.1 representing the bifurcation diagram (left panel)
and the fiirng rate (right panel) of the HH model. As can be seen, periodic re-
sponses emerge with finite frequency when excitable state looses stability via a
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Hopf bifurcation (circles in the left panel). Type I neurons make this transition via
a saddle-node on invariant circle bifurcation [78] and repetitive action potentials
emerge at arbitrary low frequency. An example of Type I neurons is Moris-Lecar
model which will be introduced later.
1.2.2 Conductance-based neuron models
The action potential mechanism of the HH model provides a good description
of the electrophysiological properties of the giant axon of the squid. However,
cortical neurons in vertebrates exhibit much richer electrophysiological properties
than the squid axon [59]. This is mostly because of the existence of a large
variety of different ion channels [102, 87]. In this case, conductance-based neuron
models are used which have the same structure as the HH model. The membrane
voltage of these neurons satisfy Eqs. (1.1)-(1.3) and the conductance of a typical
ion channel k follows the form of
gk = gˉkm
ikhjk , (1.8)
where ik is the number of activation gates and jk is the number of inactivation
gates. The gating variables m and h, also, satisfy Eq. (1.6).
An important model of the conductance-based family is Wang-Buzsa´ki
(WB) model [160] used to model hippocampal and neocortical fast-spiking in-
terneurons. Its dynamics is defined in Appendix B.
Although in conductance-based models, each variable has a well-defined
biophysical meaning and even could be measured experimentally, the governing dy-
namics is a high-dimensional nonlinear ordinary differential equation and is difficult
to analyze. Therefore, it is important to find methods of simplifying conductance-
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based neuron models which will enable us to understand better the dynamics of
single neurons and neuronal networks. Since the HH model, several reduction
models [88, 49, 122, 119, 143, 145, 1, 83] based on different time scales of the
gating variables (slow and fast dynamics) have been introduced. In [88, 143, 145],
a reduction model is proposed by assuming that the sodium activation variable, m
is an instantaneous function of V and the linear combination of the slower gating
variables, h and n remain approximately constant during the time evolution. A
more systematic reduction was also given by Kepler et al., [1, 83] by considering
the instantaneous sodium activation variable and using the fact that the h and
n variables have similar time scales. Their method is called equivalent potentials
which reduces the HH model to a two dimensional model. Other two-dimensional
reduction models of the HH equations are Moris-Lecar [119] and FitzHugh-Nagumo
[49, 122] models. In the next sections, we describe these models.
1.2.3 The slow-fast model
The slow-fast model of the HH equations is based on two observations [88, 143].
One that the sodium activation variable m is fast (τm(V ) is small relative to τh(V )
and τn(V )), thereforem can be replaced by its steady-state value m∞ in Eqs. (1.4)
and (1.5). The other assumption is that h and n satisfy a linear relationship as
n = b − rh, where b and r are constants and depend on the input current.
Therefore, if one substitutes (b− n)/r instead of the h variable in Eqs. (1.4) and
(1.5) the following two-dimensional fast-slow system can be obtained
C
dV
dt
= −gˉNam3∞
(
(b− n)/r)(V − ENa)− gˉKn(V − EK)− IL + Iapp,
τn(V )
dn
dt
= n∞(V )− n,
(1.9)
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Figure 1.2: Phase portrait of the excitable slow-fast (V, n)-system given in (1.9) for
Iapp = 0.
where IL = gL(V −EL) is the leakage current. In Fig. 1.2, a phase portrait of the
slow-fast (V, n)-system is shown. The V -nullcline (red line) has a cubic shape and
the n-nullcline (green line) is n∞, which is monotonically increasing function of
V . As voltage is the fast variable and n is the slow one, the trajectories (a sample
is shown with black line) are mostly horizontal except on the V -nullcline which is
called the slow manifold [82]. We have chosen excitable regime (Iapp = 0) where
the fixed point is stable.
1.2.4 Equivalent potentials
Kepler et al., [83] proposed a method for comparing all gating variables with
different time scales. As we mentioned before, a voltage-dependent gating variable
w ∈ {m, r, h} satisfies Eq. (1.7). The function w∞(V ) is monotonic and therefore
invertible. Thus one can introduce a new variable Vw such that
w(t) = w∞(Vw(t)), w = n,m, or h. (1.10)
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Figure 1.3: The evolution and bifurcation diagram of the equivalent potential. (a): the
evolution of the voltage and the equivalent voltages for the m, h, and n variables. (b):
bifurcation diagram for (V, Vh)-system, which shows similar features as in the HH model,
Fig. 1.1.
An equivalent dynamical system can be found such that each variable has the
dimensions of voltage. This can be done by differentiating Eq. (1.10) with respect
to time and using Eq. (1.7) which gives
dVw
dt
=
w∞(V )− w∞(Vw)
τw(V )(dw∞(Vw)/dV )
, w = n,m, or h. (1.11)
Now, one can use Eq. (1.10) and replace the gating variable w in the HH equations
with w∞(Vw(t)) and consider Eq. (1.11) instead of Eq. (1.7). No reduction has
yet been made, the new system is entirely equivalent to the original HH model.
We can then plot and compare the amplitude and the time course of the
responses of all the variables Vw and the membrane voltage V . Figure 1.3 (a)
shows the equivalent potentials for the four gating variables in the HH model. As
can be seen, Vm and V have similar temporal dynamics while Vh and Vn have
similar time courses.
Therefore, the reduction in the HH model can be done by substituting
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Figure 1.4: Phase portrait of the excitable system (1.12) for Iapp = 0.
Vm = V and Vh = Vn. This would results in the following (V, Vh)-system (the
(V, Vn)-system gives similar result)
C
dV
dt
= −gL(V − EL)− gˉNam3∞(V )h∞(Vh)(V − ENa)
− gˉKn∞(Vh)(V − EK) + Iapp,
dVh
dt
=
h∞(V )− h∞(Vh)
τh(V )(dh∞(Vh)/dV )
.
(1.12)
In Fig. 1.3 (b), we show the bifurcation diagram for the reduced model (1.12).
There is a subcritical Hopf bifurcation at Iapp ≈ 6.8, then the system continues to
oscillate on an extremely large applied current. Then at Iapp ≈ 267, the second
Hopf bifurcation occurs. Note that this reduced model can not have any more
fixed points than the full HH equations. Figure 1.4 shows the phase portrait of
the (V, Vh)-system, where the Vh-nullcline (green line) is just V = Vh and the
V -nullcline (red line) has a cubic shape which is typical in many neural models
and necessary in order to get oscillations [48]. We have considered the case that
the fixed point is stable, on the left branch of the V -nullcline. Therefore, if a
perturbation moves the initial condition to the right side of the middle branch,
the trajectory (black line) go through a long excursion (an action potential) before
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returning to the stable fixed point. increasing Iapp moves the fixed point to the
middle branch of the V -nullcline (the Vh-nulcline remains unchanged) where the
system have oscillatory behavior.
1.2.5 Moris-Lecar model
It is known that the barnacle muscle fibers respond to a constant current injection
with oscillatory voltage waveforms. Moris and Lecar [119] proposed the following
two-variable model to describe the membrane potential of the barnacle muscle
fibers
C
dV
dt
= −gL(V − EL)− gˉCam∞(V )(V − ECa)− gˉKx(V )(V − EK) + Iapp,
dx
dt
= φλ(V )
(
x∞(V )− x(V )
)
,
where x is the fraction of open potassium channels and φ is the maximum rate
for closing potassium channels. Also the calcium channels are assumed to respond
to voltage changes rapidly, therefore the activation variable can be replaced by its
steady state value m∞(V ) and
m∞(V ) =
1
2
(
1 + tanh
(V − V1
V2
))
, (1.13)
x∞(V ) =
1
2
(
1 + tanh
(V − V3
V4
))
, (1.14)
λ(V ) = cosh
(V − V3
2V4
)
. (1.15)
Typical rate constant in the above equations are given in Appendix B. This model
has Type I excitability. Figure 1.5 (a) shows a number of interesting feature in
bifurcation theory. First that the stable and unstable fixed points coalesce at
Ic ≈ 39.9 and give rise to a saddle-node limit cycle bifurcation, leading to the
creation of a stable limit cycle. In fact, the frequency of the limit cycle is zero at
12
(a) (b)
Figure 1.5: (a): One-parameter bifurcation diagram showing fixed points and limit cycles
of the Moris-Lecar model. (b): Frequency of both the stable and unstable limit cycles
of the Moris-Lecar model.
the bifurcation point. This can also be seen in the right plot showing the frequency
of the periodic orbits. Then for a small range of Iapp, there is bistability between
the upper unstable fixed point and the stable limit cycle (solid circles). Thereafter
at Iapp = 97.79, a Hopf bifurcation occurs such that unstable fixed point becomes
stable and an unstable limit cycle (open circles) is created. Finally, the stable and
unstable limit cycle coalesce which gives rise to a stable fixed point.
1.2.6 Fitzhugh-Nagumo model
The reduced (V, n)-system (also known as Rinzel reduced model) of the HH model
described in Sec. 1.2.3, as well as the (V, Vh) system using the equivalent potential,
Sec. 1.2.4, have a common feature in their nullclines. In both cases, the V -nullcline
has a cubic shape and the nullcline of the recovery variable is monotonically in-
creasing function of the voltage, see Figs. 1.2 and 1.4. The Fitzhugh-Nagumo
model (FHN) [49, 122] captures the slow-fast dynamics of the HH model while
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(a) (b)
Figure 1.6: Phase portrait of the FHN model. (a): the system is excitable, that is the
fixed point is stable, Iapp = 0. (b): the fixed point is on the middle branch of the V -
nullcline (red) and the system is oscillating, Iapp = 0.1. Other parameters are α = 0.1,
 = 0.02, and γ = 1.
keeping the cubic nature of the V -nullcline and the monotonic behavior of the
slow recovery variable. Its dynamics is give by
dV
dt
= f(V )− w + Iapp, (1.16)
dw
dt
= g(V,w), (1.17)
where f(V ) = V (V −α)(1− V ) with 0 < α < 1, w is the slow recovery variable,
and g(V,w) = (V − γw) with γ > 0. The FHN model retains many of the
qualitative features of the HH equations and have Type II dynamics. The planar
FHN model can be studied using phase-plane techniques [82]. In Fig. 1.6, phase
portraits of the system are shown. The nullclines of the FHN cross at one point
(intersection of green and red curves). If the fixed point lies on the left (or right)
branch of the V -nullcline (red curve), it is stable (panel (a)). If changing parame-
ters (such as Iapp) cause the fixed point passes through the minimum (maximum)
value of the cubic curve, a Hopf bifurcation occurs, giving rise to a stable limit
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Figure 1.7: Bifurcation diagram of the FHN model, showing Hopf bifurcations at Iapp =
0.061 and Iapp = 54, the rest of parameters are as in the caption of Fig. 1.6.
cycle (panel (b)). This can be see in bifurcation diagram Fig. 1.7 where transition
from excitable to oscillatory regime occurs via a Hope bifurcation.
With  ¿ 1, the membrane voltage is the fast and w is the slow variable. Fig-
ure 1.6, also shows evolution of V and w. Starting with an initial condition on
the right side of the middle branch (called threshold curve), V goes rapidly to
the upper branch with w remaining nearly constant. While V stays on the upper
branch, w increases slowly until it reaches the top of the upper branch. Then V
returns to the lower branch and stays on this branch while w is decreased. If the
fixed point lies on the lower branch (panel (a)), then w gradually returns to the
fixed point. If the fixed point lies on the threshold curve, it is unstable. Therefore,
the trajectory instead of returning to the fixed point moves to the right branch
and repeats as before (panel (b)). This results in periodic action potentials.
1.2.7 Piecewise linear neuron models
In general, planar reduced models of the HH equations are described by two coupled
nonlinear equations, one for voltage and the other for a gating variable. The
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nullcline for the voltage equation has a cubic shape typical of many excitable
systems. The difficulty of the analysis of such models in the presence of the cubic
nonlinearity can be reduced by the introduction of the piecewise linear models
(PWL) [112]. In PWL models, the cubic form of the V-nullcline is replaced by
piecewise linear functions, allowing explicit solutions of many interesting problems.
One of such model is McKean [112] model which is a piecewise linear version of
the FHN model. Its dynamics satisfies Eqs. (1.16) and (1.17) with f(V ) given by
f(V ) =

−V, for V < α/2,
V − α, for α/2 < V < (1 + α)/2,
1− V, for V > (1 + α)/2,
(1.18)
where 0 < α < 1. Another choice for f(V ) is [112] f(V ) = −V +Θ(V −α), where
Θ is the Heaviside function. For the analysis of the former model see [33, 32] and
for the latter one see [154, 155]. A third PWL model of FHN model is Pushchino
model [82], proposed as a model for ventricular action potentials. The description
of f(V ) for this model is given in Appendix B. A PWL model of the Moris-Lecar
model has also been introduced [155] (showing Type I excitability). This model
has been studied in [32, 33].
The family of integrate-and-fire models is other known example of reduced
models with piecewise smooth dynamics. In such models, the neuron is considered
to be isopotential and the difficulty of high dimensionality is reduced to a one-
dimensional relation between voltage and current (see Secs. 1.2.8 and 1.2.10) or
two-dimensional equations capturing effects of an additional subthreshold current
(see Sec. 1.2.9). Their importance comes from the fact that they are computa-
tionally efficient and suitable for simulations of large networks of spiking neurons.
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In the next sections, a review of these models are given.
1.2.8 Integrate-and-fire model
The leaky-integrate-and-fire (LIF) neuron model [21, 84, 156] is perhaps the sim-
plest spiking model providing a good description of the neuron with passive mem-
brane properties. Its dynamics is based on a single variable V and satisfies
C
dV
dt
= −gL(V − EL) + Iapp(t), (1.19)
where the parameters are the same as introduced previously and Iapp can be ex-
ternal current and/or synaptic current from presynaptic neurons. Equation (1.19)
is supplemented by a threshold voltage Vth above which a spike is registered and
then the voltage is instantly reset to a subthreshold voltage Vre.
Despite the efficiency and popularity of the LIF neuron in the studies of
neural coding, memory, and network dynamics [59], it suffers from the lack of
a realistic spike generating mechanism. This weakness can lead to unrealistic
responses, for example, in the coding of fast fluctuating inputs [52, 124].
Furthermore, its passive subthreshold behavior cannot capture the resonant
behavior observed in certain neurons [72, 103] and in almost all biophysically de-
tailed HH type neuron models [74, 72]. To describe more accurately these types
of subthreshold behavior, the resonate-and-fire model can be used.
1.2.9 Resonate-and-fire model
The resonate-and-fire (RF) model was introduced by Izhikevich [76] and has been
studied in [19, 138]. The spiking process of the RF model, similar to that of the
IF model, includes threshold and resetting mechanism such that firing rates occur
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instantaneously. However, it renders a neuro-computational property that is not
present in the IF system [76]. It exhibits resonance in the sense that the membrane
potential is more responsive near a given frequency. The RF dynamics is obtained
by linearization of the HH equations around the steady-state potential and satisfies
the following two-dimensional differential equations
C
dV
dt
= −V (G+ gL)− I,
L
dI
dt
= V − I
g
.
(1.20)
The exact derivation of the model is given in Chapter 2. Here, variable I repre-
sents a linearized ionic current with an equivalent electrical circuit composed of an
impedance line with conductance g and inductance L in parallel with a conduc-
tance G (see the general case plotted in Fig 2.2). The dynamics of the RF system
in response to periodic inputs is studied in Chapter 2.
1.2.10 Non-linear integrate-and-fire models
The IF and RF models can provide a good quantitative approximation of the HH
model. However, they cannot produce a real spike as they do not have an explicit
spike mechanism. In the following, another type of reduced models known as
nonlinear IF models is introduced.
Non-linear integrate-and-fire (NLIF) neuronal models are one variable mod-
els that generalize the classic LIF model by including an additional nonlinear current
with aiming to capture the voltage-dependent ionic current. The dynamics of the
membrane potentials of the NLIF model satisfies
τm
dV
dt
= f(V ) + Iapp(t), (1.21)
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Figure 1.8: The I − V curve of the EIF (solid line), QIF (dotted line), and LIF (dashed
line) neurons. The EIF neuron has two fixed points, a stable (•) and an unstable (◦).
where τm = C/gL is the membrane time constant, f(V ) is a nonlinear function
of voltage, and Iapp is the applied current. Similar to the IF model, when the
membrane voltage reaches threshold potential Vth, a spike is emitted and the
voltage is reset to Vre. The LIF model [21, 84, 156] is the special case of this
model with f(V ) = EL−V . Different nonlinear forms of f(V ) have been proposed
to explicitly describe spike initiation.
Quadratic-integrate-and-fire model
The quadratic-integrate-and-fire (QIF) neuron [44, 45, 64] is an example of the
NLIF model for which
f(V ) =
1
2ΔT
(V − VT )2 + (EL − VT ). (1.22)
If one chooses Vre = −∞, it represents the normal form of type I neurons [44, 45].
Exponential integrate-and-fire model
Another model for nonlinear f(V ) obtained in a more biophysically-motivated way
is the exponential integrate-and-fire (EIF) model [52]. It includes the activation of
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sodium current and is obtained by fitting the region of the spike onset to the WB
model. The function f(V ) is given by
f(V ) = EL − V +ΔT exp
(
(V − VT )/ΔT
)
. (1.23)
As defined in [52], the parameter VT for both QIF and EIF models is the largest
steady-state voltage at which the neuron driven by constant input can stay in
subthreshold regime. For the EIF model, the corresponding current is Ith = VT −
EL − ΔT above which repetitive firing occurs. The parameter ΔT is defined as
the spike slope factor and it measures the sharpness of the spike initiation. In the
limit ΔT → 0 (a very sharp spike), the EIF neuron becomes equivalent to the LIF
model with Vth = VT . In both QIF and EIF models when the input current reaches
the threshold, the membrane potential diverges to infinity in finite time, therefore
Vth can be taken to be infinity.
In Fig. 1.8, the function f(V ), I − V curve, is plotted for the EIF, QIF,
and LIF models. The EIF model has two fixed points, a stable node representing
resting potential and an unstable node for spike-initiation threshold. They divide
f(V ) into two regions of linear, arising from the passive property of the neuron
and nonlinear with rapid exponential increase at high voltage [9].
It has been shown [53] that the nonlinear form of the function f(V ) is a
crucial determinant for the neuronal response to fast fluctuating inputs. In vivo,
such an input is produced by an ongoing synaptic bombardment originated from
thousands of other neurons. This synaptic input acts as a source of noise and
can be described by stochastic models. In Chapters 3 and 4, the effects of these
fluctuating inputs on the response properties of the EIF neuron are studied. In the
next section, some models of synaptic inputs are described.
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1.3 Models of synaptic currents
Neurons in the central nervous system exhibit stochastic behavior as a consequence
of membrane channel noise and synaptic noise. The membrane channel noise arises
due to the finite number of ion channels. As it was mentioned earlier, most ion
channels have two states of open or close. The conductivity of the membrane
for typical ion is proportional to the number of open channels of that ion. The
actual number of open channels fluctuates and these fluctuations can be neglected
under assumption of a large number of ion channels. In all HH-type models, this
assumption is considered. This kind of noise is called intrinsic noise.
Another source of noise of our interest is synaptic noise. It is due to signal
transmission and network effects (external noise) [59]. It is generated by action
potentials carried by thousands of afferent fibers. Many mathematical descriptions
of synaptic currents have been proposed, from simple to realistic [38]. Realistic
models are based on the fact that synapses modify the conductances of their
neuronal targets rather than simply injecting current [91]. In this case, the synaptic
current is given by
W (V, t) = gs(t)(V − Es), (1.24)
where the synaptic conductance gs is a time-dependent random variable and Es
is the synaptic reversal potential. In the following, I review simple models of
synaptic current which are based on the current changes at synaptic sites rather
than conductance changes.
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1.3.1 Instantaneous synaptic kinetics
Consider the situation in which a neuron receives input through N synapses. If
one neglects the synaptic time constant as being short when compared to the
neuronal time constant τm, the postsynaptic input can be modeled as a train of
delta functions as
W (t) =
N∑
i=1
Ji
∑
k
δ(t− tki )τm,
where the first sum is over N synapses and the second, over all firing times tki
of each synapse. The efficacy of the synapse i is Ji describing the amplitude of
the postsynaptic current and tki is the random time of the kth presynaptic spike
from the ith synapse. In this description, the (V −Es) term used in the synaptic
current (1.24) is neglected [156]. The input spike train causing a sequence of
synaptic currents is often assumed to be a Poisson process with mean activation
rate Nν. If ν is large and the synaptic weights, Ji, are small, many synaptic
events must add up to fire the cell. Further, if Nν À 1, the Poisson process
can be approximated by a diffusion process (Gaussian white noise) with the same
mean and variance. Thus, the synaptic input can be approximated [156, 3, 51] by
Gaussian white additive noise as
W (t) = μ+ σ
√
2τmξ(t), (1.25)
where μ = 〈Ji〉Nντm, with 〈∙〉 indicating the average over all synapses, σ2 =
〈J2i 〉Nντm, and ξ is a Gaussian white noise characterized by its mean, 〈ξ(t)〉 = 0
and the autocorrelation 〈ξ(t)ξ(s)〉 = δ(t − s). The parameter σ stands for the
intensity of the white noise, while μ denotes the mean of the input current.
A limitation of this model is the assumption that the synaptic current is in-
22
stantaneous. However, the massive input received by cortical neurons, for instance,
is filtered by a first order synaptic dynamics (see below), leading effectively to an
Ornstein-Uhlenbeck (OU) process, i.e., the input is an exponentially correlated
(coloured) Gaussian noise [14, 51].
1.3.2 Non-instantaneous synaptic kinetics
Synapses transmit input action potentials with a very rapid rise time (often less
than 1 ms) but a slower exponential decay with time constant τs (in the range of
2 to 100 ms depending on the type of the receptor [40]). Therefore, the synaptic
current is defined [51] by
τs
dW
dt
= −W +
N∑
i=1
Ji
∑
k
δ(t− tki )τm.
In this description, the rise time of the synaptic current is neglected and τs is
assumed to be identical for all synapses. If the diffusion approximation is valid,
the synaptic current dynamics is an OU process defined by
τs
dW
dt
= −W + μ+ σ√2τmξ(t). (1.26)
This OU process, known as coloured noise, has a Gaussian stationary probability
density
P (W ) =
1√
2πσ2(τm/τs)
exp
(
− −(μ−W )
2
2σ2(τm/τs)
)
,
and an exponential correlation function
〈(W (t)− μ)(W (s)− μ)〉 = σ2 τm
τs
exp
(− |t− s|/τs). (1.27)
1.4 Outline
Now a brief outline of each chapter is given.
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Chapter 2 studies the periodically driven RF system which is based on the
firing map formulation, analyzing the mode-locked solutions, and constructing
their instability borders in parameters space leading to the Arnol’d tongues struc-
ture. Further, the Liapunov exponents are calculated allowing one to identify the
existence of chaotic solutions. Of particular interest will be the identification of
period-adding bifurcations leading to chaos. The chapter ends with a discussion on
numerical techniques both direct numerical methods and numerical continuation
which have been used throughout the chapter for the dynamics of the system and
calculation of the bifurcation diagrams.
Chapter 3 considers the EIF model with filtered synaptic fluctuations. Using
a population density approach, the role of fast and slow synaptic currents on the
steady-state firing rate is discussed. Throughout this chapter, both analytical tech-
niques including a perturbative expansion of the Fokker-Planck equation and an
efficient numerical scheme (threshold integration method) are used to approximate
the firing rate.
Chapter 4 contains results on the effects of synaptic fluctuations on signal
coding of the EIF neuron. Here, the analysis of the previous chapter is general-
ized to deal with the question of how the instantaneous firing rate of neurons is
modulated by a small time-dependent perturbation of the input mean as well as of
noise intensity. For each case, first the response of the neuron in the low-frequency
input limit is treated, then the high-frequency asymptote is derived.
Chapter 5 introduces the EIFh and EIFh∞ neuron models in which the spike-
generation mechanism is suppressed respectively by the inactivation of the sodium
current, the h variable and its steady-state variable h∞. The significance of the
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fast sodium inactivation in modulating input-output properties of neurons in the
presence of filtered synaptic fluctuations is studied. Methods used in this chapter
are mainly identical with those presented in Chapters 3 and 4.
In Chapter 6 mode locking of the EIF neuron model in deterministic and
stochastic cases are shown.
Chapter 7 concludes with a discussion and an outlook of all chapters.
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Chapter 2
Mode locking in a periodically
forced resonate-and-fire neuron
model
2.1 Introduction
Biological neurons have a wide range of ionic currents. The interaction of these
currents generates action potentials and may also lead to complex dynamics includ-
ing resonance and damped oscillations. Our concern in this chapter is to explore
the effects of periodic forcing on the firing dynamics of resonant neurons. In par-
ticular, we are interested in studying the precise timing of firing events. Here, our
focus is on the resonate-and-fire (RF) neuron model which is the simplest model
exhibiting subthreshold resonance.
The response of neurons to periodic input can include mode-locking pat-
terns as well as chaotic patterns. We study the existence of both periodic and
chaotic solutions and look at the transitions between these states.
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The outline of the chapter is as follows. We begin in Sec. 2.2.1 with biolog-
ical evidence for resonant neurons as well as the motivation for the model. Then
in Secs. 2.4 and 2.5, we introduce the RF model using the linearization theory
of Koch [87] on the HH equations and analyze the subthreshold response of the
system to periodic input. In Sec. 2.6, we express the firing times of the model in
terms of an implicit one-dimensional time map and find mode-locked solutions.
These solutions can be created or destroyed in smooth or nonsmooth bifurcations.
We look at the stability of solutions in Secs. 2.8 and 2.9 by finding conditions
for the existence of tangent and grazing bifurcations and in Sec. 2.10 show our
results on Arnol’d tongues. Sec. 2.11 investigates the invertibility of the firing
map. We then proceed to derive the largest Liapunov exponents of the model
in Sec. 2.12. This allows one to determine the existence of chaos. Interestingly,
we show that the model has chaotic behavior (positive Liapunov exponent) when
the forcing frequency is close to the resonant frequency. Sec. 2.13 contains results
of the chapter, in particular the identification of period-adding behavior leading
to chaotic solutions. Numerical methods for simulation, parameter continuation
and bifurcation detection are given in Sec. 2.14. The chapter ends with a brief
discussion in Sec. 2.15 of the results and suggests some extensions of our work.
2.2 Background
2.2.1 Experimental evidence for resonance
Resonant behavior, in which the response of the induced oscillating voltage peaks
at a preferred input frequency, has been observed in many biological neurons. For
example, in thalamic [71, 131], cortical neurons [61, 72, 79], hippocampal CA1
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pyramidal cells [93], and interneurons [130]. It is known that receptor cells in audi-
tory and electro-receptive systems of many species show electrical resonance; also
in amphibian cochlea, hair cells behave like small electrical resonant elements [87].
The resonant and oscillatory behavior are also believed to play an important role
in brain activities, e.g., the possible functional importance of resonance and oscil-
lations observed in thalamic and cortical neurons lies in the known participation of
these neurons in various brain rhythms. The low-frequency resonances in the cortex
and thalamus appear suited to support the thalamocortical delta wave oscillations
which are particularly prominent during deep sleep [74]. The higher-frequency os-
cillatory behavior and underlying resonance in pyramidal and inhibitory neurons of
the neocortex might have some involvement with higher-frequency rhythms that
appear in the cortex during cognition [74].
To understand these nontrivial phenomena, neurodynamical models based
on spiking neurons are used. They play an increasing role in the interpretation of
neurophysiological data [30].
2.2.2 Motivation of the model
The response of neurons to periodic forcing has long been investigated [54, 158].
There are many interesting analysis of the response of spiking neurons to periodic
stimuli [81, 12, 30, 159, 35, 90, 26, 80, 94]. Among them, the leaky IF models
and the modified IF models are of particular interest, as they are the simplest
spiking neuron models capable of reproducing a great deal of known features of
real neurons. For example, the periodically forced LIF model reproduces rectifica-
tion and phase-locking behavior [150, 132, 7] and can display quasiperiodic and
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periodic firing trains [30], integrate-and-fire-or-burst reproduces temporal tuning
of both postinhibitory rebound bursting and tonic spiking [35], the ghostbursting
model can exhibit chaotic bursting [90], and the IF model with threshold fatigue
[26] can exhibit chaotic behavior. However, these simple models fail to generate
subthreshold damped oscillations and resonance that have been observed in certain
neurons [72, 103] and in almost all biophysically detailed HH-type neuron models
[74, 72]. This motivated the introduction of the RF model [76, 19, 138] (called
the generalized IF model in [19, 138]) to describe more accurately these types of
subthreshold properties.
The RF model is perhaps the simplest possible model exhibiting subthresh-
old resonance. It has piecewise smooth dynamics such that the effect of the flow
reaching threshold is to cause an instantaneous jump in the flow, so that a com-
plete description in terms of smooth differential equations is no longer possible.
This kind of dynamics is described in the context of impact oscillators or more
generally of hybrid systems [11]. Our approach to study this model is similar to
those used in [30, 90].
The RF dynamics is obtained by linearization of the HH equations around
the steady-state potential. First, we describe this linearization.
2.3 Linearization of ion currents with voltage-dependent
conductance
It is a well known fact that a small excitatory synaptic input in the presence of
certain voltage-dependent channels will lead to a local depolarization, followed by
hyperpolarization [87]. Such an overshooting response indicates the presence of
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Figure 2.1: Equivalent electrical circuit for voltage-gated current I with nonlinear con-
ductance g and reversal potential V .
the so called RLC circuits which include resistances, capacitances as well as induc-
tances [87]. Although a real neuron does not have any elements like inductance,
neuron membranes within certain types of voltage and time-dependent conduc-
tances can behave as if they contained inductances [87]. This phenomenological
inductance, was first described by Cole [28, 29] in the squid axon. The Koch
theory [87, 86] is used to explain how an inductance like behavior can arise from
a membrane by linearizing the HH equations.
In order to demonstrate the principle behind this linearization, we consider
the HH type model with N ion channels and use Eqs. (1.1) and (1.2) to write
C
dV
dt
= −gL(V − EL)−
N∑
k=1
Ik, (2.1)
where Ik satisfies Eq. (1.3) with gk given in Eq. (1.8).
Instead of the total ionic current in Eq. (2.1), we consider a generic current
I(V, n1, ∙ ∙ ∙ , nM) as a function of membrane voltage V and M gating variables
(n1, ∙ ∙ ∙ , nM) and demonstrate the corresponding voltage-dependent conductance
with g. The equivalent electrical circuit of the current I with nonlinear conductance
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g is shown in Fig. 2.1. The conductance is shown with an arrow to indicate that it
can vary with the membrane voltage. The gating variable nk is given by Eq. (1.6)
as
d
dt
nk = αk(V )(1− nk)− βk(V )nk, k = 1, . . . ,M. (2.2)
We consider a small perturbation δV of the membrane voltage around the steady-
state voltage Vss. This causes variations in the ionic current I as
δI =
(
∂I
∂V
)
ss
δV +
M∑
k=1
(
∂I
∂nk
)
ss
δnk, (2.3)
where subscript ss denotes that derivatives are evaluated at the steady state. From
Eq. (2.2) and to linear order, δnk satisfies
d
dt
(δnk) = δαk − (δαk + δβk)nk − (αk + βk)δnk. (2.4)
Since both αk and βk are just voltage dependent, their variations can be written
as
δαk =
(
dαk
dV
)
δV, δβk =
(
dβk
dV
)
δV. (2.5)
Therefore, substituting Eq. (2.5) into Eq. (2.4) gives
d
dt
(δnk) =
dαk
dV
δV − (αk + βk)δnk − nk d(αk + βk)
dV
δV. (2.6)
This expression can be rewritten as[ d
dt
+ αk + βk
]
δnk =
[dαk
dV
− nk d(αk + βk)
dV
]
δV. (2.7)
Now, one can substitute Eq. (2.7) into Eq. (2.3) to get the following equation for
the first order of variation of current I
δI =
G+ M∑
k=1
ak
d
dt
+ bk
 δV, (2.8)
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Figure 2.2: Equivalent electrical circuit for linearized current I.
where G = (∂I/∂V )ss. Parameters ak and bk are given by
ak =
(
∂I
∂nk
)
ss
[(dαk
dV
)
ss
− nk,∞
(
d(αk + βk)
dV
)
ss
]
δV,
bk =(αk + βk)ss,
(2.9)
with nk,∞ the steady-state value of nk, see Eq. (1.7). The current δI in Eq. (2.8)
is similar to the current passing through the electrical circuit shown in Fig.2.2 with
M inductance branches parallel with a conductance G. To see this, we write the
voltage of each inductance branch as
δV =
(
1
gk
+ Lk
d
dt
)
δIˉk, k = 1, . . . ,M, (2.10)
where δIˉk is the current through both conductance gk and inductance Lk. There-
fore, the total current of the circuit is given by
δIˉ =
G+ M∑
k=1
1
Lk
d
dt
+
1
gk
 δV. (2.11)
A comparison between Eqs. (2.8) and (2.11) shows that δI and δIˉ are identical if
gk =
ak
bk
, Lk =
1
ak
, k = 1, . . . ,M.
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Hence for a small perturbation δV , the ionic current I(V, n1, . . . , nM) responds as
if the conductance G is in parallel with M impedance lines.
Therefore, using Eqs. (2.1), (2.8) and (2.10), the linearized HH equations
are given by
C
dV
dt
= −G˜V −
M∑
k=1
Ik, G˜ = G+ gL, (2.12)
Lk
dIk
dt
= −Ik
gk
+ V, k = 1, . . . ,M. (2.13)
2.4 The resonate and fire neural model
The RF system corresponds to Eqs. (2.12) and (2.13) with only one inductive
path way. Therefore, the subthreshold behavior of the periodically forced system
satisfies
C
dV
dt
= −V
R
− I + Iapp(t), R = 1
G˜
,
L
dI
dt
= V − rI, r = 1
g
,
(2.14)
where V is the membrane voltage, the current I is a resonant current, e.g., delayed
rectifier K+ or Ih, and Iapp(t) is periodic applied current such that Iapp(t+ T ) =
Iapp(t). The specific case we will study for our numerical simulations is Iapp(t) =
I0 +  sin(ωt), where  is the amplitude of forcing, I0 is a constant current, and
ω is the forcing frequency. It should be noted that when r is large, the RF model
reduces to the LIF model (the RLC circuit practically become a RC circuit).
System (2.14) is supplemented with the condition that whenever voltage
reaches the threshold potential, a spike is registered, the system state is instantly
reset according to a reset map, and the dynamics continues. Therefore, its dy-
namics is piecewise smooth but event driven, in the sense that smoothness is lost
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at instantaneous events, for example, upon application of the reset map. Below,
we define the threshold potential and the reset map.
It proves convenient to consider system (2.14) in the following form,
dx
dt
= Ax+ f(t), (2.15)
where
A =
−(RC)−1 −C−1
L−1 −rL−1
 , (2.16)
and
x =
V
I
 , f(t) =
Iapp(t)C
0
 .
We assume the threshold potential can be defined by the zero set of a smooth
function h(x, t) = V − k(t) as
threshold = {x(t) : h(x(t), t) = 0} , (2.17)
where k(t) is a continuous function and in the simplest case is a constant. There-
fore, the nth firing time tn is defined by
tn = inf {t|h(x(t), t) ≥ 0, t ≥ tn−1, V ′(t) 6= k′(t)} , (2.18)
where a prime denotes a derivative. Whenever the RF orbit intersects the threshold
transversely, the instantaneous transition from threshold takes place, which in fact
changes the position of the orbit according to a reset map R,
if h(x, t) = 0 : x 7→ R(x, t).
Assuming that a spike occurs at time tn, we represent the intersection of the flow
with threshold immediately before the crossing with x− and immediately after the
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crossing with x+. Hence, x− = limt→t−n x(t) and x
+ = limt→t+n x(t). Therefore,
one can write the resetting mechanism of the trajectory at each firing time as
x+ = R(x−, t). (2.19)
2.5 The subthreshold behavior
The subthreshold behavior of system (2.15) is linear and therefore easy to analyze.
Its solution is given by
x(t) = G(t)x(0) +
∫ t
0
G(t− s)f(s) ds, (2.20)
where G(t) is the matrix exponential (Green’s function) G(t) = exp(At).
System (2.15) can show different types of subthreshold behavior associated
with different neuronal characteristics. We are interested in resonant behavior and
its corresponding region of parameters. In the parameter region where resonant
behavior occurs, the system has either a stable node or a stable focus. As we want
to focus on the occurrence of the mode-locked solutions and chaos, we do not
describe different regimes here. For a complete classification of the subthreshold
regime, see [138, 19].
If the system has a stable focus then matrix A has a complex-conjugate
pair of eigenvalues α ∓ iβ, with α = −(rCR + L)/(2CRL) and β2 = (R +
r)/(CRL) − α2. For λ = α + iβ, the associated complex eigenvector is ν such
that ν = νR + iνI ∈ C2,
ν =
r + Lα
1
+ i
Lβ
0
 .
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Therefore, we have G(t) = eαtPRβP
−1, where
Rβ =
cos(βt) − sin(βt)
sin(βt) cos(βt)
 ,
P =
(
νI νR
)
=
Lβ r + Lα
0 1
 .
Now, one can write the explicit form of G(t) as
G(t) =
G11(t) G12(t)
G21(t) G22(t)
 , (2.21)
with
G11(t) =
eαt
Lβ
[
Lβ cos(βt) + (r + Lα) sin(βt)
]
, (2.22)
G12(t) = −e
αt
Lβ
[
(Lβ)2 + (r + Lα)2
]
sin(βt), (2.23)
G21(t) =
eαt
Lβ
sin(βt), (2.24)
G22(t) =
eαt
Lβ
[
Lβ cos(βt)− (r + Lα) sin(βt)]. (2.25)
Similarly, in the case of a stable node, one can calculate eigenvalues λ1,2 = α ±√−β2 and write G(t) = PRα,βP−1, where
Rα,β =
eλ1t 0
0 eλ2t
 , and
P =
r + Lλ1 r + Lλ2
1 1
 .
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Therefore, we obtain
G11(t) =
exp(λ1t)(r + Lλ1)− exp(λ2t)(r + Lλ2)
L(λ1 − λ2) , (2.26)
G12(t) =
(r + Lλ1)(r + Lλ2)
[
exp(λ2t)− exp(λ1t)
]
L(λ1 − λ2) , (2.27)
G21(t) =
exp(λ1t)− exp(λ2t)
L(λ1 − λ2) , (2.28)
G22(t) =
exp(λ2t)(r + Lλ1)− exp(λ1t)(r + Lλ2)
L(λ1 − λ2) . (2.29)
2.6 Firing time map
For simplicity, we assume that the RF oscillator is driven by a constant input I0
such that in the absence of any periodic forcing it still oscillates. The system
evolves smoothly between firing times so that we can define a discrete firing-times
map that expresses the system state at one firing time as a function of the state
at the previous firing time. Therefore, using Eq. (2.20) one can write
x(tn+1) = G(Δ
n)x(tn) +
∫ Δn
0
G(s)f(−s+ tn+1) ds, (2.30)
where Δn = tn+1 − tn is the interspike interval (ISI). Now, we assume a simple
case of the threshold function
h(x, t) = V − 1, (2.31)
and define the resetting mechanism by
x+ = R(x−, t) = 0. (2.32)
Using conditions (2.31) and (2.32), Eq. (2.30) gives a one-dimensional time map
in the implicit form of
F (tn, tn+1) ≡
∫ Δn
0
G11(s)Iapp(−s+ tn+1) ds− C = 0, (2.33)
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as well as an expression to evaluate the current at firing time tn+1,
I(tn+1) = C
−1
∫ Δn
0
G21(s)Iapp(−s+ tn+1) ds. (2.34)
Efficient numerical methods exist to compute the firing times and to follow these
as the system parameters vary. These firing times can exhibit periodic patterns.
Next we focus on these solutions.
2.7 Mode-locked solutions
To classify possible rhythms of the firing time of the system, we use the theory
of mode locking, which relates the period of the output spike train to the period
of forcing rationally. When the RF orbit repeats exactly after a fixed number, p,
of spikes and a fixed number, q, of forcing period T , the resulting train is called
a p : q mode-locked solution, where p, q ∈ Z. Therefore, the winding number of
a p : q mode-locked solution is p/q, that is the average number of firing events
per period of the forcing. We can construct mode-locked solutions explicitly and
analyze how their existence changes as the system parameters vary.
It is convenient to introduce the nth firing time of a p : q mode-locked
solution as in [30, 90] as
tn =
([
n
p
]
+ φn(p)
)
qT, n = 0, 1, 2 . . . , (2.35)
n(p) = n mod p,
where φ0, . . . , φp−1 ∈ [0, 1) are a collection of firing phases and [∙] denotes the
integer part. A p : q mode-locked solution is determined by the p firing phases
(φ0, . . . , φp−1). These firing phases can be found by substituting Eq. (2.35) into
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Figure 2.3: A 3:2 mode-locked solution arising in a sinusoidally driven RF system. The
membrane voltage trajectory shows that the system fires three spikes (with phases φ0, φ1,
and φ2) for every two periods of Iapp with Iapp(t) = 2.23 + sin(2πt), R = C = L = 1,
and r = 0.1.
Eq. (2.33) and solving the p equations
Fn(Φ, qT ) ≡
∫ Δn
0
G11(s)Iapp
(
− s+ φn+1(p)qT
)
ds− C = 0, n = 0, . . . , p− 1,
(2.36)
where Φ = (φ0, φ1, . . . , φp−1).
However, not all of the values of Φ obtained by such a procedure correspond
to a p : q mode-locked solution. They must also satisfy conditions that guarantee
that such an orbit is physically possible. From the definition of firing times (2.18),
we already know that one such restriction is
dV
dt
(tn) 6= 0, n = 0, . . . , p− 1.
As parameters in the system vary, this condition may be broken at certain isolated
values, giving rise to grazing bifurcation points, at which the qualitative properties
of the solution change, often in a dramatic manner. This kind of bifurcation, which
is the result of crossing and resetting rules, is called [11] a discontinuity-induced-
bifurcation (DIB) and we address them later.
As an example, a 3:2 mode-locked solution of the system is shown in
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Fig. 2.3. It shows the voltage trajectory in response to Iapp(t) = 2.23 + sin(2πt).
Within each two periods of the driving signal, three spikes are fired with corre-
sponding phases φ0, φ1, and φ2. The average of the firing period is also defined
by 〈Δ〉 = limN→∞ 1/N
∑N
n=0Δ
n. Therefore, using Eq. (2.35), the average of
the firing times of the p : q mode-locked solution per period of the input satisfies
〈Δ〉 = q/p.
For periodically forced systems, there typically exist regions in parameters
space in which mode-locked solutions exist. These regions are called Arnol’d
tongues, emanating from rational points on the zero forcing ( = 0) and opening
up into regions where the forcing strength is turned on. Each tongue corresponds
to a p : q mode-locked solution for which the ratio of the forcing frequency to
the firing frequency is q/p. The boundaries of these tongues are determined by
finding the conditions of instability of the relevant mode-locked orbit. By mapping
out these boundaries, we can try to partition the parameter space in terms of the
qualitative behavior of the system.
2.8 Stability
The structure of Arnol’d tongues can be affected by various bifurcations. We can
classify them as smooth bifurcations of the firing map when mode-locked solutions
lose their stability, and nonsmooth bifurcations arising from the discontinuity of
the system (DIBs) [30, 90].
To detect smooth bifurcation, we perturb the nth firing time of the system
about a mode-locked solution such that tn → tn + δn = t∗n. Therefore, the
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perturbation of firing map (2.33) is given by
F (t∗n+1, t
∗
n) ≡
∫ t∗n+1−t∗n
0
G11(s)Iapp(−s+ t∗n+1)ds− C = 0. (2.37)
Using the linear expansion of Eq. (2.37), we find
∂F
∂tn+1
δn+1 +
∂F
∂tn
δn = 0, (2.38)
where the partial derivatives are evaluated at the mode-locked solution. Eq. (2.38)
can be rewritten as
δn+1 =
Γn
Φn
δn ≡ κnδn, (2.39)
where the coefficients are
Γn =− ∂F
∂tn
= G11(Δ
n)Iapp(tn),
Φn =
∂F
∂tn+1
= Γn +
∫ Δn
0
G11(s)
dIapp
dt
(−s+ tn+1)ds.
(2.40)
Therefore, the stability of a p : q mode-locked state [30] is determined by the
behavior of the map
δn+1 = κ(p)δn+1−p, (2.41)
where
κ(p) = κ0κ1 . . . κp−1. (2.42)
If |κ(p)| < 1, the corresponding mode-locked solution is stable. By varying a pa-
rameter, |κ(p)| may pass through 1 which results in some bifurcations. Specifically,
we expect to observe tangent bifurcation when
κ(p) = 1, (2.43)
and period-doubling bifurcation when
κ(p) = −1. (2.44)
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2.9 Grazing bifurcations
Tangent bifurcation is not the only way in which the periodic orbits of the RF
system can change their qualitative behavior as the parameters governing the
system vary. If periodic solutions have tangential intersections with threshold,
grazing bifurcation occurs [11] in which we see changes in the system behavior
that are different from those of the smooth system. The linear stability analysis
of the firing map cannot detect such kinds of bifurcations that occur when mode-
locked solutions interact with discontinuities of the firing map. In general, there
could be two types of grazing bifurcations [11, 90].
Type 1 grazing arises when varying a system parameter causes a local max-
imum to increase through the firing threshold, leading to a new firing event that
occurs at some time earlier than usual and between two existing firing times [see
Fig. 2.5 upper panels]. Therefore, assuming that F (tn, tn+1) = 0, type 1 nons-
mooth bifurcation occurs if
V (tnew) = 1, tn < tnew < tn+1, (2.45)
dV
dt
(tnew) = 0, (2.46)
where at tnew, a tangential crossing with the threshold function occurs.
For p : q mode-locked solutions, we can find the graze phase and p firing
phases by solving p + 2 nonlinear algebraic equations. These are the p equations
(2.36) defining the mode-locked solutions with the extra two being Eqs. (2.45)
and (2.46). The conditions on type 1 grazing bifurcation can be written in the
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(a) (b)
Figure 2.4: Boundary of a 3:2 mode-locked solution in (, I0) plane (a) and voltage
trajectory on the graze locus (b). (a) The solid line (blue) represents the tangent
bifurcation of map (2.41) and the dashed line (red) represents type 1 grazing bifurcation
induced by the discontinuity of the RF flow. (b) Voltage trajectory for I0 = 2.27 and
 = 2.65 on the graze locus shown with circle in plot (a). The voltage orbit crosses the
threshold at phases φ0, φ1, and φ2 transversely and, as we expect it tangentially touches
threshold between φ0 and φ1 at a new phase φnew. In both plots, other parameters are
as in Fig. 2.3.
following form∫ tnew−tn
0
G11(s)Iapp(−s+ tnew) ds− C = 0, (2.47)∫ tnew−tn
0
G11(s)
dIapp
dt
(−s+ tnew) ds+G11(tnew − tn)Iapp(tn) = 0. (2.48)
It should be noted that for this kind of nonsmooth bifurcation, we should specify
between which two existing firing times the graze occurs. For small changes in
parameters, it is then possible to have p + 1 : q mode-locked solution from p : q
solution.
In Fig. 2.4(a), we show an analytical solution for 3:2 Arnol’d tongue. As
one can see, grazing bifurcation (dashed line) constructs part of the 3:2 tongue
and modifies the border of the tongue which originally was constructed by tangent
bifurcation (solid line). We can also verify the occurrence of the graze by looking
at the voltage trajectory on the graze locus. An example is shown in Fig. 2.4(b)
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Figure 2.5: Grazing bifurcations whenever a tangential crossing of the firing threshold
occurs [90]. Upper panels: type 1 grazing where a local maximum increases through the
firing threshold (left) and creates a new firing time (right). Lower panels: type 2 grazing
when a local maximum decreases through the threshold (left), causing the solution to
be lost in a nonsmooth bifurcation (right).
by choosing the parameters I0 = 2.27 and  = 2.65 on the graze locus of the 3:2
tongue (circle in plot (a)). As expected, three spikes occur, namely, φ0, φ1, and φ2,
within every two periods of Iapp(t). It is clear that the graze as a local maximum
arrives between φ0 and φ1 while touching the threshold surface tangentially. This is
a bifurcation point for the creation of a new firing time where the 3:2 mode-locked
solution may turn into the 4:2 mode-locked solution.
Grazing of type 2 also occurs whenever varying a parameter causes the
voltage to reach the threshold but with dV/dt = 0 at that time, rather than
dV/dt > 0 [see Fig. 2.5 lower panels]. This may also cause the solution to be lost
in a nonsmooth bifurcation [11, 30] where for small variation of parameters, the
p : q mode-locked solution can turn into the p− 1 : q mode-locked solution. This
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Figure 2.6: The analytical Arnol’d tongues structure. We show boundaries of 1:1, 4:3,
3:2, 5:3, 2:1, and 5:2 tongues, constructed from the union of smooth bifurcations of the
firing map and nonsmooth bifurcations induced by discontinuity of the system. Solid
lines (blue) indicate a tangent bifurcation of the firing map and dashed lines (red) a
nonsmooth grazing bifurcation of the underlying flow. Parameters are as in the caption
of Fig. 2.3.
bifurcation is detected by appending the condition
dV
dt
(tn) = 0, (2.49)
to the p equations (2.36) defining the mode-locked orbit. Equation (2.49) can be
translated as
G11(Δ
n−1)Iapp(tn−1) +
∫ Δn−1
0
G11(s)
dIapp
dt
(−s+ tn) ds = 0.
Care must be taken to determine at which firing time the graze takes place.
2.10 Arnol’d tongues
In Fig. 2.6, we exhibit the analytical Arnol’d tongues structure. The boundaries
of Arnol’d tongues are determined by both tangent bifurcations (solid lines) and
type 1 grazing bifurcations (dashed lines). In the determination of the tongues,
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period-doubling bifurcation does not occur and type 2 grazing bifurcation does not
seem to play a large role, although it is present. As can be seen, unlike the case of
the smooth circle map [110, 13], the tongues do not intersect each other anymore.
Figure 2.6 also illustrates another feature of the Arnol’d tongues, namely
that those emanating from the zero forcing amplitude are arranged such that be-
tween the p1 : q1 and the p2 : q2 tongues, one can expect to see the p1+p2 : q1+q2
tongue, e.g., between 3:2 and 2:1, the 5:3 tongue, between 2:1 and 3:1, the 5:2
tongue, and between 1:1 and 3:2, the 4:3 tongue can be seen. This concatena-
tion of the periodic orbits shows a striking resemblance with the well-known series
in number theory proposed by Farey and this phenomenon is referred as Farey
arithmetic. It has been shown [11] that periodic orbits of one-dimensional dis-
continuous piecewise linear map exhibit the same interesting relationship between
nearby periodic orbits.
The method to exhibit a p : q Arnol’d tongue in the (I0, )-parameter plane
is to find a p-periodic point on the tangent-bifurcation curve. It can be done by
simultaneously solving p equations (2.36) which satisfy κ(p) = 1. Continuation
of this solution on the tangent-bifurcation locus in the  and I0 plane constructs
part of the boundary of the tongue. Similarly, we find a point on the grazing
bifurcation curve by solving p + 2 equations (2.36), (2.47), and (2.48) and then
use continuation of this solution to find locus of the graze. Details of the numerical
methods are described in Sec. 2.14. The continuations of Arnol’d tongues are one-
parameter continuations in two-parameter space. A complete discussion on the
computing of Arnol’d tongues is given in [146] and for studies on the smooth
circle map, its bifurcations, and the corresponding Arnol’d tongues see [110, 13].
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Therefore, considering both the smooth bifurcations of the firing map and
the grazing bifurcations of the underlying discontinuous flow, we were able to
construct the Arnol’d tongue structure of the periodically driven RF system.
2.11 Invertibility
Whenever the grazing bifurcations occur, the map of firing times becomes discon-
tinuous. This discontinuity situation close to a grazing point is due to the fact
Figure 2.7: Dynamics close to the grazing point.
that a trajectory starting close to the graze either intersects the threshold with a
small value of dV/dt or does not intersect the threshold locally, see Fig. 2.7. This
causes a drastic difference in subsequent behavior of the trajectories close to the
graze. Here we discuss the effect of the grazing bifurcation on the properties of
the firing times map.
Using Eq. (2.39), the derivative of the firing times map is given by
∂tn+1
∂tn
=
Γn
Φn
, (2.50)
and it becomes unbounded whenever Φn = 0. In both types of the grazing
bifurcations, the derivative of the map becomes unbounded and the map of firing
times is discontinuous. For example, in the case of 1:1 mode-locked solutions,
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using the fact that tn+1− tn = T and tn = T (n+φ0), the discontinuity condition
for the firing map reads
G11(T )Iapp(Tφ0) +
∫ T
0
G11(s)
dIapp
dt
(−s+ Tφ0) ds = 0,
which is satisfied if ∫ T
0
d
dt
G11(s)Iapp(−s+ Tφ0) ds+ I0 < . (2.51)
In general, it is complicated to determine the parameter regions in which Φn = 0.
For a p : q mode-locked solution, the firing map is discontinuous on the locus of the
graze, this is shown with dashed lines in the analytical Arnol’d tongue structure,
Fig.2.6. If the firing map is continuous, it is only invertible if Γn 6= 0. In this case,
from firing map (2.33), we know that if F (t, s) = 0 then F (t+qT, s+nqT ) = 0 for
n = 1, indicating that F is a lift associated to a degree one circle map. Therefore,
the firing map is an invertible circle map when Iapp(tn) 6= 0 and G11(Δn) 6= 0. It
is straightforward to see that Iapp(tn) 6= 0 when I0 > . Given that the RF system
has stable node and using Eq. (2.26), the condition G11(Δ
n) 6= 0 is satisfied if
(r+Lλ2)/(r+Lλ1) < 1, for λ2 < λ1 and for the system with stable focus, using
Eq. (2.22), the condition translates into
Lβ
r + Lα
6= − tan(βΔn).
Therefore in the region of 1:1 mode-locked solutions and for the case of stable
node, the firing map is an invertible circle map if∫ T
0
d
dt
G11(s)Iapp(−s+ φ0) ds ≥ 0, (2.52)
and for the case of stable focus, both Eq. (2.52) and condition Lβ/(r + Lα) 6=
− tan(βT ) must satisfy. The map of firing times is not necessarily onto. To ensure
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that the firing map is onto, the slope of the voltage at the firing times must be
larger than the slope of the threshold, that is dV/dt(tn) > 0.
The firing times of the periodically forced RF system may become irregular.
It is believed that variability in the firing times is not necessarily due to noise but
could be also due to chaotic behavior [2, 65]. Next, we examine the dynamics of
the system in terms of chaotic behavior. This is achieved by calculation of the
Liapunov exponents.
2.12 Liapunov exponents
For our purpose which is to determine the existence of chaos, we establish that
there are regions in parameters space in which the RF model displays sensitive
dependence on initial conditions as indicated by a positive Liapunov exponent.
To this end, we calculate an expression for the largest Liapunov exponents of the
system of equations (2.15).
Liapunov exponents of the RF model can be derived by determining the
slopes of the firing map at successive firing times. While the subthreshold dynamics
of the system is continuous, the effect of the flow reaching threshold is to cause an
instantaneous jump in the flow and introduces a discontinuity into the dynamics.
Therefore, the standard approach of calculation of Liapunov exponents is not
applicable here. Instead, we use the ideas developed for the study of impact
oscillators [120] to estimate Liapunov exponents. This method has been previously
used for the IF model [31] and the IF model with threshold fatigue [26]. The main
step in this method is to evaluate the consequence of these discontinuities on
solutions starting from nearby initial conditions.
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Figure 2.8: Illustration of the method for calculating the Liapunov exponents of the RF
model. The unperturbed solution (black), x(t), intersects the threshold at times tn while
the perturbed solution (green), x˜(t), intersects at times tn + δtn. In order to calculate
Liapunov exponents, we trace δx+ = x˜(tn+ δt+n )− x(tn+ δt+n ) as explained in the text.
We consider system (2.15) with threshold and resetting conditions given
in Eqs. (2.31) and (2.32). Given a solution x(t) =
[
V (t), I(t)
]T
(the superscript
T denotes vector transposition) with initial condition x(t0) =
[
V (t0), I(t0)
]T
, we
define a small perturbation of the solution at time t0 by δx(t0) =
[
δV (t0), δI(t0)
]T
.
In the absence of firing in the interval [t0, t], the initial perturbation evolves to the
value
δx(t) =
δV (t)
δI(t)
 = G(t− t0)δx(t0),
where G(t) is given in Eq. (2.21). To calculate the Liapunov exponents, we follow
the temporal generation of this perturbation and trace it immediately before the
unperturbed orbit crosses the threshold, denoted by δx− and immediately after the
perturbed orbit crosses the threshold, denoted by δx+. We assume the unperturbed
solution reaches threshold before the perturbed one at time t1 and the perturbed
solution, x˜(t), intersects threshold at time t1 + δt1. The situation is illustrated in
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Fig. 2.8. Now we consider the second spike occurs at t2, therefore we have
δx(t) = G(t− t1)B(t1)
δx−︷ ︸︸ ︷
G(t1 − t0)δx(t0)︸ ︷︷ ︸
δx+
, t < t2 (2.53)
where δx+ = δx(t1 + δt
+
1 ) is the new initial condition of δx after the perturbed
orbit is reset and the matrix B is related to the derivation of δx+ as explained
below.
The goal is to derive an expression for δx+ = δx(t1 + δt
+
1 ) as a function
of δx− = δx(t−1 ) by keeping only first-order terms. Using the crossing condition
(2.31) and the facts that x˜(t) =
[
V˜ (t), I˜(t)
]T
, δV (t) = V˜ (t)−V (t), and δI(t) =
I˜(t)− I(t), at time t1 + δt1, we have
0 =h
(
x˜(t1 + δt1)
)
= V˜ (t1 + δt1)− 1
≈V˜ (t1) + δt1V˜ ′(t1)− 1 ≈ δV (t1) + δt1V ′(t1),
(2.54)
where a prime denotes a derivative. Therefore, the perturbation of firing time t1
is approximately given by
δt1 =
−δV (t1)
V ′(t1)
, (2.55)
where we have assumed the denominator is not zero. At t = t1 + δt
+
1 , using
resetting condition (2.32), we find
δV + = δV (t1 + δt
+
1 ) = V˜ (t1 + δt
+
1 )− V (t1 + δt+1 )
≈ −δt1V ′(t+1 ).
(2.56)
Furthermore, we have
δI+ = I˜(t1 + δt
+
1 )− I(t1 + δt+1 )
≈ −I(t+1 )− δt1I ′(t+1 ) = 0.
(2.57)
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Equations (2.55)-(2.57) result in
δV + = γ(t1)δV (t1), δI
+ = 0,
where
γ(t) =
Iapp(t)
Iapp(t)−R−1 − I(t) , (2.58)
with I(t) given in Eq. (2.34). In this way, we find
B(t) =
γ(t) 0
0 0
 . (2.59)
Now for the general case where there are n spikes at times 0 ≤ t1 < . . . < tn < t,
we obtain
δx(t) = G(t− tn)B(tn)G(tn− tn−1) . . . G(t2− t1)B(t1)G(t1− t0)δx(t0). (2.60)
The Liapunov exponents measure the average rate of expansion or compression of
the above quantity and are defined by
λ = lim
t→∞
1
t
ln
( |δx(t)|
|δx(t0)|
)
.
It proves convenient to estimate the Liapunov exponents by starting and ending
the computation at firing times, therefore using Eq. (2.60) and the definition of
the matrix B we have
δx(tn) =Mnδx(t0),
where
Mn =
Mn,1 0
0 0
 ,
with
Mn,1 =
n∏
i=1
γ(ti)G11(ti − ti−1). (2.61)
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The two Liapunov exponents are determined from the eigenvalues of matrix Ln =
MnM
T
n . If λn is an eigenvalue of the matrix Ln, its corresponding Liapunov
exponent, λ is defined by
λ = lim
n→∞
1
2n
ln(λn). (2.62)
One of the eigenvalues of the matrix Ln is zero resulting the Liapunov exponent μ
such that μ→ −∞. Therefore, using Eqs. (2.58), (2.61), and (2.62), the largest
Liapunov exponent is given by
λ = lim
n→∞
1
tn
ln
n∏
i=1
∣∣γ(ti)G11(Δi−1)∣∣ . (2.63)
We note that when the RF orbit has subthreshold oscillations, Eq. (2.22) implies
λ = α+ lim
n→∞
1
tn
ln
n∏
i=1
∣∣∣γ(ti)[ cos(ωΔi−1)+(Lω)−1(r+Lα) sin(ωΔi−1)]∣∣∣, (2.64)
and if it has stable node with eigenvalues λ2 < λ1 < 0, Eqs. (2.63) and (2.26)
gives
λ = λ1 + lim
n→∞
1
tn
ln
n∏
i=1
∣∣∣(2Lω)−1γ(ti)[(r + Lλ1)
− (r + Lλ2) exp
(
(λ2 − λ1)Δi−1
)]∣∣∣. (2.65)
Therefore, two factors contribute to Liapunov exponent λ; one from the smooth
flow between successive firing events and the other from the discontinuity induced
by the resetting map.
2.13 Results
Figures 2.9 and 2.11 show the Liapunov exponent (colour coded) associated with
Eq. (2.63). At each point in the parameter plane, the Liapunov exponent is ap-
proximated over 3000 firing times and the first 100 firing times were ignored as
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Figure 2.9: The Liapunov exponent of the RF model as a function of I0 and . The
Liapunov exponent is plotted using Eq. (2.63) for ω = 2π on a mesh of size 300× 300.
The analytical Arnol’d tongues (lines), as in Fig. 2.6, are also plotted for comparison.
transients. Figure 2.9 shows the Liapunov exponent as a function of I0 and  for
ω = 2π. When  = 0, i.e., there is no temporal modulation of the input cur-
rent, the model displays periodic or quasi-periodic behavior (λ ≤ 0). We observe
the Arnol’d tongues emanating from the  axis (compare with analytical Arnol’d
tongues (lines)), the largest being the 1:1 tongue. As can be seen, the model does
not show chaotic behavior.
Figure 2.10 represents the winding number diagram, the ISI bifurcation dia-
gram, and the Liapunov exponent λ, corresponding to the Arnol’d tongue structure
in Fig.2.9 with  = 1. In panel (a), every step on the devil’s staircase is associated
with a rational value of 〈Δ〉−1 and the winding number in mode-locked regions
follows the Farey sequence. In panel (b), we observe periodic solutions at different
values of I0, for example by increasing I0, we have period-1, period-4, period-3,
period-5, and period-2 solutions indicated by labels in the figure. As expected,
their corresponding regions exhibit negative Liapunov exponent in panel (c). The
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(a)
(b)
(c)
Figure 2.10: Devil staircase, ISI bifurcation diagram, and Liapunov exponent as a func-
tion of I0 with  = 1. (a) The average firing rate of the RF model. With increasing
I0, we see the dominant mode-locked solutions which are 1:1, 4:3, 3:2, 5:3, and 2:1.
(b) The bifurcation diagram ISI, Δn = tn+1 − tn in which lines correspond to periodic
solutions. Some periodic regions are indicated with labels showing their period. (c) The
Liapunov exponent, λ is either negative or zero. We used 1000 firing times to estimate
λ at each value of I0. Other parameters are as in the caption of Fig. 2.3.
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Figure 2.11: The Liapunov exponent of the RF model given in Eq. (2.63) as a function
of  and ω with I0 = 2.45. The Liapunov exponent is positive for windows of ω between
1 to 1.86. Other parameters are as in the caption of Fig. 2.3.
Liapunov exponent in panel (c) is either negative or zero and no chaotic
behavior is observed. To examine the effect of input frequency on the response
properties of the system, we show in Figure 2.11 (colour coded) the Liapunov
exponent as a function of the input frequency, ω and the forcing amplitude,  for
I0 = 2.45. As seen in Fig. 2.9, when I0 = 2.45, the system does not show chaotic
behavior, however here the behavior of the system can move from periodic to
chaotic as ω increases and passes through the resonant frequency at approximately
ω ≈ 1.2. We fix  = 1.02 and represent the impact of varying ω on the interspike
interval bifurcation diagram and the Liapunov exponent λ in Fig. 2.12. In the
regions of periodic solutions, as expected, we observe negative Liapunov exponents
in panel (b). Some intervals of values of ω for which periodic solution exists are
indicated with labels in panel (a) of the figure. As ω is reduced, we have windows
of periodic solutions alternating with windows of chaotic dynamics.
Besides the existence of chaos, Fig.2.12(a) gives valuable information about
the transitions between periodic and chaotic solutions. It reveals the phenomenon
of period adding [11] bifurcation leading to chaos. As ω is decreased, we see
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(a)
(b)
Figure 2.12: Bifurcation diagrams for ISI and the Liapunov exponent as a function of
the input frequency ω with fixing  = 1.02 and I0 = 2.45 in Fig. 2.11. (a) Varying ω,
we observe regions of periodic solutions alternating with regions of chaotic solutions.
Some of these regions are shown with arrows. (b) For ω near to the resonant frequency,
1.2 < ω < 1.6, we observe chaotic behavior corresponds to λ > 0.
periodic solutions such that their period increases in an arithmetic sequence. In
this situation, between periodic solutions of period n and n+1, we either observe
an interval of ω for which chaotic dynamics occurs or no chaotic behavior occurs
and periodic solutions overlap for small intervals of ω. A similar dynamics is
observed in square-root map arising as local approximation to the Poincare´ maps
associated with grazing bifurcations in impacting systems [11]. We discuss this
behavior below.
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Figure 2.13: The transition leading to chaos. Enlargement of the bifurcation diagram
shown in Fig.2.12(a) in the range of ω = 0.8 to ω = 1.3 (left) and ω = 1.55 to ω = 2.5
(right). The ISI bifurcation diagrams show period-adding phenomenon together with
windows of chaotic behavior. The circles indicate the discontinuity points of the firing
map.
The transition between periodic and chaotic solutions can be understood
more clearly in Fig. 2.13. It shows an enlarged section of Fig. 2.12(a) in the range
of 0.8 < ω < 1.3 (left) and 1.55 < ω < 2.5 (right). At ω = 2.5, there is a
period-4 solution. By decreasing ω, the period-4 orbit undergoes period doubling
at ω ≈ 2.24 and thereafter the orbit evolves to period-5 orbit at ω ≈ 2.19.
Between period-4 and period-5 intervals, there is a small interval of ω where the
periodic solutions overlap. Further decreasing ω, the period-5 orbit doubles at
ω ≈ 1.94 and the orbit then passes through the discontinuities at ω ≈ 1.93,
ω ≈ 1.92, and ω ≈ 1.85 (shown with the circles), where we see the intersections
in the ISI diagram. At these points, the orbit crosses threshold tangentially which
corresponds to the discontinuities of the firing map. The dynamics within the
range of 1.8 < ω < 1.86 becomes chaotic. As ω is lowered from 1.8, period-6
orbit appears. Then the orbit doubles at ω ≈ 1.7, giving rise to a chaotic interval
in the range of 1.3 < ω < 1.67.
For 1 < ω < 1.3, we observe alternating windows of periodic and chaotic
solutions as ω is decreased. Thereafter, decreasing ω in the range of ω = 1 to
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(a) I0 = 2.45,  = 1.02, ω = 1.35. (b) I0 = 2.42,  = 0.5, ω = 4.
(c) I0 = 2.45,  = 1.23, ω = 3.21. (d) I0 = 2.45,  = 1.97, ω = 4.14.
Figure 2.14: Cobweb diagrams for the firing map (2.33). (a) Chaotic solution, (b) quasi-
periodic behavior, (c) period-3 solution, and (d) period-5 solution. Other parameters
are as in Fig. 2.3.
ω = 0.8, we have period-adding scenario without chaotic intervals. At ω = 1,
we have period-7 orbit which evolves smoothly to period 8 at ω ≈ 0.95, then the
period-8 orbit gives rise to a period-9 orbit at ω = 0.85. Notice that there is
overlapping between these periodic orbits for small range of ω. A useful way of
studying one-dimensional maps is via cobweb diagrams which plot tn+1 against tn.
Examples of cobweb diagram for the RF firing map are shown in Fig. 2.14. As can
be seen by varying parameters, the system may have (a) chaotic, (b) quasi-periodic,
and (c,d) periodic behavior.
Finally we examine the fact that RF model neurons can be reduced to LIF
neurons in large r limit. We consider the parameters r = 800, L = 0.01, and
C = 1 with forcing frequency ω = 2π and constant current I0 = 2. For the
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Figure 2.15: The Arnol’d tongues of the RF system in the limit of large r. The boundaries
of the tongues are determined by both tangent bifurcations (solid lines) and grazing
bifurcations (dashed lines). The parameters are ω = 2π, I0 = 2, r = 800, L = 0.01,
and C = 1. This result is compatible with that of the IF system shown in [34].
sake of consistency with the result on Arnol’d tongues for the IF system given in
[30, 34], we show the bifurcation diagram in (, R) plane. The analytical result is
given in Fig. 2.15 where solid and dashed lines demonstrate tangent and grazing
bifurcations respectively. This is in good agreement with the results shown in [34].
2.14 Numerical methods
The numerical methods we have used for the analysis of the RF system are com-
posed of direct numerical simulations and numerical continuations.
To determine the solution of the RF system, direct numerical simulation
methods can be used in an event-driven manner. That is for a given initial state
x0 satisfying h(x0, t0) < 0, the RF system is solved either exactly or via a higher-
order accurate time-stepping scheme such as the Runge-Kutta method. Then,
the threshold function h(x, t) = V − k(t) is monitored and a change of sign
is determined using an in-built threshold crossing detector of the time-stepping
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algorithm. Therefore, the firing time is calculated accurately and after resetting
the solution, it is used as the initial condition for the next calculation. A key
requirement for this method is the ability to define the threshold as the zero set of
a smooth function h. Thus, the time-integration of the trajectory of the RF system
is reduced to the finding of a set of firing times tn such that h(x(tn), tn) = 0. We
used this direct numerical simulation for computing the bifurcation diagrams. As
an example, in ISI bifurcation diagrams we have taken a fixed parameter value and
computed Δn for a large number of spike trains, after ignoring some initial spikes
for transients, the ISI was plotted. The parameter was then changed slightly and
the same process was repeated [see Figs. 2.10(b) and 2.12 (a)].
The numerical simulation, however, cannot pinpoint bifurcation points ac-
curately. Hence, there is a real need for direct methods to compute specific types of
solutions of the system. These comprise methods for detecting bifurcation points
(either smooth or nonsmooth) and the numerical continuation of these points as
one parameter varies in two-parameter (or more) space. A general explanation
of these methods are given in [147] and [89] (chapter 10) and the most efficient
softwares are XPPAUT [47] and AUTO [41].
Here, we explain key ideas applied to the continuation of solutions, for
example in constructing Arnol’d tongues in Figs. 2.6 and 2.15. As we discussed
before, a p : q mode-locked solution is determined by simultaneous solving of p
equations (2.33) and computing p firing phases Φ = (φ0, . . . , φp−1). The mode-
locked solution can lose stability either via smooth or nonsmooth bifurcations. The
problem of finding the stability region of the p : q mode-locked solution is entirely
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equivalent to computing equilibrium solutions of the following smooth system
dφn
dt
= Fn(Φ, ), n = 0, . . . , p− 1, (2.66)
d
dt
= H(Φ, ), (2.67)
where Fn is given in Eq. (2.36) and function H is for detection of smooth or
grazing bifurcations which is defined as below.
To determine tangent bifurcation, we define H = κ(p)− 1, see Eq. (2.43),
and in the case of period-doubling bifurcation, we have H = κ(p) + 1, see
Eq. (2.44). When type 2 grazing occurs, we haveH = V ′(φn), with n ∈ {0, . . . , p−
1}. In this way, care should be taken to determine at which firing phase φn, the
graze arises and each case should be considered separately. In the case of type 1
grazing, the graze occurs at a new firing phase, φnew and between two exist-
ing phases of φn and φn+1 where n ∈ {0, . . . , p − 1}. Therefore, we define
Φ = (φ0, . . . , φn, φnew, φn+1, . . . , φp−1) and instead of Eq. (2.67), we append two
differential equations to Eq. (2.66). These equations are
dφnew
dt
= H1(Φ, ), φn < φnew < φn+1.
d
dt
= H2(Φ, ),
where H1 = V (φnew) − 1 and H2 = V ′(φnew) (see Eqs. (2.47) and (2.48) for
details). Again, we should specify between which two existing phases, the phase
φnew occurs.
Therefore, for each three cases of tangent, period doubling, and type 2
grazing bifurcations, we have a system of p+1 nonlinear equations and for type 1
grazing bifurcation, we have a system of p + 2 nonlinear equations. It proves
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convenient to write a general form for all the above cases as below
dX
dt
= F(X,μ), F : Rn × R→ Rn, (2.68)
where μ is a system parameter. The general setting is to find paths in the parameter
space of the smooth parametrized system that takes the form of
F(X,μ) = 0, (2.69)
given some initial solutions X0 and μ0. The key idea behind numerical continua-
tions is based on the Implicit Function Theorem to compute sequences of points
at small interval along the solution curve
X(μ) ∼= {(Xk, μk), k = 0, . . . , N} .
Note that in our results on Arnol’d tongues, μ is either I0 or ω. We find continu-
ation of solutions when μ changes and then plot the results in (, μ) space.
The most commonly used method for solving systems of nonlinear equations
is Newton’s method, but it is well known that this requires a sufficiently good initial
guess in order to converge. For this reason, we first find an equilibrium point for
n nonlinear equations (2.68) with another program and then take it as the initial
guess for continuations. All features of Arnol’d tongues in Figs. 2.6 and 2.15
are constructed using this method. We use the continuation package AUTO in
XPPAUT [47] to compute such fold curves for each tongue.
2.15 Discussion
We have analyzed the response of the RF neuron model to an arbitrary peri-
odic modulation of its input current. The focus was on the occurrence of the
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mode-locked solutions and chaotic patterns. We have found that the analytically
calculated regions of stability of mode-locked solutions, the Arnol’d tongues, are
in excellent agreement with those of the numerical integration of the model [com-
pare Figs. 2.6 and 2.9]. The behavior of the system when periodically forced can
be largely understood by tracing boundaries of the Arnol’d tongues. The bound-
aries of these tongues correspond to either local bifurcations of the firing time
map, or grazing bifurcations induced by the discontinuity of the flow. We showed
that the behavior of the system can become chaotic when the input frequency is
close to the resonant frequency. This is an important result as it was shown that
the periodically driven leaky IF oscillators fail to reproduce chaotic behavior [30],
whereas this form of behavior has been observed experimentally. Although it is
known that some modified IF neuron models subjected to periodic forcing such as
the ghostbursting model [90] and IF with threshold fatigue [26] can exhibit chaotic
behavior, they cannot describe resonant behavior and are not suitable for modeling
resonant neurons. Further, the RF model can be reduced (by choosing a large r)
to the leaky IF neuron model and in this case there is a good agreement between
the results, see Fig. 2.15. Therefore, we can say the analysis of the periodically
forced RF model is a good extension of the previous work related to mode-locked
solutions of IF models.
The effect of resonance on the response properties of the periodically forced
RF model with noise has been studied in [19, 138]. It was shown that a sufficient
amount of noise was necessary for the subthreshold resonance to cause a firing rate
resonance. Our results highlight that even in response to the non-noisy periodic
inputs, the subthreshold resonance generates chaotic firing events.
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As the RF model is a simple neuron model reproducing resonant behavior,
it is suitable for further mathematical analysis of network phenomena involving
resonant neurons. It is certainly of great interest to understand the effect of noise
on the firing events, mode-locked solutions, and the structure of Arnol’d tongues
of the RF system. Also, considering the resetting map to reset just the voltage
would give a two-dimensional firing map. In this case, it is worth understanding
the properties of the firing times and the dynamics in terms of chaotic or periodic
behaviors. For two strongly coupled RF models, the synchronization state and the
effect of the resetting function have been studied in [121]. Another interesting
issue we would like to address is to analyze the response of a weakly connected
population of firing RF neurons. One may then investigate the underlying condi-
tions for synchronized or desynchronized states.
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Chapter 3
Steady-state EIF neuron subject
to fast and slow fluctuations
3.1 Introduction
Cortical neurons receive trains of excitatory and inhibitory inputs originated from
presynaptic spikes and produced by a large number of neurons [39]. These presy-
naptic inputs act as a source of noise and produce substantial subthreshold fluc-
tuations of membrane potentials [6, 39]. Due to the large number of inputs, the
diffusion approximation [156, 38, 3] allows one to replace the synaptic inputs by
a mean current plus fluctuations around the mean. These inputs are filtered by
synapses [14, 18, 40] with a characteristic time τs. τs can take a wide range of
values depending on the type of receptor. It can be small when compared to the
membrane time constant τm, as for the excitatory AMPA receptor (τs ≈ 2 ms)
or large as for the excitatory NMDA receptor (τs ≈ 50− 100 ms). An important
question may arise is what is the effect of synaptic filtering on the response prop-
erties of a neuron. It has been shown that synaptic filtering can affect spike count
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statistics [114], signal transmission features [17] and can be used to detect rare
synaptic fluctuations [116]. The aim of this chapter is to study this question for
a neuron with a realistic spike generating mechanism; the exponential-integrate-
and-fire (EIF) model [52].
There is a long history of the study of synaptic fluctuations in neuron models
going back to the work of Knight [84] where the interest was in the LIF neuron
response to a noise model. It was shown [84] that noise can simplify the dynamics
of the neuronal firing rate. The steady-state firing rate of LIF neurons with white
noise has also been known [133, 156] for a long time and the firing rate at network
level is analytically studied in references [4, 5, 16].
When white noise is filtered, the analytical calculations become complex and
it is no longer possible to find the exact solution for the steady-state firing rate.
However, using a population density method introduced in [15], the calculation can
be done in two limits of τs ¿ τm [14, 17, 51] and τs À τm [115, 116]. Brunel and
Latham [18] used this method to determine the steady-state firing rate of the QIF
neurons receiving fast synaptic fluctuations and Moreno-Bolt and Parga [115, 116]
applied similar methods for IF neurons with one type of slow synaptic input and
also for the combination of fast and slow synaptic inputs. For other works on
the probability density approaches dealing with the effect of synaptic input on the
firing-rate response of neuron models see references [127, 85, 16, 66, 123].
Most of these studies, however, consider the class of IF models which are
idealized models of real neurons. For this reason, we choose the EIF neuron
model, a reduced version of the conductance-based Wang-Buzsa´ki (WB) model,
see Chapter 1. Its dynamics comprises a spike-generating current that increases
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exponentially with membrane potential [52]. Recent experimental results have
shown that the EIF model can accurately predict spike trains recorded from layer-5
pyramidal cells [8] and in fast spiking interneurons [9].
Our focus in this chapter concerns how synaptic fluctuations both slow and
fast affect the firing rate of the EIF neuron in steady state. Then in Chapter 4, we
will extend the study to the case of stimulus-dependent synaptic fluctuations and
investigate the dynamical response of the model.
The overall organization of this chapter is as follows. First, we give an
overview of the EIF neuron and its dynamics in Sec. 3.2. Using a population density
method given in Sec. 3.3, we calculate the steady-state firing rate for fast synaptic
inputs in Sec. 3.4. This is done mainly by following the analytical approach in [18]
which is based on a perturbative expansion [62, 51, 52] of the probability density
and the rate density in powers of
√
τs/τm and finding corrections at each order.
In particular, the first correction to the steady-state firing rate of order τs/τm is
computed. Further, the recently developed threshold integration scheme [135, 136]
is extended to compute these corrections numerically. Then in Sec. 3.5, we examine
how slow noise affects the firing rate. Here, a zeroth-order approximation for the
firing rate is given at subthreshold regime. The chapter ends with a discussion in
Sec. 3.6.
3.2 The EIF neuron model driven by coloured noise
We consider the EIF model which captures the dynamical properties of neurons
where the activation variable of the fast sodium current responsible for the spike
initiation can be well described by an exponential function close to spike threshold,
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as in the standard HH model [52, 53]. As introduced in Chapter 1, the EIF neuron
driven by a filtered synaptic noise satisfies the following differential equations
τm
dV
dt
= f +W,
τs
dW
dt
= −W + σ√2τmξ(t),
(3.1)
where V is the membrane voltage with time constant τm, W is an exponentially
decaying synaptic current with time constant τs and variance σ
2(τm/τs) and ξ(t)
is a Gaussian white noise with autocorrelation 〈ξ(t)ξ(s)〉 = δ(t− s). The function
f is defined by f(V ) = E−V +ΔT exp
(
(V −VT )/ΔT
)
where the first term holds
the leakage property of the neuron with resting potential E, and the exponential
term represents the spike-generating factor. The parameter VT is the threshold
potential and ΔT is the sharpness of the spike onset. The voltage is reset to the
reset potential Vre, once it reaches the threshold potential Vth, without resetting
W (t). Here, we take the limit Vth →∞. The synaptic current W is considered as
noisy input due to the background synaptic activity. Although, in vivo, oscillatory
inputs also arrive through synapses and should then be included in W , it proves
convenient to consider them separately (see Chapter 4).
Our goal is to study the firing rate of the stochastic system (3.1) in two
limits of fast (τs ¿ τm) and slow (τs À τm) synaptic inputs. In the limit of
τs → 0, W (t) becomes white noise and when τs → ∞, we have the noiseless
input. Since the input W is fluctuating, the firing rate is determined by averaging
the response of the neuron over different realization of the input. It is useful to
consider the equivalent case which is the average response of a population of such
neurons, non-interacting and each receiving an independent realization of the input
noise. The population of these neurons can be described by a probability density
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function, P (V,W, t) that is determined by a Fokker-Planck equation [144].
3.3 The Fokker-Planck equation
The Fokker-Planck [144] formalism provides a convenient method to calculate the
firing-rate dynamics. The related analytical calculations are complex and it is
sometimes impossible to find the exact solution for constant or time-dependent
inputs. To treat the problem, an analytical approximation has been proposed
in both short [14, 17, 51, 18, 52] and long [18, 116, 118] τs limits to calculate
corrections to the firing rate in orders of
√
τs/τm or its inverse (depending on
synaptic time constant). Therefore, we define a small parameter κ =
√
τs/τm
and a new variable z =
(
κ/σ
)
W which has unit variance. With this new variable,
system (3.1) can be rewritten as
τm
dV
dt
= f(V ) +
σ
κ
z,
τs
dz
dt
= −z + κ√2τmξ(t).
(3.2)
The two-dimensional Fokker-Planck equation associated with the stochastic equa-
tions (3.2) satisfies
∂tP (V, z, t) + ∂V JV (V, z, t) + ∂zJz(V, z, t) = %(z, t) {δ(V − Vre)− δ(V − Vth)} ,
(3.3)
where P (V, z, t) is the probability density of voltage and current at time t, JV (V, z, t)
is the probability flux of P through V at fixed z and Jz(V, z, t) is the probability
flux of P through z at fixed V . The rate density %(z, t) is injected at reset po-
tential Vre and it equals the probability flux escaping at threshold Vth. The source
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and sink terms in Eq. (3.3) are equivalent to boundary conditions
JV (Vre+ , z, t)− JV (Vre− , z, t) = %(z, t), (3.4)
JV (Vth, z, t) = %(z, t). (3.5)
From system (3.2), the probability fluxes take the following form
τmJV (V, z, t) =
[
f(V ) +
σ
κ
z
]
P (V, z, t), (3.6)
−τsJz(V, z, t) = zP (V, z, t) + ∂zP (V, z, t). (3.7)
As f(V ) diverges at Vth, Eqs. (3.5) and (3.6) give P (Vth, z, t) = 0 which implies
V = Vth is an absorbing boundary. Therefore, the instantaneous rate density is
defined by
%(z, t) =
1
τm
lim
V→∞
f(V )P (V, z, t). (3.8)
We are interested in the steady-state case, t→∞, therefore we set ∂tP (V, z, t) =
0 in Eq. (3.3) and consider the time-independent probability density. The steady-
state Fokker-Planck equation can then be written as
LP (V, z) = κσz∂V P + κ2∂V (fP )− κ2τm%(z)δ(V − Vre), (3.9)
where LP (V, z) = ∂2zP (V, z)+∂zzP (V, z). We solve the two-dimensional Eq. (3.9)
using the methods given in [15, 51, 18] which are based on an expansion of the
probability density and the rate density in κ and finding the corresponding correc-
tions at successive orders. First we consider the fast synaptic input, τs ¿ τm.
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3.4 Fast synaptic inputs
To solve Fokker-Planck equation in short synaptic time constant (κ ¿ 1), we
expand the probability density and rate density as below
P (V, z) =
∞∑
n=0
κnPn(V, z), (3.10)
%(z) =
∞∑
n=0
κn%n(z), (3.11)
All coefficients of expansion (3.10) have to satisfy the following conditions
∫ ∫
Pn(V, z) dzdV = δn,0, (3.12)
Pn(Vth, z) = 0, (3.13)
lim
z→±∞
zPn(V, z) = 0, lim
z→±∞
∂zPn(V, z) = 0, lim
V→−∞
V Pn(V, z) = 0, (3.14)
where δn,0 is the Kronecker delta function that is one for n = 0 and otherwise it
is zero.
An important property of the probability density P is that it has symmetry
with respect to z and κ. This is obvious from the Fokker-Planck equation (3.9) by
taking z → −z and κ→ −κ which imply P (V,−z) is a solution of it. Therefore
by noting that
P (V,−z) =
∞∑
n=0
(−1)nκnPn(V,−z),
and matching powers of κ with those in Eq. (3.10), we find for n even, Pn(V, z)
is an even function and for n odd is an odd function. In the next sections, this
property is used to simplify our calculations.
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3.4.1 Steady-state firing probability
We look for the probability density P (V, z) and the rate density %(z) which satisfy
Fokker-Planck equation (3.9) and in the form of the power series in κ. At order
zero in κ, P0(V, z) and %0(z), correspond to the white noise case and each of
the next orders gives corrections to P (V, z) and %(z). Substitution of expansions
(3.10) and (3.11) into Eq. (3.9) gives the following system of equations
LP0(V, z) = 0, (3.15)
LP1(V, z) = σz∂V P0(V, z), (3.16)
LPn(V, z) = σz∂V Pn−1 + ∂V (fPn−2)− τm%n−2(z)δ(V − Vre), n ≥ 2. (3.17)
Equations (3.15) through (3.17) can be solved order by order to get terms in the
κ expansion of the probability density.
3.4.2 Corrections to the probability density and firing rate
We first integrate Eq. (3.9) with respect to V and z and use the fact that
∫ LP dz =
0. This produces∫ V
−∞
∫ ∞
−∞
∂V
[
(f +
σ
κ
z)P
]
dzdV = rτmΘ(V − Vre), (3.18)
where r is the total steady-state firing rate defined by r =
∫
%(z) dz and Θ is the
Heaviside function. Then, introducing the notation
〈∙〉n =
∫ ∞
−∞
∙Pn dz,
one can simplify Eq. (3.18) and obtain the following relation between Pn(V, z) and
rn
〈f〉n + σ〈z〉n+1 = rnτmΘ(V − Vre), n ≥ 0. (3.19)
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Using even-odd properties of Pn(V, z), it is straightforward to conclude that for n
odd, the left-hand side of Eq. (3.19) is zero, resulting r2n+1 = 0. This simplifies
our calculations to just finding even-order corrections to the firing rate.
For even-order corrections to the firing rate, we need to calculate 〈z〉2n+1.
Using Eq. (3.17) for odd order, multiplying both sides by z and integrating with
respect to z, we determine 〈z〉2n+1 based on the lower-order terms
〈z〉2n+1 = −∂V
[
σ〈z2〉2n + f〈z〉2n−1
]
+ τm {z}2n−1 δ(V − Vre), (3.20)
where the following definition has been used
{zm}n =
∫ ∞
−∞
zm%n(z) dz. (3.21)
Similarly, 〈z2〉2n is obtained by considering Eq. (3.17) for even order, multiplying
both sides by z2, and integrating with respect to z, this gives
〈z2〉2n = 〈1〉2n− 1
2
∂V
[
σ〈z3〉2n−1+f〈z2〉2n−2
]
+
τm
2
{
z2
}
2n−2 δ(V −Vre). (3.22)
These equations imply that to find the nth order correction to the firing rate, we
must calculate the probability density up to order n. This is easier than the similar
case in the QIF model [18] where the probability density was calculated up to order
n+2. In what follows, we compute the first three terms in the κ-expansion of the
probability density, namely, P0, P1, and P2 from which we are able to approximate
the firing rate as r = r0 + κ
2r2.
74
Zeroth order
We begin with zeroth order in κ. The solution to Eq. (3.15) can be written as the
linear combination of two solutions ϕ0 and ϕ1 given by
ϕ0(z) =
1√
2π
e−z
2/2,
ϕ1(z) =
√
2πe−z
2/2
∫ z
0
eu
2/2 du.
Since P0 is an even function, it is only proportional to ϕ0(z). Therefore, we
conclude
P0(V, z) = Q0(V )ϕ0(z), (3.23)
where Q0 needs to be determined. Combining Eqs. (3.19) and (3.20) for n = 0
and using Eq. (3.23), we obtain
− ∂VQ0(V ) = −f(V )
σ2
Q0(V ) + r0
τm
σ2
Θ(V − Vre). (3.24)
The solution to this equation is
Q0(V ) = r0
τm
σ2
∫ ∞
V
exp
(
ψ(u, V )
)
Θ(u− Vre) du, (3.25)
where
ψ(u, V ) =
∫ V
u
f(w)
σ2
dw. (3.26)
Now, the normalization of the zero-order probability density, Eq. (3.12) implies∫∞
−∞Q0(V ) dV = 1, therefore Eq. (3.25) gives
r0 =
σ2
τm
[ ∫ ∞
−∞
∫ ∞
V
exp
(
ψ(u, V )
)
Θ(u− Vre) dudV
]−1
. (3.27)
In Appendix A, we will show how to treat this double integral numerically.
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First order
Using Eq. (3.23), one can conclude the right hand side of Eq. (3.16) and write
LP1(V, z) = σzϕ0(z)∂VQ0. (3.28)
The solution to this equation is given by the sum of the solution of the homoge-
neous equation LP1 = 0 and of particular solution of it. Therefore, we find
P1(V, z) = Q1(V )ϕ0(z) + σ∂VQ0(V )L−1zϕ0(z), (3.29)
where
L−1zmϕ0(z) = −z
m
m
ϕ0(z) + (m− 1)L−1zm−2ϕ0(z), m ≥ 1. (3.30)
Since P1 is an odd function and L−1zϕ0(z) = −zϕ0(z), we conclude
P1(V, z) = −σzϕ0(z)∂VQ0(V ). (3.31)
Second order
Using the same method as in the first order and combining Eqs. (3.23), (3.30) and
(3.31), one can find the solution to Eq. (3.17) for n = 2
P2(V, z) =Q2(V )ϕ0(z) +
σ2
2
z2ϕ0(z)∂
2
VQ0(V ) + L−1ϕ0(z)×
∂V
[
f(V )Q0(V )− σ2∂VQ0(V )− r0τmΘ(V − Vre)
]
,
(3.32)
where we have used the fact that %0(z) = r0ϕ0(z). From Eq. (3.24), the term in
brackets on the right-hand side of Eq. (3.32) is zero, hence P2 becomes
P2(V, z) = Q2(V )ϕ0(z) +
σ2
2
z2ϕ0(z)∂
2
VQ0(V ). (3.33)
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Below, we explain how to derive Q2 from Eq. (3.19). First, we calculate 〈z〉3. By
noting that r0τm = limV→∞ fQ0, Eqs. (3.8) and (3.31) result in
%1(z) =
1
τm
lim
V→∞
fP1 = r0
σ
ΔT
zϕ0(z),
where the second equality follows because in large V limit, f∂VQ0 ∼ −r0(τm/ΔT )
and consequently {z}1 = r0(σ/ΔT ). Also, Eq. (3.22) gives
〈z2〉2 = Q2 + 3
2
σ2∂2VQ0. (3.34)
Replacing the above results into Eq. (3.20), we conclude
〈z〉3 = σ∂V (f∂VQ0)− σ∂VQ2 − 3
2
σ3∂3VQ0 + σr0
τm
ΔT
δ(V − Vre). (3.35)
Now, combining Eqs. (3.19), (3.33) and (3.35), we arrive at
−∂VQ2 =− f
σ2
Q2 − 3
2
f∂2VQ0 − ∂V f∂VQ0 +
3
2
σ2∂3VQ0
− r0 τm
ΔT
δ(V − Vre) + r2 τm
σ2
Θ(V − Vre).
(3.36)
After simplifying the right-hand side of Eq. (3.36), we write the solution to the
equation as
Q2(V ) =
∫ ∞
V
[3
2
∂2uf(u)Q0(u) + 2∂uf(u)∂uQ0(u)
]
exp
(
ψ(u, V )
)
du
− r0τm
[ 1
ΔT
+
3
2
f(Vre)
σ2
]
exp
(
ψ(Vre, V )
)
Θ(Vre − V )
+
r2
r0
Q0(V ) +
3
2
r0τmδ(V − Vre).
(3.37)
Since
∫ ∫
P2(V, z) dV dz = 0 and
∫
∂2VQ0(V ) dV = 0, it is easy to see from
Eq. (3.33) that
∫
Q2(V ) dV = 0. Therefore by integrating Eq. (3.37) with respect
to V , we find the second-order correction to the firing rate
r2 =− r0
∫ ∞
−∞
∫ ∞
V
[3
2
∂2uf(u)Q0(u) + 2∂uf(u)∂uQ0(u)
]
exp
(
ψ(u, V )
)
dudV
+ r20τm
[ 1
ΔT
+
3
2
f(Vre)
σ2
] ∫ Vre
−∞
exp
(
ψ(Vre, V )
)
dV − 3
2
r20τm.
(3.38)
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Using Eqs. (3.27) and (3.38), the steady-state firing rate ca be approximated by
r = r0 + κ
2r2, (3.39)
where the second order contribution to it, r2 would be negative. In this case,
increasing κ decreases r and can lead to a negative firing rate. To treat this
problem, we use an alternative expression as in [18] which has the same behavior
as Eq. (3.39) up to second order in κ and is defined by
r =
r0
1− κ2(r2/r0) . (3.40)
The advantage of this expression is that it stays positive for any τs.
In Fig.3.1, Eqs. (3.39) and (3.40) are plotted together with the results from
numerical simulations. The calculations of r0 and r2 were done using threshold
integration method [135, 136], see Appendix A, and for numerical simulations,
Euler-Maruyama method with dt = 10−4τm was used [67]. In Fig.3.1 (a), we show
the firing rate as a function of mean input E for three different values of the noise
intensity with short synaptic time constant τs = 2 ms. As we see, increasing E and
σ increases the firing rate. We also show the steady-state firing rate as a function
of τs/τm for three different regimes: suprathreshold (E = −45 mV), subthreshold
(E = −60 mV), and threshold (E = −56 mV) respectively in Figs. 3.1 (b), (c),
and (d). In the subthreshold regime, the firing rate decreases monotonically with
τs, while in suprathreshold regime, it first decreases and then increases with τs. As
can be seen, the analytical solutions give an accurate approximation to the firing
rate of the neuron with fast synapses (such as those with AMPA receptors) with
τs ≈ 2 ms.
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(a) (b)
(c) (d)
Figure 3.1: Effect of synaptic filtering on the steady-state firing rate. (a) Steady-state
firing rate r = r0 + κ
2r2 (solid lines) as a function of mean input E for three different
values of noise intensity σ with synaptic time constant τs = 2 ms. The corresponding
white noise (τs = 0) cases are plotted (dashed lines) for comparison. To exhibit the firing
rate as a function of τs/τm, three different regimes [indicated by full circles (simulation)
in panel (a)] are chosen: (b) suprathreshold (E = −45 mV and σ = 2 mV), (c)
subthreshold (E = −60 mV and σ = 8 mV), and (d) threshold (E = −56 mV and
σ = 6 mV) regimes in which solid lines are Eq. (3.40), dashed lines are Eq. (3.39), and
full circles are simulations (the error bars are smaller than the size of symbols). Other
parameters are τm = 20 ms, Δ = 3 mV, VT = −53 mV, Vth = 0 mV, and Vre = −60
mV.
3.5 Slow synaptic inputs
Spikes arriving at many central neurons can be filtered by fast or slow synapses.
In this section, we consider the case that presynaptic inputs are filtered by slow
synapses e.g., NMDA receptors (τs ∼ 50− 150 ms).
We calculate the steady-state firing rate in large τs limit (κÀ 1) using the
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same method as in the case of fast synaptic input but instead of expansions in
powers of κ, we expand the probability and rate density in 1/κ
P (V, z) =
∞∑
0
(1/κ)nPn(V, z), (3.41)
%(z) =
∞∑
0
(1/κ)n%n(z). (3.42)
Consequently, the even-odd property of Pn(V, z) and %n(z) are still held. This
implies that the odd-order corrections to the firing rate, r2n+1 are zero and similar
to the fast synaptic case we just calculate firing rate through second order (the
lowest non-vanishing order).
We insert Eqs. (3.41) and (3.42) into Fokker Planck equation (3.9) and
match powers of κ, this leads to the following equations
∂V
[
fP0 − τm%0(z)Θ(V − Vre)
]
= 0, (3.43)
∂V
[
fP1 − τm%1(z)Θ(V − Vre)
]
= −σz∂V P0, (3.44)
∂V
[
fPn − τm%n(z)Θ(V − Vre)
]
= −σz∂V Pn−1 + LPn−2, n ≥ 2 (3.45)
Before solving these equations, notice that integrating Eq. (3.9) over V and im-
posing conditions (3.14), result in∫ ∞
−∞
Pn(V, z)dV = δn,0ϕ0(z), n ≥ 0. (3.46)
This states that the probability distribution of z is a normalized Gaussian as we
saw in the previous section.
3.5.1 Probability density and rate density
In what follows, we separate two different regimes of suprathreshold and sub-
threshold and follow the techniques given in [18, 116, 118] to find correction to
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the probability density and rate density. In suprathreshold regimes, the depolar-
izing input E is above threshold level (E ≥ VT − ΔT ) so that the neuron fires
mainly by the mean input current and is not very sensitive to synaptic fluctuations,
see Fig. 3.2(b). However in subthreshold regime, the neuron fires only if synaptic
input z is greater than the threshold zth = (κ/σ)(VT − E − ΔT ). Because for
τs large the probability density of zth is low (zth → ∞), the neuron fires when
large (σ large) and rare (z ≥ zth) fluctuations occur. This situation is shown in
Fig. 3.2(a) where for τs small, the neuron does not always detect z(t) > zth while
for τs large, it detects when low probability fluctuations occur. This behavior was
also observed for the LIF neuron [116] with long synaptic time constant and in the
subthreshold regime.
Suprathreshold
The method for solving Eqs. (3.43)-(3.45) is identical to that used for Eqs. (3.15)-
(3.17). Here, solutions can be found easier as the differential operator on the left-
hand side of Eqs. (3.43)-(3.45) has a simple form of ∂V [∙] which is straightforward
to invert comparing with the operator L[∙] in the previous section.
The solution to Eq. (3.43) for V ≤ Vth satisfies
f(V )P0(V, z) = τm%0(z)Θ(V − Vre) + g0(z),
where g0(z) is constant of integration. Definition of the rate density, Eq. (3.8),
results in g0(z) = 0 and therefore
P0(V, z) = τm%0(z)
Θ(V − Vre)
f(V )
. (3.47)
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(a) (b)
Figure 3.2: Membrane potential V (t) and synaptic fluctuations z(t) for the EIF neuron
in subthreshold and suprathreshold regimes. (a) Subthreshold regime with E = −58
mV and synaptic time constants τs = 2, 40, and 80 ms from left to right. For large τs,
the neuron fires whenever z(t) is larger than the threshold zth (dashed horizontal line).
The time interval for each plot is 2.5 s. (b) Suprathreshold regime with E = −50 mV
and τs = 40 ms. The neuron is not very sensitive to the value of z(t) and is mostly
driven by its mean input. Notice that zth is negative. For all cases σ = 8 mV and the
rest of parameters are as before.
Using condition (3.46) and the fact that r0 =
∫
%0(z)dz, we find
r0 =
[
τm
∫ ∞
Vre
dV
f(V )
]−1
, (3.48)
and
%0(z) = r0ϕ0(z). (3.49)
Note that r0 is the firing rate of the EIF neuron driven with a noiseless current.
Solving Eq. (3.44) gives the first order correction to the probability density as
P1(V, z) = τm
Θ(V − Vre)
f(V )
[
%1(z)− σz%0(z)
f(V )
]
. (3.50)
Substituting this into condition (3.46) and noting that∫
Θ(V − Vre)
f 2(V )
dV = −∂E
∫
Θ(V − Vre)
f(V )
dV,
one can conclude
%1(z) = σzϕ0(z)∂Er0. (3.51)
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For the second-order probability density, the solution to Eq. (3.45) is given by
P2(V, z) =τm
Θ(V − Vre)
f(V )
[
%2(z)− σz%1(z)
f(V )
+ σ2z2
%0(z)
f 2(V )
]
+ τm
L%0(z)
f(V )
∫
Θ(V − Vre)
f(V )
dV.
(3.52)
Combining Eqs. (3.49) and (3.51) and using the fact that L%0(z) = 0, we obtain
P2(V, z) = τm
Θ(V − Vre)
f(V )
[
%2(z)− σ2∂Er0 z
2ϕ0(z)
f(V )
+ σ2r0
z2ϕ0(z)
f 2(V )
]
. (3.53)
Now the normalization condition,
∫ ∫
P2 dV dz = 0 implies
r2 = r
3
0σ
2τ 2m
[ ∫ Θ(V − Vre)
f 2(V )
dV
]2 − r20σ2τm ∫ Θ(V − Vre)f 3(V ) dV. (3.54)
Therefore, the second-order correction to the firing rate can be simplified and
written as
r2 = σ
2r0∂Er0 +
σ2
2
[
∂2Er0 − 2
(∂Er0)
2
r0
]
. (3.55)
Using Eqs. (3.48) and (3.54), the firing rate is approximated through second order
in 1/κ as
r = r0 +
1
κ2
r2. (3.56)
Here, the same problem as in Eq. (3.39) exists: the firing-rate can become negative
with decreasing κ. The alternative expression is
r =
r0
1− r2/(κ2r0) , (3.57)
which stay positive for small κ and is equivalent with Eq. (3.56) up to second order
in 1/κ.
Subthreshold
Below threshold (E < VT −ΔT ) the firing of the neuron is mainly controlled by
input fluctuations. In this regime, the perturbative expansion in 1/κ is not defined
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and Eqs (3.43)-(3.45) are not valid. We first need to keep the membrane-voltage
fluctuations fixed and then use the perturbative approach. This technique was first
introduced in [116] to study the effect of thr synaptic filtering on the LIF model
without reversal potential and then in [117, 118] for the model with at least one
slow synaptic input.
We implement this idea by replacing κ in Eq. (3.6) with a new parameter 
and write the steady-state flux as
τmJV (V, z) =
[
f(V ) +
σ

z
]
P (V, z),
then the steady-state Fokker-Planck equation (3.9) can be rewritten as
LP = κ2∂V
[
(f +
σ

z)P
]
− κ2τm%(z)δ(V − Vre). (3.58)
Using expansions (3.41) and (3.42) and to leading order, we have
∂V
[
(f +
σ

z)P0 − τm%0(z)Θ(V − Vre)
]
= 0. (3.59)
The solution to this equation gives the probability density at zero order as
P0(V, z) = %0(z)τm
Θ(V − Vre)
f(V ) + (σ/)z
+ ϕ0(z)δ(V − V ∗)Θ(zth − z), (3.60)
where V ∗ is the stable fixed point of f(V ) + (σ/)z = 0. The joint probability
density P0(V, z) has two terms. If input fluctuations are strong enough, z ≥
zth, the neuron continuously fires with rate density %0(z), see the first term. In
contrast, when z < zth, the membrane potential converges very quickly to its
resting potential and the probability density has a delta-function form (second
term). Replacing Eq. (3.60) into condition (3.46) results in
%0(z) = ϕ0(z)
[ ∫ ∞
−∞
τm
Θ(V − Vre)
f + (σ/)z
dV
]−1
Θ(z − zth). (3.61)
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(a) (b)
Figure 3.3: Effect of slow synaptic noise on the steady-state firing rate as a function of
τs/τm in sub- and suprathreshold regimes. Dashed lines are slow noise limit given by
Eq. (3.62), solid lines are fast noise limit predicted from Eq. (3.40), and symbols are the
corresponding numerical simulations. (a) Subthreshold regime (E = −60 mV, σ = 8
mV) and (b) suprathreshold regime (E = −45 mV, σ = 2 mV), dotted line is the firing
rate prediction from Eq. (3.57) and the straight line is the limit of τs →∞.
Now, we can put  = 1/κ and write the firing rate as
r0 =
∫ ∞
zth
ϕ0(z)
[ ∫ ∞
−∞
τm
Θ(V − Vre)
f + (σ/κ)z
dV
]−1
dz. (3.62)
This result indicates that for τs large, since the synaptic filter makes the input
fluctuations very weak and slow, the synaptic input z can be considered as constant
during a time period τm. Therefore, it can be assumed that the neuron is driven
with input f(V ) + (σ/κ)z with constant z.
Figure 3.3 shows the neuron response as a function of τs/τm in two regimes
of subthreshold, Eq. (3.62), and suprathreshold, Eq. (3.57), together with results
from numerical simulations. The corresponding firing rate for κ ¿ 1, given by
Eq. (3.40) is also plotted and compared with those for slow noise regime. As we see,
the synaptic time constant has different effects on the firing rate in the subthreshold
and suprathreshold cases. While in the subthreshold regime (left plot) the firing
rate decreases monotonically, in the suprathreshold regime (right plot) firing rate
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Figure 3.4: Steady-state firing rate as a function of input E when σ = 6 mV. Dotted line
is white noise response, gray solid line is the response to noiseless input, and symbols
are simulation results. Firing rate are also plotted in two different limits of synaptic time
constants: τs = 80 ms (dashed line) calculated from Eq. (3.62) and τs = 2 ms (solid
line) given by Eq. (3.40). The rest of parameters are as before.
decreases with synaptic time constant for small τs but increases with large τs and
in between there is a minimum. The differences between the firing rate in slow
and fast synaptic inputs is also shown in Fig. 3.4. In the suprathreshold regime,
the firing rate of the neuron with coloured or white noise are mostly identical.
However, in the subthreshold regime the white noise (dotted line) produces larger
firing rate compared with coloured noise and as expected, the fast-synaptic noise
(black solid line) gives higher firing rate relative to the slow-synaptic noise (dashed
line). Noise has also different effects on the firing rate. In short synaptic inputs,
the firing rate increases with noise level, while in long synaptic inputs, it decreases
with the noise amplitude, see Eq (3.55).
3.6 Discussion
We calculated the steady-state firing rate of the EIF neuron with synaptic fluctu-
ations in two limits of short and long synaptic time constants, τs. The calculation
were done using expansions of the Fokker-Planck equation in the ratio of τs to the
86
membrane time constant, τs/τm and finding corrections at each order. In partic-
ular, we found that the first correction to the firing rate in small τs limit was of
order τs/τm. This implies that the EIF neuron is less sensitive to filtered noise than
the LIF neuron in which the firing rate decreases as
√
τs/τm [51]. For τs large,
we found a zero-order approximation for the firing rate in subthreshold regime. In
this regime, the neuron responds only if large and low probability synaptic fluctu-
ations exist. For both fast and slow filtered fluctuations, the steady-state firing
rate increases monotonically with mean inputs and for large noise intensity. It
decreases with τs in subthreshold regimes and first decreases and then increases in
suprathreshold regimes. Similar behavior was observed for LIF neurons [14, 116].
The methods we used here were similar to those for the QIF model with
fast synaptic input [18] and for the LIF model with slow synaptic input [116]. Our
calculations for the EIF neuron were complicated because of the finite resetting
potential imposed in the model leading to a delta function in the Fokker-Planck
equation and that the model is less analytically tractable. Although the response
properties of the EIF models do not have an analytical solution, they can be
extracted via an efficient numerical method [135, 136] allowing for fast calculation.
The influence of the filtering input fluctuations on the neuronal response has
been studied for the LIF [14, 17, 51, 115, 116] and QIF models [18, 123, 124]. How-
ever, these neuron models lack many dynamical features exhibited by real neurons.
The LIF model suffers from unrealistic spike generation mechanism and a patho-
logical behavior close to threshold [52]. The QIF model lacks a crucial dynamical
feature: the fast action-potential onset dynamics exhibited by conductance-based
neurons [124].
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The EIF neuron acts as a neuron model between the LIF and type I HH-
type models. Its firing rate in the absence of noise scales as
√
I − Ith where
Ith is the threshold current [52]. This is the characteristic of type I HH-type
neurons near threshold. The EIF model also provides an accurate description of
the spike generation mechanism of the HH model. Further, the sharpness of the
action potential can be controlled by the parameter ΔT (for ΔT → 0 the LIF is
recovered).
As the EIF model is a simple phenomenological, yet dynamically realistic
model, it is suitable for further studies of cortical neurons from spike timing to
network studies. Another interesting work would be studying the effect of synaptic
shot noise on the response properties of the EIF neuron. It is also worth using the
results of this chapter to extend the work to more realistic biological conditions,
including either the presence of different types of synaptic receptors or a rise time
of postsynaptic currents.
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Chapter 4
The dynamics response of the EIF
neuron with synaptic filtering
4.1 Introduction
The previous chapter studied the steady-state response of the EIF neuron to fil-
tered synaptic fluctuations. Here, our concern is to study the firing-rate dynamics
of the model subject to fast synaptic fluctuations when an additional small oscil-
lating signal is added. This allows one to determine the response of the neuron to
any time-dependent input with weak temporal variations by using Fourier decom-
position.
The response of stochastic neurons (current-based or conductance-based
noise) to periodic stimuli has been intensely studied, see [99] and references therein.
The investigations are mostly focused on models driven by additive periodic inputs
[15, 16, 99, 51, 52, 135] or by noise coded periodic inputs [99, 100, 123, 148,
124, 135]. For cortical neurons which receive trains of excitatory and inhibitory
spikes, such an additive periodic input may arise due to temporal changes of the
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mean value of these components and for noise coded, the intensity of the noise is
assume to be periodic [99].
So far, based on the pioneering work of Knight [84], the firing-rate response
of the leaky and perfect IF neurons [21] with white noise in response to the input
mean [99, 17, 51] and noise intensity [15, 99, 100, 148] oscillations are analytically
obtained. These results are based on population density methods and hypergeo-
metric functions along with numerical simulations. For a simplified noise model,
Knight [84] and Gerstner [58] had shown that IF neurons have a finite response
to small changes in mean inputs with frequency ω. They found the amplitude of
the response was independent of ω and with no phase shift. Interestingly for the
IF neuron with white noise, it has been shown [17] that in response to the small
oscillatory input mean, the response amplitude decreases as 1/
√
ω when ω →∞
with phase shift decaying to −π/4, whereas in response to the small amplitude os-
cillations of the noise intensity, the neuron is able to transmit all input frequencies
with phase shift decaying to zero [99]. This finite response at high frequency might
account for the high speed processing found, e.g., in visual system [149]. Filtered
noise, however, improves the accuracy of the LIF response to the mean input os-
cillations and introduces a finite response to the high frequent signals [17, 51].
Other works and methods dealing with the firing-rate dynamics of θ-neurons with
filtered noise are given in [123, 124].
The firing-rate response of the EIF neuron with white noise is only available
numerically using threshold integration method [135, 136] and filtering properties
have been computed in [52, 53] in both low- and high-frequency limits. At high-
frequency inputs, the EIF response to oscillations in both input mean and noise
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intensity decreases as 1/w, and its phase shifts reach −π/2. However, a full de-
scription of the firing-rate response of the EIF neuron with coloured noise for the
whole range of the input frequency is still missing. In particular, it is not clear
whether the results found for the white noise case are preserved if one considers
coloured noise. The knowledge of the response at all frequencies allows one to de-
termine the response of the neuron to arbitrary stimuli in the linear approximation.
The aim of this chapter is to find the firing-rate response of the EIF model
neuron with fast synaptic input to oscillations in both mean inputs and noise
intensity. The outline of this chapter is as follows. In Sec. 4.2, we return to
the EIF model introduced in the previous chapter and include a small amplitude
oscillatory component of mean inputs and noise intensity. Then in Sec. 4.3, the
corresponding Fokker-Planck equation is given. Assuming that the driving noise
is fast (τs ¿ τm), the Fokker-Planck equation is solved in the low-frequency limit
for both mean inputs and noise intensity oscillations. This is done in Sec 4.4
using similar methods as in Chapter 3 as well as the tools of the dynamical linear
response theory [84, 58, 17]. Then, we utilize the threshold integration method
to derive linear correction to the firing-rate response. The analytical response in
the high-frequency limit is also provided in Sec 4.5 and compared with numerical
simulations. Comparison between the responses to mean inputs and noise intensity
oscillations is given in Sec 4.6. This chapter ends with a discussion in Sec. 4.7.
4.2 The model
Recalling the EIF neuron model given in Eq. (3.1), we define a small time-dependent
perturbation of parameters E and σ respectively as E(t) and σ(t) and write the
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dynamics of the membrane voltage and synaptic current as
τm
dV
dt
= E(t)− V +ΔT exp((V − VT )/ΔT ) +W,
τs
dW
dt
= −W + σ(t)√2τmξ(t).
(4.1)
Similar to the steady-state case, defining the small parameter κ =
√
τs/τm and
the new variable z =
(
κ/σ(t)
)
W , system (4.1) can be rewritten as
τm
dV
dt
= E(t)− V +ΔT exp
(
(V − VT )/ΔT
)
+
σ(t)
κ
z,
τs
dz
dt
= −z
(
1 + τs
σ′(t)
σ(t)
)
+ κ
√
2τmξ(t),
(4.2)
where a prime denotes a derivative. The input mean E(t) and noise intensity σ(t)
are usually assumed to be oscillatory in the following form
E(t) = E + Eˆ exp(iωt), (4.3)
σ(t) = σ + σˆ exp(iωt), (4.4)
where Eˆ ¿ E, σˆ ¿ σ and ω is the input frequency (throughout this chapter, a
hat always refers to the amplitude of the oscillatory part of the variable).
Considering that the neuron is firing with average rate r, the weak oscilla-
tory component of the input causes a weak oscillations in the firing rate. Since the
membrane potential is modeled with a stochastic process, we will consider in the
following a population of neurons and a population averaged firing rate, r(t). For
each neuron in this population, the membrane potential fluctuations are indepen-
dent, every neuron, however receives the same oscillatory input. Figure 4.1 shows
an example of a numerical simulations of 3000 EIF neurons receiving a common
oscillatory current E(t) but with noise inputs that are uncorrelated from neuron to
neuron (top panel). By averaging over all responses, the instantaneous firing rate
(bottom panel) oscillates in time with the same frequency as the input frequency.
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(a) (b)
Figure 4.1: Firing rate of the EIF neuron receiving oscillatory current with noise. (a)
The scaled noisy input (solid) with σ = 8 mV together with oscillatory component
E(t) = −60 + cos(2π/60)t shown with dashed line. (b) Instantaneous firing rate, r(t)
of the neuron averaged over 3000 repetition of the input current with independent noise
sources. The steady-state firing rate (dashed line) is r = 8.29 Hz.
To linear order, the instantaneous firing rate takes the form of r(t) =
r + rˆ(ω) exp(iωt), where r represents the steady-state firing rate and rˆ(ω) is the
complex-valued frequency response defined by rˆ(ω) = rˆ exp(iθ(ω)) in which rˆ is
the gain of the frequency response and θ(ω) is the phase difference between input
and response oscillations. We calculate the frequency response using a similar
method used for calculating the steady-state firing rate.
4.3 The Fokker-Planck equation
The dynamical Fokker-Planck equation associated with stochastic equations (4.2)
satisfies
∂tP + ∂VJV + ∂zJz = ν(z, t) {δ(V − Vre)− δ(V − Vth)} , (4.5)
where P(V, z, t) is the probability density and JV (V, z, t) and Jz(V, z, t) are the
probability fluxes respectively in V and z direction at time t. From system (4.2),
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the probability fluxes are
τmJV =
[
E(t)− V +ΔT exp
(
(V − VT )/ΔT
)
+
σ(t)
κ
z
]P , (4.6)
−τsJz = zP + ∂zP + τsσ
′(t)
σ(t)
zP . (4.7)
Any solution P(V, z, t) of Eq. (4.5) must obey the boundary conditions
P(Vth, z, t) = 0,
lim
V→ −∞
V P(V, z, t) = 0,
JV (Vth, z, t) = ν(z, t).
(4.8)
The EIF threshold-crossing and resetting mechanism is captured by the Fokker-
Planck equation (4.5) with the source term at V = Vre given by ν(z, t)δ(V −Vre),
with ν(z, t) being the rate density of absorption. The rate density is defined by
ν(z, t) =
1
τm
lim
V→∞
f(V )P(V, z, t). (4.9)
Using the linear dynamical response [84, 58, 17], we note
P(V, z, t) = P (V, z) + Pˆ (V, z, ω)eiωt, (4.10)
where P is the steady-state component of P and Pˆ is a complex quantity describing
the oscillatory component at the frequency input ω of P . Similarly, the fluxes and
the rate density can be written as
Jz(V, z, t) = Jz(V, z) + Jˆz(V, z, ω)eiωt, (4.11)
JV (V, z, t) = JV (V, z) + JˆV (V, z, ω)eiωt, (4.12)
ν(z, t) = %(z) + %ˆ(z, ω)eiωt. (4.13)
The steady-state components were obtained in the previous chapter by solving
the steady-state Fokker-Planck equation. Here, the linear correction to P(V, z, t)
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and ν(z, t) can be obtained by solving the oscillatory part of the Fokker-Planck
equation. Using Eqs. (4.5) and (4.10)-(4.13), the oscillatory part of the Fokker-
Planck equation satisfies
iωPˆ + ∂V JˆV + ∂zJˆz = %ˆ(z, ω)δ(V − Vre). (4.14)
The techniques to solve Eq. (4.14), similar to the steady-state case, are based on
expansions of Pˆ (V, z, ω) and %ˆ(z, ω) in powers of κ. Therefore, we write
Pˆ (V, z, ω) =
∞∑
n=0
κnPˆn(V, z, ω),
%ˆ(z, ω) =
∞∑
n=0
κn%ˆn(z, ω),
(4.15)
Consequently, JˆV has similar form of expansion in κ. It is straightforward to see
that the probability density Pˆn also satisfies the even-odd property obtained for
the steady-state probability density Pn.
We reduce the dimension of Eq. (4.14) by integrating both sides of it with
respect to z which results in
− ∂V gˆ = iω
∫
Pˆ dz − rˆ(ω)δ(V − Vre), (4.16)
where gˆ =
∫
JˆV dz and
rˆ(ω) =
∫
%ˆ(z, ω) dz. (4.17)
Using expansions (4.15), we obtain
− ∂V gˆn = iω ˆ〈1〉n − rˆn(ω)δ(V − Vre), (4.18)
where the following notation has been used
〈ˆ∙〉n =
∫
∙Pˆn dz.
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We shall back to Eq. (4.18) and use it in our calculations. Next, we find solution to
Fokker-Planck equation (4.14) in two opposite limits of low frequencies (ω ∼ 1/τs)
and high frequencies (ω À 1/τs).
4.4 Low-frequency regime
We show that in this regime, the first order correction of the firing-rate response
to both mean inputs and noise amplitude oscillations vanishes.
4.4.1 Mean inputs oscillations
Considering E(t) = E + Eˆ exp(iωt), σ(t) = σ and Eqs. (4.6) and (4.7), the
probability fluxes JˆV and Jˆz are
τmJˆV (V, z, ω) =
[
f(V ) +
σ
κ
z
]
Pˆ (V, z, ω) + EˆP (V, z), (4.19)
−τsJˆz(V, z, ω) = zPˆ (V, z, ω) + ∂zPˆ (V, z, ω). (4.20)
Therefore, Eq. (4.14) can be rewritten in the form of
LPˆ = κσz∂V Pˆ+κ2
[
∂V (fPˆ )+iωτmPˆ+Eˆ∂V P
]−κ2τm%ˆ(z, ω)δ(V −Vre). (4.21)
Now replacing expansions (4.15) into Eq. (4.21), we obtain the following set of
equations
LPˆ0 = 0, (4.22)
LPˆ1 = σz∂V Pˆ0, (4.23)
LPˆn = ∂V
[
σzPˆn−1 + fPˆn−2
]
+ iωτmPˆn−2 + Eˆ∂V Pn−2 (4.24)
− τm%ˆn−2(z, ω)δ(V − Vre), n ≥ 2.
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As explained below, we solve these recurrent equations up to second order to find
corrections to the probability-density modulation. Then, the next step will be
computing corrections to frequency response, rˆ(ω) using the threshold integration
method. By integrating Eq. (4.19) with respect to z, we obtain
τmgˆn = ˆ〈f〉n + σ ˆ〈z〉n+1 + Eˆ〈1〉n, n ≥ 0. (4.25)
This equation together with Eq. (4.18) will be used to derive corrections to rˆ(ω).
Zeroth order
The solution to Eq. (4.22) is given by
Pˆ0 = Qˆ0(V, ω)ϕ0(z), (4.26)
where Qˆ0 is to be determined. Consequently, one can obtain the solution to
Eq. (4.23) as Pˆ1 = Qˆ1(V, ω)ϕ0(z)− σzϕ0(z)∂V Qˆ0(V ). Since Pˆ1 is an odd func-
tion, therefore Qˆ1(V, ω) = 0 and we conclude
Pˆ1 = −σzϕ0(z)∂V Qˆ0. (4.27)
Now, Eqs. (4.18) and (4.25) for zero order lead to the following system
− ∂V Qˆ0 = − f
σ2
Qˆ0 +
τm
σ2
gˆ0 − Eˆ
σ2
Q0,
− ∂V gˆ0 = iωQˆ0 − rˆ0(ω)δ(V − Vre),
(4.28)
which can be solved to determine Qˆ0(V, ω) and gˆ0(V, ω). Boundary conditions
Pˆ (Vth, z, ω) = 0 and JˆV (Vth, z, ω) = %ˆ(z, ω) determine the corresponding initial
conditions of the system as Qˆ0(Vth, ω) = 0 and gˆ0(Vth, ω) = rˆ0(ω). This system
is numerically solved by separating the solution into homogeneous and inhomoge-
neous parts, indicated respectively by subscripts h and p in the following changing
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variables
Qˆ0 = rˆ0Qˆ0,h + Qˆ0,p,
gˆ0 = rˆ0gˆ0,h + gˆ0,p,
(4.29)
where Qˆ0,h(Vth, ω) = 0, gˆ0,h(Vth, ω) = 1, Qˆ0,p(Vth, ω) = 0 and gˆ0,p(Vth, ω) = 0.
Once Qˆ0 is obtained, it can be used to find the zero-order correction to the firing-
rate response as
rˆ0(ω) = −
∫
Qˆ0,p dV∫
Qˆ0,h dV
, (4.30)
where we have used the fact that
∫
Qˆ0 dV = 0. See Appendix A for the details
of the numerical method. It is, then, straightforward to see that Eqs. (4.18) and
(4.25) for n = 1 result in rˆ1(ω) = 0.
Second order
We write the solution to Eq. (4.24) as
Pˆ2 = Qˆ2(V, ω)ϕ0(z) + Pˆ
p
2 , (4.31)
where Pˆ p2 is the particular solution of it. By noting that
τm%ˆ0(z, ω) = ϕ0(z) lim
V→∞
fQˆ0, (4.32)
we obtain
Pˆ p2 =
1
2
σ2z2ϕ0(z)∂
2
V Qˆ0 +
[
∂V (fQˆ0)− σ2∂2V Qˆ0 + iωτmQˆ0 + Eˆ∂VQ0
− rˆ0τmδ(V − Vre)
]
L−1ϕ0(z).
(4.33)
From system (4.28), the coefficient of L−1ϕ0(z) is zero and thus
Pˆ2 = Qˆ2(V, ω)ϕ0(z) +
1
2
σ2z2ϕ0(z)∂
2
V Qˆ0(V, ω). (4.34)
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Now, rˆ2(ω) can be derived using system of equations (4.18) and (4.25) for n = 2.
For this, we first need to compute ˆ〈f〉2 and ˆ〈z〉3. From Eq. (4.34), one can
conclude
ˆ〈f〉2 = fQˆ2 +
σ2
2
f∂2V Qˆ0. (4.35)
To compute ˆ〈z〉3, we consider Eq. (4.24) for n = 3
LPˆ3 = ∂V
[
σzPˆ2 + fPˆ1
]
+ iωτmPˆ1 + Eˆ∂V P1 − τm%ˆ1(z, ω)δ(V − Vre). (4.36)
Noting that τm%ˆ1(z, ω) = −σzϕ0(z) limV→∞ f∂V Qˆ0 and inserting it into Eq. (4.36),
multiplying the result by z and integrating over z, we find, after some calculations
ˆ〈z〉3 =σ∂V (f∂V Qˆ0)− σ∂V Qˆ2 −
3
2
σ3∂3V Qˆ0 + iωτmσ∂V Qˆ0 + Eˆσ∂
2
VQ0
+ σrˆ0
τm
ΔT
δ(V − Vre).
(4.37)
Using Eqs. (4.34), (4.35), and (4.37), we write system (4.18) and (4.25) as
− ∂V Qˆ2 = − 1
σ2
fQˆ2 +
τm
σ2
gˆ2 + Eˆ2 + E2,
− ∂V gˆ2 = iωQˆ2 +H2 − rˆ2(ω)δ(V − Vre),
(4.38)
where
Eˆ2(V, ω) = −3
2
f∂2V Qˆ0 − ∂V f∂V Qˆ0 +
3
2
σ2∂3V Qˆ0 − iωτm∂V Qˆ0 (4.39)
− rˆ0 τm
ΔT
δ(V − Vre),
E2(V ) = − 1
σ2
EˆQ2 − 3
2
Eˆ∂2VQ0, (4.40)
H2(V ) = iωσ
2
2
∂2V Qˆ0. (4.41)
The initial conditions of the system are Qˆ2(Vth, ω) = 0 and gˆ2(Vth, ω) = rˆ2. In
the same way as for zero order, system (4.38) is numerically solved by changing
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variables
Qˆ2 = rˆ2Qˆ2,h + Qˆ2,p,
gˆ2 = rˆ2gˆ2,h + gˆ2,p,
(4.42)
such that Qˆ2,h(Vth, ω) = 0, gˆ2,h(Vth, ω) = 1, Qˆ2,p(Vth, ω) = 0 and gˆ2,p(Vth, ω) =
0. Therefore, using the fact that
∫
Qˆ2 dV = 0, the second-order correction to the
firing-rate response is given by
rˆ2(ω) = −
∫
Qˆ2,p dV∫
Qˆ2,h dV
. (4.43)
Using Eqs. (4.30) and (4.43), the frequency response is approximated by
rˆ(ω) = rˆ0(ω) + κ
2rˆ2(ω). (4.44)
4.4.2 Noise amplitude oscillations
In this section, the firing-rate response to oscillations of the noise intensity is dis-
cussed. We consider σ(t) = σ+ σˆ exp(iωt) and E(t) = E. Here, our calculations
follow exactly those given for the mean input oscillations so we pass over the de-
tails.
Using the fact that σˆ ¿ σ, one can approximate σ′(t)/σ(t) ≈ (σˆ/σ)iω exp(iωt)
that together with Eqs. (4.6) and (4.7) define the fluxes as
τmJˆV (V, z, ω) =
[
f(V ) +
σ
κ
z
]
Pˆ (V, z, ω) +
σˆ
κ
zP (V, z), (4.45)
−τsJˆz(V, z, ω) = zPˆ (V, z, ω) + ∂zPˆ (V, z, ω) + σˆ
σ
iωτszP (V, z). (4.46)
Now, we rewrite Fokker-Planck equation (4.14) in the form of
LPˆ =κz∂V
(
σˆP + σPˆ
)
+ κ2∂V (fPˆ ) + κ
2iωτmPˆ
− κ2 σˆ
σ
iωτm∂z(zP )− κ2τm%ˆ(z, ω)δ(V − Vre),
(4.47)
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and use expansions (4.15) to obtain the following set of equations
LPˆ0 =0, (4.48)
LPˆ1 =σz∂V Pˆ0 + σˆz∂V P0, (4.49)
LPˆn =∂V z
[
σˆPn−1 + σPˆn−1
]
+ ∂V (fPˆn−2) + iωτmPˆn−2 (4.50)
− σˆ
σ
iωτm∂z(zPn−2)− τm%ˆn−2(z, ω)δ(V − Vre), n ≥ 1.
Also, integrating Eq. (4.45) over z results in
τmgˆn = ˆ〈f〉n + σ ˆ〈z〉n+1 + σˆ〈z〉n+1, n ≥ 0. (4.51)
We will use this equation to obtain corrections to rˆ(ω).
Zeroth order
The solution to Eqs. (4.48) and (4.49) can be written, respectively, as
Pˆ0 = Qˆ0(V, ω)ϕ0(z), (4.52)
Pˆ1 = −
[
σ∂V Qˆ0(V, ω) + σˆ∂VQ0(V )
]
zϕ0(z). (4.53)
We determine Qˆ0 by solving Eqs. (4.18) and (4.51) for zero order
− ∂V Qˆ0 = − f
σ2
Qˆ0 +
τm
σ2
gˆ0 +
2σˆ
σ
∂VQ0,
− ∂V gˆ0 = iωQˆ0 − rˆ0(ω)δ(V − Vre),
(4.54)
with initial conditions gˆ0(Vth, ω) = rˆ0(ω) and Qˆ0(Vth, ω) = 0. Since
∫
Qˆ0dV = 0,
the zero-order contribution to the firing-rate response is given by
rˆ0(ω) = −
∫
Qˆ0,p dV∫
Qˆ0,h dV
, (4.55)
where Qˆ0,p and Qˆ0,h are as in Eq. (4.29).
For first-order correction, rˆ(ω), it is easy to conclude from even-odd property of
Pˆ and Eqs. (4.18) and (4.51) that rˆ1(ω) = 0.
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Second order
For n = 2, the solution to Eq. (4.50) is given by
Pˆ2 = Qˆ2(V, ω)ϕ0(z) +
1
2
z2ϕ0(z)
[
σ2∂2V Qˆ0(V, ω) + 2σσˆ∂
2
VQ0(V )
− σˆ
σ
iωτmQ0(V )
]
.
(4.56)
In the same way as in the previous section, we calculate ˆ〈z〉3 = Zˆ + Z where
Zˆ =σ∂V (f∂V Qˆ0)− σ∂V Qˆ2 − 3
2
σ3∂3V Qˆ0 + iωτmσ∂V Qˆ0 (4.57)
+ σrˆ0
τm
ΔT
δ(V − Vre),
Z =σˆ∂V (f∂VQ0)− σˆ∂VQ2 − 9
2
σ2σˆ∂3VQ0 +
7
2
iωτmσˆ∂VQ0 (4.58)
+ σˆr0
τm
ΔT
δ(V − Vre).
Therefore, substituting Eqs. (4.56)-(4.58) into system of equations (4.18) and
(4.51) with n = 2, we obtain
− ∂V Qˆ2 = − 1
σ2
fQˆ2 +
τm
σ2
gˆ2 + Eˆ2 + E2,
− ∂V gˆ2 = iωQˆ2 +H2 − rˆ2(ω)δ(V − Vre),
(4.59)
where Eˆ2 is given in Eq. (4.39) and
E2(V, ω) = −3σˆ
σ
f∂2VQ0 −
2σˆ
σ
∂V f∂VQ0 +
2σˆ
σ
∂VQ2 + 6σˆσ∂
3
VQ0 (4.60)
+
σˆ
2σ3
iωτmfQ0 − 7
2
σˆ
σ
iωτm∂VQ0 − 2σˆ
σ
r0
τm
ΔT
δ(V − Vre),
H2(V, ω) = iω
[σ2
2
∂2V Qˆ0 + σσˆ∂
2
VQ0 −
σˆ
2σ
iωτmQ0
]
. (4.61)
In order to find rˆ2(ω), we solve system (4.59) with initial conditions Qˆ2(Vth, ω) = 0
and gˆ2(Vth, ω) = rˆ2. Since
∫
Qˆ2 dV = (σˆ/2σ)iωτm, we find
rˆ2(ω) =
(σˆ/2σ)iωτm −
∫
Qˆ2,p dV∫
Qˆ2,h dV
, (4.62)
where Qˆ2,p and Qˆ2,h are as in Eq. (4.42).
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4.5 High-frequency inputs
We now explain how to analytically calculate the asymptotic decay of rˆ(ω) in
high-frequency limits [52, 53].
4.5.1 Mean inputs oscillations
From Eqs. (4.9) and (4.17), the firing-rate response is given by
rˆ(ω) =
1
τm
lim
V→∞
f(V )
∫
Pˆ (V, z, ω) dz. (4.63)
In the limit of high-frequency inputs (ωτs À 1), expanding Fokker-Planck equa-
tion (4.21) in powers of 1/ω and keeping only the leading order give
Pˆ (V, z, ω) = − Eˆ
iωτm
∂V P (V, z) +O(
1
ω2
). (4.64)
Since in large V limit, f(V )P (V, z) ∼ %(z)τm, therefore∫
∂V P (V, z) dz ∼ lim
V→∞
−rτm f
′(V )
f 2(V )
. (4.65)
Now, combining Eqs. (4.63)-(4.65), one can write the first term in expansion in
1/ω of rˆ(ω) as
rˆ(ω) ∼ rEˆ
iωτmΔT
, (4.66)
resulting a phase shift of −π/2 at large ω. The response is inversely proportional
to ΔT , this can be implicated as the faster the neuron can spike, the better it can
transmit high frequent inputs.
This result holds for both white and coloured noise input [52] as well as for
multiplicative noise (corresponding to conductance-based synaptic inputs). Thus,
the qualitative behavior of the high-frequency response is independent of the noise
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level or model, in contrast with the LIF model. Rather, it is determined by the
shape of function f(V ). The reason is that the spike-generating current completely
determines the dynamics at sufficiently large voltage and the dynamics becomes
independent of the noise fluctuations at such large voltage [52].
In Fig. 4.2, the amplitude and phase of the EIF neuron response to oscil-
lations in E are plotted. We show the results for low- and high-frequency limits
and compare them with the results of numerical simulations. At low frequency,
the calculations of rˆ0 and rˆ2, given by Eqs. (4.30) and (4.43), were done using
threshold integration method (see Appendix A). For comparison, we also plotted
the response of the EIF model with white noise [135].
These results show that at high-noise level (upper panels), the firing events
become irregular and the response to an oscillation in E becomes that of a low-
pass filter. At low-noise level (lower panels), the response displays resonances
at frequencies multiple of the steady-state firing rate r. This is because in this
regime the firing events are close to periodic and hence the frequency response
resonates with inputs at frequency multiple of the firing rate r. The maximum
transmission frequency is approximately determined by r (straight line in panel
(c)). The responses to white and coloured noise are very similar. At high-noise
levels, the amplitude of the response to coloured noise is slightly smaller than the
one to white noise. It should be noted that the low-input frequency attenuation is
similar to that of the LIF neuron, while the high-frequency attenuation is induced
by spike-generating mechanism [52].
In the high-frequency limit (dashed lines), the amplitude of the frequency
response in both cases of high and low-noise levels decays like 1/ω according to
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(a) (b)
(c) (d)
Figure 4.2: Effect of fast synaptic input (τs = 2 ms) on the amplitude and phase of
the EIF neuron response to mean input oscillations. Solid lines indicate the numerical
solutions using Eqs. (4.30) and (4.43) for rˆ(ω) = rˆ0(ω) + κ
2rˆ2(ω), symbols represent
simulation results, dashed lines indicate the high-frequency limit predicted by Eq. (4.66),
and dotted lines are the numerical solution for the corresponding white noise cases. (a,b)
Subthreshold high noise regime (E = −60 mV, Eˆ = 1 mV, σ = 8 mV, r = 7.98 Hz) and
(b,c) suprathreshold low-noise regime (E = −45 mV, Eˆ = 1 mV, σ = 2 mV, r = 43.93
Hz), the straight line in (c) indicates firing frequency r at which the first peak of the
resonance occurs. The rest of parameters are as in the caption of Fig. 3.1.
Eq. (4.66) and the phase shift of the response approaches −π/2 as ω →∞.
4.5.2 Noise amplitude oscillations
Similar to the mean input case, one can determine the first-order term of the
expansion in 1/ω of the model in response to high-frequency oscillations of the
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noise intensity. Using Eq. (4.47), we obtain
Pˆ (V, z, ω) = − σˆ
iωτmκ
z∂V P (V, z) +
σˆ
σ
∂z(zP (V, z)) + O(
1
ω2
). (4.67)
Therefore, combining Eqs. (4.17) and (4.67), we find
rˆ(ω) ∼ σσˆ
iωτmΔ2T
[
r0 + κ
2r2
]
, (4.68)
resulting a phase shift of −π/2 at sufficiently large ω. This result is completely
different from that of the simple LIF model where the high-frequency response is
finite [148, 99]. Again, the 1/ω asymptotic behavior of the EIF model holds for
both white and coloured noise input [53].
In Fig. 4.3, the amplitude and phase of rˆ(ω) in response to σ oscillations
are plotted. We show numerical solutions (solid lines) for low-frequency limit
using Eqs. (4.55) and (4.62), the high frequency prediction (dashed lines) using
Eq. (4.68), numerical simulations (symbols), and the corresponding numerical so-
lutions for the white noise case (dotted lines). These results show that at high-
noise levels, the response to an oscillation of σ is that of a band-pass filter [53].
The system responds best to intermediate frequency inputs, while both low- and
high-frequency inputs are suppressed. Similar to the results in E oscillations, at
low-input noise (lower panels), resonance occurs with the first peak at the steady-
state firing rate r (straight line in panel (c)). As can be seen, coloured noise
increases the amplitude of the linear response (left panels) at low-input frequency.
Further for low-noise level, the response to low-frequency inputs has a phase
advance to that of inputs (panel (d)) which can be understood from the following
argument [53]: at sufficiently low frequencies, the firing-rate response can be
calculated directly from the I − V curve of the neuron such that
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(a) (b)
(c) (d)
Figure 4.3: The amplitude and phase of the EIF response to oscillations in noise intensity
σ in the presence of fast synaptic fluctuations with τs = 2 ms. Solid lines are numerical
results in low frequency using Eqs. (4.55) and (4.62), dashed lines indicate the high-
frequency limit predicted by Eq. (4.68), and symbols represent simulation results. These
results are compared with the corresponding white noise cases [135] (dotted lines). (a,b)
Subthreshold high noise regime (E = −60 mV, σ = 8 mV, σˆ = √18 mV, r = 7.98
Hz) and (c,d) suprathreshold low-noise regime (E = −45 mV, σ = 2 mV, σˆ = √2 mV,
r = 43.93 Hz), the straight line shows the resonance frequency which is equal to r. The
rest of parameters are as in the caption of Fig. 3.1.
rˆ(ω → 0) = σˆ ∂r
∂σ
. (4.69)
It can be shown from Eqs. (3.27) and (3.38) that in suprathreshold regime and
when the noise level is low, the firing rate r = r0+κ
2r2 decreases with σ resulting
a phase lag equal π.
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4.6 Comparison between the asymptotic response of mean
input and noise-intensity oscillations
The high-frequency behavior in both cases of oscillations in E and σ are qual-
itatively similar, see Eqs. (4.66) and (4.68), they both decay to zero as 1/ω at
large ω. An important implication of the decay of the amplitude to zero is that
the response to transient stimulus is not instantaneous as predicted for the LIF
response to the mean input oscillations with coloured noise [17, 51]. This feature
is expected [91] if one considers the impulse response function (inverse Fourier
transform of the temporal-frequency response). When a brief current that delivers
a total charge of order  is injected into every neuron in the population, the volt-
age of every neuron jumps instantaneously by ΔV , where ΔV = q/C with q the
input charge. Thus, the voltage of any neuron within the interval [Vth− q/C, Vth]
jumps instantaneously across the threshold. The total probability (fraction of neu-
rons in the population) that crosses the threshold instantaneously is given by the
corresponding area under the density curve. This area is of order 2 because of the
absorbing boundary condition at Vth. Consequently, there is no first order (order
) instantaneous component of the impulse response function. This implies that
the frequency response does not converge to a constant, but rather decays to zero
(see Figs. 4.3 and 4.2, left panels).
The high-frequency response to oscillatory σ has an additional factor of
σ/ΔT with respect to the response to oscillatory E. Hence, when ΔT ¿ σ (very
sharp spike and/or large background noise fluctuations), the system is more sus-
ceptible to high-frequency σ oscillations than to the high-frequency E oscillations.
The ΔT → 0 limit is consistent with the results of the LIF neuron with σ oscilla-
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tions [148, 99]. In the opposite situation σ ¿ ΔT , the system is more susceptible
to high-frequency oscillations in E rather than in σ. Intuitively, the dependence
of the dynamics on ΔT and σ can be understood from the following arguments:
at small noise levels, the EIF model spends most of its time in the region close to
the voltage threshold VT around which the voltage dynamics is well approximated
by the QIF model, which is more susceptible to rapid oscillations in E, see [53].
However, at high noise levels, the EIF membrane potential visits a large voltage
range around VT and is less sensitive to the dynamics close to threshold. Thus,
at high noise levels, the model has a LIF-type behavior, i.e. it responds better to
fast oscillations in σ than in E [53].
4.7 Discussion
We have used a combination of analytical and numerical methods to study the
influence of filtered synaptic fluctuations on the dynamics of the firing rate of
EIF neurons. The analytical methods consisted of a perturbative approach of the
probability density which was used previously in [14, 17, 51, 52] and dynamical
linear response theory [84, 58, 17]. These methods were used to derive the linear
correction of the firing-rate response to both mean input and noise intensity os-
cillations. Then, the numerical threshold integration method was extended from
white noise driven EIF neuron [135] to the coloured noise case to compute this
correction. Compared to previous studies on dynamical response of other neuron
models [17, 51, 52, 53, 124], our work allowed for fast computation of the linear
response properties that would be hard to obtain by analytical methods and/or
direct numerical simulations.
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Here, we showed that the firing-rate response of the EIF neuron to os-
cillations in mean E and noise intensity σ have the following characteristic: in
suprathreshold regimes, the response amplitude shows resonances at input fre-
quencies which are integer multiple of the steady-state firing frequency. The re-
sponse to high-frequency inputs does not have an instantaneous component and
is independent of the noise level. It only depends on the properties of the spike-
generating current, in contrast with the LIF neuron where the asymptotic response
is dependent on the noise level and can have a finite value [99, 51, 148]. This
finite transmission of high-frequency inputs in the LIF model, however, is known
[52] to be more consequence of the oversimplification of the model rather than
property of neurons.
The qualitative behavior of the linear response to oscillations in E and σ
had the following differences: the response amplitude to σ oscillations is typically
larger than the response amplitude to the E oscillations. At high-noise levels,
the response to E oscillations becomes a low-pass filter while the response to
σ oscillations is that of a band-pass filter. Further, the firing rate always lags
behind E oscillations while at low frequencies, it usually shows a phase advance
to σ oscillations. These results together with the asymptotic results given in this
chapter hold in both white [52, 53, 135] and coloured [53] noise as well as for
current-based or conductance-based fluctuations [52, 135].
The EIF model has received increasing interest in recent years. This is
because of its realistic spike generating mechanism and having the same properties
as many type I HH-type neurons when firing rate is low [52]. The dynamical
properties of the EIF model with white noise (current-based and conductance-
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based synaptic input) was studied in [135] and in a recent study the response of
the model with slow voltage-activated transmembrane current was investigated in
[137]. The EIF neuron was also used to study the response properties of recurrent
networks [136] in the presence of white noise.
The methods used here (both numeric and analytic) can be extended to the
analysis of the dynamics of recurrent neuronal networks in the presence of filtered
noise. Naundorf et al., [124] used a novel sparse matrix representation of the
Fokker-Planck equation to evaluate the dynamics of the θ-model to small time-
varying inputs. It is worth using their method for the EIF neuron models. Finally,
it would be interesting to include currents leading to subthreshold resonance [76,
138, 19] into the EIF model in order to capture the dynamics of many types of
real neurons.
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Chapter 5
The EIF model with fast
inactivation
5.1 Intoduction
In neurons, voltage-gated sodium channels are primarily associated with spike gen-
eration at the axon initial segment and hence, with control of neuronal output [50].
The fraction of sodium channels available to respond to input depolarization is af-
fected by fast and slow inactivation variables. These variables can cause variation
in spike threshold, refractoriness and spike-frequency adaptation. The goal of this
chapter is to study the impact of fast sodium inactivation on neuronal response
properties.
Spike-frequency adaptation is a specialized feature of many types of neu-
rons. It has been observed in neurons of various systems from several species,
including vertebrates as well as invertebrates. In mammals, spike-frequency adap-
tation has been identified in peripheral, pyramidal and central neurons, see [10, 55]
and references therein. Adaptation may have important role in information pro-
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cessing of neurons and it can turn a neuron into a high-pass filter [10]. Other
possible roles of adaptation include the phenomena of forward masking and selec-
tive attention [161].
Adaptation has been also studied in different neuron models. In LIF model
with an adaptive ionic current [55], with a dynamics threshold [25] and with an
adaptive threshold [101], in θ neuron [75], in the EIF model with additive adap-
tation variable [137], in conductance-based models with adaptation ionic currents
[161, 10] and in type I neurons [46]. Most of these studies assume that the dy-
namics of adaptation variables are long compared to that of the voltage. Here,
we consider a different situation in which fast inactivation of the sodium current
influences spike generation of the neuron. Our concern is to study the significance
of such fast adaptation in modulating input-output properties of the EIF neuron
in the presence of filtered synaptic inputs.
Fast inactivation of the sodium current, represented by the h gating variable
in the HH equations, is characterized by rapid offset upon depolarizing and rapid
recovery following a brief hyperpolarizing interval [68]. We want to understand the
effect of the h gating variable and its steady-state variable, h∞ on the response
of the EIF neuron, therefore we introduce two modified models of the EIF neuron
referred to as the EIFh and EIFh∞. In the EIFh and EIFh∞ neurons, the spike
generating current is scaled by the dynamics of the h variable and the steady-state
variable h∞ respectively. We examine the response of these models to constant
and fluctuating synaptic inputs and study the neuronal signal transmission.
The chapter is organized as follows. We introduce the EIFh and EIFh∞
models in Sec. 5.2 and study their subthreshold dynamics in Sec. 5.3. The EIFh
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and EIFh∞ neurons with a synaptic filtering are considered in Sec. 5.4 and their
responses to constant and weak time-dependent inputs are obtained in Secs. 5.5
and 5.6 respectively. Here, we will make use of analytical and numerical methods
developed in Chapters 3 and 4 along with numerical simulations to determine the
steady-state and the dynamical response of neurons. The chapter ends with results
given in Sec. 5.7 and a discussion in Sec. 5.8.
5.2 The EIFh and EIFh∞ model neurons
In Chapters 3 and 4, we studied the EIF model that originated from the conductance-
based WB [160] model in which the sodium current responsible for action potential
generation was modeled by an exponential term. In such a description, the sodium
activation is assumed to be instantaneous and its inactivation variable, the h gat-
ing variable, is set to a constant (one). The h gating variable, however, has a
voltage-dependent dynamics with fast kinetics which could potentially affect the
spike-generation mechanism. Here, we introduce the EIFh neuron by including the
dynamics of the HH-type inactivation variable h to the EIF neuron. The EIFh
dynamics is governed by
τm
dV
dt
= E − V +ΔTh exp
(
V − VT
ΔT
)
+W, (5.1)
τh
dh
dt
= h∞ − h, (5.2)
where V is the membrane potential with time constant τm, E is the resting poten-
tial, VT is the threshold potential, ΔT is the speed of action potential onset and
W is the synaptic input current. The equation for the h variable is the well-known
equation for voltage-gated variables in the HH equations. The dynamics of h is
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Figure 5.1: The dynamics of the EIFh and EIFh∞ for constant input E = −50 mV.
Top panel: voltage trace of the EIFh (solid line), EIFh∞ (dashed line), and EIF with
h = 1 (dotted line) neurons. Bottom panel: the inactivation gating-variable h (dashed)
and its steady-state variable h∞(V ) (solid). Parameters are τm = 20 ms, ΔT = 3 mV,
VT = −53 mV, Vth = 0 mV, and Vre = −60 mV.
a simple relaxation toward a voltage-dependent steady-state value h∞(V ) with a
time constant τh(V ) that depends on the membrane potential. h∞ and τh are
empirical functions defined in Appendix B.
The h gating variable operates on time scales of about τh ≈ 2 to 4 ms.
If it is considered as instantaneous (τh → 0), the EIFh neuron is reduced to a
one-dimensional differential equation defining the EIFh∞ neuron model
τm
dV
dt
= E − V +ΔTh∞(V ) exp
(
V − VT
ΔT
)
+W. (5.3)
Both the EIFh and EIFh∞ models are supplemented with a threshold voltage, Vth
above which firing occurs, followed by a reset to the reset potential, Vre.
In Fig. 5.1 (top panel), the voltage traces of the EIFh and EIFh∞ models
are compared with the voltage trace of the EIF model. In the EIFh model, the rate
of the membrane potential depolarization is suppressed by the h gating variable
resulting slow action potential onset relative to the EIF and an increase in the
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effective threshold potential. The behavior of the EIFh∞ neuron is similar to that
of the EIFh neuron, but with even slower action potential onset which is the effect
of instantaneous deactivation of h∞(V ) at threshold potential, see the bottom
panel. The existence of the h and h∞ variables modify the subthreshold behavior
of the EIF neuron. The next section studies the subthreshold dynamics of the EIFh
and EIFh∞ neurons.
5.3 Subthreshold dynamics
We first look at the subthreshold dynamics of the EIFh∞ neuron. The fixed
points of the neuron are determined by the zeros of the function f(V ), where
f(V ) = E−V +ΔTh∞(V ) exp
(
(V −VT )/ΔT
)
. Similar to the EIF dynamics, in
subthreshold regimes, the EIFh∞ neuron has a stable fixed point at V ≈ E and
an unstable fixed point with V > VT . Figure 5.2(a) shows the I − V curve of
the model compared with that of the EIF model. For membrane potentials above
the stable fixed point, f(V ) is suppressed by h∞(V ) resulting an increase in the
effective threshold potential and a slower onset of action potential.
For the EIFh neuron, we write nullclines of the system as
h1 =
V − E
ΔT
exp
(− (V − VT )
ΔT
)
, (5.4)
h2 = h∞(V ), (5.5)
where h2 is a sigmoidal function of the membrane potential with values between
zero and one. In Fig. 5.2(b), h1 and h2 are plotted in the subthrehold regime
where there exist two fixed points, a stable node (•) and a saddle point (◦).
Upon increasing E, fixed points coalesce at the critical current and give rise to
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(a) (b)
Figure 5.2: (a) I−V curves of the EIF and EIFh∞ neurons and (b) the EIFh phase-plane.
(a) The subthreshold dynamics of the EIFh∞ neuron has two fixed points, a stable and
an unstable. At depolarized membrane potentials, the h∞ variable increases the effective
threshold potential leading to a shift in the unstable fixed point relative to that of the
EIF neuron. (b) The phase-plane of the EIFh neuron in the subthreshold regime showing
the nullclines dV/dt = 0 and dh/dt = 0, two sample trajectories (green lines), and the
stable manifold of the saddle point (red line). In both panels, (•) represents a stable
point and (◦) shows an unstable point. E = −57 mV and the rest of parameters are as
in Fig. 5.1.
a saddle-node bifurcation. Increasing E further causes both to disappear and the
neuron begins repetitive firing (suprathreshold regime). The intersection of the
nullclines (5.4) and (5.5) gives the following equation from which fixed points can
be determined
E − V ∗ +ΔTh∞(V ∗) exp
(
V ∗ − VT
ΔT
)
= 0. (5.6)
It should be noted that solutions of Eq. (5.6) also correspond to fixed points of
the EIFh∞ model. Therefore, the fixed points of both models occur at identical
membrane voltages, resulting in identical critical currents above which repetitive
firing occurs.
The stability type of fixed points of the EIFh model can be found by studying
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the linearized system. We write the Jacobian matrix as−1/τm + (h∞/τm) exp ((V − VT )/ΔT ) (ΔT/τm) exp ((V − VT )/ΔT )
h′∞(V )/τh −1/τh
 ,
(5.7)
with trace T = −(1/τh+1/τm) + (h∞/τm) exp
(
(V − VT )/ΔT
)
and determinant
D =
1
τhτm
(
1− exp ((V − VT )/ΔT ))(h∞(V ) + ΔTh′∞(V )). (5.8)
It is easy to see that τhD = −f ′(V ). At the fixed point with V ≈ E, the
derivative of the I − V curve of the EIFh∞ is negative, resulting D > 0, and
also we have T ≈ −(1/τh + 1/τm), therefore the fixed point is stable (resting
point). For the second fixed point, the I − V curve has a positive slope, therefore
D < 0, resulting a saddle point. Figure 5.2(b) shows the EIFh phase-plane in the
subthreshold regime. Any perturbation from the resting state that is not large
enough to cross the stable manifold of the saddle point eventually dies away, but
perturbations that cross the stable manifold result in an action potential followed
by a reset to Vre and then converging to the resting state.
It is known that the shape of the frequency-input (f − I) curve is an
important factor in the neuronal signal transmission [10, 52]. The derivative of the
f−I curve determines the amplitude of the response at sufficiently low frequencies.
We represent in Fig. 5.3(a) the f − I curve of the EIFh (red line) and EIFh∞ (blue
line) neurons for constant input currents. As can be seen, input currents below
the threshold current, Ic are not transmitted at all. The firing rate for inputs near
Ic scales as
√
I − Ic which is an essential property of type I neurons. The f − I
curve of both models matches well near the onset of the firing and their difference
at higher firing frequencies is not significant.
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Under in vivo conditions, where spontaneous activity of presynaptic neurons
causes strong background fluctuations in the membrane potential, constant inputs
represent unrealistic inputs to a neuron. Therefore, in the next section, we explore
the behavior of this adapting neuron in response to synaptic fluctuating inputs.
5.4 The EIFh and EIFh∞ neurons with synaptic filtering
A realistic model of synaptic input is usually described by filtered white noise (see
Chapter 1). Therefore, we consider the EIFh model subject to the synaptic input
W satisfies Eqs. (5.1) and (5.2) in which W obeys
τs
dW
dt
= −W + σ√2τmξ(t), (5.9)
where τs is the synaptic time constant and ξ is the Gaussian white noise with zero
mean and autocorrelation 〈ξ(t)ξ(s)〉 = δ(t− s). Similarly, the EIFh∞ with filtered
synaptic input satisfies Eqs. (5.3) and (5.9).
Recalling from Chapters 3 and 4, the firing-rate response of the EIF neuron
with synaptic filtering was obtained in the framework of the Fokker-Planck operator
and by using both analytical and numerical methods. In the steady-state case,
a perturbative expansion of the Fokker-Planck equation as well as the effective
threshold integration method allowed us to determine the firing rate in two limits
of fast (τs ¿ τm) and slow (τs À τm) synaptic inputs. Similarly, we determined
the dynamical response of the neuron for fast synaptic inputs. Here, we can
follow an identical approach to calculate the steady-state and firing-rate response
of the EIFh∞ neuron. The Fokker-Planck equation of the EIFh neuron, however,
is a three-dimensional nonlinear differential equation which is difficult to solve
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analytically. We can only use these methods to obtain the response in long τs
limits. In short τs limits, the existence of two fast variables, h and W , complicates
the calculations and it is not possible to proceed analytically. Instead, we constrain
ourselves to numerical simulations.
5.4.1 The Fokker-Planck equation
This section contains a review of methods which will be used for the steady-state
response and the response to oscillatory inputs of the EIFh∞ neuron. We consider
the EIFh∞ neuron receiving small amplitude oscillatory currents in the presence of
synaptic fluctuations. Following the methods given in Chapters 3 and 4, we apply
the changing variable z = (κ/σ)W with κ =
√
τs/τm on Eqs. (5.3) and (5.9).
The dynamics Fokker-Planck equation of the resulting system reads
κ2τm∂tP(V, z, t) = −κ2∂V
[
(f +
σ
κ
z)P]+ LP + κ2τmν(z, t)δ(V − Vre), (5.10)
where P is the probability density with LP = ∂2zP + ∂z(zP) and ν(z, t) is the
rate density. ν(z, t) is defined by
ν(z, t) = lim
V→∞
ΔTh∞(V ) exp
(
(V − VT )/ΔT
)P(V, z, t). (5.11)
Any solution to Eq. (5.10) should satisfies boundary conditions given in Eq. (4.8).
From linear response theory [84, 58, 17], the steady-state and dynamics compo-
nents of the probability density and rate density satisfy Eqs. (4.10) and (4.13)
respectively. The steady-state and dynamics parts of the rate density are obtained
by solving the corresponding parts of the Fokker-Planck equation. As described
in Chapters 3, the techniques to solve the steady-state Fokker-Planck equation in
the fast synaptic limit are based on the perturbative expansion of the steady-state
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probability density and rate density in powers of κ and finding the corresponding
corrections at successive orders. Threshold integration method is then used to
compute these corrections numerically. For slow synaptic inputs, using the fact
that synaptic fluctuations can be considered as a constant input within a time
period of τm, we can find the firing rate of the neuron using Eq. (3.62). Similar
techniques are used to solve the dynamics Fokker-Planck equation for fast synaptic
inputs and to find the linear correction to the firing rate dynamics, see Chapter 4.
The related calculations for the EIFh∞ neuron will be identical with those
given for the EIF neuron, therefore we do not repeat them here unless there is a
difference. We first determine the steady-state response.
5.5 Steady-state firing rate
The time-independent solution of the Fokker-Planck equation (5.10) can be cal-
culated in two limits: fast and slow synaptic currents.
For fast-synaptic inputs, the steady-state firing rate of the EIFh∞ neuron
is approximated by r = r0 + κ
2r2 where r0 is given by Eq. (3.27) and r2 satisfies
the following equation which is a modified version of Eq. (3.38)
r2 =− r0
∫ ∞
−∞
∫ ∞
V
[3
2
∂2uf(u)Q0(u) + 2∂uf(u)∂uQ0(u)
]
exp
(
ψ(u, V )
)
dudV
+ r20τm
[ 1
ΔT
− 1
Δh
+
3
2
f(Vre)
σ2
] ∫ Vre
−∞
exp
(
ψ(Vre, V )
)
dV − 3
2
r20τm.
(5.12)
In the derivation of Eq. (5.12), we have used the fact that in the large V limit,
f(V ) ∼ h∞(V ) exp((V − VT )/ΔT ) and therefore
lim
V→∞
f ′(V )
f(V )
=
1
ΔT
+ lim
V→∞
h′∞(V )
h∞(V )
∼ [ 1
ΔT
− 1
Δh
], Δh > ΔT .
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(a) (b)
Figure 5.3: f−I curves of the EIFh and EIFh∞ neurons for constant (a) and noisy input
currents (b). (a) For constant inputs, f − I curves of the EIFh (solid red) and EIFh∞
(solid blue) show good agreement near the onset of firing. (b) For synaptic noise inputs
with σ = 8 mV, the steady-state firing rate is plotted in two limits of τs = 2 (solid) and
80 ms (dashed). In both limits, the response of the EIFh (red) matches well with that
of the EIFh∞ (blue) neuron at low firing rates. Other parameters are as in the caption
of Fig. 5.1.
Figure 5.3(b) shows the steady-state firing rate of the EIFh and EIFh∞ models with
synaptic time constants τs = 2 and 80 ms. In subthreshold regimes, the difference
between the firing rate of models in both limits is not significant, while for larger
E, the EIFh neuron gives slightly higher firing rate. As expected, the response
of neurons to short-synaptic currents is larger than the response to long-synaptic
currents. For τs = 2 ms, the calculation of the EIFh∞ is done using threshold
integration methods (see Appendix A) and the response of the EIFh neuron is
obtained by numerical simulations. For slow-synaptic inputs, the response of both
neurons are calculated using an equation equivalent to Eq. (3.62).
5.6 The frequency response
In this section, we examine the signal transmission of the EIFh and EIFh∞ neurons.
As for Chapter 4, we consider a weak time-dependent perturbation of parameters
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E and σ satisfying Eqs. (4.3) and (4.4) and find the response of neurons in two
limits of low- and high-frequency inputs.
5.6.1 Low-frequency inputs
We follow the calculations presented in Chapter 4 to find the linear correction to
the dynamics response of the EIFh∞ neuron. The response in low frequencies is
approximated by rˆ(ω) = rˆ0(ω) + κ
2rˆ2(ω). For the case of E oscillations, the pair
of rˆ0 and rˆ2 are predicted by Eqs. (4.30) and (4.43) and for σ oscillations, they
are given by Eqs. (4.55) and (4.62).
It should be noted that since in the large V limit, the function f(V ) is
scaled by h∞(V ), our calculations will be slightly different from those given in
Chapter 4. In particular Eqs. (4.39) and (4.60), which were used to derive rˆ2(ω)
respectively in the cases of E and σ oscillations, will change to
Eˆ2(V, ω) = −3
2
f∂2V Qˆ0 − ∂V f∂V Qˆ0 +
3
2
σ2∂3V Qˆ0 − iωτm∂V Qˆ0 (5.13)
− rˆ0τm( 1
ΔT
− 1
Δh
)δ(V − Vre),
E2(V, ω) = σˆ
σ
[− 3f∂2VQ0 − 2∂V f∂VQ0 + 6σ2∂3VQ0 + τm2σ2 iωfQ0 (5.14)
+ 2∂VQ2 − 7
2
iωτm∂VQ0 − 2r0τm( 1
ΔT
− 1
Δh
)δ(V − Vre)
]
.
Similar to the steady-state case, we use numerical simulations to determine the
response of the EIFh neuron to both mean and noise-intensity oscillations.
5.6.2 High-frequency inputs
For the EIFh∞ neuron, the high-frequency decay of rˆ(ω) in both cases of E and
σ oscillations can be calculated analytically.
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Mean input oscillations
From Eqs. (4.63)-(4.65), the high-frequency response of the EIFh∞ satisfies
rˆ(ω) =
1
τm
lim
V→∞
f(V )
∫
Pˆ (V, z, ω)dz
∼ rEˆ
iωτm
lim
V→∞
f ′(V )
f(V )
,
(5.15)
where we have use
Pˆ (V, z, ω) ∼ −Eˆ
iωτm
∂V P (V, z). (5.16)
In large V limit,
f(V ) ∼ h∞(V ) exp((V − VT )/ΔT ), (5.17)
therefore, we conclude
rˆ(ω) ∼ rEˆ
iωτm
( 1
ΔT
− 1
Δh
)
. (5.18)
This indicates that the amplitude of the frequency response decays as 1/ω at large
ω and the phase shift of the response approaches −π/2 as ω →∞.
Noise intensity oscillations
Using Eqs. (4.67) and (5.17), the high-frequency response to noise-intensity oscil-
lations is given by
rˆ(ω) ∼ r0σσˆ
iωτm
( 1
ΔT
− 1
Δh
)2
, (5.19)
resulting a 1/ω asymptotic behavior and a phase shift of −π/2 at sufficiently large
ω.
The above results show that in both cases of oscillations in the mean input
and noise intensity, the behavior of the high-frequency response of the EIFh∞ is
independent of the noise level, rather it depends on the properties of the sodium
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current responsible for spike generation. The 1/ω decay of the response with the
phase shift approaching −π/2 at large ω are similar to the EIF neuron. How-
ever, comparing Eqs. (5.18) and (5.19) respectively with the response of the EIF
model to high-frequency oscillations in mean input, Eq.( 4.66), and noise intensity,
Eq.( 4.68), we find that the high-frequency response of the EIFh∞ decays faster
than that of the EIF neuron.
5.7 Results
Figure 5.4 shows the amplitude and phase of the frequency response of the EIFh
and EIFh∞ neurons to oscillations in input E. These results are compared with
the corresponding ones in the EIF neuron. As can be seen, the response of the
EIFh and EIFh∞ at high-noise levels becomes a low-pass filter and the firing rate
always lags behind input oscillations. These are also the case in the EIF neuron.
Further, the low-frequency attenuation of the response of the EIFh neuron is in
good agreement with that of the EIFh∞ neuron, while the amplitude of its high-
frequency response is similar to that of the EIF neuron which is the result of the
history-dependent inactivation h.
In Fig. 5.5, a comparison of the filters of the EIFh-h∞ and EIF models in
response to noise-intensity oscillations is shown. For the EIFh∞ and EIF neurons,
we plot rˆ(ω) = rˆ0(ω) + κ
2rˆ2(ω) (solid lines) using Eqs. (4.55) and (4.62) and the
high-frequency prediction using, respectively, Eqs. (5.19) and (4.68). Further, we
perform numerical simulations for the EIFh (©), EIFh∞ (4) and EIF (¤) neurons.
In both cases of the response to E and σ oscillations, the h and h∞ variables
have significant effects on the response at low-input frequencies. However, the
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amplitude of the response at high frequencies decreases again as 1/ω as for the EIF
model. The h∞ variable causes an overall reduction of the gain at high frequencies.
This effect is in agreement with analytical calculations (Eqs. (5.19) and (5.18)),
which predict that in the limit ω → ∞, the firing-rate response decreases as
(1/ΔT − 1/Δh) for changes in E and as (1/ΔT − 1/Δh)2 for changes in σ. The
h gating variable, however, attenuates the response slightly less for frequencies
beyond several hundred Hertz and gives the amplitude similar to the EIF response.
Similar to the EIF neuron, at low noise levels (right panels), the response to an
oscillation of either E or σ displays resonances at frequencies multiple of the
steady-state firing rate r.
5.8 Discussion
We studied the effect of fast inactivation of the sodium current on neuronal re-
sponse properties using the EIFh and EIFh∞ neuron models. The response of
these inactivating neurons to both constant and fluctuating synaptic inputs was
examined. We showed that the response of neurons to constant inputs matches
well near the critical current and for larger inputs, the EIFh neuron gives slightly
larger firing rate. The response of both neurons near the critical current, Ic scales
as
√
I − Ic which was also the case for the EIF neuron. The response of the EIFh
and EIFh∞ to synaptic fluctuations was given in two opposite limits of short and
long synaptic inputs. In both limits, their responses agree for low firing frequencies
and the discrepancy between responses increases with the firing frequency.
The effect of inactivation variables on information processing of neurons was
also studied using both analytical and numerical techniques which were previously
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used in Chapters 3 and 4. We computed the response of neurons to oscillations in
mean input E and noise intensity σ in the presence of fast synaptic filtering and
found the following results: inactivation variables have significant effects on the re-
sponse at low frequencies. At high frequencies, the gain of the response decreases
again as 1/ω as in the EIF model. A comparison between the high-frequency
response of the EIFh∞ neuron given in Eqs. (5.18) and (5.19) with the corre-
sponding ones in the EIF neuron, Eqs. (4.66) and (4.68), reveals that the gain of
the EIFh∞ has an overall reduction. This reduction is given by (1/ΔT −1/Δh) for
E oscillations and (1/ΔT − 1/Δh)2 for σ oscillations. Further, the low-frequency
attenuation of the response of the EIFh neuron is similar to that of the EIFh∞
neuron, while the high-frequency attenuation is suppressed and is more similar to
that of the EIF neuron. For both the EIFh and EIFh∞ models, high-frequency
oscillations in E and σ produce negative phase shift of the response such that the
response phase is always delayed to that of inputs. In the suprathreshold regime
and for weak background fluctuations, low-frequency oscillations of σ produce a
positive phase shift such that between low and high frequencies, there is a fre-
quency in which no phase shift occurs. The existence of this property is due to
the negative effect of noise on higher firing rates and is different from the one
observed in adapting neurons [55, 137] which was the consequence of the negative
effect of slow adapting variables.
Unlike other studies of spike-frequency adaptation [55, 10, 137] in which
adaptation variables are additive in the membrane equation and have time scales
slower than the voltage dynamics, we considered a fast adaptation (inactivation)
variable which directly scales the sodium current responsible for spike generation.
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This would be important as it is known that the response of a neuron to high-
frequency inputs depends only on the properties of the current leading to spike
generation, see [52] and discussion in Chapter 4. Here, the sodium current re-
sponsible for spike generation is suppressed by the h variable, therefore one would
expect to find qualitatively different asymptotic behavior. It is known [125, 53]
that all NLIF family models (including The EIFh∞ model) with spike emission
defined at V → ∞ and resetting occurring thereafter show a 1/ω decay at high
frequencies. This is because the probability flux at large V has a nonvanishing
first order term in large ω expansion (see Eq. (5.16) for the case of the EIFh∞
model). Our analytical calculations (Eqs. (5.18) and (5.19)) are in agreement
with this prediction. Our numerical simulations for the EIFh filter also show the
1/ω decay at high frequencies and we do not see any significant difference be-
tween the gain of the EIFh and EIF filters in this asymptotic regime. The effect
of the history-dependent inactivation h on high-frequency filtering becomes rather
obvious by comparing it with the h∞ inactivation. The h inactivation increases
the susceptibility of the neuronal response to high-frequency inputs relative to the
h∞ inactivation. Further, in experimental studies [50] a slowly developing and
much longer lasting suppression of the sodium current is observed when neuron is
subjected to prolonged periods of depolarization. This suggests that considering
such a mechanism would have different functional impacts on the EIF neuronal
responses. It is of great interest to modify the EIF (or EIFh and EIFh∞) model to
include the dynamics of the slow sodium inactivation and study filtering properties
of this model subject to filtered synaptic fluctuations. This would considerably
increase our understanding of the response properties of neurons in particular in
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the region of action-potential generation. It is also known that neurons with slow
adaptation variables determine a preferred input frequency at which the response
shows a zero phase shift relative to the input oscillations. This frequency is a
crucial factor in setting the frequency of oscillations of a population for which
synchronization could occur [157]. Therefore, once the response of the EIF neu-
ron with a slow inactivation of the sodium current is known, it can be used to
predict the stability of synchronization in neuronal network. Finally, the stability
of asynchronous firing in large networks of interacting neurons has been studied
in LIF [15, 16] and QIF [63, 64] neuronal networks. It is worth studying this for
neurons with more realistic dynamics such as the EIFh and EIFh∞ neurons.
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(a) (b)
(c) (d)
Figure 5.4: Effect of the sodium current inactivation on filtering properties of the EIF
neuron in response to oscillations in input E. We plot the gain and phase shift of the
firing-rate response of the EIFh, EIFh∞ and EIF neurons with fast synaptic input τs = 2
ms in two regimes: (a,c) subthreshold low-noise regime (E = −60 mV, Eˆ = 1 mV,
σ = 8 mV) and (b,d) suprathreshold high-noise regime (E = −45 mV, Eˆ = 1 mV,
σ = 2 mV). Solid lines are numerical results for the EIFh∞ (blue) and EIF (green) mod-
els plotted using Eqs. (4.30) and (4.43), dashed lines are their high-frequency asymptotic
results predicted, respectively, by Eqs. (5.18) and (4.66), and symbols represent numer-
ical simulations of the EIFh, EIFh∞ and EIF models. For these models, the gain of the
filter decays as 1/ω in large ω limits, with an overall reduction for the EIFh∞ neuron.
The h and h∞ variables do not modify the high-frequency filtering properties. However,
they shape the firing-rate dynamics at low frequencies. Note that for each plot, the
frequency is normalized to the average firing rate of the corresponding model. Other
parameters are as in the caption of Fig.5.1.
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(a) (b)
(c) (d)
Figure 5.5: Amplitude and phase of the firing-rate response to noise-intensity oscillations
for the EIFh and EIFh∞ neurons with fast synaptic filter, τs = 2 ms. (a,c) High-noise
subthreshold regime (E = −60 mV, σ = 8 mV, σˆ = √18 mV) and (c,d) low-noise
suprathreshold regime (E = −45 mV, σ = 2 mV, σˆ = √2 mV). For the EIFh∞, we plot
rˆ(ω) (solid lines) using Eqs. (4.55) and (4.62), the high-frequency prediction (dashed
lines) using Eq. (5.19), and numerical simulations (4). The results for the EIFh neuron
are presented by numerical simulations (©) over the full range of input frequencies. The
corresponding analytical results and numerical simulations (¤) for the EIF neuron are
also plotted for comparison. Other parameters are as in the caption of Fig.5.1.
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Chapter 6
Mode locking in the EIF model
In this chapter, we look at two cases of deterministic and stochastic mode locking
of the EIF neuron model. First we consider periodically driven EIF neuron and
use numerical simulations to represent Arnol’d tongues structure. Then we add a
stochastic input to the model and see its effect on the locking solutions.
6.1 Arnol’d tongues of the EIF model
In this section, we consider the periodically driven EIF neuron model and plots
its Arnol’d tongues structure. The EIF model satisfies Eqs. (1.21) and (1.23). It
proves convenient to write the model in dimensionless units by expressing time in
units of τm and by rescaling the voltage Vˉ = (V − VT )/ΔT . This gives
dVˉ
dt
= Eˉ − Vˉ + exp(Vˉ ) + Iapp(t), (6.1)
where Eˉ = (E − VT )/ΔT and Iapp is a periodic input. Here, we use sinusoidal
forcing Iapp(t) = I0 +  sin(2πωt), where I0 is a constant current and  is the
amplitude of the forcing with frequency ω. Equation (6.1) is supplemented with a
threshold and reset potential represented by Vˉth and Vˉre, respectively. A spike is
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Figure 6.1: Arnol’d tongue structure of the EIF model (6.1) as a function of I0 and .
We plot the vector strength r = 〈exp(2πiφn)〉, computed over 4000 spike phases φn on
a mesh of size 500×500. Parameters are Eˉ = −1, Vˉth = 18, Vˉre = −2.5, and ω = 0.2.
registered when the voltage reaches the threshold Vˉth after which it is immediately
reset to Vˉre.
Similar to the RF model, the Arno’ld tongues structure of the EIF model
can be found. To find stability regions of mode-locked solutions, we constrain
ourselves to numerical simulations and use vector strength as in [92] as a measure
of synchronisation between periodic input and firing times. It is defined by r =
〈exp(2πiφn)〉, where 0 ≤ φn < 1 is the phase of the nth firing time and 〈.〉
denotes the average over all occurring firing phases. r can take values between
zero and one, where r = 1 shows all spikes occur at one specific phase. Therefore,
it should be noted that for a p : q mode-locking pattern with p, q 6= 1, although
spikes repeat for each q cycles of the input at exactly p phases (φ0, . . . , φp−1),
the vector strength is not one. The result, Fig. 6.1, displays Arno’ld tongues in
the (, I0)-parameter plane. All the p : q firing patterns, with p, q > 1, are found
over smaller regions of the parameters space compared to the p:1 patterns. Some
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examples of p : q locking solutions are indicated in the plot. As expected, between
a p : q and p′ : q′ locking solution, there exists the p+ p′ : q + q′ locking solution,
e.g., between 1:1 and 2:1, the 3:2 tongue, between 2:1 and 3:1, the 5:2 tongue,
and between 3:1 and 4:1, the 7:2 tongue can be seen. When constant input, I0
increases, one can go from the p : q tongues with p < q, e.g., the 1:2 tongue, to
the 1:1 tongue and then to the p : q tongue with p > q.
6.2 Stochastic mode locking
Effect of stochastic input on neuronal response is another important topic of re-
search. Stochastic forcing turns a quiescent excitable system into a stochastic
oscillator and in suprathreshold regimes, turns the deterministic oscillator into a
noise-perturbed oscillator [91]. Noise also smooths the input-output curve and
can significantly alter p : q deterministic mode-locking structures [109, 60, 153,
106, 107, 151, 104]. Recently, stochastic mode locking has been studied in ven-
tral cochlear nucleus chopper and onset neurons [92]. In stochastic mode locking,
firing are caused by the combination of noise and periodic forcing. While noise
randomly creates firing in the subthreshold regime, it can also destroy firing that
are otherwise mode locked to a periodic input in the suprathreshold regime. It
can cause skipping which is a mode-locked solution with firing phase jitter and a
random integer number of input periods are skipped between firing [107]. Skip-
ping has been observed in mechanoreceptors [42], the hair cells of the auditory
system, receptors of the electrosensory systems, and in the primary visual cortices
[108]. The presence of the noise significantly alter the firing pattern of any peri-
odically driven cell [106]. For a periodically driven pacemaker, noise can make the
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Figure 6.2: Effect of noise on a 2:1 mode-locked solution arising in a sinusoidally driven
EIF model (6.1). The membrane voltage trajectory (bottom panel) in the non-noisy case
(black line) shows two spikes with phases φ0 and φ2 for every one cycle of Iapp(t) =
1.5+3 sin(2πωt), ω = 0.2. Adding noise, σ = 0.05, alters the voltage trajectory (green
line) and the firing phases are varied stochastically. Other parameters are as in the
caption of Fig. 6.1.
firing pattern irregular and blur the transition between different mode-locked be-
haviors as parameters are varied [60]. In this section, we introduce the stochastic
mode-locking and gives examples from the periodically driven noisy EIF model.
We consider the periodically driven EIF model with additive noise satisfying
Eq. (6.1) with Iapp(t) = I0+ sin(2πωt)+
√
2σξ(t), where ξ(t) is a Gaussian white
noise with zero mean and autocorrelation 〈ξ(t)ξ(s)〉 = δ(t− s) and σ denotes the
intensity of the noise. The response properties of the system can be studied by
describing the firing times statistics.
As explained in Sec. 2.7, for deterministic system, a p : q mode-locked
solution is defined by the p firing phases, Φ = (φ0, . . . , φp−1) within q periods
of the periodic input, e.g., in Fig. 6.2 the voltage trajectory of the non-noisy EIF
model (σ = 0) in response to Iapp = 1.5 + 3 sin(2πωt) with ω = 0.2 shows
a 2:1 mode-locking pattern (bottom panel, black line). That means two spikes
within each cycle of the input (top panel, black line). In the presence of noise
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(green lines) with σ = 0.05, the firings still seems to fall into synchronization with
the driving period even though the firing phases are varied stochastically and the
firing rate slightly differ from deterministic case. This phenomenon is referred to
as stochastic mode-locking [152, 109, 153, 107]. It is important to note that in
the presence of noise, the firing patterns are not strictly periodic, even though the
spikes tend to occur over a small range of phases, see Fig. 6.3 (a). Therefore, the
firing rate per cycle of the input would be defined as the average rate rather than
p/q.
Therefore in the presence of noise, the firing times are random variables and
instead of a set of finite firing phases for mode-locked solutions, we deal with the
probability distribution of the firing phases. For this, the stochastic trajectory Vˉ (t)
is analyzed. Assuming Vˉ (t) with initial condition Vˉ (0) = Vˉ0, the time it takes to
reach the threshold potential for the first time is a random variable defined by
Tθ0 = inf
{
t|Vˉ (t) ≥ Vˉth, Vˉ (0) = Vˉ0
}
, (6.2)
where θ0 is the initial phase of the periodic input. The random variable Tθ0 repre-
sents the first-passage-time (FPT) [134] which has a probability density function
g(t|θ0). The probability density of the next firing phase can then be described by
transforming g(t|θ0) into the phase form as [153]
f(θ|θ0) =
∞∑
n=0
g(T (n+ θ + θ0)|θ0), (6.3)
where T is the period of the periodic input and
∫ 1
0
f(θ|θ0) dθ = 1, f(θ|θ0) ≥ 0.
Now, considering that the distribution of the initial phase θ0, 0 ≤ θ0 < 1, is given
by h0(θ0), then the distribution of the nth firing phase, hn(θ) can be written as
hn(θ) =
∫ 1
0
f(θ|θ0)hn−1(θ0)dθ0 ≡ Phn−1(θ), 0 ≤ θ < 1, n ≥ 1, (6.4)
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where P is called the Markov operator [151] with kernel f(θ|θ0). If the sequence
of {P nh0} is asymptotically stable [151, 152], it means that there exists a unique
invariant density h∗ such that limn→∞ ‖P nh0 − h∗‖ = 0. Therefore, the kernel
f(θ|θ0) has all the information required to describe the dynamical evolution. For
this, usually numerical methods are used to calculate FPT density [151, 153].
For the LIF model with periodic threshold, Tateno et al., [153] used a matrix
representation for f(θ|θ0) and found the border of the stability regions of the
stochastic mode locking (Arnol’d tongues).
The equivalent to the FPT densities are cycle histograms and/or interspike-
interval histograms which we want to use here to show some examples of the
stochastic mode-locking in the EIF neuron model. Furthermore, to evaluate the
synchronisation of the firing times to the periodic input, we use the vector strength
(see previous section). Another way to asses p : q mod-locking solutions is using
ISI scattergram which plot Δn+1 against Δn.
The effect of noise on the firing trains can be classified to delaying or
advancing the spike times (spike jitter) or/and spike adding or deleting [106, 92].
In the later case, for example, a 2:1 locking solution for a given σ > 0 may have
one or more spikes per period of the input and others with no spikes, yet on
average there is two spikes per two cycles of the input. In ISI scattergram, the
effect of the spike jitter appears as a blur around the firing phases while the effect
of spike addition or deletion appears as a new phase (point in the plot) where no
corresponding point exist in the deterministic case [92]. In Fig. 6.3 (a), we show
the ISI scattergram for the same parameters as in Fig. 6.2 (a 2:1 mode-locking
solution) for σ = 0 (black circles) and σ = 0.05 (green circles). As can be seen,
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(a) (b) (c)
Figure 6.3: ISI and cycle histograms from numerical solutions of Eq. (6.1) for the same
parameters as in Fig. 6.2. (a): interspike intervals for deterministic case are ≈ 4 and
1 which are jittered (green circles) by adding noise (σ = 0.05) (b) and (c): the cycle
histograms represent the unnormalized probability density of the firing as a function of
the input phase. The corresponding vector strengths are also given in the plots.
noise blurs the two interspike intervals. The probability of firing as a function of
the phase of the periodic input is known as a cycle histogram. Examples of such
histograms for the 2:1 patterns are shown in Fig. 6.3 (b) and (c) for the same
parameters as in panel (a). The non-noisy case, panel (b), shows two distinct
firing phases, while noise, σ = 0.05, jitters the firing phases and widens their
distribution, panel (c). These cycle histograms are constructed by dividing the
normalized phase to 2 × 103 bins. Whenever a spike occurs at a phase of the
sinusoidal input, the corresponding bin is incremented.
In Fig. 6.4, we show the effect of noise on the Arnol’d tongues structure
and devil’s stair case. As can be seen in the left panel, the ordered structure
of the Arnol’d tongues is blurred by the stochastic input (σ = 0.05). Between
the tongues the locking rotation numbers vary continuously as a function of the
constant input I0. Noise then allows for a smooth transition between mode-locking
regions which are no longer limited to ratios of integers (rational number)[106].
This can also be seen in the average firing rate of the EIF model (right panel).
The non-noisy case (black line) corresponds to the Arnol’d tongue structure in
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(a) (b)
Figure 6.4: Effect of noise on the Arnol’d tongues structure and devil’s staircase of the
EIF model as a function of I0 and for  = 1. (a): vector strength is plotted for the EIF
model receiving stochastic input Iapp with σ = 0.05. The structure of Arnol’d tongues
is blured, though the dominant locking solutions are still clear. (b): the firing rate of
the non-noisy EIF model (black line) which each step corresponds to a rational number.
By adding a small noise (green line), σ = 0.05, the dominant mode-locked solutions are
still 1:1 and 2:1, although each step becomes smoother. For large noise intensity (red
line), σ = 0.5, the steps disappear and the slope becomes smooth. Other parameters
are as in Fig. 6.1.
Fig. 6.1. Adding noise, σ = 0.05 has the effect of smoothing the devil’s staircase
(green line) which corresponds to the Arnol’d tongues in panel (a) and as the noise
intensity increases (σ = 0.5), the step-like structures change into a smooth slope
(red line).
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Chapter 7
Conclusion
I have already closed each chapter with a brief summary and discussion of results.
Here, I complete the discussion with the outlook of each chapter. First the central
findings of each chapter is reviewed.
In Chapter 2, I studied the response of the periodically driven RF neuron
model in terms of mode-locking solutions as well as chaotic solutions. The main
result of this chapter is that the existence of the subthreshold resonance causes
chaotic responses when the input frequency is close to the resonance frequency.
This is an important result as it was shown that the periodically driven leaky IF os-
cillators fail to reproduce chaotic behavior [30]. Although other modified IF neuron
models such as the ghostbursting model [90] and IF with threshold fatigue [26] un-
der periodic forcing can exhibit chaotic behavior, they cannot describe subthreshold
resonant behavior. Furthermore, It is shown [19, 138] that the periodically driven
RF model with additive noise would exhibit firing-rate resonance if the noise level
is sufficiently large. Our result highlights that even in the absence of the noise,
the subthreshold resonance reveals itself by generating chaotic firing pattern.
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In Chapter 3, the EIF model was considered and the effect of fast and slow
synaptic fluctuations on the steady-state firing rate was examined. The following
main findings were obtained: similar to the response of the QIF model [18], the first
order correction to the steady-state firing rate for fast synaptic inputs is of order of
τs/τm (the ratio of synaptic time constant to the membrane time constant). This
means the EIF model is less sensitive to fast filtered noise than the LIF neuron in
which the firing rate decreases as
√
τs/τm [51]. For slow noise, I approximated the
firing rate in both sub- and suprathreshold regimes. In subthreshold regime, the
neuron responds only if large and rare synaptic fluctuations exist. Similar behavior
was observed for LIF neurons [14, 116].
In Chapter 4, I addressed the dynamics response of the EIF model subject
to fast synaptic filtering when an additional weak oscillatory input is added. The
central finding was deriving the linear correction of the firing-rate response to both
mean input and noise intensity oscillations. Although the dynamics response of
the IF neurons subject to white or coloured noise [15, 17, 51, 58, 99, 100, 148] as
well as the EIF neuron with white noise [135, 141] have been previously studied,
a full description of the firing-rate response of the EIF neuron with coloured noise
for the whole range of the input frequency was missing. Our results in both low
and high input frequencies showed similar dynamical response as for the EIF model
with white noise [135].
Introducing the EIFh model in Chapter 5, I studied the effect of fast sodium
inactivation on the response properties of the neuron. The important results in
this chapter were: as for the EIF and QIF models [52] in the steady-state case, the
response of the neuron near the critical current showed a square root dependency
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on the input current. In the dynamics case, we found that fast sodium inactivation
has significant effect on the response at low frequencies while at high frequencies,
the amplitude of the response decreases as 1/ω as in the EIF model [51, 52, 135].
Finally examples of the deterministic and stochastic mode-locking of the
EIF model are given in Chapter 6.
Chapter 2:
In Chapter 2, the RF model was used to examine the effect of subthreshold res-
onance on the response of neurons to periodic inputs. The response to periodic
inputs included p : q mode-locked patterns as well as chaotic firing patterns which
were the result of interaction between the internal time scales and time scales of
the input. Using a one-dimensional time map arising through the study of the RF
system together with smooth and nonsmooth bifurcations, we determined mode-
locked solutions and found their stability regions (Arnol’d tongues) analytically.
The existence of the subthreshold resonance caused chaotic responses when the
input frequency was close to the resonant frequency. A resetting function imposed
on the RF system was defined to map both the voltage and the resonant current.
If the resonant current has time scales slower than the voltage dynamics, it is
more realistic to reset just the voltage. This results in a two-dimensional firing-
time map. The study of this map and the dynamics of the firing times in terms
of periodic and chaotic still need to be done. The RF model has the advantage
of being piecewise linear which we used in our analysis, however, as for the LIF
model, it does not generate real action potentials. A possible treatment would
be adding a spike-generating current into the voltage dynamics. This current, as
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for the EIF model [52], can have an exponential form representing the activation
of the sodium current. In the context of mode locking, it is worth exploring how
periodic forcing can be transduced in this modified model and how the underlying
subthreshold resonance influences this transduction.
Experimental results show that cortical neurons in vivo are subject to a con-
siderable amount of synaptic noise. The effect of such stochastic input on neuronal
response is another important factor that should be taken into account. Stochas-
tic forcing turns a quiescent excitable system into a stochastic oscillator and in
suprathreshold regimes, turns the deterministic oscillator into a noise-perturbed os-
cillator [91]. Noise also smooths the input-output curve and can significantly alter
p : q deterministic mode-locking structures [109, 153, 107]. Recently, stochastic
mode locking was studied in ventral cochlear nucleus chopper and onset neurons
[92]. In stochastic mode locking, firing are caused by the combination of noise and
periodic forcing. While noise randomly creates firing in the subthreshold regime,
it can also destroy firing that are otherwise mode locked to a periodic input in
the suprathreshold regime. It can cause skipping observed in mechanoreceptors
[42], the hair cells of the auditory system, receptors of the electrosensory systems,
and in the primary visual cortices [108]. Skipping was also shown [104] for the
FitzHugh-Nagumo model in the suprathreshold regime, which was due to the ac-
tion of noise on chaotic dynamics. It was also observed in a chaotic map based on
excitable dynamics [80]. It is worth studying stochastic mode locking, skipping,
and the underlying stochastic bifurcations for periodically forced RF neurons with
filtered synaptic inputs. Apart from this, noise may enhance the regularity of firing
(coherence resonance) [105, 97, 98, 100, 128], can allow encoding subthreshold
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inputs via stochastic resonance [56, 99], and produce mean-frequency locking [96].
These phenomena can be studied by means of ISI histograms and power spectral
density [96, 100] which would help in the understanding of the following questions:
does the noise regularize the neural firing with or without forcing? under which
conditions is the periodic forcing best expressed in the output spike train given
that without noise, it does not cause firing? how does the underlying subthreshold
resonance influence the noise-induced firing? and how can noise help coding ape-
riodic signals [24, 27]. Further studies are required to answer these questions for
RF neurons. It was also shown that in a periodically forced RF neuron fluctuating
synaptic inputs helps the subthreshold resonance properties to be revealed [19],
i.e., a sufficiently large amount of noise is necessary for the subthreshold resonance
to be able to create a firing-rate resonance. This result was obtained in the limit
of slow resonant current compared to the membrane potential dynamics by using
a probability density approach similar to the method we used in Chapters 3 and
4. It would be interesting to use this approach and obtain the effect of filtered
synaptic fluctuations on the firing-rate response of the RF neuron in the limit of
fast resonant currents. The study of the RF neuron with or without noise is also
important at the network level where underlying conditions for synchronized and
desynchronized states need to be investigated. In conclusion, exploring these ideas
and questions for the RF neuron would increase our understanding of the behavior
of resonant neurons.
Chapters 3 and 4:
We examined the effects of filtered synaptic fluctuations on the input-output prop-
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erties of a population of postsynaptic EIF neurons. Using a population density
method [17, 51], we obtained an approximation to the steady-state firing rate in
Chapter 3 and presented, in Chapter 4, the linear response theory for the firing
rate of the model in response to both time-dependent input currents and time-
dependent noise intensity. Population density methods are usually used to study
stochastic models of neurons theoretically and numerically. These methods in
principle turn the liability of a large number of stochastic single neurons into an
advantage. If the stochastic behavior of thousands of single neurons should be
followed, the number of related equations can be huge. Solving such a large sys-
tem of equations would be a computational problem. Instead, one may track the
distribution of neurons over state space. The population density method used here
utilized the Fokker-Planck formalism and a perturbative approach [15, 16, 51, 116]
from which the steady-state and dynamics distribution of the membrane poten-
tial and the rate density were approximated. The threshold integration method
[135] was then adapted to calculate these approximations. There are other ap-
proaches on the probability density such as implicit methods for numeric solving
of the Fokker-Planck equation [127, 66]. By considering realistic synaptic kinetics
and/or several types of excitation and inhibition and also different types of ionic
currents, the dimension of state variables increases and there would be a real con-
cern on the computation time of the numerical solution using implicit methods
[22, 127, 70] or direct numerical simulations. Therefore, a computationally effi-
cient and tractable method is a real need. One possible candidate is the threshold
integration method. Many important quantities that characterize the dynamics of
networks of EIF neurons can also be obtained using this method [136, 137]. There-
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fore, we hope that the threshold integration method would serve as a time-saving
computational tool especially if it is applied to large-scale modeling of neuronal
networks.
In the majority of theoretical and experimental works, diffusion approxi-
mation (due to high presynaptic rates and low postsynaptic potential amplitude)
are used to model fluctuating synaptic inputs with a Gaussian noise and the ef-
fects of shot noise (due to low rate poisson distributed presynaptic inputs) are
ignored. It has recently been shown [69, 139, 140, 141] that shot noise gives
substantial improvement over the results given by the conventional Fokker-Planck
equation that assumes Gaussian noise. Further, temporal correlation of synaptic
inputs [23, 36] has significant impacts on firing properties of neurons. Caˆteau and
Reyes [23] modeled synaptic noise with a coloured noise whose autocorrelation
had a negative component. This is different from the coloured noise we used here
in which the autocorrelation decays exponentially without a negative component.
Therefore, developing the methods used here to take into account such temporal
correlations in synaptic input or synaptic shot noise is worth pursuing. It would
be particularly interesting to study how they influence the firing-rate response of
the EIF neuron and the collective response of networks of EIF neurons. As for
the RF neuron, similar discussion from the stochastic resonance point of view can
be given here. Whether a synaptic noise can enhance the sensitivity of the EIF
neuron to weak inputs and in the context of coherence resonance, can regularize
the spike train of the neuron still need to be examined. Understanding how the
properties of single neurons affect the collective properties of networks of neurons
is also crucial. The linear firing-rate response of the EIF neuron determined in
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Chapter 4 is a key quantity in the analysis of this question and the determination
of the conditions of network oscillations as was previously studied for LIF neurons
[15, 16, 20, 57] and for networks of excitatory neuron with adaptation current [55].
Therefore, the methods and results obtained in Chapters 3 and 4 would allow for
an analysis of the role of synaptic noise in the collective behavior of networks of EIF
neurons. Similar discussions as in Chapter 2 regarding deterministic and stochastic
mode locking can be given here, whether the periodically forced EIF neuron model
can exhibit chaotic behaviour is also worth studying. Finally, our findings reveal
that the EIF model retains the dynamical behavior of type I HH-type neurons
while still being tractable (analytically and numerically). An important feature of
the EIF model is the spike-generating mechanism which is the main factor of the
dynamics response of neurons. In the LIF model, which does not incorporate a
dynamic action potential onset, the response to high-frequency inputs is instanta-
neous [17, 51]. This behavior disagrees with the response of conductance-based
models [52, 123]. Our results on the linear response amplitude of the EIF model
showed a 1/ω decay at high frequencies such that increasing the action potential
onset speed (by decreasing ΔT ) can cause lifting the response amplitude to a larger
transmission amplitude, enabling the neuron to respond to larger frequencies. In
conclusion, these features make the EIF model practically suitable for gaining a
better understanding of response properties of cortical neurons, in particular in
information processing. However, a major weakness of this model is that it does
not produce the threshold potential variability observed in experimental studies of
cortical neurons [126]. In Chapter 5, the EIF model was improved to capture this
behavior.
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Chapters 5:
We introduced a modified model of the EIF model referred to as the EIFh model
which incorporates the dynamics of fast inactivation of the sodium current, h.
The steady-state and dynamics response properties of the EIFh model with filter-
ing synaptic inputs were studied. The results were also compared with those of
the EIFh∞ model in which the inactivation variable is instantaneous. Both models
showed similar steady-state characteristics. The results of the dynamic response of
these models when subjected to fast synaptic fluctuations showed similar behaviors
at low frequencies and a 1/ω decay of the response amplitude in high-frequency
limits which was the case for the EIF model. The response amplitude of the EIFh
model at high frequencies, however, was shifted to a larger transmission amplitude
relative to that of the EIFh∞ model and at the same level of the EIF response
amplitude. For the computation of the linear response amplitude of the EIFh∞
model, we used the linear response theory and the perturbative approach given
in Chapters 3 and 4, while for the corresponding result of the EIFh model, we re-
stored to direct numerical simulations. It would be of great interest to develop the
methods used for the EIFh∞ to compute the linear response of the EIFh model.
Due to the existence of two small parameters, fast kinetics of the h variable (τh)
and short synaptic time constant (τs), a possible way would be performing the
perturbation in both τh/τm and τs/τm limits and finding the first order correction
to the probability density in both parameters. The EIF model with fast inactivation
can produce realistic action potentials with rapid dynamics as well as variable on-
set potential. These are key features of the initiation dynamics of cortical neuron
action potential which play important role in encoding of fast signals [126]. Al-
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though our results on the filtering properties derived in the framework of the EIFh
and EIFh∞ models did not show any qualitative difference with the EIF neuron,
another inactivating mechanism of sodium channels has been known experimen-
tally [50, 113] which has slow onset and recovery and which is distinct from the
fast inactivation. We expect it would have different effects on response properties
of neurons. Such slow mechanisms of inactivation carry the memory of previous
spikes and can increase the ISI after a spike. It can also cause slow spike-frequency
adaptation [50, 10]. Further studies are required to determine functional impacts
of slow inactivation on neuronal response properties, particularly on the response
of neurons to rapidly varying inputs. We propose a new model based on the EIF
model by including the slow inactivation dynamics. Similar to the EIFh model,
this model can capture key features of the action potential of cortical neurons.
It remains to examine the information processing of the EIF model with slow in-
activation which would increase our understanding of the response properties of
neurons in particular in the region of action potential generation. For a similar
mechanism in which the threshold voltage carries memory [24], it is shown that
the synaptic noise may enhance encoding of a periodic input. Another idea would
be studying the effect of the slow inactivation on spike timing of the EIF model in
terms of stochastic resonance and coherence resonance.
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Appendix A
Threshold integration method
In this section, we describe the threshold integration method [135, 136]. This
method allows for a fast computation and high numerical precision, hard to achieve
by direct numerical simulations. We use this method to compute the steady-state
and dynamics firing rate of the EIF neuron obtained in Chapters 3 and 4.
A.1 The steady-state firing rate
In the fast synaptic limit, the first- and second-order contribution to the steady-
state firing rate, given by Eqs. (3.27) and (3.38), are composed of double integrals
and hence not easy to compute. To deal with this problem, we first compute
integrals in Eqs. (3.25) and (3.37) numerically. These integrals satisfy a differential
equation of the form
− ∂VQ = GQ+ E , Q(Vth) = 0, (A.1)
where G(V ) = −f(V )/σ2 and E is a function of voltage. Eq. (A.1) can be solved
by backward integration from Vth to a lower bound Vlb with step size δV and
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writing the solution at each point as
Q(Vk−1) = Q(Vk) exp
(∫ Vk
Vk−1
G(u) du
)
+
∫ Vk
Vk−1
E(u) exp
(∫ u
Vk−1
G(w) dw
)
du,
(A.2)
where V0 = Vlb, Vn = Vth and k = 0, . . . , n. By expanding G and E around the
value Vk to zero order in δV , expression (A.2) is approximated by
Q(Vk−1) ' Q(Vk)Ak + δV BkE(Vk), k = 0, . . . , n (A.3)
where Ak = exp
(
δV G(Vk)
)
, Bk =
(
exp
(
δV G(Vk)
)− 1)/(δV G(Vk)) and Bk =
1 when G(Vk) = 0.
In zero order, from Eq. (3.25), we have E(V ) = (τm/σ2)Θ(V − Vre) and
since
∫
Q0 dV = 1, we obtain r0 = 1/
(
δV
∑n
k=0Q(Vk)
)
. Similarly, for the
second order, Eq. (3.37) results in E(V ) = (3/2)∂2V fQ0+2∂V f∂VQ0. Therefore,
combining the normalization condition,
∫
Q2 dV = 0 and Eq. (3.38), we find
r2 = −r0δV
n∑
k=0
Q(Vk)+ r
2
0τmδV
[ 1
ΔT
+
3
2
f(Vre)
σ2
] m∑
k=0
exp
(
ψ(Vre, Vk)
)− 3
2
r20τm,
where Vm = Vre.
A.2 The dynamics response
In the dynamics case, the first- and second-order contribution to rˆ(ω) are obtained
by solving systems of equations in the following form
− ∂V Qˆ = GQˆ+ τm
σ2
gˆ + E ,
− ∂V gˆ = iωQˆ+H− rˆδ(V − Vre).
(A.4)
This holds for both mean inputs (see systems of equations (4.28) and (4.38)) and
noise intensity modulations (see systems of equations (4.54) and (4.59)). Systems
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of this form are easily solved by separating solutions as
Qˆ = rˆQˆh + Qˆp, gˆ = rˆgˆh + gˆp. (A.5)
Therefore, the pair Qˆh and gˆh satisfy the system
− ∂V Qˆh = GQˆh + τm
σ2
gˆh,
− ∂V gˆh = iωQˆh − δ(V − Vre),
(A.6)
with initial conditions Qˆh(Vth, ω) = 0 and gˆh(Vth, ω) = 1. The pair Qˆp and gˆp
address the non-homogeneous solution and satisfy the system
− ∂V Qˆp = GQˆp + τm
σ2
gˆp + E ,
− ∂V gˆp = iωQˆp +H,
(A.7)
with initial conditions Qˆp(Vth, ω) = 0 and gˆp(Vth, ω) = 0.
Now, using the same integration scheme used for the steady state, one can
integrate systems (A.6) and (A.7) from Vth to the lower bound Vlb and write the
solution at each step. This produces, for the homogeneous part
Qˆh(Vk−1, ω) = Qˆh(Vk, ω)Ak +
τm
σ2
δVBkgˆh(Vk, ω),
gˆh(Vk−1, ω) = gˆh(Vk, ω) + δVH(Vk, ω)− δ(Vk − Vre), k = 0, . . . , n
with initial conditions Qˆh(Vn, ω) = 0 and gˆh(Vn, ω) = 1. For non-homogeneous
part, we have
Qˆp(Vk−1, ω) = Qˆp(Vk, ω)Ak + δVBk
(τm
σ2
gˆp(Vk, ω) + E(Vk)
)
,
gˆp(Vk−1, ω) = gˆp(Vk, ω) + δVH(Vk, ω), k = 0, . . . , n
with initial conditions Qˆp(Vn, ω) = 0 and gˆp(Vn, ω) = 0. Therefore, the corrections
to the firing-rate response can be readily obtained for the mean inputs oscillations
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from Eqs. (4.30) and (4.43), and for the noise intensity oscillations from Eqs. (4.55)
and (4.62).
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Appendix B
Gating variables of
conductance-based models
B.1 Hodgkin-Huxley model
Introduced by Hodgkin and Huxley [68], the Hodgkin-Huxley (HH) model is a single
compartment model with one sodium, potassium, and leakage current satisfying
C
dV
dt
= −IL − INa − IK + Iapp, (B.1)
where C is the membrane capacitance (C = 1 μF/cm2), IL = gˉL(V −EL) is the
leak current (gˉL = 0.3 ms/cm
2; EL = −68 mV), INa = gˉNam3h(V −ENa) is the
sodium current, IK = gˉKn
4(V − EK) is the potassium current, and Iapp is the
input current.
The dynamical equations for gating variables are
dw
dt
= αw(V )(1− w)− βw(V )w, (B.2)
where w = n,m, h. It is also conventional to write Eq. (B.2) as
τw(V )
dw
dt
= w∞(V )− w, (B.3)
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where τw = [αw + βw]
−1 is the time constant of w and w∞ = αw/[αw + βw] is
the final (steady-state) value of w for a particular voltage.
The specific functions for αw and βw proposed by Hodgkin and Huxley are
αm =
0.1(V + 35)
1− exp[−0.1(V + 35)] , βm = 4 exp[−(V + 60)/18], (B.4)
αh = 0.07 exp[−(V + 58)/20], βh = 1
exp[−0.1(V + 28)] + 1 , (B.5)
αn =
0.01(V + 34)
1− exp[−0.1(V + 34)] , βn = 0.125 exp[−(V + 44)/80]. (B.6)
The maximum conductance densities and the reversal potentials of the ionic cur-
rents are gˉNa = 120 ms/cm
2, ENa = 55 mV, gˉK = 36 ms/cm
2, and EK =
−72mV.
B.2 Wang-Buzsa´ki model
The Wang-Buzsa´ki (WB) model was introduced by Wang and Buzsa´ki [160] which
is a modified version of the original HH model with type I dynamics.
The WB membrane voltage is governed by Eq. (B.1) where INa and IK
are identical to the HH equation except that WB model makes the simplifying
assumption that the sodium activation is instantaneous. The dynamical equation
of each gating variable satisfies Eq. (B.2) and the corresponding parameters of
gating variables are given by Eqs (B.4)-(B.6).
B.3 Moris-Lecar model
The parameters values for the Moris-Lecar model are as follow: EK = −70 mV,
EL = −50 mV, ECa = 100 mV, gˉK = 2 mS/cm2, gˉCa = 1 mS/cm2, gL = 0.5
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mS/cm2, V1 = −1 mV, V2 = 15 mV, V3 = 10 mV, V4 = 14.5 mV, and φ = 0.333
(ms)−1.
B.4 Pushchino model
The Pushchino model [82] is a piecewise linear model of the Fitzhugh-Nagumo
model with f(V ) and g(V ) defined as follow
f(V ) =

−30V, V < V1,
γV − 0.12, V1 < V < V2,
−30(V − 1), V > V2,
(B.7)
g(V,w) =
1
τ(V )
(V − w), τ(V ) =

2, V < V1,
16.6, V > V1,
(B.8)
with V1 = 0.12/(30 + γ) and V2 = 30.12/(30 + γ).
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