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Abstract
To achieve the available performance gains in half-duplex wireless relay networks, several cooperative
schemes have been earlier proposed using either distributed space-time coding or distributed beamforming
for the transmitter without and with channel state information (CSI), respectively. However, these schemes
typically have rather high implementation and/or decoding complexities, especially when the number of
relays is high. In this paper, we propose a simple low-rate feedback-based approach to achieve maximum
diversity with a low decoding and implementation complexity. To further improve the performance of the
proposed scheme, the knowledge of the second-order channel statistics is exploited to design long-term
power loading through maximizing the receiver signal-to-noise ratio (SNR) with appropriate constraints.
This maximization problem is approximated by a convex feasibility problem whose solution is shown to
be close to the optimal one in terms of the error probability. Subsequently, to provide robustness against
feedback errors and further decrease the feedback rate, an extended version of the distributed Alamouti
code is proposed. It is also shown that our scheme can be generalized to the differential transmission
case, where it can be applied to wireless relay networks with no CSI available at the receiver.
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2I. INTRODUCTION
The performance of wireless communication systems can be severely affected by channel fading. To
combat fading, multi-antenna systems are commonly used as in such systems, the existence of independent
paths between the transmitter and receiver can be used to achieve a higher degree of diversity than in
single-antenna systems [1]–[3]. However, restrictions in size and hardware costs can make the use of
multi-antenna systems impractical in wireless networks. Fortunately, similar independent paths are also
available in wireless networks with multiple single-antenna nodes, where some nodes are used as relays
that help to convey the information through the network. Using such relays between the transmitter and
receiver nodes offers the so-called cooperative diversity and, hence, can be a good alternative to using
multiple antennas at the transmitter and/or receiver. Several cooperation methods between network nodes
have been proposed based on different relaying strategies; see [4]–[10] and references therein.
Among different relaying approaches, techniques using the amplify-and-forward relaying strategy are
of especial practical interest because they do not require any signal processing (such as decoding or
compression) at the relays.
The use of space-time codes (originally developed for multi-antenna systems [11], [12]) in a distributed
fashion has been proposed for relay networks in [4] and [13] using the amplify-and-forward approach. In
this cooperative strategy, the source terminal first transmits the information symbols to the relays. Then,
the relays encode their received signals and their conjugates in a linear fashion and transmit them to the
destination node. This can be viewed as distributed space-time coding (DSTC). The DSTC techniques
only require the knowledge of the received signal powers at the relays and can achieve the maximum
diversity available in the network. In [14], orthogonal space-time block codes (OSTBCs) [12], [15] and
quasi-orthogonal STBCs (QOSTBCs) [16], [17] have been used along with the DSTC strategy of [13].
Both these DSTC approaches have been shown to offer maximum diversity, optimal diversity products,
low maximum likelihood (ML) decoding complexity, linear encoding of the information symbols, and
robustness against relay failures. Unfortunately, for more than two relays, the maximum rate of OSTBCs
reduces [18], the decoding delay increases, and the linear ML decoding complexity is no longer achievable
[14]. Furthermore, QOSTBCs are only applicable to particular cases with certain numbers of relays. In
addition, their decoding complexity is higher than that of OSTBCs.
In [19], four-group decodable DSTCs1 for any number of relays are proposed. Although this approach
reduces the decoding complexity as compared to the full ML decoder, its complexity is still rather high,
1For these codes, it is possible to split the maximum likelihood decoding problem into four independent subproblems.
3especially in the case of more than four relays. To recover the simple symbol-by-symbol ML decoding
property of the distributed OSTBCs for more than two relays, the use of the source-to-relay CSI at the
relays has been proposed [14], [20]. However, as shown in [14], this does not improve the resulting
diversity or coding gains.
Another promising approach to amplify-and-forward relaying in wireless networks is distributed beam-
forming; see [21]–[26] and references therein. As most of distributed beamforming techniques require the
full knowledge of the instantaneous CSI for both the source-to-relay and relay-to-destination links and,
moreover, require a feedback link between the destination and relays, the complexities of these techniques
are rather high. To decrease the distributed beamforming complexity, the use of quantized feedback for
selecting beamforming weights from a codebook has been proposed in [27]. However, the codebook
design requires a costly numerical optimization and the resulting codebook needs to be transmitted to
each relay every time when the channel statistics or the transmitted powers change.
In this paper (see also [28] and [29]), we consider a wireless network where each relay only needs to
know its average received signal power (which is a common assumption for DSTCs) and further assume
that one-bit feedback per relay is available for every channel realization. The proposed scheme is based on
the ideas of partial phase combining (PPC) [30], [31] and the group coherent codes (GCCs) [32] originally
introduced for traditional multiple-antenna systems. It will be shown by means of an approximate symbol
error rate (SER) analysis that such a low-rate feedback is sufficient to achieve maximum diversity with
an additional coding (power) gain. Furthermore, the proposed scheme will be shown to enjoy linear
decoding complexity and minimum decoding delay for any number of relays. Although the best possible
choice for the feedback bits has to be found by a full search, we provide two much simpler methods to
judiciously choose these bits.
It should be noted that several techniques related to the proposed scheme have been developed in [33]–
[35] in the context of sensor networks. In these papers, randomly generated relay beamformer phases
are iteratively selected based on a low-rate feedback. In particular, in [35] the application of binary
signaling to the approach of [33], [34] has been considered. The scheme of [33]–[35] requires multiple
iterations to converge, and the number of such iterations is in average comparable to or larger than the
number of sensor nodes. In contrast to the approaches of [33]–[35], the proposed scheme will use a fixed
(substantially lower) number of feedback bits without any need for multiple iterations.
Since the quality of channel links can vary for different relays, we propose to use second-order channel
statistics to find proper “long-term” power loading coefficients for each relay. From the performance
viewpoint, these coefficients should be designed by minimizing the error probability as it was proposed
4in [36] for a two-relay network using the distributed Alamouti code. However, the approach of [36] does
not provide any extension to the case of more than two relays. As an alternative, we propose to use the
general idea of [24] to obtain the power loading coefficients by maximizing the average SNR subject to
individual power constraints. However, in contrast to [24], the loss in diversity is avoided by a proper
choice of the instantaneous feedback bits and by using appropriate constraints on these coefficients. It is
shown that using semi-definite relaxation (SDR), the resulting SNR maximization problem can be turned
into a convex feasibility problem which can be efficiently solved using interior point methods. Simulations
show that the resulting solution performs very close to the direct (computationally prohibitive) approach
that minimizes the Chernoff bound on the error probability using brute force optimization.
Using an extended version of the distributed Alamouti code, we further refine the proposed technique to
reduce the amount of feedback without affecting the benefits of linear decoding complexity and maximum
diversity. In addition, the use of such an extended distributed Alamouti code is shown to provide extra
robustness to erroneous feedback.
Finally, an extension of the proposed scheme for non-coherent receivers using differential transmission
is developed. It is demonstrated that the proposed non-coherent scheme enjoys the same advantages in
performance, decoding complexity and delay as its coherent counterpart.
The remainder of this paper is organized as follows. In Section II, the system model is developed.
Section III presents the proposed scheme. Its further refinement using the extended distributed Alamouti
code is discussed in Section IV. The differential transmission extension of the proposed techniques is
developed in Section V. Computer simulations are presented in Section VI and conclusions are drawn in
Section VII.
II. SYSTEM MODEL
Let us consider a half-duplex wireless relay network with R+ 2 nodes where each node has a single
antenna that can transmit or receive signals. Among these R + 2 nodes, one is the transmitter, one is
the receiver, and the remaining R nodes are the relays. It is assumed that the direct link between the
transmitter and the receiver can not be established and that the relay channels are statistically independent.
We consider the quasi-static flat fading channel case with the block length T , and denote the channel
coefficient between the transmitter and the ith relay by fi. Correspondingly, the channel coefficient
between the ith relay and the receiver is denoted by gi. We assume that fi and gi are independent random
variables with the probability density functions (pdf’s) CN (µfi , σ2fi) and CN (µgi , σ2gi), respectively, where
CN (·, ·) denotes the complex Gaussian pdf.
5We assume that the transmitter does not have any CSI. However, we consider a limited feedback link
between the receiver and each relay. This feedback link is used to transmit one bit for every channel
realization and can be also used to transmit long-term power loading coefficients (one per relay) every
time the channel means or variances change significantly. The receiver may or may not enjoy full CSI,
depending on the transmission mode (coherent or non-coherent) and the system is synchronized at the
symbol level.
At the transmitter side, T symbols s = [s1, . . . , sT ]T are drawn from an M -point constellation
according to the information bits to be sent. Here, (·)T denotes the transpose. The signal s is normalized
as E{sHs} = 1, where (·)H and E{·} denote the Hermitian transpose and the statistical expectation,
respectively. The transmission is carried out in two steps. In the first step, the transmitter sends
√
P0T s
from time 1 to T , where P0 is its average transmitted power. The received signal at the ith relay is given
by
ri =
√
P0Tfis+ vi (1)
where vi is the noise vector at the ith relay. In the second step, the ith relay sends the signal di to the
receiver from time T + 1 to 2T . At the receiver, we have
x =
R∑
i=1
gidi + n (2)
where x = [x1, . . . , xT ]T is the received signal and n is the receiver noise vector. We assume that the
entries of the noise vectors vi and n are i.i.d. random variables with the pdf CN (0, 1), that is, both these
noises have variance σ2 = 1.
The transmitted signal di at each relay is assumed to be a linear function of its received signal and
its conjugate [14], that is,
di =
√
Pi
mfiP0 + 1
biθi(Airi +Bir
∗
i )
=
√
P0PiT
mfiP0 + 1
biθi(fiAis+ f
∗
i Bis
∗) +
√
Pi
mfiP0 + 1
biθi(Aivi +Biv
∗
i ) (3)
where mfi , E{|fi|2} = |µfi |2 + σ2fi , bi ∈ {−1, 1} is a coefficient selected based on the value of the
one-bit feedback, θi (0 ≤ θi ≤ 1) is a real-valued long-term power loading coefficient that is adjusted
according to the channel statistics (as it will be explained in Section III-B), Pi is the maximum average
power available at the ith relay (while the actual transmitted power is Piθ2i ≤ Pi), (·)∗ denotes the
complex conjugate and the T × T matrices Ai and Bi are assumed to be either Ai = O with Bi being
unitary, or Bi = O with Ai being unitary. Here, O is the T ×T matrix of zeros. This assumption implies
6that the statistics of the noise remains unchanged and that the transmitted signal at each relay depends
either on its received signal or on the complex conjugate of this signal.
Using this model, let us introduce the following notations:
If Bi = O then A˜i = Ai, f˜i = fi, v˜ = vi, s˜i = s (4)
If Ai = O then A˜i = Bi, f˜i = f∗i , v˜ = v∗i , s˜i = s∗. (5)
Taking into account (3)-(5), the received signal model (2) can be written as
x = S(p⊙ h) +w (6)
where
S , [A˜1s˜1, . . . , A˜Rs˜R]
is the distributed space-time code matrix,
h = [h1, . . . , hR]
T , [f˜1g1, . . . , f˜RgR]
T
is the equivalent channel vector,
w = [w1, . . . , wT ]
T ,
R∑
i=1
√
Pi
mfiP0 + 1
biθigiA˜iv˜i + n (7)
is the equivalent noise vector,
p ,
[√
P0P1T
mfiP0 + 1
b1θ1, . . . ,
√
P0PRT
mfRP0 + 1
bRθR
]T
(8)
and ⊙ denotes the Schur-Hadamard (element-wise) matrix product.
III. THE PROPOSED COOPERATIVE TRANSMISSION SCHEME
In this section, we address the problem of selecting the coefficients bi (i = 1, . . . , R) and the long-term
power loading coefficients θi (i = 1, . . . , R). We assume that the value of p⊙h is known at the receiver
and there is a perfect (error-free) low-rate feedback link between the receiver and the relays. We will first
introduce the transmission strategy based on one-bit feedback per relay to choose the coefficients bi for
every channel realization. It will be shown that this transmission scheme achieves maximum diversity.
Subsequently, a further improvement of this scheme will be considered using an additional long-term
real-valued power loading coefficient to feed back from the receiver to each relay. These coefficients will
be computed using second-order channel statistics.
For the sake of simplicity, in this section we assume that T = 1. Hence, matrices Ai and Bi become
scalars and it is assumed that Ai = 1 and Bi = 0. Correspondingly, x, vi, n, w and s become scalars
7as well. A more general case when T > 1 (and when Ai and Bi are matrices rather than scalars) will
be considered in Section IV.
A. Using One-Bit Feedback Per Relay
As in the case of one-bit feedback the long-term power loading is not taken into account, all the relays
transmit with the maximum power Pi (i.e., θi = 1 for i = 1, . . . , R). In this particular case, the received
signal model (6) reduces to
x = 1TR(p⊙ h)s+ w (9)
where 1R is the R × 1 column vector of ones. For the sake of simplicity, the sub-indices in all scalar
values are hereafter omitted.
Using (7) and (9), the noise power can be expressed as
Pw = E{|n|2}+
R∑
i=1
Pi
mfiP0 + 1
E{|vi|2}b2i |gi|2 = 1 +
R∑
i=1
Pi
mfiP0 + 1
|gi|2. (10)
From (10) it is clear that the choice of bi does not affect the noise power. Using (9), the signal power
can be obtained as
Ps = |1TR(p⊙ h)|2E{|s|2}
=
∣∣∣∣∣
R∑
i=1
√
P0Pi
mfiP0 + 1
bifigi
∣∣∣∣∣
2
=
R∑
i=1
ρi,i|figi|2︸ ︷︷ ︸
γ
+
R∑
i,j=1
i 6=j
ρi,jbibjRe
{
figif
∗
j g
∗
j
}
︸ ︷︷ ︸
β
(11)
where
ρi,j ,
√
TP0Pi
mfiP0 + 1
√
TP0Pj
mfjP0 + 1
(12)
for i, j = 1, . . . , R, and Re {·} denotes the real part operation. In general, β can take negative values.
Clearly, such negative values of β will reduce the received SNR and affect the achieved diversity. Our
key idea here is to use the coefficients bi to ensure that β is always non-negative. It can be proved using
the same approach as presented in [32] that using values of bi ∈ {−1, 1} is sufficient to guarantee β ≥ 0.
This results in a scheme with the diversity order proportional to R, as stated in the following proposition.
Proposition 1: If β ≥ 0, then the average symbol error probability (SER) for (9) can be upper bounded
by
SER ≤ κP−R(1− log log PlogP ) (13)
for large R and large P , where P is the total power in the network and κ is a constant.
8Proof: See Appendix.
It follows from Proposition 1 that the achievable diversity order of the proposed scheme is R.
Since positive values of β will provide an additional signal power gain, the optimal values of bi
(i = 1, . . . , R) can be obtained through maximizing β. This is an integer maximization problem that
requires a full search over all possible values of bi. Clearly, if the number of relays is large, then such a
full search procedure can be impractical. To reduce the complexity, we propose a near-optimal solution
based on SDR, that we denote hereafter as Algorithm 1.
Note that, according to (11), the choice of bi does not affect the value of γ. Therefore, to maximize
Ps, it is sufficient to maximize β in (11). Let us express Ps in a more convenient form by extending the
notation for ρi,j in (12) with
ρi,0,
√
PiP0T
mfiP0 + 1
and denoting
h¯ , [ρ1,0f1g1, . . . , ρR,0fRgR]
T . (14)
Using (14), the signal power (11) can be expressed as
Ps = |h¯Hb|2
where b , [b1, . . . , bR]T . Defining Q¯ , h¯h¯H , we can write the optimization problem as
max
b∈{−1,1}R
bT Q¯b. (15)
As bT Q¯b = tr(bbT Q¯), the optimization problem in (15) can be rewritten as
max
B
tr(BQ¯) s.t. rank{B} = 1, B  0, [B]ii = 1, i = 1, . . . , R (16)
where B , bbT , b ∈ RR, tr(·) stands for the trace of a matrix, R denotes the set of real numbers,
and [B]ii denotes the ith diagonal element of B. Problems similar to (16) arise in the context of ML
detection. Solutions close to the optimal one can be efficiently found using the SDR approach [37], whose
essence is to omit the rank-one constraint rank{B} = 1 in (16) and, therefore, approximate the latter
non-convex problem by a convex problem
max
B
tr(BQ¯) s.t. B  0, [B]ii = 1, i = 1, . . . , R. (17)
Note that this problem can be efficiently solved using interior point techniques [37]–[39]. Generally, the
resulting solution for B is not guaranteed to be rank-one. If it is rank-one, then its principal eigenvector
9is the optimal solution to (15). Otherwise, a proper approximate solution for θ can be recovered from B
using randomization techniques, see [37] and [39] for more detail.
Thus, our SDR-based approach can be summarized as follows.
Algorithm 1
1. At the receiver, find the solution to (17) using the approach of [37].
2. Send the so-obtained bi from the receiver to the ith relay node for each i = 1, . . . , R using one-bit
per relay feedback.
As it will be shown throughout our simulations, the use of the SDR approach results in a performance
that is very close to that of the full search-based approach. The complexity of the SDR approach is much
lower than that of the full search; see [37] for details.
To further reduce the complexity, let us discuss a simpler algorithm to obtain acceptable values of bi
that can be formulated using the general idea of [32]. The essence of this algorithm is to use a greedy
selection of the values of bi in a consecutive way. This algorithm can be summarized as the following
sequence of steps:
Algorithm 2
1. Set b1 = 1 and τ1 = h1.
2. For i = 2, . . . , R, compute
bi = sign(Re {h∗i τi−1}), τi = τi−1 + bihi
where sign(·) is the sign function.
3. Send the so-obtained bi from the receiver to the ith relay node for each i = 1, . . . , R using one-bit
per relay feedback.
Note that Algorithm 2 does not result in the optimal values of bi, i = 1, . . . , R. However, Algorithm 2
is computationally much simpler than Algorithm 1. Hence, these two alternative techniques are expected
to provide different performance-to-complexity tradeoffs.
B. Choosing Long-Term Power Loading
So far, we have not considered the use of power loading, θi, for each relay. In practical scenarios,
relays are distributed randomly in an area between the transmitter and the receiver. As a result, the
power loss characteristics in the source-to-relay and relay-to-destination links are different for each
relay. Furthermore, different relays may have different transmitted power constraints. Therefore, in such
10
scenarios, some power loading strategy should be employed to take into account such differences in
channel quality and/or constraints on the relay transmitted power.
From the performance viewpoint, the optimal power loading should be designed by minimizing the error
probability as proposed in [36] for a two-relay network using the distributed Alamouti code. However,
the approach of [36] does not provide any extension to the case of more than two relays. As an alternative
to the error probability criterion, we propose to use the general idea of [24] to obtain the power loading
coefficients by maximizing the average SNR subject to individual power constraints.
In what follows, the maximization of the average received SNR is used as a criterion to design the
power loading coefficients θi. Note that a related strategy to choose the beamforming weights was also
used in [24]. However, we will show that in contrast to [24], full diversity can be achieved in our case
by using the optimal feedback values bi along with the coefficients θi.
First, let us evaluate the average signal power, that is
E{Ps} = E{γ˜}+ E{β˜} (18)
where
γ˜ ,
R∑
i=1
ρi,iθ
2
i |figi|2 (19)
β˜ ,
R∑
i,j=1
i 6=j
ρi,jθiθjbibjRe
{
figif
∗
j g
∗
j
}
. (20)
Note that in (18), the analytical evaluation of E{β˜} is very difficult due to the dependence of bi
(i = 1, . . . , R) on the instantaneous channel values. Therefore, using (19)-(20) and assuming that the
optimal bi(i = 1, . . . , R) are selected, we propose to approximate (18) as
E{Ps} ≈
R∑
i,j=1
ρi,jθiθj|Re
{
E{figif∗j g∗j }
} |. (21)
The quality of this approximation is illustrated in Fig. 1 where the exact value of E{Ps} and its
approximation (21) are plotted versus P normalized by the noise variance σ2. In this figure, it is assumed
that R = 4 and θi = 1 (i = 1, . . . , R). All the channels are assumed to be complex circular Gaussian
random variables with zero-mean and unit variance.
Another important question when using this approximation is how close the values of achieved average
SNR obtained from the approximation in (21) and from the exact value of E{Ps} are. This question
was investigated by means of extensive Monte-Carlo simulations that, for the sake of brevity, are not
presented in all detail. These simulations have involved different channel scenarios, randomly generated
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channel coefficients for each particular scenario, and different numbers of relays lying in the interval
R = 2, . . . , 7. The optimal coefficients θi have been obtained by brute force optimization of E{Ps} and
their approximate values have been found by optimizing (21). Then, the achieved average SNRs were
compared for two so-obtained sets of optimized power loading coefficients.
The results of this comparison have verified that the difference between the exact optimal SNR
(computed numerically via brute force optimization of E{Ps}) and its approximation computed via (21)
is, in average, less than 3%. This implies that the approximation (21) is worth using for maximizing the
average SNR by power loading.
Using the statistical independence of all source-to-relay and relay-to-destination channels, we can now
estimate the expected value in (21) as
E{figif∗j g∗j } = E{fif∗j }E{gig∗j } = (µfiµ∗fj + δijσ2fi)(µgiµ∗gj + δijσ2gi) (22)
where δij is the Kronecker delta.
Let us define the real-valued matrix Q with the (i, j) entry as
[Q]i,j = ρi,j
∣∣∣Re{(µfiµ∗fj + δijσ2fi)(µgiµ∗gj + δijσ2gi)}∣∣∣ (23)
for i, j = 1, . . . , R. Using (22) and (23), equation (21) can be written as
E{Ps} ≈ θTQθ (24)
where θ , [θ1, . . . , θR]T . Using the fact that the noise waveforms and the channel coefficients are
statistically independent, the noise power can be expressed as
E{Pw} = E{|n|2}+
R∑
i=1
θ2i Pi
mfiP0 + 1
E{|vi|2}E{|gi|2} = 1 +
R∑
i=1
θ2i Pimgi
mfiP0 + 1
and further rewritten as
E{Pw} = θTWθ + 1 (25)
where
W , diag
(
mg1P1
mf1P0 + 1
, . . . ,
mgRPR
mfRP0 + 1
)
and diag (·) denotes a diagonal matrix. Using (24) and (25), the maximization of the receiver SNR over
θ can be approximately written as
max
θ
θ
TQθ
θTWθ + 1
s.t. θ2i ≤ 1, i = 1, . . . , R (26)
where instead of the signal power we use its approximation given by (21).
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If the aggregate power constraint (θTθ = R) is used instead of the individual relay power constraints
in (26), the resulting problem becomes
max
θ
θ
TQθ
θT (W + (1/R)IR))θ
s.t. θTθ = R. (27)
Solving (27) amounts to the unconstrained optimization of the objective function in (27) (that boils down
to solving a generalized eigenvector problem) followed by rescaling the so-obtained vector θ to satisfy
the constraint θTθ = R.
In what follows, we consider a more practical case of individual power constraints rather than the
aggregate power constraint.
As mentioned above, the design of power loading coefficients by maximizing the average SNR does
not take into account the diversity aspect of the problem. In fact, maximizing the average SNR can result
in a solution with a poor performance in terms of the error probability. This can particularly be the case
if some of the resulting values of θi are small, so that the diversity order suffers. Indeed, if θi is close to
zero at the ith relay, then this is equivalent to switching off the ith relay for all the transmissions within
the time interval where the current value of θi is used. According to Proposition 1, this will reduce the
diversity order.
To prevent such a loss in diversity, an additional constraint θ2i ≥ θ¯2i can be used where θ¯2i is a
preselected minimum power loading value that establishes a tradeoff between the diversity and power
loading performance. If θ¯i is chosen too large, then the interval for θi will be smaller, and this may
prevent the scheme from achieving any significant improvement in the performance due to power loading.
Reversely, if θ¯i is chosen too small, a substantial diversity loss can occur.
Defining Θ , θθT , we can rewrite (26) as
max
Θ
tr(QΘ)
tr(WΘ) + 1
s.t. θ¯2i ≤ [Θ]ii ≤ 1, i = 1, . . . , R
rank{Θ} = 1, Θ  0 (28)
where Θ  0 means that Θ is positive semi-definite. Introducing the auxiliary variable t, (28) can be
written as
max
Θ,t
t s.t. tr(Θ(Q − tW)) ≥ t
θ¯2i ≤ [Θ]ii ≤ 1, i = 1, . . . , R (29)
rank{Θ} = 1, Θ  0.
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As the rank constraint in (29) is non-convex, this optimization problem can not be solved efficiently.
Using the SDR approach (i.e., ignoring the constraint rank{Θ} = 1 in (29)), a quasi-convex optimization
problem can be obtained from (29) that can be directly solved using the bisection technique [24], [38].
Based on the latter technique, the optimal value topt is found in the interval [tlow, tup], where tlow is a
feasible value and therefore, topt ≥ tlow, and tup is not a feasible value and therefore, topt ≤ tup. The
algorithm solves the feasibility problem
find Θ s.t. tr(Θ(Q − tW)) ≥ t, Θ  0
θ¯2i ≤ [Θ]ii ≤ 1, i = 1, . . . , R (30)
at the midpoint of the interval, t = (tlow + tup)/2. If it is feasible, tlow is updated as tlow = t. If it is not
feasible, tup is updated as tup = t. Then, the algorithm continues to solve the feasibility problem with
the new interval until tup − tlow < ǫ, where ǫ is a parameter denoting the acceptable tolerance of the
solution. The optimal matrix Θopt is selected as Θ for the last feasible t, (i.e., t = tlow in the last step).
If the matrix Θopt is rank-one, then its principal eigenvector is the optimal solution to (26). If Θopt is
not rank-one, then a proper approximate solution for θ can be obtained using randomization techniques
[39].
IV. EXTENDED DISTRIBUTED ALAMOUTI CODE
The scheme developed in the previous section applies to the case of T = 1. In what follows, we extend
it to the case of T = 2 by developing an approach based on the distributed Alamouti code to reduce the
total feedback rate. Using computer simulations, the latter scheme will be shown to provide robustness
against feedback errors. Such improvements in the feedback rate and robustness are, however, achieved
at the price of an increased decoding delay and a moderate performance loss as compared to the case of
T = 1.
Let us consider the case of an even number of relays2, i.e., let R = 2K where K is some positive
integer. The distributed Alamouti code is used by relay pairs. Let each kth relay pair receive a low-rate
feedback to select the binary coefficient bk ∈ {−1, 1} and the real-valued power loading coefficient
θk ∈ [0, 1]. Since the same bk and θk should be used by the two relays of the kth relay pair, the receiver
can broadcast them to both these relays, thereby reducing the feedback rate almost by half.
2The case of an odd number of relays can be addressed in the same way and, therefore, is omitted below.
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The relays use the basic distributed Alamouti code matrices [14] to form the signal transmitted by
each relay pair as: A˜2k−1 = I2 (with B2k−1 = O) and A˜2k =

 0 −1
1 0

 with A2k = O, where I2 is
the 2 × 2 identity matrix. Using (6)-(8), we obtain the following distributed space-time code matrix for
the proposed scheme:
S = [Sa, · · · ,Sa] (31)
where Sa =

 s1 −s∗2
s2 s
∗
1

 is the conventional Alamouti code matrix.
The channel and relay power vectors are given by
h =[f1g1, f
∗
2 g2, . . . , f2K−1g2K−1, f
∗
2Kg2K ]
T (32)
p = [p1, p2, . . . , p2K−1, p2K ]
T =
[√
P0P1T
mf1P0+1
b1θ1, . . . ,
√
P0P2KT
mf2KP0+1
bKθK
]T
(33)
respectively.
Note that in contrast to (8), any (2k − 1)th and (2k)th relays use the same bkθk.
Conjugating the second entry x2 of the vector x = [x1, x2]T in (6) and using (31)-(33), we obtain the
following equivalent model
x˘ = Hs˘+ w˘ (34)
where x˘ , [x1, x∗2]T , s˘ , [s1, s∗2]T , w˘ , [w1, w∗2 ]T ,
H =
K∑
k=1
Hk and Hk =

 p2k−1h2k−1 −p2kh2k
p2kh
∗
2k p2k−1h
∗
2k−1

 .
Note that
HHH =

 γa + βa 0
0 γa + βa


where
γa , ‖(p⊙ h)‖2 (35)
βa ,
K∑
i,j=1,i 6=j
θibiθjbjRe{ρ2i−1,2j−1h2i−1h∗2j−1 + ρ2i,2jh2ih∗2j}. (36)
Throughout (31)-(36), the subindex (·)a stands for the extended Alamouti scheme.
Since the matrices A˜i satisfy the property A˜iA˜Hi = IT , the noise covariance matrix Rw˘ , E{w˘w˘H}
is a scaled identity matrix. Therefore, the ML decoding
argmin
s˘
‖x˘−Hs˘‖
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reduces to simple symbol-by-symbol decoding.
As |hk|2 = |f˜kgk|2, it is clear from (35), (36) and Proposition 1 that the maximum diversity can be
achieved if βa ≥ 0. Similar to [32], it can be proved that if bk ∈ {−1, 1}, it can be guaranteed that
βa ≥ 0.
As in Section III, the coefficients bk can be selected using the exhaustive full search, a suboptimal SDR
approach similar to Algorithm 1, or an iterative procedure similar to Algorithm 2. To develop the SDR
approach for the extended distributed Alamouti code case, we define the K×1 vector ba , [b1, . . . , bK ]T
and the 2×K matrix
F ,

 p1h1 p3h3 · · · p2K−1h2K−1
p2h2 p4h4 · · · p2Kh2K

 . (37)
Using (37), we obtain that
γa + βa = b
T
aF
HFba. (38)
Defining Q¯a , FHF, we can write the problem of optimal selection of the coefficients bk (k = 1, . . . ,K)
as
max
ba∈{−1,1}K
bTa Q¯aba.
Using the notation Ba , babTa , this problem can be rewritten as
max
Ba
tr(BaQ¯a) s.t. rank{Ba} = 1, Ba  0
[Ba]kk = 1, k = 1, . . . , K (39)
and using the SDR approach, it can be approximately converted to a convex form
max
Ba
tr(BaQ¯a) s.t.Ba  0, [Ba]kk = 1, k = 1, . . . , K (40)
by omitting the rank-one constraint rank{Ba} = 1 in (39).
The SDR-based algorithm for the proposed distributed Alamouti approach be summarized as follows.
Algorithm 3
1. At the receiver, find the solution to (40) using the approach of [37].
2. Send the so-obtained bk from the receiver to the kth relay pair for each k = 1, . . . ,K using one-bit
per relay pair feedback.
In turn, the greedy algorithm of Section III can be modified as follows.
Algorithm 4
1. Set b1 = 1 and τ1 = [h1 h2]T .
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2. For k = 2, . . . , K, compute
bk = sign(Re
{
[h∗2k−1 h
∗
2k]τk−1
}
), τk = τk−1 + bk[h2k−1 h2k]
T .
3. Send the so-obtained bk from the receiver to the kth relay pair for each k = 1, . . . ,K using one-bit
per relay pair feedback.
To derive the power loading coefficients θk, an approach similar to that presented in Section III-B
can be applied. We first develop an approximation to the expected value of the signal power and then
maximize a lower bound on the SNR. Using (34), the average signal power can be written as
E{Ps} = E{γa}+ E{βa}. (41)
Using (35), (36) and the same arguments as in Section III-B, E{Ps} can be approximated as
E{Ps} ≈
K∑
i,j=1
θiθj|Re{E{ρ2i−1,2j−1h2i−1h∗2j−1 + ρ2i,2jh2ih∗2j}}| (42)
where it is assumed that the optimal values of bi (i = 1, . . . ,K) are selected.
The expected value of the noise is given by
E{Pw} = 1 +
K∑
k=1
θ2k
(
P2k−1mg2k−1
P0mf2k−1 + 1
+
P2kmg2k
P0mf2k + 1
)
. (43)
Using (42) and (43), the SNR maximization problem can be approximated as
max
θa
θ
T
aQaθa
θTaWaθa + 1
s.t. θ¯k ≤ θ2k ≤ 1, i = 1, . . . , K (44)
where θa , [θ1 . . . θK ]T ,
Wa , diag
(
2∑
l=1
mglPl
mflP0 + 1
, . . . ,
2K∑
l=2K−1
mglPl
mflP0 + 1
)
Qa is a K ×K matrix with the entries
[Qa]i,j ,
∣∣Re{ρ2i−1,2j−1E{h2i−1h∗2j−1}+ ρ2i,2jE{h2ih∗2j}}∣∣ (45)
and θ¯k constrains the coefficients θk to prevent diversity losses in a way similar to that described in
Section III. Now, the expected value in (45) can be estimated using the statistical independence of the
channels as in (22). In particular, for the (2i, 2j)th factor in (45), we have
E{h2ih∗2j} =
(
µf2iµ
∗
f2j + δ(2i)(2j)σ
2
f2i
)(
µg2iµ
∗
g2j + δ(2i)(2j)σ
2
g2i
)
.
Following the same steps as in Section III, the optimization problem in (44) can be turned into a
convex feasibility problem that extends (30) to the distributed Alamouti coding case.
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V. DIFFERENTIAL TRANSMISSION
The concept of differential transmission is used in this section to extend the proposed approach to the
case where no CSI is available at the receiver. Let us assume that T = 1 and let the transmitter encode
differentially the information symbols sl selected from some constant-modulo constellation S as
ul = ul−1sl, u0 = 1
where ul and u0 are the current and initial transmitted symbols, respectively. Similar to the coherent
scheme in (9), we have
xl = 1
T
R(p⊙ h)ul + wl. (46)
Using (46) and the previous received signal xl−1, the ML symbol estimate can be obtained from
maximizing [1]
Re {xl−1x∗l sl}
over sl ∈ S . We assume that no power loading is used, i.e., set θi = 1 for i = 1, . . . , R. Since the
receiver has no CSI to select the feedback bits for bi (i = 1, . . . , R), the following simple sequential
feedback bit assignment scheme can be used. Before the beginning of the frame in which the information
symbols should be transmitted, there is an extra transmission stage to select the coefficients bi. First, u0
is transmitted from the source to the relays and then it is retransmitted by the relays to the destination
with bi = 1 (i = 1, . . . , R). Then, the second relay only alters its coefficient b2 to −1 and the relays
retransmit again. The received powers corresponding to the latter two relay-to-destination transmissions
are compared at the receiver and the receiver sends one bit of feedback. This bit is used by the second
relay to select b2 that corresponds to the maximum received power. The process continues with the
remaining relays in the same way. This makes it possible to select all the coefficients bi (i = 2, . . . , R)
in a sequential (greedy) way. After the process of selecting the coefficients bi is completed, the source
starts the transmission of its information symbols. The overall transmission strategy can be summarized
as follows:
Algorithm 5
1. Set bi = 1, i = 1, . . . , R. Transmit u0 from the source to relays and then retransmit it from the
relays to the destination to obtain x1 = 1TR(p⊙ h)u0 + w1 at the receiver.
2. For j = 2, . . . , R:
• At the jth relay, set bj = −1 and, using (3), update the signal dj to be transmitted from this
particular relay.
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• Transmit signals from all relays to obtain xj = 1TR(p⊙ h)u0 + wj at the receiver.
• If |xj |2 > |xj−1|2, then feed “1” from the receiver back to the relay; otherwise feed “0” back
to the relay. In the latter case, set xj = xj−1.
• If the received feedback at the jth relay is 1, then select bj = −1. Otherwise, select bj = 1.
Similarly, a differential modification of the extended distributed Alamouti code of Section IV can be
developed in the case when T = 2. At the transmitter, a unitary matrix Sl should be formed from the
constant-modulo information symbols s2l−1, s2l as
Sl =
1√
2

 s2l−1 −s∗2l
s2l s
∗
2l−1

 .
Let the differential encoding
ul = Slul−1
be used at the transmitter. It amounts to sending the vector ul = [u2l−1, u2l]T instead of sl = [s2l−1, s2l−1]T
to the relays where l denotes the transmitted block number. The first vector ul can be chosen as
u0 = [1, 0]
T
. Similar to (6) and using the matrices A˜2k−1 and A˜2k defined in the previous section
for the extended distributed Alamouti code, the following equivalent relation can be obtained
xl = SlUl−1
(
K∑
k=1
pk ⊙ hk
)
+wl
where U0 = I2,
Ul−1 ,

 u2l−3 −u∗2l−2
u2l−2 u
∗
2l−3

 , l > 1
pk ,
[√
P0P2k−1T
mf2k−1P0 + 1
bkθk,
√
P0P2kT
mf2kP0 + 1
bkθk
]T
hk , [f2k−1g2k−1, f
∗
2kg2k]
T .
The ML decoding amounts to maximizing [1]
Re
{
tr
(
xl−1x
H
l Sl
)}
over s2l−1, s2l ∈ S . Note that the detection can be done symbol-by-symbol. As in the previous scheme
without DSTC, we set θi = 1 and use a similar strategy to select the coefficients bi using relay pairs and
blocks of length T = 2. This strategy can be summarized as follows:
Algorithm 6
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1. Set bi = 1, i = 1, . . . , K. Transmit u0 from the source to relays and then retransmit it from the
relays to the destination to obtain x1 = U0
(∑K
k=1 pk ⊙ hk
)
+w1 at the receiver.
2. For j = 2, . . . , K:
• At the (2j − 1)th and (2j)th relays, set bj = −1 and, using (3), update the signals d2j−1 and
d2j to be transmitted from this particular relay pair.
• Transmit signals from all relays to obtain xj = U0
(∑K
k=1 pk ⊙ hk
)
+wj at the receiver.
• If ‖xj‖2 ≥ ‖xj−1‖2, then feed “1” from the receiver back to the relay; otherwise feed “0” back
to the relay. In the latter case, set xj = xj−1.
• If the received feedback at the (2j−1)th and (2j)th relays is 1 then select bj = −1. Otherwise,
select bj = 1.
Similar to Algorithms 2 and 4, Algorithms 5 and 6 are suboptimal. However, the latter two algorithms
do not require any CSI at the receiver and, moreover, our simulations demonstrate that they achieve
maximum diversity. It is also worth noting that this diversity benefit is achieved at linear decoding
complexity.
VI. SIMULATIONS
Throughout our simulation examples, the QPSK modulation is used and the channels are assumed to
be statistically independent from each other. In all but the fourth example, we consider all the channels
to be complex circular Gaussian random variables with zero-mean and unit variance and assume that
θi = 1, i = 1, . . . , R (which are the optimal power loading coefficients in this case). For the sake of
fairness of our comparisons, only techniques that do not need the instantaneous CSI at the relays are
tested. Unless specified otherwise, the feedback is considered to be error-free.
In the first example, we compare the bit error rate (BER) performances of the algorithms that select
the coefficients bi using the cooperative transmission scheme of Section III-A with R = 20 relays and
the same maximum power P0 = . . . = PR = P/(R+1). In this example, the full search-based (optimal)
algorithm is compared with Algorithms 1 and 2. Fig. 2 displays the BERs of these algorithms P/σ2.
It can be seen from this figure that the SDR-based approach (Algorithm 1) performs about 1 dB better
than the iterative procedure of Algorithm 2. The performances of the optimal full search algorithm and
Algorithm 1 are nearly identical.
In our second example, the performances of the cooperative transmission schemes of Sections III-A
(Algorithm 1) and IV (Algorithm 4) are compared with that of the best relay selection (BRS) scheme,
the distributed beamforming approach of [27] with quantized feedback, and the distributed version of the
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QOSTBC [14]. In the BRS scheme, the destination selects the relay that enjoys the largest receive SNR.
The relays only have the knowledge of their average receive power E{|ri|2} = mfiP0 + 1 and they use
this knowledge to normalize the transmitted signal so that the average transmitted power of the ith relay
is Pi. It can be readily shown that this corresponds to the following relay selection rule at the destination:
arg max
i=1,...,R
|figi|2Pi
1 +mfiP0 + |gi|2Pi
. (47)
Throughout this example, R = 4 and the source and relay powers are chosen from the optimal
power distribution for DSTC [14] as P0 = P/2 and Pi = P/(2R) (i = 1, . . . , R). For the sake of
fairness, the distributed beamforming algorithm of [27] was implemented without the knowledge of
the instantaneous channel fi at each ith relay using the generalized Lloyd and genetic algorithms. The
beamformer codebooks required in the technique of [27] have been designed for the cases of one and
three feedback bits. Fig. 3 displays the BERs of the techniques tested versus P/σ2.
Note that the distributed QOSTBC technique does not require any feedback, whereas the BRS technique
requires two bits of feedback, and the Algorithms 1 and 4 require three and one bits of feedback,
respectively. However, the distributed QOSTBC approach requires a more complicated decoder and
imposes the decoding delay of T = 4.
It can be clearly seen from this figure that both Algorithms 1 and 4 substantially outperform BRS,
distributed QOSTBC, and the distributed beamforming approach of [27] with one-bit feedback. Also,
Algorithm 1 outperforms Algorithm 4 with the performance gain of more than 2 dB at the cost of a
higher feedback rate. The performances of Algorithm 1 and the approach of [27] with three bits of
feedback are nearly identical. However, it should be noted that the codebook design in the technique
of [27] represents a rather difficult optimization problem, and that this codebook has to be completely
redesigned and resent to the relay nodes whenever the channel statistics or the transmitted powers change.
This makes the implementation of the beamformer of [27] substantially more difficult than that of our
algorithms.
Fig. 4 compares the performance of our Algorithms 1 and 4 with that of the BRS technique and the
beamformer of [27] in the erroneous feedback case. All the other parameters are the same as used in the
previous figure. From Fig. 4 we observe that our algorithms are less sensitive to feedback errors than
BRS and the approach of [27].
In our third example, R = 4 is chosen. In this example, the performance of the differential techniques
developed in Section V is compared to that of the Sp(2) DSTC of [40], the coherent distributed QOSTBC
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of [14] and the BRS technique with differential transmission in which the relay with the largest received
power is selected. Note that both the Sp(2) DSTC and the coherent distributed QOSTBC do not require
any feedback, whereas the BRS approach requires a total of two feedback bits. It should be also stressed
that unlike our differential schemes and the other schemes considered in this example, the coherent
distributed QOSTBC requires full CSI at the receiver. The symbol rates of the Sp(2) DSTC, the coherent
distributed QOSTBC and the BRS technique are the same as that of our differential techniques and are
equal to 1/2 symbols per channel use. Important advantages of our technique w.r.t. the Sp(2) DSTC are
lower decoding complexity, shorter required channel coherence time, and lower decoding delay.
For the Sp(2) code, we use the 3-PSK constellation for the first two symbols and the 5-PSK constellation
for the other two symbols. With that, a total rate of 0.9767 bits per channel use (bpcu) is achieved. The
other schemes use the QPSK symbol constellations to achieve the total rate of 1 bpcu.
Fig. 5 compares the block error rate (BLER) performance of the techniques evaluated versus P/σ2.
The values of BLER are computed using blocks of four symbols. As can be observed from Fig. 5, both
Algorithms 5 and 6 outperform the Sp(2) code and the differential BRS approach, and their performance
is close to the distributed QOSTBC (which requires the full CSI knowledge). In particular, it can be seen
from this figure that the proposed techniques have approximately the same (maximum) diversity order
as the Sp(2) code and the distributed QOSTBC with coherent decoder.
These improvements come at the price of three bits and one bit of feedback for Algorithms 5 and
6, respectively. Also, note that Algorithm 5 uses a total of 2R auxiliary time-slots before starting the
transmission of information bits, while Algorithm 6 uses 3K + 1 time-slots (one time-slot for each
feedback bit). On the other hand, the Sp(2) code uses 2R auxiliary time-slots.
In our fourth example, the performance of Algorithm 1 combined with long-term power loading (which
is developed in Section III-B) is compared with Algorithm 1 of Section III-A and with the analytical
results obtained from (48) by means of brute force optimization. For long-term power loading, the
approach of (30) with bisection search is used. In this example, R = 4 and θ¯1 = . . . = θ¯R , θ¯, where
the nearly optimal value of θ¯ = 0.1 has been chosen. The relay locations have been uniformly drawn
from a circle of normalized radius 0.5, while the distance between the source and destination is equal
to 2; see Fig. 6 that explicitly clarifies the geometry. The values of mfi and mgi depend on the distance
from the transmitter to the ith relay, where mfi = mgi = 1 in the center of the circle. We assume
that the path-loss exponent is equal to 3. The performance is averaged over random channel realizations
whereas the relay locations are kept fixed over all simulation runs. Both the line-of-sight (LOS) and non-
LOS (NLOS) scenarios are considered and equal maximum powers of the transmitter and relay nodes
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(P0 = P1 . . . = PR = P/(R+ 1)) are taken. In the LOS channel case, it is assumed that φfi = φgi = 1
where φfi , |µfi |2/σ2fi and φgi , |µgi |2/σ2gi .
In Fig. 7, the BERs of the algorithms tested are shown versus P/σ2. As can be clearly seen from the
figure, the proposed approach with long-term power loading achieves nearly the same performance as
predicted by (48) and substantially outperforms Algorithm 1 without power loading.
In our fifth example, we compare the performances of Algorithm 1 of Section III-A and Algorithm 4
of Section IV in the cases of perfect and imperfect feedback. In this example, R = 4, P0 = P1 . . . =
PR = P/(R + 1) and the feedback error probabilities Pe = 10−2 and Pe = 10−3 are assumed.
Fig. 8 displays the BERs of the methods evaluated versus P/σ2. As can be observed from this figure,
the performance of Algorithm 1 becomes sensitive to feedback errors when the BER values are smaller
than the feedback error probability itself. Therefore, as the same link quality can be normally expected in
both directions, the performance of Algorithm 1 should not be significantly affected by feedback errors.
It can also be seen from Fig. 8 that, in contrast to Algorithm 1, the performance of Algorithm 4 is
not sensitive to feedback errors. The latter fact can be explained by the spatial diversity of the Alamouti
code.
VII. CONCLUSIONS
A new approach to the use of a low-rate feedback in wireless relay networks has been proposed. It
has been shown that our scheme achieves the maximum possible diversity offered by the relay network.
To further improve the performance of the proposed scheme in practical scenarios, the knowledge of
second-order channel statistics has been used to obtain long-term power loading coefficients by means of
maximizing the receiver signal-to-noise ratio with proper power constraints. This maximization problem
has been shown to be approximately equivalent to a convex feasibility problem whose solution has been
demonstrated to be close to the optimal one in terms of the error probability. To improve the robustness
of our scheme against feedback errors and further decrease the feedback rate, an extended version of
the distributed Alamouti code has been developed. Finally, extensions of the proposed approach to the
differential transmission case have been discussed.
Simulations have verified an improved performance-to-feedback tradeoff of the proposed techniques as
compared to other popular techniques such as distributed QOSTBC of [14], best relay selection method,
distributed beamforming technique of [27] with quantized feedback, and the Sp(2) distributed code of
[40].
23
APPENDIX
PROOF OF PROPOSITION 1
The symbol error probability (SER) for (9) is given by [41]
SER = c1Q
(√
c2
Ps
Pw
)
where c1 and c2 are two constants that depend on the constellation used, and Q(x) = 12pi
∫∞
x e
−t2/2dt.
Using the Chernoff bound, we have
SER ≤ c1
2
Efi,gi{e−c2
Ps
2Pw }. (48)
Note that if we establish an upper bound for β = 0, then it will be also valid for any β > 0. This
follows from the fact that Q(x) is a monotonically decreasing function. Using this fact, let us obtain an
upper bound on SER by using the particular value β = 0. Then, from (48) we obtain
SER ≤ c1
2
Efi,gi{e−c2
γ
2Pw }. (49)
First, let us calculate the expected value over the channel coefficients fi. As these coefficients are
statistically independent, each term in the sum for γ can be calculated independently. Using the complex
Gaussian pdf for fi
pfi(fi) =
1
πσ2fi
e−|fi−µfi |
2/σ2fi (50)
and defining
ai ,
c2|gi|2ρi,i
2Pw
(51)
we obtain from (49) that
SER ≤ c1
2
Egi
{
R∏
i=1
Υi
}
(52)
where
Υi ,
1
πσ2fi
∫ ∞
−∞
e−ai|fi|
2−|fi−µfi |
2/σ2fi dfi. (53)
After straightforward manipulations, (53) can be rewritten as
Υi =
1
aiσ2fi + 1
e
−
|µfi
|2
σ2
fi
„
aiσ
2
fi
aiσ
2
fi
+1
« ∫ ∞
−∞
aiσ
2
fi
+ 1
πσ2fi
e
−
(aiσ
2
fi
+1)
σ2
fi
˛˛
˛˛fi− µfi
(aiσ
2
fi
+1)
˛˛
˛˛2
dfi. (54)
The function inside the integral in (54) is equal to the complex Gaussian pdf CN
(
µfi
aiσ2fi+1
,
σ2fi
aiσ2fi+1
)
.
Therefore, the integral in (54) is equal to one and we obtain that
Υi =
1
aiσ
2
fi
+ 1
e
−φfi
„
aiσ
2
fi
aiσ
2
fi
+1
«
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where φfi = |µfi |2/σ2fi . An upper bound approximation for the expected value in (52) can be derived
as follows. Since ai ≥ 0, we have that 0 ≤ aiσ
2
fi
aiσ2fi+1
< 1. Therefore, Υi can be upper-bounded as
Υi ≤ 1/(aiσ2fi + 1) and
SER ≤ c1
2
Egi
{
R∏
i=1
1
aiσ2fi + 1
}
. (55)
Let us characterize the power of each transmitting node Pi (i = 0, . . . , R) as a fraction Pi = λiP of
the total power P =
∑R
i=0 Pi, where
∑R
i=0 λi = 1. If R is large, then, according to the law of large
numbers,
R∑
i=1
λi|gi|2
mfiλ0 + P
−1
≤ Rα
where the inequality is satisfied in the almost sure sense,
α , max
i=1,...,R
(
λimgi
mfiλ0 + P
−1
)
and mgi , E{|gi|2} = |µgi |2 + σ2gi . Therefore, from (10) and (51), we have that
1
aiσ2fi + 1
=
1
c2σ2fi |gi|
2ρi,i
2Pw
+ 1
≤ 1
c2σ2fi |gi|
2ρi,i
2(1+Rα) + 1
. (56)
Using (12) and (56), from (55) we obtain that
SER ≤ c1
2
Egi
{
R∏
i=1
1
a¯iP |gi|2 + 1
}
(57)
where
a¯i ,
c2σ
2
fi
λ0λi
2(mfiλ0 + 1/P )(1 +Rα)
.
From (57) and the fact that all the channel coefficients are statistically independent, it can be readily
seen that for each i the expectation over gi in the right-hand side can be calculated independently from
the other values gl, l 6= i. The random variable zi = |gi|2 has the non-central chi-square pdf with two
degrees of freedom:
p|gi|2(zi) =
1
σ2gi
e
−
zi+|µgi
|2
σ2gi I0
(
2|µgi |
√
zi
σ2gi
)
(58)
where I0(·) denotes the modified zero-order Bessel function of the first kind. Using (58) to compute the
expectation in (57), we have
SER ≤ c1
2
R∏
i=1
Υ¯i
where
Υ¯i ,
∫ ∞
0
1
a¯iPzi + 1
p|gi|2(zi) dzi = e
−φgi
∫ ∞
0
e−yi
(a¯iPσ2giyi + 1)
I0
(
2
√
φgiyi
)
dyi (59)
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yi , zi/σ
2
gi and φgi , |µgi |2/σ2gi . Let us break up the integral (59) into two terms as
∫∞
0 =
∫ 1/P
0 +
∫∞
1/P
and use the following results from [36] to approximate Υ¯i:∫ 1/P
0
e−yiI0
(
2
√
φgiyi
)
dyi =
1
P
+O(P−2) ≈ 1
P
(60)
∫ ∞
1/P
y−1i e
−yiI0
(
2
√
φgiyi
)
dyi=E1(P
−1) +
∞∑
k=1
φkgi
k!k
(61)
where E1(q) , −c˜ − log q −
∑∞
k=1
(−1)kqk
k!k for q > 0, and c˜ denotes the Euler’s constant. Note that if
log P ≫ 1, then E1(P−1) ≈ log P . Using the latter fact, from (59)-(61) we obtain for the case of large
P that
SER ≤ c1
2
R∏
i=1
e−φgi
a¯iσ2gi
(log P + qi)
P
(62)
where qi , a¯iσ2gi +
∑∞
k=1
φkgi
k!k . Defining
κ ,
c1
2
R∏
i=1
e−φgi
a¯iσ2gi
and using the properties of the logarithm, we can rewrite (62) as
SER ≤ κ
(
P−R(1−
log logP
logP
) +
(
R∏
i=1
qi
)
P−R
)
. (63)
For large values of P , the first term in the sum in (63) will dominate. Hence, Proposition 1 is proved. 
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Fig. 1. Comparison of the approximation (21) and the exact value of E{Ps}.
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