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Побудова системи підтримки прийняття рішень на основі теорії байєсівських мереж  
для моделювання поведінки складних систем 
 
Построение системы поддержки принятия решений на основе теории сетей Байеса для 
моделирования поведения сложных систем 
 
Construction decision support system by using Bayesian network’s theory for modeling 
behavior of complex systems. 
 
1. Номер державної реєстрації теми: 0109U000300 
 
2. Науковий керівник: д.т.н., проф. Бідюк П.І., Бидюк П.И., Bidyuk P.I. 
 
3. Суть розробки, основні результати 
(укр.) 
Розроблено низку математично обґрунтованих методів для розв’язання 
слабоструктурованих задач моделювання, прогнозування та класифікації на основі 
використання мереж Байєса із прихованими вершинами. Створена нова п’ятикрокова 
методика знаходження параметрів мережі Байєса з прихованими вершинами на основі 
алгоритму максимізації математичного очікування. Для визначення мір зв’язку між 
вершинами мереж Байєса запропоновано використати такі коефіцієнти: Пірсона; Чупрова; 
Крамера; лямбда Гудмана та значення взаємної інформації. Для розв’язання задачі 
моделювання поведінки складних систем запропонована оригінальна методика побудови та 
застосування гібридних мереж Байєса. Вона грунтується на використанні структурного ЕМ 
або градієнтного методів для побудови топології мережі та формування імовірнісного 
висновку на основі як точних так і наближених методів. Для формування висновку у 
гібридній мережі Байєса запропоновано новий підхід до дискретизації неперервних змінних 
із використанням методів кластерного аналізу.  
На основі запропонованих методів і алгоритмів розроблена оригінальна архітектура 
системи підтримки прийняття рішень для розпізнавання образів, а також програмно 
реалізована система підтримки прийняття рішень для інтелектуального аналізу даних на 
основі байєсівських мереж. При цьому забезпечена можливість оперативної модифікації 
створених обчислювальних процедур за рахунок відкритої модульної архітектури 
комп’ютерної системи підтримки прийняття рішень при моделюванні та прогнозуванні 
станів. На основі розробленого програмного забезпечення побудовано низку практично 
значимих моделей у вигляді гібридних мереж та мереж з прихованими вершинами.  
Побудову математичних імітаційних моделей виконано на основі статистичних 
(експериментальних) даних та експертних оцінок, які поповнюються та оновлюються у 
процесі використання моделі. Для перевірки коректності теорії використано аналітичні 
процедури та обчислювальні експерименти з використанням значних об’ємів статистичних 
даних та експертних оцінок. 
 
(рос.) 
Разработан набор математически обоснованных методов для решения 
слабоструктурованих задач моделирования, прогнозирование и классификации на основе 
использования сетей Байеса со скрытыми вершинами. Создана новая пятишаговая методика 
нахождения параметров сети Байеса со скрытыми вершинами на основе алгоритма 
максимизации математического ожидания. Для определения меры связи между вершинами 
сети Байеса предложено использование коэффициентов: Пирсона; Чупрова; Крамера; лямбда 
Гудмана и значение взаимной информации. Для решения задачи моделирования поведения 
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сложных систем предложена оригинальная методика построения и применение гибридных 
сетей Байеса. Методика основывается на использовании структурного ЕМ или градиентного 
методов для построения топологии сети и формирование вероятностного вывода на основе 
как точных, так и приближенных методов. Для формирования вывода в гибридной сети 
Байеса предложен новый подход к дискретизации непрерывных переменных с 
использованием методов кластерного анализа.  
На основе предложенных методов и алгоритмов разработанная оригинальная 
архитектура системы поддержки принятия решений для распознавания образов, а также в 
виде компьютерной программы реализована система поддержки принятия решений для 
интеллектуального анализа данных на основе байесовских сетей. При этом обеспеченная 
возможность оперативной модификации созданных вычислительных процедур за счет 
открытой модульной архитектуры, компьютерной системы поддержки принятия решений, 
при моделировании и прогнозировании состояний. На основе разработанного программного 
обеспечения построен набор практически значимых моделей в виде гибридных сетей и сетей 
со скрытыми вершинами.  
Построение математических имитационных моделей выполнено на основе 
статистических (экспериментальных) данных и экспертных оценок, которые пополняются и 
обновляют в процессе использования модели. Для проверки корректности теории 
использованы аналитические процедуры и вычислительные эксперименты с использованием 
значительных объемов статистических данных и экспертных оценок. 
 
(англ.) 
Developed some of methods for solving ill-structed problems for modeling, prediction and 
classification. All methods use Bayesian networks. Proposed a new five step method for finding the 
parameters of Bayesian networks with hidden nodes. Method bases on an expectation maximization 
algorithm. Suggested Pearson's, Chuprov's, Cramer's, Goodman's and mutual information 
coefficients for finding interconnections between Bayesian network's nodes. For solving the 
problem of modeling the behavior of complex systems proposed original method for construction 
and application hybrid Bayesian networks. Methodology uses structural EM or gradient methods for 
constructing the topology of network. For probabilistic inference uses exact and approximate 
algorithms. For build probabilistic inference in hybrid Bayesian networks proposed a new approach 
for discretization of continuous variables by using the methods of cluster analysis. 
Developed the original architecture of decision support systems for pattern recognition by 
using of proposed methods and algorithms. Realized computer program for data mining by using 
Bayesian networks. Developed program gives another users the possibility of rapid modification of 
computational procedures through an open modular architecture of decision support system for 
modeling and forecasting. Constructed some of practically important models in the form of hybrid 
networks and networks with hidden nodes by using developed software. 
Construction of mathematical simulation model is based on statistical (experimental) data 
and expert estimates, which is maintained and updated in the process of using the model. For 
validation the correctness of the proposed theory used analytical procedures and computational 
experiments with big number of statistical data and expert estimates. 
 
4. Наявність охоронних документів на об’єкти права інтелектуальної власності: 
- Терентьєв О. М., Трофименко Д. В., Давиденко В. І. авторське свідоцтво № 34443 
України на комп’ютерну програму “Bayesian Network Master BNetMaster”. – № 34657; 
заявл. 09.06.2010; опуб. 09.08.2010. 
- Гуз Н. С., Терентьєв О.М., Коршевнюк Л.О., Бідюк П.І. “Пристрій для розпізнавання 




5. Порівняння зі світовими аналогами. 
Розроблена комп’ютерна програма  “Bayesian Network Master BNetMaster” та 
запропоновані методики побудови і використання гібридних мереж з прихованими 
вершинами відповідають світовому рівню. Завдяки розробленій п’яти крокової методиці 
знаходження параметрів мережі з прихованими вершинами на основі алгоритму максимізації 
математичного очікування та методики побудови гібридних мереж Байєса із використанням 
градієнтного методу. 
 
6. Економічна привабливість для просування на ринок 
Розроблені методи побудови топології мереж Байєса та ймовірнісного висновку в них 
відносяться до надзвичайно популярного напрямку сучасної математики “інтелектуального 
аналізу даних”, призначеного для автоматичного пошуку причинно-наслідкових 
взаємозв’язків та моделюванні різноманітних процесів на основі використання великих 
статистичних баз даних. Вартість аналогічних бізнес-версій програмних засобів складає від 
140 до 5200 €, в залежності від типу ліцензії та комплектації. Наприклад, французька 
BayesiaLab, канадська Netica та датська Hugin-Expert. 
 
7. Потенційні користувачі. 
Розроблений пакет прикладних програм BNetMaster разом з отриманими 
фундаментальними та прикладними результатами НДР можуть бути використані для 
розв’язання задач моделювання, розпізнавання, прогнозування та діагностування статичних і 
динамічних процесів у науково-дослідних та проектних інститутах Національної академії 
наук України, в галузевих інститутах, в Інституті економіки, Інституті проблем моделювання 
в енергетиці, Інституті космічних досліджень, на виробничих машинобудівних 
підприємствах, у переробній промисловості, медичних закладах, банківських та фінансових 
установах.  
Одним з перспективних прикладних напрямів використання результатів виконання 
НДР є створення комерційних інформаційних систем підтримки прийняття рішень при 
моделюванні, прогнозуванні та діагностуванні технічних систем та технологічних процесів. 
Наприклад, в подальшому можливе використання отриманих результатів в межах створення 
центру компетенції SAS при ННК ІПСА з метою розширення функціональних можливостей 
цієї системи. 
 
8. Стан готовності розробки. 
Розроблена працююча версія комп’ютерної програми BNetMaster для побудови 
топології та імовірнісного висновку в мережах Байєса з прихованими вершинами на основі 
статистичних даних. Бажано розширення функціональних можливостей програми за рахунок 
реалізації більш складного мультидисциплінарного застосування разом з нейронними 
мережами. 
 
9. Існуючі результати впровадження. 
Результати роботи впроваджені у вигляді системи підтримки прийняття рішень для 
оцінювання кредитних ризиків в ПромінвестБанку, що дозволить більш точно оцінювати 
ймовірність дефолту фізичних осіб.  
За матеріалами роботи захищена кандидатська дисертація за темою: “Моделі і методи 
побудови та аналізу байєсівських мереж для інтелектуального аналізу даних”. 
Результати роботи впроваджено у навчальний процес Національного технічного 
університету «Київський політехнічний інститут», Херсонського національного технічного 
університету та Херсонського морського інституту. В ННК ІПСА результати роботи 
використовуються в навчальних дисциплінах: “Моделювання економіки перехідного 
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періоду”, “Аналіз часових рядів”, “Прикладна статистика” та “Проектування комп’ютерних 
інформаційних систем”. Створюється новий курс: “Мережі Байєса і дерева рішень”.  
Заплановано розроблених методів та алгоритмів сумісно з компанією SAS Institute 
Ukraine для розробки нового статистичного модуля SAS Bayesian Net. 
 
10. Назва підрозділу, телефон, e-mail.  
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• Системний аналіз - науковий метод пізнання, що представляє
собою послідовність дій з установлення структурних
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Типи проблем системного аналізу
 Добре структуровані (well-structured) – істотні залежності з'ясовані дуже 
добре
 Неструктуровані (unstructured) –
містять лише опис найважливіших 
ресурсів, ознак і характеристик, 
кількісні залежності між якими 
абсолютно невідомі
 Слабоструктуровані (ill-structured) –











Для чого необхідні приховані вершини в 
мережах Байєса?
Мережа з прихованою вершиною 
“Хвороби серця” – кількість 
параметрів 78 
Діагностична мережа для сердечного захворювання з можливістю 
існування прихованої змінної; кожна змінна має по 3 можливі стани.
Мережа з видаленою вершиною 





Застосування прихованих вершин в 
мережах Байєса
Переваги:
 спрощення структури мережі
 зменшення кількості параметрів, необхідних для 
визначення БМ, а це в свою чергу дозволяє різко зменшити 
об’єм даних, необхідних для визначення в процесі 
навчання цих параметрів
Недоліки:
 ускладнення задачі навчання
 у  разі невідомої структури мережі невирішеною 
проблемою залишається визначення кількості прихованих 
вершин, місце їх розташування та кількість станів кожної з 
них
 




































DPNQ )(log):( ** θθθ
)|,( ** θjikiijk paPxXPNN ==⋅=
- математичне очікування логарифмічної 
функції правдоподібності- отримується  за допомогою ймовірнісного 
висновку в мережі Байєса
iX)( iXPa
N
- множина предків вершини - розмір вибірки множини навчальних даних D
на кроці Е оцінюється значення на 
основі параметрів 
на кроціМ вибирається найкраще 












Головна підсистема аналізу 





оптимальної структури БМ 
Модуль завантаження та 
зберігання даних 
Блок роботи 




















 Модуль генерації вибірки 
по заданій структурі 
Модуль псевдовипадкової 
генерації структури мережі 














 Напруга на свічці
 Свічка запалення




 Початок роботи автомобіля
 Заведення авто
Мережа CarStarts: Опис вхідних даних
• Використовується для діагностики старту роботи автомобіля на 
основі інформації про свічки запалення, роботу фар, головного 
запобіжника тощо




















MF SM BV Okay Faultokay Okay strong 0,88 0,12okay Okay weak 0,83 0,17okay Okay dead 0,1 0,9okay Faulty strong 0,00 1,00okay Faulty weak 0,00 1,00okay Faulty dead 0,00 1,00… … … ... …blown Okay weak 0 1,00blown Okay dead 0 1,00
Мережа  CarStarts: Отримані результати
 Значення ймовірностей станів прихованої вершини
Стан Початкові
Отримані в результаті 
експериментуOkay 0,60 0,55Faulty 0,40 0,45
 Таблиці умовних ймовірностей
Початкові Експеримент
MF SM BV Okay Faultokay Okay strong 0,98 0,02okay Okay weak 0,90 0,10okay Okay dead 0,10 0,90okay Faulty strong 0,02 0,98okay Faulty weak 0,01 0,99okay Faulty dead 0,01 0,99… … … ... …blown Okay weak 0 1,00blown Okay dead 0 1,00 11
 
Мережа  CarStarts: Отримані результати
 Збільшення логарифму функції правдоподібності з -16.90 до -5.97




Огляд ринку програмного забезпечення для 
роботи з мережами Байєса
• Розроблена СППР BNetMaster не поступається за 
функціональними можливостями більшості програмних 
продуктів, що присутні на ринку
• BNetMaster забезпечує основні функції СППР для роботи з 
мережами Байєса – параметричне та структурне навчання 
БМ, формування ймовірнісного висновку
• BNetMaster має відкритий вихідний код, що дозволяє 
розширювати функціональні можливості продукту
• Графічний інтерфейс користувача та безкоштовне 
використання СППР BNetMaster є значною конкурентною 
перевагою
 
Дякую за увагу!
 
 
 
