As a key research in space science, plant experiments are persistently arranged and massive plant images are acquired, which are then almost manually processed for further analysis in tradition. This paper proposes a novel image segmentation method based on multi-scale deep feature fusion for automatic plant image segmentation. The method applies a deep convolutional neural network to extract multiple levels of features, and a skip architecture hierarchically fuses high-level to low-level features extracted by a deep layer, a middle layer and a shallow layer to recognize plant on the pixel level. The hierarchical feature fusion combines semantic information, middle-level information and geometrical features, which improves pixel-wise segmentation accuracy. Experiments demonstrate that our method performs well in segmentation accuracy, and can be applied to automatically extract useful information in space plant experiments.
INTRODUCTION
Space plant experiments are of great significance for revealing the growth regulation of plants in space environment and establishing the ecological support system for the survival of human beings in space [1] . In these experiments, space plant images are captured for insightful investigation. However, the images are usually processed by humans, which is time-consuming, subjective and error-prone.
Thus, automatic image plant analysis is desirable, and fine and precise segmentation of plant images becomes a key issue as the basis of many automatic analyses.
Traditionally, many methods employ shallow features to segment images [2] , such as image gray features (Haar), color features (Histogram), texture features (Local Binary Pattern), gradient features (SIFT), and so on. For plant images, Kataoka et al. [3] used color index of vegetation extraction (CIVE) based on studies conducted in soya and sugar beet fields to separate green plants and soil backgrounds. Hemming [4] , Aitkenhead [5] and Tellaeche [6] applied the entropy of grey-level histogram to distinguish plant pixels and soil pixels.
Machine learning methods are also adopted to extract useful features. For unsupervised learning, Meyer et al. [7] adopted intensified fuzzy clustering to extract the area of interest from excess green index and excess red index of plant images. For supervised learning, Zheng et al. [8] proposed a supervised meanshift algorithm with Back Propagation Neural Network to classify images into plant and non-plant regions. Yu et al. [9] adopted an algorithm called AP-HI that combines the hue-intensity look-up table and affinity propagation clustering algorithm to segment plant with large-scale distribution.
The above methods are mostly applied to large-scale plant classification in remote sensing images or applied to single plant segmentation with simple background. In this paper, however, our aim is to achieve pixel-level fine segmentation of multiple plants with complex background. For our task, current methods can achieve rough segmentation, but the accuracy of segmentation and the robustness against complex background are not so well.
In this paper, we propose a multi-scale feature fusion method based on a novel convolutional neural network for plant image segmentation. On the one hand, our method extracts multi-scale features from shallow to deep by a convolutional neural network. On the other side, a skip architecture is incorporated into the network to fuse high-level to low-level features extracted by a deep layer, a middle layer and a shallow layer. With such a novel neural network, our method can improve the plant segmentation accuracy under various light condition and other interferences.
The rest of our paper is organized as follows. In section 2, our method is introduced, and experiments are then conducted in section 3. Finally, conclusion is given in section 4.
METHOD
In space plant experiments, plant image segmentation is desirable but complex due to complex backgrounds and light conditions. To this end, we propose a fully convolutional neural network based on multi-scale feature fusion (FCN-MF).
Under the spirit of convolutional neural network in [10] , we build the neural network by several convolution layers. Then, different scale features are fused by merging the up-sampled high-level features into low-level features to obtain both the high-level feature information and low-level geometrical information. Our last up-sampling layer is spatial output, to achieve the pixel segmentation.
FCN-MF Net
Our FCN-MF net is illustrated in Figure 1 . It is consisted of two parts, one is convolution part to extract the multi-scale features, and another is feature fusion part to produce the high spatial resolution by the shallow features and high segmentation accuracy by the deep features. Based on VGG [11] , we improve it by replacing the top fully connected layer by fusing the features of different scales in the convolution layers. While VGG usually uses the deep features of convolution to classify the whole image, our FCN-MF employs the features both from the deep and the shallow for pixel-level segmentation.
In Figure 1 , from Conv1 to Conv6 are convolution parts, with each containing 3-4 convolutions. These convolutions extract hierarchical features from the images. The size of the convolution kernel is 3 * 3. For these convolution layers from shallow to deep, the extracted features are more semantic, but also less spatial. Behind each convolution layer, a ReLU layer is deployed to perform a non-saturating nonlinear activation function operation on the output of the convolution layer. Unlike the normal pooling layer after ReLU layer, we use convolution with stride 2 to reduce size of feature map, which can reduce the loss of location information in pooling layer. Finally, a batch normalization layer is then deployed to convert output into a standard normal distribution for speeding up FCN-MF learning.
With the multiple scale features extracted, the feature fusion is then performed. The fusion is implemented by up-sampling top layer feature maps and combined with the low layer feature maps. It consists of two process of layers fusion as illustrated in Figure 1 . For the first process of layers fusion, Conv6 (3), which is the third sub-layer in Conv6, are convolved with a kernel of size 1 to obtain a Nchannel map conv7 to represent the score of classification, where N refers to the number of categories, i.e., backgrounds and plants in our experiments. Then, the high-level Conv7 layer is upsampled to obtain up1 layer to be fused with the middle layer Conv8, which is produced by convolving Conv5 (1) with a kernel of size 1. The fusion is a summation operation to merge the high and the middle features. Another process of fusion is done by fusing Conv4 (1) with sum1, just like fusing Conv5 (1) with conv7. The fused sum2 layer combines three hierarchical features, thus can represent the image better. The sum2 layer is then upsampled three times to the final layer up5 with the original image size. Given up5, the segmentation is produced by calculating the score of classification for each pixel in the image. There are mainly two contributions in our FCN-MF. The first one is to replace the max pooling layer with convolution with stride 2. In our experiment, the object is slender and more sensitive to geometric changes, so to achieve the fine segmentation, we must keep the integrity of the image information. Pooling layer create an invariance to small shifts and distortions [12] , and cause a loss of location information, so we use convolution with stride 2.
The second contribution is the fusion of multi-scale features to ensure the details of the results of the segmentation. As shown in Figure 2 , due to the relatively thin leaves of rice, the basic contour can only be segmented using the deep features (Conv7), with all missing details. Most of the details are restored after shallow (Conv9) and middle (Conv8) features are fused.
Optimization
The parameters of FCN-MF are optimized in two steps. The first step is to learn the partial network parameters except the fusion parts by training the normal convolution layers as learning in VGG. The second step is to use the VGG trained parameters as initial values for the whole FCN-MF learning. The advantage of our optimization is to accelerate the learning process, otherwise, it will be difficult due to splitting the base network between co-adapted neurons on neighboring layers [13] by training FCN-MF directly.
In the first learning step, the construction of the VGG net is shown in Figure 3 . VGG net consists of convolution layer and fully connected layer, and finally outputs the probability of classification. It is used to assembly the convolution layers in our FCN-MF net. The input image of VGG is 16*16, and the output is the classification results. The optimizer used for training is batched stochastic gradient descent method, and to stabilize the update process, we introduce momentum to the optimizer. The formula is as follows,
(1)
where x is the parameter and t is the number of iterations, ρ is momentum, set to 0.99, η is the learning rate, set to 0.00004, ݃ ௧ is the gradient of x at time t. The number of training samples per batch is 100. In the second learning step, the Conv1-Conv7 layers of FCN-MF are initialized with the Conv1-Conv7 layers of the trained VGG, and other parameters are randomly initialized. Given the initial parameters, FCN-MF net is optimized by stochastic gradient descent method, where the momentum and learning rates are set to be 0.9 and 1e-8 respectively. With parameters learned, our FCN-MF will be used for image segmentation. 
EXPERIMENT AND ANALYSIS
In the experiment, we first evaluate our method on multiple plant images, and then give its potential applications.
Image Segmentation Results
Our test space plant images are shown in Figure 4 . They are produced by a CCD camera at certain time intervals from a plant culture experiment of a spacecraft. They reveal the whole growth process of the plant, from sprout to wilt.
In the images, the color of plants and background are seriously disturbed by the artificial light source in the space experiment, as shown in Figure 5 . For example, Mark 1 is the reflection of Mark 2 on the glass, but both are similar in morphology and color. Mark 2 and Mark 3 are plants and non-plants, respectively, but under the interference of bright light, the colors are almost the same. Mark 4 is the reflection on the glass of plants that are not directly illuminated by strong light, closer to the true plant color, but belongs to the background in this experiment. All these make the fine and accurate segmentation difficult. Our FCN-MF segmentation results are shown in Figure 6 . Compared with the ground truth, the main parts and the leaves of the plant of our method are detected, and the backgrounds are almost removed. Our results are visually satisfying.
The details of segmentation are illustrated in Figure 7 . As shown, the first row is the segmentation result in the case of interference of glass reflections. The model distinguishes the plants themselves from the plants on the glass. The second row is the segmentation result in the case of strong light interference. The brightly lit plant leaves have some similar color to some background colors. The model still distinguishes it well. The third row shows the algorithm's performance to finely divide, and some small holes and slender plants are segmented. To assess the pixel-level segmentation performance of FCN-MF, we use pixel accuracy as the evaluation indicator. The formula is as follows,
Where n ୫୪ is the pixel number of class l predicted to class m, ∑ n ୫୪ ୪ is the total number of pixels of class l. The pixel accuracy results of the seven images in Figure 6 are list in Table I . High accuracy is obtained. Such segmentation results can meet the follow-up requirements, such as plant area estimation in the next section. The qualitative and quantitative results demonstrate that our method can accurately segment the space plant images. Based on the segmentation, we can have plenty of potential applications to accomplish automatic analysis instead of manual analysis in space plant experiments, and so on.
Applications
In space plant growth experiments, one core is to estimate the growth of the plants, such as plant skeleton length and plant area. We can extract them based on plant segmentation.
We use the Hilditch refinement algorithm [14] to extract the plant skeleton. The results are shown in Figure 8 . Then, we calculate the length of the skeleton, the trend of the length shown in Figure 9 (a). It can be seen plant growth has been rapid at the beginning and the growth rate has slowed down over time.
Besides the plant skeleton, we also use the area index (the number of pixels) as a rough estimate of plant area. The statistical results are shown in Figure 9 (b) . By combining the plant skeleton and the plant area, we can automatically extract useful information for further analysis, which is critical for space plant experiments, and also the other experiments.
CONCLUSION
In this paper, we proposed a space plant image segmentation algorithm based on fully convolutional neural network with multi-scale feature fusion. By combining features of different scales, the plant images can be segmented accurately under complex light conditions. The experiments and potential applications demonstrate its advantages and our method can be applied in practice.
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