Contribution de la modélisation et du calcul numérique au développement de sources et détecteurs térahertz by Palermo, Christophe
HAL Id: tel-01638568
https://hal.archives-ouvertes.fr/tel-01638568
Submitted on 2 Feb 2020
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Contribution de la modélisation et du calcul numérique
au développement de sources et détecteurs térahertz
Christophe Palermo
To cite this version:
Christophe Palermo. Contribution de la modélisation et du calcul numérique au développement de
sources et détecteurs térahertz. Electronique. Université de Montpellier, 2016. ￿tel-01638568￿
Contribution de la modélisation et du calcul numérique au
développement de sources et détecteurs térahertz
Christophe Palermo
Mémoire pour l’Habilitation à Diriger les Recherches

À mon épouse,
mes trois enfants.
Mes quatre êtres :
mes essentiels.
"Il fallait être Newton pour apercevoir que la lune tombe,
quand tout le monde voit bien qu’elle ne tombe pas."
Paul Valéry
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Ce premier chapitre est dédié à la présentation de mes activités d’enseignant-chercheur et à
la description du contexte des travaux de recherche présentés dans ce mémoire.
1.1 Présentation des activités
1.1.1 Curriculum Vitae
État civil
Nom : Palermo
Prénoms : Christophe, René, François
Né le 4 décembre 1978 à Béziers (34), 37 ans
Nationalité : Française
Situation familiale : Marié, trois enfants
Position actuelle : Maître de Conférences, classe normale, 5ème échelon.
Établissement d’affectation : Université de Montpellier, 163 rue Auguste Broussonnet,
34090 Montpellier.
— Enseignement : IUT de Montpellier-Sète, Département Mesures Physiques, cc 411,
99 avenue d’Occitanie, 34296 Montpellier Cedex 5.
— Recherche : IES, Institut d’Electronique et des Systèmes, CNRS UMR 5214, département
Photonique et Ondes, 860 rue St Priest, 34095 Montpellier cedex 5.
Section CNU : 63
Contact : 04 67 14 32 22, christophe.palermo@umontpellier.fr
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Chapitre 1 – Activités et contexte
Déroulement de carrière
2005–aujourd’hui Maître de Conférences de Classe Normale, Institut d’Electronique du Sud,
Université de Montpellier : nommé en septembre 2005, titularisé en septembre 2006, à l’échelon 5
depuis septembre 2015.
2004–2005 Attaché Temporaire d’Enseignement et de Recherche (demi-poste), Centre d’Electro-
nique et de Micro-optoélectronique de Montpellier, Université Montpellier 2.
2001–2004 Doctorant en électronique, optronique et systèmes, Centre d’Electronique et de Micro-
optoélectronique de Montpellier, Université Montpellier 2.
Titres et travaux
• Certificat d’Aptitude à l’Enseignement de l’Aéronautique, académie de Montpellier.
— obtenu en 2015
• Doctorat en Électronique au Centre d’Electronique et de Micro-optoélectronique de Montpel-
lier (Université des Sciences et Techniques du Languedoc, Montpellier II) :
— 2001 - 2004 Mention très honorable, obtenu le 29 octobre 2004
Titre de la thèse :
«Évaluation des effets d’une onde hyperfréquence de forte puissance sur les maté-
riaux à applications optroniques : application au Hg0.795Cd0.205Te.»
Thèse encadrée par le professeur Jean-Claude VAISSIÈRE et le docteur Luca VARANI, au Centre
d’Electronique et de Micro-optoélectronique de Montpellier, au sein de l’équipe «Modélisa-
tion et Génération TeraHertz». Soutenue à Montpellier.
Composition du Jury :
R. ALABEDRA Professeur, Université Montpellier II Président du jury
J.-C. VAISSIÈRE Professeur, Université Montpellier II Directeur de thèse
F. ANIEL Professeur, Université Paris Sud Rapporteur
J.-C. DE JAEGER Professeur, Université Lille I Rapporteur
B. AZAÏS Docteur, Expert DGA – CEG Gramat Examinateur
L. VARANI Chargé de Rech., Université Montpellier II Examinateur
Financement : Bourse DGA–CNRS.
• Diplôme d’Etudes Approfondies en Électronique : Composants et Systèmes, options
«Optoélectronique», «Electronique de puissance» et «Conversion photo-voltaïque», École
doctorale Informations, Structures et Systèmes (I2S), Université des Sciences et Techniques du
Languedoc, Montpellier II :
— 2000 - 2001 obtenu en juin 2001, mention Bien.
Titre du stage :
«Étude par la méthode de Monte Carlo du transport électronique dans le HgCdTe.»
Stage encadré par le professeur Jean-Claude VAISSIÈRE et le docteur Luca VARANI, au Centre
d’Electronique et de Micro-optoélectronique de Montpellier, au sein de l’équipe «Modélisation et
Génération TeraHertz».
• Maîtrise de Physique, UFR Sciences, Université des Sciences et Techniques du Languedoc,
Montpellier II :
— 1999 - 2000 obtenue en juin 2000, mention Assez Bien.
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• Licence de Physique, UFR Sciences, Université des Sciences et Techniques du Languedoc,
Montpellier II :
— 1998 - 1999 obtenue en juin 1999, mention Assez Bien.
• Diplôme d’Etudes Universitaires Générales Mathématiques, Informatique et Applica-
tions aux Sciences (DEUG MIAS), option «Mathématiques et Physique», UFR Sciences,
Université des Sciences et Techniques du Languedoc, Montpellier II :
— 1997 - 1998 obtenu en juin 1998, mention Assez Bien.
— 1996 - 1997 première année, validée.
• Baccalauréat S, option Mathématiques, Lycée Henri IV, Béziers :
— 1995 - 1996 obtenu en juin 1996, mention Bien.
1.1.2 Activité de recherche
1.1.2.1 Participation à des projets de recherche
2012 : Porteur du projet “Mise en place d’un système d’imagerie champ proche multispectrale pour
étude du vivant et de l’environnement” financé par une action spécifique de l’Institut d’Elec-
tronique et des Systèmes à hauteur de 15 000 euros.
2011-2012 : Responsable pour la partie française du partenariat Hubert Curien avec l’Italie
PHC GALILEE numéro 25975TD intitulé "Novel nanowire-based terahertz detectors : design,
characterization and optimization". Financé par Campus France.
2008-2009 : Responsable pour la partie française du partenariat Hubert Curien avec l’Espagne
PHC PICASSO numéro 17104TG intitulé “Synchronization of plasma waves for TeraHertz
applications in nanotransistors”, financé par EGIDE.
2008-2009 : Responsable pour la partie française du partenariat Hubert Curien avec l’Italie PHC
GALILEE numéro 17448YL “Synchronization of plasma waves for TeraHertz applications
in nanotransistors”, financé par EGIDE.
2007-2010 : Participation à l’ANR BLANC 2007 AITHER “Amplificating Integrable TeraHertz Emit-
ter of Radiations” (ANR-07-BLAN-0321) financé par l’Agence Nationale pour la Recherche
à hauteur de 360 000 euros.
1.1.2.2 Collaborations
Nous entretenons d’étroites collaborations internationales avec différentes équipes, comme
indiqué sur la figure 1.1. Ces collaborations ont donné lieu à des échanges, essentiellement
dans le cadre de projets Hubert Curien et Erasmus, et des publications. Ils ont permis en outre
aux doctorants d’effectuer des stages de recherche, deux d’entre eux (Jean-François Millithaler
et Jérémy Pousset) ayant effectué des séjours post-doctoraux dans les équipes de Lecce et
Salamanca.
J’ai à titre personnel effectué deux missions d’une semaine au SPI Vilnius (Lituanie) dans le
cadre d’un financement OTAN et trois missions d’une semaine à Lecce (Italie) dans le cadre
d’un financement EGIDE.
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TéHO 
(Modélisation)
Universidad de Salamanca (Espagne)
Semiconductor Physics 
Institute (Vilnius, Lituanie)
Università del Salento 
(Lecce, Italie)
Laboratoire de Physique 
Appliquée (Fanar, Liban)
National Academy of 
Science of Ukraine (Kiev, Ukraine)
Laboratoire de Physique des 
Dispositifs Semiconducteurs 
(Béchar, Algérie)
Laboratoire Charles Coulomb 
(Montpellier, France)
T. Gonzalez 
J. Mateos
P. Shiktorov 
E. Starikov 
V. Gruzhinskis
L. ReggianiA. Khoury 
J. Ajaka
V. Kochelap 
V. Korotyeyev
A. Belgachi 
F. Teppe 
D. Coquillat 
W. Knap 
Figure 1.1 – Collaborations dans le cadre de mes activités de modélisation dans le
groupe TéHO.
1.1.2.3 Rayonnement
2013 : Membre organisateur (secrétaire de conférence) de la 22nd International Conference on
Noise and Fluctuations (ICNF) qui s’est tenue du 24 au 28 juin 2013 à Montpellier.
2009 : Membre organisateur (secrétaire de conférence) de la 16th International Conference on
Electron Dynamics In Semiconductors, Optoelectronics and Nanostructures (EDISON16), an-
ciennement HCIS, qui s’est tenue du 24 au 28 août 2009 à Montpellier.
Relecteur pour les revues internationales Semiconductor Science and Technology, Physica Status
Solidi, Journal of Computational Electronics et Physica Scripta.
Communications invitées : Co-auteur de 4 communications invitées (2 conférences et 2 re-
vues).
Dépôt du logiciel de simulation hydrodynamique : "STEC-HD : Simulateur de Transistors à Effet
de Champ HydroDynamique" en 2011.
1.1.2.4 Bourses et primes
Titulaire de la Prime d’Excellence Scientifique (PES) depuis décembre 2009.
2006 : Titulaire pour l’année 2006 d’une bourse d’aide aux projets innovants de jeunes chercheurs
nouvellement recrutés octroyée par le Conseil Scientifique de l’Université Montpellier 2.
2000 : Bourse au mérite de DEA.
1.1.2.5 Responsabilités locales
Depuis décembre 2008 : Membre élu du pool d’experts de la 63ème section de l’Université
Montpellier 2. Ce groupe met en œuvre les procédures de recrutement pour la 63ème
section dans l’établissement (constitution et participation aux comités de sélection, rapport
de dossiers ATER).
Mai 2007 : Membre de la commission mixte d’audition IUT/63 pour le poste 63MCF730.
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Mai 2006 : Membre de la commission mixte d’audition IUT/28 pour le poste 28MCF509.
1.1.2.6 Encadrement
• Encadrement de doctorants
J’ai participé, depuis ma nomination, à l’encadrement de 7 doctorants. Tous ces encadrements
ont donné lieu à des publications conjointes. Une chronologie est reportée sur la figure 1.2 et le
détail donné ci-après.
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
J.-F. 
Millithaler
J. Pousset
G. Sabatini
H. Marinchio
A. Mahi
S. Karishy
Figure 1.2 – Chronologie des doctorants encadrés depuis mon entrée en fonction.
2011-2014 : Slyman Karishy, "Theoretical investigation of terahertz collective oscillations in electron
devices", encadrement à 50 %. Publications conjointes : 1–4.
2011-2014 : Abdelhamid Mahi, "Modélisation de transistors à effet de champ pour des applications
térahertz", encadrement à 50 %. Publications conjointes : 5–10.
2007-2010 : Pierre Ziadé, "Simulation de composants électroniques aux fréquences térahertz", enca-
drement 50 %. Publications conjointes : 1, 2, 5–7, 11–21.
2006-2009 : Giulio Sabatini, "Etude de nanocomposants pour les applications du domaine TeraHertz",
encadrement 50 %. Publications conjointes : 1, 13, 14, 17–41.
2006-2009 : Hugues Marinchio, "Nanotransistors à ondes de plasma. Applications à la génération
et à la détection de radiations térahertz", encadrement 40 %. Publications conjointes : 1, 5–
10, 12, 13, 15–27, 29–32, 34, 35, 37–58.
2005-2008 : Jérémy Pousset, “Etude de nanotransistors pour la génération et la détection d’ondes
térahertz”, encadrement 50 %. Publications conjointes : 12, 14, 15, 26, 28, 33–35, 39–41, 59–
62.
2005-2006 : Jean-François Millithaler, “Modélisation du transport et du bruit dans les dispositifs
nanométriques”, encadrement 40 % sur cette période. Publications conjointes : 12, 14, 15, 28,
31, 33, 41, 45, 52, 59–71.
• Stages de Master
Janvier à juin 2006 : "Étude du transport dans des matériaux à haute mobilité pour les transistors
TeraHertz", Giulio Sabatini, Master 2.
Janvier à septembre 2005 : "Simulation de nanotransistors pour la détection et la génération de radia-
tion THz", Samuel Rivière, Master 2.
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Janvier à septembre 2005 : "Analyse de la mobilité dans les transistors nanométriques", Jérémy
Pousset, Master 2.
1.1.2.7 Communications et productions scientifiques
À ce jour, je suis co-auteur de 41 communications dans des revues internationales et 60
conférences internationales avec actes et comité de lecture dont 4 communications invitées. Je
suis par ailleurs auteur et co-auteur de deux ouvrages scolaires d’électrotechnique publiés chez
Dunod en 2012 et 2015 dans les collections Sciences Sup et Parcours IUT. J’ai enfin participé à
l’édition d’un proceedings de conférences.
La liste détaillée 1 de mes communications est donnée ci-après selon la nomenclature AERES.
Les premiers auteurs sont, dans la mesure du possible, les doctorants impliqués dans les travaux
publiés.
Articles dans des revues internationales (ACL)
[ACL1] S. Karishy, P. Ziadé, G. Sabatini, H. Marinchio, C. Palermo, L. Varani, J. Mateos, and
T. Gonzalez, “Review of electron transport properties in bulk InGaAs and InAs at room
temperature,” Lithuanian Journal of Physics, vol. 55, no. 4, 2016. Article invité.
[ACL2] C. Palermo, H. Marinchio, P. Shiktorov, E. Starikov, V. Gružinskis, A. Mahi, and L. Varani,
“Terahertz electronic noise in field-effect transistors,” Journal of Computational Electronics,
vol. 14, no. 1, pp. 87–93, 2015.
[ACL3] E. Starikov, P. Shiktorov, V. Gružinskis, H. Marinchio, C. Palermo, and L. Varani, “Effect
of gate-length shortening on the terahertz small-signal and self-oscillations characteristics
of field-effect transistors,” Solid-State Electronics, vol. 114, pp. 141–147, 2015.
[ACL4] S. Karishy, J. Ajaka, L. Varani, and C. Palermo, “Plasmonic diodes THz response to
impulse train and stochastic optical excitations,” Fluctuation and Noise Letters, vol. 14,
no. 03, p. 1550026, 2015.
[ACL5] F. Z. Mahi, H. Marinchio, C. Palermo, and L. Varani, “Terahertz small-signal response
of field-effect transistor channels,” Terahertz Science and Technology, IEEE Transactions on,
vol. 5, no. 4, pp. 584–589, 2015.
[ACL6] S. Karishy, J. Ajaka, L. Varani, C. Palermo, P. Ziadé, and G. E. H. Moussa, “Current
response and gain in plasmonic vertical diodes in the presence of electrical and optical
thz excitations,” Physica B : Condensed Matter, vol. 456, pp. 21–25, 2015.
[ACL7] H. Marinchio, C. Palermo, A. Mahi, L. Varani, and V. Korotyeyev, “External excitation of
hybrid plasma resonances in a gated semiconductor slab : An analytical study,” Journal of
Applied Physics, vol. 116, no. 1, p. 013707, 2014.
[ACL8] P. Ziade, C. Palermo, A. Khoury, R. Habchi, M. Rahal, and L. Varani, “Comparative
analysis of nitrides band structures calculated by the empirical pseudopotential method,”
Universal Journal of Materials Science, vol. 2, no. 3, pp. 58–72, 2014.
[ACL9] A. H. Mahi, H. Marinchio, C. Palermo, A. Belghachi, and L. Varani, “Enhanced thz
detection through phase-controlled current response in field-effect transistors,” Electron
Device Letters, IEEE, vol. 34, no. 6, pp. 795–797, 2013.
1. Pour une lecture plus facile, aucun renvoi ne sera fait à cette liste. Les citations se réfèreront à la bibliographie
donnée en fin de mémoire.
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[ACL10] P. Nouvel, J. Torres, S. Blin, H. Marinchio, T. Laurent, C. Palermo, L. Varani, P. Shiktorov,
E. Starikov, V. Gruzinskis, F. Teppe, Y. Roelens, A. Shchepetov, and S. Bollaert, “Terahertz
emission induced by optical beating in nanometer-length field-effect transistors,” Journal
of Applied Physics, vol. 111, pp. 103707–9 pages, May 2012.
[ACL11] V. V. Korotyeyev, V. A. Kochelap, A. A. Klimov, G. Sabatini, H. Marinchio, C. Palermo, and
L. Varani, “Theory of Ballistic Electron Transport in n+-i-n+ diodes. Negative Dynamic
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to non-equilibrium high-frequency transport in narrow-gap semiconductors : Applica-
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[C-AFF2] T. Laurent, L. Chusseau, J. Torres, P. Nouvel, C. Palermo, and L. Varani, “Spectroscopie
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nitride-based quantum wells and heterolayers and,” in GDR TeraHertz, (Montpellier),
December 2006.
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1.1.3 Activité d’enseignement
Mon activité d’enseignement se déroule à l’Institut Universitaire de Technologie (IUT) de
Montpellier-Sète. Elle se partage entre les départements Mesures Physiques (environ 75 % des
heures enseignées) et Chimie (environ 25 %). J’interviens essentiellement en première année et
participe aux enseignements d’électricité, de mathématiques et d’électrotechnique. La répartition
moyenne de mes enseignements sur les quatre dernières années est reportée sur la figure 1.3.
L’effectif moyen d’une promotion est d’environ 100 étudiants, répartis en 4 groupes de travaux
dirigés (TD) et 8 groupes de travaux pratiques (TP).
Mathématiques
36 %
Electricité
46 %
Electrotechnique
18 %
(c) Matières
2ème année
18 %
1ère année
82 %
(b) Niveau
Chimie
25 %
Mesures Physiques
75 %
(a) Département
Figure 1.3 – Répartition moyenne des enseignements effectués en DUT Mesures
Physiques et Chimie, IUT de Montpellier-Sète.
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Enseignement d’électricité
• Description
L’enseignement d’électricité se déroule sur deux semestres et décrit les régimes continu, transi-
toire et alternatif. Il s’agit de donner aux étudiants les outils permettant de résoudre un problème
d’électricité et de les préparer à suivre les modules plus spécialisés d’électronique et d’électro-
technique de la seconde année. Cet enseignement s’adresse à un public n’étant pas familiarisé
avec cette matière, et ne demande de fait aucun pré-requis.
• Déroulement
L’enseignement se déroule en 5 chapitres. Au total, le volume horaire pour un étudiant de
Mesures Physiques est de 20h de cours magistraux (CM), 30h de TD et 40h de TP, répartis sur
les deux semestres. Pour un étudiant de chimie, la charge horaire est renforcée de 20h de TD
supplémentaires.
1. Électricité en régime continu. Il s’agit dans ce premier chapitre d’introduire les différentes
grandeurs électriques (potentiel, tension, courant, résistance) et leurs liens. La loi d’Ohm
est abordée, et le fonctionnement des outils de représentation des tensions et des courants
est étudié.
2. Réseaux linéaires en régime continu. Ce second chapitre introduit les différentes lois de
l’électricité, depuis celles de Kirchhoff jusqu’aux théorèmes du dipôle linéaire, en passant
par le théorème de Millman et le principe de superposition.
3. Du régime variable au régime alternatif sinusoïdal. Une fois les outils du continu acquis, les
autres régimes de fonctionnement sont décrits, depuis le régime variable dans le temps
jusqu’au régime alternatif sinusoïdal. Une attention particulière est portée à la définition
des différentes composantes qui constituent un signal périodique.
4. Réseaux linéaires en régime alternatif sinusoïdal. Ce chapitre a pour objectif de généraliser les
lois du continu au régime alternatif sinusoïdal. Pour ce faire, les notions de phaseurs et
d’impédances sont introduites, ainsi que les diagrammes de Fresnel.
5. Régime transitoire. L’enseignement se finit par une description du régime transitoire, menée
essentiellement en travaux pratiques, dans le but de permettre aux étudiants une plus
grande compréhension du fonctionnement des composants réactifs abordés au chapitre
précédent.
Tout au long de l’enseignement, l’accent est mis sur les méthodes de mesure des différentes
grandeurs. Chaque fois que cela est possible, les différentes erreurs et incertitudes de mesures
sont mises en évidence, les travaux pratiques donnant une part à leur quantification.
• Mon implication
Je suis responsable de l’enseignement pour le premier semestre, c’est-à-dire pour tout ce qui
concerne le régime continu. J’assure ainsi depuis plusieurs années les CM sur les deux dé-
partements, et fixe le cap pédagogique à suivre. J’interviens de plus dans l’enseignement du
second semestre, c’est-à-dire pour tout ce qui concerne le régime dépendant du temps. J’assure
régulièrement des TD même si, sur les 4 dernières années, je suis aussi intervenu de manière
plus ponctuelle en cours et en TP.
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• Publication
Cet enseignement a donné lieu à un ouvrage publié chez Dunod en 2015, dans deux collections
différentes, en collaboration avec Jérémie Torres, responsable du second module. Il est intitulé
Électricité IUT dans la collection parcours IUT, et Précis d’électricité dans la collection Sciences
Sup. [72, 73].
Enseignement d’électrotechnique
• Description
L’enseignement d’électrotechnique se déroule sur le 4ème semestre du DUT Mesures Physiques
et aborde les trois grands thèmes que sont la production, le transport et l’utilisation de l’énergie
électrique. Il fait suite aux deux modules d’électricité de la première année et se veut leur
application concrète dans le domaine de la puissance. Il s’adresse aux étudiants spécialisés en
techniques instrumentales (2 groupes de TD et 4 groupes de TP). Il se déroule sur 8h de CM,
15h de TD et 20h de TP.
• Déroulement
Les trois grands thèmes sont déclinés en cinq chapitres.
1. La machine à courant continu. Les modes moteur et génératrice sont abordées et permettent
de ré-introduire le modèle de Thévenin. Le fonctionnement de la machine et sa technologie
sont décrits, qui permettent d’aborder la notion de collecteur et de commutation et les
problèmes de coût qu’elles impliquent. Les pertes et le rendement ainsi que les méthodes
permettant de les mesurer sont décrites.
2. Le transformateur monophasé. Le transformateur est introduit au travers de la nécessité de
réduire les pertes en ligne lors du transport de puissance, tout en assurant la sécurité des
usagers à la distribution. Le diagramme de Fresnel-Kapp est étudié et les différents essais
permettant de mesurer un rendement sont détaillés.
3. Systèmes triphasés. Le troisième chapitre introduit les systèmes triphasés au travers de
leur grand intérêt dans les trois thèmes (production, transport, utilisation). La ligne et les
récepteurs sont étudiés en théorie et en pratique. Les deux modes de couplage, l’étoile et
le triangle, sont analysés.
4. Alternateur synchrone. Le quatrième chapitre aborde la production de puissance électrique
au travers de l’alternateur synchrone. Le diagramme de Behn-Eschenbourg est décrit ainsi
que les mesures permettent de déterminer le rendement, les caractéristiques interne et
externe et la réactance synchrone. La notion de régulation de la tension est abordée.
5. Moteur asynchrone triphasé. L’enseignement se termine sur le moteur asynchrone. L’accent
est mis sur la simplicité de fabrication du moteur et son intérêt en terme de coût de
fabrication et d’entretien. Le principe de fonctionnement et décrit, et les travaux pratiques
permettent de faire des mesures de puissances électriques et mécaniques ainsi que de
pertes. La méthode des deux wattmètres est appliquée dans ce chapitre.
• Mon implication
Responsable de ce module, j’assure la totalité des enseignements en CM ainsi que la moitié des
TD et des TP.
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• Publication
Cet enseignement a donné lieu à un ouvrage publié chez Dunod en 2012 dans deux collec-
tions différentes. Il est intitulé Électrotechnique IUT dans la collection parcours IUT, et Précis
d’électrotechnique dans la collection Sciences Sup.[74, 75].
Enseignement de mathématiques
• Description
J’interviens dans l’enseignement de mathématiques en première année de DUT Mesures Phy-
siques. Il est uniquement constitué de CM et de TD. Il s’agit de donner aux étudiants les
outils mathématiques utiles aux différentes matières de la physique, de la métrologie et de
l’instrumentation, qui constituent la formation.
• Déroulement
L’enseignement de mathématiques de première année de DUT Mesures Physiques est divisé
en trois modules, les deux premiers ayant lieu au premier semestre et le troisième au second
semestre. Les modules sont les suivants :
1. Outils mathématiques : analyse, trigonométrie et nombres complexes. Il s’agit dans ce premier
module de maîtriser les propriétés des fonctions usuelles utilisées dans les sciences phy-
siques, en particulier leur dérivation et leur intégration. Les limites et les comportements
asymptotiques sont étudiés. Les fonctions de plusieurs variables et la notion de dérivées
partielles sont par la suite introduites. Les nombres complexes ainsi que leurs applications
au calcul trigonométrique ont toute leur place dans ce module.
2. Outils mathématiques : géométrie - équations différentielles. Ce module a pour objectif la
maîtrise des outils de la géométrie dans le plan et dans l’espace, ainsi que la résolution des
équations différentielles utilisées dans les autres modules scientifiques et techniques de la
formation. Les vecteurs ainsi que leurs produits scalaire et vectoriel sont étudiés, en même
temps que les équations de droites et de plans. Les différents systèmes de coordonnées
sont décrits, et le barycentre est abordé. Enfin, les équations linéaires et non-linéaires du
premier ordre sont étudiées. Le module aborde ensuite les équations différentielles du
deuxième ordre en se limitant au cas linéaire et à coefficients constants.
3. Outils mathématiques : analyse et algèbre linéaire. Le troisième module a pour objectif de
compléter les deux premiers. Il s’agit de permettre aux étudiants de résoudre les problèmes
abordés dans les modules scientifiques et techniques de la formation (à l’exception toute-
fois des outils mathématiques spécifiques au traitement du signal et aux probabilités qui ne
sont étudiés qu’au 3èmesemestre). Pour ce faire, les formes différentielles sont tout d’abord
introduites dans le cadre de l’apprentissage de la résolution des intégrales curvilignes.
Les intégrales multiples sont ensuite étudiées et appliquées au calcul des moyennes conti-
nues. Le thème des courbes paramétrées est ensuite abordé. Enfin, le chapitre d’algèbre
linéaire introduit les espaces vectoriels, les applications linéaires, les matrices ainsi que le
déterminant. L’inversion de matrice est appliquée à la résolution de systèmes d’équations.
• Mon implication
Je prends en charge un groupe de TD sur l’année entière ainsi que l’enseignement en cours
magistraux du module intitulé. J’ai en outre participé en 2012 au comité chargé de refondre le
programme pédagogique national de mathématiques pour le DUT Mesures Physiques.
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• Perspectives
J’envisage à courts termes de proposer aux étudiants des travaux d’initiation aux méthodes
numériques. En effet, un travail sur les notions de dérivation et d’intégration numériques leur
permettrait de s’approprier et de mieux comprendre ces notions mathématiques, tout en prenant
un premier contact avec la numérisation d’équations.
Brevet d’Initiation à l’Aéronautique
• Description
Titulaire du Certificat d’Aptitude à l’Enseignement de l’Aéronautique (CAEA) depuis juin
2015, j’ai mis en place avec le soutien de la direction de l’IUT un enseignement théorique de
l’aéronautique à destination de tous les étudiants de l’institut. Dans un contexte de fusion avec
la région de Toulouse, et à l’heure où le secteur aéronautique est l’un des plus porteurs en
France, il s’agit de préparer les étudiants à l’épreuve du Brevet d’Initiation à l’Aéronautique.
L’objectif de cette démarche est d’offrir aux étudiants brevetés de plus grandes chances en
termes d’intégration professionnelle et de poursuites d’études.
• Mon implication
Outre la mise en place du module, j’assure la majeure partie des enseignements ainsi que la
coordination des intervenants. Je travaille en ce moment à des partenariats avec les clubs de la
région afin d’ajouter une partie pratique à l’enseignement.
1.1.4 Responsabilités pédagogiques
Depuis ma prise de fonction à l’IUT en septembre 2015, je prends une part importante dans
la vie pédagogique et administrative de l’institut. J’ai ainsi assumé différentes fonctions de
responsable de module qui m’ont amené, en particulier, à mettre en place différents travaux
pratiques en électricité et électrotechnique et à écrire deux ouvrages pédagogiques.
J’ai par ailleurs assuré des responsabilités de direction des études et suis aujourd’hui élu et
chargé de mission.
• Direction des études
J’ai été directeur des études pour les étudiants de première et de seconde année de DUT Mesures
Physiques de 2007 à 2009, puis pour les étudiants de seconde année de 2013 à 2015. Ma mission
était d’organiser les groupes et d’accompagner les étudiants dans leur apprentissage et dans
leurs poursuites d’études ou leur réorientation. J’ai lors de la seconde période eu la charge de la
gestion des notes et ai mis en place une interface de gestion venant en support d’Apogée. Au
total, j’ai assumé cette responsabilité pédagogique durant quatre années.
• Mission pour la Vie Étudiante
Je suis depuis janvier 2015 chargé de mission à la Vie Etudiante pour les campus de Montpellier
et de Sète de l’IUT de Montpellier-Sète. Ma mission consiste à organiser la vie étudiante en
coordonnant les différents départements d’enseignement, les associations et les élus étudiants.
L’objectif est de faciliter la cohésion au travers de l’organisation de manifestations sportives,
culturelles et de santé.
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• Membre du conseil d’IUT
Je suis membre élu du conseil d’IUT depuis 2009 (ré-élu en 2013).
1.2 Contexte des travaux
1.2.1 La thématique térahertz
1.2.1.1 Le groupe TéHO
Depuis ma prise de poste, je suis membre de l’une des équipes constituant à présent le
groupe TéHO, dont le nom décrit les champs de compétence Térahertz, Hyperfréquences et Optique.
Né en 2012 de la fusion de trois équipes de l’Institut d’Electronique et des Structures, ce groupe de
recherche faisant partie du département Photonique et Ondes rassemble 12 enseignants-chercheurs
et 1 ingénieur d’étude, aux compétences variées. À ce titre, il présente une expertise large
spectre dans les domaines des mesures hyperfréquences, de la génération/détection d’ondes
térahertz par voie électronique, de la conception de sondes de champ proche optique et de
l’instrumentation bas bruit associée à la physique du laser. Aujourd’hui, TéHO s’inscrit dans
une volonté de convergence, et cherche à mettre à profit sa richesse thématique pour ancrer
son savoir-faire dans les thèmes scientifiques associés à la conception et au développement de
sources et de capteurs THz et à l’instrumentation qui leur est associée.
Mon activité est centrée sur l’étude des nouveaux composants électroniques pour la génération
et la détection THz. Dans ce cadre, je développe des modèles et mets en œuvre des simulations
numériques ayant pour objet la description du transport électronique dans les matériaux et
dispositifs semiconducteurs. L’objectif est d’analyser leurs comportements en fréquence et leurs
aptitudes à interagir avec la radiation térahertz. L’activité numérique du groupe, menée en
tandem, trouve sa richesse au travers de l’interaction avec les membres expérimentateurs et
d’une collaboration active à l’international.
1.2.1.2 La problématique du térahertz
Le domaine des radiations térahertz, aussi appelées rayons T [76], correspond à la partie
du spectre électromagnétique située entre les ondes millimétriques et l’infrarouge lointain, qui
s’étend de fait sur la plage de fréquences allant de 100 GHz à 10 THz, pour des longueurs
d’ondes comprises entre 3 mm et 30 µm. Ce rayonnement présente de nombreuses propriétés
physiques intéressantes à exploiter, parmi lesquelles nous pouvons mettre en avant :
(i) la capacité de pénétrer les matériaux organiques comme non-organiques et de se réfracter
aux interfaces de corps ayant différents indices, pouvant être mise à profit pour réaliser
une analyse non-invasive et non-destructive et une détection d’objets non-métalliques tels
que la céramique ou encore les plastiques ;
(ii) une haute résolution associée aux valeurs des longueurs d’ondes, ce qui rend possible une
imagerie sub-millimétrique ainsi qu’une imagerie 3D à fort contraste associée à une grande
capacité de différentiation ;
(iii) des pouvoirs spectroscopiques, dans la mesure où de nombreux solides et de nombreuses
substances présentent des caractéristiques spectrales (c’est-à-dire des raies d’absorption ou
d’émission) dans le spectre THz ;
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(iv) une nature non-ionisante du fait des faibles énergies des photons associés, permettant un
contrôle non-destructif et non-invasif et constituant à faibles puissances (∼ 1 µW) une
alternative médicale inoffensive aux rayons X ;
(v) et, enfin, des hautes fréquences électroniques associées qui permettent d’appréhender les ondes
térahertz comme des super-hyperfréquences, avec tout ce que cela implique en terme de
bande passante.
Aussi, la radiation THz laisse entrevoir un grand nombre d’applications potentielles dans
différents domaines technologiques qui peuvent être déclinés en deux axes :
— le THz pour les télécommunications ;
— le THz pour l’analyse et l’observation.
Du fait de sa position de frontière dans le spectre électromagnétique, c’est-à-dire entre deux
différents domaines de la physique impliquant différentes technologies que sont l’électronique
et l’optique, le domaine des fréquences THz est la source de difficultés pour concevoir des
émetteurs et des détecteurs aux technologies transférables au monde industriel. Aujourd’hui
encore, il s’agit d’une zone du spectre électromagnétique difficile à exploiter.
1.2.1.3 Le cahier des charges
Eu égard aux possibilités offertes par le spectre térahertz, la réalisation d’émetteurs et de
détecteurs répondant au cahier des charges de l’optoélectronique constitue un défi que TéHO
se propose de relever. Il s’agit de développer des dispositifs à l’état solide faible coût, fiables,
rapides, spectralement résolus, fonctionnant à température ambiante, compacts et intégrables
dans les filières technologies maîtrisées. Pour ce faire, dans le cadre d’une approche théorique,
les outils numériques décrits au chapitre suivant sont utilisés afin d’exploiter les phénomènes
physiques présents dans les dispositifs semiconducteurs abordés au chapitre 3.
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Figure 1.4 – Schéma simplifié de l’organisation des travaux de recherche et de
l’interaction scientifique des doctorants encadrés.
1.2.2 Ressources humaines
On peut décrire les activités de simulation comme des expérimentations numériques. Le banc
de manipulation est constitué d’un modèle qu’il s’agit de construire, mettre en place, modifier et
optimiser si nécessaire. Il exige à ce titre des compétences multiples de modélisateur, pour dresser
24
1.2 Contexte des travaux
les équations, de numéricien, pour les rendre solubles par un ordinateur, et de simulateur pour
réaliser des études systématiques. Ce savoir-faire s’acquiert tout au long de la thèse, puis il se
bonifie, se transmet et se valorise aux termes de celle-ci.
La formation par la recherche et la participation au développement technologique sont deux
des missions d’un enseignant-chercheur. L’encadrement de doctorants dans une thématique à
l’état de l’art telle que la nôtre permet à mon sens de s’épanouir pleinement dans cette tâche.
L’interaction scientifique des doctorants impliqués dans ces travaux de recherche est décrite
dans la figure 1.4. En effet, l’approche numérique utilisée au sein de TéHO, nommée méthode
hiérarchique et décrite à la section 2.4 (page 59) implique un travail d’équipe coordonné.
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Chapitre 2
Outils de modélisation du transport
électronique
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Ce chapitre est le premier des deux consacrés à l’analyse des travaux de recherche. Après
avoir placé la modélisation dans un contexte général, la notion d’expérimentation numérique
est introduite. Nous nous intéressons ensuite à la modélisation du transport électronique dans
les matériaux et dispositifs semiconducteurs et présentons pour cela les approches physiques
exploitées dans le groupe TéHO. Une attention particulière est portée aux modèles Monte
Carlo et hydrodynamique et aux cadres d’application de ces deux méthodes qui, bien que
microscopiques, considèrent le gaz électronique à des niveaux d’observation différents. Les
grandeurs physiques d’intérêt sont présentées, en prenant des exemples dans les travaux de
thèse encadrés. Une mise en lumière des différents points forts des deux modèles permet enfin de
justifier l’utilisation de la méthode hiérarchique. Celle-ci vise en effet à tirer partie des avantages
des deux approches en les faisant travailler de concert.
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2.1 Modèles et mesures
Dans bien des domaines, nous tirons notre inspiration de la nature, nous cherchons à la
comprendre pour mieux l’imiter. Notre appréhension du monde est essentiellement fondée sur
des analogies. Confrontée à une situation nouvelle, notre réflexion prend ses racines dans notre
expérience : elle cherche à la comparer à ce qu’elle connaît, à la projeter dans un domaine qu’elle
maîtrise.
On décrit l’inconnu en prenant un modèle. Puis ensuite, lorsque les différents mécanismes sont
percés à jour, on peut appréhender ce que nos sens ne perçoivent pas. Bien souvent, l’étape qui
suit la compréhension d’un phénomène est la conception d’un système visant à l’exploiter. Puis,
l’optimisation et l’expérience aidant, on outrepasse dans bien des cas les capacités de l’objet
initialement observé.
Dans le monde des sciences, le modèle est mathématique. Le raisonnement analogique consiste
à mettre en lumière les grandeurs pertinentes et à créer des applications numériques qui vont
en modifier les valeurs, les faire évoluer, les amener à s’influencer les unes les autres, ou au
contraire les laisser invariantes. Une fois mis en place, le modèle se substitue à la réalité dans
le sens où il permet de simuler diverses situations avec une totale maîtrise des paramètres, en
s’affranchissant des limites, et sans que cela ne puisse avoir de conséquences négatives. Il rend
possible une expérimentation numérique.
2.1.1 La mise en place d’un modèle
À l’image de toute démarche scientifique, l’exploitation d’un modèle analytique ou numé-
rique suit différentes étapes, faisant intervenir un raisonnement à la fois inductif, pour la mise
en équation, et déductif, lorsqu’elles sont résolues. Je résumerais le processus aboutissant à la
Mesure ou 
observation
Modèle 
mathématique
Résolution 
analytique
Numérisation Interpolation analytique
Résolution 
numérique
Figure 2.1 – Schéma de mise en place d’un modèle optimal.
mise en place d’un modèle optimal par le synoptique reporté sur la figure 2.1.
2.1.1.1 Le triptyque
Si le point de départ est la mesure ou l’observation d’un phénomène, la démarche de
simulation n’est pas immédiate, et limiter les compétences d’un théoricien à la seule simulation
numérique serait quelque peu restrictif. Il convient en effet de décomposer la démarche en trois
parties, chacune ayant ses spécificités et, surtout, sa technicité.
— La phase de modélisation, tout d’abord, consiste à choisir le niveau d’observation (du
plus microscopique au plus macroscopique), à mettre en place les équations et à appliquer
les hypothèses simplificatrices pertinentes. Elle constitue un savoir-faire en elle-même, et
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permet d’acquérir le recul nécessaire pour l’exploitation d’un simulateur. Ce n’est en effet
que par la connaissance du modèle que l’on peut interpréter correctement les résultats du
simulateur et appréhender ses limites de validité. Ainsi, l’exploitation de logiciels com-
merciaux, ou développés par des collaborateurs, ne peut se faire correctement qu’après
avoir pris pleinement connaissance du modèle utilisé.
— La phase de numérisation intervient lorsque le modèle est trop dense pour être résolu
analytiquement. Cette phase demande une grande compétence technique pour éviter
l’apparition de phénomènes numériques, et non physiques, dans les résultats des calculs.
— Enfin, la phase de simulation numérique (ou de résolution analytique lorsque les équa-
tions le permettent) consiste à déterminer par le calcul les grandeurs mises en jeu par le
modèle, ou à décrire leur évolution. Il s’agit, de plus, d’interpréter les résultats obtenus.
2.1.1.2 Modèle optimal
Modéliser, c’est en quelques sortes effectuer une projection de la réalité dans un espace
mathématique :
— d’un point de vue strictement rigoureux, un modèle est par nature toujours plus ou
moins faux, et il s’agit de faire en sorte qu’il soit le plus vrai possible ;
— mais d’un point de vue plus pragmatique, la résolution d’équations est associée à un
effort de calcul et, de fait, à une capacité à le fournir.
L’idéal serait de disposer d’un modèle réaliste faisant intervenir des équations solubles analyti-
quement. En effet, une approche analytique présente des résultats sous la forme d’expressions
mathématiques, qui permettent par conséquent d’établir des liens précis entre les différentes
grandeurs impliquées, de déterminer leurs influences et sensibilités réciproques, et de décrire
des allures sur de larges spectres de valeurs. Elle donne ainsi accès sous forme compacte à
une importante quantité d’information, offrant une grande capacité de compréhension et de
prévision des phénomènes physiques. En quelques sortes, une seule formule analytique contient
de manière implicite les résultats qui seraient obtenus par une infinité de calculs numériques
systématiques. Mais plus le modèle est fin et fidèle à la réalité, plus il fait intervenir de gran-
deurs, et plus les opérations mises en jeu sont nombreuses et complexes. Utiliser une méthode
numérique constitue alors une alternative au calcul analytique, qui se révèle de plus en plus
inévitable à mesure que le modèle devient dense.
Devant une situation donnée, la tâche du modélisateur consiste à discriminer ce qui doit être
impérativement décrit de ce qui peut être ignoré. Il doit trouver le juste compromis entre une
représentation de la réalité la plus fidèle possible, et un temps de calcul que ses capacités
d’analyse ou les flops 1 dont il dispose rendent acceptable.
Le modèle optimal peut mener à une résolution analytique ou numérique, mais se doit d’être
suffisamment réaliste dans l’enveloppe de puissance de calcul disponible pour sa résolution.
2.1.1.3 Validation d’un modèle
L’étape indispensable précédant l’utilisation d’un modèle dans le cadre d’expérimentations
numériques est de s’assurer de sa crédibilité. On réalise alors un bouclage entre les résultats
(analytiques ou numériques) qu’il permet d’obtenir et ceux issus de mesures ou, le cas échéant,
1. Le flops (FLoating-point OPerations per Second) est une unité de mesure de vitesse de calcul (assimilable à la
puissance de calcul).
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de simulations obtenues en exploitant d’autres modèles. La procédure idéale consiste à confron-
ter des grandeurs mesurables et mesurées et à affiner le modèle pour se rapprocher autant
que possible de ces-dernières. Bien entendu, cela ne peut se faire au détriment du réalisme des
phénomènes décrits, et se résume la plupart du temps à une levée d’incertitudes sur des gran-
deurs d’entrée, à des corrections techniques sur le simulateur (par exemple la modification des
maillages spatiaux ou temporels), ou à l’introduction de phénomènes précédemment négligés.
2.1.1.4 Interpolation analytique
Dans le cadre de simulations numériques, il peut être intéressant de fournir l’ensemble des
résultats obtenus dans le cadre d’une étude systématique sous une forme condensée. Il s’agit
alors de procéder à une interpolation analytique des points obtenus, les régressions linéaires et
polynomiales constituant des exemples possibles.
2.1.2 Expérimentation numérique et conception
La modélisation et la simulation constituent un banc de manipulation numérique donnant
accès à des grandeurs mesurables mais aussi à des quantités non-mesurables. Le processus
Mesures 
expérimentales Expérimentation 
numérique ConceptionOptimisation
Autres 
simulations 
numériques
Grandeurs  
mesurables
Grandeurs  
non-mesurables
Figure 2.2 – Schéma de principe d’une expérimentation numérique.
d’expérimentation numérique, schématisé sur la figure 2.2, détaille plus précisément que celui
précédemment décrit la phase de validation. L’utilisation de simulations numériques issues de
modèles différents de celui qui est exploité permet de consolider la crédibilité du simulateur ou
de pallier l’absence de mesures expérimentales, soit parce que les grandeurs à comparer ne sont
pas mesurables, soit parce que les données ne sont pas disponibles. Un exemple de validation
est reporté sur la figure 2.3 obtenue dans le cadre de la thèse de Giulio Sabatini pour éprouver le
simulateur Monte Carlo du transport électronique mis en œuvre dans l’In0.53Ga0.47As et l’InAs
massifs. Le bon accord des calculs avec les différents résultats théoriques et expérimentaux
autorise et légitime la poursuite du processus. La confiance portée au code de simulation lui
permet de faire jeu égal avec la mesure et de l’épauler pour interpréter ses résultats. La maîtrise
du modèle offre en quelques sortes la possibilité d’entrer dans le dispositif et d’appréhender ce
qu’il s’y passe : l’activation et la désactivation artificielles de certains mécanismes physiques
permet d’évaluer leurs impacts et de comprendre leurs rôles. S’ouvre ainsi la phase d’opti-
misation, durant laquelle un jeu d’aller-retour entre les calculs et les manipulations guide les
investigations de part et d’autre. Enfin, parce qu’elle donne accès à des conditions qui ne sont
pas directement réalisables en situation réelle, la simulation permet de concevoir de nouveaux
dispositifs.
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Figure 2.3 – Vitesse de dérive en fonction du champ électrique pour l’In0.53Ga0.47As
comparée à plusieurs résultats expérimentaux [77–82] (à gauche) et de simulations
MC présents dans la littérature [81–85] (à droite), avec ND = 1016cm−3. Les lignes
pointillées sont des guides pour les yeux. Thèse de G. Sabatini.
2.2 Modélisation microscopique du transport électronique
Le travail de modélisation et de simulation que nous menons dans le groupe TéHO s’inscrit
dans un effort de recherche, de conception et d’optimisation de sources et de détecteurs du
spectre térahertz à base de semiconducteurs. Il est centré sur l’étude du transport électronique
différentes structures et dispositifs, dans le but d’exploiter différents mécanismes ultra-rapides
et de comprendre les processus de génération et de détection.
Nous utilisons trois grandes techniques de modélisation du transport électronique sont
utilisées dans le groupe TéHO. Il s’agit des méthodes Monte Carlo, hydrodynamique et, dans
une moindre mesure, dérive-diffusion. Permettant des approches à des échelles d’observation
différentes, elles donnent accès à un large panel de grandeurs électriques qui peuvent être
mesurables ou non-mesurables, et décrivent le comportement électronique de dispositifs ou
matériaux semi-conducteurs. Toutes trois dérivent pourtant d’une seule et même théorie sta-
tistique : leur but commun, malgré leurs différences, est la résolution de manière directe ou
indirecte de l’équation de Boltzmann.
2.2.1 Approche statistique
D’une façon quelque peu naïve, on peut chercher dans un premier temps à analyser le
transport électronique de manière classique : la dynamique de chaque particule de masse
effective m∗ (supposée constante) et de charge q est alors décrite à chaque instant t par sa position
r(t) et sa vitesse v(t). Sous l’action d’un champ électrique E, et en l’absence de collisions, la
trajectoire de chaque porteur (r(t),v(t)) doit satisfaire aux équations de Newton :
d
dt
r(t) = v(t) ;
d
dt
v(t) =
qE
m∗
(2.1)
Or, dans un semiconducteur, le nombre d’électrons N qu’il faut considérer est associé à des
densités importantes et peut donc devenir gigantesque. Le nombre de degrés de libertés à
prendre en compte est six fois plus grand puisqu’il faut décrire, pour chaque porteur, trois
coordonnées pour la position et trois composantes pour la vitesse. La résolution des 6N équations
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issues des relations (2.1) demande un temps de calcul rédhibitoire, même avec les machines
actuelles, de sorte qu’il faut aborder le problème du transport électronique dans les structures
semiconductrices sous un angle statistique. Deux possibilités sont alors envisageables :
— la première consiste à ne prendre en compte qu’un nombre réduit de particules. On
constitue alors un échantillon, et chaque porteur simulé représente plusieurs charges
réelles au travers de ce que l’on appelle un équivalent particulaire. C’est cette approche qui
est utilisée dans la modélisation Monte Carlo que nous décrivons plus loin ;
— la seconde consiste à ne plus considérer les charges électriques comme un ensemble de
masses ponctuelles, mais à les identifier à un gaz chargé. Par cette analogie, on dispose de
tous les outils de la physique statistique, et en particulier de la fonction de distribution.
Cette seconde approche, nous allons le voir, se révèle extrêmement puissante. En outre, elle
permet de développer différents modèles pour le transport électronique dans les matériaux et
dispositifs semiconducteurs, pouvant être microscopiques ou macroscopiques, plus ou moins
réalistes, mais aussi plus ou moins simples à mettre en œuvre. Remarquons qu’à condition de
considérer un échantillon suffisamment grand, les deux approches statistiques (petit échantillon
de porteurs ou gaz de charges) se rejoignent.
2.2.2 Deux grandeurs clés
2.2.2.1 Le potentiel électrostatique
Le potentiel électrostatique, que nous notons V dans ce mémoire, conditionne complètement
la dynamique de groupe des porteurs et constitue, par conséquent, une première grandeur clé
pour le transport de charges. Dans un dispositif électronique, il dépend des conditions aux
limites, qui représentent la tension appliquée aux électrodes. Mais il est aussi fortement lié à la
distribution des charges, qu’il influence et dont il subit les effets.
À titre d’illustration, prenons l’exemple d’une jonction pn. Hors équilibre thermodynamique, le
profil du potentiel cristallin pousse les charges libres de la structure à se déplacer. Dans le cadre
d’une analogie gazeuse, le potentiel électrostatique joue le même rôle que la pression statique,
ses variations induisant un déplacement de matière chargée tout comme le ferait une différence
de pressions. À son tour, la topologie des charges influence le potentiel, au même titre qu’une
accumulation de matière dans un gaz crée une surpression locale. L’équilibre dans la jonction
est donc atteint lorsque le déplacement des porteurs de charge dans la structure compense les
variations intrinsèques du potentiel cristallin, de sorte que l’on observe une zone de charge
d’espace aux abords de la jonction.
Potentiel électrique et densité de charges ont donc une action réciproque qu’il est nécessaire de
prendre en compte quel que soit le modèle choisi :
— les effets du potentiel sur la dynamique électronique et, indirectement, sur le profil spatial
de la charge électrique sont décrits par les effets accélérateurs du champ électrique sur
les charges ou sur le fluide ;
— l’influence du profil de la densité de charges n sur le potentiel électrostatique V est décrite
localement par l’équation de Poisson
∆V(r,t) = −n(r,t)
κκ0
(2.2)
où κ est la constante diélectrique du milieu où évoluent les charges et κ0 la permittivité
du vide.
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Remarquons que, dans les approches microscopiques, le potentiel et ses variations conditionnent
la nature des collisions subies par les charges puisque, comme nous le verrons à la section 2.2.3.3,
les probabilités d’occurence des transitions d’états dépendent de la règle d’or de Fermi.
2.2.2.2 La fonction de distribution
Dans le cadre de l’analogie gazeuse, le transport électronique dans un semiconducteur est
décrit au travers de la fonction de distribution semi-classique f (r,v,t) qui décrit la densité de
probabilité d’occupation des états. Dans ces conditions, le nombre de charges dN situées à
l’instant t dans le volume drdv de l’espace des phases est donné par
dN = f (r,v,t)drdv (2.3)
et la densité de charges localisées en r à l’instant t se calcule en intégrant la fonction de distribu-
tion sur toutes les vitesses :
n(r,t) =
∫
v
f (r,v,t)dv (2.4)
L’un des avantages de l’approche semi-classique est de permettre la description du flux de
charges au travers de grandeurs moyennes. En effet, la valeur moyenne locale de n’importe
quelle quantité Q (pouvant représenter par exemple la vitesse, l’énergie ou la masse efficace) se
calcule via l’expression :
Q(r,t) =
1
n(r,t)
∫
v
Q(r,v,t) · f (r,v,t) · dv (2.5)
où n(r,t) vérifie la relation (2.4). À ce titre, la fonction de distribution permet la détermination
de n’importe quel paramètre de transport [86], que nous classons en deux catégories :
— la première catégorie concerne les grandeurs de groupe obtenues en moyennant une seule
grandeur microscopique, par exemple la vitesse de dérive, l’énergie moyenne ou encore
la masse effective moyenne. Ces grandeurs s’éloignent de la description microscopique
du gaz, mais le restent toutefois suffisamment pour permettre une compréhension des
phénomènes locaux. Elles permettent de plus de décrire les qualités électroniques du
matériau mais il est délicat de les mesurer ;
— la seconde catégorie concerne les grandeurs impliquant plusieurs paramètres microsco-
piques comme, par exemple, le courant électrique (vitesse et densité), la conductivité
électrique (densité et mobilité) ou encore la conductivité thermique (vitesse et énergie).
D’autres quantités telles que les coefficients de Hall ou de Seebeck font aussi partie
de cette seconde catégorie. Il s’agit de paramètres plus macroscopiques que ceux de la
première, mais qui présentent l’avantage d’être plus facilement mesurables. Ainsi, ils
permettent une confrontation entre les résultats numériques et expérimentaux.
La détermination de la fonction de distribution permet donc une description aussi fine qu’on le
souhaite du transport électronique. Elle donne accès, en fonction de l’échelle de modélisation
qui est d’autant plus macroscopique que les grandeurs sont moyennées, à des informations
inaccessibles par la mesure et à des quantités permettant de valider le modèle utilisé. En ce sens,
f constitue le graal électronique.
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2.2.3 L’équation du transport de Boltzmann
Eu égard à l’importance de la fonction de distribution pour décrire le transport électronique,
nous la mettons à présent en équation. Nous envisageons tout d’abord le cas d’un transport
électronique sans collisions, puis considérons ces-dernières dans un second temps.
2.2.3.1 Équation de Liouville, sans collisions
La fonction de distribution peut être déterminée en résolvant une équation intégro-différen-
tielle : l’équation du transport de Boltzmann (ETB). Nous proposons dans cette section de dériver
cette équation en partant du fait que f constitue une densité de probabilités. Ainsi, en l’absence
de processus de collision et en accord avec le théorème de Liouville, la fonction de distribution
f se conserve dans l’espace des phases, de sorte que
d f
dt
= 0 (2.6)
Cette relation se ramène, en écrivant la différentielle de f , à l’expression
d f
dt
=
∂ f
∂t
dt
dt
+
∂ f
∂r
dr
dt
+
∂ f
∂v
dv
dt
= 0 (2.7)
Dans la mesure où les collisions sont absentes, toutes les particules se comportent de la même
manière. Les grandeurs a priori indépendantes position r et temps t sont alors liées par l’expres-
sion
dr
dt
= v (2.8)
De plus, dans la mesure où toutes les charges q de masse efficace m∗ sont accélérées par le même
champ électrique E, et si l’on néglige les effets du champ magnétique, la variation temporelle de
la grandeur v correspond à la variation temporelle de la vitesse d’un porteur, de sorte que
dv
dt
=
qE
m∗
v (2.9)
On calcule ainsi la dérivée particulaire de f . La relation (2.7) devient alors l’ETB sans collision, ou
équation de Liouville : (
∂
∂t
+ v∇r + qEm∗∇v
)
f (r,v,t) = 0 (2.10)
Cette équation est valable en conditions d’équilibre comme hors-équilibre. Toutefois, elle est
peu réaliste hormis dans le cas où le transport se fait de façon purement balistique.
2.2.3.2 Équation de Boltzmann (avec collisions)
Stricto sensu, si les collisions sont prises en compte, le théorème de Liouville ne peut pas être
appliqué. Nous ramenons alors le taux de variation de la fonction de distribution à un terme de
collision C( f ), ce qui s’écrit sous la forme
d f
dt
= C( f ) (2.11)
et revient à considérer que les processus de dérive et de convection sont compensés par les
collisions. L’expression de C( f ), rendant compte des effets des différentes collisions sur la
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fonction de distribution, s’exprime de façon plus ou moins complexe selon que l’on cherche à
modéliser le transport de manière microscopique (c’est-à-dire en considérant le gaz électronique
comme un ensemble de particules) ou macroscopique (c’est-à-dire en s’intéressant aux seules
grandeurs d’ensemble du fluide chargé).
Les hypothèses ayant permis de passer de l’équation (2.7) à l’équation de Liouville ne sont plus
valables, et la fonction de distribution n’est plus conservée dans l’espace des phases. Si l’on
s’intéresse à l’effet des seules collisions sur la fonction de distribution, la variation de celle-ci
s’écrit
d f =
(
∂ f
∂t
)
coll
dt +
(
∂ f
∂r
)
coll
dr +
(
∂ f
∂v
)
coll
dv (2.12)
Le fait de considérer la nature quantique des collisions au travers de la théorie des perturbations
sous-entend que les transitions d’état se produisent de manière instantanée. Ainsi, une particule
positionnée en r avec une vitesse v peut basculer soudainement dans l’état (r,v′). La fonction
de distribution varie alors de façon subite, et les valeurs des éléments dr et dv associées à ces
variations sont, de fait, nulles. Aussi,(
d f
dt
)
coll
=
(
∂ f
∂t
)
coll
(2.13)
Le terme de collision correspond à une relaxation temporelle de la fonction de distribution, et
s’écrit donc
C( f ) =
(
∂ f
∂t
)
coll
(2.14)
On établit alors l’ETB, valable en conditions d’équilibre et hors-équilibre,(
∂
∂t
+ v∇r + qEm∗∇v
)
f (r,v,t) =
(
∂ f
∂t
)
coll
(2.15)
On remarque que celle-ci peut être décomposée, afin de décrire la variation dans le temps de la
fonction de distribution pour un état (r,v) donné, sous la forme
∂ f
∂t
=
(
∂ f
∂t
)
drv
+
(
∂ f
∂t
)
cvn
+
(
∂ f
∂t
)
coll
(2.16)
le terme (
∂ f
∂t
)
drv
= − qE
m∗
∇v f (r,v,t) (2.17)
décrivant les effets du champ électrique sur le gaz électronique, et(
∂ f
∂t
)
cvn
= −v∇r f (r,v,t) (2.18)
les phénomènes de convection. Nous portons ci-après une attention particulière à l’expression
du terme
(
∂ f
∂t
)
coll
.
2.2.3.3 Modélisation microscopique des collisions
D’un point de vue microscopique, l’état d’une charge, que l’on peut faire correspondre dans
une vision semi-classique à son mouvement, dépend du potentiel du milieu dans lequel celle-ci
évolue. Ainsi, un porteur se trouvant dans un réseau cristallin parfaitement périodique n’est
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pas amené à changer d’état [87], c’est-à-dire d’un point de vue corpusculaire à dévier de sa
trajectoire. Un tel potentiel, correspondant à un matériau totalement homogène ne subissant
aucune agitation thermique, n’est pas envisageable, ne serait-ce qu’à cause de la température du
réseau et de la dimension finie des composants. D’un autre côté, il n’est pas possible de localiser
avec précision, en un instant donné, la position et la valeur des fluctuations du potentiel. On
procède alors de manière statistique, en évaluant en tout point la probabilité que les impuretés,
l’agitation thermique, ou toute autre phénomène rompant la périodicité du réseau, vienne
perturber le potentiel moyen dans lequel la charge évolue. Cette approche revient à appliquer la
théorie quantique des perturbations, le hamiltonien du potentiel H se décomposant en
H = H0 + H′ (2.19)
où H0 correspond au potentiel périodique, et H′  H est associé à un mécanisme de collision
faisant basculer les charges d’un état propre de H0 à un autre.
La probabilité de transition W(v,v′) depuis (r,v) vers (r,v′), deux états propres à H0, sous l’effet
de la perturbation H′ s’exprime au travers de la règle d’or de Fermi [88–91]. En considérant
l’état (r,v′) disponible,
W(v,v′) =
2pi
h¯
|〈v|H′|v′〉|2 δ [e(v′)− e(v′)± h¯ωϕ] (2.20)
où ±h¯ωϕ représente l’énergie éventuellement mise en jeu lors de la transition, et où δ est la
fonction de Dirac. Considérons à l’instant t l’état (r,v) et regardons comment évolue dans le
temps, sous l’effet des collisions, la valeur de la fonction de distribution pour cet état-là. Cela
revient à considérer la dérivée partielle
(
∂ f
∂t
)
coll
, c’est-à-dire le terme de collision de l’ETB C( f ),
que nous écrivons comme la somme(
∂ f
∂t
)
coll
=
(
∂ f
∂t
)
in
−
(
∂ f
∂t
)
out
(2.21)
— Le terme
(
∂ f
∂t
)
in
décrit la variation temporelle de la fonction de distribution pour l’état
(r,v) sous l’effet des collisions entrantes, c’est-à-dire faisant basculer des charges depuis
n’importe quel état (r,v′) vers (r,v). Cette variation dépend par conséquent de la proba-
bilité de transition W(v′,v), et de la probabilité que l’état (r,v′) soit occupé et l’état (r,v)
disponible f (r,v′,t)[1− f (r,v,t)]. Ainsi,(
∂ f
∂t
)
in
= Cin( f ) =
V
8pi3
∫
v′ 6=v
W(v′,v) f (r,v′,t) [1− f (r,v,t)] dv′ (2.22)
où V est le volume du réseau et le terme 8pi3 est associé à la densité d’états.
— Le terme
(
∂ f
∂t
)
out
décrit la variation temporelle de la fonction de distribution pour l’état
(r,v) sous l’effet des collisions sortantes, c’est-à-dire faisant basculer des charges depuis
(r,v) vers n’importe quel état (r,v′). Cette variation dépend donc de la probabilité de
transition W(v,v′) et de la probabilité que l’état (r,v) soit occupé et l’état (r,v′) disponible
f (r,v,t)[1− f (r,v′,t)]. Ainsi,(
∂ f
∂t
)
out
= Cout( f ) =
V
8pi3
∫
v′ 6=v
W(v,v′) f (r,v,t) [1− f (r,v′,t)] dv′ (2.23)
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Finalement, le terme de collision s’écrit, dans le cadre d’une approche microscopique semi-
classique,
C( f ) =
V
8pi3
[∫
v′ 6=v
W(v′,v) f (r,v′,t) [1− f (r,v,t)] dv′
−
∫
v′ 6=v
W(v,v′) f (r,v,t) [1− f (r,v′,t)] dv′
]
(2.24)
2.2.3.4 Génération-recombinaison
Les phénomènes de génération-recombinaison viennent, au même titre que les collisions,
modifier la fonction de distribution des porteurs de charge. À ce titre, on ajoute à la relation (2.16)
un terme de génération-recombinaison(
∂ f
∂t
)
gr
= g(r,v,t)[1− f (r,v,t)]− r(r,v,t) f (r,v,t) (2.25)
où les termes g et r dépendent du type de processus envisagé et, par conséquent, de la structure
de bandes du matériau considéré.
2.3 Méthodes de résolution de l’ETB
Abordons à présent les méthodes de résolution de l’ETB. Nous envisageons dans le groupe
TéHO deux axes principaux qui se situent à différents niveaux d’observation du gaz de charges :
la résolution directe par la méthode de Monte Carlo et l’utilisation de la méthode des moments.
2.3.1 Résolution directe de l’ETB par la méthode Monte Carlo
Résoudre directement l’ETB consiste à déterminer la fonction de distribution f quand les
termes de collision et de génération-recombinaison sont exprimés sous leurs formes microsco-
piques, c’est-à-dire au travers des eqs. (2.24) et (2.25), respectivement. Différentes méthodes
peuvent être envisagées, auxquelles l’équipe de simulation de TéHO a, par le passé, eu recours.
On peut citer à cet égard, outre la résolution directe de l’équation de Boltzmann, la méthode
des packets répartis (Scattered Packet Method), qui a la particularité d’avoir été développée par
les Montpelliérains Jean-Paul Nougier et Jean-Claude Vaissière [92], ou encore la méthode
Monte Carlo, utilisée dans différents domaines scientifiques, qui est celle qui nous intéresse plus
particulièrement dans ce mémoire.
La méthode de Monte Carlo (MC) appliquée au transport de charges dans les matériaux et
composants semiconducteurs est l’un des piliers de notre savoir-faire. Historiquement, le recours
à MC s’est imposé presque naturellement du fait d’un thème resté phare pendant très longtemps
au laboratoire : le bruit électronique. En effet, la nature à la fois particulaire et stochastique de la
méthode de Monte Carlo permet de simuler de façon naturelle le bruit associé au déplacement
ou à la génération-recombinaison des charges électroniques. Cette méthode est le support, pour
notre groupe, d’une étroite collaboration avec les équipes de Lino Reggiani, de l’Università del
Salento (Lecce, Italie), de Pavel Shiktorov, du Semicondutors Physics Institute de Vilnius (Lituanie)
et de Tomás González de l’Universidad de Salamanca (Espagne).
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2.3.1.1 Modèle Monte Carlo et liens avec l’ETB
La méthode de MC a été inventée au cours de la seconde guerre mondiale dans le cadre du
projet Manhattan [93], dans le but de rendre possibles les calculs liés aux réactions nucléaires en
profitant de la puissance de calcul naissante des premiers calculateurs. Publiée pour la première
fois en 1949 [94], elle est alors présentée comme une méthode stochastique visant à résoudre
les équations différentielles ou intégro-différentielles rencontrées dans de nombreux domaines
de la science. Pour cela, chacun des termes de l’équation à résoudre est interprété en fonction
de l’influence qu’il a sur les objets simulés (diffusion, multiplication, marche au hasard de
particules, etc.).
Dans le domaine du transport électronique, la méthode MC consiste à considérer le déplacement
de chacune des charges constituant le gaz électronique comme un ensemble de vols libres entre-
coupés de processus de collision [95]. La fonction de distribution f (r,v,t) est alors déterminée
en recensant le nombre de charges f (r,v,t) dr dv contenues dans le volume de l’espace des
phases dr dv au travers d’un maillage de ce-dernier. Il est alors possible d’évaluer la variation
temporelle de la fonction f pour chaque état (r,v) et de faire, comme dans l’article fondateur,
un parallèle entre l’équation de Boltzmann, que l’on couple à l’équation de Poisson (2.2), et les
phénomènes subis par les charges simulées.
• Le terme de dérive
Le terme de dérive
(
∂ f
∂t
)
drv
donné par l’éq. (2.17) décrit l’effet des forces électriques sur les
charges électroniques. La contribution de ce terme à la variation temporelle de la fonction de
distribution pour un état donné est non-nulle si la force accélératrice est présente et si, pour
une valeur arbitraire mais petite dv, f (r,v,t) 6= f (r,v + dv,t). Par conséquent, la variation de f
dans le temps sous l’effet des forces de dérive est maximale, dans une région donnée, lorsque
les charges électroniques ont des vitesses similaires.
Cela se vérifie d’un point de vue microscopique en appliquant un champ électrique homogène et
en observant la dynamique de chaque charge. En l’absence des termes de diffusion, de collision
et de génération-recombinaison, tous les porteurs subissent la même force et adoptent la même
vitesse. Si l’on ne met pas en jeu les phénomènes de collision, tout le paquet se déplace en effet
vers les zones de l’espace des phases où ∇v f 6= 0, c’est-à-dire vers des vitesses de plus en plus
importantes.
Dans un modèle MC, la prise en compte d’une force accélératrice agissant sur chacune des
charges au travers du principe fondamental de la dynamique suffit donc à rendre compte des
phénomènes de dérive. C’est ce qui est, par exemple, fait dans les simulateurs de type bulk pour
lesquels on considère un matériau homogène et, donc, où seul l’espace des vitesses est pris en
compte. Ceci permet entre autres choses de simplifier les calculs puisqu’il n’est pas nécessaire
dans ce cas de résoudre l’équation de Poisson.
• Le terme de convection
Le terme de convection
(
∂ f
∂t
)
cvn
donné par l’éq. (2.18) apparaît dès lors qu’il existe une variation
de la fonction de distribution dans l’espace réel (c’est-à-dire lorsque la répartition des charges
n’est pas homogène) associée à un champ de vitesse.
D’un point de vue microscopique, un paquet de particules en mouvement agit sur la distribution
du champ électrique qui, en retour, accélère les charges au travers du terme de dérive. L’évolution
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dans le temps de la fonction de distribution pour un état donné étant plus importante pour les
forts gradients de f , le paquet a tendance à s’étaler, de sorte qu’un phénomène de diffusion
accompagne la convection.
Dans un modèle MC, la convection des charges est réalisée par le biais d’un calcul, à chaque
instant, du profil de potentiel électrique, suivi d’une action de ce dernier sur le mouvement des
porteurs. L’équation de Poisson est alors résolue de manière auto-consistante, l’algorithme de
résolution devant permettre une mise à jour très régulière des valeurs du potentiel.
• Le terme de collision
Le terme de collision
(
∂ f
∂t
)
coll
est, comme nous l’avons dit plus haut, de nature stochastique, et
sa prise en compte sous sa forme microscopique justifie à elle seule l’utilisation de la méthode
Monte Carlo. Pour un état (r,v) donné, le terme de collision est composé d’un terme d’entrée
et d’un terme de sortie représentant respectivement la probabilité qu’une transition s’opère
vers et depuis (r,v). Pour chacun des états considérés, il est donc nécessaire d’évaluer les deux
composantes Cin( f ) et Cout( f ) pour déterminer la fonction de distribution. En revanche, si l’on
ne s’intéresse plus aux états mais aux particules les unes après les autres, il suffit de considérer
les probabilités de transition de chaque porteur d’un état à un autre, et la disponibilité des états
d’arrivée, pour balayer l’ensemble des termes d’entrée et de sortie des états impliqués. Il s’agit
par conséquent de ne prêter attention, pour chaque particule, qu’au terme de sortie.
On peut décomposer le terme de sortie Cout de la façon suivante :
Cout( f ) =
V
8pi3
f (r,v,t)
∫
v′ 6=v
W(v,v′) [1− f (r,v′,t)] dv′ = V
8pi3
f (r,v,t)P(v) (2.26)
où la grandeur P(v) est la probabilité qu’une particule se trouvant à l’état (r,v) subisse une
collision quelconque et bascule vers n’importe quel état (r,v′). L’une des difficultés du calcul
de l’intégrale réside dans la dégénérescence et le fait que la fonction de distribution n’a pas la
même valeur pour tous les états d’arrivée. La mise en place d’un modèle Monte Carlo commence
en constatant que la dégénérescence, si elle n’est pas négligeable, a tendance à minimiser les
probabilités de transition. En comparant la probabilité P(v) au cas non-dégénéré pour lequel
[1− f (r,v′,t)] ≈ 1, on établit alors que
P(v) ≤
∫
v′ 6=v
W(v,v′) dv′ (2.27)
On introduit ce faisant un temps caractéristique à l’ensemble des collisions, le temps de relaxation
τ(v) exprimé comme
1
τ(v)
=
∫
v′
W(v,v′)dv′ (2.28)
Le taux de transition W ne différencie pas les différentes collisions impliquées dans la transition
d’état. Pour ce faire, on le ré-écrit sous la forme d’une somme de i taux de transition, chacun
étant associé à un type de collision particulier, W = ∑i Wi. Dans ces conditions, l’intégrale (2.28)
se décompose comme∫
v′
W(v,v′)dv′ =
∫
v′
∑
i
Wi(v,v′)dv′ =∑
i
∫
v′
Wi(v,v′)dv′ =∑
i
1
τi(v)
(2.29)
et fait apparaître les temps de relaxation associés à chacune des collisions impliquées dans la
transition depuis l’état (r,v) vers (r,v′). Le rapport 1/τi(v) représente le taux de probabilité
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qu’une particule dans l’état (r,v) subisse une collision de type i. En pratique, on associe à
chaque collision un taux de collision Pi(e) = 1/τi(v) dont l’unité est la s−1 que l’on indexe, pour
simplifier les calculs, non pas sur la vitesse mais sur l’énergie.
Dans un modèle Monte Carlo, un premier tirage au sort est donc fait pour savoir, grâce aux
valeurs de Pi(e), à quel moment une particule dont l’énergie vaut e subit une collision, et
quel est le type de cette-dernière. Par la suite, l’état après collision est déterminé au travers
de l’expression de W(v,v′). En effet, les collisions peuvent avoir différents effets sur l’énergie
des porteurs mais aussi sur leur vitesse, en fonction de leur élasticité et de leur isotropie.
Enfin, puisque la probabilité P(e) majore les probabilités de transition réelles en négligeant la
dégénérescence, on ré-introduit cette-dernière au travers d’un algorithme adapté tel que, par
exemple, celui de Lugli et Ferry [96]. Celui-ci consiste à remplacer la collision par un vol libre
si l’état final est déjà occupé, l’évaluation de la disponibilité se faisant en impliquant le terme
[1− f (v,r,t)] dans un tirage au sort.
Nous référençons dans les deux premières branches de l’arbre reporté sur la Fig. 2.4 les diffé-
rentes collisions subies par les porteurs de charge du fait des caractéristiques du réseau cristallin.
Les mécanismes de la troisième branche sont abordés dans la section suivante. Remarquons
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Figure 2.4 – Mécanismes de collision typiques dans un semi-conducteur.
de plus que l’interaction électron-électron à deux pairs implique des calculs importants, soit
parce que le terme de collision est dense (dans le cas d’une approche analytique) soit parce
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que le nombre de collisions à simuler est trop grand (dans le cadre d’une approche numé-
rique microscopique). Dans la plupart des cas, son influence est jugée comme faible sur les
paramètres de transport du premier ordre (c’est-à-dire ceux qui ne décrivent pas le bruit du
matériau) [95]. En effet, lors d’une collision entre deux porteurs de charge, l’énergie totale et
la quantité de mouvement sont conservées, de sorte que la collision n’a d’influence que sur
la forme de la fonction de distribution, mais finalement pas sur les grandeurs moyennes. En
première approximation, nous choisissons de ne pas la prendre en considération en tant que
collision à deux pairs. L’interaction coulombienne est toutefois introduite au travers de ses effets
à longue distance par le biais de l’équation de Poisson. De plus, l’effet d’écran que les charges
occasionnent sur les impuretées ionisées est pris en compte dans le calcul des probabilités de
collision avec ces-dernières.
• Le terme de génération-recombinaison
Le terme de génération-recombinaison
(
∂ f
∂t
)
gr
est modélisé en MC de la même manière qu’un
terme de collision, c’est-à-dire par le biais d’un taux de probabilités dépendant de l’énergie
et de la détermination d’un état après collision pour la ou les particules impliquées. Nous
avons reporté dans la troisième branche de la figure 2.4 les trois principaux mécanismes de
génération-recombinaison pouvant être pris en compte dans un modèle MC.
Nous avons utilisé cette approche dans le cadre de la thèse de Giulio Sabatini [97]. En effet,
Giulio a réalisé une étude minutieuse du transport des électrons [1, 35] et des trous dans l’InAs
pour laquelle il lui a été nécessaire de prendre en compte les phénomènes d’ionisation par
impact au travers du modèle de Keldysh [98–100]. Les taux de collision associés à ce modèle
ne se calculent pas, comme dans le cas des collisions classiques, par le biais de paramètres
cristallographiques. Ils ne peuvent être obtenus que par le biais de comparaisons avec des
données expérimentales ou d’autres données théoriques dans une démarche semblable à celle
reportée sur la figure 2.5.
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Figure 2.5 – Coefficient d’ionisation par impact en fonction de l’inverse du champ
électrique dans l’InAs calculé dans le cadre de la thèse de G. Sabatini pour une
concentration d’impuretés ionisées ND = 1016 cm−3. La ligne continue représente la
simulation et les symboles les données expérimentales de la référence [101].
Remarquons toutefois que les temps caractéristiques des phénomènes de génération-re-
combinaison sont bien plus longs que ceux des collisions, le facteur pouvant être de l’ordre
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de 1000. Aussi, une simulation de ces processus allonge de manière considérable les temps de
calcul. Il peut alors être intéressant d’adopter une approche dite hiérarchique, visant à prendre
en compte au travers de deux modèles différents le transport de charges et les phénomènes de
génération-recombinaison. Celle-ci est décrite à la section 2.4.
2.3.1.2 Analyse MC du bruit dans les semiconducteurs
Le bruit microélectronique est resté pendant très longtemps le thème de prédilection du
Centre d’Électronique de Montpellier, devenu aujourd’hui l’Institut d’Électronique et des Structures
(IES). Son étude par la méthode de MC constitue à ce titre un savoir-faire historique de notre
groupe.
Même si le bruit ne constitue plus à ce jour l’un des thèmes prioritaires de l’IES, il demeure
un outil précieux pour l’étude des performances de transport des dispositifs et l’analyse fine
des phénomènes physiques mis en jeu dans les semiconducteurs. La méthode MC est un allié
idéal des études de bruit, car elle permet de mettre en place un formalisme de corrélation.
Comme l’indique la figure 2.6, les données temporelles extraites du simulateur présentent
Fonctions de corrélation
et d’auto-corrélationCorrélation
MC Grandeurs temporelles
Densité spectrale
de bruit S
Transformée 
de Fourier
Grandeurs du second 
ordre (D, K, TN, etc.)
Figure 2.6 – Schéma de principe du calcul des paramètres de bruit via la méthode
MC et un formalisme de corrélation.
des fluctuations dont les corrélations sont calculées. La densité spectrale, mais aussi d’autres
paramètres macroscopiques tels que le coefficient de diffusion D, la conductivité thermique K
ou encore la température de bruit TN , sont ensuite déterminées par le biais de la transformation
de Fourier [102, 103].
• Étude du rapport signal-sur-bruit
Le calcul du rapport signal-sur-bruit est probablement l’application la plus évidente de l’étude
des fluctuations. Il permet en effet d’évaluer la possibilité d’extraire un signal généré par une
source térahertz ou un multiplicateur de fréquences. Nous avons par exemple travaillé sur
les diodes Schottky [66, 104] dont la non-linéarité est exploitée pour constituer des étages de
multiplication de fréquences en faisant apparaître des harmoniques d’ordres élevés dans le
domaine térahertz. Ceux-ci ne sont exploitables que lorsque leurs intensités s’élèvent au dessus
du niveau du bruit.
• Détermination de paramètres de transport
L’étude du bruit dans les semiconducteurs donne accès à des paramètres de transport inac-
cessibles par une étude dite au premier ordre, c’est-à-dire menée au travers d’un algorithme
MC classique tel que celui décrit dans la référence [95]. En ce sens, l’analyse des fluctuations
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des différentes grandeurs permet d’approfondir l’étude des qualités de transport du matériau.
Certains de ces paramètres dits du second ordre constituent de plus les données d’entrée de
simulateurs physiques basés sur des modèles plus macroscopiques que nous aborderons à la
section 2.3.2.
Le coefficient de diffusion D est un excellent représentant de ces paramètres. On le retrouve
dans les modèles les plus simples permettant de décrire le transport de charges [87]
tels que le modèle dérive-diffusion, décrit à la section 2.3.2.2. Si, en régime ohmique, ce
coefficient est directement lié à la mobilité ohmique au travers de la relation d’Einstein
[105], il n’en est pas de même en régime hors-équilibre, et D doit faire l’objet d’un calcul
dédié ou d’une mesure expérimentale. Nous avons reporté sur la figure 2.7 un exemple de
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champ de seuil, ce qui explique l’augmentation de la tempe´rature de bruit. Ce comportement
indique que le syste`me est en train de s’approcher d’une zone d’instabilite´ e´lectrique.
Concluons maintenant ce chapitre en regardant brie`vement le comportement des mate´riaux
d’inte´reˆt vis a` vis des transferts thermiques.
3.8 Conductivite´ thermique
La conductivite´ thermique repre´sente un important coefficient cine´tique duˆ au mouve-
ment des e´lectrons et des phonons sous l’action d’un gradient de tempe´rature [Kireev, 1975].
Contrairement a` d’autres coefficients cine´tiques, sa de´pendance au champ e´lectrique a sus-
cite´ une attention mineure de la communaute´ des semi-conducteurs. Ceci peut eˆtre attribue´
en partie a` un plus grand inte´reˆt pour les proprie´te´s e´lectriques par rapport aux proprie´te´s
thermiques, et en partie a` la difficulte´ d’obtenir des re´sultats expe´rimentaux. Il faut admettre
qu’une analyse de´taille´e des phe´nome`nes lie´es aux flux d’e´nergie dans les semi-conducteurs
est une taˆche obligatoire a` ce jour pour une correcte mode´lisation des nanocomposants. Par
exemple, si dans un simulateur hydrodynamique nous ne´gligions la conductivite´ thermique
nous constatons l’apparition d’un effet de survitesse aux contacts, appele´ spurious velocity
overshoot, qui n’est pas physique [Greiner et al., 2004].
La me´thode la plus simple pour calculer des coefficients cine´tiques consiste a` mode´liser la
137
Figure 2.7 – Paramètres macroscopiques de matériaux semi-cond cteurs déterminés
par une analyse de bruit MC. À gauche : coefficients de diffusion parallèle D‖ et per-
pendiculaire D⊥ en fonction du champ électrique calculé par MC dans l’In0,53Ga0,47As
(courbes) et comparaison avec les résultats numériques de la référence [106] (symboles).
À droite : température de bruit TN en fonction du champ électrique dans l’In0,53Ga0,47As
et l’InAs. Thèse de G. Sabatini.
résultats obtenus par Giulio Sabatini da s le cadre de sa thèse, au travers du formalisme
de corrélation, pour les grandeurs que nous venons de décrire.
Remarquons que le coefficient de diffusion est un paramètre pertinent dans d’autres
disciplines de la physique. L’équipe expérimentatrice de TéHO est par exemple impliquée
dans une collaboration visant à comprendre, par le biais de mesures térahertz, l’interaction
de bio-molécules. L’évolution de ces-dernières est en partie décrite par le coefficient de
diffusion, calculé au travers d’une procédure MC semblable à celle que nous utilisons pour
le transport électronique [107].
La conductivité thermique K est un autre exemple intéressant de paramètre accessibl au
travers d’une étude de bruit. Outre la description du transport de chaleur dans le matériau,
nous avons montré par le passé qu’un calcul adéquat de cette grandeur permet d’améliorer
sensiblement le réalisme d’u simulateur hydrodyn mique [108, 109]. Le calcul d cette
quantité, tel que celui reporté dans la figure 2.8, constitue par conséquent une information
précieuse.
Les variances et co-variances de la vitesse et de l’énergie sont un exemple de grandeurs utiles
aux simulateurs hydrodynamiques, comme nous le montrerons dans la section 2.3.2.3.
Étant donné qu’elles ne sont pas mesurables expérimentalement, leur extraction par le biais
du formalisme de corrélation associé à la simulation MC se révèle une étape indispensable.
Nous revenons sur cet aspect dans le cadre de l’approche hiérarchique, décrite à la section
2.4, et un exemple de calcul de ces grandeurs est reporté sur la figure 2.11, page 52.
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déterminés par une analyse de bruit MC. Conductivité thermique K en fonction du
champ électrique pour l’In0,53Ga0,47As et l’InAs. Thèse de G. Sabatini.
• Analyse des temps caractéristiques et des phénomènes associés
L’analyse du bruit dans les dispositifs semiconducteurs permet enfin de calculer deux grandeurs
importantes qui sont les densités spectrales de bruit en tension SV et en courant SI . Ces grandeurs
permettent de mettre en lumière les phénomènes physiques influençant le transport de charges
dans les structures semiconductrices. En effet, si l’on se place dans le cadre très simplifié d’un
barreau semiconducteur homogène en conditions ohmiques et en régime petit-signal, et si l’on
utilise le modèle de Drude, on obtient les expressions analytiques [102]
SV(ω) ∝
1
(1−ω2τ2p)2 +ω2τ2d
(2.30)
et
SI(ω) ∝
1
1+ω2τ2m
(2.31)
où τd est le temps de relaxation diélectrique, τp le temps caractéristique du plasma et τm le temps
de relaxation du moment des charges.
Même si elles ne sont valables que dans une enveloppe donnée de conditions, ces expressions
constituent un guide théorique aux résultats numériques obtenus par le formalisme de cor-
rélation, qui permet d’identifier les phénomènes physiques en présence par le biais de leurs
signatures fréquentielles. Lorsque l’on sort des conditions du modèle analytique, d’autres temps
caractéristiques peuvent entrer en jeu, enrichissant ainsi la structure du spectre. Nous avons
fait grand usage de cette technique dans le cadre des thèses de Jérémy Pousset [110] et de
Jean-François Millithaler [111] qui ont mené une analyse des instabilités exploitables pour la
génération et la détection térahertz dans les différentes zones des structures semiconductrices
de types MOSFET et HEMT. À titre d’exemple, nous avons reporté sur la figure 2.9 les densités
spectrales des fluctuations du potentiel calculées dans les différentes zones d’un transistor MOS
fonctionnant en régime ohmique. Les calculs ont été réalisés à l’aide du logiciel MONACO,
développé par le Computational Electronics Research Group de l’Institut d’Electronique Fondamentale
(IEF) de l’Université Paris-Sud. Les pics à haute fréquence (environ 35 THz) sont associés aux
oscillations plasma 3D du silicium constituant la source. Les pics à plus basses fréquences
(environ 1,2 THz) peuvent être imputés au phénomène de retour de porteurs [112]. Celui-ci se
caractérise par un retour en arrière des porteurs ne réussissant pas à franchir la barrière de
potentiels d’une jonction, assimilable à un effet rebond. Ces pics se retrouvent dans le substrat.
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Figure 2.9 – Densité spectrale des fluctuations de la tension calculée par le simulateur
Monaco dans les diverses zones d’un transistor MOS en régime ohmique. Thèse de
J. Pousset.
Une analyse MC de bruit plus détaillée est développée dans le cadre de l’étude des canaux
bidimensionnels à la section 3.4.2 du chapitre 3.
2.3.2 Méthode des moments
Fiable, intuitive et réaliste, donnant accès à de nombreux paramètres du premier et du
second ordre, la méthode de Monte Carlo bénéficie à juste titre d’une excellente réputation et
se révèle outil précieux dans le domaine de la simulation du transport de charges. Sa nature
stochastique et particulaire impose toutefois un choix entre une simulation bruitée, quand le
nombre de particules simulées est trop faible (c’est-à-dire quand l’équivalent particulaire est trop
important), et des temps de calculs très importants, quand l’équivalent particulaire est abaissé
dans le but d’obtenir des courbes de résultats plus lisses. De plus, lorsque l’échelle temporelle
des phénomènes à prendre en compte est grande devant celle des collisions, par exemple dans
le cas d’une perturbation à basses fréquences du champ électrique ou encore de phénomènes de
génération-recombinaison impactant grandement le courant, les temps de calculs peuvent se
révéler rédhibitoires. Dans certaines conditions, nous lui préférons donc des méthodes moins
microscopiques, s’inscrivant dans l’analogie gazeuse et l’utilisation des outils de la physique
statistique. Il s’agit de résoudre l’ETB non plus de façon directe, mais indirecte.
Résoudre l’ETB de manière indirecte consiste à simplifier le second membre de l’expression (2.24)
afin de faciliter la résolution de l’éq. (2.15). Les approches développées chez TéHO sont basées
sur la méthode des moments. Le gaz électronique n’est dans ce cas plus considéré comme un
ensemble de particules occupant des états, mais comme un fluide dont le comportement local est
décrit par des grandeurs macroscopiques correspondant à des moyennes de groupe. L’approche
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statistique cherchant à déterminer la fonction de distribution cède alors sa place à l’étude
dynamique d’un fluide chargé dont on calcule les valeurs locales de la densité, la vitesse de
dérive ou encore l’énergie. Ce sont des approches phénoménologiques par opposition aux
méthodes cinétiques dans le sens où l’on ne s’intéresse plus à la nature des collisions mais à leurs
conséquences globales sur les grandeurs macroscopiques. Il s’agit des méthodes hydrodynamique
et dérive-diffusion.
2.3.2.1 Approches (phénoménologiques) basées sur les moments de l’ETB
La première étape nécessaire à la mise en place des approches basées sur les moments de
l’ETB est de faire ce que l’on appelle l’approximation du temps de relaxation (ATR). On considère
alors que les collisions, indépendamment de leurs natures, n’ont d’autre effet que celui de
ramener la fonction de distribution vers son expression à l’équilibre f 0, et ce avec un temps
caractéristique τ. Dans ces conditions, le terme de collision s’exprime comme
C( f ) =
(
∂ f
∂t
)
coll
= − f (r,v,t)− f
0(r,v,t)
τ(r,v,t)
(2.32)
Le terme 1/τ(r,v,t) est dans cette approche un taux obtenu en intégrant les probabilités de
collision sur tous les états finaux (r,v′). Remarquons que si l’on connait les taux de relaxation
dus à chaque type de collision, le temps global τ(r,v,t) se déduit de la relation
1
τ(r,v,t)
= ∑
coll
1
τcoll(r,v,t)
(2.33)
L’ATR permet de supprimer la partie intégrale de l’équation intégro-différentielle (2.15) et de
ramener cette-dernière à l’équation aux dérivées partielles 2 (EDP) :(
∂
∂t
+ v∇r + qEm∗
)
f (r,v,t) = − f (r,v,t)− f
0(r,v,t)
τ(r,v,t)
(2.34)
En dépit de la simplification offerte par l’ATR, la détermination de la fonction de distribution
au travers de l’EDP n’est toujours pas triviale et d’autres considérations doivent être faites.
Dans le cadre de la simulation de dispositifs électroniques, les grandeurs présentant un intérêt
sont des paramètres de transport correspondant à des moyennes locales tels que la vitesse
moyenne v(r,t), l’énergie moyenne e(r,t), la densité de porteurs libres n(r,t) ou, dans un cadre
plus macroscopique, le courant I(r,t). N’extraire que de tels paramètres en lieu et place de la
fonction de distribution tout entière constitue une solution intéressante dans la mesure où ils
permettent une description du transport électronique aussi proche de la réalité qu’on le souhaite
tout en ne représentant qu’une infime partie des informations contenues dans f .
Le passage de l’équation (2.34) à des équations aux paramètres locaux moyens se fait au travers
de la méthode des moments qui consiste à faire apparaître dans l’EDP la valeur moyenne des
moments de la vitesse. Concrètement, l’équation (2.34) est multipliée par la quantité vp, où p est
un entier, avant d’être intégrée sur le domaine des vitesses v. On peut alors choisir le nombre
d’équations à considérer, mais il faut souligner que, pour n’importe quelle valeur de p, la pe
équation met en jeu le (p + 1)e moment qui, du fait de l’absence d’une (p + 1)e relation, ne peut
pas être déterminé et doit donc être évalué à part. Le choix plus ou moins arbitraire qui est offert
2. On vérifie bien que seul le phénomène de relaxation de f est décrit, la cinétique des différentes collisions étant
absente de l’EDP, justifiant le terme d’approche phénoménologique.
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pour l’approximation du dernier paramètre de transport est appelé le problème de fermeture
des équations aux moments de l’ETB, la solution la plus simple mais souvent la moins réaliste
consistant à considérer le paramètre de fermeture comme constant.
Le problème de fermeture est d’autant plus critique que la valeur de p est choisie petite.
Autrement dit, le système d’équations et le modèle associé sont plus fiables et plus réalistes
lorsque p est plus grand. En effet, par exemple, le choix p = 0 implique une simplification sur v
amputant le problème de la dynamique des charges. Le choix p = 1 induit une simplification sur
e menant à ignorer les effets de l’inertie. Le choix p = 2 demande quant à lui une approximation
plus souple puisque portant sur la conductivité thermique ev.
Dans un monde parfait, il faudrait faire tendre p vers l’infini. Toutefois, cela se révèle impos-
sible, pour des raisons liées à la disponibilité des données et aux temps de développement et
d’exécution de la simulation :
— d’une part, à mesure que p augmente, la grandeur de fermeture devient de plus en plus
exotique et de moins en moins mesurable. Il devient alors vite difficile de trouver des
données expérimentales ou numériques la décrivant ;
— d’autre part, de grandes valeurs de p entraînent des temps de calcul plus importants.
Dans le cadre d’une résolution numérique, le temps CPU nécessaire devient très vite
rédhibitoire ;
— à cela s’ajoutent des problèmes de divergence numérique qui se répercutent sur le temps
nécessaire au numérisateur pour développer le simulateur.
Aussi, dans la pratique, les valeurs les plus souvent choisies pour p sont p = 1 et p = 2. En
allégeant des notations relatives à r et t, on aboutit alors aux équations de conservation de la
densité d’électrons
∂n
∂t
+∇(nv) = 0, (2.35)
de la vitesse
∂v
∂t
+ v∇v + 1
n
∇
[
n
(
v2 − v2
)]
− qE(r,t)
m∗
= − v
τv
, (2.36)
et de l’énergie
∂e
∂t
+ v∇e+ 1
n
∇ [n (ev− e v)]− qEv = −e− e0
τe
(2.37)
où τv et τe sont les temps de relaxation de la vitesse et de l’énergie, respectivement.
La résolution de tout ou partie de ces équations par voie numérique correspond aux approches
dérive-diffusion et hydrodynamique.
2.3.2.2 Approche dérive-diffusion
L’approche dérive-diffusion (DD) consiste à résoudre de manière numérique le modèle issu
des équations (2.35) et (2.36) constituant les deux premiers moments de l’ETB. Le problème
de fermeture se concentre sur la valeur de v2, qui est directement proportionnelle à l’énergie
cinétique. L’énergie électronique est alors supposée constante dans le temps et en tout point
du dispositif : elle est égale à l’énergie d’agitation thermique 32 kBT où kB est la constante de
Boltzmann et T la température du réseau. En remarquant que, de façon triviale, v  v2, le
terme ∇
[
n
(
v2 − v2
)]
se réécrit kBT · ∇n. La première simplification de l’approche DD revient
donc tout simplement à négliger les phénomènes de porteurs chauds ainsi que leurs effets sur la
vitesse électronique.
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L’utilisation des méthodes numériques est indiscernable des performances des CPU et, de
fait, l’approche dérive-diffusion, plus simple, a été la première à être implémentée dans les
simulateurs commerciaux et académiques. Dans les composants longs, les premiers à avoir été
étudiés, le terme de convection de la vitesse v∇v peut être négligé au profit des seuls termes de
dérive et de diffusion. La seconde simplification de l’approche DD consiste donc à négliger cette
grandeur, rendant d’emblée la méthode non-pertinente dans le cas de composants courts (c’est-
à-dire sub-microniques) ou subissant de forts champs électriques, dans lesquels la divergence
de ∇v influence la valeur de v elle-même.
Enfin, l’accélération et le ralentissement d’une particule sont associés à des variations de l’énergie.
Dans la mesure où l’énergie électronique est supposée constante et où les effets des porteurs
chauds ne sont pas pris en compte, le phénomène transitoire ne peut être décrit correctement. La
dernière simplification de l’approche DD consiste alors à ne s’intéresser qu’au régime permanent,
en posant ∂v/∂t = 0. Une telle approche est possible si l’on considère que le régime stationnaire
est atteint dans des temps suffisamment courts pour suivre une variation de la polarisation. Elle
est donc utilisable en régime continu et en régime petit-signal basse fréquence.
Pour le cas des électrons, en introduisant la densité de courant J(r,t) = −en(r,t)v(r,t), on
arrive aux équations dérive-diffusion
∂n(r,t)
∂t
=
1
e
∇J (2.38)
et
J(r,t) = e n(r,t) µ(r,t) E(r,t) + e D∇n(r,t) (2.39)
dans laquelle apparaissent un terme de dérive impliquant la mobilité µ et un terme de diffusion
mettant en jeu le coefficient de diffusion D. Un raisonnement similaire est fait pour les trous.
Dans son plus grand raffinement, l’approche DD fait appel à l’approximation du champ local
(ACL) 3 selon laquelle la valeur d’une grandeur physique ne dépend que de l’intensité du champ
électrique. Ainsi, on considère qu’une grandeur prend en un point r où règne un champ local
d’intensité E la même valeur que celle qu’elle prendrait dans un matériau massif soumis à
un champ homogène E. Eu égard à la philosophie du modèle (composants longs et effets de
porteurs chauds inexistants), il est de coutume de prendre comme données d’entrée des valeurs
ohmiques. Dans ces conditions, le seul paramètre d’entrée est la mobilité ohmique, le coefficient
de diffusion se déduisant de la relation d’Einstein
D
µ
=
kBT
e
(2.40)
Remarquons que l’utilisation de cette dernière relation revient à considérer un taux de relaxa-
tion de la vitesse constant et, donc, à supposer que l’effet des collisions ne dépend pas de la
polarisation, ce qui n’est vrai qu’à faibles champs.
2.3.2.3 Le modèle hydrodynamique
À l’énoncé des différentes simplifications ayant permis de mettre en place l’approche DD,
il est évident qu’en dépit de ses qualités pédagogiques, elle n’est pas en mesure de décrire
des situations faisant intervenir de forts champs électriques (ce qui va souvent de pair avec
de petites géométries) ou des phénomènes ultra-rapides associés, par exemple, aux fréquences
3. Local mean energy approximation (LMEA).
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térahertz. Elle n’est par conséquent pas adaptée aux thèmes de recherche actuels du groupe
TéHO.
La méthode hydrodynamique (HD), sans être parfaite, vient combler les nombreuses lacunes
du modèle DD dans la simulation des composants courts, des phénomènes transitoires, du
transport hors-équilibre et, plus généralement, des effets de porteurs chauds. Pour commencer,
la convection de la vitesse v∇v est réintroduite. Ensuite, une troisième équation est prise en
compte, décrivant la conservation de l’énergie afin de permettre à celle-ci de quitter sa valeur à
l’équilibre thermodynamique.
Le problème de fermeture ne se pose plus pour v2 mais est reporté sur la valeur de ev, assimilable
à un flux énergétique : la conductivité thermique. Une approximation inadéquate de cette
grandeur mène à un calcul inexact de la vitesse électronique se traduisant par l’apparition d’un
pic factice à l’arrivée des charges sur l’anode du dispositif [113]. Nous avons montré [108] qu’un
calcul de la conductivité thermique au travers d’un formalisme de corrélation permet de balayer
ce problème, le terme (ev− e v) de l’éq. (2.37) cédant sa place à la co-variance des fluctuations
de l’énergie et de la vitesse δvδe. Au vu de leurs précisions, les calculs de corrélation sont aussi
mis à profit pour alléger les calculs en remarquant que le terme (v2 − v2) n’est autre que la
co-variance des fluctuations de la vitesse δv2.
Finalement, les équations HD qui doivent être numérisées dans un simulateur de ce type sont
∂n
∂t
+∇(nv) = 0 (2.41)
pour la densité électronique,
∂v
∂t
+ v∇v + 1
n
∇
(
nδv2
)
− qE
m∗
= − v
τv
(2.42)
pour la vitesse et
∂e
∂t
+ v∇e+ 1
n
∇ [nδvδe]− qEv = −e− e0
τe
(2.43)
pour l’énergie. À ces trois relations il faut ajouter l’équation de Poisson qui permet de déterminer
en tout point du dispositif les valeurs du potentiel et du champ électrique. Nous verrons au
chapitre 3 toute l’importance d’une prise en compte adéquate de l’équation de Poisson.
Il est important de noter que les expressions des équations HD dépendent de la stratégie
choisie pour fermer le système, et qu’il en existe par conséquent d’autres formes. Les trois
relations (2.41)-(2.43) décrivent ce que l’on pourrait nommer la stratégie HD du groupe TéHO. On
y dénombre trois inconnues et cinq paramètres d’entrée qui sont les temps de relaxation de la
vitesse et de l’énergie, respectivement τv et τe, la masse effective moyenne m∗ et les co-variances
δv2 et δeδv. Du fait de la prise en compte du transport hors-équilibre, il n’est plus pertinent
d’indexer les grandeurs sur le champ local comme dans l’ACL et il faut préférer une indexation
sur l’énergie : on parle alors d’approximation de l’énergie moyenne locale 4 (AEML). Dans l’AEML,
on considère qu’une grandeur prend en un point r où l’énergie moyenne locale vaut e la même
valeur que dans un matériau homogène où les électrons ont une énergie moyenne d’ensemble
e. Il peut donc arriver que, pour une énergie moyenne donnée, le champ local du dispositif et
le champ homogène du matériau massif diffèrent : c’est d’ailleurs ce qu’il se passe à coup sûr
lorsque le transport se fait en régime de porteurs chauds. Une application immédiate de l’AEML
4. Local mean energy approximation (LMEA).
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permet d’obtenir les expressions des temps τv et τe par l’annulation des les dérivées temporelles
et spatiales dans les équations (2.42) et (2.43), de sorte que
τv =
vm∗
qE
(2.44)
et
τe =
e− e0
qEv
(2.45)
où les grandeurs v et e0, respectivement la vitesse de dérive et l’énergie moyenne à champ nul
en conditions stationnaires et homogènes.
La nécessité de mettre en œuvre un simulateur hydrodynamique du transport électronique
dans les dispositifs semiconducteurs s’est révélée à l’issue de mes travaux de thèse, qui avaient
pour objectif d’évaluer les effets d’une onde hyperfréquence sur un matériau de type II-VI
destiné à des applications optroniques dans l’infrarouge lointain. Les phénomènes d’ionisation
par impact, très présents dans le Hg0,8Cd0,2Te, et la perturbation de la polarisation par un champ
hyperfréquence, font en effet intervenir des temps caractéristiques pouvant être jusqu’à un
million de fois plus grands que le pas temporel d’un simulateur MC typique [114]. Dès lors, la
puissance de calcul peut se révéler insuffisante, et l’étude du matériau doit être poursuivie dans
le cadre d’une approche plus macroscopique telle que HD.
La thèse d’Hugues Marinchio [115] marque le début du développement de modèles HD adaptés
à des composants électroniques au sein de TéHO. Entièrement développé dans le groupe, le
simulateur de transistors à haute mobilité électronique (High Electron Mobility Transistor, HEMT)
a fait l’objet d’un dépôt à l’Agence pour la Protection des Programmes [116]. Son développement
s’est par ailleurs poursuivi dans le cadre de la thèse d’Abdelhamid Mahi [117].
2.3.3 Éléments de comparaison des approches MC et HD
Les modèles MC et HD diffèrent fondamentalement dans leurs descriptions du gaz élec-
tronique. En effet, le premier appréhende le transport électronique au travers du mouvement
de chacune des charges dans le cadre d’une approche statistique particulaire. Le second, plus
macroscopique, assimile l’ensemble des porteurs à un fluide chargé dont on suit l’évolution
dans une démarche déterministe. Les deux niveaux d’observation qui leurs sont associés sont
différents, comme l’illustre la figure 2.10. Les conditions de mise en œuvre et d’exploitation des
deux méthodes diffèrent à bien des égards, de sorte qu’elles n’ont pas exactement les mêmes
champs de compétence. Nous proposons dans cette section de donner quelques éléments de
comparaison des approches MC et HD.
2.3.3.1 Paramètres d’entrée
Abordons tout d’abord les paramètres d’entrée des deux modèles. Dans le cas de MC, ils
sont constitués par les taux de probabilités de collision, indexés sur l’énergie des porteurs de
charge. Ces taux se calculent à partir de paramètres associés au réseau cristallin tels que la
constante diélectrique, les énergies des phonons ou encore les proportions de l’alliage. Ces
grandeurs cristallographiques sont généralement disponibles dans la littérature. Lorsque ce
n’est pas le cas, une approche empirique peut être faite, le modèle étant alors calibré sur des
données expérimentales. Aussi, les données d’entrées ne constituent pas un verrou particulier à
la mise en œuvre de l’approche MC.
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Monte Carlo semi-classique
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Figure 2.10 – La place des modèles MC et HD dans l’échelle d’observation des
différentes approches utilisées en électronique.
Il n’en va pas de même dans le cas du modèle HD, dont l’utilisation peut être rendue difficile
par la collecte des paramètres d’entrée. En effet, contrairement à la mobilité ohmique qui peut
suffire à nourrir un simulateur DD, les grandeurs nécessaires au bon fonctionnement du modèle
HD peuvent se montrer très délicates voire impossible à obtenir. De plus, le comportement de
ces grandeurs doit être décrit en fonction de l’énergie du gaz électronique, qui est en soi une
grandeur dont la détermination expérimentale est délicate.
L’une des possibilités pour contourner le problème de la disponibilité des paramètres d’entrée
consiste à procéder à quelques simplifications afin de leur substituer des grandeurs plus faciles
à déterminer. Cela peut cependant avoir des conséquences sur le réalisme de la simulation et
engendrer des artéfacts [108]. Une autre solution consiste à mener une étude préliminaire MC.
Ce faisant, on calcule les taux de relaxation et la masse effective par le biais d’une étude au
premier ordre, les variance et co-variance étant déterminées au travers d’une étude de bruit telle
que celle que nous avons décrite à la section 2.3.1.2 . C’est cette démarche que nous suivons chez
TéHO, et sur laquelle nous revenons au paragraphe 2.4.
À titre d’illustration, nous avons reporté sur la figure 2.11 les différents paramètres d’entrée du
modèle HD, calculés pour de l’InAs par Giulio Sabatini dans le cadre de sa thèse. Ces grandeurs
sont représentées en fonction du champ électrique pour plus de clarté. Elle sont ré-indexées
par l’algorithme sur l’énergie moyenne des porteurs au travers de la relation décrite par la
figure 2.12.
2.3.3.2 Conditions aux limites
La description des conditions aux limites est toujours un problème intéressant quel que soit
le modèle mis en place. Ce-dernier n’oppose toutefois pas la même difficulté dans le cas d’une
approche particulaire et d’une analogie fluide.
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Chapitre 3 – Transport statique et dynamique des e´lectrons dans l’InGaAs et l’InAs
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Figure 3.26 : Vitesse de de´rive en fonction du champ e´lectrique dans
l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite) pour
ND = 10
15, 1017, 1018 cm−3. Les symboles repre´sentent les
valeurs expe´rimentales obtenues par Hasse [Hasse et al., 1999].
sente´e dans les sections suivantes, nous avons reporte´ sur la Fig. 3.27 la variance δv2 = v2 − v2
des fluctuations de la vitesse.
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Figure 3.27 : Variance des fluctuations de la vitesse e´lectronique pour
l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite), avec
ND = 10
15, 1016, 1018 cm−3.
Nous pouvons remarquer que celle-ci montre un maximum en fonction du champ e´lectrique
autour de 6 kV/cm et 3 kV/cm pour l’In0.53Ga0.47As et l’InAs respectivement. En effet, la
variance des fluctuations de la vitesse est lie´e a` l’e´nergie cine´tique moyenne (Fig. 3.28) et
suit, de fait, un comportement similaire vis-a`-vis du champ e´lectrique. Remarquons toutefois
que, pour des faibles valeurs du champ e´lectrique, la variance est d’autant plus faible que la
densite´ d’impurete´s ionise´es est importante a` cause de la prise en compte de la de´ge´ne´rescence.
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Figure 3.28 : E´nergie cine´tique moyenne en fonction du champ e´lectrique
pour l’In0.53Ga0.47As et l’InAs, avec ND = 10
16 cm−3.
D ns la Fig. 3.29 est aussi reporte´e la covariance de fluctuations de la vitesse et de l’e´nergie
en fonction du champ e´lectrique δvδϵ = (v − v¯)(ϵ− ϵ¯). Dans les deux cas, elle s’annule
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Figure 3.29 : C variance de fluctuations de la vitesse et de l’e´nergie pour
l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite), ND = 10
15,
1016, 1018 cm−3.
a` l’e´quilibre car au meˆme instant les fluctuations de la vitesse et l’e´nergie sont de´corre´le´es.
En particulier, on observe une partie ne´gative pour des champs proches du champ de seuil.
En effet, dans cette condition, pour des de´calages temporels e´quivalents, une fluctuations
positive (ne´gative) de la vitesse correspond a` une fluctuation ne´gative (positive) de l’e´nergie
[Varani et al., 1995]. Remarquons la`-aussi la de´pendance de cette grandeur en fonction de la
concentration d’impurete´s ionise´es.
Une autre donne´e importante dans cette e´tude est la mobilite´, celle-ci e´tant un parame`tre
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Figur 2.11 – Paramètr s d’entrée d’un simulateur HD d’InAs calculés par une
simulation MC associée à une étude du br it. Les grandeurs sont calculées dans l’InAs
pour des densités de donneurs indiquées en légende. Les taux de relaxation sont les
grandeurs inverses des temps de relaxation. Thèse de G. Sabatini.
Lorsque les grandeurs de groupe telles que, par exemple, la densité électronique n(r,t),
apparaissent de façon directe dans les équations résolues numéri eme t, les conditions aux
limites se fixent en imposant les valeurs adéquates. Leur prise en compte dans une simulation
HD consiste donc à contrôl r les valeurs des grandeurs numériques moyennes au bord de
la structure, soit par le biais de la description de Dirichlet, soit en s’y ramenant par le biais
d’algorithmes numériques tels que la méthode du tir [118]. Cette approche simple des conditions
aux limites se révèle suffisante dès lors que les zones actives des matériaux sont suffisamment
importantes pour que la thermalisation des charges ait lieu et que la statistique d’injection des
porteurs n’ait plus d’importance. C’est le cas des structures sub-microniques que nous étudions
à l’aide du modèle HD au chapitre 3.
Dans le cas d’une simulation MC, la démarche est plus délicate : un modèle doit souvent
être développé pour imposer les conditions aux limites. En effet, on ne peut agir sur les valeurs
moyennes des grandeurs qu’en agissant sur les particules, c’est-à-dire indirectement. Aussi, les
conditions doivent être ré-interprétées afin que les groupes de charges situés proches des limites
adoptent les comportements d’ensemble que l’on souhaite fixer.
Ce qui constitue une difficulté technique peut dans le même temps se révéler un avantage
colossal pour la compréhension des phénomènes physiques et donner un grand intérêt au
modèle MC. Si l’on reprend l’exemple de la densité électronique, on peut chercher à décrire
le cas des contacts ohmiques, pour lesquels il est nécessaire de maintenir constante la densité
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Chapitre 3 – Transport statique et dynamique des e´lectrons dans l’InGaAs et l’InAs
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Figure 3.17 : E´nergie moyenne des e´lectrons en fonction du champ e´lec-
trique pour l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite)
avec ND = 10
16, 1017, 1018 cm−3.
(ND = 10
18 cm−3) l’e´nergie moyenne des e´lectrons augmente pour des valeurs du champ
e´lectrique infe´rieures au champ de seuil a` cause de la prise en compte de la de´ge´ne´rescence
dans la valle´e Γ.
Pour terminer notre discussion concernant l’e´nergie moyenne, nous pouvons remarquer
dans la Fig. 3.18 la grande diffe´rence entre les valeurs de l’e´nergie moyenne de deux mate´riaux
comme l’In0.53Ga0.47As et l’In0.70Ga0.30As et celle de l’InAs, du fait de la plus grande mobilite´
de ce dernier permettant aux e´lectrons d’acque´rir une plus grande vitesse et, par conse´quent,
une plus haute e´nergie.
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Figure 3.18 : E´nergie moyenne des e´lectrons en fonction du champ e´lec-
trique pour l’In0.53Ga0.47As, l’In0.70Ga0.30As et l’InAs, avec
ND = 10
16cm−3.
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Figure 2.12 – Énergie e des électrons en fonction du champ électrique
pour l’In0,53Ga0,47As, l’In0,70Ga00,30As et l’InAs. Les calculs MC ont été faits pour une
densité de donneurs 1016 cm−3. Thèse de G. Sabatini.
et de contrôler les états et fréquences d’injection des porteurs. Différents modèles sont envisa-
geables [119], et nous avons mené une étude approfondie dans le cadre de la thèse de Giulio
Sabatini. Si, dans des composants longs les états d’injection n’ont pas d’influence particulière
sur le comportement électronique du dispositif du fait de la termalisation des charges injectées,
ils déterminent complètement les paramètres de transport des composants balistiques. Nous
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Figure 5.32 : E´nergie moyenne en fonction de la distance par rapport a` la
cathode pour plusieurs e´nergies d’injection dans des barreaux
de longueur L = 100 nm, avec un champ e´lectrique moyen
de 100 kV/cm. A gauche nous avons utilise´ fhe(v) et a` droite
fconst(v).
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Figure 5.33 : Densite´ e´lectronique en fonction de la distance par rapport a`
la cathode pour plusieurs e´nergies d’injection dans des bar-
reaux de longueur L = 100 nm, avec un champ e´lectrique
moyen de 10 kV/cm (a` gauche) et 100 kV/cm (a` droite). Le
mode`le d’injection utilise´ est celui avec fhe(v).
ou` J est la densite´ de courent, q la charge de l’e´lectron et v la vitesse e´lectronique. La densite´
volumique n augmente donc lorsque la vitesse diminue, et vice versa. Les phe´nome`nes de´crits
tout a` l’heure, c’est a` dire l’e´mission de phonons et les sauts inter-valle´es, sont bien visibles
dans le comportement de la densite´ e´lectronique : ils produisent en effet un pic plus au moins
important et plus ou moins fin selon le type d’injection.
La diminution de la vitesse suite au saut inter-valle´es est d’ailleurs confirme´e par l’allure
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Figure 2.13 – Énergie oyenne en fonction de la distance par rapport à la cathode
pour plusieurs énergies d’injection dans des barreaux d’InAs de 100 nm, pour deux
modèles d’injection différents. Les électrons sont injectés selon une distribution constante
(à gauche), ou maxwellienne hors-équilibre (à droite). Thèse de G. Sabatini.
pouvons par exemple observer sur la figure 2.13 que le comportement énergétique des élec-
trons dans un barreau d’InAs, et par conséquent les collisions contrôlant leur transit, diffère
littéralement pour deux modèles d’injection différents.
2.3.3.3 Enveloppes de validité
Les enveloppes de validité des deux approches, ainsi que les phénomènes qu’elles permettent
de prendre en considération, ne sont pas les mêmes.
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Le modèle MC tel que nous l’avons décrit reste valable tant qu’il est possible d’appréhender
le gaz électronique au travers de l’approche semi-classique menant à l’écriture de l’ETB. La limite
basse (en terme de dimensions) est de fait atteinte lorsque le principe d’incertitude reprend ses
droits, ce qui se produit lorsque la taille de la structure devient comparable à la longueur d’onde
de de Broglie, ou encore lorsque la présence d’un champ électrique trop intense ne permet
plus de négliger le temps de collisions devant la durée de vol libre. La limite haute du modèle
est, quant à elle, plutôt liée aux temps de calculs associés soit à la description d’une structure
complexe ou de grande dimension, soit à la prise en compte de phénomènes lents.
En dépit de longueurs de zone active atteignant la centaine de nanomètres, les structures que
nous étudions (et que nous présentons au chapitre 3) se situent loin de ces limites, et l’approxi-
mation semi-classique demeure valide. Dans ces conditions, le modèle MC décrit fidèlement
des phénomènes hors-équilibres et transitoires. Il permet à ce titre d’analyser les phénomènes
de sur-vitesse ainsi que les effets de porteurs chauds, qui mènent à l’activation de différents
mécanismes, tels que les transferts inter-vallées ou encore l’ionisation par impact. La recherche
des conditions permettant la mise en place d’un transport électronique se faisant en l’absence
de collisions est aussi possible, de sorte que la méthode MC permet l’étude microscopique du
transport balistique.
L’approche particulaire MC permet notamment d’étudier les mécanismes associés à la dyna-
mique des charges dans l’espace des phases, puisque les informations de vitesse et d’énergie sont
disponibles pour chacun des porteurs simulés. Elle est donc idéale pour étudier les conditions
de mise en place d’instabilités telles que l’effet Gunn [120], l’activation de ce-dernier étant liée
à l’apparition de transferts inter-vallées dans la bande de conduction. D’autres effets peuvent
aussi être décrits : les travaux MC menés dans le groupe en collaboration avec le Semiconductor
Physics Institute de Vilnius ont permis de mettre en évidence la présence d’un phénomène
original dans les nitrures, appelé Optical Phonon Transit Time Resonance (OPTTR) 5. Il consiste en
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Figure 6.8 : Pourcentage d’e´lectrons balistiques en fonction de la distance
par rapport a` la cathode pour diffe´rentes longu urs avec une
tension V e´gale a` 0.1 (a), 1 (b), 1.2 (c), 1.4 V (d).
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Figure 6.9 : Pourcentage d’e´lectrons balistiques en fonction de la tension
applique´e pour diffe´rentes longueurs.
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Figure 5.16 : Nombre de collisions en fonction de la distance par rapport a`
la cathode pour une structure avec L = 500 nm et un champ
e´lectrique moyen 100 kV/cm.
polaires deviennent importantes. Au dela` de 150 nm, les collisions avec les impurete´s et les
phonons optiques perdent en efficacite´ et seuls les phonons acoustiques et les collisions inter-
valle´es sont responsables du comportement des e´lectrons : ces dernie`res sont pre´ponde´rantes.
Elles sont de plus responsables du fait que l’e´nergie continue a` augmenter, graˆce au passage
dans les valle´es supe´rieures.
Nous retrouvons ensuite le profil spatial de la densite´ e´lectronique dans la Fig. 5.17. Dans
un barreau court (100 nm) nous constatons que, en augmentent le champ e´lectrique jusqu’a`
des valeurs e´leve´es (100 kV/cm), la densite´ e´lectronique tend a` diminuer et la structure se
vide au fur et a` mesure. Nous retrouvons ce meˆme comportement dans la structure de 300 nm
pour des champs infe´rieurs a` 50 kV/cm et dans celles de 500 nm pour un champ e´lectrique
infe´rieur a` 10 kV/cm. Pour des champs supe´rieurs a` ces seuils nous retrouvons le meˆme
comportement seulement dans la premie`re partie du barreau. En effet a` une certaine distance,
correspondant au de´clenchement des collisions inter-valle´es, les e´lectrons sont freine´s, ce qui
ge´ne`re une accumulation de charges importante dans cette zone et une forte augmentation
de la densite´ e´lectronique.
Le champ e´lectrique pre´sent a` l’inte´rieur de ces diffe´rentes structures, est reporte´ dans
la Fig. 5.18. Nous constatons que, pour une longueur de 100 nm, le champ e´lectrique est
pratiquement constant quelle que soit la tension applique´e. Notre barreau se comporte donc
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Figure 2.14 – Pourcentage d’électrons balistiques en fonction de la tension appliquée
à un barreau d’InAs pour plusieurs longueurs du dispositif (à gauche). Nombre de
collisions subies par les porteurs, selon le type de transition et en fonction de la distance
d’injection dans un barreau d’InAs de 500 nm (à droite). Thèse de G. Sabatini.
une synchronisation de la dynamique des charges dans le diagramme des phases par le biais
de l’émission de phonons optiques, qui peut être exploitée pour la fabrication de MASER et
de diodes émettrices. Le phénomène ainsi que ses possibles exploitations pour la génération
térahertz sont détaillés dans la référence [63] donnée en annexe (A.1 page 127). Remarquons
5. Traduire en français par résonance du temps de transit asistée par phonon optique.
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que les travaux théoriques sur l’OPTTR ont mené au design et à l’étude d’un composant à base
de nitrure nommé AITHER (pour Amplifying Integrated TeraHertz Emitter of Radiations 6) dans le
cadre du projet ANR éponyme ANR-07-BLAN-0321.
La structure de MC permet enfin de suivre l’histoire de chaque charge, comme si elles étaient
marquées au fer rouge. Dans cet esprit, nous avons mené une étude du transport balistique
dans l’InAs afin d’étudier la possibilité d’utiliser ce matériau pour le développement d’une
électronique térahertz [20]. Nous avons obtenu des données non-mesurables telles que, par
exemple, le pourcentage d’électrons balistiques en fonction de la polarisation, ou le nombre de
collisions subies en fonction de la distance parcourue après injection. Les courbes reportées sur
la figure 2.14 ont été obtenues par Giluio Sabatini dans le cadre de ses travaux de thèse.
Dans le cas de l’approche HD, la mise à disposition des temps de relaxation, l’indexation
des grandeurs sur l’énergie moyenne des charges ainsi que le calcul de cette-dernière tout au
long du processus de simulation permettent de garantir la prise en compte des effets transitoires
et hors-équilibres liés à l’inertie des charges et aux phénomènes de porteurs chauds. Ainsi,
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Figure 2.15 – Réponse de la vitesse de dérive à la mise en polarisation d’un matériau
d’In0.53Ga0.47As calculé par un simulateur HD bulk par Hugues Marinchio (à gauche).
Énergie moyenne des électrons dans une diode unipolaire n+nn+ de 1400 nm de
longueur à base d’In0,53Ga0,47As calculé par un simulateur HD par Pierre Ziadé (à
droite).
les effets de sur-vitesse, l’ionisation par impact ou encore le déphasage de la réponse du gaz
électronique à une perturbation à très hautes fréquences sont bien décrits par le modèle HD.
Nous avons reporté sur la figure 2.15 deux calculs issus des thèses d’Hugues Marinchio et de
Pierre Ziadé [121], qui ont tous deux travaillé sur le modèle HD. Sur le volet de gauche, on
observe la description adéquate des effets de survitesse dans un matériau d’In0.53Ga0.47As. Sur
le volet de droite, l’application de champs élevés dans une diode unipolaire constituée du même
semiconducteur fait apparaître un échauffement des charges.
La limite de validité du modèle HD est toutefois atteinte dans les situations où la notion de
relaxation de la vitesse ou de l’énergie n’est plus présente ou lorsque l’AEML ne peut plus être
faite : c’est le cas du transport balistique.
6. Traduire en français par émetteur et amplificateur de radiations THz intégré.
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2.3.3.4 Bruit des grandeurs simulées et simulation du bruit
Les deux approches diffèrent fortement vis-à-vis du bruit, leurs comportements pouvant
constituer un avantage ou un inconvénient selon l’étude envisagée.
La méthode MC est une méthode statistique liée à deux aspects du bruit.
— D’un côté, puisque les collisions subies par les porteurs de charge sont tirées au sort
selon une statistique réaliste, les grandeurs calculées pour chaque particule fluctuent
dans le temps, laissant apparaître un bruit physique. Celui-ci donne accès à de nombreuses
informations sur les matériaux et dispositifs semiconducteurs. En effet, il permet de
calculer des grandeurs telles que le coefficient de diffusion ou la conductivité thermique,
ou encore de mettre en évidence les phénomènes physiques en présence dans le gaz
électronique par le biais de leurs signatures spectrales. Cet aspect du bruit est précieux et
confère à MC une grande utilité.
— D’un autre côté, elle décrit le comportement d’un gaz de charges en simulant le mouve-
ment d’un nombre limité de porteurs, laissant apparaître dans les grandeurs moyennes
qu’elle calcule un bruit numérique. Ces fluctuations artificielles peuvent se révéler gênantes
pour le traitement des résultats, en particulier dans le cadre d’opération de dérivation.
Chapitre 3 – Transport statique et dynamique des e´lectrons dans l’InGaAs et l’InAs
pour l’In0.53Ga0.47As et se on l’expression [Fang et al., 1990] :
ϵg = 0.415 − 2.76 × 10−4 × T 2/(T + 83)(eV ) (3.8)
dans le cas de l’InAs.
Pour cloˆturer cette e´tude nous pre´sentons une exemple de ”fitting”de la vitesse moyenne et
de la mobilite´ de corde, c’est a` dire une approximation purement mathe´matique des re´sultats
obtenus analy iqu t. Cette approximation est tre`s utile dans les simulateurs macrosco-
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Figure 3.35 : ”Fitting” de la vitesse moyenne en fonction du champ e´lec-
trique pour l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite).
La ligne continue repre´sente les re´sultats des simulations MC
et celle pointille´e notre approximation nume´rique.
piques pour les composants nanometriques et permet de fournir aux de´veloppeurs de simula-
teurs commerciaux des valeurs qui de´crivent de manie`re plus exacte le comportement physique
des mate´riaux a` l’inte´rieur des dispositifs. En l’e´tat actuel des choses, a` notre connaissance, il
n’y a pas dans la litte´rature beaucoup de formules de ce type pour l’In0.53Ga0.47As et l’InAs.
La vitesse moyenne est donc obtenue graˆce aux e´quations suivantes :
V (E) =
µ0E[(
a+
Vp
E
)(
E
Ep
)b]c (3.9)
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Figure 2.16 – Vitesse de dérive (à gauche) et mobilités de corde et différentielle (à
droite) des trous en fonction du champ électrique dans l’In0,53Ga0,47As. Les lignes avec
les symboles représente le fit analytique, et les symboles les calculs MC. Les formules
analytiques sont disponibles dans la référence [1]. Thèse de G. Sabatini.
Outre l’augmentation du nombre de porteurs simulés, l’un des remèdes consiste à approcher les
courbes des résultats par des formules analytiques, comme illustré par la figure 2.16 où nous
avons reporté des travaux d’approximation faits dans le cadre de la thèse de Giulio Sabatini.
L’approche HD est déterministe : elle consiste à résoudre numériquement des équations
analytiques en adoptant un maillage spatial et un pas temporel adéquats. Les courbes d’évolution
temporelle issues d’un tel simulateur sont de fait exemptes de bruit numérique, comme le
montre la figure 2.17 décrivant la réponse de vitesse de dérive à un champ de polarisation. Cela
présente un intérêt particulier dans le cadre d’une étude petit-signal puisqu’aucune fluctuation
numérique ne vient cacher la variation de la grandeur étudiée. En revanche, et cela est plutôt un
inconvénient, le bruit physique que décrit MC est absent des résultats HD. L’analyse de bruit
dans le cadre du formalisme de corrélation décrit à la section 2.3.1.2 n’est donc pas possible.
Pour mener une étude de bruit en HD, on peut toutefois recourir à la méthode du champ d’im-
pédance qui consiste à observer dans quelle mesure une source de bruit locale se propage dans
le dispositif. Il s’agit d’introduire dans l’équation de conservation de la vitesse une source de
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Figure 2.17 – Évolution de la vitesse de dérive électronique dans du Hg0,8Cd0,2Te
en réponse à une mise en polarisation du matériau calculée avec un modèle MC et un
modèle HD.
fluctuations, appelée force de Langevin, dont la densité spectrale peut être exprimée analytique-
ment ou calculée à partir de données MC du matériau. L’approche HD-Langevin est décrite dans
l’article [5] disponible en annexe (A.2 page 139). Nous avons reporté sur la figure 2.18 la densité
spectrale des fluctuations du courant de drain calculée dans le cas d’un HEMT In0.53Ga0.47As
de longueur de grille 400 nm. Ce travail, réalisé dans le cadre de la thèse d’Hugues Marinchio,
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Ces-dernières sont disposées symétriquement de part et d’autre de la grille. Thèse de
H. Marinchio.
permet de mettre en évidence les modes plasma excités thermiquement (c’est-à-dire uniquement
du fait de la présence de bruit thermique) en fonction de la longueur de canal non-recouverte
par la grille côté drain et côté source. Nous revenons plus en détail sur l’exploitation des ondes
de plasma dans les HEMT pour la génération et la détection de radiations térahertz dans le
chapitre 3.
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2.3.3.5 Temps de calcul
La nécessité de limiter le bruit numérique fait que le temps de calcul associé à une ap-
proche MC est relativement long. En effet, pour chaque particule simulée, les différentes gran-
deurs que sont la vitesse, l’énergie, et la position, doivent être mises à jour à intervalle régulier.
Typiquement, le pas sur le temps est de l’ordre de la femtoseconde. Pour cette raison, MC n’est
pas la méthode la plus adaptée pour décrire les phénomènes lents.
Remarquons toutefois que l’aspect corpusculaire, responsable de la nécessité de faire un com-
promis entre le bruit numérique et le temps de calcul, offre à l’utilisateur d’un simulateur MC
une interprétation intuitive des résultats. En effet, dans le cas du transport électronique, la mise
en œuvre du modèle repose sur la décomposition de la dynamique des charges et la description
de chacune des étapes du mouvement. La possibilité de recenser et de comprendre les différents
événements permet d’établir le lien entre les grandeurs calculées et les phénomènes physiques
impliqués.
Par ailleurs, le réalisme de la simulation repose sur une description correcte des taux de pro-
babilités associés à chacune des étapes de la simulation, ainsi que sur la qualité du générateur
de nombres aléatoires. La pertinence des paramètres d’entrée peut donc être aisément vérifiée.
De fait, en dépit d’une puissance CPU nécessaire importante, MC est une méthode très fiable
qui bénéficie, à juste titre, d’une grande crédibilité. Cet aspect est particulièrement important
lorsque le travail de simulation est mené en l’absence de données expérimentales.
La rapidité d’exécution des calculs est en revanche l’une des grandes forces du modèle
HD. Dans cette approche, les charges ne sont pas discernables, le gaz électronique forme un
fluide. Ainsi, là où MC calcule l’ensemble des paramètres de chaque charge simulée avant de
faire une moyenne pour déterminer des valeurs locales, HD discrétise en amont l’espace et
travaille directement sur les quantités moyennes en ne faisant les calculs qu’aux nœuds du
maillage. L’ordre de grandeur du pas spatial peut dépasser la longueur de Debye, de sorte que
le processus de simulation HD est associé à des pas temporels supérieurs à ceux usuellement
nécessaires à une simulation MC. En d’autres termes, pour un problème donné, le temps simulé
s’écoule plus vite en HD qu’en MC.
L’une des conséquences est la possibilité d’introduire dans la méthode HD des phénomènes phy-
siques dont les temps caractéristiques sont bien plus grands que la picoseconde caractéristique
de la dynamique électronique tels que, par exemple, les effets de génération-recombinaison
Shockley-Read-Hall (SRH), radiative ou Auger (ionisation par impact).
2.3.3.6 Stabilité numérique
La fiabilité de l’approche MC est en partie due à sa stabilité numérique. En effet, les pro-
blèmes d’instabilité interviennent dès lors que l’on cherche à exécuter des opérations de déri-
vation, en particulier quand les pas temporels ou spatiaux prennent des valeurs relativement
faibles. Ce n’est pas le cas d’un simulateur MC dont le procédé consiste à faire évoluer continû-
ment à chaque instant la vitesse, l’énergie et la position de chacune des particules simulées, et à
procéder à des modifications ponctuelles de certaines de ces grandeurs lorsque le tirage au sort
l’impose. Ainsi, d’une part, le pas sur le temps n’influence que le tirage au sort des durées de
vol libre, et le choix d’un pas trop petit ne peut aboutir qu’à une augmentation de la durée de
simulation du fait d’un nombre de calculs associés aux trajectoires en vol libre inutilement élevé.
D’autre part, le maillage spatial n’influence pas le déplacement des charges dans la mesure où
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il ne le quantifie pas. Il n’entre en jeu que lorsque les valeurs des grandeurs moyennes sont
calculées et l’équation de Poisson résolue.
Si le formalisme différentiel du modèle HD permet de s’affranchir du bruit, il induit en
revanche une grande instabilité numérique. En effet, alors que le choix d’un pas temporel ou
spatial trop grand donne des résultats inexacts, celui de pas trop petits peut entraîner une
divergence des calculs de dérivation. Une grande partie du travail de thèse d’Hugues Marinchio
a été consacrée à la convergence des équations HD. Celle-ci s’est effectuée en étroite collaboration
avec nos collègues du SPI de Vilnius, la solution retenue consistant entre autres choses à recourir
à deux maillages entrelacés : un premier dédié à la densité électronique, et un second pour
indexer les autres grandeurs.
2.3.3.7 Valorisation
Pour finir cette analyse comparative des deux approches MC et HD, arrêtons-nous sur un
dernier aspect, plutôt lié à la formation par la recherche. En effet, il m’apparaît important de
faciliter l’intégration professionnelle des étudiants après la thèse en leur permettant d’acquérir
un savoir-faire valorisable non-seulement dans le domaine de la micro-électronique, mais aussi
au-delà de celui-ci.
L’esprit de la simulation MC va complètement dans ce sens, la méthode étant facilement
transposable à différents domaines. En effet, à partir du moment où l’on peut ramener le calcul
d’une grandeur à un ensemble d’événements dont les occurrences suivent des densités de pro-
babilités, elle peut être mise en place. C’est bien entendu le cas des problèmes stochastiques, tels
que par exemple l’étude du trafic routier [122], la météorologie [123] ou encore la détermination
des incertitudes dans une chaîne de mesure [124]. Mais Monte Carlo constitue aussi une solution
pertinente pour calculer des grandeurs non-stochastiques, puisqu’elle est adaptée au calcul
d’intégrales. À titre d’illustration, je citerais le calcul de pi que l’on effectue par le biais d’un
calcul de surface et qui est l’une des applications pédagogiques les plus mises en avant pour
l’apprentissage de cette approche.
La mise en œuvre de la méthode HD demande quant à elle une grande technicité, en
particulier à cause de sa propension à être numériquement instable. Réalisant une analogie
du gaz électronique avec un fluide, elle permet à un étudiant d’acquérir un grand savoir-faire
dans la résolution des systèmes d’équations aux dérivées partielles, valorisable dans différents
domaines de la physique et des sciences de l’ingénieur.
2.4 La méthode hiérarchique
2.4.1 Complémentarité des modèles
En dépit de leurs différences, dont un récapitulatif succinct est fait dans le tableau 2.1, MC et
HD constituent deux approches complémentaires pour l’étude du transport électronique dans
les structures et dispositifs semiconducteurs.
— D’une part, l’approche HD, parce qu’elle est rapide et permet une description fidèle des
effets transitoires et hors-équilibre, constitue une solution intéressante pour résoudre
le problème du transport électronique dans les dispositifs nanométriques. Elle permet
d’extraire des grandeurs globales telles que le courant ou la tension aux bornes du
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Monte Carlo Hydrodynamique
Paramètres d’entrée Grandeurs cristallographiques
Paramètres de transport 
du matériau
Analogie Particules Fluide
Grandeurs modélisées Etats et positions  des charges
Densité, vitesse et 
énergie moyennes 
locales
Régime hors-équilibre 
et composants courts Décrits Décrits
Limitations physiques Forts effets quantiques Transport purement balistique
Bruit Pris en compte naturelle Naturellement absent
Etude petit-signal Rendue plus difficile par la présence de bruit Méthode adaptée
Limitations Temps de simulation des phénomènes rares
Description des 
phénomènes de 
l’espace des phase
Conditions aux limites Modèle à adapter Prise en compte intrinsèque
Stabilité numérique Oui Non
Tableau 2.1 – Comparaison succincte des méthodes HD et MC.
dispositif, et offre une description non bruitée des valeurs locales de la vitesse, de
l’énergie, de la densité électronique et du potentiel. Cependant, ses paramètres d’entrée
sont des grandeurs difficilement ou non mesurables indexées sur l’énergie moyenne, et
peuvent se révéler des éléments limitants.
— D’autre part, l’approche MC permet une modélisation plus complète des phénomènes
microscopiques et donne accès à plus de paramètres de transport. Elle permet une étude
fiable et approfondie des matériaux semi-conducteurs. À partir de quantités aisément
calculables car se déduisant des caractéristiques cristallographiques des matériaux, elle
rend possible la détermination d’un grand nombre de paramètres de transport du premier
et du second ordre, en particulier les grandeurs d’entrée de la méthode HD.
Toutefois, pour un groupe de taille modeste telle que l’équipe théorique du groupe
TéHO, le développement d’un simulateur MC adapté à chaque dispositif étudié (HEMT,
MOSFET, diodes unipolaires, Self Switching Devices, etc.) ne semble pas raisonnable.
En particulier, le développement des modèles décrivant les conditions aux limites et la
puissance de calcul nécessaire est un facteur limitant.
De plus en plus, le choix de TéHO se tourne vers une démarche consistant à faire travailler les
deux méthodes MC et HD de concert, en réservant chacune d’entre elles aux domaines où elle
est simple à mettre en œuvre et où elle excelle. Cette approche est appelée méthode hiérarchique.
2.4.2 Mise en œuvre de la méthode hiérarchique
La possibilité de mettre en œuvre la méthode hiérarchique est due à la considération de
l’AEML. En effet, dès lors que les paramètres d’entrée dépendent de l’énergie locale et ont la
même valeur que dans un matériau massif, il est possible de calculer les paramètres d’entrée d’un
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simulateur HD avec un simulateur MC. Dans ces conditions, l’étude d’un dispositif électronique
peut être faite en deux étapes, comme le décrit la figure 2.19.
Paramètres 
cristallographiques
MATERIAU
Grandeurs électriques
du dispositif V, I
COMPOSANT
Fonctions de 
corrélation
Calculs du bruit
et des grandeurs 
associées
S, D, κ
HD
Géométrie  
du dispositif
Paramètres cinétiques 
du matériau
j, μ
Grandeurs moyennes  
locales
n(r), v(r), ε(r)
MC Grandeurs moyennesv, ε, m*
(i)
(ii)
Figure 2.19 – Schéma de mise en œuvre de la méthode hiérarchique.
(i) Les spécificités du matériau sont tout d’abord étudiées via une simulation MC du matériau
dans laquelle les éventuelles perturbations, et plus généralement tous les phénomènes
rares, ne sont pas pris en compte. Les cinq paramètres d’entrée des équations HD sont
alors calculés par une étude au premier ordre pour τv, τe et m∗, et par une étude de bruit
pour les co-variances δv2 et δeδv.
(ii) Le relais est ensuite passé au simulateur HD qui se charge des problèmes de géométrie,
d’imposer les conditions aux limites, ou encore de rendre compte des phénomènes rares
tels que, par exemple, les phénomènes de génération-recombinaison conséquents à une
irradiation.
L’approche hiérarchique se révèle très adaptée à l’étude du transport électronique des dispositifs
semiconducteurs soumis à différentes perturbations telles que des agressions hyperfréquences,
l’excitation par un champ térahertz ou encore une illumination par un battement optique.
L’introduction d’un circuit externe résonant, particulièrement intéressant dans le cadre d’une
étude en émission/détection, est elle-aussi facilitée puisque les conditions aux limites qu’elle
engendre peuvent être traitées par HD. Nous avons adopté la démarche hiérarchique pour
mener à bien les thèses d’Hugues Marinchio, Pierre Ziadé, Abdelhammid Mahi et Slyman
Karishy. L’ensemble des calculs pour l’In0.53Ga0.47As a été fait en amont par Giulio Sabatini qui
a réalisé, de fait, un travail de fond indispensable.
Notons qu’une telle approche est aussi d’un grand secours lorsque l’on cherche à étudier les
influences de la géométrie ou du profil de dopage sur le bruit d’un dispositif. La philosophie est
alors la même qu’au premier ordre : les sources de bruit nécessaires sont calculées en MC et leur
propagation est analysée via la méthode du champ d’impédance.
2.4.3 Application à l’analyse spectrale
Les performances en fréquence des semiconducteurs peuvent être étudiées au travers d’une
analyse spectrale de la mobilité différentielle dynamique µω [125]. Cette grandeur petit-signal
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se présente sous la forme d’un phaseur, c’est-à-dire un nombre complexe rendant compte
de l’intensité de la réponse du fluide électronique à l’excitation et du déphasage de cette
réponse. Elle est par conséquent caractéristique de la capacité du matériau à amplifier un signal
électromagnétique. Le gain du semiconducteur est lié à la partie réelle de µω au travers de la
relation de proportionnalité [126]
α ∝ −Re(µω) (2.46)
Le balayage du spectre en fréquence se fait par le biais d’une réponse impulsionnelle. La réponse
de la vitesse de dérive des porteurs à un pic de champ électrique est évaluée selon le formalisme
de convolution décrit dans la référence [127]. L’application d’une impulsion n’étant pas un
problème numérique trivial, c’est techniquement la dérivée de la réponse à un échelon qui
est évaluée. Dans le cadre d’une simulation MC, cette démarche se révèle délicate du fait du
bruit numérique qui ne peut jamais être totalement supprimé, et l’utilisation de la méthode
hiérarchique se justifie pleinement.
Dans la mesure où l’on s’intéresse au régime petit-signal, il est possible de linéariser les équations
HD (2.42) et (2.43) afin de résoudre le problème de manière analytique. Outre l’économie de
développement d’un simulateur HD, cette démarche permet d’identifier clairement les processus
influençant la mobilité étudiée. Elle introduit en effet la notion de taux de relaxation généralisés
dont les valeurs sont réelles dans le cas d’un amortissement et complexes pour les processus
oscillants [128]. La figure 2.20 montre les résultats obtenus par Giulio Sabatini dans le cadre de
Chapitre 3 – Transport statique et dynamique des e´lectrons dans l’InGaAs et l’InAs
l’une e´tant positive et l’autre ne´gative. Nous rem rquons que, meˆme si pour des valeur in-
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Figure 3.45 : Taux de relaxation ge´ne´ralise´s en fonction du champ e´lec-
trique pour l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite),
ND = 10
16cm−3.
terme´diaires du champ e´lectrique les valeurs propres de l’InAs (Fig. 3.45) sont complexes et
conjugue´es, la fonction de re´ponse ne pre´sente pas un comportement oscillatoire. Cela est
duˆ a` la petite valeur de ω0 par rapport a νR. En effet, la contribution de ω0 est fortement
atte´nue´e par la contribution thermodynamique associe´e a` νR et par conse´quent ce qui de-
vrait apparaˆıtre comme une oscillation se traduit simplement par une partie ne´gative. Dans
le cas de l’In0.53Ga0.47As, les valeurs propres sont toujours re´elles. En particulier, pour des
champs e´lectriques au-dela` du seuil, les taux ν− augmentent significativement avant de de-
venir presque constante et de croˆıtre paralle`lement a` νϵ. Dans le cas de l’InAs (Fig. 3.45) le
domaine de champ e´lectrique e´tudie´ peut eˆtre divise´ en trois zones : deux, de 0 kV/cm a` 6.5
kV/cm et de 11 kV/cm a` 100 kV/cm ou` les valeurs propres sont re´elles et une autre, de 6.5
kV/cm a` 11 kV/cm, ou` elles sont complexes. Dans le premier cas, nous observons une aug-
mentation des valeurs propres qui refle`te l’efficacite´ croissante des processus de collision avec
l’augmentation du champ e´lectrique. Remarquons aussi que le taux de relaxation lent ν− et
le rapide ν+ suivent paralle`lement, respectivement, les taux de relaxation phe´nome´nologiques
de l’e´nergie νϵ et de la vitesse νv. Dans la re´gion du milieu, par contre, nous avons un couple
de valeurs propres complexes et conjugue´es qui introduit, comme de´ja` dit, un comportement
oscillatoire associe´ a` l’apparition d’une fre´quence caracte´ristique ω0. Ce comportement est a`
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lier a` l’action simultane´e du champ e´lectrique et de l’e´mission de phonons optiques (streaming
motion) : c’est a` dire que les e´lectrons sont acce´le´re´s par le champ e´lectrique jusqu’a` rejoindre
l’e´nergie du phonon optique et apre`s, ayant e´mis un phonon, se retrouvent en bas de la bande
de conduction [Reggiani, 1985]. Pour des valeurs plus e´leve´es du champ, la randomisation
due aux processus de collision est tellement importante qu’un mouvement ordonne´ ne peut
pas re´sister longtemps et les valeurs propres deviennent re´elles.
Graˆce a` ce meˆme mode`le, apre`s avoir calcule´ ans un premier temps la mobilite´ en fonction
du champ e´lectrique a` fre´quence nulle (Section 3.4), nous pouvons continuer notre travail en
calculant la re´ponse de la mobilite´ diffe´rentielle a` une perturbation de champ e´lectrique en
fonction d la fre´qu nc .
3.6.4 Mobilit´ diff´renti lle haute fre´qu nce
En ce qui concerne notre e´tude du comportement fre´quentiel, nous la menons donc en
c lculant, a` l’aide des relations (3.21) et (3.22) la mobili e´ diffe´r ntielle en fonction de la
fre´quence (voir Annexe C). Nous avons reporte´ dans les Fig. 3.46 et 3.47 les re´sultats obtenus
pour la partie re´elle et la partie imaginaire de la mobilite´ diffe´rentielle de l’In0.53Ga0.47As
et de l’InA . Pour de faibles champs e´lectriques, la partie re´elle de´crit une Lorentzienne,
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caracte´ristique de la mobilite´ diffe´renti ll n fre´quence, dont la fre´quence de coupure se
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Fi ure 2.20 – Taux de r axation génér lisés (à droite) et réelle d a mobilité
différentielle dy amique ans l’InAs massif pour différentes valeurs du champ électriq e
(à droite). Thèse de G. Sabatini.
son étude du matériau InAs. On remarque que l’apparition de taux de relaxation généralisés
complexes entre 5 et 10 kV/cm est potentiellement associée à un effet d’oscillation, détecté
par une valeur négative de Re(µω) jusqu’à 200 GHz, et pouvant être attribué à des effets de
synchronisation.
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La conception de dispositifs électroniques d’émission et de détection de radiations térahertz
est liée à l’exploitation de mécanismes physiques microscopiques ultra-rapides s’exprimant dans
les structures semiconductrices. La compréhension des conditions leur permettant de s’exprimer
du mieux possible est par conséquent une étape cruciale. Ce n’est toutefois pas la seule car,
une fois le dispositif dessiné, parfois même fondu, il arrive que les conditions suffisantes
ne puissent être toutes réunies, ou que des phénomènes inattendus viennent perturber la
fête. L’étape d’optimisation consiste alors à se rapprocher le plus possible de ces conditions
suffisantes, et à évincer du mieux possible les effets indésirables. Elle passe nécessairement par
une étude systématique visant à analyser l’influence de l’ensemble des paramètres structurels et
environnementaux.
La modélisation et la simulation numérique jouent un rôle capital tout au long de cette démarche,
car elle constitue une ligne directrice permettant d’encadrer le processus expérimental. Dans
ce chapitre, je propose d’utiliser les modèles numériques exposés au chapitre précédent pour
analyser les différentes stratégies d’approche du domaine térahertz par voie électronique mises
en place au sein du groupe TéHO. En les recensant par le biais des phénomènes physiques
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qu’elles mettent en jeu, on peut les classer comme indiqué sur la figure 3.1. Nous n’abordons pas
Dispositifs accordables en 
temps réel
Dispositifs non-
accordables en temps réel
Diodes Gunn
MASER térahertz
Diodes quasi-balistiques 
(Nitrures)
HEMT
Canaux bi-dimensionnels
Diodes unipolaires
Oscillation du plasma 
électronique
OPTTR
Mobilité Différentielle 
Négative
Stratégies d’approche
Figure 3.1 – Stratégies d’approche du domaine térahertz par voie électronique
exploitées par l’équipe de simulation du groupe TéHO.
dans ce mémoire les stratégies consistant à faire de la multiplication de fréquences au travers de
l’utilisation de diodes Schottky ou de diodes varactors à hétérostructures [104].
L’utilisation de la mobilité différentielle négative des matériaux III-V, liée aux transferts
électroniques dans les vallées à grandes masses effectives sous l’effet des phonons, peut
être mise à profit pour exploiter l’effet Gunn dans des diodes. Notre tâche consiste en
premier lieu à déterminer si les instabilités de courant qui lui sont associées peuvent
atteindre, dans les dispositifs que nous considérons, le spectre térahertz.
Les oscillations du plasma électronique sont un effet de groupe lié à l’interaction coulombienne
des charges. Nous verrons plus loin dans ce chapitre que les semiconducteurs modernes
tels que l’In0.53Ga0.47As et l’InAs sont liés à des fréquences d’oscillation dans le domaine
térahertz. L’exploitation des différents modes de plasma est associée à divers dispositifs,
et nous explorerons les possibilités de disposer de composants accordables en fréquence à
la demande ou à la conception.
Le focus de ce mémoire sera mis plus particulièrement sur cette stratégie qui a constitué le
fil conducteur des thèses que j’ai encadrées.
L’OPTTR 1 est un phénomène associé à ce que l’on pourrait schématiser par un mouvement
saccadé et coordonné des électrons, conduisant à l’apparition d’une partie réelle négative
de la mobilité différentielle dynamique. Il peut être mis à profit pour provoquer une ampli-
fication électromagnétique et concevoir des masers térahertz. Par ailleurs, une conception
appropriée de diodes permet d’associer ce phénomène à l’interaction coulombienne afin
de créer de fortes variations de la vitesse électronique associées à des instabilités de cou-
rant. La nécessité de procéder à une émission de phonon à haute énergie fait des nitrures
(semiconducteurs de type III-N) les matériaux les plus favorables à l’exploitation de ce
mécanisme.
1. Optical Phonon Transit Time Resonance
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Avant de montrer dans quelle mesure la simulation nous a permis d’évaluer la pertinence
des différentes stratégies, positionnons le contexte de travail en précisant les matériaux utilisés
dans les dispositifs étudiés et la manière dont nous appréhendons l’interaction de ces-derniers
avec la radiation térahertz.
3.1.1 Les matériaux d’intérêt
Les dispositifs que nous considérons dans les travaux synthétisés dans ce mémoire sont à
base d’InGaAs et, dans une moindre mesure, d’InAs. La raison de ce choix est multiple :
— tout d’abord, il s’agit de matériaux aux technologies maîtrisées, dont l’utilisation pour la
fabrication des dispositifs que nous allons aborder est réelle ou réaliste ;
— ensuite, ces matériaux présentent d’excellentes propriétés de transport. Ils sont rapides,
du fait de la masse effective des électrons, comme le montrent les courbes de la vitesse
et de la mobilité différentielle reportées sur la figure 3.2. Ils sont par ailleurs propices
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Figure 3.21 : Vitesse de de´rive en fonct on du champ e´lectrique pour l’InAs,
avec ND = 10
16cm−3.
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Figure 3.22 : Vitesse de de´rive en fonction du champ e´lectrique
pour l’In0.53Ga0.47As, l’In0.70Ga0.30As et l’InAs, avec
ND = 10
16cm−3, en utilisant les donne´es de Fischetti (traits
pleins) et de Mikailova (pointille´s).
Une autre analyse inte´ressante, pour comparer les deux mate´riaux a` l’e´tude, consiste a`
estimer l’influence de l’ionisation par impact sur la vitesse de de´rive pour diffe´rentes den-
site´s e´lectroniques (Fig. 3.23, 3.24). Pour l’In0.53Ga0.47As, nous constatons qu’elle n’a pas
d’influence notables pour les deux concentrations. Dans les meˆme figures, nous avons aussi
mis en e´vidence l’influence de la de´ge´ne´rescence [Lugli et Ferry, 1985]. Celle-ci permet aux
e´lectrons de prendre des valeurs d’e´nergie plus e´leve´es et donc de passer plus facilement dans
les valle´es supe´rieures a` plus grande masse effective (notamment dans la valle´e L). Ceci a
pour conse´quence une diminution de la vitesse pour des champs e´lectriques au dessous du
champ de seuil. Pour l’InAs, l’influence de l’ionisation par impact a des effets majeurs de´ja`
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Figur 3.33 : Mobilite´ de corde (` gauch ) et mobilite´ diffe´rentielle (a`
droite) en fonction du champ e´lectrique pour l’In0.53Ga0.47As,
l’In0.70Ga0.30As et l’InAs, avec ND = 10
16cm−3.
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Figure 3.34 : Mobilite´ ohmique en fonction de la tempe´rature pour
l’In0.53Ga0.47As (a` gauche) et l’InAs (a` droite), avec
ND = 10
16cm−3. Les symboles repre´sentent les re´sultats ex-
pe´rimentaux obtenus par Oliver [Oliver et al., 1981] dans le
cas de l’In0.53Ga0.47As et par Rode [Rode, 1975] dans celui de
l’InAs.
mode`le nous nous sommes limite´s a` changer la tempe´rature T et le gap ϵg selon la formule
[Paul et al., 1991] :
ϵg(x, T ) = 0.42 + 0.625x − [5.8/(T + 300) − 4.19/(T + 271)] × 10−4
T 2x− 4.19 × 10− 4T 2/(T + 271) + 0.475x2(eV )
(3.7)
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Figure 2 – Vitesse de dérive t mobilité différentielle en fonction du champ
électrique calculées par MC. Thèse de G. Sabatini.
aux effets de survitesse, comme indiqué par les résultats de la figure 3.3. Cela revêt un
intérêt particulier pour les performances en fréquences, notamment dans les composants
ub-millimétriques, puisqu la vitesse des charges cond tionne le temps de transit des
charges dans la zone active, lui même associé à la fréquence de coupure des transistors ;
— par ailleurs, la présence d’une mobilité différentielle négative visible dans le volet de
droite de la figure 3.2, est prometteuse, celle-ci ayant fait ses preuves pour la génération
et la détection d’ondes hyperfréquences [129] ;
— enfin, nous le verrons dans la section 3.2.2.1, les propriétés électroniques et diélectriques
de ces matériaux en font de bons candidats pour l’exploitation des différents modes
d’oscillation du plasma.
C’est à cet égard, et dans le but d’utiliser la méthode hiérarchique, que nous avons mené un
ensemble de travaux visant à étudier les propriétés de transport de l’In0.53Ga0.47As et de l’InAs
dans le cadre de la thèse de Giulio Sabatini. Quelques résultats ont déjà été publiés et sont
disponibles dans la référ nce [1] donnée en annexe (A.3 pag 147).
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Figure 3.37 : Vitesse de de´rive en fonction du temps pour l’In0.53Ga0.47As
(a` gauche) et l’InAs (a` droite) pour plusieurs valeurs du
champ e´lectrique.
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Figure 3.38 : E´nergie moyenne en fonction du temps dans l’In0.53Ga0.47As
(a` gauche) et l’InAs (a` droite) pour plusieurs valeurs du
champ e´lectrique.
Ce phe´nome`ne est duˆ au fait que, une fois qu’un champ e´lectrique est applique´, les e´lectrons
sont fortement acce´le´re´s avant d’avoir le temps de faire une collision. Dans cet intervalle
de temps, ils peuvent atteindre des vitesses et des e´nergies tre`s e´leve´es. Quand un nombre
important d’e´lectrons ont subi une collision, les vitesses sont plus ou moins affecte´es, et en
meˆme temps l’e´nergie de´croˆıt a` cause de l’e´mission de phonons ou du transfert inter-valle´es.
Les caracte´ristiques du transfert depuis la valle´e Γ vers les valle´es supe´rieures sont montre´es
dans la Fig. 3.39 dans le cas de l’InAs pour un champ de 8 kV/cm, et compare´es aux re´sultats
de Sathyanadh [Sathyanadh et P., 2002]. Ces courbes repre´sentent la variation temporelle de
la population d’e´lectrons. Comme ve´rifie´ pre´ce´demment (Fig. 3.11), pour de faibles valeurs
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3.3 – Vite se en fonction du temps calculée ar MC dans les m tériaux
In0.53Ga0.47As et InAs pour différentes valeurs du cham électrique. Thèse de G. Saba-
tini.
3.1.2 Transport électronique et radiation térahertz
L’interaction entre les charges et le rayonnement électromagnétique peut être vue de diffé-
rentes façons, selon le domaine de fréquences dans lequel on se place.
• Le térahertz, c’est de l’optique !
Partons du domaine des infrarouges et augmentons la longueur d’ondes. La fréquence diminue
alors, et l’énergie du photon associé suit la même dynamique. Aux fréquences THz corres-
pondent des photons de près de 3 meV, faisant du térahertz la limite haute des longueurs
d’ondes optiques.
Dans ce domaine de l’optiqu , l’électron et le photon interagissent e tant que corpuscules,
l’échange énergétique est alors inélastique et l’électron bascule d’un état à un a tre sous l’effet de
l’émission ou de l’absorption d’un photon (térahertz). Dans des conditions idéales, c’est-à-dire
pour des températures proches du zéro absolu, on peut imaginer contraindre les électrons à
émettre ou absorber n’importe quel photon, à condition de disposer des bandes énergétiques
permettant les transitions d’états adéquates. En revanche, lorsque la température du milieu
augmente, l’agi ation th rmique vient concurrencer puis supplanter les transitions énergétiques
de faible énergie. À la température ambiante, l’énergie d’agitation thermique se situe autour de
25 meV, et elle reste d’environ 7 meV à l’azote liquide.
• Le térahertz, ce sont des micro-ondes !
Si l’on se place dans le domaine des micro-ondes et que l’on augmente la fréquence, on s’ap-
proche du domain térahertz que l’on atteint à partir de 100 GHz. Il constitue donc la limite
haute des fréquences de l’électronique.
Dans le domaine de l’électronique et des micro-ondes, l’interaction corpusculaire menant à une
transition d’état énergétique se retrouve au niveau cristallin où phonons optiques et électrons
peuvent échanger de l’énergie écanique sous forme inélastique. Dans le cadre d’une interaction
électromagnétique, le schéma est tout autre et l’électron voit son mouvement modifié sous l’effet
accélérateur des champs électriques et magnétiques, ce mouvement électronique perturbant en
retour l’environnement électromagnétique. Eu égard à l’inertie des électrons, on peut aisément
concevoir que l’onde perd de son influence sur la dynamique de ces-derniers à mesure que sa
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fréquence augmente. Il y a une donc une limite fréquentielle à la capacité de l’onde à perturber
la dynamique d’un électron ou bien, d’un autre point de vue, à la capacité de l’électron à suivre
la fréquence qui lui est imposée. Ceci se vérifie sur la figure 3.4 où nous avons reporté le module
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Figure 3.4 – Module de la mobilité différentielle dans l’InGaAs massif en fonction
de la fréquence pour différentes valeurs du champ électrique.
de la mobilité différentielle dynamique, décrite à la section 2.4.3, en fonction de la fréquence.
Cette grandeur évaluant la réponse dynamique des électrons au champ électrique, une chute de
celle-ci revient à une perte d’influence de l’onde sur les porteurs. Cette décroissance s’opère aux
fréquences THz, qui constituent de fait la limite d’action de l’onde sur le mouvement de chaque
électron.
• Le choix de l’approche
Le spectre THz se trouve dans une situation frontière entre deux domaines bien maîtrisés et aux
modèles totalement différents que sont l’électronique et les hyperfréquences d’un côté, l’optique
et la photonique de l’autre. Pour atteindre ces fréquences, il y a donc deux stratégies possible :
— l’approche par la voie optique, qui consiste à exploiter des transitions à courtes longueurs
d’ondes dans des dispositifs tels qu’un laser à cascade quantique [130] ;
— l’approche par la voie électronique, qui utilise des phénomènes d’oscillation ou de réso-
nance du gaz électronique à hautes fréquences.
C’est dans le cadre de l’approche par voie électronique que se situe l’ensemble des modèles et
travaux que nous développons ci-après.
• Interaction et voie électronique
Les radiofréquences térahertz sont associées à un transport électronique picoseconde et, par
conséquent, à des phénomènes ultra-rapides pour lesquels notre équipe de simulation et ses
collaborateurs ont acquis un savoir-faire et une expertise mondialement reconnues. Lorsque
la thématique térahertz a émergé à Montpellier, l’équipe dont je fais partie était fortement
impliquée dans les communautés scientifiques étudiant les effets des porteurs chauds et le bruit.
Historiquement, et encore aujourd’hui, nous sommes présents dans les comités des conférences
HCIS 2, devenue EDISON 3, et ICNF 4, que nous avons toutes deux organisées à Montpellier (en
2009 et 2013 respectivement).
La quasi-totalité du travail que nous menons à présent se place dans le prolongement des ces
activités et de ce savoir-faire, puisqu’il s’agit de modéliser et de simuler le transport électronique
2. Hot Carriers In Semiconductors.
3. Electron Dynamics In Semiconductors Optoelectronics and Nanostructures.
4. International Conference on Noise and Fluctuations.
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dans les dispositifs à base de semi-conducteurs, dans le but d’étudier l’aptitude de ces-derniers
à jouer un rôle de source ou de récepteur d’ondes térahertz. Il est donc nécessaire de s’arrêter
sur la manière dont nous lions le transport de charges et la radiation.
Idéalement, l’interaction entre les charges électriques et le rayonnement électromagnétique
devrait être décrite au travers des équations de Maxwell, qu’il conviendrait de résoudre en
même temps que l’équation de Boltzmann. Techniquement, une telle approche, appelée Maxwell-
Boltzmann (MB) se révèle difficile à mettre en œuvre, ne serait-ce qu’à cause des problèmes de
maillage du dispositif, et demande une puissance de calcul importante. Ainsi, on trouve au sein
de l’équipe TéHO :
— d’un côté des simulateurs électromagnétiques, tels que CST-Microwaves, qui permettent
de décrire de manière précise la topologie des champs électriques et magnétiques sur un
composant, sans pour autant en déduire leur influence sur le transport électronique ;
— de l’autre côté des simulateurs du transport électronique de type MC et HD, qui ne sont
pas en mesure de faire le lien avec la topologie du champ électromagnétique capté ou
émis par le composant.
Dans la mesure où l’on cherche à analyser les capacités intrinsèques d’un dispositif à détecter
ou émettre des rayons T, une approche mixte de type MB se révèle dans un premier temps
sur-dimensionnée. En fait, celle-ci ne montre un intérêt suffisant au regard des efforts de
modélisation et de calcul qu’elle demande que dans le cadre d’une optimisation de la structure
d’un dispositif ayant montré tout son intérêt, pour mener à bien une étude de l’implantation
des contacts, ou encore pour dimensionner et positionner les antennes permettant d’améliorer
la captation ou l’émission de l’onde. L’ensemble des travaux que nous menons actuellement ne
se fait pas dans le cadre de l’approche MB, qui constitue toutefois une perspective intéressante
maintenant que nous avons montré tout l’intérêt des structures étudiées (nous revenons sur ce
point dans le chapitre chapitre 4 dédié au projet de recherche).
Pour simuler l’interaction entre le rayonnement THz et les charges actives d’un semicon-
ducteur, nous faisons un certain nombre de simplifications ayant pour objectif la mise en place
d’un modèle simplifié mais suffisamment réaliste. La première étape consiste à négliger l’action
du champ magnétique, en ne prenant pas en compte la force de Lorentz dans les équations de
Liouville et de Boltzmann (2.10) et (2.15) (pages 34 et 35, respectivement).
L’excitation du gaz de charges par la radiation ne peut se faire, dans ces conditions, qu’au
travers du champ électrique accélérateur. Dans la mesure où les contacts sont métalliques,
nous faisons le choix de modéliser la radiation térahertz comme une tension venant se
superposer à la polarisation du dispositif. Pour un matériau massif, la polarisation est
remplacée par un champ électrique homogène. On considère ce faisant qu’il n’y a pas
d’absorption et que la totalité du champ influence la zone active du composant.
Les capacités du dispositif à émettre des rayons T sont évaluées au travers de son aptitude
à générer un champ électrique térahertz. Aussi, selon que le composant est polarisé en
courant ou en tension, nous prêtons attention au comportement de la tension ou à celui
des variations du courant [131]. De ce fait, nous supposons en première approximation
que la puissance présente dans la zone active est en mesure de sortir du composant.
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3.2.1 Les phénomènes assistés par phonons
En guise de résultats préliminaires, arrêtons-nous sur l’analyse rapide des phénomènes
assistés par phonons dans l’In0.53Ga0.47As et l’InAs. Ces mécanismes, l’effet Gunn et l’OPTTR,
sont en effet à la source de deux stratégies d’approche.
• L’effet Gunn
L’effet Gunn [120] est généralement présent dans les matériaux semiconducteurs de types III-V,
et est largement exploité pour la fabrication d’émetteurs micro-ondes. Il a donc constitué le
point de départ de notre réflexion, et nous avons cherché à évaluer sa présence et sa signature
fréquentielle.
Si les accumulations de charges dues à l’effet Gunn peuvent se décrire à l’aide d’un modèle
DD, l’explication de sa mise en place est microscopique. L’analyse en amont des propriétés
des matériaux est faite dans le cadre d’une simulation MC associée le cas échéant à une étude
de bruit au travers du formalisme de corrélation. Jean-François Millithaler a, dans le cadre
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Figure 5.7 : Image en trois dimensions de l’e´volution de la concentration en
fonction du temps dans la structure.
Pour mieux mettre en e´vidence les de´placements des domaines, nous avons reporte´ sur la
figure 5.7 l’e´volution temporelle de la concentration en e´lectrons dans le barreau en fonction
de la position dans le dispositif et du temps. Nous pouvons remarquer que l’accumulation
des e´lectrons commence au contact de gauche. Par conse´quent, le domaine doit traverser la
longueur totale du dispositif. Une vitesse approximativement de 105 m/s sur une longueur de
1 µm nous donne un temps de transit de 10 ps, ce qui correspond a` une fre´quence situe´e aux
alentour de 0.1 THz.
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4.1.2 Les probabilite´s de collision
Dans le cas d’un approche Monte Carlo, comme cela est le cas dans cette e´tude, le calcul
de probabilite´s de collision est fondamental puisque c’est graˆce a` elles qu’il nous est possible
de de´crire la physique des phe´nome`nes microscopiques qui rentrent en jeux dans le transport
e´lectronique. Nous avons donc calcule´ les taux d’ite´ration des diffe´rents me´canismes de colli-
sion pris en conside´ration dans notre mode`le qui de´crive le comportement de l’InGaAs. Ces
me´canismes sont les collisions avec les impurete´s ionise´es, les transitions dues a` l’absorption et
a` l’e´mission de phonons optiques polaire et non pol ires, les transitions dues au de´sordre d’al-
liage, les collisions intervalle´es, les transitions dues aux phonons acoustiques et les collisions
d’alliage. Le de´tail des probabilite´s peut eˆtre retrouve´ dans la Re´f. [Garcia´ Vassallo, 2005].
L’ionis tion par impact est ne´glige´e. Nou avons repor e´, dans l’annexe B, les probabilite´s de
collisions obtenues dans chacune des valle´es pour une densite´ e´lectronique n = 1016 cm−3 a`
une tempe´rature de 300 K.
4.1.3 Transfert intervalle´es
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Figure 4.3 : Fraction des e´lectrons dans les valle´es Γ, L et X, ND = 10
16
cm−3, a` 300 K, en fonction du champ e´lectrique.
A` l’e´quilibre thermique, les e´lectrons se trouvent dans la valle´e Γ, c.a`.d au niveau d’e´nergie
minimal. Quand on applique un faible champ e´lectrique (re´gime ohmique) les porteurs restent
dans la meˆme valle´e (Fig.4.3) et un certain nombre de porteurs gagnent assez d’e´nergie, graˆce
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Figure 3.5 – À gauche : Évolution temporelle du courant (en haut) et de la densité
de charges (en bas) dans un barreau d’In0.53Ga0.47As de 1 µm sou is à une tension de
2 V. À droite : Population des vallées de la bande de conduction en fonction du champ
électrique dans ce même matériau. Thèse de J.-F. Millithaler.
de sa thèse, étudié le comportement du gaz électronique dans un barreau d’In0.53Ga0.47As, et
mis en évidence une instabilité du courant due au déplacement de domaines d’accumulation,
comme indiqué sur le volet gauche de la figure 3.5. Les populations des vallées de la bande de
conduction reportées sur le volet de droite montrent bien la responsabilité de l’effet Gunn dans
l’apparition de ces domaines. Comme reporté sur la figure 3.6, le transfert de charges dans les
vallées supérieures de la bande de conduction fait augmenter la masse effective des électrons qui
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deviennent de fait moins sensibles à la force accélératrice du champ électrique. L’étude de bruit
Energie
Electrons
EnergieEnergieVallée
supérieure
εg
Δε
1 2 Champ intermédiaire Fort champFaible champ 3
Figure 3.6 – Schéma de principe des transferts intervallées responsables dans les
matériaux à mobilité différentielle négative de la mise en place de l’effet Gunn par
augmentation de la masse efficace moyenne des électrons.
menée sur le même dispositif est en accord avec les observations au premier ordre et montre une
activation progressive de l’oscillation Gunn aux alentours de 100 GHz, devenant prépondérante
à mesure que la polarisation augmente. Remarquons que l’analyse au second ordre montre la
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Figure 5.9 : Fonction d’autocorre´lation des fluctuations du courant en fonc-
tion du temps Cj(t) et densite´ spectrale des fluctuations de
courant en fonction de la fre´quence Sj(f) pour trois tensions
diffe´rentes : 0.3, 1 et 2 V.
le spectre de bruit pre´sente les meˆmes pics, comme c’est le cas pour une polarisation de
2 V. Nous remarquons aussi que si le dispositif passe d’un re´gime stationnaire a` un re´gime
oscillatoire (cyclostationnaire), la de´finition de densite´ spectrale devient proble´matique car
la fonction de corre´lation de´pend de deux temps. Nous n’aborderons pas ce proble`me dans le
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Figure 3.7 – Densité spectrale de bruit en courant dans un barreau d’In0.53Ga0.47As
de longueur 1 µm pour des tensions de 0,3 et 1 V. Thèse de J.-F. Millithaler.
propension de l’effet Gunn à apparaître avant même que cela ne soit visible dans le courant, ce
qui illustre le fort intérêt du bruit en tant qu’indicateur sensible de l’apparition d’instabilités.
Nous avons de plus mis en évidence la présence d’oscillations Gunn dans un barreau d’InAs de
type n. Les résultats reportés sur la figure 3.8 sont une illustration des travaux menés par Giulio
Sabatini et permettent d’analyser l’influence réciproque du champ électrique et des domaines
d’accumulation de charge menant à l’installation de l’instabilité Gunn. L’analyse de la densité
spectrale des fluctuations du courant traversant le dispositif permet de mettre en évidence
les fréquences des instabilités de type Gunn. Comme le montrent les courbes de la figure 3.9,
celles-ci se situent autour de quelques dizaines de gigahertz.
En dépit des possibilités d’activation de ’effet Gunn dans les di positifs à bas d’In0.53Ga0.47As
et d’InAs, nous av s montré que celui-ci n’ st pas exploitable pour la génération d’ondes
térahertz dans les structures classiques que nous avons considérées. En effet, sa signature
fréquentielle se situe, dans les cas les plus favorables, à la centaine de gigahertz.
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Figure 3.8 – Densité électronique (à gauche) et champ électrique (à droite) en
fonction de la distance après injection et à différents instants dans un barreau d’InAs
de 1000 nm sous une polarisation de 3 V. Les instants dti sont séparés de 1 ps. Thèse
de G. Sabatini.
Transport e´lectronique
dans des diodes nanome´triques en InAs
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Figure 5.10 : Champ e´lectrique en fonction de la distance par rapport a`
la cathode a` diffe´rents instants dt se´pare´s d’une picoseconde,
dans une structure avec L = 1000 nm et un champ e´lectrique
moyen de 30 kV/cm (a` gauche) et 100 kV/cm (a` droite).
dans la Fig. 5.11 la transforme´e de Fourier de l’autocorre´lation du courant. Nous obtenons
donc un pic autour de 100 GHz pour un champ e´lectrique moyen de 30 kV/cm et autour de
55 GHz dans le cas d’un champ de 100 kV/cm.
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Figure 5.11 : Transforme´e de Fourier de l’autocorrelation du courant dans
une structure avec L = 1000 nm et un champ e´lectrique moyen
de 30 kV/cm (a` gauche) et 100 kV/cm (a` droite).
Revenant a` pre´sent a` notre e´tude des parame`tres statiques, nous voyons que la forte
influence des collisions inter-valle´es, a` laquelle nous avons de´ja` fait re´fe´rence, est aussi bien
visible dans la Fig. 5.12 qui repre´sente le comportement de l’e´nergie cine´tique moyenne. Pour
un barreau de 100 nm, l’e´nergie moyenne des e´lectrons ne rejoint jamais la valeur ϵΓL, tous les
e´lectrons se trouvent alors dans la valle´e Γ. Nous pouvons donc constater un comportement
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Figure 3.9 – Densité spectrale de bruit en courant traversant un barreau d’InAs
de 1000 nm sous polarisation d 3 V (à gauche) de 10 V (à droi e). Thèse d
G. Sabatini.
3.2.1.1 L’OPTTR
Les études MC et HD que nous avons menées n’ont pas permis de mettre en évidence la
présence significative d’OPTTR dan l’In0.53Ga0.47As et l’InAs. L’abs nce de phon ns optiques
suffisamment énergétiques dans les arséniures ne permet pas de poursuivre la stratégie OPTTR
pour la génération térahertz.
Le mécanisme ne sera donc pas abordé plus en détail dans ce mémoire. La référence [63], donnée
en annexe (A.1 page 127), permet toutefois de prendre connaissance des caractéristiques et de
l’intérêt de ce phénomène dont l’exploitation peut se révéler très pertinente dans les matériaux
III-V à base de nitrure.
3.2.2 La stratégie plasmonique
Si les premières évaluations de l’effet Gunn sur l’In0.53Ga0.47As laissent espérer des fré-
quences générées à la centaine de GHz, l’utilisation d’un autre phénomène physique promet de
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placer la fréquence d’utilisation plus haut dans le spectre térahertz : les oscillations du plasma
électronique. Il s’agit de mettre à profit l’interaction coulombienne et la dynamique de groupe
du gaz électronique dans des dispositifs semiconducteurs adaptés. La stratégie plasmonique est
mise en œuvre dans le groupe TéHO par le biais de différents dispositifs, allant des transistors à
effets de champ aux diodes unipolaires massiques, dans le but d’exploiter les différents modes
d’oscillation du plasma électronique. Ce mécanisme est en outre le fil conducteur de l’ensemble
des travaux de thèse que j’ai encadrés.
Appréhender le gaz électronique en tant que plasma revient à se positionner dans le cadre
de l’approche du térahertz par voie électronique et à analyser les oscillations du gaz de charges
dans son ensemble. En effet, si pris séparément chaque porteur n’est pas capable de répondre
pleinement à une onde de fréquence trop élevée, le plasma électronique est pour sa part en
mesure de le faire. À titre de comparaison, les oscillations du plasma sont aux charges ce que les
vagues de l’océan sont aux molécules d’eau qui les composent : les unes peuvent parcourir des
centaines de kilomètres pendant que les autres ne se déplacent que de quelques mètres. Un autre
exemple, plus proche du domaine de l’électronique et ne posant par conséquent pas les mêmes
limites en terme de compressibilité et de charge du fluide, est le courant alternatif. En effet, alors
que l’énergie électrique se déplace à la vitesse de la lumière dans les lignes à haute-tension, les
charges ne parcourent pour leur part qu’une distance négligeable, se contenant de faire ce que
l’on peut modéliser par des aller-retour localisés.
Dans ces conditions, l’onde électromagnétique, que nous appréhendons par le biais de son
champ électrique, n’agit pas sur le support de l’oscillation (c’est-à-dire les charges) mais sur
l’onde de plasma elle-même. Aussi, la fréquence de fonctionnement d’un dispositif profitant de
cette interaction dépend des caractéristiques du plasma, en particulier sa relation de dispersion,
et n’est plus limitée par le temps de transit des porteurs de charges. L’intérêt de ce travail est
de mettre en place les conditions pour que les oscillations du plasma, ou ondes de Langmuir,
inscrivent leurs fréquences propres dans le spectre THz.
3.2.2.1 Plasma et matériaux semiconducteurs modernes
L’interaction entre la radiation et le plasma électronique est d’autant plus efficace et ex-
ploitable qu’elle se fait à la fréquence propre de ce-dernier, ou bien de ses harmoniques.
L’avènement et la maîtrise de matériaux rapides et à faibles masses effectives tels que l’In-
GaAs, associés à une réduction nanométrique des dispositifs électroniques et à l’utilisation de
puits de potentiel permettant d’accroître la pureté des canaux, ont focalisé l’intérêt de nom-
breuses études sur les composants semiconducteurs, en particulier les transistors à effets de
champ. Par un simple calcul, on montre en effet que les modes propres du plasma associés à
l’In0.53Ga0.47As, utilisé dans les composants nanométriques modernes de la filière InP, sont
situés dans le spectre THz. Dans le cas d’un barreau semiconducteur, les modes de plasma
sont des modes 3D. La relation de dispersion s’exprime en se plaçant en régime petit-signal, en
négligeant les collisions électroniques (autres que l’interaction coulombienne à longue portée)
et en considérant que toutes les charges se meuvent à une vitesse moyenne v0. Dans ce cas, la
pulsation fondamentale est donnée par la relation [132]
ω3D0 =
√
e2n3D0
m0m∗κκ0
(3.1)
où e est la charge élémentaire, n3D0 la concentration moyenne 3D, m0 la masse de l’électron libre,
m∗ la masse effective électronique, κ la constante diélectrique du milieu et κ0 la permittivité du
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vide. Dans le cas de l’In0.53Ga0.47As, pour lequel m∗ = 0,042 ·m0 et κ = 13.88, on calcule une
fréquence d’oscillation comprise entre 1,17 THz et 11,7 THz pour des densités électroniques
allant respectivement de n3D0 = 10
16 cm−3 à n3D0 = 10
18 cm−3. Cette fréquence ne dépend
que des paramètres du matériau et en aucun cas du vecteur d’onde. Si l’on se replace dans
l’optique de développer des détecteurs et des sources térahertz, l’approche 3D ouvre la voie à
des dispositifs monochromatiques. Techniquement, pour les matériaux actuels, les conditions
3D sont atteintes pour des dimensions suffisamment importantes de la zone active (de l’ordre de
100 nm). Cette approche est mise à profit à la section 3.4.1 où l’utilisation de diodes massiques
unipolaires de type n+nn+ est décrite.
3.2.2.2 Excitation du plasma électronique et modèles associés
Nous décrirons dans les sections 3.3, 3.4.1 et 3.4.2 les différentes techniques envisagées, et
les structures semiconductrices qui leur sont associées, pour placer les fréquences d’oscillation
du plasma dans le spectre térahertz. Mais avant cela, il est nécessaire de décrire les deux
stratégies que nous mettons en œuvre dans le groupe TéHO, aussi bien de manière théorique
qu’expérimentale, pour exciter le plasma électronique.
D’une manière générale, le plasma décrit un état de la matière constituée de particules chargées,
ces particules pouvant être dans le domaine de l’électronique des ions ou des électrons. La
nature purement électrostatique de l’interaction entre les charges constituant le plasma engendre
en tout point de l’espace une étroite relation entre leur densité n et le champ électrique E. La
perturbation locale de la densité ou du champ électrique peut alors amener ces deux grandeurs
à osciller autour de leurs valeurs stationnaires, faisant apparaître une fréquence de résonance
que l’on appelle résonance plasma.
La perturbation locale de la densité et du champ électrique d’un plasma peut soit s’évanouir soit
se propager. L’onde de plasma ainsi créée obéit à une relation de dispersion ω(k) dépendant de
la dimensionnalité du système et de la densité de charges constituant le plasma. Que ce soit pour
modéliser la détection ou pour lutter contre les effets d’amortissement qui tendent à atténuer
cette onde, on peut entrevoir deux stratégies d’excitation :
— l’une consiste à agir sur le champ électrique, et toute la difficulté consiste à savoir
comment est captée l’onde ;
— l’autre consiste à agir sur la densité électronique locale, et nous proposons pour cela
l’utilisation de battements optiques dans des semiconducteurs photosensibles.
• Excitation par oscillation de la tension d’une électrode
L’excitation électrique correspond à la captation de l’onde térahertz incidente sous la forme
d’un champ électrique venant superposer une polarisation alternative à celle déjà imposée.
L’hypothèse est en effet faite qu’en présence de contacts métalliques, le champ électrique n’a pas
la possibilité de pénétrer directement dans la zone semiconductrice.
Dans le cas d’un composant à trois contacts tels que les transistors, la question de l’électrode
captant la polarisation est posée. Pour un HEMT, lorsque les conditions de polarisation sont
adaptées, les tensions de grille VGS ou de drain VDS peuvent osciller, de sortes que l’on peut
envisager trois possibilités :
(i) le champ électrique peut n’être capté que par l’une des deux électrodes ;
(ii) le champ électrique peut être capté par les deux électrodes de manière similaire, c’est-à-dire
sans induire de différence de phases ;
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(iii) le champ électrique être capté par les deux électrodes mais avec induction d’une différence
de phases.
Nous avons mené sur ce thème une étude approfondie dans le cadre de la thèse d’Abdelhamid
Mahi. Elle est exposée à la section 3.3.5, page 91.
• Excitation uniforme par battements optiques
L’excitation par battements optiques consiste à forcer la densité électronique à osciller à une
fréquence térahertz par le bais de la génération radiative. Il s’agit d’illuminer le matériau à
une fréquence à laquelle il est photosensible et dont la puissance est pulsée à la fréquence
souhaitée [133–135]. Elle a pour objectif d’exciter les oscillations de plasma, ce qui permet en
particulier de les entretenir dans le cas où les collisions sont trop importantes. Elle repose sur
le phénomène de détection quadratique : l’action sur la population de charges du détecteur se
fait par le biais de la puissance optique, et non du champ électrique. Par conséquent, dans le
cadre de l’excitation par battements optiques, ce n’est pas l’excitation qui se fait aux fréquences
térahertz mais la réponse du matériau stimulé optiquement.
Le battement térahertz est réalisé au travers de deux fréquences optiques très proches. Du point
de vue du champ électrique, on ne crée en aucun cas un champ térahertz. Par contre, on fait
apparaître une oscillation de puissance à la fréquence térahertz qui, si elle se situe hors de la
bande passante du détecteur, va pouvoir être exploitée.
Pour illustrer nos propos, supposons qu’un récepteur rectiligne soit irradié sous incidence
normale par deux ondes planes progressives monochromatiques TEM polarisées identiquement,
de pulsations ω et ω+ ∆ω, et déphasées de ∆ϕ. Dans notre cas, puisque nous cherchons à créer
des ondes térahertz à partir de fréquences optiques, nous nous plaçons dans le cas où ∆ω  ω.
Les deux champs électriques s’expriment en tout point du récepteur au travers des relations
E1 = E1 cos(ωt) · t (3.2)
et
E2 = E2 cos[(ω+ ∆ω)t + ∆ϕ] · t (3.3)
où E1 et E2 représentent les amplitudes des champs électriques et où t est un vecteur unitaire
tangent au récepteur. En tout point du détecteur, le champ électrique incident s’écrit comme la
somme des deux champs sous la forme E(t) = E1 + E2. Si l’on s’intéresse à l’allure temporelle de
E(t), on voit apparaître une onde sinusoïdale à amplitude modulée, le cas le plus évident étant
celui pour lequel E1 = E2 où apparaissent clairement une porteuse à la fréquence
2ω+ ∆ω
2
et
∆ω
2
. Toutefois, lorsque l’on regarde la signature spectrale du champ, on retrouve les pulsations
ω et ω + ∆ω de sorte que le mélange ne modifie pas la nature du champ incident et que le
récepteur n’est soumis à aucune autre fréquence que celles présentes initialement dans les
deux champs. En ce sens, faire du photo-mélange de deux ondes de l’infra-rouge distantes
spectralement d’une fréquence du térahertz ne crée pas un champ térahertz. Concrètement, un
semi-conducteur à gap direct qui sera photo-sensible à la pulsation ω ne détectera que les deux
fréquences très proches.
Toutefois, s’il n’y a pas de champ térahertz créé à chaque instant, la puissance incidente sur le
récepteur n’en est pas moins affectée par le mélange et va présenter une variation temporelle
fortement dépendante de la nature de celui-ci. Cette variation peut, en fonction de la façon dont
le signal va être perçu, et donc en fonction des caractéristiques du détecteur, être exploitée. Pour
s’en convaincre, il suffit de prendre en exemple le cas bien connu des battements acoustiques
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dans le domaine de la musique. Cet artéfact a été et est encore largement utilisé pour accorder les
instruments puisque, lorsque deux sons ont des fréquences très proches, l’auditeur perçoit une
variation de l’amplitude sonore d’autant plus lente que les notes se rapprochent. La disparition
de cette variation temporelle correspond alors à l’accord des deux notes. Ce phénomène peut
être facilement vérifié à l’aide d’un logiciel de génération de signaux sonores 5 en générant par
exemple le La 440 du diapason [137] (c’est-à-dire une signal sinusoïdal de fréquence 440 Hz) en
même temps qu’un autre sinus de fréquence très proche, par exemple un La 442. En faisant de la
sorte, on perçoit un La dont l’amplitude sonore oscille deux fois par secondes. En mélangeant
un La 440 et un La 441, la variation ne se fait cette fois-ci que toutes les secondes. On remarque
alors que le mélange de deux ondes ayant deux fréquences suffisamment proches aboutit à une
variation de l’amplitude sonore dont la fréquence correspond à la différence de fréquences des
deux notes. Cette expérience peut paraître simple, mais elle nous aidés dans la mise en œuvre
du modèle associé à l’excitation par battements optique.
La variation d’amplitude sonore expérimentée dans le cas des battements acoustiques laisse
supposer qu’il existe une modification dans le temps de la puissance du son, et que cette
variation temporelle est fortement influencée par la fréquence des battements. Pour analyser ce
qu’il se passe, revenons au cas qui nous intéresse dans ce travail, c’est-à-dire celui des battements
térahertz issus de fréquences optiques. Dans le cas d’une onde électromagnétique, la puissance
du signal s’évalue au travers du vecteur de Poynting qui s’exprime comme
Π =
E ∧ B
µm
(3.4)
où µm est la perméabilité magnétique du milieu. Or, dans le cas d’une onde plane, le champ
magnétique B et le champ électrique E sont liés par le produit vectoriel
B =
1
c
n ∧ E (3.5)
où c est la vitesse de propagation de l’onde électromagnétique, et où n est un vecteur unitaire
à la normale au récepteur (c’est-à-dire, dans notre cas, dans la direction de propagation des
ondes). Aussi,
Π =
E ∧ (n ∧ E)
µmc
=
(E · E) · n− (E · n) · E
µmc
(3.6)
Dans le cas d’un champ électrique de polarisation transverse, comme nous le supposons ici,
E · n = 0 de sorte que le vecteur de Poynting vérifie
Π =
E2
µmc
n (3.7)
La puissance instantanée reçue par le récepteur s’exprime alors comme
p(t) =
E2
µmc
(3.8)
avec µmc ' 377 Ω dans le vide. Dans notre cas, le champ incident est une somme vectorielle
Après développement, la puissance électromagnétique instantanée s’exprime comme
p(t) =
E21 + E
2
2 + E
2
1 cos(2ωt) + E
2
2[cos(2(ω+ ∆ω)t + 2∆ϕ)]
µmc
+
E1E2 cos(2ωt + ∆ωt + ∆ϕ) + E1E2 cos(∆ωt + ∆ϕ)
2µmc
(3.9)
5. Le logiciel libre Audacity [136] permet de générer des signaux sonores à partir de fonctions mathématiques.
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et, puisque ∆ω  ω, on peut approcher la puissance optique instantanée au travers de la
somme :
p(t) = p0 + f (∆ωt) + f (2ωt) (3.10)
c’est-à-dire d’une valeur continue p0 et de deux fonctions alternatives du temps, l’une de
fréquence ∆ω, et l’autre de fréquence 2ω, comme illustré sur le volet gauche de la figure 3.10.
D’ores est déjà, nous voyons apparaître dans la puissance un terme en ∆ω qui traduit l’influence
du battement sur la puissance du signal.
La suite du processus dépend complètement du détecteur. Dans le cas d’un semiconducteur
photo-sensible, il est évident que ∆ω se situe bien en dessous de la bande passante. Par ailleurs,
si l’on évalue la puissance optique reçue pendant une période T de signal (c’est-à-dire corres-
pondant à T = 2pi/ω), on peut évaluer la puissance moyenne P, de sorte que :
P ∝
∫ T=2pi/ω
0
[p0 + f (∆ωt) + f (2ωt)] dT (3.11)
L’intégration de p0 et de f (2ωt) ne pose pas de problèmes dans le sens où la première est
constante et la seconde nulle. En revanche, l’intégration de f (∆ωt) fait apparaître une variable
temporelle, puisque l’aire située sur sous la courbe de cette fonction et correspondant à une
durée d’une période T varie en fonction du temps. En effet, nous remarquons sur le volet
droit de la figure 3.10 que les aires repérées par les nombres 1, 2, et 3 ne sont pas les mêmes
mais reviennent périodiquement. Aussi, la puissance reçue par le détecteur durant une période
f(Δωt)P(t)
t
t
2π/Δω
T T
T
Figure 3.10 – À gauche : Illustration la puissance instantanée des battements
optiques. À droite : Intégration de la composante alternative de la puissance du
battement sur une durée T inférieure à la période du signal 2pi/∆ω.
T = 2pi/ω s’exprime en fonction du temps au travers de la relation :
P = P(t) = P0 + F(∆ωt) (3.12)
où P0 est une constante et où F est une fonction sinusoïdale du temps de fréquence ∆ω. Dans
le cas qui nous intéresse, la puissance optique (pulsation infra-rouge ω) reçue par le photo-
récepteur va osciller dans le temps à une fréquence térahertz (pulsation térahertz ∆ω).
Pour résumer, nous pouvons dire que si la fréquence détectée est contrôlée par le champ
électrique, l’amplitude de l’irradiation dépend quant à elle de la puissance optique et de la
bande passante (ou du temps d’intégration) du détecteur. Ainsi, du point de vue d’un matériau
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semi-conducteur photo-sensible, subir une irradiation par deux ondes infra-rouge couplées
dont la différence de fréquences se situe dans le spectre térahertz revient à être exposé à un spot
infra-rouge présentant un scintillement à la fréquence térahertz.
Pour exprimer le taux de génération optique, faisons à nouveau le parallèle avec les batte-
ments acoustiques : dans le cas de l’oreille humaine, la note perçue est contrôlée par la pression
acoustique alors que l’amplitude dépend de la puissance sonore qui évolue comme le carré
de la pression acoustique. La fréquence des battements que nous avons considérés est bien en
dessous de celle des notes (1 à 2 Hz de battements sur une note à 440 Hz) et en deçà de la bande
passante de l’oreille humaine (20 Hz – 20 kHz). On peut alors tenir un raisonnement similaire à
celui que nous avons mené pour les ondes optiques, et comprendre pourquoi l’auditeur perçoit
une oscillation de l’amplitude de la note à la différence de fréquence. Tout d’abord, l’écoute
simultanée des La 440 et La 441 (ou La 442) qui composent le spectre de la pression acoustique est
perçue par l’auditeur comme un La unique. En effet, pour donner un modèle simple de l’oreille
humaine, on peut dire que celle-ci réalise une transformée de Fourier de la pression acoustique ;
par suite, les caractéristiques de l’oreille humaine font que les deux fréquences présentes sont
trop proches pour être discernées l’une de l’autre. En revanche, la transformation de Fourier est
faite sur un certain intervalle de temps qui correspond au temps d’intégration du détecteur, et le
poids des fréquences extraites dépend de la puissance du signal acoustique dans l’intervalle
temporel considéré. Comme dans le cas de nos ondes optiques, la puissance sonore varie plus
lentement que le temps d’intégration du détecteur, et l’auditeur perçoit le battement comme une
variation temporelle de l’amplitude de la note. Cette variation temporelle est par conséquent
ce que l’on pourrait qualifier d’illusion acoustique, en ce sens qu’elle dépend complètement du
détecteur. En effet, si l’on décale les fréquences des deux notes de plus de 20 Hz (par exemple
un La 440 et une fréquence de 460 Hz), la variation de puissance entre dans la bande passante
de l’oreille et la sensation de battement n’est plus présente.
Si dans le cas de l’oreille humaine la pression acoustique se traduit par la perception des
fréquences audibles qui la composent, dans le cas du photo-détecteur, les champs électriques
optiques vont générer des paires électron-trou qui vont perturber le courant, et l’on trouvera
dans la bande de conduction des électrons photo-générés aux énergies e et e+ ∆e, avec e = h¯ω,
où h¯ est la constante réduite de Planck, et avec ∆e très petit. L’oscillation de la puissance optique
va moduler cette génération de porteurs : les électrons photo-générés seront donc envoyés en
bande de conduction à une fréquence térahertz, de sorte que le taux de génération optique peut
être modélisé par une fonction sinusoïdale du temps
G(t) = G0 [1+ cos(∆ωt + ϕ)] (3.13)
où G0 est une constante dépendant de l’absorption du matériau, de la puissance d’irradiation et
de ω [27], et où ∆ω se situe dans le domaine térahertz. Par la suite, pour simplifier les notations,
et puisque nous ne considérerons que la fréquence fb du battement optique, nous noterons
G(t) = G0 [1+ cos(2pi fbt + ϕ)] (3.14)
avec fb dans le spectre térahertz.
Ce phénomène d’irradiation pulsée, s’il se produit aux fréquences adéquates, peut exciter le
plasma électronique et provoquer la propagation d’ondes de Langmuir.
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3.3 Modes de plasma accordables dans les HEMT
Au premier regard, la relation (3.1) laisse entrevoir la possibilité de contrôler la fréquence
propre de l’oscillation en jouant sur la densité électronique. Même si la relation de dispersion
du plasma dans un semiconducteur sous l’influence d’une grille métallique sera différente de
celle associée au mode 3D, on peut en première intention chercher à tirer partie de l’effet qu’a la
grille d’un transistor à effet de champ sur le canal : le contrôle de la densité électronique.
3.3.1 Théorie analytique du plasma 2D sous grille (2D+g)
Dans le cas d’un HEMT, outre le fait que le canal est à densité électronique variable, il faut
considérer l’effet électrostatique de la grille sur le gaz, et le fait que ce-dernier est bi-dimensionnel
(cas 2D+g). Ce faisant, la théorie analytique de Dyakonov et Shur (TDS) [138, 139] sur laquelle nous
revenons ci-après dans le but de souligner les simplifications qu’elle implique, permet de relier
le plasma d’un transistor aux ondes hydrauliques que l’on peut observer dans des eaux peu
profondes : si ces ondes atteignent comme prévu des vitesses bien supérieures à celles de leur
support, ces vitesses dépendent localement de la profondeur de l’eau.
Le modèle analytique de la TDS suppose que le gaz électronique dans le canal bidimensionnel
sous grille du HEMT est très concentré, et que les charges mobiles ne subissent aucune autre
collision que l’interaction coulombienne à longue portée, ce qui nous place par conséquent
dans le cadre d’un transport balistique. Cette hypothèse, si elle est très forte, reste acceptable en
première approximation dans la mesure où le canal du HEMT est formé par un puits quantique
situé loin des impuretés donneuses. Par ailleurs, en dépit de la quantification inhérente d’un
tel canal et de la grande densité de charges, le principe de Pauli n’est pas pris en compte, et le
gaz électronique est supposé non-dégénéré. Pour simplifier les calculs analytiques, le canal est
considéré comme uni-dimensionnel de sorte que l’approche faite ne tient compte que des modes
de plasma longitudinaux. Le contact Schottky de grille du HEMT est appréhendé de la même
manière qu’un contact métal-oxyde-semiconducteur (MOS), comme indiqué dans la Fig. 3.11.
Cette approximation est pertinente si l’on considère que le rôle de la grille consiste uniquement
Figure 3.11 – Schéma du HEMT simplifié utilisé dans la théorie de Dyakonov-Shur.
à influencer la concentration électronique du canal.
L’approximation du canal graduel (ACG) est ensuite faite, considérant que le potentiel du canal
V(x) ne varie que très légèrement le long du canal, et peut donc être supposé constant sur une
longueur correspondant à la distance grille-canal d. Dans ces conditions, la tension de drain VDS
est considérée comme négligeable devant la tension de grille VGS (VDS  VGS) et le transistor
opère dans la zone linéaire de sa caractéristique courant-tension, de sorte que les différentes
grandeurs physiques (vitesse, champ électrique, concentration, etc.) demeurent constantes le
long du canal. La densité électronique est de plus supposée entièrement contrôlée par la grille
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qui couvre la totalité du canal via un effet capacitif. Techniquement, cela revient à ne pas calculer
l’équation de Poisson dans l’axe longitudinal du composant, qui est pourtant le seul à être pris
en compte par le modèle. Si l’on ne considère que la vitesse électronique moyenne, négligeant
ainsi tout gradient de vitesse dans le canal, on montre que le gaz électronique 2D+g se comporte
comme le support d’ondes de plasma dont la pulsation vérifie
ω
2D+g
0 =
√
e2n2Ddk2
m0m∗κ0κd
(3.15)
où
n2D =
∫ d+δ/2
d−δ/2
n3D(y)dy (3.16)
est la concentration 2D moyenne associée à l’épaisseur δ du canal mesurée le long de la direction
y, κd la constante diélectrique du diélectrique placé entre la grille et le canal, et où k est le vecteur
d’ondes de l’oscillation plasma. En exprimant l’effet capacitif de la grille, on peut réécrire la
pulsation plasma (3.15) sous la forme
ω
2D+g
0 =
√
eV0
m0m∗
k (3.17)
puisque
n2D0 =
V0CSgc
e
(3.18)
où V0 = VGS − Vth est la tension de swing du transistor avec Vth la tension de seuil mesurable
expérimentalement. La quantité CSgc = κ0κdiel/d est la capacité grille-canal ramenée à l’unité de
surface. Remarquons que la relation plasma est, dans ce cas, non-dispersive, puisque les vitesses
de groupe et de phase ont la même valeur, de sorte que la vitesse s de l’onde de plasma vérifie
la relation
s =
dω2D+g0
dk
=
ω
2D+g
0
k
=
√
eV0
m0m∗
(3.19)
Comme attendu, la fréquence plasma peut être contrôlée par la tension de grille. En affinant le
modèle afin de prendre en compte la vitesse de dérive v0 des électrons, la relation de disper-
sion (3.17) est modifiée en
ω
2D+g
0 = (v0 ± s)k (3.20)
Cette dernière relation met en évidence la présence dans le canal de deux différentes ondes :
l’une voyageant dans le sens du flux électronique à la vitesse v0 + s, l’autre voyageant en sens
inverse à la vitesse v0 − s. Elle peut de plus être comparée à la relation de dispersion des ondes
en eaux peu profondes
ωSW = (ve ±
√
gh)k (3.21)
où ve est la vitesse de l’eau, h sa profondeur et g la constante gravitationnelle terrestre. Par
analogie, on observe que le rôle de h est tenu, dans le cas du plasma 2D+g, par la tension de
grille, les autres paramètres dépendant du matériau tout comme g dépend de la planète.
• Conditions aux limites asymétriques pour l’amplification
Le canal du HEMT peut être comparé à une ligne de transmission hyperfréquences, dans le sens
où les longueurs d’ondes des oscillations de plasma sont en deçà de ses dimensions. À ce titre,
la mise en place de conditions aux limites induisant une réflexion totale des ondes de plasma
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aux contacts de drain et de source permet l’apparition d’ondes stationnaires, la sélection des
modes d’oscillation dépendant directement de la géométrie de la cavité que constitue le HEMT.
Le canal du transistor devient alors un oscillateur, et l’énergie de la polarisation continue est
transférée dans les oscillations stationnaires du plasma.
La mise en place du processus d’amplification de l’onde de plasma est réalisé en maintenant
nulles les composantes alternatives de la tension de source et du courant de drain, afin que la
partie oscillante du potentiel électrique y présente respectivement des nœuds et des ventres.
De plus, afin de permettre aux ondes progressives de parcourir le canal dans les deux sens, on
se place dans le cas où la vitesse de l’onde de plasma s est supérieure à celle de son support
électronique v0 (s > v0 > 0). Enfin, le drain est connecté à un générateur de courant continu afin
d’alimenter le processus d’amplification.
Je voudrais souligner le fait que, d’un point de vue expérimental, la mise en place des conditions
aux limites que nous venons de décrire n’est pas un problème trivial, des instabilités dans
le domaine hyperfréquence venant perturber le fonctionnement au THz et pouvant même
entraîner la destruction des échantillons. Toutefois, grâce à son expertise et son savoir-faire
dans le domaine des micro-ondes, l’équipe expérimentatrice de TéHO a développé un protocole
adapté décrit dans la référence [47].
Lorsque toutes les conditions énoncées sont réunies, le plasma devient instable et les modes
propres de l’oscillation 2D+g sont extraits au travers d’une analyse petit-signal
ωp = ω
2D+g
0 (1+ 2p) (3.22)
où p est un entier naturel et où ω2D+g0 = 2pi f
2D+g
0 avec la fréquence plasma
f 2D+g0 =
s
4L
(
1− v
2
0
s2
)
(3.23)
Les oscillations spontanées apparaissant dans le canal sont constituées d’une superposition
des modes plasma ωp, le coefficient d’amplification dépendant quant à lui du rapport entre les
vitesses M = v0/s au travers de la relation
Γ =
s
2L
(1−M2) ln
∣∣∣∣1+ M1−M
∣∣∣∣ (3.24)
L’amplification maximale se produit pour un nombre de Mach M = v0/s ≈ 0,65.
Une approche plus réaliste consiste à remplacer l’absence de collisions par une condition de
balisticité impliquant la longueur du canal L et le taux de relaxation de la vitesse τv. La condition
d’instabilité s’écrit alors
τv >
L
2v0
(3.25)
Dans les matériaux rapides tels que l’In0.53Ga0.47As, cette condition est atteinte pour des canaux
de transistors inférieurs à 100 nm.
3.3.2 Analyse Monte Carlo du bruit dans les HEMT
La TDS a permis de mettre en lumière le potentiel des HEMT pour les applications térahertz.
En revanche, les simplifications qu’elle met en jeu ne permettent pas de décrire toutes les
conditions de fonctionnement du transistor, en particulier le régime hors-équilibre qui est,
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comme nous l’avons montré dans différents travaux [24, 26], celui pour lequel le plasma montre
les résonances plasma les plus fortes. De plus, et cela constitue une limitation majeure de la TDS,
l’hypothèse de balisticité et l’ACG sont incompatibles, puisqu’il est contradictoire de supposer
un champ longitudinal accélérateur négligeable en même temps qu’un transport de charges à
très hautes vitesses.
Le besoin de recourir à un certain nombre d’hypothèses simplificatrices pose la question de la
fiabilité du modèle analytique. La réponse à donner tient dans une modélisation plus fidèle,
conduisant par conséquent à une résolution numérique. La première étape permettant de vérifier
les capacités du transistor à laisser s’exprimer des fréquences plasma dans le domaine térahertz
est une étude de bruit (voir la section 2.3.1.2). Celle-ci a fait l’objet d’une partie des travaux
de thèse de Jean-François Millithaler et de Jérémy Pousset. Nous avons en effet travaillé en
collaboration avec l’équipe de Salamanca, qui a développé un simulateur MC de HEMT [140]
sur la base duquel nous avons mis en œuvre un formalisme de corrélation. D’un point de
vue technique, le simulateur considère les trois vallées sphériques non-paraboliques Γ, L et X.
Les collisions prises en compte sont les interactions avec les impuretés ionisées, les phonons
optiques polaires et non-polaires, les phonons acoustiques, ainsi que les transferts intervallées
et, enfin, le désordre d’alliage. L’équation de Poisson est résolue dans un cadre bi-dimensionnel
par un solveur 2D.
La structure considérée pour mener l’étude de bruit est reportée sur la figure 3.12. Elle est
simplifiée afin de se rapprocher de celle de la TDS. Les densités spectrales de bruit en tension
Dielectricd
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Figure 3.12 – Schéma simplifié du HEMT considéré dans l’étude de bruit menée
via MC. Le canal est constitué d’In0.53Ga0.47As avec W = 10 nm.
sont calculées au milieu du canal pour différentes longueurs de ce-dernier et reportées sur la
figure 3.13. On observe que la présence d’une discontinuité de la constante diélectrique entre le
canal (κ = 13,88 · κ0) et la zone isolante sous grille est indispensable, du fait la nature électrosta-
tique du phénomène. Dans ces conditions, la présence de deux pics traduisent la présence des
modes plasma 3D (pour la fréquence la plus haute) et 2D+g. La figure 3.14 synthétise les valeurs
calculées pour la fréquence des pics 2D+g en fonction de la longueur du canal et, dans l’encart,
de la distance grille-source. Les résultats MC sont comparés avec l’éq. (3.15) en considérant que
n2D = n3D/δ et montrent un bon accord.
L’étude en bruit, en accord avec la TDS analytique et la validant de fait, constitue le point de
départ d’investigations plus poussées sur les oscillations de plasma dans les gaz 2D sous grille,
en particulier dans les HEMT à base d’In0.53Ga0.47As.
3.3.3 Modèle hydrodynamique pour l’étude approfondie du mode 2D+g
L’étude en bruit ayant montré la pertinence d’utiliser le plasma dans les transistors à effet de
champ, elle ouvre la porte à une analyse plus poussée des propriétés électriques du dispositif
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Figure 3.13 – Densité spectrale des fluctuations de la tension calculée au milieu
d’un canal de différentes longueurs L. Calculs MC dans le cadre d’une étude de
bruit. Les courbes en traits pleins et en pointillés sont respectivement obtenues en
présence et en l’absence d’une discontinuité diélectrique entre grille et canal. Thèse de
J.-F. Millithaler.
findings. In the GCA, the plasma frequency fp can be also
conveniently expressed as
fp =! eU
m0m
!
k
2"
, "3#
with U=UG−UC−UT, where UT is the threshold voltage,
"UG−UC# is the gate to channel voltage, and U=en0
2D /C with
C=#0#diel /d the gate to channel capacitance per unit surface.
Figure 1 shows a sketch of the structure under simula-
tion. As typical values of the parameters, if not stated other-
wise, we take the following: the gate to channel length d
=20 nm, the channel thickness W=10 nm, the drain poten-
tial UD=0.01 V, the gate to source potential UG=1 V, and
the channel length L and the carrier concentration as vari-
ables.
In the absence of a net current "UD=0 V# the simula-
tions evidence the only presence of the plasma peak in the
spectrum of voltage fluctuations at a frequency correspond-
ing to that of the 3D case "10 THz#. By changing the values
of "i# the gate voltage "from 0.1 to 5 V#, "ii# the channel
length "from 0.1 to 1 $m#, and "iii# the channel thickness
"from 1 to 10 nm#, the frequency value of the 3D plasma
peak does not change significantly.
In the following we exploit the influence of the presence
of a net current in the channel. We first consider a value of
the drain voltage sufficiently small to be in the Ohmic region
of response, and then consider the case of a drain voltage
sufficiently high for the onset of current saturation and/or
negative differential conductivity conditions.
Figure 2 reports the spectral density of voltage fluctua-
tions extracted in the middle of the channel for n3D
=1018 cm−3 and different lengths. The spectra exhibit a
structure with a first peak centered at about 10 THz and a
second one shifting at lower frequencies at increasing length
following a 1 /L behavior, as predicted by the GCA, within
an accuracy of a factor 2 at worst. We notice that the high
peak value of 10 THz corresponds to the 3D value at the
given concentration. In the absence of a dielectric disconti-
nuity at the channel insulator interface, i.e., by taking #diel
=13.88, the spectra do not evidence the presence of sharp
peaks but rather a broad structure well below the value of the
low frequency plateau, before cutoff at the highest frequen-
cies. Furthermore, at increasing channel lengths the presence
of resonant frequencies at values above the fundamental 2D
peak is evidenced. These oscillations are related to the reso-
nant excitation of spatial modes of plasma waves in the di-
electric layer separating the channel from the gate.8
Figure 3 reports the peaks of the 2D plasma frequency in
the middle of the channel exhibited by simulations as a func-
tion of the channel length at two carrier concentrations. Sym-
bols refer to simulations and lines to the theoretical predic-
tions of Eq. "2# with the choice k=" / "!2L#, with L the
channel length. The inset in Fig. 3 reports the expected scal-
ing of f2D with the dielectric thickness. The agreement found
is within the numerical uncertainty, estimated to be at worst
within 20%, and validates the main predictions of the ana-
lytical theory. We notice that the spectra taken for different
values of the thickness W in the range of 1–20 nm are quite
similar to each other and the case W=10 nm is found to
better reproduce the theoretical expectation.
Figure 4 compares the noise spectra of voltage fluctua-
tions in the presence of an increasing of the applied voltage
up to values sufficiently high "1 V# for the onset of Gunn
ins abilities.9 The results show that the presence of the Gunn
instabilities suppresses totally the plasma peak of the voltage
spectral density and is responsible of a sharp peak at the
Gunn domain transit time frequency of about 0.1 THz. When
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FIG. 1. Schematic of the gated structure with the three terminals.
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Figure 3.14 – Frequence du pic 2D+g en fonction d la longueur du can l pour
des densités de porteurs de 1018 et 1019 cm−3. L’ ncart déc it la même gr eur en
fonction de la distance grille-canal. Le simulations MC (symboles) à la TDS (lignes)
au travers d l’éq. (3.15)
pour comprendre et optimiser l’interaction entre le gaz électronique et la radiation térahertz. Il
s’agit de mettre en place un banc de manipulations numériques, en mesure de prendre en compte
le plus de paramètres possibles. La nature collective du plasma et la nécessité de modifier le
modèle à l’envi nous pousse assez naturellement vers le modèle HD. La possibilité d’appliquer la
méthode hiérarchique, du fait de notre connaissance de l’ensemble des paramètres de transport
nécessaires pour considérer les matériaux constituant le dispositif, est déterminante dans ce
choix.
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3.3.3.1 Hypothèse de balisticité et excitation du plasma
Avant d’aborder le modèle, revenons sur la condition de balisticité. Nous avons mené durant
la thèse de Giulio Sabatini une étude de la balisticité des charges dans des canaux en InAs [20]
et InGaAs [97]. S’il est évident qu’aux faibles polarisations l’hypothèse de balisticité n’est pas
réaliste, nous avons montré que l’application d’une polarisation trop importante induit, dans ces
matériaux où la bande de conduction rend possible les transferts inter-vallées, un ralentissement
des charges par augmentation de la masse effective moyenne. Cela se vérifie sur la figure 3.15,
où l’analyse du nombre moyen de collisions par électron et de la vitesse de transit permet de
vérifier une chute de la balisticité aux fortes polarisations. On peut ainsi supposer que, dans des
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Figure 3.15 – Valeurs moyennes du nombre de collisions (à gauche) et de la vitesse
de transit (à droite) en fonction de la tension pour un barreau de longueur 100 nm en
In0.53Ga0.47As et InAs. L’ionisation par impact n’est pas prise en compte et les valeurs
les plus élevées de tension sont volontairement peu réalistes. Calculs MC, thèse de
G. Sabatini.
HEMT à base d’InGaAs, le transport n’est que rarement balistique.
Dans la TDS, la condition de mise en place de l’instabilité est donnée en présence de collisions
par la relation (3.25). Lorsque cette condition n’est pas réalisée, l’amplification ne peut avoir
lieu, les collisions venant atténuer les oscillations du plasma électronique : on parle alors de
damping plasma waves et de fonctionnement non-résonnant. Cette condition reste limitative dans le
cadre d’une modélisation HD, qui impose un cadre encore plus contraignant aux oscillations du
plasma.
La présence de collisions n’hypothèque toutefois pas nécessairement les chances de voir fonc-
tionner le HEMT comme une source ou un détecteur térahertz. En effet, les modes plasma
sont associés à des phénomènes de résonance du gaz électronique qu’il est possible d’exciter
soit par le biais d’un champ électrique, soit par un battement optique, comme indiqué dans la
section 3.2.2.2.
3.3.3.2 Grandeurs d’intérêt
Outre les fréquences d’oscillation du plasma, les grandeurs d’intérêt ont trait à la photo-
réponse du transistor lorsque celui-ci est excité. Les quantités permettant de décrire cette réponse
diffèrent selon les conditions de polarisation du transistor.
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• Photoréponse en tension
Si l’on cherche à se placer au plus près des conditions de la TDS, il est nécessaire d’imposer des
conditions aux limites asymétriques et de polariser le transistor par le biais du courant de drain.
C’est dans ces conditions, et en présence d’un battement optique, que les mesures permettant de
réaliser une spectroscopie des ondes de plasma dans les HEMT ont été réalisées par l’équipe
expérimentatrice du groupe [27, 46, 47].
De manière générale, sous l’effet d’une excitation térahertz, la tension de drain VDS(t) peut être
décomposée sous la forme
VDS(t) = VdarkDS + ∆V
opt
DS + ∆V
opt
DS ( f ) + δV( f ) cos[2pi f t + ϕV( f )] (3.26)
où f est, selon la nature de l’excitation, la fréquence du champ électrique ou du battement
optique. Cette équation laisse apparaître deux groupes de grandeurs.
Le premier groupe correspond aux composantes continues qui ne sont pas liées à l’excitation téra-
hertz et qui, par conséquent, ne constituent pas des grandeurs pertinentes pour évaluer
les performances térahertz du composant. Il s’agit d’une part de VdarkDS , qui représente la
composante continue de la tension drain-source due à la polarisation en courant du tran-
sistor en l’absence de toute perturbation térahertz et, d’autre part, de VoptDS , qui correspond
dans le cas d’une excitation par battements optiques à la composante continue du taux
génération contenue dans l’éq. (3.14). Cette-dernière quantité est nulle dans le cas d’une
excitation électrique.
Le second groupe de grandeurs est lié à la réponse du gaz électronique à l’excitation térahertz qui
se traduit par l’apparition d’une oscillation de la tension drain-source. Elles constituent
par conséquent deux grandeurs d’intérêt de la simulation.
— D’un côté, ∆VoptDS ( f ) correspond au redressement de l’oscillation de tension sous l’effet
de la non-linéarité des phénomènes impliqués dans le transport électronique et porte
le nom de photoréponse continue. Cette quantité, liée aux capacités de détection du
transistor, est facilement mesurable expérimentalement, et permet de faire le lien entre
les expérimentations et les simulations.
— De l’autre côté, δV( f ) cos[2pi f t + ϕV( f )] correspond à la réponse harmonique de
la tension. La photoréponse harmonique δV( f ) est liée à la capacité d’amplification et
d’émission du transistor. Si elle donne des informations précieuses, elle est très difficile
à mesurer et donne un intérêt supplémentaire à l’utilisation de la simulation.
Nous généralisons la notion de photoréponse au cas de l’instabilité de plasma décrite par la
TDS même si, dans ce cas, on ne peut pas en toute rigueur parler de réponse puisqu’il n’y a pas
d’autre excitation que la polarisation du transistor. Dans ces conditions, seule la composante
harmonique est pertinente, et est associée à la génération THz.
Nous synthétisons dans la figure 3.16 les différentes fonctions du HEMT qui peuvent être
associées aux deux composantes de la photoréponse.
• Photoréponse en courant
Dans le cadre d’une étude de détection, il n’est plus possible de respecter les conditions asymé-
triques de la TDS [6, 7]. En effet, dans la mesure où les effets de la radiation sont appréhendés
sous la forme de champs électriques harmoniques se superposant à la polarisation en tension du
transistor, on ne peut plus, comme précédemment, imposer le courant de drain pour mesurer
VDS.
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Figure 3.16 – Fonctions associées aux deux composantes de la photoréponse du
HEMT.
Dans ces conditions, la photoréponse du transistor s’exprime par le biais du courant de drain au
travers de la relation
Id(t) = Id0 + ∆Id( f ) + δId( f ) cos[2pi f t + ϕI( f )] (3.27)
L’interprétation des quantités impliquées est similaire à celle faite pour l’éq. (3.26). Ainsi, les
grandeurs pertinentes sont ∆Id( f ) et δId( f ), qui représentent respectivement la réponse continue
et harmonique du composant.
3.3.3.3 Approche unidimensionnelle
La symétrie du transistor rend complètement pertinente une description bi-dimensionnelle
du composant. Toutefois, celle-ci pose d’importants problèmes de convergence numérique.
Dans les FET, et a fortiori dans les HEMT, on peut raisonnablement considérer que le transport
électronique se fait essentiellement dans l’axe du canal, revêtant ainsi un comportement quasi
uni-dimensionnel. Nous préférons donc, en première intention, résoudre les équations hydro-
dynamiques sous leur forme uni-dimensionnelle. Ce faisant, nous ne nous intéressons qu’aux
modes longitudinaux du plasma [141], ce qui constitue sans doute l’une des limitations de notre
modèle et ouvre par là-même des perspectives d’évolution de celui-ci. Techniquement, dans le
cadre d’une modélisation HD, une telle simplification permet de s’affranchir des problèmes nu-
mériques inhérents à une modélisation 2D en ne considérant qu’une seule variable spatiale dans
les équations, les nablas devenant ainsi des dérivées partielles en x, plus simples à appréhender.
On ne considère alors que la composante longitudinale du vecteur densité de courant.
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3.3.3.4 Équation de Poisson pseudo-bidimensionnelle (P2D)
• Nécessité d’un modèle pseudo-2D
L’un des points faibles de la TDS est la prise en compte du seul effet transverse de la grille et
l’hypothèse de son contrôle absolu de la densité de porteurs [142, 143]. Ce point est d’autant
plus critique que les oscillations du plasma sont contrôlées par l’interaction coulombienne. Par
ailleurs, une telle démarche évince de fait d’autres effets physiques tels que le phénomène de
porteurs chauds et plus généralement les effets dus aux forts champs. Ignorer l’influence de la
polarisation de drain revient de fait à négliger l’inhomogénéité de la charge et de la vitesse de
dérive tout au long du canal.
La prise en compte des effets longitudinaux du champ est indispensable. Toutefois, ne considérer
qu’une équation de Poisson unidimensionnelle, ignorant cette fois-ci l’axe transverse, serait
plonger dans l’excès inverse. Il n’est en effet pas possible de passer outre le positionnement
orthogonal des électrodes polarisées et la structure planar du composant. Les couches super-
posées au canal, telles que la grille, les cap-layers ou le plan de dopage, dans lesquelles le flux
électronique ne circule pas, perturbent fortement la distribution du potentiel et doivent de fait
être prises en compte.
Enfin, la TDS suppose que la grille recouvre la totalité du canal, ce qui n’est en général pas le cas
des HEMT, qui présentent une grille en forme de T [144] et des zones non-couvertes.
Dans le cadre de la thèse d’Hugues Marinchio, nous avons souhaité re-dériver l’équation
de Poisson afin d’en donner une formulation la plus réaliste possible mais conduisant à une
difficulté de numérisation et des temps de calcul raisonnables [23, 145]. Le modèle développé,
appelé modèle de Poisson pseudo-bidimensionnel (P2D), décrit à la fois les composantes lon-
gitudinale et transversale du champ électrique dans un cadre uni-dimensionnel [146, 147]. La
justification de cette approche tient dans le fait que les distributions des potentiels appliqués
et des densités de dopage contrôlant le transport électronique sont placées sur des couches
planaires par rapport au canal : il s’agit donc, en quelques sortes, de projeter leurs effets sur
l’axe du canal.
x
de
κc
κs
κs d
δ
y
δ-dopageCouche Schottky
Espaceur
Canal
Grille
Substrat DrainSource
Figure 3.17 – Schéma du HEMT considéré pour la mise en place de l’approximation
P2D avec, de haut en bas : la grille, la couche Schottky (d’épaisseur de et de constante
diélectique κs), le plan de dopage δ (avec une densité surfacique de donneurs N2D+ ),
l’espaceur (de constante diélectique κs), le canal (d’épaisseur δ, de constante diélectrique
κc, de concentration de dopants n3D+ et de densité volumique d’électrons libres n) et
le substrat. La distance entre la grille et le centre du canal (distance grille-canal) est
notée d et la largeur du transistor, dimension non-représentée dans la figure, W.
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Le modèle P2D permet la simulation de structures complexes par le biais d’un ensemble restreint
de paramètres, tels que la distance grille-canal, la densité de dopage, l’épaisseur du canal, etc..
La référence [23] donnée en annexe (A.4 page 157) décrit la mise en place de l’équation dans un
transistor HEMT tel que le dispositif planar reporté sur la figure 3.17. Si l’on note VGS la tension
de grille, κc et κs les constantes diélectriques à l’intérieur et à l’extérieur du canal d’épaisseur
δ, d et de les distances de la grille au canal et au plan de dopage, N2D+ la densité surfacique
de donneurs du plan, n3D+ la concentration de dopants du canal et n(x) la densité volumique
d’électrons libres, le potentiel V(x) s’exprime comme
κ0κc
∂2
∂x2
V(x) + κ0κs
VGS −V(x)
δd
= e
[
n(x)− n3D+ −
de
δd
N2D+
]
(3.28)
Cette dernière équation peut être adaptée à différentes structures et, en particulier, à chaque
zone du transistor. En effet :
— pour un HEMT sans plan de dopage, en posant N2D+ = 0, on aboutit à la relation
κ0κc
∂2
∂x2
V(x) + κ0κs
VGS −V(x)
δd
= e
[
n(x)− n3D+
]
(3.29)
— dans les zones sans grille, ou pour un dispositif sans grille, en considérant que de → ∞ et
que d→ ∞, on établit que
κ0κc
∂2
∂x2
V(x) = e
[
n(x)− n3D+ −
N2D+
δ
]
(3.30)
— si l’on a affaire à une structutre sans plan de dopage et sans grille, on retombe dans le cas
d’une structure 1D et l’on retrouve l’équation de Poisson 1D
κ0κc
∂2
∂x2
V(x) = e
[
n(x)− n3D+
]
(3.31)
— enfin, si l’on multiplie l’Eq. (3.28) par δ et que l’on fait δ → 0, il apparaît une quantité
de surface n(x)δ = n2D(x) qui, en tant que telle, conserve une valeur finie. Ceci décrit la
situation peu réaliste où la grille, au contact du canal, contrôle à elle-seule la densité. Elle
permet toutefois de faire le lien avec la TDS puisque l’équation de Poisson est ramenée
dans ce cas à l’ACG, très utilisée dans les modèles analytiques de FET [148] :
κ0κs
VGS −V(x)
d
= e
[
n2D(x)− de
d
N2D+
]
(3.32)
L’application du modèle HD-P2D sur un HEMT constitué d’un canal 700 nm entouré de zones
d’accès (cap-layers) de 200 nm et sous l’influence d’une grille de 300 nm permet d’obtenir les
résultats reportés sur la figure 3.18. Les trois premiers volets montrent une bonne prise en
compte de l’effet de la polarisation de grille et de la tension drain-source tout au long du canal.
Les phénomènes de saturation dus en particulier au pincement du canal dont l’asymétrie est
bien décrite sont observables sur la courbe de courant du volet (d).
• Théorie analytique P2D
Dans le cadre d’une approche petit-signal, le modèle P2D peut être mis à profit pour mener
un développement analytique similaire à celui de la TDS, en le substituant à l’ACG. Une telle
démarche a été effectuée et est consultable dans la référence [6] donnée en annexe (A.5 page 163).
Cette théorie permet de prendre en compte les effets de la géométrie du canal et de considérer
à la fois les conditions asymétriques (nœud de tension à la source et de courant au drain) et
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Figure 3.18 – Profil dans la direction source-drain de la densité électronique (a),
de la vitesse moyenne (b) et du champ électrique (c). Densité de courant de drain en
fonction de la tension drain-source pour différentes polarisations de grille (d). Calculs
HD avec le modèle P2D, thèse de H. Marinchio.
symétriques (nœuds de tension à la source et au drain). Les modes 2D+g exprimés dans le cadre
de la TDS se précisent alors selon l’expression :
ωP2Dp = ω
3D
0
ppi/2√
1/γ2 + (ppi/2)2
= ω
2D+g
0
p√
1+
( pγpi
2
)2 (3.33)
où ω3D0 et ω
2D+g
0 sont les pulsations propres des modes 3D et 2D+g données par les éqs. (3.1) et
(3.20). Le nombre p est un entier impair dans le cas asymétrique et pair dans le cas symétrique.
La quantité γ représente le rapport des capacités drain-source Cds et grille canal Cgc avec
γ =
√
Cds
Cgc
=
√
κcδd
κsL2
(3.34)
de sorte que l’éq. (3.22) de la TDS se retrouve en appliquant les conditions d’un canal très long
devant la distance entre grille et canal d L.
3.3.4 Quelques résultats obtenus dans les HEMT
Pour terminer cette section sur l’exploitation du mode 2D+g, présentons quelques résultats
obtenus dans les HEMT.
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3.3.4.1 Conditions aux limites asymétriques
Les premières études menées sur les HEMT dans le groupe l’ont été fait pour des conditions
aux limites asymétriques, puisque ce sont celles-ci qui sont décrites dans la TDS. L’analyse de
la photoréponse du transistor à un battement optique a permis de faire une spectroscopie des
ondes de plasma [47] et une analyse des effets des différents paramètres.
• Influence de la tension de drain
L’influence de la tension de drain VDS étant négligée dans la TDS, il est particulièrement
intéressant de remarquer qu’elle a un effet notable sur les oscillations du plasma et sur la
photoréponse. Les résultats reportés sur la figure 3.19 montrent en effet qu’une augmentation de
la tension drain-source et un passage du transistor à un régime de saturation abaisse légèrement
la fréquence du plasma mais, surtout, augmente la valeur des pics. Les courbes des deux photo-
Chapitre 5 – Oscillations de plasma excite´es par battement optique
Les fre´quences de plasma diminuent quand la tension de drain et donc la vitesse moyenne des
e´lectrons le long du canal augmente. La variation avec VDS de l’amplitude du pic associe´ au
mode 1 est plus complexe. Pour clarifier les choses, nous avons trace´ la variation de l’amplitude
e du facteur de qualit´, Q = f1/ f ( f est la largeur a` mi-hauteur) de la re´sonance d’ordre
1 pour les 2 photore´ponses sur la Figure 5.13.
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Figure 5.11 : Valeurs e caces des photore´ponses harmonique (a) et conti-
nue (b) en fonction de la fre´quence du battement optique pour
di↵e´rentes polarisations VDS .
E´tudions les variations des di↵e´rentes grandeurs relatives au premier pic de re´sonance
quand on augmente la tension drain-source :
• La fre´quence de re´sonance :
Celle-ci diminue quand VDS augmente en raison de l’augmentation de la vitesse de de´rive
le long du canal (dont les profils sont repre´sente´es sur la Figure 5.14). On peut retrouver
la valeur de cette fre´quence fondamentale de plasma aux di↵e´rentes polarisations en
introduisant le temps de transit e↵ectif de l’OP dans le canal ⌧tr. La fre´quence des
oscillations est l’inverse du temps que met une onde pour faire deux aller-retour source-
drain-source. Comme la vitesse ne peut plus eˆtre conside´re´e comme uniforme pour VDS >
80 mV, nous ne pouvons plus utiliser la formule analytique de DS impliquant le nombre
de Mach (2.7) ; on ge´ne´ralise cette formulation a` des profils de vitesses stationnaires non
uniformes :
⌧tr = 2
Z Lg
0
dx
s+ v0(x)
+ 2
Z Lg
0
dx
s  v0(x) (5.35)
ou` v0 repre´sente la moyenne temporelle de la vitesse au point d’abscisse x.
Ce temps ainsi que la fre´quence fp = 1/⌧tr sont calculables analytiquement si le profil
de vitesse est line´aire et nume´riquement sinon. Dans le cas ou` le profil de vitesse dans
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Figure 3.19 – Analyse HD des oscillations de plasma dans un HEMT In0.53Ga0.47As
ayant une grille de 100 nm entourée de deux zones non-couvertes de 50 nm. Photoré-
ponse harmonique (a) et moyen e (b) fonction de la fréquence. Amplitude des pic
des photoréponses en fonction de la tension drain-source (c). Profil de la vitesse de
dérive dans le canal (d). Thèse de H. Marinchio.
réponses montrent des maxima au milieu de la bande de tension considérée. Le volet (d) de la
figure permet de rapprocher cet effet de la non-linéarité induite par la convection de la vitesse
v∇v, la li ite étant atteinte quand les électrons dépassent la vitesse de l’onde plasma et ne
permettent plus à celle-ci de créer des ondes stationnaires. Une présentation plus détaillée de
ces résultats est disponible dans la référence [26] donnée en annexe (A.6 page 177).
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• Inluence des cap-layers et longueur de grille effective
Les cap-layers sont des zones fortement dopées ayant pour but de favoriser l’injection des
porteurs en limitant la résistance des contacts du transistor. Le problème de leur influence s’est
posé lorsque l’équipe expérimentatrice, manipulant des HEMT à cap-layers de dimensions
comparables à la longueur de grille, a obtenu des fréquences différentes de celles que l’éq. (3.23)
laissait espérer. Le dopage élevé des cap-layers est à l’origine de l’idée de modéliser ces zones
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Figure 3.20 – Étude HD de l’influence des cap-layers. Différents modèles pour le
transistor HEMT (a). Photoréponse mesurée sous battements optiques en fonction de
la fréquence de ces-derniers (b) et calculs réalisés dans les mêmes conditions et par les
trois modèles (c). Thèse de H. Marinchio.
sous la forme de grilles supplémentaires portées aux potentiels des contacts. Parmi les différents
modèles envisagés dans le volet (a) de la figure 3.20, seul le modèle 2 permet aux calculs HD du
volet (c) de concorder avec les résultats expérimentaux obtenus dans les mêmes conditions et
reportés dans le volet (b). L’accord avec la TDS ne se fait qu’à condition de définir une longueur
effective prenant en compte la grille et le cap-layer de source. L’effet négligeable du cap layer de
drain s’explique par le pincement du canal sur lequel l’onde de plasma se réfléchit.
• Transition 2D-3D
L’ensemble des études théoriques et expérimentales menées dans le cas d’un gaz 2D+g indique
la présence d’un pic haute fréquence, appelé pic plasma 3D, que la TDS n’explique pas et qui ne
dépend pas des paramètres géométriques du canal. A contrario, aucune fréquence supérieure au
pic 3D n’a pu être observée jusqu’à présent dans les canaux de HEMT [15, 45]. Si l’on revient
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sur les résultats MC reportés sur la figure 3.13, page 82, on retrouve le comportement que nous
venons de décrire. On peut toutefois interpréter ces résultats à la lumière de l’équation (3.33) :
— pour les modes les plus bas, la longueur d’onde associée est comparable à la longueur
du canal, ce qui induit un comportement de type 2D+g. Et en effet, si p→ 1 alors ωP2Dp
tend vers ω2D+g0 d’autant plus vite que γ est petit ;
— pour les modes les plus élevés, la longueur d’onde devient très petite devant la longueur
du canal. Elle est plutôt comparable à son l’épaisseur et l’on ne peut alors plus considérer
que l’onde se trouve dans une situation 2D+g. On vérifie dans l’équation que si p→ ∞
alors ωP2Dp → ω3D0 . En quelques sortes, l’onde est trop petite pour voir la différence de
dimensions entre les axes longitudinal et transversal. Cela explique aussi la raison de
l’absence d’oscillations au dessus du pic 3D ;
— la transition entre les modes 2D+g et 3D se fait par le biais de modes hybrides. Elle dépend
de la valeur de γ, c’est-à-dire du rapport entre l’axe transverse et l’axe longitudinal du
dispositif.
Une analyse MC des fluctuations de la tension de drain montre des résultats en phase avec
l’approche analytique P2D. La figure 3.21 montre bien la transition, et permet d’appréhender le
pic 3D comme une accumulation d’harmoniques d’ordres élevés.
cording the geometry of the simulated device and with !c
=13.88"!0 and m=3.64"10−32 kg as the value of the elec-
tron effective mass in InGaAs at 300 K. The resonance fre-
quencies in the spectrum match with the analytical predic-
tions !the slight discrepancy seen for highest p is due to the
coupling of surrounding modes leading to a shift in the fre-
quency" demonstrating that the resonances of the noise den-
sity spectrum correspond to the thermal excitation of the
plasma modes we described.
In conclusion, we have proposed an analytical model
describing the plasma frequencies in gated semiconductor
slabs. Considering the longitudinal variation in the electric
field through a simplified Poisson equation, the channel ap-
pears to be dispersive. As a major consequence, no plasma
modes with frequency higher than the 3D plasma frequency
can be sustained in such channels. The ratio between gate-
to-channel and source-to-drain capacitances can qualify the
kind—2D or 3D—of the collective oscillations which can be
excited in the slab. As a validation of this study, the micro-
scopic numerical calculation of the voltage noise spectrum
exhibits resonances at the frequencies predicted by the ana-
lytical approach.
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Figure 3.21 – Calculs MC de la densité spectr le des fluctuations de la tension
de drain pour un HEMT de 500 nm. Les lignes indiquent les modes calculés avec
l’équation (3.33).
3.3.5 Conditions aux limites symétriques
Les conditions aux limites symétriques ont été appliquées dans le cadre d’une étude de
la détection. Rappelons que cela revient à contrôler les tensions de la source et du drain, ce
qui permet de modéliser la radiation THz sous la forme d’une perturbation alternativ de ces
grandeurs.
• Détection térahertz et contrôle des phases
Le processus de captation de la radiation térahertz par le transistor est mal connu. Dans le cadre
des travaux de thèse d’Abdelhamid Mahi [117], nous avons cherché à analyser l’influe ce de la
radiation sur les oscillations du plasma en fonction de l’électrode impliquée dans sa détection.
L’objectif de ce travail est de comprendre le processus de détection, mais aussi de trouver les
conditions permettant de l’améliorer.
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Chapitre 3 – Stratégies (numériques) pour le térahertz
Le modèle HD associé au solveur de Poisson P2D ont été adaptés aux conditions, et l’analyse
de la photoréponse s’est portée sur le courant de drain. Différentes situations correspondant à
une captation de la radiation par le drain, par la grille, ou encore à une détection simultanée par
les deux électrodes ont été considérées. Un résultat intéressant correspondant à cette dernière
δVds cos(2πft+ϕ) which is used as a boundary condition for
the Poisson equation solution (V (x = L) = Vds0 +∆Vds(t)
where Vds0 is the average drain voltage).
For our calculations, we simulate an InAlAs/InGaAs/InP
HEMT structure identical to that reported in Ref. [11],
that is composed of a Lg = 100 nm long gated part
(ND = 1 × 1018 cm−3) surrounded by two 50-nm-long
ungated sections (ND = 5 × 1018 cm−3), with d = 22 nm,
δ = 10 nm, ϵc = 13.4ϵ0 and ϵs = 11.8ϵ0, being ϵ0 the
vacuum permittivity. The momentum relaxation time is taken
as τ = 2.94× 10−13 s so that ωτ > 1 for the considered THz
frequency range. The threshold voltage is Vth = −298 mV
and the applied average gate-source and drain-source voltages
are Vgs0 = −1 mV and Vds0 = 40 mV, respectively. The
device is working under voltage-driven operation-mode and we
calculate the time-dependent drain current which, neglecting
the harmonics of order higher than one, can be expressed as
[11]: Id(t) = Id0 +∆Id(f) +∆Id(f) cos(2πft+ ϕI), where
Id0 is the drain current in the absence of THz excitation,
∆Id(f) cos(2πft + ϕI) the harmonic response at excitation
frequency and ∆Id(f) the additional DC current due to the
rectification of the induced current oscillation. This latter
quantity is of interest since it quantifies the detection (THz-
to-DC conversion) of the device and can easily be measured.
 0.001
 0.1
 0.01
 1
H
a
rm
o
n
ic
 ( m
A)
(a)
 0.01
 0.1
 1
 10
 100
 0  2  4  6  8  10  12  14
Av
er
a
ge
 
(μ
A)
Frequency (THz)
(b)
Drain
Gate
Combined, in phase 
Fig. 1. Harmonic (a) and average (b) drain current responses as functions of
the radiation frequency for an excitation applied only on the drain (continuous
line), only on the gate (dashed line) and combined in phase (dotted line).
Figure 1 shows both harmonic and average current re-
sponses at room temperature as functions of the THz excitation
frequency, for a signal applied on the drain (δVgs = 0 mV and
δVds = 1 mV), on the gate (δVgs = 1 mV and δVds = 0 mV)
and combined (δVgs = δVds = 1 mV). In this last case, both
excitations are in phase (ϕ = 0). Each spectrum exhibits three
resonance peaks which can be identified as plasma resonances
by comparing their frequencies to those obtained using the
theoretical expression reported in Eq. (6) of Ref. [13].
This formula, taking the order of the mode p equal to 1 and
2, gives f1 = 4.8 THz and f2 = 7.6 THz which match well
with the first two peaks observed on the frequency response.
Interestingly, the highest frequency peak does not correspond
to a 2D plasma resonance but to the 3D resonance resulting
from the addition of the highest-order modes (for p → ∞,
fp → f3D = 12 THz): the electron gas behaves as a gated-
2D plasma for frequencies approximately below 8 THz and
as a 3D plasma at higher frequencies, for which the gate
no longer influences the collective oscillation modes [13]. By
Fig. 2. Phase angle between the harmonic drain current and the voltage
excitation as a function of the radiation frequency for (1) an excitation on
the drain, (2) an excitation on the gate. (3) represents the difference between
these two quantities.
comparing the three means of exciting the channel it appears
that, in term of detection, an excitation on the gate will be
more efficient at lower frequencies while an excitation on
the drain will be preferable for a detection exploiting the 3D
resonance. Contrary to the experiments performed on non-
resonant devices reported in Ref. [14], the poorest results
in term of detection is obtained when both excitations are
applied in phase because of a weak excitation of the plasma
resonances.
In order to understand why the harmonic response (and
therefore the average current) is so weak in the last case,
we calculate and show on Fig. 2 the phase angle ϕI(f)
between the harmonic current and each voltage excitation.
The curve 3 in Fig. 2 represents the difference between
these phases when the drain is excited and when the gate is
excited. It is evident that the current responses corresponding
to these two ways of excitation are almost in opposite phase
when all three resonances occur (for f ≈ f1, f2 or f3D):
the contribution of both excitations are mutually destructive
leading to weak harmonic and average currents i.e. to poor
detection performances.
To achieve a better control on the stimulation of the plasma
wave in the HEMT channel, we apply a non-zero phase-
shift ϕ between the two excitations. The components of the
drain current are represented in Fig. 3 for different phase-
shifts. We observe that the amplitudes of the current responses
strongly depend on the phase angle: in particular, they take
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Fig. 3. Harmonic (a) and average (b) drain current responses as functions
of the excitation frequency for different values of the phase-shift ϕ between
drain and gate excitations.
their maximum values when the intrinsic phase-shift between
the current response and the THz excitation is compensated by
imposing a phase-shift around 130-180◦. This way, the gate
and drain contributions to the current response add together
and, by comparing to the spectra presented on Fig. 1 and
3, it is obvious that the dephased combined excitations give
significantly better results compared to a single excitation.
For nstance, at the 3D resonance, it is possible to achieve
a DC response that is approximatively 11 times higher than
that obtained for two excitations in phase and 3.5 higher
than that obtained for a single drain excitation. This result
clearly indicates the critical importance of a carefully designed
and connected external antenna and the possibility to include
appropriat phase shifters to enhance the THz detection [14],
[15], [16].
In conclusion, we have theoretically shown that an incident
THz r diation producing an oscillating voltage on the gate
and/or the drain contacts of a HEMT leads to the excitation
of plasma modes in the THz range. We demonstrate that
the best detection takes place when the drain and the gate
excitations are nearly in opposite phase. These results open
up new possibilities for the improvement of the performances
of plasmonic THz detectors by appropriately dephasing the
electrode signals.
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Figure 3.22 – À gauche : Déphasage entre la photoréponse harmonique (courant
de drain) et la tension d’excitation en fonct on de la fréquence de celle-ci pour une
captation par le drain (1) et par la source (2). La courbe (3) représente le déphasage
entre ces deux réponses. À droite : Photo-réponses harmonique (a) et moyenne (b)
du courant de drain en fonction de la fréquence d’excitation pour différentes valeurs
du déphasage ϕ entre la tension de drain et la tension de grille. Calculs HD (thèse
d’A. Mahi).
possibilité est exposé sur la figure 3.22. En effet, les courbes (1) et (2) du volet de gauche décrivent
les déphasages entre la composante armonique de la photo-réponse et la tension d’excitation,
et montrent qu’il existe un déph sage entre ces deux répons s, inhére t à la nature du transistor,
t dont l’allure est décrite par la courbe (3). En jouant sur le déphasage ϕ entre les excitations de
drain et de grille, il est alors possible d’amener l s deux perturbations à interférer de manière
constructive et d’accroître la photoréponse du transistor. Comme le montre le volet de droite, la
situation la plus favorable est atteinte pour une valeur de 150◦, c’est-à-dire en se rapprochant
de l’opposition de phase. Plus de détails sur ces travaux sont disponibles dans la référence [7]
donnée en annexe (A.7 page 181).
Ce travail a permis de montrer que la détection de l’onde n’est pas exclusive à l’une des deux
électrodes et que, bien au contraire, une excitation simultanée réali ée avec un déphasage
contrôlé est la plus efficace. Si cette possibilité se révèle techniquement réalisable, elle améliorera
de façon conséquente les performances de détection du transistor. La réalisation pratique du
déphasage des champs captés constitue une perspective intéressante pour le groupe, puisqu’il
s’agit de mener un travail sur le guidage de l’onde, qui constitue l’une des spécialités de TéHO.
Je reviendrai sur ce point au chapitre 4 dédié au projet de recherche.
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3.3 Modes de plasma accordables dans les HEMT
• Circuit équivalent petit-signal : un prolongement de la méthode hiérarchique
Pour finir cette sélection de travaux sur le HEMT, présentons l’extraction des paramètres
petit-signal du transistor aux fréquences sub-térahertz, effectuée dans le cadre de la thèse
d’Abdelhamid Mahi. L’un des intérêts de cette démarche est qu’elle donne la possibilité au
modèle HD de passer le relais à une simulation électrique et prolonge par là-même la dynamique
de la méthode hiérarchique, décrite à la section 2.4, page 59. En effet, même si les modèles
compacts ne font pas partie des compétences de l’équipe modélisatrice de TéHO, ils peuvent
être d’une aide précieuse dans le cadre d’une étude du comportement en charge du HEMT, ou
encore pour optimiser l’adaptation d’antennes au transistor.
Le schéma équivalent petit-signal intrinsèque du transistor est reporté dans le volet (a) de la
figure 3.23 [149]. Chaque élément représente un effet physique, de sorte que sont décrits les
effets capacitifs, la conductance du canal gDS ainsi que sa résistance dans l’axe source-grille
Ri, et enfin la transconductance continue gm0 , τ représentant le temps nécessaire au canal pour
répondre à un signal appliqué sur la grille. La détermination de ces grandeurs se fait au travers
d’une analyse de la réponse petit-signal des courants de drain et de grille à des perturbations
des tensions de ces-mêmes contacts [150] selon la démarche synthétisée dans la référence [151].
Les valeurs obtenues par le biais des calculs HD sont reportées sur la figure 3.23 et sont peu
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To validate the proposed equivalent circuit we check the
amplitude and frequency dependence of the different elements.
III. RESULTS AND DISCUSSION
For our analysis, we simulate an InAlAs/InGaAs/InP HEMT
structure similar to that reported in Ref. [10] and composed
of an Lg = 100 nm gated length part (ND = 1018 cm−3)
surrounded by two ungated regions (Lug = 50 nm), and two
access regions (source and drain) of equal lengths Lc = 50
nm and donor concentrations ND = 5 × 1018 cm−3. The
threshold voltage of this device is Uth = −298 mV and
the applied average gate-source and drain-source voltages are
VGS = −20 mV and VDS = 100 mV, respectively.
The seven SSEC elements shown in Figure 1 have been
calculated applying the equations (3)-(9). The frequency de-
pendence of the capacitances of intrinsic elements are shown
in Figure 2. We remark that these parameters are frequency
independent at least up to 200 GHz, except CDG which
increases exhibit a slight increase with frequency. We also
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Fig. 2. Capacitances of the HEMT intrinsic small-signal equivalent circuit of
Fig.1 as a function of frequency at the working point corresponding to VGS
= - 20 mV and VDS = 100 mV.
observe that CDS is negative reflecting the inductive character
of the HEMT channel. On the other hand we observe that CGS
and CGD are symmetric compared to the value of CDS .
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Figure 3 shows the transconductance gm0 and the drain
conductance gDS calculated at room temperature as functions
of frequency for bias conditions VDS = 100 mV and VGS =
-20 mV respectively. These two parameters exhibit an almost
linear dependence with the frequency: however gDS while gm0
increases with the frequency. This dependence has also been
experimentally confirmed [11].
Finally, we report in Figure 4 the resistance Ri of the ohmic
channel and the delay time τ of the transistor as functions
of frequency. We remark that the ohmic resistance and the
delay time are constant, moreover we stress that the value
of the ohmic resistance is very small (of the order of 1.8
10−4 Ωm), while the cutoff frequency is very high (of the
order of 1.4 THz).
IV. CONCLUSION
Hydrodynamic simulations coupled to a pseudo-2D Poisson
equation for calculating the intrinsic elements of the small-
2015 International Conference on Noise and Fluctuations (ICNF)
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threshold voltage of this device is Uth = −298 mV and
the applied average gate-source and drain-source voltages are
VGS = −20 mV and VDS = 100 mV, respectively.
The seven SSEC elements shown in Figure 1 have been
calculated applying the equations (3)-(9). The frequency de-
pendence of the capacitances of intrinsic elements are shown
in Figure 2. We remark that these parameters are frequency
independent at least up to 200 GHz, except CDG which
increases exhibit a slight increase with frequency. We also
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Fig.1 as a function of frequency at the working point corresponding to VGS
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observe that CDS is negative reflecting the inductive character
of the HEMT channel. On the other hand we observe that CGS
and CGD are symmetric compared to the value of CDS .
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of Fig. 1 as a function of frequency at the working point corresponding to
VGS = - 20 mV and VDS = 100 mV.
Figure 3 shows the transconductance gm0 and the drain
conductance gDS calculated at room temperature as functions
of frequency for bias conditions VDS = 100 mV and VGS =
-20 mV respectively. These two parameters exhibit an almost
linear dependence with the frequency: however gDS while gm0
increases with the frequency. This dependence has also been
experimentally confirmed [11].
Finally, we report in Figure 4 the resistance Ri of the ohmic
channel and the delay time τ of the transistor as functions
of frequency. We remark that the ohmic resistance and the
delay time are constant, moreover we stress that the value
of the ohmic resistance is very small (of the order of 1.8
10−4 Ωm), while the cutoff frequency is very high (of the
order of 1.4 THz).
IV. CONCLUSION
Hydrodynamic simulations coupled to a pseudo-2D Poisson
equation for calculating the intrinsic elements of the small-
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signal equivalent circuit (SSEC) has been reported and ap-
plied to the case of an InGaAs channel HEMT. The process
consists in extracting the different intrinsic elements from
the admittance matrix elements (Y (ω)), obtained from the
Fourier analysis of the device transient response to voltage
perturbations at the terminals. For frequencies at least up to
100 GHz the calculated values for the elements of the SSEC
are found to be frequency independent. This fact confirms
that under these conditions the proposed equivalent circuit
d sc ibes correctly the c behavior of the InG As HEMT
in this frequency range of operation. However, for the bias
conditions used in our study, the parameters gm0, gDS and
CGD depend on frequency due probably to the presence of
non-stationary dynamic phenomena in the channel.
Finally, the hydrodynamic method coupled with a pseudo-2-
D Poisson equation, which includes all the transport processes
relevant to small semiconductor devices, has been shown to
be a powerful tool to develop small-signal models up to
frequencies that are difficult to reach experimentally.
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3
Figure 3.23 – Schéma électrique équivalent petit-signal intrinsèque du H T (a)
et paramètres petit-signal intrinsèques du transistor HEMT calculés par HD (b, c, d,
thèse d’A. Mahi).
sensibles à la fréquence pour les conditions de polarisation considérée . Remarquons que plus
de détails sur ce travail sont disponibles dans la référence [8] donnée en annexe (A.8 page 185).
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3.4 Modes de plasma non-accordables
3.4.1 Diodes unipolaires pour l’exploitation du plasma 3D
La stratégie plasmonique dans le mode 2D+g se révèle une voie très prometteuse à la fois
pour la détection et la génération d’ondes THz. Elle présente de plus le grand avantage d’une
accordabilité en fréquence réalisable de façon simple, en jouant sur les tensions de polarisation de
la grille et du drain. Aussi, la possibilité d’utiliser des ondes de plasma 3D pour arriver au même
résultat n’a reçu que très peu d’attention dans la littérature, si l’on compare les communications
autour des systèmes 3D à la quantité de travaux dédiés aux systèmes 2D. Il faut toutefois
remarquer que le choix du mode 2D+g impose l’utilisation de systèmes de faibles dimensions
non seulement en épaisseur (pour créer le gaz bidimensionnel) mais aussi en longueur. En
effet, d’une part, la dépendance de la fréquence fondamentale envers la géométrie impose
des longueurs de grilles sub-millimétriques. D’autre part, l’utilisation de canaux trop longs
va contre la condition d’instabilité (3.25) et l’entretien des oscillations du plasma, dégradant
ainsi la possibilité de générer ou détecter du térahertz même sous excitation optique. Or, de
faibles dimensions affectent nécessairement la puissance d’émission et la sensibilité de détection
d’un dispositif. Cet état de fait est donc à même de limiter les performances de génération et de
détection térahertz des dispositifs 2D+g, et de mettre un bémol à l’enthousiasme engendré par
les HEMT.
Ce problème ne se pose pas dans le cas 3D puisque la fréquence des ondes de plasma ne
dépend pas du tout de la géométrie du dispositif. Si la notion d’accordabilité est a priori perdue,
le gain en puissance d’émission et en sensibilité de détection promet d’en valoir la peine.
Remarquons tout de même que l’intérêt porté au mode plasma 3D puise en partie sa source
dans le savoir-faire et l’histoire de TéHO et de ses collaborateurs. En effet, dans de précédents
travaux, nous avons pu montrer la présence d’oscillations plasma 3D aux fréquences THz dans
des diodes n+nn+ à base de Si et d’InP [152, 153] ainsi que dans des transistors et des couches
ultra-fines à base d’InGaAs [15, 61, 154] ou encore de GaN [155, 156]. Par ailleurs, la possibilité
de détecter des radiations THz via l’excitation des modes plasma 3D d’un barreau de GaAs
a été démontrée expérimentalement [157]. C’est dans ce contexte que nous avons mené une
investigation de la présence et du comportement des oscillations plasma dans des dispositifs
3D à base d’In0.53Ga0.47As. Ce travail constitue la partie centrale des travaux de thèse de Pierre
Ziadé et de Slyman Karishy [158].
3.4.1.1 Modèle numérique pour l’utilisation du mode plasma 3D dans l’In0.53Ga0.47As
L’étude du plasma 3D dans les diodes unipolaires n+nn+ à base d’In0.53Ga0.47As se fait
à l’aide d’un modèle HD dans le cadre de la méthode hiérarchique, comme décrit dans la
référence [13] donnée en annexe (A.9 page 189). L’absence de grille ne crée pas d’asymétrie dans
la zone active, et les proportions des dimensions du dispositif n’imposent pas de contrainte
particulière sur l’équation de Poisson. Les équations sont donc résolues dans un cadre uni-
dimensionnel.
La diode, à température ambiante, est soumise à une polarisation et à une irradiation optique,
selon le protocole reporté sur la figure 3.24 permettant la simulation d’une perturbation élec-
trique ou par battements. Différentes grandeurs sont calculées, mais notre attention se porte
particulièrement d’une part sur le comportement au milieu de chaque zone du champ électrique
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Calculation points
Optical radiation
V
Figure 3.24 – Protocole numérique utilisé pour l’étude HD des modes de plasma
3D dans les diodes unipolaires In0.53Ga0.47As de type n+nn+. Thèses de P. Ziadé et
de S. Karishy.
et la mobilité différentielle dynamique telle que définie à la section 2.4.3 (page 61), et d’autre
part sur la réponse en courant de la diode unipolaire.
3.4.1.2 Résultats importants
• Mélange de modes
L’analyse de la réponse fréquentielle du champ électrique, menée dans le cadre de la thèse de
Pierre Ziadé, montre un comportement identique sous l’effet d’une perturbation électrique ou
par battements optiques térahertz. Nous avons pu mettre en évidence un mélange des modes
s’opérant dans la zone n que l’on peut observer sur les deux volets de la figure 3.25. En effet,
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Figure 3.25 – À gauche : Amplitude de la réponse du champ électrique à une
perturbation par battement optique en fonction de la fréquence de celui-ci dans les
régions n et n+ d’une diode In0.53Ga0.47As de longueur 3×500 nm avec n+/n = 10
et n = 1016 cm−3. À droite : amplitude du pic en fonction du rapport n+/n. Thèse
de P. Ziadé.
alors que le pic plasma de la zone n+ est conforme à la prévision de l’éq. (3.1), celui de la zone n
se positionne au-dessus de sa valeur théorique. Cet effet de redshift est d’autant plus marqué
que le rapport n+/n est important et que le rapport de longueur des zones n+ et de la région
n est élevé. En effet, les travaux de simulation systématique ont permis d’extraire l’expression
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analytique empirique pour la fréquence du pic plasma de la région n
f (n) = f3D(n)
L(n)
L(n) + 2L(n+)
+ f3D(n+)
2L(n+)
L(n) + 2L(n+)
(3.35)
valable pour le cas n+/n = 10.
Ce travail a permis de mettre en évidence un mixage des modes 3D dans la zone active n. Dans
un dispositif a priori non accordable, cela ouvre la possibilité de fixer en amont la fréquence
de fonctionnement du dispositif autrement que par les paramètres intrinsèques du matériau
constituant la zone active.
• Capacité d’amplification
La capacité du dispositif à amplifier une onde térahertz a été montrée au travers d’une étude de
la mobilité différentielle dynamique. Celle-ci a été menée dans le cadre de la thèse de Slyman
Karishy, par le biais d’une analyse de la réponse impulsionnelle. Pour ce faire, la réponse de
la vitesse électronique à un échelon de tension de faible amplitude a été étudiée aux points de
calcul des zones, comme décrit dans la référence [2] donnée en annexe (A.10 page 197). Les
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Figure 3.26 – Partie réelle de la mobilité différentielle dynamique en fonction de la
fréquence calculée par HD au milieu des régions n (à gauche) et n+ (à droite) pour
différentes valeurs de la tension de polarisation. Les trois régions en In0.53Ga0.47As ont
une longueur de 500 nm, avec n+/n = 10 et n = 1016 cm−3. Thèse de S. Karishy.
résultats reportés sur la figure 3.26 décrivent le comportement de la partie réelle de µω, qui
prend des valeurs négatives autour du térahertz pour les différentes tensions de polarisation
considérées.
Ce résultat confirme la propension du dispositif à amplifier les ondes térahertz et, de fait, à fonc-
tionner comme un émetteur. Cette propriété est d’autant plus forte que les zones amplificatrices
de la diode sont volumineuses.
• Conversion opto-électrique
Pour terminer cette présentation de la stratégie 3D dans les diodes unipolaires, notre attention
se porte sur la réponse de la densité de courant δj à une perturbation optique, et nous nous
plaçons dans deux situations distinctes.
— La première correspond à une irradiation sur le gap par battements optiques. Le volet
gauche de la figure 3.27 décrit alors le gain en courant, qui laisse apparaître un pic négatif
96
3.4 Modes de plasma non-accordables
equal to 1 THz, the choice of the hydrodynamic model shows its
interest, the energy dependence of the input parameters does not
allow anymore the velocity to follow the electric field. In the THz
frequency range, we observe in both cases a significant increase of
the mobility at frequencies near to plasma resonances followed by a
frequency range where Re[μ0(f)] takes negative values. The appear-
ance of these negative values is an interesting phenomenon which
can lead to amplification of electromagnetic waves in this frequency
range (see Ref. [24] for a detailed discussion). Moreover, lowering the
mobility leads to a decrease in the flux of electrons injected to the
active region, this explains the negative values of the local impedance
obtained in Fig. 4(a and b), in the same frequency range where the
plasma wave amplification takes place.
5. Current gain
In order to investigate the effectiveness of the diode detection we
can compute the current gain, defined as the ratio between the
current density variation and the amplitude of the electrical (Fig. 5(a))
or optical (Fig. 5(b)) perturbation. We observe strong deviations in the
THz range, the bumps being associated with a negative impulse
response of the velocity. Very similar results are obtained for the case
of an optical excitation. These results show a significant enhancement
of the diode detection in a restricted frequency band near 1 THz and
demonstrate the possibility to use vertical diodes as resonant detectors
of THz radiation.
6. Conclusion
We have presented a numerical analysis of vertical InGaAs
diodes submitted to electrical and optical THz excitations. Thanks
to our hydrodynamic model, we provided a deeper insight of the
physical behavior involved in the plasma wave oscillation modes.
The field oscillations show clearly that the collective oscillations
take place in the terahertz frequency range. The plasma oscilla-
tions in the active region are achieved by oscillations of the self-
consistent electric field between the two homo-junctions. More-
over, we got also evidence that the hydrodynamic simulation
overcomes the drift-diffusion approximations in the InGaAs diode:
this can be useful to characterize the detection of terahertz
radiation by the diode through the calculation of measurable
physical quantities.
To provide a comprehensive analysis of the device perfor-
mance, we calculated the local mobility and impedance spectra
of the device. The bumps in both spectra are associated with a
negative impulse response of the velocity. Negative values in a
restricted frequency range suggest the possibility of electromag-
netic waves amplification. Finally a comparison of the current gain
for electrical and optical excitations is performed.
Our results can be usefully employed for the study and
optimization of vertical diodes as efficient THz detectors.
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To complete our theoretical analysis we calculate the autocorrelation function
of current fluctuations (Fig. 8) in the presence of stochastic perturbations. We find
that the autocorrelation function decays exponentially such that Cδj ∝ exp[−tτc ],
where τc is the collision time related to the definition of the ohmic mobility µ =
eτc/meff . Figure 8(b) shows that τc varies between 0.5 ps and 0.9 ps for V = 900mV
and V = 300mV respectively. τc is shorter for higher voltages due to the onset of
hot-carrier effect which provokes a faster decay of the correlation function.
6. Conclusion
In this paper, we have investigated using numerical simulations the optical beating
photoexcitation in n+nn+ In0.53Ga0.47As diodes. Due to the high-mobility value,
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Figure 3.27 – À gauche : Gain en courant pour une excitation par battements
optiques. À droite : Réponse du courant à une excitation optique stochastique. La
courbe en train plein correspond à la réponse impulsionnelle. Les trois régions en
In0.53Ga0.47As ont une longueur de 500 nm, avec n+/n = 10 et n = 1016 cm−3. Thèse
de S. Karishy.
autour de 1 THz. Ce pi mon re l s qualités de conversion électro-optique du dispositif
dans la place de fréq ences considérées. De plus, sa valeur négative dénote une réponse
du courant déphasée avec la perturbation, confirmant les prédispositions du dispositifs à
amplifier cette bande de fréquences.
— La seconde situation correspond à une irradiation aléatoire. La simulation est faite dans le
cadre d’un bruit blanc, et permet de calculer un courant dont la distribution fréquentielle
est reportée sur le volet droit de la figure. En dépit de l’aspect uniforme de l’excitation
stochastique, la réponse en courant se fait essentiellement autour de 2 THz.
3.4.2 Canaux sans grille pour l’exploitation du plasma 2D
Les canaux sans grille constituent une troisième structure destinée à exploiter les oscillation
du plasma. Ce sont des dispositifs non-accordables à la demande, au même titre que les diodes
uniplaires. Ils sont assez semblables aux canaux de transistors HEMT, si ce n’est qu’ils ne sont pas
couverts et ne subissent donc pas l’effet électrostatique du contact de grille. Destinés à exploiter
les modes 2D, leur intérêt réside dans la possibilité de fixer la fréquence de fonctionnement
par le biais de la longueur de la zone active. L’exploitation des modes 2D ayant été envisagée
après celle des modes 2D+g, la situation est référencée dans la littératur en tant que ungated 2D,
c’est-à-dire 2D sans grille, même si cela peut sembler au premier abord constituer une précision
inutile.
Remarquons qu’une description détaillée du comp rtement des canaux sans grille eut aider à
comprendre celui des zones non-couvertes des canaux de HEMT.
3.4.2.1 Théorie analytique de Dyakonov et Shur
On considère une couche d’électrons soumise à la seule interaction coulombienne à longue
distance. Celle-ci est repérée dans le plan xz, comme reporté sur la figure 3.28. La canal ainsi
formé est enrobé dans l’axe z par un diélectrique de constante κd.
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possible emitters and detectors of electromagnetic radiation in
the terahertz range [5].
The aim of this work is to investigate the same problem
from a microscopic point of view, thus testing the limits of
applicability of the analytical approach and exploiting possible
implementations. To this purpose, we consider an n-type
In0.53Ga0.47As layer, embedded in a symmetric dielectric,
in the presence of an external bias of arbitrary strength
and analyse the frequency spectrum of voltage fluctuations
obtained from a Monte Carlo simulator coupled with a 2D
Poisson solver. The cases of the ohmic regime and current
saturation regime are both considered. In the former regime,
the spectrum is characterized by a peak at the plasma frequency
associated with the carrier oscillations due to the self-
consistent electric field [6]. In the latter regime, because of the
presence of negative differential mobility (NDM) conditions,
the spectrum is characterized by the onset of a peak which is
the precursor of the establishment of current oscillations due
to periodic travelling of the Gunn domains associated with the
presence of NDM [7]. Because of the material parameters
and the considered geometries, the frequencies associated with
the peaks of the voltage spectral density span a wide range of
values centred in the terahertz region.
The content of the work is organized as follows. Section 2
presents the theoretical approaches underlying the present
investigation. Section 3 reports and discusses the numerical
results obtained by a self-consistent Monte Carlo simulator.
Major conclusions are summarized in section 4.
2. Theory
In this section we briefly survey the analytical approach and
the Monte Carlo simulator applied to the device under test.
2.1. Analytical model
The analytical model considers a 2D sheet of electrons in the
r⃗ ≡ xy-plane embedded in a dielectric along the z direction.
Carriers move under collisionless conditions in the presence of
self-consistent in-plane electric field E = −∇U , with U the
electrical potential described by the Poisson equation:
∇2U(r, z, t) = en
2D(r, t)
ε0εdiel
δ(z) (1)
with e the electron charge, n2D the local 2D carrier
concentration, εdiel the relative dielectric constant of the outside
dielectric, and ε0 the vacuum permittivity. Within a small
signal analysis, the corresponding wave equation for the
Fourier transform of n2D, n2Dk leads to a dispersive 2D plasma
frequency
f 2Dp =
1
2π
√
e2n2D0 |k|
2m0mε0εdiel
(2)
where |k| is the modulus of the wavevector in the kx, ky plane,
m0 and m the free and effective electron masses, respectively,
and n2D0 the average 2D carrier concentration. We notice that
the 2D plasma frequency depends on the relative dielectric
constant of the external dielectric.
Figure 1. Schematic diagram of the device (not to scale) studied
within the Monte Carlo simulation. The free charge is present only in
the bar of length L along the x direction and thickness W along the z
direction. The terminal at the left-hand side is the source contact kept
at a voltage V = 0 the terminal at the right-hand side is the drain
contact kept at a potential V . Carriers are reflected at the boundaries
between the bar and the dielectric.
Plasma waves also exist in bulk and their three-
dimensional (3D) dispersionless frequency is
f 3Dp =
1
2π
√
e2n3D0
m0mε0εmat
(3)
with n3D0 the 3D average carrier concentration and εmat the
relative dielectric constant of the bulk material.
2.2. Monte Carlo simulations
The numerical solution of this problem is carried out by using a
microscopic Monte Carlo approach coupled with a 2D Poisson
solver [5, 8]. By evaluating the fluctuations of the voltage
around the steady value in the centre of the device under
test, the spectral density of this quantity is obtained from
the corresponding correlation function, and the characteristic
peaks exhibited by the spectrum before cut-off are analysed as
detailed in [6]. To study the proper oscillations of the electron
gas, we simulate a bar of In0.53Ga0.47As of length L in the
range 0.01–10 µm for different thicknesses W in the range
1–100 nm, and carrier concentrations of 1017 and 1018 cm−3,
with the two terminals of the bar connected by ideal ohmic
contacts. The contacts are realized by an infinite reservoir of
thermalized electrons at electrochemical potentials differing by
eU with U the applied voltage [9]. The bar is surrounded by
a perfect dielectric (here taken as the vacuum) 10 µm wide in
the upper and lower region of the bar, where the 2D Poisson
equation in the xz-plane is solved to account for the fringing
of the external electric field. The third dimension is used to
relate the number of simulated carriers with the 3D carrier
concentration. For a comparative analysis between numerical
simulations and analytical results we take k = 2π/L and
n2D0 = n3D0 · W . The simulated structure, which is depicted in
figure 1, represents a simplified version of an ungated transistor
channel. The time and space discretizations take typical values
of 0.2–1 fs for the time step, 0.1–5 nm for the spatial scale
of the bar and 500 nm for the spatial scale of the dielectric.
Typically there are about 80 carriers inside a mesh of the bar,
which are found to provide a reliable solution of the Poisson
2
Figure 3.28 – Dispositif considéré dans la simulation MC des canaux 2D. La couche
d’In0.53Ga0.47As est enrobée dans un diélectrique.
• Théorie analytique
La théorie analytique est dérivée, comme dans le cas sous grille, dans un cadre uni-dimension-
nel [138] en régime petit-signal. L’ACG est remplacée par l’approximation du champ planaire, de
sorte que l’équation de Poisson est ré-écrite sous la forme :
∆U(x,y,z) =
en2D(x,y)
κ0κd
δ(z) (3.36)
où δ est la fonction de Dirac et ∆ l’opérateur Laplacien. La densité surfacique n2D se calcule par
le biais de l’éq. (3.16), p g 79. On se pl ce alors, en l’absence de collisions, dans le cas d’un
canal où la densité et la vitesse électronique sont uniformes et le potentiel V nul. Ces grandeurs
subissent de petites perturbations qui se pr pageant le long du canal sous la forme d’une onde
plane de nombre d’onde k et de pulsation ω. Dans ces conditions, La pulsation propre du mode
2D vérifie la relation
ω2D0 (k) = kv0 +
√
n2De2|k|
2m0m∗κ0κd
(3.37)
Cette relation, qui correspond à une situation dispersive, est analogue à celle que vérifient les
ondes hyd dy amiques en eau profonde. Le terme kv0 est assimilable à un décalage Doppler :
lorsqu’il est négligeable devant ω, la vitesse de l’onde de plasma vérifie
s(ω) =
n2De2
4m0m∗κ0κdω
(3.38)
• Conditions aux limites
Les conditions aux limites considérées sont les mêmes que dans le cas sous grille : on applique
pour les composantes alternatives un nœud de tension à la source et un nœud de courant au
drain. Dans ces conditions, les modes 2D s’écrivent
ω2Dp (k) =
√
pin2De2
m0m∗κ0κdL
(2p + 1) (3.39)
et les ondes de plasma se révèlent naturell ment instables. Remarq ons qu’en présence de
collisions, la ondition d’instabilité est la même que celle que nous avons donnée pour le cas
sous grille au travers de l’équation (3.25).
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3.4.2.2 Modèle numérique et résultats
Dans une démarche identique à celle menée dans le cas du mode 2D+g, le dispositif a
été modélisé en MC dans le but d’assouplir les hypothèses du modèle analytique, qui sont
relativement fortes. La résolution a été faite dans les deux dimensions représentées sur la
figure 3.28 dans le cadre des thèses de Jean-François Millithaler puis de Jérémy Pousset. Le
simulateur MC utilisé est celui que nous avons déjà présenté à la section 3.3.2, page 80.
• Rôle du diélectrique
Nous avons pu montrer le rôle prépondérant du diélectrique dans le cas du HEMT. La figure 3.29
décrit l’influence de la permittivité du diélectrique κd sur la fréquence d’oscillation du plasma
à l’équilibre, lorsque les conditions asymétriques de la théorie analytique sont vérifiées. La
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Figure 3.29 – Densité spectrale des fluctuations du potentiel au milieu du canal pour
différentes valeurs de la constante diélectrique κd de l’isolant. La constante diélectrique
de l’In0.53Ga0.47As est κc = 13,88. Thèse de J.-F. Millithaler.
grandeur analysée est la densité spectrale des fluctuations du potentiel calculé au centre du
canal. Dans les trois cas, on observe la présence du pic plasma 2D. Ce dernier, s’il est bien visible
pour κd = 1, perd en intensité et se décale vers les plus basses fréquences à mesure que κd
augmente. Pour la plus grande valeur considérée, le pic s’évanouit et le phénomène d’oscillation
disparaît. Le détail de ce travail est rapporté dans la référence [62] donnée en annexe (A.11 page
203).
Ce résultat, similaire à celui obtenu dans le cas du HEMT, met en évidence l’importance du
diélectrique et la nécessité de disposer d’un isolant capable de confiner au maximum le champ
électrique dans le canal. Nous abordons dans la projet de recherche une utilisation de cette
propriété dans le cas de transistors à effets de champ biologiques (voir page 108).
• Signatures fréquentielles et épaisseur de transistion
L’analyse des signatures fréquentielles dans les canaux très fins a mis en évidence des résonances
plasma correspondant à celles attendues. En outre, les collisions, négligées dans la théorie
analytique, n’ont pas d’influence sur la fréquence d’oscillation du gaz. Toutefois, une transition
est observée entre les modes 2D et 3D en fonction du rapport longueur/épaisseur L/W.
Les travaux que nous avons effectués sur ce thème, dans le cadre de la thèse de Jérémy Pousset,
sont illustrés par les résultats reportés sur la figure 3.30. On observe que, pour les faibles
épaisseurs, la fréquence plasma correspond à la fréquence 2D prévue analytiquement. En
revanche, à mesure que l’épaisseur augmente, le mode s’éloigne de celui prévu par la théorie
pour se rapprocher du mode 3D. L’étude systématique a permis de mettre en place la formule
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Figure 3.30 – À gauche : fréquence d’oscillation du plasma électronique en fonction
de l’épaisseur du canal 2D pour une densité d’électrons libres de 1018 cm−3. Les symboles
représentent les calculs MC et les courbes les valeurs de fréquences calculées par les
formules analytiques (3.1) et (3.39). À droite : Rapport entre le mode d’oscillation et le
mode 3D. Les symboles sont obtenus pour des densités d’électrons libres de 1017 cm−3
(croix) et 1018 cm−3 (carrés). La courbe est un tracé de la formule empirique (3.40).
Dans les deux cas, le canal a une longueur de 1 µm et la grandeur analysée est la
fréquence du pic de la densité spectrale des fluctuations du potentiel au centre du
canal. Thèse de J. Pousset.
empirique [62]
f0 =
f 2D0 · f 3D0
f 2D0 + f
3D
0
= f 3D0
√
W/W0
1+
√
W/W0
(3.40)
décrivant la fréquence d’oscillation f0 en fonction de l’épaisseur W du canal et introduisant une
épaisseur de transition W0. Celle-ci correspond à la dimension pour laquelle les modes 2D et 3D
ont même fréquence, de sorte que
W0 =
L
pi
κd
κc
(3.41)
Cette valeur permet de quantifier l’épaisseur limite distinguant une structure 2D d’une structure
3D.
• Transistion plasma-Gunn
Nous finirons cette partie en présentant l’étude de la transition entre le mode d’oscillation de
plasma et la mise en place de l’effet Gunn. Dans ce but, le composant est asservi en tension ce qui,
remarquons-le, ne correspond pas aux conditions aux limites énoncées par la théorie analytique.
On se place dans le cadre du critère de Kroemer [159] qui, dans le cas de l’In0.53Ga0.47As, prédit
l’apparition de domaines Gunn à partir d’un produit densité volumique-longueur de canal
n3D0 · L ' 1011 cm−2. La figure 3.31 montre l’évolution de la densité de bruit en tension calculée
au centre du dispositif à l’équilibre (à gauche) et en régime de saturation (à doite). On observe
une transition du phénomène prédominant du dispositif, glissant des oscillations de plasma
2D dont la signature se trouve autour de 1 THz, à une instabilité de type Gunn caractérisée
par des fréquences à la centaine de GHz. L’effet Gunn vient donc concurrencer les oscillations
du plasma électronique jusqu’à la supplanter dans des conditions de forts champs électriques
propices à l’apparition des domaines. Ces travaux sont explicités de manière plus complète dans
la référence [28] donnée en annexe (A.12 page 207).
Nous avons montré par ailleurs que l’ajout d’une grille courte ne joue qu’un rôle modeste sur
les oscillations Gunn. À défaut d’une optimisation adéquate de la structure [160], celui-ci est
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Figure 3.31 – Densité spectrale de bruit en tension (normalisée à sa valeur statique)
pour un canal de longueur 1 µm et d’épaisseur 1 nm. La densité de porteurs libres est
de 1017 cm−3. Thèse de J. Pousset.
donc en mesure de compromettre l’utilisation des ondes de plasma dans les HEMT, éloignant la
fréquence de fonctionnement du dispositif du domaine térahertz.
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Ma vision de la modélisation et du calcul numérique se rapproche de celle d’un banc de
manipulation modifiable à l’envi, permettant un contrôle total des paramètres, et donnant accès à
des grandeurs parfois inaccessibles par la mesure. Mais avec un champ des possibles quasiment
infini, le principal défi que doit relever la simulation est peut-être, finalement, de se montrer
crédible. Les résultats théoriques ne se révèlent en effet jamais plus pertinents que lorsqu’ils
s’accordent avec la mesure. Le modèle guide alors l’expérimentateur dans l’élaboration des
protocoles et l’exploitation des résultats, permet une mise en lumière des mécanismes impliqués,
et éclaircit le chemin vers la conception et l’optimisation des dispositifs. Il devient même
possible d’imaginer les composants du futur, fonctionnant sur la base de phénomènes physiques
nouveaux. Je suis tenté de dire qu’un groupe de recherche ne s’épanouit jamais plus que lorsqu’il
peut allier le modèle et la mesure.
C’est dans cette optique que j’axe mon projet de recherche, dont le plan est donné sur la figure 4.1.
Prenant ses racines dans les thèmes de mon groupe, il aspire à projeter le savoir-faire acquis
autour de la modélisation et des techniques de calcul dans des thématiques d’avenir.
Les deux volets qui composent ce projet se positionnent, chacun à leur manière, comme
comme un prolongement de mes activités numériques :
— le premier se concentre essentiellement sur une synergie modélisation-expérimentation
des différents travaux de recherche actuels du groupe TéHO, et sur les perspectives à
courts et moyens termes qui peuvent leur être données ;
— le second, plus prospectif, prolonge les connaissances et les savoir-faire théoriques et
expérimentaux du groupe dans une dynamique de convergence vers les bio-capteurs
axée sur la caractérisation des transistors à effets de champ biologiques : les bio-FET.
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Figure 4.1 – Plan général de mon projet de recherche.
4.1 Synergie modélisation-expérimentation
Dans un premier temps, développons le volet visant à mettre les savoir-faire expérimentaux
et numériques du groupe TéHO au service de projets communs. Il s’agira d’adapter, et de faire
évoluer, les différents moyens et modèles.
4.1.1 Optimisation de la détection de transistors HEMT
Les travaux de simulation menés sur les HEMT InGaAs/InAlAs/InP ont permis de valider
tout l’intérêt de ces composants pour la détection et l’émission d’ondes térahertz. L’optimisation
de la détection de l’onde térahertz, dont l’étude a été initiée par les travaux sur l’influence du
déphasage des signaux captés par le drain et la grille, constitue l’une des prochaines étapes.
4.1.1.1 Étude de la captation déphasée
Dans les montages en source commune que nous avons envisagés, nous avons montré que
les perturbations électriques de la tension de grille et de la tension de drain entraînent des
oscillations du plasma électronique dans les mêmes gammes de fréquences. Il est par conséquent
tout aussi pertinent d’envisager une captation de l’onde térahertz par l’électrode de grille que
par le contact de drain. Du fait de la structure du transistor et des effets réactifs intrinsèques, la
captation simultanée de ces deux signaux peut cependant entraîner une interférence destructive,
et provoquer de fait une diminution des capacités de détection. Un contrôle du déphasage
entre les deux signaux devrait toutefois corriger le problème et même, en se rapprochant de
l’opposition de phases, améliorer de façon importante les capacités de détection du HEMT (voir
la figure 3.22, page 92).
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• Mise en place d’un banc de mesure et optimisation du modèle
La prochaine étape de ce travail consiste en la vérification expérimentale de l’influence du
déphasage sur les capacités de détection du dispositif. Il s’agira de mettre en place au sein même
du groupe TéHO un protocole basé sur les recommandations théoriques, en s’appuyant sur
l’expertise de l’équipe expérimentatrice dans le domaine des micro-ondes, pour dans un premier
temps contrôler précisément le déphasage entre les deux électrodes.
L’interaction entre les résultats expérimentaux et les simulations permettra d’améliorer à la fois
le banc de mesure et le modèle dans le but de mieux comprendre et de maîtriser le processus de
captation de la radiation térahertz.
• Modèle pseudo-3D
Si les résultats théoriques sont vérifiés expérimentalement et montrent l’intérêt attendu, il sera
nécessaire de disposer d’un modèle numérique plus précis, permettant d’étudier l’interaction
entre le gaz électronique peuplant le canal et un rayonnement incident sur la surface du dis-
positif. Il s’agira alors de considérer une structure simulée plus fidèle à celle du transistor, en
positionnant la caméra au dessus du dispositif pour mener une simulation au moins bidimen-
sionnelle. Dans un premier temps, l’approche de Poisson P2D sera étendue à cette seconde
dimension dans le cadre d’une approche pseudo-3D. Dans le même temps, cela permettra de
répondre aux interrogations posées sur l’influence des modes obliques du plasma et sur les effets
liés à la largeur du canal, non-simulée dans nos modèles actuels. En parallèle, des simulations
électromagnétiques pourront-être menées par l’équipe micro-ondes de TéHO pour optimiser le
positionnement et la valeur efficace des perturbations de tension.
• Approche Maxwell-Boltzman (MB)
La dernière étape vers un modèle plus réaliste consistera à résoudre les équations de Maxwell en
même temps que celle de Boltzmann, dans le cadre d’une simulation HD des trois dimensions
de l’espace. Il s’agira de faire travailler de concert les deux types de simulation : d’un côté, la
distribution du champ électrique issue des simulations électromagnétiques sera utilisée pour
polariser le transistor dans le cadre de la simulation du transport électronique. D’un autre
côté, les paramètres de transport calculés en HD seront utilisés pour dresser la cartographie
électromagnétique du composant.
Afin de contourner les difficultés liées à une approche MB complète, les deux types de simulation
ne travailleront pas, du moins dans un premier temps, de manière auto-consistante. Nous nous
placerons dans le cadre d’une approche intermédiaire visant à utiliser les paramètres de sortie
de l’un comme paramètres d’entrée de l’autre.
4.1.1.2 Saturation de la détection
En parallèle de nos études d’optimisation par introduction d’un déphasage, de récentes ex-
périences menées par nos collaborateurs du Laboratoire Charles Coulomb (L2C) ont montré une
saturation de la photoréponse au delà d’une certaine densité de puissance d’irradiation [161],
comme le montre le volet de gauche de la figure 4.2. Le protocole expérimental suppose une cap-
tation par la grille dépourvue d’antenne, et l’on observe une saturation à partir de 1,1 kW/mm2,
ce qui correspond à une puissance d’environ 1 µW ramenée sur une surface de 1 µm2. Dans le
cas d’une captation par le biais d’une antenne, il n’est pas impossible, même pour des émetteurs
modestes, d’atteindre des densités de puissance comparables, et il apparaît de fait opportun
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where gant is the coefficient representing losses in the para-
sitic elements and impedance mismatch between antenna
and detector. The input impedance is defined by the imped-
ance of the antenna transmission line.
The maximum power, Pant, which is supplied to the FET
channel from the antenna, is given by29
Pant ¼ G k
2
4p
=ir; (5)
here, G is the antenna gain coefficient, k is the wavelength in
vacuum. Vant can be rewritten using Eq. (5),
V2ant ¼ G
2
p
k2=irReZant; (6)
where Zant is the antenna impedance.
28
Taking into account Eq. (6), Eq. (4) can be rewritten as
Vtr ¼ kant
ffiffiffiffiffiffi
=ir
p
; (7)
where kant is the fitting parameter which depends on antenna
parameters and impedance matching.
The effective rectification length Leff (see Fig. 1(b)) can
be approximately calculated as30
Lef f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln n
xðdn=dUÞjU¼VGS
r
$
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln VGS % Vthð Þ
x
r
; (8)
where n is the electron concentration in channel.
Values of Leff are shown in Table I for 0.6 THz for our
experimental samples.
A transistor at THz frequency can be represented by dis-
tributed RLC elements.7,31 Our model is based on the
assumption that FETs can be divided into two parts: the first
with length Leff where the rectification takes place (see Fig.
1(b)) and the second with length (L% Leff) connected in se-
ries (see Fig. 7). THz voltage and current are present only in
the first part, and the second is considered like as a load. To
model such behavior, we add elements L1, L2, C1 to the
equivalent circuit. Inductance L1 models the absence of THz
current flow through the load resistor. Inductance L2 models
the absence of THz voltage on the gate of the load part with
length (L% Leff). Capacitance C1 is the gate-to-channel ca-
pacitance of the load part, and ic represents the ac THz cur-
rent through the gate. Cg models two sources (VGS0, Vtr)
decoupling. The vGS1 and vGS2 is the gate voltage at Leff and
L% Leff, respectively.
Let us assume that the signal current flows in the circuit
formed by the detector and an external load RL. The vDS is
the voltage between source and drain. The vDS1 is the voltage
drop over characteristic length Leff; and vDS2 is the voltage
drop on the length (L% Leff). Current through part Leff is
given by Eq. (17) with corresponding values
iDS1 ¼ IDS vDS1; vGS1; Lef fð Þ; (9)
where
vDS1 ¼ %vDS2 % RLiL þ Vtrcos xtð Þ; (10a)
vGS1 ¼ VGS0 þ Vtrcos xtð Þ: (10b)
The current through part (L% Leff) is given by
FIG. 7. The scheme of THz detection by FET with load and parasitic ele-
ments. S, D, G are the source, drain, and gate terminals of FET THz detec-
tor, respectively; RL is the load resistance of readout circuit, L and Leff are
length and effective detection length of transistor channel, respectively, iL is
signal current, Vtr is the amplitude of the external THz ac voltage, VGS0 is
the external dc bias voltage on gate.
FIG. 6. (a) Photoresponses of HEMT (W¼ 40lm) and MOSFET (parameters are present in Table I) as a function of radiation intensity at frequency 0.6 THz.
The gate voltages are VGS¼%0.1V for HEMT and VGS¼%1.4V for MOSFET. Full circles and triangles are experimental data of HEMT and MOSFET,
respectively. Solid lines are fit according to phenomenological Eq. (1). Full circles and triangles are fitting data points according to model Eq. (13) using pa-
rameters of Table I. (b)Output characteristic of HEMT (W¼ 40lm) and MOSFET samples. Dots and triangles are experimental for gate voltage VGS¼%0.1V
for HEMT and VGS¼%1.4V for MOSFET, respectively. Lines are fit according to Eq. (17) using parameters of Table I.
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Figure 4.2 – À gauche : photoréponse en fonction de la densité de puissance
térahertz captée par la grille (résultats expérimentaux extraits de la référence [161]). À
droite : photoréponse simulée en fonction de la tension e grille. L simulateu HD
procède dans un cas au calcul de l’énergie électronique (with energy) et dans un autre
la considère comme constamment égale à l’énergie à l’équilibre (without energy).
d c mpre dre le processus de saturation afin qu’il ne se révèle pas un facteur limitant pour la
dét ctio .
De premièr s modélisations, dont un résultat est rep rté sur le volet de droite de la figure,
permettent de mettre en évidence le rôle de l’énergie électronique moyenne dans le processus
de saturation, ce qui paraît désigner la responsabilité de l’effet des porteurs chauds. Ce résultat
encore préliminaire, s’il vient à se confirmer, ouvre le champ à une réflexion sur les stratégies,
essentiellement en terme de design du composant, permettant de limiter l’échauffement des
porteurs afin d’augme ter les qualités de détection du dispositif. Cette étude pourra se faire au
travers d’un protocole numérique et de simulations systématiques qu’il s’agira de mener, dans
un premier temps avec le modèle dont nous disposons et, ensuite, en faisa t évoluer celui-ci
comme décrit précédemment.
4.1.2 Contribution à l’analyse des problèmes expérimentaux ouverts
Divers trav ux xpér mentaux du groupe TéHO posent, soit en amont, oi du fait des
résultats obte us, le problème de la compréhension des mécanismes impliqués. L’une des
réponses à apporter est la mise en place de modèles et leur résolution par voie numérique, ce
qui s’inscrit dans la continuité du savoir-faire exposé dans les deux précédents chapitres.
Ma projection à plus court terme concerne la description du mécanisme de détection de la
radiation térahertz par des transistors bipolaires à double hétérojonction à base d’InP (InP
DHBT). Celle-ci constitue en effet l’une des questions ouvertes par l’équipe expérimentatrice de
TéHO et nos collaborateurs du L2C. Ces dispositifs constituent en effet l’un des sujets du projet
ANR P2N NADIA “Integrated NAno-Detectors for terahertz Applications” (ANR-13-NANO-0008)
qui vise à étudier le pote ti l de dét ction des dispositifs térahertz. C’est dans ce cadre que la
capacité des DHBT à détecter, à température ambiante, des fréquences allant jusqu’à 3 THz a été
mise en évidence [162], dépassant de loin les performances théoriques du composant.
Le lien entre le mécanisme de détection et le plasma électronique, s’il existe, n’est pas le même
que dans les HEMT. En l’absence de grille et de gaz bidimensi nel, le modèle analytique
de la TDS ne peut être utilisé, même en première approximation. Pour l’heure, seules des
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Figure 4.3 – Mesure de la sensibilité du DHBT InP sous test. À gauche : schéma
de principe de la mesure. La grandeur mesurée ∆V est la composante continue de la
tension VCE sous irradiation (photo-réponse continue). À droite : Sensibilité (rapport
entre la photoréponse ∆V et la puissance de la radiation térahertz) en fonction de la
fréquence de la radiation. Les figures sont issues de la référence [162].
simulations électriques ont été mises en œuvre : par nature, elles se limitent à une description
des paramètres macroscopiques du composant [163]. De plus, elles ne sont pas en mesure de
décrire la décroissance en ω−4 dans le spectre térahertz de la réponse du transistor reportée sur
le volet droit de la figure 4.3.
Je propose de mettre en place un modèle microscopique, basé sur les méthodes présentées
au chapitre 2, afin de tirer partie des possibilités qu’elles offrent pour la description et la
compréhension des phénomènes physiques de ces-derniers. Les résultats expérimentaux déjà
disponibles et les mesures à venir seront confrontés aux résultats théoriques, ce qui permettra
d’affiner le modèle en même temps que de guider les procédures expérimentales.
D’autres problèmes ouverts par les manipulations menées dans le groupe TéHO impliquent
des dispositifs de l’optique ou de l’optoélectronique, tels que des fibres optiques dopées er-
bium ou des cristaux optiques non-linéaires. Dans le cas des fibres, par exemple, les recherches
actuelles s’articulent autour de la guérison par voie optique de guides ayant subi une détériora-
tion sous l’effet de radiations X ou γ. Si les structures s’éloignent de celles que j’ai pu étudier
précédemment, les techniques de modélisation ne diffèrent que peu. Les modèles actuellement
utilisés pour ces dispositifs mettent essentiellement en jeu des équations de population [164], et
bénéficieraient d’une modélisation plus microscopique des phénomènes impliqués.
4.1.3 Évolution des dispositifs étudiés vers l’InAs
Les HEMT et les diodes n+nn+ à base d’In0.53Ga0.47As que nous avons étudiés ont montré
de réelles potentialités pour les applications térahertz. Néanmoins, avec une masse effective
quasiment diminuée de moitié et une constante diélectrique légèrement supérieure, l’InAs
massif présente des pulsations plasma supérieures associées à des performances en fréquences
encore plus élevées. En effet, l’éq. (3.1) (page 72) permet d’évaluer la fréquence plasma 3D de
l’InAs entre 1,5 et 15 THz pour des densités d’électrons libres comprises entre 1016 et 1018 cm−3.
Aujourd’hui, avec la maturité de la filière antimoniure, les structures à base d’InAs/AlSb
rendent possible une évolution de ces dispositifs, comme l’indique la figure 4.4 extraite de la
référence [165]. Elles ouvrent le champ à des applications faible bruit et peu consommatrices en
même temps que haute-fréquence [166].
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1. Introduction
The binary compound semiconductors AlSb, GaSb,
InSb, and InAs along with their related alloys are candi-
dates for high-speed, low-power electronic devices. Appli-
cations could include high-speed analog and digital
systems used for data processing, communications, imag-
ing, and sensing, particularly in portable equipment such
as hand-held devices and satellites. The development of
Sb-based transistors for use in low-noise high-frequency
amplifiers, digital circuits, and mixed-signal circuits could
provide the enabling technology needed to address these
rapidly expanding needs. In Fig. 1, we show the trend
toward higher frequencies and lower power consumption
with increasing lattice constant. In recent years, consider-
able progress has been made in HEMTs, RTDs, and
HBTs in the antimonide–arsenide materials system (lattice
constants greater than 6.0 A˚). In this paper, we will
review the progress in the design, growth, fabrication,
and performance of these electronic devices. We will dis-
cuss our work at NRL as well as major results from other
groups.
2. InAs quantum wells and high-electron-mobility
transistors
2.1. Background
The first high electron mobility transistors (HEMTs)
were fabricated with GaAs channels and AlGaAs barriers
[1]. These devices are also known as modulation-doped
field effect transistors (MODFETs). In order to achieve
higher electron mobility and velocity (translating to higher
frequency operation), In was added to the channel. Typical
structures have In0.2Ga0.8As channels that are pseudomor-
phically strained to the GaAs lattice constant (PHEMTs).
In order to improve performance further, additional In
was added to the channel and the barrier material was
changed to InAlAs; the larger lattice constants were
accommodated by using InP substrates. The logical pro-
gression of this trend is to use pure InAs as the channel
along with nearly lattice-matched AlSb, AlGaSb, or
InAlSb for the confining layer as the arsenides are not suit-
able barriers. Advantages of this material system include
the high electron mobility (30,000 cm2/V s at 300 K) and
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Figure 4.4 – Gaps et paramètres de mailles de différents composés III-V. Evolution
temporelle des transistors. La figure est extraite de la référence [165].
Dans le cas des HEMT, la modélisation de canaux en InAs me paraît constituer une perspective
naturelle, d’autant plus que nous avons déjà fait le travail d’extraction de l’ensemble des
paramètres de transport et du second ordre du matériau.
Dans le cas des diodes unipolaires, l’intérêt pour l’InAs est renforcé par la possibilité d’activer
le phénomène d’ionisation par impact pour des tensions de polarisation raisonnables. Ce
mécanisme est en mesure d’augmenter de façon substantielle la réponse en courant du dispositif,
ce qui pourrait être mis à profit, par exemple, dans le processus de conversion électro-optique
pour la génération térahertz. Par ailleurs, une évolution vers l’InAs peut constituer un point de
convergence non seulement pour les équipes théorique et expérimentatrice du groupe, mais
aussi pour les deux groupes TéHO et NanoMIR 1. Ce-dernier possède en effet un savoir-faire
et une expertise reconnus sur les antimoniures. Une collaboration serait de fait envisageable
à l’intérieur du département : il s’agirait pour NanoMIR d’intervenir dans le processus de
fabrication des échantillons, et pour TéHO de procéder aux caractérisations expérimentales et
numériques visant à optimiser le dispositif.
4.2 Convergence bio-térahertz : capteurs bio-FET
Le second volet de mon projet de recherche, plus prospectif, s’associe à l’intérêt croissant
porté aux propriétés des protéines dans le domaine térahertz, spectre dans lequel ces molécules
complexes présentent des résonances associées à des modes de vibration [167–169]. Il s’inspire
de travaux récents menés par l’équipe expérimentatrice de TéHO sur l’interaction entre une
protéine, l’albumine, et les rayons T. Les premiers résultats obtenus dans le cadre de mesures
en champ proche, montrent une influence de la radiation sur les propriétés électriques de la
protéine, avec une résonance autour de 320 GHz. Au regard des différentes recherches que nous
avons menées sur les transistors à effet de champ, l’utilisation de la protéine pour moduler
la tension de grille et/ou modifier la permittivité du diélectrique enrobant le canal se révèle
particulièrement intéressante.
Pour mener cette étude, les deux dispositifs reportés sur la figure 4.5 [170, 171] peuvent être
considérés. Il s’agit dans les deux cas de transistors à effets de champ (FET). Actuellement, les
dispositifs fondus ont des canaux constitués de nano-fils de Silicium, ce qui permet de profiter
1. Le département Photonique et Ondes de l’IES est constitué des groupes TéHO et NanoMIR.
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1    FET biosensor 2    Electrolyte FET
Back Gate
Dielectric
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Drain
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Source Source
Channel
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Dielectric
Figure 4.5 – Transistors à effet de champ avec capteurs bio-sensibles (à gauche) et
grille liquide (à droite).
de la grande maîtrise de la filière. À la différence des FET classiques, la grille est constituée de
deux parties :
— un contact situé au-dessous du canal assure le contrôle de la conductivité de celui-ci par
le biais d’une tension, au même titre que la grille d’un MOSFET ou d’un HEMT ;
— une zone de bio-contact située au-dessus du canal permet de fixer un agent biologique
qui entre de fait en interaction avec les charges du canal. Cette zone peut être constituée
de récepteurs se trouvant directement au contact des molécules (dispositif de gauche)
ou d’une micro-cuvette permettant de déposer une solution (dispositif de droite) et
dans laquelle baigne une seconde électrode de grille. Dans les deux cas, les propriétés
électriques de l’élément déposé viennent se superposer à la polarisation, modifiant de
fait la conductance du canal. Cette-dernière devient alors caractéristique de l’élément
déposé, et permet de fait une détermination des agents biologiques par voie électrique.
Le dispositif qui sera mis dans un premier temps à la disposition du groupe est le FET à grille
liquide (volet de droite de la figure).
Rayonnement 
térahertz
Protéine
Polarisation 
continue
Constante 
diélectrique
Perturbations drain 
et sourceElectrodes
Photoréponse
VDS
ID
Figure 4.6 – Stratégies d’utilisation des bio-transistors à effet de champ pour la
détection d’ondes térahertz : approche statique et étude de la photoréponse.
Nous envisageons deux approches différentes, reportées sur la figure 4.6, visant à exploiter, en
plus des propriétés du transistor, la sensibilité au rayonnement térahertz de deux grandeurs
physiques de la protéine :
109
Chapitre 4 – Projet de recherche
— une première approche vise à utiliser les modifications de la distribution des charges
sous l’effet du rayonnement, et ses conséquences sur la conductance du transistor en
régime continu ;
— une seconde approche vise à analyser la photoréponse térahertz du transistor sous l’effet
conjugué des modifications de la répartition des charges et de la constante diélectrique
de la solution.
4.2.1 Approche statique
L’approche statique consiste à utiliser la protéine comme capteur, et le transistor comme condi-
tionneur. En effet, sous l’effet de la radiation térahertz, l’orientation des dipôles électrostatiques
vient modifier la configuration des charges au bord du canal, agissant de fait sur la tension de
grille. C’est ainsi à la protéine que revient la charge de ramener la puissance de la radiation à un
potentiel de grille.
Au regard des faibles signaux impliquées, l’analyse au premier ordre sera associée à une étude
des fluctuations afin d’évaluer le rapport signal-sur-bruit.
4.2.2 Étude de la photoréponse
Il sera nécessaire d’aller au-delà de l’étude statique. En effet, considérer que l’onde térahertz
n’agit que sur la protéine n’est valable qu’en première approximation : les effets de la radiation
sur l’ensemble du composant électronique doivent aussi être considérés. L’analyse du processus
passera nécessairement par une évaluation des valeurs de fond de la photoréponse, étudiant
le comportement du FET dans différentes configurations : sous et hors radiation, avec et sans
protéine.
D’un autre côté, l’interaction entre la protéine et le composant peut jouer un rôle important dans
la photo-réponse du dispositif, l’ensemble protéine-HEMT assurant cette fois-ci conjointement
la fonction de capteur. En effet, nous avons montré dans l’ensemble de nos travaux, que la
tension de grille et la constante diélectrique aux abords du canal jouent un rôle important dans
la photoréponse.
Il sera par conséquent nécessaire de procéder, comme nous l’avons fait pour les HEMT à base
d’InGaAs, à l’analyse conjointe de la photoréponse du dispositif par voie expérimentale et
numérique.
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Abstract
The conditions for THz radiation generation caused by electron transit-time resonance in
momentum and real spaces under optical phonon emission are analyzed for nitride-based
materials and their structures. It is shown that such a mechanism provides a unique possibility
to realize sub-THz and THz radiation generation at the border between the electro-optical and
electronic techniques by using two alternative approaches: (i) amplification of transverse
electromagnetic waves in 3D bulk materials and 2D quantum wells, and (ii) longitudinal
current–field instabilities in sub-micron and micron n+nn+ diodes. Estimations of frequency
regions, output power and efficiency of the generation demonstrate that nitrides are promising
materials for THz radiation generation.
1. Introduction
It is well known that THz represents a frequency at the
border between regions exploiting two different ways for
achieving electromagnetic radiation generation, namely: from
below, ultra-high frequency electronics and, from above,
far-infrared photonics. In the former case, the generation
is due to longitudinal electrical waves instabilities (as in
Gunn-devices, IMPATT-diodes, etc) which exploit static
negative differential conductivity (NDC) of the N- or S-
type, which starts from zero frequency and ends at some
cutoff frequency. In the latter case, generation is due
to amplification of transverse electromagnetic waves (as in
quantum cascade lasers, hot-carrier p-Ge lasers, etc) which
exploit population inversion between some energy states. Here,
the amplification/generation process is usually described in
terms of the amplification coefficients (or dynamical NDC)
which take place in restricted regions near certain resonant
frequencies. In each of these ways, the generation efficiency
decreases significantly when trying to extend into the THz
region. Therefore, identifying the physical mechanisms
which lead to THz generation making use of both ways is a
mandatory issue. The aim of this work is to show that the
electron transit-time resonance in momentum and real spaces
under low-temperature optical phonon emission is an effective
mechanism to address such an issue. To support this conjecture
we shall review recent theoretical predictions on THz
generation due to transit-time resonance assisted by optical
phonon emission in nitride-based three-dimensional (3D) bulk
materials, two-dimensional (2D) quantum heterostructures,
and sub-micron or micron n+nn+ diodes.
The content of the paper is organized as follows. Section 2
briefly reviews the concept and properties of the transit-
time resonance. Section 3 considers the amplification
and generation of transverse electromagnetic waves in bulk
semiconductors and 2D structures. Section 4 is devoted to
current instabilities in n+nn+ structures induced by excitation
of longitudinal electric waves. Major conclusions are presented
in section 5.
2. Transit-time resonance: concept and properties
At sufficiently low lattice temperatures, when the mechanism
of absorption of optical phonons with energy h¯ω0 by free
0953-8984/08/384209+12$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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Figure 1. Schematic representation of the momentum space
subdivision into a passive and an active region with respect to optical
phonon energy.
carriers is practically absent so that T ≪ h¯ω0/kB (with kB
being the Boltzmann constant), the threshold onset for optical
phonon emission subdivides the momentum space, p, into
two regions, the so called passive and active ones. In the
passive region, where the carrier energy ε(p) is less than
h¯ω0, optical phonon emission is absent and carriers undergo
only weak quasi-elastic scatterings caused by deformation and
piezoelectric acoustic phonons, as well as impurity ions with
combined characteristic momentum relaxation time τ−. In the
active region, where ε(p) > h¯ω0 spontaneous emission of
optical phonons with the characteristic scattering time
τ+ ≪ τ− (1)
is switched on. Such a situation is schematically represented in
figure 1.
With a dc electric field E being applied to the
semiconductor structure, in the passive region a carrier can
move (quasi-)ballistically up to the optical phonon boundary
if τ− satisfies the condition:
τE ≪ τ− (2)
where τE = p0/eE is the transit-time necessary for a carrier
starting from the origin of momentum space to reach its
boundary at p0 = √2m0m∗h¯ω0. Here, within a simple
spherical and parabolic band, p0 is the radius of the optical
phonon sphere in momentum space, m0 and m∗ the free and
effective electron mass, respectively.
By supposing that the condition (2) is fulfilled, the electron
penetration into the active region can display the following
scenario. If the penetration is sufficiently small, that is:
δε ≪ h¯ω0 (3)
δε being the penetration energy, a carrier quickly emits an
optical phonon and comes back near the center of the passive
region. In terms of the characteristic times, this condition is
usually formulated as:
τ+ ≪ τE . (4)
As a consequence, when the conditions (2) and (4) are
satisfied, carrier motion in momentum space takes the well-
known cyclic character. Starting from the center of the passive
region it moves quasi-ballistically during time τE , then it
quickly emits an optical phonon and returns back to the center
of the passive region, thus starting the next cycle. In real space,
such a periodic process in momentum space corresponds to a
generally forward motion consisting of free accelerations in the
field direction followed by stops occurring when the carrier,
after emitting an optical phonon, takes a near to zero velocity.
The spatial period of such an acceleration-stop motion is
determined by the real-space path which is necessary for a
carrier to achieve the optical phonon energy h¯ω0 due to the
acceleration in the dc electric field:
l0 = eE
m0m∗
τ 2E
2
= h¯ω0
eE
. (5)
In the following, such a motion in momentum and real space
will be referred as OPTTR, a short acronym for optical phonon
emission assisted transit-time resonance.
Let us stress that equations (2) and (4) merely describe
conditions necessary for the OPTTR realization in momentum
space. They are insufficient for the OPTTR to manifest itself in
real space as effects directly related with a spatial periodicity
of optical phonon emissions by each single carrier (with the
period l0). Spatial manifestation of OPTTR will take place
only if there exists a possibility to create, in some restricted
region of real space, a carrier stream with the velocity spread
δv ≪ p0
m∗m0
. (6)
Usually, such a condition can be easily realized at the source
contact by using, for example, n+n, n+n−n homojunctions
with a sharp electric field which prevents carriers from entering
into the n-region where the OPTTR conditions are fulfilled. In
the case of contacts with a wide velocity spread of entering
carriers any spatial effects of the OPTTR will be suppressed.
Under stationary conditions, in momentum space such
a cyclic motion leads to the so called streaming distribu-
tion [1–4], i.e. a carrier distribution elongated along the elec-
tric field direction. In real space, the periodic motion of carriers
can lead to formation of a free-carrier grating [5–8] and asso-
ciated kinks in the current–voltage (I –U ) characteristics when
the applied voltage corresponds to an integer number of op-
tical phonons which can be emitted by a carrier crossing the
diode [8].
Under dynamical conditions, such a cyclic motion with
the transit-time frequency fE = 1/τE produces a variety of
quite important physical phenomena. For example, the transit-
time frequency manifests itself in: (i) damping oscillations
of the carrier velocity and energy during a transient response
of the carrier ensemble under a step-like switching of the dc
electric field [9], (ii) resonant enhancement of the current noise
spectrum at a frequency close to fE [10–12], (iii) a bunching of
carriers in momentum space [13–15], (iv) noise upconversion
effects [16] under alternating (ac) electric field, etc.
Apart from the above mentioned effects, the most
important manifestation of the OPTTR is the possibility of
having microwave power generation in the sub-THz and
THz frequency regions. As predicted theoretically, such a
2
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Figure 2. Scattering rate of polar-optical-phonon emission as
function of carrier energy in 3D bulk materials and 2D GaN
5 nm QW.
generation can be related to:
(i) the transverse electromagnetic wave amplification in bulk
materials [17–20], and
(ii) the longitudinal current instabilities in diode struc-
tures [21, 22].
In the former case, the microwave power generation in the
frequency range 50–300 GHz was observed experimentally in
InP samples by the Vorob’jev group of Saint-Petersburg [23].
In the latter case, a direct observation of the OPTTR induced
generation is still absent. However, some manifestations
of the OPTTR as kinks at the I –U characteristics were
experimentally observed in InSb [24], GaAs [25], InGaAs [26]
and InP [27] structures at cryogenic temperatures.
Both the theoretical considerations and the experimental
data mentioned above show the possibility of a practical
realization of the OPTTR and of its exploitation as a
mechanism for generation. Moreover, they indicate the
possibility of two different ways to achieve generation near the
transit-time frequency. These ways are based on the instability
of the transverse electromagnetic waves (analog of quantum
laser systems) and longitudinal electrical waves accompanied
by the formation of certain spatial structures.
Since the OPTTR frequency fE = eE/p0 is proportional
to the applied dc electric field E , to increase the generation
frequency one needs to increase E . For a given material,
the increase of E eventually leads to a deterioration in the
OPTTR as expressed by condition (4). Therefore, an increase
of the OPTTR frequency can be expected in semiconductors
with a carrier–phonon interaction stronger than in standard
III–V compounds, so that shorter values of τ+ could be
achieved. Such a requirement is satisfied by wide-band nitride
materials where the electron–phonon interaction is several
times stronger [28] than in standard III–V compounds [29].
This is illustrated by figure 2 which presents the electron
scattering rate of optical phonon emission for zincblende InP
and wurtzite nitrides.
However, nitride materials in the form of bulk samples are
not readily available at the present time. Available samples
are mostly n+nn+ homostructures and heterostructures with
2D electron transport such as quantum wells (QWs) and
heterolayers (HLs). In this context, it is worthwhile
emphasizing that transport in 2D exhibits two main advantages
with respect to that in 3D, namely: (i) the possibility of
increasing the maximum generation frequency because of
a more abrupt threshold of the optical phonon emission
scattering rate (see figure 2), (ii) the possibility to use high
carrier densities whilst avoiding impurity scattering in the
passive region due to an increase of τ−, since donors are
usually remotely placed outside the 2D channel.
3. Generation of transverse electromagnetic waves
In this section we shall consider excitation and generation of
the transverse electromagnetic waves in bulk nitrides and their
2D channels. It is supposed that the OPTTR conditions are
only satisfied in the momentum space and the longitudinal
electrical spatial waves are not excited, i.e. the condition given
by equation (6) is invalid. The propagation peculiarity of the
electromagnetic transverse modes is the absence of interactions
with plasma excitations in the semiconductor volume, so that
the spatial homogeneity of carrier distribution is not violated.
The description of a process of bulk generation for such modes
coincides entirely with that of quantum laser systems when
the frequency dependence of an amplification coefficient (or
dynamic negative differential mobility (DNDM)) of the active
medium is supposed to be known. Therefore, here the main
attention will be to determine: (i) the frequency regions of
generation (i.e. DNDM), (ii) the magnitude of the small-
and large-signal amplification coefficient, (iii) the influence of
material parameters and external conditions, such as amplitude
of the applied dc electric fields, lattice temperature, etc.
Estimations of the expected output power and generation
efficiency of laser systems based on semiconductor volume in
the presence of the DNDM caused by the OPTTR will be given.
The main features of the DNDM under OPTTR conditions
will be illustrated by Monte Carlo (MC) calculations
performed for nitride-based materials (InN, GaN, AlN). MC
simulations of bulk materials include electron scattering by
ionized impurities, deformation and piezoelectric acoustic
phonons, and polar optical phonons with parameters taken
from [28]. The modeling of band structure and scattering
mechanisms in 2D QWs and HLs mainly follows [30–33].
For 2D QWs, deformation acoustic and polar optical phonon
scatterings are considered [33]. The differential mobility
and amplification spectra are calculated in the framework
of a small-signal analysis by using averaging over before-
and after-scattering ensembles as described in [11, 12, 34].
The characteristic features of generation are calculated in
the framework of the large-signal operation as described
in [34–36]. To distinguish the electron mobilities obtained
under the small- and large-signal operations we shall refer to
them as µ( f ) and µω, respectively.
3.1. Dynamic negative differential mobility
In a set of pioneering papers [17–20], it was predicted that,
under the fulfillment of the OPTTR conditions (2) and (4),
by superimposing a small ac field to a high dc field the
oscillating dynamics leads to a carrier bunching in momentum
space. The corresponding negative phase shift ϕ > π/2, with
respect to the ac electric field, can produce DNDM near the
3
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Figure 3. Real part of the differential mobility spectrum calculated
by the Monte Carlo method for GaN: (a) bulk material, and (b) 5 nm
QW structure. The dotted lines refer to the maximum value of the
DNDM as a function of frequency.
OPTTR frequency due to:
(i) the forward directional character of polar optical phonon
emission in momentum space,
(ii) the decrease, with electron energy increase, of the
scattering rate in the passive region, as it takes place
for ionized impurity and piezoelectric phonon scattering
(assuming the validity of the condition expressed by (2)).
To illustrate the general trends of the DNDM behavior in
3D materials and 2D structures, figure 3 shows the real part
of the differential mobility spectrum, Re[µ( f )], calculated
by the MC method for bulk GaN with a donor concentration
ND = 1016 cm−3 and 5 nm GaN QW (figures 3(a) and (b),
respectively) at the same values of the applied dc electric field.
As follows from figure 3, the general behavior of the mobility
spectrum is the same in both 3D and 2D cases. The OPTTR
manifests itself as a series of Re[µ( f )] minima at the transit-
time frequency and its higher harmonics. Negative values
of Re[µ( f )] (that is the DNDM) correspond to frequency
regions where amplification and generation is possible (the so
called generation bands). The magnitude of the first DNDM
minimum at the resonant frequency as a function of the applied
dc field E is given by the dotted lines that illustrate the total
frequency range of possible amplification/generation for the
given material or 2D structure.
Figure 4 summarizes the state-of-the-art and compares
results of MC simulations of the OPTTR generation frequency
band as function of the applied dc field for various 3D [34–39]
and 2D [33, 40, 41] semiconductor structures. Points show
the generation frequency obtained experimentally by Vorob’ev
Figure 4. Generation bands (frequency regions where the real part of
the differential mobility is negative) as a function of applied dc field
calculated by Monte Carlo method for bulk materials as well as
12 nm InP and 5 nm GaN QW structures at 10 K. Points refer to the
generation frequency obtained experimentally by Vorob’ev et al [23].
et al [23] in InP 54 mm × 8 mm × 7 mm samples in
the geometry corresponding to the transverse electromagnetic
waves generation. The low-frequency cutoff of generation
(lower ends of the generation bands in figure 4 and left wing
of the dotted lines in figure 3) is related to the violation of
the quasi-ballistic motion of electrons in the passive region
(equation (2)). The high-frequency cutoff (upper ends of the
generation bands in figure 4 and right wing of the dotted
lines in figure 3) is related to the increasing penetration of
electrons into the active region (equation (4)). As evident from
figure 4, the electric field regions and, hence, the generation
bands cover a rather wide frequency range, which strongly
depends on semiconductor material and transport type (2D or
3D). Furthermore, all the generation bands exhibit a similar
behavior, thus indicating the existence of some general rules at
the basis of their formation.
An universal description of the OPTTR assisted genera-
tion band for sub-THz and THz radiation was developed in [33]
in the framework of a 3D transport in bulk materials and 2D
transport in QWs and HLs. The model is based on quantita-
tive estimations of the qualitative constraints given by condi-
tions (2) and (3) for the streaming conditions obtained from
numerical calculations of the OPTTR DNDM by MC simula-
tions performed for different bulk materials and 2D structures.
It was found that:
(i) the low-frequency (LF) cutoff of the DNDM at OPTTR
takes place when the average momentum relaxation rate in
the passive region 1/τ−, which includes all the scatterings,
increases up to critical values comparable with the transit-
time frequency fE :
1
τ−
∼ fE
{
1/2, 3D
1, 2D.
(7)
(ii) independently of 3D or 2D transport type, the high-
frequency (HF) cutoff appears at the same value of average
penetration depth
⟨δε⟩cut ≈ (0.14–0.15)h¯ω0. (8)
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As a consequence, for the HF cutoff of the DNDM it was found
that:
(i) in going from 3D to 2D transport, for the same material the
change of the energy dependence of the density-of-states
is responsible of an extension of the maximum generation
frequency for up to a factor of five times.
(ii) the effective constant of polar optical (po) phonon
emission scattering rate given by:
'po = e
2(h¯ω02m0m∗)1/2
4π h¯2κ0
[
1
κ∞
− 1
κs
]
(9)
with κ0 the vacuum permittivity and κs, κ∞ the static and
high-frequency relative dielectric constant, respectively,
allows one to provide an universal presentation of the
generation band associated with the OPTTR for various
3D materials and their 2D structures on the basis of some
relevant physical quantities, namely: the carrier effective
mass, the optical phonon energy, and the po coupling
strength.
Figure 5 reports the results of available calculations and
experiments for various bulk materials and 2D structures
already shown in figure 4 in terms of universal material-
independent generation bands. Such a universal representation
is obtained when the electric field E and the generation
frequency fgen are normalized, respectively, to the effective
electric field of po-phonon emission
Eipo =
1
e
p0νipo (10)
and the po-phonon effective scattering rate given by:
νipo =
{
'po, i = 3D
'poG2Dpo (ε = h¯ω0), i = 2D
(11)
where the second line in equation (11) simply gives the po-
phonon emission scattering rate at ε = h¯ω0 (see [33] for more
details). As follows from figure 5, such an approach allows
us to reduce the variety of calculations presented in figure 4 to
the two main cases of 3D and 2D transport, respectively. Such
a unified description provides an effective way for a simple
estimation of possible generation bands in the case of 3D and
2D transport in various materials.
In essence, the model developed in [33] gives the ‘upper’
estimate of the HF-limit of the generation band primarily
determined by the parameters of a bulk material and a 2D
structure. For the LF-limit, equation (7) gives a reasonable
estimate by supposing that all low-energy scattering rates are
incorporated into an average momentum relaxation time in the
passive region τ− as 1/τ− = 1/τda + 1/τimp + 1/τee. For
example, such a procedure was used to estimate τ− in the
experimental observation of the OPTTR generation in bulk
InP [23]. These estimations give τ− ≈ τE which is reasonably
close to the values estimated above.
In concluding this subsection let us note that more detailed
MC results on the DNDM induced by OPTTR and associated
features can be found in [11, 12, 33–39, 46] for the 3D case
and [33, 40–46] for the 2D case.
Figure 5. The same dependences as in figure 4 but normalized to the
characteristic po-scattering field Eipo and frequency νipo defined by
equations (10) and (11), respectively.
3.2. Amplification and generation
It is worthwhile describing the feasibility of an active medium
(in our case a bulk semiconductor or a 2D layer in the presence
of DNDM induced by OPTTR) amplifying and generating
transverse electromagnetic waves in terms of the so called
static and dynamic amplification coefficient (gain) which, for
the single-mode operation, is given by [47, 48]:
αω(Uω) = −
√
κs
c
Pω(Uω)
Uω
(12)
where Uω is the single-mode radiation energy density inside
the volume of the active media under test, Pω(Uω) the
generated (or absorbed) radiation power density, c the light
velocity in vacuum, f the frequency of single-mode radiation,
ω = 2π f the cyclic frequency. The radiation energy density
Uω can be written as:
Uω = 1Tω
∫ Tω
0
κ0κs|E(t)|2 dt (13)
where E(t) = Re[Eω exp(iωt)] is the microwave (MW)
electric field, and Tω = 2π/ω = 1/ f the period of the MW
electric field. In turn, the power density generated by the active
medium is given by:
Pω = 1Tω
∫ Tω
0
en⟨v(t)⟩E(t) dt (14)
where n is the free-carrier concentration, and ⟨v(t)⟩ the average
drift velocity during a period of the MW field. According
to its definition, Pω takes negative values in the region of
generation, so that the dynamic gain is positive in this case.
Substitution of equations (13) and (14) into equation (12)
yields the amplification coefficient in its conventional form:
αω = −Re[µω]n e
cκ0
√
κs
(15)
where Re[µω] = 2Pω/enE2ω is the real part of the carrier
MW mobility which takes negative values under generation
conditions. Notice that equations (12) and (15) are general
and hold true for both linear and nonlinear regimes of the MW
radiation interacting with the medium.
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Figure 6. Generated power (curves 1, 2) and dynamical mobility
(curves 3, 4) calculated for bulk GaN with a donor concentration
ND = 1016 cm−3 (1, 3) and GaN 5 nm QW (2, 4) as functions of the
microwave electric field amplitude Eω at frequency f = 1 THz
superimposed on a dc electric field E0 = 4.35 kV cm−1 applied to
the samples.
Under linear operation conditions, when Uω → 0, both
αω and Re[µω] are independent of Uω, so that, analogous to
the previous subsection, we shall label them as α and Re[µ].
In this case the static gain: (i) determines the frequency region
of amplification, (ii) estimates a threshold value for the net
losses at which the generation is still possible, (iii) allows one
to choose the optimal concentration n for a given sample, etc.
Under nonlinear operation conditions, both αω and
Re[µω] depend on Uω (or Eω). Typically, for any active
medium an external resonant system will lead to the onset
and growth of a MW field amplitude Eω inside the active
medium. At the initial stage, determined by the static
gain, such a growth of Eω will lead to an increase of the
microwave power Pω proportional to Re[µω]E2ω. However,
a considerable increase of Eω will result in a decrease of
the dynamical gain due to the suppression of the physical
mechanism responsible for DNDM. Finally, the complete
disappearance of the amplification effect will take place at
sufficiently high Eω when both the gain and the generated
power go down to zero. Such a behavior is illustrated in
figure 6, which presents MC simulations of the generated
power normalized to one free-carrier Pω/n (curves 1, 2) and
large-signal mobility Re[µω] (curves 3, 4). Curves 1, 3 and 2, 4
refer to bulk GaN and GaN 5 nm QW structure. All parameters
( f = 1 THz, E0 = 4.35 kV cm−1, T = 10 K, etc) correspond
to the first DNDM minimum shown in figures 3(a) and (b). As
follows from figure 6, with the increase of Eω the generated
power starts from zero, reaches a maximum at some optimum
value of the MW field amplitude, and finally goes to zero at the
highest values of the MW field amplitude. In turn, the large-
signal mobility starts from values predicted by the linear theory
(see figure 3) and then monotonically goes to zero. One can see
that the large-signal behavior is similar for both bulk materials
and quantum structures.
The nonlinear behavior allows us to consider the
generation process on the basis of the energy balance
among the generated, absorbed, and extracted radiation
powers [34–36]. The stability of the generation process
implies that all radiation losses are exactly compensated
by the radiation amplification due to DNDM inside the
system. Therefore, under stable generation of the single-mode
radiation, the dynamic gain is equal to the coefficient of the net
loss in the resonant system,
αL = + +'. (16)
This coefficient includes both the outside power extraction, as
described by the coefficient coupling the active medium with
the external free space, +, and all the parasitic losses in the
resonant system, as described by the coefficient of internal
losses, '. Therefore, one can finally represent the power
generated inside the resonator as a function of αL by:
Pgen(αL) = −Pω(αω). (17)
The simulation of the nonlinear response allows us to obtain
the function Pω(Uω) and to calculate αω(Uω) in accordance
with equation (12). Then, by eliminating Uω from Pω(Uω)
and αω(Uω), that is, by expressing Pω as a function of αω,
one obtains the dependence of the output power extracted from
the OPTTR maser upon the generalized parameters of the
resonator:
Pout = Pgen(αL) +
+ +' . (18)
We conclude that the dependence of the generated power on
the dynamic gain obtained from equations (16)–(18) allows
us to estimate: on one hand, an upper limit of the output
generated power and, on the other hand, its dependence on
the generalized parameters of the resonant circuit, namely: +
and '. We stress that the general behavior of the static and
dynamic gains with the variation of free-carrier concentration
already directly follows from equations (14) and (15). Both
the gain and the generated power should increase with the
increase of the carrier concentration controlled by the doping
level. However, the increase of the carrier concentration in turn
decreases the value of −Re[µω], and hence, of both αω and
Pω, due to ionized impurity [34] and electron–electron [44]
scattering. The competition between these two opposing
tendencies implies the existence of an optimum range of
doping level for each generation frequency where the gain and
the generated power are maxima.
3.2.1. Small-signal operation. Figure 7 presents the
gain α( f, n) and the real part of the differential mobility,
Re[µ( f, n)], in the upper and lower parts of the figure,
respectively, as a function of the electron concentration n at
four fixed frequencies of f = 0.25, 0.5, 1, and 1.5 THz
(curves 1–4) at T = 10 K calculated for GaN. As can be seen
from figure 7, in full agreement with equation (15) at low level
of electron concentration, the DNDM is practically constant (or
even slightly increases due to the constructive role of ionized
impurity scattering) while the gain grows practically linearly
with n. At increasing carrier concentration, the gain reaches
a maximum and then decreases to zero due to the decrease of
the DNDM caused by the destructive role of ionized impurity
scattering at high level of doping. In so doing, the value
of the possible maximum gain remains fairly constant, α =
100–150 cm−1, over a wide frequency range. By contrast,
the optimum doping level is found to strongly depend on
6
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Figure 7. Real part of differential mobility (lower curves) and gain
(upper curves) as function of electron concentration in 3D GaN at
f = 0.25, 0.5, 1, 1.5 THz for T = 10 K (curves 1–4).
Figure 8. Amplification coefficient as function of the optimum
frequency calculated by the Monte Carlo method for InP and nitride
materials. The carrier concentration is chosen to get the maximum
values of α at T = 10 K.
frequency. As illustrated by figure 7 and confirmed by MC
calculations for other bulk materials, the optimum doping level
strongly depends on the desired frequency and differs by about
one order of magnitude in going from the left to the right wings
of the amplification band for the same material.
Figure 8 summarizes the amplification coefficients as a
function of the generation frequency calculated for InP, InN,
GaN and AlN with a carrier concentration chosen to maximize
the values of α( f, n) of, respectively, n = 0.1, 1, 1, 6 ×
1016 cm−3. As follows from figure 8, sufficiently high values
of gain can be achieved in a wide frequency range for bulk InP
and nitrides. As a general trend, the maximum values of the
gain are obtained for InN (300–400 cm−1) with respect to GaN
(100–150 cm−1) and AlN (50–60 cm−1).
The increase of the lattice temperature always leads to a
decrease of both the DNDM and the amplification coefficient
due to the increase of the scattering intensity in the passive
region. This is illustrated in figure 9, which presents the
variation of α with temperature in InN at different frequencies.
The wide temperature range of amplification offers favorable
conditions to obtain generation experimentally at both liquid
helium and liquid nitrogen temperatures.
3.2.2. Power generation and efficiency. Figure 10 presents
the generated power at 1 THz as a function of the coefficient of
total losses inside the resonator, αL, calculated for bulk nitrides
Figure 9. Temperature dependence of the small-signal gain α at
frequencies f = 0.25 THz calculated for InN with n = 1016 cm−3
(curve 1) and f = 0.5, 0.75, 1 THz for n = 3× 1016 cm−3
(curves 2–4).
Figure 10. Generated power at frequency 1 THz as a function of the
coefficient of total losses inside the resonator, αL, calculated for bulk
InN (ND = 1016 cm−3, E0 = 2.4 kV cm−1), GaN (ND = 1 and
2× 1016 cm−3, E0 = 4.35 kV cm−1), AlN (ND = 10× 1016 cm−3,
E0 = 20 kV cm−1), and GaN 5 nm QW (ND = 1016 cm−3,
E0 = 4.35 kV cm−1).
and a GaN 5 nm QW structure. For the 2D case we have
used the characteristics reported in figure 6 and recalculated
for ND = 1016 cm−3. Let us recall that for a stable generation
the dynamical gain must exactly compensate all the losses
in the resonant system due to power extraction outside the
resonator, parasitic, etc, i.e. αω = αL. Accordingly, if at
a given frequency αL exceeds the small-signal gain, α( f ),
given by the linear theory (see, e.g., figures 3 and 7), then
any generation is absent. Therefore, with a decrease of αL,
at each given frequency (1 THz in the case of figure 10)
generation starts from the value of the small-signal gain. With
a subsequent decrease of αL, the power increases and reaches a
maximum value at the optimum amplitude of the MW field. As
follows from figure 10, this optimum value is achieved when
αL ≃ 0.5α0ω. Here, a generation efficiency of about 1–2% (up
to 4% for the QW) is achieved. With a further decrease of
αL, the amplitude of the MW field increases so much that it
would destroy the transit-time resonance. For this reason, the
generated power decreases to finally vanish at αL = 0.
4. Longitudinal current instabilities in n+nn+ diodes
In this section we shall consider another possible kind
of instability induced by OPTTR, namely: excitation of
7
133
J. Phys.: Condens. Matter 20 (2008) 384209 E Starikov et al
longitudinal electrical waves that are directly related to
collective plasma effects. Such a kind of instability is
caused by the periodic process in real space (determined
by the distance l0 = h¯ω0/eE , see equation (5)) induced
by the periodic stopping of the moving carriers, occurring
after successive emissions of optical phonons, with a carrier
injection from the source contact which satisfies the condition
given by equation (6).
Let us recall that for the instability onset the phase shift
between drift current fluctuations and the electric field, ϕ,
which produces these fluctuations, must satisfy the condition
ϕ > π/2. Here, such a shift is formed by processes that
are induced by a collective plasma interaction in real space,
rather than in momentum space as takes place for the transverse
instability where a necessary condition is the forward peaked
probability of polar optical phonon scattering. Therefore, in
principle longitudinal instabilities induced by the OPTTR can
take place independently of the polar or nonpolar (deformation
potential) character of optical phonon scattering. This opens
another possibility to realize OPTTR assisted instabilities
along the direction of the applied field in various n+nn+
structures in terms of current instabilities. As a general trend,
a comprehensive investigation of such instabilities was carried
out in two cases on n+nn+ structures with 3D transport.
The first case refers to n+nn+ structures with a short n-
region of length d comparable with that of a free-flight, i.e. d ≈
l0. Here, each electron crosses practically the whole n-region
almost ballistically with the possibility of emitting an optical
phonon just before entering the opposite contact. As predicted
by Ryzhii et al [21, 22], these conditions are favorable for the
onset of an instability leading to sub-THz and THz radiation
generation [49, 50].
The second case refers to n+nn+ structures with long
n-regions with characteristic lengths d ≈ (10–20)l0 (up to
about 20 µm) where each electron crossing the n-region of
the structure emits a large number of optical phonons. In this
case, as shown in [5–8], there is a possibility of forming a
spatial modulation with period l0 of the electron concentration
and related quantities, the so called dynamic free-carrier
superlattice or grating. Moreover, under certain conditions,
the dynamical gratings become unstable, which can lead to
generation in the THz frequency range.
In the following, the two cases seen above and the
transition between them are investigated by MC simulations
in n+nn+ InN structures. Numerical calculations of electron
transport are performed by a simultaneous solution of
the coupled Boltzmann and Poisson equations through an
ensemble MC technique [51]. To simulate THz generation,
these equations are solved together with the equations
appropriate to the external resonant circuit as detailed in [52].
4.1. Ryzhii instability
Under the condition of constant voltage applied to the structure
terminals, such as u0 < U < 2u0, with u0 = h¯ω0/e,
the instability predicted in [21, 22] manifests itself as current
oscillations and can be explained qualitatively as follows. Cold
electrons with average energy ⟨ε⟩ ≪ h¯ω0 are injected from
Figure 11. Simulated current–voltage characteristics of
0.02–0.05–0.3–0.02 µm n+n−nn+ InN structure at 80 K under
voltage driven operation. n− = 5× 1015 cm−3, n = 3× 1016 cm−3,
n+ = 1018 cm−3.
the emitter (left n+-region). After being accelerated by the
electric field up to the energy h¯ω0, they are stopped by emitting
optical phonons and then undergo a new acceleration. The
stopping point subdivides the n-region into two zones, namely,
the zone from the emitter to the stopping point and that from
the stopping point to the collector (the right n+-region). These
two zones, which usually have different lengths (the left being
longer than the right) cannot conduct the same current. This
leads to a space charge accumulation in the n-region near to
the stopping place and, as a consequence, to a suppression of
electron injection from the emitter. Once the electron excess
charge is extracted by the collector the process is repeated.
Figure 11 reports the I –U characteristic (with I expressed
in units of current density) of an InN structure optimized
to exhibit maximum power generation in the THz frequency
range at T = 80 K. Here, the enhanced spread of the
characteristic, due to nearly-harmonic current oscillations, is
associated with different instability zones. The first instability
zone at u0 < U < 2u0 is a direct consequence of the Ryzhii
effect [21, 22] when an electron crossing the n-region emits
only one optical phonon. In the successive instability zone at
about 2u0 < U < 3u0 an electron emits two optical phonons
while crossing the n-region and the physical consequence will
be discussed in section 4.2.
Figure 12 reports the generated power and efficiency
spectra for the first instability zone of figure 11. Results
are obtained by MC simulations of the performance of the
structure coupled to a parallel resonant circuit. The arrow
indicates the current oscillation frequency f0 of the structure
operating without the external circuit when the amplitude of
the self-oscillations is near to its maximum. Such a frequency
corresponds to the transit-time frequency of the bulk material,
fE , under the condition that the optical phonon emission
occurs at a position of about 0.7–0.8 times the total n-region
length, which is consistent with the results of [53]. The
maximum power is generated at frequencies below f0, which
is also typical for longitudinal instabilities (see, e.g., [54]).
As shown by the previous MC simulations, and also found
in similar n+n−nn+ InN structures [49, 50] optimized for
1 THz generation, MW power generation at 80 K is possible
in the frequency range 0.9–1.5 THz. These structures, when
coupled to a parallel resonant circuit, at 80 K can generate up
8
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Figure 12. Generated power and efficiency spectra of the n+n−nn+
InN structure of figure 11 operating in a parallel resonant circuit at
80 K.
Figure 13. Concentration profiles in the n-region of an n+nn+ InN
structure at 80 K and U = 1.2 V for different dopings n of the
n-region: curves from bottom to top correspond to n = 0.2, 0.5, 1,
2.2, and 4× 1016 cm−3. n+ = 1018 cm−3.
to 100 µW power within the 0.9–1.2 THz frequency range.
The simulations of power generation near to 1 THz show
that generation remains possible up to temperatures of about
150 K and specific contact resistances of 5–10× 10−6 , cm2.
These circumstances point to an experimental validation of the
suggested MW power generation in the THz frequency range.
4.2. Dynamic free-carrier grating
In long n+nn+ structures, electrons crossing the n-region
can exploit the possibility of multiple emissions of optical
phonons, i.e. multiple entire stops. As shown in [5–8] in
such a case the formation of a dynamical spatial superlattice
(grating) in the n-region becomes possible. This phenomenon
is illustrated in figure 13, which reports the spatial profiles of
the electron concentration n(x) in the n-region of an n+nn+
InN structure at T = 80 K. Similarly to the single-phonon
emission case considered above, cold electrons with ⟨ε⟩ ≪
h¯ω0 are injected from the emitter into the n-region. They are
accelerated by the field up to the optical phonon energy and
then practically stop after optical phonon emission. However,
since the applied voltage is high enough to establish a multiple
optical phonon emission regime, this process is repeated in
real space until the electron leaves the n-region through the
collector. The stopping places coincide with a maximum of
carrier concentration, and their number is the integer part of the
Figure 14. Generated power spectra of a 3 µm n+nn+ InN diode
with ND = 2.2× 1016 cm−3 operating in a parallel resonant circuit at
10 and 80 K, respectively.
ratio eU/h¯ω0. Therefore, we observe the formation of a free-
carrier grating with period l0 = h¯ω0/eE¯ , where E¯ ≈ U/L is
the average field in the n-region. As shown in [5–7], under such
conditions the electron transport through the whole n-region
can be considered as the transport through a series connection
of short n+nn+ substructures of length l0, where the stopping
place serves simultaneously as the emitter and collector of two
neighboring substructures.
We notice that, at increasing voltages, the appearance
of a new period for the grating occurs abruptly when the
voltage drop at the n-region of the diode, Un , is equal to
an integer number of h¯ω0, i.e., Un = kh¯ω0 where k =
1, 2, 3, . . .. The step-like formation of a new period is reflected
in the static I –U characteristic of the diode as small periodic
kinks of period -U = h¯ω0, accompanied by oscillations
of its derivative, dI/dU , with an increase of the applied
voltage [8, 46]. We stress, that such a behavior of I (U) and
dI/dU serves as an experimental confirmation of the existence
of a free-carrier grating. For example, such oscillations
were experimentally observed in InSb, GaAs, InGaAs, and
InP structures at cryogenic temperatures [24–27], however,
in these works there were no attempts to relate them to
the grating formation. Several MC simulations [5–8] show
that such spatial gratings can be subdivided into two types:
stable and unstable gratings. For the first type, the structures
formed in space and the current flowing through the structure
are stationary in time. For the second type, the grating is
‘breathing’ in time so that the current undergoes periodic or
near-periodic oscillations in time. The breathing grating can
be treated as a manifestation of the Ryzhii instability [21, 22]
extended to the case of more than a single stop (optical phonon
emission) in the n-region. As follows from figure 11, with
an increase of the number of optical phonon emission events
the self-oscillation amplitude decreases significantly. Here,
current oscillations practically lose their harmonic character
and their time dependence becomes noisy. Nevertheless, even
in these conditions THz power generation becomes possible
provided the n+nn+ structure is embedded into an external
resonant circuit. This is illustrated in figure 14, which reports
the frequency dependence of the THz power generated by
the InN diode shown in figure 13 (with a n-region doping of
ND = 2.2 × 1016 cm−3) connected with a parallel resonant
circuit.
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Figure 15. Real part of small-signal impedance of sub-micron and
micron InN n+nn+ diodes (solid and long-dashed curves,
respectively) as function of frequency calculated by an ensemble
Monte Carlo technique. For comparison, short-dashed curve shows
the minimum of Re[µ( f )] (in arbitrary units) calculated by the
Monte Carlo method for a bulk material. For all the curves the
average electric field is 4 kV cm−1.
To investigate the effect of temperature, figure 14 reports
the spectra of the generated power for an InN diode calculated
at T = 10 and 80 K, respectively. Simulations show that at
10 K the generated power considerably exceeds that generated
at 80 K due to the smaller level of acoustic scattering intensity
in the passive region. By comparing figure 14 with figure 12 a
considerable increase of the generated power is seen. This is
due to the fact that a long diode in the presence of a free-carrier
grating can be considered as a chain of series connected shorter
subdiodes with single-optical phonon emission. Accordingly,
the total generation power of the grating is practically that of
a single subdiode multiplied by the number of subdiodes. It
is worthwhile emphasizing that the longitudinal instabilities
in the presence of OPTTR conditions considered here are the
result of the coupling of two physical processes, namely:
(i) the cyclic dynamics of electrons in the passive region of
momentum space, i.e. OPTTR, and
(ii) the collective plasma interaction of electrons in real space,
which provides the synchronization of the fluctuations
coming from the current and from the self-consistent
electric field, which is necessary for the appearance of
current instabilities.
The presence of this coupling of physical processes is
illustrated by figures 15 and 16. Figure 15 reports the real
part of the small-signal impedance, Re[Z( f )], calculated by
an ensemble MC procedure for short and long n+nn+ InN
diodes. In both cases negative values of Re[Z( f )] appear in
the same frequency range placed slightly below the DNDM
minimum of bulk InN. This clearly indicates the same origin
of the longitudinal current instabilities induced by the OPTTR
in both sub-micron and micron diodes.
Figure 16 reports the generated power calculated by an
ensemble MC procedure as a function of the n-region plasma
frequency for a resonant-circuit-operation of the 3 µm n+nn+
InN structure with various doping levels. The maximum
generated power is extracted when the transit-time frequency
is near to the plasma frequency. This result shows that the
negative shift, ϕ > π/2, between the MW component of
Figure 16. Dependence of generated power on n-region plasma
frequency (determined by its doping as fp = (
√
e2n/κκ0m∗)/2π)
calculated by an ensemble Monte Carlo technique for a 3 µm n+nn+
InN structure operating in a parallel resonant circuit at 10 and 80 K,
and given frequencies f = 1.14 and 1.05 THz, respectively.
the current and field, which is necessary for the appearance
of the longitudinal current instabilities and generation, takes
maximum values when the transit-time and plasma frequency
are nearly equal.
5. Conclusions
Summarizing this review, we conclude that optical phonon
emission assisted transit-time resonance (OPTTR) of carriers
in momentum and real spaces provides a unique possibility to
realize sub-THz and THz radiation generation at the border
of the electro-optical and electronic techniques by exploiting
both these techniques. On one hand, analogously with lasing
technologies, the amplification and generation of transverse
electromagnetic waves in bulk (or bulk-like) samples can be
realized, as was experimentally verified by Vorob’ev et al [23].
On the other hand, analogously with micron and sub-micron
structures, microwave and THz power generation can be
obtained from longitudinal current instabilities similar to those
analyzed by Ryzhii et al [21, 22]. It should be emphasized that
both possibilities are closely related to the dynamic character
of the hot-carrier negative small-signal conductivity induced
by OPTTR. An additional advantage of OPTTR is that the
generation frequency can be easily tuned in a sufficiently wide
frequency range by changing only the strength of the applied
electric field.
The results of numerical simulations show that with re-
spect to standard semiconductor A3B5 compounds the nitride-
based materials offer the following interesting possibilities:
(i) to expand the generation spectrum up to 3–5 THz, since
the maximum values of constant applied field at which
DNDM is still possible can be increased considerably;
(ii) to reach sufficiently high values of the amplification
coefficient and generated power, due to the possible
increase of the optimum doping level up to impurity
concentrations of ND = 2–4× 1016 cm−3;
(iii) to expand the range of the working temperature from
cryogenic up to the liquid nitrogen value (at least for InN
and GaN), which considerably simplifies the experimental
implementation of OPTTR.
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As concerns THz radiation generation due to OPTTR, the
GaN-based structures seem to be the most preferable at the
present time. On one hand, even a bulk-like 3D electron
transport in epilayers is of great interest, by supposing that
propagation (and amplification) of transverse electromagnetic
waves can be realized inside the same epilayer. On the other
hand, one can exploit the transition from 3D to 2D transport
in advanced AlGaN/GaN heterostructures, which provides a
considerable increase of the maximum generation frequency.
It should be stressed, that the increase of the high-frequency
cutoff in 2D structures means, in essence, the possibility by
increasing the dc electric field to ease considerably the critical
factors at the basis of OPTTR realization, and which are
related with the lattice temperature, impurity concentration,
etc. This is very important for the generation mechanisms
that are assisted by OPTTR in micron and sub-micron n+nn+
3D structures where, due to OPTTR interaction with plasma
oscillations, the conditions for THz generation are easier than
those in 3D homogeneous structures. For example, as seen
above, in InN n+nn+ structures THz generation can persist
up to temperatures of 100–140 K [49]. For such structures
the transition to a 2D transport could lead to an additional
extension of the temperature range, hopefully up to room
temperatures.
Unfortunately, it is necessary to stress that the experimen-
tal investigation of the effects related with OPTTR suffers from
a considerable time-lag with respect to the theoretical predic-
tions developed so far, and which have been summarized in the
present review. The reasons of such a lag can be of a subjec-
tive as well a objective nature. Within the subjective reasons,
on one hand, we mention the fact that to date OPTTR effects
do not represent an ‘hot-topic’ in physical research since they
are based on sufficiently well-established physical phenomena
known for the last 30–35 years. On the other hand, these in-
vestigations cannot be treated as only related to THz amplifica-
tion/generation. Indeed, in full analogy with the development
of hot-carrier lasers and masers [1] such a study must include a
large variety of experimental investigations, such as low-field
mobility, contacts (ohmic and non-ohmic) and their character-
istics, high-frequency intrinsic noise (luminescence), resonant
systems, etc.
The objective reasons are related to the fact that all
existing experiments concerning the OPTTR were obtained
in bulk A3B5 materials developed with good technology of
production, reliable control of the involved parameters and
contacts, etc. Indeed, an experimental validation of the
OPTTR assisted microwave radiation/generation was obtained
only for the case of sufficiently long InP samples(about 5–
10 cm) and with Ohmic contacts [23]. At the present
time, bulk samples of nitrides with sufficiently large size
are practically non-existent. The only available samples are
mostly n+nn+ micron and sub-micron structures, nanolayers
with 2D transport, and similar structures. The electrical
characteristics of these structures and layers depend on a
variety of parameters, related to the technological process,
some of which are not well controlled. In such conditions,
the selection of samples appropriate for the realization of THz
radiation amplification/generation due to OPTTR implies a
large variety of complementary investigations, which include
the characteristics of electron transport (low-field mobility
and carrier concentration), contact resistance, amplification
coefficient, etc. To this end, we believe that a very important
step should be that of investigating OPTTR accompanying
effects that allow the identification of the realization of transit-
time dynamics in momentum and real spaces under conditions
more relaxed than those necessary for the generation induced
by OPTTR alone.
In this context let us stress that, apart from MW
radiation amplification and generation, the noise behavior
under OPTTR conditions is of importance since it also reflects
the cyclic dynamics of electrons in momentum space and,
hence, it can serve as a precursor indicator of an instability.
Moreover, it is usually easier to perform measurements of
spontaneous radiation (noise) rather than to achieve radiation
from stimulated generation with the sample placed inside some
external resonance system. For example, recent experimental
techniques allow one to measure the current noise spectrum in
the THz frequency range even at liquid helium temperatures
(see, e.g. [55] and references therein).
Finally we mention the interesting possibility of experi-
mentally verifying the OPTTR quality and the appearance of
spatial free-carrier gratings from the measurements of peculiar
features of the current–voltage characteristics in n+nn+ and
similar structures.
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Abstract We present a theoretical investigation of high-
frequency electronic noise in field-effect transistors used as
detectors of TeraHertz radiation. Calculations are performed
using the hydrodynamic-Langevin approach and specialized
to the case of InGaAs high-electron mobility transistors.
The main physical phenomena associated with the effect
of branching of the total current between channel and gate
and the appearance of two-dimensional plasma waves are
discussed. We demonstrate that thermally excited standing
plasma waves originate series of resonant peaks in the cor-
responding noise spectral densities whose presence can be
controlled by the embedding circuit. A significant damping
of the high-frequency excess noise is found when the transis-
tor is submitted to a two-lasers optical photo-excitation pre-
senting a beating frequency in the TeraHertz range. Finally,
we discuss the dependence of the damping effect, as well as
a shift of the resonance peaks from the presence of channel
ungated regions.
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1 Introduction
The use of nanometer high-electron mobility transistors
(HEMTs) for the development of low-cost THz detectors
and emitters working at room temperature is one of the
most promising trends in ultrafast modern electronics. Such
devices should open the way to a large number of appli-
cations and may greatly benefit from the development of
integrated systems [1]. Mainly, this is associated with the
possibility of easy tuning the 2D plasma excitation spectrum
inside the transistor channel by changing the external condi-
tions, namely: gate voltage, drain voltage, operation regime,
etc. [2–4]. Indeed, under special excitation and biasing con-
ditions, stream-plasma instabilities leading to the emission of
THz radiation may be created in the transistor channel [5]. On
the other hand, it has been proved both by experiments and
numerical simulations that the excitation of plasma modes in
the transistor channel increases significantly the efficiency
of room-temperature direct and heterodyne detection in the
THz frequency range [6,7]. It is well known that the char-
acteristics of the internal electronic noise of a device reflect
sufficiently well the information related to both the eigen-
frequency spectrum [2] and the state of the free carrier system
and its changes (for example, in going from equilibrium to
nonequilibrium conditions). Such a dependence of the inter-
nal noise characteristics on the physical behavior of free car-
riers can also be used as a precursor of the transition from a
first physical state to another one such as, for instance, the
transition from a static to a dynamic state, onset of generation
processes, etc. [2,3].
Usually, one of the most effective way to investigate the
eigen frequency spectrum is related to the analysis of the fre-
quency behavior of the current and voltage noise spectra of
the device under test. Therefore, investigations of noise fea-
tures of modern HEMTs structures related to the excitation
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of 2D plasma waves is rather essential for their characteriza-
tion in THz applications.
In this work, we calculate, through an adapted hydrody-
namic (HD) model, the noise features of a HEMT constituted
by an In0.53Ga0.47 As channel. Firstly, the intrinsic noise is
calculated and the effect of branching due to the existence
of three terminals in the transistor is investigated. Then, the
influence of the external perturbations on noise features are
evaluated: the effects of embedding circuits, photo-excitation
processes, and presence of ungated regions.
2 Numerical modeling
Let us suppose that carrier transport in the transistor can
take place only along the conductive channel from source to
drain contacts, i.e. carrier flow in the transverse direction with
respect to the channel is absent. This allows us to describe
carrier transport and accompanying thermal fluctuations as
a one-dimensional (1D) process by using simple HD equa-
tions [2]
∂n
∂t
+ ∂nv
∂x
= 0 (1)
∂v
∂t
+ ∂
∂x
[
v2
2
+ e
m∗ ϕ
]
+ eνD ∂n
∂x
+ vν = f˜ (2)
where n and v are the concentration and velocity of electrons
in the channel, respectively, ν is the velocity relaxation rate,
m∗ the electron mass, D the longitudinal diffusion coeffi-
cient, and f˜ the Langevin force which describes the source
of thermal fluctations at the lattice temperature T with the
spectral density
S f f = 4kB T ν
m∗ (3)
The self-consistent potential ϕ(x) inside the channel is
described by a 1D approximation of the 2D Poisson equation
[8]:
εc
∂2
∂x2
ϕ + εs Ug − ϕd(x)δ =
e
ε0
[n(x)− ND(x)] (4)
where δ is the channel width, Ug the gate potential, ND the
effective donor concentration in the channel, d(x) the effec-
tive gate-to-channel distance. A dependence of d(x) on the
coordinate in the channel allows us to describe in the frame-
work of Eq. (3) both gated regions where d(x) has certain
finite value and ungated regions where d(x) → ∞ is sup-
posed to tend to infinity.
The system of Eqs. (1)–(4) is closed, and, as shown in
Ref. [2] it allows us, from one side, to calculate numeri-
cally the spectral densities of current and voltage fluctuations,
SJ J (ω) and SUU (ω), respectively at the transistor terminals
as:
Sξξ (ω) =
∫ L
0
n(x0)|Gξ (ω, x0)|2S f f (x0)dx0 (5)
where L is the full length of the channel, Gξ (ω, x0) the spec-
tral representation of the response function (ξ = J,U ) to a
local δ−like excitation at x = x0 induced by the Langevin
force f˜ (x0).
It should be emphasized that the characteristic feature of
a gated channel of HEMT is the possibility of an excita-
tion of standing plasma waves in the channel. As a con-
sequence, both internal fluctuations caused by carrier scat-
tering events inside the conducting channel (that is thermal
excitation of the waves) and external excitations (such as
ac voltages and currents applied to HEMT terminals, photo-
excitation, influence of external circuits, etc.) will originate
in spectral response series of resonant peaks at frequencies
corresponding to eigen spatial modes of plasma waves.
3 Effect of branching
Usually, the analysis of electron transport and noise is based
on the conservation law of total current∮
S
jtot dS = 0 (6)
where
jtot = εε0 ∂E
∂t
+ jdri f t (7)
is the local total current-density consisting of the displace-
ment and conduction (drift) components, and S is a sur-
face surrounding some volume of interest. In the case of
two-terminal devices (resistors or diodes), a one dimen-
sional treatment of carrier transport, which supposes that
jdri f t ||E||x , is usually used. In this case the conservation
law reduces to the scalar relation:
∂
∂x
[S(x) jtot (x, t)] = 0 (8)
which corresponds to the current flow conservation inside a
tube with cross-section S(x). In going from two- to three-
terminal (transistors) devices the local parallelism of jdri f t
and E inside the device is in general violated, so that a one
dimensional approximation no longer applies. This implies
the appearance of branching of total-current tubes: as a
result, the total current conservation must be formulated as a
zero-sum rule for incoming/outcoming currents in a volume
bounded by some closed surface S. Such a situation is typical
in FET/HEMT structures. Here, the conduction current jdri f t
mainly flows along a conducting channel while the govern-
ing direction of the local electric field E does not coincide
with the current flow due to the presence of a gate.
To illustrate the effect of branching, let us consider the
time response of currents at the source, drain and gate ter-
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Fig. 1 Time response of currents respectively at source, drain, and
gate terminals calculated by the hydrodynamic approach for a local
perturbation introduced by the Langevin force at two different points
x0 = 0.05 µm a and x0 = 0.45 µm b of the channel. As boundary
conditions we take Ug = 0 and Ud = 0. Other parameters are: channel
length L = 1000 nm, thickness δ = 15 nm, channel to gate distance
d = 15 nm, donor concentration N 3D = 8× 1017 cm−3. Kinetic para-
meters of electrons in the channel correspond to In0.53Ga0.47 As at room
temperature, namely: ν = 3× 1012 s−1 and m∗ = 0.048m0
minals, respectively, (Js, (Jd and (Jg , caused by a local
perturbation appearing at time moment t = 0 in points
x0 = 0.05 (just near to the source) and 0.45µm (near to
the channel centre). The calculated results are reported in
Fig. 1. When a perturbation occurs near to one of the channel
boundaries (source or drain, see Fig. 1a), the current response
appears practically immediately at the perturbed terminal,
while at the opposite terminal it appears with a time delay
of about 1 ps. When the perturbation takes place near to the
channel centre (see Fig. 1b), the delay of the current response
appears at all the three terminals. Independently of the ini-
tial perturbation location, the temporal evolution of the (Jg
response tends to be synchronized with either the (Js or the
(Jd , thus fulfilling the zero-sum rule, i.e.
(Jd −(Js +(Jg = 0 (9)
Such a delay leads to the appearance of a series of resonant
peaks, i.e. to an oscillatory behavior of noise spectra.
4 Plasma waves excited by intrinsic fluctuations
We calculate in a first step the spectral density of current
fluctuations in source-drain (SD) and source-gate (SG) cir-
cuits. The results, calculated at constant voltage operation,
that is for (Ug = 0 and (Ud = 0, are reported in Fig. 2.
We observe that, as expected, oscillations in the noise spectra
which are related to the resonant excitation of spatial modes
of plasma waves in the dielectric layer separating the channel
from the gate. Here, the resonant frequencies can be deter-
mined by [2]
ωires(k) = ωp
k√
(λL/π)2 + k2
{
k = 0, 1, 2, . . . , i = SD
k = 1, 3, 5, . . . , i = SG
(10)
The full set of resonances (k = 0, 1, 2, . . .) correspond-
ing to the excitation of standing waves appears for fluctu-
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Fig. 2 Calculated spectral density of current fluctuations in source-
drain and source-gate circuits calculated with Ud = 0 and Ug = 0. The
considered transistor is the same as for Fig. 1
ations in the SD circuit only, while in the SG circuit one
observes only odd spatial modes (k = 1, 3, 5, . . .). As fol-
lows from Eq. (10), the spectrum of excited plasma modes
exhibits an upper limit at k → ∞ given by the 3D plasma
frequency ωp. Note that the widely used gradual channel
approximation of Poisson equation [9] (obtained when the
second spatial derivative in Eq. (2) is omitted) gives an infi-
nite equidistant spectrum of Dyakonov-Shur plasma waves
which corresponds to the limit k ≪ λL/π in our Eq. (10).
5 Effect of embedding circuit
Let us now analyze the effects of external perturbations, by
considering the embedding circuit. Figure 3 reports the noise
spectra of current fluctuations SJ J in the SD circuit in two
cases, namely: when the SG circuit is in short ((Ug = 0), or
open ((Jg = 0) circuit. As follows from Fig. 2 (b), in going
from the former to the latter case, the fluctuation spectrum
SJ J looses the contribution of the odd harmonics of plasma
excitations, thus only the even (k = 2, 4, 6, . . .) harmonic
contribution remains in the spectrum. Indeed, when the SG
circuit is open, so that (Jg = 0, spatially-different partial
contributions of the channel-to-gate current must fully com-
pensate each other to provide zero current at the gate. This
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Fig. 3 Spectral density of current fluctuations in an SD circuit for a
short ((Ug = 0) and open ((Jg = 0) SG external circuit (curves 1
and 2, respectively). The considered transistor is the same as for Fig. 1
condition can be satisfied only for even modes with a node
in the channel centre. A change of the operation regime of
one of the adjoint circuits (e.g. SG or SD) leads then to a
corresponding change of the current fluctuation spectrum.
6 Optical excitation of plasma waves
Let us now consider the effects of photo-excitation on noise
features of the transistor: as a matter of fact, plasma waves in
the transistor can be also produced by modulating the elec-
tron concentration in the channel with the mixing of two
lasers having slightly different frequencies presenting a beat-
ing within the THz range. To this purpose, from a technical
point of view, an additional averaging of the spectral den-
sities over a period of the beating signal is performed. The
simulations of noise and the photo-excitation phenomena are
carried out near thermal equilibrium. Two operation modes
of HEMT are considered:
– In the former case, to simulate a voltage driven operation,
all the potentials applied to source (Us), drain (Ud) and
gate (Ug) terminals are supposed to be zero. These values
are used as boundary conditions for the quasi-2D Poisson
equation [3,4] in a straightforward way.
– In the latter case, for a constant total current operation at
the drain terminal, the condition Ud = 0 is replaced by
Jd = 0. To fulfill this condition, an additional differential
equation for the electric field at the drain contact:
∂Ed
∂t
= Jd − J
cond
d
εε0
(11)
is solved in parallel with the HD equations and a value
Ed(t) at each time step is used as a boundary condition
for the quasi-2D Poisson equation at the drain terminal.
The parameters of the HEMT structure mainly correspond
to those of refs. [2,10]. The electron-hole pair generation rate
is expressed as
G(t) = G0 [1 + cos(2π fbt)] (12)
where G0 = 1029 s−1cm−3 and fb is the beating
frequency.
Figure 4 shows the spatial profiles of electron concentra-
tion calculated by the HD approach under photo-excitation
for constant drain-voltage and drain-current operation modes
when the beating frequency corresponds to the fundamental
plasma wave frequency of 476 and 250 GHz for the first and
second operation modes, respectively. As follows from Fig. 4
excited standing modes correspond, respectively, to λ/2 and
λ/4 waves.
Figures 5 and 6 present noise spectra calculated without
and with photo-excitation (solid and dashed lines, respec-
tively) for the above described two operation modes. Let
us discuss firstly the case without photo-excitation. For the
voltage-driven operation the first resonance at the funda-
mental frequency f I1 corresponds to the standing plasma
wave with λ/2 = Lg where Lg is the length of the
gated part of the channel. In agreement with analytical
considerations [3], the intrinsic noise spectrum at source
and drain terminals contains resonances at all the fre-
quencies fk = k f I1 (k = 0, 1, 2, 3, . . .), while only odd
spatial modes with k = 1, 3, 5, . . . manifest themselves
in the spectrum of gate current fluctuations. For the sec-
ond operation mode, which keeps constant the total cur-
rent at the drain terminal Jd = 0, the first resonant peak
at the fundamental frequency f I I1 corresponds to plasma
wave with λ/4 = Lg , so that f I I1 ≈ f I1 /2. Here, both
spectral densities of current and voltage fluctuations at
the source/gate and drain terminals, respectively, exhibit
series of resonant peaks at frequencies fk = k f I I1 , k =
1, 2, 3, . . .
To calculate the noise spectra modifications due to photo-
excitation under the drain-terminal voltage and current
driven operation modes we use the beating frequency of
the electron-hole pairs generation rate to be equal to f I1
and f I I1 , respectively. The results are presented in Figs. 5
and 6 by dashed lines. It is evident that, when the photo-
excitation amplitude is sufficiently high, a significant damp-
ing of the excess noise both at the beating frequency and
all the frequencies where plasma waves can be excited, is
observed. In part, this can be explained by photo-excitation
of the regular plasma waves (see Fig. 4) which damp effec-
tively irregular plasma waves, that is the one appearing
because of the presence of fluctuations. Indeed, under the
effect of photo-excitation, the signal-to-noise ratio becomes
higher: regular plasma waves become dominating and the
irregular ones are damped. Then, under photo-excitation
conditions, the plasma waves amplitude is increased at the
plasma frequencies, but the fluctuations are less impor-
tant.
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Fig. 4 Spatial profiles of electron concentration in InGaAs HEMT
operating under constant a voltage Ud = 0 and b current Jd = 0
applied to the drain terminal in the case of photo-excitation with the
generation rate G0[1 + cos(ωt)]. Curves 1–4 correspond to phases
ωt = 0, π/2, π, 3π/2. The channel thickness is δ = 15 nm, the gate-
to-channel distance d = 15 nm, the gated channel length Lg = 940 nm
with 30 nm ungated regions at the source and drain terminals, the chan-
nel effective donors density N ′D = 8× 1017 cm−3. The velocity relax-
ation rate is ν = 1012 s−1
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f I1 = 476 GHz (solid and dashed lines, respectively). The arrow indi-
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under constant current Jd = 0 flowing through drain terminal. Cal-
culations are performed by the HD approach without and with carrier
photo-excitation at the beating frequency f I I1 = 250 GHz (solid and
dashed lines, respectively). The arrow indicates the photo-generation
frequency
7 Effect of ungated regions
Let us finally consider the influence of additional ungated
regions placed between the gated region and source and drain
contacts on the high-frequency component of eigen thermal
noise of FET/HEMT channels. Figure 7 illustrates the typi-
cal changes occurred in the spectrum of thermal fluctuations
SJ J (ω) in the source-drain loading circuit of the HEMT due
to the variations of the ungated region length and the geomet-
rical position of the channel ungated regions with respect to
the gated ones. Figure 7a corresponds to two ungated regions
of the same length placed symmetrically with respect to the
gated region. Figure 7b and c correspond to one ungated
region placed near the drain and source contacts, respec-
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Fig. 7 Spectral density of drain-current fluctuations calculated for the
HEMT structures with ungated regions placed: a symmetrically from
the gate, b between the gate and drain, and c between the source and
gate contacts. Lg = 400 nm. The length of ungated regions is indicated
in the figures. Others parameters are: δ = 15 nm, d = 100 nm, n =
8× 1017 cm−3, ν = 2× 1012 s−1 and T = 200 K
tively. The calculations are performed for equal source and
drain potentials, i.e. they are in short circuit.
As follows from Fig. 7 the influence of ungated regions
of the channel on SJ J (ω) is accompanied by two effects:
1. A decrease of the resonant frequencies of 2D-plasma
waves which can be excited in the HEMT channel (red
shift of eigen frequencies);
2. A damping of the intensity of the spectrum of current
fluctuations SJ J (ω) in the high-frequency region.
Estimations of the red shift of the frequency of eigen 2D-
plasma wavesωi performed by using the positions of the first
low-frequency resonances in Fig. 7 shows that ωi ∼ 1/L .
The shift is mainly determined by the full channel length
L = Lg + Lun where Lun is the total length of the ungated
channel regions. Let us note that the influence of the geomet-
rical factor (that is where ungated regions are placed with
respect to the gated one) is of minor importance for the red
shift. while it is of main importance for the damping effect.
As follows from the comparison of Fig. 7b and c, from one
hand, the 2D-plasma wave eigen frequency shift is practi-
cally independent of the position of the ungated region with
respect to the gated one. From the other hand, the suppresion
effect takes place only if the ungated region is placed near
the drain region.
8 Conclusion
We have performed calculations of the spectral density of
current fluctuations through an hydrodynamic approach in
InGaAs HEMTs. Due to the continuous branching of the total
current under the gate-governed transistor channel, a set of
spatial modes of 2D-plasma waves excited at the characteris-
tic frequencies of the channel may appear. This phenomenon
concerns the frequency region ω < ω3Dp which is well below
the threshold of the 3D-plasma oscillations where excitation
of the usual 3D electromagnetic waves is forbidden by the
dispersion law.
Then, the investigation of the photo-excitation effects on
the noise features showed that when the beating frequency
coincides with the fundamental frequency of plasma waves,
an increase of the photo-excitation amplitude results in a
significant damping of the intrinsic excess noise both at the
beating frequency and at all the frequencies where plasma
waves can be excited. Such a behavior is then favorable for the
development of room-temperature operating tunable sources
and detectors of THz radiation based on the photo-excitation
technique.
Finally, we have shown that the ungated regions placed
at both sides of the gated channel region have a significant
effect on the frequency dependence of both thermal and exter-
nally induced fluctuations of the current flowing through the
HEMT channel. Such an influence can be subdivided into
two main parts related to: (i) the presence of ungated regions
independently of their positions, and, (ii) an asymmetry of
their positions with respect to the gated channel region.
In the former case it is found that, in the low frequency
region considerably below the 3D-plasma frequency ωp of
free-electrons in the channel, the influence of an additional
ungated region can be interpreted as an elongation of the gate
region length. This is accompanied by a red shift of the reso-
nance frequencies of 2D plasma waves. In the high-frequency
region, where ω → ωp, the spectrum of 2D-plasma excita-
tions changes its character by going from the voltage-driven
to the current-driven operation of HEMT structure without
ungated regions.
In the latter case, it is shown that the positions of ungated
regions have a different influence on the intensity of high-
frequency perturbations of the channel current. The presence
of an ungated region at the HEMT drain-contact side leads
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to a sharp damping of current fluctuations at ω→ ωp while
the presence of an ungated region at the source-contact side
has no significant influence. Physically, such an asymme-
try is connected to the influence of the drain-side ungated
region which, with respect to the gated region, plays the role
of load impedance of an external circuit whose magnitude
sharply increases at ω→ ωp. In contrast, an increase of the
impedance of the source-gate ungated region does not lead
to the damping effect owing to a positive feedback appearing
between source and gate regions.
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A Monte Carlo simulation of electron transport in In0.53Ga0.47As and InAs is performed in order to extract the main kinetic 
parameters: mean valley population, effective mass, drift velocity, mean energy, ohmic and differential mobility. Most of these 
quantities are crucial for the development of macroscopic numerical models. Moreover, for some calculated quantities, analytical 
interpolation equations are given in order to achieve easy implementation in numerical codes. A comparison between our Monte 
Carlo calculation and several experimental and theoretical calculations is also carried out in order to validate the results.
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1. Introduction
Nowadays nanoelectronics devices operating at ul-
trahigh frequencies have a huge number of applica-
tions in various domains: high-speed telecommuni-
cations, spectroscopy, imaging, security, THz-wave 
generation/detection systems [1].
Traditionally, the  frequency response of the de-
vices and their capacity of integration have improved 
by means of a progressive diminution of their size. 
Today the progress of technology has allowed one 
to reach characteristic dimensions in the nanome-
tre range [2–6]. The fact that the technology allows 
the  shrinking of the  device dimensions towards 
the nanometric scale is useful in reducing the car-
rier transit time, thus generally improving the speed 
performances of traditional devices.
In parallel, the achievement of high-speed elec-
tronic devices requires semiconductor materi-
als with excellent electron mobility and transport 
properties. Two examples of these materials are 
In0.53Ga0.47As and InAs. The  In0.53Ga0.47As has been 
suggested to have a great potential for high-speed 
room-temperature devices due to high electron 
threshold velocities [7–9]. Moreover, recent studies 
showed that InGaAs transistors such as high electron 
mobility transistors (HEMTs) and metal–oxide–
semiconductor field-effect transistors (MOSFETs) 
can be used as emitters or detectors in the THz do-
main [10, 11]. In the same context, the InAs, due to 
its low effective mass and a narrow gap, is a good 
prototype of material for future electronic devices. It 
is often used in combination with AlGaSb or AlSb in 
a wide range of electronic and optoelectronic appli-
cations. For example, an intrinsic cutoff frequency as 
high as 250 GHz at a drain voltage of 0.6 V has been 
achieved with a 0.1 μm gate length HEMT. Different 
attempts have also been made to design heterojunc-
tion bipolar transistors (HBTs) with InAs. Simple bi-
polar junction transistors (BJTs) and HBTs with an 
InAlAs or InAsP emitter have been studied, as well 
as more sophisticated HBTs made with InAs/AlSb 
superlattices. An  InAs/AlSb quantum hot electron 
transistor (QHET) is another example of an innova-
tive high-speed transistor [2] having the potential to 
efficiently exploit the unrivaled transport properties 
of InAs in THz applications. Despite the  fact that 
InGaAs and InAs are very widely used in many dif-
ferent high frequency applications, a detailed study 
of their electronic transport is still limited [12–16].
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In particular, the input parameters of the widely 
used hydrodynamic (HD) and drift–diffusion (DD) 
approaches are difficult to find, which leads to the dif-
ficulty of studying the behaviour of In0.53Ga0.47As and 
InAs based devices using commercial or academic 
microscopic simulators. As a consequence, the first 
step to describe correctly both the  stationary and 
transient regimes in In0.53Ga0.47As and InAs is to 
extract the  unavailable parameters using a micro-
scopic simulation of the  electronic transport. For 
this purpose, we perform a  comprehensive inves-
tigation of transport parameters in In0.53Ga0.47As 
and InAs at 300 K based on a Monte Carlo (MC) 
simulation.
The paper is organized as follows. In Section 2, 
the theoretical model is described. Then the follow-
ing kinetic parameters are described: valley popula-
tion in Section 3, effective mass in Section 4, aver-
age energy in Section 5, drift velocity in Section 6 
and mobility in Section 7. The main conclusions are 
drawn in Section 8.
2. Theoretical model
In the  framework of our MC simulation of charge 
transport in InGaAs and InAs, only the  dynamic 
of electrons is taken into account. To investigate 
the transport properties of InGaAs and InAs at room 
temperature, we use a standard MC simulation [17, 
18] where the electronic properties of the bulk mate-
rial are directly related to the scattering mechanisms 
and the band structure. The input has been obtained 
interpolating the values of the corresponding bina-
ry materials [12, 19–22]. For the conduction band, 
we have used a  model with three non-parabolic 
spherical valleys (one Г, four equivalent L and three 
equivalent X). The scattering mechanisms which are 
included in the  physical model are the  following: 
collisions with ionized impurities (Brooks–Herring 
model), transitions due to absorption and emission 
of polar and non-polar optical phonons, collisions 
with acoustic elastic phonons, intervalley and alloy 
scatterings [23]. In particular, the impact ionization 
has been treated in the  framework of the Keldysh 
approach [12, 24–27] where the probability per unit 
of time is given by
 (1)
where A is a coeficient which indicates the strength 
of the  scattering process and ϵth is a  threshold en-
ergy. The  parameter ϵth can be calculated using 
the Anderson and Crowell criteria [28] or following 
the procedure outlined by Quade et al. [29]. A is an 
adjustable parameter the value of which is chosen in 
order to reproduce the average ionization coefficient 
measured experimentally [30, 31].
Figure 1 shows the simulated impact ionization 
coefficient as a function of the inverse electric field, 
compared with several experimental and theoretical 
results available in the literature [30–36]. In the case 
of InGaAs, it can be clearly seen that the  existing 
results differ by more than one order of magni-
tude for the same electric field. In our MC simula-
tions, the input parameters have been adapted with 
Fig. 1. Impact ionization coefficient as a  function of inverse electric field in InGaAs (left) and InAs (right) with 
ND = 1016 cm–3. The continuous lines represent MC simulation, the full symbols show the experimental results, and 
the empty symbols show other simulations present in the literature [30–39].
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the  experimental data of Pearsall [30]. In the  case 
of InAs, because of the  lack of experimental data, 
we have adapted our MC simulation to the experi-
ments of Mikhailova [37]. Our MC results are also 
in good agreement with the simulations of Bude and 
Hess [32].
3. Valley population
We start the investigation of the bulk properties by 
calculating the  fractional valley population in Г, L 
and X valleys in steady-state conditions. The results 
are reported in Fig.  2 as functions of the  electric 
field, for an electron density ND equal to 1016 cm–3. In 
the same figure, we have reported the theoretical re-
sults of Choo [34] for InGaAs and we observe a good 
agreement for all considered values of the  electric 
field. For both materials, the electron transfer into 
the L valley starts at 1 kV/cm. Then, a greater quan-
tity of electrons is found in the L valley compared 
to the Г valley, starting at 11 kV/cm for InGaAs and 
7  kV/cm for InAs. The  transfers into the X valley 
begin around 6 kV/cm and 4 kV/cm, respectively. 
The electron population in the X valley becomes not 
negligible in both materials for electric fields greater 
than 30 kV/cm. In Fig. 2 we observe that, for InAs, 
the settlement of higher valleys takes place for weak-
er electric fields than for InGaAs because of the dif-
ference in the effective mass and the non parabolic-
ity of the bands. The fractional valley population has 
been found to be practically independent of ND in 
the range 1015–1018 cm–3, which is the domain stud-
ied in this article.
4. Effective mass
Figure 3 reports the results obtained for the mean lon-
gitudinal electron effective mass versus the  electric 
field. This quantity is obtained by averaging the  in-
verse electron longitudinal effective mass 1/m*x which, 
taking into account the non parabolicity of the bands, 
is deffined by
 
, (2)
where px is the component of the moment in the di-
rection of the electric field, α is the coeficient of non 
parabolicity, ϵ is the energy, and m* is the electron 
effective mass at the bottom of the conduction band, 
that is, for an energy equal to zero. The  longitudi-
nal effective mass depends on the  valley in which 
the electron is present.
Fig. 2. Average fractional valley population of electrons 
in Г, L and X valleys of InGaAs and InAs as a function 
of the electric field with ND = 1016 cm–3. The lines rep-
resent MC simulation. The symbols represent the theo-
retical results of Choo [34]. The lines between symbols 
simply connect the reported points.
Fig. 3. Average electron effective mass of InGaAs and 
InAs as a function of the electric field for ND = 1016 cm–3.
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We observe three main zones depending on 
the  electric field. The  first zone is for values lower 
than the threshold field, where the majority of elec-
trons are still in the Г valley with a low average effec-
tive mass. The second area corresponds to the field 
values for which a significant number of electrons is 
transferred from the first to the second valley. The av-
erage effective mass increases towards the  value of 
the  effective mass in the L valley. Lastly, the  third 
zone corresponds to the  higher electric fields 
(E ≥ 30 kV/cm) for which a significant number of 
electrons is progressively transferred into the X val-
ley. The  electron transfer between Г and L valleys 
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is characterized by a larger electron mass difference 
than that between L and X valleys. This is the reason 
why the variation of the effective mass is higher for 
low electric fields.
Regarding the effective mass, in Fig. 4 we report 
our MC results compared with the experiments of Ke-
samanly [40] for InAs. A good agreement is found for 
the values of the electron density lower than 1017 cm–3 
and a difference of about 20% is noted for higher elec-
tron densities around 1018 cm–3.
than 20 kV/cm. The difference for higher fields re-
sults from the fact that Fischetti has used a full band 
model. Finally, for InAs we observe a good agree-
ment with the theoretical results of Hori [42].
Fig. 4. Average electron effective mass of InGaAs as 
a  function of electron density. The  lines represent our 
MC simulation. The symbols represent the experimental 
results of Kesamanly [40]. The  lines between the sym-
bols simply connect the reported points.
Fig. 5. Average energy as a function of the electric field in 
InGaAs (above) and InAs (below) with ND = 1016 cm–3. 
The  continuous lines represent MC simulation and 
the  symbols show other simulations presented in 
the literature.
5. Average energy
Figure 5 shows the  average electronic energy as 
a  function of the electric field, for ND = 1016  cm–3. 
The  behaviour of the  average electronic density is 
dissimilar for lower and higher values of the electric 
field, for both InGaAs and InAs: the corresponding 
curves can be divided into two parts. The  former 
one corresponds to low values of the  electric field 
(<2 kV/cm), for which the electron mean energy re-
mains nearly constant and equal to the value at ther-
modynamic equilibrium. In the  latter one, corre-
sponding to higher electric fields, the average energy 
increases with the electric field. As a matter of fact, 
as the field increases, the collisions become less ef-
fective in dissipating the energy brought to the elec-
trons. Therefore, both the  energy and the number 
of inelastic collisions increase until a new equilib-
rium is obtained in the hot carrier regime [41]. In 
the  same figure, we have reported the  theoretical 
results of Fischetti obtained for InGaAs and we 
observe a  good agreement for electric fields lower 
6. Drift velocity
The results obtained for the  average electron ve-
locity are reported in Figs. 6 and 7 as a  function of 
electric field. The MC results are compared with dif-
ferent experimental and theoretical data present in 
the  literature [13, 14, 42–51]. For an electric field 
lower than about 0.15 kV/cm, the velocity increases 
linearly and the carriers remain in the  same valley 
(Fig. 2). As the electric field increases, carriers are 
transferred into higher valleys and the velocity be-
comes non-linear. In the hot carrier regime phon-
ons are not able to thermalize electrons to the lattice 
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temperature; however, they limit the electron veloc-
ity. When the electrons are transferred from lower 
to higher valleys, their average effective mass in-
creases (Fig. 3) and thus velocity starts to decrease. 
We notice that the  velocity peak in InAs is about 
3.5 × 107 cm/s for a threshold field of 2 kV/cm while 
it reaches a lower value of about 2.4 × 107 cm/s for 
a  threshold field of 3.7  kV/cm in InGaAs. A  de-
crease of the mean velocity can be noted for electric 
fields greater than 30 kV/cm due to the  transfer of 
the electrons into the X valley.
It is useful to ot the velocity using analytical ex-
pressions of the type
 
(3)
if E ≤ Ep, and
 (4)
Fig. 7. Average electron velocity as a function of the elec-
tric field for InAs compared to theoretical results [42, 50] 
present in the  literature, with ND = 1016cm–3. The con-
tinuous line represents MC simulation. The dotted lines 
simply connect the reported points.
Fig. 6. Average electron velocity as a function of the electric field for InGaAs (top) and InAs (bottom) 
compared to several experimental (top left) [13, 43–47] and theoretical (top right, bottom) results [14, 
46–49] present in the literature, with ND = 1016 cm–3. The continuous lines represent MC simulations. 
The symbols show the experimental and theoretical results. The dotted lines simply connect the re-
ported points.
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if E ≥ Ep, where vp is the peak velocity, Ep is the thresh-
old field, Ec is the critical field, and μ0 is the ohmic 
mobility. The parameters a, b, c, d and e represent 
numerical coefficients. The results of the fitting are 
reported in Fig. 8. The parameters have been calcu-
lated on the basis of MC simulation and are given in 
Table 1. Instead of using a  single formula we used 
two formulas, one below and one above Ep, in order 
to better interpolate the  curves of the mean veloc-
ity and the  chord mobility. However, this induces 
a  couple of spikes around Ep. We have also calcu-
lated the average drift velocity for different values of 
electron density. The results are reported in Fig. 9. 
When doping is higher, scatterings with ionized im-
purities are more frequent. As a  consequence, for 
a given value of the electric field, the electron veloc-
ity is higher when the electron density is lower. In 
the same figure the measurements of Hasse [43] are 
reported, and we observe a good agreement.
Table 1. Values of the parameters used to fit the drift 
velocity of In0.53Ga0.47As and InAs with Eqs. (3) and (4).
Parameters In0.53Ga0.47As InAs
Peak velocity vp, 107 cm/s 2.5 3.3
Threshold field Ep, kV/cm 3.75 2.0
Critical field Ec, kV/cm 1.2 0.6
Ohmic mobility m0, m2/Vs 1.0 2.2
a 1 0.9
b 2.5 2.5
c 1.02 0.15
d 2.01 2.02
e 0.51 0.56
7. Mobility
Figure 10 represents the  electron static chord mo-
bility as a function of the electric field for different 
concentrations of the  ionized impurities, for both 
InAs and InGaAs. We remark that the chord mobil-
ity decreases with the  electric field while remain-
ing positive. We can see that InAs is able to reach 
a higher velocity for a given electric field, and is thus 
characterized by a much higher mobility than that of 
InGaAs: the maximum ohmic mobility in the case of 
InGaAs is 10 000 cm2/Vs, whereas the ohmic mobility 
Fig. 8. Average electron velocity as a function of the elec-
tric field for InGaAs and InAs, with ND  =  1016  cm–3. 
The continuous line refers to MC simulation and the dot-
ted lines to the analytical formula.
Fig. 9. Average drift velocity as a function of the electric field in InGaAs (left) and InAs (right) for different values of 
electron density. The lines represent MC simulations, and the symbols show the experimental results of Hasse [43]. 
The dotted lines simply connect the reported points.
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can reach 23 000 cm2/Vs in the case of InAs. The val-
ues of ohmic mobility for the other concentrations 
are reported in Table 2. However, as previously ob-
served for the velocity, the chord mobility decreases 
as the  density of ionized impurities increases. In 
Fig.  11 we have also compared our MC results of 
the ohmic mobility versus the electron density with 
those already present in the  literature [52, 53]. Fi-
nally, in Fig. 12 we have reported the electron static 
differential mobility versus electric field for differ-
ent electron densities. For low values of the electric 
field, mobility remains almost constant and equal to 
the chord mobility. For a greater electric field, a neg-
ative differential mobility appears due to inter-valley 
transfer and to the  fact that the  electrons in the  Г 
valley have a higher mobility because of their low ef-
fective mass, whereas carriers in higher valleys have 
a higher effective mass and thus a  lower mobility. 
This negative differential mobility observed for high 
electric fields is one of the typical characteristics of 
III–V compounds.
Table 2. Ohmic mobility for InGaAs and InAs for differ-
ent electron densities.
Electron 
density, cm–3
m0, m2/Vs, 
In0.53Ga0.47As
m0, m2/Vs, 
InAs
1016 1.0 2.3
1017 0.75 1.8
1018 0.58 1.3
By dividing the velocity fitting formula by the elec-
tric field (see Eqs.  (3) and (4)) we obtain analytical 
expressions for the chord mobility. The results are re-
ported in Fig. 13 and show a good agreement with 
the MC simulation.
Fig. 10. Chord mobility as a function of the electric field for different concentrations electron density 
in InGaAs (left) and InAs (right).
Fig. 11. Ohmic mobility as a function of electron density for InGaAs (left) and InAs (right). The conti-
nuous lines represent MC simulation and the points are different experimental results of Pearsall [52] 
and Karataev [53].
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8. Conclusions
After a description of the  theoretical model, we have 
presented a  review of stationary electron transport 
in In0.53Ga0.47As and InAs obtained by a Monte Carlo 
simulation of the bulk materials under stationary and 
homogeneous conditions. The main transport para-
meters, i. e. valley population, effective mass, average 
energy, drift velocity and mobility (ohmic and differ-
ential), have been analyzed as functions of the applied 
electric field and electron density. When possible, our 
simulations have been compared to several experimen-
tal and theoretical results in order to estimate the dis-
persion of the data available in the literature. Addition-
ally, we have provided the parameters for an analytical 
fitting of the drift velocity and mobility to ensure an 
easy implementation in macroscopic simulations 
such as drift diffusion and hydrodynamic approaches. 
The obtained results confirm excellent transport prop-
erties of both materials for their implementation in 
modern electronic devices with a general improving of 
the performances expected in the case of InAs.
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Abstract A modified Poisson equation able to take into
account the influence of gates and a δ-doping in FETs
and HEMTs is proposed. This equation can be solved self-
consistently together with 1D transport equations along in-
homogeneous transistor channels like those of the hydro-
dynamic or drift-diffusion approximations or with a Monte
Carlo simulator used to describe carrier transport in n+nn+
structures.
Keywords Poisson equation · Electronic transport
modeling · Field-effect transistor · High-electron mobility
transistor
1 Introduction
It is well known that in Field-Effect and High-Electron-
Mobility Transistors (FETs and HEMTs) the electron trans-
port occurs mainly along the channel, so that the task of
transport description is, in essence, one-dimensional (1D).
However, the solution of the Poisson equation which de-
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scribes the self-consistent electric field inside the whole
three-terminals device remains a priori 2D [1]. Neverthe-
less, since the distributions of applied potentials and dop-
ings governing electron transport are usually placed in lay-
ers planar with respect to the channel, one can expect that
it should be possible to formulate a 1D approximation of
the 2D Poisson equation which allows to take into account
their influence. This will simplify considerably the analysis
and modeling of electron transport in FET and HEMT struc-
tures.
Approaches of this kind have been proposed to model the
channel region of Metal-Semiconductor Transistors [2] and
HEMT channels [3]. The aim of this communication is to
generalize such approaches by proposing a new 1D compact
formulation of the 2D Poisson equation which can be used
for the simulation of ungated devices such as diodes, for the
simulation of FET or HEMT channels, and even more com-
plex devices including ungated and gated regions, with or
without doping plan, with a simple set of parameters related
to the structure of the device (gate-to-channel distance, dop-
ing concentration, etc.).
2 Theory
Let us consider the simple case of the planar device shown in
Fig. 1. A doped layer with surface concentration of ionized
donors N2D+ and a thin channel of thickness ∆ with intrinsic
donor concentration n3D+ are placed at distances de and d
from the gate, respectively. A sufficiently thick substrate is
placed under the channel. It is supposed that the free carriers
characterized by volume concentration n3D(x) are inside the
channel only. The spatial distribution of the potential ϕ(x, y)
of such a structure is described by the 2D Poisson equation:
Author's personal copy
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∂
∂x
(
ϵ
∂
∂x
ϕ
)
+ ∂
∂y
(
ϵ
∂
∂y
ϕ
)
= e[n3D(x)−N3D+ −N2D+ δ(y − de)] (1)
where ϵ is the dielectric constant of the medium. By inte-
grating (1) inside the channel in the transverse direction one
obtains:
ϵc
∂2
∂x2
ϕ(x)= e[n(x)− n3D+ − n3D+ (x)] (2)
where ϵc is the dielectric constant in the channel, ϕ(x) =
1
∆
∫ d+∆/2
d−∆/2 ϕ(x, y)dy, n(x) = 1∆
∫ d+∆/2
d−∆/2 n(x, y)dy are, re-
spectively, the potential and free-carrier concentration av-
eraged over the channel thickness. The quantity
n3D+ (x) =
ϵs
e
[
∂
∂y
ϕ(x, d +∆/2)− ∂
∂y
ϕ(x, d −∆/2)
]
1
∆
(3)
is the density of induced electrical charge in the channel
which determines the jump of the transverse component of
the electric field between vertical boundaries of the channel.
Equation (2) coincides in form with the 1D Poisson equa-
tion describing the self-consistent distributions of the po-
tential ϕ(x) and free-carrier concentration n(x) along the
channel which are formed at the background of an effective
donors density distribution N3D+ +n3D+ (x). However, strictly
speaking, the replacement of (1) by (2) and (3) cannot be
considered as a transition from the 2D to the 1D case, since
(2) and (3) are not mutually independent, and can be sepa-
rated only in the case when the full 2D-distribution of the
potential ϕ(x, y) is known. Nevertheless, when the longitu-
dinal electric field, i.e. ∂ϕ(x)/∂x, has practically no influ-
ence on the transverse field distribution outside the channel,
i.e. ∂ϕ(x, y)/∂y, equations (2) and (3) can be considered as
mutually independent, thus providing a 1D approximation
of (1).
For the planar structure shown in Fig. 1 it is reasonable to
assume that outside the channel the longitudinal component
of the electric field is negligible with respect to the trans-
verse one, i.e. ∂ϕ/∂x≪ ∂ϕ/∂y. In this case, the transverse
dependence of the potential with respect to the channel can
be approximated by a continuous linear function of y that
changes its slope on surfaces of a given potential (the gate)
and doped layers. By integrating (1) from the gate to the
channel one finds the following relation between potentials
at the gate, ϕG = ϕ(x,0), the doped layer, ϕ(x, de) and the
channel, ϕ(x):
ϕ(x)− ϕ(x, de)
d − de −
ϕ(x, de)− ϕG
de
=− e
ϵs
N2D+ (4)
where ϵs is the dielectric constant outside the channel.
Fig. 1 Schematic representation of a HEMT with, from top to bottom:
the gate, the Schottky layer (of width de and dielectric coefficient εs ),
the δ-doping plan, the spacer (of dielectric coefficient εs ), the channel
(of width ∆ and dielectric coefficient εc) and the substrate. The dis-
tance between the gate and the center of the channel (gate-to-channel
distance) is d
By assuming that potential variations inside a deep sub-
strate are small enough, one can use the following expres-
sions for the transverse electric field at the channel bound-
aries:
∂
∂y
ϕ
(
x, d + ∆
2
)
= 0,
(5)
∂
∂y
ϕ
(
x, d − ∆
2
)
= ϕ(x)− ϕ(x, de)
d − de
By substituting (5) into (3) and then by using (4) and (5) to
eliminate from consideration the influence of the potential
ϕ(x, de) on the doped layer in explicit form, one obtains an
expression for the carrier density in the channel induced by
external conditions:
n3D+ =
de
∆d
N2D+ +
ϵs
e
ϕG − ϕ(x)
∆d
(6)
which creates the background on which the free-carrier dis-
tribution in the channel is formed.
Thus, in the framework of the above used assumptions,
(2) and (6) constitute a closed 1D approximation of the 2D
Poisson equation.
These equations can be specified for some particular
cases. For a FET without doping plan (N2D+ = 0) we get:
n3D+ =
ϵs
e
ϕG − ϕ(x)
∆d
(7)
For an ungated device, de →∞ which leads to n3D+ =
N2D+
∆ . Without a doping plan, we retrieve a 1D structure and
the basic 1D Poisson equation (n3D+ = 0).
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When the channel width ∆→ 0 and the 1D free-carrier
density in the channel n2D+ (x)= n(x)∆ keeps a finite value,
(2) and (6) are reduced to the so called gradual channel ap-
proximation widely used in analytical models of FETs [1]:
ϕG − ϕ(x)
d
= e
ϵ
[
n2D+ (x)−
de
d
N2D+
]
(8)
It is worthwhile to stress that, in the general case, the in-
put parameters of our pseudo-2D model in (6) may depend
on x. This allows us to describe different FET/HEMT struc-
tures including various ungated, gated, T-gated, etc. regions
in the framework of the same 1D approximation based on
(2) and (6) by varying d(x), de(x), ∆(x) and ϕG(x) as func-
tions of the region (access or window regions, gated chan-
nel, etc.) of the studied FET/HEMT structure. For instance,
d(x) is related to the local capacitance between the gate and
the portion of the channel around the position x. Therefore,
it will be taken constant for a homogeneous (gated) struc-
ture while it can be taken as an effective parameter when
studying more complex structures with ungated and gated
parts. The choice of the value of such a parameter will be
discussed in Sect. 3.
In order to describe the carrier transport in FET and
HEMT channels, the Poisson equation (2) must be coupled
with a certain transport model based on analytical, drift-
diffusion, hydrodynamic (HD) or kinetic [e.g. Monte Carlo
(MC) method] level.
3 Results
To illustrate the main trends of the above procedure based
on (2) and (6) below we shall consider two examples cor-
responding to the single-gate (SG) and double-gate (DG)
FET/HEMT structures.
Single gate As SG transistor we shall consider here a
Lattice-Matched HEMT (a so-called LM-HEMT) of type
In0.52Al0.48As–In0.53Ga0.47As on InP. It is constituted by
a 300 nm gated region surrounded by two 100-nm long T-
gated and two 200-nm ungated sections. The planar struc-
ture is similar to that one described in Fig. 1 with ∆= 5 nm,
de = 5 nm, d = 12 nm and N+d = 5× 1012 cm−2. The gate
is T-shaped and the distance between the T-bars and the In-
AlAs layer is fixed to 10 nm. The device is completed by
two 200-nm long doped regions (n+3D = 5× 1018 cm−3). To
describe the electron transport, here we use the HD model
of ref. [4].
Figure 2 shows the spatial profiles of carrier density,
mean velocity and electric field along the channel for dif-
ferent drain-source biases and a constant gate-source bias
VGS =−500 mV. The transition between the ohmic regime
where carrier density and mean velocity are linear in the
Fig. 2 Spatial profiles of electron density (a), mean velocity (b) and
electric field (c) along the channel of the simulated HEMT for the re-
ported drain-source voltages VDS and a constant gate-source voltage
VGS =−500 mV
channel and the saturation regime where a depleted zone in-
ducing a velocity overshoot appears is clearly visible.
To demonstrate that the presented model reproduces the
standard current-voltage characteristics in FETs, Fig. 3 re-
ports the drain current density as a function of the drain-
source voltage. As follows from this figure, the ohmic-to-
saturation transition takes place in the simulated structure
at VGS ∼ 200–400 mV. This agrees well with the electron
concentration and velocity profiles shown in Fig. 2.
Double gate As a double-gate transistor we shall consider
the structure presented in Fig. 4. Here, we shall compare two
approaches when the full 2D and our pseudo-2D Poisson
equations are used to describe the situation. In both cases
electron transport through the HEMT is simulated by the
MC technique. The gate-to-channel distance is d = 22 nm,
the channel width is ∆= 15 nm, the gate lengths are G1 =
Author's personal copy
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Fig. 3 Drain current density as a function of the drain-source voltage
for the reported gate-source voltages
Fig. 4 Schematic representation of 2D HEMT of ref. [5] (a) and our
simplified 1D model of the same device (b)
G2 = 50 nm and N+ = 2 × 1018 cm−3 (see [5] for more
details).
Figure 5 shows the conduction band (corresponding to
−eϕ(x)) along the channel calculated by MC simulation of a
InGaAs DG HEMT near pinch-off regime at source-to-gate
voltages UG1 = −0.2 V and UG2 = 0.6 V. At UDS < UG2
the applied voltage drops mainly at the first gate, while at
UDS > UG2 the extra voltage drop takes place mainly on
the second gate.
As follows from Fig. 5, we have obtained a good de-
scription of the potential profile in multi-gated case given by
our approximation. Despite the important difference in com-
plexity between the two approaches, the profiles calculated
using our 1D approximation are in good agreement with the
calculations performed with a full 2D simulator.
However, there is some quantitative disagreement for the
electric field (i.e. the potential gradient) values in the re-
gion between gates for UDS = 1 and 1.5 V. This is related
Fig. 5 Conduction band profiles in DG HEMT calculated by MC sim-
ulation for 2D (a) and 1D (b) HEMT representations under the reported
drain-source voltages
mainly to the use of a simple geometrical approximation of
the transverse local capacitance of the channel with respect
to environment. In gated regions it takes a finite value of
the order of 1/d while in ungated regions it was taken to
be equal to zero (that is d→∞). Such a step-like approx-
imation of d(x) just gives rise to extra spikes of the elec-
tric field near the gated/ungated region boundaries. An ac-
counting for of the smooth (not step-like) variation of d(x)
between the gated and ungated regions of the channel will
smooth the electric field overshoots in these regions. As we
mentioned above, in the framework of our 1D approxima-
tion of 2D Poisson equation, the dependence d(x) is an input
(“fitting”) parameter whose determination must be obtained
from the analysis of the transverse local capacitance of the
channel.
Summary The results presented in this section show that
the static behavior of a complex 2D field-effect structure can
be well described by our approach. Moreover, this pseudo-
2D model was also successfully used to calculate the transis-
tor high-frequency responses up to the terahertz domain with
a quantitative agreement with photoexcitation experiments
[6]. Let us point out that all calculations were performed
with a simple choice of input parameters such as ∆(x), d(x)
and de(x) which were taken equal to the actual geometric di-
mensions of the considered devices. For tasks which needs
Author's personal copy
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a better accuracy, these quantities can be considered as fit-
ting parameters which can be adjusted to reproduce more
precisely the expected behavior.
4 Conclusion
We have presented a pseudo-2D Poisson equation (see (2)
and (6)) which, coupled to macroscopic or microscopic
transport models, is able to simulate complex FET/HEMT
devices. By varying the channel-to-gate distance as a func-
tion of the position along the channel, various complex
structures which include both gated and ungated regions can
be simulated in the framework of the same approach. The
spatial dependence of input parameters of such an equation,
namely, the channel width, the gate-to-channel distance, the
ionized donor concentration in the channel, etc. must be con-
sidered as effective parameters which take into account the
influence of the transverse surroundings of the channel on
the formation of the self-consistent distribution of free car-
riers in the channel. Depending on the task and the expected
accuracy, they either can have a simple geometrical meaning
or can be treated as fitting parameters. The consistency of
the proposed equation has been demonstrated by coupling it
with HD and MC models applied to single- and double-gate
HEMTs.
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External excitation of hybrid plasma resonances in a gated semiconductor
slab: An analytical study
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We derive at first-order the carrier and velocity conservation equations and a pseudo-2D (P2D)
Poisson equation in order to obtain an analytical model suitable for the study of the optical and
electrical excitations of the plasma modes in a gated semiconductor channel of arbitrary thickness.
We calculate the dispersion relation of the plasma waves appearing in the channel and the
frequencies of the eigen modes for different boundary conditions (BCs). Then, we obtain and
comment different THz-range frequency responses to an uniform optical beating or to an electrical
excitation applied on the gate or the drain contacts. The effects of the different stimulations and
boundary conditions are compared, and the responses, characterized by sharp resonances in the
THz range, are interpreted as the sum of the contribution of the different hybrid plasma modes
excited in the slab.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4887116]
I. INTRODUCTION
Since the discovery in 1928 of the “Langmuir waves” in
ionized gas,1 plasma phenomena have been a subject matter
of deep investigation in several domains such as astrophy-
sics, electromagnetism, electricity, fusion energy research,
atmospheric physics, device fabrication, etc. In all cases, the
plasma exhibits density oscillations in space and time at a
characteristic frequency (the so-called “plasma frequency”)
whose physical origin is related to the Coulomb interaction
among charged particles.2 For the special case of solid state
systems and devices, plasma phenomena refer to collective
oscillations of the electrons and/or holes concentrations in
different parts of the structures: Here, at the beginning, the
main attention was paid to the case of three-dimensional
systems exhibiting a plasma resonance determined by the
charge-carrier concentration, effective mass, and material
relative permittivity (see for instance3 and Sec. II hereafter).
In recent years, the spectacular evolution of semiconductor
device technology enabled the realization of structures and
devices characterized by a two-dimensional transport of
charge carriers. In this context, starting from the 70’s,
Chaplik and coworkers developed an extensive investigation
of plasma oscillations in these kind of systems where not
only material but also geometrical parameters determine the
main features of such collective oscillations.4–9 In parallel,
other interesting contributions in the field have been pro-
vided by the theoretical works of Nakayama,10 Caille and
Banville11 and experiments of Allen et al.12 and Tsui et al.13
The theory of plasma oscillations in field-effect transis-
tors (FETs) and similar bounded geometries received a new
impulse in the 90’s starting from the theoretical works of
Dyakonov et al.14–16 and Dmitriev et al.17,18 mainly focused
on the modeling of the apparition of current instabilities in
the channels of transistors. The above models have shown
that, under specific boundary conditions and the assumption
of a charge transport sufficiently ballistic to admit the propa-
gation of plasma waves without significant attenuation, such
instabilities may lead to different physical phenomena such
as interesting peculiarities in the current-voltage characteris-
tics, current saturation, but, above all, to the establishment
of stable current oscillations that could be exploited for the
emission of electromagnetic radiation. Moreover, a nano-
metric length of the transistor channel may push the fre-
quency of these oscillations deeply into the THz domain,
thus making modern field effect transistors and, in particu-
lar, high-electron mobility transistors very promising
candidates for the practical implementation of solid-state
transistors in circuits and systems working in the THz fre-
quency domain.
In particular, several experiments have already proven
the capabilities of III–V and silicon-based FETs to operate
as resonant and non resonant detectors of sub-THz and THz
radiation.19–24 The radiation in the sub-THz or THz domain
is generally assumed to be collected through the metallic
electrodes of the transistor, eventually connected to an
antenna to optimize the electromagnetic coupling, thus
producing an oscillating voltage which, in turn, modifies the
internal local physical quantities such as electric field, carrier
velocity, and energy.
It should be noticed that an interesting alternative to
these direct excitations relies on the interband photoexcita-
tion using the difference-frequency component of a photo-
mixed laser beam that produces a modulation of the carrier
concentration oscillating at the frequency of the optical beat-
ing as reported in Refs. 25–27.
Current and voltage oscillations produced by plasma
waves can be also exploited for the realization of solid-state
THz sources: In this case, the emission can be associated
with instabilities produced by a DC applied voltage,28,29
excited by ultra-short optical pulses in electro-optic sampling
configurations30,31 or even sustained by continuous wave op-
tical photo mixing.32 Despite the fact that the use of plasma
waves in different kinds of structures is a relatively old sub-
ject, the interest around these phenomena for the realization
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of compact solid-state emitters and detectors of THz radia-
tion is still a hot topics in condensed-matter physics and
technology.33–37
A deep understanding of the physical processes underly-
ing the plasma wave phenomena in transistors requires an
accurate modeling taking into account the main physical
processes responsible for the collective carrier dynamics at a
picosecond time scale. The main theoretical framework,
essentially established by the seminal paper of Dyakonov
and Shur,14 is based on four main assumptions: (i) Quantum
phenomena such as Pauli exclusion principle and energy
quantification in the channel are neglected; (ii) the drain-
source voltage is sufficiently small to operate in the linear
region of the transistor current-voltage characteristics thus
implying that the main physical quantities (velocity, electric
field, concentration, etc.) are constant along the channel
length, (iii) the charge carriers concentration in the channel
is controlled by the gate voltage (the so-called gradual chan-
nel approximation, GCA), and (iv) the gated slab is an ideal
two-dimensional electron gas (2DEG).
Many theoretical extensions of such a work have been
proposed by Ryzhii and coworkers to investigate the capabil-
ities of FETs as THz detectors, emitters, frequency multi-
pliers in the presence of strong current-voltage non
linearities, negative differential conductivity, and different
kinds of gate (recessed, microcantilever, split, carbon nano-
tubes, etc).38–43 Deep investigations of the possibility to
enhance THz detection by modifying the topology and size
of the gate contacts have been proposed by Popov et al. in
Refs. 44–46 and by Veksler et al.47
It must be also emphasized that the dynamics of plasma
waves can be deeply investigated using numerical approaches
based on the numerical solution of the coupled Boltzmann
and Poisson equations through hydrodynamic numerical cal-
culations27,48,49 or Monte Carlo simulations.50,51 The main
advantages of such approaches are related to the possibility
of: (i) taking into account the presence of scattering processes
in diffusive as well as in quasi-ballistic conditions, (ii) pro-
viding an exact solution of the Poisson equation in different
dimensions, (iii) simulating structures with increasing com-
plex geometries, and (iv) calculating not only static but also
small- and large-signal quantities as well as fluctuations.
Despite the intrinsic superiority of the numerical
approaches in taking into account many complex details of the
structures under investigation, analytical models have the
undoubted power to provide a more direct insight of the most
important physical processes, and a lot of work is still needed
to improve the understanding of such phenomena in real struc-
tures. For this reason, an extension of the existing analytical
model trying to overcome some of their main limitations has
been considered an important subject to be pursued.
In this paper, we describe a detailed analytical model of
carrier transport in the presence of plasma waves within
gated semiconductor slabs presenting the following advan-
tages with respect to existing models:
• the possibility to take into account different kinds of elec-
trical and optical THz excitations as used in different
experimental configurations,
• the overcoming of the gradual channel approximation by
including in the model also the longitudinal component of
the electric field gradient,
• the accounting for the finite slab thickness that, in contrast
to purely 2D models, produces important deviations from
the standard 2D dispersion relation and modifies the
plasma eigen-frequencies,
• an original interpretation of the system response as the
superposition of stationary waves corresponding to each
eigen-mode of the semiconductor slab.
The paper is organized as follows: Section II presents
the basis of the analytical model, including the way to treat
Poisson equation and different electrical and optical excita-
tions. In Sec. III, the dispersion relation is obtained and
discussed in terms of hybrid plasma modes. Depending on
the specific configuration, experiments can be performed
under constant current or constant voltage operation modes:
these situations correspond to the excitation of different
plasma modes. The former configuration is studied in
Sec. IV while the latter one in Sec. V; in both cases, we
describe the specific eigen plasma modes, the voltage or cur-
rent response and the individual excitation of plasma modes.
The particular case of an excitation applied to the drain con-
tact is studied in Sec. VI in the two cases of the response to a
current oscillations and a voltage oscillation. Finally, the
main conclusions are summarized in Sec. VII.
II. ANALYTICAL MODEL
We consider here a semiconductor slab of thickness d
and permittivity ec entirely covered by a gate electrode. The
transport along the channel is described by the carrier con-
centration and mean velocity one-dimensional conservation
equations:14,52
@n
@t
¼ " @ nvð Þ
@x
þ G
@v
@t
¼ "v @v
@x
þ q
m
@V
@x
" v!;
8><>: (1)
where n(x,t) and v(x,t) stand for the 3D carrier density and
the mean velocity at the position x in the channel. ! is the ve-
locity relaxation rate, G the electron photogeneration rate, m
the electron effective mass, and q the elementary charge.
To perform an accurate calculation of the electric poten-
tial V(x,t), we use the P2D Poisson equations described in
Refs. 53 and 54
ec
@2V
@x2
þ es Vg " Vth " V
d0d
¼ qn; (2)
where d0 is the effective gate-to-channel distance, related to
the gate-to channel capacitance Cgc ¼ esL=d0 with L the gate
length and es the permittivity of the insulator. Vg and Vth ¼
eN
0
Dd
0d=es are the gate and threshold voltages, respectively.
Contrary to the widely used GCA which only considers the
transverse part of the divergence $ & E,14,40,47 this equation
allows us to take into account the longitudinal component
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(ec@2V=@x2, related to the source-to-drain direction x) of this
divergence.
Different kinds of THz excitations can be treated within
this framework: (i) a beating optical interband photoexcita-
tion through the generation coefficient GðtÞ ¼ G0
þDG cosðxtÞ. Such a stimulation is obtained by coupling the
radiation of two infrared lasers whose frequency difference
is equal to x.25,55 The terms G0 and DG are calculated in
Ref. 56. The photogenerated holes are neglected since in
devices such as HEMTs, they are practically instantly
removed from the electrons channel;40,57 (ii) an electrical
stimulation on the gate described by the harmonic part of the
gate voltage VgðtÞ ¼ Vg0 þ DVg cosðxtÞ, while (iii) an elec-
trical excitation on the drain can be taken into account
through the boundary conditions of the P2D Poisson equa-
tion (see Sec. VI). A schematic representation of the struc-
ture and its possible excitations are proposed on Fig. 1. The
denominations source and drain for the terminals at x¼ 0
and x¼ L are here arbitrary since we assume that no constant
bias is applied between these two contacts.
We assume that the excitation terms (G0, DG, DVg) are
sufficiently weak to perform a study at the first-order with
respect to G0=ðxn0Þ; DG=ðxn0Þ or DVg=ðVg " VthÞ.
Therefore, we seek solutions of the form: uðx;tÞ¼u0
þuhðx; tÞ, with u¼n, v, V, and where quantities u0 represents
the mean values of u(x,t) while uhðx;tÞ¼<½duðxÞexpðixtÞ( is
the harmonic component at the excitation frequency f. The
additional components at second or higher orders (additional
average response due to non linearities, harmonics at 2x,
3x, etc.) are not considered. We also assume that the device
is not or weakly biased ðv0)0;V0)0Þ. For moderate or
high drain-source voltages, a numerical study is
preferable.27,48
In the framework of the present model, Eqs. (1) and (2)
can be rewritten, using the previous assumptions, as
ixdn ¼ "n0dv0 þ dG
ixdv ¼ q
m
dV0 " !dv
ecdV00 þ es dVg " dV
d0d
¼ qdn
;
8>><>>: (3)
where the prime notation stands for the derivative with
respect to x.
Combing Eq. (3), we obtain,
dV00 þ b2dV ¼ b2De; (4)
where
b xð Þ2 ¼ "skt
2 x2 " i!xð Þ
"c x23D " x2 þ i!x
! " andDe ¼ DVg " q
ixesk2t
DG:
(5)
Here, kt ¼ 1ffiffiffiffiffid0dp characterizes the transverse geometry of
the transistor, and x3D ¼
ffiffiffiffiffiffi
q2n0
mec
q
is the plasma frequency of a
three-dimensional electron gas.58 De represents the external
excitation (optical beating and/or gate voltage oscillation).
One can obtain the potential variation along the channel
by solving Eq. (4) with appropriate boundary conditions.
Then, the current variation dj, sum of the conduction
djc ¼ "qn0dv, and displacement djd ¼ ""cixdV0 contribu-
tions can then be deduced by calculating
dj ¼ " q
2n0
m ixþ !ð Þ þ ixec
 !
dV0 ¼ adV0; (6)
with a ¼ aðxÞ ¼ " q2n0mðixþ!Þ " ixec.
In this article, all the analytical calculations will refer to
a totally-gated slab of InGaAs operating at room temperature
for which m¼ 0.046m0, ec¼ 13.6 e0, ! ¼ 3:4* 1012 s"1, and
n0¼ 1018cm"3. The gate length L and the transverse parame-
ter kt are likely to change in order to describe their influences.
III. DISPERSION RELATION
The dispersion relation of the described system is
obtained by solving the homogenous equation associated
with Eq. (4), which leads to the plane waves ½dVðxÞ ¼
dVk expð"ikxÞ( where the wave-vector k verifies k¼6b.
This dispersion relation becomes for weak scatterings (that
is ! + x) and by considering only positive excitating pulsa-
tions x
x ¼ x3D
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eck2
eck2 þ esk2t
s
: (7)
Figure 2 illustrates this dispersion relation x(k) for dif-
ferent values of the transverse geometry parameter kt. We
can distinguish two well-known limit cases:
• for low wavevectors (k + kt, lower corner of Fig. 2),
the relation is linear, and the channel can be treated as a
FIG. 1. Pseudo-two dimensional representation of the FETs.
FIG. 2. Dispersion relation (normalized frequency as a function of the nor-
malized wave-vector) of the slab for different values of the parameter kt.
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non-dispersive medium. Indeed, for k + kt, the dispersion
relation (7) can be rewritten as
x ¼ x3D
ffiffiffiffi
ec
es
r jkj
kt
¼ jkjs; (8)
where s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiq2n0=ðesmk2t Þp is the plasma wave velocity in
a gated 2DEG. This relation obtained in Ref. 14 by using
the GCA is valid for low wave-vector, i.e., when the dis-
placement current along the channel can be neglected with
respect to the gate-to-channel displacement current.59 The
channel electrons act as a gated 2D gas.
• for high wavevectors (k , kt, higher corner of Fig. 2), the
gate has no longer an influence on the electron dynamics,
and the frequency remains equal to the resonance fre-
quency of an ungated slab. This frequency x3D appears to
be a limit which the frequencies of the plasma resonances
of a bounded slab cannot exceed. Indeed, as far as we
know, no resonances at frequency higher than x3D has
been evidenced in experiments or microscopic
simulations.
Between these two limit cases, the electron gas shifts pro-
gressively from a 2D plasma to a 3D plasma dynamic behav-
ior, that is why we will refer here to hybrid plasma modes.
IV. STIMULATION AT CONSTANT DRAIN CURRENT
In this section, the channel is driven under a constant
drain current condition (dj(L)¼ 0). Additional to the BC dV
(0)¼ 0, according to Eq. (6), this implies that dV0(L)¼ 0.
A. Eigen plasma modes
Solving the homogenous equation Eq. (4) with above
mentioned BC, the wavelength kp of the modes which can be
sustained in the slab are the odd submultiples of 4L:kp¼ 4L/p
where p is an odd integer. Consequently, the wavevectors kp
must verify kp ¼ 6p* 2p=4L ¼ 6pp=2L. The dispersion
relation for weak scatterings [Eq. (7)] gives us the frequency
of the plasma modes of the channel:
xp ¼ x3D pp=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=c2 þ pp=2ð Þ2
q ¼ x2Dpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ pcp=2ð Þ2
q ; (9)
where x2Dp ¼ jkpjs is the plasma frequency of a 2DEG as
calculated in Ref. 14 and c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiCds=Cgcp the square root of
the ratio between the source-to-drain and the gate-to-channel
capacitances.59
The dimensionless factor c quantifies the ratio between
the two aforementioned displacement currents and is useful
to qualify the type (2D, 3D, hybrid) of collective oscillations
occurring in the slab. Figure 3 shows the plasma frequencies
fp of two channels of different lengths, all other parameters
being identical, which consequently present different c
factors (c ) 0:14 for L¼ 100 nm and c ) 0:028 for
L¼ 500 nm). The plasma resonances frequencies are calcu-
lated using both Eq. (9) and GCA. With both approaches,
these frequencies fall deeply in the THz range for both struc-
tures and converge towards the 3D plasma frequency that is,
respectively, f3D¼ 11 THz and f3D¼ 6 THz. On one hand,
for the lowest value of c, the obtained results between the
two approaches are in good agreement, the longitudinal
displacement current influence being reduced by the great
length of the channel. For most of the calculated modes, the
x(k) remains linear. On the other hand, for the highest value
of c an important discrepancy with the theory based on the
GCA is seen from the mode 5 frequency from which our
model exhibits a non-linear behavior, so that the channel can
no longer be considered as not dispersive. As discussed in
Ref. 59, a transition between a 2D behavior and a 3D behav-
ior occurs for p ) 1=c.
B. Drain voltage response
One can solve Eq. (4) for dV (0)¼ 0 and dV0(L)¼ 0 in
order to obtain the voltage along the channel
dV ¼ De 1" cos b x" Lð Þ
$ %
cos bL
 !
: (10)
Then, the amplitude of the drain-voltage oscillation
induced at the drain terminal is
DVds ¼ jdV Lð Þj ¼ De 1" 1
cos bL
& '(((( ((((: (11)
Figure 4(a) compares the calculation of this amplitude
obtained in the framework of different theoretical models:
the P2D analytical model presented here [obtained using Eq.
(11)], a GCA analytical model similar to the one presented
in Ref. 40, and a numerical hydrodynamic simulations of a
complete unbiased nþ-n(gated)-nþ device (see Ref. 48 for
more details). Resonances peaks at frequencies fp (for
p¼ 1,3,5,7) represented on Fig. 3 are evidenced. The first
peak observed at f ) f1 ) 2:3 THz is identical (in terms of
amplitude, quality factor and frequency) for all three models
since at low kp, the GCA is still verified. The discrepancy
between the GCA and P2D assumptions discussed in
Subsection IV A is observed for higher order modes. The
FIG. 3. Frequencies fp ¼ xp=2p of the modes appearing in two slabs whose
lengths are L¼ 100 or 500 nm submitted to asymmetrical boundary condi-
tions. The crosses represent the frequencies obtained by Eq. (9) while the
open symbols (circles and squares) stand for their estimation under the
gradual channel approximation. Lines are guides for the eyes. For both struc-
tures: dt¼ 1/kt¼ 14 nm.
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agreement is quite good between P2D numerical and analyti-
cal approaches, for which the limitation by the f3D of the res-
onance frequencies associated with odd plasma modes is
verified.
Figure 5 compares the drain-voltage responses to an op-
tical beating and to an oscillation of the gate voltage calcu-
lated with the currently described P2D analytical model.
Since the resonance frequencies only depend on static pa-
rameters (that is geometry and bias), the peaks appear at the
same frequencies for both excitations, and one can observe a
difference only on the amplitudes of the modes for p> 1. As
a matter of fact, an electrical excitation is more able to stim-
ulate high order modes since the photogeneration, limited by
the generation rate, becomes less efficient as the excitation
frequency increases ð@n=@t / DGÞ.
The influence of the gate length is studied in Fig. 6. An
expected decrease of the resonance frequencies is observed
when L grows since the wavelengths of the stimulated modes
increase. For the first mode, the evolution is quasi linear with
respect to 1/L ðf1 ) s=4LÞ. The frequency limit f3D remains
unchanged since it does not depend on the geometry but only
on the electron density n0. For the electrical excitation, the
damping of the induced plasma oscillation increases at lower
frequencies (xp=! is reduced) explaining the weakening of
the resonances for lower gate lengths in the case of an elec-
trical stimulation. For a photoexcited channel, this behavior
is not observed since the damping is counterbalanced by the
better efficiency of the photogeneration at low frequency and
the increase of the static photoresponse due to the extension
of the absorbing surface for highest L.
Figure 7 presents the drain response of a 100 nm-long slab
for different values of the transverse parameter dt¼ 1/kt, con-
sidering both optical beating and electrical excitations.
Increasing dt, the first resonance peak frequency varies from
f2D1 to f3D, i.e., the dynamic behavior of the channel shifts
from a 2D gated behavior to a 3D behavior, the gate losing
progressively its influence. A strong increase of the resonant
photoresponse occurs when dt rises, since taking away the gate
(where the electric potential is fixed) allows the local potential
in the channel to present significant variations. Regarding the
response to an oscillation of the gate voltage, this effect is evi-
dently canceled for highest dt by the drop of the gate control.
C. Individual excitation of the plasma modes
In this subsection, to achieve a deeper description and
understanding of the plasma modes excitation mechanism,
we propose another way to solve Eq. (4) considering the ei-
gen modes of the channel. Regarding their wavevectors kp
FIG. 4. Amplitude of the drain-voltage oscillation as a function of the exci-
tation frequency for different theoretical models. The gated channel is under
photoexcitation (DVg ¼ 0mV and DG ¼ 1028 cm"3=s56), and its length is
L¼ 100 nm. The numerically simulated structure consists in such a channel
surrounded by two doped ungated regions of length 50 nm and doping
5* 1018cm"3.
FIG. 5. Amplitude of the drain-voltage oscillation as a function of the exci-
tation frequency for a channel submitted to a beating photoexcitation
(dashed line) or to an electrical stimulation applied on the gate (continuous
line). The amplitudes are normalized by their maximal values DVdsðf1Þ.
FIG. 6. Amplitude of the drain-voltage oscillation as a function of the exci-
tation frequency for different gate lengths in the case of (a) a beating photo-
excitation (DVg¼ 0mV and DG ¼ 1028 cm"3=s) and (b) an electrical
stimulation applied on the gate (DVg¼ 1mV and DG¼ 0 cm"3/s). For every
structure, dt¼ 14 nm.
013707-5 Marinchio et al. J. Appl. Phys. 116, 013707 (2014)
 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
78.192.115.80 On: Mon, 07 Jul 2014 17:04:56
167
expressed in Subsection IV A, these modes define an orthog-
onal functions basis BCC ¼ fx! sinðkpxÞgp odd on which
can be decomposed the solution dV. To obtain its expression,
let us redefine the excitation term [right-hand-side in Eq. (4)]
with respect to BCC
de xð Þ ¼
X1
i¼0
e2iþ1 sin k2iþ1xð Þwith
e2iþ1 ¼ ep ¼ 4Depp ¼
4DVg
pp
" q
ixesk2t
4DG
pp
& '
: (12)
The latter expansion is the Fourier series of a spatial
square function of periodicity 4L
deðxÞ ¼ De for 0 < x < 2L"De for 2L < x < 4L :
)
(13)
Since de(x)¼De all along the channel (i.e. for positions x in
[0 L]), it can be used as the right-hand-side in Eq. (4). The
functions depðxÞ ¼ ep sinðkpxÞ which will be treated as dif-
ferent simultaneous stimulations are represented on Fig 8.
We note that
dVp xð Þ ¼ b
2
b2 " k2p
ep sin kpxð Þ; (14)
the solution of dV00 þ b2dV ¼ b2depðxÞ verifying the chosen
BC. Using Eqs. (5) and (9), we obtain
dVp xð Þ ¼ ix ixþ !ð Þx2p " x2 þ ix!
4De sin kpxð Þ
pp½1þ pcp=2ð Þ2( : (15)
The total local voltage along the channel can therefore
be expressed as the sum of all the dVpðxÞ
dV xð Þ ¼
X
p odd
dVp xð Þ
¼
X
p odd
ix ixþ !ð Þ
x2p " x2 þ ix!
4De sin kpxð Þ
pp½1þ pcp=2ð Þ2( : (16)
The latter resolution is equivalent to the one proposed in
Subsection IV B because the right-hand-side term in Eq. (16)
is the Fourier expansion of the compact expression
[Eq. (10)]. The main interest of this approach is to interpret
the excitation of the different plasma resonances: dV p corre-
sponds to the response to the p-th harmonic of the external
excitation (of wavelength 4 L/p and amplitude 4DE=pp). As
seen in Eq. (16), it exhibits a resonance for f ) fp associated
with the p-th plasma mode. To sum up, the p-th harmonic of
the excitation stimulates the plasma mode of order p whose
resonance is described by the pole of dVp.
Figure 9(a) compares the amplitude DVds ¼ jdVðLÞj of
the total drain-voltage oscillation with jdV1ðLÞj; jdV3ðLÞj,
and jdV5ðLÞj associated with the oscillations induced by the
first three harmonics of the stimulation, respectively. It can
be seen that for f ¼ fp; dV ) dVp, each resonance peak can
be attributed to the component of the stimulation at the same
wavelength as the plasma mode. The strong decrease of the
amplitude of these peaks with the order p is then not only
due to the reduction at high-frequency of the photogenera-
tion processes but also to the p dependency on the amplitude
of the excitation ðep / 1=pÞ.
Figure 9(b) presents the phase-shifts between the drain
responses and the excitation and describes the interferences
between the different contributions. Two consecutive com-
ponents are in opposite phase at low frequency since their
respective excitations are opposed [see Fig. 8]. For each, a
steep 180- phase decrease is observed around the resonance
frequency. Consequently, the components of order p and
pþ 2 interfere constructively for fp < f < fpþ2. This leads to
a relatively important response for f1 < f < f3 or f5 < f < f7
FIG. 7. Amplitude of the drain-voltage oscillation as a function of the exci-
tation frequency for different transverse parameters dt in the case of (a) a
beating photoexcitation and (b) an electrical stimulation applied on the drain
(for the ungated slab, DVds ¼ 0 for any frequencies). For every structures,
L¼ 100 nm.
FIG. 8. First four terms depðxÞ ¼ ep sinðkpxÞ in the decomposition of the ex-
citation in Fourier series.
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for instance. In contrast, the weak amplitude obtained in the
range [f3; f5] is due to the destructive influence of the first
mode.
Figure 10(a) shows the potential profiles
jdVðxÞj; jdV1ðxÞj; jdV3ðxÞj along the channel when a time
oscillating gate voltage is applied. The responses at f¼ f1
and f¼ f3 are clearly dominated by the sustainment of the
modes 1 and 3, respectively, ðdVðxÞf¼fp ¼ dVpðxÞf¼fpÞ. A
harmonic standing wave of wavelength 4L/p, corresponding
to the p-th plasma mode and excited by the p-th harmonic of
the stimulation, is obtained when the channel is stimulated at
fp. As seen on Fig. 10(b), this behavior is also observed on
the current density profiles; the oscillation maximum is
obtained at the source terminal provided the BC. In this con-
dition of an open drain terminal, the current flowing through
the source entirely comes from the gate (under the form of a
displacement current between gate and channel).
V. STIMULATION AT CONSTANT DRAIN VOLTAGE
In this section, we study the response of a channel
whose drain and source terminals are shortened. The BC are
henceforth symmetrical and given by dVð0Þ ¼ dVðLÞ ¼ 0.
A. Eigen plasma modes
Under these symmetrical BC, the wavevectors of the
eigen modes verify kp ¼ 6p* p=2L, where p is an even in-
teger. Equation (9) can be applied to even values of p to
obtain the different plasma frequencies. These frequencies fp
are represented on Fig. 11 together with the one calculated
using the GCA. With a concern for consistency with Sec. IV
and Eq. (9), the fundamental frequency is now f2 and its even
harmonics are f4, f6, etc.
B. Drain current response
Solving Eq. (4) with the new BC, we obtain:
dV xð Þ ¼ De 1" cos bx" sin bx 1" cos bL
sin bL
& '
: (17)
FIG. 9. (a) Modulus and (b) argument of dVðLÞ of the first dVpðLÞ.
DVg ¼ 1mV, L¼ 100 nm, and dt¼ 14 nm.
FIG. 10. Amplitude of the oscillation of the electric potential (a) and of the
current density (b) induced by the excitations De; de1ðxÞ and de3ðxÞ. DVg ¼
1mV and f¼ f1 or f3; the others parameters remain the same than in Fig. 9.
The curves at f¼ f1 coincide in both subfigures.
FIG. 11. Frequencies fp of the modes appearing in two channels whose
length are L¼ 100 or 500 nm submitted to symmetrical boundary conditions.
The crosses represent the frequencies obtained by Eq. (9) while the open
symbols (circles and squares) stands for their estimation under the gradual
channel approximation. Lines are guides for the eyes. For both cavities:
dt¼ 1/kt¼ 14 nm.
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Since all terminal voltages are fixed, a quantity of inter-
est is here the amplitude of the drain current oscillation
which can be expressed using Eq. (6):
Djd ¼ jdj Lð Þj ¼
((((abDe cos bL" 1sin bL
((((: (18)
Let us note that, for these symmetrical BC and accord-
ing to Eqs. (17) and (6), the source current is the opposite of
the drain current ðdjð0Þ ¼ "djðLÞÞ.
Figure 12 shows this amplitude obtained with the two
kinds of excitations and for different gate lengths. Similar to
what it has been observed in Sec. IV, both excitations are
able to stimulate the plasma resonances even if an electrical
stimulation is more efficient at highest frequencies. The var-
iations of the frequency and magnitude of the resonances are
also similar. Let us note that the peaks appear for all struc-
tures and excitations at f2 and its even multiples f6, f10 (i.e.,
at f4iþ2). Indeed, the modes of order p¼ 4i are associated
with concentration, voltage or current spatial oscillations
whose mean value along the channel is zero; consequently,
they cannot be excited by an uniform excitation. Another
interpretation of this phenomenon will be proposed in
Subsection V C.
No resonance is observed at f ) f3D in Fig. 12, which
can be explained considering Fig. 13: around the 3D plasma
resonance, the addition of the responses of the different
modes make both conduction and displacement current
strong. Nevertheless, in such a homogeneous structure, they
are almost opposite for f¼ f3D, and the total current is there-
fore weak, which can be verified in Eq. (6) where aðx3DÞ )
0 for x3D , !. Strong 3D resonances in the drain current or
admittance spectra have been observed in numerical simula-
tions of biased nþnnþ structures (in which the central region
is gated);60,61 in such devices, the concentration gradient at
the homojunctions as well as the drain-to source bias (not
considered in this analytical approach) breaks the equilib-
rium between the two currents leading to another resonance
peak at f ) f3D.
Figure 14 represents the amplitude of the source current
density obtained under the two drain condition operations.
The resonance figures are complementary: the modes
p¼ 2iþ 1 are stimulated applying asymmetrical BC while
symmetrical BC allows the sustainment of modes of order
p¼ 4iþ 2. The 4i order modes cannot be excited by a
uniform stimulation whatever the BC.
C. Individual excitation of the plasma modes
The eigen plasma modes define now a basis BCV
¼ fx! sinðkpxÞgp even. To distinguish the contribution of
the different modes in the current and voltage responses, we
redefine the excitation as the Fourier series expansion of a
spatial square function of periodicity 2 L
FIG. 12. Amplitude of the oscillation of the current density at the drain as a
function of the excitation frequency for different gate lengths in the case of
(a) a beating photoexcitation (DV g¼ 0mV and DG ¼ 1028 cm"3/s) and (b)
an electrical stimulation applied on the gate (DVg¼ 1mV and DG¼ 0 cm"3/
s). For every structures, dt¼ 14 nm.
FIG. 13. Density of conduction, displacement, and total current at the drain.
DVg ¼ 1 mV, dt¼ 14 nm, and L¼ 200 nm.
FIG. 14. Current density at the source terminal for an operation at constant
drain voltage (continuous line) and constant drain current (dashed line).
DVg¼ 1mV, dt¼ 14 nm, and L¼ 200 nm.
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de xð Þ ¼
X1
i¼0
e4iþ2 sin k4iþ2xð Þwith e4iþ2 ¼ ep ¼ 4Depp=2 : (19)
In this sum, the subscript 4iþ 2 has been chosen for
consistency with the definition of the order p¼ 4iþ 2. The
first terms of the series are plotted on Fig. 15. No terms of
wavelength k4i appear in this expansion explaining why the
corresponding modes are not excited by a uniform
stimulation.
Similarly, as done in Sec. IV, we obtain the expression
of the responses dVp
dVp xð Þ ¼ ix ixþ !ð Þx2p " x2 þ ix!
8De sin kpxð Þ
pp½1þ pcp=2ð Þ2( : (20)
This expression, similar to the one obtained for asym-
metrical BC [Eq. (15)], and Eq. (6) can explain the different
strengths of the source current response in Fig. 14 for the
two different BC. Indeed, the current density expansion
terms jp are given by djp ¼ apdV0p. At chosen parameters of
the structure under investigation, first resonance frequencies
for the asymmetric x1 (p¼ 1) and symmetric x2 (p¼ 2) BCs
verify ! + x1;2 + x3D. Under this assumption, it is easy to
check that a1;2 ) x23D=x1;2 and, therefore, dj2=dj1 ) k2=k1
¼ 2. This is why, as seen on Fig. 14, the amplitude of the
source current at the first resonance under constant drain
voltage is approximately twice its amplitude at the first reso-
nance under constant drain current, and, more generally, that
is why higher current response is obtained with symmetrical
BC.
The amplitude and phase of the drain current and of the
first terms of its expansion are shown on Fig. 16. Here again,
at the vicinity of a resonance frequency fp, the dynamic
regime is governed by the stimulation of the p-th plasma
mode. This behavior is confirmed by Fig. 17, on which one
can verify that for f¼ f2 and f6 the oscillations of electric
potential and current density coincide with stationary waves
of wavelengths 2 L and 2 L/3, respectively. Contrary to the
voltage response on Fig. 9, two consecutive resonance
peaks do not superimpose since the contribution of the two
corresponding modes are in opposite phases between their
respective resonance frequencies. This destructive
FIG. 15. First four terms depðxÞ ¼ ep sinðkpxÞ in the decomposition of the
excitation in Fourier series.
FIG. 16. (a) Modulus and (b) argument of the complex quantities "djðLÞ
and "djpðLÞ (for p¼ 2, 6, and 10) describing the current density entering the
drain terminal. DVg ¼ 1mV, L¼ 200 nm, and dt¼ 14 nm.
FIG. 17. Amplitude of the oscillation of electric potential (a) and of the cur-
rent density (b) induced by the excitations De, de2(x) and de6(x).
DVg ¼ 1mV, L¼ 200 nm, and f¼ f2 or f6. The curves at f¼ f2 coincide in
both subfigures.
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interference then tends to improve the quality factor of the
first current resonances with respect to the case of a single-
mode excitation.
VI. STIMULATION APPLIED ON THE DRAIN CONTACT
In this section, the effect of an electrical stimulation
applied on the drain is studied. The gate-to-source voltage
remains fixed and no photogeneration occurs. Therefore, Eq.
(4) must be solved with De¼ 0.
A. Response to a drain current oscillation
A harmonic oscillation of the drain current is imposed.
By solving Eq. (4) for dVð0Þ ¼ 0 and dV0ðLÞ ¼ Djd=a, we
obtain
dV ¼ Djd
ab
sin bx
cos bL
: (21)
Figure 18 represents the amplitude DVd ¼ Djdj tan bLj=
jabj of the drain voltage oscillation induced by this current
excitation. Since DVd is maximized when cos½bðf ÞL( is mini-
mized, resonances at the same frequencies as the ones
observed in the case of a delocalized stimulation under con-
stant drain current (Sec. IV) are exhibited. Therefore, these
resonances can be attributed to the sustainment of odd
plasma modes. The high-order modes, whose frequencies
approach f3D, interfere constructively to provide a strong
response at the 3D plasma frequency. This strong response
traduces the high impedance of the slab for f¼ f3D in agree-
ment with Eq. (6). At high frequency (f> 10 THz), the
response of the different structures are similar since the
oscillation of the drain voltage only occurs in the region
close to the drain [see Fig. 19(a)].
Figure 19 shows the voltage and current density profiles
(jdVðxÞ and jdjðxÞj, respectively) along the channel when the
excitation frequency is tuned on different resonances fre-
quencies; this figure confirms the predominance of one par-
ticular mode on the dynamic behavior at the vicinity of the
plasma frequency. For f¼ f1, f3, or f5, we retrieve the profile
of harmonic standing waves corresponding to the modes
stimulated at the given frequency. For f¼ f3D, the amplitude
of the potential oscillation decreases exponentially with the
distance to the drain. Only the vicinity of the drain has got a
significant impedance; that is why the gate length does not
affect the drain voltage response at f¼ f3D.
B. Response to a drain voltage oscillation
A harmonic oscillation of the drain-to-source voltage is
imposed. By solving Eq. (4) for dVð0Þ ¼ 0 and
dVðLÞ ¼ DVd, we simply obtain
dV ¼ DVd sin bx
sin bL
: (22)
The amplitude of the drain current density Djd ¼ DVd
jab cotan bLj of the drain voltage oscillation is shown on
Fig. 20 for different gate lengths and on Fig. 21, together
with the response to a gate excitation of similar amplitude.
Resonances are obtained when sin bL is minimal, i.e., at
even plasma frequencies f2, f4, etc. Contrary to the case stud-
ied in Sec. V of a uniform excitation (electric oscillation of
the gate voltage, photogeneration) which only stimulates the
2iþ 2 order modes, the response exhibits here resonances
peaks at f2, f4, f6, i.e., at all even multiples of the fundamental
resonance f2. A local stimulation (only applied, here at
x¼L), whose spatial spectrum is rich, is indeed able to pro-
vide modes of any wavelengths while a uniform one cannot
sustain the modes associated with oscillations of zero spatial
mean-value. Nevertheless, as seen on Fig. 21, this latter
FIG. 18. Amplitude of the drain-voltage oscillation as a function of the exci-
tation frequency for different gate lengths in the case of an imposed har-
monic drain current density of amplitude Djd¼ 109A/m2. For every
structures, dt¼ 14 nm.
FIG. 19. Amplitude of the local (a) electric potential and (b) current density
as a function of the position x in the channel for if¼ f1, f3, f5, and f3D.
L¼ 200 nm, dt¼ 14 nm, and Djd¼ 109A/m2.
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excitation, also applied all along the channel and not only at
its extremity, leads to stronger resonant responses.
The amplitudes of the local electric potential and current
density oscillations are represented on Fig. 22. The behavior
is almost similar to the one revealed by Fig. 19 except that
the even plasma modes corresponding to standing waves of
wavelength 2L/i are sustained under this voltage driven-
condition.
VII. CONCLUSION
We have derived an analytical model to analyze plasma
oscillations in a totally gated semiconductor slab of arbitrary
thickness. In order to take into account various experimental
conditions, different ways of THz excitation of the electron
gas were considered: on one hand, an uniform stimulation
was performed through both optical beating and gate voltage
perturbations. On the other hand, local electrical excitation
was considered through a perturbation of the drain voltage or
current.
While the existing analytical models consider the only
effect of the gate on the electron density through the GCA, we
have taken into account the longitudinal Coulombian effects
through the resolution of the pseudo bi-dimensional Poisson
equation (P2D). A generalized dispersion relation was then
obtained for the considered medium. For the lowest wavevec-
tors and frequencies, the channel was shown to be non-
dispersive and the electrons to behave as a gated-2D gas, as
predicted by the GCA-based theories. As a matter of fact, for
the highest wavelengths, the oscillations are controlled by the
transverse geometry, and the GCA constitutes the natural
lower boundary of the P2D analytical theory. For the highest
wavevectors and frequencies, an expected discrepancy with
the GCA was observed. Due to the shortness of the wave-
lengths, the medium becomes dispersive, and the electron flow
behaves as a 3D gas, in accordance with various numerical
simulations, so that the 3D theory constitutes the natural higher
boundary of our analytical theory. Note that the electrical per-
turbation allowed a more efficient excitation of the higher
modes than the optical stimulation, since it is not depending on
the generation rate. Between these two limit cases, the P2D an-
alytical theory allowed to explain and describe the hybrid 2D-
3D plasma modes already observed in various numerical
hydrodynamic and Monte Carlo simulations. We assume that
future experiments on nanometric FETs or HEMTs whose
channels are sufficiently thick and/or weakly controlled by the
gate should evidenced such a dynamic behavior.
Then, the effects of the geometry on the plasma modes
were evaluated. The study of the gate length influence on the
oscillations showed that the fundamental plasma mode fre-
quency, being proportional to the inverse of the length, fol-
lows the behavior predicted by the GCA-based theories,
whatever the perturbation method, which emphasizes the ac-
cordance for the lower frequencies between the P2D and
FIG. 21. Amplitude of the current density at the drain as a function of the
excitation frequency for a stimulation applied (a) on the drain (DVd¼ 1mV
and DVg¼ 0) and (b) the gate (DVg¼ 1mV and DVd¼ 0). L¼ 200 nm and
dt¼ 14 nm.
FIG. 22. Amplitude of the local (a) electric potential and (b) current density
as a function of the position x in the channel for f¼ f1, f3, f5, and f3D.
L¼ 200 nm, dt¼ 14 nm, and DVd¼ 1mV.
FIG. 20. Amplitude of the current density at the drain as a function of the
excitation frequency for different gate lengths and DVd¼ 1mV. For every
structures, dt¼ 14 nm.
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GCA-based analytical models. However, the evolution of the
fundamental mode amplitude depends on the nature of the
excitation: since both collision and generation rates are
linked to the channel geometry, an increase of the gate length
leads to a damping of the response to the electrical stimula-
tion but to the improvement of the photomixing response.
The frequency shift with the gate length variation was shown
to be less important for the higher plasma modes due to the
hybridation between 2D-gated and 3D modes and to the fact
that the highest frequency is fixed by the 3D mode, which
does not depend on the slab geometry. The investigation of
the transverse geometry effects showed that, as expected, the
gate influence on the channel potential becomes less impor-
tant as it is shrunk back. In fact, we observed a shift of the
plasma resonances to the 3D mode associated with an
increase of their amplitudes. This last effect disappears, how-
ever, when the excitation is made through the gate voltage.
Another generalization provided by our analytical theory
is the accounting for different boundary conditions. Indeed,
the previous developed GCA-based models only consider the
case of a grounded source and of a short-circuited drain (the
so-called asymmetrical boundary conditions) with the aim to
amplify the plasma oscillations. Here, the case of a fixed
drain voltage was also considered (the so-called symmetrical
conditions) in order to explore different possibilities of detec-
tion, since the plasma modes were drastically modified. In the
same time, a spatial Fourier analysis was made in order to
evaluate the effects of each component of the perturbation on
each plasma mode, and to describe and understand the influ-
ence of each plasma mode on the electron gas response.
Then, an analytical description of each resonance frequency
and its associated phase and amplitude was provided. We
showed that it is reasonable to consider, in a first approxima-
tion, each plasma peak as the response to a monochromatic
stimulation at the corresponding wavelength. The analysis of
the amplitude behavior allowed to explain its decrease with
the mode order as well as the presence of higher plasma
peaks in symmetrical conditions, due to a stronger coupling
between the excitation and the response in this situation. We
also observed that a drain excitation, that is a capitation of
the THz frequency by the drain, allows the stimulation of
more modes than a uniform stimulation through the gate.
This is explained by a richer spatial spectrum of the local ex-
citation as compared to the uniform one.
Finally, the analysis of phases allowed to describe in
which way two different modes interact and influence the
total response. Considering asymmetrical boundary condi-
tions, the presence of a non-null response between some con-
secutive modes is explained by constructive interactions.
Moreover, the existence of a high 3D peak is justified by the
superposition of the contributions of different modes.
Considering symmetrical conditions, we observed that the
interaction between the modes in essentially destructive,
which tend to increase the quality factor of the response but
leads to the disappearance of the 3D mode.
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Hydrodynamic modeling of optically excited terahertz plasma oscillations
in nanometric field effect transistors
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We present a hydrodynamic model to simulate the excitation by optical beating of plasma waves in
nanometric field effect transistors. The biasing conditions are whatever possible from Ohmic to
saturation conditions. The model provides a direct calculation of the time-dependent voltage
response of the transistors, which can be separated into an average and a harmonic component.
These quantities are interpreted by generalizing the concepts of plasma transit time and wave
increment to the case of nonuniform channels. The possibilities to tune and to optimize the plasma
resonance at room temperature by varying the drain voltage are demonstrated. © 2009 American
Institute of Physics. #DOI: 10.1063/1.3137189$
Two-dimensional plasma waves in quasiballistic submi-
cron and nanometric transistors are considered a very prom-
ising physical phenomenon for the detection and generation
of terahertz radiation.1–3 However, experiments and micro-
scopic modeling have shown that the resonance peaks in the
spectra of such devices are very broad, thus making a direct
realization of monochromatic sources rather difficult.3 An
interesting solution consists in synchronizing the plasma
wave by an optical excitation presenting a terahertz beating
frequency.4 This possibility was confirmed by recent
experiments5,6 that showed a significant increase in the drain
voltage bias when the beating frequency approaches the
plasma frequency and its odd harmonics.
At the present time, an analytical description and nu-
merical modeling of plasma waves in field effect transistors
!FETs" and, in particular, high electron-mobility transistors
!HEMTs" channels is usually carried out in the framework of
rather simplified models. These models are mainly based on
the gradual channel approximation of the Poisson equation,
the assumption of uniform carrier density, drift velocity and
potential profiles along the channel, the absence of hot-
carrier effects, etc. !see, e.g., Refs. 1, 4, 7, and 8". Such
models provide a sufficiently good qualitative description of
the physical phenomena involved in the interaction between
the optical photoexcitation and the electron dynamics in the
transistor channel. Nevertheless, a quantitative comparison
with experimental results needs a much more detailed ap-
proach. In particular, the assumption of a uniform electric
potential prevents these models to be applied to the common
case of a transistor biased between source and drain. It is
well known that for two-terminal n+nn+ structures, a suffi-
ciently simple hydrodynamic !HD" model based on velocity
and energy conservation equations allows an accurate de-
scription of more complicated Monte Carlo simulations as
well as experimental results !see, e.g. Ref. 9 and references
therein".
The aim of this letter is to extend such a model in order
to overcome the above-mentioned restrictions in FET and
HEMT models thus enabling the study of the photoexcitation
of plasma waves in a short transistor for different drain bi-
ases, from Ohmic to saturation regimes.
We coupled the HD equations in the transport direction,
here taken as the x-axis, relative to the electron density
n!x , t", the mean velocity v!x , t" and the mean energy !!x , t"
according to Ref. 9 with an approximation of the Poisson
equation described in10,11
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where e is the elementary charge and E is the x electric field
component. !0 is the equilibrium mean energy. $s and $c are
the dielectric constants of, respectively, the Schottky layer
!for the case of a HEMT or a metal-semiconductor field-
effect transistor" or the oxide layer !for the case of a metal-
oxide-semiconductor field-effect transistor" and the channel.
d is the gate-to-channel distance and " is the channel thick-
ness. ND! is the effective donor concentration in the
channel.12 The velocity and energy relaxation rates #v and #!,
the electron effective mass m!, the velocity variance "v2, and
the energy-velocity covariance "v"! depend on the local
mean energy and they were calculated by a Monte Carlo
simulation of InGaAs bulk material at room temperature.
The photogenerated holes are supposed to be practically re-
moved immediately from the channel to the gate, which is
why their contribution is omitted in our model.
We simulate a In0.53Ga0.47As / InAlAs HEMT !$c
=13.4 $0, $s=11.8$0, d=22 nm and "=10 nm" composed
of a Lg=100 nm long gated part !ND! =1%1018 cm−3" sur-
rounded by two 50-nm-long ungated sections !ND! =5
%1018 cm−3". The threshold voltage Vth calculated by the
Poisson equation in Eq. !1" gives a value Vth=−eND! d" /$s
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=−300 mV and, as a consequence, the swing voltage is V0
=Vg−Vth=0− !−300"=300 mV. The generation rate associ-
ated with the terahertz-beating optical illumination takes the
form G!t"=G0#1+cos!2&ft"$, where f is a frequency in the
terahertz domain and G0=1027 s−1 cm−3 is estimated by con-
sidering the power and the diameter of the focus spot of
exciting lasers usually used in photomixing experiments.12
The source potential and the drain current are fixed. To
simulate the constant current operation, an additional equa-
tion accounting for a large resistance connected in series
with the HEMT structure is used.
The simulation under constant current operation allows
us to calculate the instantaneous drain-to-source voltage
Vds!t" in response to a beating photoexcitation. By taking
into account the main physically-plausible contributions, we
shall represent the total Vds!t" response as a sum of:
Vds!t" = Vds
dark + 'Vds
opt!f" + "V!f"cos#2&ft + (!f"$ , !2"
where Vds
dark is the drain voltage without photoexcitation,
'Vds
opt!f" is the drain voltage dc component due to the pho-
toexcitation with the beating frequency f , and the last term
presents the ac component, that is the harmonic response to
the optical beating supposing that the higher-order harmonics
responses are omitted. In the framework of such a represen-
tation it is convenient to characterize in the following the
dc photoresponse at the beating frequency f as: 'V!f"
='Vds
opt!f"−'Vdsopt!0".
The calculated "V!f" and 'V!f" are reported as functions
of the beating frequency and for different values of Vds
=Vds
dark+'Vds
opt!0" on Fig. 1. Like the analytical theory13,14 and
our first simulations applied to long gate-length transistors,12
we observe for both quantities resonances peaks correspond-
ing to the photoexcitation of the two first plasma modes of
the channel.
The inset of Fig. 1!a" reports the frequencies of these
modes !noted f1 and f3" as a function of Vds. At low voltage,
they match with the fundamental plasma frequency fp
=s /4Lg'2.7 THz !with s=(eV0 /m!!!0"'11%105 m /s
the plasma wave velocity", calculated with the assumption of
a drift velocity much lower than the plasma velocity.1 The
value of f3 shows a small discrepancy with 3fp that can be
explained by considering the weak dispersion due to the lon-
gitudinal term of the Poisson equation, $c"2V /"x2.11
By increasing Vds, both f1 and f3 decreases monoto-
nously. According to Ref. 1 the fundamental plasma fre-
quency fp is equal to 1 /2), where ) is the time needed by a
propagating plasma wave to travel in the channel from the
source to the drain and back. We can generalize the expres-
sion of ) to nonuniform stationary mean velocity conditions
by
)!Vds" = )
0
Lg dx
s + v0!x"
+ )
0
Lg dx
s − v0!x"
, !3"
where v0!x" is the time-average value of the drift velocity.
This integration was numerically calculated from the station-
ary mean velocity profiles obtained for each values of Vds in
our simulations. The corresponding frequency fp!Vds"
=1 /2)!Vds" is reported on the inset of Fig. 1!a" and matches
with the peak frequency f1. The global growth of the drift
velocity in the channel yields a significant increase in the
drain to source transit time that produces the decrease in the
resonance frequency.
On the other hand, Fig. 2!a" shows that the photore-
sponses maxima are clearly nonmonotonous with Vds. This
behavior can be explained by generalizing the expression of
the wave increment of the plasma oscillation1 to the case of
nonhomogeneous channels as follows:
*!!Vds" = fp!Vds"% 2 ln* s + v0!Lg"
s − v0!Lg"
* , !4"
with v0!Lg" the stationary mean velocity at the drain extrem-
ity of the channel !where the wave amplification occurs". The
wave increment quantifies the gain of the forced oscillator
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constituted by the photoexcitated channel and therefore it
controls directly the amplitude of the harmonic oscillations.
The quantity *! is represented as a function of Vds on
Fig. 2!b". As a consequence of the competition between the
decrease in the frequency fp and the increase in the wave
reflexion coefficient #s+v0!Lg"$ / #s−v0!Lg"$, *! presents a
maximum for Vds'200 mV.
This means that, for this value of the drain bias, the
plasma oscillations are optimally amplified in the transistor
channel leading to the photoresponses maxima reported on
Fig. 2!a". The slight increase in "V!f1" at high Vds, i.e., when
the transistor is driven into saturation regime, cannot be at-
tributed to an enhancement in the plasma mechanism but to
an increase in the nonresonant background due to the appear-
ance of a high electric field region near the drain.
The significant influence of the drain bias on both the
fundamental frequency and the wave increment is due to the
fact that, in such short devices, transport is strongly nonlocal,
which means that the drift velocity reaches very high
values—over the saturation velocity—and becomes compa-
rable to the plasma velocity. As a result, contrary to the case
of previously studied long-gate transistors,12 nanometric
FETs may present over-terahertz plasma resonances highly
tunable by the drain voltage.
In conclusion, a HD model allowing the simulation of
optically excited plasma waves in nanometric transistors has
been presented. The model is adapted to Ohmic as well as to
saturation conditions where strongly nonhomogenous pro-
files of the main physical quantities are expected in the tran-
sistor channel. By this way, we complete the theoretical in-
vestigation initiated in Refs. 4 and 14 and suitable for low
drain bias with a study of the influence of the drain-to-source
voltage on the induced photoresponses. The results clearly
show that in these devices the frequency of the terahertz
photoexcited plasma resonance can be efficiently tuned by
the drain bias. Finally, the plasma wave excitation can also
be optimized if the transistor is driven far from equilibrium
conditions to reach a maximum of the photoresponses reso-
nance amplitudes.
1M. Dyakonov and M. Shur, Phys. Rev. Lett. 71, 2465 !1993".
2W. Knap, F. Teppe, Y. Meziani, N. Dyakonova, J. Lusakowski, F. Boeuf,
T. Skotnicki, D. Maude, S. Rumyantsev, and M. S. Shur, Appl. Phys. Lett.
85, 675 !2004".
3J. Lusakowski, W. Knap, N. Dyakonova, L. Varani, J. Mateos, T. Gonza-
lez, Y. Roelens, S. Bollaert, A. Cappy, and K. Karpietz, J. Appl. Phys. 97,
064307 !2005".
4V. Ryzhii, I. Khmyrova, A. Satou, P. O. Vaccaro, T. Vaccaro, and M. Shur,
J. Appl. Phys. 92, 5756 !2002".
5T. Otsuji, M. Hanabe, and O. Ogawara, Appl. Phys. Lett. 85, 2119 !2004".
6J. Torres, P. Nouvel, A. Akwoue-Ondo, L. Chusseau, F. Teppe, A. Shchep-
etov, and S. Bollaert, Appl. Phys. Lett. 89, 201101 !2006".
7A. P. Dmitriev, A. S. Furman, and V. Y. Kachorovskii, Phys. Rev. B 54,
14020 !1996".
8D. Veksler, F. Teppe, A. P. Dmitriev, V. Y. Kachorovskii, W. Knap, and M.
S. Shur, Phys. Rev. B 73, 125328 !2006".
9V. Gruzinskis, E. Starikov, P. Shiktorov, L. Reggiani, and L. Varani, J.
Appl. Phys. 76, 5260 !1994".
10H. Marinchio, J. Torres, G. Sabatini, P. Nouvel, C. Palermo, L. Chusseau,
L. Varani, F. Teppe, P. Shiktorov, E. Starikov, V. Gružinskis, A. Shchep-
etov, S. Bollaert, and Y. Roelens, Phys. Status Solidi C 5, 257 !2008".
11P. Shiktorov, E. Starikov, V. Gružinskis, L. Varani, G. Sabatini, H. Marin-
chio, and L. Reggiani, J. Stat. Mech.: Theory Exp. 2009, P01047.
12J. Torres, H. Marinchio, P. Nouvel, G. Sabatini, C. Palermo, L. Varani, L.
Chusseau, P. Shiktorov, E. Starikov, and V. Gruzhinskis, IEEE J. Sel. Top.
Quantum Electron. 14, 491 !2008".
13V. Ryzhii, I. Khmyrova, A. Satou, P. O. Vaccaro, T. Aida, and M. Shur, J.
Appl. Phys. 92, 5756 !2002".
14M. Hanabe, T. Otsuji, T. Ishibashi, T. Uno, and V. Ryzhii, Jpn. J. Appl.
Phys., Part 1 44, 3842 !2005".
192109-3 Marinchio et al. Appl. Phys. Lett. 94, 192109 #2009!
 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  162.38.135.160 On: Fri, 18 Mar
2016 13:02:00
179
	180
Enhanced THz detection through phase-controlled
current response in field-effect transistors
A. H. Mahi 1,2, H. Marinchio 2, C. Palermo 2, A. Belghachi 1, L. Varani 2
1Laboratory of Physics of Semiconductor Devices, University of Bechar, Algeria
2Institut d’E´lectronique du Sud, CNRS UMR 5214, Universite´ Montpellier 2, TERALAB, Montpellier, France
a.mahi@teralab.fr
Abstract—A field effect transistor can be used as a nonlinear
element for the resonant detection of incident terahertz radiation
at room temperature. The excitation of the plasma modes in
the channel increases significantly the detection efficiency in the
THz range. By means of a numerical hydrodynamic model, we
study the drain current response of a high electron mobility
transistor to a THz signal applied on its gate and/or on its
drain contacts in order to obtain the optimal configuration in
terms of detection. We demonstrate that the amplitudes of the
harmonic and average drain-current responses associated with
the presence of plasma modes in the channel, strongly depend on
which transistor terminal collects the incident THz radiation and
that a maximum DC response can be obtained by appropriately
dephasing the two electrode signals.
Generation and detection of electromagnetic radiation in the
terahertz (THz) domain is a subject matter of great interest
because of its potential applications in different areas, such
as security, medicine, broadband communications, etc. [1].
In this context, the field effect transistor (FET) is among
the most promising devices for THz radiation generation and
detection [2], [3]. An intriguing strategy to exploit FETs as
THz sources and detectors lies in the plasmonic approach
where the physical mechanism at the basis of the THz
working operation is an electron-gas plasma-wave excitation.
The investigation of plasma oscillations in two-dimensional
(2D) electron-gas channels was initiated at the beginning of
1990s by Dyakonov and Shur [2], [4]. The resonant detection
of THz radiation by 2D plasma waves was experimentally
demonstrated using InAlAs/InGaAs High Electron Mobility
Transistors [5], [6], [7]. Recently, the same kind of detection
was also experimentally obtained using a MOSFET detector
with integrated on-chip antennas [8] and transistors where
the gate and/or drain electrodes contain an integrated antenna
[9], [10]. It is clear that the improvement of the transis-
tor sensitivity strongly depends on the optimization of the
electromagnetic coupling between the FET channel, where
plasma waves are excited, and the THz incident radiation.
However, in most of the cases presented in the literature the
FET detector is not connected to an external antenna and the
THz radiation is assumed to be simply coupled to the channel
through the metallic electrodes (source, drain and gate) without
any deep investigation of their effects on the plasma wave
excitations in the channel. A complete understanding of these
physical processes should require a self-consistent solution of
Maxwell equations describing the propagating THz radiation
incident on the FET (with or without an antenna) and of
the Boltzmann equation describing the transport processes in
the transistor. At the present stage, such kind of numerical
simulations represent a formidable numerical task that is out
of the scope of our investigation. Nevertheless it is extremely
important to understand how the oscillating voltage produced
by the incident THz radiation on the FETs electrodes affects
the DC signal, typically measured at the drain contact, and
if some strategy to enhance such signals can be envisaged.
As discussed in Ref. [6] and [11], the precise calculation of
an average (non-linear) response requires a numerical model
able to take into account many non-linearities sources (effects
of non-uniform quantities along the channel, thermal effects,
depleted zone at the junction between ungated and gated
regions etc.).
In this paper, we propose a study of a plasmonic THz de-
tector based on a High Electron Mobility Transistor (HEMT).
To this aim, we model an antenna response to a THz wave
by an oscillating voltage source at the same frequency as the
incident radiation. We calculate the drain current response to
different kinds of excitation applied on the gate, on the drain
and on both terminals through a 1D numerical hydrodynamic
(HD) approach, coupled with a pseudo-2D Poisson equation
along the longitudinal direction x of a HEMT channel [12]:
ϵc
∂2V
∂x2
+ ϵs
Vgs0 +∆Vgs − V
dδ
= e(n−ND) (1)
where e is the elementary electron charge, V the electric
potential in the channel, Vgs0 the average gate potential, ND
the effective donor density in the channel [6], [12], d the gate-
to-channel distance, δ the channel thickness, ϵc and ϵs the
permittivities of the channel and insulator, respectively.
Two kinds of THz excitations are considered: (i) an ex-
citation collected through the gate contact and described by
the harmonic component of the gate potential, ∆Vgs(t) =
δVgs cos(2πft) (with f the frequency of the incoming THz
radiation) included directly in the Poisson equation; (ii) an
excitation collected through the drain contact and described
by a component of the drain potential equal to ∆Vds(t) =
181
δVds cos(2πft+ϕ) which is used as a boundary condition for
the Poisson equation solution (V (x = L) = Vds0 +∆Vds(t)
where Vds0 is the average drain voltage).
For our calculations, we simulate an InAlAs/InGaAs/InP
HEMT structure identical to that reported in Ref. [11],
that is composed of a Lg = 100 nm long gated part
(ND = 1 × 1018 cm−3) surrounded by two 50-nm-long
ungated sections (ND = 5 × 1018 cm−3), with d = 22 nm,
δ = 10 nm, ϵc = 13.4ϵ0 and ϵs = 11.8ϵ0, being ϵ0 the
vacuum permittivity. The momentum relaxation time is taken
as τ = 2.94× 10−13 s so that ωτ > 1 for the considered THz
frequency range. The threshold voltage is Vth = −298 mV
and the applied average gate-source and drain-source voltages
are Vgs0 = −1 mV and Vds0 = 40 mV, respectively. The
device is working under voltage-driven operation-mode and we
calculate the time-dependent drain current which, neglecting
the harmonics of order higher than one, can be expressed as
[11]: Id(t) = Id0 +∆Id(f) +∆Id(f) cos(2πft+ ϕI), where
Id0 is the drain current in the absence of THz excitation,
∆Id(f) cos(2πft + ϕI) the harmonic response at excitation
frequency and ∆Id(f) the additional DC current due to the
rectification of the induced current oscillation. This latter
quantity is of interest since it quantifies the detection (THz-
to-DC conversion) of the device and can easily be measured.
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Fig. 1. Harmonic (a) and average (b) drain current responses as functions of
the radiation frequency for an excitation applied only on the drain (continuous
line), only on the gate (dashed line) and combined in phase (dotted line).
Figure 1 shows both harmonic and average current re-
sponses at room temperature as functions of the THz excitation
frequency, for a signal applied on the drain (δVgs = 0 mV and
δVds = 1 mV), on the gate (δVgs = 1 mV and δVds = 0 mV)
and combined (δVgs = δVds = 1 mV). In this last case, both
excitations are in phase (ϕ = 0). Each spectrum exhibits three
resonance peaks which can be identified as plasma resonances
by comparing their frequencies to those obtained using the
theoretical expression reported in Eq. (6) of Ref. [13].
This formula, taking the order of the mode p equal to 1 and
2, gives f1 = 4.8 THz and f2 = 7.6 THz which match well
with the first two peaks observed on the frequency response.
Interestingly, the highest frequency peak does not correspond
to a 2D plasma resonance but to the 3D resonance resulting
from the addition of the highest-order modes (for p → ∞,
fp → f3D = 12 THz): the electron gas behaves as a gated-
2D plasma for frequencies approximately below 8 THz and
as a 3D plasma at higher frequencies, for which the gate
no longer influences the collective oscillation modes [13]. By
Fig. 2. Phase angle between the harmonic drain current and the voltage
excitation as a function of the radiation frequency for (1) an excitation on
the drain, (2) an excitation on the gate. (3) represents the difference between
these two quantities.
comparing the three means of exciting the channel it appears
that, in term of detection, an excitation on the gate will be
more efficient at lower frequencies while an excitation on
the drain will be preferable for a detection exploiting the 3D
resonance. Contrary to the experiments performed on non-
resonant devices reported in Ref. [14], the poorest results
in term of detection is obtained when both excitations are
applied in phase because of a weak excitation of the plasma
resonances.
In order to understand why the harmonic response (and
therefore the average current) is so weak in the last case,
we calculate and show on Fig. 2 the phase angle ϕI(f)
between the harmonic current and each voltage excitation.
The curve 3 in Fig. 2 represents the difference between
these phases when the drain is excited and when the gate is
excited. It is evident that the current responses corresponding
to these two ways of excitation are almost in opposite phase
when all three resonances occur (for f ≈ f1, f2 or f3D):
the contribution of both excitations are mutually destructive
leading to weak harmonic and average currents i.e. to poor
detection performances.
To achieve a better control on the stimulation of the plasma
wave in the HEMT channel, we apply a non-zero phase-
shift ϕ between the two excitations. The components of the
drain current are represented in Fig. 3 for different phase-
shifts. We observe that the amplitudes of the current responses
strongly depend on the phase angle: in particular, they take
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Fig. 3. Harmonic (a) and average (b) drain current responses as functions
of the excitation frequency for different values of the phase-shift ϕ between
drain and gate excitations.
their maximum values when the intrinsic phase-shift between
the current response and the THz excitation is compensated by
imposing a phase-shift around 130-180◦. This way, the gate
and drain contributions to the current response add together
and, by comparing to the spectra presented on Fig. 1 and
3, it is obvious that the dephased combined excitations give
significantly better results compared to a single excitation.
For instance, at the 3D resonance, it is possible to achieve
a DC response that is approximatively 11 times higher than
that obtained for two excitations in phase and 3.5 higher
than that obtained for a single drain excitation. This result
clearly indicates the critical importance of a carefully designed
and connected external antenna and the possibility to include
appropriate phase shifters to enhance the THz detection [14],
[15], [16].
In conclusion, we have theoretically shown that an incident
THz radiation producing an oscillating voltage on the gate
and/or the drain contacts of a HEMT leads to the excitation
of plasma modes in the THz range. We demonstrate that
the best detection takes place when the drain and the gate
excitations are nearly in opposite phase. These results open
up new possibilities for the improvement of the performances
of plasmonic THz detectors by appropriately dephasing the
electrode signals.
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Abstract—We propose an hydrodynamic approach for the
calculation of the small-signal equivalent elements of InGaAs
HEMTs. The values of the different elements are calculated
from the Y parameters of the intrinsic HEMT and are obtained
from the Fourier analysis of the device transient response to
voltage-step perturbations at the drain and gate electrodes. For
low biases and for frequencies up to 100 GHz, the values of
the intrinsic elements are independent of the frequency in the
whole range of device operation. However, for frequencies higher
than 100 GHz, the transconductance, the conductance and the
gate-drain capacity depend on frequency due to the presence of
non-stationary dynamic phenomena in the HEMT channel.
I. INTRODUCTION
The small-signal equivalent circuit (SSEC) is an analytical
technique generally used to describe the electric behavior of a
nonlinear semiconductor device [1]. For instance, field-effect
transistors (FETs) with a high-mobility channel (HEMT) can
be used as nonlinear elements for the resonant detection of an
incident terahertz (THz) radiation [2]. Mostly, the scientific
community uses the SSEC for the determination of the gain,
cut-off frequency, etc. [3]. In addition, an accurate knowledge
of the SSEC elements is a helpful tool for the analysis of the
FET noise performances due to the relation between small-
signal and noise parameters [4].
In this paper, we use a numerical hydrodynamic (HD) model
coupled with a pseudo-2D Poisson equation to calculate the
elements of the admittance matrix. The response to voltage
perturbations applied to the terminals of the HEMT was
calculated using Fourier analysis and the admittance matrix
elements were used to obtain the frequency-dependent SSEC
elemens.
II. PHYSICAL MODEL
There are several methods to calculate the Y admittance
parameters [5]. Let us suppose that at time zero we apply
a voltage-step perturbation of amplitude ∆Vl at the HEMT
terminals l and using our hydrodynamic model coupled with
pseudo 2D Poisson equation [6], we calculate the current re-
sponse Ik at the terminal k caused by the voltage perturbation.
The complex parameter Yk,l which links the current re-
sponse Ik and the voltage perturbation ∆Vl is given by the
relations [5], [7]:
Re[Ykl](ω)] =
Ik(∞)− Ik(0)
∆Vl
+
ω
∆Vl
∫ ∞
0[
Ik(t)− Ik(∞)
]
sin(ωt)dt
(1)
Im[Ykl(ω)] =
ω
∆Vl
∫ ∞
0
[
Ik(t)− Ik(∞)
]
cos(ωt)dt (2)
where Ik(0) and Ik(∞) are the stationary currents at termi-
nal k before and after the voltage perturbation, respectively. In
the following we assume that l = 1, k = 1 for the gate terminal
and that l = 2, k = 2 for the drain terminal. To determine the
various Y parameters, two kinds of perturbations were applied
: the former V1 = 10 mV to the gate and the latter V2 = 20
mV to the drain contacts of the transistor.
Supposing that the external parasitic elements are neglected,
the diagram of the small-signal equivalent circuit of the HEMT
reduces to the topology shown in the Figure 1. It is made
of seven intrinsic elements, each of them representing some
specific physics aspect of the device. Thus, CDS , CGS
and CGD correspond to the drain-source, gate-source and
gate-drain capacitances, respectively. Ri is the resistance of
the ohmic channel between the source and the gate. gm0
represents the steady-state transconductance, and τ the delay
time of the transistor, i.e. the time a signal applied at the
gate takes to reach the drain. gDS is the drain conductance,
and its inverse corresponds to the resistance of the conducting
channel between the source and the drain. The values of these
different elements are calculated from the admittance (Y (ω))
parameters of the intrinsic HEMT, which are obtained from
the Fourier analysis of the device transient response to voltage
step perturbations at the drain and gate electrodes.
The elements of the SSEC can be obtained from the
frequency-dependent Y (ω) parameters. By simple circuit anal-
ysis, the following relations between them can be derived [8],
[9]:
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Fig. 1. Small-signal equivalent circuit of the intrinsic HEMT
CGD =
Im[Y12]
ω
(3)
CGS =
Im[Y11]− ωCGD
ω
(
1 +
(Re[Y11])
2
Im[Y11]− ωCGD
)
(4)
CDS =
Im[Y22]− ωCGD
ω
(5)
gm0 =
[√
((Re[Y21])2 + (Im[Y21] + ωCGD)2)
]
×[√
(1 + ω2R2iC
2
GS)
] (6)
Ri =
Re[Y11]
(Im[Y11]− ωCGD)2 + (Re[Y11])2 (7)
τ =
1
ω
arcsin
(−ωCGD − Im[Y21]−Re[Y21]ωRiCGS
gm0
)
(8)
gDS = Re[Y22] (9)
To validate the proposed equivalent circuit we check the
amplitude and frequency dependence of the different elements.
III. RESULTS AND DISCUSSION
For our analysis, we simulate an InAlAs/InGaAs/InP HEMT
structure similar to that reported in Ref. [10] and composed
of an Lg = 100 nm gated length part (ND = 1018 cm−3)
surrounded by two ungated regions (Lug = 50 nm), and two
access regions (source and drain) of equal lengths Lc = 50
nm and donor concentrations ND = 5 × 1018 cm−3. The
threshold voltage of this device is Uth = −298 mV and
the applied average gate-source and drain-source voltages are
VGS = −20 mV and VDS = 100 mV, respectively.
The seven SSEC elements shown in Figure 1 have been
calculated applying the equations (3)-(9). The frequency de-
pendence of the capacitances of intrinsic elements are shown
in Figure 2. We remark that these parameters are frequency
independent at least up to 200 GHz, except CDG which
increases exhibit a slight increase with frequency. We also
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Fig. 2. Capacitances of the HEMT intrinsic small-signal equivalent circuit of
Fig.1 as a function of frequency at the working point corresponding to VGS
= - 20 mV and VDS = 100 mV.
observe that CDS is negative reflecting the inductive character
of the HEMT channel. On the other hand we observe that CGS
and CGD are symmetric compared to the value of CDS .
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Figure 3 shows the transconductance gm0 and the drain
conductance gDS calculated at room temperature as functions
of frequency for bias conditions VDS = 100 mV and VGS =
-20 mV respectively. These two parameters exhibit an almost
linear dependence with the frequency: however gDS while gm0
increases with the frequency. This dependence has also been
experimentally confirmed [11].
Finally, we report in Figure 4 the resistance Ri of the ohmic
channel and the delay time τ of the transistor as functions
of frequency. We remark that the ohmic resistance and the
delay time are constant, moreover we stress that the value
of the ohmic resistance is very small (of the order of 1.8
10−4 Ωm), while the cutoff frequency is very high (of the
order of 1.4 THz).
IV. CONCLUSION
Hydrodynamic simulations coupled to a pseudo-2D Poisson
equation for calculating the intrinsic elements of the small-
2015 International Conference on Noise and Fluctuations (ICNF)
2
186
44.0
44.5
45.0
 0  50  100  150  200
1.81
1.82
1.83
1.84
 
τ 
(10
−
13
 
s) 
R
(10
−
4
Ω
m
)
 f (GHz) 
τ
Ri
VDS= 100 mV
VGS= -20 mV
∆VDS= 20 mV
∆VGS= 10 mV
Fig. 4. Intrinsic resistance and delay time of the HEMT intrinsic small-signal
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signal equivalent circuit (SSEC) has been reported and ap-
plied to the case of an InGaAs channel HEMT. The process
consists in extracting the different intrinsic elements from
the admittance matrix elements (Y (ω)), obtained from the
Fourier analysis of the device transient response to voltage
perturbations at the terminals. For frequencies at least up to
100 GHz the calculated values for the elements of the SSEC
are found to be frequency independent. This fact confirms
that under these conditions the proposed equivalent circuit
describes correctly the ac behavior of the InGaAs HEMT
in this frequency range of operation. However, for the bias
conditions used in our study, the parameters gm0, gDS and
CGD depend on frequency due probably to the presence of
non-stationary dynamic phenomena in the channel.
Finally, the hydrodynamic method coupled with a pseudo-2-
D Poisson equation, which includes all the transport processes
relevant to small semiconductor devices, has been shown to
be a powerful tool to develop small-signal models up to
frequencies that are difficult to reach experimentally.
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Abstract
Using a hydrodynamic model self-consistently coupled to a Poisson solver, we investigate the
time and frequency response of InGaAs diodes excited at room temperature by an optical
photoexcitation presenting a beating in the terahertz frequency domain. The analysis of the
main physical quantities, such as the local electric field and the conduction current density,
evidences the presence of strong resonances that are interpreted as three-dimensional plasma
oscillations excited by the optical beating. By studying the influence of the geometry and
doping of the diode, it is shown that, in most cases, the highly doped contacts mainly control
the frequency of the plasma mode while the diode length is a crucial parameter to evidence a
second resonance related to the diode active region. Moreover, the amplitude of the plasma
resonances can be enhanced at high doping levels and by increasing the level of the optical
photoexcitation.
1. Introduction
Terahertz (THz) radiation has many potential applications
in different domains, such as high-resolution spectroscopy,
security, broadband communications and medicine [1, 2].
If THz radiation generation and detection can be envisaged
by using electronic systems such as field–effect transistors
[3, 4], then one of the most promising strategies lies in the
plasmonic approach where the physical mechanism at the basis
of the THz working operation is an electron gas plasma wave
excitation. On the other hand, the possibility of using three-
dimensional (3D) plasma waves has received little attention
in the literature compared to 2D systems [5–12], even if a
THz radiation detector based on the excitation of 3D plasma
in bulk GaAs was recently proposed [13]. Yet, 2D systems
are necessarily of small dimensions not only in thickness but
also in length; otherwise carrier relaxation due to collision
processes will prevent the appearance of plasma oscillations.
This constraint limits their application as structures operating
at THz frequencies. This problem does not arise in the case
of 3D plasma oscillations since the corresponding plasma
frequency does not depend on geometry.
Previous works have studied the presence of THz 2D or
3D plasma oscillations in diodes such as n+–n–n+ Si and InP
diodes [14, 15] and in InGaAs-based transistors and ultrathin
layers [4, 16, 17]. This inspired us to investigate the presence
of THz plasma oscillations in InGaAs diodes. In this context,
this paper is entirely dedicated to the analysis of 3D plasma
resonances in In0.53Ga0.47As n+–n–n+ diodes.
Among all possible approaches to electronic devices
simulation, the so-called hydrodynamic (HD) model has
proven to be rather efficient with respect to more complex
kinetic approaches (e.g. Monte Carlo method, solution of the
Bolzmann equation, etc). As a matter of fact, the HD model
based on the conservation equations of carrier concentration,
velocity and energy [18] has given in many previous numerical
simulations an excellent agreement with experimental results
[14, 19, 20]. When applied to the case of electronic devices,
the system of the three HD equations is coupled to the
Poisson equation describing the spatio-temporal evolution of
the electric field [21].
Thus, by means of HD equations coupled to a one-
dimensional Poisson solver, we have performed a systematic
study of InGaAs diodes submitted to an optical photoexcitation
0268-1242/10/075012+08$30.00 1 © 2010 IOP Publishing Ltd Printed in the UK & the USA
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Figure 1. Relaxation rates of the velocity and the energy (a), mean effective mass (b), velocity variance (c) and velocity–energy covariance
(d) as functions of the mean energy of the electrons, calculated with a Monte Carlo simulation of bulk In0.53Ga0.47As at 300 K.
presenting an harmonic beating in the THz frequency
domain. This can be experimentally accomplished according
to the experimental technique detailed in [19], in which
a photomixed laser beam of two InGaAs continuous laser
sources is used to produce an optical beating in the sub-THz
and THz ranges. The frequency response of the diode to the
optical beating is analyzed according to the doping profile and
geometry in order to characterize the plasma resonances of the
diode.
The paper is organized as follows. In section 2, we
expose the numerical equations used in our calculations, as
well as the static profiles and the current–voltage characteristic
of the studied diodes as a first check of the model validity.
Section 3 is dedicated to the analysis of the time and frequency
responses of the diode. Section 4 investigates the effect of the
diode geometry and doping profile on the resonance frequency
and its amplitude. Finally, section 5 summarizes the main
conclusions.
2. Numerical model
We couple the one-dimensional HD equations relative to the
electron density n(x, t), the mean velocity (x, t) and the mean
energy ϵ(x, t), with the one-dimensional Poisson equation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂n
∂t
= ∂(nv)
∂x
+ G
∂v
∂t
= −v ∂v
∂x
− eE
m(ϵ)
− 1
n
∂(δv2(ϵ) n)
∂x
− vνv(ϵ)
∂ϵ
∂t
= −v ∂ϵ
∂x
− eEv − 1
n
∂(δvδϵ(ϵ) n)
∂x
− (ϵ − ϵequ)νϵ(ϵ)
ε
∂E
∂x
= −e(n−ND),
(1)
where e is the elementary charge, E is the electric field, ND is
the density of donors, ε is the dielectric constant of InGaAs,
and ϵequ is the equilibrium mean energy. The velocity and
energy relaxation rates νv , νϵ , the electron effective mass m,
the velocity variance δv2 and the energy–velocity covariance
δvδϵ depend on the local mean energy and are calculated
by a Monte Carlo simulation of a InGaAs bulk material at
room temperature [4]. For the conduction band we have
used three non-parabolic spherical valleys. The scattering
mechanisms which are included are the collisions with ionized
impurities, the transitions due to absorption and emission
of polar and non-polar optical phonons, the collisions with
acoustic (elastic) phonons, and the intervalley scatterings.
Carrier–carrier interaction is neglected.
The values of νv , νϵ , m, δv2 and δvδϵ as functions of
the mean energy are represented in figure 1 [4]. A beating
optical excitation can be included in the equations through the
term G = G0[1 + cos(2πf t)], where f is a frequency in the
THz domain and G0, that lies in the range 1025–1027 cm−3
s−1, is estimated by considering the power and the diameter
of the focus spot of the exciting lasers usually used in the
photomixing experiments [19]. The terms associated with
recombination processes have been neglected because we have
estimated that, in the simulated devices, the recombination
time is much longer than the transit time during which the
photoexcited carriers leave the active region. In addition, the
photogenerated holes are omitted in our model.
The model is applied to the case of an InGaAs n+–n–n+
diode characterized by two abrupt homojunctions. This diode
is submitted to an applied voltage and to an optical beating
G = G0[1 + cos(2πf t)] of adjustable amplitude G0 and
frequency f . At the ohmic contacts, the boundary conditions
that we have adopted in our calculations are as follows:⎧⎨⎩φ(0, t) = V φ(L, t) = 0∂κ
∂x
(0, t) = 0 ∂κ
∂x
(L, t) = 0, (2)
where φ(x, t) represents the electric potential, κ represents
any of the transport parameters n, v or ϵ and L is the diode
length. The initial conditions are as follows:⎧⎨⎩n(x, 0) = ND(x)v(x, 0) = 0
ϵ(x, 0) = ϵequ,
(3)
where ND(x) represents the doping profile of the diode.
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Figure 2. Profiles of electronic concentration (a), mean velocity (b), mean energy (c) and electric field (d) along the diode for different
applied voltages.
As a first check of the validity of the numerical model,
we have calculated the static profiles of the main transport
parameters: electronic concentration, mean velocity, mean
energy, and electric field. The obtained static profiles for a
500–500–500 nm diode, where n = 1016 cm−3 and n+ =
1017 cm−3, are shown in figure 2 for different applied voltages
ranging from 100 mV (ohmic regime) to 700 mV (nonlinear
regime). The application of a potential creates an accelerating
field along the whole device, generating a uniform conduction
current j = env in the device; the mean velocity is thus
inversely proportional to the local concentration, which is
indeed the case (figures 2(a) and (b)). The greater the applied
voltage, the greater is the electric field in the active n region,
thus causing the increase of the electrons velocity and energy
(figures 2(b) and (c)).
These results show that the HD model of equations (1) is
able to reproduce the standard electrical behavior of n+–n–n+
diodes in the absence of any external excitation [14, 15]. The
dynamic response of the diode submitted to a beating optical
excitation will be investigated in the next section.
3. Time and frequency responses
We now study the variation of the phase difference between the
optical beating and the instantaneous velocity of the electrons
taken in the center of the diode (i.e. in the center of the n-
region). We consider an applied voltage V = 500 mV and
an optical beating of amplitude G0 = 1026 cm−3 s−1, and
we represent on the same graph (see figure 3) the velocity
and the optical beating signals as functions of time, for
different frequencies of the optical beating ranging from f =
0.005 THz to f = 10 THz.
We notice that for f = 0.005 THz, the phase difference
between the instantaneous velocity and the optical beating
is nearly null, while, as the frequency of the optical beating
increases, the phase difference increases, thus implying that
inertial effects become more and more important when the
frequency of the optical excitation moves from the GHz to
the THz frequency domain. Additionally, we remark that the
oscillation amplitude of the instantaneous velocity decreases
by about two orders of magnitude between 1 THz and 10 THz.
To achieve a deeper physical insight we represent in
figure 4 the amplitude of the electric field in the center of
n (a) and n+ (b) regions as a function of the beating frequency,
for G0 = 1026 cm−3 s−1. It is evident from figure 4 that
the oscillation amplitudes of the electric field in both n and
n+ regions exhibit a similar behavior. As a matter of fact,
while at low frequencies the amplitude is rather constant,
there is a particular frequency near 2.5 THz for which the
oscillation amplitude reaches a maximum, followed by at least
a two-order decrease of the amplitude of the electric field in
the n region. Similarly, while the oscillation amplitude of
the electric field in the n+ region is rather constant for low
frequencies, there is a particular frequency near 3.5 THz for
which the oscillation amplitude reaches a maximum, followed
by at least a two-order decrease of the amplitude. In other
terms, the oscillation amplitude of the electric field shows
a resonance in the THz frequency domain at approximately
2.5 THz in the n region, and at approximately 3.5 THz in
the n+ region. We can verify that the oscillation resonance
amplitude in both n and n+ regions can be explicited for
any value of G0 between 1025 cm−3 s−1 and 1027 cm−3 s−1.
For this purpose, the resonance amplitude is represented in
figure 5 as a function of G0 for both n and n+ regions. It is
clear that the oscillation resonance amplitude of the electric
field in both n and n+ regions increases linearly with respect
to the optical beating amplitude.
On the other hand, the oscillation amplitude and the mean
(i.e. time averaged) value of the current density along the diode
is represented in figure 6 as a function of the beating frequency.
We notice that while a resonance of the oscillation amplitude
is visible for values of G0 ranging between 1025 cm−3 s−1 and
1027 cm−3 s−1, the time-averaged value of the current density
shows an increase around the oscillation amplitude resonance
frequency only for high values of G0. Moreover, this increase
of the current density mean value remains weak with respect to
3
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Figure 3. Electron instantaneous velocity and optical beating signal as functions of time for four different beating frequencies: f =
0.005 THz (a), f = 0.01 THz (b), f = 1 THz (c) and f = 10 THz (d). The vertical axis refers only to the instantaneous velocity while the
optical beating signal is reported in arbitrary units.
(a) (b)
Figure 4. Oscillation amplitude of the electric field taken in the center of the n (a) and n+ (b) regions, as functions of the beating frequency,
for G0 = 1026 cm−3 s−1.
Figure 5. Resonance amplitudes of the electric field taken in the
center of the n and n+ regions, as functions of G0.
that of the oscillation amplitude. This is due to the fact that the
electronic density and the instantaneous velocity are in phase
opposition at the resonance, as is clearly shown in figure 7.
The oscillations of these two parameters are opposed, thereby
weakening the resonance of the current density which directly
depends on their product. In the next section, a frequency
study of the diode will elucidate the nature of the resonance
frequency.
4. Effect of doping and geometry of the diode
The calculation is performed for the same n+–n–n+ diode
of the previous section submitted to a constant voltage of
500 mV, and to an optical beating of amplitude G0 =
1026 cm−3 s−1. We calculate, through the Fourier transform,
the frequency response of the local electric field taken
in the center of both n and n+ regions, in order to characterize
the resonances. The modulus of the electric field response
normalized to its maximum value is represented for n =
1016 cm−3 and n+ = 1017 cm−3. Figure 8 shows that the
responses in both n and n+ regions of the diode have a
resonance at a frequency within the THz domain, that is at
about 3 and 3.6 THz, respectively.
To better understand the behavior of these resonances,
calculations are performed for different doping levels, and the
results are compared with the theoretical 3D plasma frequency
4
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(a) (b)
Figure 6. Oscillation amplitude (a) and time-averaged current density (b) of the diode as functions of the beating frequency, for different
amplitudes G0 of the optical beating.
Figure 7. Electron concentration and instantaneous velocity as
functions of time at the resonance. For more clarity of the phase
difference, both concentration and instantaneous velocity are
reported in arbitrary units.
relative to the corresponding concentration which verifies the
theoretical expression [4]:
f3D(n) = 12π
√
e2n
m∗ε
, (4)
wherem∗ represents the electron effective mass which depends
on the electron mean energy as shown in figure 1, and
ε = 13.4ε0 the dielectric constant of In0.53Ga0.47As (m0 and
ε0 are the free electron mass and the vacuum permittivity,
respectively).
We report in figure 9 the obtained results as functions of
the n region electron concentration for n+/n = 10 (a) and as
functions of the n+/n ratio for n = 1016 cm−3 (b). Note that,
in both graphs in figure 9, while f (n) and f (n+) represent the
resonance frequencies obtained by our HD calculations taken
in the center of the n and n+ regions, respectively, f3D(n) and
f3D(n
+) represent the analytical 3D plasma frequencies (e.g.
obtained from equation (4)) corresponding to the n and n+
concentrations, respectively. The results of figure 9 show that
in the n+ region and in both considered cases, a resonance
corresponding to a plasma oscillation of an n+-doped bulk is
evidenced. On the other hand, we observe a discrepancy of
the HD results for the resonance frequency and the analytical
3D model in the n region of the diode. As a matter of fact,
the resonance of the diode corresponding to the concentration
n is situated between the analytical 3D plasma frequencies
corresponding to the concentrations n and n+. Therefore, this
resonance is shifted toward high frequencies, i.e. toward the
Figure 8. Normalized modulus of the electric field response as a
function of frequency calculated in the center of the n+ and n
regions.
3D plasma resonance corresponding to the concentration n+.
This shift of the resonance frequency corresponding to the
concentration n can be interpreted in terms of coupling with
the resonance of high gain associated with the n+ region which,
superimposed to the resonance corresponding to the n region,
leaves the spectrum with a unique resonance at an intermediate
frequency. We conclude that only the resonance corresponding
to n+ coincides with the analytical 3D plasma frequency,
while the resonance corresponding to n is shifted toward the
resonance frequency corresponding to n+.
This result is in agreement with the results in figure 4 of
the previous section representing the amplitude of the electric
field in the n and n+ regions. As a matter of fact, we have
shown that the oscillation amplitude of the electric field shows
a resonance in the THz frequency domain at approximately
2.5 THz in the n region, and at approximately 3.5 THz in
the n+ region. We deduce that, in both approaches, the
resonance corresponding to n+ coincides with the analytical
3D plasma frequency, while the resonance corresponding to
n is shifted toward high frequencies. To better ensure this
result, the amplitude of the electric field in the n+ region is
calculated as a function of the beating frequency for different
doping profiles. We report in figure 10 the obtained results
of the frequency corresponding to the maximum oscillation
amplitude of the electric field as a function of n for n+/n = 10
(a) and as a function of the n+/n ratio for n = 1016 cm−3 (b).
Note that, in both graphs of figure 10, f2(n+) represents the
frequencies corresponding to the maximum amplitude of the
electric field taken in the center of the n+ region. It is clear
that the frequencies corresponding to the maximum oscillation
5
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(a) (b)
Figure 9. Resonance frequencies of the electric field response to an optical beating excitation calculated in the center of the n and n+ regions
of an n+–n–n+ diode, as functions of n for n+/n = 10 (a) and as functions of the n+/n ratio for n = 1016 cm−3 (b). The symbols refer to the
hydrodynamic calculations and the lines to the analytical formula (4).
(a) (b)
Figure 10. Maximum amplitude oscillation frequencies of the electric field response to an optical beating excitation calculated in the center
of the n+ regions of the diode, as a function of n for n+/n = 10 (a) and as a function of the n+/n ratio for n = 1016 cm−3 (b). The symbols
refer to the hydrodynamic calculations and the lines to the analytical formula (4).
(a) (b)
Figure 11. Resonance amplitudes of the electric field response to an optical beating excitation calculated in the center of the n and n+
regions as functions of n for n+/n = 10 (a) and as functions of the n+/n ratio for n = 1016 cm−3 (b).
amplitude in the n+ region also coincide with the analytical 3D
plasma frequency for all studied doping profiles. We conclude
that both calculation approaches yield the same result, which
confirms irrefutably its validity.
As for the resonance amplitudes, figure 11 shows, for both
doping profiles, an increase of the plasma resonance amplitude
with the increase of the concentration (figure 11(a)), or the
ratio n+/n (figure 11(b)).
We now study the effect of the diode geometry. For this
purpose, we have calculated the resonance frequencies for
different values of the regions lengths. We have fixed the
doping concentrations to n = 1016 cm−3 and n+/n = 10.
The results are shown in figure 12 as functions of the internal
n region length by fixing the n+ regions length to 500 nm
(a) and as functions of the external n+ regions length for
an n region length fixed to 500 nm (b). The results show
that, while the effect of the variation of the external regions
length is negligible, the increase of the internal region length
is crucial to evidence the 3D plasma frequency corresponding
to the concentration n. Indeed, the resonance frequency
and amplitude decrease if the length of the internal region
increases. This implies that by increasing the length of the n
region, the influence of the n+ access region on the dynamic
behavior of the internal region decreases. As a result, the
resonance frequency in the middle of the n region of the diode
decreases and tends more and more toward the 3D plasma
resonance frequency corresponding to the concentration n. In
particular, when the internal region length becomes greater
than 2000 nm, the resonance frequency in the region n tends to
1.1 THz which is close to the 3D plasma resonance frequency
6
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Figure 12. Resonance frequency (a)–(b) and amplitude (c)–(d) in the n and n+ regions of the diode as functions of the internal (a)–(c) and
external (b)–(d) region lengths of the diode.
corresponding to the concentration n = 1016 cm−3 (figure 12).
On the other hand, we observe that the resonance frequency
corresponding to the concentration n+ is evidenced in all
cases. Indeed, whatever the lengths of the diode regions,
the resonance frequency of the external n+ regions tends to
3.6 THz, that is to the 3D theoretical plasma frequency for
the considered doping concentrations (see figure 12). Finally,
we remark that, in all cases, the amplitude of the resonance is
greater inside the n+ regions.
5. Conclusion
We have performed a numerical investigation of the plasma
resonances in InGaAs n+–n–n+ diodes submitted to an optical
excitation presenting a beating in the THz frequency domain
at room temperature. For this purpose we have used
the hydrodynamic equations coupled to a one-dimensional
Poisson solver. While the obtained static profiles and current–
voltage characteristics prove the validity of the proposed
model, the frequency response to the optical excitation of the
main physical quantities shows the presence of resonances
whose frequency is in good agreement with theoretical
predictions based on 3D plasma oscillations. In particular, we
have calculated the frequency and amplitude of the resonance
peaks as functions of the doping and geometry of the devices.
In all the considered cases, the presence in the doped access
regions of a resonance at the 3D plasma frequency of an n+-
doped semiconductor has been shown. The amplitude of the
resonance is found to increase linearly with the intensity of
the optical beating and it is present even on the conduction
current response which is a physical quantity that can be
directly measured by experiments. In the internal n region, we
have evidenced another resonance, whose frequency is shifted
from the n 3D plasma frequency toward the n+ frequency. We
showed that this shift is reduced and even suppressed for long
n regions. Finally, the resonance amplitude is enhanced at
high doping levels and for steeper homojunction profiles. In
all cases we have observed in different regions of the diode, an
oscillating electric field strongly enhanced by the 3D plasma
resonance phenomenon, which, coupled with the possibility
of achieving large volume diodes, opens new possibilities in
the design of efficient THz emitters at room temperature.
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An analysis of generated Terahertz (THz) current oscillations taking place in one dimensional nþnnþ
InGaAs diodes due to an optical photoexcitation and due to a dc operating bias are presented at room
temperature. These oscillations have been investigated, photoresponse resonance frequency appears
clearly at the THz spectrum. We study the current gain and the differential mobility in both n and nþ
regions according to the optical photoexcitation as well as with respect to dc operating bias. The
obtained results demonstrate the possibility to use vertical diodes as THz resonant detectors.
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1. Introduction
Solid-state sources and detectors of terahertz (THz) radiation are
of great interest in various domains such as medicine [1], security
[2,3], material physics [4], astrophysics [5] and telecommunications
[6,7]. Several experiments have shown that high electron mobility
devices can be effectively used for the detection, frequency multi-
plication, and generation of THz radiation [8–11]. Indeed, the emis-
sion or detection of THz radiation by high electron mobility devices
associated with plasma oscillations [12–15], can be excited at room
temperature by an optical beating excitation [16,17]. Since using the
plasmonic approach, where collective oscillations of carriers concen-
tration take place, is one of the most promising strategies, it is
interesting to notice that plasmawaves can be obtained by using two
experimental methodologies. The former one is based on exciting the
device by a direct THz emitter whose radiation produces an oscillat-
ing voltage at the device electrodes which in turn leads to an
oscillatory behavior of the current. The dc rectified part of the
time-dependent current can be measured and used as a signature
of the THz detection [9]. The latter one is based on the optical
photoexcitation produced by the interference of two cw-laser sources
of close frequencies creating a beating in the THz range [13]. This
beating modulates the carrier concentration which in turn leads, like
in the previous case, to current oscillations.
In this framework, we present a theoretical hydrodynamic (HD)
study of current response and gain due to plasma waves associated
with the motion of carriers taking place in vertical nþnnþ
In0.53Ga0.47As diodes.
Previous works on this subject have essentially investigated the
geometry and doping dependence of photoexcited 3D plasma oscilla-
tions, and most of the theoretical studies and experiments were done
on transistors [8–10]. Only few works are devoted to diodes, which
can reach THz frequencies without need of relatively small sizes since
the 3D plasma oscillation frequency does not depend on geometry
[18]. In our simulation study, we investigate both types of THz
excitation (electrical and optical) and compare their effects and
responses on the measured quantity, that is the current. To achieve
a deeper understanding of the physical process created inside the
diode by the different THz perturbations, we study the frequency-
dependent differential mobility as well as the impedance spectra.
The paper is organized as follows. In Section 2 the physical
system under analysis together with the details of the HD simula-
tion are described. In Section 3 the perturbative results obtained
for the electric field are reported and analyzed in terms of plasma
oscillations. Section 4 discusses the small signal response through
the calculations of the differential mobility and impedance due to
both optical and electrical excitations. Section 5 presents the
current gain associated with both excitations. Section 6 sum-
marizes the main conclusions.
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2. Physical model and hydrodynamic simulation
The simulated InGaAs nþnnþ diodes have a low doped n region
of length L between two nþ regions, with a doping one order of
magnitude higher than that of the n region. The results are
obtained for an active region doped at ND ¼ 1017 cm#3 and nþ
region doped at ND ¼ 1016 cm#3. Ohmic contacts are considered in
the nþ regions at the boundaries of the diodes. In our calculations
we choose n and nþ regions to be of the same length (500 nm
each) and room temperature operation is considered. In order to
easily perform a frequency analysis of electrical perturbations and
to detect the presence of current oscillations, the time-domain
current sequences obtained from the HD simulations are Fourier
transformed into the frequency domain to determine the required
spectra. Calculations are performed by using the following system
of HD equations derived from the Boltzmann equation and self-
consistently coupled to a 1-D Poisson solver
∂n
∂t
¼ ∂ðnvÞ
∂x
þG
∂v
∂t
¼ #v∂v
∂x
# q
meff ðϵÞ
Eþ1
n
∂ðδv2 ðϵÞnÞ
∂x
#vνvðϵÞ
∂ϵ
∂t
¼ #v∂ϵ
∂x
þqEv#1
n
∂ðδvδϵðϵÞnÞ
∂x
#ðϵ#ϵequÞνϵðϵÞ
∂E
∂x
¼ #qðn#NDÞ
ϵm
8>>>>>><>>>>>>:
ð1Þ
where G(t) in the continuity equation is of the form
GðtÞ ¼ G0½1þ cos ð2πftÞ', G0 being the amplitude of the optical
photoexcitation and f being the optical beating frequency. The rest
of the material parameters and microscopic values with the
necessary discussions are reported in Ref. [18].
To check the validity of our model we report in Fig. 1 the static
profiles of concentration, mean velocity, mean energy, and electric
field, for different applied voltages. Fig. 1(a) illustrates the change
of electron density along the device as a function of the position x.
The transport of electrons in the channel causes deviations from the
fixed doping profiles at the homo-junctions which set up a local
electric field opposing diffusion of electrons. In all the electric field
profiles along the diode (see Fig. 1(b)), it is shown that there is a
potential barrier at the junction between the nþ and the active
region. The electric field encounters a sharp increase in its magni-
tude, when the electrons are overcoming the barrier. Then the
electrons are accelerated by the increasing build up electric field as
they travel through the active region. Here the velocity increases
(see Fig. 1(c)) reaching peak values exceeding the maximum
velocity in the corresponding bulk material as a consequence of
nonstationary transport. This effect is also present in Fig. 1(d),
where a strong heating of electrons appears in the diode active
region.
We remark that similar results are obtained for active region
lengths between 400 nm and 1000 nm.
Finally, it is important to mention that our hydrodynamic static
results have been compared to results obtained using Monte Carlo
simulations. A reasonable qualitative and quantitative agreement has
been found for diodes based on InGaAs [19] and similar materials
such as GaAs [20] and InP [21]. These agreements assure irrefutably
the validity of the HD model.
3. Variation of the electric field and plasma oscillations
In this section we describe the methodology to include in the
numerical model the electrical and optical excitations. Then their
effects on the spectra of the perturbed electric field are analyzed.
The presence of an electrical excitation is modeled by modifying
the boundary condition for the voltage applied to the electrodes
while that of an optical excitation is taken into account by the last
term G in the continuity equation (see Eq. (1)). To obtain a full
spectrum within a single simulation, we use a step-like perturba-
tion for both kinds of excitation following the procedure detailed
in Ref. [22].
Fig. 1. Static profiles of electronic concentration (a), electric field (b), mean velocity (c), and mean energy (d) of In0.53Ga0.47As 500 nm–500 nm–500 nm nþnnþ diode for the
reported applied voltages.
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For the case of electrical excitation, we submit the diode to a
constant voltage V0 and thenwe apply a voltage echelon δV of small
amplitude (1% of V). Similarly, for the optical perturbation, we apply
first a constant optical beating generating term G0 ¼ 1027 cm#3 s#1
(estimated in Ref. [23]), then we increase it by 1%.
In order to achieve a deeper understanding of the physical
behavior of the diode, we represent in Fig. 2 the amplitude of the
electric field oscillations as a function of the excitation frequency in
the centers of the n (b#b0) and nþ (a#a0) regions. The term δE(f) is
calculated when an optical excitation (a#b) and an electrical
excitation (a0#b0) are applied respectively. The peaks are attributed
to the presence of 3D plasma oscillations whose frequency, according
to the general formula f 3D ¼ 1=2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n=meff ϵm
q
, depends on the
value of the local carrier concentration. In the nþ regions (a#a0), the
plasma resonance frequency is approximately equal to 2.2 THz
whereas in the active region (b#b0) it is equal to 1.4 THz. We notice
the appearance in the n regions of the secondary peaks correspond-
ing to the plasma oscillation of the nþ regions. Finally, we remark
that similar behaviors are obtained using either the optical or the
electrical excitation.
4. Differential mobility
To calculate the local differential mobility μ0(f), we apply an
electric field echelon of weak amplitude by modulating the
applied voltage at the contacts of the diode (about 1% of the
applied voltage). The derivative of the response to this echelon is a
good approximation of the impulse response [22]. The results are
represented in Fig. 3 in the n region (a), and the nþ region (b), for
different applied voltages. The real part of the local differential
mobility is associated with the local velocity variations with
respect to the local electric field in small-signal harmonic regime.
The differential mobility at the center of the n and nþ regions of
the diode remains approximately constant for frequencies lower
than 100 GHz. For low frequencies, the more the applied voltage the
lower the static differential mobility. Then at frequencies superior or
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equal to 1 THz, the choice of the hydrodynamic model shows its
interest, the energy dependence of the input parameters does not
allow anymore the velocity to follow the electric field. In the THz
frequency range, we observe in both cases a significant increase of
the mobility at frequencies near to plasma resonances followed by a
frequency range where Re[μ0(f)] takes negative values. The appear-
ance of these negative values is an interesting phenomenon which
can lead to amplification of electromagnetic waves in this frequency
range (see Ref. [24] for a detailed discussion). Moreover, lowering the
mobility leads to a decrease in the flux of electrons injected to the
active region, this explains the negative values of the local impedance
obtained in Fig. 4(a and b), in the same frequency range where the
plasma wave amplification takes place.
5. Current gain
In order to investigate the effectiveness of the diode detection we
can compute the current gain, defined as the ratio between the
current density variation and the amplitude of the electrical (Fig. 5(a))
or optical (Fig. 5(b)) perturbation. We observe strong deviations in the
THz range, the bumps being associated with a negative impulse
response of the velocity. Very similar results are obtained for the case
of an optical excitation. These results show a significant enhancement
of the diode detection in a restricted frequency band near 1 THz and
demonstrate the possibility to use vertical diodes as resonant detectors
of THz radiation.
6. Conclusion
We have presented a numerical analysis of vertical InGaAs
diodes submitted to electrical and optical THz excitations. Thanks
to our hydrodynamic model, we provided a deeper insight of the
physical behavior involved in the plasma wave oscillation modes.
The field oscillations show clearly that the collective oscillations
take place in the terahertz frequency range. The plasma oscilla-
tions in the active region are achieved by oscillations of the self-
consistent electric field between the two homo-junctions. More-
over, we got also evidence that the hydrodynamic simulation
overcomes the drift-diffusion approximations in the InGaAs diode:
this can be useful to characterize the detection of terahertz
radiation by the diode through the calculation of measurable
physical quantities.
To provide a comprehensive analysis of the device perfor-
mance, we calculated the local mobility and impedance spectra
of the device. The bumps in both spectra are associated with a
negative impulse response of the velocity. Negative values in a
restricted frequency range suggest the possibility of electromag-
netic waves amplification. Finally a comparison of the current gain
for electrical and optical excitations is performed.
Our results can be usefully employed for the study and
optimization of vertical diodes as efficient THz detectors.
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We investigate the dispersion of the plasma frequency
associated with the free carriers in a InGaAs layer of
length L in the range 0.1-1 µm as a function of the thick-
ness W and carrier concentration at thermal equilibrium
T = 300 K. To this purpose we use a Monte Carlo sim-
ulator coupled with a two dimensional Poisson solver.
To take into account the fringing effects of the electric
field, the layer is embedded in a dielectric medium (vac-
uum) along the transverse direction. The fluctuations of
the voltage at the center of the sample are extracted and
their spectral density calculated by Fourier transform of
their autocorrelation function.
For W = 100 nm and carrier concentrations of 1016 ÷
1018cm−3 the spectral density shows peaks which are in
good agreement with the 3D expression of the plasma
frequency. For W ≤ 10 nm the spectral density of volt-
age fluctuations exhibits a peak that depends on L, thus
implying that the oscillation mode exhibits a dispersion.
The corresponding frequency values are in good agree-
ment with the 2D expression of the plasma frequency
obtained for a ballistic regime within the in-plane ap-
proximation for the electric field. Simulations evidence
a region of cross-over between the 2D and 3D plasma
frequencies for width W around 20 nm.
1 Introduction Due to its specifical physical proper-
ties, TeraHertz (THz) radiation, usually defined in the fre-
quency window 0.3 to 30 THz, offers an important range
of potential applications within different domains, such as
broadband communications, high-resolution spectroscopy,
radars, environment monitoring, biomedical testing, mate-
rials and device inspection, close wireless networks, secu-
rity, etc. [1,2]. As a consequence, this region of the electro-
magnetic spectrum is the object of a relevant research ef-
fort. As a matter of fact, the realization of a room-tempera-
ture operating, compact and affordable, solid-state THz ra-
diation source with coherent, powerful, and tunable char-
acteristics is still an open issue. If THz radiation gener-
ation and detection can be envisaged by using optical or
electronic systems, then one of the most promising strate-
gies lies in the plasmonic approach. In this framework,
Dyakonov and Shur have considered, through an analyti-
cal approach, the case of two dimensional electron layers
constituted by the ungated channel of a nanometric tran-
sistor [3, 4]. The electron gas has been assumed as highly
concentrated but non degenerate, and supposed to undergo
only long-range electron-electron interaction. As concerns
the active region of the device, the in-plane field approx-
imation has been employed. In these conditions, the elec-
tron gas behaves as the support of plasma waves whose
propagation velocity can be greater than the electron drift
velocity. Through the oscillations of the plasma, nanomet-
ric HEMT have been considered as possible emitters and
detectors of electromagnetic radiation in the THz range.
The purpose of this work is to investigate the dispersion of
the plasma frequency, associated with the free carriers, in
a InGaAs layer of submicron length L from 0.1 to 1 µm
as function of the thickness W and carrier concentration.
To this purposes, within a microscopic model based on the
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Monte Carlo method, the frequency spectrum of voltage
fluctuations has been investigated.
2 Analytical model The analytical model for the dis-
persive 2D plasma frequency is [5]
ω2Dp =
√
e2n2D0 k
2m0mε0εdiel
(1)
where ω2Dp is the 2D plasma frequency, k = 2πL with L the
channel length, m0 and m the free and effective electron
mass, respectivcely, εdiel the relative dielectric constant of
the dielectric and ε0 the vacuum permittivity, respectively
n2D0 = n
3D
0 ∗W with W the channel thickness, and n3D0
the corresponding 3D carrier concentration. We notice that
the 2D plasma frequency depends on the relative dielectric
constant of the external dielectric. Plasma waves also exist
in bulk and their 3D dispersionless frequency is [5]
ω3Dp =
√
e2n3D0
m0mε0εmat
(2)
3 Monte Carlo simulations In order to be able to
attribute accurately the different experimental observations
to the corresponding physical phenomena, a microscopic
investigation has to be performed. In particular the physi-
cal model must describe correctly the different microscopic
phenomena influencing the charge transport and take into
account different conditions such as device geometry, tem-
perature, bias, etc.
Since it offers a great sensitivity to the microscopic fea-
tures of the carrier dynamics, a special attention is given
to the calculation of noise spectra at T = 300 K under
thermodynamic equilibrium conditions. In particular, the
fluctuations of the voltage in the center of the considered
device are calculated, and the spectral density of this quan-
tity is extracted. To this purpose, we use the microscopic
Monte Carlo approach coupled with a two dimensional Pois-
son solver which has already shown its capabilities and de-
tailed in recent works [6, 7]. In brief, the band model ac-
counts for a three valley conduction band, scattering mech-
anisms consider acoustic, polar optical and intervalley de-
formation potential phonons, ionized impurities, and de-
generacy effects.
To study the plasma oscillations in the 3D and 2D cases,
we simulate a bar of In0.53Ga0.47As of length L in the
range 0.1 ÷ 1 µm for different thicknesses W and carrier
concentrations. One of the terminal is kept at a voltage V =
0 and is connected to an ideal thermal reservoir of electrons
which are injected at a constant rate into the bar. Carriers
are reflected at the boundaries between the bar and the di-
electric as well as when reaching the open terminal of the
opposite side. The bar is surrounded by a perfect dielectric
(Fig. 1) (taken as the vacuum) 10 µm wide in the upper and
lower region of the bar, where the 2D Poisson equation in
the xz-plane is solved to account for the fringing of the
L
V = 0
Dielectric
w
Figure 1 Schematic of the device (not in scale) studied within
the Monte Carlo simulation. The free charge is present only in the
bar of length L along the x direction and thickness W along the
z direction.
external electric field. To this purpose, as boundary condi-
tions a zero value of the perpendicular component of the
electric field is taken all-over the outside region of the sim-
ulated structure. The structure, which is depicted in Fig. 1,
represents a simplified version of the transistor channel for
the ungated case. The time and space discretizations take
typical values of 0.2 ÷ 10 fs for the time steps, 0.1 ÷ 2
nm for the spatial scale of the bar, 500 nm for the spatial
scale of the dielectric. Typically there are 80 carriers inside
a mesh of the bar, which is found to provide a correct so-
lution of the Poisson equation. After a transient of a few
picoseconds, the electron gas is found to achieve steady
state conditions, with an energy distribution which well re-
produces an equilibrium Fermi-Dirac shape. Accordingly,
short range carrier-carrier interaction are implicitely ac-
counted for.
4 Results In a first step, we consider the case of a
channel of thickness W = 100 nm. Figure 2 reports the
spectral density of voltage fluctuations, for a length of the
device L = 0.1 µm and for a free electron density n3D0 =
1018 cm−3, which corresponds to the autocorrelation func-
tion of voltage fluctuations whose temporal evolution is
given in the figure insert. We can observe that the am-
plitude of the autocorrelation function decreases exponen-
tially as a function of time by oscillating around the zero
value. Accordingly, the spectral density shows that the os-
cillation spectrum is centered around a unique frequency
f = 10 THz, in good agreement with the expected 3D
plasma value of Eq. (4). From this result it is evident that
voltage fluctuations exhibit a strongly deterministic behav-
ior characterized by a periodic process whose associated
frequency lies in the THz range.
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Figure 2 Spectral density of voltage fluctuations as a function
of frequency for a InGaAs channel of thickness W = 100 nm
with n3D0 = 1018 cm−3 and L = 0.1 µm at room temperature.
The insert reports the corresponding autocorrelation function of
voltage fluctuations.
Figure 3 reports the peak frequency fp = ω/(2π) as
a function of the device length for different values of the
carrier concentration. We remark that, for a given value of
the channel length, the oscillation frequency is greater for
higher values of the electron density. On the other hand,
we observe that for a given value of the electron density,
the oscillation frequency is nearly constant with the chan-
nel length, which implies that the oscillation mode is in-
dependent of geometry. This situation corresponds to the
3D electron gas case where the plasma oscillations of the
voltage have an angular frequency ω3Dp following Eq. (2).
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Figure 3 Plasma frequency as a function of the channel length
for a thickness W = 100 nm and for free electron densities n3D0
= 1016 cm−3 (crosses and continuous lines), n3D0 = 1017 cm−3
(squares and dashed lines), n3D0 = 1018 cm−3 (circles and dotted
lines). Lines correspond to Eq. (2) and symbols refer to Monte
Carlo simulations
Let us now consider the case of a channel of thickness
W = 1 nm and perform the same calculations as previ-
ously. The obtained Monte Carlo results for the frequency
peak are reported in Fig. 4 as symbols. We remark that,
for a given value of the length, the oscillation frequency
is still greater for the higher concentrations. However, for
a given value of the sheet electron density, the oscillation
frequency increases with the decrease of the sample length,
which shows that the electron flow behaves as the 2D fluid
described by the analytical theory.
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Figure 4 Plasma frequency as a function of the channel length
for a thickness W = 1 nm and for free electron densities n2D0
= 1010 cm−3 (crosses and continuous lines), n2D0 = 1011 cm−3
(squares and dashed lines), n2D0 = 1012 cm−3 (circles and dotted
lines). Lines correspond to Eq. (1) and symbols refer to Monte
Carlo simulations.
For the purpose of checking the validity of the 2D mod-
el, we studied the voltage fluctuation dependence on the di-
electric constant of the insulator which surrounds the chan-
nel. Figure 5 represents the spectral density for three dif-
ferent values of εr: 1 the constant of the vacuum, 13.88
the case of a dielectric with the same permittivity of the
channel, and 100 an extremely high value seen in some ce-
ramics.
We can see that the frequency of plasma oscillations
decreases proportionally to the inverse of the square root
of dielectric constant as predicted by Eq. (1). The micro-
scopic model thus validates the analytical predictions of
the 2D charge carriers even in the presence of scattering
mechanisms.
The results for the 1 nm and 100 nm thicknesses rep-
resent asymptotic behaviours of a 2D and 3D plasma. The
natural question of looking for the cross-over region be-
tween these two behaviors has been investigated by simu-
lating diffent intermediate thicknesses in the region 10÷50
nm. The results are summarized in Fig. 6, which reports
the plasma frequency obtained by simulations as function
of the width. Together with the data, calculated for two
3D carrier concentrations of 1017 and 1018 cm−3 we re-
ported in the figure the interpolating curve obtained from
Original
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Figure 5 Spectral density of voltage fluctuations as a function
of frequency for three different external dielectrics in a InGaAs
channel of thickness W = 1 nm with n2D0 = 1011 cm−2 and L =
0.3 µm at room temperature. The arrows signal the frequency
peak corresponding to the value of the relative dielectric constant
the asymptotic behaviours
ωp
ω3Dp
=
ω2Dp
ω3Dp + ω
2D
p
=
√
W
W0
1 +
√
W
W0
(3)
with W0 = Lεdiel/(πεmat). The agreement between the
results of the simulation and the interpolating curves is rea-
sonably good. We notice that the cross-over length W0 =
23 nm is comparable with the 3D Debye length, LD, which
for the above concentrations is in the range 4.4÷ 14 nm.
 0.1
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ω
p/
ω
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Figure 6 Normalized plasma frequency as a function of the
channel width for a length L = 1 µm and for free electron densi-
ties n3D0 = 1017 cm−3 (crosses) and n3D0 = 1018 cm−3 (squares).
The line correspond to Eq. (3) and symbols refer to Monte Carlo
simulations
5 Conclusion Through the calculation of the spec-
tral density of voltage fluctuations we have investigated
plasma oscillations in InGaAs channels of different lengths,
thicknesses and carrier concentrations. The results of Monte
Carlo simulations show that for thick channels 3D plasma
oscillations appear which depend only on carrier concen-
tration. In contrast, for thin channels, we have observed the
transition from 3D to 2D plasma modes where the oscil-
lation frequency exhibits a dispersion decreasing with the
length of the channel in close agreement with the analytical
model [4]. The microscopic model provided by the simu-
lations evidences that: (i) the presence of scattering does
not influence the results predicted by the ballistic theory,
and (ii) the existence of a cross-over between the 2D and
3D behaviour of the plasma frequency controlled by the
charatecristic length W0 = Lεdiel/(πεmat).
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Abstract
Using a self-consistent Monte Carlo simulator we investigate the spectrum of voltage
fluctuations of an n-type InGaAs two-terminal layer of variable thickness W in the range
1–100 nm and variable length L in the range 0.01–10 µm embedded in an external dielectric
medium. Calculations are performed at T = 300 K for different dopings and in the presence of
an external bias of increasing strength. When the bias is well below the threshold for the Gunn
effect the spectrum peaks at the plasma oscillations of the electron gas. For W > 100 nm and
carrier concentrations of 1017–1018 cm−3 the peaks are in good agreement with the standard
three-dimensional (3D) expression of the plasma frequency. For W 6 10 nm the results exhibit
a plasma frequency that depends on the length of the layer, thus implying that the oscillation
mode is dispersive. The corresponding frequency covers a wide range of values 0.1–10 THz
and is in agreement with the two-dimensional (2D) expression of the plasma frequency obtained
for a collisionless regime within the in-plane approximation for the electric field. A region of
cross-over between the 2D and 3D behaviours of the plasma frequency is shown for
W > 10 nm. When the bias is above the threshold for the Gunn effect, we observe the washing
out of the plasma peak and the onset of a frequency peak associated with the transit time of the
Gunn domain located in the sub-terahertz frequency region.
1. Introduction
Generation and/or detection of electromagnetic radiation in
the terahertz (THz) domain is a subject that is developing
quickly because of its potential applications in different
branches of advanced technologies, such as broadband
communications, high-resolution spectroscopy, environment
monitoring, biomedical testing, etc [1, 2]. As a consequence,
the realization of solid-state devices operating in the THz
domain at room-temperature and with compact, powerful,
and tunable characteristics is a mandatory issue. To this
purpose, one of the most promising strategies lies in the
plasmonic approach. In this framework, through an analytical
approach, the case of a two-dimensional (2D) electron layer
constituted by the ungated channel of a nanometric transistor
was considered in [3, 4]. The electron gas was assumed to
be highly concentrated but nondegenerate, and supposed to
undergo only long-range electron–electron interaction. By
making a small signal analysis of the self-consistent set of
coupled equations consisting of kinetic and Poisson equations,
the last within the in-plane field approximation, the electron
gas was found to behave as the support of plasma waves
whose propagation velocity can be greater than the electron
drift velocity. The frequency value of these plasma waves,
besides the intrinsic parameters of the material, such as carrier
concentration and carrier effective mass, was found to be
controlled by the geometry of the structure as well as by
the external dielectric which surrounds the semiconductor
layer. Through the oscillations of the plasma, nanometric high
electron mobility transistors (HEMT) have been suggested as
0953-8984/08/384210+07$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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possible emitters and detectors of electromagnetic radiation in
the terahertz range [5].
The aim of this work is to investigate the same problem
from a microscopic point of view, thus testing the limits of
applicability of the analytical approach and exploiting possible
implementations. To this purpose, we consider an n-type
In0.53Ga0.47As layer, embedded in a symmetric dielectric,
in the presence of an external bias of arbitrary strength
and analyse the frequency spectrum of voltage fluctuations
obtained from a Monte Carlo simulator coupled with a 2D
Poisson solver. The cases of the ohmic regime and current
saturation regime are both considered. In the former regime,
the spectrum is characterized by a peak at the plasma frequency
associated with the carrier oscillations due to the self-
consistent electric field [6]. In the latter regime, because of the
presence of negative differential mobility (NDM) conditions,
the spectrum is characterized by the onset of a peak which is
the precursor of the establishment of current oscillations due
to periodic travelling of the Gunn domains associated with the
presence of NDM [7]. Because of the material parameters
and the considered geometries, the frequencies associated with
the peaks of the voltage spectral density span a wide range of
values centred in the terahertz region.
The content of the work is organized as follows. Section 2
presents the theoretical approaches underlying the present
investigation. Section 3 reports and discusses the numerical
results obtained by a self-consistent Monte Carlo simulator.
Major conclusions are summarized in section 4.
2. Theory
In this section we briefly survey the analytical approach and
the Monte Carlo simulator applied to the device under test.
2.1. Analytical model
The analytical model considers a 2D sheet of electrons in the
r⃗ ≡ xy-plane embedded in a dielectric along the z direction.
Carriers move under collisionless conditions in the presence of
self-consistent in-plane electric field E = −∇U , with U the
electrical potential described by the Poisson equation:
∇2U(r, z, t) = en
2D(r, t)
ε0εdiel
δ(z) (1)
with e the electron charge, n2D the local 2D carrier
concentration, εdiel the relative dielectric constant of the outside
dielectric, and ε0 the vacuum permittivity. Within a small
signal analysis, the corresponding wave equation for the
Fourier transform of n2D, n2Dk leads to a dispersive 2D plasma
frequency
f 2Dp =
1
2π
√
e2n2D0 |k|
2m0mε0εdiel
(2)
where |k| is the modulus of the wavevector in the kx, ky plane,
m0 and m the free and effective electron masses, respectively,
and n2D0 the average 2D carrier concentration. We notice that
the 2D plasma frequency depends on the relative dielectric
constant of the external dielectric.
Figure 1. Schematic diagram of the device (not to scale) studied
within the Monte Carlo simulation. The free charge is present only in
the bar of length L along the x direction and thickness W along the z
direction. The terminal at the left-hand side is the source contact kept
at a voltage V = 0 the terminal at the right-hand side is the drain
contact kept at a potential V . Carriers are reflected at the boundaries
between the bar and the dielectric.
Plasma waves also exist in bulk and their three-
dimensional (3D) dispersionless frequency is
f 3Dp =
1
2π
√
e2n3D0
m0mε0εmat
(3)
with n3D0 the 3D average carrier concentration and εmat the
relative dielectric constant of the bulk material.
2.2. Monte Carlo simulations
The numerical solution of this problem is carried out by using a
microscopic Monte Carlo approach coupled with a 2D Poisson
solver [5, 8]. By evaluating the fluctuations of the voltage
around the steady value in the centre of the device under
test, the spectral density of this quantity is obtained from
the corresponding correlation function, and the characteristic
peaks exhibited by the spectrum before cut-off are analysed as
detailed in [6]. To study the proper oscillations of the electron
gas, we simulate a bar of In0.53Ga0.47As of length L in the
range 0.01–10 µm for different thicknesses W in the range
1–100 nm, and carrier concentrations of 1017 and 1018 cm−3,
with the two terminals of the bar connected by ideal ohmic
contacts. The contacts are realized by an infinite reservoir of
thermalized electrons at electrochemical potentials differing by
eU with U the applied voltage [9]. The bar is surrounded by
a perfect dielectric (here taken as the vacuum) 10 µm wide in
the upper and lower region of the bar, where the 2D Poisson
equation in the xz-plane is solved to account for the fringing
of the external electric field. The third dimension is used to
relate the number of simulated carriers with the 3D carrier
concentration. For a comparative analysis between numerical
simulations and analytical results we take k = 2π/L and
n2D0 = n3D0 · W . The simulated structure, which is depicted in
figure 1, represents a simplified version of an ungated transistor
channel. The time and space discretizations take typical values
of 0.2–1 fs for the time step, 0.1–5 nm for the spatial scale
of the bar and 500 nm for the spatial scale of the dielectric.
Typically there are about 80 carriers inside a mesh of the bar,
which are found to provide a reliable solution of the Poisson
2
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Table 1. Parameters of In0.53Ga0.47As.
Parameters In0.53Ga0.47As
Density (kg m−3) 5.545
Sound velocity (m s−1) 4.756
Static dielectric constant 13.88
Optical dielectric constant 11.35
LO phonon energy (eV) 0.0328
Energy gap (eV) 0.7
Alloy scattering potential (eV) 1.50
$ L X
Effective mass (m∗/m0) 0.042 0.258 0.538
Nonparabolicity (eV−1) 1.255 0.461 0.204
Energy level from $ (eV) 0.0 0.61 1.11
Number of equivalent valleys 1 4 3
Acoustic deformation potential (eV) 5.887 10.84 9.657
Optical deformation potential (1010 eV m−1) 0.0 3.79 0.0
Optical phonon energy (eV) 0.0 0.0369 0.0
Intervalley deformation potential (1010 eV m−1)
From $ 0.0 7.827 11.32
From L 7.827 6.40 6.80
From X 11.32 6.80 8.537
Intervalley phonon energy (eV)
From $ 0.0 0.025 42 0.025 79
From L 0.025 42 0.2481 0.030 21
From X 0.025 79 0.030 21 0.028 41
Figure 2. Current–voltage characteristics for a density of
n3D0 = 1017 cm−3, W = 1 nm and for different lengths. The current is
given in A m−1 units because the third dimension does not enter the
Poisson solver, and serves only to convert the number of simulated
carriers into the 3D carrier concentration.
equation. Table 1 reports the microscopic parameters of the
material considered in the calculations.
3. Results and discussion
Figure 2 reports the current–voltage characteristics for typical
lengths in the range 0.01–1 µm and n3D0 = 1017 cm−3. The
curves exhibit a linear (ohmic) regime at the lowest voltages
and a saturation regime at the highest voltages, as expected
for such a structure. For length L 6 0.1 µm the transport
enters the ballistic regime and the resistance is found to
become independent of the length according to the ballistic
expression [10]
Rbal = 2
Ae2n3D0
√
2kBT mm0
π
(4)
with A the cross-sectional area.
Figure 3. Velocity-field characteristic for a bulk In0.53Ga0.47As with
n3D0 = 1017 and 1018 cm−3, respectively at T = 300 K.
Figure 3 reports the velocity-field characteristics of the
bulk material with the electric field taking values covering the
range of the corresponding values of the voltage in figure 2.
Here, the peak velocity associated with the Gunn effect is
found to be 2.2 × 107 cm s−1 at the threshold field of
4.2 kV cm−1 for n = 1017 cm−3 and 1.9 × 107 cm s−1
at the threshold field of 4.7 kV cm−1 for n = 1018 cm−3,
respectively.
In the following, we investigate the spectrum of voltage
fluctuations in the frequency range 0.01–100 THz where peaks
associated with plasma oscillations and/or current oscillations
due to Gunn domains are expected depending on the strength
of the applied voltage.
3.1. Ohmic regime
Figure 4 reports a typical spectrum of voltage fluctuations
normalized to its zero frequency value for the case of L =
0.1 µm, W = 100 nm, n3D0 = 1017 cm−3 in the absence of an
3
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Figure 4. Spectral density of voltage fluctuations normalized to the
static value in an In0.53Ga0.47As channel of length L = 0.1 µm, width
W = 1 nm at thermodynamic equilibrium. The dashed curve refers
to simulations and the continuous curve to the theoretical expression
of the equivalent circuit.
Figure 5. Frequency peak of the voltage spectral density at
thermodynamic equilibrium as a function of the channel length for
n3D0 = 1017 cm−3 and different channel widths W = 1, 10, and
100 nm, shown by crosses, open squares, open circles, respectively.
Error bars give the full width at half the peak shape. The straight line
refers to the theoretical 3D plasma frequency, the dashed and dotted
line to the theoretical 2D plasma frequencies for W = 1 nm and
W = 10 nm, respectively.
applied voltage. The results of the simulation (dotted curve) are
compared with those obtained by the 3D impedance equivalent
circuit (continuous curve) [11]:
SV( f )
SV(0)
= 1[1− (2π f τP)2]2 + (2π f τd)2 (5)
with f the frequency, τP = 4.28 × 10−14 s, and τd =
1.07 × 10−14 s the plasma and dielectric relaxation times
corresponding to the simulated bulk material. Here, the plasma
peak is well evidenced by the good qualitative fit between
numerical and theoretical results. We notice that simulations
evidence a cut-off decay as f −2, which is reminiscent of the
presence of scattering mechanisms. Indeed, the f −2 shoulder
exhibited by MC simulations intercepts the f −4 decay at about
5 THz which is the collision rate associated with the electron
mobility. The analogous investigation for the case of n3D0 =
1018 cm−3 gives a collision rate of about 12 THz owing to the
higher efficiency of ionized impurity scattering over intravalley
phonon scattering whose scattering rate is estimated to be
about 3 THz. In the ohmic regime, intervalley scattering is
negligible and only the central valley is populated.
Figure 6. Frequency peak of the voltage spectral density at
thermodynamic equilibrium as a function of the channel length for
n3D0 = 1018 cm−3 and different channel widths W = 1, 10, and
100 nm, shown by crosses, open squares, and open circles,
respectively. Error bars give the full width at half the peak shape.
The straight line is the theoretical 3D plasma frequency and the
dashed and dotted lines are the theoretical 2D plasma frequencies for
W = 1 nm and W = 10 nm, respectively.
Figure 5 reports the frequency of the peak exhibited by
the spectral density of voltage fluctuations as a function of
the channel length for different widths of the channel and a
carrier concentration of 1017 cm−3. Here, the error bars give
the full width at half the peak thus providing the broadening
of the shape peak. Since the carrier mean free path is about
100 nm, for lengths above about 100 nm the transport regime
is diffusive and the peak before cut-off is attributed to the
plasma frequency of the electron gas. For lengths below about
100 nm the transport enters the ballistic regime and the values
of the frequency peak above the 3D plasma values might be
attributed to the mixed action of 2D plasma oscillations and
ballistic transport. In the diffusive regime we found: (i) for
W = 1 nm a reasonable agreement of the frequency peak with
the 2D analytical formula in equation (2) in the whole range
of lengths (here, by exploiting the predictivity of the analytical
results quantum effects are disregarded); (ii) for W = 100 nm,
the frequency peak well agrees with the 3D analytical formula
in equation (3) in the whole range of lengths; (iii) for W =
10 nm, a reasonable agreement of the frequency peak with
the 2D analytical formula in equation (2) is limited to channel
lengths in the 0.1–2 µm range, indeed, for L greater than 2 µm
the frequency peak recovers the value of the 3D case, as for
W = 100 nm.
Figure 6 reports the analogous results of figure 5 for
a carrier concentration of 1018 cm−3. Apart for the blue
shift of the plasma frequency, due to the increased carrier
concentration, we have found a behaviour which parallels that
of figure 5. Even here, ballistic effects appear for lengths
shorter than 100 nm and they are of less importance with
respect to those of the previous case.
We conclude that the simulations provide evidence for the
presence of a cross-over between the 2D and 3D behaviour
of the plasma frequency, not predicted by the analytical
approach [3], which is controlled by the thickness and/or the
length of the channel. The frequency peak covering different
cases is in the 0.2–20 THz region.
4
210
J. Phys.: Condens. Matter 20 (2008) 384210 J-F Millithaler et al
Figure 7. Spectrum of voltage fluctuations normalized to the static value for L = 0.5 and 1.0 µm (left and right columns, respectively), with
W = 1 nm, n3D0 = 1017 cm−3, and applied voltages in the range 0–2 V.
3.2. Saturation regime
Figure 7 reports the spectral density of voltage fluctuations for
L = 0.5 µm, left column, and L = 1 µm, right column, with
n3D0 = 1017 cm−3, W = 1 nm, and at increasing voltages up
to 2 V corresponding to velocity-field characteristics entering
inside the NDM region. Here, the presence of NDM starts
playing a dominant role at 0.5 V, see figure 7(b), where the
plasma peak clearly seen at 0 V is replaced by a shoulder
region in the range 0.1–2 THz, just before cut-off. Then, by
further increasing the voltage at 1 V, see figure 7(c), we observe
the onset of a frequency peak in the range of 0.1–0.2 THz,
which is a precursor for the onset of current oscillations due
to travelling Gunn domains. Current oscillations have been
observed in simulations at U = 2 V for channel lengths
above about 1 µm (see figure 7 (d) right column), where
the Kroemer criterion [12] n3D0 L > 1011 cm−2 is satisfied.
This interpretation is confirmed by the fact that the frequency
peak shifts at lower frequencies, as the length of the channel
increases, with a 1/L behaviour as expected. We notice that
at around 1 V the population of higher valleys becomes of
increasing importance and dominates above about 2 V.
Figure 8 reports the analogous results of figure 7 for the
case of n3D0 = 1018 cm−3. As expected, when compared to
5
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Figure 8. Spectrum of voltage fluctuations normalized to the static value for L = 0.5 and 1.0 µm (left and right columns, respectively), with
W = 1 nm, n3D0 = 1018 cm−3, and applied voltages in the range 0–1 V.
the previous case of n3D0 = 1017 cm−3, the increased carrier
concentration is found to enhance the height of the plasma
peaks and of those associated with the Gunn oscillations. Here,
the plasma peak is replaced by that associated with Gunn
oscillations above about 0.7 V (see figure 8(c)) and the onset
of current oscillations is found already at 1 V for both the
considered lengths (see figure 8(d)).
We conclude that by increasing the applied voltage to
values inside the NDM region, the plasma peak is washed out
in favour of the appearance of a new peak, which is a precursor
of the onset of current oscillations due to the establishment of
the Gunn domains. For the considered channel lengths, the
values of these Gunn oscillations are found to be in the range
0.1–0.5 THz.
4. Conclusions
Through a Monte Carlo calculation of the spectral density of
voltage fluctuations we have investigated THz oscillations in
In0.53Ga0.47As channels embedded in an external dielectric as a
function of channel length and thickness, carrier concentration,
and strength of the applied voltage. The microscopic
investigation of the characteristic frequency peaks in voltage
fluctuations of ultra-thin InGaAs channels provide evidence for
6
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a rich scenario, only partially predicted by the 2D collisionless
analytical model [3].
Under near thermal equilibrium (ohmic) conditions, the
results of simulations show that for thick channels, i.e. W
above 100 nm, 3D plasma oscillations appear independently
of the channel length in the presence of the diffusive transport
regime. By contrast, for thin channels, i.e. W below 100 nm,
we have observed the transition from 3D to 2D plasma modes
where the plasma frequency decreases with increasing the
length of the channel, in good agreement with the analytical
model [3]. The simulations show: (i) that the presence of
scattering does not influence the value of the plasma frequency
predicted by the collisionless theory and (ii) the existence of
a cross-over between the 2D and 3D behaviour of the plasma
frequency, which happens at thicknesses above about 10 nm. In
these conditions the frequency peak can take values in a wide
range of frequencies from 0.2 to 10 THz according to different
channel geometries and carrier concentrations.
Under saturation conditions, the results of simulations
show: (i) the onset of a frequency peak, associated with
the presence of NDM conditions, (ii) the onset of current
oscillations, due to the transit of Gunn domains, and (iii)
the washing out of the plasma peak. In this case the value
of the frequency peak scales with the inverse of the channel
length, taking values in a somewhat narrow frequency range
0.1–0.5 THz for channel lengths in the region 0.2–1 µm.
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