Abstract: We prove reconstruction results for finite sets of points in the Euclidean space R n that are given up to the action of groups of isometries that contain all translations and for which the origin has a finite stabilizer.
Introduction
The kind of reconstruction problems that will be considered here originates from the famous Graph Reconstruction Conjecture for finite graphs proposed by Kelly [6] and Ulam [13] (see e.g. Bondy's survey [2] ). Whenever for some combinatorial structure a notion of substructures and a notion of isomorphism is defined, we can formulate problems that are analogous to the Graph Reconstruction Conjecture and ask for conditions under which the structure is uniquely determined up to isomorphism from information about its substructures given up to isomorphism.
In [1] Alon, Caro, Krasikov and Roditty described a general setting for combinatorial reconstruction problems and developed general techniques that allow to prove reconstructability results. At the end of [1] they consider reconstruction problems for finite sets of points in R n that are given up to isometry. Using a result of Erdős [3] they proved for instance that every finite set A of at least 8 points is uniquely determined up to isometry by the multiset of its subsets of cardinality (|A| − 1) given up to isometry. Further geometrical reconstruction problems were considered in [7] by Krasikov and Roditty.
In [8] Maynard proved results about the reconstruction of so-called square-celled animals that was first considered by Harary and Manvel in [4] . If G M denotes the group of isometries of R [8] are special cases of the following two statements.
Every finite set of points in R 2 with at least 7 elements is uniquely determined up to isomorphism by the multiset of its subsets of cardinality 7 given up to isomorphism. Furthermore, every finite set A of points in R 2 with at least 9 elements is uniquely deter-mined up to isomorphism by at most 9 of its subsets of cardinality (|A| − 1) given up to isomorphism, i.e. the reconstruction number (see [5] for a definition in the context of finite graphs) of such sets is at most 9.
Reconstruction problems for infinite sets of points in R n given up to translations were considered in [9] by Radcliffe and Scott (cf. also [12] ).
Our intention in this paper is to prove some general reconstruction results for finite sets of points in the Euclidean space R n under the action of groups of isometries. To wit, we will generalize Maynard's results to any dimension and a large class of groups of isometries.
We shall apply the following result from [8] which is a simple corollary of the main result of [1] . If G is a group of automorphisms of a set X, then two sets Y, Y ⊆ X will be called
G-isomorphic if and only if
Let Y be a finite subset of X of cardinality |Y | > k which is not uniquely determined up to G-isomorphism by the multiset of its subsets of cardinality k given up to G-isomorphism.
Then for every set
S ⊆ Y with |S| ≤ k it follows that |{g ∈ G| g(S) ⊆ Y }| ≥ 2 k−|S| .
The groups of isometries
We consider groups G of isometries of R n for some n ∈ N = {1, 2, 3, ...} such that (i) G contains all translations and (ii) the origin 0 = (0, 0, ..., 0) has a finite stabilizer G 0 in G.
Note that the above conditions easily imply that every point x ∈ R n has a finite stabilizer
Given some finite set A of points in R n we want to apply Theorem 1 to prove reconstructability from the multiset of its k-element subsets given up to G-isomorphism. Therefore, we have to choose some small subset A of A for which we can estimate the number of group elements g ∈ G with g(A ) ⊆ A.
Our approach is to construct a small polytope H(A) that contains A and has a lot of symmetry with respect to G. We will then choose A such that all g ∈ G with g(A ) ⊆ A fix the polytope H(A). Consequently, these group elements also fix the well-defined center 
Remark 1 If the point 0 is the only point that is fixed by all elements of G 0 , then Condition (iv) is implied by Conditions (i), (ii) and (iii).
To prove this statement, we consider some
.
is fixed by all elements of G 0 and is therefore equal to 0.
Furthermore, if |O| = 1, then Condition (iii) implies that the point 0 is the only point that is fixed by all elements of G 0 . Consequently, Condition (iv) is again implied by Conditions (i), (ii) and (iii) in this case.
To prove this statement, let O = {y} and we assume that g(x) = x for some x ∈ R n \ {0} and all g ∈ G 0 . This implies that g(λx) = λx for all λ ∈ R and all g ∈ G 0 . Therefore, for all g ∈ G 0 we have
and hence λx ∈ H either for all λ > 0 or for all λ < 0 which clearly contradicts the boundedness of H.
Remark 2 We give some examples of possible choices of the set O for specific groups. In general we want |G 0 (O)| to be 'small' in order to obtain strong results where we set
and put O = {(1, 0)} for ν ≥ 3. In this case, the set H is a square for ν = 2 and a regular 
Now we come to the definition of H(
and
Note that H(A) is well-defined by the compactness of A. We need to establish some simple properties of H(A).
(iii) H(H(A)) = H(A). (iv) H(h(A)) = h(H(A)).

Proof: (i) This is trivial in view of the definition of H(A).
(ii) Since H(A) is trivially closed, we just have to prove that H(A) is bounded. There is some fixed λ > 0 such that λα g,y (A)
(iii) This is again trivial in view of the definition of H(A). (Note that H(H(A) ) is welldefined by part (ii)).
(iv) We can write h in the form h(x) =g(x) + x h for all x ∈ R n and for someg ∈ G 0 and
is an isometry that fixes 0. The following chain of equivalences implies the desired result.
The next lemma captures the symmetry of H(A) with respect to G. 
Lemma 2 Let
(i) If h(A) ⊆ H(A), then h(H(A)) = H(A).
(
ii) If h(H(A )) = H(A), then H(A ) = H(A).
(iii)
Proof: We write h in the form h(x) =g(x) + x h for all x ∈ R n and for someg ∈ G 0 and
(y).
Since h(A) ⊆ H(A), we have, by Lemma 1 (iii), that H(h(A)) ⊆ H(H(A)) = H(A). This implies that α g,y (h(
we obtain using Condition (iv) that
This implies that α g,y (h(A)) = α g,y (A) for g ∈ G 0 and y ∈ O and, by Lemma 1 (iv),
h(H(A)) = H(h(A)) = H(A).
(ii) Clearly, we have α g,y (A ) ≤ α g,y (A) for g ∈ G 0 and y (iii) As above, we obtain that for g ∈ G 0 and y ∈ O
∈ O. Since H(A) = h(H(A )) = H(h(A )), we have that for g ∈
which clearly implies the desired conclusion and the proof is complete. 2
We proceed to the reconstruction results.
Reconstruction results
Throughout this section we assume that the group G and the set O satisfy Conditions (i) to (iv) of the previous section.
Our first result deals with the reconstruction of finite sets of points in R n from the multiset of their subsets of cardinality k given up to G-isomorphism. Our second result deals with the reconstruction number of such sets, i.e. the maximum intersection of the multisets of subsets of cardinality k given up to G-isomorphism of two sets of points in R n that are not G-isomorphic.
is uniquely determined up to G-isomorphism by the multiset of its subsets of cardinality k given up to G-isomorphism.
Proof: For g ∈ G 0 and y ∈ O let x g,y ∈ A be such that x g,y · g(y) = α g,y (A). Furthermore, we may assume that x g,y = x g ,y whenever g(y) = g (y ) for some g, g ∈ G 0 and y, y ∈ O.
The choice of A implies that H(A) = H(A ) and |A | ≤ |G 0 (O)|. Now, let h ∈ G be such that h(A ) ⊆ A ⊆ H(A) = H(A ). Lemma 2 (i) implies that h(H(A)) = h(H(A )) = H(A ) = H(A).
Hence, since h is an isometry, h is in the stabilizer of the center of gravity x H(A) of H(A).
(Note that the center of gravity of H(A) is well-defined, since H(A) is a bounded polyhedron.) We deduce that
and the result follows from Theorem 1 2
It is now very simple to deduce Maynard's result from Theorem 2. Let r be the 90
• rotation around the origin, i.e. r :
Since 4 + log 2 4 + 1 = 7, Maynard's result follows. 
G-isomorphic and let
be r ∈ N different k-element subsets of A and B, respectively. Let A i and B i be G- 
Proof: First, we assume that H(A) ∼ = G H(B). Since
A i ∼ = G B i , Lemma 1 (iv) implies, that H(A i ) ∼ = G H(B i ). This implies that for 1 ≤ i ≤ r either H(A i ) = H(A) or H(B i ) = H(B).
Now, if H(A i ) = H(A), then H(B i ) = H(B)
and we obtain, by Lemma 2 (iii), that
This contradiction implies that H(
A i ) = H(A) for all 1 ≤ i ≤ r.
Every setÃ ⊆ A for which H(Ã) = H(A)
does not contain all of A . By inclusionexclusion, this implies that the number of subsetsÃ of A such that
Hence r is at most this number.
Now we assume that H(A) ∼ = G H(B). Let H(A) = h(H(B)) and let
As in the first case, we obtain that
which implies that (h 
Again, it is trivial to deduce Maynard's result from Corllary 1. Let G M and O be as above. and the proof can be complete as for Theorem 3. 2 Theorems 2 and 3 are quite general but they often do not yield the best-possible bounds.
It is possible to improve their implications for special cases using arguments of a more combinatorial nature (see e.g. [10] , [11] ).
It may be possible to improve Theorem 3, if r − r and r are not estimated separately as we did.
