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Tambov State University,
Internatsionalnaya 33, 392622 Tambov, Russia
malaschonok@gmail.com
Abstract. Deterministic recursive algorithms for the computation of
matrix triangular decompositions with permutations like LU and Bruhat
decomposition are presented for the case of commutative domains. This
decomposition can be considered as a generalization of LU and Bruhat
decompositions, because they both may be easily obtained from this
triangular decomposition. Algorithms have the same complexity as the
algorithm of matrix multiplication.
1 Introduction
Traditionally, decomposition of matrices in a product of several triangular ma-
trices and permutation matrices is investigated for matrices over fields.
Active use of functional and polynomial matrices in computer algebra systems
has generated interest to matrix decomposition in commutative domains.
Matrix decomposition of the form A = V wU is called the Bruhat decompo-
sition, if V and U are nonsingular upper triangular matrices and w is a matrix
of permutation. The generalized Bruhat decomposition was introduced by Dima
Grigoriev [1],[2].
Matrix decomposition of the form A = LU or A = PLUQ is called LU-
decomposition of the matrix A, if L and U are lower and upper triangular ma-
trices and P , Q is the matrices of permutations.
In general, for an arbitrary matrix, we can not get the Bruhat decomposition
based on the expansion LU. And vice versa.
In this paper we suggest a new form of triangular decomposition. We call
it LDU -decomposition. Here L and U are lower and upper triangular matrices,
D = PdQ, where d – a diagonal matrix, P and Q – permutation matrices.
This decomposition can be considered as a generalization of LU and Bruhat
decompositions. Since they both may be easily obtained from LDU -decomposition.
We describe and prove the deterministic recursive algorithm for computation
of such triangular decomposition. This algorithm have the same complexity as
the algorithm of matrix multiplication (proof see in [11]). In [11] there ware
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described particular cases of this algorithm, when each of the main corner minor
of a matrix A up to the rank is not equal zero.
Now we present the complete algorithm for the general case and give its
proof.
2 Preliminary. Triangular Decomposition in Domain
Let R be a commutative domain, A = (ai,j) ∈ R
n×m be a matrix of size n×m,
αki,j be k× k minor of matrix A which disposed in the rows 1, 2, . . . , k− 1, i and
columns 1, 2, . . . , k − 1, j. We denote α0 = 1 and αk = αkk,k. And we use the
notation δij for Kronecker delta.
Let k and s be integers in the interval 0 ≤ k < s ≤ n, Aks,p = (α
k+1
i,j )
be the matrix of minors with size (s − k) × (p − k) which has elements αk+1i,j ,
i = k + 1, . . . , s − 1, s, j = k + 1, . . . , p − 1, p and A0n = (α
1
i,j) = A. We denote
Aks,s = A
k
s .
We shall use the following identity (see [3], [5]):
Theorem 1 (Sylvester determinant identity).
Let n = m, k and s be the integers in the interval 0 ≤ k < s ≤ n. Then it is true
that
det(Aks ) = α
s(αk)s−k−1. (1)
Theorem 2 (LDU decomposition of the minors matrix).
Let A = (ai,j) ∈ R
n×m be the matrix of rank r, αi 6= 0 for i = k, k + 1, . . . , r,
then the matrix of minors Aks,p, k < s ≤ n, k < p ≤ m is equal to the following
product of three matrices:
Aks,p = L
k
sD
k
s,pU
k
p = (a
j
i,j)(δijα
k(αi−1αi)−1)(aii,j). (2)
The matrix Lks = (a
j
i,j), i = k+1 . . . s, j = k+1 . . . r, is a low triangular matrix
of size (s−k)×(r−k), the matrix Ukp = (a
i
i,j), i = k+1 . . . r, j = k+1 . . . p, is an
upper triangular matrix of size (r − k)× (p− k) and Dks,p = (δijα
k(αi−1αi)−1),
i = k + 1 . . . r, j = k + 1 . . . r, is a diagonal matrix of size (r − k)× (r − k).
Proof. See proof in [11].
Remark 1. We can add the unit blocks to the matrices Lks and U
k
p and we obtain
nonsingular square matrices of size (s − k) and (p − k) respectively. We can
add zero elements to the matrix Dks,p and obtain the diagonal matrix of size
(s − k) × (p − k). As a result we obtain decomposition Aks,p = L
k
sD
k
s,pU
k
p with
invertible square matrices Lks and U
k
p
Corollary 1 (LDU decomposition of matrix A in domain).
Let A = (ai,j) ∈ R
n×m, be the matrix of rank r, αi 6= 0 for i = 1, 2, . . . , r,
then matrix A is equal to the following product of three matrices:
A = L0nD
0
n,mU
0
m = (a
j
i,j)(δij(α
i−1αi)−1)(aii,j). (3)
Triangular Decomposition of Matrices 3
Corollary 2 (Bruhat decomposition).
Let A = LDU be LDU-decomposition of a n× n matrix A with rank r, S be
the ”flipped” identity matrix, then V = SLS and U are upper triangular matrices
and
SA = V (SD)U (4)
is the Bruhat decomposition of the matrix SA.
Corollary 3 (Cases of zero blocks). Let Aks,p =
(
A B
C D
)
, S2 =
(
0 I
I 0
)
,
A = Akr,r and
Aks,p = L
k
sD
k
s,pU
k
p is a decomposition (2) for matrix A
k
s,p. Then this decom-
position has following properties:
if C = 0, then Lks = diag(L
k
r , L
r
s). (5)
if B = 0, then Ukp = diag(U
k
r , U
r
p ). (6)
if A = B = C = 0,D = LrsD
r
s,pU
r
s then A
k
s,p = S2
(
LrsD
r
s,pU
r
s 0
0 0
)
S2. (7)
Proof. Let C = (αki,j)
j=k+1,..r
i=r+1,..,s = 0. Then all the minors (α
j
i,j) for i = r + 1, .., s
and j = k + 1, ..r equal zero. It is follow from the Sylvester Determinant Identity:
αji,j ∗ (α
k
k,k)
j−k−1 =
∣∣∣∣∣∣∣∣
αk+1k+1,k+1 ... α
k+1
k+1,j−1 α
k+1
k+1,j
... ... ... ...
αk+1j−1,k+1 ... α
k+1
j−1,j−1 α
j−1
k+1,j
αk+1i,k+1 ... α
k+1
i,j−1 α
k+1
i,j
∣∣∣∣∣∣∣∣ , k + 1 < j ≤ i.
The last row in this minor is a row in the block C. Therefore this row is zero
row. So all the elements in the lower left corner block of the matrix Lks equal
zero.
If B = 0, then in the same manner we can prove that the upper right corner
block of the matrix Ukp equals zero.
If A = B = C = 0, then it is obvious that the last expression (7) for Aks,p is
true.
We use some block matrix notations: for any matrix A (or Apq) we denote by
Ai1,i2j1,j2 (or A
p;i1,i2
q;j1,j2
) the block which stands at the intersection of rows i1+1, . . . , i2
and columns j1 + 1, . . . , j2 of the matrix. We denote by A
i1
i2
the diagonal block
Ai1,i2i1,i2 .
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2.1 LDU Algorithm for the matrix with nonzero diagonal minors
up to the rank
Input: (Akn, α
k), 0 ≤ k < n.
Output: {Lkn, {α
k+1, αk+2, . . . , αn}, Ukn , M
k
n , W
k
n}, where
Dkn = α
kdiag{αkαk+1, . . . , αn−1αn}−1,Mkn = α
k(LknD
k
n)
−1,W kn = α
k(DknU
k
n)
−1.
1. If k = n− 1, An−1n = (a
n) is a matrix of the first order, then we obtain
{an, {an}, an, an−1, an−1}, Dn−1n = (α
n)−1.
2. If k = n− 2, An−2n =
(
αn−1 β
γ δ
)
is a matrix of second order, then we obtain{(
αn−1 0
γ αn
)
, {αn−1, αn},
(
αn−1 β
0 αn
)
,
(
αn−2 0
−γ αn−1
)
,
(
αn−2 −β
0 αn−1
)}
where αn = (αn−2)
−1
∣∣∣∣αn−1 βγ δ
∣∣∣∣, Dn−2n = αn−2diag{αn−2αn−1, αn−1αn}−1.
3. If the order of the matrix Akn is more than two (0 ≤ k < n − 2), then we
choose an integer s in the interval (k < s < n) and divide the matrix into blocks
Akn =
(
Aks B
C D
)
.
3.1. Recursive step: {Lks , {α
k+1, αk+2, . . . , αs}, Uks ,M
k
s , W
k
s } = LDU(A
k
s , α
k)
3.2. We compute U˜ = (αk)−1MksB, L˜ = (α
k)−1CW ks ,
Asn = (α
k)−1αs(D− L˜Dks U˜).
3.3. Recursive step: {Lsn, {α
s+1, αs+2, . . . , αn}, Usn,M
s
n, W
s
n} = LDU(A
s
n, α
s)
3.4 Result: {Lkn, {α
k+1, αk+2, . . . , αn}, Ukn ,M
k
n ,W
k
n}, where
Lkn =
(
Lks 0
L˜ Lsn
)
, Mkn =
(
Mks 0
−M snL˜D
k
sM
k
s /α
k M sn
)
,
Ukn =
(
Uks U˜
0 Usn
)
, W kn =
(
W ks −W
k
s D
k
s U˜W
s
n/α
k
0 W sn
)
.
Proof of the correctness of this algorithm you can fined in [11].
3 Triangular matrix decomposition
Now we are interesting the general case of initial matrix A and we want to fined
decomposition in the form
Akn,m = P
k
nL
k
nD
k
n,mU
k
mQ
k
m, (8)
with the additional
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Property 1 (of triangular decomposition).
If matrix Akn,m has rank r¯ − k, then
(α) the lower and upper triangular matrices Lkn and U
k
m are of the form
Lkn =
(
L1 0
L2 In−r¯
)
, Ukm =
(
U1 U2
0 Im−r¯
)
, (9)
(β) the matrices L = P knL
k
n(P
k
n )
T and U = (Qkm)
TUkmQ
k
m remain triangular after
replacing in the Lkn and U
k
m of unit block by arbitrary triangular block.
Example 1 ( Non trivial example for property β). We replace of right lower unit
block I2 by the block L3:
(
0 I1
I2 0
)(
L1 0
L2 L3
)(
0 I2
I1 0
)
, with L2 = 0.
Example 2 ( Non trivial example for property β).(
P 0
0 I
)(
L1 0
L2 L3
)(
PT 0
0 I
)
, with PL1P
T lower triangular matrix.
Definition 1 (of triangular decomposition of matrix in domain). The
matrix decomposition (8) we call triangular decomposition if it satisfies
Property 1.
In this case, the decomposition (8) takes the formAkn,m = LDU (D = P
k
nD
k
n,mQ
k
n).
This decomposition gives the Bruhat decomposition for the matrix SA like
it was shown in (4).
Let us note that the property 1 is trivial if k = n− 1. Property (β) is trivial
if r¯ ≥ n − 1. Therefore, the recursive algorithm as set out below, we can prove
by induction.
4 LDU Algorithm with permutation matrices
4.1 Left upper block A is not zero block
Input: (Akn,m, α
k), 0 ≤ k < n, 0 ≤ k < n, Akn,m 6= 0;
Output: (P kn , L
k
n, {α
k+1, αk+2, . . . , αr¯}, Ukm, Q
k
m,M
k
r¯ ,W
k
r¯ ), where r¯−k is the rank
of the matrix Akn,m, D
k
r¯ = α
kdiag(αkαk+1, . . . , αr¯−1αr¯)−1, Dkn,m = diag(D
k
r¯ , 0),
Mkr¯ = α
k(Lkr¯D
k
r¯ )
−1, W kr¯ = α
k(Dkr¯U
k
r¯ )
−1, Akn = P
k
nL
k
nD
k
n,mU
k
mQ
k
m.
1. If k = min(n,m)− 1, Akn,m is a matrix of one row or one column, then
{In, L
k
n, {α
k+1}, Ukm, Im, (α
k+1), (αk+1)} = LDU(Akn,m, α
k).
If Akn,m = (a
k+1, .., ak+1n,k+1)
T is a column-matrix then m = k + 1, Ukm = (a
k+1)
and Lkn =
(
0
Akn,k+1 In−k
)
. If Akn,m = (a
k+1, .., ak+1k+1,m) is a row-matrix then
n = k + 1, Ukm =
(
Akk+1,m
0 Im−k
)
and Lkn = (a
k+1).
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2. If the the matrix Akn,m has more then one rows and more then one columns,
then we choose an integer s in the interval (k < s < n) and divide the matrix
into blocks
Akn,m =
(
Aks B
C D
)
. (10)
2.1. Recursive step
Let the block Aks has rank r − k, r < s, then we get
{P ks , L
k
s , {α
k+1, αk+2, . . . , αr}, Uks , Q
k
s ,M
k
r , W
k
r } = LDU(A
k
s , α
k)
Lks =
(
Lkr 0
L1 Is−r
)
, Uks =
(
Ukr U1
0 Is−r
)
, Dks =
(
Dkr 0
0 0
)
, Mkr = α
k(LkrD
k
r )
−1,
W kr = α
k(DkrU
k
r )
−1,Dkr = α
kdiag{αkαk+1, . . . , αr−1αr}−1, Aks = P
k
s L
k
sD
k
sU
k
sQ
k
s .
Let us note that αki,j and α
k is the minors of the matrix
(diag(Ik, P
k
s )
TA(diag(Ik, Q
k
s )
T ).
2.2. We separate the matrix Akn,m into blocks another way
diagT (P ks , In−s)A
k
n,mdiag
T (Qks , In−s) =
(
Akr B
C D
)
. (11)
U˜ = (αk)−1MkrB, L˜ = (α
k)−1CW kr , (12)
Arn,m = (α
k)−1αr(D − L˜Dkr U˜). (13)
2.3. Recursive step.
If Arn,m 6= 0, then
{P rn , L
r
n, {α
r+1, αr+2, . . . , αr¯}, U rm, Q
r
m,M
r
r¯ , W
r
r¯ } = LDU(A
r
n,m, α
r)
Arn,m = P
r
nL
r
nD
r
n,mU
r
mQ
r
m.
Otherwise(Arn,m = 0), we do nothing.
2.4 Result:
{P kn , L
k
n, {α
k+1, αk+2, . . . , αr¯}, Ukm, Q
k
m,M
k
r¯ ,W
k
r¯ },
If Arn,m 6= 0, then
P kn = diag(P
k
s , In−s)diag(Ir−k, P
r
n), Q
k
m = diag(Ir−k, Q
r
m)diag(Q
k
s , In−s)
,
Lkn =
(
Lkr 0
P rn
T L˜ Lrn
)
, Ukm =
(
Ukr U˜Q
r
n
T
0 U rn
)
, (14)
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Mkr¯ =
(
Mkr 0
−M rr¯P
r
n
T L˜DkrM
k
r /α
k M rr¯
)
, (15)
W kr¯ =
(
W kr −W
k
r D
k
r U˜Q
r
m
TW rr¯ /α
k
0 W rr¯
)
. (16)
Otherwise(Arn,m = 0),
r¯ = r
P kn = diag(P
k
s , In−s), Q
k
m = diag(Q
k
s , In−s),
Lkn =
(
Lkr 0
L˜ In−r
)
, Ukm =
(
Ukr U˜
0 Im−r
)
, (17)
Mkr = α
k(LkrD
k
r )
−1,
W kr = α
k(DkrU
k
r )
−1,
Dkr = α
kdiag{αkαk+1, . . . , αr−1αr}−1,
Proof. Proof of this theorem is like previous theorem. But now we have to proof
that matrices P kn , Q
k
m, L
k
n, U
k
m satisfy the Property of triangular decomposition.
Let matrices P ks , Q
k
s , L
k
s , U
k
s and P
r
n , Q
r
n, L
r
n, U
r
n satisfy the Property of tri-
angular decomposition and Arn,m 6= 0 in the step 2.3.
Property β. We wish to proof property (β) for P knL
k
n(P
k
n )
T and (Qkm)
TUkmQ
k
m.
P knL
k
n(P
k
n )
T = diag(P ks , In−s)diag(Ir−k, P
r
n)L
k
ndiag
T (Ir−k, P
r
n)diag
T (P ks , In−s) =
= diag(P ks , In−s)
(
Lkr 0
L˜ P rnL
r
nP
r
n
T
)
diag(P ks , In−s)
T . (18)
The blocks P rnL
r
nP
r
n
T and
P ks L
k
s(P
k
s )
T = P ks
(
Lkr 0
L1 I
)
(P ks )
T (19)
are triangular by induction. The block
G = P ks
(
Lkr 0
L˜′ L′′
)
(P ks )
T (20)
is located in the upper left corner of the matrix (18). The block L˜′ has size
(s− r)× (r− k) and L′′ has size (s− r)× (s− r). The block L′′ is low triangular
block and L˜′ = L1 by the construction. Due to the property (β) of triangular
decomposition of Aks this corner block G is triangular too.
We can make a similar argument for the block (Qkm)
TUkmQ
k
m.
Property α. Due to the construction of the matrices Lkn and U
k
m they can have
the unit block in the lower right corner, but the size of this block is less then n−r.
Therefore this unit block is disposed in the blocks Lrn and U
r
n. The property (α)
of triangular decomposition of Akn is the consequence of such property of matrix
Arn. The case when A
r
n,m = 0 in the step 2.3 is evident.
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Collary.
In section 6 we present a full example of triangular decomposition for a matrix
of size 6×6. In this example the (18)-(20) can be written as follows:
(18) : P 06L
0
6P
0
6
T
= diag(P 04 , I2)diag(I2, P
2
6 )L
0
6diag
T (I2, P
2
6 )diag
T (P 04 , I2) =
= diag(P 04 , I2)
(
L02 0
L˜02 P
2
6L
2
6P
2
6
T
)
diag(P 04 , I2)
T ,
(19) : P 04L
0
4(P
0
4 )
T = P 04
(
L02 0
L02 I2
)
(P 04 )
T ,
(20) : G =
(
L02 0
L
0
2 L
4
6
)
.
4.2 Matrix A has full rank, matrices C and (or) B are zero
matrices.
2.1. This step has no changes.
2.2. We compute U˜ , L˜. One of these matrices or both equal zero. So for matrix
Asn we obtain: A
s
n = (α
k)−1αsD.
2.3. Recursive step. We take matrix D instead of Asn.
{P sn, L¯
s
n, {α¯
s+1, α¯s+2, . . . , α¯n}, U¯sn, Q
s
n, M¯
s
n, W¯
s
n} = LDU(D, α
k)
Let us note that we can do simultaneously this computations and the computa-
tions of the first step (3.1).
The value λ = αs/αk is a coefficient in the equality Asn = (α
k)−1αsD. So it
is ease to proof that λL¯sn = L
s
n, λα¯
s+1 = αs+1, λα¯s+2 = αs+2, . . . , λα¯n = αn,
λ−1D¯sn = D
s
n, λU¯
s
n = U
s
n, λM¯
s
n = M
s
n, λW¯
s
n = W
s
n . This way we can fined
factorization:
{P sn, L
s
n, {α
s+1, αs+2, . . . , αn}, Usn, Q
s
n,M
s
n, W
s
n} = LDU(A
s
n, α
s)
2.4 Result has no changes. But if C = 0 then Lkn = diag(L
k
s , L
s
n), if B = 0 then
Ukm = diag(U
k
s , U
s
n).
4.3 Matrix A has no full rank, matrices C and (or) B are zero
matrices, A 6= 0.
Let us at some stage of algorithm 4.1 we obtain the matrix
Akn,m =
(
A B
0 D
)
.
Here A = Aks and D is a block of size (n− s)× (m− s).
We can use the algorithm, which is set out in subsection 4.1. But in this case,
the decomposition of blockA = Aks andD can be performed simultaneously and
independently.
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2.1. Recursive steps
{P ks , L
k
s , {α
k+1, αk+2, . . . , αr}, Uks , Q
k
sM
k
r , W
k
r , } = LDU(A, α
k) (21)
{P sn, L¯
s
n, {α¯
s+1, α¯s+2, . . . , α¯r¯}, U¯sm, Q
s
m, M¯
s
r¯ , W¯
s
r¯ } = LDU(D, α
k) (22)
A = P ks L
k
sD
k
sU
k
sQ
k
s , D = P
s
mL¯
s
nD
s
n,mU¯
s
mQ
s
m.
We suppose that matrix A have rank r − k, k < r < s, matrix D have rank
r¯ − s, s < r¯ ≤ min(n,m). Then
Lks =
(
L0 0
M0 Is−r
)
, Dks =
(
d1 0
0 0
)
, Uks =
(
U0 V0
0 Is−r
)
,
2.2. We separate the matrix Akn,m into blocks another way
diagT (P ks , In−s)A
k
n,mdiag
T (Qks , In−s) =
(
Akr B
C D
)
.
U˜ = (αk)−1MkrB, L˜ = (α
k)−1CW kr , (23)
Arn,m = (α
k)−1αr(D − L˜Dkr U˜). (24)
Let us note that λ = αr/αk, C =
(
C1
0
)
, L˜ =
(
L1
0
)
, Arn,m = λ
(
D1 D2
0 D
)
.
2.3. Recursive step.
{P rn , L
r
n, {α
r+1, αr+2, . . . , αr¯}, U rm, Q
r
m,M
r
r¯ , W
r
r¯ } = LDU(A
r
n,m, α
r)
we can do with the help of block decomposition (22), and obtain
Arn,m = P
r
nL
r
nD
r
n,mU
r
mQ
r
m.
2.4 Result:
{P kn , L
k
n, {α
k+1, . . . , αr, αr+1, . . . , αr˜}, Ukm, Q
k
m,M
k
r˜ ,W
k
r˜ } = LDU(A
k
n,m, α
k),
is similar as in the section 4.1.
5 Matrix A is zero matrix
5.1 Matrix A is zero matrix, C and (or) B are nonzero matrices
Let us at some stage of algorithm 4.1 we obtain the matrix
Akn,m =
(
0 B
C D
)
, S =
(
0 I
I 0
)
. (25)
Let C 6= 0. Then for the matrix SAkn,m we can make triangular decomposition
as in section 4:
(
C D
0 B
)
= LDU . Then Akn,m = SLDU . In this case martix
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L has form L = diag(L1, L2) due to corollary 3 of theorem 1. Then we get
Akn,m = diag(L2, L1)(SD)U .
LetB 6= 0. Then for the matrixAkn,mS we can make triangular decomposition
as in section 4:
(
B 0
D C
)
= LDU . Then Akn,m = LDUS. In this case martix
U has form U = diag(U1, U2) due to corollary 3 of theorem 1. Then we get
Akn,m = L(DS)diag(U2, U1).
Let B = C = A = 0 and D 6= 0, D = LDU . Then for the matrix Akn,m we
can make triangular decomposition :
(
0 0
0 D
)
=
(
I 0
0 L
)(
0 0
0 D
)(
I 0
0 U
)
.
5.2 The all cases when half of the matrix is equal zero
Theorem 3. Let Akn,m =
(
A B
C D
)
.
If C = D = 0 and (A,B) = PL(D, 0)UQ is a triangular decomposition then(
P 0
0 I
)(
L 0
0 I
)(
D 0
0 0
)
UQ is a triangular decomposition of Akn,m.
If A = B = 0 and (C,D) = PL(D, 0)UQ is a triangular decomposition then(
0 I
P 0
)(
L 0
0 I
)(
D 0
0 0
)
UQ is a triangular decomposition of Akn,m.
If B = D = 0 and (A,C)T = PL(D, 0)TUQ is a triangular decomposition
then PL
(
D 0
0 0
)(
U 0
0 I
)(
Q 0
0 I
)
is a triangular decomposition of Akn,m.
If A = C = 0 and (B,D)T = PL(D, 0)TUQ is a triangular decomposition
then PL
(
D 0
0 0
)(
U 0
0 I
)(
0 I
Q 0
)
is a triangular decomposition of Akn,m.
Proof. To proof we have to check the Property of triangular decomposition for
each cases.
6 Example of triangular decomposition on Z.
Given a matrix A. We show how to obtain the decomposition A = LDU:
3 2 3 5 1 2
1 3 4 2 3 4
3 2 3 5 5 6
1 3 4 2 2 1
2 1 3 2 2 3
2 1 3 2 2 3
 =

3 0 0 0 0 0
1 7 0 0 0 0
3 0 40 0 0 0
1 7 −10 −80 0 0
2 −1 0 0 10 0
2 −1 0 0 10 1


1
3 0 0 0 0 0
0 121 0 0 0 0
0 0 0 0 1400 0
0 0 0 0 0 −13200
0 0 170 0 0 0
0 0 0 0 0 0


3 2 3 5 1 2
0 7 9 1 8 10
0 0 10 −9 12 15
0 0 0 1 0 0
0 0 0 0 40 40
0 0 0 0 0 −80

Let the upper left block has a size of 4× 4:
A06 =
(
A04 B
0
4
C04 D
0
4
)
, A04 =

3 2 3 5
1 3 4 2
3 2 3 5
1 3 4 2
, B04 = (1 23 4
)
, C04 =
(
2 1 3 2
2 1 3 2
)
, D04 =
(
2 3
2 3
)
.
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6.1 Recursive step of first level. Triangular decomposition for A0
4
.
Let us split matrix A04 into blocks again. A
0
4 =
(
A02 B
0
2
C02 D
0
2
)
, where A02 =
(
3 2
1 3
)
,
B02 =
(
3 5
4 2
)
, C02 =
(
3 2
1 3
)
, D02 =
(
3 5
4 2
)
.
6.1.1 Recursive step. Triangular decomposition for A0
2
. We split matrix
A02: A
0
2 =
(
A01 B
0
1
C01 D
0
1
)
, where A01 =
(
3
)
, B01 =
(
2
)
, C01 =
(
1
)
, D01 =
(
3
)
.
6.1.1.1 Recursive step. Triangular decomposition for A0
1
. Matrix A01 has
size 1× 1, then we can write result for this decomposition: A01 =
(
3
)
,α0 = 1,{
P 01 , L
0
1, {α1}, U
0
1 , Q
0
1,M
0
1 ,W
0
1
}
= LDU(A01, α0),
L01 = U
0
1 = (3), P
0
1 = Q
0
1 =M
0
1 =W
0
1 = (1), α1 = 3, D
0
1 = (
1
3 ).
Calculations for next recursive step.
L01 = (α0)
−1C01Q
0
1W
0
1 = (1)
−1(1)(1)(1) = (1),
U01 = (α0)
−1M01P
0
1B
0
1 = (1)
−1(1)(1)(2) = (2),
A12 = (α1/α0)(D
0
1 − L
0
1D
0
1U
0
1 ) =
3
1
((3)− (1)(1/3)(2)) = (7).
6.1.1.2 Recursive step. Triangular decomposition for A1
2
. Matrix A12 has
size 1× 1: A12 =
(
7
)
, α1 = 3,{
P 12 , L
1
2, {α2}, U
1
2 , Q
1
2,M
1
2 ,W
1
2
}
= LDU(A12, α
1),
L12 = U
1
2 = (7), P
1
2 = Q
1
2 = (1), M
1
2 =W
1
2 = (3), α2 = 7, D
1
2 = (1/7).
M01 = −(α0)
−1M12L
0
1D
0
1M
0
1 = (1)
−1(3)(1)(1/3)(1) = (−1)
W 01 = −(α0)
−1W 01D
0
1U
0
1W
1
2 = (1)
−1(1)(1/3)(2)(3) = (−2)
6.1.1.3 Result of decomposition of matrix A0
2
.{
P 02 , L
0
2, {α1, α2}, U
0
2 , Q
0
2,M
0
2 ,W
0
2
}
= LDU(A02, α0),
P 02 =
(
P 01 0
0 P 12
)
= Q02 =
(
Q01 0
0 Q12
)
=
(
1 0
0 1
)
, L02 =
(
L01 0
L01 L
1
2
)
=
(
3 0
1 7
)
,
U02 =
(
U01 U
0
1
0 U12
)
=
(
3 2
0 7
)
, M02 =
(
M01 0
M01 M
1
2
)
=
(
1 0
−1 3
)
, α1 = 3, α2 = 7,
W 02 =
(
W 01 W
0
1
0 W 12
)
=
(
1 −2
0 3
)
, D02 =
(
1/3 0
0 1/21
)
.
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Calculations for next recursive step.
L02 = (α0)
−1C02Q
0
2W
0
2 = (1)
−1
(
3 2
1 3
)(
1 0
0 1
)(
1 −2
0 3
)
=
(
3 0
1 7
)
,
U02 = (α0)
−1M02P
0
2B
0
2 = (1)
−1
(
1 0
−1 3
)(
1 0
0 1
)(
3 5
4 2
)
=
(
3 5
9 1
)
,
A24 =
α2
α0
(D02 − L
0
2D
0
2U
0
2 ) =
7
1
((
3 5
4 2
)
−
(
3 0
1 7
)(
1
3 0
0 121
)(
3 5
9 1
))
=
(
0 0
0 0
)
.
6.1.2 Recursive step. Triangular decomposition for A2
4
Since the matrix
A24 is zero, we can write the result of decomposition of matrix A
0
4.
6.1.3 Result of decomposition of matrix A0
4{
P 04 , L
0
4, {α1, α2}, U
0
4 , Q
0
4,M
0
2 ,W
0
2
}
= LDU(A04, α
0),
P 04 =
(
P 02 0
0 I2
)
, L04 =
(
L02 0
L02 I2
)
, U04 =
(
U02 U
0
2
0 I2
)
, Q04 =
(
Q02 0
0 I2
)
, M02 =(
1 0
−1 3
)
,W 02 =
(
1 −2
0 3
)
,D04 =
(
D02 0
0 0
)
, α1 = 3, α2 = 7, (P
0
4 , L
0
4, D
0
4, U
0
4 , Q
0
4) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,

3 0 0 0
1 7 0 0
3 0 1 0
1 7 0 1
 ,

1
3 0 0 0
0 121 0 0
0 0 0 0
0 0 0 0
 ,

3 2 3 5
0 7 9 1
0 0 1 0
0 0 0 1
 ,

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
6.2 Recursive step of first level.
Since A04 is not full rank, we should split matrix again: P
0
4A
0
6Q
0
4 =
(
A02 B
0
2
C02 D
0
2
)
,
where A02 =
(
3 2
1 3
)
, B02 =
(
3 5 1 2
4 2 3 4
)
, C02 =

3 2
1 3
2 1
2 1
 D02 =

3 5 5 6
4 2 2 1
3 2 2 3
3 2 2 3
.
L˜02 = (α0)
−1C02W
0
2 = (1)
−1

3 2
1 3
2 1
2 1
(1 −20 3
)
=

3 0
1 7
2 −1
2 −1
 , U˜02 = (α0)−1M02B02 =
(1)−1
(
1 0
−1 3
)(
3 5 1 2
4 2 3 4
)
=
(
3 5 1 2
9 1 8 10
)
,A26 =
α2
α0
(D02 − L˜
0
2D
0
2U˜
0
2 ) =
7
1


3 5 5 6
4 2 2 1
3 2 2 3
3 2 2 3
−

3 0
1 7
2 −1
2 −1
( 13 00 121
)(
3 5 1 2
9 1 8 10
) =

0 0 28 28
0 0 −7 −21
10 −9 12 15
10 −9 12 15
 .
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Split matrix A26 into blocks. A
2
6 =
(
A24 B
2
4
C24 D
2
4
)
, where A24 =
(
0 0
0 0
)
, B24 =(
28 28
−7 −21
)
, C24 =
(
10 −9
10 −9
)
, D24 =
(
12 15
12 15
)
. Since matrix A24 is zero, we should
use some permutation of blocks and then we can find decomposition of C24 and
B24 simultaneously.(
0 I2
I2 0
)
A26 =
(
0 I2
I2 0
)(
0 B24
C24 D
2
4
)
=
(
C24 D
2
4
0 B24
)
.
6.2.1 Recursive step. Triangular decomposition of matrix.
C24 =
(
10 −9
10 −9
)
, α2 = 7
{
P 24 , L
2
4, {α3}, U
2
4 , Q
2
4,M
2
3 ,W
2
3
}
= LDU(C24 , α
2),
where P 24 =
(
1 0
0 1
)
, L24 =
(
L0 0
M0 I1
)
=
(
10 0
10 1
)
, U24 =
(
U0 V0
0 I1
)
=
(
10 −9
0 1
)
,
Q24 =
(
1 0
0 1
)
, M23 =
(
7
)
, W 23 =
(
7
)
, α3 = 10.
6.2.2 Recursive step. Triangular decomposition of matrix.
B24 =
(
28 28
−7 −21
)
, α2 = 7
{
P 46 , L¯
4
6, {α¯4, α¯5}, U¯
4
6 , Q
4
6, M¯
4
6 , W¯
4
6
}
= LDU(B24 , α2),
where P 46 =
(
1 0
0 1
)
, L¯46 =
(
28 0
−7 −56
)
=
(
10 0
10 1
)
, U¯46 =
(
28 28
0 −56
)
, Q46 =(
1 0
0 1
)
, M¯46 =
(
7 0
7 28
)
, W¯ 46 =
(
7 −28
0 28
)
, α¯4 = 28, α¯5 = −56.
Calculations before next recursive step.
L46 =
α3
α2
L¯46 =
10
7
(
28 0
−7 −56
)
=
(
40 0
−10 −80
)
,
U46 =
α3
α2
U¯46 =
10
7
(
28 28
0 −56
)
=
(
40 40
0 −80
)
,
M46 =
α3
α2
M¯46 =
10
7
(
28 0
−7 −56
)
=
(
10 0
10 40
)
,
W 46 =
α3
α2
W¯ 46 =
10
7
(
7 −28
0 28
)
=
(
10 −40
0 40
)
, (26)
α4 =
α3α¯4
α2
= 10×287 = 40, α5 =
α3α¯5
α2
= 10×(−56)7 = −80.
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Since C24 has no full rank, we should split into blocks matrix D
2
4 . P
2
4D
2
4Q
4
6 =(
D1
D2
)
, where D1 =
(
12 15
)
and D2 =
(
12 15
)
.
Ud = (α2)
−1M23D1 = (7)
−1
(
7
) (
12 15
)
=
(
12 15
)
,
Ld = (α2)
−1(D2 −M0(
1
α3
)Ud)W 46 =
(7)−1
((
12 15
)
−
(
10
)
(
1
10
)
(
12 15
))(10 −40
0 40
)
=
(
0 0
)
,
M bc = −(α2)
−1M46 0(
1
α3
)M23 = 0,
W bc = −
1
α2
W 23
1
α3
UdW 46 = −
7
7
1
10
(
12 15
)(10 −40
0 40
)
=
(
−12 −12
)
.
6.2.3. Result of decomposition of matrix A2
6{
P 26 , L
2
6, {α3, α4, α5}, U
2
6 , Q
2
6,M
2
5 ,W
2
5
}
= LDU(A26, α2),
where P 26 =
(
0 I2
I2 0
)(
P 24 0
0 P 46
) I1 0 00 0 I1
0 I2 0
 , Q26 =
 I1 0 00 0 I2
0 I1 0
(Q24 0
0 Q46
)
,
L26 =
 L0 0 00 L46 0
M0 Ld I1
 , U26 =
U0 Ud V00 U46 0
0 0 I1
 ,M26 = ( M23 0M bc M46
)
=
7 0 00 10 0
0 10 40
 ,
W 26 =
(
W 23 W
bc
0 W 46
)
=
7 −12 −120 10 −40
0 0 40
 , α3 = 10, α4 = 40, α5 = −80,
D26 = diag(
1
α3
, α2
α3α4
, α2
α4α5
, 0), (P 26 , L
2
6, D
2
6 , U
2
6 , Q
2
6) =



0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

 ,


10 0 0 0
0 40 0 0
0 −10 −80 0
10 0 0 1

 ,


1
10
0 0 0
0 7
400
0 0
0 0 −7
3200
0
0 0 0 0

 ,


10 12 15 −9
0 40 40 0
0 0 −80 0
0 0 0 1

 ,


1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0




6.3 Final result.{
P 06 , L
0
6, {α1, α2α3, α4, α5}, U
0
6 , Q
0
6
}
= LDU(A06, α0),
D06 = diag(
α0
α0α1
,
α0
α1α2
,
α0
α2α3
,
α0
α3α4
,
α0
α4α5
, 0) = diag(
1
3
,
1
21
,
1
70
,
1
400
,−
1
3200
, 0)
P 06 =
(
P 04 0
0 I2
)(
I2 0
0 P 26
)
, L06 =
(
L02 0
P 26
T
L˜02 L
2
6
)
, U06 =
(
U02 U˜
0
2Q
2
6
T
0 U26
)
,
Q06 =
(
I2 0
0 Q26
)(
Q04 0
0 I2
)
, (P 06 , L
0
6, U
0
6 , Q
0
6) =
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
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1
 ,

3 0 0 0 0 0
1 7 0 0 0 0
2 −1 10 0 0 0
3 0 0 40 0 0
1 7 0 −10 −80 0
2 −1 10 0 0 1
 ,

3 2 3 1 2 5
0 7 9 8 10 1
0 0 10 12 15 −9
0 0 0 40 40 0
0 0 0 0 −80 0
0 0 0 0 0 1
 ,

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0


L = P 06L
0
6P
0
6
T
, D = P 06D
0
6Q
0
6, U = Q
0
6
T
U06Q
0
6.
7 Conclusion
We offer an algorithm for the matrix factorization, which has the complexity
of matrix multiplication. It was implemented at http://mathpartner.com. An
example can be obtain as follows: “A=[[1,2],[3,4]]; \LDU(A)“.
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