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1Abstract
Optimizing for Robot Transparency
by
Sandy H. Huang
Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences
University of California, Berkeley
Professor Anca Dragan, Co-chair
Professor Pieter Abbeel, Co-chair
As robots become more capable and commonplace, it becomes increasingly
important that they are transparent to humans. People need to have accurate mental
models of a robot, so that they can anticipate what it will do, know when and where
not to rely it, and understand why it failed. This helps engineers ensure safety
and robustness of the robot systems they develop, and enables human end-users to
interact more safely and seamlessly with robots.
This thesis introduces a framework for producing robot behavior that increases
transparency. Our key insight is that a robot’s actions do not just influence the
physical world; they also inevitably influence a human observer’s mental model of the
robot. We attempt to model the latter—how humans might make inferences about a
robot’s objectives, policy, and capabilities from observations of its behavior—so that
we can then present examples of robot behavior that optimally bring the human’s
understanding closer to the true robot model. In this way, our framework casts
transparency as an optimization problem.
Part I introduces our framework of optimizing for robot transparency, and applies
it in three ways: communicating a robot’s objectives, which situations it can handle,
and why it is incapable of performing a task. Part II investigates how transparency is
useful not just for safe and seamless interaction, but also for learning. When humans
teach a robot, giving human teachers transparency regarding what the robot has
learned so far makes it easier for them to select informative teaching examples.
iTo my parents, Ningning Han and Xiaoqiu Huang
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1Chapter 1
Introduction
Interactions between robots and humans are becoming increasingly common and
necessary, as robots become more capable and widely deployed. This is already
happening in factories [1–3], hotels and hospitals [4, 5], homes [6, 7], and on the
road [8]. Whether robots operate in collaboration with, side-by-side with, or in
service of humans, making human-robot interactions safe and seamless for humans is
essential.
Safe and seamless human-robot interaction depends on human end-users having a
reasonably-accurate mental model of the robot: in other words, a robot’s objectives,
policy, and capabilities should be transparent to end-users. When humans have an
inaccurate or incomplete mental model of a robot—and thus their expectations of the
robot are mismatched with reality—there is a greater chance of negative outcomes.
For instance, a safety driver may incorrectly expect an autonomous car to handle a
safety-critical situation appropriately, and thus fail to take control from the car. Or,
she may be surprised, scared, or panicked and unnecessarily take control when the
car drives in an unexpected (but still safe) way.
Once human end-users start interacting with a robot in the real world, over time
their mental model of the robot gradually improves; this is known as familiarization [9]
(Fig. 1.1, gray). But this process of passive familiarization may take a while, because
it depends on which situations the robot happens to encounter in the world. A
passenger riding in an autonomous car might need hours, or even days of interaction
in order to develop an intuitive understanding of how this car drives and which
situations it can handle.
During passive familiarization, humans spend a significant amount of time in-
teracting with robots that they have poor mental models of, which is dangerous.
Another approach to familiarization, that works in highly structured environments
like factories, is to enumerate how a robot will act in all possible situations. But
2in most real-world domains in which we would like to deploy robots, this enumera-
tion is impossible—for instance, the traffic situations that an autonomous car may
encounter, or crowd configurations in a hotel lobby.
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Figure 1.1: When human end-users see
informative examples of a robot’s behavior
(orange), they more quickly improve their
mental model of this robot, compared to
the typical approach of relying on passive
familiarization (gray).
This thesis proposes an alternative to
the existing options for familiarization.
Our key insight is that a robot’s actions
not only affect the physical world, but
also inevitably affect a human observer’s
mental model of that robot. With this
in mind, we can optimize for informa-
tive examples of robot behavior to show
human end-users, to speed up the fa-
miliarization process (Fig. 1.1, orange).
“Informative” examples are those that op-
timally bring this mental model closer
to the true robot model, given what we
know (or assume) about how humans up-
date their mental model of a robot based
on observations of its behavior. In this
way, our framework casts transparency
as an optimization problem.
Our framework can also be seen as optimizing for transparency via algorithmic
teaching. In algorithmic teaching, the teacher knows how the student learns, and
thus can select examples that optimally teach that student. In our framework, we
have a model of how humans will make inferences about a robot’s objectives, policy,
and capabilities based on examples of robot behavior. Then we can leverage this
model to select examples of robot behavior that optimally teach humans the robot’s
true objectives, policy, and capabilities.
Part I describes how we apply our framework toward achieving several possible
aims of transparency:
• Chapter 3 tackles the question of how to help users anticipate how a robot will
act, even in situations that they have not seen the robot act in before.1 Our
approach is to achieve this by giving users an intuitive understanding of the
tradeoffs in a robot’s objective function—in the case of autonomous cars, this
encodes the car’s driving style. In this setting, informative examples of robot
behavior are those that help humans differentiate between different possible
objectives. So, observing how an autonomous car drives on a mostly empty
1Chapter 3 is based on work published in RSS 2017 and AuRo 2019 [10,11].
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Figure 1.2: We investigate how showing informative examples of robot behavior
can improve human end-users’ understanding of (a) how a robot will act in new
environments, (b) which situations a robot can handle, and (c) both what task a
robot was trying to do and why it is incapable of accomplishing it.
road is not informative, because cars with different driving styles would still
behave similarly; in contrast, observing how this autonomous car changes lanes
when there is another car in the way is informative, because it highlights the
tradeoff that this car makes between safety and efficiency (Fig. 1.2a). This work
is related to a large body of prior work on inverse reinforcement learning [12],
in which a robot learns an objective function from human demonstrations; in
our case, we attempt to model how humans would infer a robot’s objective
from its behavior.
• Chapter 4 tackles a narrower goal, of communicating the robot’s incapability
with respect to a single task setup.2 The hope is that if users understand
both what a robot is trying to do and why it failed, they would be equipped
to better assist it. We focus on robot failures that are caused by a dynamic
constraint—e.g., trying to lift or push something that is too heavy, or trying
to open a locked door or cabinet. We propose a heuristic, such that optimizing
for robot motion based on this heuristic communicates the objective as well as
the dynamics constraint to humans. This approach automatically generates
expressive attempt motions, and generalizes across different possible failures
(Fig. 1.2c). This work is related to prior work on robots learning both the
objective function and dynamics from human demonstrations [14]; in our case,
we attempt to model how humans would infer this from robot behavior.
• Chapter 5 tackles the question of how to give users an understanding of which
2Chapter 4 is based on work published in HRI 2018 [13].
4states a robot acts correctly in (Fig. 1.2b).3 In many domains (including
driving), the definition of which actions are “correct” is broad for most states.
For instance, if an autonomous car is driving without any cars nearby, it does
not matter if it slows down or speeds up a little, or turns a little to the right
or left—none of these actions will lead to a collision. However, there is a
relatively small set of states in which it is extremely important which action
the robot takes; we call these critical states. In such domains, human end-users
just need to know how the robot acts (i.e., its policy) in critical states, and
we can communicate this by showing informative examples of robot behavior
that cover the set of states that the robot considers to be critical. Whereas
communicating objectives only applies to policies that perfectly optimize an
objective function, because their tradeoffs must be consistent across situations,
this critical-states approach can be applied to a broader range of robot policies,
including those that are black boxes.
Part II investigates how transparency can be useful, beyond just increasing
comfort and safety in interactions. In Chapter 6, we explore how transparency can
improve human teaching of robots.4
3Chapter 5 is based on work published in IROS 2018 [15].
4Chapter 6 is based on work under submission.
5Chapter 2
Framework
The main contribution of this thesis is a formalization of what it means to increase
transparency of robots to human end-users. In this chapter, we will first lay out the
general formalization, and then connect this framework to how we achieve specific
aims of transparency in the following chapters.
Let θ∗ denote the parameters that fully specify the robot’s model—this could be,
for example, the weighting on reward features for a robot’s objective function, or the
parameters of a robot’s policy. Then we can denote a person’s mental model of the
robot as P (θ): her belief over the possible parameter settings of the robot’s model.
In this formulation, complete transparency means that the person’s mental model of
the robot is exactly correct; in other words, that P (θ) = 1θ=θ∗ .
Our key insight is that a robot’s actions change not only the physical environment,
but also human observers’ mental models (i.e., understanding) of the robot. Motivated
by this, we formulate increasing transparency in the framework of a Markov Decision
Process (MDP). An MDP is defined by a tuple (S,A,P ,R, γ), where S is the
state space, A the action space, P : S × A × S → R the transition probabilities,
R : S × A × S → R the reward function, and γ ∈ (0, 1] the discount factor. The
following describes each component of our MDP.
• A state [s, b] ∈ S consists of both a physical world state s and a belief over θs,
which we will use the notation b(θ) to denote. S contains all possible physical
world states and human beliefs. For example, if the person is considering k
possible robot models, then b ∈ ∆k, the probability simplex over k dimensions.
• An action ξ ∈ A consists of the robot’s behavior. This can be either a single
action, a, or it can be a sequence of actions [a0, · · · , aT−1]. In general, actions
could be from a variety of modalities, including physical motion, speech, and
visualization.
6• For the transition probabilities P , we assume we have a model H that captures
how a person will make inference updates to their belief. Recent work in
cognitive science proposed a Bayesian framework for human reasoning about
the beliefs and objectives of other agents [16–19]. In light of this, we assume
that humans perform Bayesian inference over possible robot models, with the
expectation that the robot is acting optimally:
b′(θ) ∝ b(θ)PH(ξ|θ, s) . (2.1)
The choice of PH(ξ|θ), the likelihood of action ξ given θ, depends on what θ
encodes, as described in the following subsections.
• The reward function R captures the improvement in the person’s mental model
of the robot, with respect to the true model, which has parameters θ∗. We
define this as the decrease in KL-divergence between the two models:
R(b, ξ, b′) = −[DKL(1θ=θ∗‖b′(θ))−DKL(1θ=θ∗‖b(θ))] (2.2)
= log b′(θ∗)− log b(θ∗) . (2.3)
• For simplicity, we set the discount factor γ to be 1. This means that all rewards
(i.e., increases in transparency) are equally valued, whether they occur at the
start or the end of a robot trajectory.
We consider a finite-horizon MDP with n steps. In this MDP, the value function
of any policy pi, starting at state b1, is
V pi(b1) = E[
n∑
t=1
γtR(bt, ξt, bt+1)|pi, b1] . (2.4)
Based on our definitions above, the optimal value function (i.e., the best the robot
can do in terms of increasing transparency) is thus
V ∗(b1) = max
ξ1:n
log bn+1(θ
∗)− log b1(θ∗) , 1 (2.5)
where bn+1 is the human’s belief, after starting with a prior belief of b1 and observing
n instances of robot behavior, ξ1:n.
1This is because after replacing R(bt, ξt, bt+1) with log bt+1(θ∗)− log bt(θ∗) in the summation of
(2.4), the intermediate bt terms (for 1 < t < n+ 1) cancel out in the summation.
7Since b1 does not depend on the robot’s behavior, we can optimize for transparency
(i.e., obtain maximum reward in this MDP) by choosing examples that satisfy:
arg max
ξ1:n
PH(θ∗ | ξ1:n) . (2.6)
To make more explicit the dependence on ξ1:n and assumption of a model H of human
inference updates, we now switch to the notation PH(θ∗|ξ1:n) in place of bn+1(θ∗).
This framework, of leveraging a model of human inference to optimize for examples
that maximize their understanding, is closely related to the notion of legibility [20]
in robotics. Legible motion makes the intentions of the robot (i.e., which goal it
is moving toward) clear as early as possible in a trajectory. As in legibility, we
focus on robot motion as the mode of communication, because humans naturally
and inevitably draw conclusions about a robot based on its motions. We generalize
the notion of legibility to optimize for human understanding of a robot’s objective
function (Chapter 3), its policy (Chapter 5), and its dynamic constraints (Chapter 4),
rather than only its goals. In the remainder of this chapter, we will describe how
each of these approaches fit into this framework—in particular, what the parameters
θ∗ refer to, what form the examples ξ take, and how the human’s updated mental
model PH(θ∗ | ξ1:n) is computed.
The form the examples ξ take depends on whether the robot has control over
the environment it is placed in. When the environment setup is fixed, then the
robot can communicate via exaggerating its motion—humans are good at drawing
inferences from motion, as observed by animators [21] and leveraged by prior work in
human-robot interaction [20,22,23]. This is the assumption we make when generating
expressive failure motions (Chapter 4).
However, if the robot does have control over the setup of the environment
(which is often the case in simulation, but rarer in the real world), then it can
maximize transparency by both selecting environments based on informativeness
and exaggerating its motion within those environments. This is the assumption we
make for communicating a robot’s objective function (Chapter 3) and its policy
(Chapter 5). In these works, we make an additional simplifying assumption, that the
robot’s actions are optimal rather than exaggerated.
In the following subsections, we describe how to adapt our proposed general
framework to achieve these specific aims of transparency. This is part of the
contribution of this thesis—we show that these varied goals of transparency in
robotics can be tackled via a common approach.
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2.1 Communicating Objectives
In Chapter 3, we focus on robots that optimize an objective function that is a
linear combination of reward features, with weights θ∗ (Sec. 3.3.1). So, θ∗ encodes
the tradeoffs that a robot makes, and we want to communicate the robot’s objectives
to human end-users by giving them an (intuitive) understanding of what θ∗ is.
Since people naturally get a sense of these tradeoffs as they observe the robot
(optimally) acting in a variety of situations, we select examples ξE that are this
robot’s optimal behavior in a particular environment E. By modeling humans as
performing Bayesian inference over the space of possible objective parameters, it
follows that
PH(θ∗ | ξE1:En) =
1
Z
P (θ∗)
n∏
i=1
PH(ξEi | θ∗) , (2.7)
where Z denotes the normalization constant,
∑
θ∈Θ P (θ)
∏n
i=1 PH(ξEi | θ). PH(ξEi | θ)
denotes the likelihood the person assigns to a particular trajectory ξEi , if they believe
the robot’s objective function is parameterized by θ.
Proof-of-Concept Example
(a) (b)
uninformative informative critical states
(c)
Figure 2.1: The robot’s objective is to
reach the dark blue square while avoiding
grey squares. Assuming the robot acts
optimally and can start from any state,
starting from the bottom-right in this grid
world best communicates its objective.
As a proof-of-concept, we will ap-
ply this to a point robot in a simple
grid world environment (Fig. 2.1), where
θ = [r1, r2, r3]
>. Blue squares are termi-
nal states; r1 and r2 are the rewards
for reaching dark-blue and light-blue
squares, respectively. All white squares
have a reward of 0 and grey squares have
a reward of r3 ≤ 0. There are five ac-
tions per grid square location (no-op, up,
down, left, right) and transitions are de-
terministic. Taking an action into a wall
or after running out of power results in
no movement.
We choose θ∗ to be [10, 1,−10] and
set Θ to be all combinations of r1 ∈
{1, 10}, r2 = 11− r1, and r3 ∈ {0,−10}.
Recall that the robot only demonstrates optimal behavior, so the trajectory ξE is
the optimal trajectory in environment E with respect to the true robot objective, θ∗.
We model PH(ξE|θ), the likelihood that a person assigns to ξE given that the robot
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is making tradeoffs θ, as proportional to the exponentiated cumulative discounted
reward of the trajectory ξE in terms of the objective θ, with a discount factor of 0.9.
This is an exact-inference model, since we assume the person perceives the exact
trajectory ξE, can exactly compute the reward of ξE with respect to the objective θ,
and makes complete inference updates based on this likelihood.
For simplicity, the “environments” that we choose from are each of the possible
starting states of the robot in a single grid world, without also varying the grid
world itself. Given this restriction, the robot best communicates its objective θ∗ by
starting from the white square closest to the light blue square. Its optimal behavior
is to travel all the way around the grey squares in order to reach the dark blue
square—intuitively, we can see that this communicates that the dark blue goal is
significantly preferable to the light blue goal, and the grey squares need to be avoided
(Fig. 2.1). In contrast, if the robot were to start on the white square next to the dark
blue square, then the optimal trajectory would not communicate that grey squares
need to be avoided (Fig. 2.2).
Beyond Grid Worlds
uninformative
inform
ative
Figure 2.2: After seeing the informative
trajectory (Fig. 2.1), the belief is con-
centrated on the true θ∗ (= [10, 1,−10]),
whereas the uninformative trajectory
leaves uncertainty over θs.
Chapter 3 extends this to the domain
of autonomous driving, and a larger set
of possible environments—with a vari-
ety of situations, rather than only al-
tering the starting state in a fixed sit-
uation. We also can no longer assume
an exact-inference model for the likeli-
hood PH(ξE|θ), because realistically, hu-
man observers make noisy inference up-
dates and cannot perfectly observe the
states and actions in a robot trajectory
ξE. Thus, a key contribution of this work
is introducing and evaluating candidate
models of how humans compute this like-
lihood, that incorporate noise from hu-
man inference and perception (Sec. 3.3.2). For evaluation, we compute what the
optimal teaching examples for each candidate model of human inference are, and
then show these examples to real human users and test their resulting understanding
of θ∗.
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2.2 Communicating Dynamic Constraints
In Chapter 4, we focus on robots that fail to complete a task because of dynamics
constraints, and we would like to communicate to a human end-user both what the
robot was trying to do (i.e., its objective) and why it is unable to accomplish it (i.e.,
the dynamics constraints).
Analogously to our approach for communicating objectives, we model humans as
performing Bayesian inference over the space of θs, where each θ specifies both the
robot’s objective and the dynamics constraints it is subject to. Given a trajectory
ξ = [s0, a0, s1, . . . , aT−1, sT ], its likelihood P (ξ|θ) depends on both the quality and
feasibility of the transitions in ξ, with respect to θ:
P (ξ | θ) =
T−1∏
i=0
PH(ai | si, θ)PH(si+1 | si, ai, θ) . (2.8)
The term PH(a|s, θ) captures the quality of a transition; a natural choice is for it to be
proportional to the exponentiated Q-value2 of action a in state s, under the objective
specified by θ. The term PH(s′|s, a, θ) depends on the transition probabilities of the
dynamics defined by θ. If the transition (s, a, s′) is impossible under these dynamics,
then this is zero.
Analogous to (2.7), but with the newly-defined likelihood term that takes into
account both the objective and dynamics constraints, humans perform the following
inference update:
PH(θ∗ | ξ) = 1
Z
P (θ∗)P (ξ | θ∗) , (2.9)
where Z is the normalization constant,
∑
θ∈Θ P (θ)P (ξ|θ).
Typically, humans can only observe the states in a robot’s trajectory, not the
actions that the robot takes. For instance, if a robot stops moving after grasping an
object placed on a table, it is not clear to a human observer whether the robot is
pausing, or whether it is exerting a force on the object that is not large enough to
actually move it. Thus, in this case, it is more reasonable to consider a trajectory ξ
to be a sequence of states, [s0, s1, . . . , sT ], and we can model humans as marginalizing
over the possible actions that could have led from one state to another:
PH(ξ | θ∗) =
∑
a
PH(a | si, θ∗)PH(si+1 | si, a, θ∗) da . (2.10)
2The Q-value Qθ(s, a) is the expected cumulative discounted reward obtained, if the agent were
to take action a in state s and act optimally thereafter with respect to θ.
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(c) (d)(a) (b)
Figure 2.3: Our approach automatically generates an expressive trajectory that
communicates θ∗—both the robot’s objective function and the dynamics. In this
grid world, the robot starts in the lower-left corner, and receives a reward of 10 for
reaching the dark-blue square and a smaller reward of 1 for reaching the light-blue
square. But the robot cannot cross the dark-grey squares. The posterior belief
PH(θ∗|ξ) is greater than 0.75 for the orange trajectory ξ shown in (a) and greater
than 0.95 for (b), when the true reward is augmented with a proximity reward. The
same is true for (c) and (d), but with the true reward and reasoning about pointing.
Proof-of-Concept Example
As a proof-of-concept, we apply this approach to a point robot in a simple grid
world environment (Fig. 2.3), where θ = [r1, r2, α, β]>. This is the same as the grid
world in Sec. 2.1, except for the dynamics constraints, which are specified by α and β:
α is the amount of power the robot has at the start of the episode (i.e., the number
of time steps it can act before running out of power), and β is 1 if the dark-grey
squares act as walls for the robot and 0 otherwise.
We choose θ∗ to be [10, 1,∞, 1]> and set Θ to be all combinations of r1 ∈ {1, 10},
r2 = 11 − r1, α ∈ {1, 2, . . . , 9, 10,∞}, and β ∈ {0, 1}. We use beam search, with
a width of 10, 000, to find an expressive trajectory that maximizes PH(θ∗|ξ) from
Eqn. (2.9). We assume humans compute the likelihood of actions, PH(a|si, θ), based
on a softmax over the corresponding Q-values:
PH(a|si, θ) = e
Qθ(si,a)∑
a′ e
Qθ(si,a′)
. (2.11)
In our grid world, we can compute Q-values exactly via value iteration, with a
discount factor of 0.9. But, when the dynamics constraints in θ prevent the robot
from reaching all goal locations (as is the case for the chosen θ∗), all Q-values are
zero, so there is no incentive for the robot to move at all.
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We consider two options for addressing this. The first possibility is that humans
believe the robot’s proximity to a goal indicates how much the robot values that
goal, even if it cannot actually reach the goal. To capture this, we can augment the
reward with an additional proximity reward,
rproximity(s) = max
g∈G
[(
1− ‖s− g‖1
maxs′ ‖s′ − g‖1
)
r(g)
]
, (2.12)
where state s and goal g are (x, y) locations in the grid, G is the set of all goal
locations, and r(g) is the reward for goal g. We then compute Q-values based on the
augmented reward, r(p) + λrproximity(p). λ determines the tradeoff between the true
reward and the proximity reward; we set this to 0.1 in our experiments. Optimizing
for an expressive trajectory that communicates θ∗ in this way results in a robot that
moves toward the higher-reward goal, in the upper-right corner, and moves back and
forth up there—this communicates both which goal the robot prefers, and that it is
not able to cross the dark-grey barrier (Fig. 2.3(a) and (b)).
Another possibility is that humans intuitively reason about where a robot’s
trajectory is “pointing.” To capture this, we can define PH(ai|si, θ) as the average
between the softmax over Q-values (with respect to only the true reward) and the
softmax over ∑
s′
P (s′|s, a, θ∗) max
(
0,
(s′ − s)>(gbest − s)
‖s′ − s‖‖gbest − s)‖
)
, (2.13)
where gbest denotes the (x, y) location of the highest-reward goal. Optimizing for an
expressive trajectory that communicates θ∗ in this way results in similar trajectories
as with the first approach (Fig. 2.3(c) and (d)).
Beyond Grid Worlds
In Chapter 4, we apply this approach to generate expressive failure motions
on a real robot, that communicate both the robot’s objective and the dynamics
constraints that prevent it from completing its task. We introduce an approximation
based on the proximity reward, taking inspiration from the behavior that emerges in
Fig. 2.3(b). We first use trajectory optimization to find an attempt trajectory that
is as close as possible to what a successful trajectory would look like, while being
subject to the dynamic constraints. Then we augment this with the back-and-forth
motion that we see in the grid-world trajectories.
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2.3 Communicating Policies
In Chapter 5, instead of assuming that humans model the robot as doing opti-
mization and use that to infer how the robot acts, here we focus on modeling the
policy itself: θ∗ denotes the parameters of the function approximation for a robot’s
policy, piθ∗ . For a neural network policy, for example, θ∗ would be the concatenated
network weights of the trained policy. As before, we model humans as performing
Bayesian inference over the space of possible θs. For a set of state-action pairs
{(s1, a1), (s2, a2), . . . , (sn, an)}, where each ai = piθ∗(si) is the action chosen by the
robot’s policy, we model humans as inferring
PH(θ∗|{(si, ai)}1:n) = 1
Z
P (θ∗)
n∏
i=1
PH(ai | si, θ∗) , (2.14)
where Z is the normalization constant,
∑
θ∈Θ P (θ)
∏n
i=1 PH(ai | si, θ). Note that
unlike before, we do not constrain these state-action pairs to be from a single
trajectory.
Unfortunately, there are no true informative examples that distinguish θ∗ from
other possible parameters, for expressive policy function approximations. This is
because if the policy class has high enough capacity, then each example (s, piθ∗(s))
only provides enough information about θ∗ to reconstruct how piθ∗ acts at state
s, leaving the policy’s behavior across the rest of the state space undefined. To
communicate its θ∗, the robot would need to show how it acts at every single state,
which is impossible for large or continuous state spaces.
However, if we look at stochastic policies, our observation is that most tasks
do not require taking a specific action, but allow for flexibility in which action to
take. Only a few of the states are critical states, in which it is very important to
take one or a few actions over others. So, we only need to show enough examples to
communicate what the critical states of piθ∗ are and what actions this policy prefers
in those states, and the human can infer that the policy has no strong preference
over actions for the other states. In other words, our approach is to show humans
which states the robot policy considers to be critical, and inform them that the
robot only considers these states and similar ones to be critical. This implicitly
communicates that in all the other states, the robot does not consider any action to
be important—so this concisely communicates how it would act (i.e., randomly) in
the vast majority of possible states.
Proof-of-Concept Example
2.4. TRANSPARENCY DURING TEACHING 14
(a) (b)
uninformative informative critical states
(c)Figure 2.4: The robot can only
move up and right, and it cannot
cross grey squares. Assuming its
policy is trained with a higher re-
ward for the dark blue than light
blue goal, then it will have a single
critical state (the orange point), at
which moving up is significantly
preferred to moving right.
As a proof-of-concept, consider a point robot
in a grid world that is the same as the one
in Sec. 2.1, except the robot cannot cross gray
squares, and can only move up and to the right.
This constraint on movement is analogous to that
for a car, which (in most situations) drives in a
limited range of forward directions. For simpli-
fication, assume that we have trained a policy
such that it acts exactly according to a softmax
of the Q-values corresponding to a reward of 10
for the dark blue square, 1 for light blue, 0 for
white, and a discount factor of 0.9. Then there
is a single critical state, that has minimum en-
tropy over actions—the one at which if the policy
takes the suboptimal action, there is a “point of
no return” in terms of being forced to go to the
lower-reward goal (Fig. 2.4).
Beyond Grid Worlds
In Chapter 5, we apply this approach to com-
municate neural neural network policies that are
trained with maximum-entropy-based reinforcement learning.3 We further assume
that humans generalize to similar states in a way that is consistent with how the
robot does—for a neural network policy, this amounts to generalizing based on the
distance between internal representations of states (e.g., the output of the last hidden
layer). We ensure coverage over the set of the robot’s critical states by first clustering
states based on this internal representation, and then showing how the robot acts
for the most critical state in each cluster.
2.4 Transparency During Teaching
So far, we have focused on robots “teaching,” or communicating to, humans
something about the robot itself to increase transparency. Typically, the teaching
happens the other way around—humans end-users want to teach robots how to do a
3Training with a maximum-entropy-based algorithm encourages policies to maximize performance
while acting as randomly as possible, so policies are more likely to learn the true critical states of a
task, rather than converging to a nearly-deterministic policy.
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task according to their preferences. Transparency can also help this teaching process
go more smoothly, by either revealing what the robot’s current understanding is or
revealing what prior (over preferences) the robot started out with, or which feature
space it is aware of.
The core assumption of algorithmic teaching is that the teacher has an accurate
model of how the learner learns. When this assumption is violated (e.g., when humans
are teaching robot learners and do not know how they learn), then transparency
on the part of the learner has the opportunity to help the teacher select better
teaching examples. We study this both with simulated teachers and real-world
human teachers, and find that a simple kind of transparency—the robot indicating
what it thinks the human’s next action will be—does help teachers identify what the
robot does and does not know, and thus select better teaching examples, that lead
to faster robot learning.
16
Part I
Improving Human Mental Models of
Robots
17
Chapter 3
Communicating Robot Objectives
In this chapter, our overarching goal is to efficiently enable end-users to correctly
anticipate a robot’s behavior in novel situations. When a robot’s behavior is a direct
result of its underlying objective function, our insight is that end-users need to have
an accurate mental model of this objective function in order to understand and
predict what the robot will do.
While people naturally develop such a mental model over time through observing
the robot act, this familiarization process may be lengthy. Our approach reduces this
time by having the robot model how people infer objectives from observed behavior,
in order to then show those behaviors that are maximally informative.
We introduce two factors to define candidate models of human inference, and
show that certain models indeed produce example robot behaviors that better enable
users to anticipate what it will do in novel situations. Our results also reveal that
choosing the appropriate model is key, and suggest that our candidate models do not
fully capture how humans extrapolate from examples of robot behavior. We leverage
these findings to propose a stronger model of human learning in this setting, and
conclude by analyzing the impact of different ways in which the assumed model of
human learning may be incorrect.1
3.1 Motivation and Background
Imagine riding in a self-driving car that needs to quickly change lanes to make
a right turn. The car suddenly brakes in order to merge safely behind another
car, because it deems it unsafe to speed up and merge in front of the other car.
1This work was published as Enabling robots to communicate their objectives in RSS 2017 [10]
and as an invited submission in AuRo 2019.
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aggressive defensive
Figure 3.1: We show examples ξ of the yellow autonomous car’s behavior that
are maximally informative in guiding the human toward understanding the robot’s
objective function (e.g., aggressive versus defensive). For instance, in environments
where the car needs to merge into the right lane, its behavior is more informative
when there is another car present (left) than when the lane is empty (right). We
consider the case where the robot’s objective function is represented by a linear
combination of features, weighted by θ.
A passenger who knows this self-driving car is defensive and that it values safety
much more than efficiency would be able to anticipate this behavior. But passengers
less familiar with the car would not anticipate this sudden braking, so they may be
surprised and possibly frightened.
There are many reasons why it is beneficial for humans to be able to anticipate a
robot’s movements, from subjective comfort to ease of coordination when working
with and around the robot [24, 25]. Our goal is to enable end-users to accurately
anticipate how a robot will act, even in novel situations that they have not seen the
robot act in before—like a new traffic scenario, or a new placement of objects on a
table that the robot needs to clear.
A robot’s behavior in any situation is a direct consequence of the objective (or
reward) function the robot is optimizing: (most) robots are rational agents, acting to
maximize expected cumulative reward [26]. Whether the robot’s objective function
is hard-coded or learned, it captures the trade-offs the robot makes between features
relevant to the task. For instance, a car might trade off between features related
to collision avoidance and efficiency [27], with more “aggressive” cars prioritizing
efficiency at the detriment of, say, distance to obstacles [28].
The insight underlying our approach is the following:
The key to end-users being able to anticipate what a robot will do in novel
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situations is having a good understanding of the robot’s objective function.
Note that understanding the objective function does not mean users must be
able to explicate it—to write down the equation, or even to assign the correct reward
to a behavior or a state-action pair. Rather, users only need to have an implicit
representation of what drives the robot’s behavior, i.e., a qualitative understanding
of the trade-offs the robot makes.
Fortunately, users will naturally improve their mental model of how a robot
acts, given examples of the robot behaving optimally [9]. Further, evidence suggests
that people will use this behavior to make inferences about the robot’s underlying
objective function [17–19], which will enable them to anticipate its behavior in novel
situations.
A fundamental challenge with this prior work is that it is passive: people get
exposed to robot behavior in different environments as the robot encounters them.
The difference in this work is that we explicitly account for the fact that not all
environments are equally informative. In many environments, a robot’s optimal
behavior does not fully describe the trade-offs that the robot would make in other
environments, i.e., parts of the robot’s objective will remain under-determined. For
example, an autonomous car driving down a highway with no cars nearby will drive
at the speed limit and stay in its lane, regardless of its trade-off between efficiency
versus staying far away from other cars. Another example is when an autonomous car
changes lanes without interacting with any other cars (Fig. 3.1, right). An end-user
mainly exposed to these types of behavior will have difficulty forming an accurate
mental model of the robot’s objective function and anticipating how the robot will
behave in more complex scenarios. On the other hand, suppose an autonomous
car speeds up to merge in front of another car, cutting it off (Fig. 3.1, left). This
scenario more clearly illustrates the trade-offs this car makes regarding safety versus
efficiency.
We focus on enabling robots to purposefully choose such informative behaviors
that actively communicate the robot’s objective function. As mentioned in Chapter 1,
we envision a training phase for interaction, where the robot showcases informative
behavior in order to quickly teach the end-user what it is optimizing for. This
training phase may need to happen in a simulator, when it is impractical to construct
these informative environments in the real world.
In order to choose the most informative example behaviors for communicating a
robot’s objective function to humans, we take an algorithmic teaching approach [29–
34]: we model how humans make inferences about the robot’s objective function
from examples of its optimal behavior, and use this model to generate examples that
increase the probability of humans inferring the correct objective function.
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The reverse problem, machines inferring objective functions from observed human
behavior, can be solved using inverse reinforcement learning (IRL) [12]. Prior work
has investigated how to teach an objective function through example behavior to
machine learners running IRL [35]. But the challenge in teaching people instead of
machines is that while machines can perform exact inference, people are likely to be
approximate in their inference. People do not have direct access to configuration-
space trajectories and the exact environment state, whereas robots do, at least in
kinesthetic teaching (and in [35]). People also cannot necessarily distinguish between
a perfectly optimal trajectory for one objective and an ever-so-slightly suboptimal
one [36].
In this chapter, our main contribution is to introduce a systematic collection
of approximate-inference models and, in a user study, compare their performance
relative to the exact inference model. We focus on the autonomous driving domain,
where a car chooses example behaviors that are informative about the trade-offs
it makes in its objective function. We measure teaching performance—how useful
the generated examples are in enabling users to anticipate the car’s behavior in test
situations—and find that one particular approximate-inference model significantly
outperforms exact inference (while the others perform on par). This supports our
central hypothesis that accounting for approximations in user inference is indeed
helpful, but suggests that we need to be careful about how we model this approximate
inference.
Further analysis shows teaching performance correlates with covering the full
space of strategies that the robot is capable of adopting. For instance, the teaching
algorithm cannot just show the car cutting others off; it also needs to show an example
where it is optimal to brake and merge behind. We show the best results are obtained
by a coverage-augmented algorithm that both leverages an approximate-inference
user model and encourages full coverage of all possible driving strategies.
The importance of coverage implies that users are not only learning the robot’s
objective function and generalizing to novel scenarios based on that; they may also be
relying on a memory-based, nearest-neighbor-like approach: directly comparing each
novel scenario with the ones they have seen the robot act in, and making inferences
based on that. Based on this observation, we study a combined approximate-inference
and nearest-neighbor model that better captures how users learn in this domain.
We conclude with a discussion of the implications and limitations of this work.
At the forefront of these limitations is our model’s assumption of the robot and the
human sharing a common understanding of the features that the robot’s objective
function depends on. We present an analysis of how the results change when this is
not true.
This chapter takes a stab at an important yet under-explored problem of commu-
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nicating robot objective functions to people. This is important in the short term for
human-robot interaction, because it enables transparency and makes robot behavior
easier to anticipate. But it is also important in the long term. As AI systems become
more capable of optimizing their objective functions, ensuring that these objective
functions are aligned with what system designers and end users actually want will
become key to ensuring that these systems behave in the intended way [37,38]. We
are hopeful that our work on clarifying these objectives through illustrative examples
can help verify objective functions, and contribute toward aligning them with human
values. Our results are encouraging, but also leave room for better models of how
people extrapolate from observed robot behavior.
3.2 Related Work
A key challenge in our work is modeling how humans make inferences about
a robot’s objective function from observing its behavior. Humans naturally infer
plans, intentions, and goals from the behavior of other agents [39,40]. Recent work
proposed a Bayesian framework for human reasoning, which predicts that humans
score candidate hypotheses of an agent’s beliefs and desires by the probability that
they would have led to the observed behavior, weighted by a prior [16–19]. This
probability may depend, for example, on the utility the desire would assign to
the observed behavior [19]. This Bayesian framework accurately predicts human
reasoning in goal-oriented tasks.
We also model humans as performing Bayesian inference, but we are interested
in a trajectory-oriented setting. Even when the goal remains the same (e.g., drive
to a particular destination), the trajectory a robot takes depends on the trade-offs
it makes in its objective function. Thus, human end-users need to understand not
only the robot’s goal, but also its objective function. In our work, we introduce
approximate-inference models of how humans may score candidate hypotheses for
objective functions.
Prior work on enabling humans to better anticipate robot motion has relied on
modifying the robot’s motions, either by making them more human-like and thus
easier to anticipate [41,42], or by adding anticipatory motion to prepare users for
the robot’s upcoming action [43,44]. Our work is complementary to these; it does
not require modifying the robot’s motion and would improve human anticipation
even when the robot moves in a non-human-like way.
Related work explored communicating the payoff matrix in a discrete-action
state-invariant game, in which the human observes the reward associated with an
action once the robot executes it [45]. What is challenging about our problem
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statement is that 1) there are multiple states, and the human needs to generalize
the reward to novel state-action pairs, and 2) the human does not get to observe
reward directly, but merely sees the robot act, thus all the information they get is
that the action was optimal (with respect to discounted cumulative future reward).
Other methods for making robot behavior more transparent include explaining
failure modes [46,47], verbalizing experiences [48,49], and explaining policies [50].
We leverage algorithmic teaching to choose the most informative examples of
optimal robot behavior to show end-users. Prior work on using algorithmic teaching
to teach humans primarily focuses on teaching binary classification of images [51–54].
In line with our work, Patil et al. [54] show accounting for human limitations (in
their case limiting the number of recalled examples) improves teaching performance.
In our algorithmic teaching framework, we model human learners as running
Bayesian IRL [55, 56]: they start with a prior over objective functions that the
robot may be optimizing, and update their belief with the likelihood of the observed
robot trajectories given the objective function. Prior approaches for Bayesian IRL
either rely on exact inference [55] or an action-based likelihood distribution [56].
Action-based distributions have the undesirable effect of favoring trajectories with a
smaller action branching factor, whereas trajectory-based distributions do not [57].
Our work considers several trajectory-based distributions, motivated by how humans
may perform approximate inference in this domain (Sec. 3.3.4). One of these is
equivalent to that in MaxEnt IRL [57].
It is worth noting that many (non-Bayesian) IRL approaches are equivalent
to finding the maximum a posteriori estimate in Bayesian IRL, with respect to a
particular prior and likelihood function [58]. Modeling learners directly as Bayesian
IRL allows us to choose informative example robot behaviors that maximize the
posterior probability of the correct objective function while minimizing the probability
of others.
3.3 Approach: Algorithmic Teaching of Objectives
We model how people infer a robot’s objective function from its behavior, and
leverage this model to generate informative examples of behavior.
3.3.1 Preliminaries
Let S be the (continuous) set of states and A be the (continuous) set of actions
available to the robot. We assume the robot’s objective (or reward) function is
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represented as a linear combination of features2 weighted by some θ∗ [59]:
Rθ∗(st, at, st+1;E) = θ
∗>φ(st, at, st+1;E), (3.1)
where st is the state at time t, at is the action taken at time t, and E is the
environment (or world) description. In the case of driving, E contains information
about the lanes, the trajectories of other cars, and the starting state of the robot.
A robot’s trajectory ξ is defined by a sequence of states st and actions at for
t = 1, . . . , T . Given an environment E, the parameters θ of the objective function
determine the robot’s (optimal) trajectory ξθE:
ξθE = arg max
ξE∈ΞE
θTµ(ξE), (3.2)
where µ(ξE) =
∑T−1
t=0 γ
tφ(st, at, st+1;E) denotes the discounted accumulated feature
vector of the trajectory, and γ is a discount factor between 0 and 1 that favors
obtaining rewards earlier. ΞE refers to all possible trajectories in environment E.
3.3.2 Algorithmic Teaching Framework
We model the human observer as starting with a prior P (θ) over what θ∗ might
be, and updating their belief as they observe the robot act. We assume the human
knows the features φ(·) relevant to the task. (This is just our learner model for
algorithmic teaching—we put this to the test with real users who do not necessarily
have this understanding in Sec. 3.4.3. Further, in Sec. 3.5, we explore what happens
when this assumption does not hold.) The robot behaves optimally with respect to
the objective induced by θ∗, but as Fig. 3.1 shows, the details of the environment (e.g.,
locations of nearby cars and the robot’s goal) influence its behavior, and therefore
influence what effect this behavior has on the person’s belief.
To best leverage this effect, we search for a sequence of environments E1:n such
that when the person observes the optimal trajectories in those environments, their
updated belief places maximum probability on the correct θ, i.e., θ∗:
arg max
E1:n
P (θ∗|ξθ∗E1:n) (3.3)
To solve this optimization problem, the robot needs to model how examples
update P (θ∗|ξθ∗E1:n), the person’s belief for the robot’s true reward parameters. We
2We can assume this without loss of generality, as there are no restrictions on how complex
these features can be.
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propose to model P (θ∗|ξθ∗E1:n) via Bayesian inference:
P (θ|ξθ∗E1:n) ∝ P (ξθ
∗
E1:n
|θ)P (θ) = P (θ)
n∏
i=1
P (ξθ
∗
Ei
|θ). (3.4)
Computing the normalization factor
∫
θ′ P (ξ
θ∗
E1:n
|θ′)P (θ′) is intractable, so we approx-
imate this by uniformly sampling candidate θs. Conditional independence can be
assumed, since θ contains all the information needed to compute the probability of a
trajectory.
With this assumption, modeling how people infer the objective function parame-
ters reduces to modeling the likelihood term P (ξ|θ): how probable they would find
trajectory ξ if they assumed the robot optimizes the objective function induced by θ.
We explore different models of this, starting with exact-inference IRL as a special
case. We then introduce models that account for the inexactness that is inevitable
when real people make this inference.
3.3.3 Exact-Inference IRL as a Special Case
Inverse reinforcement learning (IRL) [12] extracts an objective function from
observed behavior by assuming that the observed behavior is optimizing some
objective from a set of candidates. When that assumption is correct, IRL finds an
objective function that assigns maximum reward (or minimum cost) to the observed
behavior.
Algorithmic teaching has been applied to exact-inference IRL learners [35]: the
learner eliminates all objective functions which would not assign maximum reward to
the observed behavior. This can be expressed by the model in (3.4) via a particular
distribution for P (ξθ∗E |θ):
P (ξθ
∗
E |θ) =
{
1, if ∀ξE, θ>µ(ξθ∗E )− θ>µ(ξE) ≥ 0.
0, otherwise.
(3.5)
This assumes people assign probability 0 to trajectories that are not perfectly
optimal with respect to θ, so those candidate θs receive a probability of zero. Thus,
each trajectory that the person observes completely eliminates from their belief
any objective function that would not have produced exactly this trajectory when
optimized. Assuming learners start with a uniform prior over objective functions,
the resulting belief is a uniform distribution across the remaining candidate objective
functions—θs for which all observed trajectories are optimal.
While this is a natural starting point, it relies on people being able to perfectly
evaluate whether a trajectory is the (or one of the) global optima of any candidate
objective function. We relax this requirement in our approximate-inference models.
3.3. APPROACH: ALGORITHMIC TEACHING OF OBJECTIVES 25
. . .
ex
ac
t 
IR
L 
de
te
rm
 
eﬀ
ec
t 
pr
ob
 
eﬀ
ec
t 
Figure 3.2: A visual comparison of how probabilities of candidate reward parameters
θs may be updated for exact-inference and approximate-inference learners, where
each dot corresponds to a particular candidate θ. This assumes the models share the
same distance metric and the same sequence of examples is shown to each model,
until only the true parameters θ∗ remain.
3.3.4 Approximate-Inference Models
We introduce a space of approximate-inference models, obtained by manipulating
two factors in a 2–by–3 factorial design.
Deterministic versus Probabilistic Effect
In the exact-inference model, a candidate θ is either out or still in: the trajectories
observed so far have either shown that θ is impossible (because they were not global
optima for the objective induced by that θ), or have left it in the mix, assigning it
equal probability as the other remaining θs.
We envision two ways to relax this assumption that a person can identify whether
a trajectory is optimal given a θ. One way is for observed trajectories to still either
eliminate the θ or keep it in the running, but to be more conservative about which
θs get eliminated. That is, even if the observed trajectory is not a global optimum
for a θ, the person will not eliminate that θ if the trajectory is close enough (under
some distance metric) to the global optimum. We call this the deterministic effect.
A second way is for observed trajectories to have a probabilistic effect on θs: rather
than eliminating them completely, trajectories can make a θ less likely, depending
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on how far away its optimal trajectory is from the observed trajectory.
In both cases, P (ξθ∗E |θ) no longer depends on the example trajectory being optimal
with respect to θ. Instead, it depends on the distance d(·, ·) between ξθE, the optimal
trajectory for θ, and ξθ∗E , the observed trajectory which is optimal given θ∗.
Given some distance metric d along with hyperparameters τ, λ > 0,
• For deterministic effect, P (ξθ∗E |θ) ∝ 1 if d(ξθE, ξθ∗E ) ≤ τ , or 0 otherwise.
• For probabilistic effect, P (ξθ∗E |θ) ∝ e−λ·d(ξθE ,ξθ
∗
E ).3
The deterministic effect results in conservative hypothesis elimination: it models a
user who will either completely eliminate a θ or not, but who will not eliminate θs with
optimal trajectories close to the observed trajectory. In contrast, the probabilistic
effect decreases the probability of θs with far away optimal trajectories, never fully
eliminating any (Fig. 3.2).
The exact-inference IRL model (Sec. 3.3.3) is a special case with deterministic
effect and a reward-based distance metric with τ = 0; it assumes there is no
approximate inference.
Distance Metrics
Both deterministic and probabilistic effects rely on the person’s notion of how
close the optimal trajectory with respect to a candidate θ is from the observed
trajectory. We envision that closeness can be measured either in terms of the reward
of the trajectories with respect to θ, or in terms of the trajectories themselves.
We explore three options for d. The first depends on the reward. This distance
metric models people with difficulty comparing the cumulative discounted rewards
of two trajectories, with respect to a given setting of the reward parameters. So, if
in environment E the observed trajectory ξθ∗E has almost the same reward as ξθE, the
optimal trajectory with respect to θ, then P (ξθ∗E |θ) will be high.
• reward-based4: dr(ξθE, ξθ∗E ) = θ>µ(ξθE)− θ>µ(ξθ∗E ).
The second option depends not on reward, but on the physical trajectories. It
assumes it is not high reward that confuses people about whether the observed trajec-
tory is optimal with respect to θ, but rather physical proximity to the true optimal
3We noticed normalizing this distribution produced very similar results to leaving it unnormalized,
so we do the latter in our experiments, analogous to other algorithmic teaching work not based on
reward functions [53].
4Note that this is always positive because ξθE has maximal reward with respect to θ.
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trajectory: this models people who cannot perfectly distinguish between perceptually-
similar trajectories. We measure physical proximity in terms of Euclidean distance,
which approximately captures how humans judge perceptual similarity when stimulus
dimensions are not easily separable (as is the case for object locations) [60, 61].
• Euclidean-based: de(ξθE, ξθ∗E ) = 1T
∑T
t=1 ||sθE,t − sθ
∗
E,t||2. sθE,t is the state at time
t for trajectory ξθE.
This assumes the two trajectories are the same length, as is the case in our experi-
mental example domain. When trajectories are not the same length, they must first
be aligned temporally, for instance via dynamic time warping [62]. In addition, using
this distance metric requires an appropriate representation of the state space, e.g., if
the dimensions of sθE,t have different ranges, normalization may be necessary. In our
example domain, the state is the robot’s two-dimensional location.
Finally, a more conservative version of the Euclidean distance metric is the
strategy-based metric. The idea here is that for any environment E, trajectories
generated by candidate θs can be clustered into types, or strategies. The strategy-
based metric assumes people do not distinguish among trajectories that follow the
same strategy. For instance, people will consider all trajectories in which the robot
speeds up and merges in front of another car to be equivalent, and all trajectories in
which the robot merges behind the car to be equivalent. So, if in environment E
the observed trajectory and the optimal trajectory with respect to θ have the same
strategy, then P (ξθ∗E |θ) ∝ 1.
• strategy-based: ds(ξθE, ξθ∗E ) = 0 if ξθE and ξθ∗E are in the same trajectory strategy
cluster, ∞ otherwise.
Note that the type of effect (deterministic versus probabilistic) does not matter
for the strategy-based distance metric, since distances are either 0 or ∞. So, there
are a total of five unique approximate-inference models.
Relation to MaxEnt IRL
MaxEnt IRL [57] is an IRL algorithm that assumes demonstrations are noisy
(i.e., not necessarily optimal). In our setting, we instead assume demonstrations are
optimal but the learner is approximate. These two sources of noise result in the
same model: the MaxEnt distribution is equivalent to our probabilistic reward-based
model:
P (ξθ
∗
E |θ) ∝ eλθ
Tµ(ξθ
∗
E ) (3.6)
∝ eλ(θTµ(ξθ∗E )−θTµ(ξθE)) = e−λ·dr(ξθE ,ξθ∗E ). (3.7)
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Algorithm 1 Informative example selection
Require: Set of possible environments, E
Require: Robot’s reward parameters, θ∗
Require: Set of candidate reward parameters, Θ
Require: Prior over reward parameters, PM(θ)
Require: Number of examples to select, n
{Pˆ (θ) keeps track of the learner’s belief over reward parameters}
Initialize Pˆ (θ)← PM(θ)
Initialize X = []
for i = 1 to n do
for all E ∈ E do
ξθ
∗
E ← arg maxξE∈ΞE θ∗Tµ(ξE)
Z ←∑θ PM(ξθ∗E |θ) Pˆ (θ)
PM(θ∗|ξθ∗X+[E]) = 1ZPM(ξθ
∗
E |θ∗) Pˆ (θ∗)
end for
Ei ← arg maxE PM(θ∗|ξθ∗X+[E])
X ← X + [Ei]
Pˆ (θ)← Pˆ (θ)PM(ξθ∗E |θ)
end for
return Sequence of informative examples X
3.3.5 (Submodular) Example Selection
Given a learner modelM that predicts PM(θ∗|ξθ∗E1:n), our approach greedily selects
the environment Et that maximizes PM(θ∗|ξθ∗E1:t). We allow the model to select up
to ten examples; it stops early if no additional example improves this probability.
Algorithm 1 outlines this approach.
This greedy approach is near-optimal for deterministic effect with a uniform
prior, since this makes maximizing PM(θ∗|ξθ∗E1:t) equivalent to maximizing a non-
decreasing monotonic submodular function [63]: the total number of candidate
θs that are eliminated after observing ξθ∗E1:t . These two are equivalent because all
non-eliminated θs are equally likely (Fig. 3.2). Recall that when deterministic-effect
learners observe an example trajectory, they eliminate all candidate θs for which the
observed trajectory is not close enough to the optimal trajectory under that θ. The
total number of eliminated candidate θs is non-decreasing because adding example
trajectories ξθ∗E can only eliminate candidate θs, not add them, and we assume the set
of candidate θs considered by the human does not change over time. Additionally, a
particular observed trajectory ξθ∗E eliminates the same set of θs no matter when it is
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added to the sequence. Thus, showing that example later on in the sequence cannot
eliminate more θs than adding it earlier, which makes this function submodular.
3.3.6 Hyperparameter Selection
We would like to select values for hyperparameters τ and λ (for deterministic
and probabilistic effect, respectively) that accurately model human learning in this
domain. τ and λ affect the informativeness of examples. If τ is too large, then most
environments will be uninformative, since the observed trajectory will be within τ
distance away from optimal trajectories of many θs, so those θs will not be eliminated.
Thus, PM(θ∗|ξθ∗E1:n) will be low no matter which examples ξθ
∗
E1:n
are selected. On the
other hand, if τ is too small, then some environments will be extremely informative,
so only one or a few examples will be selected before no further improvement in
PM(θ∗|ξθ∗E1:n) can be achieved. Analogous reasoning holds for λ.
We expect humans to be teachable (i.e., τ cannot be too large) and to have
approximate rather than exact inference (i.e., τ cannot be too small), so they would
benefit from observing several examples rather than just one or two. Based on this,
we select τ and λ for each approximate-inference model by choosing the value in
{10−5, 10−4, . . . , 104, 105} that results in an increase from PM(θ∗|ξθ∗E1) to PM(θ∗|ξθ
∗
E1:n
)
of at least 0.1, and selects the largest number of unique examples to show.
3.4 Experiments
3.4.1 Experimental Domain
We evaluate how our proposed approximate-inference models perform for teaching
the driving style of a simulated autonomous car. In this domain, participants witness
examples (in simulation) of how the car drives, with the goal of being able to
anticipate how it will drive when they ride in it.
Driving Simulator
We model the dynamics of the car with the bicycle vehicle model [64]. Let the
state of the car be x = [x y θ v α]>, where (x, y) are the coordinates of the center
of the car’s rear axle, θ is the heading of the car, v is its velocity, and α is the
steering angle. Let u = [u1 u2]> represent the control input, where u1 is the change
in steering angle and u2 is the acceleration. Let L be the distance between the front
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and rear axles of the car. Then the dynamics model of the vehicle is
[x˙ y˙ θ˙ v˙ α˙] = [v ∗ cos(θ) v ∗ sin(θ) v
L
tan(α) v ∗ u1 u2] (3.8)
Environments
We consider a total of 21,216 environments of highway driving configurations
(Table 3.1). Each environment has three lanes and a single non-autonomous car.
The autonomous car always starts in the middle lane with the same initial velocity,
whereas the initial location and velocity of the non-autonomous car varies.
Table 3.1: Parameters of simulated driving environments
Axis of Variation Acceptable Values
Goal [merge to right,
drive forward]
Distance between autonomous
and non-autonomous car
[-240, -220,. . . , -100]
[100, 120, . . . , 240]
Lane of non-autonomous car [Left, Center, Right]
Initial velocity, non-autonomous [20, 25, . . . , 80]
Acceleration time, non-auton. [0, 0.5, 1, 1.5, 2]
Final velocity, non-auton.
car (if acceleration time 6= 0) [20, 30, 70, 80]
These environments naturally fall into four classes, with two trajectory strategies
per class (Fig. 3.3):
• Merging : when the non-autonomous car starts in the right lane, and the goal in
this environment is to merge into the right lane. The two trajectory strategies
are to either speed up and merge ahead of the non-autonomous car, or slow
down and merge behind the non-autonomous car.
• Braking : when the non-autonomous car starts in the center lane in front of the
autonomous car, and the goal is to drive forward. The two trajectory strategies
are to either keep driving in the center lane behind the non-autonomous car,
or merge into another lane to pass it.
• Tailgating : when the non-autonomous car starts in the center lane behind the
autonomous car, and the goal is to drive forward. The two trajectory strategies
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Figure 3.3: The possible driving environments cluster naturally into four classes,
with two trajectory strategies per class. Each image shows the trajectories of the
autonomous car (yellow) and non-autonomous car (gray) in a particular environment.
Positions later in the trajectory are more opaque. The goal of the autonomous car in
each environment is highlighted in blue: merge into the right lane or drive forward.
are to either change lanes to avoid the tailgater, or speed up to maintain a safe
distance from the tailgater.
• Other : all environments not included in one of the first three. The autonomous
car is able to reach its goal without any interaction with the other car.
The majority of environments (14,144) are in the other class. Of the remaining
environments, 3536 are in the merging class, 1768 are in tailgating, and 1768 are in
braking.
Reward Features
We use the following reward features φ(·):
• distance to other car : ∑Tt=0 γtN (pt|p′t,Σt), where pt = [xt, yt]>, p′t is the
position of the non-autonomous car, and Σt is chosen such that the major axis
is along the non-autonomous car’s heading.
• acceleration, squared: ∑T−1t=0 γt (vt+1 − vt)2
• deviation from initial speed, squared: ∑Tt=0 γt (vt − v0)2
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• turning : ∑Tt=0 γt |θt − θ0|
• distance from goal : ∑Tt=0 γt max(0, (x1 + w)− xt)2 if the goal is to merge into
the right lane, and yT if the goal is to drive forward. w is the width of one
lane.
The last four features do not depend on the environment, so we normalize them
such that the maximum value of each feature across all trajectories is 1 and the
minimum is 0. We use γ = 1.
Optimal Objective Parameters
We select θ∗ = [−64 − 0.1 − 1 − 0.1 − 0.5]>, a reward function that is not
overly cautious about staying away from other cars. We uniformly sample 1000
candidate θs, and assume learners start with a uniform prior P (θ).
3.4.2 Analysis with Ideal Users
In Sec. 3.3.4, we proposed five possible approximate-inference user modelsM.
They all model people as judging candidate θs based on the distance between the
trajectory they observed and the optimal trajectory with respect to θ, but they differ
in what the distance metric is, and whether they completely eliminate candidate θs
(deterministic effect) or smoothly re-weight them (probabilistic effect).
Here, we investigate how well algorithmic teaching with these models performs
for teaching θ∗ to ideal users. First, we generate a sequence of examples for each
of our approximate-inference modelsM, by greedily maximizing PM(θ∗|ξθ∗E1:n), as
described in Sec. 3.3.5. We also generate the sequence for the exact-inference model
and include a random sequence, for a total of seven sequences.
Run-time
For each of the approximate-inference models, it takes less than a minute to
generate this sequence of examples. This includes hyperparameter selection of τ and
λ (Sec. 3.3.6). Since we have a fixed set of environments E and candidate reward
parameters Θ, we pre-computed the optimal trajectories and distances between pairs
of optimal trajectories ξθ∗E and ξθE for all E ∈ E and θ ∈ Θ, to speed up example
selection.
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Figure 3.4: The number of examples shown in each of the eight trajectory classes
for the approximate-inference models, exact inference model, and random baseline.
White = 0 examples shown, and black = 4. The environment classes are arranged in
the 2x4 grid as in Fig. 3.3.
Types of Examples Selected
Fig. 3.4 summarizes the types of examples each algorithm selected for its teaching
sequence. The exact-inference model selects a single example, because that is enough
to completely eliminate all other θs. This works well for an ideal user running exact
inference, but our hypothesis is that it does not work as well for real users.
Evaluation with Ideal Users
We evaluate algorithmic teaching on six ideal users, whose learning is precisely
exact-inference IRL or one of our five approximate-inference models. We measure,
for each “user” M, the probability they assign to the correct objective function
parameters, PM(θ∗|ξθ∗E1:n), given ξθ
∗
E1:n
from each of the seven generated sequences.
Fig. 3.5 shows the results. First, we see for any ideal user M, the sequence
generated by assuming a learner modelM performs best at teaching that user. This
is by design—that sequence of examples is optimized to teachM.
Looking across the columns of Fig. 3.5, we see all seven sequences perform
equally well for teaching an exact IRL learner (column 1)—even random, because the
examples it provides are enough to perfectly eliminate all incorrect θs. This suggests
exact IRL does not accurately model real users, whose performance likely varies
based on which examples they see. Looking across the rows, we notice assuming a
Euclidean distance approximation when generating examples (rows 3 and 5) leads to
robust performance across different user models. In the following section, Sec. 3.4.3,
we evaluate these generated sequences on real users.
Finally, the random sequence is very uninformative for all ideal users except exact
IRL, showing the utility of algorithmic teaching. We explore this utility with real
users in Sec. 3.4.4.
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Figure 3.5: The performance of each user model, as evaluated by all other models.
White indicates PM(θ∗|ξθ∗E1:n) ≈ 0, where M is the true learner model and envi-
ronments E1:n are chosen based on the assumed learner model. Black indicates
PM(θ∗|ξθ∗E1:n) = 1.
3.4.3 User Study
We now evaluate whether approximate-inference models are useful with real, as
opposed to ideal, users.
Experiment Design
Manipulated Variables. We manipulate whether algorithmic teaching assumes
exact- or approximate-inference. For the approximate-inference case, we manip-
ulated two variables: the effect of approximate inference (either deterministic
or probabilistic) and the distance metric (reward-based , Euclidean-based , or
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strategy-based), in a 2–by–3 factorial design, for a total of six approximate inference
models. Recall that since the type of effect does not matter for the strategy-based
distance metric, there are five unique approximate-inference models.
We show the participant one training environment at a time, in the order that
the examples were selected by each algorithm.
Dependent Measures. In the end, we are interested in how well human partici-
pants learn a specific setting of reward parameters θ∗ from the training examples.
Since we cannot ask them to write down a θ, or to drive according to how they think
the car will drive (people can drive like themselves, but not so easily like others), we
evaluate this by testing each participant’s ability to identify the trajectory produced
by θ∗ in a few test environments. For each test environment, we show the participant
four trajectories and ask them to select the one that most closely matches the
autonomous car’s driving style, and report their confidence (from 1 to 7) for how
closely each of the four trajectories matches the driving style.
We have two dependent variables: whether participants correctly identify ξθ∗Etest
for each test environment Etest, and their confidence in selecting that trajectory. We
combine the two in a confidence score: the confidence if they are correct, negative
of the confidence if they are not—this score captures that if one is incorrect, it is
better to be not confident about it.
We use rejection sampling to select test environments in which there are a wider
variety of possible robot trajectories. To make sure the four trajectories do not look
too similar, we ensure the rewards of alternate trajectories under θ∗ are below a
certain threshold. In order to not bias the measure, we select one test environment
for each of the two trajectory strategy clusters in each of the three informative
environment classes, for a total of six test environments. For each test environment,
we show two trajectory options in each strategy cluster.
Hypothesis. Accounting for approximate inference significantly improves perfor-
mance (as measured by the confidence score). We leave open which approximate-
inference models work well and which do not, since the goal is to identify which
captures users’ inferences the best.
Subject Allocation. We used a between-subjects design, since examples of
the same reward function interfere with each other. We ran this experiment on a
total of 191 participants across the six conditions, recruited via Amazon Mechanical
Turk. At the end of the experiment, we ask participants what the two possible
goals were, to filter out those who were not paying attention. 30 out of 191 (15.7%)
answered incorrectly. The average age of the 161 non-filtered participants was 37.0
(SD = 11.0). The gender ratio was 0.46 female.
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rando 	
	
rando 	Figure 3.6: Performance of human participants on identifying the autonomous car’s
trajectory in test environments, after seeing the example trajectories selected by
the approximate-inference models (left) and after adding coverage (right) to the
sequence of environments selected by the best-performing approximate-inference
model, approx* . Participants in the coverage-approx* condition performed signifi-
cantly better than those in the random condition. In contrast, enforcing coverage
but selecting random sequences (coverage-random) does not lead to statistically
significantly better performance.
Analysis
Number of Examples. The number of examples shown depends on which user
model is assumed. Exact-inference IRL may produce as few as one example (and
does in our case). Approximate-inference models produce more, and random can
produce an almost unlimited amount if allowed. Thus, a possible confound in our
experiment is the number of examples.
We checked whether this is indeed a confound: do more examples help? Surpris-
ingly, we found no correlation between the number of examples and performance:
the sample Pearson correlation coefficient is r = 0.03 (Fig. 3.7, left). This suggests
that example quantity matters less than example quality.
Approximate-Inference Models. We begin by comparing the approximate-
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Figure 3.7: Left: Lack of correlation between total number of environments shown
in a condition, and average participant performance on each test example in that
condition. Right: Correlation exists between the number of helpful training examples
shown for an environment class, and average participant performance on the test
example corresponding to that environment class.
inference models. We ran a factorial ANOVA on confidence score with distance
measure and determinism as factors (Fig. 3.6, left). We found a marginal effect for
distance (F (2, 163) = 2.69, p = .07), with Euclidean-based distance performing the
best (as suggested by our experiment in Sec. 3.4.2, where Euclidean was the most
robust across different ideal users), and reward-based distance performing the worst.
Euclidean-based might be better than reward-based because people decide to
keep imperfect θs not when the trajectory they see obtains high reward under that
θ, but when it is visually similar to what optimizing for θ would have produced.
Euclidean-based might be better than strategy-based because people differentiate
between trajectories even when they follow the same strategy. For example, a
trajectory that gets very close to another car would be in the same strategy class as
a trajectory that stays farther away, as long as they both merge behind the other
car, but these two trajectories may give people very different impressions of the car’s
driving style.
There was no effect for determinism. On average, probabilistic models performed
3.4. EXPERIMENTS 38
ever-so-slightly worse than deterministic ones, and the difference was largest for
Euclidean distance. This might be because keeping track of what is possible is easier
than maintaining an entire probability distribution.
The best-performing approximate-inference model used the Euclidean-based
distance with deterministic effects. We refer to this as the approx* model (Fig. 3.6,
left).
Hypothesis: Utility of Approximate Inference. We found that despite
showing more examples, most approximate-inference models did not perform much
better than exact-inference IRL. This shows that not just any approximate-inference
model is useful. However, it does not imply that no approximate-inference model is
useful. To test the utility of accounting for approximate inference, we compared the
best model, approx* , with exact-inference IRL, and found a significant improvement
(Welch’s t-test p = 0.025).
This supports our central hypothesis, that accounting for approximate
inference in our model of human inferences about objective functions
helps, with the caveat that not just any approximation will work.
3.4.4 Utility of Algorithmic Teaching
So far, we have tested our central hypothesis, that accounting for approximate
IRL inferences can indeed improve the performance of algorithmic teaching of humans
in this domain. While this is promising, we also want to test the utility of algorithmic
teaching itself: whether our approach is preferable not just to algorithmic teaching
with exact inference, but to the robot not actively teaching. Instead, the person
must learn from the robot’s behavior in environments that it happens to encounter.
Baselining Performance
Baseline Condition. We ran a follow-up study comparing algorithmic teaching
with a sequence of optimal trajectories in random environments—simulating that the
robot does not choose these, but instead happens to encounter them. We recruited
33 users for this condition. The average age of the 28 non-filtered participants was
33.3 (SD = 9.6). The gender ratio was 0.46 female.
Controlling for Confounds. There are several variables that could confound
this study. First, when generating the random sequence, we might get very lucky or
unlucky and generate a particularly informative or uninformative one. To avoid this,
we randomly sample 1000 random sequences with the desired number of examples,
and sort them based on PM(θ∗|ξθ∗E1:n), whereM is the exact-inference IRL model.
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Then we choose the median sequence in that ranking as our random sequence, which
will have median informativeness.
Second, different algorithms produce different numbers of examples. For instance,
exact-inference IRL only selects one example, which eliminates all θs other than
θ∗—because in that environment the optimal trajectories for all θs are at least
slightly different than that for θ∗. To give the random baseline the best chance,
we choose to select eight environments for it, which is the maximum number of
examples shown by any of the other conditions. Since the majority of environments
are uninformative (i.e., not in the merging, braking, or tailgating classes), providing
the random condition with eight environments is needed to not put it at a serious
disadvantage.
Analysis. Algorithmic teaching with our approximate inference model did out-
perform the random baseline, albeit not significantly (Welch’s t-test p = 0.23 when
comparing participants’ confidence scores). Algorithmic teaching without accounting
for approximate inference actually seems to perform poorly compared to random
(Fig. 3.6, right).
Coverage. Digging deeper, we realized users tended to perform well on test cases
for strategies in which they had seen a training example. In addition, for each pair of
environment strategies A and B (e.g., merge-in-front and merge-behind), if users did
not see an example from strategy A but saw one from strategy B, their performance
was worse than if they did not see any examples from either A or B! In other words,
if users see one trajectory strategy in the training examples and not the opposite
strategy, they tend to think the autonomous car will always take the first strategy in
that environment type.
Based on this observation, for a particular trajectory strategy A and training
environments E1:n, we define the number of helpful (training) environments for A as:{∑n
i=1 1[h(ξ
θ∗
Ei
) = A], if
∑n
i=1 1[h(ξ
θ∗
Ei
) = A] > 0.
−∑ni=1 1[h(ξθ∗Ei) = B], otherwise. (3.9)
The function h maps a trajectory to the strategy it belongs to, and B is the opposite
strategy of A. For instance, if A is the speed-up strategy, then B is the other strategy
for the tailgating environment, change-lanes. We found a strong correlation between
the number of helpful environments shown and users’ confidence scores, with a
Pearson correlation coefficient of r = 0.83 (p = 1.4× 10−11) (Fig. 3.7, right).
Motivated by this result, we introduce augmented algorithms that ensure coverage
of strategies.
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Coverage-Augmented Algorithmic Teaching
Since coverage correlates with better user performance, we add a coverage term
to our optimization over trajectories ξθ∗E1:n :
arg max
ξθ
∗
E1:n
PM(θ∗|ξθ∗E1:n) + ν
∑
c
1[∃i, h(ξθ∗Ei) = c], (3.10)
where the sum is over trajectory strategy clusters c.
When greedily selecting the next environment Et that maximizes Eqn. (3.10), we
set
ν = 1[PM(θ∗|ξθ∗E1:t) − PM(θ∗|ξθ∗E1:t−1) < ],
so that only after no examples will significantly increase the probability of θ∗, extra
examples are selected to provide coverage across the strategies. We select these extra
examples by choosing the best with respect to the approximate-inference model
M, to ensure they are informative. Using this approach, we augment our best
approximate-inference model, approx* , to achieve coverage of all possible strategies.
User Study on Coverage
We next run a study to test the benefit of coverage.
Manipulated Variables. We manipulate two variables: whether we augmented
the training examples with coverage, and whether we used a user model to generate the
examples or sampled uniformly. We select our best model for the former, approx* .
From the previous experiment, we have obtained user performance data along the no-
coverage dimension—for random and approx*—so we run this experiment on only
the two new conditions that incorporate coverage: coverage-random and coverage-
approx* . We generate random sequences with coverage by randomly selecting
exactly one random environment from each of the eight trajectory strategy classes.
Dependent Measures. We keep the same dependent measures as in our previous
user study (Sec. 3.4.3).
Hypothesis. We hypothesize coverage augmentation improves user performance
in both conditions, random and approx* , compared to the respective conditions
without coverage.
Subject Allocation. We used a between-subjects design, with a total of 63
participants across the two conditions. The average age of the 53 non-filtered
participants was 34.43 (SD = 9.0). The gender ratio was 0.53 female.
Analysis. We ran a factorial ANOVA on confidence score with coverage and
model as factors. We found a marginal effect for coverage (F (1, 107) = 1.82, p = .07),
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suggesting that coverage improves performance. There was no interaction effect,
suggesting that coverage helps regardless of using a user model for teaching or not.
Coverage-approx* performed best out of the four conditions. The coverage
augmentation enabled it to significantly outperform the random baseline (with a
Welch’s t-test p = 0.049), which suggests coverage is useful. Coverage augmentation
did not enable the coverage-random condition to outperform the random baseline
(p = 0.159), which suggests the approximate-inference model is useful (Fig. 3.6,
right).
Overall, coverage alone helped, but was not sufficient to outperform the random
baseline. From the previous experiment, we know that the approximate-inference
user model helped, but was also not sufficient to outperform this baseline. The
improvement is largest (and significant, modulo compensating for multiple hypotheses)
when we have a coverage-augmented approximate-inference IRL model.
When leveraged together, coverage with the right model of approximate
inference have a significant teaching advantage over random teaching, as
well as over IRL models that assume exact-inference users.
3.5 Analysis of Alternative Learner Models
Algorithmic teaching relies on having a reasonably accurate model of how the
learner learns. For instance, we found that when accounting for approximate inference
in the learner model, most approximations did not perform significantly better than
the exact-inference IRL baseline, although the best model did (Sec. 3.4.3). In this
section, we will reconsider several key assumptions that our approach makes about
human learning of objective functions, and analyze how teaching effectiveness is
affected when they do not hold. These assumptions are that human end-users (1)
pay attention to exactly the same set of features that define the robot’s objective
function, (2) adhere to a particular setting of hyperparameters for approximate
inference, and (3) use only their understanding of the robot’s objective function to
anticipate its behavior.
3.5.1 Feature Mismatch
Recall that we model human end-users as updating their belief over candidate
θs as they observe the robot act (Sec. 3.3.2). Each candidate θ corresponds to a
particular setting of trade-offs between the reward features φ(·) considered by the
robot. The set of candidates includes θ∗, the true parameters for the objective
function optimized by the robot.
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Figure 3.8: The performance of each user model, as evaluated by all other models.
The assumed and true learner models differ in terms of either features considered or
hyperparameters. White indicates PM(θˆ∗|ξθ∗E1:n) ≈ 0, whereM is the true learner
model and environments E1:n are chosen based on the assumed learner model. Black
indicates PM(θˆ∗|ξθ∗E1:n) = 1. (a) The assumed learner model considers all (five)
features φ(·), but the true learner model ignores one of them. (b) The true learner
model considers all features, but the assumed learner model ignores one of them. (c)
Both the assumed and true learner models consider all features. However, the true
learner model is either more or less conservative in the elimination or downweighting
of candidate θs than the corresponding assumed learner model.
But what if end-users do not pay attention to exactly the same reward features
φ(·) as the robot does? In the context of our autonomous driving example domain,
perhaps they do not notice sudden braking (the acceleration feature) or unnecessary
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lane changes (the turning feature). To determine how much of an impact feature
mismatch has, we analyze how well algorithmic teaching performs for teaching θ∗
to ideal end-users, that reason over either a subset or superset of the features that
define the robot’s objective function.
Note that when users reason over a different set of reward features φˆ(·), the space
of candidate θˆs no longer includes the true parameters θ∗. So, the best we can do is
to teach users the true trade-offs between the reward features in common for the
users’ and robot’s objective functions. Let Θˆ∗ denote the set of all correct candidates,
that have the same tradeoffs as θ∗ for these shared reward features. As in Sec. 3.4.2,
we evaluate teaching performance by measuring, for each “user” M, the probability
they assign to the correct objective function parameters (maxθˆ∗∈Θˆ∗ PM(θˆ
∗|ξθ∗E1:n)),
given ξθ∗E1:n from each of the generated sequences of examples.
5 Unlike in Sec. 3.4.2,
these ideal users no longer correspond to one of the models used to select examples.
Missing Features
We first greedily maximize PM(θ∗|ξθ∗E1:n) to generate a sequence of teaching
examples for each of our five approximate-inference modelsM and the exact-inference
model, as well as generate a random sequence (same as those in Sec. 3.4.2). We then
take our original set of five features (Sec. 3.4.1) and remove either the acceleration or
turning feature, resulting in two subsets of features that our ideal users could reason
over. We always keep the features for distance to other car, distance from goal, and
deviation from initial speed (i.e., the speed limit) since these are fundamental to the
driving task. There is a single true reward parameter θˆ∗ that matches the trade-offs
of θ∗ in the subset of features considered by the user.
We found that when users only pay attention to a subset of features, teaching is
much less effective (Fig. 3.8a). This may be because our original set of five features
does not contain any redundant ones. So, for many environments, the optimal
trajectory for θ∗ is different than that for θˆ∗.6
Consequently, we see that now almost no sequence of examples is able to teach the
exact-inference IRL learner. Since for many environments E, the observed trajectory
ξθ
∗
E is not optimal for θˆ∗, this leads to P (ξθ
∗
E |θˆ∗) = 0 for exact-inference IRL learners
and the true reward parameter θˆ∗ is then eliminated. For similar reasons, it is no
5We take the maximum probability assigned to a correct candidate because we would be happy
with the user learning any of these.
6When θˆ∗ ignores the acceleration feature, the optimal trajectory differs in 50% of the envi-
ronments selected as teaching examples, and the strategy of the optimal trajectory differs in 21%.
When θˆ∗ ignores the turning feature, the optimal trajectory differs in 50% and the strategy differs
in 14%. (Two trajectories are the same if they consist of the same sequence of states.)
3.5. ANALYSIS OF ALTERNATIVE LEARNER MODELS 44
longer the case that for any ideal user modelM, the sequence generated by assuming
that learner model performs best at teaching that user.
Out of all the models, it seems deterministic Euclidean is slightly more robust
for teaching users who reason over a subset of features. In particular, when (ideal)
users expect that the robot does not consider the acceleration feature (e.g., gradually
braking and slamming on the brakes are equally fine), the results are similar to
those in our user study (Sec. 3.4.3): the sequence of examples generated by assuming
deterministic, Euclidean-based approximate-inference is most effective at teaching
(Fig. 3.8a, top, row 3). This suggests that the real users in our study may have
overlooked acceleration of the autonomous car—this is reasonable, since they were
viewing the car’s trajectory as a video; acceleration would have been much more
apparent if users sat in a realistic driving simulator with force feedback.
Additional Features
To measure the effect of users reasoning over a superset of the features that
determine the robot’s objective function, we alter the robot’s objective function to
be a linear combination over four of the original five reward features φ(·), ignoring
either the acceleration or turning feature. For each of these two subsets of features,
we recompute a sequence of teaching examples for each of the approximate-inference
modelsM and the exact-inference model by greedily maximizing PM(θ∗|ξθ∗E1:n), as
well as generate a random sequence.
Our ideal users reason over the full set of features. Since the robot’s goal is
to communicate the tradeoffs between only the features that it is paying attention
to, there is no restriction on the reward weights corresponding to features that the
robot is not paying attention to. So, there are multiple correct reward candidates
θˆ∗ considered by the user, that match the trade-offs of θ∗ in the subset of features
considered by the robot.
We found that when users pay attention to a superset of features, teaching is as
effective as when users pay attention to the exact set of features that the robot does
(Fig. 3.8b and Fig. 3.5, respectively). This may be because in our problem setup, we
are equally happy with the user learning any of the correct candidates in Θˆ∗, which
may not be the case in practice.
3.5.2 Approximate-Inference Hyperparameter Mismatch
Recall that our proposed approximate-inference models require setting a hyper-
parameter: τ for deterministic effect, λ for probabilistic effect. This hyperparameter
controls how conservative the learner is in eliminating or downweighting candidate θs
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(Sec. 3.3.6). More conservative means that learners eliminate fewer θs or downweight
them by less, which corresponds to a larger τ and a smaller λ. Less conservative
means the opposite, and corresponds to a smaller τ or a larger λ. We originally
chose the hyperparameter for each approximate-inference modelM with a heuristic,
to be similar to how humans might learn (Sec. 3.3.6).
We consider teaching ideal users that are either more or less conservative, by a
factor of two for τ and λ, in how they eliminate or downweight candidate reward
parameters. The teaching sequences are the same as in Sec. 3.4.2. As one might
expect, when users are more conservative in eliminating or downweighting θs, they
become less teachable: even after observing multiple example trajectories, they do
not prune their space of candidate θs by much, so P (θ∗|ξθ∗E1:n) is close to zero across
all models and teaching sequences (Fig. 3.8c, top). On the other hand, when users are
less conservative, they tend to perform well across all teaching sequences computed for
approximate-inference models (with a reward- or Euclidean-based distance metric).
However, these ideal users are still unable to learn from a random sequence or the
single example computed to teach exact-inference IRL learners (Fig. 3.8c, bottom).
3.5.3 Hybrid Models
A key assumption underlying our approach is that human end-users use their
understanding of the robot’s objective function to anticipate the robot’s behavior.
This understanding is what enables them to generalize and anticipate the robot’s
behavior in novel scenarios, that are different than those they have seen the robot
act in previously (e.g., the test environments in our user studies).
However, the importance of coverage implies that users are unable to generalize
perfectly, since they need to see all possible strategies of robot behavior. This suggests
something else is going on: users may also be learning the robot’s policy directly
(analogous to robots using imitation learning to learn from human demonstrations),
or they may be learning objective functions that are complex and environment-
dependent, and therefore difficult to generalize across test cases. Alternatively,
people may use hierarchical reasoning, in which they first determine which trajectory
strategy the robot will take (for which they need examples of each possible strategy),
and then select the most likely trajectory within that strategy cluster.
Along the lines of direct policy learning, we explore the possibility that users
are learning a policy that maps from environment to the trajectory taken by the
robot, by relying on a nearest neighbor approach: directly comparing each novel
environment with the ones they have seen the robot act in, and making predictions
based on that. This is motivated by the observation that humans seem to use such
a nearest-neighbor, or exemplar -based, approach in other domains, in particular
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category learning [65,66].
We hypothesize that a hybrid model, that combines approximate inference with
exemplar-based reasoning, will better capture how humans learn in this domain. We
will first introduce a framework for combining these two types of learning, and then
evaluate how well a hybrid model correlates with responses from our user studies.
Instead of modeling people as solely performing inference over objective function
parameters, we can model them as computing a distribution over possible trajectories
for a new environment Et:
P (ξEt |ξθ
∗
E1:n
).
If humans compute this distribution by only reasoning over objective function
parameters (as we have assumed up until now), then we have
PM(ξEt|ξθ
∗
E1:n
) ∝ Eθ∼PM(θ|ξθ∗E1:n )P (ξEt |θ) (3.11)
In contrast, if humans compute this distribution through exemplar-based reason-
ing, then we have
P (ξEt|ξθ
∗
E1:n
) ∝
n∑
i=1
gE(Et, Ei)gT (ξEt , ξ
θ∗
Ei
) (3.12)
where gE and gT are similarity metrics between environments and robot trajectories,
respectively.
One way to combine these two models into a hybrid model is to take the smaller
of the two values:
P (ξEt |ξθ
∗
E1:n
) ∝ min (Eθ∼P (θ|ξθ∗E1:n )P (ξEt |θ),
n∑
i=1
gE(Et, Ei)gT (ξEt , ξ
θ∗
Ei
)). (3.13)
This models end-users as being conservative: both lines of reasoning must indicate
that a particular trajectory is likely, in order for people to anticipate that the robot
will take that trajectory.
Evaluation
Recall that in our user studies, we showed participants a sequence of autonomous
car trajectories ξθ∗E1:n (that varied across conditions) and then asked them to assign a
confidence rating for each of four trajectories in a new environment Et, based on
whether they thought it was the same autonomous car driving for that new trajectory.
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These confidence ratings capture how likely a participant thinks that trajectory
is in environment Et, given the observed examples of robot behavior. So, we can
evaluate modelsM of human learning based on how well their predicted values of
PM(ξEt |ξθ∗E1:n) correlate with the confidence ratings from our user studies, averaged
across all users in the same condition. The (five) approximate-inference models all
have a weak correlation, with Pearson correlation coefficients r between 0.34 and
0.40 (p-values < 10−5).
For the exemplar-based model, we set gE(Ea, Eb) to 1 if Ea and Eb are in the
same environment class (e.g., merging), and 0 if they are not. This captures that
when faced with a novel environment, people might recall what they observed the
robot doing in other environments with the same class, and use that to anticipate
what the robot will do in the new environment. We set gT (ξa, ξb) to 0 if ξa and ξb are
not in the same trajectory strategy cluster, and to de(ξa, ξb) if they are. This captures
that people consider a trajectory more likely if it shares the same strategy and is
similar (in terms of Euclidean distance) to one they have observed in the past. In
particular, people only realize the robot is capable of executing a particular strategy
if they have previously observed the robot doing it. This exemplar-based model also
correlates weakly with the user data, with a Pearson correlation coefficient r of 0.40
(p-value < 10−5).
This particular exemplar-based model relies on having a reasonable specification
of environment classes and trajectory strategies. In our experimental domain, these
were defined based on hand-picked rules, but they could be automatically computed
instead. Environment classes can be obtained automatically by clustering the
environments. Trajectory strategies can be obtained automatically by clustering
the trajectories in each environment class, e.g., based on trajectory feature vectors
µ(ξE). Or, trajectory strategies could correspond to the homotopy classes in an
environment.
Our proposed hybrid model (Eqn. (3.13)) correlates more strongly with the user
data than either the approximate-inference or exemplar-based models alone, with
Pearson correlation coefficients r between 0.40 and 0.61 (p-values < 10−5). This
suggests that participants rely on both modes of learning in this domain.
3.6 Discussion
Summary
We take a step toward communicating robot objective functions to people. We
found that an approximate-inference model using a deterministic Euclidean-based
update on the space of candidate objective function parameters performed best
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at teaching real users, and outperforms algorithmic teaching that assumes exact
inference. After augmenting such a model with a coverage objective, it outperformed
letting the user passively familiarize to the robot.
We additionally provide an empirical analysis of alternative learner models, in
which we evaluate how mismatch between the assumed learner model and the true
model impacts the effectiveness of algorithmic teaching, and propose a combined
approximate-inference and exemplar-based model that better captures how users
learn in this domain.
Implications
Making robot objective functions more transparent to people is a worthwhile
goal to work towards. As robots become increasingly capable and are deployed in
more situations, understanding what a robot is optimizing for (and thus being able
to anticipate how it will move around in its environment) is key to safe, comfortable,
and coordinated human-robot interaction.
As an example of a concrete future use case, imagine allowing users to tune a
knob that controls the objective function a robot optimizes. This knob would likely
not correspond to the true reward features; it may instead collapse them onto one or
two interpretable axes. For instance, for an autonomous car, this knob may control
how efficient versus defensive the car drives. Each point on the dial would correspond
to a different setting of reward parameters. Our approach could be used to efficiently
communicate the behavior corresponding to each point, so passengers can choose
the one they are most comfortable with.
Limitations and Future Directions
Our results reveal the promise of algorithmic teaching of robot objective functions.
Future work could apply this framework to teach more complex objective functions,
for instance those that reason about the intentions and goals of other agents, or how
other agents will respond to the robot’s behavior (as in [67]).
However, the coverage results suggest that an IRL-only model is not sufficient
for capturing how people extrapolate from observed robot behavior. We took a step
toward investigating whether users may be directly learning policies in addition to
reasoning about the robot’s objective function. There is more work to be done on
finding accurate models of human learning in this domain.
Our analysis also suggests that it is important for the robot and end-users to
achieve common ground on which features are important. This analysis was limited
to end-users considering either a subset or superset of the features that define the
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robot’s objective function. Future work could study more complex differences in
features considered, or investigate interactions for achieving common ground on
which features to pay attention to.
Furthermore, in this work we focus on the robot’s physical behavior as a com-
munication channel because people naturally infer utility functions from it. Future
work could augment this with other channels, such as visualizations of the objective
function or language-based explanations.
Finally, this work applies only to robots that behave optimally with respect to
their underlying objective function. So, our approach cannot be applied directly
to robot policies trained with imitation learning or reinforcement learning, since
they are not guaranteed to behave optimally with respect to any objective function.
The next chapter explores how it is still possible to show informative examples of
robot behavior that give human end-users better mental models of black-box neural
network policies, trained with deep reinforcement learning.
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Chapter 4
Expressing Robot Incapability
In the previous chapter, we assumed that robots can successfully accomplish the
task at hand, but this is not always the case. It is useful for humans to understand
why a robot has failed, in order to be better equipped to assist the robot, and gain
an understanding of other situations that this robot would fail in. Thus, the goal
of this chapter is to enable robots to express their incapability, and to do so in
a way that communicates both what they are trying to accomplish and why they
are unable to accomplish it. We frame this as a trajectory optimization problem:
maximize the similarity between the motion expressing incapability and what would
amount to successful task execution, while obeying the physical limits of the robot.
We introduce and evaluate candidate similarity measures, and show that one in
particular generalizes to a range of tasks, while producing expressive motions that
are tailored to each task. Our user study supports that our approach automatically
generates motions expressing incapability that communicate both what and why
to end-users, and improve their overall perception of the robot and willingness to
collaborate with it in the future.1
4.1 Motivation and Background
As robots become increasingly capable, they may unintentionally mislead hu-
mans to overestimate their capabilities [68]. Thus, it is important for a robot to
communicate when it is incapable of accomplishing a task. There are two relevant
pieces of information when expressing incapability: what the task is, and why the
robot is incapable of accomplishing it.
Understanding why the robot is incapable gives observers a better understanding
1This work was published as Expressing robot incapability in HRI 2018 [13].
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Figure 4.1: We introduce a method to generate motion for incompletable tasks that
communicates both the intended goal of the task and why the robot is incapable of
completing the task. The method generates an attempt motion meant to resemble
successful execution (e.g., moving the end-effector from xf to xd) while obeying the
constraints on the robot’s limitations. In this example, the robot ends up lifting its
elbow to communicate that it is trying to lift the cup, but the cup is too heavy for it.
of its capabilities, which improves joint human-robot task performance [45]. Trans-
parency about the causes of incapability also helps observers assign blame more
accurately [69]. If observers also understand what the robot was trying to do, they
are better able to help the robot complete the task [47,70,71].
One of the simplest ways to express incapability is to carry out the failure.
Unfortunately, not all failures are inherently communicative about the what and the
why. The fact that the robot failed to complete the task means that it might not
have gotten far enough in the task for the what to become obvious—in fact, robots
sometimes fail before they even start. Our goal in this work is to expressively show
a robot’s incapability, beyond simply failing.
In general, even just acknowledging an incapability (e.g., via language or motion)
mitigates the damage to human perception of the robot [22,72,73]; in some situations,
demonstrating an incapability may actually increase the likeability of the robot [74,75],
due to the Pratfall Effect [76]. If we can further ensure better understanding, we
hope that people will not only evaluate the robot more favorably, but they will
also be able to make more accurate generalizations of the robot’s capability across
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different tasks.
We focus on the robot’s motion as the communication channel, which has al-
ready been established as an effective and natural way of communicating a robot’s
intent [20].
Our key insight is that a robot can express both what it wants to do and
why it is incapable of doing it by solving an optimization problem: that of
executing a trajectory similar to the trajectory it would have executed had
it been capable, subject to constraints capturing the robot’s limitations.
Take lifting a cup that is too heavy as an example, or turning a valve that is
stuck. Once the robot realizes that it is incapable of completing the task, the robot
would find some motion that still conveys what the task is and sheds light on the
cause of incapability, all without actually making any more progress on lifting the
cup or turning the valve. We call this motion an attempt ; Fig. 4.1 shows what an
attempt might look like for the lifting example.
We focus on situations like these, in which the robot is unable to accomplish a
task due to dynamics constraints, that prevent it from moving its end-effector (and
the object it is manipulating) to the desired goal pose. Although this is a relatively
narrow set of tasks that the robot may be incapable of completing, it is a step toward
automatically generating task-specific motions expressing incapability: prior work
relied on either simple strategies [70, 77] or motions hand-crafted for each specific
situation in which the robot is incapable [22].
Our main contribution is to frame the construction of expressive incapability
trajectories as a trajectory optimization problem, motivated by our framework for
increasing transparency (Chapter 2). We explore several reasonable objectives for
this optimization problem, and find that one generalizes best across a range of
incompletable tasks. Our user study shows that attempt trajectories significantly
improve not only participants’ understanding of what the robot is trying to do and
why it cannot, but also their overall perception of the robot and willingness to
collaborate with it in the future.
4.2 Related Work
Our motions communicate both the what and the why, i.e., both intent and the
cause of incapability.
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What/Intent
Much work has focused on motion for conveying robot intent, i.e., what task the
robot is doing [20,43,44]. What is different in our work is that the robot is incapable
of actually doing the intended task, so it needs a way to convey enough about the
task without being able to actually do it. This is our idea of attempt : in our work,
the robot generates a (failed but expressive) attempt at the task. We focus on how
to autonomously generate such attempts.
Communicating intent is useful: legible motion improves joint human-robot task
performance [25] and in fact arises naturally from optimizing for joint performance [78].
Beyond motion, prior work has explored communicating intent through visualizing
planned trajectories (e.g., via targeted lighting [79] or augmented reality [80, 81]),
gaze [82], body language [83], human-like gestures [84, 85], verbal communication
[86], and LED displays [87].
Why/Cause of Incapability
Prior work on using motion to communicate why a robot cannot complete a
task relied on simple strategies: moving back-and-forth when stuck in front of
an obstacle [77], or repeatedly executing a failing action [70]. In the context of
lifting a cup that is too heavy, the latter approach would result in a trajectory that
repeatedly reaches for the cup, grasps it, then rewinds. We show in Sec. 4.4.3
that our approach significantly improves identification of the task goal and cause
of incapability, compared to the latter method. Another approach relies on hand-
designed motions, crafted per-task using animation principles, to indicate recognition
of success or failure in completing the task [22]. In contrast, our approach of
optimizing for motions expressing incapability generalizes to multiple tasks, while
resulting in an attempt trajectory tailored to each task.
Communicating why a robot is incapable is closely related to work that examines
how robots can warn before failing. Robots can forewarn users of possible failures
through text [72] or confidence levels [88,89], trajectory timings [23], and actively
choosing actions that showcase failure modes [45]. Setting accurate expectations of
robot capabilities is important for narrowing the gap between the perceived and true
capabilities of the robot [68].
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4.3 Approach: Generating Attempt Motions
4.3.1 Expressing Incapability, Formalized
Notation
A robot’s trajectory ξ is a sequence of T robot configurations: ξt is the configura-
tion of the robot at time t. φb : Q 7→ SE(3) is the forward kinematics function at
body point b, and thus gives the pose (rotation and translation) of the body part
at that point. φ′b : Q 7→ R3 gives the translation of body point b. The body points
we consider in our particular implementation are ee (end-effector), el (elbow), sh
(shoulder), and ba (base), which we found to be a reasonable discretization of the
arm.
Incompletable Task Definition
A task is defined by a starting configuration qs, along with a desired final pose
xd for the end-effector (or, in more specific instances, a desired configuration qd).
Fig. 4.1 shows an example of xd for the task of lifting a cup. There may also be
additional constraints that define the task, such as the need to keep contact with an
object as the robot moves its end-effector from φee(qs) to xd.
An incompletable task is one in which the end-effector cannot make progress
beyond a certain failure point xf . For instance, if the cup the robot tries to lift is
too heavy, then xf would be the pose of the end-effector when it first grasps the cup
(because it can no longer proceed in the task from there due to the cup’s weight). xd
would be vertically above xf : the location to which, if the robot were holding on to
the cup, the cup would be lifted. Fig. 4.1 also shows xf for this example.
Expressing Incapability as an Optimization Problem
The goal of expressive incapability trajectories is to communicate what the robot
was attempting to do and why it is incapable of it—in other words, its objective and
the dynamics constraints, respectively. A simple approach would be to move to xf
(i.e., as far as the robot can get with the task), and stop. Prior work has suggested
also repeating this motion [70,77].
We hypothesize we can do better, by optimizing for a robot trajectory that best
communicates the robot’s objective and dynamics constraints to human end-users.
In Chapter 2, we explained how to achieve this by using our framework for increasing
transparency, and explored this problem in a simple grid world setting, in which the
dynamics constraints prevent the point robot from reaching its goal location. This
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results in trajectories where the robot first gets as close to the goal as possible, then
backs up, and repeats this back-and-forth motion.
Taking inspiration from this, on real robots, our idea is to continue the task
by executing an attempt trajectory past the failure point. Our insight is that we
can formalize this as an optimization problem: find an attempt trajectory that
maximizes similarity to the trajectory from xf to xd that would have been executed,
had the incapability not existed. We solve this optimization subject to the dynamics
constraint that the end-effector cannot proceed further.
We capture similarity, or rather dissimilarity, via a cost function c(ξ, xf , xd), and
find the attempt trajectory as:
ξ∗ = argmin
ξ
c(ξ;xf , xd) +
1
λ
T−1∑
t=0
‖ξt+1 − ξt‖2
subject to φee(ξt) = xf , ∀t ∈ {0..T}
collision-free(ξ).
(4.1)
This objective trades off between the similarity cost and a smoothness term common
in trajectory optimization [90,91].
Cost Functions
Crucial to generating a good attempt trajectory is finding a good cost function
c(ξ;xf , xd). We investigate cost functions that seek to mimic the change from xf
to xd. But since the end-effector cannot move in ξ, c cannot just consider the
end-effector’s motion: it has to consider the configuration space.
If the desired configuration qd is not provided, we define it as the inverse kinematics
solution for xd that is closest to the starting configuration ξ0 for the attempt:
qd = argmin
q
‖q − ξ0‖2
subject to φee(q) = xd.
(4.2)
Configuration-Based Cost cq: A natural starting point is to try to mimic in ξ
the change in configuration from ξ0 (with the end-effector at the failure point xf ) to
qd:
cq(ξ;xf , xd) = d(ξT − ξ0, qd − ξ0), (4.3)
where d is some distance metric such as the `2-norm (we discuss options below).
Workspace-Based Cost cb: Since configuration spaces can sometimes be counter-
intuitive, we also look at a cost that tries to mimic, for each body point, the change
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in position for that body point:
cb(ξ;xf , xd) =
∑
b∈B
d(φ′b(ξT )− φ′b(ξ0), φ′b(qd)− φ′b(ξ0)) (4.4)
Despite the end-effector staying put, this incentivizes, for instance, the elbow to
move in the same direction it would have moved had the task been successful.
Emulate End-Effector Cost cee: We also introduce a third, somewhat less obvious
cost function. Since the end-effector is central to the task, and now it cannot proceed
further, this cost function tries to mimic using the other body points what the
end-effector would have done:
cee(ξ;xf , xd) =
∑
b∈B
d(φ′b(ξT )− φ′b(ξ0), x′d − x′f ) (4.5)
Distance Metrics
Each of these costs relies on a distance metric between vectors. We consider three
distance metrics d(v1, v2):
1. The squared `2-norm encourages v1 and v2 to have similar direction and
magnitude:
d`2(v1, v2) = ‖v1 − v2‖2. (4.6)
2. The (negative) dot product encourages v1 and v2 to have similar direction and
large magnitudes:
ddot(v1, v2) = − v1 · v2 = −‖v1‖ ‖v2‖ cos θ. (4.7)
3. We also introduce a generalization of the dot product that uses a hyperparame-
ter k to control the trade-off between v1 and v2 having similar direction versus
large magnitudes:
dproj(v1, v2; k) = − v1 · v2
(
v1 · v2
‖v1‖ ‖v2‖
)k−1
= −‖v1‖ ‖v2‖ (cos θ)k.
(4.8)
The last two distance metrics are motivated by the fact that a larger magnitude
makes the attempt trajectory more obvious to human observers. Intuitively, dproj
projects v1 onto v2, projects the result back onto v1, projects the result onto v2, and
so on. The hyperparameter k defines how many times this projection happens, so
for larger k, matching direction matters more than large magnitudes. Note that
dproj(v1, v2; 1) = ddot(v1, v2).
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qs to ξ0 attempt: ξ0 to ξT rewind: ξT to ξ03x
Figure 4.2: For a given incompletable task, the robot first executes the task until the
point of failure (left), at which point it executes the attempt trajectory ξ∗ (center).
To emphasize this motion, the robot then executes the reverse of ξ∗ to rewind back
to ξ∗0 (right), and repeats this two more times.
Overall Attempt
The robot starts at qs, and moves along the normal task execution trajectory to
the point of failure xf ; at this point its configuration is ξ∗0 , where ξ∗ is the optimum
from Eqn. (4.1). From there, it executes ξ∗.
Since prior work on using motion to express incapability found repetitions to
be useful [70,77], we also explore rewinding and repeating: the robot executes the
reverse of ξ∗ to get back to ξ∗0 , and repeats the execute-rewind twice more, as in
Fig. 4.2.
In what follows, we first show the outcome ξ∗ that each cost function leads to, and
use this to select a good cost function. We then run experiments to determine the
appropriate relative timing of the ξ∗ and the rewind (to enhance expressiveness [23]),
as well as whether repetitions of the attempt help. Armed with the right general
parameters, we conduct a main study across different incompletable tasks to test
whether these motions, optimized to be more expressive, lead to better understanding
of what task the robot is trying to do and why it will fail.
4.3.2 Comparing Cost Functions
In this section, we contrast the different behaviors produced by the cost functions
and distance metrics.
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Figure 4.3: Attempt trajectories ξ∗ that optimize cost function cee with each of the
three proposed distance metrics. Each image shows ξ0 (transparent) and ξT for that
attempt trajectory. dproj (last row) results in communicative attempt trajectories for
both the lift and push tasks.
Implementation Details
We use a simulated PR2 robot in OpenRAVE [92] and optimize for attempt
trajectories using TrajOpt [91]. Since costs cb and cq depend on qd, which in turn
depends on ξ0, we simplify the optimization problem by optimizing over ξ1:T for each
possible starting configuration ξ0 of the attempt trajectory (found by running an
inverse kinematics solver on xf ), and then select the full trajectory ξ that minimizes
the objective function.
We use grid search to select the hyperparameter λ and a bias α separately for
each cost function and distance metric pair.2 We chose k = 9 for dproj. For cb,
B = {el, sh} and for cee, B = {ba, el, sh}. This is because matching the configuration
would not make as much sense for the base, but the base can be useful as another
body point with which to mimic the end-effector motion. In general, which body
points to use might be a robot-specific question, to be determined from a few tasks
2We found that optimization is more stable if the terms in the objective are in the same
range. So, we add a bias α to the cost function: c′(ξ;xf , xd) = c(ξ;xf , xd) + α. We select
λ ∈ {10, 20, 40, 80, 160} and α ∈ {0, 0.3, 0.6, 1.0, 2.0}.
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Figure 4.4: Attempt trajectories ξ∗ that optimize cost function cb or cq, with distance
metric dproj. When optimizing for cb, the attempt trajectory for lift is communicative,
but for push the robot swings out to the left, which does not indicate that it is
trying to push. When optimizing for cq, the attempt trajectory for push is reasonable
(although it could be confused for pulling, since the robot moves away from the
shelf), but for lift the robot’s elbow moves downward, which does not indicate that
it is trying to lift.
and generalized to new tasks.
Behaviors
Overall, we found that cee (the cost that mimics the desired end-effector motion
with the other body points) with dproj (the distance metric that generalizes the dot
product) is a combination that reliably leads to attempt trajectories that both move
in a way that makes the task clear, and have enough movement to be noticeable. We
explain this finding below by first contrasting distance metrics, and then contrasting
cost functions. We use two incompletable tasks for this contrast: lifting a cup that
is too heavy (the lift task), and pushing a shelf that is immovable (the push task).
Explanation of Attempt Behavior. Fig. 4.3 shows the results of cee with each
distance metric. Across the board for lift, optimizing for cee encourages the robot to
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Figure 4.5: Attempt trajectories ξ∗ that optimize cost function cee with distance
metric dproj, for five incompletable tasks. Arrows show the direction of movement for
the considered body points (elbow, shoulder, and base)—for each task, these body
points imitate how the robot’s end-effector would move, if it were able to successfully
accomplish the task.
use its elbow to produce the motion that the end-effector would otherwise produce.
We thus see the robot lifting its elbow while keeping the end-effector on the cup that
is too heavy to lift. Across the board for push, the robot is using its elbow, shoulder,
and base, to mimic the end-effector forward motion. As a result, the robot moves
forward toward the shelf, as the end effector stays put, unable to actually push the
shelf.
Distance Comparison. dproj works across both tasks. In contrast, using the d`2
distance metric results in an attempt trajectory for push that barely moves, and
using the ddot distance metric results in an over-exaggerated motion for lift in which
the robot’s elbow twists toward the center.
Cost Comparison. Now we turn to examining the performance of the other two
cost functions (cb and cq) with the best distance metric dproj.
Optimizing for cb results in a confusing attempt trajectory for push where the
robot swings to the left. This is because the elbow and shoulder body points move
slightly to the left from ξ0 to qd: if the robot were successful in pushing, its end-
effector would move further out, extending the arm, and the elbow would no longer
protrude to the right, and instead move inward (to the left of the robot). The
optimization thus selects an attempt trajectory that moves the elbow and shoulder
as far as possible inward along this general direction (Fig. 4.4). We observe that
moving the other body points (e.g., the elbow or shoulder) in the way they ideally
would during a successful task execution is not always indicative of the task.
Optimizing for cq results in a confusing attempt trajectory for lift, where the
robot’s elbow moves downward to match the desired configuration qd (Fig. 4.4). In
the attempt for push, the robot moves away from the shelf rather than toward it, also
to match qd—which would have the arm extended out after a successful push. This
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could work, but could also be mistaken for pulling instead of pushing. We observe
that because configuration spaces are often counterintuitive, mimicking the motion
in configuration space can lead to surprising, counterintuitive motions.
In contrast, it seems that using the other body points to imitate what the end-
effector cannot do might actually be indicative of what the robot is trying to achieve.
We put this to the test in Sec. 4.4.3. But first, we tune the hyperparameters of
attempts—the timing of the motions, and whether to include repetitions.
cee Across More Tasks. Optimizing for cee with dproj also generates communica-
tive attempt trajectories for other incompletable tasks, shown in Fig. 4.5: opening a
locked cabinet (the pull task), turning a locked door handle (the pull down task),
and pushing a shelf to the side (the push sideways task). Across all five tasks, we set
k = 3, λ = 20, and α = 0.3.3 These are the attempt trajectories that we show in our
user studies (in video form). A video summary of the cost comparisons and attempt
motions for each task is at youtu.be/uSnUtpcdlck.
4.4 Experiments
4.4.1 Timing Motions That Express Incapability
Our aim was to manipulate timing in order to enhance the expressiveness of
our optimized motions. We temporally divided a motion expressing incapability
into attempt and rewind motions. The attempt motion consists of the trajectory ξ∗
produced by the cost function optimization from Eqn. (4.1). The rewind motion,
which is the reverse of the attempt trajectory, immediately follows the attempt
motion. Our goal in this study was to find the pair of timings for the attempt and
rewind motions that best convey a robot’s task goal and the cause of incapability.
Experiment Design
Manipulated Variable. We manipulated timing in this study and chose three
speeds (Fast, Moderate, and Slow). We were only interested in the relative speed
between the attempt and rewind motions, so we fixed the rewind speed at Moderate
and varied the attempt speed, creating three conditions: Fast attempt with Moderate
rewind (Fast, Moderate), Slow attempt with Moderate rewind (Slow, Moderate),
and Moderate attempt with Moderate rewind (Moderate, Moderate).
Other Variables. We tested timing across the five tasks in Fig. 4.5.
3To simplify optimization, we additionally assume a fixed base when computing forward kine-
matics for non-base body points.
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Figure 4.6: Average Likert ratings toward different timings. Timing was within-
subjects, meaning participants rated each of the timing pairs. Overall, participants
preferred Fast attempt and Moderate reset.
Subject Allocation. We recruited 60 participants (37% female, median age
32.5) via Amazon Mechanical Turk (AMT). All participants were from the United
States and had a minimum approval rating of 95%. Timing was within-subjects:
participants saw each of the three timing conditions. Task type was between-subjects:
participants saw only one type of task.
Dependent Variables. Participants saw videos of all three timings. We explained
to the participants what the robot was trying to do (its intended goal), and why it
could not complete the task. We then asked them to help us select the timing that
best expresses both the goal and cause of incapability. We created four statements to
assess each timing (Fig. 4.6), and asked participants to rate their level of agreement
with these statements on a 5-point Likert scale. We also asked participants to rank
the three timings.
Analysis
We ran a repeated-measures ANOVA with timing as a factor and user ID as a
random effect, for each item. We found significant effects of timing on how easy
it was to tell the goal (F (2, 118) = 8.26, p = .0004), how confusing the goal was
(F (2, 118) = 4.47, p = .013), and how clear the cause was (F (2, 118) = 5.13, p = .007).
Across the board, the timing that worked best was (Fast, Moderate), as shown in
Fig. 4.6. 58% of participants ranked this timing first. This indicates the attempt part
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of the motion should be faster than the rewind, which intuitively makes sense—it
perhaps conveys that the attempt portion is the purposeful action on which the robot
expends more energy, and the rest is at a normal speed that the robot would use to
move around. We use this (Fast, Moderate) timing in our main study, described in
Sec. 4.4.3.
4.4.2 Comparing Repeated Attempts
After determining the best timing for the attempt and rewind motions, we looked
at whether including repetition for the attempt motions enhances expressiveness.
Experiment Design
Manipulated Variable. We manipulated repetition, where we compared N=3
iterations of the attempt motion with a single (N=1) iteration of the attempt motion.
Dependent Variables. We used the same measures as in Sec. 4.4.1.
Subject Allocation. We recruited 60 participants (47% female, median age 35)
via AMT. All participants were from the United States and had a minimum approval
rating of 95%. Repetition type was within-subjects: every participant saw N=1 and
N=3 iterations of the attempt motion. Task type was between-subjects: participants
saw only one type of task.
Analysis
We ran a repeated-measures ANOVA with timing as a factor and user ID as
a random effect, for each item. We found repetitions significantly increased how
easy it was to tell the goal (F (1, 58.14) = 20.21, p < .0001), decreased confusion
about the goal (F (1, 62.71) = 15.95, p = .0002), and made the cause more clear
(F (1, 63.64) = 16.94, p = .0001). Fig. 4.7 shows the results. We proceed with
repetitions for our main study.
4.4.3 Main Study: Is Expressive Motion Expressive?
With the details of how to generate motions expressing incapability out of the
way, we now turn to how much this helps people identify the robot’s goal and cause
of incapability.
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Figure 4.7: Average Likert ratings comparing repetitions with no repetitions. The
study was within-subjects, meaning participants rated both motions with repeti-
tion and motions without repetition. Overall, participants preferred motions with
repetitions.
Experiment Design
Manipulated Variable. We compared our motions expressing incapability against
the state-of-the-art approach for automatically generating motion to express robot
incapability [70,77]. With the state-of-the-art approach, the robot repeatedly executes
a failing action. The manipulated variable was generating the attempt motion via
our optimization-based approach versus via the repeated-failures approach.
We created motions expressing incapability following the process in Fig. 4.2.
For each task, we optimize cee with dproj to generate the attempt ξ∗. The robot
moves from qs to ξ∗0 , executes the attempt at speed=Fast, rewinds back to ξ∗0 at
speed=Moderate, and repeats the attempt-rewind two more times for a total of N=3
iterations.
For the repeated-failure motions, the robot moves from qs to ξ∗0 , rewinds back
T time steps at speed=Moderate, and moves back to ξ∗0 at speed=Fast. The robot
rewinds T time steps and moves back to ξ∗0 two more times for a total of N=3
iterations. The timing and number of iterations are the same as for our approach, to
limit possible confounds.
Dependent Variables. Our dependent variables included how well participants
could infer the robot’s goal and cause of incapability, as well as measures regarding
their perception of the robot.
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We assessed goal recognition—how well participants could infer the intended
task goal—in several ways. First, using an open-ended response, we asked participants
to state what they thought the task goal was. Second, we presented four plausible task
goals, with the correct task goal as once of the choices. We then asked participants to
rate, on a 5-point Likert scale labeled “Strongly Disagree” to “Strongly Agree,” how
well each task goal described what the robot’s goal was. Lastly, we asked participants
to explicitly rank the task goals in order of how well they described the robot’s goal.
Incorrect goal alternatives are described in Table 4.1.
We measured cause of incapability recognition—how well participants infer
the incapability underlying the robot’s failure—in a similar way. The only difference
was that the Likert-scale questions included a second correct option (“The robot was
not strong enough [to complete the task]”) because it is a plausible interpretation of
our motion: our method is not meant to differentiate between, for instance, the cup
being too heavy and the robot not being strong enough. Rather, our method is meant
to differentiate between these two correct options and other causes of incapability
that are possible, but untrue, for instance the robot running out of battery, its
planning algorithm or software system getting stuck or crashing, and so forth, see
Table 4.1.
For assessing task goal and cause of incapability, participants saw either the
motions expressing incapability or the repeated-failure motions. Next we assessed
participants’ subjective perceptions and attitudes toward the robot, and for that,
we wanted participants to compare the two “robots”—with expressive motions gen-
erated by either our optimization-based approach or the repeated failures. We felt
comparisons were important here in order to ground participants’ perceptions, thus
improving experimental reliability. We thus introduced the other robot and asked
them, for each robot, to rate their level of agreement with the statements in Fig. 4.10.
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Incorrect Goal Recognition Statements
Lift The robot was trying to push the cup.
The robot was trying to pull the cup.
The robot was trying to knock over the cup.
Pull The robot was trying to slide the cabinet door
sideways.
The robot was trying to sense the cabinet handle.
The robot was trying to push the cabinet away.
Pull The robot was trying to sense the door handle.
Down The robot was trying to prevent someone from
opening the door on the other side.
The robot was trying to remove the door handle.
Push The robot was trying to sense the box.
The robot was trying to stroke the box.
The robot was trying to knock on the box.
Push The robot was trying to sense the shelf.
Sideways The robot was trying to lift the shelf.
The robot was trying to knock on the shelf.
Incorrect Cause of Incapability Statements
The robot had a mechanical failure (e.g. ran out of battery, arm
got stuck, etc.) or software crash.
The robot did not know how to [goal].
The robot is waiting for permission to [goal].
Table 4.1: List of incorrect plausible goal and cause of incapability statements
participants had to choose from. The cause of incapability statements were similar
across tasks.
Subject Allocation. We recruited 120 participants (38% female, median age 33)
through Amazon Mechanical Turk. All participants were from the United States and
had a minimum approval rating of 95%. The optimization-based versus repeated-
failure manipulation was between-subjects for the first part of the study and was
within-subjects for the last part, in which we evaluated subjective perceptions of
the robot. We had 24 participants for each of the five tasks, where 12 were in
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the optimization-based expressive motion condition and the other 12 were in the
repeated-failure condition.
Hypotheses. We hypothesized that motions expressing incapability will help
participants understand the robot’s goal and incapability better than repeated-
failures will, across all tasks. We also hypothesized that participants will perceive
the robot with motions expressing incapability more positively than they perceive
the robot with repeated-failures.
H1: Motions expressing incapability improve goal recognition.
H2: Motions expressing incapability improve cause of incapability recognition.
H3: Participants perceive the robot more positively when it uses motions expressing
incapability on an incompletable task.
Analysis
Goal Recognition. We first analyzed participants’ ratings of the different possible
goals. We ran a two-way ANOVA with motion type as the independent variable
for each possible goal’s rating. We found that motions expressing incapability
significantly improved the rating of the correct goal (F (1, 119) = 19.43, p < .0001),
and significantly decreased the average rating given to the incorrect goals (F (1, 119) =
23.79, p < .0001). This supports our hypothesis H1.
Fig. 4.8 shows a task breakdown of the correct goal rating. We can see that the
largest improvements are in push and push sideways, probably because the context
is not enough for these tasks to be conveyed by the non-expressive motion—some
attempt is really needed to understand what the robot is trying to do. In contrast,
as the robot reaches for the cup, its intended goal of lifting the cup becomes pretty
clear even without an attempt.
Next, we analyzed participant’s rankings of the possible goals. Motions expressing
incapability significantly improved the ranking of the correct goal (F (1, 119) = 30.69,
p < .0001) from an average ranking of 1.65 (already close to the top) to one of 1.05,
with nearly all participants selecting the correct goal (95% as opposed to 60%).
We also analyzed participants’ open-ended responses. We categorized an open-
ended response as correct if the response contained all keywords, or synonyms of
keywords, from the correct goal recognition statement. For example, in the correct
statement, “The robot was trying to pick up the cup,” we designated “pick up” and
“cup” as keywords. We had two experimenters code the statements where one coder
coded all statements and the other coded 10%. There was strong agreement between
the two coders’ judgments, with Cohen’s κ = 1, p = .001. We found that participants
who saw the motion expressing incapability were able to explain the robot’s goal
correctly (in their open-ended response) significantly more than participants who
4.4. EXPERIMENTS 68
lift pull pull
down
push push
sideways
averaged
Tasks
1
2
3
4
5
Ra
tin
g
* * *
4.9 5.0 4.5
4.3
4.9
4.74.8 4.8
4.3
2.7
3.5
4.0
Goal Recognition
optimization-based repeated-failure
Figure 4.8: Ratings toward the correct goal for each task. A higher value indicates
higher confidence. The averaged values represent mean ratings of expressive and
non-expressive motions across tasks.
saw the repeated-failure, p = .0003.
Finally, we analyzed the two goal-recognition Likert-scale subjective questions at
the end of the study (“It was easier to tell [the robot’s goal].” and “I was confused
about what the robot was trying to do.”). We used a repeated-measures ANOVA,
since this part was within-subjects. We found that motions expressing incapability
improved the ease of identifying the goal (F (1, 119) = 602.38, p < .0001) and
decreased confusion about the goal (F (1, 119) = 183.13, p < .0001).
Overall, our results support H1: our motions expressing incapability
improved goal recognition.
Cause of Incapability Recognition. Looking first at the ratings for possible
causes of incapability, participants rated five causes, where one was the robot’s actual
cause of incapability, and another was that the robot was not strong enough—a
plausible cause that is hard to disambiguate from the actual cause within each task.
The other causes were incorrect.
We found that motions expressing incapability significantly improved the rating
of the correct cause (F (1, 119) = 13.6, p = .0003), but did not have a significant
effect on the rating of the plausible cause. Motions expressing incapability decreased
the average ratings of the incorrect causes (F (1, 114) = 19.05, p < .0001). Fig. 4.9
shows a task breakdown of the correct cause of incapability rating. We see that there
is an improvement across all tasks, with the largest improvement in push.
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Figure 4.9: Ratings toward the correct cause of incapability for each task. A higher
value indicates higher confidence. The averaged values represent mean ratings of
optimization-based and repeated-failure motions across tasks.
Motions expressing incapability also significantly improved the rank of the correct
cause (F (1, 119) = 23.71, p < .0001), from an average of 3.02 to an average of 1.98.
Next, we looked at participants’ open-ended responses. We used the same coding
scheme as we did for the goal-recognition open-ended statements. We found that
there was a strong agreement between the two coders’ judgments, with Cohen’s
κ = 1, p = .001. Participants who saw the motions expressing incapability were
significantly more likely to describe the correct cause of incapability compared to
those who saw the repeated-failures, p = .0002.
Finally, we conducted a repeated-measures ANOVA on the one subjective rating
relevant to cause of incapability recognition (“It was clear that [cause of incapabil-
ity].”). We found motions expressing incapability significantly improved this rating
(F (1, 119) = 182.31, p < .0001).
Overall, our results support H2: our method for generating motions
expressing incapability improved cause of incapability recognition.
Perception of Robot. We ran a repeated-measures ANOVA for each statement.
With motions expressing incapability, users perceived the robot as more like an
animated character (F (1, 119) = 30.82, p < .0001), wanted to help the robot more
(F (1, 119) = 51.93, p < .0001), thought it was more trustworthy (F (1, 119) = 31.76,
p < .0001) and a better teammate (F (1, 119) = 85.97, p < .0001), and were more
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Figure 4.10: Ratings toward the Likert statements used in Sec. 4.4.3. A higher value
indicates higher confidence. For each statement, ratings for the optimization-based
and repeated-failure conditions were averaged across tasks.
willing to collaborate with the robot in the future (F (1, 119) = 69.66, p < .0001).
See Fig. 4.10 for details.
Overall, our results support H3: our method for generating motions
expressing incapability improved users’ perceptions of the robot.
4.5 Discussion
Summary
We use an optimization-based approach to automatically generate expressive
trajectories that communicate what a robot is trying to do and why it will fail. The
optimization produces a trajectory where body points on the robot “mimic” how
the end-effector would move if the robot had been capable of completing the task.
We complemented the expressiveness of our optimized trajectory by manipulating
repetition and timing. Our results show that, compared to the state-of-the-art
approach, motions expressing incapability improve intent recognition and cause of
incapability inference while also increasing positive evaluations of the robot.
Our optimization enables robots to automatically and efficiently generate motions
expressing incapability. On average, solving Eqn. (4.1) for for cost cee, distance dproj,
and a specified qf takes half a second when the base does not move (e.g., for the
lift and pull down tasks) and a few seconds when the base is able to move. Given
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this, it is feasible for the robot to detect incapability in the middle of execution, and
compute an expressive motion on the fly.
Limitations and Future Work
Perhaps the greatest limitation of our work is that our optimization covers only a
narrow set of tasks the robot is incapable of completing. Incapabilities that are not
about the end-effector position changing, such as grasping, or incapabilities that have
nothing to do with the end-effector, such as those related to perception, cannot be
communicated using our optimization. Our approach also does not address when or
how expressive motions should be accompanied by other channels of communication,
such as verbal communication. Although these are very important areas for future
work, we are excited to see that the same method can automatically generate motion
that is expressive and useful across a range of different tasks.
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Chapter 5
Establishing Appropriate Trust in
Black-Box Policies
Learned neural network policies make it particularly challenging for humans to
have an accurate mental model of a robot’s capabilities and how it acts. In this
chapter, we propose an approach for helping end-users build a mental model of
such policies. Our key observation is that for most tasks, the essence of the policy
is captured in a few critical states: states in which it is very important to take a
certain action. Our user studies show that if the robot shows a human what its
understanding of the task’s critical states is, then the human can make a more
informed decision about whether to deploy the policy, and if she does deploy it, when
she needs to take control from it at execution time.1
5.1 Motivation and Background
When humans have an accurate mental model of a robot, their subsequent
interactions with this robot are safer and more seamless. This mental model may
include the robot’s intentions [20,43,44], its objectives (as explored in Chapter 3),
its capabilities [45] (and further explored in Chapter 4), or its decision-making
process [93].
In particular, giving human end-users an accurate mental model of a robot’s
capabilities is key to establishing an appropriate level of trust in the robot [94–96].
Establishing appropriate levels of trust in robots is essential: if end-users do not
trust a robot, they may unnecessarily interfere with its operation, and will fail to
take advantage of all its capabilities [97]. On the other hand, if end-users over-trust
1This work was published as Establishing appropriate trust via critical states in IROS 2018 [15].
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Figure 5.1: By introducing human end-users to a policy pi’s critical states Cpi (left),
we enable them to make a more informed decision about whether to deploy the
policy, and when to take control from it. For example, suppose that a self-driving
car’s policy believes it is critical to stop when it encounters red lights, a pedestrian
crossing a crosswalk, and an empty crosswalk. An end-user (top right) might see
these critical states and decide not to ride in this car, because the last critical state
is clearly incorrect. A different end-user (bottom right) might be comfortable riding
in this car, but will be more aware of possibly needing to take control when there is
a pedestrian crossing the road without a crosswalk in sight, because the policy did
not consider that to be a critical state.
a robot, they will expect it to act correctly in situations that it in fact cannot handle,
which leads to unexpected behavior, and perhaps injuries and damage. As robots
become more capable, they may unintentionally lead humans to over-trust them [68].
In general, trust is a complex phenomenon, and there are a variety of ways in which
robots and machines may influence human end-users’ trust [98–100].
Forming an accurate mental model, and thus establishing appropriate trust, is
particularly challenging when the robot has learned a complex black-box policy.
For instance, recently neural network policies have been trained to perform robotic
manipulation skills [101] and drive in the real world [102]. These neural networks are
trained end-to-end to map directly from raw inputs (e.g., images) to a distribution
over actions to take. To decide how much to trust a learned policy, we have to know
whether the robot has figured out the correct actions to take. But, it is impossible
to examine what the robot plans to do in every possible state.
Our insight is that the end-user does not need to know what the robot would do in
all states. For many tasks, in most states the ultimate outcome of the task is similar,
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regardless of which action the robot takes locally. But there are a few states—critical
states—where it really matters which action the robot takes. For instance, imagine
an autonomous car driving down a highway. When there are no vehicles nearby, it
does not matter whether the car maintains its current speed, speeds up or slows
down slightly, or turns slightly to the right or left. In contrast, if the vehicle directly
in front slams on its brakes, the autonomous car must immediately slow down as
well. The latter is a critical state, whereas the former is not.
If a robot’s policy is stochastic, then it should output a low-entropy action
distribution for critical states. A (stochastic) policy’s critical states are thus a concise
summary of that policy, since in all other states, the policy has no strong preference
about which action to take. So, showing how a policy acts in critical states is
the optimal thing to do from the standpoint of increasing transparency to human
end-users (as discussed in Chapter 2).
Motivated by this, we propose showing end-users how a robot acts in critical
states, to give them a better understanding of what it has learned, and enable them
to decide which situations to trust the robot in (Fig. 5.1). After seeing how a robot
acts in critical states, a potential user may decide that this robot is not trustworthy,
and decline to use it. Or, in human-in-the-loop setups—for instance, a passenger
riding in a self-driving car, or an engineer supervising robot arms in a factory—this
ensures users are well-equipped to decide when they need to take control over the
robot’s operation.
Our main contribution is a method for algorithmic assurance [103], that enables
end-users to more quickly establish an appropriate level of trust in robots that they
interact with, rely on, or supervise. Our user studies suggest that humans are indeed
able to develop more appropriate trust in a robot through observing how it acts
in what it considers to be critical states, compared to just observing it act over
time. We evaluate this through both self-reported measures of trust, as well as
through allowing users to take control during execution of the policy [97]: if they
have developed an appropriate level of trust, they would only choose to take control
in critical states that the robot likely cannot handle.
5.2 Approach: Computing & Using Critical States
5.2.1 Preliminaries
Notation
We consider the setting of a Markov Decision Process (MDP), defined by
{S,A,P ,R, γ}, where S is the state space, A the action space, P : S ×A× S → R
5.2. APPROACH: COMPUTING & USING CRITICAL STATES 75
the transition probabilities, R : S ×A× S → R the reward function, and γ ∈ (0, 1]
the discount factor.
A robot’s policy pi is a stochastic function mapping each state to a distribution
over actions (pi : S → ∆A, where ∆A is the probability simplex on A). Its value
function at state s is
V pi(s) = max
a
∫
s′
P (s, a, s′)[R(s, a, s′) + γV pi(s′)], (5.1)
and its action-value function at state s and taking action a is
Qpi(s, a) =
∫
s′
P (s, a, s′)[R(s, a, s′) + γmax
a′
Qpi(s′, a′)]. (5.2)
In this framework, a critical state s is one for which Qpi(s, a) varies greatly across
different actions a: there are a small number of actions for which Qpi(s, ·) is high,
but for most actions it is mediocre or low. We will define this formally in the next
section.
Maximum-Entropy Reinforcement Learning
Typically a robot’s goal is to maximize expected cumulative discounted reward,
or return:
Epi,P
[∑
t
γtR(st, at, st+1)
]
. (5.3)
Depending on the MDP, this may result in policies that are essentially deterministic,
treating all states as critical.
In contrast, in maximum-entropy reinforcement learning, the policy is trained
to not only maximize return, but also to act as randomly as possible while doing
so [57,104,105]. Concretely, the policy is trained to maximize
Epi,P
[∑
t
γt[R(st, at, st+1) + αH(pi(·|st))]
]
, (5.4)
where α determines the tradeoff between maximizing return and entropy, and
H(pi(·|st)) is the entropy of the policy’s output action distribution at state st. This
leads to a policy with meaningful critical states, since it learns to acts randomly in
states where the action has little impact on return, and to act purposefully in states
where the action does have a major impact on return.
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We train our neural network policies using Soft Actor-Critic2 (SAC) [105], a deep
reinforcement learning method that is based on maximum entropy reinforcement
learning. We find that in practice, training with SAC indeed produces policies with
meaningful critical states.
5.2.2 Computation of Critical States
Policy-Based
Recall that critical states are those in which a policy (or human) greatly prefers a
small set of possible actions over all others. A natural definition of the set of critical
states Cpi for a stochastic policy pi is thus
Cpi = {s |H(pi(·|s)) < t}, (5.5)
where H(pi(·|s)) is the entropy of the policy’s output action distribution at state s,
and t ∈ R is the threshold for being considered “critical.” This definition of critical
states can be applied to both continuous and discrete action spaces.
Value-Based
Certain reinforcement learning approaches for training policies, such as actor-
critic methods, also learn a value or action-value function in parallel to (or instead
of) learning a policy [106]. Value functions capture the long-term consequences of
a policy’s actions, so when they are available, they are a reasonable alternative for
computing critical states.
If we define critical states more concretely as those in which acting randomly will
produce a much worse result than acting optimally, then the set of critical states Cpi
for a stochastic policy pi is:
Cpi = {s | (max
a
Qpi(s, a)− 1|A|
∑
a
Qpi(s, a)) > t}, (5.6)
where Qpi is the learned action-value function. If the action space is continuous, this
can be applied after discretization. Computing critical states based on a learned
value function V pi is also possible, by using one-step rollouts to estimate Qpi for each
action.
We train our policies with SAC, which learns a policy and an action-value function
in parallel. In practice, we found that computing critical states based on action-value
2We use the implementation at github.com/haarnoja/sac.
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functions was more reliable, because the policy may learn to exploit environment
characteristics (e.g., action clipping) to maximize entropy.
Note that with either of these two approaches, computing the critical states of a
policy is agnostic to the implementation of the policy itself; only access to either the
policy’s or action-value function’s output is required, so this can be directly applied
to black-box policies.
5.2.3 Using Critical States
We assume a human expert at the task. Let Ch be the set of (ground-truth)
states that she considers critical. We do not know what Ch is—and, in fact, this
may differ across human end-users—so we cannot check whether Cpi and Ch are the
same. However, what we can do is expose the human to Cpi. Below, we describe the
interaction we envision.
Decline to deploy due to false positives, false negatives, incorrect actions
Before using a robot that has learned a policy pi, the human end-user first gets
to observe its actions in the states it considers as critical, Cpi. If the human spots
false-positive or false-negative critical states (i.e., states that are in Cpi but not in
Ch or vice versa), then she can decline to deploy the robot. False-negative critical
states happen, for instance, when an autonomous car does not realize that stopping
for a red light is a critical state. False-positive critical states happen, for instance,
when an autonomous car considers it critical to slow down, even if there is quite a
bit of space left to the car in front. Both false-negative and false-positive critical
states indicate that the robot has failed to learn something fundamental about the
task, and thus perhaps should not be trusted. Similarly, if the policy identifies a
true-positive critical state but is mistaken about which action is correct in that state,
then the end-user will observe that and not trust the policy as a result.
Take control
We are also interested in the case where Cpi does not have any obvious false-
positive, false-negative, or incorrect-action critical states, and the user decides to go
ahead and deploy the robot, but the robot operates with the user in the loop. At
execution time the user is able to take control from the policy whenever she deems it
necessary. Because she has already observed how the policy acts for states in Cpi, the
user is better equipped to take control from the policy when necessary, and refrain
from doing so when not necessary.
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5.2.4 Justification of Critical States
The user should have enough information based on critical states to take con-
trol when necessary at execution time. Note that at execution time, any state s
encountered by the robot must fall into one of three cases: (1) s 6∈ Ch, (2) s ∈ Ch
and s ∈ Cpi, or (3) s ∈ Ch and s 6∈ Cpi.
In case (1), the user does not consider this state to be critical, so by definition
she does not care which action the policy chooses and will refrain from taking control.
In contrast, in cases (2) and (3), the user does consider this state to be critical,
and cares about which action the policy takes. Since the user has observed (and
approved) the policy’s actions for states in Cpi, she should trust the robot in case (2).
In case (3), s is a false-negative critical state that the end-user forgot about when
approving this policy. Since this is a critical state that the policy does not know is
critical, she should take control from the policy immediately.
If the user had not been able to observe how the policy acts for states in Cpi, then
she would not be able to distinguish between when she absolutely must take control
(states in case (3)), and when she should not but may be tempted to (states in case
(2)).
5.3 Experiments
5.3.1 User Study: Impact of Critical States
We begin by investigating how human end-users draw conclusions after observing
the critical states of a policy, and how they respond to different errors (i.e., false
positives, false negatives, or incorrect actions) in these critical states. In order to
explore this in a systematic way, instead of obtaining critical states from trained
policies, we construct sets of critical states where each set has at most one error.
From this we can learn, for example, how much seeing a false-positive critical state
impacts trust, versus seeing an incorrect-action. Later, in our main user study
(Sec. 5.3.2), we expose end-users to critical states from actual trained policies.
Experiment Design
The study consists of three phases. In the query phase, we first introduce
participants to the task and ask them, for a handful of states, whether they consider
it critical to take a particular action in that state (Fig. 5.2, top row). This is to
get a sense of what Ch is across participants. In the exposure phase, we introduce
participants to a policy, for instance by showing them its critical states. Finally, in
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Figure 5.2: The query states and sets of critical states Cpi shown in our user study
for Pong. The policy controls the yellow paddle. Query states s1 through s4 are not
critical, because the paddle has plenty of time to reach the ball, whereas s5 and s6
are. The colored bars indicate which states are included in each possible Cpi. For
example, the incorrect-action Cpi contains one correct critical state (the leftmost one)
and one incorrect-action critical state (the rightmost one). The false-negative Cpi
contains one correct critical state, but is missing the second correct critical state—so
the corresponding policy would likely miss balls heading toward it from above. Each
possible Cpi contains at least one correct critical state (the leftmost one).
the test phase, we ask participants whether they would take control from the policy,
for each of the same states as in the query phase.
Domain. We chose a straightforward task with clear critical states: Pong. In
Pong, a ball bounces back and forth between two paddles, and the goal is to use
your paddle to hit the ball past your opponent’s. So states in which the ball is
headed back toward your opponent are non-critical, since it does not matter much
how you move your paddle. In contrast, states in which the ball is heading toward
your paddle and has almost reached it are critical.
Manipulated Variables. We manipulate the set of critical states Cpi shown to
the participant. We construct five options for Cpi—correct, false-negative, weak-false-
positive, false-positive, and incorrect-action—that cover all the possible problems
with a particular policy’s critical states (Fig. 5.2). In the baseline condition, instead
of showing the participant a set of critical states, we simply give them a summary
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statistic of the robot’s performance: “this policy wins in 95% of cases.” This
establishes a baseline of how much participants trust policies for Pong that are
reasonably good.
Dependent Measures. We are interested in whether observing a set of critical
states leads participants to develop appropriate trust in the policy that generated
those critical states. We measure trust in two ways: subjectively with five-point
Likert questions, and objectively with which test phase states participants choose
to take control from the policy in, and whether those are correct (i.e., in Ch and
either not in Cpi, or in Cpi but as an incorrect action). This test phase simulates
execution-time: after the end-user has already chosen to deploy the policy, and is
now supervising it.
Hypothesis.
H1. When Cpi contains false-negative, false-positive, or incorrect-action critical
states, users are less inclined to trust the policy pi, compared to if its critical states
match Ch perfectly (i.e., the correct condition).
H2. In states that are critical (i.e., in Ch), participants will take control if a policy
pi’s critical states Cpi suggest that this policy will not choose the correct action in this
state. For example, since the false-negative Cpi for Pong is missing critical states in
which the paddle needs to immediately move upward to hit the ball, this should lead
participants to take control in similar states at execution time (e.g., query state s5).
But, they should not take control at state s6, since the false-negative Cpi includes a
similar critical state and chooses the right action.
Subject Allocation. We used a between-subjects design. We ran this experiment
on a total of 72 participants across the six conditions, recruited via Amazon Mechan-
ical Turk. The average age of the participants was 31.4 (SD = 6.7). The gender
ratio was 0.32 female.
I trust this robot. I would deploy this robot. I think this robot needs my help.
0
1
2
3
4
5
ra
ti
ng
* * *
Perception Toward Robot
baseline correct weak false positive false positive false negative incorrect action
Figure 5.3: Ratings for Likert statements in Sec. 5.3.1, averaged across participants
in each condition. Higher ratings mean higher agreement.
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Figure 5.4: Participants’ yes/no responses for whether they would take control of
the policy at a particular query state (from Fig. 5.2). A ? indicates that this is a
state in which participants should choose to take control, based on the critical states
they observed. Results for s1 and s2 are omitted—people overwhelmingly chose to
not take control, regardless of which condition they were in.
Analysis
Subjective. We asked participants how much they trust the robot, whether they
would deploy it, and whether they thought the robot needed their help (Fig. 5.3).
We found a significant difference between incorrect-action and correct for all
three subjective measures (Student’s t test, p < 0.0001). However, false-positives
and false-negatives did not decrease users’ perception compared to correct (the trend
is in the right direction for the false positives). This may be because Pong is a
relatively simple domain, which makes humans more inclined to give policies the
benefit of the doubt, in terms of being able to generalize to other critical states (in
the case of the false-negative Cpi).
Objective. We also asked participants, for each of the six query states (Fig. 5.2),
a yes/no question for whether they would take control of the policy at that state
(Fig. 5.4). In the query phase, participants agreed that of the six states, only s5
and s6 are truly critical (i.e., in Ch). We see that overall, across all conditions,
participants tend to take control in these two critical states, and not in the others.
This supports our assumption that humans will tend to only take control of policies
in states that are within Ch.
However, this also indicates that participants are taking control even when it
is not necessary. For instance, users who saw the correct Cpi saw it act correctly in
states similar to both critical query states, but still almost half of users choose to
take control in that state.
On the bright side, we saw a number of trends in line with our hypothesis. First,
we do notice that for these two critical query states, users tend to be less likely to
take control after seeing correct Cpi, compared to just being told a summary statistic
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about the policy, in the baseline condition.
Second, participants in the incorrect-action condition again indicated low trust
in the robot, by choosing to take control more often, even in state s3, which is only
weakly critical. We found participants chose to take control significantly more in the
incorrect-action condition than the correct condition for s3 (Student’s t, p < 0.01)
and s5 (p = 0.05).
Third, participants who saw false-positive and false-negative critical states actually
tended to take control more often than those who saw correct ones, suggesting that
they did pick up somewhat on the problems indicated by Cpi (with weak significance,
for s5 and s6, p = 0.11).
Summary. Overall, participants responded most strongly to critical states that
reveal incorrect actions. There, they would intervene before deployment. For false
negatives, they would tend to take control away from the robot more compared to
participants who saw correct critical states. False positives only benefited from slight
improvements in how much participants would take control, though at the same time
false positives are the smallest of errors, as we discussed in Sec. 5.2.
5.3.2 User Study: Utility of Critical States
Our previous study analyzed how people respond to different errors that critical
states might reveal. In our main user study, we evaluate the utility of showing the
critical states of a policy pi against other options of exposing end-users to the policy,
in terms of establishing appropriate trust.
We train two neural network policies for a driving domain, and hypothesize that
critical states are best at helping people figure out which one is better. We train these
policies using SAC, and use Gaussian mixture policies with four components [105].
In practice, critical states in Cpi may be very similar to each other, so instead of
showing all states in Cpi to the human, we first cluster these states (with k-means++)
and then show the policy’s behavior in the most critical state from each cluster. We
take advantage of the fact that neural network policies learn hidden-layer feature
representations, and use the output of the last hidden layer as features for clustering.
Concretely, we collect 10,000 timesteps by rolling out each policy, cluster the 10%
most critical states into ten clusters, and show the most critical state from each
cluster. So, we end up showing ten critical states per policy.
Experimental Design
This study consists of the same three phases as the previous study.
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Domain. We train policies to drive in a top-down driving simulator that mimics
highway driving. The goal of the policy is to navigate down this road while passing
other, slower cars. Car dynamics follow the bicycle vehicle model [64]. The state
space consists of an indicator for which lane the robot car is currently in, its position
and heading, and the relative positions, heading, and speed of other nearby cars. The
action space is continuous and one-dimensional, in the range [−1, 1]; it corresponds
to the change in steering angle.3 The reward function encourages forward progress
and penalizes getting close to other cars, being off-center in the lane, turning, and
steering sharply.
Manipulated Variables. We manipulate two variables: how a user is exposed
to the policy, and the quality of the policy. For exposure type, we compare our
approach of showing critical states to two baselines: showing a one-minute rollout of
the policy, and showing how the policy acts in random states, rather than critical
ones. These two baselines are meant to approximate the states a user would happen
to encounter as she observes and interacts with the robot over time.
For the quality of the policy, we have a policy piA trained for 10,000 iterations,
and another policy piB that is trained for only 3,000 iterations. Both policies achieve
similar performance on the task: piA averages one crash per 700 timesteps, and
piB averages one crash per 640 timesteps.4 But piB fails in a few simple traffic
scenarios, that piA has learned to navigate successfully—including query states s5
and s7 (Fig. 5.5).
Fig. 5.5 shows a subset of the ten critical states per policy. Looking closely
at the critical states of policy piB (Fig. 5.5), we see the rightmost two states are
false-positives, whereas all the critical states of policy piA look reasonable. On average,
the critical states of policy piB are also of simpler driving scenarios, which suggests
that it may not be able to handle more challenging ones.
Dependent Measures. We keep the same dependent measures as in the previous
user study (Sec. 5.3.1), except we add two Likert questions that ask participants
more specifically about how much they trust the policy with respect to critical states,
and change the yes/no question for taking control to a five-point Likert question
where higher means more likely to take control.
Hypothesis. Showing users the critical states of a policy establishes appropriate
trust, compared to other approaches of exposing users to policies. Appropriate
trust, in this setting, means that participants trust piA over piB, both in their Likert
responses and in how often they choose to take control from the policy.
3We discretize this action space evenly into 200 possible actions, in order to compute critical
states using the learned action-value function.
4Note that since the agent can only steer, and the other cars surrounding the agent are all
driving slower than it, it will often encounter situations where crashes are inevitable.
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Query States
Critical States Critical States
Figure 5.5: The query states and a subset of the ten critical states Cpi shown in our
main user study. The policy controls the steering of the yellow car. Query states s1
and s2 are not critical, but the rest are.
Subject Allocation. We used a between-subjects design for exposure type, and
within-subjects for policy quality to reduce variance. We ran this experiment on a
total of 60 participants across the three conditions, recruited via Amazon Mechanical
Turk. The average age of the participants was 32.5 (SD = 6.7). The gender ratio
was 0.27 female.
I trust this robot. I would deploy this robot. I think this robot needs my help.
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Figure 5.6: Ratings for Likert statements in Sec. 5.3.2, averaged across participants
in each condition. Higher ratings mean higher agreement.
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This robot can handle
all possible crucial scenarios.
I agree with what this
robot thinks is crucial.
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Figure 5.7: Additional ratings for Likert statements in Sec. 5.3.2.
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Figure 5.8: Participants’ responses for whether they would take control of the policy
at a particular query state (from Fig. 5.5). Results for s1 and s2 are omitted, since
people overwhelmingly chose not to take control, regardless of which condition they
were in.
Analysis
Subjective. We see that across all five questions, users who have seen the critical
states of both policies tend to favor policy piA, the better one (Fig. 5.6, Fig. 5.7).
This trend is also visible for participants who see a one-minute rollout of each policy,
but not as consistently. In contrast, when participants see how the policy acts in
randomly-selected states, they rate policies piA and piB similarly, indicating that their
trust is incorrectly calibrated.
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We ran a two-way repeated-measures ANOVA, with exposure and policy quality
as factors and user ID as a random effect, for each item except the question on
agreement. We observe a weak interaction effect between exposure and policy quality
for the question on trust (F(2,57) = 2.37, p = 0.1). We also ran a post-hoc Tukey
HSD for each item, which confirmed the trend that participants in the critical-states
condition favor the better policy, but this was not statistically significant.
We ran a one-way repeated-measures ANOVA, with policy quality as a factor
and user ID as a random effect, for the question on agreement with critical states,
and found a significant effect (F(1,19) = 7.92, p = 0.01).
Objective. We asked participants, for each of the query states (Fig. 5.5), whether
they would take control from the policy at that state. Participants in the critical-
states condition consistently choose to take control more in the case of the worse
policy, piB. We do not see this trend in either of the two baseline conditions (Fig. 5.8).
We also see that across all critical query states (s3 through s9), participants who
saw the critical states of either policy are more likely to trust that policy and not
take control of it, compared to participants who saw either a rollout of the policy or
how it acts in randomly-selected states.
We ran a two-way repeated-measures ANOVA for the combination of participants’
responses across all seven critical query states, and find a significant effect exposure
(F(2,57) = 5.57, p = 0.006) and a significant interaction effect for exposure and
policy quality (F(2,777) = 5.30, p = 0.005). We then ran a post-hoc Tukey HSD,
which showed that when participants see the critical states of piA and piB, they take
control significantly more for policy piB (p = 0.001), but this is not true for either of
the baseline conditions.
This suggests that by showing human end-users the critical states of a policy, we
not only lead them to trust the policy more, but also enable them to appropriately
calibrate their trust for good and not-as-good policies.
5.4 Discussion
Our user studies suggest that showing the critical states of a policy is a promising
approach for not only building trust in the policy, but also for revealing whether it
is trustworthy in the first place. This can be applied to any policy trained with a
maximum-entropy-based approach.
The question is, what if a policy has incorrect critical states, but it performs very
well, at least in the training environment. Should we trust this policy? Or should we
not trust it, because the fact that it has incorrect critical states implies that it does
not truly understand the task? This is an open question for future work. Our hunch
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is that the latter is true—if a policy’s critical states do not make sense, there are
likely states (outside the training distribution) that it will not be able to generalize
to.
The primary drawback of our approach is that it places significant responsibility
and mental burden on the human end-user. For instance, we assume this end-user
has domain knowledge about the task; this is likely true for supervising a self-driving
car or robots in a factory, but might not be true for more complex tasks. In addition,
identifying false-negative critical states requires the end-user to generalize correctly
about what other states the robot considers as critical, given the ones they saw. One
way to address this limitation is to reason about how humans do this generalization,
and show the end-user how the robot acts in additional states (critical or not) to
correct their understanding.
Nonetheless, this approach of showing critical states is a step toward giving
human end-users a better chance of knowing whether or not to deploy a robot, and
when to take control during deployment.
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Part II
Transparency for Robot Learning
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Chapter 6
Nonverbal Robot Feedback for
Human Teachers
In Part I, we discussed approaches for efficiently improving humans’ mental
models of robots. Improved mental models not only helps human end-users interact
with robots more safely and comfortably, but may also improve how well humans
are able to teach robots. In this chapter, we explore how increased transparency of
what a robot has learned, improves teaching from humans.
Robots can learn preferences from human demonstrations, but their success
depends on how informative these demonstrations are. Being informative is unfortu-
nately very challenging, because during teaching, people typically get no transparency
into what the robot already knows or has learned so far. In contrast, human stu-
dents naturally provide a wealth of nonverbal feedback that reveals their level of
understanding and engagement. In this chapter, we study how a robot can similarly
provide feedback that is minimally disruptive, yet gives human teachers a better
mental model of the robot learner, and thus enables them to teach more effectively.
Our idea is that at any point, the robot can indicate what it thinks the correct next
action is, shedding light on its current estimate of the human’s preferences. We
analyze how useful this feedback is, both in theory and with two user studies—one
with a virtual character that tests the feedback itself, and one with a PR2 robot
that uses gaze as the feedback mechanism. We find that feedback can be useful for
improving both the quality of teaching and teachers’ understanding of the robot’s
capability.
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6.1 Motivation and Background
If robots are to be useful to humans, they need to do more than optimize reward
functions—they need to be able to figure out what reward functions should be
optimized in the first place. Inverse Reinforcement Learning (IRL) [12] enables
robots to infer preferences from human demonstrations. For instance, by collecting
data of human drivers, we can infer a human-like driving style [27, 59].
Traditionally, IRL is applied in settings where data is collected oﬄine from people
who have no idea that a robot is supposed to learn from this data. When it comes
to learning preferences for the purpose of assisting people—which is arguably the
goal for most robots and AI agents—there is an opportunity to explicitly involve
people in teaching the robot about what they want. It can be much more effective
for me to actively teach my robot how to organize my kitchen, for instance, instead
of having the robot collect data of me putting things away over and over again until
it eventually figures out my preferences. When I teach, I get the chance to select
examples that might be especially informative to the robot—ones that effectively
illustrate the core of my approach.
Unfortunately, effective teaching is tricky even when we teach other people. We
have to figure out what the person knows and does not know, what teaching strategy
works best for them as an individual, etc. Teaching robots is monumentally harder.
We have much poorer mental models of how robots learn compared to our mental
models of how humans do. What is more, when we teach humans we receive a great
deal of feedback from them. One traditional way we get feedback is through tests,
by asking questions to probe the learner’s understanding. More interestingly though,
human students continually provide (nonverbal) feedback to the teacher during the
teaching process itself. They look confused or bored, nod along, fidget, or gaze at
various things [107,108].
Our goal is for robots to provide similar feedback, at the same time as the
teacher is providing examples. We take a step towards that in this paper based on a
simple idea: to use the states that the teacher is in as opportunities to inform the
teacher about what the robot expects them to do, according to the robot’s current
understanding of the task. We resort to nonverbal cues (e.g., gaze) as an intuitive
and minimally-disruptive way for the robot to signal how it expects the teacher to
act next. For example, imagine teaching the robot how to organize objects in a
decluttering task (Fig. 6.1). Every time you pick up an object, the robot gazes at
where it thinks the object should go. This helps you gain a better understanding of
the robot’s current hypothesis about your preferences, which helps you figure out a
better next example to provide. It also helps you realize when the robot has finished
learning, and you can stop teaching.
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Figure 6.1: The robot uses its learned model to anticipate the teacher’s next action
(i.e., placing the object in the yellow bin) and then uses gaze to communicate its
belief to the teacher.
Our main contributions are as follows: 1) we propose a form of feedback that
robots can provide while teaching is ongoing, that consists of a prediction of the
teacher’s next action along with the confidence; 2) we provide a theoretical motivation
for why this form of feedback should improve teaching effectiveness, by introducing
an algorithmic teaching model that takes feedback into account; and 3) we test out
this feedback with real people, both in an online user study with virtual learners
and in-person with a real robot, where gaze is the feedback mechanism. We find
that feedback can improve the teacher’s estimate of the learner’s understanding,
quantifiably change the teacher’s strategy, and result in higher learner accuracy.
Results with real users support our theoretical analysis. With gaze, we find that
these effects are stronger when participants know explicitly about the feedback
they should expect—otherwise, some participants interpret gaze differently, e.g., as
acknowledgement or as purely functional.
6.2 Related Work
Improving Quality of Human Input
Teaching robots via demonstration [109] is challenging; humans may have trouble
providing useful demonstrations [51, 110] and knowing when to stop teaching [111].
Robots can take a more active role in learning, by asking for additional demonstrations
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where they are uncertain [112–115] or know information is missing [116], or by asking
clarification questions [117]. Robots can ask for different kinds of teacher input as
well—e.g., labels, feature queries, or demonstrations—to maximize usefulness [35].
However, when robots are active learners, humans lose control over the teaching
process, which can make them feel frustrated and disengaged [118,119].
We take an orthogonal approach, in which humans maintain control of teaching,
while the robot tries to be transparent about what it has learned. Transparency
enables algorithmic teaching, in which the teacher’s understanding of how the learner
learns enables her to select teaching examples that optimally teach this learner.1
Robot learners can be more transparent by demonstrating their current learned
policy [120], allowing teachers to ask questions that probe their understanding [121,
122], or showing where they succeed and fail [111]. However, these approaches require
people to stop teaching and separately test the robot. In contrast, we focus on how
robots can provide feedback at the same time as humans are teaching—similar to the
nonverbal feedback cues that human students give. This form of feedback requires
minimal context switching from the teacher and does not add to the total interaction
time. On the real robot, we implement this feedback as gaze.
Robot Gaze
Robots can use gaze to be transparent in social interactions with humans (see
Admoni and Scassellati [123] for a detailed survey). Robot gaze can also be useful in
human-robot collaboration tasks, by disambiguating referenced objects [124, 125],
communicating which action the robot is about to take [126], and influencing the
human’s actions [127].
In this work, we also use robot gaze to communicate to humans, but specifically
while the robot is learning. Thomaz and Breazeal [128] explored this for reinforcement
learning (RL) agents: when agents use gaze to communicate what action they are
about to take, humans are able to provide more informative rewards, thus speeding
up learning. However, in RL the robot acts while the person observes. When robots
instead learn from human demonstrations, the opposite is true, which makes the
robot’s learning opaque. Taking inspiration from the RL setting, we aim at having
the robot always convey what it thinks is the optimal action to take, so that the
person can adjust their demonstrations appropriately.
1Since the teacher knows the task, algorithmic teaching is typically more efficient than active
learning [33].
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6.3 Approach: Nonverbal Feedback
6.3.1 Assumptions on Robot Learning Algorithm
We focus on robot learners that infer reward functions from demonstrations
via IRL [12]. The benefit of IRL is that this underlying reward function typically
generalizes better across tasks, compared to directly learning a mapping from states
to actions, as in behavior cloning [129,130]. In addition, humans are naturally inclined
to infer the objectives of other agents [16, 19], and thus might expect robot learners
to do the same. We parameterize the reward function Rθ as a linear combination of
reward features φ(·) with weights θ,
Rθ(s, a) = θ>φ(s, a) ,
where s is the state and a is the action. There is no limitation on what these reward
features can be, so this assumption is not restrictive [59].
The robot maintains a belief b(θ) over reward function parameters. We model
humans as providing demonstrations (s, a) that are approximately optimal, according
to a Boltzmann distribution [131]. This induces the following observation model that
links human actions to the reward parameters,
p(a|s, θ) ∝ eβQ∗θ(s,a) , (6.1)
where β specifies the level of suboptimality and Qθ(s, a) is the action-value function:
the discounted sum of future rewards, after taking action a in state s and acting
optimally thereafter with respect to Rθ. As in Bayesian IRL [56], the robot uses this
observation model to update its belief over θ:
b′(θ) ∝ p(a|s, θ) b(θ) . (6.2)
6.3.2 Generating Feedback
We propose and investigate a form of feedback where at every step, the robot
communicates what it believes the optimal action is. Intuitively, this should help
human teachers understand what the robot knows and does not know as they
proceed through teaching the task, enabling them to adapt what they teach and
recognize when they can stop teaching. In addition, this form of feedback is minimally
disruptive and allows teachers to maintain control of teaching, in contrast to tests of
comprehension and active learning, respectively. We leave open the question of how
this feedback should be communicated; we experiment with movement of a virtual
avatar and gaze on a real robot.
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Feedback Target
The robot first uses its current belief over reward parameters to predict the
human’s next action,
aˆ = arg max
a
∫
θ
p(a|s, θ) b(θ) dθ , (6.3)
with the observation model from Eqn. (6.1). Based on this prediction, it determines
what the most likely next state is, i.e., where the human will go next:
sˆ = arg max
s′
p(s′|s, aˆ) . (6.4)
In a deterministic environment, this is sˆ = f(s, aˆ), with f being the dynamics. The
robot then communicates this prediction to the human teacher, for instance by gazing
in the direction of sˆ.
Feedback Speed
If the robot can control the speed of feedback (e.g., the speed at which it moves
its hand or gazes), it can use this to convey how confident it is in its prediction:
v = vmax p(sˆ|s, aˆ)
∫
θ
p(aˆ|s, θ) b(θ) dθ , (6.5)
with vmax being the maximum allowed speed.
Grounding in Our Experimental Domain
To make this more concrete, consider the domain of decluttering: objects need
to be sorted appropriately into bins, and only the human knows the correct sorting
mechanism. States are locations of objects and bins, and actions place objects
into bins. Every action a corresponds to a particular bin Ba, and we assume the
environment is deterministic; taking action a in state s means putting the object
from location s into Ba. φ(s, a) is a feature vector that consists of descriptors of
object-bin match, e.g., distance, color match, shape match, etc.
Each human action teaches the robot about the relationship between the features
and the reward, i.e., about the correct weights θ∗. Once the human has selected
an object, the robot predicts, according to its current belief, which action aˆ the
human will take next, and indicates Baˆ, for instance via gaze. Each θ assigns different
probabilities to different bins, and the robot combines all this information to compute
a confidence in its estimate of bin Baˆ, which it uses to adjust its feedback speed.
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6.4 Analysis in Theory: Why Will Feedback Help?
6.4.1 Model of Human Teachers That Incorporates Feedback
To provide a theoretical justification for feedback, we construct potential models
of human teaching that incorporate feedback, and analyze how feedback improves
teachers’ decisions. These models are based on algorithmic teaching [29, 30, 33], and
thus have two components: tracking the learner’s state (e.g., what does the learner
know), and selecting informative demonstrations based on this.
Tracking Learner State
We assume our teacher knows how the learner performs an update after every
example via Eqn. (6.2). However, the teacher is still missing information about the
learner, in particular the learner’s prior belief b0, and the feature space Θ that the
learner assumes—which may differ from the teacher’s. A sophisticated teacher is
aware of this uncertainty. At every step, she has a belief over what the robot’s belief
might be, that takes into account the robot’s learning updates, its feedback, and the
uncertainty over which prior and feature space the robot is using.
After the first time step, this teacher computes the probability of the robot’s new
belief given the robot’s feedback (x0, v0) for the object she picked up, s0, and the
action she took, a0:
p(b1|s0, a0, x0, v0)
=
∫
b0,Θ
p(Θ)p(b0|Θ)︸ ︷︷ ︸
teacher priors
p(x0, v0|b0, s0)︸ ︷︷ ︸
feedback generation
Eqn. (6.7) (6.8)
p(b1|b0, s0, a0,Θ)︸ ︷︷ ︸
robot learning
Eqn. (6.2)
dΘdb0 (6.6)
Since we assume the teacher knows how the learner performs belief updates, for
the robot learning distribution, p(b1|b0, s0, a0,Θ), the teacher places all probability
mass on the correct new belief according to Eqn. (6.2). For the feedback generation
distribution, p(x0, v0|b0, s0), we use how the robot actually generates feedback. From
x0, the teacher recovers aˆ0 = f−1(s0, x0), the action that the robot predicted, based
on inverse dynamics f−1. From there, the teacher computes the probability of that
action under the belief b0:
p(x0|b0, s0) = p(aˆ0|b0, s0) =
∫
θ
p(aˆ0|s0, θ) b0(θ) dθ . (6.7)
For v0, the teacher assigns probability based on a Gaussian around her predicted
speed for aˆ0:
p(v0|b0, s0, x0) = p(v0|b0, s0, aˆ0) = N (v0|vmax p(aˆ0|b0, s0), vvar) . (6.8)
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The teacher keeps incorporating such updates based on robot feedback for each new
demonstration. In practice, we approximate this update by initializing the teacher’s
priors p(Θ) and p(b0|Θ) with sampled learner prior beliefs b0 and possible feature
spaces Θ, and iteratively updating this set of samples with the evidence, analogous
to running a particle filter [132] (see Sec. 6.4.2 for details).
We also consider a less sophisticated teacher model, who does not account for
the uncertainty over the robot’s prior and feature space. Rather than maintaining a
belief over beliefs, this iterative teacher starts with a uniform belief over what the
robot’s reward estimate might be, and updates it at every step. First, the teacher
updates based on the feedback:
b′1(θ|s0, x0, v0) ∝ p(x0, v0|θ, s0) b0(θ), (6.9)
with the feedback probabilities computed as in Eqn. (6.7) and Eqn. (6.8), but for a
single θ. Next, the teacher shows a0 and accounts for the fact that the robot will
learn:
b1(θ|s0, a0, x0, v0) ∝ p(a0|θ, s0) b′1(θ). (6.10)
Motivated by the “win stay, lose shift” strategy in cognitive psychology [133], iterative
teachers only update if the feedback disagrees with their current belief in the learner’s
state. In other words, if the learner predicts the bin that the teacher’s maximum a
posteriori (MAP) estimate of the learner’s θ deems most likely, and the corresponding
velocity for this θMAP is within 0.05 ∗ vmax of the learner’s feedback speed, then the
teacher does not update based on this feedback. Thus, if the teacher has a perfect
model of how the learner learns, then whether the learner provides feedback or not,
the teacher would maintain the same belief over the learner’s hypothesis, and thus
teach in the exact same way. If we did not make integrating feedback conditional,
then this teacher would potentially teach worse in this situation, since the additional
feedback-based updates cause the teacher’s estimate to diverge from the true one.
Selecting Examples Based on Current Learner State
At every step, our teacher uses the tracked learner state to select the most
informative example to give next. This is the example that leads to the largest
increase in learner performance. The iterative teacher teaches:
(s∗t , a
∗
t ) = arg max
st,at
g(bt+1(θ|st, at)), (6.11)
where g(·) computes the learner’s expected performance on the task (if its belief were
bt+1) and bt+1(θ|st, at) ∝ p(at|θ, st) bt(θ), according to the learner’s learning update
via Eqn. (6.2).
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The uncertainty-aware teacher does the same, but in expectation over the robot’s
current belief and the feature space the robot uses:
(s∗t , a
∗
t ) = arg max
st,at
Ebt,Θ [g(bt+1(θ|st, at))] (6.12)
6.4.2 Impact of Feedback
We now investigate how much feedback helps for our models of human teaching.
If the teacher has a perfect model of the learner, then feedback is not necessary [30].
So, we focus on the kinds of mismatches that might occur—the learner might start
off with a bad prior, or not know the correct feature space. For these simulated
experiments, we randomly sampled N bins and O objects; each bin and object is
represented by a d-dimensional feature vector. We set N = 3, O = 50, and d = 3.
Manipulated Variables. We manipulate the teacher type: iterative, uncertainty-
aware, and random. The random teacher is a baseline, that chooses random teaching
examples rather than maximally informative ones. The learners vary along two
factors: whether they provide feedback or not (feedback versus no-feedback), and in
terms of whether the teacher-learner mismatch is none, the prior (prior mismatch),
the learner missing a feature (feature mismatch), or the learner learning a separate θ
for each bin (reward generalization mismatch, i.e., reward features are computed in
terms of only the object s, as in φ(s)).
Learner Models. In the prior mismatch condition, we bias the learner toward a
randomly-selected θ′ by setting the prior as the softmax of the distance between θs:
p(θ) ∝ eβ′ θ>θ′ , (6.13)
with β′ = 50 for a fairly strong bias. In the feature mismatch condition, the learner
ignores the last feature dimension. In other words, the set of θs that the learner
considers all have θd = 0. In the reward generalization mismatch condition, the
learner learns a separate θ for each bin. So the space of θs the learner is considering
now has dimensions B ∗ d.
For learning updates, we set β = 20 for a learner that assumes demonstrations
are close to optimal. For feedback, we set vmax = 1.0 and enforce a minimum speed
of 0.05. We sampled 1000 θs to approximate the learner’s belief.
Teacher Models. In the prior mismatch condition, the uncertainty-aware teacher
considers P +1 possible learner models, one of which is the default (i.e., uniform prior
b0); the other P are biased towards different θs, including the one that the learner is
actually biased towards. In the feature mismatch condition, the uncertainty-aware
teacher considers d+ 1 possible learner models: one with all features, and d that are
each missing a different one of the d features. Finally, in the reward generalization
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mismatch condition, the uncertainty-aware teacher considers two possible learner
models, one of which has reward features φ(s, a) that depend on both the object and
bin, and the other of which has reward features φ(s) that depend only on the object.
We assume uncertainty-aware teachers start off believing that the learner likely has
a uniform prior b0, considers all d features, and uses reward features φ(s, a)—so we
set the teachers’ priors (i.e., p(b0|Θ) and p(Θ)) to place equal probability on all of
the models, except ten times more probability on this most-likely learner model. For
teacher updates, we assume vvar = 0.0025.
Learner Performance. We measure learning performance with expected soft
classification error,
g(bt(θ)) = Eθ∼bt(θ)
[
1
|S|
∑
s∈S
p(a∗(s)|s, θ)
]
, (6.14)
where a∗(s) = argmaxaRθ∗(s, a) denotes the correct bin to place the object in.
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learner performance (6.14).
Standard error bars are across
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Analysis. As one might expect, we found that
feedback has different effects, depending the teacher-
learner mismatch and whether the teacher does iter-
ative or uncertainty-aware updates. We found two
main positive effects: feedback allows the teacher to
1) select more effective teaching examples, and 2)
track the capabilities of the learner more accurately.
Feedback leads to more effective teaching for only
the prior mismatch condition (Fig. 6.2). Uncertainty-
aware teachers very quickly narrow down which
learner model is correct, and are able to nearly-
perfectly estimate the learner’s performance (Fig. 6.3).
This makes the potentially strong assumption that the
uncertainty teacher’s possible learner models contain
the true one. This is reasonable though, in the case of
feature mismatch and interpretable reward features,
because then the teacher could just be reasoning over
the power set of features.
In the features mismatch and reward generaliza-
tion mismatch conditions, the learner cannot actually
learn the task because it is reasoning over the incorrect space of θs, but there is still
a benefit to the teacher estimating the learner’s performance correctly: they have a
better idea of when to stop teaching (i.e., when their estimated performance stops
increasing), and they have a more accurate estimate of the learner’s performance at
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Figure 6.3: With feedback, iterative and uncertainty-aware teachers (orange) can track
the learner’s state accurately for most mismatch conditions. In contrast, teachers
significantly overestimate learner performance when there is no feedback. Standard
error bars are computed from 100 trials with ten random teaching sequences each.
The y-axis is the teacher’s estimate of learner performance minus true performance
(6.14); the x-axis is the number of teaching examples.
the end of training. They also have a better chance of identifying which feature(s)
the learner is missing, which gives them a better idea of the learner’s capabilities for
future tasks.
Summary. Our analysis on algorithmic-teaching-based human models suggests that
feedback helps teachers. When the learner can learn the task, feedback makes it
easier for teachers to select effective teaching examples. Feedback also improves the
teacher’s estimate of the learner’s capabilities, so when the learner cannot learn the
task, feedback enables users to realize this.
6.5 Analysis in Practice: Feedback Helps
We next investigate whether real human teachers also benefit from feedback. In
this section, we test the benefits of the feedback itself with virtual learners that
explicitly predict the teacher’s action with varying confidence. In the next section,
we test whether these benefits still exist when the feedback is realized through gaze
on a real robot.
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Figure 6.4: Amazon Mechanical Turk teaching interface, where correct object-bin
pairings are visualized (left, bin 3), and learners’ feedback explicitly signals their
prediction (right).
6.5.1 Design
We recruited 87 participants (ages 22-71, 41% female) on Amazon Mechanical
Turk (AMT) to teach a decluttering task to an agent. Participants demonstrated
correct object-bin pairings to the agent; we instructed them to give as few teaching
examples as possible while still ensuring that the agent learns the correct sorting
rules. The decluttering setup (Fig. 6.4) consisted of three numbered bins surrounded
by two rings of objects, with the following sorting rules: 1) an object lying on an
inner ring belongs to the closest bin, and 2) an object lying on an outer ring belongs
to the bin with the same shape as it.
Users clicked on the object they wanted to demonstrate, and it would be moved
into the correct bin. When feedback was activated, the learner avatar would move
toward its best guess for the corresponding bin and declare that it thought the object
belonged there (Fig. 6.4, bottom). Then the object would be moved to its bin, and
the learner would acknowledge whether they were mistaken.
Manipulated Variables. We manipulated the feedback : no feedback from the
learning agent, full feedback that indicates the learner’s best-guess bin with variable
speed corresponding to its confidence level, or partial feedback to indicate the best-
guess bin with a fixed speed. We also manipulated learner prior belief : a uniform
prior over all weights in the teacher’s feature space Θ, a biased prior over Θ, or a
uniform prior over weights in a mismatched feature space different from the teacher’s.
We did not conduct the 3 by 3 factorial—instead, we analyze the impact of prior
condition separately from the impact of partial feedback, since we did not hypothesize
6.5. ANALYSIS IN PRACTICE: FEEDBACK HELPS 101
any interactions there. We thus did a 2 by 3 study with full feedback and no feedback,
and only tested the partial feedback on the prior belief condition.
Implementation Details. We generated 1024 θs for the learner to reason over,
including those that corresponded to conceptually intuitive sorting rules (e.g., objects
belong to bins with their same shape). In the uniform prior case, the belief was
uniform over these θs, and in the biased prior case, the learner heavily preferred
sorting all objects into their closest bin. In the mismatched features condition, we
removed the shape dimension feature in the learner’s belief space.
Dependent Measures.
Objective. We measure the learner performance (6.14) throughout teaching. We
record the teaching sequence length and measure proxy metrics for teaching strategy,
e.g., the proportion of objects demonstrated from each ring.
Subjective. We also ask open-ended and Likert scale questions about the confidence
of the teacher in the learner’s understanding, their ability to track the learner’s
progress, the helpfulness of feedback, and the effects of feedback on teaching.
Combined. In addition, we compute a mental model discrepancy metric [119]: the
human’s Likert estimate of the robot’s understanding of a sorting rule (scaled to the
0-1 range), minus the learner performance for objects classified by that rule.
Hypotheses. We hypothesize that for all learner prior conditions, H1: Feedback
will allow the teacher to better track the learner’s progress and understanding, H2:
The teacher will adapt their strategy according to their improved estimate of learner
capabilities, and H3: This adjustment, enabled by feedback, will ultimately result
in increased learning performance.
Subject Allocation. Participants were randomly allocated between-subjects across
the learner prior conditions. Full versus no feedback was within-subjects, to ensure
a direct comparison, since people may have significantly different teaching strategies
and capabilities. With no feedback, teachers had to make up a plan and execute open-
loop. With feedback, they could adjust this plan based on what they found out about
the learner via feedback. Because of this, we put the open-loop plan first—if users
were able to see the feedback first, they would keep the robot’s limitations in mind
even for the open-loop case, which could bias the results. To ensure understanding
of both the interface and the sorting rules, participants completed a practice task
different from the main teaching task, and had to pass a quiz on the sorting rules
before teaching.
6.5.2 Results
H1: Feedback improves tracking of robot understanding. In learner prior
conditions with high mental model discrepancy at the end of teaching without
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Figure 6.5: Discrepancy in teacher’s belief of actual (final) learner ability to sort
inner and outer ring objects is lower in the presence of feedback. Lower magnitude
is better; positive values mean that the teacher overestimates the learner capability,
and negative values mean they underestimate. (**) indicates p < 0.005 and (***)
p < 0.0005.
feedback, adding feedback reduces this discrepancy (Fig. 6.5). A 2 by 3 factorial
repeated-measures ANOVA with feedback and prior belief as factors showed a
significant interaction effect on both outer (F (2, 84) = 19.78, p < .0001) and inner
(F (2, 84) = 4.51, p = 0.013)) ring mental model discrepancy. The post-hoc Tukey
HSD found that feedback significantly decreases discrepancy in the uniform prior
condition for both the outer (p = 0.001) and inner (p = 0.002) ring rules, and in the
missing feature condition for outer (p < 0.0001). Subjective Likert responses also
support this hypothesis; see the analysis at the end of this section for details.
H2: Feedback changes teaching strategy. In the biased prior and the missing
feature conditions, feedback leads teachers to demonstrate more outer-ring objects
(Fig. 6.9); an ANOVA found a significant main effect for feedback on this measure
(F (1, 85) = 31.49, p < .0001). This is reasonable: in both conditions, the learner has
trouble learning the outer ring rule, participants give more teaching examples: an
ANOVA on the teaching sequence length found an interaction effect between the
feedback and learner mismatch (F (2, 63) = 6.613, p = .0025). A post-hoc Tukey HSD
found that the number of teaching examples is significantly higher for the missing
feature case when people receive feedback—they persist in teaching the learner the
outer ring rule, until they finally realize it is impossible.
H3: Feedback improves learning performance. Feedback during teaching
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leads to improved learner performance in the biased prior case (Fig. 6.6), in line
with our results on ideal teacher models (Sec. 6.4). We ran a 2 by 3 factorial
repeated-measures ANOVA on final learner performance with feedback and prior
belief as factors, and number of examples as a covariate. We found a significant
interaction effect between feedback and prior belief (F (2, 1925) = 29.74, p < .0001).
A post-hoc Tukey HSD found that feedback significantly improves performance for
the biased prior case, significantly decreases it for missing feature, and makes no
difference for uniform prior. Since the learner cannot learn the task at all in the
missing features condition, it is more important that the teacher recognizes the
robot’s learning limitations—which feedback does help with.
We found no significant differences between full versus partial feedback in terms
how effective teachers were (i.e., final learning performance), the proportion of
demonstrated objects from the outer ring, and the number of teaching examples
shown. However, learners with partial feedback do tend to overestimate learner
performance for the outer ring rule (Fig. 6.5), possibly because they assume the
learner is consistently confident in its prediction.
Analysis of Likert Responses
We ran a two-way repeated measures ANOVA on each of the subjective measures
(i.e., Likert questions) with the feedback and prior belief as factors. The full details
are reported in Table 6.1. For clarity, shorthand for the questions will be used (full
questions can be found in Table 6.1.
Tracking robot understanding. In the uniform prior condition, when the learner
is able to learn both the inner and outer ring sorting rules, participants’ subjective
Likert responses indicate that when they were given feedback, they were significantly
more confident that the learner learned correctly (Fig. 6.7, inner and outer). A
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Figure 6.7: Likert scale responses from the AMT study, in which users taught learners
with and without feedback. (*) indicates p < 0.05, (**) indicates p < 0.005 and (***)
indicates p < 0.0005. The full Likert statements can be found in Table 6.1.
post-hoc Tukey HSD found a significant difference between feedback and no feedback
for both inner (p = 0.004) and outer (p = 0.004).
Similarly, in the missing feature condition, when the learner is not able to learn
the outer ring rule, participants who received feedback were more aware of this; a
post-hoc Tukey HSD found a significant difference between feedback and no feedback
for outer (p = 0.0003).
Across all prior belief conditions, participants found it overwhelmingly easier to
recognize what the learner does not understand; the ANOVA found a significant
main effect for feedback for doesn’t. Participants also generally found it easier to
recognize what a learner understands; a post-hoc Tukey HSD found a significant
difference between feedback and no feedback for the uniform prior (p < 0.0001) and
partial feedback (p < 0.0001) conditions.
User satisfaction. For happy, a post-hoc Tukey HSD found a significant difference
between feedback and no feedback for the missing feature condition (p = 0.0011).
This makes sense, because when feedback was given in the missing feature condition,
participants were clearly aware that the robot was unable to learn the task, despite
6.5. ANALYSIS IN PRACTICE: FEEDBACK HELPS 105
Table 6.1: ANOVA Results for AMT Study Likert Questions.
Statement Effect F-score p-value
Inner: “[Learner] correctly learned the rule
that if an object lies in an inner ring, it
belongs to the closest bin” interaction F (3, 83) = 7.99 p < 0.0001
Outer: “[Learner] correctly learned the rule
that if an object lies in an outer ring, it
belongs to the bin with the same shape” interaction F (3, 83) = 14.12 p < 0.0001
Informative: “I found it easy to choose
informative teaching examples for [Learner]” none N/A N/A
Stop: “It was easy to know when to stop
teaching [Learner]” none N/A N/A
Knows: “It was easy to tell what [Learner]
knows about the task rules” interaction F (3, 83) = 3.89 p = 0.01
Doesn’t: “It was easy to tell what [Learner]
doesn’t know about the task rules” interaction F (1, 83) = 87.7 p < 0.0001
Happy: “I would be happy to teach [Learner]
again” interaction F (3, 83) = 6.14 p = 0.0008
their efforts to teach it.
Full versus partial feedback. An ANOVA on each of the subjective measures
with the feedback level as a factor (full feedback versus partial feedback) found
significant differences between the partial and full feedback condition for only the stop
(F (1, 47) = 8.43, p = 0.0059) and happy (F (1, 47) = 5.57, p = 0.02) questions. The
average for the partial feedback condition was higher in both cases. We hypothesize
that this is because participants found the partial feedback (with constant speed) to
be easier to reason about. This suggests that there is a need for investigating other
mechanisms for expressing feedback confidence.
Summary
Overall, our results with human teachers were remarkably similar to what we
saw in simulation with our teacher model: 1) feedback helped in the biased prior
condition; and 2) although feedback did not help in the uniform prior or missing
feature conditions, it helped reduce discrepancy between the teacher’s model of the
learner and the actual learner.
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Figure 6.8: Real-world experiment flow (from left to right): the participant 1) selects
the object to demonstrate, 2) picks it up and shows it to the PR2, 3) observes the
PR2’s gaze feedback, and 4) places the object in the correct bin.
6.6 Analysis in Practice: Robot Gaze
In the real world, gaze cues are more natural and less disruptive than explicit
communication. We conducted an in-person study with a PR2 robot, to investigate
whether more subtle gaze feedback cues are indeed interpretable and usable by
humans. Thus, participants were not told beforehand of the purpose of the robot’s
gaze patterns.
6.6.1 Design
We replicated the virtual interface in a real-world decluttering task, using the
same object-bin layout. Instead of a virtual learner that explicitly moves to its
best-guess bin, in this study a PR2 robot relies only on gaze for feedback, changing
its head orientation at varying speeds (Fig. 6.8).
We chose to only test the biased prior condition, because this is where feedback
has the largest positive impact on learner performance—for both ideal teacher models
and human teachers of virtual learners that provide feedback explicitly. We maintain
the same hypotheses from the AMT study.
We recruited 17 users (ages 18-26, 47% female) from the general student popula-
tion of our university—a limitation we discuss in Sec. 6.7. Each taught the PR2 the
same task twice: first with no feedback, and then with gaze feedback. Participants
were told that the robot was reset between the two tasks, so they would not assume
the agent retained knowledge from previous demonstrations.
6.6.2 Results
Nine participants realized the gaze was related to the robot’s belief of the sorting
rule. The others misunderstood the robot’s gaze as either observing where the
demonstrated object was selected from or an acknowledgement of its understanding
(since its gaze at the bin in front resembles a nod).
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We thus report findings separately
for those who understood the true in-
tent of the gaze (G1) and those who did
not (G2). For G1, feedback indeed im-
proves learner performance (Fig. 6.6). A
repeated-measures ANOVA confirmed this
(F (1, 8) = 9.53, p = .01). Feedback
also increases the proportion of examples
from the outer ring, as in the AMT study
(Fig. 6.9). A repeated-measures ANOVA
on the proportion of outer ring objects
found a significant main effect for feed-
back (F (1, 8) = 9.25, p < .02). None of this is true for G2. Moreover, virtually no
participants were aware of the variations in speed of the robot’s head motion, which
suggests that more natural gaze patterns (e.g., modulating acceleration) or more
noticeable gaze pattern differences should be explored.
6.7 Discussion
Summary. We find that our proposed form of nonverbal robot feedback, predicting
the teacher’s next action, helps improve the teacher’s effectiveness and mental model
of the learner. Findings in practice echo those from our algorithmic teaching model.
We also find communicating confidence does not help significantly in practice, and
about half of users do not naturally interpret gaze as the intended form of feedback.
Limitations and Future Work. Our work is limited in several ways. The main
limitation is that our experiments are on a relatively simple, non-sequential task.
In the real world, for more complex tasks with larger action spaces, gaze may have
less communicative power; investigating effective combinations of gaze and other
feedback channels is a promising future direction. In addition, due to the small and
biased sample, the results of our study with gaze on the PR2 should be interpreted
as trends. Further work is necessary to explore the viability of gaze as a feedback
mechanism, e.g., explicitly explaining to users the purpose of gaze, or making the
gaze itself more human-like.
Finally, the form of feedback we study only improves learning when the learner
can learn the task, but the teacher’s model of the learner is not perfect (e.g., a
mismatched prior). However, even when the task is not learnable, this form of
feedback is still important in helping teachers recognize the robot’s limitations and
correctly estimate its (lack of) learning.
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Chapter 7
Conclusion
It is important for human end-users to have accurate mental models of the robots
they interact with, to ensure safe and seamless interactions. Unfortunately, this
process typically takes a while, since it depends on which situations the human gets
to interact with or observe the robot in, and this is left up to chance.
The research in Part I shows it is possible to speed up how long it takes end-users
to form accurate mental models. Our key insight is that a robot’s actions influence
not just the physical world, but also what a person thinks about it. Thus, robots
have the opportunity to give informative examples of behavior that are especially
useful for improving end-users’ mental models.
In Chapter 2, we introduced a framework for selecting informative examples,
by framing the problem as an MDP over the human’s belief, in which the robot
is rewarded for giving examples of behavior that bring the human’s belief closer
to the true robot model. The human’s belief could concern a robot’s objectives,
the dynamics constraints it is subject to, and/or its policy. Each of these assists
with different goals of transparency. Knowing a robot’s objectives helps users
anticipate what this robot will do, even in novel scenarios (Chapter 3); additional
understanding of a robot’s dynamics constraints enables users to understand why
it failed (Chapter 4); and understanding a robot’s policy enables users to decide in
which situations to trust the robot or not (Chapter 5).
Accurate mental models of robots not only make human-robot interaction more
safe and seamless, but also help humans teach robots more effectively. Part II found
that even a simple form of feedback from the robot, predicting the human teacher’s
next action, helps human teachers both better estimate the robot’s capabilities and
select more effective examples for teaching it (Chapter 6).
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Future Directions
A main challenge of this work is that we do not know the true transition function
of the MDP, i.e., how humans update their belief about the robot given observations
of its behavior. In practice, the choice of the human model H can have a significant
impact on the informativeness of examples for actual humans (Chapter 3). Thus,
a promising direction for future work is to make the communication process more
interactive—while the robot shows examples of its behavior, it should also be
estimating what the human’s current mental model of it is, so that it can use this to
refine which future examples of behavior it shows. This is analogous to Chapter 6,
in which we showed that when (human) teachers do not have a perfect model of
how the (robot) learner learns, feedback from the learner helps teachers select more
effective teaching examples.
A robot has the most flexibility for showing informative examples when it not
only has control over its own trajectory, but also over the layout of its environment.
Allowing for the latter typically requires showing these examples via a simulator,
since it is often impossible for a robot to arrange its environment in the physical
world (e.g., setting a particular configuration of nearby cars, pedestrians, and traffic
signals). Then the realism of the simulator directly impacts the accuracy of the
mental models that people form. It would be worthwhile to study how well people are
able to apply the mental model they form of the robot in simulation, to interactions
with the real robot. Effective transfer may require using more realistic simulators
than, for example, the simple top-down driving simulators that we used for our
experiments in Chapter 3 and Chapter 4.
Finally, the works in this thesis all use motion as the robot’s communication
channel, since humans naturally draw conclusions about robots based on their
motions, and motions are more precise. A natural extension is to combine this
with other communication modalities, such as speech and visualization, that have
complementary strengths compared to motion—speech is not as precise but is more
concise, and visualizations are longer and less natural to process but can be more
rich.
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