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Abstract 
For the multisensor system with unknown model parameters and noise variances, based on the system 
identification method, the online information fusion estimators of model parameters and noise variances can be 
obtained. Substituting them into the optimal fused Wiener filter weighted by scalars for components, a self-tuning 
information fusion Wiener filter weighted by scalars for components is presented. By the dynamic error system 
analysis (DESA) method and the dynamic variance error system analysis (DVESA) method, it is rigorously proved 
that the proposed self-tuning Wiener fuser converges to the optimal fusion Wiener fuser in a realization, so that it has 
asymptotic optimality. A simulation example applied to signal processing shows its effectiveness. 
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1. Introduction 
Multisensor data fusion systems are now widely used in various areas such as sensor networks, robotics, 
video and image processing, and intelligent system design. A lot of results have presented for multisensor 
information fusion Wiener filter, but most of them are for the systems with known model parameters and 
noise variances. However, in many applications, the model parameter and noise variances are completely 
or partially unknown. The filter for the system with unknown model parameters and/or noise variances is 
called self-tuning filtering [1]. Several self-tuning fusion Wiener filters were presented only for systems 
with independent white noises by using the modern time series analysis method [2,3,4] or Kalman filter- 
ing method [5]. But there are few papers for the multisensor system with colored noise.  
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The convergence analysis method of the self-tuning Kalman or Wiener fuser has been proved in [6, 7], 
which is called dynamic error system analysis (DESA) method, and a new concept of convergence in a  
realization was presented in [6, 7], which is weak than the convergence with probability one.  
In this paper, using the classical Kalman filtering method, the self-tuning information fusion Wiener 
filters weighted by scalars for components is presented for the multisensor systems with partially unkno- 
wn model parameters and noise variances. The convergence of self-tuning Wiener fuser was proved by 
the dynamic error system analysis (DESA) method, i.e. the self-tuning information fusion Wiener filter 
converges to the optimal information fusion Wiener filter in a realization, so it has asymptotic optimality. 
2. Optimal fusion Wiener filter weighted by scalars for Components 
Consider the multisensor linear discrete-time stochastic system  
( 1) ( ) ( ) ( ) ( )x t Φ x t Γ w tθ θ+ = +                                                                                                            (1) 
)()()( tvtxΗty iii += ,  Li ,,2,1 L=                                                                                                         (2) 
where t is the discrete time, nRtx ∈)( , imi Rty ∈)( , rRtw ∈)( and imi Rtv ∈)(  are the state, measurement, the 
input noise and measurement noise of the thi  sensor subsystem, respectively. The transition matrixΦ and 
input matrix Γ contain an unknown parameter matrix qpRθ ×∈ . When θ  is known, we denote ΦΦ =)(θ , 
ΓΓ =)(θ . 
Assumption 1 )(tw and )(tvi  are uncorrelated white noises with zero mean and variances Q  and iR . 
Assumption 2 Each unknown element of Φ  is a continuous function with respect to θ . When θ  is kn- 
own, Φ  is non-singular, ),( iHΦ is a completely observable pair, ),( ΓΦ  is a completely controllable pair. 
Assumption 3 The matrices iH are known, but the parameter vector θ  is unknown, and the noise 
variances Q  and iR ( 1,2, , )i L= L are completely or partially unknown. 
Assumption 4 The measurement data )(tyi (a realization of measurement stochastic process )(tyi ) are 
bounded for t . 
When the model parameters and noise variances are known, the local optimal Wiener filter )|(ˆ ttxi of 
)(tx for sensor i ),,2,1( Li L= are given by Lemma 1. 
Lemma 1[8]. For the multisensor system (1) and (2) with Assumption 1-3, and with known model 
parameters and noise variances, the thi sensor subsystem has the local Wiener filter  
1 1ˆ( ) ( | ) ( ) ( )i i i iq x t t K q y tΨ − −= , Li ,,2,1 L=                                                                                          (3) 
1 1( ) adj( )i n fi fiK q I q KΨ− −= −                                                                                                              (4) 
1 1( ) det( )i n fiq I qΨ Ψ− −= −                                                                                                                   (5) 
( )fi n fiΨ I K H Φ= −                                                                                                                             (6) 
Τ Τ 1( )fi i i iK Σ H HΣ H R
−= +                                                                                                                 (7) 
where the prediction error variance matrice iΣ  satisfy the optimal Riccati equations 
Τ Τ 1 Τ Τ[ ( ) ]i i i i i i i i i iH H H R H QΣ Φ Σ Σ Σ Σ Φ Γ Γ−= − + +                                                                       (8) 
The local filter error cross-covariances TΕ[ ( | ) ( | )]ij i jP x t t x t t= % % , Lji ,,2,1, L= , with 
)|(ˆ)()|(~ ttxtxttx ii −= , satisfy the Lyapunov equation 
T T T[ ] [ ] ,ij fi ij fj n fi i n fj jP P I K H Q I K H i jΨ Ψ Γ Γ= + − − ≠                                                                     (9)     
with the definition ii iP P= . 
Lemma 2[8]. For the multisensor system (1) and (2) with the Assumptions 1 and 2, the optimal  
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information fusion Wiener filter 0ˆ ( | )x t t  weighted by scalars for components is given by 
0
1
ˆ ˆ( | ) ( | )
L
i i
i
x t t x t tΩ
=
= ∑                                                                                                                       (10) 
1diag( , , )i i inΩ ω ω= L  
where the optimal scalar weighting coefficient vectors iΩ are given by 
[ ] T 1 1 T 11 , , [ ( ) ] ( )ii iii Li e P e e Pω ω − − −=L , ni ,,1 L=                                                                       (11) 
where ]1,,1[T L=e , and the LL×  matrix iiP  is defined as ( ),ii iikjP P= Ljk ,,1, L= . 
Defining the trace of fused error variance 0P  as 
0 0
1
tr
n
i
i
P P
=
= ∑                                                                                                                                       (12) 
and we have the accuracy relation that 0tr tr , 1, ,iP P i L≤ = L . 
3. Self-tuning fusion Wiener filter weighted by scalars for components 
When model parameters and noise variances are unknown, substituting estimators into the optimal 
fusion Wiener filter will yield the self-tuning fusion Wiener filter. It consists of the following steps: 
Step 1.  Applying the system identification algorithm [9] (for example, the recursive instrumental 
variable (RIV) algorithm, the recursive extended least square (RELS) algorithm),the correlated method 
[10], the information fusion estimators of model parameters and noise variances )(ˆ tθ , ˆ ( )Q t and ˆ ( )iR t  
( 1, , )i L= L  at time t can be obtained. And the estimators )(ˆ tθ , ˆ ( )Q t  and ˆ ( )iR t  are consistent, i.e. 
ˆ ˆ ˆ( ) , ( ) , ( )i it Q t Q R t Rθ θ→ → →  as ,∞→t  i.a.r   
Step 2. Substituting estimators )(ˆ tθ , ˆ ( )Q t  and ˆ ( )iR t  into (3)-(7) yields the self-tuning local Wiener 
filter as  
1 1ˆ ˆˆ( ) ( | ) ( ) ( )si i i iq x t t K q y tΨ − −=                                                                                                           (13)                      
In Lemma 1,Φ ,Γ , Q and ( 1, , )iR i L= L are replaced by )(ˆ tΦ , )(ˆ tΓ , ˆ ( )Q t  and ˆ ( )iR t , respectively. 
And the estimators )1|(ˆ −ttiΣ satisfy the self-tuning Riccati equations 
Τ Τ 1 Τˆˆ ˆ ˆ ˆ ˆ ˆ ˆ( 1| ) ( )[ ( | 1) ( | 1) ( ( | 1) ( )) ( | 1)] ( )i i i i i i i i i it t t t t t t H H t t H R t H t t tΣ Φ Σ Σ Σ Σ Φ−+ = − − − − + −  
Τˆˆ ˆ( ) ( ) ( )t Q t tΓ Γ+                                                                                                            (14) 
with the definition ))(ˆ()(ˆ tt θΦΦ = , ))(ˆ()(ˆ tt θΓΓ = . The local filter error cross-covariances satisfy the 
self-tuning Lyapunov equations 
T T Tˆˆ ˆ ˆ ˆ ˆ ˆ( | ) ( ) ( 1 | 1) ( ) [ ( ) ] ( ) [ ( ) ] ,ij fi ij fj n fi w n fjP t t t P t t t I K t H Q t I K t H i jΨ Ψ Γ Γ= − − + − − ≠                      (15)     
with the definition ˆ ˆ ˆ( ) [ ( ) ] ( )fi n fit I K t H tΨ Φ= − , T T 1ˆ ˆˆ ˆ( ) ( | 1) ( ( | 1) ( ))fi i i iK t t t H H t t H R tΣ Σ −= − − + . 
Step 3. Applying (9) and (11), the estimates ˆ ( )i tΩ  and ˆ ( )ijP t | t  can be obtained. The self-tuning fusion 
Wiener filter is given by 
0
1
ˆˆ ˆ( | ) ( ) ( | )
L
s s
i i
i
x t t t x t tΩ
=
= ∑                                                                                                                  (16)                      
The above three steps are repeated at each time t. 
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4. Convergence analysis of the self-tuning fusion Wiener filter  
Theorem 1  For the system (1) and (2) with the assumptions 1-4, the self-tuning fusion Wiener filter 
weighted by scalars for components converges to the optimal fusion Wiener filter  in a realization, i.e. 
0 0ˆ ˆ[ ( | ) ( | )] 0,
sx t t x t t− →  as ,∞→t  i.a.r                                                                                           (17) 
Proof.  According to [11], it can be proved similarly that ˆ( ( 1 | ) ) 0,i it tΣ Σ+ − →  as ∞→t , i.a.r. 
Applying the dynamic variance error system analysis(DVESA)method[10], it can be proved the 
ˆ ( | )ij ijP t t P→ , as  ,∞→t  i.a.r. Hence, we have that ˆ ( )fi fiK t K→ , ˆ ( )fi fitΨ Ψ→ , as  ,∞→t  i.a.r. It can 
be obtained that 
1 1 1 1ˆ ˆ( ) ( ), ( ) ( )i i i iq q K q K qΨ Ψ− − − −→ → , as  ,∞→t  i.a.r.                                                                (18) 
Denote ˆ ˆ( ) ( | ) ( | )si i it x t t x t tδ = − , 1 1 1 1 1 1ˆ ˆ ˆ ˆ( ) ( ) ( ), ( ) ( ) ( )i i i i i iq q q K q K q K qΨ Ψ ΔΨ Δ− − − − − −= + = + .  From (18), 
we have that 1 1ˆ ˆ( ) 0, ( ) 0,i iq K qΔΨ Δ− −→ →  as  ,∞→t  i.a.r. Subtracting (3) from (13), and yields the 
dynamic error system  
1( ) ( ) ( )i i iq t u tΨ δ− =                                                                                                                           (19) 
1 1ˆ ˆˆ( ) ( ) ( | ) ( ) ( )si i i i iu t q x t t K q y tΔΨ Δ− −= − +                                                                                        (20) 
Since fiΨ  is a stable matrix [12], from (5), 1( )i qΨ − is a stable polynomial. Applying (18) and the Assum- 
ption 4, yields 1ˆ ( ) ( )i iK q y t
− is bounded. Applying the dynamic error system analysis (DESA) method [10] 
to (13) yields that ˆ ( | )six t t  are bounded. Hence we have ( ) 0,iu t →  as ∞→t , i.a.r.   Further, applying 
DESA method to (19) yields ( ) 0,i tδ →  as ∞→t , i.a.r.           
Setting ˆ ˆ( ) ( ),i i it tΩ Ω ΔΩ= + Li ,,2,1 L= . From (17), we can yield ˆ ( )i itΩ Ω→ , as  ,∞→t  i.a.r. 
Further, we have that ˆ ( ) 0i tΔΩ → , as ∞→t , i.a.r.  Subtracting (10) from (15) yields       
0 0
1 1
ˆˆ ˆ ˆ ˆ ˆ( | ) ( | ) [ ( | ) ( | )] ( ) ( | )
L L
s s s
i i i i i
i i
x t t x t t x t t x t t t x t tΩ ΔΩ
= =
− = − +∑ ∑                                                        (21) 
Applying the boundedness of ( | )ijP t t , we have that iΩ  is bounded. Applying ( ) 0,i tδ → ˆ ( ) 0i tΔΩ → , 
and the boundedness of iΩ  and ˆ ( | )six t t , yields that (16) holds. 
5. Simulation example   
Consider the multisensor single channel autoregressive (ARMA) signal with colored measurement 
noise 
1 2 1
1 2 1(1 ) ( ) (1 ) ( )a q a q s t c q w t
− − −+ + = +                                                                                              (22)         
  ( ) ( ) ( ) ( ), 1, ,3i iy t s t t e t iη= + + = L                                                                                                  (23) 
1 2
1 2 1(1 ) ( ) (1 ) ( )p q p q t r tη ξ− −+ + = +                                                                                                  (24) 
where ( )s t is the signal, ( )iy t  is the measurement of the thi sensor, )(tw , )(tξ and ( )ie t are independent 
white noises with zero mean and variances 2wσ , 2ξσ and 2eiσ , respectively ,and )(tη  is a colored noise. 
Assume 1 2, ,a a 1,c
2
wσ  are unknown. In simulation we take that 2 2wσ = , 2 0.03ξσ = , 1 21.8, 0.81a a= = , 
1 0.7,r = − 1 0.6,c = 1 21.3, 0.4p p= − = , 21 0.01eσ = , 22 0.03eσ = , 23 0.05eσ = . The aim is to obtain self- 
tuning fused signal Wiener filter )|(ˆ0 tts s . 
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Setting ( ) ( 1)w t w t= − , the signal system (22) has the state space model with the companion form 
( 1) ( ) ( )t A t Cw tα α+ = +                                                                                                                    (25)                      
)()( tHts αα=                                                                                                                                    (26)                      
where 1
2
1
0
a
A
a
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
,
1
1
C
c
⎡ ⎤= ⎢ ⎥⎣ ⎦
, [ ]1 0Hα = . 
Setting ( ) ( 1)t tξ ξ= − , and the system (24) has the state space model with the companion form 
( 1) ( ) ( )t P t Q tβ β ξ+ = +                                                                                                                   (27)  
)()( tHt βη β=                                                                                                                                    (28)  
where 1
2
1
0
p
P
p
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
,
1
1
,Q
r
⎡ ⎤= ⎢ ⎥⎣ ⎦
[ ]1 0Hβ = . 
Introducing the augmented state [ ]( ) ( ); ( ) ,x t t tα β=  augmented input noise ( ) ( ); ( ) ,t w t tω ξ⎡ ⎤= ⎣ ⎦  and 
augmented measurement noise ( ) ( )i iv t e t= .Then the augmented system is given as 
( 1) ( ) ( )x t Φx t Γ tω+ = +                                                                                                                     (29)                      
( ) ( ) ( )i iy t Hx t v t= +                                                                                                                           (30)                      
)()( txHts s=                                                                                                                                      (31) 
where   ,
0
0
⎥⎦
⎤
⎢⎣
⎡=
P
A
Φ ⎥⎦
⎤
⎢⎣
⎡=
Q
C
0
0Γ , H H Hα β⎡ ⎤= ⎣ ⎦ , [ ]0sH Hα= .    
Noting ( )tω  and ( )iv t  are uncorrelated white noises with zero mean and variance matrices Qω and 2ijvσ , 
2
2 2 2 T
2
0
, , 0, E[ ( ) ( )] 0
0
w
vi ei vij i iQ s t v tω
ξ
σ σ σ σ ωσ
⎡ ⎤= = = = =⎢ ⎥⎢ ⎥⎣ ⎦
. 
Using the recursive instrumental variable (RIV) algorithm [13], and the correlation method, the fused 
estimators of unknown model parameters and noise variances can be obtained. The simulation results are 
shown in Fig.1-Fig.4. Fig.1-Fig.3 verify the consistence of estimators of the model parameters and noise 
variances, where the straight curves denote the true values, the solid curves denote the estimators. The 
error curve between the self-tuning and optimal fused signal Wiener filter is presented in Fig. 4. We see 
the error approximate to zero, which verify the self-tuning fusion signal Wiener filter converges to the 
optimal fusion signal Wiener filter. 
 
Fig.1 The convergence of fused estimator 1ˆ ( )a t                      Fig.2 The convergence of fused estimator 2ˆ ( )a t  
 
1ˆ ( )a t
 2
ˆ ( )a t
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Fig.3 The convergence of fused estimator 2ˆ ( )w tσ                        Fig.4 The convergence of fused estimator 1ˆ( )c t  
 
Fig.5  The error curve 0 0ˆ ˆ( | ) ( | )
ss t t s t t−  
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