Abstract-We consider the oversampled noise-shaping subband quantizer (ONSQ) with the quantization noise being modeled as white noise. The problem at hand is to design an optimal feedback filter. Optimal feedback filters with regard to the current standard model of the ONSQ inhabit several shortcomings: the stability of the feedback loop is not ensured and the noise is considered independent of both the input and the feedback filter. Another previously unknown disadvantage, which we prove in our paper, is that optimal feedback filters in the standard model are never unique. The goal of this paper is to show how these shortcomings can be overcome. The stability issue is addressed by showing that every feedback filter can be "stabilized" in the sense that we can find another feedback filter which stabilizes the feedback loop and achieves a performance equal (or arbitrarily close) to the original filter. However, the other issues are inherent properties of the standard model. Therefore, we also consider a so-called extended model of the ONSQ, which includes the influence of the feedback filter on the noise power and indirectly also the influence of the inputs statistical properties. We show that the optimal feedback filter for this extended model is unique and automatically achieves a stable feedback loop. We also give an algorithm to compute it.
I. INTRODUCTION
The concept of an oversampled noise-shaping subband quantizer (ONSQ) was introduced by Bölcskei and Hlawatsch in [1] . The system model of a ONSQ is depicted in Fig. 2 , and can be described as follows. The input signal of the ONSQ, which is modeled by a sequence of complex numbers, is first passed though the analysis filter bank E 1 (z), . . . , E q (z). The q outputs of the analysis filter bank are downsampled 1 by a factor p, then jointly quantized by a noise-shaping quantizer, and finally upsampled 2 again by the factor p. The output of the ONSQ is obtained after the results of these operations are passed through the synthesis filter bank R 1 (z), . . . , R q (z). The "oversampled" in the term ONSQ refers to the assumption that the size q of the filter banks is larger than the sampling factor p. The "perfect reconstruction" means that the output of the ONSQ should equal the input if the quantization error is zero (probably subject to a finite delay). It remains to have a closer look at the noise shaping quantizer in Fig. 2 . The system model of a noise shaping quantizer is depicted in Fig. 1a . The input signal, which we describe with a vectorvalued sequence, is first reduced by a feedback signal. The 1 Downsampling by p means {a k } ∞ k=0 → {a kp } ∞ k=0 . 2 Upsampling by p means {a k } ∞ k=0 → {b k } ∞ k=0 where b k = a k/p if k is a integer multiple of p and b k = 0 otherwise. output is obtained when this difference is quantized by some memoryless quantizer with finitely many quantization levels. The aforementioned feedback signal is generated by passing the difference between the quantizers output and its input, i.e., the quantization error, into the feedback filter z −1 F (z). The design problem treated in this paper consists in designing the feedback filter F (z) of the noise-shaping quantizer such that the quantization noise is maximally damped by the synthesis filter bank R 1 (z), . . . , R p (z). The first approach to this problem was given in [1] . There, the model of the noise-shaping quantizer was linearized by the assumption that the quantization noise η is white with constant variance (cf. Fig. 1b) . We call this the standard model. The optimal finite impulse response (FIR) feedback filter for the standard model was derived in [1] . The standard model has three well-known disadvantages (also cf. [2] ), viz.: 1) stability of the feedback loop is not taken into account, 2) the noise is considered independent of the input, and 3) the noise is considered independent of the feedback. In order to address these problems, Quevedo et. al. proposed the so-called moving horizon subband quantizer (MHSQ) which uses the quantized symbol that minimizes the prediction of the quantization error over a finite time horizon [2] . While this approach often performs very good, there is the disadvantage of exponential complexity in both the prediction horizon and the number of quantizer outputs. Clearly, a lower computational burden is desirable in practical scenarios. Therefore, we revisit the white quantization noise assumption in this paper and show how the disadvantages given before can be addressed. First, we extend the results on the standard model from [1] (i.e., the optimal FIR feedback filter which ignores closed-loop stability) to the infinite impulse response (IIR) case. Second, we show how an optimal IIR feedback filter for the standard model can be converted into a filter which ensures stability of the feedback loop and at the same time achieves a performance equal or at least arbitrarily close to the initial filter (which did not necessarily achieve closed-loop stability). Thus, we show how the first disadvantage of the standard model can be removed without sacrificing any performance. However, the other two disadvantages are still around. Even worse, we show that computation of optimal feedback filters for the standard model is an ill-posed problem in the sense of Hadamard because its solutions are never unique. In order to address these issues, we pick up an idea proposed by Derpich et. al. in the context of scalar quantization [3] . They assumed a fixed signal-tonoise ratio (SNR) in the quantizer, and used this assumption to get an approximation of the quantization noise variance which incorporates the feedback filter. Obviously, the SNR of the quantizer depends on the statistics of the inputs. Thus, this extended model addresses the other two disadvantages of the standard model. We show that the optimal IIR filter regarding the extended model (ignoring closed-loop stability) always exists and is unique, and give a simple algorithm to compute it. Moreover, we prove that this filter automatically achieves closed-loop stability as soon as an optimal filter with closed-loop stability exists at all. For the rare cases where this is not the case, we derive suboptimal feedback filters with performance arbitrarily close-to-optimal and closed-loop stability. Thus, closed-loop stability can again be achieved without sacrificing any performance.
Notation: We denote the space of stable and causal rational m × l matrices by RH 
II. PROBLEM STATEMENT
The system model of an ONSQ has already been discussed in the introduction. However, direct use of the system model is intricate during computations. Hence, we use the equivalent polyphase representation of the ONSQ which is depicted in Fig. 3 (please see [1] for details). We assume that the polyphase matrices E ∈ RH q×p ∞ and R ∈ RH p×q ∞ of the synthesis and analysis filter banks are given and achieve perfect reconstruction, i.e., R(z)E(z) = z −L I for some decision delay L > 0. We want to design an "optimal" feedback filter F ∈ RH q×q ∞ . In order to get a tractable formulation of "optimal" we model the quantization noise as temporally and spatially white noise with variance σ 2 η > 0 (cf. Fig. 1b) . The inputoutput relation in Figure 3 becomes
Hence, we aim to minimize the variance of the expected reconstruction error σ 
2 ) subject to F 2 2 < γ. We call this the extended model. Finally, let us point out an important difference between the real model and the linearized model of the noise-shaping quantizer: In contrast to the real model ( Fig. 1a) there is no feedback in the linearized model (Fig. 1b) . Thus, we should explicitly take stability of the feedback loop into account when we design our filters. Following Derpich et. al. [3, §II-A3], we say that the quantizer is stable if a bounded input implies that all internal signals are bounded. Since the quantized signal v q in Figure 1a is always bounded and v = (
, this means that we should additionally require (I −z
Let us shortly recall some basics from linear systems theory that will be used repeatedly in this paper.
A. Outer-Coinner Factorization
Let 0 = M ∈ RH m×l ∞ have no unit circle zeros. Then, we can introduce the so-called outer-
. Note that M o is square if and only if M has normal rank m. Finally, let us repeat the well-known observation that multiplication from the right with a coinner function preserves the two norm. 
B. Model-Matching
The (one-sided, inexact) model-matching problem, which often also is considered a H 2 filtering problem, has been treated extensively in the literature (see, e.g., [5] Proof: See, e.g., Cor. 10.51 and Th. 10.54 in [5] .
IV. OPTIMAL FEEDBACK FILTER: STANDARD MODEL
In this section, we derive optimal IIR feedback filters for the standard model. These can be seen as the limiting case of the FIR filters given in [1] . We also show how instable feedback loops, which can occur in the standard model, can be removed without loosing performance, and analyze the solution sets.
A. Unstable Feedback Loop
We start with with the optimal feedback filter with respect to the standard model, where we do not care for stability of the feedback loop.
The FIR version of this problem, i.e.,
, has been solved in [1] . We point out that the general case considered here is a simple modelmatching problem (cf. Section III-B). However, the simplicity comes at a price. The next proposition shows that Problem 3 is an ill-posed problem (in the sense of Hadamard).
Proposition 4. Problem 3 has infinitely many solutions.
Proof: Lemma 2 implies existence of a solution because the perfect reconstruction property R(z)E(z) = z −L I and R ∈ RH q×p ∞ ensure that R has no unit circle zeros. Now, suppose F opt is any solution to Problem 3. Let E ⊥ ∈ RH q×(q−p) ∞ denote a basis of the kernel of R, i.e., E ⊥ has full column normal rank, and RE ⊥ = 0. Then, for any
and RE ⊥ = 0. Since E ⊥ has full column normal rank, this amounts to infinitely many solutions.
B. Stable Feedback Loop
Next, we consider the optimal feedback filter with respect to the standard model that stabilizes the feedback loop. The problem can be formulated as follows.
is minimized. Solution of Problem 5 is more complicated than solution of Problem 3 because additionally the stability of the feedback loop has to be taken into account. To the best of our knowledge, no solution technique for Problem 5 is known in the literature. Therefore, we propose the following new approach, where we modify a solution to Problem 3 (which is simple to obtain) in order to compute an (probably approximate) solution to the more complicated Problem 5. We point out that Gerzon and Craven already observed in the scalar case that minimum-phaseness of the feedback filter can be enforced without loss of performance [6, p. 9] . They proposed to recursively reflect the non-minimum-phase zeros of (I − z −1 F ) with respect to the unit circle. Note that this is simple in the scalar case, but not in the matrix case considered here. Therefore, we do not try to reflect the zeros, but instead dislocate them using an inner factor. 
and a family of feedback filters
∞ for all ǫ > 0, and
Proof: "1)": The factorization is well-defined because I − z −1 F ⋆ has no unit circle zeros (and full normal rank). By construction, we have
∞ . Finally, we also have
Since the optimal performance in Problem 5 is lower bounded by the optimal performance in Problem 3, i.e., R(
, and zF opt achieves this lower bound, we see that zF opt solves Problem 5. We skip the second part of the proof because of space limitations.
Finally, we point out that although the requirements in Problem 5 are stronger than in Problem 3 because we additionally require stability of the feedback loop, there still can be no unique solution. The problem is still ill-conditioned.
Proposition 7. Problem 5 has either no or infinitely many solutions.
Proof: Suppose F opt is a solution to Problem 5. Then, there exists some δ > 0 such that 
2 because RE ⊥ = 0. Hence, F opt + X is another solution to Problem 5. Since E ⊥ has full column normal rank, we can obtain infinitely many optimal solutions in this way.
V. OPTIMAL FEEDBACK FILTER: EXTENDED MODEL
The previous section has shown that the standard noise model leads to ill-posed optimization problems with nonunique solutions. In this section, we consider an extended model proposed by Derpich et. al. in the context of nonoversampled noise shaping subband quantization with only one analysis/synthesis filter [3] . We derive the optimal feedback filter for our system model with respect to the extended model. We also show that the extended model does not suffer from non-unique solutions, or unstable feedback loops.
A. Unstable Feedback Loop
Like for the standard model, we initially do not require a stable feedback loop.
Problem 8. Find F ∈ RH
q×q ∞ such that F 2 2 < γ, and
2 ) is minimized. In contrast to Problem 3, this is no longer a simple model matching problem. However, the next lemma will allow us to establish a relation to a family of model matching problems.
Proof: First, note that (1) implies C −1 R(I−z −1 F ) 2 2 + F 2 2 = γ, which in turn is equivalent to (2). Thus, the "⇒" part of the Lemma is shown. For the "⇐" part it remains to show that F 2 2 < γ, but this follows imme-
Here, C R > 0 is given in Lemma 16 in the appendix.
The interesting aspect of this lemma is that the reformulation (2) of (1) automatically implies the constraint F 2 2 < γ. Let us introduce the following two auxiliary functions, which will allow us to further exploit this property.
Lemma 10. The functions Ψ, Ψ γ : (0, ∞) → (0, ∞),
Proof: The fact that Ψ(C) ≤ Ψ γ (C) for all C > 0 follows trivially from the definitions of Ψ and Ψ γ . Now, suppose that Ψ(C) ≤ γ for some C > 0. Lemma 2 shows that the infimum in the definition of Ψ is achieved by some F . The same arguments as in the proof of Lemma 9 show that this F automatically satisfies
The next lemma constitutes the last technical preliminary before the main result of this subsection. It establishes several useful properties of the function Ψ γ .
Lemma 11. The function Ψ γ is strictly monotonously decreasing, continuous, and has the limits lim Cց0 Ψ γ (C) = ∞ and lim Cր∞ Ψ γ (C) = 0.
We skip the proof of this Lemma. We can now establish existence and uniqueness of the solution to Problem 8. Moreover, the next proposition also establishes a numerically simple to exploit characterization of the optimal solution.
Proposition 12. Problem 8 has a unique solution, i.e.,
Here, C opt is the unique solution to Ψ(C opt ) = γ.
Proof:
2 ). Our first goal is to show that C opt given in the proposition is unique and equals D. Lemma 9 shows that D is the infimum over all C > 0 for which there exists some F ∈ RH q×q ∞ that satisfies (2) . One can show that this condition is equivalent to Ψ(C) ≤ γ, which, by Lemma 10, is equivalent to Ψ γ (C) ≤ γ. Thus, D = inf{C > 0 : Ψ γ (C) ≤ γ}. Lemma 11 now implies that D is the unique solution to Ψ γ (D) = γ, which, again by Lemma 10, also is the unique solution to Ψ(D) = γ. But this is exactly the C opt given in the proposition. Next, we want to compute the optimal solution, i.e., we want to find F opt ∈ RH q×q ∞ such that F = F opt satisfies (1) for C = C opt . Lemma 9 shows this is true if and only if F = F opt and C = C opt solve (2). Since Ψ(C opt ) = γ, we see that F opt must be a solution to the model matching problem (3). Lemma 2 shows that F opt is the only solution.
Proposition 12 shows that computation of the solution to Problem 8 is simple because it is the solution to the modelmatching problem (3). However, (3) involves the quantity C opt , which has to be computed in advance. Luckily, computation of C opt is also simple. The Lemmas 10 and 11 show that Ψ(C) > γ for all C < C opt and Ψ(C) < γ for all C > C opt . Thus, a simple bisection algorithm may be used to compute C opt . Note that each evaluation of Ψ again amounts to a model-matching problem.
B. Stable Feedback Loop
Finally, we consider the optimal feedback filter with respect to the extended model that stabilizes the feedback loop. The exact formulation is as follows.
The next theorem shows that Problem 13 usually is very simple to solve because in most cases the solution to Problem 8 already solves Problem 13. In the rare cases where this is not true, we can get arbitrarily close-to-optimal performance with an approximation scheme. 
⋆i and a family of feedback filters
, and
.
Proof: We only sketch the proof of part 1). Similarly to the proof of Theorem 6, one uses the solution F ⋆ to Problem 8 in order to construct a solution F opt to Problem 13 such that
. But then does F opt also solve Problem 8. The uniqueness result in Proposition 12 now shows F opt = F ⋆ .
We close this section with the observation that as soon as Problem 13 has a solution, this solution must be F ⋆ . The approximation scheme proposed in the second part of Theorem 14 only becomes necessary if an optimal solution does not exist. It then allows to obtain arbitrarily close-tooptimal suboptimal solutions. The proof will be skipped. 
VI. NUMERICAL EXAMPLES
In this section, we illustrate possible performance gains of our new feedback filters derived in Section VI. from [1] , 3 and the solution to Problem 13 for various assumed quantizer SNRs γ. Furthermore, we compare with the moving horizon subband quantizer from [2] (with horizon one). Per simulation, we quantized 1000 Gaussian random variables [x 1 , . . . , x 1000 ] with zero mean and unit variance. The data vector was extended by L zeros in order to comprehend the decision delay. Our error measure was the mean square error M SE = 1 1000 1000 k=1 |x q,k+L − x k | 2 , where the x q,k denote the outputs of the subband quantizer (cf. Fig. 3 and remember that p = 1). We averaged our results over 1000 runs.
The simulation results are shown in Fig. 4 . Our proposed feedback filter outperforms both direct quantization and the FIR filter from [1] (for γ ≈ 5), but not the (more complex) moving horizon subband quantizer from [2] , which still achieves an about 21% better performance. We have also plotted the MSEs of the optimal FIR filters from [1] as a function of the filter order in Fig. 6 because we wanted to show that the improved performance of our proposed filter is not a result of an insufficient FIR filter order but is due to the 3 We point out that the optimal FIR filter in [1] usually is not unique because the linear system [1, (21) ] often is rank deficient. This is also what Prop. 4 suggests. We can prove that the least-squares solution to [1, (21) ] always gives the optimal FIR filter (regarding the standard criterion) with the smallest norm, and that this filter results in a stable feedback loop. Therefore, we have always used the pseudoinverse to get a least squares solution to [1, (21) ] in our simulations. Unfortunately, this approach turned out to be numerically delicate. We often observed unstable feedback loops although in theory they should always be stable. Increasing filter orders seemed to improve the numerical properties of [1, (21)]. Fig. 6 . Note that the very high FIR filter order of 45 was indeed necessary in order to obtain satisfying performance. We have also marked the FIR filters in Fig. 6 which resulted in an unstable feedback loop. We again point out that the unstable feedback loops result from numerical inaccuracies (cf. Footnote 3).
Second example: Our second example is the random FIR synthesis filter bank E(z) = [0.513 + 0.694z
The optimal synthesis filter bank for the decision delay L = 4 is R(z) ≈ The simulation results are shown in Fig. 5 . Our proposed filter again outperforms both direct quantization and the optimal order 15 FIR filter from [1] (for γ ≈ 3). Moreover, this time our proposed filter even achieves the performance of the more complex moving horizon subband quantizer (with horizon one) from [2] . It is interesting to note that the FIR filter performs even worse than direct quantization. Again, this is not due to an insufficient FIR filter order, and some of the FIR filters have stability issues (cf. Fig 6) .
VII. CONCLUSION
We have proposed a new design method for feedback filters in oversampled noise-shaping subband quantizers. Our new method relies on an extended model of the quantizer, which allows us to take both the influence of the feedback filter on the quantization noise and the influence of the input data into account. We were able to show that in contrast to the standard model the optimal solutions regarding the extended model do not suffer from non-uniqueness (Props. 4, 7, 12, 15) . A simple method to compute the optimal feedback filter regarding the extended model was given in Prop. 12. Furthermore, it was shown in Prop. 15 that our design method guarantees stability of the feedback loop. Numerical examples showed (sometimes significantly) increased performance compared to the FIR feedback filters for the standard model. Proof: Let us write R(z) = ∞ k=0 R k z −k and (z −1 RF )(z) = ∞ k=0 X k z −k , and denote by κ the smallest k such that R k = 0. Note that R k = X k = 0 for all k < κ and X κ = 0. Then, by Parsevals relation, we have R(I − z −1 F )
F is independent of F , the lemma follows. Lemma 19. Suppose X = X * ∈ C q×q has a spectral radius at most one, and B ∈ C q×q . Then, BX 
