Abstract
Introduction
With advances in technology, the technology of wireless sensor networks (WSNs) has been developed rapidly. WSNs are network systems which consist of a large number of cheap sensor nodes through random deploying and self-organizing. The selfcharacteristics of sensor nodes embody the abilities of certain computing, sensing, communication, storing and control mainly [1, 2] , and their behavioral characteristics represent the integration of the physical world and the information world, realizing network service systems with data collecting, computing, communication and control [3] . In the engineering field, WSNs are utilized in military defense, transportation, health care, environmental monitoring, rescue, etc. Take the military battlefield as an example. When some mobile target nodes enter into the monitored area and become interesting target nodes, sensor nodes sense the mobile target nodes through their self-properties while wake up neighbor nodes, and complete the multi-level coverage of mobile target nodes. Figure 1 shows the multi-level (K degree) coverage.
In WSNs, coverage quality and energy management are hot topics, and are two performance indicators of great importance also [4] . The true meaning of coverage is not the global coverage of the monitored area, but the effective coverage of the interesting target nodes. Covering quality does not only affect the level of interest on target nodes directly, but also affect the entire network life and quality of network service. In the process of multi-targets covering, K-coverage mode is adopted. Generally, sensor nodes are deployed within monitored area randomly. Due to the randomness, a lot of sensor nodes may locate in some place within the monitored area, in high-density deployment status, which leads to large number of redundant nodes. Redundant nodes will interfere with the communication channel, lower the communication capability between nodes, accelerate the network energy consumption, and suppress the network scalability. 
Related Works
In recent years, many scholars abroad and at home study on the issues of wireless sensor network coverage fruitfully, gaining some progress. [5] Proposed a Scheduling Control Algorithm (SCA) of coverage. The algorithm calculates the probability of any target node within the monitored area covered by sensor nodes through solving the relation function between network connectivity and coverage quality, and the location distribution of active nodes can be adjusted by SCA dynamically, achieving network energy balance. [6] Proposed a distributed node deployment coverage algorithm. It divides the monitored area into several areas, constructs a Voronoi diagram and executes geometric computing on each sub-area, gains the affiliation between maximum/minimum polygon edges and Maximum/minimum angles of sub-areas, optimizes the results of each computation iteratively, and completes the coverage of each sub-area finally. [7] Utilizes the bee colony algorithm and particle swarm algorithm from artificial intelligence to solve network coverage rate. Its idea is as follow: refine the local solution set iteratively by the two intelligence algorithm while limiting the "overflow" of local optimal solution; in terms of global optimization, optimize the local optimal solution set by fitness function, and gain global optimal solution finally, completing the coverage on the whole network system. [8] Gave an optimizing strategy for coverage hole repair. On the premise of some coverage rate being satisfied, it adds sensor nodes properly for holes and optimizes the nodes added. It calculates the whole area and the sensor nodes by Geometry Theory, searches the optimal repair positions for holes, and decreases the number of sensor nodes while keeping network connectivity. [9] Proposed a K degree obstacle covering algorithm for maximizing network lifetime. The algorithm gives the solving method about the theoretical upper and lower limits of coverage rate, and in terms of energy conversion, optimizes the communication paths between sensor nodes by greedy algorithm, and balances the network energy finally. [10] Proposed a coverage algorithm based on Event-Probability-Driven Mechanism. First, the algorithm constructs a network probability model, solves the coverage rate for any sensor node within monitored area and gives the process of proof for active nodes covering interesting target nodes with K degree. Then, it searches the optimal path by ant colony algorithm optimizing path selection, to save network energy. [11] Proposed an EnergyEfficient Target Coverage Algorithm (ETCA) based on linear programming for multi-targets coverage. It classifies target nodes by linear programming method, utilizes clustering to coverage multi-targets set effectively, and balances the residual energy of sensor nodes through computation, realizing the effective coverage of monitored area.
By means of the ideas from algorithms of [10, 11] , the paper first constructs the affiliation network model between sensor nodes and multi-target, then on this basis, (4) The position information of sensor nodes can be gained by GPS [14, 15] . (5) The sensory radius of all sensor nodes is normally distributed.
Basic Definition
Definition 1: (Target coverage) in the two-dimensional plane, any target node is covered by a sensor node at least, being called target coverage.
Definition 2: (K-coverage) in the monitored area, any target is covered by K sensor nodes, being called K-coverage. Definition 3: (Network lifetime) the interval from the initial time of the network running to the time at which any target node within monitored area can't be covered by sensor nodes, being called network lifetime.
Definition 4:
(Coverage quality) in the two-dimensional plane, the value of the sum of sensory area of sensor nodes divided by the area of monitored area, being called coverage quality.
Network Model
In some square monitored area, N sensor nodes are deployed randomly. At initial time, 8 sensor nodes are selected from the N sensor nodes as central nodes. According to central nodes as study objects, the square is divided into 8 different areas and the intersection point of the areas is the center of the square. Suppose there is a sensor node S, a regular hexagon is constructed with S as its center, 4 vertices are taken at the apex of the regular hexagon, and there are 4 sensor nodes as cluster heads. Then, the affiliation between each central node and cluster heads is f ={(i,j)| i [1, 8] ,j [1, 8] }. Take central node 1 for example. Central node 1 locates in area f1. By the sensory radius of S j , central node 1 locates in the bottom half area of mid-perpendicular of S 3 and S 4 . So, central node 1 is closer to S 4 than to S 3 . Similarly, for S 1 and S 2 , in the initial status, each cluster head has equal energy and their sensory radius and the communication radius are also equal respectively. Using geometry knowledge available, the sensory ability of S 2 is better than S 1 . That is because central node 1 locates in the right side of mid-perpendicular of S 1 and S 2 , and for central node 1, it is closer to S 1 than to S 2 . So, the sensory ability of S 2 is better than S 1 . Using the same method, when S 2 is compared with S 3 , central node 1 locates in the bottom half area of mid-perpendicular of S 2 and S 3 , and belongs to the part which S 3 also belongs to. So, the sensory ability of S 3 is better than S 2 . That is, the affiliation for central node 1 is f 1 :(S 4 ,S 3 ,S 2 ,S 1 ). Using the same method, the affiliation from node 2 to node 8 can be solved, as shown in Figure 2 .
Figure 2. Network Coverage Model
In most cases, network coverage quality affects the coverage degree of target nodes directly, and K-coverage is often adopted for the interested target nodes and K should not be greater than [5] . To understand the associated coverage better, we show a schematic, as shown in Figure 3 . Figure 3 shows the associated coverage of some target nodes. From Figure 3 , all target nodes locate in one or more ranges of sensor nodes, forming an associated coverage model. The associated relationships between target (sensor) nodes and the sensor (target) nodes are shown in Table 1 Table 1 and 2 show the associated relationships between target nodes and sensor nodes. For example, the associated coverage node of target node 1 is node E, and the associated target nodes of sensor node E are node 1, 2 and 3. So, the coverage rate of target node 1 is lower, that is K=1. For another example, the associated coverage nodes of target node 6 are node A, B and C, while the associated target nodes of sensor node A are node 3, 4 and 5, the associated target nodes of sensor node B are node 6, 7 and 8, and the associated target nodes of sensor node C are node 6, 7 and 8. For target node 6, its coverage degree is K=3.
Coverage Quality
Theorem 1: Suppose the coverage rate of any sensor node is p. For K-coverage, K=2, and m and n is the number of node moving. The probability of K-coverage is p 2 q n-2 , the conditional probability is pq n-m-1 , where q=1-p。 Proof: Suppose X is the number of node moving in the first round and Y is the number of node moving in the second round. According to the question, in the first round, the target node is covered by sensor nodes at the m-th, and for the second round, the target node is covered by sensor nodes just 2 times at the n-th, and the target node has not been covered by n-2 times. So, the probability of K-coverage is
The joint probability of the first round and the second round is：     
According to the multiplication formula of probability, the following holds：
Corollary 1: In the two-dimensional plane, p is the coverage rate of sensor nodes, and N is the maximum number of continuous covering provided by sensor nodes until the mobile target node is covered. The covering expectation of sensor nodes is E(
Proof: In the two-dimensional plane, suppose the number of the target node moving is X. Because N is the maximum number of continuous covering provided by sensor nodes, then X [1,2,3…N] . If X=m and 1mN-1, that is the target node has not been covered by sensor nodes in the former N-1 moving. According to the probability theory, the distribution density function of X is
Let q=1-p，
，q is multiplied to the left and right sides of the equation, gaining
, S is substituted into the equation (7), gaining 
Interpretation for Coverage Quality
Theorem 2: n sensor nodes are randomly deployed in a square monitored region with area l 2 , then the probability of k sensor nodes locating within an monitored region with area rs 2 is P k =ke -k /k!, where =np, p is coverage rate.
Proof: According to the limit theorem, when the number of sensor nodes n increases with time and tends to positive infinity, the coverage rate p of sensor nodes within the monitored area tends to 1. The Binomial Distribution B(n,p) can be approximated by the passion distribution p(n,). Suppose =np and the all sensor nodes within the monitored region are in random distribution. So, the number of nodes within the monitored region with area rs 2 can be seen as following the Binomial Distribution B(n,rs 2 
/l 2
). When the interesting target node is to be covered, high-density centralized coverage is often adopted. And because the sensory radius of all sensor nodes is much less than the length of monitored region side l, for the whole monitored region, when n sensor nodes all works, the passion distribution can be written as p(n,nrs 2 /l 2 ). That is, within the monitored area, the coverage probability of k sensor nodes with area rs 
MTCPP Protocol

Energy Conversion
For sensor nodes, energy is consumed mainly in communication module. When the sensed data is l bits, the energy consumption on transmitter sub-module E T and receiver sub-module E R is as follow:
The energy consumption model of the receiver module is
Where l is the fixed length of data, d is the Euler distance between sensor nodes. d 0 is the threshold of communication distance between sensor nodes or called dimensional ratio. If the communication distance between sensor nodes is shorter than d 0 , the energy attenuation index is 2, otherwise, 4. Definition 5: (Optimal subset) Suppose G is the set of sensor nodes in WSNs, and in unit time, there exists a subset of sensor nodes G 1 , satisfying that G 1 G and all the nodes within G 1 cover the set of targets T completely. Then, G 1 is called an optimal subset of G. 
Theorem 3:
The distance between communication nodes is smaller than or equal to the value of variance minus the half amount of distortion.
Proof: Suppose the measurement gained at target node t(x,y) is s(x,y), the data used contains the measurement, and when multi-targets are measured, the means of measurements obey normal distribution. Given the energy set of sensor nodes W={w 1 ,w 2 ,w 3 …w n }, the Euclidean distance between communication nodes is as follow.
Suppose H is the set of sensor nodes which collect information and H 1 is its complementary set. The measurement of the sensor node which belongs to H and is most close to the target node is used to estimate an information data generated from H 1 . So, the estimated value at target node (x, y) is s 1 (x 0 ,y 0 ), that is s 1 (x 0 ,y 0 )=s(x 1 ,y 2 )
According to Equation (10) and (11), we can
Substitute Equation (14) to Equation (17) , gaining
MTCPP Algorithm
According to the basic idea of [11] , by clustering theory, the monitored region is divided into several regions and each cluster head is responsible for manage and control intra-cluster member nodes. In the initial stage of network running, cluster members send "K-Coverage" message to their respective cluster heads at first. For cluster heads, a chain table KL is created firstly and the messages received are stored in it, where the messages include the sensor node ID, sensing range, energy attenuation, etc. After one or several cycles, cluster heads collect information of all their own members, classify and sort their chain tables according to the node residual energy, and give some weights to the nodes in the front of the chain tables. After that, they search the chain tables and mark up the sensor nodes which meet the requirements of covering target nodes. Finally, cluster heads send "K-Notice" to the members of the qualified, and let those sensor nodes cover the corresponding target nodes.
Step1: Calculate the sensing intensity of cluster members
Step2: Cluster members send "K-Coverage" to the cluster head. After one or more units, the cluster head received information of all members.
Step3: Each cluster head creates a chain table, stores the collected messages into the chain table and sorts it according to the energy of sensor nodes, and gives some weights to the nodes with more energy.
Step4: Search for sensor nodes of the qualified and mark them up.
Step5: If target nodes are K-covered, cluster heads will shut down the sensor nodes whose sensing intensity is weaker by traversing the chain table.
Step6: After traversing the chain table, cluster heads schedule the optimal set to cover target nodes. Otherwise, the algorithm returns to Step 2.
Evaluation
In order to verify the validity and feasibility further, we utilize MATLAB 7 as the simulation platform, simulate MTCPP, [10] , [11] , [16] and [17] , and show the performance comparison under different evaluation system. Simulation parameters are listed in Table 3 . Figure 5 shows the change of network lifetime with different number of target nodes. In the initial stage of network running, the number of sensor nodes is 348 and the number of target nodes is 5. As the network runs and the number of target nodes increases, the network lifetime of the three algorithms has shorten, especially LP_MLCEH. Under the same number of sensor nodes, the average network running time of MTCPP is longer than that of ETCA and LP_MLCEH by 7.12% and 8.53% respectively. Figure 6 shows the comparison of the network running time caused by the three algorithms. From Figure 6 , the network running time of MTCPP is shorter than that of ETCP and LP_MLCEH. The main reason is as follow. MTCPP utilizes cluster structure and its speed of searching for sensor nodes in the chain table which meet the coverage conditions is faster than the speed provided by ETCA and LP_MLCEH, reducing the difficulty of covering problem solving. Although ETCA utilizes the clustering technology, it adopts centralized covering and the optimal covering subset in energy converting among sensor nodes is determined only after traversing the set of sensor nodes. And LP_MLCEH adopts a continuous mode to cover the monitored region effectively. Compared with our algorithm, the energy consumption of LP_MLCEH is larger.
Figure 7. Comparison of Coverage Rate
As experimenting on coverage rate, we adopt the monitored region of 200*200m 2 and compare our algorithm with EPDM and OCES. From Figure 7 , with increasing number of sensor nodes, the coverage rate of the two algorithms also increases [18] . If the coverage rate reached 99.9%, you can think that target nodes are covered completely. When the coverage rate is 60%, the number of active nodes of MTCPP is 75, while that of EPDM and OCES is 110 and 90 respectively. When the coverage rate is 99.9%, the number of active nodes of MTCPP is 135, while that of EPDM and OCES is 190 and 175 respectively [19] . Compared with EPDM and OCES, the coverage rate of MTCPP has increased by 17.66% and 15.01% respectively in average.
Conclusion
The paper analyzes the problems and deficiencies of coverage in WSNs at first, and based on this, a Multi-Targets K-Coverage Preservation Protocol is proposed. Then, a network model is constructed through the above analysis and affiliation between sensor nodes and target nodes is given. After that, the coverage rate and its expectation of sensor nodes covering the monitored region is calculated and proved, and the solving process of any node being covered by multiple sensor nodes in the two-dimensional plane is described. In terms of node energy, the relationship between communication distance and maximum distortion is proved, and the implementation process of MTCPP is also shown in the paper. Finally, the validity and feasibility of MTCPP is verified by simulation.
