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A study of an interacting system of bosons in a ring trap at a finite temperature is presented. We
consider a gas with contact and long-range dipolar interactions within a framework of the classical
fields approximation. For a repulsive gas we have obtained coherence length, population of the
ground state and its fluctuations as a function of temperature. In the case of an attractive gas we
study local density fluctuations. Additionally, we exactly calculate the partition function for the
ideal gas in the canonical ensemble and derive several other macroscopic state functions.
I. INTRODUCTION
The physics of Bose-Einstein condensation has been in-
tensively studied since the appearance of the first papers
published in the 1920s [1]. Theoretical research investi-
gated not only population of the condensate, but also its
fluctuations. The problem of the latter turned out to be
more troublesome. E. Schrödinger was the first to ob-
serve that the standard theory of noninteracting gas in
the grand canonical ensemble predicts unphysically large
fluctuations [2]. Later on, it was noted that different fluc-
tuations are found in different statistical ensembles [3].
The new era of BEC studies began in 1995, when the
rubidium and sodium gases were condensed in laborato-
ries [4]. Not surprisingly, that achievement accelerated
the progress of theory. Papers concerning canonical [5]
and microcanonical [6] ensemble fluctuations in the ex-
perimentally relevant case of the harmonic trap appeared
shortly after. These results were followed by studies of
interacting gases in the later years [7–10]. It is worth
stressing that there are still many open questions in this
area, e.g. results are inconclusive, for details see [11].
Over ten years ago, local density fluctuations of quasi-
1D Bose gas were measured [12]. However, until now,
there were no experimental data concerning fluctuations
of the population of the condensate. The recent pioneer-
ing measurements of fluctuations [11] revive the interest
in such problem in the case of weakly interacting Bose
gas.
In this paper, we present detailed studies of statisti-
cal properties of the interacting Bose gas confined to a
toroidal trap. Such a confinement makes the system ef-
fectively one dimensional. A trap of that form has been
succesfully realized in experiment [13].
We analyze two types of interaction between particles:
contact and dipolar long-range ones as defined in [14].
For dipolar interaction, both attractive and repulsive
character can be achieved. In case of the repulsive inter-
actions, we study number of atoms in the condensate and
its fluctuations as a function of temperature. Addition-
ally, we analyze the impact of temperature on a coher-
ence length. For an attractive case, i.e. in the presence of
bright solitons, we investigate local density fluctuations.
Results concerning interacting system are supported by
exact analytic expressions for ideal gas obtained in the
canonical ensemble. We consider system with number of
particles equal N = 100.
Paper is structured in the following way. In Sec. II
we present the most important theoretical aspects of our
model that are common to all problems that we adress
and discuss our main methods using which we obtain
macroscopic state functions of the gas. Sec. III and Sec.
IV are dedicated exclusively to theoretical extensions of
our model and results concerning repulsive and attrac-
tive gas. Paper is ended with a brief summary in Sec. V
containing the most important conclusions of our work.
In the Appendix we present analytic formulas for par-
tition function, correlation function and fluctuations of
the zero momentum component for the ideal gas in the
canonical ensemble.
II. THE MODEL
The Hamiltonian of the system we consider in this pa-
per reads
Hˆ =
∫
dx ψˆ†(x)
pˆ2
2m
ψˆ(x)+
+
∫ ∫
dxdx′ ψˆ†(x)ψˆ†(x′)Vˆ (x− x′)ψˆ(x′)ψˆ(x)
(1)
with pˆ - momentum operator, m - mass of the particle
and Vˆ (x− x′) - interaction potential.
In order to cope with the difficult problem of interact-
ing particles, we employ the classical fields approxima-
tion. It consists of replacing the atomic field operator
ψˆ(x) by a complex c-number function ψ(x) (for details
see [15]). We can tune it to give us correct macroscopic
state functions, provided we choose the optimal momen-
tum cutoff. The use of such an approximation is analo-
gous to using Maxwell equations instead of QED in the
case of light, for which a cutoff is necessary to avoid the
UV catastrophe known in the theory of black-body radi-
ation.
The main idea behind the classical fields approxima-
tion is to replace creation and annihilation operators by
complex amplitudes and to neglect modes with value of
momentum higher than cutoff momentum kmax. The
problem of choosing the proper value of the cutoff is dis-
cussed in detail in repulsive and attractive gas sections.
2In this paper we rely on mathematical equivalence be-
tween particles on the ring and free particles with peri-
odic boundary conditions with period equal to the length
of the trap L. The atomic field within the classical fields
approximation
ψ(x) =
kmax∑
−kmax
αk ϕk(x) =
kmax∑
−kmax
1√
L
αk e
ikx, (2)
where the set ϕk is the orthonormal basis in the single-
particle Hilbert space and k = 2pin
L
, n = 0,±1, ...,±nmax.
Energy corresponding to state ϕk is equal Ek =
h¯2k2
2m =
2pi2h¯2
mL2
n2. From now we will use ǫ ≡ 2pi2h¯2
mL2
, h¯/ǫ and L as
units of energy, time and length respectively. Hamilto-
nian as a function of the complex amplitudes αj reads
H =
nmax∑
−nmax
j2|αj |2 + 1
2
∑
j1,j2,j3,j4
Cj1,j2,j3,j4 α
∗
j1
α∗j2αj3αj4 ,
(3)
where
Cj1,j2,j3,j4 =
=
∫ 1
0
∫ 1
0
dxdx′ e−2pii[(j1−j3)x+(j2−j4)x
′] V (x− x′).
(4)
Additionally, we obtain set of equations of motion for am-
plitudes αj . Plugging Hamiltonian (1) into the Heisen-
berg equation and replacing operators with complex am-
plitudes yields
i
dαj
dt
= j2αj +
∑
j1,j2,j3
Cj1,j,j2,j3 α
∗
j1
αj2αj3 , (5)
where j = 0,±1, · · · ,±nmax.
We consider contact interparticle potential V (x−x′) =
g δ(x− x′) and quasi-1D dipole-dipole interaction poten-
tial [16]
V (x− x′) = g 1
4l⊥
[
− 2
∣∣∣x− x′
l⊥
∣∣∣+
+ e
1
2
∣∣x−x′
l
⊥
∣∣2√
2π
(
1 +
∣∣∣x− x′
l⊥
∣∣∣2)Erfc
(∣∣∣x− x′√
2l⊥
∣∣∣
)] (6)
with dependence on l⊥ =
√
h¯
mω⊥
, where ω⊥ is the fre-
quency of harmonic trap responsible for transversal con-
finement of particles. Note that length l⊥ is directly re-
lated to the width of the dipolar potential and the po-
tential is normalized to the parameter g quantifying the
strength of the interactions [16]. In our model the pa-
rameter g is determined by two factors: dipole moments
and their orientation which is kept constant during mo-
tion of the particles. By proper orientation of dipoles on
the ring we are able to obtain attractive (g < 0) and re-
pulsive (g > 0) character of interactions. For x ≫ 0 we
observe V (x) ∼ 1
x3
as for the standard dipolar potential.
The full formula for quasi-1D potential contains ad-
ditional δ-interaction term. However, we want to focus
on differences between short and long-range interactions,
that is why we consider the situation where this term
can be neutralized. One can achieve this by proper tun-
ing of Feshbach resonances leading to the cancellation of
δ terms.
Due to the ring geometry or equivalently, periodic
boundary conditions, the expression for long-range po-
tential should be modified
Vper(x− x′) =
∞∑
n=−∞
V (x− x′ − n). (7)
In this paper we will use canonical ensemble for a sys-
tem described with the classical fields approximation. To
obtain estimates of statistical properties, we sample the
ensemble with a Monte Carlo algorithm.
First, to get the states from the thermal equilibrium
distribution of the canonical ensemble we decided to use
Metropolis algorithm [17] implemented as described in
[18] with code available here [19]. We compare these re-
sults to those obtained from the time evolution of equa-
tions (5).
The equations of motion look similar to those studied
by Fermi, Pasta and Ulam [20]. For contact interactions
they can be seen as set of equations describing evolution
of Fourier amplitudes of function ψ(x) satisfying periodic
nonlinear Schrödinger equation (NLS). It is known that
periodic NLS have infinite number of constants of motion
[21]. It means that in principle our system is not ergodic.
Three constants of motion have clear interpretation of
energy, momentum and the number of particles. That is
why we can think of time-averaged quantities as quanti-
ties obtained in a microcanonical ensemble further con-
strained by the constant momentum and the remaining
constants of motion. Note that for the ideal gas (g = 0)
populations of modes do not change in time, hence the
equations (5) are not adequate to describe time evolution
of noninteracting system.
III. THE REPULSIVE GAS
As indicated in the introduction, this section covers
two independent subjects: population of the condensate
together with its fluctuations and coherence length. Each
one of these two problems needs a different choice of the
cutoff parameter. That aspect of classical fields approxi-
mation - the need to change the cutoff to obtain correct
values of different state functions, was discussed in detail
in the paper [22]. In both situations our point of refer-
ence to establish criterion for cutoff are exact results for
the ideal gas in the canonical ensemble.
3A. Population of the condensate and its
fluctuations
We start this section with discussion of the cutoff pa-
rameter kmax which plays an important role in our cal-
culations. To determine its optimal value, we use similar
approach to [18, 23]. We turn to noninteracting gas of
N bosons and calculate probability distribution P (Nex)
of having Nex atoms excited (8). We use the canonical
ensemble and compare our results to similar distribution
Pcl(Nex) which has the same physical meaning but is ob-
tained using classical fields approximation (9). For more
details see the Appendix, where we derive formulas (8)
and (9). We introduce standard notation β = 1/kBT .
P (Nex) =
∑∞
j=1 e
−βEjNex∏∞
k=1
k 6=j
1
(1−e−β(Ek−Ej))2
(
Nex + 1 + 2
∑∞
l=1
l 6=j
1
1−e−β(Ej−El)
)
∏∞
j=1
1
(1−e−βEj )2 −
∑∞
j=1
e
−βEjN
e
βEj−1
∏∞
k=1
k 6=j
1
(1−e−β(Ek−Ej))2
(
N + 1 + 1
1−e−βEj + 2
∑∞
l=1
l 6=j
1
1−e−β(Ej−El)
) (8)
Pcl(Nex) =
∑n
j=1 e
−βEjNex∏n
k=1
k 6=j
1
(βEk−βEj)2
(
Nex + 2
∑n
l=1
l 6=j
1
βEj−βEl
)
∏n
j=1
1
(βEj)2
−∑nj=1 e−βEjNβEj ∏nk=1k 6=j 1(βEk−βEj)2
(
N + 1
βEj
+ 2
∑n
l=1
l 6=j
1
βEj−βEl
) . (9)
Continous distribution (9) is discretized. We do that
by dividing the interval [0, N ] into N + 1 subintervals
of equal size and averaging the distribution over subse-
quent subintervals. Optimal cutoff corresponds to the
situation, where two distributions: exact and discretized
classical match each other ( see Fig. 1).
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FIG. 1. Comparison of exact distribution P (Nex) and dis-
cretized classical fields distribution Pcl(Nex) obtained for dif-
ferent values of cutoff nmax. The temperature equals β =
0.03625. We observe that cutoff obtained from relation (10)
provides the best agreement between curves.
Comparing P (Nex) and Pcl(Nex) leads us to the con-
clusion that cutoff parameter should be determined from
following relation
nmax =
√
CkBT (10)
with C = 0.58.
With a suitable cutoff we are able to obtain average
number of atoms in condensate and its fluctuations as
a function of temperature. We use two approaches de-
scribed in Sec. II. Our results are presented in Fig. 2.
Initial conditions for the evolution were chosen from
the set of states generated by the Monte Carlo algorithm
in such a way that the energy of the state was the closest
to the equilibrium value and the momentum was clos-
est to zero. Two states randomly selected in this way
in principle may differ in values of other constants of
motion, which in turn may lead to somewhat different
values of time-averaged quantities. However, we have
observed that for sufficiently strong interactions time av-
eraged fluctuations and populations do not depend on
the choice of initial condintions provided the energies and
momenta are the same.
Microcanonical ensemble, as well as our equations, do
not involve temperature - the temperature is not a con-
trol parameter of microcanonical ensemble. Thus, the
temperature in the case of time evolution should not be
seen as a physical parameter, but rather as an indicator
telling us that the evolution was performed for the occu-
pation of modes and energy characteristic for a system
in equilibrium at the temperature T .
The interaction strength used for simulations was g =
1.0. In order to check whether this value corresponds to
the regime of weakly interacting gas, we have calculated
quantum depletion of the condensate at T = 0 within
4100 101 102 103
kBT/ε
0
20
40
60
80
100
<
n 0
>
ideal analytic
ideal MC
contact MC
contact EV
dd l⟂=0.025 MC
dd l⟂=0.025 EV
100 101 102 103
kBT/ε
0
5
10
15
20
25
√
Va
r[n
0]
ideal analytic
ideal MC
contact MC
contact EV
dd l⟂=0.025 MC
dd l⟂=0.025 EV
FIG. 2. Average occupation of the condensate (left) and its fluctuations (right) as a function of temperature. We have obtained
results for ideal and interacting gas with g = 1.0. For the ideal gas we are able to reproduce with MC simulations exact analytic
results calculated in canonical ensemble. We compare contact interactions and dipolar with l⊥ = 0.025. Note that fluctuations
obtained in time evolution are smaller than those from MC simulations. Contrary to 1D harmonic trap [8], depletion with
temperature of interacting gas is slower than in case of the ideal gas.
the standard Bogoliubov approximation. The depletion
turned out to be around 14 percent.
B. Coherence length
The problem of phase coherence and closely related
momentum distribution of the gas in 1D harmonic trap
was investigated both experimentally [24] and theoreti-
cally [25].
Due to dimensionality of our system, for high enough
temperatures, we enter the regime where so-called qua-
sicondensation occurs. Quasicondensation refers to the
situation where there is no single dominant eigenvalue of
single-particle density matrix. In other words, there is
more than one mode with macroscopic population. This
phenomenon is clearly visible in exact results concerning
the ideal gas and occurs for repulsive gas as well. In this
paragraph we look at the normalized correlation function
(brackets 〈·〉 denote canonical ensemble average)
g1(x− x′) = 〈ψˆ
†(x)ψˆ(x′)〉√
〈|ψˆ(x′)|2〉〈|ψˆ(x)|2〉
(11)
with a special attention given to coherence length mea-
suring the rate of decay of the function (11). Correla-
tion function depends heavily on occupations of higher
energy modes, that is why, due to quasicondensation, we
no longer can rely on criterion (10) which was established
by matching distributions that focus on occupation of the
ground state only and in a sense do not take into account
the distribution of higher modes. Therefore, new formula
for cutoff is needed.
Again, we consider noninteracting gas within the
framework of canonical ensemble and calculate correla-
50 100 150 200 250
kBT/ε
0.05
0.10
0.15
0.20
L ϕ
/L
ideal analytic
ideal MC
contact MC
dd l⟂=0.06 MC
−0.5 0.0 0.5
x/L
0.0
0.5
1.0
g 1
(x
)
(a) exact
cf
5 10 15nmax
0.2
0.4
0.6
0.8
βn
2 m
ax
(b)
old
new
FIG. 3. Coherence length as a function of temperature for
g = 0.2. We compare results for contact and dipolar interac-
tions with l⊥ = 0.06. With new values of cutoff parameter
nmax obtained by matching HWHM of exact and classical
fields correlation function of the ideal gas (a) we are able to
reproduce with MC simulations coherence length calculated
from analytic formulas for correlation function. The lower
inset (b) presents comparison of cutoff (10) and new cutoff
suited for coherence length. From relation (10) we see that
βn2max = 0.58 = const contrary to values of nmax obtained to
match HWHMs.
tion function in exact treatment (with discrete occupa-
tions of states) and in classical fields approximation (for
details see the Appendix). We have decided to measure
the coherence length Lφ by half width at half maximum
(HWHM) of function (11). Cutoff is chosen to match co-
herence length obtained from correlation function in ex-
5act treatment and in classical fields approximation (see
Fig. 3(a)). New values of cutoff parameter in relation
to the old ones (from formula (10)) are presented in Fig.
3(b). We study the decay of coherence length with tem-
perature (see Fig. 3). It is interesting to notice that
correlation function of the ideal gas (see Fig. 3(a)) is
fairly smooth at the neighbourhood of zero and does not
display cusp as it is in the case of gas in harmonic trap
[25]. The reason can be attributed to faster decay of
occupations of subsequent energy levels that serve a role
of coefficients in a expression for correlation function (for
details see the Appendix). The difference is caused by dif-
ferent dependence of energy on quantum number which
is linear for harmonic trap and quadratic in our system.
IV. THE ATTRACTIVE GAS
Now we turn our attention to the attractive gas. This
time even in low-temperature regime we expect quasi-
condensate. We observe that in results of Monte Carlo
simulations, where even for very weak interactions and
very low temperature, condensate population is far from
100 percent. Moreover, we expect bright solitons in de-
sity profile of the gas.
A. The cutoff
Because of quasicondensation for the attractive gas, we
can no longer extend our ideal gas cutoff criterion (10).
The choice of the cutoff should be modified.
We start with finding an estimate of the ground state
of attractive gas of N particles. We employ two methods:
analytical approximation and numerical algorithm. One
can expect that the wave function of the ground state will
take a localized shape due to the attractive interactions.
Basing on this assumption we take the wave function of
the following form
Ψ(x1, ..., xN ) =
N∏
j=1
ϕ(xj), ϕ(x) =
1√√
πλ
e−
1
2 (
x
λ )
2
(12)
with a free parameter λ describing the width of the wave
function. Such a form of the ansatz does not take the
periodicity into account, therefore we expect it to de-
scribe our system well only if λ is small enough. We then
minimize the energy in this state with respect to λ. For
contact interactions, the interaction energy can be com-
puted analytically. The total energy reaches minimum
for λ = 1√
2(pi)3/2|g|(N−1) and equals
Eδ = −1
4
πg2(N − 1)2N (13)
However, it is not possible to analytically solve the
dipole-dipole interaction and thus in this case the en-
ergy was computed numerically and the minimimum was
0
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0.02 0.04 0.06
|g|
0.05
0.10
0.15
FIG. 4. Results of reproducing the optimal state from Gaus-
sian ansatz (12) with MC simulations. The left panels present
data for contact interactions, whereas the right panels cor-
respond to the dipolar interaction with l⊥ = 0.025. The
first row compares average energy at very low temperature
β = 0.58 obtained using cutoff criterion (14) with energy of
optimal state with the same value of g. The values of interac-
tion strength for which the MC simulations were performed
correspond to the values of n(g) = 1, . . . , 12. The second row
presents comparison between the width of the optimal state
and width from MC simulations. Note the differences for wide
states with large λ.
found numerically. That is the reason why in Fig. 4
for contact interactions we draw continous line, but for
dipolar ones we have restricted ourselves to the values of
interaction strength used to perform MC simulations.
Our goal was to the modify cutoff in such a way that
Monte Carlo simulations at very low temperature repro-
duce the energy and the width of the optimal state (see
Fig. 4). This approach is similar to [7] and can be ex-
pressed in formula
nmax =
√
CkBT + n(g) (14)
where n(g) is the number of mode pairs we have to add to
reproduce the optimal state. We emphasize that exten-
sion of above formula to high temperatures is not obvious.
6B. Random walk
It is clear that the many-body Hamiltonian we con-
sider commutes with the rotation generator. For this
reason, the multi-particle wave function of the ground
state should not change under rotations. However, when
measuring positions of individual particles, one should
rather expect localized Gaussian-like shape with well-
defined position of maximum as a result. Of course, no
point on the circle is distuinguished, so in the series of
measurements, we should see uniform distribution of po-
sitions of the maximum.
The phenomenon of spontaneous symmetry breaking
via measurement was understood over twenty years ago
in the case of interference of two condensates [26, 27]
and more recently, for excited state of 1D repulsive gas
in the ring geometry [28].
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sqrt fit
−0.005 0.000 0.005Δx
0
50
100
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200
pΔ
Δx
)
Gaussian fit
FIG. 5. Average distance traveled by the wave packet maxima
and a histogram of the shift in its position after a single MC
step with corresponding function fits –
√
n/a+b and a normal
distribution respectively. Note the spike in the histogram at
∆x = 0, the fit was done ignoring this spike. Interactions
used for simulations were contact with interaction strength
g = −0.0152.
We are able to somehow relate these remarks about
breaking the rotational symmetry to results from MC
simulations and time evolution. Firstly, we take the
Metropolis algorithm and treat each consecutive sample
as an element of a discrete time sequence. Then, we show
that the peak of the wave profile exhibits Brownian mo-
tion properties (such as mean distance after n time steps
behaves like
√
n; each consecutive pair of changes in po-
sitions is not correlated). So, it is indeed Markovian ran-
dom walk, despite the spike in the histogram presented
in Fig. 5. The spike is a delta-like addition to otherwise
normal distrubution of position shifts. It is a byprod-
uct of the Metropolis algorithm and more precisely, it is
caused by the rejection rate of the new sets of alphas.
The coefficient of the delta-like factor - the probability
that there will be no change in a position caused by the
rejection of a new set of alphas - directly corresponds
and is equal to the rejection probability of the algorithm.
By default, we optimize the rejection probability to be
0.5 for fastest thermalization. The whole ensemble re-
stores the rotational symmetry because samples do not
distuinguish any point on the circle. It is interesting to
note that within the classical fields approximation, indi-
vidual realization of the field breaks symmetry and thus
corresponds to a single measurement.
Then, we provided the equations (5) with initial con-
ditions generated by MC algorithm for parameters guar-
renteeing presence of bright solitons. The shape of the
soliton was preserved during time evolution. We analyzed
the positions of peak obtained in equal time steps. It
turns out that the distribution of jump’s length is Gaus-
sian, but due to correlation between length of two con-
secutive jumps (peak tends to travel in one direction for
quite a long time) we did not observe characteristic
√
t
behavior of a mean distance.
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FIG. 6. Local density fluctuations. The left panels present
data for β = 0.58, whereas for the right panels we have
β = 0.0644. We compare results for contact interaction (up-
per row) and dipolar with l⊥ = 0.06 (lower row) with equal
interaction strength g = −0.0216. The trap was divided into
101 bins.
C. Local density fluctuations
The last issue of attractive gas is the problem of lo-
cal density fluctuations. For every sample generated by
Monte Carlo simulation, we consider its density profile.
Every density profile corresponds to a different position
of the soliton. That is why using bins with positions
fixed relatively to the ring would not lead us to reveal
7any structure in the distribution of density fluctuations
across bins. We use other approach in which we start
with determining the position of the center of mass (CM)
of our system. Then we divide the ring into bins with re-
spect to the position of the CM. Finally, we collect data
from all samples generated with MC algorithm and mea-
sure the variance of the number of atoms in each bin (see
Fig. 6).
V. SUMMARY
We have thoroughly studied statistical properties of
Bose gas confined to a ring trap, both for contact and
dipolar interactions. Our results concern problems that
are already accesible for experimental verification in har-
monic traps. For repulsive gas, not only did we con-
centrated on average value and fluctuations of the zero
momentum component, but also investigated the coher-
ence length as a function of temperature, the quantity
which depends on occupuation of higher energy modes.
We have shown that with a proper criterion for the cut-
off, classical fields approximation can tackle not only
problems connected with occupation of the lowest energy
mode, but can also be useful in the quasicondensation
regime, in particular to study coherence length and local
density fluctuations in the case of attractive gas.
For gas with attractive interactions, apart from local
density fluctuations we have analyzed the evolution of
classical field throughout the Metropolis algorithm and
the Heisenberg equation of motion. Our observations
of the evolution of density profile lead us to conclusion
that consecutive positions of the soliton display the same
properties as one would expect from series of measure-
ments of particles on the ring and therefore support in-
terpretation that single realization of the classical field
corresponds to a single measurement.
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Appendix A: Partition function of the ideal gas
We consider a system of N particles on the ring in thermal contact with a heat reservoir at the temperature T . We
start with calculating canonical partition function. By ni and Ei we denote occupation and energy of i-th state. We
introduce shift of the energy scale such that all energies are positive. Partition function takes the form
ZN (β) =
∞∑
n−∞=0
. . .
∞∑
n∞=0
e−β
∑
j Ejnj δN,
∑
j nj
. (A1)
We use integral representation of the Kronecker delta
δN,
∑
j nj
=
1
2π
∫ 2pi
0
dξ eiξ
(
N−∑j nj
)
. (A2)
After changing order of summation and integration, we are able to evaluate sums. Note that in case of atoms on the
ring all energies except E0 are double-degenerated (Ei = E−i). We arrive at
ZN (β) =
1
2π
∫ 2pi
0
dξ eiξN
∞∏
j=−∞
1
1− e−(iξ+βEj) =
1
2π
∫ 2pi
0
dξ
eiξN
1− e−(iξ+βE0)
∞∏
j=1
1
(1− e−(iξ+βEj))2 . (A3)
In the next step we perform variable change z = eiξ and end up with integrating function f(z) =
zN
z−e−βE0
∏∞
j=1
z2
(z−e−βEj )2 over the unit circle. We employ the residue theorem method. For z = e
−βE0 there is a
first-order pole and in z = e−βEk , k 6= 0 we have poles of order 2. We finally obtain partition function
ZN (β) = e
−βE0N
∞∏
j=1
1
(1− e−β(Ej−E0))2+
+
∞∑
j=1
e−βEjN
1− e−β(E0−Ej)
∞∏
k=1
k 6=j
1
(1− e−β(Ek−Ej))2
(
N + 1 +
1
1− e−β(Ej−E0) + 2
∞∑
l=1
l 6=j
1
1− e−β(Ej−El)
)
.
(A4)
8Classical fields
Now we calculate partition function in the classical fields description of particles on the ring. It means that we
have to introduce cutoff parameter n and occupations of modes are no longer discrete ni = |αi|2. Partition function
can be written in a form
ZclN (β) =
∫
d2α−n
π
. . .
∫
d2αn
π
e−β
∑
j Ej |αj |2δ
(
N −
n∑
j=−n
|αj |2
)
. (A5)
We use the Dirac delta representation
δ
(
N −
n∑
j=−n
|αj |2
)
=
1
2π
∫ ∞
−∞
dξ eiξ
(
N−∑j |αj |2
)
. (A6)
Hence
ZclN(β) =
1
2π
∫ ∞
−∞
dξ eiξN · I−n . . . In, Ik =
∫
d2αk
π
e−|αk|
2(βEk+iξ) =
1
βEk + iξ
. (A7)
All energies except E0 are double-degenerated (Ei = E−i)
ZclN (β) =
1
2π
∫ ∞
−∞
dξ eiξN
n∏
j=−n
1
βEj + iξ
=
(−1)n
2πi
∫ ∞
−∞
dξ eiξN
1
ξ − iβE0
n∏
j=1
1
(ξ − iβEj)2 . (A8)
To calculate integral (A8) we consider function g(z) := e
izN
z−iβE0
∏n
j=1
1
(z−iβEj)2 and integrate it over semicircle in the
upper half-plane using the residue theorem (integral over arc vanishes in the limit of infinite radius). For z = iβE0
there is a pole of order 1, and for z = iβEk , k 6= 0 we have poles of order 2. Partition function follows from the
residue theorem formula
ZclN(β) = e
−βE0N
n∏
j=1
1
(βEj − βE0)2+
+
n∑
j=1
e−βEjN
βE0 − βEj
n∏
k=1
k 6=j
1
(βEk − βEj)2
(
N +
1
βEj − βE0 + 2
n∑
l=1
l 6=j
1
βEj − βEl
)
.
(A9)
Appendix B: Distribution P (Nex)
We are interested in a probability distribution P (Nex) of having Nex atoms excited and N0 = N −Nex occupying
the ground state. To obtain the distibution we use simple formula [29]
P (Nex) =
ZNex
ZN
. (B1)
where ZNex is partition function calculated for situation where Nex atoms are excited and the rest occupy the ground
state. We calculate ZNex following the same steps as in the case of partition function (A4). Using formula (B1) and
setting E0 = 0 gives us
P (Nex) =
∑∞
j=1 e
−βEjNex∏∞
k=1
k 6=j
1
(1−e−β(Ek−Ej))2
(
Nex + 1 + 2
∑∞
l=1
l 6=j
1
1−e−β(Ej−El)
)
∏∞
j=1
1
(1−e−βEj )2 −
∑∞
j=1
e
−βEjN
e
βEj−1
∏∞
k=1
k 6=j
1
(1−e−β(Ek−Ej))2
(
N + 1 + 1
1−e−βEj + 2
∑∞
l=1
l 6=j
1
1−e−β(Ej−El)
) . (B2)
9Classical fields
Again we use formula (B1) with ZclNex calculated similarly as (A9) and obtain
Pcl(Nex) =
∑n
j=1 e
−βEjNex∏n
k=1
k 6=j
1
(βEk−βEj)2
(
Nex + 2
∑n
l=1
l 6=j
1
βEj−βEl
)
∏n
j=1
1
(βEj)2
−∑nj=1 e−βEjNβEj ∏nk=1k 6=j 1(βEk−βEj)2
(
N + 1
βEj
+ 2
∑n
l=1
l 6=j
1
βEj−βEl
) . (B3)
Appendix C: Correlation function
In order to calculate coherence length we need to obtain the function 〈ψˆ†(x)ψˆ(x′)〉, where brackets 〈·〉 denote
canonical ensemble average. We decompose atomic field in momentum basis
ψˆ(x) =
∑
q
1√
L
aˆq e
iqx (C1)
and write
〈ψˆ†(x)ψˆ(x′)〉 = 1
L
∑
q,q′
〈aˆ†q aˆq′〉 ei(q
′x′−qx) =
1
L
∑
q
〈nq〉 eiq(x
′−x) =
1
L
(
〈n0〉+ 2
∞∑
q=1
〈nq〉 cos
(
q(x − x′))). (C2)
Above we used the fact that 〈aˆ†q aˆq′〉 = δq,q′〈nq〉 and 〈nq〉 = 〈n−q〉. As we see, the whole calculation boils down to
obtaining average occupation of all modes. This can be done in a similar way as the partition function (using the
residue theorem) or simply by differentiating expression for partition function (A4). For q = 0 we have
〈n0〉 = 1
ZN (β)
∞∑
j=0
e−βEj(N−1)
∞∏
k=0
k 6=j
1
(1 − e−β(Ek−Ej))2
(
N + 2
∞∑
l=0
l 6=j
1
1− e−β(Ej−El)
)
, (C3)
whereas for q 6= 0 we obtain
〈nq〉 = 1
ZN (β)
[
e−βEq
(1− e−βEq)3
∞∏
j=1
j 6=q
1
(1 − e−βEj)2 −
∞∑
j=1
j 6=q
e−βEjNe−β(Eq−Ej)
(eβEj − 1)(1− e−β(Eq−Ej))
∞∏
k=1
k 6=j
1
(1− e−β(Ek−Ej))2×
×
(
N +
1
1− e−β(Ej−Eq) +
1
1− e−βEj + 2
∞∑
l=1
l 6=j
1
1− e−β(Ej−El)
)
− e
−βEqN
eβEq − 1
∞∏
j=1
j 6=q
1
(1− e−β(Ej−Eq))2×
×
(
N(N + 1)
2
+
N
(1− e−βEq)2 + 2
(
N + 1 +
1
1− e−βEq
) ∞∑
k=1
k 6=q
1
1− e−β(Eq−Ek) +
∞∑
k=0
k 6=q
1
(1 − e−β(Eq−Ek))2+
+ 2
∞∑
k,k′=1
k,k′ 6=q
k 6=k′
1
(1− e−β(Eq−Ek))(1− e−β(Eq−Ek′ )) +
1
2
∞∑
k=1
k 6=q
1
sh2
(
1
2β(Eq − Ek)
) − N
4
1
sh2
(
1
2βEq
)
)]
.
(C4)
Classical fields
Replacing annihilation operators with complex amplitudes in expression (C1) leads to classical version of atomic
field. From that follows the correlation function
〈ψ∗(x)ψ(x′)〉 = 1
L
∑
q,q′
〈α∗qαq′〉 ei(q
′x′−qx) =
1
L
∑
q
〈|αq|2〉 eiq(x
′−x) =
1
L
(
〈|α0|2〉+ 2
∞∑
q=1
〈|αq|2〉 cos
(
q(x− x′))). (C5)
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Using similar methods as in the case of partition function (the residue theorem) or by differentiation of (A9) we obtain
for q = 0
〈|α0|2〉 = 1
ZclN(β)
n∑
j=0
e−βEjN
n∏
k=0
k 6=j
1
(βEk − βEj)2
(
N + 2
n∑
l=0
l 6=j
1
βEj − βEl
)
, (C6)
for q 6= 0 we have
〈|αq|2〉 = 1
ZclN (β)
[
1
βEq
n∏
j=1
1
(βEj)2
−
n∑
j=1
j 6=q
e−βEjN
1
βEj
1
βEq − βEj
n∏
k=1
k 6=j
1
(βEk − βEj)2×
×
(
N +
1
βEj − βEq +
1
βEj
+ 2
n∑
l=1
l 6=j
1
βEj − βEl
)
− e−βEqN 1
βEq
n∏
j=1
j 6=q
1
(βEq − βEj)2×
×
(
N2
2
+
N
βEq
+
1
(βEq)2
+ 2
(
N +
1
βEq
) n∑
k=1
k 6=q
1
βEq − βEk+
+ 2
n∑
k,k′=1
k,k′ 6=q
k 6=k′
1
(βEq − βEk)(βEq − βEk′) + 3
n∑
k=1
k 6=q
1
(βEq − βEk)2
)]
.
(C7)
Appendix D: Fluctuations
The variance of population of the condensate is equal Var(n0) = 〈n20〉 − 〈n0〉2. We have already found average
population (C3), the remaining component is
〈n20〉 =
1
ZN (β)
[ ∞∏
j=1
1
(1− e−βEj)2
(
N2 − 2(2N + 1)
∞∑
k=1
1
eβEk − 1 + 4
∞∑
k,k′=1
k 6=k′
1
(eβEk − 1)(eβEk′ − 1)+
+ 2
∞∑
k=1
1
(eβEk − 1)2 +
∞∑
k=1
1
sh2(12βEk)
)
−
∞∑
j=1
e−βEj(N−1)
(eβEj − 1)3
∞∏
k=1
k 6=j
1
(1 − e−β(Ek−Ej))2×
×
(
1 +
(
eβEj + 1
)(
N +
1
eβEj − 1 + 2
∞∑
l=0
l 6=j
1
1− eβ(Ej−El)
))]
.
(D1)
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