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Abstract
We study general dynamical and topological behaviors of minimal sets in skew-product circle flows in
both continuous and discrete settings, with particular attentions paying to almost periodically forced circle
flows. When a circle flow is either discrete in time and unforced (i.e., a circle map) or continuous in time but
periodically forced, behaviors of minimal sets are completely characterized by classical theory. The general
case involving almost periodic forcing is much more complicated due to the presence of multiple forcing
frequencies, the topological complexity of the forcing space, and the possible loss of mean motion property.
On one hand, we will show that to some extent behaviors of minimal sets in an almost periodically forced
circle flow resemble those of Denjoy sets of circle maps in the sense that they can be almost automorphic,
Cantorian, and everywhere non-locally connected. But on the other hand, we will show that almost periodic
forcing can lead to significant topological and dynamical complexities on minimal sets which exceed the
contents of Denjoy theory. For instance, an almost periodically forced circle flow can be positively transitive
and its minimal sets can be Li–Yorke chaotic and non-almost automorphic. As an application of our results,
we will give a complete classification of minimal sets for the projective bundle flow of an almost periodic,
sl(2,R)-valued, continuous or discrete cocycle.
Continuous almost periodically forced circle flows are among the simplest non-monotone, multi-
frequency dynamical systems. They can be generated from almost periodically forced nonlinear oscillators
through integral manifolds reduction in the damped cases and through Mather theory in the damping-free
cases. They also naturally arise in 2D almost periodic Floquet theory as well as in climate models. Dis-
crete almost periodically forced circle flows arise in the discretization of nonlinear oscillators and discrete
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W. Huang, Y. Yi / Journal of Functional Analysis 257 (2009) 832–902 833counterparts of linear Schrödinger equations with almost periodic potentials. They have been widely used
as models for studying strange, non-chaotic attractors and intermittency phenomena during the transition
from order to chaos. Hence the study of these flows is of fundamental importance to the understanding of
multi-frequency-driven dynamical irregularities and complexities in non-monotone dynamical systems.
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1. Introduction
Through out the paper, we let T = R or Z. Consider askew-product circle flow (SPCF
for short) (S1 × Y,T) = (S1 × Y, {Λt }t∈T) with a compact base (or forcing) flow (Y,T) =
(Y, {σt }t∈T), i.e., for each t ∈ T the following diagram
S1 × Y
π
Λt
S1 × Y
π
Y
σt
Y
commutes, where π : S1 × Y → Y denotes the natural projection. Let y0 · t = σt (y0),
ψ(s0, y0, t) = ΠΛt(s0, y0), where Π : S1 × Y → S1 denotes the natural projection. The SPCF
can be expressed more explicitly as Λt : S1 × Y → S1 × Y :
Λt(s0, y0) =
(
ψ(s0, y0, t), y0 · t
)
, t ∈ T. (1.1)
In particular, when T = Z, the discrete flow Λt is generated by the iteration of the skew-product
circle map Λ : S1 × Y → S1 × Y :
Λ(s0, y0) =
(
f (s0, y0), T (y0)
)
, (1.2)
where f (s0, y0) = ψ(s0, y0,1) and T (y0) = y0 · 1. Using angular coordinate φ0 ∈ R1 (mod 1),
the SPCF Λt can be also expressed as
Λˆt (φ0, y0) =
(
φ(φ0, y0, t), y0 · t
)
, t ∈ T, (1.3)
where e2πiφ(φ0,y0,t) = ψ(s0, y0, t) and e2πiφ0 = s0.
The present paper is mainly devoted to the study of dynamical and topological properties
of minimal sets in an almost periodically forced circle flow (APCF for short), i.e., a SPCF
(S1 × Y,T) with an almost periodic base (or forcing) flow (Y,T). We refer an APCF as con-
tinuous APCF if T = R and as discrete APCF if T = Z. In the case that the SPCF is discrete, we
assume that the generating skew-product circle map Λ is homotopic to the identity and fiber-wise
monotone, i.e., there is a homeomorphism Λ˜ : R1 × Y → R1 × Y :
Λ˜(x0, y0) =
(
f˜ (x0, y0), T (y0)
)
,
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both f˜ and x0 are identified modulo 1 the identified map Λ˜ is homeomorphic to Λ.
In the case that the SPCF (1.1) is either discrete and unforced (i.e., a circle map) or continuous
but periodically forced, it follows from the classical Poincaré–Birkhoff–Denjoy theory that a
minimal set of the SPCF is periodic if the rotation number is rational, and is either almost periodic
or of Denjoy type if the rotation number is irrational. It is also known that a Denjoy type of
minimal set has a Cantor structure and is almost automorphic.
But even if the SPCF (1.1) becomes an APCF, its minimal dynamics can be far more complex,
though it always admits zero topological entropy. Taking the continuous case for example, while
the majority existence of quasi-periodic dynamics in a parameter family of quasi-periodically
forced ordinary differential equations on the circle is asserted by the Arnold–Moser theorem
[2,43] when the forcing frequencies are Diophantine and the forcing functions are sufficiently
small, smooth perturbations of a constant plus a deformation parameter, almost periodic dynam-
ics are however not generally expected in a continuous APCF. Even in the continuous APCF
generated from the projective bundle flow of a continuous, almost periodic, sl(2,R)-valued co-
cycle, it was shown by Johnson [29] that if the cocycle is not uniformly hyperbolic and admits
two minimal sets, then both minimal sets are almost automorphic which are not necessarily al-
most periodic, and moreover, if only one minimal set exists, then dynamics of the minimal set can
be much more complicated than being almost automorphic. For discrete APCFs, it was recently
shown in [27,28] that even with one forcing frequency the flows can be topologically transitive.
Besides the presence of multiple forcing frequencies and the topological complexity of the
forcing space, much of the dynamical complexity in an APCF (1.1) is governed by the loss of
the so-called mean motion property. Let
ρ = lim
t→∞
φ˜(φ˜0, y0, t)
t
be the rotation number associated with the APCF (1.1) or (1.3), where φ˜(φ˜0, y0, t) denotes the
lift of φ(φ0, y0, t) in R1 satisfying φ˜(φ˜0 + 1, y0, t) ≡ φ˜(φ˜0, y0, t)+ 1. The limit exists and is in-
dependent of orbits. Differing from the unforced discrete case and periodically forced continuous
case, there are general cases in which
sup
t∈T
∣∣φ˜(φ˜0, y0, t)− ρt∣∣= +∞ (1.4)
for some (φ˜0, y0) ∈ R1 × Y . We say that the APCF (1.1) admits mean motion (or bounded mean
motion) if
sup
t∈T
∣∣φ˜(φ˜0, y0, t)− ρt∣∣< +∞ (1.5)
for all (φ˜0, y0) ∈ R1 ×Y . In the opposite case, we say that the APCF (1.1) admits no mean motion
(or unbounded mean motion). It is well known that if the APCF (1.1) has an almost periodic orbit,
then it always admits mean motion. In fact, as suggested by works [27,28,54,62], dynamics of
an APCF (1.1) with mean motion should resemble more closely to the unforced discrete case
or the periodically forced continuous case, while dynamics of an APCF (1.1) without mean
motion should be considerably different than those with mean motion. Indeed, in the case that
an APCF (1.1) is continuous in time and admits mean motion, a translation x = φ˜ − ρt will
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application of results in [56] shows that each of its minimal set is almost automorphic.
In the present paper, we will employee techniques from topological dynamics and ergodic
theory to study minimal sets in an APCF (1.1) with particular attentions paying to their general
(dynamical and topological) complexities, structures, and topological classifications. We will
also investigate in other fundamental dynamics issues for an APCF such as the existence of
almost automorphic minimal sets and sufficient conditions for the validity of the mean motion
property. We will obtain a set of general results for an APCF including the following:
(a) Each minimal set is either point-distal or residually Li–Yorke chaotic;
(b) Any minimal set is either an almost finite to one extension of the base, or the entire phase
space, or a Cantorian;
(c) If the flow admits more than one minimal set, then each minimal set is an almost finite cover
of the base;
(d) If the flow admits mean motion, then each minimal set is almost automorphic;
(e) If the flow admits no mean motion, then each minimal set is either the entire phase space or
is everywhere non-locally connected.
In the case that the forcing is quasi-periodic, the following more concrete results will be
obtained:
(f) If the rotation number is rationally independent of the forcing frequencies, then the flow
admits a unique minimal set and the minimal set is either the entire phase space or is every-
where non-locally connected;
(g) If the flow admits no mean motion, then it is positively transitive and admits a unique min-
imal set, and consequently, if the flow has more than one minimal sets, then it must admit
mean motion and each minimal set is almost automorphic.
We remark that, except in those involving rotation number and mean motion, our results above
actually hold for a general discrete APCF without assuming its generating skew-product map to
be homotopic to identity.
Based on our general results and works [7,29], we will also give a complete classification of
minimal sets for the projective bundle flow (P 1 × Y,T) of an almost periodic, sl(2,R)-valued,
continuous (i.e., T = R) or discrete (i.e., T = Z) cocycle.
APCFs are among the simplest but fundamental models of non-monotone, multi-frequency
systems in which interactions of (both internal and external) frequencies are expected to gen-
erate rather complicated dynamics. First of all, APCFs arise naturally in the study of almost
periodically forced nonlinear oscillators and their discretizations. Consider an almost periodi-
cally forced, damped, nonlinear oscillator
x′′ + F(x, x′, y · t) = 0, x ∈ R1, y ∈ Y. (1.6)
Such an oscillator admits both internal and external frequencies, and due to damping, its os-
cillations all lie in a compact global attractor. According to the classical oscillation theory, not
only are almost periodic oscillations rare in a such system, but also the global attractor can be-
come complicated especially when the damping is weak. In particular, even in quasi-periodically
forced nonlinear oscillators as simple as Van der Pol and Josephson junction, numerical stud-
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geometrically strange but admit no positive Lyapunov exponent (see e.g., [22,51]). There have
been many theoretical and numerical studies on SNAs with respect to both quasi-periodically
forced nonlinear oscillators and their discretizations. It is well believed that a SNA typically lies
in the intermittency during the transition from order to chaos. An almost periodically forced,
damped, nonlinear oscillator (1.6) can be often reduced through an integral manifolds reduction
to an almost periodically forced scalar ordinary differential equation of the form
φ′ = f (φ, y · t), φ ∈ R1, y ∈ Y, (1.7)
where f (φ + 1, y) ≡ f (φ, y) (see [54,62] for the case of almost periodically forced Van der Pol
and Josephson junction oscillators). When both the solution φ(φ0, y0, t) and the initial value φ0
corresponding to y = y0 are identified modulo 1, Eq. (1.7) clearly generates an APCF containing
the SNA. In fact, much of the study on SNAs has been made with respect to such reduced quasi-
periodically forced circle flows and their discrete counterparts (we refer the readers to [14,21,
27,28,35] for recent progresses on the subject). But besides the case of (1.7) with mean motion
property in which minimal sets are known to be almost automorphic [54,62], dynamical and
topological structures of SNAs in general situation are yet to be understood.
In the case that an almost periodically forced nonlinear oscillator is damping-free, it becomes
an almost periodically forced, one-degree-of-freedom Hamiltonian system of the form
x′′ + Vx(x, y · t) = 0, x ∈ R1, y ∈ Y, (1.8)
where V (x + 1, y) ≡ V (x, y). Due to the conservative nature, oscillations of a such system
spread over the entire phase space. It is known that if (1.8) is quasi-periodically forced with Dio-
phantine frequencies, then associated with high “energy” the system becomes nearly integrable
and an application of KAM theory shows the existence of a positive Lebesgue measure set of
quasi-periodic invariant tori with Diophantine frequencies. But it is also known that these quasi-
periodic tori tend to disappear if either the system become less integrable or the frequencies are
close to resonance. Instead, the so-called Mather sets (or Cantori) supporting minimizing mea-
sures can be shown to exist in the phase space R1 × S1 × Y based on the Mather theory [39,41].
An application of the Mather theory further shows that dynamics on each projected Mather set
in S1 × Y is topologically conjugated to that of the corresponding Mather set (see e.g., [26,40]).
More precisely, consider the Lagrangian L = p22 −V (x, y · t) associated with (1.8). Then for each
η ∈ R1, minimizing measures μη exist, i.e., each μη is an invariant measure for the skew-product
flow (R1 × S1 × Y,R) generated from (1.8) and satisfies∫
R1×S1×Y
(L− η)dμη = inf
μ
∫
R1×S1×Y
(L− η)dμ,
where the infimum is taken over all Borel probability measures on R1 × S1 × Y . The set Mη =⋃
μη
suppμη is called Mather set, which is a compact invariant set of (R1 × S1 × Y,R). Let
π : R1 × S1 × Y → S1 × Y be the natural projection and M˜η = πMη be the projected Mather
set. Then π : Mη → M˜η is a homeomorphism. It follows that the projected flow on M˜η, as a
subflow of an APCF, is topologically conjugated to that defined on Mη. When (1.8) is periodically
forced, the projected Mather sets are just the well-known Aubry–Mather sets which have the
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not much is known on dynamical and topological properties of Mather sets in situations involving
more than two frequencies.
The second, APCFs arise naturally in the spectral theory of 2D linear systems with almost
periodic coefficients. For instance, as the projective bundle flows of sl(2,R)-valued, almost pe-
riodic, continuous or discrete cocycles, they play an essential role in 2D almost periodic Floquet
theory and the spectral problem of linear Schrödinger equations/operators and their discrete
counterparts (such as Harper’s equations and almost Mathieu operators) with almost periodic
potentials [6,29,34]. In particular, for the 2D almost periodic Floquet problem, it was a remark-
able observation due to Johnson [29] that, with the general unavailability of an almost periodic
strong Perron transformation which transforms an almost periodic linear differential system into
a canonical form, one can often introduce an almost automorphic transformation instead, pro-
vided that an almost automorphic minimal set exists in the reduced continuous APCF.
The third, as recently shown by Pliss and Sell [47], continuous APCFs arise in oceanic dy-
namics and climate models through invariant manifolds reductions and high frequency averaging.
Hence they can be used as basic models to explain complicated oceanic dynamics in particular
the nature of turbulence.
In addition, in the case that the forcing flow is quasi-periodic, (1.1) becomes a toral flow or
map whose rotation set is a singleton. Dynamics of toral flows and maps have been extensively
studied for cases with convex rotation sets, but the case with “thin” rotation set is more or less
open.
Linking to these important problems and applications, our primary goal for the present study
is to make a preliminary understanding of frequency-driven dynamical irregularity and complex-
ity in non-monotone, multi-frequency systems. It is our hope that the present study on APCFs
will lead to some deep insights on dynamics and structures of SNAs and Mather sets in almost
periodically forced, nonlinear oscillators in the damped and damping-free case respectively, on
the spectral problem of almost periodic Schrödinger-like operators, on dynamics of toral flows
and maps with “thin” rotation sets, on the nature of turbulence in oceanic flows, and on intermit-
tency phenomenon during the transition from order to chaos. We remark that smooth dynamical
systems theory plays a less role in the general problems which we are studying. First of all, due to
the general almost periodic time dependence, the forcing space of an APCF need not be smooth.
Secondly, even if the forcing space is smooth, APCFs arising in applications need not be smooth
at all. For instance, for a quasi-periodically forced, damped nonlinear oscillator, it is well known
that the weaker the damping is, the less smoother an integral manifold becomes [61]. While for a
quasi-periodically forced, damping-free nonlinear oscillator, the torus which a projected Mather
set is embedded into is only Lipschiz in general even in the periodically forced case [13,39].
The rest of the paper is organized as follows. In Section 2, we will give precise statements of
our main results with respect to APCFs along with some discussions. Section 3 is a preliminary
section in which we will review basic concepts and results from topological dynamics and er-
godic theory to be used in later sections. Our main results will be proved in Sections 4–8 based
on some general results which we will prove for compact flow extensions, as well as for general
SPCFs. More precisely, in Section 4, we will give an ordering condition under which a compact
flow extension preserves topological entropy. In Section 5, we will show that if a minimal flow
is a proximal extension of another minimal flow which is not almost 1–1, then it must be Li–
Yorke chaotic. In Section 6, we will classify the general topological structures of minimal sets
in a SPCF. In Section 7, we will study the nature of minimal sets of a SPCF which are almost
finite to one extensions of the base space. In Section 8, we will study dynamical and topological
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In particular, we will show that if a SPCF is positively transitive, then it has a unique minimal
set. We then consider the case with locally connected base and show that if the SPCF admits no
mean motion, then it must be positively transitive. In Section 9, we generalize results in [4,7,29]
to give a complete classification of minimal dynamics of the projective bundle flow generated
from a (continuous or discrete) almost periodic, sl(2,R)-valued cocycle of all four basic types:
elliptic, parabolic, partially hyperbolic, and hyperbolic.
2. Main results
In this section, we will state our main results with respect to APCFs which are the main
motivations for the present study, though most of these results actually hold for more general
SPCFs (see Sections 4–8 for more details).
Dynamical and topological structures of minimal sets of an APCF (S1 ×Y,T) seem to depend
on various factors: the number of minimal sets, local connectivity of minimal sets, validity of the
mean motion property, and the topological nature of the forcing space. Hence our main results
lie in several categories which particularly include cases for general Y as well as for Y being
locally connected (e.g., Y is a torus). A special example of the later case is when (1.1) is quasi-
periodically forced. As to be seen from the proofs of these results, both the validity of mean
motion property and the local connectivity of Y seem to be essential for a minimal set of an
APCF to be better behaved in general.
Let π : S1 × Y → Y denote the natural projection.
2.1. General dynamical complexities
General dynamical complexities of an APCF is characterized in the following two theorems.
Theorem 1. An APCF always has zero topological entropy.
Theorem 1 may be proved by using an entropy inequality due to Bowen [9] for compact
flow extensions. In Section 4 we will give a self-contained proof of this theorem by providing
a general result on the preservation of topological entropy between flow extensions under an
ordering condition. Such a general result on preservation of topological entropy will also be
useful to other skew-product flows having certain fiber-wise order preserving properties.
Theorem 2. Let M be a minimal set of an APCF. Then precisely one of the following holds:
(a) M is point-distal;
(b) M is residually Li–Yorke chaotic.
Theorem 2 will be proved in Section 5 following a general result which says that if a minimal
flow is a proximal extension of another minimal flow that is not almost 1–1, then it must be
Li–Yorke chaotic.
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[37]. A compact metric flow (X,T) is called Li–Yorke chaotic if X contains an uncountable
scrambled set S—set in which any pair of distinct points {x, y} ⊂ S is a Li–Yorke pair, i.e.,
lim sup
t→+∞
d(x · t, y · t) > 0 and lim inf
t→+∞ d(x · t, y · t) = 0,
where d denotes the metric on X. It is known that if (X,T) admits positive topological entropy,
then it is necessarily Li–Yorke chaotic, but not vice versa [8].
Residual Li–Yorke chaos is a stronger notion than Li–Yorke chaos. A compact metric flow
extension π : (X,T) → (Y,T) is said to be residually Li–Yorke chaotic if there exists a residual
(i.e., dense Gδ) subset Yc of Y such that each fiber π−1(y), y ∈ Yc , admits an uncountable
scrambled set.
Remark 1. (1) A point-distal minimal set (including almost automorphic minimal set), though
cannot be residually Li–Yorke chaotic, it can well be Li–Yorke chaotic.
(2) Minimal sets in a circle map or a periodically forced continuous circle flow can never be
Li–Yorke chaotic.
(3) Using Theorem 2, one can show that many APCFs admit Li–Yorke chaos. Consider a 2D
almost periodic linear system
x˙ = A(y · t)x, x ∈ R2, y ∈ Y, (2.1)
where trA = 0 and (Y,R) is an almost periodic minimal flow. The system naturally generates a
continuous APCF ΛAt on the projective bundle P 1 × Y . Let S0 be the set of continuous matrix-
valued function A whose respective linear system (2.1) can be reduced to a system with skew-
symmetric coefficient matrix B(y) of zero mean via a strong Perron transformation. It was shown
by Johnson [31] (see also [42]) that there is a residual subset S of S¯0 such that for each A ∈ S ,
the entire phase space of ΛAt is minimal, strictly ergodic, and a proximal extension of Y . Now,
for each A ∈ S , it follows from Theorem 2 that all minimal sets of ΛAt are residually Li–Yorke
chaotic. We note that with the non-existence of almost automorphic dynamics, the APCFs ΛAt
with A ∈ S admit no mean motion.
We refer the readers to a recent work of Bjerklov and Johnson [7] for more concrete discus-
sions on Li–Yorke chaos in continuous, almost periodically forced projective bundle flows and
to Section 9 of this paper for some general discussions in this regard.
(4) We expect that point-distality of minimal sets stated in Theorem 2 can be replaced by al-
most automorphy in a generic sense. However, there are minimal sets of APCFs which are point-
distal but not almost automorphic. An easy example is as follows. Let (Y,R) be an non-periodic,
almost periodic minimal flow and let a be a continuous function on Y with zero mean such that∫ t
0 a(y0 · s) ds is unbounded for some y0 ∈ Y (such functions largely exist, see [30]). Then the
almost periodically forced circle flow defined by Λ∗t (φ, y) = (φ +
∫ t
0 a(y · s) ds mod 1, y · t), is
not almost periodic. Hence Λ∗t is distal (in particular, point-distal) but not almost automorphic,
simply because a distal almost automorphic minimal flow must be almost periodic.
(5) In [29], concerning the 2D almost periodic Floquet problem, Johnson studied the APCF
(projective bundle flow) ΛAt generated from (2.1). Minimal sets of the flow were shown to be
almost periodic or almost automorphic for most cases except that the flow has only one minimal
set M in which no fiber over the base admits a distal pair. Using Theorem 2, we conclude that
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residually Li–Yorke chaotic (see also [7]). Similar classifications can be made for the projective
bundle flow of a general sl(2,R)-valued, almost periodic, continuous or discrete cocycle (see
Section 9 for details).
2.2. Topological classification of minimal sets
In the case that an APCF is either discrete and unforced or continuous but periodically forced
(i.e., Y = S1), it follows from the classical Poincaré–Birkhoff–Denjoy classification that if the
rotation number is rational (the resonant case), then each minimal set is a finite to one extension
of S1, and if the rotation number is irrational (the non-resonant case), then a minimal set is either
the entire phase space or of Denjoy type (in the continuous case, each of its Poincaré section is a
Denjoy Cantor set). Our next result shows that one can have a similar topological classification
of minimal sets for a general APCF.
Theorem 3. Let M be a minimal set of an APCF. Then precisely one of the following holds:
(a) M is an almost N–1 extension of Y for some positive integer N ;
(b) M = S1 × Y ;
(c) M is a Cantorian.
Theorem 3 will be proved in Section 6. A minimal set M of a SPCF (S1 × Y,T) is said
to be a Cantorian if there exists a residual subset Y0 of Y such that for each y ∈ Y0, the fiber
My = π−1(y)∩M is a Cantor set.
Remark 2. (1) Cantorians can arise in APCFs with or without mean motions. The Denjoy type of
minimal set in a continuous, periodically forced circle flow is an example of Cantorian in (topo-
logically non-transitive) APCFs with mean motion. An example of Cantorian in (topologically
transitive) APCFs without mean motion is constructed in a recent work due to Béguin, Crovisier,
Jäger, and Le Roux [4].
(2) It is clear that a minimal set in the case (a) of Theorem 3 cannot be residually Li–
Yorke chaotic, hence by Theorem 2 it must be point-distal. Still, such a minimal set can well
be Li–Yorke chaotic and topological complicated by being everywhere non-locally connected
(see Remark 4(1) below).
(3) We believe that a Cantorian minimal set of an APCF is more topologically complicated in
the sense that it is not only a Cantorian but also everywhere non-locally connected.
(4) According to the Poincaré–Birkhoff–Denjoy theory, dynamics of a minimal set M in a
continuous, periodically forced circle flow can be completely classified according to its topo-
logical nature: in the resonant case M is periodic, while in the non-resonant case M is either
2-frequency almost periodic if it is the entire phase space or 2-frequency almost automorphic
if it is of Denjoy type. To the contrary, dynamics of minimal sets in a general APCF is too
complicated to be classified according to their topological natures. For instance, minimal sets
in both cases (b) and (c) of Theorem 3 can be either point-distal or residually Li–Yorke chaotic
which need not be almost automorphic. In fact, even in the case (a) of Theorem 3 we believe that
minimal sets need not be almost automorphic in general.
An almost N–1 extension of an almost periodic minimal flow need not be almost automorphic.
A such example can be constructed in symbolic flows as follows. Let τ be the substitution on
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τ(w) = τ(w0)τ (w1) · · · τ(w−1) and τ i(w) = τ(τ i−1(w)), i  2. Let X ⊆ {0,1}Z be the set of
all bi-infinite binary sequences x in X such that any finite word in x is a sub-word of τ i(0) for
some i ∈ N, and let T be the left shift map on X. Then the discrete dynamical system (X,T )
is a so-called Morse system which is known to be minimal and an almost 2–1 extension of its
maximal almost periodic factor [38]. As an almost automorphic minimal flow is necessary an
almost 1–1 extension of its maximal almost periodic factor (see Theorem 3.2), (X,T ) is not
almost automorphic. A suspension of (X,T ) also leads to an example of continuous flows.
(5) Unlike the periodically forced continuous case, the topological classification for general
APCFs given in Theorem 3 need not depend on the resonance type. For instance, case (a) of
Theorem 3 can happen when the rotation number is rationally independent of forcing frequencies,
as shown by an example of Johnson [33] in which an APCF admits a unique minimal set that is
an almost 1–1 extension of the base, but the rotation number is not rationally dependent on the
forcing frequencies.
2.3. Almost finite to one extensions
We would like to exam cases of APCFs in which an almost N–1 extension of the base becomes
almost automorphic. We first give a structural characterization of a minimal set if there are more
than one minimal sets presented in an APCF.
Theorem 4. Suppose that an APCF (S1 × Y,T) has more than one minimal sets. Then the fol-
lowing holds.
(1) There exists a positive integer N such that each minimal set of (S1 ×Y,T) is an almost N–1
extension of Y .
(2) If one minimal set of (S1 × Y,T) is almost automorphic, then so are others.
(3) If Y is locally connected, then all minimal sets of (S1 × Y,T) are almost automorphic.
In the case that an APCF (S1 × Y,T) admits more than one minimal sets, we feel that the
local connectivity of Y is essential for the minimal sets to be almost automorphic. In the case
that it only admits one minimal set which is an almost N–1 extension of Y for some N > 1, we
believe that even local connectivity of Y would not be sufficient for the minimal set to be almost
automorphic. However, we do have the following result.
Theorem 5. Let M be a minimal set of an APCF (S1 ×Y,T) which is an almost N–1 extension of
Y for some N  1. If M is not everywhere non-locally connected, then it is almost automorphic,
and moreover, for any y ∈ Y , each fiber π−1(y)∩M consists of exactly N connected components
which are either singletons or closed intervals, if it is not homeomorphic to S1.
Theorems 4, 5 will be proved in Section 7.
Remark 3. (1) A Denjoy type of minimal set in a continuous, periodically forced circle flow
is an almost 1–1 extension of a 2-torus with two points on each non-residual fiber. Hence by
Theorem 5 it is everywhere non-locally connected.
(2) In [32], Johnson constructed an example of continuous, quasi-periodically forced circle
flow which has a unique minimal set M with the following properties: (i) M is an almost 1–1
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points on singleton fibers; (iii) M is not locally connected at all points; (vi) there is a full (Haar)
measure set in the base torus over which all fibers are non-degenerate intervals. This gives an
example of Theorem 5. In fact, by Theorem 5, all non-singleton fibers in M are non-degenerate
intervals.
2.4. Mean motion and dynamics
In the next two results, we describe the behavior and structure of a minimal set of an APCF
in both the cases with and without mean motion. Theorem 6 below is more or less known in the
continuous case [54,62] but unknown in the discrete case.
Theorem 6. Suppose that an APCF (S1 × Y,T) admits mean motion. Then the following holds.
(1) Each minimal set of (S1 ×Y,T) is almost automorphic whose frequency module is generated
by the rotation number and the forcing frequencies.
(2) If a minimal set of (S1 × Y,T) is an almost N–1 extension of Y for some positive inte-
ger N , then N is the smallest positive integer whose multiplication to the rotation number is
contained in the frequency module of the forcing.
Theorem 7. Suppose that an APCF (S1 × Y,T) admits no mean motion. Then the following
holds.
(1) Each minimal set of (S1 × Y,T) is either the entire phase space S1 × Y or is everywhere
non-locally connected.
(2) If Y is locally connected, then (S1 × Y,T) is positively transitive and has only one minimal
set.
Theorems 6, 7 will be proved in Section 8 based on some general results on the connections
between the lacking of mean motion, positive transitivity, and the uniqueness of minimal set.
Theorem 7(2) is partially known for a quasi-periodically forced circle map with one forcing
frequency [27,28]. But arguments in [27,28], being crucially depending on the one-dimensional
forcing space, does not extend to the general situation completely.
Corollary. Consider an APCF (S1 × Y,T) with Y being locally connected. Then the following
holds.
(1) If (S1 × Y,T) has more than one minimal set, then it admits mean motion.
(2) If the entire phase space S1 ×Y is not minimal, then each minimal set of (S1 ×Y,T) is either
everywhere non-locally connected or almost automorphic.
(3) If the rotation number is rationally independent of the forcing frequencies, then (S1 × Y,T)
has a unique minimal set.
In the above Corollary, (1) follows immediately from Theorem 7(2), (2) follows immediately
from Theorem 6(1) and Theorem 7(1), and (3) follows immediately from Theorem 7(2), Theo-
rem 4(1) and Theorem 6(2).
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imal set that is an almost 1–1 extension of the base, but the rotation number is not rationally
dependent on the forcing frequencies. By Theorem 6, this example admits no mean motion, and,
by Theorem 7, the unique almost automorphic minimal set is everywhere non-locally connected.
Also consider the quasi-periodically forced circle flow constructed by Johnson [32] in which
the unique minimal set is not everywhere non-locally connected. Theorem 7 implies that this
flow does admit mean motion.
(2) If an APCF has a minimal set which is residually Li–Yorke chaotic, then the minimal set
cannot be almost automorphic and hence by Theorem 6 the APCF admits no mean motion.
(3) An almost automorphic minimal set often occurs as intermediate dynamics in a parame-
ter family of quasi-periodic forced circle flows. Consider a smooth family of quasi-periodically
forced equations
φ′ = λ+ εf (φ, y · t), φ ∈ R1, (2.2)
where f : R1 × T k → R1 is sufficiently smooth, f (φ + 1, y) ≡ f (φ, y), y · t = y + ωt , ω ∈ Rk
is Diophantine, and λ, ε are bounded parameters. We let Σ be the set of (λ, ε) whose corre-
sponding equation (2.2) is smoothly reducible to a pure rotation according to Arnold–Moser
theorem [2,43], i.e., there is a smooth, near identity transformation φ = ψ + hλ,ε(ψ,y) with
‖hλ,ε‖∞ < 1, such that the transformed equation becomes ψ ′ = λ (hence the corresponding
quasi-periodically forced circle flow is quasi-periodic and Diophantine). Now consider a bound-
ary point (λ0, ε0) of Σ , i.e., there is a sequence (λn, εn) ∈ Σ → (λ0, ε0). Let y0 ∈ T k , ψ0 ∈ [0,1)
be given, and hn(t) = hλn,εn(ψ0, y0 + ωt) converges uniformly on compact sets to some h∞(t)
according to the Ascoli theorem. Then φn(t) = ψ0 + λnt + hn(t) converges uniformly on com-
pact sets to φ∞ = ψ0 + λ∞t + h∞(t) which is a solution of (2.2) corresponding to (λ0, ε0).
Since ‖h∞‖∞  1, it follows that the quasi-periodically forced circle flow (2.2) corresponding
to (λ0, ε0) admits mean motion (see Theorem 8.2 in Section 8) and hence by Theorem 6 all its
minimal sets are almost automorphic. The rotation number associated with (λ0, ε0) may well
depend on ω in a joint Louisville way so that the frequencies of the almost automorphic minimal
sets need not be Diophantine. Dynamics of the flow associated with (λ, ε) lying in the comple-
ment of Σ¯ are expected to be more complicated due to the possible loss of mean motion property.
Similar intermittency phenomenon can be observed in the spectral problem of an almost periodic
Schrödinger operator (see Section 9 for detail).
For a general parameter family of APCFs, we believe that almost automorphic intermittency
(or bifurcation) may occur at the critical value when either almost periodicity is lost, or mean
motion property becomes invalid, or when Li–Yorke chaos tends to appear (order to chaos).
2.5. An extended Denjoy theorem
From Theorems 4, 7 and the Corollary above, we see that local connectivity of Y plays an
important role in the dynamics and topological structures of minimal sets in the correspond-
ing APCF (S1 × Y,T). The case when Y is locally connected of course includes that of a
quasi-periodically forced circle flow. In fact, when Y is a torus, one can have a more com-
plete characterization on the topological structure of a minimal set. The following result can
be regarded as a quasi-periodic extension of the classical Denjoy theorem with respect to the
topological structure of minimal sets.
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and suppose that the rotation number is rationally independent of the forcing frequencies. Then
(S1 × Y,T) has a unique minimal set M and M is either the entire phase space S1 × Y or is
everywhere non-locally connected. If, in addition, the APCF admits mean motion, then M is
almost automorphic, and moreover, M is either the entire phase space S1 × Y or an everywhere
non-locally connected Cantorian.
Theorems 8 will also be proved in Section 8.
Remark 5. (1) In light of Theorem 2, under the condition of Theorem 8, an everywhere non-
locally connected minimal set can be either a finite to one extension of the base or a Cantorian.
(2) Our results give some information on possible topological and dynamical complexity of
a SNA in a quasi-periodically forced, damped nonlinear oscillator and Mather sets in a quasi-
periodically forced, damping-free nonlinear oscillator.
Consider a quasi-periodically forced, damped, nonlinear oscillator (1.6) in which a SNA ex-
ists. If the damping is not too weak, then the attractor lies in a quasi-periodically forced circle
flow through an integral manifolds reduction. The complexity of a SNA is often reflected by that
on its minimal sets, because, using arguments in [55], such an attractor is made up by minimal
sets and their “connecting orbits.” Due to the geometric strangeness, the SNA is however not the
entire phase space if it is globally attracting. It follows from Theorem 3 that each minimal set
in the SNA is either an almost finite cover of the forcing space (a torus) or a Cantorian, which,
by part (2) of the Corollary, is almost automorphic and/or everywhere non-locally connected.
In particular, if the rotation number is rationally independent of the forcing frequencies, then it
follows from Theorem 8 that the SNA contains a unique minimal set which is everywhere non-
locally connected (which can be a Cantorian carrying almost automorphic dynamics). Of course,
minimal dynamics in a SNA can well be Li–Yorke chaotic or even residually Li–Yorke chaotic
according to Theorem 2 (as shown in [21], a SNAs can exhibit certain mild chaotic behavior). All
these actually suggest that topologically a minimal set in a SNA should typically be everywhere
non-local connected and be either an almost finite cover of the forcing space or a Cantorian; and
dynamically a minimal set in a SNA should essentially be either almost automorphic or residu-
ally Li–Yorke chaotic (see Section 9 for more discussions in this regard on almost periodically
forced projective bundle flows).
We remark that the kind of complexity of SNAs described above for a quasi-periodically
forced, damped, nonlinear oscillator is particularly significant when the damping is weak,
in which case the reduced flow on the integral manifold becomes a less/non-smooth, quasi-
periodically forced circle flow. To the contrary, when the damping is strong, one can well have
cases in which topological complexity of minimal sets plays a less role to the geometric com-
plexity of a SNA in comparing with its measure-theoretic complexity.
For a quasi-periodically forced, damping-free nonlinear oscillator (1.8), we note that the flow
on each projected Mather set is a (not necessarily smooth) skew-product flow lying in S1 ×Y for
which all our results above are applicable. Hence if dynamics on a projected Mather set is not
quasi-periodic, then similar topological and dynamical structures are expected for its minimal
sets.
3. Preliminary
For simplicity, we assume that all T-flows, for T = R or Z, to be considered in the rest of
the paper are defined on complete separable metric spaces. We will use the same symbol | · |
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a function. Also, for a compact metric space X, we let the set 2X of compact subsets of X be
endowed with the Hausdorff metric.
We say that a flow (X,T) is compact if the phase space X is a compact metric space. Re-
call that a nonempty compact invariant subset M of a flow (X,T) is minimal if it contains no
nonempty, proper, closed invariant subset. A compact flow (X,T) is said to be minimal if X
itself is a minimal set, to be strictly ergodic if it is both minimal and uniquely ergodic (i.e., it
admits an unique invariant probability measure), and to be positively transitive if for each pair
of nonempty open subsets U,V of X there exists t  0 such that U · t ∩ V = ∅. If (X,T) is
positively transitive, then the set Tran+(X) of positive transitive points of X is a residual subset
of X, and moreover,
Tran+(X) =
∞⋂
n=1
⋃
t0
Un · t,
where {Un}∞n=1 is a countable basis of X.
3.1. Proximality, distality, and almost automorphy
Let (X,T) be a flow and d be the metric on X. Two points x, y ∈ X are said to be positively
proximal if lim inft→+∞ d(x · t, x′ · t) = 0; proximal if lim inft→∞ d(x · t, x′ · t) = 0. For any
x ∈ X, we define
PR+(x) = {x′ ∈ X: x, x′ are positively proximal};
PR(x) = {x′ ∈ X: x, x′ are proximal}.
Now assume that (X,T) is a compact flow and consider the flow maps Πt : X → X: Πt(x) = x · t ,
t ∈ T. Then {Πt : t ∈ T} ⊂ XX—the compact Hausdorff space of self-maps of X endowed with
the topology of pointwise convergence. The space XX is also a semigroup under the composition
of maps on which the right multiplication p → pp0 is continuous for all p0 ∈ XX and the left
multiplication p → p0p is continuous only if p0 is a continuous map. The Ellis semigroup
E(X,T) of X is simply defined as E(X,T) = {Πt : t ∈ T}, where the closure is taken under
the topology of pointwise convergence. Hence E(X,T) is compact and a sub-semigroup of XX
with identity e—the identity map, on which the right multiplication is continuous. We note that
the flow (X,T) also induces a natural compact flow (E(X,T),T) on E(X,T): γ · t ≡ Πtγ ,
γ ∈ E(X,T), t ∈ T. Let ω(e) be the ω-limit set of the identity e in (E(X,T),T). It is clear that
two points x, y ∈ X are proximal (resp. positively proximal) iff there exists p ∈ E(X,T) (resp.
p ∈ ω(e)) such that p(x) = p(y).
x ∈ X is called a positive distal point (resp. distal point) if PR+(x) = {x} (resp. PR(x) = {x}).
A minimal flow (X,T) is called point-distal if it contains a distal point. It is well known that if
(X,T) is point-distal, then the set Xd of distal points of X is a residual subset [59].
It is clear that a distal point in a flow must be a positive distal point. In the following, we show
that the converse is also true.
Proposition 3.1. Let (X,T) be a minimal flow. Then a positive distal point in X is also a distal
point. In particular, if (X,T) is not point-distal, then for any x ∈ X, PR+(x) \ {x} = ∅.
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multiplication and the fact that e is the identity of E(X,T), we have that E(X,T)ω(e) = ω(e)
and ω(e) is a sub-semigroup of E(X,T).
Let x be a positive distal point. Since (X,T) is minimal, it is easy to see that for any y ∈ X,
ω(e)y = {p(y): p ∈ ω(e)} = X. Let y ∈ X \ {x} and consider ωy = {p ∈ ω(e): p(y) = y}.
Since ω(e)y = X, ωy is nonempty. Since ωy is a closed sub-semigroup of ω(e) on which the
right multiplication is continuous, it follows from a general result due to Namakura [45] (see
also [11, Lemma 1]) that ωy contains an idempotent point u, i.e., u2 = u. Clearly u(y) = y.
Since u(x) = u(u(x)) and x is a positive distal point, x = u(x). Hence for any p ∈ E(X,T),
p(x) = pu(x) and p(y) = pu(y). (3.1)
Since pu ∈ E(X,T)ω(e) = ω(e) and x, y are not positively proximal, pu(x) = pu(y). It follows
from (3.1) that p(x) = p(y). Since p is arbitrary, x, y are not proximal. This shows that PR(x) =
{x}, i.e., x is a distal point. 
A function f ∈ C(T,X), where X is a complete separable metric space, is said to be almost
automorphic if whenever {tn} is a sequence such that f (tn + t) → g(t) ∈ C(T,X) uniformly
on compact sets, then also g(t − tn) → f (t) uniformly on compact sets, as n → ∞. An almost
automorphic function valued in a separable Banach space admits well-defined Fourier series
which are however not necessarily unique and only converge point-wise in general in term of
Bochner–Fejer summation [57,58]. But one can uniquely define the frequency module of an
almost automorphic function in the usual way as the smallest additive sub-group of R containing
a Fourier spectrum [57]. In this sense, both almost periodic and almost automorphic functions
can be viewed as natural generalizations to the periodic ones in the strongest and the weakest
sense respectively.
A point x in a flow (X,T) is said to be almost automorphic if the orbit {x · t} is an almost
automorphic function in t . A flow (X,T) is called almost automorphic minimal if X is the clo-
sure of an almost automorphic orbit. An almost automorphic minimal flow is compact, minimal,
point-distal, and contains residually many almost automorphic points which are precisely the
distal points [59]. Unlike an almost periodic minimal flow, an almost automorphic one can be
non-uniquely ergodic, topologically complicated, can admit positive topological entropy, and its
general measure-theoretic characterization can be completely random (see [5,15,17,57,62] and
references therein). Hence, though an almost automorphic minimal flow resembles an almost
periodic one harmonically, it can have certain dynamical, topological, and measure-theoretic
complexities which significantly differ from an almost periodic one.
Let (X,T) be a flow. A Δ-set S of T is the set of all increasing differences in a sequence
{sn}∞n=1, i.e., S = {sn−sm: n >m}, and a Δ∗-set is a subset of T which has nonempty intersection
with each Δ-set. A point x ∈ X is called Δ∗-recurrent if for every neighborhood V of x, the
recurrent time set
N(x,V ) = {t ∈ T: x · t ∈ V }
is a Δ∗-set.
Almost automorphic points can be characterized by Δ∗-recurrency as follows.
Theorem 3.1. A point x in a compact flow (X,T) is almost automorphic iff it is Δ∗-recurrent.
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is completely similar. 
3.2. Flow extensions
A flow extension (or a flow homomorphism or a factor map) π : (X,T) → (Y,T) is a continu-
ous onto map π : X → Y which preserves the flows. If such a flow extension exists, then (X,T)
(or X) is called an extension of (Y,T) (or Y ) and (Y,T) (or Y ) is called a factor of (X,T) (X).
Let π : (X,T) → (Y,T) be an extension between compact flows. π is called proximal (resp.
distal) if for each y ∈ Y and any two points on π−1(y) are proximal (resp. distal), called almost
N–1 (resp. almost finite to one), if there exists a residual subset X0 ⊂ X such that for any x ∈ X0
π−1π(x) consists of N points (resp. π−1π(x) is a finite set), called N–1 (resp. finite to one)
if π−1π(x) consists of N points (resp. π−1π(x) is a finite set) for all x ∈ X, called open if
π : X → Y is an open map, and called semi-open if π : X → Y is a semi-open map, i.e., for any
nonempty open subset U of X the image π(U) has nonempty interior in Y . A 1–1 flow extension
is also called a flow isomorphism.
Let Rπ = {(x1, x2) ∈ X×X: π(x1) = π(x2)}. The flow (X,T) induces a natural flow (Rπ ,T)
on Rπ . π is called positively weakly mixing if the flow (Rπ ,T) is positively transitive.
Using the ω-limit sets of (Rπ ,T), it is easy to see that if π is a proximal extension, then it must
be a positive proximal extension, i.e., for any x ∈ X, any two points in π−1π(x) are positively
proximal.
The general structure of an almost automorphic minimal flow is characterized by the following
structure theorem due to Veech [58].
Theorem 3.2. A compact flow is almost automorphic minimal iff it is an almost 1–1 extension of
an almost periodic minimal flow.
By the above structure theorem, almost automorphic points in an almost automorphic minimal
flow are precisely those lying in singleton fibers of the corresponding almost 1–1 extension of
an almost periodic minimal flow. Hence an almost automorphic minimal set becomes almost
periodic iff every point in the set is an almost automorphic point.
Proposition 3.2. Let π : (X,T) → (Y,T) be an extension between minimal flows. Then the fol-
lowing holds.
(1) If π is almost finite to one, then there is a positive integer N such that π is an almost N–1
extension.
(2) If π is open and finite to one, then π is a distal and N–1 extension for some positive inte-
ger N . If, in addition, (Y,T) is point-distal, then so is (X,T).
Proof. (1) We let Y∗ = {y ∈ Y : |π−1(y)| < +∞}. Since π−1 : Y → 2X : y → π−1(y) is upper
semi-continuous, the set Y0 of all continuity points of π−1 is a residual subset of Y . For any
given y∗ ∈ Y∗ and y0 ∈ Y0, we let {tn} ⊂ T be a sequence such that y∗ · tn → y0. It follows
from the continuity of π−1 at y0 that |π−1(y0)|  |π−1(y∗ · tn)| = |π−1(y∗)| < +∞. Hence
Y0 ⊂ Y∗. Now, for any y1, y2 ∈ Y0, the above argument yields that |π−1(y1)|  |π−1(y2)| and
|π−1(y2)| |π−1(y1)|, i.e., the map Y0 → N: y → |π−1(y)| is a constant, say N .
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that the map Y → N: y → |π−1(y)| is a constant N . The continuity of π−1 also implies that
there cannot be any proximal pair on each fiber, for otherwise the number of points on some fiber
would be smaller than N .
A distal extension of a point-distal flow is easily seen to be point-distal. 
Proposition 3.3. If π : (X,T) → (Y,T) is an open and proximal extension between minimal
flows, then it is a positively weakly mixing extension.
Proof. We follow the arguments of the proof of Theorem 6.3, in [19]. We first show the following
Claim. If x1, x2, . . . , xn ∈ X are such that π(x1) = π(x2) = · · · = π(xn), then for any x ∈ X there
is a positive increasing sequence {tm} ⊂ T such that
lim
m→∞xi · tm = x, for all 1 i  n. (3.2)
Since (X,T) is minimal, the Claim clearly holds for n = 1. By induction, we assume that the
Claim is true for some n = k. Then for any x ∈ X there exists a positive increasing sequence {tm}
such that limm→∞ xi · tm = x for all 1  i  k. Without loss of generality, we let xk+1 · tm be
convergent, say to some x′ ∈ X. Then π(x) = π(x′), and hence lim inft→+∞ d(x · t, x′ · t) = 0.
Using minimality of (X,T) we let {sj } be a positive increasing sequence such that limj→∞ x ·
sj = x and limj→∞ x′ · sj = x, i.e.,
lim
j→∞ limm→∞xi · (tm + sj ) = x, i = 1,2, . . . , k + 1.
It follows that we can take a positive increasing sequence {rj = sj + tm(j)} for sufficiently large
{m(j)} such that
lim
j→∞xi · rj = x, i = 1,2, . . . , k + 1.
This proves the Claim.
Let W,W ′ be two nonempty open subsets of Rπ = {(x1, x2) ∈ X×X: π(x1) = π(x2)}. Since
π is an open map, there exist nonempty open sets U,V ;U ′,V ′ of X such that π(U) = π(V ),
π(U ′) = π(V ′), W ⊇ (U × V )∩Rπ = ∅, and W ′ ⊇ (U ′ × V ′)∩Rπ = ∅.
For a fixed z0 ∈ π(U), we have by minimality of (X,T) that there are t1, t2, . . . , tn ∈ T such
that
⋃n
i=1 V · ti = X. By relabeling the ti ’s if necessary, we assume without loss of general-
ity that there is an integer 1m n such that V · ti ∩ π−1(z0) = ∅ for all i = 1,2, . . . ,m and⋃m
i=1 V · ti ⊃ π−1(z0). For each i = 1,2, . . . ,m, we let vi ∈ V be such that vi · ti = yi ∈ π−1(z0).
Since π(U) = π(V ), there is a point ui ∈ U with π(ui) = π(vi). Denote xi = ui · ti , i =
1,2, . . . ,m. Then it is clear that π(xi) = π(ui · ti ) = π(vi · ti ) = π(yi) = z0, i.e., xi ∈ π−1(z0),
i = 1,2, . . . ,m.
By the Claim, there exists t > 0 such that xi · t ∈ U ′ and t+ ti > 0 for all i = 1,2, . . . ,m. Since
z0 · t = π(xi · t) ∈ π(U ′) = π(V ′), i = 1,2, . . . ,m, we can take a point b ∈ V ′ such that π(b) =
z0 · t . Then b · (−t) ∈ π−1(z0) ⊆⋃mi=1 V · ti . Hence b · (−t) ∈ V · ti , i.e., b ∈ V · (t + ti ) ∩ V ′
for some 1 i m. Now let a = xi · t . Then π(a) = z0 · t and a ∈ U · (t + ti ) ∩ U ′. It follows
that (a, b) ∈ ((U × V ) · (t + ti ))∩ (U ′ × V ′)∩Rπ ⊂ (W · (t + ti ))∩W ′. 
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Proposition 3.4. If π : (X,T) → (Y,T) is an extension between minimal flows, then π is semi-
open.
It is well known that every extension of minimal flows can be lifted to an open extension
by almost 1–1 modifications. To be precise, let π : (X,T) → (Y,T) be an extension between
minimal flows, and let Y0 be the set of continuity points of π−1 : Y → 2X: y → π−1(y). Recall
that Y0 is an invariant residual subset of Y .
Let Y ∗ = cl({π−1(y): y ∈ Y0}) and (2X,T) be the flow on 2X induced from (X,T). Then Y ∗
is an invariant closed subset of 2X . It is easy to see that for any y∗ ∈ Y ∗, π(y∗) is a singleton.
Define τ : Y ∗ → Y as such that τ(y∗) = π(x), x ∈ y∗. Then τ : (Y ∗,T) → (Y,T) is a flow
extension.
Also let X∗ = {(x, y∗) ∈ X × Y ∗: x ∈ Y ∗}. Then X∗ is a closed invariant subset of
(X × Y ∗,T). Denote τ ′ : X∗ → X and π ′ : X∗ → Y ∗ as the natural projections.
Proposition 3.5. The following holds.
(1) (X∗,T) is a minimal flow and the following diagram
(X,T)
π
(X∗,T)
τ ′
π ′
(Y,T) (Y ∗,T)
τ
commutes.
(2) τ, τ ′ are almost 1–1 extensions.
(3) π ′ is an open extension.
Proof. See Theorem 3.1 in [59] or Lemma 14.41 in [3]. 
3.3. Entropies
Let (X,T) be a compact flow and consider the time-1 map T : X → X: x → x · 1. We denote
the discrete flow induced by T simply by (X,T ).
Let BX denote the collection of all Borel subsets of X. A cover of X is a finite family of Borel
subsets of X whose union is X. A partition of X is a cover of X whose elements are pairwise
disjoint. We denote the set of partitions of X by PX and the set of open covers of X by CX . An
open cover U is said to be finer than V (denoted by U  V) if each element of U is contained
in some element of V . Let U ∨ V = {U ∩ V : U ∈ U ,V ∈ V}. Given non-negative integers M,N
and U ∈ CX or PX , we let UNM =
∨N
n=M T −nU . Also, given U ∈ CX , we let N(U) be the minimal
cardinality among all cardinalities of sub-open-covers of U and let
H(U) = logN(U).
Clearly, if there is another open cover V  U , then H(V)  H(U). In fact, for any two covers
U , V ∈ CX we have H(U ∨ V)  H(U) + H(V). Consequently, for any open cover U ∈ CX ,
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limn→∞ ann exists and equals infn1
an
n
. This limit, denoted by htop(T ,U), is called the entropy
of U . The topological entropy htop(X,T ) of (X,T ) is simply defined as
htop(X,T ) = sup
U∈CX
htop(T ,U),
and, the topological entropy htop(X,T) of (X,T) is simply defined as htop(X,T ).
Let M(X), M(X,T ), and Me(X,T ), respectively, be the set of Borel probability measures
on X, the set of invariant Borel probability measures on X, and the set of invariant ergodic
measures on X, respectively. For given α ∈ PX and μ ∈ M(X), define
Hμ(α) =
∑
A∈α
−μ(A) logμ(A).
Now let μ ∈ M(X,T ). Then for a given α ∈ PX , Hμ(αn−10 ) is a non-negative sub-additive
sequence. The measure-theoretic entropy of μ relative to α is defined by
hμ(T ,α) = lim
n→∞
1
n
Hμ
(
αn−10
)= inf
n1
1
n
Hμ
(
αn−10
)
,
and the measure-theoretic entropy of μ is defined by
hμ(X,T ) = sup
α∈PX
hμ(T ,α).
The classical variational principle of entropy says that
htop(X,T ) = sup
μ∈M(X,T )
hμ(X,T )
and the supremum can be attained by an invariant ergodic measure. We refer the readers to
[10,46,60] for more information on the classical theory of measure-theoretic and topological
entropies.
Given partitions α,β ∈ PX , μ ∈ M(X) and σ -algebra A ⊆ BX , define
Hμ(α | β) = Hμ(α ∨ β)−Hμ(β),
Hμ(α | A) =
∑
A∈α
∫
X
−E(1A | A) logE(1A | A) dμ,
Hμ(α | β ∨ A) = Hμ(α ∨ β | A)−Hμ(β | A),
where E(1A | A) is the expectation of 1A with respect to A. Then Hμ(α | β) (resp. Hμ(α | A))
increases with respect to α and decreases with respect to β (resp. A).
Let μ ∈ M(X,T ) and A be an invariant measurable σ -algebra of X. It is not hard to see that
for a given α ∈ PX , Hμ(αn−10 | A) is a bounded sub-additive sequence. The measure-theoretic
conditional entropy of α with respect to A is defined by
hμ(T ,α | A) = lim
n→∞
1
Hμ
(
αn−10
∣∣A)= inf 1Hμ(αn−10 ∣∣A),n n1 n
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hμ(X,T | A) = sup
α∈PX
hμ(T ,α | A).
It is easy to see that hμ(T ,α | A) = Hμ(α |∨∞i=1(T −iα)∨ A).
Let π : (X,T ) → (Y,S) be an extension between compact discrete flows. For each α ∈ PX ,
the measure-theoretic conditional entropy of α with respect to (Y,S) is defined by
hμ(T ,α | Y) = hμ
(
T ,α
∣∣ π−1(BY ))= lim
n→∞
1
n
Hμ
(
αn−10
∣∣ π−1(BY )),
and the measure-theoretic conditional entropy of (X,T ,μ) with respect to (Y,S) is defined by
hμ(X,T | Y) = sup
α∈PX
hμ(T ,α | Y).
When (Y,S) is the trivial flow, the above coincides with the measure-theoretic entropy of (X,T )
with respect to μ.
Let μ ∈ M(X,T ) and A be an invariant sub-σ -algebra of BX . The relative Pinsker σ -algebra
Pμ(A) is defined as the smallest σ -algebra containing
⋃{ξ ∈ PX: hμ(T , ξ | A) = 0}. When
A = {∅,X}, Pμ(A) coincides with Pμ—the classical Pinsker σ -algebra of the system. It is easy
to see that Pμ(A) is invariant, Pμ(A) ⊇ Pμ ∨ A, and Pμ(A, k) = Pμ(A) for any k ∈ Z \ {0},
where Pμ(A, k) denotes the smallest σ -algebra containing
⋃{ξ ∈ PX: hμ(T k, ξ | A) = 0}.
Given α ∈ PX , we let α− =∨∞n=1 T −iα and αT =∨+∞n=−∞ T −iα. Then a relative version of
the classical Pinsker formula (see [18,20,46]) says that if α,β ∈ PX , then
hμ(T ,α ∨ β | A) = hμ(T ,β | A)+Hμ
(
α
∣∣ βT ∨ α− ∨ A). (3.3)
In particular, when A is trivial, hμ(T ,α ∨ β) = hμ(T ,β)+Hμ(α | βT ∨ α−).
Proposition 3.6. Let μ and A be given as above. Then for each ξ ∈ PX ,
hμ
(
T , ξ
∣∣ Pμ(A))= Hμ(ξ ∣∣ ξ− ∨ Pμ(A))= Hμ(ξ | ξ− ∨ A) = hμ(T , ξ | A).
Proof. For any α ∈ PX and any invariant sub-σ -algebra C of BX , it is easy to see that
hμ(α,T | C) = Hμ(α | α− ∨ C). Hence for each ξ ∈ PX , we have
hμ
(
T , ξ
∣∣ Pμ(A))= Hμ(ξ ∣∣ ξ− ∨ Pμ(A)) and Hμ(ξ | ξ− ∨ A) = hμ(T , ξ | A).
Now we fix ξ ∈ PX and let η ⊂ Pμ(A) be any finite measurable partition. It follows from
(3.3) that
Hμ(ξ | ξ− ∨ A)+Hμ
(
η
∣∣ η− ∨ ξT ∨ A)
= hμ(T , ξ | A)+Hμ
(
η
∣∣ ξT ∨ η− ∨ A)
= hμ(T , ξ ∨ η | A) = Hμ(ξ ∨ η | ξ− ∨ η− ∨ A)
= Hμ(η | ξ− ∨ η− ∨ A ∨ ξ)+Hμ(ξ | ξ− ∨ η− ∨ A). (3.4)
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Hμ
(
η
∣∣ η− ∨ ξT ∨ A)= 0, andHμ(η | η− ∨ ξ− ∨ A ∨ ξ) = 0. (3.5)
Combining (3.4) and (3.5), we have
Hμ(ξ | ξ− ∨ η− ∨ A) = Hμ(ξ | ξ− ∨ A). (3.6)
Let ηn ⊂ Pμ(A) be an increasing sequence of finite measurable partitions of X such that∨∞
n=1 ηn = Pμ(A) (mod μ). It follows from (3.6) that Hμ(ξ | ξ− ∨ Pμ(A)) =
Hμ(ξ | ξ− ∨ A). 
3.4. Measure-theoretic extensions
Let (X,B,μ) be a standard Borel space, μ be a regular probability measure on X, and
T : X → X be a measurable transformation. The quadruple (X,B,μ,T ) is said to be a met-
ric dynamical system (MDS for short) if T is measure preserving, i.e., μ(B) = μ(T −1B) for all
B ∈ B. If, in addition, T is bijective and T −1 is also measure-preserving, then (X,B,μ,T ) is said
to be invertible. In the following, a MDS is always assumed to be invertible. A MDS (X,B,μ)
is said to be ergodic if whenever A ∈ B is such that μ(AΔT −1A) = 0 then either μ(A) = 0 or
μ(A) = 1.
Let (X,B,μ,T ) be a MDS and (Y,C, ν, S) be a measure-theoretic factor of (X,B,μ,T ),
i.e., there exists a measure-preserving map π : X → Y , called a measure-theoretic factor map
or extension, such that π ◦ T = S ◦ π μ-a.e. It is well known that μ admits a ν-a.s. unique
disintegration μ = ∫
Y
μydν(y) over (Y,C, ν, S) [16, Proposition 5.9], where μy , y ∈ Y , are Borel
probability measures on X satisfying
μSy = T μy, ν-a.e. y ∈ Y. (3.7)
For each i = 1,2, . . . , n, let πi : (Xi,Bi ,μi, Ti) → (Y,C, ν, S) be a factor map between MDSs
and μi =
∫
Y
μi,y dν(y) be the disintegration of μi over (Y,C, ν, S). Define
μ1 ×Y μ2 ×Y · · · ×Y μn =
∫
Y
μ1,y ×μ2,y × · · · ×μn,y dν(y). (3.8)
Then by (3.7), T1 × T2 × · · · × Tn preserves the measure μ1 ×Y μ2 ×Y · · · ×Y μn. The MDS
(X1 ×X2 × · · ·×Xn,B1 ×B2 × · · ·×Bn,μ1 ×Y μ2 ×Y · · · ×Y μn,T1 × T2 × · · ·× Tn) is called
the product of (Xi,Bi ,μi, Ti), i = 1,2, . . . , n, relative to (Y,C, ν, S).
Let π : (X,B,μ,T ) → (Y,C, ν, S) be a factor map between ergodic MDSs and let μ =∫
Y
μy dν(y) be the disintegration of μ over (Y,C, ν, S). π is said to be relatively weakly mix-
ing if the MDS (X × X,B × B,μ ×Y μ,T × T ) is ergodic, and is said to be compact if
there exists a dense set F of functions in L2(X,B,μ) with the following properties: for any
f ∈ F and δ > 0, there exists a finite set of functions g1, g2, . . . , gk ∈ L2(X,B,μ) such that
min1ik ‖T nf − gj‖L2(μy) < δ, ν-a.e. y ∈ Y , for all n ∈ Z.
Now consider a compact discrete flow (X,T ). For μ ∈ M(X,T ), we let Pμ(A) be the relative
Pinsker σ -algebra of invariant σ -algebra A of BX and denote the completion of Borel σ -algebra
BX of X under μ by Bμ. Then (X,Bμ,μ,T ) is a Lebesgue system. Let (Z,Z, η,R) be the
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Pinsker factor map with respect to A, i.e., π : X → Z is measure-preserving, π ◦ T = R ◦ π
μ-a.e., and π−1Z = Pμ(A) (mod μ).
Let μ = ∫
Z
μz dη(z) be the disintegration of μ over (Z,Z, η,R). Then for each integer n 2,
λAn (μ) =
∫
Z
μ
(n)
z dη(z) is a T (n)-invariant measure on X(n), where
μ(n)z = μz ×μz × · · · ×μz︸ ︷︷ ︸
n
, X(n) = X ×X × · · · ×X︸ ︷︷ ︸
n
, T (n) = T × T × · · · × T︸ ︷︷ ︸
n
.
Moreover, it follows from basic properties of disintegration [16,50] that for any A1,A2, . . . ,
An ∈ Bμ and α ∈ PX ,
λAn (μ)
(
n∏
i=1
Ai
)
=
∫
X
n∏
i=1
E
(
1A
∣∣ Pμ(A))(x) dμ(x) (3.9)
and
Hμ
(
α
∣∣ Pμ(A))= ∫
X
∑
A∈α
−E(1A ∣∣ Pμ(A))(x) logE(1A ∣∣ Pμ(A))(x) dμ(x)
=
∫
X
∑
A∈α
−μπ(x)(A) logμπ(x)(A)dμ(x)
=
∫
Z
( ∫
X
∑
A∈α
−μπ(x)(A) logμπ(x)(A)dμz(x)
)
dη(z)
=
∫
Z
Hμz(α)dη(z). (3.10)
The following result should be well-known. As we are not aware of a suitable reference for it,
a proof of the result is given for the sake of completeness.
Theorem 3.3. Let (X,T ) be a compact discrete flow, μ ∈ Me(X,T ), and A be a T -invariant
σ -algebra of BX . Let π : (X,Bμ,μ,T ) → (Z,Z, η,R) be the measure-theoretic Pinsker factor
map with respect to A and μ = ∫
Z
μz dη(z) be the disintegration of μ over (Z,Z, η,R). If
hμ(X,T | A) > 0, then
(1) μz is non-atomic for η-a.e. z ∈ Z;
(2) λAn (μ) is a T (n)-invariant ergodic measure on X(n).
Proof. (1) If (1) is not true, then the ergodicity of μ implies that there exists a positive integer k
such that μz is purely atomic with exactly k points in its support for η-a.e. z ∈ Z. Hence for each
β ∈ PX and η-a.e. z ∈ Z,
Hμz(β) logk. (3.11)
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hμ(T ,α | A) = hμ
(
T ,α
∣∣ Pμ(A))= lim
n→∞
1
n
Hμ
(
n−1∨
i=0
T −iα
∣∣∣ Pμ(A)
)
= lim
n→∞
1
n
∫
Z
Hμz
(
n−1∨
i=0
T −iα
)
dη(z) lim
n→∞
1
n
∫
Z
logk dη(z) = 0.
Since α is arbitrary, hμ(X,T | A) = 0, a contradiction.
(2) We first claim that π : (X,Bμ,μ,T ) → (Z,Z, η, T ) is a relatively weakly mixing ex-
tension. If not, then by a classical result of Furstenberg and Zimmer [16,63,64] there exist
(Y,C, ν, S) and factor maps π1 : X → Y , π2 : Y → Z such that π = π2π1 and π2 is a non-
trivial compact extension. We note that π−11 π
−1
2 Z = Pμ(A). Now, for any A ∈ C, we have by
Proposition 3.6 that
hμ
(
T ,
{
π−11 A,π
−1
1 (Y \A)
} ∣∣A)= hμ(T ,{π−11 A,π−11 (Y \A)} ∣∣ Pμ(A))
= hμ
(
T ,
{
π−11 A,π
−1
1 (Y \A)
} ∣∣ π−11 π−12 Z)
= hν
(
S, {A,Y \A} ∣∣ π−12 Z).
Since π2 is a compact extension, the conditional sequential entropy characterization of com-
pact extensions [24] implies that hμ(T , {π−11 A,π−11 (Y \A)} | A) = 0. This shows that π−11 A ∈
Pμ(A). Since A is arbitrary, π−11 C ⊆ Pμ(A) (mod μ), and moreover, Pμ(A) = π−11 π−12 Z ⊆
π−11 C ⊆ Pμ(A) (mod μ). Hence π−11 π−12 Z = π−11 C = Pμ(A) (mod μ), i.e., π−12 Z = C
(mod ν). This shows that π2 is an isomorphism, a contradiction to the fact that π2 is a non-
trivial compact extension. Hence π : (X,Bμ,μ,T ) → (Z,Z, η, T ) is a relatively weakly mixing
extension.
Since λAn (μ) = μ×Z μ×Z · · · ×Z μ︸ ︷︷ ︸
n
and μ is ergodic, we have by Proposition 6.3 in [16]
that (X(n),B(n),μ(n), T (n)) is ergodic, where B(n) = B × B × · · · × B︸ ︷︷ ︸
n
. 
4. Entropy and ordering
The main purpose of this section is to prove Theorem 1. While Theorem 1 should more or
less follow from an entropy inequality in [9], we will prove a general entropy preservation result
(Theorem 4.1 below) under an ordering condition which not only implies Theorem 1 but also
has the advantage of treating other zero entropy problems. For instance, applying our entropy
preservation result, one can similarly show that all almost automorphic minimal sets obtained in
[56,57] for an almost periodically forced monotone system admit zero topological entropy.
4.1. Entropy preservation
Given a compact discrete flow (X,T ), a finite subset A of X is called a full scrambled set if for
each map f : A → A there exists an infinite sequence {ni} ⊂ N such that limi→∞ T ni x = f (x)
for any x ∈ A.
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an ergodic measure of (X,T ). If hμ(X,T | Y) > 0, then for each integer n 2 there exist y ∈ Y
and x1, x2, . . . , xn ∈ π−1(y) such that x1, x2, . . . , xn are pairwise different and {x1, x2, . . . , xn}
is a full scrambled set of (X,T ).
Proof. We follow the arguments in the proof of Theorem 2.1 in [8].
Let (Z,Z, η,R) be the Pinsker factor of (X,Bμ,μ,T ) with respect to π−1BY and μ =∫
Z
μz dη(z) be the disintegration of μ over (Z,Z, η,R). For each integer n  2, let λn(μ) =∫
Z
μ
(n)
z dη(z) and Wn = supp(λn(μ)). Since μ is ergodic and hμ(X,T | Y) > 0, we have by
Proposition 3.3 that μz is non-atomic for η-a.e. z ∈ Z and λn(μ) is an ergodic measure. Hence
(Wn,T (n)) is transitive, i.e., it contains a transitive point—point whose orbit is dense. Let Wntrans
denote the set of all transitive points of (Wn,T (n)) and Gn be the set of generic points in Wn
with respect to λn(μ), i.e., Gn = {w ∈ Wn: 1N
∑N−1
i=0 δT i×T i×···×T i(w) → λn(μ) as N → ∞}.
Since λn(μ) is ergodic, we have Gn ⊂ WnTrans. Then by Birkhoff ergodic theorem,
1 = λn(μ)(Gn) =
∫
Z
μ(n)z (Gn)dη(z).
It follows that there exists a subset Zn of Z with η(Zn) = 1 such that μ(n)z (Gn) = 1 and μz is
non-atomic for all z ∈ Zn. For each z ∈ Zn, let Sz = supp(μz). Then Sz is a closed subset of X
without isolated points and
Gn ∩ S(n)z ⊂ Wntrans ∩ S(n)z =: Lnz , where S(n)z = Sz × Sz × · · · × Sz︸ ︷︷ ︸
n
.
Since μ(n)z (Gn ∩ S(n)z ) = 1, Gn ∩ S(n)z is a dense subset of S(n)z . This shows that for each z ∈ Zn,
S(n)z = cl
(
Lnz
)⊆ Wn. (4.1)
Now, fix z ∈ Zn and take (x1, x2, . . . , xn) ∈ Lnz ⊂ Wntrans. By (4.1) and the fact that Sz is not a
singleton, x1, x2, . . . , xn are pairwise different. Let A = {x1, x2, . . . , xn} and f : A → A be any
map. We have by (4.1) that (f (x1), f (x2), . . . , f (xn)) ∈ S(n)z ⊂ Wn. Since (x1, x2, . . . , xn) ∈
Wntrans, there exists an infinite sequence {ni} ⊂ N such that
lim
i→∞
(
T ni x1, T
ni x2, . . . , T
ni xn
)= (f (x1), f (x2), . . . , f (xn)),
i.e., limi→∞ T ni x = f (x) for all x ∈ A. This shows that A is a full scrambled set of (X,T ).
It remains to show that there exists y ∈ Y such that {x1, x2, . . . , xn} ⊆ π−1(y). If this is not
true, then there exist two disjoint nonempty open subsets U1 and U2 of Y such that {π(xi)}ni=1 ⊂
U1 ∪U2 and {π(xi)}ni=1 ∩Uj = ∅, j = 1,2. For each i = 1,2, . . . , n, take s(i) ∈ {1,2} such that
xi ∈ π−1Us(i). Since (x1, x2, . . . , xn) ∈ supp(λn(μ)) and ∏ni=1 π−1Us(i) is an open neighbor-
hood of (x1, x2, . . . , xn), we have
λn(μ)
(
n∏
π−1Us(i)
)
> 0.i=1
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s(n)} = {1,2}, we also have
λn(μ)
(
n∏
i=1
π−1Us(i)
)
=
∫
X
n∏
i=1
E
(
1π−1Us(i)
∣∣ Pμ(π−1BY ))(x) dμ(x)
=
∫
X
n∏
i=1
1π−1Us(i) (x) dμ(x) = 0,
which is a contradiction. 
Lemma 4.2. Let π : (X,T ) → (Y,S) be an extension between compact discrete flows.
If htop(X,T ) > htop(Y,S), then for each integer n  2 there exist y ∈ Y and x1, x2, . . . ,
xn ∈ π−1(y) such that x1, x2, . . . , xn are pairwise different and {x1, x2, . . . , xn} is a full scram-
bled set of (X,T ).
Proof. Since htop(X,T ) > htop(Y,S), htop(Y,S) < +∞. By the variational principle of en-
tropy there exists an ergodic measure μ of (X,T ) with hμ(X,T ) > htop(Y,S). Hence ν =
φμ ∈ Me(Y,S) and hμ(X,T ) > hν(Y,S).
Let {αi}∞i=1 ⊂ PX , {βj }∞j=1 ⊂ PY be such that α1  α2  · · ·,
∨∞
i=1 αi = BX (mod μ),
β1  β2  · · · , and ∨∞j=1 βj = BY (mod ν). We have by (3.3) that
hμ
(
T ,αi ∨ π−1βj
)= hμ(T ,π−1βj )+Hμ(αi ∣∣ (π−1βj )T ∨ (αi)−). (4.2)
Since hμ(T ,π−1βj ) = hν(S,βj ), (4.2) yields that
Hμ
(
αi
∣∣ (π−1βj )T ∨ (αi)−) hμ(T ,αi)− hν(βj , S) hμ(T ,αi)− hν(Y,S). (4.3)
Note that (π−1βj )
T ∨ (αi)− ↗ π−1BY ∨ (αi)− as j → ∞. Taking j → ∞ in (4.3), we have by
Matingale theorem that Hμ(αi | π−1BY ∨ (αi)−) hμ(T ,αi)− hν(Y,S). Hence
hμ(X,T | Y) hμ(αi, T | Y) = Hμ
(
αi
∣∣ π−1BY ∨ (αi)−) hμ(T ,αi)− hν(Y,S). (4.4)
Taking i → ∞ in (4.4), we have by Kolmogorov–Sinai theorem that
hμ(X,T | Y) hμ(X,T )− hν(Y,S) > 0.
The lemma now follows from Lemma 4.1. 
When hν(Y,S) < +∞, it can be shown that hμ(X,T | Y) = hμ(X,T ) − hν(Y,S). When
hν(Y,S) = +∞, we note that hμ(X,T ) = hν(Y,S) = +∞. But in this case, it can also happen
that hμ(X,T | Y) > 0. Therefore the condition hμ(X,T | Y) > 0 in Lemma 4.1 is more general
than the condition hμ(X,T ) > hν(Y,S) in Lemma 4.2.
Given an integer n 2, we denote by Pern(X) the set of all coordinate permutations on X(n).
An n-partial order relation R on X is a subset of X(n) such that
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(b) R is essentially closed, i.e., for any {wk}∞k=1 ⊂ R and w = (x1, x2, . . . , xn) ∈ X(n), if
limk→∞ wk = w and xi = xj for 1 i = j  n, then w ∈ R.
We say that a compact flow (X,T) = (X, {Πt }t∈T) preserves an n-partial order R if
Πt ×Πt × · · · ×Πt︸ ︷︷ ︸
n
(R) ⊆ R
for all t > 0. Also, we refer the relation PRne (X,T) = {(x1, x2, . . . , xn): xi = xj , 1  i <
j  n, and lim inft→+∞ diam({x1 · t, x2 · t, . . . , xn · t}) = 0} as the proper n-proximal relation
of (X,T).
Theorem 4.1. Let π : (X,T) → (Y,T) be an extension between compact flows. If for some in-
teger n  2, the flow (X,T) preserves an n-partial order relation R on X and PRne (X,T) ∩
Rnπ ⊆
⋃
τ∈Pern(X) τ (R), where R
n
π = {(x1, x2, . . . , xn) ∈ X(n): π(x1) = · · · = π(xn)}, then
htop(X,T) = htop(Y,T).
Proof. Let T and S be the time-1 maps of (X,T) and (Y,T) respectively. If htop(X,T ) =
htop(Y,S), then htop(X,T ) > htop(Y,S). It follows from Lemma 4.2 that there exist y ∈ Y and
x1, x2, . . . , xn ∈ π−1(y) such that xi = xj , 1  i = j  n, and {x1, x2, . . . , xn} is a full scram-
bled set of (X,T ). Clearly, (x1, x2, . . . , xn) ∈ PRen(X,T)∩Rπ ⊆
⋃
τ∈Pern(X) τ (R). Without loss
of generality, we assume that (x1, x2, . . . , xn) ∈ R. Since R is an n-partial relation, there ex-
ists τ0 ∈ Pern(X) such that τ0(R) ∩ R = ∅. Denote τ0(x1, x2, . . . , xn) = (x′1, x′2, . . . , x′n). Then
x′i = x′j for all 1 i = j  n. Since {x1, x2, . . . , xn} is a full scrambled set of (X,T ), there exists
a sequence {ni} ⊂ N such that
lim
i→∞
(
T ni x1, T
ni x2, . . . , T
ni xn
)= (x′1, x′2, . . . , x′n).
Note that (T ni x1, T ni x2, . . . , T ni xn) ∈ R and x′i = x′j for all 1  i = j  n. We have by the
essential closeness of R that (x′1, x′2, . . . , x′n) ∈ R. Now (x′1, x′2, . . . , x′n) ∈ τ0(R), a contradiction
to the fact that τ0(R)∩R = ∅. Hence htop(X,T ) = htop(Y,S). 
Corollary 4.1. Let (X,T) be a compact flow which preserves an n-partial order relation R on
X for some integer n 2. If PRne (X,T) ⊆
⋃
τ∈Pern(X) τ (R), then htop(X,T) = 0.
Proof. It follows from Theorem 4.1 by taking (Y,T) as the trivial flow. 
4.2. Zero entropy of APCFs
The follows theorem immediately implies Theorem 1.
Theorem 4.2. For a SPCF (S1 × Y,T), htop(S1 × Y,T) = htop(Y,T).
Proof. Let π : S1 ×Y → Y be the natural projection. Clearly, π : (S1 ×Y,T) → (Y,T) is a flow
extension. Consider
R = {((e2πφ1i , y), (e2πφ2i , y), (e2πφ3i , y)): y ∈ Y and φ1 < φ2 < φ3 < 1 + φ1}.
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PR3e(X,T) ∩ R3π ⊆
⋃
τ∈Per3(X) τ (R). It follows from Theorem 4.1 that htop(S
1 × Y,T) =
htop(Y,T). 
5. Li–Yorke chaos and proximality
5.1. General conditions on the existence of Li–Yorke chaos
The following lemmas will be needed in the proof of our general result on Li–Yorke chaos of
a proximal extension.
Lemma 5.1. Let X and Y be compact metric spaces, π : X → Y be a semi-open, surjective,
continuous map, and K be a residual subset of X. Then
A = AK =
{
y ∈ Y : K ∩ π−1(y) is a residual subset of π−1(y)}
is a residual subset of Y .
Proof. See Proposition 3.1 in [59]. 
Let X be a compact metric space. A subset K ⊆ X is called a Mycielski set if it is a countable
union of Cantor sets. The following result is a special case of Mycielski theorem [44].
Lemma 5.2. Let X be a compact metric space with no isolated point. If R is a residual subset
of X × X, then there exists a Mycielski set K of X which is dense in X such that for any two
distinct points x, y in K , (x, y) ∈ R.
Proof. See Theorem 1 in [44] or Lemma 2.6 in [8]. 
The following result is more or less known for maps [1] but the proof does not automatically
carry over to the case of R-flows.
Theorem 5.1. Let π : (X,T) → (Y,T) be a proximal extension of minimal flows which is not
almost 1–1. Then there exists a residual subset Yc of Y such that each fiber π−1(y), y ∈ Yc ,
admits an uncountable scrambled set. In particular, (X,T) is Li–Yorke chaotic.
Proof. Let Y0, Y ∗, X∗ and π ′, τ, τ ′ be as in Proposition 3.5. Recall that π ′ is an open extension.
Let y∗ ∈ Y ∗ and x, x′ ∈ y∗.
Since π(x) = π(x′) = τ(y∗) and π is a proximal extension, x, x′ are proximal, so are
(x, y∗), (x′, y∗). This shows that π ′ is a proximal extension as well. It follows from Proposi-
tion 3.3 that (Rπ ′ ,T) is positively transitive. Thus Tran+(Rπ ′) is a residual subset of Rπ ′ . Since
ρ : Rπ ′ → Y ∗: ((x, y∗), (x′, y∗)) → y∗ is an open map, it follows from Lemma 5.1 that there
is a residual subset Y ∗c ⊆ Y ∗ such that for every point y∗ ∈ Y ∗c , Tran+(Rπ ′) ∩ ((π ′)−1(y∗) ×
(π ′)−1(y∗)) is a residual subset of (π ′)−1(y∗)× (π ′)−1(y∗). Let Yc = τ(Y ∗c ). Since by Proposi-
tion 3.4 τ is semi-open, Lemma 5.1 implies that Yc is a residual set.
Fix y0 ∈ Yc and let y∗0 ∈ Y ∗c be such that τ(y∗0 ) = y0, i.e., y∗0 ⊂ π−1(y0). We first claim
that the closed subset (π ′)−1(y∗) = {(x, y∗): x ∈ y∗} has no isolated point. Suppose for0 0 0
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Obviously, {((x, y∗0 ), (x, y∗0 ))} is a relatively open subset of (π ′)−1(y∗0 ) × (π ′)−1(y∗0 ), hence
((x, y∗0 ), (x, y∗0 )) ∈ Trans+(Rπ ′) as Trans+(Rπ ′)∩((π ′)−1(y∗0 )×(π ′)−1(y∗0 )) is a residual subset
of (π ′)−1(y∗0 )×(π ′)−1(y∗0 ). It follows that Rπ ′ = {(x∗, x∗): x∗ ∈ X∗}, i.e., π ′ is an isomorphism,
and hence π−1(y∗) is a singleton for each y∗ ∈ Y ∗. In particular, π−1(y) is a singleton for each
y ∈ Y0, i.e., π is an almost 1–1 extension, a contradiction.
Next, by applying Lemma 5.2 with R = Tran+(Rπ ′)∩ ((π ′)−1(y∗0 )× (π ′)−1(y∗0 )), we obtain
a Mycielski set K∗y0 ⊂ (π ′)−1(y∗0 ) such that for any two distinct points x∗, x∗1 in K∗y0 , (x∗, x∗1 ) ∈
Tran+(Rπ ′).
Now let Ky0 = {x ∈ X : (x, y∗0 ) ∈ K∗y0}. Since Ky0 and K∗y0 are homeomorphic, Ky0 ⊆
π−1(y0) is also a Mycielski set hence it is uncountable.
It remains to show that Ky0 is a scrambled subset of (X,T). Let x, x1 be any two distinct
points in Ky0 . We note that ((x, y∗0 ), (x1, y∗0 )) ∈ Tran+(Rπ ′). Since both ((x, y∗0 ), (x, y∗0 )) and
((x, y∗0 ), (x1, y∗0 )) are in Rπ ′ , there are positive increasing sequences ti → +∞, sj → +∞ such
that
lim
i→∞
((
x, y∗0
)
,
(
x1, y
∗
0
)) · ti = ((x, y∗0 ), (x1, y∗0 )),
lim
j→∞
((
x, y∗0
)
,
(
x1, y
∗
0
)) · sj = ((x, y∗0 ), (x, y∗0 )).
This implies that limi→∞(x, x1) · ti = (x, x1) and limj→∞(x, x1) · sj = (x, x), i.e., {x, x1} is a
Li–Yorke pair of (X,T). Hence Ky0 is an uncountable scrambled set of X. This completes the
proof. 
An extension π : (X,T) → (Y,T) between compact flows is said to be positively asymptotic if
for each y ∈ Y , any two points x, x′ ∈ π−1(y) are positively asymptotic, i.e.,
limt→+∞ d(x · t, x′ · t) = 0, where d is a compatible metric on X.
Corollary 5.1. Let π : (X,T) → (Y,T) be a positively asymptotic extension between minimal
flows. Then π is an almost 1–1 extension.
Proof. Obviously, π is a proximal extension. If π is not almost 1–1, then by Theorem 5.1 there
exists an uncountable scrambled set Ky ⊂ π−1(y) for some y ∈ Y . In particular, there exist
x1, x2 ∈ Ky ⊂ π−1(y) which are not positively asymptotic, a contradiction. 
5.2. A strict dynamical dichotomy of minimal sets
We now consider a SPCF (S1 × Y,T) = (S1 × Y, {Λt }t∈T) in the form (1.1), i.e.,
Λt(s0, y0) =
(
ψ(s0, y0, t), y0 · t
)
, t ∈ T.
We denote dY as a compatible metric on Y and π : S1 × Y → Y as the natural projection.
For s1 = s2 ∈ S1, we denote [s1, s2] as the closed arc from s1 to s2 oriented counter-clockwise,
and let (s1, s2) = [s1, s2] \ {s1, s2}. We also denote [s, s] = {s} for any s ∈ S1. For a fixed y0 ∈ Y ,
consider the family of maps ft : S1 → S1: s → ψ(s, y0, t), t ∈ T. Then each ft is an orientation
preserving homeomorphism of S1.
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i = 1,2. Then the following holds.
(1) If s′1 = s′2, then limj→∞ ftj ([s1, s2]) = [s′1, s′2] under the Hausdorff metric on 2S
1
.
(2) If s′1 = s′2 = s′, then either limj→∞ ftj ([s1, s2]) = {s′} or limj→∞ ftj ([s2, s1]) = {s′} by
taking subsequences if necessary.
(3) If s′1 = s′2 = s′ and lim supj→∞ ftj ([s1, s2]) = S1, then limi→∞ ftj ([s1, s2]) = {s′}.
(4) If limt→+∞ |ft (s1) − ft (s2)| = 0, then there exists t0 > 0 such that, as t  t0, |ft (s∗1 ) −
ft (s
∗
2 )| |ft (s1)− ft (s2)| for either all s∗1 , s∗2 ∈ [s1, s2] or all s∗1 , s∗2 ∈ [s2, s1]. In particular,
limt→+∞ |ft (s∗1 )− ft (s∗2 )| = 0 for either all s∗1 , s∗2 ∈ [s1, s2] or all s∗1 , s∗2 ∈ [s2, s1].
Proof. (1)–(3) are obvious.
(4) Denote A1 = [s1, s2] and A2 = [s2, s1]. We let 0 < 0 < diam(S1)3 be such that if |s−s′| 0
then |ψ(s, y, r) − ψ(s′, y, r)| diam(S1)3 for all y ∈ Y and r ∈ [0,1]. We also let t0 > 0 be such
that |ft (s1)− ft (s2)| 0 for all t  t0. Then for any t  t0, there exists i(t) = 1 or 2 such that
diam(ft (Ai(t))) |ft (s1)− ft (s2)| 0.
Since diam(A1 ∪A2) = diam(S1), we have
diam
(
ft
(
S1 \Ai(t)
))
 diam
(
S1
)− 0 > 23 diam(S1)
for all t  t0. In the following, we show that i(t) equals a constant, say i0 = 1 or 2, on
[t0,+∞) ∩ T. If this is not true, then there exist t1 ∈ [t0,+∞) ∩ T and r ∈ (0,1] ∩ T such
that i(t1) = i(t1 + r). On one hand, since i(t1) = i(t1 + r), we have
diam
(
ft1+r (Ai(t1))
)
 diam
(
ft1+r
(
S1 \Ai(t1+r)
))
 diam
(
S1
)− 0 > 23 diam(S1).
But on the other hand, since diam(ft1(Ai(t1))) 0, we have
diam
(
ft1+r (Ai(t1))
)= diam({ψ(s, y · t1, r): s ∈ ft1(Ai(t1))}) diam(S1)3 .
This is a contradiction.
Now for any s∗1 , s∗2 ∈ Ai0 and t  t0, we have |ft (s∗1 ) − ft (s∗2 )|  diam(ft (Ai(t))) |ft (s1)− ft (s2)|. 
We now assume that base flow (Y,T) is minimal in the SPCF (S1 × Y,T). Let X be a min-
imal set of (S1 × Y,T), Y0 be the set of continuity points of π−1 : Y → 2X : y → π−1(y),
and (X∗,T), (Y ∗,T), τ, τ ′,π ′ be defined as in Proposition 3.5 with respect to the extension
π : (X,T) → (Y,T). Recall that Y0 is an invariant residual subset of Y , Y ∗ = cl{π−1(y):
y ∈ Y0}, X∗ = {(x, y∗) ∈ X × Y ∗: x ∈ y∗}, (X∗,T) is a minimal flow, τ : (Y ∗,T) → (Y,T)
and τ ′ : (X∗,T) → (X,T) are almost 1–1 extensions (hence (Y ∗,T) is point-distal if (Y,T) is),
and π ′ : (X∗,T) → (Y ∗,T) is an open extension.
Let Z = S1 × Y ∗ and define the skew-product flow (Z,T) = (Z, {ΠZt }t∈T) by
ΠZt (s, y
∗) = (ψ(s, τ (y∗), t), y∗ · t).
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dZ∗
((
s1, y
∗
1
)
,
(
s2, y
∗
2
))= |s1 − s2| + dY ∗(y∗1 , y∗2 ), (s1, y∗1 ), (s2, y∗2 ) ∈ Z∗,
where dY ∗ is a compatible metric on Y ∗. Since for any ((s, τ (y∗)), y∗) ∈ X∗ and t ∈ T,
ρ
(((
s, τ (y∗)
)
, y∗
) · t)= ρ(Λt(s, τ (y∗)), y∗ · t)= ρ((ψ(s, τ (y∗), t), τ (y∗) · t), y∗ · t)
= (ψ(s, τ (y∗), t), y∗ · t)= ΠZt (s, y∗) = ΠZt (ρ((s, τ (y∗)), y∗)),
we see that ρ : (X∗,T) → (Z∗,T) is a flow isomorphism. Hence (Z∗,T) is a minimal flow. Let
π∗ : Z → Y ∗ be the natural projection and denote π1 = π∗|Z∗ .
Lemma 5.4. The following diagram
(X,T)
π
(X∗,T)
τ ′
π ′
ρ
(Z∗,T)
π1
(Y,T) (Y ∗,T)
τ
(Y ∗,T)
commutes, where τ, τ ′ are almost 1–1, π ′,π1 are open, and ρ is 1–1.
Proof. Since π ′ is open, so is π1 = π ′ ◦ ρ−1.
With Proposition 3.5, we only need to check the commutativity of the right-half of the dia-
gram. Let ((s, τ (y∗)), y∗) ∈ X∗. Then
π1
(
ρ
((
s, τ (y∗)
)
, y∗
))= π1(s, y∗) = y∗ = π ′((s, τ (y∗)), y∗). 
Proposition 5.1. Suppose that the base flow (Y,T) of the SPCF (S1×Y,T) is point-distal. If there
exists a second category subset Y ∗u of Y ∗ such that for each y∗ ∈ Y ∗u there exists no uncountable
scrambled set in π−11 (y∗), then (Z∗,T) is point-distal.
Proof. Let A denote the collection of all proper, closed, sub-arcs of S1 with end points being
roots of unity and consider the set
D = {(I1, I2): I1, I2 ∈ A and I2 ⊂ int(I1)}.
It is clear that D is countable.
Since (Y ∗,T) is point-distal, the set Y ∗d of distal points of Y ∗ is a residual subset. Clearly,
Y ∗w = Y ∗u ∩ Y ∗d is a second category subset of Y ∗.
For each y∗ ∈ Y ∗, we let S(y∗) = {s ∈ S1: (s, y∗) ∈ Z∗}. Then S(y∗) is a closed subset of S1.
Since π1 is open, the map θ : Y ∗ → 2S1 : y∗ → S(y∗) is continuous. Define
Y ∗i =
{
y∗ ∈ Y ∗w: S(y∗) contains an isolated point
}
and Y ∗p = Y ∗w \ Y ∗i .
Since Y ∗ is a second category subset of Y ∗, either Y ∗ or Y ∗ is a second category subset of Y ∗.w i p
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Case 1. Y ∗i is a second category subset of Y ∗.
We note that for each y∗ ∈ Y ∗i , there exists (I y
∗
1 , I
y∗
2 ) ∈ D such that S(y∗)∩I y
∗
1 = S(y∗)∩I y
∗
2
is a singleton. Thus the map Φ : Y ∗i → D: y∗ → (I y
∗
1 , I
y∗
2 ) is well defined.
Since Y ∗i =
⋃
(I1,I2)∈D Φ
−1(I1, I2), D is countable, and Y ∗i is a second category subset of Y ∗,
there exist (I 01 , I
0
2 ) ∈ D and a nonempty open subset U of Y ∗ such that Φ−1(I 01 , I 02 ) ⊇ U . Using
the continuity of the map θ : Y ∗ → 2S1 : y∗ → S(y∗), we have that for each y∗ ∈ Φ−1(I 01 , I 02 ),
S(y∗) ∩ int(I 01 ) = S(y∗) ∩ I 02 is a singleton. In particular, for each y∗ ∈ U , S(y∗) ∩ int(I 01 ) =
S(y∗)∩ I 02 is a singleton. Let W = int(I 01 ). Then W ∩ S(y∗) is a singleton for each y∗ ∈ U .
Fix points y∗ ∈ Y ∗ and s ∈ S(y∗). Then (s, y∗) ∈ Z∗. Since (W ×U)∩Z∗ is a nonempty open
subset of Z∗ and (Z∗,T) is a minimal flow, there exists t0 ∈ T such that ΠZ∗t0 (s, y∗) ∈ W × U .
Hence there exists an open neighborhood V of s in S1 such that ΠZ∗t0 ((V × {y∗}) ∩ Z∗) ⊂
(W × U) ∩ Z∗. Since ΠZ∗t0 ((V × {y∗}) ∩ Z∗) ⊂ S(y∗ · t0) × {y∗ · t0} and y∗ · t0 ∈ U ,
ΠZ
∗
t0 ((V ×{y∗})∩Z∗) ⊆ (S(y∗ · t0)∩W)×{y∗ · t0} is a singleton, it follows that (V ×{y∗})∩Z∗
is a singleton, i.e., s is an isolated point of S(y∗).
Thus, for each y∗ ∈ Y ∗, S(y∗) is a discrete closed subset of S1, hence a finite subset of S1.
This shows that π1 : (Z∗,T) → (Y ∗,T) is a finite to one and open extension of the point-distal
flow (Y ∗,T). By Proposition 3.2(2), (Z∗,T) is point-distal.
Case 2. Y ∗p is a second category subset of Y ∗.
Let y∗0 ∈ Y ∗p be fixed such that S(y∗0 ) contains no isolated point. Then S(y∗0 ) is a perfect
subset of S1. It is not hard to see that there exists s0 ∈ S(y∗0 ) such that for any  > 0 sufficiently
small, [s0, s0e2πi] ∩ S(y∗0 ) and [s0e−2πi, s0] ∩ S(y∗0 ) are two uncountable sets. Clearly, z∗0 =
(s0, y∗0 ) ∈ Z∗. Let y0 = τ(y∗0 ) and ft : S1 → S1: s → ψ(s, y0, t).
Suppose for contradiction that (Z∗,T) is not point-distal.
Claim 1. There exists 0 > 0 such that if (s1, y∗), (s2, y∗) ∈ Z∗ are distal, then
supt0
∣∣ψ(s1, τ (y∗), t)−ψ(s2, τ (y∗), t)∣∣> 0.
Since (Z∗,T) is not point-distal, we have by Proposition 3.1 that there exists z∗1 = (s′, y∗1 ) ∈
Z∗ \ {z∗0} such that z∗1, z∗0 are positively proximal. In particular, y∗1 , y∗0 are positively proximal.
Since y∗0 ∈ Y ∗d , y∗1 = y∗0 . Hence s′ = s0 and there exists a sequence ti → +∞ and a point s′′ ∈ S1
such that limi→∞ fti (s′) = limi→∞ fti (s0) = s′′. It follows from Lemma 5.3(2) that there exists
a subsequence {ik} ⊂ {i} such that either limk→∞ ftik ([s′, s0]) = {s′′} or limk→∞ ftik ([s0, s′]) ={s′′} under Hausdorff metric. We let B = [s′, s0] or [s0, s′] be such that for any s1, s2 ∈ B∩S(y∗0 ),
lim inf
t→+∞ dZ∗
(
(s1, y
∗
0 ) · t, (s2, y∗0 ) · t
)= lim
k→∞
∣∣ftik (s1)− ftik (s2)∣∣= 0.
By the choice of s0, B ∩ S(y∗0 ) is an uncountable set.
For each (s, y∗) ∈ Z∗, we consider the set
AR+(s, y∗) =
{
s1 ∈ S(y∗): lim dZ∗
(
(s1, y
∗) · t, (s, y∗) · t)= 0}.
t→+∞
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for any s1, s2 ∈ S(y∗0 ), either AR+(s1, y∗0 ) = AR+(s2, y∗0 ) or AR+(s1, y∗0 )∩AR+(s2, y∗0 ) = ∅. It
follows that there exists a set I ⊂ B ∩ S(y∗0 ) such that
(1) for any s ∈ I , B ∩AR+(s, y∗0 ) = ∅;
(2) for any s1 = s2 ∈ I , AR+(s1, y∗0 )∩AR+(s2, y∗0 ) = ∅;
(3) B ∩ S(y∗0 ) =
⋃
s∈I (B ∩AR+(s, y∗0 )).
By (2) above, if s1 = s2 ∈ I , then lim supt→+∞ dZ∗((s1, y∗0 ) · t, (s2, y∗0 ) · t) > 0, hence (s1, y∗0 )
and (s2, y∗0 ) form a Li–Yorke pair. This shows that I × {y∗0 } ⊆ π−11 (y∗0 ) is a scrambled set of
(Z∗,T). Since π−11 (y∗0 ) contains no uncountable scrambled set, I must be countable. Note that
B∩S(y∗0 ) is uncountable. There must be a point s0 ∈ I such that B∩AR+(s0, y∗0 ) is uncountable,
in particular, AR+(s0, y∗0 ) is uncountable. Let  > 0 be given. Since AR+(s0, y∗0 ) is uncountable,
there exist s11 , s
1
2 ∈ AR+(s0, y∗0 ) such that [s11 , s12 ] ∩AR+(s0, y∗0 ) and [s12 , s11 ] ∩AR+(s0, y∗0 ) are
both uncountable. Using Lemma 5.3(4) and the fact that limt→+∞ dZ∗((s11 , y∗0 ) · t, (s12 , y∗0 ) · t) =
0, we have that there exists t0  0 such that, as t  t0,
dZ∗
((
s′1, y∗0
) · t, (s′2, y∗0 ) · t) dZ∗((s11 , y∗0 ) · t, (s12 , y∗0 ) · t) 
for all s′1, s′2 ∈ [s11 , s12 ] or s′1, s′2 ∈ [s12 , s11 ]. Let [s01 , s02 ] ⊆ [s11 , s12 ] or [s12 , s11 ] be such that
[s01 , s02 ]∩S(y∗0 ) is an uncountable set, [s01 , s02 ]∩S(y∗0 ) ⊆ AR+(s0, y∗), and supt0 dZ∗((s′1, y∗) · t,
(s′2, y∗) · t)  for all s′1, s′2 ∈ [s01 , s02 ] ∩ S(y∗0 ). Also let s03 ∈ (s01 , s02)∩ S(y∗0 ) and 0 > 0 be such
that {s ∈ S1: |s − s03 | 20} ⊂ (s01 , s03).
Let (s1, y∗), (s2, y∗) ∈ Z∗ be distal. Since (Z∗,T) is minimal, there exists a positive sequence
tn → +∞ such that ΠZ∗tn (s1, y∗) → (s03 , y∗0 ) and ΠZ
∗
tn
(s2, y∗) → (s04 , y∗0 ) for some s04 ∈ S(y∗0 ).
Since (s03 , y
∗
0 ), (s
0
4 , y
∗
0 ) ∈ Z∗ are also distal, s04 /∈ (s01 , s02). Hence |s03 − s04 | 20. It follows that
supt0 |ψ(s1, τ (y∗), t)−ψ(s2, τ (y∗), t)| |s03 − s04 | > 0. This proves Claim 1.
Claim 2. For each  > 0, there exist a nonempty open set U ⊂ Y ∗ and a point (I 1 , I 2 ) ∈ D
such that if y∗ ∈ U , then S(y∗) ∩ I 2 = ∅ and supt0 dZ∗((s′1, y∗) · t, (s′2, y∗) · t)   for all
s′1, s′2 ∈ int(I 1 )∩ S(y∗).
Let y∗ ∈ Y ∗p . Then S(y∗) contains no isolated point and no uncountable scrambled set. Similar
to the proof of Claim 1 there are s1 = s2 ∈ S(y∗) such that [s1, s2] ∩ S(y∗) is an uncountable set,
[s1, s2] ∩ S(y∗) ⊆ AR+(s, y∗) for some s ∈ S(y∗), and supt0 dZ∗((s′1, y∗) · t, (s′2, y∗) · t)  
for all s′1, s′2 ∈ [s1, s2] ∩ S(y∗). Hence there exists (I y
∗
1 , I
y∗
2 ) ∈ D such that I y
∗
2 ∩ S(y∗) = ∅
and supt0 dZ∗((s′1, y∗) · t, (s′2, y∗) · t)   for any s′1, s′2 ∈ I y
∗
1 ∩ S(y∗). We define the map
Φ : Y ∗p → D as Φ(y∗) = (I y
∗
1 , I
y∗
2 ), y
∗ ∈ Y ∗p .
Since Y ∗p =
⋃
(I1,I2)∈D Φ
−1
 (I1, I2), D is countable, and Y ∗p is a second category subset of
Y ∗, we have that there exists (I 1 , I

2 ) ∈ D and a nonempty open subset U of Y ∗ such that
Φ−1 (I 1 , I

2 ) ⊇ U .
We note that for any y∗ ∈ Φ−1 (I 1 , I 2 ), I 2 ∩S(y∗) = ∅, supt0 dZ∗((s′1, y∗) · t, (s′2, y∗) · t) 
for any s′1, s′2 ∈ I 1 ∩ S(y∗). It follows from the continuity of the map θ : Y ∗ → 2S
1
: y∗ → S(y∗)
that for each y∗ ∈ Φ−1 (I , I ), S(y∗) ∩ I  = ∅, and supt0 dZ∗((s′ , y∗) · t, (s′ , y∗) · t)  1 2 2 1 2
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supt0 dZ∗((s′1, y∗) · t, (s′2, y∗) · t)  for any s′1, s′2 ∈ int(I 1 )∩ S(y∗). This proves Claim 2.
Claim 3. If (s1, y∗), (s2, y∗) ∈ Z∗ are proximal, then s1 ∈ AR+(s2, y∗). Moreover, for each
(s, y∗) ∈ Z∗, AR+(s, y∗) is an open subset of S(y∗).
Let (s1, y∗), (s2, y∗) ∈ Z∗ be proximal. For any  > 0, we let U ⊂ Y ∗ and (I 1 , I 2 ) ∈ D
be as in Claim 2. Then for each y∗1 ∈ U , we have S(y∗1 ) ∩ I 2 = ∅ and supt0 dZ∗((s′1, y∗1 ) · t,
(s′2, y∗1 ) · t)  for all s′1, s′2 ∈ int(I 1 )∩S(y∗1 ). Since (Z∗,T) is minimal and (int(I 1 )×U)∩Z∗
is an open subset of Z∗, there exists t1 ∈ T such that (s1, y∗) · t1, (s2, y∗) · t1 ∈ (int(I 1 )×U)∩Z∗.
Hence
sup
t0
dZ∗
(
(s1, y
∗) · (t1 + t), (s2, y∗) · (t1 + t)
)
 .
Since  > 0 is arbitrary, s1 ∈ AR+(s2, y∗).
For a fixed  ∈ (0, 0), we let y∗1 ∈ Y ∗ and s′1, s′2 ∈ int(I 1 )∩S(y∗1 ). We have by Claims 1 and 2
that (s′1, y∗1 ), (s′2, y∗1 ) are proximal. Repeat the above arguments for (s′1, y∗1 ), (s′2, y∗1 ) in place
of (s1, y∗), (s2, y∗) respectively, we conclude that s′1 ∈ AR+(s′2, y∗1 ). Hence int(I 1 ) ∩ S(y∗1 ) ⊂
AR+(s, y∗1 ) for each s ∈ int(I 1 )∩ S(y∗1 ).
Let (s, y∗) ∈ Z∗ and t ∈ T be such that (s, y∗) · t ∈ (int(I 1 )×U)∩Z∗, i.e., ψ(s, τ (y∗), t) ∈
int(I 1 ) and y
∗ · t ∈ U . Clearly, there exists an open neighborhood V of s in S1 such that
{
ψ
(
s′, τ (y∗), t
)
: s′ ∈ V ∩ S(y∗)}⊂ int(I 1 )∩ S(y∗ · t) ⊂ AR+((s, y∗) · t).
This implies that V ∩ S(y∗) ⊂ AR+(s, y∗), i.e., AR+(s, y∗) is an open subset of S(y∗).
Claim 4. π1 : (Z∗,T) → (Y ∗,T) is a finite to one extension.
Since for any s1, s2 ∈ S(y∗0 ), either AR+(s1, y∗0 ) = AR+(s2, y∗0 ) or
AR+(s1, y∗0 ) ∩ AR+(s2, y∗0 ) = ∅, there exists J ⊂ S(y∗0 ) such that {AR+(s, y∗0 )}s∈J is a par-
tition of S(y∗0 ). By Claim 3, for each s ∈ J , AR+(s, y∗0 ) is an open subset of S(y∗0 ). So{AR+(s, y0)}s∈J is an open cover and also a partition of S(y∗0 ). Hence J must be a finite set, say,
J = {s1, s2, . . . , sn}. For each i = 1,2, . . . , n, since AR+(si , y∗0 ) = S(y∗0 ) \
⋃
j =i AR+(sj , y∗0 ),
we see that AR+(si , y∗0 ) is also a closed subset of S(y∗0 ).
If n = 1, then for any s′1, s′2 ∈ S(y∗0 ), (s′1, y∗0 ), (s′2, y∗0 ) are proximal. This implies that π1
is a proximal extension. Since for each y∗ ∈ Y ∗u there exists no uncountable scrambled set in
π−11 (y∗), we have by Theorem 5.1 that π1 is an almost 1–1 extension. Hence there exists y∗1
such that |S(y∗1 )| = |π−11 (y∗1 )| = 1. Moreover, since θ : y∗ → S(y∗) is continuous, |π−11 (y∗)| =|S(y∗)| = 1 for any y∗ ∈ Y ∗, i.e., π1 is a flow isomorphism.
If n  2, then there exists s′ ∈ S(y∗0 ) \ AR+(s1, y∗0 ). Since AR+(s1, y∗0 ) is closed, we can
find points a1, b1 ∈ AR+(s1, y∗0 ) such that AR+(s1, y∗0 ) ⊆ [a1, b1] (if a1 = b1, then [a1, b1] =
{a1}) and s′ ∈ S1 \ [a1, b1]. By Lemma 5.3(4) and the fact that s′ /∈ AR+(s1, y∗0 ), we have that[a1, b1]∩S(y∗0 ) ⊆ AR+(s1, y∗0 ) and diam(ft ([a1, b1])) |ft (a1)−ft (b1)| as t sufficiently large,
where ft (s) = ψ(s, τ (y∗0 ), t), t ∈ T. Hence AR+(s1, y∗0 ) = [a1, b1] ∩ S(y∗0 ). Similarly, for each
i = 2,3, . . . , n, there exist points ai, bi ∈ AR+(si , y∗0 ) such that AR+(si , y∗0 ) = [ai, bi] ∩ S(y∗0 )
and diam(ft ([ai, bi])) |ft (ai)− ft (bi)| as t sufficiently large.
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Using the continuity of θ : y∗ → S(y∗) and the fact that
S
(
y∗0 · t
)= ft(S(y∗0 ))= n⋃
i=1
ft
(
AR+
(
si , y
∗
0
))= n⋃
i=1
ft
([ai, bi] ∩ S(y∗0 )), t ∈ T,
we have
S
(
y∗0
)= lim
k→∞S
(
y∗0 · tk
)= lim
k→∞
n⋃
i=1
ftk
([ai, bi] ∩ S(y∗0 ))= {c1, c2, . . . , cn}.
By the continuity of θ again, we have |π−11 (y∗)| = |S(y∗)| = |S(y∗0 )| for any y∗ ∈ Y ∗. This
shows that π1 is a finite to one extension. The proof of Claim 4 is now complete.
Now, since (Y ∗,T) is point-distal and π1 is finite to one and open, we have by Proposi-
tion 3.2(2) that (Z∗,T) is point-distal, a contradiction. 
Theorem 5.2. Let X be a minimal set of a SPCF (S1 × Y,T) with point-distal base flow (Y,T).
Then X is either point-distal or residually Li–Yorke chaotic.
Proof. Let X∗, Y ∗,Z∗, τ, τ ′, ρ,π,π1, π ′ be as in Lemma 5.4 for the present minimal set X.
We first consider the case that there exists a second category subset Y ∗u of Y ∗ such that for
each y∗ ∈ Y ∗u there exists no uncountable scrambled set in π−11 (y∗). By Proposition 5.1, (Z∗,T)
is point-distal. Since ρ : (X∗,T) → (Z∗,T) is a flow isomorphism, (X∗,T) is also point-distal.
Note that τ ′ : (X∗,T) → (X,T) is almost 1–1. We conclude that (X,T) is point-distal in this
case.
Next, we consider the case that there exists a residual subset Y ∗c of Y ∗ such that for each
y∗ ∈ Y ∗c there exists an uncountable scrambled set in π−11 (y∗). Let y∗0 ∈ Y ∗c and F be an un-
countable scrambled set in π−11 (y∗0 ). Then there exists an uncountable subset S of S1 such
that F = {(s, y∗0 ): s ∈ S}. Let y0 = τ(y∗0 ) and F ′ = {(s, y0): s ∈ S}. Clearly, F ′ is an uncount-
able set. Since π2 = τ ′ ◦ ρ−1 : (Z∗,T) → (X,T) is a flow extension and π2(F ) = F ′, we have
F ′ ⊂ π−1(y0). Let s1 = s2 ∈ S. Then (s1, y∗0 ), (s2, y∗0 ) form a Li–Yorke pair. Hence
lim inf
t→+∞
∣∣ψ(s1, y0, t)−ψ(s2, y0, t)∣∣= 0 and lim sup
t→+∞
∣∣ψ(s1, y0, t)−ψ(s2, y0, t)∣∣> 0,
i.e., {(s1, y0), (s2, y0)} is also a Li–Yorke pair. Therefore, F ′ ⊆ π−1(y0) is an uncountable scram-
bled set of (X,T).
Let Yc = τ(Y ∗c ). Since Y ∗c is a residual subset of Y ∗ and τ is an almost 1–1 extension, Yc is
a residual subset of Y and there exists an uncountable scrambled set in π−1(y) for each y ∈ Yc.
Hence (X,T) is residually Li–Yorke chaotic. 
A point-distal or even an almost automorphic minimal set can also be Li–Yorke chaotic. But
our next theorem says that it cannot be residually Li–Yorke chaotic.
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continuous map. Then
X0 =
{
x ∈ X: for any open neighborhood U of x, π(U) is a neighborhood of π(x)}
is a residual subset of X.
Proof. It follows from arguments of Lemma 3.1 in [59]. 
Theorem 5.3. Consider a SPCF (S1 × Y,T) with point-distal base flow (Y,T). If a minimal set
is point-distal, then it is not residually Li–Yorke chaotic.
Proof. We use the explicit expression (1.1) for a SPCF (S1 × Y,T) = (S1 × Y, {Λt }t∈T). Sup-
pose for contradiction that the SPCF has a point-distal minimal set M which is also residually
Li–Yorke chaotic. Then the set Md of distal points of M is a residual subset. It follows from
Lemma 5.5 that
Yd =
{
y ∈ Y : Md ∩ π−1(y) is a residual subset of π−1(y)∩M
}
is a residual subset of Y . Since M is residually Li–Yorke chaotic, there exists a residual subset
Yc of Y such that each fiber π−1(y), y ∈ Yc , admits an uncountable scrambled set Wy .
Fix y ∈ Yd ∩ Yc and let Ey = {s ∈ S1: (s, y) ∈ Wy}. Then Ey is an uncountable subset of
S1 and it is not hard to see that there exists s0 ∈ Ey such that for any  > 0 sufficiently small,
[s0, s0e2πi] ∩Ey and [s0e−2πi, s0] ∩Ey are two uncountable sets.
Consider the family of maps ft : S1 → S1: s → ψ(s, y, t), t ∈ T. Take s1 ∈ Ey \ {s0}.
Then (s0, y), (s1, y) are positively proximal. Hence there exists a sequence ti → +∞ and a
point s′′ ∈ S1 such that limi→∞ fti (s1) = limi→∞ fti (s0) = s′′. It follows from Lemma 5.3(2)
that there exists a subsequence {ik} ⊂ {i} such that either limk→∞ ftik ([s1, s0]) = {s′′} or
limk→∞ ftik ([s0, s1]) = {s′′} under Hausdorff metric. We let B = [s1, s0] or [s0, s1] be such that
for any s2 ∈ B ,
lim inf
t→+∞ d
(
(s0, y) · t, (s2, y) · t
)= lim
k→∞
∣∣ftik (s0)− ftik (s2)∣∣= 0.
According to the choice of s0, B∩Ey is an uncountable set. Now since π−1(y)∩Md is a residual
subset of π−1(y) ∩ M , there exists s∗2 ∈ int(B) ∩ Ey such that (s∗2 , y) ∈ Md . This is impossible
since lim inft→+∞ d((s0, y) · t, (s∗2 , y) · t) = 0. 
Now Theorem 2 immediately follows from Theorems 5.2, 5.3 above.
6. A general topological classification of minimal sets
In this section, we consider a SPCF (S1 × Y,T) = (S1 × Y, {Λt }t∈T) with minimal base flow
(Y,T). We adopt the explicit form (1.1), i.e.,
Λt(s0, y0) =
(
ψ(s0, y0, t), y0 · t
)
, t ∈ T,
and denote dY as a compatible metric on Y and π : S1 × Y → Y as the natural projection.
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S1: (s, y) ∈ M}. Since My is a closed subset of S1, each connected component of My is either
the whole circle or a closed interval in the circle (which can be degenerate). Consider the function
ζM : Y → R1:
ζM(y) = sup
{|B|: B is a connected component of My},
where |B| denotes the length of B . For each y ∈ Y , it is clear that there exists a component B in
My such that ζM(y) = |B|, i.e.,
ζM(y) = max
{|B|: B is a connected component of My}.
Lemma 6.1. The function ζM is non-negative and upper semi-continuous, i.e., ζM(y)  0 and
lim supyn→y ζM(yn) ζM(y) for each y ∈ Y .
Proof. The lemma is clear because M is compact. 
Let Y0(ζM) = {y ∈ Y : ζM(y) = 0}.
Lemma 6.2. Either infy∈Y ζM(y) > 0 or Y0(ζM) is a residual subset of Y .
Proof. By Lemma 6.1, Y0(ζM) is a Gδ-set. Hence it is sufficient to show that if infy∈Y ζM(y) = 0,
then Y0(ζM) is a dense subset of Y .
Assume that infy∈Y ζM(y) = 0 and let Yc(ζM) be the set of points of continuity of ζM . Since
ζM is upper semi-continuous, Yc(ζM) is a residual set.
If ζM(y0) > 0 for some y0 ∈ Yc(ζM), then there exist open neighborhood U of y0 and c > 0
such that ζM(y) c for all y ∈ U . By the minimality of Y , we let t1 < t2 < · · · < tn be such that⋃n
i=1 U · ti = Y . Since infy∈U ζM(y) > 0, we have that ci =: infy∈U ζM(y · ti ) > 0, for all i =
1,2, . . . , n. Hence infy∈Y ζM(y)  min{ci : i = 1,2, . . . , n} > 0, a contradiction to the fact that
infy∈Y ζM(y) = 0. This shows that for any y0 ∈ Yc(ζ(M)), ζM(y0) = 0, i.e., Yc(ζM) ⊆ Y0(ζM).
Hence Y0(ζM) is a residual subset of Y . 
Recall that a minimal set M of a SPCF (S1 × Y,T) is a Cantorian if there exists a residual
subset Y0 of Y such that for each y ∈ Y0, My is a Cantor set.
The following theorem immediately yields Theorem 3.
Theorem 6.1. Let M be a minimal set of a SPCF (S1 × Y,T) with minimal base flow (Y,T).
Then precisely one of the following holds:
(a) M is an almost N–1 extension of Y for some positive integer N ;
(b) M = S1 × Y ;
(c) M is a Cantorian.
Proof. By Lemma 6.2, there are two cases:
(a) infy∈Y ζM(y) > 0;
(b) Y0(ζM) is a residual subset of Y .
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A = {[e2πir , e2πil]: r < l < 1 + r, r, l ∈ Q}.
Since A is countable, we can rewrite it as A = {[ai, bi]}i∈N. Since infy∈Y ζM(y) > 0, we have that
for each y ∈ Y , there exists i(y) ∈ N such that [ai(y), bi(y)] ⊆ My . In particular, [ai(y), bi(y)] ×
{y} ⊆ M .
Denote Yi = {y ∈ Y : i(y) = i} for i ∈ N. Then ⋃i∈N Yi = Y . Hence there exists i∗ ∈ N such
that W =: int(Y i∗) = ∅. Since [ai∗ , bi∗ ] × Yi∗ ⊆ M and M is closed, we have that [ai∗ , bi∗ ] ×
Y i∗ ⊆ M , which implies that (ai∗ , bi∗)×W ⊆ M .
Let y ∈ Y and denote S(y) = {s ∈ S1: (s, y) ∈ My}. For any s ∈ S(y), since M is minimal,
there exists t ∈ T such that (s, y) · t ∈ (ai∗ , bi∗) × W , which implies that s ∈ intS1(S(y)). It
follows that S(y) is an open subset of S1. Since S(y) is also closed, S(y) = S1. Since y is
arbitrary, M =⋃y∈Y S(y)× {y} = S1 × Y .
We now consider the case (b). Let
Y c(M) = {y ∈ Y : My is a Cantor set},
Y i(M) = {y ∈ Y : My has an isolated point}.
Since it is clear that My is a Cantor set for any y ∈ Y0(ζM) \ Y i(M), we have that Y c(M) ⊇
Y0(ζM) \ Y i(M).
If Y c(M) is a residual subset of Y , then by definition M is a Cantorian.
If Y c(M) is not a residual subset of Y , then Y i(M) is of second category, or Y c(M) ⊇
Y0(ζM) \ Y i(M) is a residual subset of Y since Y0(ζM) is a residual subset of Y .
Consider the countable set
D = {(I1, I2): I1, I2 ∈ A and I2 ⊂ int(I1)}.
We note that for each y ∈ Y i(M), there exists (I y1 , I y2 ) ∈ D such that S(y)∩ I y1 = S(y)∩ I y2 is a
singleton. Thus the map Φ : Y i(M) → D: y → (I y1 , I y2 ) is well defined.
Since Y i(M) = ⋃(I1,I2)∈D Φ−1(I1, I2), D is countable, and Y i(M) is of second category,
there exist (I 01 , I
0
2 ) ∈ D and a nonempty open subset U of Y such that Φ−1(I 01 , I 02 ) ⊇ U . Since
θ : y → S(y) is upper semi-continuous, the set Y0 of all continuity points of θ is an invariant
residual subset of Y . Let W = int(I 01 ). For each y ∈ U ∩ Y0 ⊂ Φ−1(I 01 , I 02 ) ∩ Y0, since S(y) ∩
int(I 01 ) = S(y)∩ I 02 is a singleton, W ∩ S(y) is also a singleton.
Fix y ∈ Y0 and s ∈ S(y). Then (s, y) ∈ M . Since (W × U) ∩ M is a nonempty open subset
of M and M is a minimal set, there exists t0 ∈ T such that (s, y) · t0 ∈ W × U . Hence there
exists an open neighborhood V of s in S1 such that (V × {y}) · t0 ∩ M ⊂ (W × U) ∩ M . Since
(V × {y}) · t0 ∩ M ⊂ S(y · t0) × {y · t0} and y · t0 ∈ U ∩ Y0, we have that (V × {y}) · t0 ∩ M ⊆
(S(y · t0) ∩W)× {y · t0} is a singleton. It follows that (V × {y})∩M is a singleton, i.e., s is an
isolated point of S(y).
Thus, for each y ∈ Y0, S(y) is a discrete closed subset of S1, hence it is a finite subset of S1.
This shows that π : M → Y is an almost finite to one extension. It follows from Proposition 3.2(1)
that π : M → Y is an almost N–1 extension for some positive integer N .
Finally, the above is a strict trichotomy because in both cases (a) and (b), M cannot be a
Cantorian. 
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7.1. Local connectivity and almost automorphy
Let X be a complete metric space. Recall that x ∈ X is a locally connected point if for any
open neighborhood U of x there is a connected closed neighborhood V of x such that V ⊆ U .
We denote by Xlc the set of locally connected points in X.
Lemma 7.1. Suppose that Xlc = ∅ and (X,T) is minimal. Then Xlc is an invariant residual
subset of X.
Proof. The invariance of Xlc is clear. For each k ∈ N, we consider the open set
Xklc =
{
x ∈ X: there exists a connected closed neighborhood V of x such that V ⊆ B
(
x,
1
k
)}
,
where B(x, 1
k
) = {z ∈ X: d(x, z) < 1
k
}. Then Xlc =⋂∞k=1 Xklc, i.e., Xlc is a Gδ subset of X. It
follows from the minimality of X that Xlc is also dense. 
The following result is known as the Ramsey theorem [49].
Lemma 7.2. If the set C = {(i, j) ∈ N × N: 1  i < j < ∞} is divided into finite sets
C1,C2, . . . ,C, then there is a sequence {in} of natural numbers for which all pairs (im, in),
m< n, are in Cj for some j ∈ {1,2, . . . , }.
Our main result Theorem 5 is a direct consequence of the following theorem.
Theorem 7.1. Consider an almost n–1 extension π : (X,T) → (Y,T) between minimal flows in
which (Y,T) is almost periodic minimal. If Xlc = ∅, then the following holds.
(1) (X,T) is almost automorphic;
(2) For each y ∈ Y , the fiber π−1(y) has precisely n connected components.
Proof. (1) Let
X0 =
{
x ∈ X: for any open neighborhood U of x, π(U) is a neighborhood of π(x)}.
By Lemma 5.5, X0 is a residual subset of X. Since by Lemma 7.1 Xlc is residual, X0 ∩ Xlc is
also a residual subset of X. Hence by Lemma 5.1,
Y1 =
{
y ∈ Y : π−1(y)∩X0 ∩Xlc is a residual subset of π−1(y)
}
is a residual subset of Y . Let Y0 be the set of continuity points of the map Φ : Y → 2X: y →
π−1(y). Since Y0 is a residual subset of Y , so is Y0 ∩ Y1.
Let y0 ∈ Y0 ∩ Y1. Then |π−1(y0)| = n, say, π−1(y0) = {x1, x2, . . . , xn}. Since π−1(y0) ∩ X0
is a residual subset of π−1(y0), we have that xi ∈ X0 for all i = 1,2, . . . , n. By Theorem 3.1,
we want to show that x1 is a Δ∗-recurrent point, i.e., for any open neighborhood U of x1, the
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sequence in T. We need to show that N(x1,U)∩ {sk − sk′ : k > k′} = ∅.
Let Ui be open neighborhoods of xi , for i = 1,2, . . . , n respectively, such that U1 ⊆ U and
cl(Ui)∩ cl(Uj ) = ∅ for any 1 i = j  n. Since y0 ∈ Y0, there exists an open neighborhood W
of y0 such that for each y ∈ W , π−1(y)∩Ui = ∅, i = 1,2, . . . , n, and π−1(y) ⊂⋃ni=1 Ui .
Since (Y,T) is almost periodic, there exists an invariant compatible metric dY on Y , i.e.,
dY (y1 · t, y2 · t) = dY (y1, y2) for any y1, y2 ∈ Y and t ∈ T. Let δ > 0 be such that the open
ball Bδ(y0) centered at y0 with radius δ is contained in W . Let m = n!. Then there exist r ∈
{0,1, . . . ,m−1}, a subsequence {ik} ⊂ N, and a homeomorphism g : Y → Y such that sik−rm ∈ T
and
sup
y∈Y
dY
(
y · sik − r
m
,g(y)
)
 δ
2k
(7.1)
for all k = 1,2, . . . . Then for any u,v ∈ N with u = v, it follows from (7.1) that
sup
y∈Y
dY
(
y ·
(
siu − siv
m
)
, y
)
= sup
y∈Y
dY
(
y · siu − r
m
,y · siv − r
m
)
 sup
y∈Y
dY
(
y · siu − r
m
,g(y)
)
+ sup
y∈Y
dY
(
y · siv − r
m
,g(y)
)
 δ
2u
+ δ
2v
.
Denote rk = sik−rm , k = 1,2, . . ., R = {ri − rj : i > j}, and Per(n) as the set of all permutations
of {1,2, . . . , n}. Let t ∈ R. Since y0 · t ∈ W , π−1(y0 · t) ∩ Ui = ∅ for all i = 1,2, . . . , n. Hence
there exists a unique Pt ∈ Per(n) such that xj · t ∈ UPt (j) for all j = 1,2, . . . , n.
For each P ∈ Per(n), we let RP = {t ∈ R : Pt = P } and CP = {(i, j) ∈ N × N: rj − ri ∈ P }.
Since R =⋃P∈Per(n) RP = {ri − rj : i > j}, we have C =⋃P∈Per(n) CP . Applying Lemma 7.2,
one finds a subsequence {lj } ⊂ N and Q ∈ Per(n) such that RQ ⊇ {rli − rlj : i > j}. Let ui = rli ,
i ∈ N. It is clear that
(a) {ui − uj : i > j} ⊆ RQ;
(b) {m(ui − uj ): i > j} ⊆ {sk − sk′ : k > k′};
(c) supy∈Y d(y · (ui − uj ), y) < δ2i + δ2j for any i > j .
Since Q ∈ Per(n), Qm(j) = j for each j = 1,2, . . . , n. In particular, Qm(1) = 1. Let Wm = U1.
Since limi>j→∞ supy∈Y d(y · (ui − uj ), y) = 0, there exists a positive integer Nm and an open
neighborhood Vm ⊆ W of y0 such that Vm · (ui − uj ) ⊆ W for all i > j Nm.
Since X is local connected, there exists a connected closed neighborhood Wm−1 of xQm−1(1)
such that Wm−1 ⊆ UQm−1(1) ∩ π−1(Vm). Now for any i > j Nm, since π−1(Vm · (ui − uj )) ⊆
π−1(W) ⊆⋃nk=1 Uk , we have Wm−1 · (ui − uj ) ⊆⋃nk=1 Uk . Note that Wm−1 · (ui − uj ) is both
connected and closed, xQm−1(1) · (ui − uj ) ∈ Wm = U1, and cl(Uk) ∩ cl(Uk′) = ∅ for 1  k <
k′  n. It follows that Wm−1 · (ui − uj ) ⊆ Wm, i.e., we find a connected closed neighborhood
Wm−1 of xQm−1(1) and a positive integer Nm such that Wm−1 ·(ui −uj ) ⊆ Wm for all i > j Nm.
W. Huang, Y. Yi / Journal of Functional Analysis 257 (2009) 832–902 871By repeating the above process and using induction, we find that, for each v = m − 1,
m − 2, . . . ,1,0, there is a connected closed neighborhood Wv of xQv(1) and a positive inte-
ger Nv+1 such that Wv · (ui − uj ) ⊆ Wv+1 for all i > j  Nv+1. Let N = max{Nv+1: v =
m− 1,m− 2, . . . ,1,0}. Then for any i > j N , we have
W0 ·
(
m(ui − uj )
)= (W0 · (ui − uj )) · ((m− 1)(ui − uj ))⊆ W1 · ((m− 1)(ui − uj ))⊆ · · ·
⊆ Wv ·
(
(m− v)(ui − uj )
)⊆ · · · ⊆ Wm = U1 ⊆ U.
Since x1 ∈ W0, x1 · (m(ui − uj )) ∈ U . This together with (b) above implies that m(ui − uj ) ∈
N(x1,U)∩ {sk − sk′ : k > k′} = ∅. Since {si}∞i=1 is arbitrary, N(x,U) is a Δ∗-set for any neigh-
borhood U of x1. Hence x1 is a Δ∗-recurrent point, i.e., (X,T) is almost automorphic.
(2) Let dY be an invariant compatible metric on Y , d be the metric on X, and Y0, Y1 be the
residual sets defined in (1).
First, we show that for each y ∈ Y , the fiber π−1(y) has at least n connected components.
Suppose this is not true. Then there exists y1 ∈ Y such that π−1(y1) has m-connected components
{Br}mr=1 for some m n−1. For a fixed y0 ∈ Y0 ∩Y1, we let π−1(y0) = {x1, x2, . . . , xn}. Also let
Ui be open neighborhoods of xi , for i = 1,2, . . . , n respectively, such that U1 ⊆ U and cl(Ui)∩
cl(Uj ) = ∅ for any 1  i = j  n. Since y0 ∈ Y0, there exists an open neighborhood W of
y0 such that for each y ∈ W , π−1(y) ∩ Ui = ∅, i = 1,2, . . . , n, and π−1(y) ⊂ ⋃ni=1 Ui . Let
t ∈ T be such that y1 · t ∈ W . Then π−1(y1 · t) = ⋃mr=1 Br · t ⊆ ⋃ni=1 Ui and π−1(y1 · t) ∩
Ui = ∅, i = 1,2, . . . , n. For each r = 1,2, . . . ,m, since Br · t is a closed connected subset of
π−1(y1 · t) and cl(Ui) ∩ cl(Uj ) = ∅, there exists i(r) ∈ {1,2, . . . , n} such that Br · t ⊆ Ui(r).
Hence {1,2, . . . , n} \ {i(1), i(2), . . . , i(m)} = ∅. Let i0 ∈ {1,2, . . . , n} \ {i(1), i(2), . . . , i(m)}.
Then Ui0 ∩ π−1(y1 · t) ⊆
⋃m
r=1 Ui0 ∩Ui(r) = ∅, a contradiction.
Next, suppose for contradiction that there exists y ∈ Y such that π−1(y) has at least (n+ 1)-
connected components {Aj }n+1j=1. For a fixed y0 ∈ Y0 ∩ Y1, we let π−1(y0) = {x1, x2, . . . , xn} and
 = min{d(xi, xj ) : 1 i < j  n}. Also let N be a natural number such that  > 2N . For a given
integer m  N , we consider the sets Umi = π−1(B(y0, 1m)) ∩ B(xi, 1m), i = 1,2, . . . , n, where
B(y0, r) = {z ∈ Y : dY (z, y0) < r} and B(xi, r) = {x ∈ X: d(xi, x) < r}, i = 1,2, . . . , n. For
each i = 1,2, . . . , n, since xi ∈ Xlc, there exists a connected closed neighborhood Vmi of xi such
that Vmi ⊆ Umi . Let Vm =
⋃n
i=1 Vmi . Then Vm is a closed neighborhood of π−1(y0). Since π−1
is continuous at y0, there exists a neighborhood Wm of y0 such that π−1(Wm) ⊂ Vm.
Let tm ∈ T be such that y · tm ∈ Wm. Then Aj · tm ⊆ Vm for all j = 1,2, . . . , n + 1. Since
Aj · tm is connected and Vmi ∩ Vmj = ∅ for all 1  i < j  n, there exists a unique integer
n(j,m) ∈ {1,2, . . . , n} such that Aj · tm ⊆ Vmn(j,m). Hence there have to be integers j1(m), j2(m)
with 1  j1(m) < j2(m)  n + 1 such that n(j1(m),m) = n(j2(m),m), which we denote as
n(m).
Let Em = Vmn(m) · (−tm). It is clear that Em is a connected closed set, Aj1(m) ∪ Aj2(m) ⊆ Em,
and π(Em) = π(V mn(m)) · (−tm) ⊆ B(y0, 1m) · (−tm) = B(y0 · (−tm), 1m). Since y ∈ π(Em), we
have π(Em) ⊆ B(y, 2m).
Now we take a sequence N m1 <m2 < · · · such that
(i) j1(m1) = j1(m2) = · · ·, denoted by j1;
(ii) j2(m1) = j2(m2) = · · ·, denoted by j2;
(iii) lim→∞ Em = E for some E ∈ 2X under the Hausdorff metric on 2X .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π(Em) ⊆ B(y, 2m), E ⊆ π−1(y). Note that E is connected, Aj1 ∪Aj2 ⊆ E, and Aj1 ,Aj2 are two
connected components of π−1(y). We must have E = Aj1 = Aj2 , which is a contradiction to the
fact that Aj1 ∩Aj2 = ∅. 
7.2. SPCF with at least two minimal sets
We consider a SPCF (S1 × Y,T) = (S1 × Y, {Λt }t∈T) in the form (1.1), i.e.,
Λt(s0, y0) =
(
ψ(s0, y0, t), y0 · t
)
, t ∈ T.
We denote dY as a compatible metric on Y and π : S1 × Y → Y as the natural projection.
The following result may be regarded as a topological counterpart to the Furstenberg measure-
theoretic characterization [15] for SPCFs.
Theorem 7.2. Consider a SPCF (S1 × Y,T) with minimal base flow (Y,T) and assume that it
has at least two minimal sets. Then the following holds.
(a) There is a positive integer n such that each minimal set is an almost n–1 extension of Y .
(b) If the SPCF becomes APCF and one of its minimal set is almost automorphic, then so are
others.
Proof. (a) Let M , M0 be two minimal sets of (S1 × Y,T). For each y ∈ Y , we consider the sets
S(y) = {s ∈ S1: (s, y) ∈ M} and S0(y) = {s ∈ S1: (s, y) ∈ M0}. Clearly, for each y ∈ Y , S(y)
and S0(y) are closed subsets of S1, S(y) ∩ S0(y) = ∅, and the maps ρ,ρ0 : Y → 2S1×Y defined
by ρ(y) = S(y), ρ0(y) = S0(y), y ∈ Y , are upper semi-continuous. We denote by Y c and Y c0 ,
respectively, as the sets of continuity points of ρ, ρ0, respectively. Then both Y c and Y c0 are
residual subsets of Y .
Fix a point y0 ∈ Y c ∩ Y c0 . Since S1 \ S0(y0) is an open subset of S1, S1 \ S0(y) is a countable
union of proper, open sub-arcs of S1, i.e., S1 \ S0(y0) =⋃Ii=1 Ai , where 1 I +∞ and each
Ai is a proper, open sub-arc of S1. Since
⋃I
i=1 Ai ⊇ S(y0), there exists a positive integer N(y0)
such that
⋃N(y0)
i=1 Ai ⊃ S(y0). Without loss of generality, we assume that Ai ∩ S(y0) = ∅ for all
i = 1,2, . . . ,N(y0).
Claim. For each i = 1,2, . . . ,N(y0), Ai ∩ S(y0) is a singleton. In particular, |S(y0)| =
N(y0) < ∞.
Suppose for contradiction that the Claim is not true. Then there exists some 1  i  N(y0)
such that Ai ∩S(y0) is not a singleton. We denote Ai = (c, d) and let Bi = [a, b] be a closed sub-
arc of Ai such that Ai ∩S(y0) = Bi ∩S(y0). It is clear that a, b ∈ S(y0) and c, d ∈ S0(y0). Using
minimality of M , we let tj → +∞ be a sequence such that limj→∞(b, y0) · tj = (a, y0). By
taking subsequences if necessary, we assume that limj→∞(a, y0) · tj = (a′, y0), limj→∞(c, y0) ·
tj = (c′, y0), and limj→∞(d, y0) · tj = (d ′, y0), for some a′ ∈ S(y0) and c′, d ′ ∈ S0(y0). Let ft
be as in Lemma 5.3. Then ftj (b) → a, ftj (a) → a′, ftj (c) → c′, and ftj (d) → d ′, as j → ∞.
We first show that c′ = c, d ′ = d , and a′ = a. Suppose c′ = c. Since c′ = a, we have by
Lemma 5.3(1) that limj→∞ ftj ([c, b]) = [c′, a]  [c, a]. Hence there is a sufficiently small
open neighborhood V of c in S1 such that V ⊂ (c′, a). Since y0 ∈ Y c and c ∈ S0(y0), there0
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ftj ((c, b)) = (ftj (c), ftj (b)), V ⊂ (c′, a), and y0 · tj → y0. There exists a positive integer J such
that ftj ((c, b)) ⊃ V and y · tj ∈ U as j  J . Moreover, for fixed j  J , there exists s ∈ (c, b)
such that ftj (s) ∈ S0(y0 · tj ) ∩ V . This implies that (ftj (s), y0 · tj ) ∈ M0, i.e., (s, y0) · tj ∈ M0.
Hence (s, y0) ∈ M0, i.e., s ∈ S0(y0), which contradicts to the fact that (c, b) ∩ S0(y0) = ∅.
Therefore, c′ = c. Similarly, d ′ = d . Since a ∈ [c, b], a′ = limj→∞ ftj (a) ∈ [c, a]. Hence
a′ ∈ [c, a] ∩ S(y0) = {a}, i.e., a′ = a.
Next, we show that
S(y0 · tj )  S(y0). (7.2)
Since ftj ([a, b]) ⊆ ftj ([c, b]), lim supj→∞ ftj ([a, b]) ⊆ [c, a] = S1. Also note that ftj (a) → a
and ftj (b) → a. We have by Lemma 5.3(3) that limj→∞ ftj ([a, b]) = {a}. If c = d , then
S(y0) ⊆ [a, b]. Hence S(y0 · tj ) = ftj (S(y0)) = ftj (S(y0)∩[a, b]) → {a} = S(y0). Now suppose
that c = d . Since limj→∞ ftj (c) = c and limj→∞ ftj (d) = d , we have by Lemma 5.3(1) that
limj→∞ ftj ([d, c]) = [d, c]. Note that S(y0 · tj ) = ftj (S(y0)) = ftj (S(y0)∩[a, b])∪ftj (S(y0)∩
[d, c]). It follows that lim supj→∞ S(y0 · tj ) ⊆ ({a} ∪ [d, c]). Since b /∈ {a} ∪ [d, c], (7.2) holds.
Now, since y0 ∈ Y c and y0 · tj → y0, we have that S(y0 · tj ) → S(y0), which is a contradic-
tion (7.2). This proves the Claim.
It follows from the Claim that S(y) is a finite set for any y ∈ Y c ∩ Y c0 . Hence M is an al-
most finite to one extension of Y . It follows from Proposition 3.2(1) that M is an almost n–1
extension of Y for some positive integer n = n(M). Similarly, M0 is an almost n0–1 extension
for some positive integer n0 = n(M0). In fact, from the proof of Proposition 3.2(1), we also see
that |S(y)| = n for any y ∈ Y c and |S(y)| = n0 for any y ∈ Y c0 . For a fixed y ∈ Y c ∩ Y c0 , since
S1 \ S0(y) has precisely n0 connected components, N(y)  n0. Using the Claim, we also have
n = |S(y)| = N(y). Hence n n0. Similarly, n0  n. This shows that n = n0.
(b) Let M0,M be two minimal sets of (S1 × Y,T) among which M0 is almost automorphic.
We consider the set A0 of almost automorphic points of M0. Since A0 is a residual subset of M0,
it follows from Lemma 5.5 that
Y ∗0 =
{
y ∈ Y : A0 ∩ π−1(y) is a residual subset of π−1(y)∩M0
}
is a residual subset of Y .
Let Y c0 , Y
c, S0(y), S(y) be as in (a) for the minimal sets M0,M and take any point y0 ∈
Y c ∩ Y c0 ∩ Y ∗0 . By (a), n = |S0(y0)| = |S(y0)|. Since A0 ∩ π−1(y0) = π−1(y0)∩M0, we see that
for each s ∈ S0(y0), (s, y0) ∈ A0. If n = 1, then M is an almost 1–1 extension of Y , hence it is
almost automorphic by Theorem 3.2.
We now assume n  2. Since S1 \ S0(y0) has precisely n connected components and each
connected component contains precisely one point in S(y0), there exist a1 = a2 ∈ S0(y0) and
b ∈ S(y0) such that {b} = [a1, a2]∩S(y0). We want to show that (b, y0) is an almost automorphic
point of M .
Let {t ′i } be any sequence in T. Since (a1, y0) and (a2, y0) are almost automorphic points of M0,
there exist a subsequence {ti} ⊆ {t ′i } and a′1, a′2 ∈ S0(y) for some y ∈ Y such that limi→∞(aj , y0) ·
ti = (a′j , y) and limi→∞(a′j , y) · (−ti ) = (aj , y0), for j = 1,2. Taking a subsequence of {ti} if
necessary, we may assume that there exist b′ ∈ S(y) and b′′ ∈ S(y0) such that limi→∞(b, y0) · ti =
(b′, y) and limi→∞(b′, y) · (−ti ) = (b′′, y0).
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(tm − ti ) = (b′′, y0), there exist sequences {mk} and {ik} such that if rk = tmk − tik for all
k, then limk→∞(aj , y0) · rk = (aj , y0), j = 1,2, and limk→∞(b, y0) · rk = (b′′, y0). Again,
let ft be as in Lemma 5.3. Since limk→∞ frk (aj ) = aj , we have by Lemma 5.3(1) that
limk→∞ frk ([a1, a2]) = [a1, a2]. Now, b′′ = limk→∞ frk (b) ∈ limk→∞ frk ([a1, a2]) = [a1, a2].
Hence b′′ ∈ [a1, a2] ∩ S(y0) = {b}, i.e., b′′ = b. This shows that (b, y0) is an almost automorphic
point of M , implying that M is almost automorphic. 
Theorem 7.3. Consider an APCF (S1 × Y,T) in which Y is locally connected. If there are at
least two minimal sets, then each minimal set is almost automorphic.
Proof. Let M,M0 be two minimal sets of (S1 × Y,T) and let S(y), S0(y), ρ, ρ0, Y c , Y c0 be
defined as in the proof of Theorem 7.2 for the present M,M0.
Fix y0 ∈ Y c ∩ Y c0 . It follows from the proof of Theorem 7.2 that n =: |S0(y0)| =|S(y0)| < +∞. Again, if n = 1, then M is an almost 1–1 extension of Y , hence by The-
orem 3.2 it is almost automorphic. We now assume that n  2. Since S1 \ S0(y0) has pre-
cisely n connected components and each of them has precisely one point in S(y0), there exist
points 0  t1 < r1 < t2 < r2 < · · · < tn < rn < 1 + t1 such that S(y0) = {a1, a2, . . . , an} and
S0(y0) = {b1, b2, . . . , bn}, where aj = e2πitj , bj = e2πirj , j = 1,2, . . . , n.
We want to show that (a1, y0) is an almost automorphic point of M . By Theorem 3.1, it is
sufficient to show that for any open neighborhood U of (a1, y0) in S1 × Y , the recurrent time set
N((a1, y0),U) is a Δ∗-set.
Let U be an open neighborhood of (a1, y0) in S1 × Y . It is clear that there exist open neigh-
borhoods W1 of y0 in Y and E of a1 in S1 such that E ×W1 ⊆ U .
Let δ > 0 be sufficiently small and
a+j =: e2πi(tj+δ), a−j =: e2πi(tj−δ), Aj =
[
a−j , a
+
j
]
,
b+j =: e2πi(rj+δ), b−j =: e2πi(rj−δ), Bj =
[
b−j , b
+
j
]
,
j = 1,2, . . . , n, be such that A1 ⊂ E and A1,B1,A2,B2, . . . ,An,Bn are pairwise disjoint, i.e.,
t1 − δ < t1 + δ < r1 − δ < r1 + δ < t2 − δ < · · · < tn + δ < rn − δ < rn + δ < 1 + t1 − δ.
Since y0 ∈ Y c ∩ Y c0 , there exists an open neighborhood W of y0 with W ⊆ W1 such that for all
y ∈ W , S(y) ⊆⋃nj=1 int(Aj ), S0(y) ⊆⋃nj=1 int(Bj ), S(y)∩ int(Aj ) = ∅, and S0(y)∩ int(Bj ) =
∅ for all j = 1,2, . . . , n. Thus for each y ∈ W and j = 1,2, . . . , n there exist t±j,y, r±j,y with
tj − δ  t−j,y  t+j,y  tj + δ and rj − δ  r−j,y  r+j,y  rj + δ such that if
a+j,y =: e2πit
+
j,y , a−j =: e2πit
−
j,y ∈ S(y),
b+j,y =: e2πir
+
j,y , b−j =: e2πir
−
j,y ∈ S0(y),
then S(y)∩Aj = S(y)∩Aj,y ⊆ int(Aj ) and S0(y)∩Bj = S0(y)∩Bj,y ⊆ int(Bj ), where Aj,y =
[a−j,y, a+j,y] and Bj,y = [b−j,y, b+j,y]. It is clear that A1,y ,B1,y ,A2,y ,B2,y , . . . ,An,y,Bn,y are pair-
wise disjoint for each y ∈ W , and, for each j = 1,2, . . . , n, the map E− : W → [tj − δ, tj + δ]:j
W. Huang, Y. Yi / Journal of Functional Analysis 257 (2009) 832–902 875y → t−j,y is lower semi-continuous and the map E+j : W → [tj − δ, tj + δ]: y → t+j,y is up-
per semi-continuous. It follows that for each j = 1,2, . . . , n, both maps Ej : W → 2[tj−δ,tj+δ]:
y → [t−j,y .t+j,y] and φj : W → 2S
1
: y → Aj,y = [a−j,y, a+j,y] = {e2πt : t ∈ [t−j,y, t+j,y]} are upper
semi-continuous.
Claim 1. Given j ∈ {1,2, . . . , n}, y ∈ W , and t ∈ T such that y · t ∈ W , there exists a unique
Ltj (y) ∈ {1,2, . . . , n} such that (Aj,y × {y}) · t = ALtj (y),y·t × {y · t}. Moreover, for fixed y, t as
above, the map Lt{·}(y) : {1,2, . . . , n} → {1,2, . . . , n} is a permutation of {1,2, . . . , n}.
Let j, y, t be given as above. We consider the orientation preserving homeomorphism
h : S1 → S1: s → ψ(s, y, t). It is clear that (Aj,y × {y}) · t = h(Aj,y) × {y · t}, h(Aj,y) =
[h(a−j,y), h(a+j,y)], and h(a−j,y), h(a+j,y) ∈ S(y · t). If there exists b ∈ h(Aj,y) ∩ S0(y · t), i.e.,
(b, y · t) ∈ (Aj,y × {y}) · t and (b, y · t) ∈ M0, then there exists b′ ∈ Aj,y such that (b′, y) · t =
(b, y · t) ∈ M0. It follows that (b′, y) ∈ M0, i.e., b′ ∈ Aj,y ∩ S0(y) ⊆ Aj ∩ (⋃ni=1 Bi) = ∅, which
is impossible. Hence
h(Aj,y)∩ S0(y · t) = ∅. (7.3)
Since y · t ∈ W and h(a−j,y), h(a+j,y) ∈ S(y · t), there exist i1, i2 ∈ {1,2, . . . , n} such that
h(a−j,y) ∈ Ai1,y·t ⊆ Ai1 and h(a+j,y) ∈ Ai2,y·t ⊆ Ai2 . Since [h(a−j,y), h(a+j,y)] ∩ S0(y · t) = ∅,
we must have i1 = i2. For otherwise, i1 = i2, and the arc [h(a−j,y), h(a+j,y)] intersects both
Ai1 and Ai2 . It follows that Bi1 ⊆ [h(a−j,y), h(a+j,y)], and hence b−i1,y·t ∈ Bi1 ∩ S0(y · t) ⊆
[h(a−j,y), h(a+j,y)] ∩ S0(y · t), which is impossible by (7.3).
Now let Ltj (y) = i1. Then h(a−j,y), h(a+j,y) ∈ ALtj (y),y·t . Since ALtj (y),y·t is a sub-arc of S1,
either (i) [h(a−j,y), h(a+j,y)] ⊆ ALtj (y),y·t or (ii) [h(a
−
j,y), h(a
+
j,y)] ⊇ S1 \ ALtj (y),y·t . But the case
(ii) is impossible because S0(y · t) ⊆ S1 \ALtj (y),y·t and [h(a
−
j,y), h(a
+
j,y)] ∩ S0(y · t) = ∅. It now
follows from (i) that
(
Aj,y × {y}
) · t ⊆ ALtj (y),y·t × {y · t}. (7.4)
Such Ltj (y) is unique because A1,y·t ,A2,y·t , . . . ,An,y·t are pairwise disjoint. Let y′ = y · t and
t ′ = −t . Then y′, y′ · t ′ ∈ W . From the above, for each i = 1,2, . . . , n, there exists a unique
Lt
′
i (y
′) ∈ {1,2, . . . , n} such that
(
Ai,y′ × {y′}
) · t ′ ⊆ A
Lt
′
i (y
′),y′·t ′ × {y′ · t ′}. (7.5)
For each j = 1,2, . . . , n, we let i(j) = Ltj (y). By (7.4) and (7.5), we have
Aj,y × {y} ⊆
(
Ai(j),y′ × {y′}
) · t ′ ⊆ A
Lt
′
i(j)
(y′),y × {y}.
Since A1,y·t ,A2,y·t , . . . ,An,y·t are pairwise disjoint, Lt ′i(j)(y′) = j and Aj,y × {y} = (Ai(j),y′ ×
{y′}) · t ′. This implies that
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Aj,y × {y}
) · t = ((Ai(j),y′ × {y′}) · t ′) · t = Ai(j),y′ × {y′} = ALtj (y),y·t × {y · t},
i.e., (Aj,y × {y}) · t = ALtj (y),y·t × {y · t}.
Note that Ltj (y) ∈ {1,2, . . . , n}, (Aj,y × {y}) · t = ALtj (y),y·t × {y · t} for each j =
1,2, . . . , n, and A1,y ,A2,y , . . . ,An,y are pairwise disjoint. We have that Lt{·}(y) : {1,2, . . . , n} →
{1,2, . . . , n} is one to one, i.e., a permutation of {1,2, . . . , n}. This proves Claim 1.
Claim 2. Let V be a nonempty, connected, closed subset of W and t ∈ T be such that V · t ⊂ W .
Then there exists a permutation P of {1,2, . . . , n} such that for each j = 1,2, . . . , n and y ∈ V ,
(Aj,y × {y}) · t = AP(j),y·t × {y · t}.
Let j ∈ {1,2, . . . , n} and y ∈ V be given. By Claim 1, there exists a unique Ltj (y) ∈{1,2, . . . , n} such that (Aj,y × {y}) · t = ALtj (y),y·t × {y · t}.
We first show that the map Ltj (·) : V → {1,2, . . . , n} is continuous. Let {yk}∞k=1 ⊂ V con-
verges to some y ∈ V and denote i = Ltj (y). If Ltj (yk)  Ltj (y), then by Claim 1 there exists a
subsequence {k1 < k2 < · · ·} of {k} and r ∈ {1,2, . . . , n} \ {i} such that Ltj (yk) = r for each
 ∈ N. Take a sequence of points z ∈ Aj,yk ,  ∈ N. We assume without loss of generality
that lim→∞ z = z for some z ∈ S1. By the upper semi-continuity of the map φj : W → 2S1 :
y → Aj,y , we have that z ∈ Aj,y . Since (z, yk) · t ∈ Ar,yk × {yk · t}, it again follows from
the upper semi-continuity of φj that (z, y) · t = lim→∞(z, yk) · t ∈ Ar,y·t × {y · t}. But
since (z, y) · t ∈ (Aj,y × {y}) · t ∈ Ai,y·t × {y · t}, (z, y) · t ∈ Ai,y·t × {y · t} ∩ Ar,y·t × {y · t}.
Hence Ai,y·t ∩ Ar,y·t = ∅, a contradiction to the fact that i = r . This shows the continuity of
Ltj (·) : V → {1,2, . . . , n}.
Now, for each j = 1,2, . . . , n, Ltj (·) : V → {1,2, . . . , n} must be a constant map since its
domain is connected and its range is discrete. Let y ∈ V and P(j) = Ltj (y), j = 1,2, . . . , n.
Then
(
Aj,y × {y}
) · t = AP(j),y·t × {y · t}.
It follows from Claim 1 that P : {1,2 · · · , n} → {1,2, . . . , n} is a permutation of {1,2, . . . , n}.
Claim 3. For any sequence {si} in T, N((a1, y0),U)∩ {sk − sk′ : k > k′} = ∅, i.e., N((a1, y0),U)
is a Δ∗-set.
Let m = n! and d be an invariant compatible metric on Y , i.e., d(y1 · t, y2 · t) = d(y1, y2),
y1, y2 ∈ Y , t ∈ T. Since (Y,T) is almost periodic, there exists an increasing subsequence
{ik} ⊂ N, an integer r ∈ {0,1, . . . ,m− 1}, and a homeomorphism g : Y → Y such that sik−rm ∈ T
and
sup
y∈Y
d
(
y · sik − r
m
,g(y)
)
 1
2k
(7.6)
for all k = 1,2, . . . . Since Y is locally connected, there exists a connected closed neighborhood
V of y0 such that Bδ(V ) =: {y ∈ Y : d(y,V ) < δ} ⊆ W and B(y0, δ) ⊆ V for some δ > 0. Let K
be a natural number such that 12K <
δ
2m . Then for any u,v ∈ N with u > v K , we have by (7.6)
that
W. Huang, Y. Yi / Journal of Functional Analysis 257 (2009) 832–902 877sup
y∈Y
d
(
y ·
(
siu − siv
m
)
, y
)
= sup
y∈Y
d
(
y · siu − r
m
,y · siv − r
m
)
 sup
y∈Y
d
(
y · siu − r
m
,g(y)
)
+ sup
y∈Y
d
(
y · siv − r
m
,g(y)
)
 1
2u
+ 1
2v
<
1
2K−1
<
δ
m
.
It follows that d(V · ( siu−siv
m
),V ) < δ
m
, and, for each  = 1,2, . . . , n,
d
(
y0 · (siu − siv
m
), y0
)

∑
j=1
d
(
y0 · (j siu − siv
n
), y0 · ((j − 1) siu − siv
n
)
)
=
∑
j=1
d
(
y0 ·
(
siu − siv
m
)
, y0
)
<

m
δ  δ,
i.e., y0 · ( siu−sivm ) ⊆ V . Let t = siu−sivm . Since V · t ⊆ W , we have by Claim 2 that there exists a
permutation P of {1,2, . . . , n} such that for each j = 1,2, . . . , n and y ∈ V ,
(Aj,y × {y}) · t = AP(j),y·t × {y · t}. Clearly, Pm(j) = j for each j = 1,2, . . . , n. Thus, for
any w = 0,1,2, . . . ,m− 1, since y0 · (wt) ∈ V , we have(
APw(1),y0·(wt) ×
{
y0 · (wt)
}) · t = APw+1(1),y0·((w+1)t) × {y · ((w + 1)t)},
where P 0(1) = 1. By induction, we further have(
A1,y0 × {y0}
) · (mt) = A1,y0·(mt) × y0 · (mt) ⊆ A1 × V ⊆ U.
Since A1,y0 = {(a1, y0)} and mt = siu − siv , we have (a1, y0) · (siu − siv ) ∈ U . Hence siu − siv ∈
N((a1, y0),U) ∩ {sk − sk′ : k > k′}, i.e., N((a1, y0),U) ∩ {sk − sk′ : k > k′} = ∅. Since {si} is
arbitrary, N((a1, y0),U) is a Δ∗-set.
This completes the proof. 
Now, parts (1) and (2) of Theorem 4 are the respective parts in Theorem 7.2 above, and,
part (3) of Theorem 4 is just Theorem 7.3 above.
8. Mean motion, transitivity, and connectivity
In this section, we consider a SPCF (S1 ×Y,T) = (S1 ×Y, {Λˆt }t∈T) in the angular form (1.3),
i.e.,
Λˆt (φ0, y0) =
(
φ(φ0, y0, t), y0 · t
)
, t ∈ T, (8.1)
where φ,φ0 ∈ R1 (mod 1), y0 ∈ Y . Let φ˜(φ˜0, y0, t) be the lift of φ(φ0, y0, t) in R1 satisfying
φ˜(φ˜0 + 1, y0, t) ≡ φ˜(φ˜0, y0, t)+ 1. Then it is clear that Λˆt is generated from the flow Λ˜t : R1 ×
Y → R1 × Y :
Λ˜t (φ˜0, y0) =
(
φ˜(φ˜0, y0, t), y0 · t
)
, t ∈ T
when φ˜0, φ˜ are identified modulo 1.
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φ0 ∈ S1 and its lift φ˜0 ∈ R1.
8.1. Rotation number and mean motion
It is more or less known that a SPCF (8.1) with uniquely ergodic base flow (Y,T) admits a
well-defined rotation number (see [23] for the discrete case and [34] for certain almost periodic
continuous case). Below, for the sake of completeness, we give a unified proof of this result for
both discrete and continuous cases.
The following result is known as the Oxtoby ergodic theorem (see [15]).
Lemma 8.1. Let (X,T) be uniquely ergodic and f ∈ C(X,R1). Then for any x ∈ X,
lim
T→+∞
1
λT([0, T )∩ T)
∫
[0,T )∩T
f (x · t) dλT(t) =
∫
X
f (z) dμ(z),
lim
T→+∞
1
λT((−T ,0] ∩ T)
∫
(−T ,0]∩T
f (x · t) dλT(t) =
∫
X
f (z) dμ(z),
where λT is the Haar measure on T with λT([0,1) ∩ T) = 1 and μ is the unique T-invariant
probability measure on (X,T).
Theorem 8.1. Consider the SPCF (8.1) with uniquely ergodic base flow (Y,T). Then for any
φ0 ∈ R1, y0 ∈ Y , the limit
ρ = lim
t→∞
φ˜(φ0, y0, t)
t
exists and is independent of choice of (φ0, y0) ∈ R1 × Y .
Proof. For simplicity, we only consider the limit as t → +∞.
First, we observe from the periodicity of φ˜ in the first argument that for any t ∈ T, y ∈ Y , if
φ∗1 , φ∗2 ∈ R1 are such that |φ∗1 − φ∗2 | < l for some positive integer l, then also∣∣φ˜(φ∗1 , y, t)− φ˜(φ∗2 , y, t)∣∣< l. (8.2)
Next, for any φ0 ∈ R1, y ∈ Y , t, s ∈ T, we let 0 φ1, φ2 < 1 be such that
φ1 ≡ φ0, φ2 ≡ φ˜(φ0, y, t) (mod 1).
Then
φ˜(φ0, y · t, s)− φ0 = φ˜(φ1, y · t, s)− φ1,
φ˜(φ0, y, t + s)− φ˜(φ0, y, t) = φ˜(φ2, y · t, s)− φ2.
It follows from (8.2) that
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= ∣∣φ˜(φ2, y · t, s)− φ˜(φ1, y · t, s)+ φ2 − φ1∣∣

∣∣φ˜(φ2, y · t, s)− φ˜(φ1, y · t, s)| + |φ2 − φ1∣∣ 4,
i.e.,
−4 φ˜(φ0, y, t + s)− φ˜(φ0, y, t)− φ˜(φ0, y · t, s)+ φ0  4. (8.3)
Integrating (8.3) with respect to t from 0 to a positive number T ∈ T yields that
−4 ł e 1
T
{ ∫
[0,T )∩T
(
φ˜(φ0, y, t + s)− φ˜(φ0, y, t)
)
dλT(t)
−
∫
[0,T )∩T
(
φ˜(φ0, y · t, s)− φ0
)
dλT(t)
}
 4. (8.4)
For any positive number s ∈ T, we let Ms = sup{|φ˜(φ0, z, τ )− φ0|: φ0 ∈ R1, z ∈ Y, |τ | s}. It
is clear that 0Ms < +∞ and∣∣∣∣
∫
[0,T )∩T
(
φ˜(φ0, y, t + s)− φ˜(φ0, y, t)
)
dλT(t)− sφ˜(φ0, y, T )
∣∣∣∣
=
∣∣∣∣
∫
[0,s)∩T
(
φ˜(φ0, y, T + t)− φ˜(φ0, y, t)
)
dλT(t)− sφ˜(φ0, y, T )
∣∣∣∣
=
∣∣∣∣
∫
[0,s)∩T
(
φ˜
(
φ˜(φ0, y, T ), y · T , t
)− φ˜(φ0, y, T ))dλT(t)
−
∫
[0,s)∩T
(
φ˜(φ0, y, t)− φ0
)
dλT(t)− sφ0
∣∣∣∣
 s
(|φ0| + 2Ms)=: sΦs.
Combining this with (8.4) yields that
−4T + sΦs
sT
 1
T
φ˜(φ0, y, T )− 1
sT
∫
[0,T )∩T
(
φ˜(φ0, y · t, s)− φ0
)
dλT(t)
 4T + sΦs
sT
. (8.5)
Now consider functions ρ∗(y) = lim supt→+∞ φ˜(φ0,y,t)t and ρ∗(y) = lim inft→+∞ φ˜(φ0,y,t)t .
We note by (8.2) that both ρ∗(y) and ρ∗(y) are independent of φ0. Since (Y,T) is uniquely
ergodic, we have by Lemma 8.1 that
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T→+∞
1
T
∫
[0,T )∩T
(
φ˜(φ0, y · t, s)− φ0
)
dλT(t) =
∫
Y
(
φ˜(φ0, z, s)− φ0
)
dμ(z), (8.6)
where μ is the unique T-invariant Borel probability measure on (Y,T). By letting T → +∞ in
(8.5) and applying (8.5) and (8.6), we have that
−4
s
+ 1
s
∫
Y
(
φ˜(φ0, z, s)− φ0
)
dμ(z) ρ∗(y) ρ∗(y)
4
s
+ 1
s
∫
Y
(
φ˜(φ0, z, s)− φ0
)
dμ(z).
Now, taking limit s → +∞ in the above, we see that ρ∗(y) = ρ∗(y) and equals
lim
s→+∞
1
s
∫
Y
(
φ˜(φ0, z, s)− φ0
)
dμ(z),
which is a constant, denoted by ρ. 
The limit in the theorem is referred to as the rotation number associated with the SPCF (8.1).
Recall that the SPCF (8.1) is said to admit mean motion if
sup
t∈T
∣∣φ˜(φ0, y0, t)− φ0 − ρt∣∣< ∞
for all (φ0, y0) ∈ R1 × Y .
Theorem 8.2. Consider the SPCF (8.1) with strictly ergodic base flow (Y,T). Then the follow-
ings are equivalent:
(a) (8.1) admits mean motion;
(b) supt0 |φ˜(φ0, y0, t)− φ0 − ρt | < +∞ for some (φ0, y0) ∈ R1 × Y ;
(c) supt0 |φ˜(φ0, y0, t)− φ0 − ρt | < +∞ for some (φ0, y0) ∈ R1 × Y ;
(d) supt0(φ˜(φ0, y0, t)− φ0 − ρt) < +∞ for all (φ0, y0) ∈ R1 × Y ;
(e) supt0(φ˜(φ0, y0, t)− φ0 − ρt) < +∞ for all (φ0, y0) ∈ R1 × Y ;
(f) inft0(φ˜(φ0, y0, t)− φ0 − ρt) > −∞ for all (φ0, y0) ∈ R1 × Y ;
(g) inft0(φ˜(φ0, y0, t)− φ0 − ρt) > −∞ for all (φ0, y0) ∈ R1 × Y .
Proof. It is clear that (a) implies (b)–(g).
Suppose (b) holds and let
M = sup
t0
∣∣φ˜(φ0, y0, t)− φ0 − ρt∣∣.
Then by the flow property,∣∣(φ˜(φ˜(φ0, y0, s), y0 · s, t)− φ˜(φ0, y0, s)− ρt)+ (φ˜(φ0, y0, s)− φ0 − ρs)∣∣M (8.7)
for all s + t  0. Consider the ω-limit set ω(φ0, y0) of (φ0, y0) with respect to the flow (8.1). For
simplicity, we view ω(φ0, y0) as a subset of [0,1] × Y . Let (φ∗, y∗) ∈ ω(φ0, y0) and sn → +∞
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r(φ∗, y∗) = limn→∞ |φ˜(φ0, y0, sn)− φ0 − ρsn|. It follows from (8.7) that∣∣φ˜(φ∗, y∗, t)− φ∗ − ρt∣∣M − r(φ∗, y∗)
for all t ∈ T. Hence by (8.2),
sup
t∈T
∣∣φ˜(φ0, y0, t)− φ0 − ρt∣∣< ∞
for all (φ0, y0) ∈ R1 × Y , i.e., (a) holds. This shows that (b) implies (a).
Similarly, (c) implies (a).
Now let (d) hold. Suppose for contradiction that (a) fails. It follows from the flow property
and the equivalence between (a) and (b) that
sup
n∈N
∣∣φ˜(φ∗, y∗, n)− φ∗ − ρn∣∣= +∞ (8.8)
for all (φ∗, y∗) ∈ R1 ×Y . Let E be a minimal set of the time-1 map Λˆ1 and consider the function
u : R1 × Y → R1: u(φ,y) = φ˜(φ, y,1)− φ − ρ. Since u(φ + 1, y) ≡ u(φ,y), u can be viewed
as a continuous function on S1 × Y . Using flow property and induction, it is easy to see that
n−1∑
i=0
u
(
Λ˜i(φ, y)
)= φ˜(φ, y,n)− φ − ρn (8.9)
for all n ∈ N and (φ, y) ∈ R1 × Y . Hence by (8.8), |∑n−1i=0 u(Λ˜i(φ∗, y∗))| is unbounded on
N for any (φ∗, y∗) ∈ E. Since limn→∞ 1n
∑n−1
i=0 u(Λ˜i(φ∗, y∗)) = 0 for any (φ∗, y∗) ∈ E, there
is a residual subset E∗ of E such that for any (φ∗, y∗) ∈ E∗ the function ∑n−1i=0 u(Λ˜i(φ∗, y∗))
oscillates from −∞ to +∞ as n → +∞ (see e.g., [30,35]). In particular,
sup
n∈N
(
φ˜(φ∗, y∗, n)− φ∗ − ρn
)= sup
n∈N
n−1∑
i=0
u
(
Λ˜i(φ∗, y∗)
)= +∞ (8.10)
for all (φ∗, y∗) ∈ E∗. This is a contradiction to the condition in (d). Hence (d) implies (a).
Similarly, either (e) or (f) or (g) implies (a). 
8.2. APCF with mean motion
The aim of this subsection is to prove Theorem 6. We will need the following
Lemma 8.2. Let M be a minimal set of an almost periodically forced skew-product flow (R1 ×
Y,T) = (R1 × Y, {Πt }t∈T):
Πt(x0, y0) =
(
x(x0, y0, t), y · t
)
, t ∈ T,
where (Y,T) is an almost periodic minimal flow. Then M is an almost 1–1 extension of Y hence
is almost automorphic.
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totally monotone skew-product semiflows. The proof for the discrete case follows from that of
the continuous case (see also [62]) almost word by word. 
The following theorem is just our main result Theorem 6.
Theorem 8.3. Suppose that (8.1) is an APCF which admits mean motion. Then the following
holds.
(1) Each minimal set of (8.1) is almost automorphic whose frequency module is generated by
the rotation number and the forcing frequencies.
(2) If a minimal set of (8.1) is an almost N–1 extension of Y for some positive integer N , then
N is the smallest positive integer whose multiplication to the rotation number is contained
in the frequency module of the forcing.
Proof. (1) Let E be a minimal set of (8.1). It is sufficient to only consider the case T = Z,
because, if T = R, then a point of E is almost automorphic iff it is almost automorphic for the
time-1 map Λ˜1 [5].
Let Y ∗ = S1 ×Y be given the flow (φ0, y0) · t = (φ0 +ρt (mod 1), y0 · t), t ∈ Z. Then (Y ∗,Z)
is almost periodic (need not be minimal). Consider the skew-product flow Λ∗t : R1 × Y ∗ →
R1 × Y ∗:
Λ∗t (x0, φ0, y0) =
(
φ˜(φ0, y0, t)− φ0 − ρt + x0, φ0 + ρt (mod 1), y0 · t
)
, t ∈ Z.
It follows from Lemma 8.2 that each minimal set of Λ∗t is an almost 1–1 extension of a minimal
set in (Y ∗,Z). Using this fact and (8.9), the rest of the proof follows from that of Theorem 3.2(1)
in [62] almost word by word.
(2) Let ρ be the rotation number of (8.1) and M be a minimal set of (8.1) which is an almost
N–1 extension of Y . We denote by M(M), M(Y ) as the frequency modules of M , Y , respec-
tively. Then by the general module containment property for almost automorphic minimal sets
(e.g., [57]), N is the smallest positive integer such that NM(M) ⊂ M(Y ). But by (1), M(M) is
generated by ρ and M(Y ). The theorem follows. 
8.3. APCF without mean motion
We first prove a general result on positive transitivity and the uniqueness of minimal set in a
SPCF (S1 × Y,T).
Theorem 8.4. If a SPCF (S1 × Y,T) with minimal base flow (Y,T) is positively transitive, then
it has a unique minimal set.
Proof. Suppose for contradiction that (S1 × Y,T) has two distinct minimal sets M,M0. We let
S(y), S0(y), ρ, ρ0, Y c and Y c0 be defined as in the proof of Theorem 7.2 for the present M,M0.
Since (S1 ×Y,T) is positively transitive, the set Tran+(S1 ×Y) of positively transitive points
in S1 × Y is a residual subset of S1 × Y . Let
YT =
{
y ∈ Y : Tran+(S1 × Y )∩ (S1 × {y}) is a residual subset of S1 × {y}}.
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For a given y0 ∈ Y c ∩ Y c0 ∩ YT , we have by the proof of Theorem 7.2 that n =: |S0(y0)| =
|S(y0)| < +∞ and each of the n connected components of S1 \ S0(y0) contains precisely one
point in S(y0). Thus there exists points 0 t1 < r1 < t2 < r2 < · · · < tn < rn < 1 + t1 such that
S(y0) = {a1, a2, . . . , an} and S0(y0) = {b1, b2, . . . , bn}, where aj = e2πitj and bj = e2πirj for
j = 1,2, . . . , n.
Since Tran+(S1 × Y) ∩ (S1 × {y0}) is dense in S1 × {y0}, there exists w1 ∈ (t1, r1) such that
(c1, y0) ∈ Tran+(S1 × Y), where c1 = e2πiw1 . Take a number w2 such that w2 ∈ (r1, t2) when
n  2 and w2 ∈ (r1,1 + t1) when n = 1, and let c2 = e2πiw2 . Then c2 ∈ (b1, a2) when n  2
and c2 ∈ (b1, a1) when n = 1. In any case, c2 /∈ S(y0)∪ S0(y0). Since (c1, y0) ∈ Tran+(S1 × Y),
there exists a monotonically increasing, positive sequence si → +∞ such that limi→∞(c1, y0) ·
si = (c2, y0). Without loss of generality, we assume that limi→∞(a1, y0) · si = (aj , y0) for some
1 j  n. Consider the family of functions ft : S1 → S1: u → ψ(u,y0, t), t ∈ T. Then each ft
is an orientation preserving homeomorphism. Since limi→∞ fsi (c1) = c2, limi→∞ fsi (a1) = aj ,
and aj = c2, we have by Lemma 5.3(1) that limi→∞ fsi ([a1, c1]) = [aj , c2]. Using the fact that
b1 ∈ (a1, c2) ⊆ (aj , c2), we can find a sufficiently small open neighborhood V of b1 in S1 such
that V ⊂ (aj , c2). Since y0 ∈ Y c0 and b1 ∈ S0(y0), there exists an open neighborhood U of y0 in Y
such that S0(y)∩V = ∅ for each y ∈ U . Note that fsi ((a1, c1)) = (fsi (a1), fsi (c1)), V ⊂ (aj , c2),
and y0 · sj → y0. It follows that there exists a positive integer N such that fsi ((a1, c1)) ⊃ V and
y0 · si ∈ U as i  N . Moreover, for a fixed i  N , there exists b ∈ (a1, c1) such that fsi (b) ∈
S0(y0 · si)∩V . This implies that (fsj (b), y0 · sj ) ∈ M0, i.e., (b, y0) · si ∈ M0. Hence (b, y0) ∈ M0,
i.e., b ∈ S0(y0). This is a contradiction to the fact that (a1, c1)∩ S0(y0) = ∅. 
To prove Theorem 7, we need the following lemmas.
Lemma 8.3. Consider the SPCF (8.1) with strictly ergodic base flow (Y,T). Then for any
φ1, φ2 ∈ R1, y ∈ Y , and t ∈ T,
φ˜(φ1, y, t)− φ1  φ˜(φ2, y, t)− φ2 + 2.
Proof. Let φ1, φ2 ∈ R1, y ∈ Y , and t ∈ T be given. Since the function φ˜(·, y, t) : R1 → R1
is strictly increasing, φ˜(φ1, y, t)  φ˜(φ2 + [φ1 − φ2] + 1, y, t) = φ˜(φ2, y, t) + [φ1 − φ2] + 1,
where for each r ∈ R1, [r] denotes the largest integer which is less than or equal to r . Thus
φ˜(φ1, y, t)− φ1  φ˜(φ2, y, t)+ [φ1 − φ2] − φ1 + 1 φ˜(φ2, y, t)+ (φ1 − φ2 + 1)− φ1 + 1, i.e.,
φ˜(φ1, y, t)− φ1  φ˜(φ2, y, t)− φ2 + 2. 
Lemma 8.4. Consider the SPCF (8.1) with strictly ergodic base flow (Y,T). If there exists
(φ∗, y∗) ∈ R1 × Y such that
lim sup
t→+∞
(
φ˜(φ∗, y∗, t)− φ∗ − ρt
)= +∞
(
resp. lim inf
t→+∞
(
φ˜(φ∗, y∗, t)− φ∗ − ρt
)= −∞), (8.11)
then there exists a residual subset Y∗ of Y such that lim supt→+∞(φ˜(φ0, y0, t)−φ0 −ρt) = +∞
(resp. lim inft→+∞(φ˜(φ0, y0, t)− φ0 − ρt) = −∞) for all (φ0, y0) ∈ R1 × Y∗.
884 W. Huang, Y. Yi / Journal of Functional Analysis 257 (2009) 832–902Proof. We only consider the case that
lim sup
t→+∞
(
φ˜(φ∗, y∗, t)− φ∗ − ρt
)= +∞.
Denote φs = φ˜(φ∗, y∗, s), s ∈ R1. Let M ∈ N and s ∈ T be given. It follows from (8.11) that
there exists t (s) >M such that
φ˜
(
φ∗, y∗, s + t (s)
)− φ∗ − ρ(s + t (s))>M + 2 + φs − φ∗ − ρs,
i.e., φ˜(φs, y∗ · s, t (s))−φs −ρt (s) >M +2. By continuity, we let UMs be an open neighborhood
of y∗ · s such that φ˜(φs, y, t (s))− φs − ρt (s) >M + 2 for all y ∈ UMs . Then by Lemma 8.3,
φ˜
(
φ,y, t (s)
)− φ − ρt (s) >M
for all (φ, y) ∈ R1 × UMs . Let UM =
⋃
s∈T UMs . Since {y∗ · s}s∈T is dense in Y , UM is a dense
open subset of Y . Moreover, for each y ∈ UM there exists t >M such that φ˜(φ, y, t)−φ −ρt >
M for all φ ∈ R1.
Let Y∗ =⋂M∈N UM . Then Y∗ is a residual subset of Y , and,
lim sup
t→+∞
(
φ˜(φ0, y0, t)− φ0 − ρt
)= +∞
for any (φ0, y0) ∈ R1 × Y∗. 
Lemma 8.5. Consider the SPCF (8.1) with strictly ergodic base flow (Y,T). Then there exist
y1, y2 ∈ Y such that
sup
t1
(
φ˜(φ, y1, t)− φ − ρt
)
 4, (8.12)
inf
t1
(
φ˜(φ, y2, t)− φ − ρt
)
−4 (8.13)
for all φ ∈ R1.
Proof. Suppose for contradiction that (8.12) is not true. Then for a given y ∈ Y there exist
φy ∈ R1 and ty  1 such that φ˜(φy, y, ty) − φy − ρty > 4. By continuity, there exists an open
neighborhood Uy of y such that φ˜(φy, y′, ty)−φy −ρty > 4 for all y′ ∈ Uy . Since by Lemma 8.3
φ˜(φ, z, ty)− φ  φ˜(φy, z, ty)− φy + 2 for all φ ∈ R1 and z ∈ Y , we have
φ˜(φ, y′, ty)− φ − ρty > 2
for all (φ, y′) ∈ R1 ×Uy .
Since {Uy}y∈Y is an open cover of Y and Y is compact, there exists a finite set {y1, y2, . . . ,
yk} ⊂ Y such that ⋃ki=1 Uyi = Y . We denote Ui = Uyi , ti = tyi for short and let T =
max{t1, t2, . . . , tk}.
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{mi} by letting T0 = 0, y0 · Ti ∈ Uki , mi = tki , and Ti+1 = Ti +mi . Then φ˜(φ, y0 · Ti,mi)− φ −
ρmi > 2 for all φ ∈ R1. It follows that
φ˜(φ0, y0, Ti+1)− φ0 − ρTi+1
= (φ˜(φ(φ0, y0, Ti), y0 · Ti,mi)− φ˜(φ0, y0, Ti)− ρmi)
+ (φ˜(φ0, y0, Ti)− φ0 − ρTi) 2 + (φ˜(φ0, y0, Ti)− φ0 − ρTi).
By induction,
φ˜(φ0, y0, Ti)− φ0 − ρTi  2i
for all i ∈ N. Since i  Ti  T i for all i ∈ N, we have
lim sup
i→∞
1
Ti
φ˜(φ0, y0, Ti) lim sup
i→∞
1
Ti
(φ0 + ρTi + 2i)
= ρ + lim sup
i→∞
2i
Ti
 ρ + 2
T
> ρ,
which contradicts to the definition of the rotation number. This proves (8.12).
The proof of (8.13) is similar. 
Theorem 8.5. Suppose that the SPCF (8.1) is an APCF which admits no mean motion. Then each
of its minimal set is either the entire phase space S1 ×Y or is everywhere non-locally connected.
Proof. We let d be an invariant compatible metric on Y , i.e., d(y′1 · t, y′2 · t) = d(y′1, y′2) for all
y′1, y′2 ∈ Y and t ∈ T. Since (8.1) admits no mean motion, the condition (d) of Theorem 8.2 fails,
i.e., there exists (φ∗, y∗) ∈ R1 × Y such that lim supt→+∞(φ˜(φ∗, y∗, t) − φ∗ − ρt) = +∞. It
follows from Lemma 8.4 that there exists a residual subset Y∗ of Y such that
lim sup
t→+∞
(
φ˜(φ0, y0, t)− φ0 − ρt
)= +∞ (8.14)
for any (φ0, y0) ∈ R1 × Y∗. By Lemma 8.5(1), there exists y1 ∈ Y such that
sup
t1
(
φ˜(φ, y1, t)− φ − ρt
)
 4 (8.15)
for all φ ∈ R1.
Suppose that the entire phase space S1 ×Y is not minimal and let X be a minimal set of (8.1).
Then there exist nonempty open subsets U ′2 ⊂ S1 and V ′2 ⊂ Y such that X∩ (U ′2 ×V ′2) = ∅. Since
(Y,T) is minimal, there exist t ′1, t ′2, . . . , t ′ ∈ T such that V ′ = {V ′2 · ti}i=1 is an open cover of Y .
Let δ′ > 0 be the Lebesgue number of V ′ with respect to the metric d .
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connected points in X is an invariant residual subset of X. Since by Proposition 3.4 the projection
π : X → Y is semi-open, it follows from Lemma 5.5 that
X0 =
{
x ∈ X: for any open neighborhood U of x, π(U) is a neighborhood of π(x)}
is also a residual subset of X. Take x∗ ∈ Xlc ∩ X0 and denote y∗ = π(x∗). Let φ1 ∈ [0,1]
be such that x∗ = (a, y∗), where a = e2πiφ1 and denote A = [φ1 − 14 , φ1 + 14 ]. Also let V ′1
be an open neighborhood of y∗ such that diam(V ′1) < δ′ and let U ′1 = {e2πiφ : φ ∈ A}. Since
x∗ is a locally connected point of X, there exists a connected closed neighborhood W of x∗
in X such that W ⊆ U ′1 × V ′1. Since x∗ ∈ X0, π(W) is also a closed neighborhood of y∗
in Y . Using minimality of (Y,T), we let t∗  1 be such that y2 =: y1 · t∗ ∈ π(W) and denote
C(t∗) = maxφ∈R1 |φ˜(φ, y1, t∗)− φ − ρt∗|. Then C(t∗) < ∞ and it follows from (8.15) that, for
any φ ∈ R1,
4 sup
t0
(
φ˜
(
φ˜(φ, y1, t
∗), y2, t
)− φ − ρ(t + t∗))
= sup
t0
((
φ˜
(
φ˜(φ, y1, t
∗), y2, t
)− φ˜(φ, y1, t∗)− ρt∗)+ (φ˜(φ, y1, t∗)− φ − ρt∗))
 sup
t0
(
φ˜
(
φ˜(φ, y1, t
∗), y2, t
)− φ˜(φ, y1, t∗)− ρt∗)−C(t∗),
i.e.,
sup
t0
(
φ˜(φ, y2, t)− φ − ρt
)
 4 +C(t∗). (8.16)
Since y2 ∈ π(W), there exists φ2 ∈ A such that (a2, y2) ∈ W , where a2 = e2πiφ2 .
For any (b, y) ∈ W ⊆ U ′1 ×V ′1, there exists a unique φ(b) ∈ A such that e2πiφ(b) = b. Consider
the map h : W → A × V ′1: (b, y) → (φ(b), y). Clearly, h is continuous. Let F = h(W). Then
(φ2, y2) ∈ F and it follows from the closeness and connectivity of W that F is a closed connected
subset of A× V ′1.
Since π(W) is a closed neighborhood of y∗, π(W) ∩ Y∗ = ∅. Take y0 ∈ π(W) ∩ Y∗. Then
there exists φ0 ∈ A such that (φ0, y0) ∈ F . Let L′ = maxi=1 max{φ˜(φ, y, t ′i )− φ − ρt ′i : φ ∈ R1,
y ∈ Y }. Then L′ < ∞ and by (8.14), there exists t ′ > max{t ′1, t ′2, . . . , t ′} such that
φ˜(φ0, y0, t
′)− φ0 − ρt ′  6 +L′ +C(t∗).
Since diam(V ′1 · t ′) = diam(V ′1) < δ′, there exists i ∈ {1,2, . . . , } such that V ′1 · t ′ ⊆ V ′2 · t ′i , i.e.,
V ′1 · (t ′ − t ′i ) ⊆ V ′2. Denote t ′∗ = t ′ − t ′i . Then t ′∗ > 0, V ′1 · t ′∗ ⊆ V ′2, and
φ˜(φ0, y0, t
′∗)− φ0 − ρt ′∗
= (φ˜(φ0, y0, t ′)− φ0 − ρt ′)− (φ˜(φ˜(φ0, y0, t ′∗), y0 · t ′∗, t ′i)− φ˜(φ0, y0, t ′∗)− ρt ′i)
 6 +L′ +C(t∗)− (φ˜(φ˜(φ0, y0, t ′∗), y0 · t ′∗, t ′i)− φ˜(φ0, y0, t ′∗)− ρt ′i) 6 +C(t∗),
i.e.,
φ˜(φ0, y0, t
′∗) (φ0 + ρt ′∗)+ 6 +C(t∗). (8.17)
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over, by noting that φ2, φ0 ∈ A, we have by (8.16) that Φ(φ2, y2)  (φ2 + ρt ′∗) + 4 + C(t∗) 
(φ0 + ρt ′∗) + 5 + C(t∗), and by (8.17) that Φ(φ0, y0)  (φ0 + ρt ′∗) + 6 + C(t∗). Since F is
connected and (φ0, y0), (φ2, y2) ∈ F , we have that Φ(F) ⊇ [(φ0 + ρt ′∗) + 5, (φ0 + ρt ′∗) + 6].
Hence there exists (φ3, y3) ∈ F such that e2πiΦ(φ3,y3) ∈ U ′2. It follows from the definition of F
that (e2πiφ3 , y3) ∈ W ⊂ X.
Now, on one hand, (e2πiφ3 , y3) · t ′∗ ∈ X, and on the other hand, (e2πiφ3 , y3) · t ′∗ =
(e2πiΦ(φ3,y3), y3 · t ′∗) ∈ U ′2 × V ′2 as V ′1 · t ′∗ ⊆ V ′2. This implies that X ∩ (U ′2 × V ′2) = ∅, a con-
tradiction. 
Theorem 8.6. Suppose that the SPCF (8.1) is an APCF with locally connected base space Y . If
it admits no mean motion, then it is positively transitive and has only one minimal set.
Proof. Let d,Y∗ and y1 be defined in the proof of Theorem 8.5.
Let U1,U2 ⊂ S1 and V1,V2 ⊂ Y be any nonempty open subsets. Since (Y,T) is minimal, there
exist t1, t2, . . . , tk ∈ T such that V = {V2 · ti}ki=1 is an open cover of Y . Let δ > 0 be the Lebesgue
number of V with respect to the metric d . Since {y1 · r}r1 is dense in Y , there exists r1  1 such
that y1 · r1 ∈ V1, i.e., V1 is an open neighborhood of y∗ = y1 · r1. Since Y is local connected,
there exists a connected closed neighborhood V of y∗ such that V ⊆ V1 and diam(V ) < δ.
By (8.15), we have
sup
t0
(
φ˜
(
φ˜(φ, y1, r1), y∗, t
)− φ˜(φ, y1, r1)− ρt) 4 + ∣∣φ˜(φ, y1, r1)− φ − ρr1∣∣
for all φ ∈ R1. Let C = supφ∈R1 |φ˜(φ, y1, r1)− φ − ρr1| = max0φ1 |φ˜(φ, y1, r1)− φ − ρr1|.
Then C < ∞ and
sup
t0
(
φ˜(φ, y∗, t)− φ − ρt
)
 4 +C (8.18)
for all φ ∈ R1. Take z1 ∈ Y∗ ∩ V and φ1 ∈ [0,1] such that e2πiφ1 ∈ U1. Then
lim sup
t→+∞
(
φ˜(φ1, z1, t)− φ1 − ρt
)= +∞.
Let L = maxki=1 max{φ˜(φ, y, ti) − φ − ρti : φ ∈ R1, y ∈ Y }. Then L < ∞. Take t0 >
max{t1, t2, . . . , tk} such that
φ˜(φ1, z1, t0)− φ1 − ρt0  5 +C +L.
Since diam(V · t0) = diam(V ) < δ, there exists i ∈ {1,2, . . . , k} such that V · t0 ⊆ V2 · ti , i.e.,
V · (t0 − ti ) ⊆ V2. Let t∗ = t0 − ti . Then t∗ > 0, V · t∗ ⊂ V2, and
φ˜(φ1, z1, t∗)− φ1 − ρt∗
= (φ˜(φ1, z1, t0)− φ1 − ρt0)− (φ˜(φ(φ1, z1, t∗), z1 · t∗, ti)− φ˜(φ1, z1, t∗)− ρti)
 5 +C +L− (φ˜(φ(φ1, z1, t∗), z1 · t∗, ti)− φ˜(φ1, z1, t∗)− ρti)
 5 +C.
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4 + C + φ1 + ρt∗, and Ψ (z1)  5 + C + φ1 + ρt∗. Since V is connected, Ψ (V ) ⊇ [4 + C +
φ1 + ρt∗,5 + C + φ1 + ρt∗]. Hence there exists y2 ∈ V such that e2πiΨ (y2) ∈ U2. This shows
that (e2πiφ1, y2) ∈ U1 × V1 and (e2πiφ1 , y2) · t∗ = (e2πiΨ (y2), y2 · t∗) ∈ U2 × V2 as V · t∗ ⊆ V2.
Therefore, (e2πiΨ (y2), y2 · t∗) ∈ (U1 ×V1) · t∗ ∩ (U2 ×V2) = ∅. Since U1,U2,V1,V2 are arbitrary,
the flow (8.1) is positively transitive.
It follows from Theorem 8.4 the flow (8.1) has a unique minimal set. 
Now, parts (1), (2) of Theorem 7 are just the respective Theorems 8.5, 8.6 above.
We note that using Theorem 6(1) and Theorem 7(2) we also obtain an alternative proof for
Theorem 4(3) (Theorem 7.3).
8.4. Quasi-periodically forced circle flows
Our aim of this subsection is to prove Theorem 8 in which the base space Y is further assumed
to be a torus. We will use a classical result of E. Cartan that every closed subgroup of a Lie group
is also a Lie group. Hence any closed subgroup of a Lie group is a Lie group which cannot be a
Cantor set.
The following theorem is just our main result Theorem 8.
Theorem 8.7. Consider an APCF (S1 × Y,T) = (S1 × Y, {Λt }t∈T) with Y being a torus (e.g.,
(Y,T) is quasi-periodic) and suppose that the rotation number is rationally independent of the
forcing frequencies. Then (S1 × Y,T) has a unique minimal set M and M is either the entire
phase space S1 × Y or is everywhere non-locally connected. If, in addition, the APCF admits
mean motion, then M is almost automorphic, and moreover, either M = S1 × Y or M is an
everywhere non-locally connected Cantorian.
Proof. Since Y is local connected, it follows from Theorem 4(1), Theorem 6(2) in the case with
mean motion and from Theorem 7(2) in the case without mean motion that (S1 × Y,T) has
a unique minimal set M . Suppose that M = S1 × Y . We want to show that M is everywhere
non-locally connected.
In the case that the APCF (S1 × Y,T) admits no mean motion, we have by Theorem 7(1) that
M is everywhere non-locally connected.
We now consider the case that the APCF (S1×Y,T) = (S1×Y, {Λt }t∈T) admits mean motion.
By Theorem 3 and Theorem 6(1), M is both a Cantorian and an almost automorphic minimal set.
Suppose for contradiction that M has a locally connected point. Then the set Mlc of locally
connected points in M is an invariant residual subset of M . Let Y ∗ be a maximal almost periodic
factor of M and p : (M,T) → (Y ∗,T) be the almost 1–1 extension according to Theorem 3.2.
Since the proximal relation
P(M) = {(e1, e2) ∈ M ×M: inf
t∈Td
(
Λt(e1),Λt (e2)
)= 0},
where d denotes the standard metric on S1 ×Y , is a closed (in particular, an equivalence), equiv-
ariance relation, Y ∗ can be identified to M/P(M) with flow being induced by Λt .
Let π : M → Y be the natural projection. Then it is clear that
P(M) ⊂ Rπ =:
{
(e1, e2) ∈ M ×M: π(e1) = π(e2)
}
.
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and Mlc = ∅, we have by Theorem 7.1(2) that each fiber p−1(y∗), y∗ ∈ Y ∗, is connected. For
each y∗ ∈ Y ∗, we note that
p−1(y∗) ⊆ π−1(η(y∗))= {(s, η(y∗)): (s, η(y∗)) ∈ M}.
It follows that for each y∗ ∈ Y ∗ there is a subinterval Iy∗ (which can be degenerate) of S1 such
that p−1(y∗) = Iy∗ × {η(y∗)}.
Since M is a Cantorian, there exists a residual subset Y0 of Y such that for each y ∈ Y0,
π−1(y) is a Cantor set. For any y ∈ Y0 and y∗ ∈ η−1(y), since p−1(y∗) = Iy∗ × {y} ⊆ π−1(y),
π−1(y) is a Cantor set and Iy∗ is a subinterval of S1, it follows that Iy∗ is a singleton. Thus for
each y ∈ Y0 the map p : π−1(y) → η−1(y) is a homeomorphism, i.e., η−1(y) is also a Cantor
set.
Fix y0 ∈ Y0 and y∗0 ∈ π−1(y0). For any y∗1 , y∗2 ∈ Y ∗, there exist sequences {tji }∞i=1, j = 1,2,
such that limi→∞ y∗0 · tji = y∗j , j = 1,2. We define
y∗1 ◦ y∗2 = lim
i→∞y
∗
0 ·
(
t1i + t2i
)
. (8.19)
Since (Y ∗,T) is almost periodic, (8.19) is well-defined and is independent of the choose of se-
quences {tji }∞i=1, j = 1,2. With the operation y∗1 ◦y∗2 , Y ∗ becomes a compact Abelian topological
group with unity y∗0 (see Theorem 3.2.1 in [58]). Using y0, we can define an operation “◦” on Y
similarly so that it becomes a compact topological group with unity y0.
For any y∗1 , y∗2 ∈ Y ∗, we take sequences {tji }∞i=1, j = 1,2, such that limi→∞ y∗0 · tji = y∗j ,
j = 1,2. Then limi→∞ y0 · tji = limi→∞ η(y∗0 · tji ) = η(y∗j ), j = 1,2, and
η
(
y∗1 ◦ y∗2
)= lim
i→∞η
(
y∗0 ·
(
t1i + t2i
))= lim
i→∞η
(
y∗0
) · (t1i + t2i )
= lim
i→∞y0 ·
(
t1i + t2i
)= η(y∗1 ) ◦ η(y∗2 ).
Hence η is a group homomorphism from (Y ∗,◦) to (Y,◦) and η−1(y0) = ker(η) is a closed
subgroup of (Y ∗,◦).
Since p is semi-open, the set
M0 =
{
m ∈ M: for any open neighborhood U of m, p(U) is a neighborhood of p(m)}
is a residual subset of M by Lemma 5.5. Hence Mlc ∩ M0 is also a residual subset of M . Since
∅ = p(Mlc ∩M0) ⊆ Y ∗lc , Y ∗ admits a locally connected point y∗. For each y∗ ∈ Y ∗, we consider
the map Hy∗,y∗ : Y ∗ → Y ∗: y′ → y′ ◦ (y∗−1 ◦ y∗), where y∗−1 is the inverse of y∗. Since Hy∗,y∗
is a homeomorphism and Hy∗,y∗(y∗) = y∗, y∗ is also a locally connected point of Y ∗. This shows
that Y ∗ is locally connected. For any y ∈ Y and y∗ ∈ η−1(y), since Hy∗0 ,y∗ : η−1(y0) → η−1(y)
is a homeomorphism, η−1(y) is a Cantor set and hence dim(η−1(y)) = 0, where dim(·) denotes
the covering dimension. It follows from Theorem VI.7 in [25] that
dim(Y ∗) dim(Y )+ sup dim(η−1(y))= dim(Y ) < ∞.
y∈Y
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Abelian topological group. It follows from a classical result of Pontrjagin (see Theorem 56 in
[48]) that Y ∗ is a Lie group.
Now, since η−1(y0) is a closed subgroup of the Lie group (Y ∗,◦), η−1(y0) is a Lie group,
which is in particular not a Cantor set. This contradicts to the fact that η−1(y) is a Cantor set for
all y ∈ Y . 
9. Projective bundle flows of sl(2,R)-valued cocycles
Let T = R or Z and (Y,T) be an almost periodic minimal flow. We consider an almost
periodic, sl(2,R)-valued cocycle {Φ(y, t)}y∈Y,t∈T, i.e., the map (y, t) → Φ(y, t) ∈ sl(2,R) is
continuous, Φ(y,0) ≡ I—the identity matrix, and {Φ(y, t)}y∈Y,t∈T satisfies the following cocy-
cle property:
Φ(y, t + s) = Φ(y · s, t)Φ(y, s), y ∈ Y, t, s ∈ T.
We refer the cocycle as continuous cocycle if T = R and as discrete cocycle if T = Z. In the
discrete case, we always assume that the cocycle is homotopic to identity. An important example
of continuous, almost periodic, sl(2,R)-valued cocycles is the one generated from an almost
periodic, 2-dimensional, linear system of ordinary differential equations:
x′ = A(y · t)x, x ∈ R2, y ∈ Y, t ∈ R, (9.1)
where trA(y, t) ≡ 0. In this case, the principal matrix solution of the linear system clearly forms
a continuous cocycle.
The average exponential growth of the norm of {Φ(y, t)} is measured by the (maximal) Lya-
punov exponent
λ = lim
t→+∞
∫
Y
log‖Φ(y, t)‖
t
dμ(y) 0,
where μ denotes the Haar measure on Y . We note that the limit exists by subadditivity, is indepen-
dent of the matrix norm, and is non-negative because Φ(y, t) ∈ sl(2,R). By Kigman sub-additive
ergodic theorem [36],
lim
t→+∞
log‖Φ(y, t)‖
t
= λ, μ− a.e. y ∈ Y.
In fact, there exist Y∗ ⊂ Y with μ(Y∗) = 1 and invariant, measurable line bundles {u±(y)}y∈Y∗ ⊂
R2 \ {(0,0)} such that Φ(y, t)u±(y) = u±(y · t), y ∈ Y∗, t ∈ T, and
lim
t→∞
log‖Φ(y, t)u±(y)‖
t
= ±λ, y ∈ Y∗. (9.2)
We say that the cocycle {Φ(y, t)}y∈Y,t∈T is elliptic if supt∈T ‖Φ(y, t)‖ < +∞ for all y ∈ Y ;
hyperbolic if it admits an exponential dichotomy (or exponential splitting), parabolic if λ = 0
but the cocycle is not elliptic; and partially hyperbolic if λ > 0 but the cocycle is not hyper-
bolic. It is well known that if the cocycle is hyperbolic, then the line bundles {u±(y)} can be
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of Sacker–Sell spectrum theory [53] for the almost periodic linear system (9.1), hyperbolicity
corresponds to the case with two-points spectrum, partially hyperbolicity corresponds to the case
with non-degenerate interval spectrum, and ellipticity and parabolicity correspond to cases with
zero spectrum.
Following works [7,29] for continuous projective bundle flow generated from the linear differ-
ential system (9.1) and work [4] for discrete projective bundle flow with one forcing frequency,
we will give a complete classification of minimal sets of the projective bundle flow generated
from a general almost periodic, sl(2,R)-valued cocycle in both continuous and discrete cases.
Such a classification will be particularly useful in characterizing dynamical and topological
complexities of a SNA in a such projective bundle flow (see recent work [35] and references
therein).
9.1. A general classification of minimal sets
Consider an almost periodic, sl(2,R)-valued cocycle {Φ(y, t)}y∈Y, t∈T and its generated linear
skew-product flow πt : R2 × Y → R2 × Y :
πt (v, y) =
(
Φ(y, t)v, y · t).
It is clear that the line bundle
V (l, y) = {(v, y): v is a vector in the line l through the origin}
is invariant to πt (or to the cocycle) in the sense that πt (V (l, y)) = V (φt (l, y)) for any line
l through the origin and any y ∈ Y . Thus the cocycle generates a projective bundle flow
(P 1 × Y,T). For simplicity, we parameterize P 1 by angle θ ∈ [0,1] with 0,1 being identified,
i.e., we parameterize a line l through the origin with its angle Arg(l) = πθ . Then the projective
bundle flow can be defined as Λt : P 1 × Y → P 1 × Y :
Λt(θ, y) =
(
1
π
Arg
(
Φ(y, t)v
)
, y · t
)
=: (θ˜ (θ, y, t), y · t), θ ∈ R1 (mod 1), y ∈ Y, t ∈ T,
where v is a vector in R2 with angle Arg(v) = πθ and θ˜ (θ + 1, y, t) = θ˜ (θ, y, t)+ 1.
Denote r(θ, y, t) = ‖Φ(y, t)(cosπθsinπθ )‖.
Lemma 9.1. Let (θ1, y) = (θ2, y) ∈ P 1 × Y . Then (θ1, y), (θ2, y) are proximal iff
sup
t∈T
{
r(θ1, y, t)r(θ2, y, t)
}= +∞.
Proof. Without loss of generality, we let 0 < θ1 − θ2 < 1. By taking determinant on both hand
sides of the identity
(
r(θ1, y, t) cosπθ˜(θ1, y, t) r(θ2, y, t) cosπθ˜(θ2, y, t)
r(θ1, y, t) sinπθ˜(θ1, y, t) r(θ2, y, t) sinπθ˜(θ2, y, t)
)
= Φ(y, t)
(
cosπθ1 cosπθ2
sinπθ1 sinπθ2
)
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r(θ1, y, t)r(θ2, y, t) sinπ
(
θ˜ (θ1, y, t)− θ˜ (θ2, y, t)
)
= sinπ(θ1 − θ2) = 0, y ∈ Y, t ∈ T. (9.3)
Since (θ1, y), (θ2, y) are proximal iff either inft∈T(θ˜ (θ1, y, t) − θ˜ (θ2, y, t)) = 0 or
supt∈T(θ˜(θ1, y, t)− θ˜ (θ2, y, t)) = 1, the lemma immediately follows from (9.3). 
Lemma 9.2. Consider the cocycle {Φ(y, t)}y∈Y,t∈T and its generated projective bundle flow
(P 1 × Y,T). Then the followings are equivalent.
(a) The cocycle is elliptic;
(b) There exists y0 ∈ Y such that supt0 ‖Φ(y0, t)‖ < +∞;
(c) There exist (θ1, y0) = (θ2, y0) ∈ P 1 × Y such that supt0 r(θi, y0, t) < +∞, i = 1,2;
(d) P 1 × Y is a distal extension of Y ;
(e) There exist (θi, y0) ∈ P 1 × Y , i = 1,2,3, which are pairwise distal.
Proof. It is clear that (a) ⇒ (b), (b) ⇒ (c), and (d) ⇒ (e).
(b) ⇒ (a): Let K =: supt0 ‖Φ(y0, t)‖ < +∞. Since detΦ(y, s) ≡ 1, K1 =:
sups0 ‖Φ−1(y0, s)‖ < +∞. Using the cocycle property
Φ(y0 · s, t) = Φ(y0, t + s)Φ−1(y0, s), s, t ∈ T,
we have that ∥∥Φ(y0 · s, t)∥∥KK1, s  0, s + t  0.
For any t ∈ T, y ∈ Y , we let {sn} be a positive sequence in T such that y0 · sn → y. It follows
from the above inequality that ‖Φ(y, t)‖KK1, i.e., (a) holds.
(c) ⇒ (b): We note that there is a constant c > 0 such that∥∥∥∥Φ(y0, t)
(
cosπθ1 cosπθ2
sinπθ1 sinπθ2
)∥∥∥∥ c(r(θ1, y0, t)+ r(θ2, y0, t)),
from which (b) follows.
(a) ⇒ (d): Let (θ1, y), (θ2, y) ∈ P 1 × Y be two distinct points. It follows from (a) that
sup
t∈T
{
r(θ1, y, t)r(θ2, y, t)
}
< +∞.
Hence by Lemma 9.1, (θ1, y), (θ2, y) are distal.
(e) ⇒ (c): By Lemma 9.1, supt∈T{{r(θi, y0, t)r(θj , y0, t)} < +∞ for all 1  i < j  3.
Consider the linear combination
Φ(y0, t)
(
cosπθ1
sinπθ1
)
= c1Φ(y0, t)
(
cosπθ2
sinπθ2
)
+ c2Φ(y0, t)
(
cosπθ3
sinπθ3
)
,
where c1, c2 are constants. Then
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t∈T
{
r2(θ1, y, t)
}
 sup
t∈T
{|c1|r(θ1, y, t)r(θ2, y, t)+ |c2|r(θ1, y, t)r(θ3, y, t)}
 |c1| sup
t∈T
{
r(θ1, y, t)r(θ2, y, t)
}+ |c2| sup
t∈T
{
r(θ1, y, t)r(θ3, y, t)
}
< ∞.
It follows that {r(θ1, y0, t)} is bounded. Similarity, {r(θi, y0, t)}, i = 2,3 are bounded, i.e., (c)
holds. 
Proposition 9.1. If the cocycle {Φ(y, t)}y∈Y, t∈T is not elliptic, then its generated projective bun-
dle flow has at most two minimal sets.
Proof. Suppose that the projective bundle flow has three minimal sets Mi , i = 1,2,3. Let y0 ∈ Y
and take (θi, y0) ∈ Mi , i = 1,2,3. Then {(θi, y0): i = 1,2,3} are pairwise distal. It follows from
Lemma 9.2 that the cocycle is elliptic, a contradiction. 
Lemma 9.3. Consider the cocycle {Φ(y, t)}y∈Y, t∈T and its generated projective bundle flow
(P 1 × Y,T). Then the cocycle is hyperbolic iff supt∈T r(θ, y, t) = +∞ for all (θ, y) ∈ P 1 × Y .
Proof. It is a special case of the main result in [52]. 
Theorem 9.1. Consider the cocycle {Φ(y, t)}y∈Y, t∈T and its generated projective bundle flow
(P 1 × Y,T). Then the following holds:
(1) If the cocycle is elliptic, then either P 1 ×Y is minimal and distal or there is an integer N  1
such that P 1 × Y laminates into infinitely many minimal N–1 extensions of Y (hence they
are almost periodic).
(2) If the cocycle is hyperbolic, then (P 1 × Y,T) has precisely two minimal sets and each of
them is a 1–1 extension of Y (hence they are almost periodic).
Proof. (1) Since, by Lemma 9.2, P 1 × Y is a distal extension of Y , either (i) it is minimal and
distal; or (ii) it laminates into infinitely many minimal sets [12]. In the case (ii), we have by
Theorem 4 and distality that there is a positive integer N such that each minimal set is an N–1
extension of Y .
(2) Let {u±(y)}y∈Y ⊂ R2 be the continuous, invariant line bundles associated with hyperbol-
icity and let θ±(y) = 1
π
Argu±(y), y ∈ Y . Then
M± = {(θ±(y), y): y ∈ Y}
are two minimal sets of (P 1 × Y,T) which are clearly 1–1 extensions of Y . By Proposition 9.1,
the projective bundle flow (P 1 × Y,T) cannot have more than two minimal sets in this case. 
We now exam minimal dynamics of the project bundle flow if the cocycle is either parabolic
or partially hyperbolic.
Lemma 9.4. The cocycle {Φ(y, t)}y∈Y, t∈T is either parabolic or partially hyperbolic iff there are
(θ0, y0), (θ
0, y0) ∈ P 1 × Y such that supt0 r(θ0, y0, t) = +∞ and supt∈T r(θ0, y0, t) < +∞.1 2 1 2
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We call an ordered pair {(θ+, y), (θ−, y)} in P 1 × Y a Morse pair if
lim sup
t→∞
r(θ+, y, t)
r(θ−, y, t)
= +∞.
This notion is a relaxed version of relative dichotomy or More decomposition in linear skew-
product flows.
Let π : P 1 × Y → Y be the natural projection.
Lemma 9.5. If the cocycle {Φ(y, t)}y∈Y, t∈T is not elliptic and some fiber of its generated pro-
jective bundle flow (P 1 × Y,T) over Y admits a distal pair, then each fiber of (P 1 × Y,T) over
Y admits a Morse pair.
Proof. Suppose for contradiction that there is a fiber π−1(y0) which admits no Morse pair.
Since some fiber of P 1 × Y over Y admits a distal pair, then all fibers of P 1 × Y over Y admit
distal pairs. In particular, π−1(y0) admits a distal pair, say {(θ10 , y0), (θ20 , y0)}. It follows from
Lemma 9.1 that
sup
t∈T
{
r
(
θ10 , y0, t
)
r
(
θ20 , y0, t
)}
< +∞. (9.4)
Since (θ10 , y0), (θ
2
0 , y0) do not form a Morse pair in both orders, there are positive constants
K1,K2 such that
K1r
(
θ10 , y0, t
)
 r
(
θ20 , y0, t
)
K2r
(
θ10 , y0, t
)
, t ∈ T.
It follows from (9.4) that both r(θ10 , y0, t) and r(θ20 , y0, t) are bounded. Hence by Lemma 9.2,
the cocycle is elliptic, a contradiction. 
Lemma 9.6. Let {(θ0+, y0), (θ0−, y0)} be a Morse pair. Then the following holds:
(1) For any θ = θ0−, {(θ, y0), (θ0−, y0)} is a Morse pair.
(2) If θ1, θ2 = θ0−, then (θ1, y0), (θ2, y0) are proximal.
(3) Suppose supt∈T{r(θ0−, y0, t)} < ∞. Then for any θ1, θ2 = θ0−, (θ1, y0), (θ0−, y0) are proxi-
mal iff (θ2, y0), (θ0−, y0) are proximal. In particular, for any θ = θ−0 , (θ, y0), (θ0−, y0) are
proximal iff (θ0+, y0), (θ0−, y0) are proximal.
Proof. (1) Let θ = θ0− ∈ P 1 and consider the linear combination
Φ(y0, t)
(
cosπθ
sinπθ
)
= c+Φ(y0, t)
(
cosπθ0+
sinπθ0+
)
+ c−Φ(y0, t)
(
cosπθ0−
sinπθ0−
)
, (9.5)
where c+, c− are constants. Since θ = θ0− and c+ = 0, we have by (9.5) that
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t→∞
r(θ, y0, t)
r(θ0−, y0, t)
 lim sup
t→∞
{
|c+| r(θ
0+, y0, t)
r(θ0−, y0, t)
− |c−|
}
= +∞,
i.e., {(θ, y0), (θ0−, y0)} is a Morse pair.
(2) Let θ1, θ2 = θ0− and consider the linear combination
Φ(y0, t)
(
cosπθ2
sinπθ2
)
= c1Φ(y0, t)
(
cosπθ1
sinπθ1
)
+ c0Φ(y0, t)
(
cosπθ0−
sinπθ0−
)
, (9.6)
where c1, c0 are constants. Since θ2 = θ0− and c1 = 0, we have by (9.3) that r(θ1, y0, t)r(θ0−, y0, t)
admits a positive lower bound, say c(θ1). Then by (9.6),
r
(
θ1, y
0, t
)
r
(
θ2, y
0, t
)
 r
(
θ1, y
0, t
)
r
(
θ0−, y0, t
)
max
{
0, |c1| r(θ1, y
0, t)
r(θ0−, y0, t)
− |c0|
}
 c(θ1)max
{
0, |c1| r(θ1, y
0, t)
r(θ0−, y0, t)
− |c0|
}
.
It follows that supt∈T {r(θ1, y0, t)r(θ2, y0, t)} = +∞ since {(θ1, y0), (θ0−, y0)} is a Morse pair.
Hence by Lemma 9.1, (θ1, y0), (θ2, y0) are proximal.
(3) By symmetry, it is sufficient to show that if (θ1, y0), (θ0−, y0) are proximal, then so are
(θ2, y0), (θ
0−, y0).
Assume that (θ1, y0), (θ0−, y0) are proximal, i.e., supt∈T{r(θ1, y0, t)r(θ0−, y0, t)} = +∞.
Then by (9.6),
r
(
θ2, y
0, t
)
r
(
θ0−, y0, t
)
 |c1|r
(
θ1, y
0, t
)
r
(
θ0−, y0, t
)− |c0|r(θ0−, y0, t)2.
It follows that supt∈T{r(θ1, y0, t)r(θ0−, y0, t)} = +∞ since supt∈T{r(θ1, y0, t)r(θ0−, y0, t)} =
+∞ and supt∈T{r(θ0−, y0, t)} < ∞. By Lemma 9.1, (θ2, y0), (θ0−, y0) are proximal. 
Theorem 9.2. Let the cocycle {Φ(y, t)}y∈Y, t∈T be either parabolic or partially hyperbolic. Then
the following holds for its generated projective bundle flow (P 1 × Y,T):
(1) (P 1 × Y,T) admits at most two minimal sets.
(2) If (P 1 × Y,T) admits two minimal sets, then each minimal set is an almost 1–1 extension of
Y (hence they are almost automorphic).
(3) If (P 1 × Y,T) admits only one minimal set M , then precisely one of the following holds:
(i) M is almost automorphic and is either an almost 1–1 or almost 2–1 extension of Y ;
(ii) M is an everywhere non-locally connected Cantorian and is residually Li–Yorke
chaotic;
(iii) M is the entire space P 1 × Y and is residually Li–Yorke chaotic.
Moreover, in cases (ii) and (iii), M is a proximal extension of Y which is not almost 1–1
(hence M is not almost automorphic).
Proof. (1) is clear by Proposition 9.1.
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some positive integer N . We note that an N–1 extension of Y must be a distal extension. But by
Lemma 9.2 there are no three points on a same fiber which can be pair-wise distal. Hence N = 1.
(3) By Lemma 9.4, we let (θ+(y0), y0), (θ−(y0), y0) ∈ P 1 × Y be such that
supt0 r(θ+(y0), y0, t) = +∞ and supt∈T r(θ−(y0), y0, t) < +∞. It is clear that {(θ+(y0), y0),
(θ−(y0), y0)} is a Morse pair.
Case 1. (θ+(y0), y0), (θ−(y0), y0) are proximal.
In this case, since supt∈T{r(θ−(y0), y0, t)} < ∞, we have by Lemma 9.6(3) that any two
points on the fiber p−1(y0) are proximal. This particularly implies that M is a proximal extension
of Y . Hence if M is point-distal, then it must be an almost 1–1 extension of Y .
Now suppose that M is not point-distal. Then by Theorem 2, it must be residually Li–Yorke
chaotic, and by Theorem 6, the corresponding projective bundle flow admits no mean motion
(because M is not almost automorphic). Moreover, since M is not an almost N–1 extension of Y
for any positive integer N , it follows from Theorem 3 that M is either a Cantorian or the entire
phase space, and, in the case that M is a Cantorian, we have by Theorem 7 that it is everywhere
non-locally connected.
Case 2. (θ+(y0), y0), (θ−(y0), y0) are distal.
We note that supt∈T{r(θ−(y0), y0, t)} < ∞. It follows from Lemma 9.6 that (θ, y0),
(θ−(y0), y0) are distal if θ = θ−(y0) and (θ1, y0), (θ2, y0) are proximal if θ1, θ2 = θ−(y0).
According to a general result due to Auslander [3], there exists (θ∗, y0) ∈ M such that
(θ−(y0), y0), (θ∗, y∗) are proximal. Since by Lemma 9.6, (θ, y0), (θ−(y0), y0) are distal for any
θ = θ−(y0), we have that θ∗ = θ−(y0), i.e., (θ−(y0), y0) ∈ M . Applying the result of Auslan-
der to (θ+(y0), y0), we also find a point (θ(y0), y0) ∈ M such that (θ(y0), y0), (θ+(y0), y0) are
proximal. Clearly, θ(y0) = θ−(y0) and (θ(y0), y0), (θ−(y0), y0) are distal. Hence π−1(y0) ∩ M
admits a distal pair. It follows that all fibers π−1(y)∩M , y ∈ Y , admit distal pairs. It now follows
from Lemma 9.5 that each fiber π−1(y) admits a Morse pair {(θ+(y), y), (θ−(y), y)}. Hence by
Lemma 9.6(2), (θ1, y), (θ2, y) are proximal for any θ1, θ2 = θ−(y). Since π−1(y) ∩ M admits
a distal pairs, (θ−(y), y) ∈ M and there exists (θ(y), y) ∈ M such that (θ(y), y), (θ0−(y), y) are
distal. Let δ = inft∈T |θ˜ (θ(y0), y0, t)− θ˜ (θ−(y0), y0, t)|. It is clear that δ > 0.
Claim 1. For any (θ, y) ∈ M with θ = θ−(y), (θ, y), (θ−(y), y) are distal and |θ − θ−(y)| δ.
Since (θ(y0), y0) ∈ M , there exists a sequence {tn} ⊂ T such that limn→∞ Λtn(θ(y0), y0) =
(θ, y) and limn→∞ Λtn(θ−(y0), y0) = (θ∗(y), y) for some (θ∗(y), y) ∈ M . Clearly,
(θ, y), (θ∗(y), y) are distal and |θ − θ∗(y)|  δ. Since (θ1, y), (θ2, y) are proximal for any
θ1, θ2 = θ−(y), we have θ∗(y) = θ−(y). This proves the claim.
Claim 2. There is a residual set Y0 ⊂ Y such that |π−1(y)∩M| = 2 for all y ∈ Y0.
We use the argument in the proof of Theorem 7.4 in [29]. By Claim 1, there exist
0  θ1  θ2 < 1 + θ1 such that (θ1, y0), (θ2, y0) ∈ M and ([θ1, θ2] × {y0}) ∩ M =
π−1(y0) ∩ M \ {(θ−(y0), y0)}. Let Y0 be the set of all continuity points of the upper semi-
continuous map y → π−1(y) ∩ M . Then Y0 is a residual subset of Y . For any y ∈ Y0, since
(θ1, y0), (θ2, y0) are proximal, there exists a sequence {tn} ⊂ T such that limn→∞ Λtn(θ1, y0) =
limn→∞ Λtn(θ2, y0) = (θ(y), y) and limn→∞ Λtn(θ−(y0), y0) = (θ∗(y), y) for some
(θ∗(y), y) ∈ M . Since (θ1, y0), (θ−(y0), y0) are distal, so are (θ(y), y), (θ∗(y), y). Hence
θ∗(y) = θ−(y). It follows from Lemma 5.3(2) that either limn→∞ Λtn([θ1, θ2] × {y0}) =
{(θ(y), y)} or limn→∞ Λtn([θ2, θ1] × {y0}) = {(θ(y), y)} by taking subsequences if necessary.
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limn→∞ Λtn([θ1, θ2] × {y0}) = {(θ(y), y)}. Thus
π−1(y)∩M = lim
n→∞π
−1(y0 · tn)∩M ⊆ lim
n→∞Λtn
([θ1, θ2] × {y0})∪Λtn(θ−(y0), y0)
= {(θ(y), y), (θ−(y), y)}.
It follows that |π−1(y)∩M| = 2 for all y ∈ Y0.
Now, we have by Claim 2 that M is an almost 2–1 extension of Y . To show that M is almost
automorphic, we note that it easily follows from Claim 1 and Lemma 9.6(2) that the proximal re-
lation P(M) is closed. Hence M/P(M) is a compact Hausdorff space and there is a natural flow
(M/P (M),T) induced from the flow (P 1 × Y,T). By Lemma 9.1, M/P(M) is a 2–1 extension
of Y , hence it is almost periodic minimal. Let p : M → M/P(M) be the natural projection. Then
it follows from Claim 2 that p : (M,T) → (M/P (M),T) is an almost 1–1 extension. Hence M
is almost automorphic. 
In the partially hyperbolic case, more precise information can be obtained as follows.
Theorem 9.3. Let the cocycle {Φ(y, t)}y∈Y, t∈T be partially hyperbolic. Then its generated pro-
jective bundle flow (P 1 × Y,T) admits a unique minimal set M . Moreover, the following holds:
(a) M is characterized precisely by one of the case (i)–(iii) in Theorem 9.2 but it is nether almost
periodic nor an almost 2–1 extension of Y ;
(b) M is non-uniquely ergodic and admits precisely two ergodic sheets {(u±(y), y)}y∈Y ∗ as
in (9.2);
(c) There is a residual set Y0 ⊂ Y such that for each (θ, y) ∈ M ∩ p−1(y), r(θ, y, t) oscillates
between 0 and +∞ as t → ±∞.
Proof. The fact that M cannot be an almost 2–1 extension of Y was proved in [29] for the linear
system (9.1). (b) and (c) were given in Theorem 4.10 of [35] also for the linear system (9.1). The
proof for the general situation follows from similar arguments. Since M is not uniquely ergodic,
it cannot be almost periodic. 
Examples of continuous, almost periodic, sl(2,R)-valued cocycles whose projective bundle
flows have the property (i) stated in Theorem 9.2 are well-known (see [7,29]). Also there are
many continuous, almost periodic, sl(2,R)-valued cocycles whose projective bundle flows have
the property (iii) stated in Theorem 9.2 (see [31,42]). An interesting question is whether case (ii)
in Theorem 9.2 can really occur in a projective bundle flow. The following result shows that the
answer to this question is negative when the forcing space in a projective bundle flow is locally
connected.
Theorem 9.4. Let Y be locally connected and the cocycle {Φ(y, t)}y∈Y,t∈T be either parabolic or
partially hyperbolic. Then its generated projective bundle flow (P 1 × Y,T) admits no Cantorian
minimal set.
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are almost automorphic hence they are not residually Li–Yorke chaotic. This show that case (ii)
in Theorem 9.2 does not occur. In particular, (P 1 × Y,T) admits no Cantorian minimal set.
If (P 1 ×Y,T) admits no mean motion, then by Theorem 7(2) (Theorem 8.6) it is topologically
transitive. It then follows from almost exact proof of Proposition 4.6 in [4] that if the entire phase
space P 1 × Y is not minimal, then a minimal set M of (P 1 × Y,T) is either an almost 1–1 or an
almost 2–1 extension of Y . In particular, M is not a Cantorian. 
Remark. (1) Using the same argument as the above, one sees that if a projective bundle flow
admits mean motion, then case (ii) in Theorem 9.2 cannot occur regardless whether the base Y
is locally connected or not (this has already been shown in [7] for the continuous case).
It then remains an open question whether case (ii) in Theorem 9.2 can occur in a projective
bundle flow without mean motion when the base is not locally connected. We think that the
answer to this question should be affirmative.
(2) Suppose that the projective bundle flow of a partially hyperbolic, quasi-periodically forced
cocycle {Φ(y, t)}y∈Y, t∈T admits a globally attracting SNA, say A. Then A cannot be the entire
phase space, and by Theorem 9.3, A is made up by a unique minimal set M along with its
“homoclinic orbits” (in the sense of proximality). Now, by Theorems 9.2, 9.4, M is non-almost-
periodic, almost automorphic extension of Y . If we further assume that the rotation number of the
projective bundle flow is rationally independent of the forcing frequencies, then by Theorem 8,
M is everywhere non-locally connected.
All these simply suggests an important role played by almost automorphic dynamics to such a
SNA: topologically the minimal set in the SNA is everywhere non-local connected and an almost
1-cover of the forcing space, and dynamically the minimal set in the SNA is almost automorphic.
9.2. Cases with mean motion properties
With the classification given in the above, it is important to know when or how often almost
automorphic dynamics can occur in the projective bundle flow of an almost periodic, sl(2,R)-
valued cocycle in the non-parabolic case. Some affirmative answers to this problem was given in
[35] with respect to extreme points of spectral gaps of the following almost periodic Schrödinger
and Schrödinger-like operators:
Lq = − d
2
dt2
+ q(y · t) : L2(R) → L2(R);
LQ = J
(
d
dt
−Q(y · t)
)
: L2(R,R2)→ L2(R,R2);
Lv = −A+ v(y · n) : L2(Z) → L2(Z),
where (Y,T) is almost periodic minimal for T = R or Z, q, v are continuous functions on Y , Q
is a 2 × 2 matrix-valued continuous function on Y , J is the standard 2 × 2 symplectic matrix,
and A is the operator defined by Az(n) = z(n+ 1)+ z(n− 1).
Of course, when automorphic dynamics exist in the projective bundle flow of an almost pe-
riodic, sl(2,R)-valued cocycle in the non-hyperbolic case, it is also interesting to know whether
the corresponding projective bundle flow admits mean motion.
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Lqx(t) = λx(t), (9.7)
LQX(t) = λX(t), (9.8)
Lvz(n) = λz(n). (9.9)
Each linear equation (9.7)–(9.9) generates an almost periodic, sl(2,T)-valued cocycle for T = R
or Z in the natural way, which gives rise to a projective bundle flow Πλ = (P 1 × Y,T), where
P 1 is parametrized by φ = − 2
π
Arg
(
x′
x
)
, φ = 2
π
ArgX, φ = − 2
π
Arg
(
z(n+1)
z(n)
)
for (9.7)–(9.9) re-
spectively. For each L = Lq,LQ,Lv , according to the Gap labeling theorem [34], the rotation
number ρ(λ) of Πλ is monotonically increasing and increases precisely on the spectrum ΣL of
L which is contained in a half line [λ∗,+∞). For each λ in the resolvent of L, it is well known
that the corresponding cocycle is hyperbolic, hence Πλ admits exactly two minimal sets which
are all 1–1 extensions of Y (hence they are almost periodic).
Proposition 9.2. Consider L = Lq,LQ,Lv and let λ0 be a finite extreme point of a spectral
gap (i.e., a maximal open interval in the resolvent of L). Then Πλ0 admits mean motion. Conse-
quently, each minimal set of Πλ0 is almost automorphic and in fact an almost 1–1 extension of
Y .
Proof. We only give the proof for the case of Lq . The other two cases can be treated similarly.
Observe from (9.7) that φ = − 2
π
Arg
(
x′
x
)
satisfies the equation
φ′ = λ− q(y · t)− 1
π
+ λ− q(y · t)+ 1
π
cosπφ. (9.10)
We denote φ˜λ(φ, y, t) as the solution of (9.10) corresponding to λ,y and with initial value φ.
Let λ0 be the left end point of a spectral gap I in the resolvant of Lq . Then the rotation number
of (9.10) is a constant over I¯ , which we denote by ρ.
By elementary theory of ordinary differential equations, we see from (9.10) that
∂φ˜λ(φ, y, t)
∂λ
 0 (9.11)
for all λ,φ ∈ R1, y ∈ Y , and t  0. For any (φ0, y0) ∈ R1 × Y and a given λ∗ ∈ I , we de-
note φ0(t) = φ˜λ0(φ0, y0, t), φ∗(t) = φ˜λ∗(φ0, y0, t). Using (9.11) and the comparison principle of
scalar ordinary differential equations, it is easy to see that φ0(t) φ∗(t) for all t  0. It follows
that
φ0(t)− φ0 − ρt  φ∗(t)− φ0 − ρt
for all t  0. Since Πλ∗ admits almost periodic motion, it admits mean motion. Hence
sup
(
φ0(t)− φ0 − ρt
)
 sup
(
φ∗(t)− φ0 − ρt
)
< ∞.t0 t0
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from Theorem 6 that each minimal set of Πλ0 is almost automorphic. Since almost periodic
minimal sets of Πλ∗ are all 1–1 extensions of Y , we have by Theorem 6(2) that ρ is contained
in the frequency module of the forcing. Applying Theorem 6(2) again, we conclude that any
minimal set of Πλ0 cannot be an almost 2–1 extension of Y .
The case when λ0 is the right end point (including λ∗) of a spectral gap in the resolvant of Lq
is similar. 
Dynamics of Πλ when λ entering the spectrum through λ0 are expected to be more com-
plicated due to the possible loss of mean motion property. This can be viewed as another
intermittency phenomenon characterized by almost automorphic intermediate dynamics.
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