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Controlled source electromagnetic geophysical surveys are excellent ways to obtain in-
formation about the conductivity structure of the earth, with applications including hydro-
carbon and mining prospecting, hydrogeophysical detection and monitoring, and civil and
archaeological studies. Invariably, however, various types of noise and errors obscure signal
for desired targets, making interpretation difficult. In the case of time-lapse surveys, the
magnitude of the measured difference is often on the order of the noise. Complex conduc-
tivity effects distort the measurements, leading to incorrect inversion results.
This work develops a method for extracting signal from noisy electromagnetic data sets
from both time- and frequency-domain surveys using a novel application of the equivalent
source technique. It improves data contaminated by uncorrelated random noise, such as that
due to receiver coil misalignment and location errors in time-domain EM surveys, and can
remove static shifts in the observed electric field amplitude data due to near-surface geologic
features in frequency-domain EM surveys. The equivalent source method can either be
applied individually to data from each measured time-gate or frequency, or simultaneously
to data from all times or frequencies measured. The method can be used in addition to
traditional processing techniques and requires little user input. The effectiveness of the
method is demonstrated through application to single-survey and time-lapsed noisy time-
and frequency-domain EM data, both synthetically generated and collected in the field.
The presence of low-frequency (≤ 1 kHz) polarization effects in earth porous materi-
als noticeably increases the amplitude and decreases the phase of measured electromagnetic
fields in frequency-domain surveys. By analyzing the sensitivity of cross-well EM measure-
ments to the in-phase and quadrature conductivities, the contribution of the quadrature
conductivity (directly associated with the low-frequency polarization effect) can be quanti-
fied. Using an integral equation approach for the forward modeling and a gradient-based
approach with Tikhonov regularization for the inverse problem, this work shows that with
iii
a reasonable amount of noise, the distribution of both the in-phase and quadrature conduc-
tivities can be recovered in cross-well tomography. This information may be used in turn to
improve the ability to, for instance, monitor saturation changes in oil reservoir production
or in geothermal fields.
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Controlled-source electromagnetic (CSEM) methods are a commonly-used way to obtain
information about the electrical conductivity or resistivity of the subsurface of the earth, and
have been used for geophysical applications for nearly 100 years. Different earth materials
have resistivities across multiple orders of magnitude, and CSEM techniques are used to map
and differentiate these materials based on that contrast. Some of the many, many uses for
CSEM methods include hydrocarbon exploration and detection of both oil and gas (Sund-
berg, 1930; Chave and Cox, 1982; Constable and Srnka, 2007), mineral prospecting (Wait,
1951; Daniels and Dyck, 1984; Sorensen and Auken, 2004), hydrological and environmental
surveys (Palacky et al., 1981; Pellerin, 2002; Danielsen et al., 2003), civil and engineering
applications (Hoekstra, 1978; Suzuki et al., 2000; Soupios et al., 2007), and even archaeol-
ogy (Tite and Mullins, 1970; Carcione, 1996; Osella et al., 2005). One advantage of CSEM
methods is that they are non- or minimally-invasive, often requiring little more than loops,
lengths of wires, or antennas to be placed on or moved across the surface of the earth in
order to carry out a survey. They can potentially be relatively quick in terms of collecting
data, as well, depending on the strength of the source and the desired depth of investigation,
and have been employed on land, underwater (Marine CSEM), and as airborne systems.
All CSEM methods utilize an active, or man-made, ac electromagnetic transmitter
source to induce or inject a secondary current in the sub-surface. This is in contrast to
so-called “passive-source” EM methods, such as magnetotellurics, which rely on naturally-
occurring electromagnetic fields (Swift, 1991). In frequency-domain CSEM, the secondary
current is induced by driving an alternating current at a particular frequency through a
coil or long grounded wire. This creates a primary magnetic field, which in turn induces
secondary currents as it propagates through the earth and changes with time. In time-
domain CSEM, a large transmitter loop is laid out on the ground and (most commonly) a
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square-wave current is run through it. When the current abruptly goes to zero, in accord
with Faraday’s law, a short-duration voltage pulse is induced in the ground, which causes a
loop of secondary current to flow in the immediate vicinity of the transmitter wire. These
secondary currents in turn create secondary magnetic and electric fields as they propagate
and decay. Receivers placed some distance away from the source record various components
of the electromagnetic fields produced. In most frequency-domain surveys, these receivers
measure both the primary fields from the transmitter and the secondary responses from the
earth. As most time-domain receivers take their measurements when current is not flowing
in the transmitter, the receivers will measure only the secondary fields.
The goal, of course, is to use these responses to determine the location and spatial
extent of a desired feature, be that hydrocarbon, mineral, water, or some other target.
Sometimes the data measured can be directly related to individual features, particularly if
prior information about the geology exists, or the target has an obvious signature (“bump-
hunting”). In other cases, the features may be not as obvious, and instead the data need
to be inverted to produce a model of the conductivity structure of the subsurface from
which further conclusions can be drawn. Often these inverse problems are non-unique -
there are many possible models that could be constructed to fit the data, and the data are
finite and limited. Depending on the parameters of the target and the amount and type
of data collected, inversions can be extremely complex, potentially requiring multiple data
sets in three dimensions with fine model discretization to get a good idea of the subsurface
conductivity distribution.
Moreover, CSEM data almost always contain noise from any of a variety of sources,
such as interference with man-made objects or signals, wind and environmental noise and
other natural fields, signal from undesired geologic features, or limitations of the instrument
itself. In addition, operator imprecision and mistakes can cause errors in the data during
collection or processing. Any and all of these noise sources may decrease the ratio of signal to
noise and make inversion and interpretation difficult. Signal to noise ratio is also extremely
important in the case of time-lapse surveys, which attempt to measure how a survey area
may have changed over a period of time. In these cases, the change in properties may be
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very slight and potentially on the order of, or less than, the level of noise present in a survey.
To ensure that the data give meaningful results, any noise present needs to be removed
in data processing steps or somehow accounted for in an inversion. Many methods have
been developed to do so, and several are mentioned in chapters 2 and 3, ranging from simple
bandpass filtering and de-spiking to correlating data between multiple types of EM mea-
surements and inversion techniques. Developing superior noise processing methods remains
a research topic corresponding to a strong practical need.
A typical assumption in CSEM surveys is that the conductivity of the earth is frequency-
independent, meaning that measurements of the conductivity will return the same values
regardless of the frequency of the source currents. For many surveys this assumption is valid,
even though in truth most earth materials possess some degree of frequency-dependence, or
polarization. In most cases, the effects of polarization are negligible compared to the standard
response. In some cases, however, the effects of polarization on the data are significant,
causing data to behave in unusual manners. A common example occurs in time-domain EM,
where the presence of a near-surface polarizable layer can cause the always-positive measured
transient curves to have negative values (Flis et al., 1989).
In these cases, traditional processing techniques may be insufficient or error-prone in
their inversion and interpretation of the data, resulting in non-geologically-feasible models
or extremely large error bars in order to fit the data. Often this is the result of attempting
to fit the data using a model with purely in-phase conductivity, when it can be better
represented by a complex conductivity value with both in-phase and quadrature components.
Traditional processing of data suspected of being affected by polarization usually involves
interpreting the data in terms of a Cole-Cole model, a parametric representation of the
complex conductivity (Cole and Cole, 1941). This method works well, but requires inversion
for multiple dependent parameters or assumptions about particular values, and increases the
number of unknowns; other methods for interpreting polarized data have not been explored
in depth.
The outline of the thesis is as follows. In Chapter 2 I apply the equivalent source
technique to noisy controlled-source time-domain electromagnetic (TDEM) data in order to
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extract desired signal. Dense deployments of multiple-component receivers are increasingly
utilized in surveys where high-resolution data sets are needed, such as for time-lapse surveys
or monitoring applications, and where having resolution of three-dimensional conductivity
structure is important. In many of these cases, changes in the data can be small and often
on the order of the noise. Removing or ameliorating this noise then becomes crucial in
developing a correct model and interpretation of the data. In particular, noise due to errors
in the position or orientation of the receiver coils can become significant. The noise from
these errors is highly correlated in time at a given receiver position, but is uncorrelated at
specific time gates across multiple receivers.
The TDEM data set used in this chapter consists of the time derivatives of the three-
component magnetic field measured in fixed-loop, multiple-receiver TDEM surveys. The
choice of this particular survey layout is a somewhat artificial restriction, as the method
developed is generally applicable to any fixed-transmitter TDEM system, but it serves as
a suitable demonstration of the method. Equivalent sources allow the reproduction of the
signal coherent in each component and consistent among different components. Since each of
the three components is produced by a single subsurface current distribution, anything that
cannot be reproduced by the equivalent sources is thus considered to be noise. This method
is therefore ideal for eliminating uncorrelated noise from a dataset, precisely such as that
caused by misalignment of the three-component receiver coils or error in the location of the
receiver, and is complementary to other processing methods such as stacking and de-spiking.
The first section of this chapter briefly explores the nature of noise within time domain
electromagnetic data, and why rotational noise cannot be processed out using traditional
noise-processing techniques. I then discuss the theory of the equivalent source method,
a technique most often used in potential-field data processing. The third section of the
chapter explains the methodology behind processing TEM data using equivalent source,
and describes the construction of equivalent sources within the framework of regularized
inversion. To demonstrate the viability of the method, I present two synthetic studies and
a field example in the fourth section. The first synthetic study represents a single TEM
survey with data containing Gaussian noise as well as noise caused by the rotation of the
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three-component receiver coils. The second synthetic study simulates a time-lapse TEM
survey containing not only Gaussian and rotational noise, but also noise due to error in
the receiver locations. The last section describes the application of the method to field
data set acquired through controlled field experiments with prescribed rotational errors, and
examines the results. This chapter was published in Geophysics as MacLennan, K and Y.
Li, 2011, “Signal extraction from 4D transient electromagnetic surveys using the equivalent
source method,” Geophysics, volume 76, p. 147-155.
Chapter 3 expands the application of the equivalent source to denoise controlled-source
frequency-domain electromagnetic (FDEM) data, which consists of complex (meaning am-
plitude and phase, or equivalently in-phase and quadrature) magnetic and electric field data.
As described in the previous section, FDEM data can often contain errors resulting from
survey error or near-surface geologic “noise,” errors which can be corrected with a proper
application of the equivalent source technique. Compared to existing de-noising methods,
the equivalent source has less interpreter dependence, requires no additional data, can be
applied to existing data sets, and has no limitations on the region in which the fields are
observed.
I start by expanding on the physics of the equivalent source method as applied to CSEM.
To demonstrate the effectiveness of the method, I apply equivalent source to de-noise a
synthetic CSEM data set containing static shift errors due to near-surface 3D conductive
bodies, as well as a time-lapse synthetic survey with resistivity changes representative of, for
example, movement of CO2 within a reservoir. Lastly, I apply the method to remove static
shift effects from a field CSAMT data set taken over a structural trap in western China,
showing the practical application of the method. This paper is in submission to Geophysics
as MacLennan, K and Y. Li, “Denoising multi-component CSEM data with equivalent source
processing techniques,” Geophysics, accepted with revision.
Chapter 4 addresses a different problem than the previous two chapters. In those
chapters, the data possessed responses from undesirable sources - responses which disguised
the signal from a given target, and which had to be removed in order to properly interpret
the data. In this chapter, the data is altered due to features of the target and possibly
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of the background - a problem that cannot simply be processed out. Instead, they must
be accounted for in order to interpret the data correctly in terms of the true conductivity
structure. A naive approach that tries to ignore these features in the interest of simplicity
will most likely fail. Indeed, in some cases the effects of complex valued conductivity may
be a clear signal of a given target that may not have been discovered were the processor not
explicitly looking for it.
Specifically, the presence of polarization phenomena at frequencies 1 KHz and below
tends to increase the amplitude and decrease the phase of measured fields in controlled-
source electromagnetic surveys. I begin by explaining the basics of the physics behind the
interaction of complex conductivity and frequency-domain EM. I carry out a sensitivity
study on two different representative two-dimensional models for cross-well FDEM surveys,
and look at the degree to which polarization of the geologic bodies affects the measurements
of the magnetic fields compared to a non-polarizable model. I then modify typical EM
inversion techniques to solve for the in-phase and quadrature conductivities directly, where
the complex values of the data and of the model are formulated as purely real vectors. This
is in contrast to traditional inversion techniques that seek to solve for parameters of a Cole-
Cole model or some other representations of the complex conductivity, and is both simpler
to implement and more direct.
I use three examples in order to demonstrate the effectiveness of including complex
conductivity in the inversion process: one an over-determined problem with a a simple 1D
layered model structure, one an under-determined problem with a 2D block model, and one
an under-determined problem with a more realistic 2D model representing a hydrocarbon
trap. In the initial case, the problem is solved using a modified non-linear least squares algo-
rithm. In the later two, inversion is carried out using Gauss-Newton methods with minimum
support or total variation model regularization respectively, along with appropriate model
weights. This work is in submission to Geophysics as MacLennan, K., M. Karaoulis, and
A. Revil, “Complex conductivity tomography using low-frequency cross-well electromagnetic
data,” Geophysics, pending revision.
Lastly, Chapter 5 closes the thesis with a brief conclusion section, and discusses potential
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areas of research that could expand on the work presented here. Some of these promising




SIGNAL EXTRACTION FROM 4D TRANSIENT ELECTROMAGNETIC
SURVEYS USING THE EQUIVALENT SOURCE METHOD
2.1 Introduction
Transient, or time-domain, electromagnetics (TEM) is a versatile tool for subsurface
exploration and monitoring, with applications in petroleum, mining, and hydrogeophysics.
One particular emerging application of TEM is time-lapse (4D) monitoring of ground water
aquifers or petroleum reservoirs. Changes over time in the subsurface conductivity struc-
ture can be detected by performing multiple data acquisition surveys and interpreting the
difference between the resulting data sets (Oldenborger et al., 2007). This can, for exam-
ple, provide dynamic monitoring of a heavy oil reservoir (Hu et al., 2008), track movement
in an underground gas storage site (Hördt et al., 2000), or observe the progress of a CO2
sequestration project by examining for leaks in the injection site (Gasperikova et al., 2004).
Successful time-lapse monitoring requires high resolution data sets, as differences due
to time-varying changes may be small and near the level of noise. Traditional TEM surveys,
typically consisting of a series of center-loop soundings, do not utilize the full potential of
time-domain electromagnetic methods and may not be sufficient for time-lapse monitoring.
While center-loop surveys are excellent at obtaining the vertical conductivity distribution,
they suffer from poor lateral resolution, and require a local 1D approximation of the sub-
surface conductivity structure during interpretation. In contrast, three-component multiple-
receiver surveys with a fixed-loop transmitter offer higher lateral resolution and spatially
dense three dimensional data, which are needed to successfully observe and interpret the
time-lapse signal.
Noise in TEM surveys can be roughly divided into four main categories (McCracken
et al., 1986; Nabighian and Macnae, 1991). The first category is general electromagnetic
noise, such as that from lightning strikes, radio atmospherics, or wind noise. The second
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category is cultural noise, such as that from power lines, pipes, and fences. The third category
is geologic noise, such as that caused by the overburden or magnetic rocks, while the fourth
category is geometric noise, such as that caused by misalignment of the transmitter-receiver
pair, incorrect positioning of the receiver, or variable earth-transmitter coupling. It must
also be noted that the instrument itself will generally contribute a small amount of noise to
the signal, which will essentially set the minimum noise floor for a given piece of equipment.
A variety of survey design methods and post-acquisition processing techniques have
been developed over the years to help reduce and remove the effect of noise on the data,
with varying degrees of success (McCracken et al., 1986). Typical methods of increasing the
signal to noise ratio in TEM surveys include smart stacking of the data during acquisition, de-
spike filters, running mean filters, and notch and band-pass filters (eg. Macnae, 1984; Macnae
et al., 1984; Spies, 1989; Nabighian and Macnae, 1991). While these methods may be useful
for removing noise from the first three categories, they are not effective at removing noise
due to geometric errors. Geometric noise is uncorrelated in space, but highly correlated in
time, making it impossible to remove during data collection. Furthermore, when performing
a time-lapse survey for monitoring purposes, additional geometric noise is introduced by
differences in survey parameters, such as a change in the locations of transmitters and
receivers between surveys. Geometric noise is typically not as pronounced as the other
three categories and therefore its effect on the data is often assumed to be inconsequential,
but this assumption is not necessarily accurate, as this paper will demonstrate.
We propose a new method for extracting the signal present in a TEM data set con-
taining spatially uncorrelated noise using the equivalent source method (Dampney, 1969).
Specifically, we use the time derivatives of the three-component magnetic field measured
in fixed-loop, multiple-receiver TEM surveys. The choice of this particular survey layout
is a somewhat artificial restriction, as the method developed is generally applicable to any
fixed-transmitter TEM system, but it serves as a suitable demonstration of the method.
Equivalent sources allow the reproduction of the signal coherent in each component and
consistent among different components. Since each of the three components is produced by
a single subsurface current distribution, anything that cannot be reproduced by the equiv-
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alent sources is thus considered to be noise. This method is therefore ideal for eliminating
from a dataset both generally uncorrelated noise and noise that is uncorrelated between
receiver positions. The latter type of noise is precisely that caused by misalignment of the
three-component receiver coils or error in the location of the receiver. The method is also
complementary to other processing methods such as stacking and de-spiking.
We begin by discussing the methodology behind processing TEM data using the equiv-
alent source method, a technique most often used in potential-field data processing, and
describe the construction of equivalent sources within the framework of regularized inver-
sion. To demonstrate the viability of the method, we present two synthetic studies and a
field example. The first synthetic study represents a single TEM survey with data containing
Gaussian noise as well as noise caused by the rotation of the three-component receiver coils.
The second synthetic study simulates a time-lapse TEM survey containing not only Gaussian
and rotational noise, but also noise due to error in the receiver locations. Lastly, the method
is tested using a field data set acquired through controlled field experiments with prescribed
rotational errors.
2.2 Methodology
We start by showing how the field observed in a TEM survey can be processed using
potential-field techniques, specifically the equivalent source method. Though the reduction
of the TEM signal into a series of potential field measurements has been known for some
time (Macnae, 1984), we have not found examples in the literature that utilize this technique
for the purposes of signal extraction in TEM data.
2.2.1 Equivalent Source in TEM
In a fixed-loop TEM survey, we observe the changing magnetic field, ∂ ~B/∂t, by the
electromotive force it induces in the receiver coils. Measurements are taken at a series of
discrete delay times known as time gates, which are typically logarithmically spaced. For
the purposes of this paper, we restrict our data to off-time measurements.
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The magnetic field’s behavior in general can be described by the diffusion equation
under the quasi-static approximation (Ward and Hohmann, 1991),




where µ is the magnetic permeability and σ is the conductivity. The first term of equation
(2.1) represents how the field changes in space, while the second term is the “memory” in the
system and describes how the field at previous times affects the measured value of the field
at a given time. Our discrete measurements are taken in free air, where the conductivity
value is zero, and so the second term of equation (2.1) goes to zero (Macnae, 1984). Thus
equation (2.1) reduces to Laplace’s equation,
∇2 ~B = 0 (2.2)
Equation (2.2) thus states that the B-field we are dealing with at any given instance of time is
a harmonic field. Because of this, the value of the measurements taken at any given time are
“memory-less” - they depend only on the distribution of electrical current in the subsurface
at that particular instant and have no dependence on prior distributions. Furthermore, if a
field is harmonic, its time-derivative is also harmonic: ∇2(∂ ~B/∂t) = 0. This implies that the
measured fields in TEM surveys can be considered as static potential fields at any specific
time of measurement.
This derivation suggests using potential-field techniques to process our TEM data. In
particular, we can construct equivalent sources based on the data collected at each time gate.
The goal of the equivalent source technique, introduced by Dampney (1969), is to calculate a
fictitious layer of sources, lying below the observation surface, that can reproduce an observed
potential field. If we know the values of the potential field on the boundary of a source-free
region, then we can uniquely determine the field anywhere within the region by solving a
Dirichlet problem (Kellog, 1954). Therefore, if we can construct a source distribution that
reproduces the field observed on the boundary, then it also must reproduce the field in the
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source-free region. The equivalent source layer is only a mathematical construct, and does
not need to match the true current distribution in the subsurface.
Multiple types of equivalent sources are discussed in the literature, such as point dipoles
(Bhattacharyya and Chan, 1977), dipole layers (Hansen and Miyazaki, 1984), current loops,
and thin sheets with constant magnetization (Pedersen, 1991). Our equivalent source is a dis-
cretized layer of rectangular prisms, where each prism has a constant vertical magnetization
~M (Figure 2.1). The prisms have a horizontal extent in the x- and y-direction comparable to
the nominal data spacing. Each layer is placed at a particular depth below the observation
surface. Given that we form the equivalent source with prisms with finite width and depth
extent, their optimal depth is one to two times the normal data spacing. At such a depth,
the equivalent source is shallow enough so that its field has sufficient frequency content to
reproduce the high-frequency signal in the data, yet deep enough so each prism affects a
group of data points, instead of only the one directly above it. We have found that this
depth range produces the best results, which is consistent with the conclusions reached by
previous authors in gravity and magnetic data processing (Xia and Sprowl, 1991; Li and
Oldenburg, 2000).
The signal from each component of our data is produced from a common subsurface
current distribution associated with a particular conductivity structure. In a source-free
region such as where our measurements are made, the magnetic field can be described by a
scalar potential. The different components of the magnetic field vector are related to each
other by linear transformations (Blakely, 1996; Pedersen, 1991). Together, this implies that
the signals in the data maps of the three components of TEM data are linearly related.
However, the data for each component also contain noise, and the noise does not obey
the same linear relationships. Therefore, if we want to simultaneously process all three
components of the data for any one time gate, we must use a single model that can reproduce
the signal in all components. We use our equivalent sources as these models, as the equivalent
sources will reproduce only the signal common to all three components. Any part of the
data not reproduced by the equivalent source model is considered noise and discarded. This
may include noise due to rotation of the receivers with respect to the transmitter loop,
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noise caused by incorrect positioning of the receiver, or noise due to localized near-surface
geological features.
The equivalent source method as a post-acquisition processing technique is nearly always
superior at removing uncorrelated noise from the data compared to mathematical filters, such
as low-pass or band-pass filters. Such filters do not take into account the physics behind
the data and tend to remove some of the signal along with noise. Furthermore, data are
often measured on an irregular grid with a limited spatial extent, and conventional filtering
methods are not applicable without heavy manipulation of the data such as gridding. In
contrast, the equivalent source can easily handle arbitrarily located data.
2.2.2 Equivalent Source Construction
The relationship between the observed data and the equivalent source values is linear,
~dobs = G~m, (2.3)
where ~dobs denotes the observed data, ~dobs =[












, and p is the number of observation points. The total
number of data is N = 3 ∗ p. The matrix G is the sensitivity matrix, which describes the
relation between sources and observations, and whose elements gij define the contribution
of the jth model cell to the ith datum. The specific expression of the sensitivity matrix is
dependent on the type of equivalent source used. Since our equivalent source is composed
of cuboidal prisms with constant vertical magnetization, we use a formulation for G based
on Sharma (1966). An image of what the sensitivity matrix G looks like is shown in Figure
2.2. The vector ~m represents the magnetization values of the M prisms in the equivalent
source layer that we seek to construct. These values are linearly related to the measured
derivatives of the magnetic field. To reduce edge effects, we expand the equivalent source
layer to at least 1.5 times the dimension of the data area in each direction. This introduces
more source parameters than data (M > N), which creates an underdetermined problem.
The observed data contain both signal and noise, therefore our goal is to create an
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equivalent source that will reproduce only the data and not the noise. We accomplish this
by formulating the construction as a linear inverse problem and solving it using Tikhonov
regularization. Within this context, we shall refer to the equivalent source as the model.
Thus the problem becomes one of minimizing a global function Φ such that
Φ = φd + βφm. (2.4)
The data misfit φd, which measures the difference between the observed and the predicted
data, is defined by
φd = ‖Wd(~dobs −G~m)‖2 (2.5)
where Wd is a diagonal data weighting matrix, N×N in size, which normalizes each datum by
the standard deviation of its error (Menke, 1989). For our problem, the standard deviations
are unknown, so we estimate a relative error level for each component, based on its standard
deviation, to form the data weighting matrix. Here, ‖ · ‖ indicates the `2 norm of a vector.
Because the geometric noise in the data has a limited error range and its distribution is not
likely to be long-tailed, the use of an `2 norm is appropriate. The model objective function
φm quantifies structure in the equivalent sources and is defined by
φm = ‖Wm(~m− ~mref )‖2, (2.6)
where Wm is a model weighting matrix that combines a smallest model measure and a
measure of horizontal flatness in the x- and y-directions, and where ~mref is a reference
model (Hansen, 1998). In many cases this reference model will be zero. However, when
processing the data from a time-lapse survey, the reference model should be the equivalent
source constructed for data from an earlier survey.
The regularization parameter β determines the trade-off between the reproduction of
the data and the complexity of the constructed equivalent sources. In general, the value
of β must be consistent with the data noise level. In instances where the noise level is
known, the regularization parameter could be chosen using methods such as the discrepancy
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principle (Parker, 1994). For the de-noising problem, the noise level is not known a priori,
as it is precisely what we attempt to estimate through this process. Instead, we must
resort to indirect methods in linear inverse techniques to estimate β, which is equivalent to
estimating the overall level of noise. Specifically, we use the L-curve method (Hansen, 1992)
to calculate an optimal β value. Other methods, such as the generalized cross validation
method, or GCV (Wahba, 1990), could also be used. However, the L-curve method is simple
to implement, efficient, and tends to be more robust than the GCV method (Hansen and
O’Leary, 1993).
We minimize equation (2.4) with a sequence of different β values, using a linear conjugate
gradient technique (CG) with a stringent stopping criterion (for example, that the ratio of
the residual norm to the data norm must be less than 10−8). Because this problem is linear,
we could also use a direct solver such as LU decomposition instead of CG, but the size of
the sensitivity matrix makes this infeasible. Once we have determined the optimal β value,
we can solve equation (2.4) again to generate the optimal equivalent source model. Using
this equivalent source, we evaluate equation (2.3) and generate a set of de-noised data. The
difference between the observed data and the de-noised data will yield the noise estimate
(Li, 2001). This method is then repeated for each time gate, recalculating the β value each
time, to generate multiple equivalent sources and a full set of de-noised data.
So far, we have justified the use of the equivalent source technique to help process TEM
data, detailed the form of the equivalent sources used, and explained how such equivalent
sources are calculated. In the next sections, we will demonstrate the use of the equiva-
lent source technique to extract signal for both synthetic and field data contaminated with
uncorrelated noise.
2.3 Synthetic Examples
We test our method using numerical simulations of two TEM surveys. A single synthetic
survey is designed to show the effectiveness of the equivalent source method at extracting
signal from TEM data with uncorrelated noise. The second synthetic survey is designed in
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conjunction with the first to create a time-lapse survey, and demonstrates that the equivalent
source method can be used to extract interpretable signal in 4D surveys.
2.3.1 Single Synthetic Survey
We devised a 3D synthetic model of a conductive block (10 Ωm), 150m by 150m in
horizontal extent, 75m deep and 50m thick, in a background of 50 Ωm. A 300m x 300m
square transmitter loop was centered about the origin, and receivers were placed on a grid
at every 25m, with the exception of points coinciding with the transmitter loop. This grid
extended out to ±300m from the center of the transmitter loop. Data at receiver stations
were forward modeled for thirty time gates, ranging from 36µs to 28ms, using the UBC-GIF
program EH3DTD (Haber et al., 2004). Two types of noise were then added on a per-receiver
basis: random Gaussian noise with a constant standard deviation equal to 10% of the data
maximum for each time gate, and rotational noise.
Rotational noise was added to each data point to simulate the effects of misalignment
in three-component sensors with respect to the transmitter coil. If the sensor coils are
misaligned with the specified coordinate direction (typically parallel or perpendicular to
sides of a square transmitter loop), both the x- and y-components of the sensor measure
parts of the other components of the changing magnetic field. We assume that any given
sensor could rotate about the z-axis within a range of ±10◦, and each receiver in the synthetic
survey was rotated a random amount of degrees within that band. We note that some models
of receiver coils with a built-in compass may have better accuracy in horizontal orientation.
Also, in practice it is often easier to correctly align the vertical component than the horizontal
components, so rotation about the x- or y-axis is not simulated here.
The results of the equivalent source construction for a measurement time of 0.525ms
(corresponding to time gate 13) are shown in Figure 2.3. This time gate is chosen for
display as it shows the response of the conductive block most clearly. We observe that
the equivalent source method has removed the majority of the noise from the data and
successfully reproduced the signal. We compare the estimated noise to the true noise added
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in the synthetic survey in Figure 2.4, and note that the difference between the two is small
compared to the total amplitude of the noise. We can also calculate the root mean squared
(rms) error of the data sets compared to the clean data, and find that the algorithm reduces
the rms error by approximately 44% for all measurements at any given time gate for this
data set. Figure 2.5a shows the Tikhonov curve used to obtain an optimal regularization
parameter, while Figure 2.5b shows the equivalent source model created to produce the
de-noised data.
Further demonstration of the improvement in de-noising can be seen in the representa-
tive time curves shown in Figure 2.6. The time curves show that in general the equivalent
source is able to improve a noisy signal while not introducing additional noise into clean
signal. While the algorithm does not consistently extract all the noise from each of the three
components, it is able to reduce the rms error from the true signal by approximately 36%
on average for any given receiver location for this data set. Having thus established that the
equivalent source method produces results for a single synthetic survey, we next turn our
attention to its application to time-lapse surveys.
2.3.2 Time Lapse Synthetic Survey
There is a significant increase in the possible sources of error in a time-lapse TEM survey
compared to a single survey. In addition to the noise commonly encountered in a single
survey, various parameters may be unintentionally altered between surveys. For example,
there may be differences in the current waveforms, changes in near surface properties, or new
sources of cultural noise. Changes in these parameters can cause difficulties in calculating
a correct time-lapse signal (Hördt et al., 2000). For testing the equivalent source method,
the parameter of interest is the varying location and orientation of the receiver coils between
surveys.
While receiver coil locations can be mapped fairly precisely using GPS or physical
markers established in the initial survey, it is not always guaranteed that in resurveying the
site the exact receiver locations will be reoccupied. If the locations of the receiver coils are
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not constant between two surveys, the residuals between the data sets will no longer represent
only changes due to the subsurface conductivity structure. Depending on the dimensions of
the survey and the depth of the target, a displacement of the receiver coils by 1% of the
transmitter-receiver spacing may be enough to introduce significant noise (McCracken et al.,
1986).
Statistically, if uncorrelated noise affects both surveys, the standard deviation of the
time-lapse response will be greater than the standard deviations of individual noise compo-
nents (Walpole and Myers, 1985). The equivalent source method is ideal in helping process
time-lapse data, as it can be used to estimate and remove uncorrelated noise. Two ap-
proaches can be used. First, by processing each set of data using equivalent sources and
then differencing the resulting de-noised data sets, we treat the noise for each data set sep-
arately. We are therefore less prone to introducing artifacts in our interpretation compared
to the direct differencing of noisy time-lapse data (Routh and Anno, 2008). Alternatively,
we can apply the equivalent source processing to de-noise the directly differenced time-lapse
data, so long as the observation locations are repeated. However, the subtraction of two
noisy sets of data will decrease the SNR, and it is likely that the equivalent source procedure
will produce inferior results in such a case as compared to applying the equivalent source
individually. We examine both in the following.
To simulate a time-lapse survey, we modified the synthetic conductivity model from
the first example and extended the conductive layer by 150m to the south, doubling its
extension in the y-direction. This scenario could represent, for instance, an aquifer storage
and recovery (ASR) process where added water has expanded in volume over time, or a brine
injection into a formation over an extended period. Data were again generated for 30 time
gates. To simulate location error, we perturbed the receiver positions from the previous
synthetic survey by a random amount between ±5m in both the x- and the y-direction,
but assumed that they occupied the same locations as in the previous survey. We further
added Gaussian and rotational noise to the data as before. To process this second set of
data, we used the same method as in the first synthetic survey, with the exception of using
the equivalent sources constructed from the first survey as a reference model, ~mref . After
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processing, the two calculated data sets were differenced and the results were compared with
the residuals of the clean and the noisy synthetic data sets.
The results of the procedure for a measurement time of 0.525 ms are shown in Figure 2.7.
The equivalent source method reproduces the true changes between the data sets, with major
features in the correct places and on the correct scale. While it does not recreate the true
residual perfectly, it is a much improved result over simply subtracting the observed data.
This noisy residual (shown in the second row of Figure 2.7) has an incorrect amplitude and
is much more difficult to interpret than the residual produced with the equivalent source.
As mentioned earlier, it is possible to apply the equivalent source to the differenced noisy
data directly, rather than individually before subtraction. Figure 2.8 compares the results
from applying the equivalent source to noisy data sets individually and then subtracting, with
subtracting the noisy data first and then applying the equivalent source to the differences.
All elements of the equivalent source procedure, including depth, thickness, and spacing of
the equivalent source, were held constant between the applications. The difference between
the two results for each of the three components (x, y and z) is at most 5%. The results in
this case are so similar because the characteristics of the noise in the two synthetic data sets
is sufficiently analogous. In general, however, the practicability of applying the equivalent
source directly to the data difference will be highly data dependent.
2.4 Field Experiment
To test the method with field data, we performed a fixed-loop survey at a test site in
Arvada, Colorado, in October 2008. The site is flat and free of visible potential sources of
cultural noise. The purpose of this survey was to produce a sample data set with a controlled
noise source and a high spatial resolution. The actual inversion and interpretation of the
data for geologic structure was thus not the objective of the survey.
Two surveys were conducted simultaneously to minimize uncontrolled noise sources. At
each receiver location, a first reading was taken with the three-component receiver aligned
correctly with respect to the transmitter loop. Once that reading was completed, the receiver
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was rotated about the z-axis by a pre-determined random amount between ±5◦ to introduce
uncorrelated error and a second reading was taken. A Geonics PROTEM receiver was used
with an EM-47 transmitter, with a transmitter loop size of 50m x 50m. Receivers were spaced
every 10m in a grid, including the center of the transmitter loop. In total, data were taken at
90 stations. The station and transmitter loop layout are shown in Figure 2.9, with the exact
receiver locations determined through physical measurement. We chose to take readings at
twenty time gates, ranging from 6.85 µs to 701 µs with a transmitter repetition rate of 7.5 Hz.
After collection, the data containing orientation errors was processed using the equivalent
source method, but no other processing was done to either set of data. This assumed that
other noise sources in the data were minimal other than the rotation error. Figure 2.10
compares the noise calculated from simple subtraction of the two observed data sets with
the expected noise calculated by applying rotation to the correctly aligned data. The figure
shows results for the fourth time gate (15.72µs). The patterns are similar, although not
exactly the same, and the observed noise has an overall higher magnitude than the expected
noise. The difference indicates that additional noise beyond that due to the rotation of the
receiver coils exists in the data.
The results of applying the method to the data are shown in a representative example,
with time curves at a specific position for each component of the data shown in Figure 2.11
and a spatial plot from the fourth time gate shown in Figure 2.12. In Figure 2.11, we see
we see that the equivalent source tends to reduce the amount of noise present in observed
data, most noticeable in the x- and y-component data. As expected, the z-component data
shows little if any difference between the aligned and misaligned data, since the z-component
of the receiver was not changed to induce additional noise between surveys, and as such we
see no difference in the de-noised data predicted by the equivalent source. The first row
of Figure 2.12 consists of the data from the correctly aligned receiver, for the x-, y-, and
z-component, while the second row consists of the data from the incorrectly aligned receiver.
The amplitudes of the data from the incorrectly aligned receiver in the x-component are
incorrect, and the pattern of the data in the y-component is disrupted. As expected, the
z-component shows little change. The third row shows the results of applying the equivalent
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source method to the noisy data of the second row. The amplitudes of the data in the x-
component are now corrected, though the shape is disrupted. The pattern of the signal in the
y-component is restored, and the z-component corresponds well to the observed signal from
the correctly aligned receiver. Figure 2.13 compares the difference between the two observed
data sets with that between the rotated observations and the de-noised data. Again, while
not exactly the same, they share key features both in pattern and in amplitude for both
horizontal components. The method produces less change in the z-component than what
is present in the observed data, likely due to the lack of rotational noise present in the z-
component. The fact that actual noise exists in each component represents the fact that
other sources of noise exist in the data beyond rotational and general uncorrelated noise,
and may require additional processing.
2.5 Conclusions
We have developed a technique for using equivalent source to process transient elec-
tromagnetic (TEM) data contaminated by noise caused by location and orientation errors
of receivers. The method applies to fixed-loop TEM surveys that have multiple receiver
stations located above ground that measure the three orthogonal components of the decay
of the magnetic field. We can thus take advantage of the “memory-less” nature of the signal
measured in free-air and construct an equivalent source layer for each time intersect. The
equivalent source layer utilizes the underlying physics of the three components of data and
reproduces only the parts of the signal that fit all three components simultaneously, removing
noise such as that caused by errors in location or orientation of the receiver coils.
The validity and effectiveness of the method were illustrated by applying it to two
synthetic surveys: a fixed-loop, multiple-receiver survey, and a time-lapse version of the same
survey. In both cases the method produced de-noised data that showed significant reduction
in noise and a good reproduction of the true signal. The method was also applied to a set of
experimental data collected in the field. Two sets of data were acquired concurrently, with
one set collected with correctly aligned receivers and the other set containing noise primarily
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due to a pre-determined random misalignment of the receivers. Application of the equivalent
source technique to the noisy data set yielded de-noised data that are in agreement with the
correctly aligned measured signal.
Given that a majority of electromagnetic induction data in applied geophysics satisfies
the quasi-static approximation and has a measured field which is Laplacian in the air, the
possibility exists to extend the applicability of our method to other types of electromagnetic
surveys. These could include, for instance, magnetotelluric (MT) and controlled source audio
magnetotellurics (CSAMT).
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Figure 2.1: A representation of the type of equivalent source used in this method. It is
composed of a layer of rectangular prisms, each with a particular constant vertical magneti-
zation. This layer lies below the observation surface. The observation surface is represented
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Figure 2.3: Illustration of the equivalent-source processing using a synthetic example. The
top row shows clean data (a-c represnting the x-, y- and z-components respectively) for
a delay time of 0.525ms (corresponding to time gate 13). The second row shows data
contaminated with 10% gaussian noise and rotational noise. These data are processed using
the equivalent source algorithm using a zero reference model, and the resulting de-noised
data for each component are shown in the third row. The cross indicates the location from



























Figure 2.4: Comparison of the (a) true and (b) estimated noise for the z-component of































-400 -200   0 200 400
Easting (m)
0 3 6 9 12 15
A/m
(b)
Figure 2.5: (a) A sample Tikhonov curve used to determine the optimal data misfit value
using an L-curve criterion in the processing of data shown in Figure 2.3. The star indicates
the chosen value. (b) The calculated equivalent source model for time gate 13, showing
individual cells, which produces the de-noised data in Figure 2.3.
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Figure 2.6: Representative time curves for each component of the synthetic clean, noisy, and
de-noised data. The equivalent source method is capable of improving signal when noise is
present, and does not add noise when none is present. On average, the de-noised data is
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Figure 2.7: An example illustrating the processing of time-lapsed TEM data using the pro-
posed equivalent source technique. The three panels in the top row (a, b, and c, with each
column representing the x-, y- and z-components respectively) display the differences in
accurate (noise-free) three-component data simulated at two different points in time, i.e.,
time-lapse signal. The data from delay time 0.525ms are shown. The second row (d, e, and
f) displays the time-lapse data obtained by directly subtracting two noisy data sets. The
bottom row (g, h and i) displays the time-lapse data obtained through equivalent source
processing. Note that the x- and y- columns share the same scale, while the z-component





























































Figure 2.8: A comparison of applying the equivalent source to noisy synthetic data sets
individually and subtracting the results (a, b, and c, with each column representing the
x-, y-, and z-components respectively), with applying the equivalent source after two noisy
synthetic data sets have been differenced (d, e, and f). g, h, and i show the difference between
the top two rows, which is at most 5% of the denoised data. The similarity in the results is
likely due to comparable noise characteristics in each synthetic data set.
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Figure 2.9: The relative locations of the TEM survey performed in Arvada, Colorado. The
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Figure 2.10: The observed noise present in the field data, compared with the expected
noise calculated by applying rotation to the correctly aligned field data. The observed
noise and the calculated noise are similar, though the actual noise tends to have a higher
absolute magnitude. The difference between the observed and expected reveals the presence
of additional, correlated noise in the observed data.
31
Figure 2.11: Representative time curves for each component of the aligned, misaligned, and
de-noised field data from Leyden. The de-noised data produced by the equivalent source
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Figure 2.12: Comparison between the correctly aligned field data (a, b, and c, with each
column representing the x-, y- and z-components respectively), the mis-aligned field data (d,
e, and f), and the results of applying the equivalent source technique to the mis-aligned field
data (g, h, and i). The equivalent source technique produces an improved signal compared to
the mis-aligned data. The cross indicates the location from which time curves are extracted in
Figure 2.11. Note the x- and y-component figures have the same scale, while the z-component
figures share a different scale.
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Figure 2.13: Comparison between the actual errors in the observed data and the estimated
errors calculated by subtraction of the de-noised data from the rotated data. Key features
are reproduced in the horizontal components.
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CHAPTER 3
DENOISING MULTI-COMPONENT CONTROLLED SOURCE
ELECTROMAGNETIC DATA WITH EQUIVALENT SOURCE
PROCESSING TECHNIQUES
3.1 Introduction
Controlled-source electromagnetic (CSEM) surveys are a versatile tool for subsurface
exploration and monitoring, but data often contain noise from various sources, including geo-
metrical errors and geologic features. One particular type of noise is the “static shift”, which
is geological in origin. This effect is caused by small but noticeable induced surface charge
densities on near-surface 2D and 3D conductivity inhomogeneities, altering the measured
electric field amplitudes while affecting the phases to a lesser degree. Static shift affects the
data nearly uniformly across frequencies at a given observation station, causing it to appear
as a bias error for a single sounding curve (e.g., Jiracek, 1990; Zonge and Hughes, 1991).
However, this effect varies randomly from station to station, and resembles random noise
across multiple stations (Torres-Verdin and Bostick, Jr., 1992). If unaccounted for, such
noise can cause significant errors in interpretation of the data for broad, deep structures of
interest.
Multiple methods have been developed over the years to address this problem. Tradi-
tional spatial filtering shifts the decay curves so that they match at a particular frequency
representing the near surface. Curves that appear to show the least amount of static shift ef-
fects are averaged to yield an offset resistivity, which is used in the normalization of the entire
data set (Zonge and Hughes, 1991). However, this method can be somewhat arbitrary and
will often over correct signal due to features that are non-static. Another correction method
utilizes the phase information of the electric field measurements, which are unchanged by
near-surface static effects, to obtain a set of phase-derived resistivity data (Sternberg et al.,
1985). Using this set of resistivity data, a frequency is found above which all data are stripped
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away, and the data are further normalized. This method depends strongly on the proces-
sor’s choice of normalizing resistivity, and reduces a data set by removing the high-frequency
data, which may contain useful signal. Lastly, additional types of CSEM surveys, such as
time-domain EM (Pellerin and Hohmann, 1990) or Inductive Source Telluric Field (Macnae
et al., 1998), can be collected either simultaneously or subsequently to the primary survey.
The data produced by these can be used in conjunction with CSEM measurements to jointly
or co-operatively invert for resistivity, as these methods are less affected by the static shift
(Yang et al., 2009). This method can produce good results, but is more expensive due to
the requirement for an additional field survey to be taken.
In this paper, we develop a method for de-noising land-based frequency-domain CSEM
using an equivalent source processing technique. This technique is capable of removing noise
due to near-surface inhomogeneities as well as general uncorrelated noise, while preserving
signal from deeper structures. In particular, it takes advantage of the fact that while the
static shift effect is highly correlated across multiple frequencies in a given sounding, the
effect is much less correlated among multiple sounding locations at a given frequency. It
requires no additional data be taken, and fully utilizes all data available. While some of
the methods above depend on processor choices, the equivalent source method is relatively
processor-independent. Furthermore, the method deals with the directly measured fields,
and is not restricted to fields at a specific distance from the transmitter, making the method
flexible. We begin this paper by explaining the methodology behind using the equivalent
source technique for frequency-domain electromagnetic data, and describe its construction.
Then, we demonstrate its effectiveness by denoising a synthetic CSEM data set containing
static shift errors due to near-surface 3D conductive bodies, as well as a time-lapse synthetic
survey with resistivity changes representative of, for example, movement of CO2 within a
reservoir. We also apply the method to remove static shift effects from a field CSAMT data
set taken over a structural trap in western China.
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3.2 Methodology
Frequency-domain EM surveys typically measure multiple components of both electric
and magnetic fields at the surface of the earth. Often these are the total fields, composed
of the primary field created by our source and the secondary fields containing the earth’s
response. Here we concern ourselves with only the electric fields. These fields that we






E = 0, (3.1)
where µ is the magnetic permeability, ε is the electric permitivitty, σ is the conductivity of
the medium, and ω is the frequency of the transmitted field. Note that the conductivity,
permitivitty, and permeability are assumed here to be frequency independent. If we further
assume that the displacement currents are negligible and make a quasi-static approximation,
the equation reduces to
∇2E− ıµσωE = 0 (3.2)
Equation 3.2 is general in describing the fields as they propagate through media, but
our measurements of the fields are taken on or above the surface of the earth, where the
conductivity term σ is equal to zero. In this region the second term vanishes (Nabighian
and Macnae, 1991) and equation 3.1 then reduces to the simple Laplace’s equation,
∇2E = 0 (3.3)
indicating a Laplacian field within a source-free region. We can conclude that the electric field
as measured in free space under quasi-static conditions is thus a harmonic function at any
given frequency. This statement is not concerned with the relationship of the electric fields at
different frequencies; instead, it describes the spatial variation of the electric field measured
in the free space at a particular frequency. This conclusion applies to the field measured at
any frequency or any instant of time, and to any linear combination of measurements of E.
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A lucid explanation of this property is given by Macnae (1984). This conclusion suggests
the use of processing tools from potential-field methods, where the Laplace equation forms
the foundation. In particular, we can use the equivalent source method Dampney (1969) to
remove noise from the electric field data. Such a technique has been developed for use in
time-domain electromagnetics (MacLennan and Li, 2011), but has not been expanded to
frequency-domain.
3.2.1 Equivalent Source
The goal of the equivalent source technique, introduced by Dampney (1969), is to
calculate a fictitious layer of sources, lying below the observation surface, that can reproduce
an observed field that obeys Laplace’s equation. If we know the values of such a field on the
boundary of a source-free region, then we can uniquely determine the field anywhere within
the region by solving a Dirichlet problem. Therefore, if we can construct a source distribution
that reproduces the field observed on the boundary, then it also must reproduce the field
in the source-free region. Note that the equivalent source layer itself is a mathematical
construct. In this case, it represents only the effects of the current in the subsurface, rather
than attempting to reproduce the true current distribution.
Our objective is to create a equivalent source layer for each frequency of data that
will reproduce only the coherent signal from intended targets and not the spatially uncorre-
lated noise. Traditional types of equivalent sources discussed in equivalent source literature
are point dipoles (Bhattacharyya and Chan, 1977), dipole layers (Hansen and Miyazaki,
1984), current loops, and thin sheets with constant magnetization (Pedersen, 1991). For our
equivalent source, we choose to use a flat layer of contiguous three-dimensional rectangular
prismatic cells (Li and Oldenburg, 2010), with each cell in this layer having a constant elec-
trical polarization P . To simplify the problem, the polarization is oriented in the vertical
direction. The horizontal extent of each cell is the same size as the receiver station spacing.
This size is chosen because if the cells are too large, the equivalent source will lack resolution,
while if the cells are too small, the equivalent source will attempt to fit high-frequency noise
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in the data, resulting in an inability to appropriately treat the noise.
Controlling the thickness of the cells allows us to adjust the model to the spectral
properties of the data, and we find that a thickness between 0.5 to 1 times the data spacing,
depending on the data, is appropriate. The depth of the equivalent source layer will also
affect its ability to match short spatial wavelength signal in the data. If the layer is placed
too deep, it will lose resolution, but if it is placed too close to the surface it will reproduce
short spatial wavelength effects, and each cell will be particularly influenced by the data
points immediately above it while insensitive to the influence of other data points. Our
numerical experiments indicate that the best results occur when the equivalent source layer
is placed at a depth between 1 to 2 times the nominal data spacing, which is consistent to
the suggested depths in the literature (Xia and Sprowl, 1991). We also extend the equivalent
source layer in the horizontal direction to a minimum of 1.5 times the total extent of the
data, which helps to reduce edge effects in the construction process.
By solving for the values of P for each cell in the equivalent source layer, we can
reconstruct the electric field observed at the surface. Because the electric field consists of
complex data when phase referenced to the source field, the polarization also be needs to be
complex.
3.3 Equivalent Source Construction
We next describe the details of the equivalent source constriction. We begin by consid-
ering the horizontal components of the secondary electric field, as these are the electric field
components most commonly measured.
3.3.1 Equivalent Sources for Individual Frequencies
The data for each transmitter frequency are assumed to be real and imaginary values,
so each value di = Re(Ei) + ıImag(Ei) is complex valued. The relationship between these
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observed data and the equivalent source values is linear,
dobs = Gm, (3.4)




y, . . . , d
q
y]
T is the data vector and q is the number of observation
points. m contains the complex-valued electrical polarization that forms the equivalent layer,
which we shall refer to as the model. The total number of complex-values data is N = 2q,
and the number of cells in the equivalent source is M .
The matrix G is the sensitivity matrix, which contains the physics and geometry that
describe the relation between sources and observations, and is dependent on the type of
equivalent source used. The electric field at any point r due to a body of volume V with













dv, k = 1, 2, 3 (3.5)
where ε0 is the permittivity of free space, and k = 1, 2, 3 indicate the three axis directions.
Assuming P is uniform in each cell of the equivalent source, each component of the electrical





























dv, k = 1, 2; i = 1, · · · , q; j = 1, · · · ,M (3.7)
and k = 1, 2 since we only have the x- and y-components of the E field. The expressions
for the integral in the above equation over a rectangular prism cell are presented in Sharma
(1966).
The observed data for each frequency contain both desired signal and noise. This
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noise could include undesired signal from static shift, undesired signal from near-surface
features or man-made structures that obscure the target response, or incoherent signal from
uncorrelated sources such as ambient electromagnetic signals. Note that the signal from
static shift is correlated within the data from any given receiver location across frequencies;
however, the static shift signal is not constant and is uncorrelated across multiple receiver
locations at any given frequency.
We solve equation 3.4 indirectly by formulating the equivalent source construction as
a linear inverse problem and using Tikhonov regularization. The problem becomes one of
minimizing a global function φ such that
φ = φd + βφm. (3.8)
The data misfit φd, which measures the difference between the observed and the predicted
data, is defined by
φd = ‖Wd(dobs −Gm)‖2 (3.9)
Here, ‖ · ‖ indicates the `2 norm of a vector. Wd is a diagonal weighting matrix, which
commonly normalizes each datum by the standard deviation of its error. If the errors are
known, then Wd is straightforward to form. For our application, the errors are not known a
priori and must be estimated. We use a percentage of the standard deviation of the modulus
of the data values themselves as our estimates for the normalization values.
The model objective function φm quantifies structure in the equivalent source layer and
is defined by
φm = ‖Wmm‖2, (3.10)












This model objective function contains a smallest model measure (the αs term) as well as
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a measure of horizontal flatness in the x - and y- directions (the αx and αy terms), to help
ensure the resulting model is simple and smoothly varying. The model weighting matrix Wm
is completely real valued, and will be individually applied to both the real and imaginary
parts of the model. The model objective function can also contain a reference model, mref ,
but in most cases the reference model will be zero. Because the equivalent source model
is a mathematical construct and will not mimic a physical distribution, there is typically
no way of knowing beforehand what an appropriate reference model would be for an initial
inversion. However, if this method is applied to processing data from a time-lapse survey
and the method has been applied to prior data, the reference model can be included and
should take the form of an equivalent source constructed for the prior data.






m = GTWTdWdd, (3.12)
where the superscript T indicates a standard transpose. The regularization parameter β
balances reproduction of the data with the complexity of the constructed equivalent sources.
To obtain the solution, we need to find the optimal value of β that yields the expected data
misfit. In this problem, the expected data misfit value is not known a priori, as it is precisely
the quantity we attempt to estimate through this process. Consequently, we cannot choose
the regularization parameter according to the standard misfit criterion, which assumes a
known error distribution among the data (Parker, 1994).
Instead, we must resort to indirect methods in linear inverse techniques to estimate β,
which is equivalent to estimating the overall level of noise. Specifically, we use the L-curve
method. This process involves the solution of equation 3.8 with a sequence of different β
values. Once we have determined this optimal β value, we can solve equation 3.8 again
to generate an optimal equivalent source model. Using this equivalent source, we evaluate
equation 3.4 and generate a set of denoised data. The difference between the observed data
and the denoised data will yield the noise estimate (Li and Oldenburg, 2001). This method
is then repeated sequentially for each frequency to generate multiple equivalent sources and
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a full set of denoised data. The equivalent source should not change significantly between
frequencies, so the equivalent source determined for the data of the prior frequency can be
used as a reference model for the equivalent source of the subsequent frequency. In practice,
it may be optimal to start with the lowest frequency in the data set, as this will often contain
the least amount of near-surface noise.
3.4 Synthetic Examples
We design a synthetic survey to test the effectiveness of our method. We create a 3D
model consisting of a single target block, 500 m by 500 m by 100 m thick and placed at
200 m depth, centered about the origin, with a resistivity of 10 Ωm, in a background with
resistivity of 100 Ωm. To this we add five smaller blocks, 50 m by 50 m by 50 m, with a
resistivity of 2 Ωm. These blocks are scattered above the target block at depths ranging from
20 m to 40 m deep to represent near-surface conductive features that will cause static shifts
in the data. This model can be seen in figure 3.1, and the exact locations of the smaller
blocks are in table 3.1.
The transmitter takes the form of a 1 km long grounded wire, located 2 km to the west
of the edge of the target. Synthetic measurements of the secondary Ex and Ey fields were
created using the UBC-GIF program EH3D (Haber et al., 2004). Measurements of these
fields were simulated at eight frequencies ranging from 1 Hz to 128 Hz, with 50 m receiver
station spacing in a 1 km by 1 km grid centered above the target anomaly. No additional
noise was simulated prior to equivalent source processing.
The equivalent source processing is applied to the data from each frequency separately,
as described in the previous section. The equivalent source layer has cells with horizontal
spacing equal to the station spacing, and a depth and thickness equal to 50 m. The con-
structed equivalent source, both real and imaginary components, is shown in figure 3.2, while
figure 3.3 shows the corresponding L-curve from which the optimal equivalent source was
created. Representative results from applying the equivalent source to the synthetic data can
be seen in figures 3.4, 3.5, and 3.6, which show data from a frequency of 32 Hz. Figure 3.4
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contains the real and imaginary electric field data produced when only the deep target block
is present. Figure 3.5 shows the real and complex components of the data produced with the
near-surface blocks present in addition to the target. The effects of static shift errors caused
by the near-surface blocks are obvious. Figure 3.6 demonstrates the results of applying the
equivalent source processing to the data in figure 3.5. It can be clearly seen that the method
significantly reduces the effects of static shift noise in the electric field measurements.
Figure 3.7 shows the amplitudes of the x and y components of the electric field at a
single location on the surface, directly above a near surface block where the effects of static
shift are most significant (located at [100,100]). The dashed line represents Ex and the solid
line represents Ey. The lines with crosses indicate the response from the target only, while
the lines with triangles indicate the static shifted response due to the presence of the near
surface blocks. The lines with circles indicate the results of applying the equivalent source
to the noisy data. As can be seen, the denoised data lie nearly on top of the clean data,
demonstrating that the equivalent source method had been effective in removing static shift.
3.4.1 Simultaneous Multiple-Frequency Equivalent Source
While the fields we measure are Laplacian at our point of measurement, in the subsurface
they remain described by the full quasi-static approximation to the EM diffusion equation,
as listed in equation 3.1. As stated above, the equivalent source layers represent the effect
of the current in the subsurface at a given frequency. We can try to take advantage of
the relationship of the fields at different frequencies by simultaneously processing the entire
data set to create all of the equivalent source models at once, rather than individually by
frequency. By considering models that are smoothly varying in the x-direction, y-direction,
and by frequency (the “ω-direction”), we impart more stability into our reconstruction, and
help preserve the coherent change of the fields with respect to frequency. By considering data
from multiple frequencies at once, we can weight the data measured at higher freqeuencies
appropriately and reduce the effects of near-surface noise.
When constructing equivalent sources for all frequencies at once, rather than creating
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them one at at time for each individual frequency, equation 3.4 still holds in general but
must be changed to account for the additional data, becoming
dω = Gωmω (3.13)
Here dω = [dω1, dω2, . . . , dωK ]
T , where K is the number of frequencies in a given survey, and







To account for the model space now being three-dimensional, the model weighting ma-


















Again, the model objective function may be modified to contain a reference model mref .
The α values are chosen such that αs < αω < αx, αy.
Here, the weighting function wω depends only on frequency. Determining the correct
weighting is important and will depend on the frequency content of the observed data. The
equivalent sources corresponding to different frequencies will have a large discrepancy in
amplitude. The use of such a frequency weighting function ensures that the constructed
equivalent sources have the correct relative amplitudes at different frequencies. Otherwise,
the model objective function in equation 3.14 would favor a set of recovered equivalent source
models that have similar amplitudes over the all frequencies (Li and Oldenburg, 2001). If the
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data have already been individually inverted by frequency using this method, good estimates
for weights are the inverse of the standard deviations of the models produced; otherwise, a








where K is again the total number of frequencies. We find that acceptable results can also
be obtained using the inverse logarithm of the measured frequencies as estimations of the
weights, and this is what we chose to use in the subsequent examples.
Equation 3.13 is still solved using the minimization method outlined in the above section.
In this case, we create a single data misfit and model norm that apply to all the data and all
the models at once. The proper β value is found using a complex linear conjugate gradient
solver - while a method such as LU decomposition could be used as the problem is linear, CG
methods are more optimal due to the size and denseness of the sensitivity matrix. Compared
to the individual equivalent source construction method, less iterations total are needed to
find the optimal β value, as we only are solving a single L-curve rather than K L-curves.
However, the iterations take a significantly longer time to converge, as the amount of data is
larger and, significantly, the size of the sensitivity matrix Gω is much larger. In the actual
numerical computation, Gω is never formed explicitly, and the matrix-vector multiplications
are performed directly using block-sparse operations for efficiency.
To demonstrate the effectiveness of the simultaneous equivalent source construction,
we applied the equivalent source denoising method simultaneously to the data from the
synthetic model discussed in the previous section, including an additional data point at 256
Hz to explore the effects of the algorithm at higher frequencies. The weighting function was
composed of the inverses of the standard deviations of the equivalent source models created
in the individual runs. In figure 3.8, we compare the effects of the equivalent source applied
individually versus applying it simultaneously by showing the amplitude of the electric field
across frequencies measured over one of the near-surface features. Here, the lines with
open squares mark the data produced using simultaneous equivalent sources. The results
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are similar to those produced with individual equivalent sources at lower frequencies, but
show improvement at higher frequencies, representing the influence of regularization across
frequency as expected.
3.4.2 Time-Lapse Equivalent Source Denoising
Time-lapse monitoring is an important application of controlled source electromagnetics,
with uses in both oil and gas and environmental fields. Changes over time in the subsur-
face conductivity structure can be detected by performing multiple data acquisition surveys
and interpreting the difference between the resulting data sets (Oldenborger et al., 2007).
Successful time-lapse monitoring requires high resolution data sets, as differences due to
time-varying changes may be small and near the level of noise. Near surface sources of noise
and static shift can conceal the effect of the changes in the target and must be removed before
interpretation. The equivalent source method is a viable way to do this. By applying the
equivalent source to each set of data collected and then differencing the resulting denoised
data sets, we avoid artifacts caused by differencing the noisy data directly and then applying
equivalent source.
To demonstrate, we modified the original synthetic model used in the previous section.
The resistivity of the eastern half of the anomaly increases to 50 Ωm, which could represent
for example an injection of CO2 in a carbon sequestration project. The near surface blocks
change in thickness and depth, and change resistivity values to range from 1.5 to 3.5 Ωm.
Again, Ex and Ey are simulated in the same receiver locations at the same frequencies using
EH3D (Haber et al., 2004). The equivalent source is applied to this second set of data, using
the equivalent sources from the initial inversion as reference models. The resulting denoised
data set is differenced with the denoised data set from the initial synthetic survey, and the
results are compared with both the true difference as well as with the difference obtained by
simply subtracting the two noisy data sets.
In figures 3.9, 3.10, and 3.11, we show the time-lapse difference for both the real and
the imaginary components of the electric fields for a frequency of 32 Hz. Figure 3.9 is the
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time-lapse difference due only to changes in the target block, while figure 3.10 shows the
time-lapse difference due to changes in the target block and the near-surface blocks. Clearly,
the result is completely distorted by the static shift present in the data due to the near-
surface features, to the point where the effects from the change in the target cannot be
seen at all. Figure 3.11 shows the result of subtracting the two de-noised data sets using
equivalent source. It manages to recover not only the general pattern of the anomaly, but
also the correct amplitudes. Note that the clean and denoised data in figures 3.9 and 3.11
have the same color scale, while the noisy data in figure 3.10 have a separate color scale due
to the significant difference in amplitude.
Figures 3.12, shows the difference in amplitude of the data measured across all frequen-
cies, for a single point above one of the near surface anomalies as before. The difference in
amplitude for the clean data is shown in the solid lines, while the difference in amplitude of
the static-shifted data is shown in the dashed lines and the difference in amplitude of the
denoised data is shown in the dotted lines. The effects of the static shift of the near-surface
features has been almost completely removed, and there is a good fit between the clean and
denoised data.
3.5 Field Data
I next test the method using a set of CSAMT data, collected and provided by BGP,
acquired to confirm and de-risk seismic data above a structural trap in a basin in western
China. In the subset of data presented here, three lines of data were collected using an 8.4 km
grounded wire transmitter, over 5 km distant from the receiver lines. Each line of receivers
was approximately 8 km long, and contained 80 stations measuring Ex. Measurements were
made at 30 frequencies ranging from 0.03 Hz to 80 Hz.
The amplitude of the Ex field for the three lines of receivers at a frequency of 32 Hz
is displayed in figure 3.13. Both static shift effects (causing the large spikes) and general
uncorrelated noise are prevalent throughout the observed data, shown in the dotted lines.
The solid lines indicate the data after equivalent source has been applied. We notice a clear
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denoising effect, with irregular peaks removed while retaining the general structure of the
data.
As an experiment, we compared the effects of a Butterworth filter of order n = 4 as
applied to the data with that of the equivalent source. In this case the Butterworth filter
was designed to achieve the same data misfit as the equivalent source had obtained in order
to provide a direct comparison. We note that such an estimate of the appropriate data
misfit is not available in practice for a straightforward application of filtering. Figure 3.14
shows the logarithm of the apparent resistivity for line 7, plotted as a function of receiver
position and frequency. The first plot shows the apparent resistivity from the observed data
with no processing, and shows significant near surface effects. The middle plot shows the
apparent resistivity calculated after the Butterworth filter has been applied to the data.
While it lessens the near surface anomalies and manages to make additional distinctions in
the values of the apparent resistivity, it remains spiky and still contains an odd anomaly at
high frequencies. The last plot shows the apparent resistivity after the equivalent source has
been applied to data from each frequency individually. The data have been well denoised,
with near surface and high spatial-frequency effects clearly removed. The apparent resistivity
is significantly improved for further interpretation.
Figure 3.15 shows the comparison between apparent resistivity secitons before and after
the equivalent-source processing. The raw data exhibit a great deal of high spatial-frequency
jumps from station to station along each line and, more importantly, between adjacent lines.
The data after the equivalent-source de-noising show smoother values across all frequencies
and locations, and are much more consistent from line to line. Although some high spatial
frequency noise is still visible (as is common in any processing that is conservative and




We have taken the first steps towards developing a flexible and practical denoising tech-
nique for frequency-domain EM surveys, using an equivalent source method. This technique
can be used for any frequency-domain EM measurements, so long as the data are collected
at multiple stations in a free-air region and the transmitter is stationary. The method can
remove noise from uncorrelated sources and near-surface features that are not of interest,
with a particular emphasis on removing the effect of spatially varying static shift caused
by near-surface conductive or resistive bodies, while preserving signal due to overall struc-
ture and deeper features. Furthermore, the method is a stand-lone procedure and can be
added on to existing processing methods without significantly increasing time or cost. The
equivalent sources can be constructed either individually by frequency, or for all frequencies
simultaneously, which improves the recovered signal across frequencies. This method has
been tested for single-survey and time-lapse denoising with synthetic CSEM data using syn-
thetic examples, and has been applied to denoise a CSAMT data set acquired in petroleum
exploration. In all cases, it has been able to significant reduce the noise in the data.
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Figure 3.1: 3D view of the synthetic model used to study the effects of removing noise from
frequency-domain CSEM data. Visible is the center anomaly at a depth of 200m, as well as
the near-surface blocks with their tops at depths between 20 and 50m deep. The thick line
on the right represents the 1km grounded wire transmitter.
Table 3.1: Locations of near-surface inhomogeneity blocks.
Block number x-center (m) y-center (m) z-center (m)
1 -400 200 55
2 -200 -300 65
3 -100 100 45
4 100 300 55































Figure 3.2: The equivalent source, both real and imaginary components, produced for the





























Figure 3.3: A log-log plot of data misfit vs. model norm, also known as an L-curve. The










































































Figure 3.4: Real and imaginary components of the Ex and Ey data at 32 Hz due only to the









































































Figure 3.5: Real and imaginary components of the Ex and Ey data at 32 Hz due to the
response of the target block and the near surface inhomogeneities. Units are in mV/m. The









































































Figure 3.6: Results from applying the equivalent source algorithm to the data from figure 3.5.
Units are in mV/m. The denoised data clearly recovers both the structure and amplitude of









































Figure 3.7: A comparison of the electric field amplitude measured directly over one of the
near-surface conductive features. The dashed lines show the x-component and the solid lines
show the y-component. Shown are the clean data, the noisy data, and the denoised data








































Figure 3.8: A comparison of the electric field amplitude measured directly over one of the
near-surface conductive features for individual-frequency and multiple-frequency equivalent
source de-noising. The solid lines show the x-component and the dashed lines show the y-
component. Shown are the clean data (x markers), the noisy data (triangle markers), and the
denoised data from individual-frequency equivalent source inversion (open circle markers).
Also shown are the denoised data from simultaneous equivalent source inversion (open square
markers). The simultaneous equivalent source performs as good as the individual equivalent








































































Figure 3.9: Time-lapse difference of real and imaginary components of the electric fields at











































































Figure 3.10: Time-lapse difference of real and imaginary components of the electric fields
at a frequency of 32 Hz, due to changes in both the target block and in the near-surface
inhomogenities. The time-lapse signal is completely distorted by the static shifts due to the








































































Figure 3.11: Time-lapse difference of real and imaginary components of the electric fields at
a frequency of 32 Hz after each set of noisy data has been denoised using equivalent source.
















































Figure 3.12: Time-lapse difference of the amplitude of Ex and Ey for a single location over
a near-surface block across multiple frequencies. The data with static shift present (dashed
line) clearly misrepresent the true time-lapse amplitude (solid line), while the equivalent
source denoised difference (dotted line) shows much better agreement with the true data.
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Figure 3.13: Electric field amplitude data at 32 Hz from three lines of a CSAMT survey taken
over a structural trap in western China. The dotted lines show observed data, which is clearly
affected by static shift. The solid lines show the data after equivalent-source processing has











































Figure 3.14: Log10 of apparent resistivity for line 7 of the CSAMT data, plotted as a function
of frequency (in log scale) and receiver position. a) Apparent resistivity direct from observed
data. Note the significant near-surface noise features. b) Apparent resistivity from Butter-
worth filtered data. Data profile is improved but still shows the effects of noise. c) Apparent
resistivity from equivalent source denoised data. The data have been improved in general,
with distinctions in the frequency content more apparent, and high-frequency features due






































































Figure 3.15: Log10 of apparent resistivity for all three lines of the CSAMT data, plotted as
a function of frequency (in log scale) and receiver position. The top row (a–c) shows the
apparent resistivity directly from observed data. All three lines show noise and near-surface
problems. The bottom row (d–f) shows apparent resistivity from equivalent source denoised
data. For each line the apparent resistivity has a smoother, cleaner profile with noise and




COMPLEX CONDUCTIVITY TOMOGRAPHY USING LOW-FREQUENCY
CROSS-WELL ELECTROMAGNETIC DATA
4.1 Introduction
For most works involving the inversion of electromagnetic data, either in the frequency
or time domains, the frequency dependence of the conductivity model (or its complex con-
ductivity) is usually ignored (Spies and Frischknecht, 1991; Wang et al., 2009; Hu et al., 2009;
Pardo et al., 2011). Although they may exist, polarization effects are typically assumed to be
small and their effect on the recorded data negligible (Wait and Debroux, 1984). There are
many cases, however, where the complex conductivity can play a significant role in assisting
detection of a target, such as when the contrast in the in-phase, or real, conductivity is not
significant enough to discriminate between the target and the background. For instance,
the advection of some non-organic contaminants may cause a change in the quadrature, or
imaginary, component of the conductivity while leaving the in-phase component of the con-
ductivity unchanged (Vaudelet et al., 2011a,b). Alternately, in some cases the data cannot
be explained using a purely in-phase conductivity model, and the addition of quadrature
conductivity is necessary in order to fit the data (Smith and Klein, 1996).
Previous works have recognized the effects of complex conductivity on electromagnetic
(EM) data, typically with the intent of modeling, and thus accounting for, its affects so
that they can be removed. In particular, the effects of complex conductivity in time-domain
EM have been the subject of several studies as the presence of low-frequency polarization
mechanisms often causes negative transients to appear in the recorded signals Flis et al.
(1989); Goold et al. (2007); Beran and Oldenburg (2008); Kozhevnikov and Antonov (2008).
Hohmann et al. (1970) performed an initial study on the possibility of detecting the effects of
complex conductivity in a layered earth using a surface-based frequency-domain EM system.
They found little difference from a non-polarized model, but the frequencies used extended
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only to 30 Hz and they measured only the changes in the amplitudes of the fields. Stoyer
(1976) analyzed the effects of complex conductivity on magnetotelluric measurements and
found that although ignoring its presence would not cause significant errors to be introduced
into interpretation of the data, including its effects in modeling of the data did produce
superior results.
Some methods have been also developed to use directly the effects of the complex con-
ductivity in EM data in order to further distinguish targets, similar to methods that look
to include EM coupling effects in induced polarization (IP) data (Commer et al., 2011).
He et al. (2010) used a combination of resistivity and IP data derived from magnetotelluric
soundings to delineate oil reservoirs, while Davydycheva et al. (2006) use the effect of com-
plex conductivity on EM methods to detect the presence of hydrocarbons in sedimentary
formations. Huang and Fraser (2002) attempted to map both the resistivity and the effective
dielectric permittivity using high-frequency (56-105 kHz) airborne EM data.
Our work seeks to explore how complex conductivity affects cross-well EM data at
frequencies below 10 kHz, where polarization effects are primarily due to polarization of the
electrical double layer of mineral grains. We propose a deterministic method for inverting
cross-well EM data for complex conductivity directly using an integral equation approach
for the forward problem and Tikhonov regularization for the inverse problem. Our method
is free of assuming a parametric representation for the complex conductivity (e.g., a Cole
Cole model, Cole and Cole, 1941), as while most polarization mechanisms are frequency
dependent, there are many cases involving clayey materials for which both the in-phase and
quadrature conductivities are nearly frequency independent in the frequency band 0.1 Hz-1
kHz (Vinegar and Waxman, 1984; Börner, 1992; Revil, 2012).
4.2 Motivation
This section discusses our motivation for this work, including recent work done on low-
frequency polarization, background on the cross-well EM method, and why understanding
how complex conductivity affects cross-well frequency domain EM data is important.
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4.2.1 Low-Frequency Complex Conductivity
Substantial progress has been made recently in understanding the origin of low-frequency
(below 1 kHz) polarization and in modeling its non-metallic contributions. Revil and col-
leagues have developed a low-frequency polarization model for sandy and clayey materials
based on the idea that the Stern layer (the inner part of the electrical double layer coating
the mineral grains) is mostly responsible for the observed low-frequency polarization (Leroy
et al., 2008; Leroy and Revil, 2009). This model explains the dependence of complex con-
ductivity on the CEC and specific surface area (Revil, 2012, 2013), the salinity (Revil and
Skold, 2011; Weller and Slater, 2012), the pH(Skold et al., 2011), the sorption of metallic
cations (Vaudelet et al., 2011a,b), the influence of the grain size of sands and gravels as well
as the permeability (Revil et al., 2012), and the saturation of the oil and water phases (Revil
et al., 2012). The effects of oil wettability and saturation were also investigated by Vinegar
and Waxman (1984), and recently by Revil et al. (2011), Martinez et al. (2012), and Schmutz
et al. (2010, 2012). Revil (2013) has recently extended this model to the frequency range
1 mHz - 1 MHz by providing a consistent picture for the low-frequency complex conductiv-
ity and the high-frequency dielectric constant through a volume-averaging approach. The
effect of metallic particles (especially pyrite and magnetite) has also a strong influence on
low-frequency polarization (Pelton et al., 1978) and could be included in a unified model de-
scribing the polarization of oil and gas reservoirs or geothermal fields. Such a unified model
remains however to be done.
The model developed by Revil and colleagues implies that for a given lithological de-
scription of a siliciclastic oil reservoir, we can compute the complex conductivity distribution
while accounting for the effect of oil saturation and eventually oil wettability. Low-frequency
complex conductivity is usually investigated by a geophysical galvanometric method known
as induced polarization. The problem with induced polarization (like for DC resistivity) is
that its sensitivity map is high only in the vicinity of the electrodes (so close to the wells
for cross-well tomography). Inverting induced polarization data jointly with electromagnetic
(EM) data would improve the sensitivity map for inverting for complex conductivity data
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between a set of wells. Such a joint inversion could be carried out not only for static problems
(snapshots) but also for dynamic problems e.g., involving the monitoring of the secondary
and tertiary recovery of oil reservoirs and the evotlution of temperature in geothermal sys-
tems. We provide in the next section a short summary of previous works on cross-well EM
investigations to emphasize how such measurements are performed and if polarization effects
can be observed.
4.2.2 Cross-Well Electromagnetics
Cross-well EM has been widely used since the early 1990s, primarily for hydrocarbon
exploration (Wilt et al., 1995). Figure 4.1 sketches a typical cross-well EM survey. An
inductive source, usually a vertical axis magnetic core tightly wrapped with turns of wire,
is lowered down into a well to various depths. This source T emits a sinusoidal signal at
desired frequencies, ranging from 5 Hz to tens of kHz (Wilt et al., 1995). The frequencies
used will depend on the source-receiver separation, formation conductivity, source strength,
and the noise level of the sensor (Spies, 1992). Higher frequencies can give better resolution,
but lower frequencies are less attenuated and have higher signal strengths.
This alternating current creates a magnetic field, which induces eddy currents in con-
ductive bodies as it diffuses between the wells. These eddy currents in turn create create
secondary magnetic fields as they decay inwards. The strength of these created fields de-
pend on the size of the body and its conductivity (which determines how quickly the current
dissipates or transforms into heat). The secondary fields created will have a different, often
lower, magnitude and phase than the primary field.
In another well, typically 10s to a couple 100s of meters away, a receiver or series of
receivers (induction coils) are localized at a set of desired depths. These receivers Ri measure
the magnetic field generated by the transmitter T as well as the magnetic fields from the
induced currents. To minimize noise in a survey, receivers are stationary at their intended
depths and the transmitter T moves to each location as needed. This allows data to be
reproduced to within 1% (Wilt and Alumbaugh, 2003).
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While much work has been done with cross-well EM, so far little attention has been
paid to the effects of polarization. However, cross-well induced polarization measurements
do exist and have been studied for engineering and environmental applications (e.g., Kemna
et al., 2004, 2005; Karaoulis et al., 2012 and references therein) as well as for oil reservoirs
(e.g., Vinegar and Waxman, 1984). If a conductive body is polarized, the capacitative
effect associated with the polarization of the electrical double layer coating the grains delays
the dissipation of the eddy currents. This combination of inductive and capacitative effects
results in the measured secondary fields increasing in amplitude and decreasing in phase with
respect to the applied primary fields (Hohmann, 1975). The sensitivity of these polarization
effects in cross-well EM then suggests including complex conductivity in inversion processes.
CSEM could then be used, for instance, to enhance detection and delineation of the presence
of hydrocarbon in exploration, in monitoring oil saturation during production through cross-
well or well-to-surface EM methods, in monitoring geothermal fields, or in remediation of
contaminant plumes.
4.3 Maxwell Equations With Low-Frequency Polarization
Faraday’s Law of induction and Ampére’s law, two of the fundamental Maxwell’s equa-
tions, are expressed in the frequency domain by:
∇× E = ıωµ∗(ω)H (4.1)
∇×H = [σ∗(ω)− ıωε∗(ω)] E (4.2)
respectively. In these equations, E denotes the electric field (V m−1), H represents the aux-
iliary magnetic field (A m−1), ω denotes the angular frequency (in rad), ı = (−1)1/2 denotes
the pure imaginary number, µ∗(ω) is the complex-valued magnetic permeability, σ∗(ω) is
the complex-valued electric conductivity (in S m−1), and ε∗(ω) is the complex-valued di-
electric permitivity (F m−1). While traditionally these latter three variables are considered
real-valued frequency-independent functions, true earth materials exhibit frequency- depen-
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dent properties because of cross-coupling effects (e.g., Marshall and Madden, 1959; Olhoeft,
1981). For instance, the electrical conductivity is complex-valued because the drift of ions in
a porous material is controlled not just by the electrical field but by electrochemical poten-
tials comprising both the effect of the electrical field (Coulomb’s law) and the effect of the
chemical potential gradient (Marshall and Madden, 1959; Grosse, 2002; Leroy et al., 2008).
This implies that electromigration is always coupled to diffusion in porous media because of
the accumulation of ions at some polarization length scales associated with the grains or the
pores (see discussion in Grosse, 2002; Revil et al., 2012).
The complex conductivity σ∗ is composed of in-phase and quadrature components (σ′
and σ′′, respectively), or equivalently amplitude |σ| and phase lag θ by the following rela-
tionships,
σ∗ = σ′ + ıσ′′ = |σ|eıθ, (4.3)
|σ| =
√







Note that with this convention, σ′′ and θ are negative quantities (e.g., Leroy et al., 2008).
There are physical reasons implying that the magnitude of the phase lag |θ| is always smaller
than 100 mrad below 1 kHz (see Vinegar and Waxman, 1984 and Figure 13 of Revil, 2012
for some examples based on distinct physical models). As mentioned above, the dielectric
permittivity and the magnetic permeability are frequency dependent because of cross-coupled
effects, and therefore µ∗ = µ′ + ıµ′′ and ε∗ = ε′ + ıε′′. That said, we make the assumption
that the magnetic permeability is frequency independent and a real-valued constant (µ) and
equal to the magnetic permeability of vacuum (4π×107 H m−1). This assumption is usually
considered to be very good for most Earth materials.
If we analyze Ampére’s law (equation 4.2), convention associates the conduction cur-
rent term σE as in phase with the electric field intensity for real conductivity, and the
displacement current term ıεωE as in quadrature with the electric field intensity for real
permittivity (Ward and Hohmann, 1991). But when both σ and ε are complex values, the
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division of the current into in-phase and quadrature terms cannot be just interpreted in
terms of electromigration and displacement current densities. Expressing Ampére’s law in











The (true) magnetic field B (in T) is given by the linear constitutive equation B = µH.
Equation 4.6 can be rewritten as
∇×H = [σeff − ıωεeff ] E. (4.7)
σeff = σ






These effective values σeff and εeff are the effective conductivity and effective permittivity
measured in EM surveys (Fuller and Ward, 1970; Vinegar and Waxman, 1984). Equa-
tions 4.6 to 4.9 show that the effective conductivity and permittivity are comprised of elec-
tromigration and polarization components. The apparent (measured) phase lag is Ψ =
tan−1(−ωεeff/σeff ) and an effective complex conductivity can be written as σ∗eff = σeff −
ıωεeff .
In source-free regions, the four Maxwell equations can be combined to form the classical
Telegraphist wave equation (Ward and Hohmann, 1991). In the frequency domain, this






H = 0. (4.10)
The term (µεeffω
2 − ıµσeffω) represents the square of the wavenumber k. Because we
are interested in EM data at low frequencies (≤ 1 kHz), we can safely neglect the dielectric
polarization of the water molecules and the Maxwell Wagner polarization (Grosse, 2002;
Revil, 2013). In this case, the (true) permittivity is frequency-independent and a real-valued
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constant. This yields the following expressions for the effective conductivity σeff ≈ σ′ and
the effective dielectric constant εeff = ε
′−σ′′/ω ≈ −σ′′/ω. This last equation clearly implies
that low-frequency dielectric effects are NOT dielectric in nature but rather associated with
the polarization of the electrical double layer coating the grains.
Therefore, when considering the wave equations for the fields, the wavenumber becomes
k = [ıωµ(σ′ + ıσ′′)]1/2 with the frequency dependence of the conductivity terms left im-
plicit (Ward and Hohmann, 1991). This assumption is made for the work in the following
sections.
4.4 Sensitivity Study
The level to which the measured amplitude and phase of the secondary fields are altered
due to the presence of complex conductivity is dependent on several factors. For cross-
well frequency-domain EM, these include the ratio of the imaginary conductivity of the
target to the real conductivity of the target, the difference between the conductivity of the
target and the conductivity of the background, the frequency of the applied source, and the
location, shape, and size of the target. To look at how these factors might influence cross-
well frequency domain EM measurements, I carried out a sensitivity study using cylindrically
symmetric 2D synthetic models with the axis of symmetry about the transmitter well (Figure
4.2).
The base models for the study used a whole space with 100 m horizontal separation
between a single transmitter and receiver, located on the same vertical plane to maximize
the strength of the signal. The source was a horizontal loop of current located at (0, 0) with a
moment of 1000 A m. The receiver, located at (100, 0) measured the in-phase and quadrature
total vertical magnetic fields. Casing effects were not included, and magnetic permeability
was assumed to be real and equal to the free-space value µ0. Two different targets were
considered as shown in Figure 4.3. Model 1 contained a block 25 m × 25 m, centered exactly
between the two wells and between the transmitter and receiver, while Model 2 consisted
of a 10 m thick layer, extending between the two wells and centered vertically between the
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transmitter and receiver.
The frequency of the source current spanned 200 values, ranging from 1 Hz to 10 kHz
with a 50 Hz linear spacing. The in-phase conductivity of the target ranged over 9 loga-
rithmically spaced values from 0.01 S m−1 to 100 S m−1, with the background conductivity
purely in-phase and equal to 1 S m−1. This is a relatively large conducitivity value for real
earth materials, but serves as a convenient numerical midpoint for this study. For each
in-phase conductivity value, 9 quadrature conductivity values were generated as fractions of
the in-phase conductivity, ranging from 0.01% to 10% (implying conductivity phase lags θ
from 0.1 mrad to 100 mrad). When the in-phase conductivity of the target is very large,
this results in some values of the quadrature conductivity of the target being larger than the
in-phase conductivity of the background.
From this test, we found that if the target is resistive compared to the background,
the presence of complex conductivity will have little to no significant effect on the measured
fields. The absolute difference between the fields measured with and without polarization
present is orders of magnitude smaller than the values themselves. This is unsurprising,
considering that cross-well EM is primarily sensitive to conductive targets. However, as
the conductivity of the target increases, the absolute difference between the fields with
and without polarization increases. At the upper limit of the study, where the in-phase
conductivity of the target is 100 times the background conductivity, the differences seen in
the fields approach the order of the measurements themselves.
In general, the absolute differences between the measured values without complex con-
ductivity and with it tended not to be not large, regardless of whether the measurements are
made of amplitude and phase or of in-phase and quadrature fields. In none of the cases was
the difference larger than the actual values of the fields themselves. Figures 4.4 and 4.5 show
the in-phase, quadrature, amplitude, and phase vertical magnetic field values for a target to
background in-phase conductivity ratio of 10:1 and an in-phase to quadrature conductivity
ratio of 1:0.03 (representing a conductivity phase lag of 30 mrad). Figure 4.4 shows the re-
sults for the 25 m block model, while Figure 4.5 shows the results for the 10 m layer model.
The plots show the results for frequencies from 1 to 1000 Hz only, to give a better grasp on
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the differences in the values.
While difficult to see with the eye, the difference in the measured amplitude with this
quadrature conductivity ratio is on the order of 6-10% - not substantial, but not insignificant,
and larger than the typical level of the noise. Figure 4.6 shows the percent difference in
amplitude for each model given the values previously mentioned. If we consider the base
1% reproducibility standard as in Wilt et al. (1995), the threshold for detection of the
presence of polarization is a quadrature conductivity of approximately 0.005 times the in-
phase conductivity, or approximately 5 mrad for θ. At this level, the measured difference
between the non-polarized fields and the polarized fields is just above 1%. If more noise is
present in the data, the quadrature conductivity must have a larger phase. Figures 4.4 and
4.5 also show that the effect on the phase is larger than on the amplitude. The absolute
difference is never more than an order of magnitude smaller than the actual phases, but
percentage-wise the difference can be significant, with the average difference being on the
order of 18% of the absolute phase lag value for a 30 mrad conductivity phase lag θ.
Likewise, we can see small differences in the in-phase and quadrature components of
the vertical magnetic field when polarization is present. The absolute differences are again
not large, but depending on the strength of the quadrature conductivity may be as close
as an order of magnitude. As a percentage of the observed field, the difference can be
very significant, with a maximum of almost 33% when the ratio of in-phase to quadrature
conductivity is 0.1 (100 mrad). At frequencies where the fields show a particular sensitivity
to the presence of the target, the difference is most notable. The real and imaginary fields
in Figures 4.4 and 4.5 do not show as smooth a transition from frequency to frequency as
might be expected in this study due to linear interpolation and frequency steps of 50 Hz.
4.5 Inversion for Complex Conductivity in FDEM
Now that we have shown that complex conductivity can have a noticeable effect on
cross-well EM measurements, we next consider ways to invert for these values. Doing so
will provide us with better fits to our data, create models that resemble more closely the
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true model, and allow us to potentially indirectly determine hydrological and petrophysical
properties in a much better way as surface conductivity and quadrature conductivity are
both sensitive to the specific surface area or the CEC (Revil, 2012, 2013).
In this section we therefore develop and modify existing inversion algorithms to take
into account complex conductivities and invert for them directly. We use three examples
to demonstrate the effectiveness of these inversions, and to show why including complex
conductivity may be important in performing the inverse problem. Each model is 2D with
cylindrical symmetry about the transmitter well. The first example, somewhat of a proof of
concept, considers a simple 1D layered conductivity structure with a single thick layer given
complex conductivities. The next two are more complex and realistic models, one using
a multiple block model and one with a conductivity structure approaching what might be
seen in field data. In all cases, we demonstrate that considering complex conductivity in the
inversion process produces a superior model compared to an inversion that does not. While
these examples are performed on synthetic data, the conclusions drawn should hold for real
data as well.
4.5.1 1D Conductivity Model
This model was created as a very simple initial test, to determine if the complex conduc-
tivity values could be inverted for directly and if they would produce superior model output.
For this model, a 2D geometry with cylindrical symmetry was utilized. The model consisted
of a three-layered structure, with uniform background complex conductivity of 0.1 + 0.001ı
S m−1 in the top and bottom layers. The 20 m thick middle layer contained a complex
conductivity of value 10 + 0.1ı S m−1, for a total of 6 model parameters. Eleven vertical
magnetic dipole (VMD) transmitters were placed in the source well at r = 0 m, and eleven
receivers were placed in the measurement well at r = 100 m to obtain the vertical magnetic
field, resulting in a total of 121 complex data values.
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Inverse Technique
The general forward problem can be expressed in a matrix form as
d = F (m), (4.11)
where d = [d1, d2, ..., dN ]
T is the vector of data measurements (each dj represents the mea-
sured total vertical magnetic field Hz for a given transmitter and receiver location at a given
frequency), the vector m = [m1,m2, ...,mM ]
T denotes a model vector representing the con-
ductivity of each cell of the model, and F (·) denotes a non-linear forward modeling function
relating the model properties to the measured data. In this case, and in the cases that follow,
this forward modeling was done using the finite-element program COMSOL Multiphysics 4.2,
using the Radio Frequency package.
The forward problem corresponds therefore to a non-linear problem. For this example,
the problem is also mixed-determined, with more data values than model parameters to
solve for. Therefore, the simplest approach of solving is to use a non-linear least-squares
technique (Tarantola and Valette, 1982). As the data are independent and either have no
noise or the noise is Gaussian, the assumptions of the method are met (Menke, 1989). With





JTn [d− F (mn)] , (4.12)
and the new model mn+1 is given by mn+1 = mn + δmn. Here the matrix J is the Jacobian
or sensitivity matrix, whose elements Jik = ∂dj/∂mk quantify the change in the j
th datum
from a unit change in the kth model parameter. The Jacobian matrix is calculated using an
adjoint method (Abubakar et al., 2008)).
The conductivity of the model has a complex value, but using a complex value in the
inversion poses difficulties. Multiplication, division, and inversion of complex matrices can
involve troublesome bookkeeping with complex conjugates, and ensuring that appropriate
weighting terms are applied to the correct real or imaginary data or model values may not
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always be possible. Determining the change in a complex data value due to a change in a
complex model value can pose problems, as it could be unclear whether the change in the
real or the imaginary part was more responsible for the difference in data. While complex
algebra is well defined, its implementation can be difficult in a practical sense.
As working with purely real vectors and matricies is simpler and more straightforward,
we break apart the complex-valued vectors and matrices, reformulating them as twice their
original size but composed of purely real values. The first half of the vector is the real-valued
part of the complex model or data values, while the second half of the vector is the imaginary-
valued part. This allows us to calculate the sensitivity by modeling the change in either the
real or the imaginary component individually, and determining the effect each part of the
conductivity has on the predicted data. Using this method, all vectors and values in the
inverse problem are purely real. The data vector is given by d = [dr1, dr2, ..., drN , di1, ..., diN ]
T ,
and the model vector by m = [mr1,mr2, ...,mrM ,mi1, ...,miM ]
T . The length of the data is 2N ,
while the length of the model vector is 2M , and the size of the Jacobian matrix is 2N ×2M .
Note that the transpose of the Jacobian matrix must correspond to a complex conjugate
transpose, and as such the lower left quadrant (corresponding to [N + 1 : 2N, 1 : M ]) will
contain a sign flip.
The inversion process starts with an initial model m0 whose values are equivalent to
the conductivity of the background model. As the initial model represents a whole space of
constant conductivity, we analytically calculate the observed data from the formulas in Ward
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2 + (dobsi,n )
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) , (4.13)
where dpre represents the predicted data, dobs is the observed data, and the subscripts r
and i indicate real or imaginary components. With these we assemble the problem as per
equation 4.12 and solve using Matlab’s ”mldivide” operator, which uses LU substitution to
carry out the inverse of [JTJ]−1. This results in an updated model vector and thus a new
conductivity model. This new model is put into COMSOL Multiphysics 4.2 to create an
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updated data vector and a new Jacobian matrix, and the data error is calculated again.
This procedure iterates until the data error falls below a given user-chosen threshold, which
we here define as 0.01, or 1%.
Inversion Results
The first inversion attempted to solve for only in-phase conductivity values, given clean
data produced from the true complex model. The model was able to fit the data with an
error of 0.86%, but the conductivities of the top and bottom layers are over-estimated and
the target layer conductivity is underestimated. Inverting for both in-phase and quadrature
conductivity values, the error decreases to 0.035%, and the conductivity values for all three
layers are much closer to their true values. Adding Gaussian noise based on 5% of the
standard deviation of the data does not change the relative results of the inversions; the
error in the data is again smaller when inverting for a complex conductivity than for a
purely in-phase conductivity, and the produced values are closer to their true values when
complex conductivity is considered. The actual numbers are provided in Table 4.1.
4.5.2 2D Conductivity Model: 2 Blocks
With the proof-of-concept from the 1D model and inversion results, we move on to more
complex models. The next scenario involves a still somewhat simple multiple-block model,
in 2D space with cylindrical symmetry about the transmitter well. The model consisted of a
50 m × 100 m area of interest, composed of 5 m × 5 m cells, for a total of 200 complex model
parameters. The background conductivity was defined as 0.1+0.001ı S m−1. Two 10 m × 10
m blocks (2 cells × 2 cells) were placed in the center line of the model, one possessing only a
real conductivity of 1 S m−1, and the other possessing only an imaginary conductivity of 0.1
S m−1. A total of 5 horizontal current loop sources, with moment 1 A m2 and frequency 1
kHz, were spaced every 20 m along the transmitter well, while measurements of the vertical
magnetic field were made at every 5 m in the receiver well at r = 50 m, for a total of 105




Due to the additional complexity, we decided to use a different forward modeling and
inversion method than for the 1D model. While COMSOL Multiphysics 4.2 is still utilized
as a forward modeling program, the inversion approach considers the forward modeling from
an integral equation approach. In this approach, the fields created from a given source are
linearly represented as the field response due to a background conuctivity structure plus the
anomalous field due to a conductivity inhomogeneity, E = Ebg+Ea (Gribenko and Zhdanov,
2007). This anomalous field is related to the current induced in the inhomogenity through
Ohm’s law, j = ∆σE. In the case of a cylindrical conductivity model with symmetry about
a source such as a magnetic dipole or horizontal loop of current, the resulting azimuthal
















GH(r− r′)∆σ(r′)Eφ(r′)s′ ds′dz, (4.15)
where GE and GH are the electric and magnetic Green’s functions, respectively, representing
the field at r due to a source at r′, and s is the radial distance (Kim et al., 2003). In short
form these equations can be written as
d = F (∆σ) (4.16)
where F (·) is the forward modeling operator and ∆σ is the vector of anomalous conduc-
tivities. Again, the data and model vectors of complex values are split into a twice-as-long
vector consisting of the real values of both components. Note that in this case the model
vector that will be solved for in inversion is no longer the true conductivity of the model, but
rather an update or addition to the background conductivity model, while the data vector is
only the anomalous magnetic field. This allows us to treat the problem as if it were linear,
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as a change in the conductivity difference is linearly related to the change in the anomalous
magnetic field.
The largest advantage of using this method is that the forward modeling call need
occur only once, in the beginning of the inversion procedure, in order to establish a Jacobian
matrix. This is done using a perturbation approach from the background model, which is
assumed to be known or at least a best-estimate. For each inversion cell, the corresponding
finite element cells of the COMSOL mesh (which is required to be finer than the inverse
model cell discretization) are assigned the conductivity of the background model, and the
forward modeling is carried out to establish a background electromagnetic field response. The
in-phase or quadrature conductivity of each model cell is then in turn modified by a small
amount with respect to its background value and the corresponding new fields are measured.
Subtracting the background field from the perturbed field creates an approximation of the
sensitivity of the data to a change in a given model parameter: a Jacobian matrix J of size








A sample image of this Jacobian matrix can be seen in Figure 4.7. Multiplying this Jacobian
matrix by the model vector ∆σ for each iteration then creates the predicted data sets. If
desired, the Jacobian matrix may then be recomputed using the full updated conductivity
and the total magnetic field and the process repeated.
As before, equation 4.16 cannot be inverted directly to obtain the model, as the problem
is nonunique and the data may contain errors. Instead, a solution is found by reformulating
the problem as the minimization of an objective function, dependent on the misfit between
the observed data and the predicted data, but also on some norm of the chosen models as
regularizers. This is known as Tikhonov regularization. The cost function to minimize is
given by
C(∆σ) = Cd + λCm (4.18)
where Cd denotes the data misfit function, Cm denotes the regularizer, and λ represents a
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regularization parameter balancing the two contributions to the cost function. The data
misfit function represents a measure of how close the predicted data from a given model
matches the observed data, accounting for the presence of noise if any. A traditional measure
of this misfit, assuming Gaussian noise, is
Cd = ||Wd(F (∆σ)− dobs)||22 (4.19)
where Wd is an N × N diagonal data weighting matrix, composed of the inverse of the
standard deviation of the errors in the data (or an estimate thereof). Here, the norm || · ||22
indicates the square L-2 norm of the function inside the double brackets.
The goal of the regularizer Cm is to guide the inversion to find the optimal model that
still fits the data, according to some criteria of optimality. Multiple types of model norms
exist depending on which criteria in the model one desires to emphasize - model norms that
value simple, smoothly-varying models are common, for instance, and often take the form of
weighted L-2 norms much like the data misfit function described above.
In this particular case, the true models are blocky with sharp edges, and as such a
smooth norm would not be the most appropriate, as it would be likely to smear the true
values out. Instead, we choose to use a minimum support regularization norm including a
measure of compactness, adapted from Minsley et al. (2007). The goal of such a norm is
to create a model that fits the data while using the fewest perturbations to the background
model as possible, scaled with respect to the sensitivity. The regularization will also attempt
to ensure the model is compact in space; that is, the perturbations to the background model
should all roughly occur in the same area at any given iteration step, though this area may







, k = 1 : M, (4.20)
where β here is a threshold term introduced for stability when ∆σ is very small or zero,
and creates a damping effect on model parameters that fall below its value. Λ is a diagonal
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, k = 1 : M (4.21)
where J is the Jacobian matrix described above by equation 4.17. Note that in Minsley
et al. (2007) the value of Λ in equation 4.20 is squared, but we find that better results are
produced in our inversions using equation 4.20.
Because this problem has both in-phase and quadrature conductivity values, Λ and Ω
are calculated separately for each type. The final Ω matrix is a sparse diagonal matrix,
block diagonal with the part from the real conductivity and the part from the imaginary
conductivity, for a total size 2M × 2M . Because the conductivities are also different orders
of magnitude, the β threshold term may be different for each Ω as well. What might be
a strict minimum threshold for the real conductivities might be too large, for instance, for
an imaginary conductivity term. While the values for β could be chosen using a separate
optimization algorithm, in this work we found that fixing the β values as at most 0.001 times
the background value for the in-phase and quadrature conductivities produced good results.
As mentioned above, the value of λ in equation 4.18 balances the data misfit norm and
the model norm in choosing the value that will minimize the overall objective function C.
Too small, and the inversion will create a non-geologic, non-structured model that simply
fits the data as best it can. Too large, and the model may become overtly compact or small,
and no longer fit the data. Picking the correct regularization parameter is done using an
L-curve approach (Hansen, 1992).
Minimizing equation 4.18 with respect to ∆σ, using the data misfit and minimum
support norm described above, results in
(Ω−1JTWTd WdJΩ
−1 + λI)Ω∆σn = Ω
−1JTWTd Wd
(
dobs − F (∆σn)
)
(4.22)
For each iteration n, this equation is solved using LU decomposition for multiple values of
λ. The L-curve technique is used to determine which of these models is optimal in terms of
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minimizing the overal objective function while satisfying the model norm and data misfit.
The newly accepted model ∆σn+1 is then multiplied by the jacobian matrix J to create a
new set of predicted data. At each step we calculate the weighted data error as
εd =
||Wd(dobs − F (∆σn))||2
||Wd(dobs)||2
(4.23)
We also calculate the model error, or the normed difference between the predicted model
and the true model, as in these synthetic cases we know exactly what the true model is:
ε∆σ = ||∆σn −∆σtrue||2 (4.24)
In practice, this model error would not be used as the true model is not usually known, but
it serves a good purpose here in demonstrating the effectiveness of including the imaginary
conductivity to produce a more accurate model. This inverse procedure is iterated until the
weighted data error falls below a chosen level, until the inversion can no longer reduce the
weighted data error beyond a minimum amount (set as 0.01), or until no cell in the model
changes beyond a minimum amount (0.95 times the previous value). Without noise, the first
criteria tends to occur before the other two; when noise is present, often the latter two occur
at approximately the same time.
Inversion Results
If no noise is present in the data, the inversion algorithm requires only a single step
to converge, reducing the weighted data error from 11.961 to 5.55 × 10−8 and reducing the
model error from 1.81 to 3.47× 10−6. When Gaussian noise with an amplitude of 5% of the
standard deviation of the data is present, the algorithm still produces acceptable results, as
seen in figure 4.8. The inversion reduces the weighted data error to 0.0047 and the model
error to 0.189, and is able to recover almost fully both in-phase and quadrature conductivity
blocks. If the same data set is inverted for in-phase conductivity only, the results are not
as good (Figure 4.9). The weighted data error is only reduced to 0.011, the model error
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is only 0.85, and the shape of the model is not as tightly defined as when both blocks are
considered.
4.5.3 2D Conductivity Model: Hydrocarbon Trap
The next scenario we consider is shown in Figure 4.10, which is adapted from one found
in Hu et al. (2009). The model is 2D with cylindrical symmetry, and consists of 1200 2 m
× 2 m cells, with dimensions of 48 m in the radial direction and 100 m in the vertical. 20
transmitters, consisting of current loops with moment 1 A m2 and a frequency of 1 kHz, are
spaced every 5 m in the well at r = 0 m, and 20 receivers measuring Hz are placed opposite
them in the well at r = 48 m. The model itself represents a potential oil or gas trap, with a
resistive area representing hydrocarbon in a sandstone overlaid by a highly conductive area
representing a clay cap layer, all lying in a relatively neutral sandstone and brine background
with a dipping layer.
The values used for these matrial properties in the context of the model in Figure 4.10, as
well as the corresponding in-phase and quadrature conductivities, can be found in Table 4.2.
The background model consists only of regions denoted by (a) and (b) in Figure 4.10. Once
the conductivities were determined using the formulas in Appendix A, the true data was
generated by forward modeling using COMSOL Multiphysics 4.2, and a noisy data set was
created by adding Gaussian noise with an amplitude of 5% of the standard deviation of the
data.
Inverse Methods
As with the previous 2D model, integral equation forward modeling theory was used as
the foundation for the inversion. The primary difference to the inversion process is the use of
a different model norm regularization. The compact source regularization was excellent for
reproducing block models, but for more broad models such as this problem, the inversions
would tend to over-simplify the structures in its quest for minimum support. Instead, we
use a total variation regularization, also adapted from Minsley et al. (2007). A pure L-
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1 model norm would produce too sharp edges, while a pure L-2 model norm might have
trouble capturing the shapes of the model and specifically the distinctions between the clay
layer and the hydrocarbon. Total variation regularization falls somewhere between, and
is equivalent to the L-1 norm of the gradient of the model - sensitive to changes while
discouraging outright un-geologic structure, but amenable to sharp boundaries should they
need to exist (Portniaguine and Zhdanov, 1999).







where Wm is the discrete form of the derivative operator ∇ with size M × M , and β is
again a stabilization and damping parameter. If we take the derivative of this functional




where R is an M×M diagonal matrix composed of the values from equation 4.25. Expanding
equation 4.18 using this model norm and the standard data misfit results in





dobs − F (∆σn)
)
(4.27)
R0 is assumed to be a identity matrix, and is updated at each further iteration based on
the previous model. Again, because we have both in-phase and quadrature conductivity, we
calculate a separate R matrix for each, and concatenate them along the diagonal to form
a sparse diagonal matrix of size 2M × 2M . Equation 4.27 is solved iteratively as with the
other 2D model, with the same stopping criteria.
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Inversion Results
Inversion results for the noise free data are shown in figure 4.11. Despite the presence
of speckles in the model, the recovered values are extremely close to the true values. The
imaginary model is able to place the clay layer’s conductivity extremely well, and is able
to detect the presence of the quadrature conductivity of the oil and gas layer as well. The
initial model error is 5.76, and the inversion is able to reduce it to 1.68, while the initial
weighted data error is 278.88, reduced to 0.0024 in the inversion.
When noise is added, the primary effect is on the ability of the model to recover the
low end quadrature conductivity. Figure 4.12 shows the recovered model after 9 iterations,
which produced the lowest model error (4.63) and weighted data error (0.0036). The real
model is recovered well - the thinness and position of the clay cap is recovered well, though
it is not entirely connected, and the lower-conductivity oil and gas layer is present. The
high values of the imaginary conductivity are recovered well, though they are spread out.
The low quadrature conductivity of the oil and gas layer is not recovered well, however, and
low values are present throughout the recovered model as artifacts. Our assumption is that
this is primarily due to the very low absolute value of the imaginary conductivity making it
difficult for the inversion algorithm to recover, as the data are not particularly sensitive to
resistive quadrature conductivities.
If the conductivities were put into log-scale in the inversion, it is possible that recovery
of the very small imaginary conductivity values would improve. Along with enforcing posi-
tivity constraints, this is how many inverse problems with different orders of magnitude in
the values of the model parameters are addressed. However, in this case transforming the
conductivity into log-scale would require significant changes to the forward modeling and
inversion processes. For example, the inversion solves for updates to the background con-
ductivity model, and thus many of the correct values for the model are zero, which results
in non-numeric values in a log-scale. It is also the case that some of the changes to the
background model are negative, which would result in a complex log-scale value. Due to
these issues, we chose not to use log-scaling for the conductivity.
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Inverting for only the real conductivity, however, produces inferior results, as shown in
Figure 4.13. After 9 iterations the model error is reduced only to 5.12 and the data error
to 0.004 - still good, but not as good as the inversion results when complex conductivity is
included. The model itself roughly picks out the location of the high-conductivity clay cap
and does show the presence of the resistive layer underneath, but the conductive values are
too low and the exact area smeared out. The model also shows the presence of artifacts, in
the unusual low values surrounding the transmitter well.
Although including complex conductivity in our inversion of cross-well EM data has
improved the tomography, we believe that the joint inversion of induced polarization and
EM data could help further, as the sensitivity maps of these methods are complementary to
each other. This will be the subject of a future work.
4.6 Conclusions
When polarization of subsurface bodies is present, the amplitude and phase of the fields
measured in frequency-domain electromagnetic surveys can be potentially altered, possibly
resulting in erroneous interpretations if not addressed. To give examples of when this might
be significant, we carried out a sensitivity study using simplified yet common conductivity
structures for cross-well frequency-domain EM. The results demonstrate that the effect of
polarization can noticeably affect the data under typical survey parameters, and while not
large still contribute to a significant difference in measurements for quadrature conductivities
as low as 0.005 times the in-phase conductivity value. If polarization effects are significant,
inverting for only the in-phase conductivities can result in incorrect models and high data
misfits. By modifying traditional inversion methods to include both in-phase and quadrature
conductivity and solve for them directly, we have shown that we can produce models that are
close to the true model and match observed data well. In all cases, the results were superior
to inversions that did not consider imaginary conductivity. This method of inversion is
also simpler and more straightforward than existing methods that attempt to fit parametric
equations such as the Cole-Cole model.
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The next step will be to jointly invert cross-well IP and EM data as galvanometric and
induction-based methods have complementary sensitivity maps. It is expected that such
joint inversion may enhance the resolution of complex conductivity tomograms and extend
the frequency range investigated from 1 mHz to few kHz.
4.7 Complex Conductivity of Siliciclastic Materials
The exact conductivities of each geologic part of the model shown in Figure 4.9 are
given through two equations based on the petrophysical relationships predicting the in-
phase and quadrature conductivities as a function of the conductivity of the pore fluid,
the saturation, and the cation exchange capactiy (Revil, 2012, 2013). The in-phase and















respectively, where F = φ−m (Archie’s law, see Archie, 1942) denotes the formation factor
(unitless) of the particular porous material, m denotes the cementation exponent (unitless),
φ the connected porosity (unitless), sw is the brine saturation (unitless), and σw is the
pore water conductivity (S m−1). The exponents n and p are saturation exponents of the
porous material with p = n − 1 (Vinegar and Waxman, 1984; Revil, 2012, 2013). B(+) is
the mobility of sodium (Na) ions in the diffusive layer of the material (in V m−2 s−1), while
Bs(+) is the mobility of sodium ions in the Stern layer (in V m
−2 s−1). The value for B(+)
is the same whether the material is primarily clean sand or primarily clayey sand, but the
value for Bs(+) will be approximately two orders of magnitude smaller for clayey sands than
for clean sands (Revil, 2012; Revil et al., 2012). The partition coefficient f is a unit-less
fractional value characterizing the partition of the counterions between the Stern and the
diffuse layer (the default value is 0.90 as discussed in Revil, 2012). The CEC denotes the
Cation Exchange Capacity of the material (in C kg−1 or Mol kg1). The CEC can be measured
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through potentiometric titrations of the mineral surface. The parameter ρg denotes the grain
density of the minerals (a default value of 2650 kg m−3 corresponding to the density of silica
can be used). The parameter QV (in C m
−3) denotes the charge of the mineral surface per







In the example reported in the main text, we assume σw = 3 S m
−1 (conductivity of
sea water), m = n = 2. The other parameters are reported in Table 4.2.
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Table 4.1: Inversion results for the 1D model. The errors are unitless. The noise level is
given with respect to the standard deviation of the data.
Inversion 1 Inversion 2 Inversion 3 Inversion 4
Conductivity Real Complex Real Complex
Noise Level 0 0 5% 5%
σTop 0.13 0.1003 + 0.00053ı 0.125 0.085 + 0.001ı
σMiddle 9.89 10.00 + 0.10ı 9.824 9.91 + 0.224ı
σBottom 0.13 0.1003 + 0.00054ı 0.217 0.181 + 0.001ı
Iterations 5 3 5 4
% Data Error 0.861 0.035 15.25 8.87
Table 4.2: The petrophysical properties for the various geologic units in the 2D model
depicting an oil trap.
Lithology (a) Clean (b) Clean (c) Clayey (d) Oil and Water
Sandstone Sandstone formation in Sandstone
sw (-) 1 1 1 0.3
φ (-) 0.35 0.3 0.2 0.3
CEC (cmol kg−1) 16 16 64000 16
βs(+) (V m
−2 s−1) 5.8× 10−8 5.8× 10−8 1.5× 10−10 5.8× 10−8
σ′ (S m−1) 0.37 0.27 1 0.027















Figure 4.1: Sketch of the layout of a typical cross-well electromagnetic survey with a target
of conductivity σ2 embedded into a background of conductivity σ1. The transmitter (T) is
a vertical-axis magnetic core wrapped with multiple-turn coils emitting a sinusoidal signal
at frequencies ranging from 5 Hz to tens of kHz. It can be moved to various positions in the
first well. This transmitter induces currents, which create a primary magnetic field. This
field interacts with the conductivity structure and creates a secondary magnetic field. The
receivers (here R1 to R8) are vertically oriented induction sensors which measure the total
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Figure 4.3: The two models used for the sensitivity study. The target block or layer is given
a variety of in-phase and quadrature conductivities. The background stays constant at an
in-phase conductivity of 1 S m−1.
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Figure 4.4: Sensitivity study results for 25 m block, from 1 Hz to 1 kHz. Shown are the
(a) in-phase, (b) quadrature, (c) amplitude, and (d) absolute value of the phase of the
vertical magnetic fields measured with and without complex conductivity, for an in-phase
conductivity ratio of 10:1 and for a quadrature conductivity ratio of 10:0.3. The differences
caused by the presence of the quadrature conductivity are small but noticeable.
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Figure 4.5: Sensitivity study results for 10 m layer, from 1 Hz to 1 kHz. Shown are the
(a) in-phase, (b) quadrature, (c) amplitude, and (d) absolute value of the phase of the
vertical magnetic fields measured with and without complex conductivity, for an in-phase
conductivity ratio of 10:1 and for a quadrature conductivity ratio of 10:0.3. The average
difference is on the order of 10%.
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Figure 4.6: Percent difference in amplitude for the layer and block models, given the values


































Figure 4.7: Sample image of a Jacobian matrix created using the integral equation forward












































Figure 4.8: The inversion results for the two-block model with 5% noise including complex
conductivity. The white outline indicates the location of the block. Both the in-phase and































Figure 4.9: The inversion results for the two-block model with 5% noise when only in-phase
conductivity is considered. The white outline indicates the location of the block. The model
is generally recovered, but is smeared out and has lower values. The data misfit is not quite










































































































































































Figure 4.10: The conductivity model used to represent a oil/gas layer underneath a clay











































Figure 4.11: The inversion results for the hydrocarbon trap model with no noise, using total













































Figure 4.12: The inversion results for the hydrocarbon trap model with 5% Gaussian noise
in the data. The in-phase conductivity of the model is still well recovered, with the gen-
eral structure clearly present and defined. The inversion recovers the high values of the






















Figure 4.13: The inversion results for the hydrocarbon trap model with 5% Gaussian noise in
the data, accounting for only the in-phase conductivity. The inversion recovers the general
structure, but the clay layer is not well defined and the values are too low. Artifacts, including




Controlled source electromagnetic geophysics are a useful and commonly-used tool to
recover information about the conductivity structure beneath the surface of the Earth. Both
time-domain and frequency-domain CSEM methods are used for a variety of purposes. But
as with any method, measurements made are invariably affected by noise and error from
many different sources. These problems occur at all phases of a geophysical survey, ranging
from sensor orientation errors during collection to static-shift noise showing up in processing
to polarization effects altering the recovered models in inversion. All of these errors can
propagate even further if we consider their cumulative effect on time-lapse inversions. The
work in this thesis has been an attempt to address the issue of what to do when these
problems with the data may affect a final interpretation.
Different approaches are required to address each of these types of issues. Equivalent
source processing is a way in which we can attune our data, removing uncorrelated noise
by using the commonalities in the data across multiple stations and multiple time-gates or
frequencies to preserve broader features and targets. This method for removing uncorrelated
noise is also highly useful in time-lapse surveys, where if left untreated such noise can obscure
the time-lapse signal completely. Further, equivalent source denoising is easily included
alongside other traditional noise-processing methods. While a common idea in potential
field processing, applying equivalent source methods to electromagnetic data in order to
enhance signal and remove noise is novel.
An alternate way to address noise and error in geophysical data is to adapt the sur-
vey strategy in such a way that these problems are minimized. It is in this respect that
the sensitivity study of the effects of complex conductivity on crosswell frequency-domain
electromagnetic surveys is most important, as the effects of polarization on measured data
may lead to inaccuracies in the inversion and interpretation of the model. Different types of
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targets will show particular heightened sensitivities to the presence of polarization at specific
frequencies, more or less regardless of the amount of polarization present. When planning
a survey in an area where polarization may be present, studying the sensitivities may give
a sense of which frequencies to avoid if the effects of polarization are not desired - or alter-
nately, which frequencies to focus on, should the effects of complex conductivity be needed
to help delineate or identify a given target.
A final way in which to approach the issue of errors in our electromagnetic data is to
consider adopting them - using the presence of what might be considered noise or error as
additional signal, or using it to guide adjustments to a model. Invariably this means that the
model, and the physics behind the model, will become more complicated and intricate, but
the results often show significant improvement. By including quadrature conductivity in the
inversion of crosswell EM data, inverted models demonstrate superior fits to the true model
and to the observed data. This relatively straight-forward adaptation is an improvement in
terms of simplicity and directness over existing methods, and shows the power of including
the effects from what would otherwise be considered as obstructing or disguising the desired
signal.
5.0.1 Future Work
The clear next step for the equivalent source work involves inversion. By comparing the
results of an inversion using the noisy electric or magnetic field data versus an inversion of
the denoised data, we could quantify the effects of applying the equivalent source beyond
their effect on a direct interpretation of the data. To keep to a strict comparison, the same
forms of regularization and weighting would need to be used in both inversions, as there are
various parameterizations of the inverse problem that might by themselves account for effects
of various types of noise such as static shift. The most straight-forward approach may be a
Gauss-Newton inversion problem using L2 regularization norms, with no additional model
weighting terms other than those for a simple and smoothly varying model, a zero or whole-
space starting model, and only over-all estimates of the standard deviations of the noise in
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the data. This would represent a typical baseline inversion of the data.
The equivalent source as described in this work is a flat layer, appropriate for data
collected on a flat plane. If data are taken over an area of varying topographic relief, having
the equivalent source be at a single depth may introduce weighting errors and incorrectly
account for the spectral properties of the data. However, the idea of an equivalent source
layer of varying heights is not new. Hansen and Miyazaki (1984) and Pedersen (1991) both
describe ways of doing so for different forms of equivalent sources. Allowing the prismatic
cells with fixed magnetization or polarization to stay at a constant depth-to-surface when
dealing with data taken on an uneven surface would thus help preserve spectral content of
the data.
Many frequency domain EM surveys collect both electric and magnetic field data, while
the equivalent source method developed here deals primarily with electric field data in the
frequency-domain problem. As such, the cells of the equivalent source layer have fixed electric
polarizations. If the equivalent source technique for frequency domain could be adapted to
include the magnetic field as well, this would increase the signal density and help to reduce
errors in the data. By itself, the electric polarization of the cells is not enough to generate
the magnetic field, so one possible solution may be to define a different form of equivalent
source, one which can generate both types of electromagnetic fields. Alternately, one could
calculate two equivalent sources, one for each type of field, and try to artificially relate them
using some form of constraints. This would be close to a joint or co-operative inversion
problem.
Joint inversion is also one of the possible directions that research dealing with complex
conductivity effects on EM data could take. While both crosswell IP and EM have been
studied intently in the past (e.g, Wilt et al. (1995); Binley and Kemna (2005)), there is little
to no significant work that has been done on joint inversion of EM and spectral induced
polarization data, let alone any that focuses on borehole applications. While both meth-
ods are used to determine the conductivity structure of the earth, EM is much better at
detecting conductive bodies, while IP is ideal for detecting resistive bodies. Further, their
sensitivity maps are complementary, in that each is particularly sensitive to different areas
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of the crosswell space (Spies and Habashy, 1995; Kemna et al., 2004), and the frequencies
used may overlap (“low-frequency” crosswell EM with “high-frequency” IP). As an example
of where such joint inversion might be useful, the inversion of the data from the hydrocarbon
trap model in Chapter 4 demonstrated low resolution of the resistive body compared to the
conductive one, particularly in regard to the complex conductivity. It is quite possible that
including IP data might help to resolve the resistive body in this model.
Another aspect that could be expanded upon lies in the physics of the reaction between
complex conductivity and EM - in this case, the values at high frequencies (above 10 kHz).
In this work, the assumption is made that the frequency falls below this threshold, and the
dielectric permittivity can be taken as frequency-independent and removed from the equa-
tions. This allows the problem to be rewritten and solved for only the complex conductivity
values, rather than the effective conductivity and permittivity. However, most frequency-
domain crosswell EM surveys are performed within this higher frequency range in order to
achieve better resolution of a given target (Spies, 1992). As such, different types of polar-
izations dominate over the Stern layer affect that I assumed in this work. Understanding
exactly how the Maxwell-Wagner and γ-polarizations interact with an inductive source and
receiver and how exactly to invert for useful quantities is worthy of further study.
In a related direction, only a limited amount of work has been done with crosswell
time-domain EM (TDEM) (Wang et al., 1994; Yu and Edwards, 1997; Alumbaugh et al.,
2001), and none with crosswell TDEM and complex conductivity. Often, crosswell TDEM
is dismissed as not particularly useful, as the Fourier transform of the time-domain signal is
equivalent to measurements taken at a sweep of frequencies. As mentioned in Alumbaugh
and Morrison (1995), lower frequencies are usually considered to have less information and
resolving power, so a sweep that includes these low frequencies (equivalent to late time gates)
has little traditional advantage over a FDEM measurement. Additionally, it is difficult to get
the same strength of signal from a small downhole TDEM source as opposed to a FDEM coil,
and the resulting signal is weaker. However, studies have clearly shown that polarization
has a strong effect on later-time TDEM measurements, and it is possible that the particular
sensitivity of TDEM to polarized features might be beneficial for detection and resolution
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when combined with the inversion strategy laid out in this work.
The methods developed in this work have been designed for crosswell EM. However,
there is a just as strong a need for surface-to-borehole methods, where either the transmitter
or receiver is on the surface of the earth rather than in a second borehole. The method
is cheaper and less invasive than crosswell systems, but the sensitivity patterns from the
transmitter to the receivers are significantly different, and very dependent upon the depth
and distance between the two. Assuming that the physics can be appropriately modeled in
terms of the kernel matrix and model weighting, the method outlined in this work should
prove valid for a surface-to-borehole survey as well.
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APPENDIX A
During the course of writing the paper that formed chapter 2, there were several deci-
sions made in order to streamline the content for the purposes of publication. This section
will expand on some of these issues.
For this work, we chose to use a prism of constant magnetization as the equivalent source.
As mentioned in the paper, there are multiple other types of equivalent sources available,
of which the most prominent type for magnetic fields is a point dipole. Dipoles have an
advantage in that their fields are simple to calculate and model, and intuitive to understand.
Bhattacharyya and Chan (1977) list the equations for modeling the changing magnetic fields
using point dipoles, and use them to remove topographic effects from magnetic data sets.
Hansen and Miyazaki (1984) expand the point dipole model into a surface upon which dipoles
are distributed, and use this again for upward continuation and removal of topographic
effects.
In general, the only requirements for the equivalent source to be valid are that 1) the
field generated by the sources satisfies Laplace’s equation in the regions above the layer,
2) the field vanishes at z = infinity (positive upward), and 3) the field must reproduce the
measured values at the boundary surface - in this case, the surface at which measurements
are made, slightly above the Earth’s surface. In this strict sense, the different types of
equivalent sources should be equivalent in applications.
However, using prisms instead of dipoles has advantages over simple dipole distributions.
First, the layer remains contiguous. Dipole distributions tend to have large gradients in the
areas around the dipole locations, which leads to instability in the inversion (Cordell, 1992;
Li and Morozov, 2006). Secondly, using prisms with depths instead of dipole distributions
or thin layers increases the ability of the equivalent source to recover frequency content
throughout the data.
As an example, we compare the magnetic fields produced by a magnetic dipole with a
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moment of 100 A·m2 at a depth of 10 m below a flat surface, and compare them with the
fields produced by a 1 m3 prism centered at 10 m with a vertical magnetization of 100 A·m
(Figure A.1). The two fields produced are very similar, with the point dipole having a more
focused effect and the prism spreading out the amplitude slightly more. However, if we take
the Fourier transform of the data and calculate the power spectra, we observe that the power
spectrum for the prism is dramatically larger than that for the dipole. This implies that
the fields produced from the prism are better able to capture the effects of noise at multiple
frequencies in the data.
A note of caution must be used here, however. If the layer is made too thin, then
the solution becomes again unstable and loses its ability to resolve spectral distinctions.
However, if the layer is made too thick, the equivalent source loses resolving power and
cannot reproduce higher-frequency content and may cease to be a numeric approximation.
The depth of the equivalent source is another parameter that needs to be considered.
Dampney (1969) studies the optimal depths for point mass equivalent sources and derives
a depth range based on the station spacing. Xia and Sprowl (1991) analyze a potential
way to choose the optimum depth of an equivalent source layer of point masses for gravity
data by maximizing the smoothness of a calculated anomaly between adjacent data points.
The optimal model depth that minimizes noise from topographic effects converges in a low
number of iterations and produces the correct data misfit. In both of these works, the
suggested depths for the equivalent sources tended to occur somewhere between 1 to 2 times
the station spacing, which correlated with optimal depths in our work.
Intuitively, this dependence on the station spacing makes sense. Fine spatial resolu-
tion of the true subsurface properties in potential field methods requires multiple receiver
locations. The sparser the deployment pattern, the poorer resolution of the fields between
the receivers. Placing the equivalent source too deep means that it cannot replicate the
higher-frequency content in the data, and creates a checkerboard pattern in an attempt to
fit it. If the layer is placed too close to the surface, the high frequency content in the data
is instead aliased.
An important difference between typical potential field measurements such as gravity
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and magnetics and TDEM measurements is that while the former are truly static problems,
TDEM is only static at any given moment of measurement. Due to the nature of TDEM, the
equivalent source reproduces the effect of currents flowing in the subsurface. These currents
are constantly moving, diffusing downward away from the transmitter. This suggests that
one option for constructing a set of equivalent sources for a TDEM data set is to place each
of them at different depths, with early time equivalent sources being nearer to the surface
and late time equivalent sources being deeper.
One possibility that I came across in my research but did not develop further was to
determine these optimal depths by using equivalent current filaments. With either a priori
knowledge or by performing a simple 1D inversion on the center-loop sounding, an estimate
of the variation of the background conductivity with depth can be made. It can be shown
(Nabighian, 1979) that the effects of the currents in the ground can be approximated by the





With the 1D estimate of the conductivity σ and taking the free-space value of µ, a series of
depths can be calculated at which an equivalent source layer could be placed.
Likewise, the equivalent source prisms possess not only thickness and depth, but also
horizontal dimensions. These too tend to be restricted by the data spacing in general. Too
few prisms (i.e. prisms with large spatial dimensions) will not be able to reproduce data
sufficiently well and at its extent will resemble a continuous layer of uniform magnetization,
while too many prisms (i.e. prisms with small spatial dimensions) may alias the near-
surface data. Moreover, placing many more equivalent sources than there are receivers
adds additional inversion time by increasing the size of the sensitivity matrix, but without
contributing a sufficient improvement to reproducing the data. However, if the station
spacing is not uniform, larger prisms may be able to be placed in areas with poor station
coverage. Cordell (1992) contains a good discussion on the distribution of equivalent sources
in reproducing and gridding data.
119
As in the work done for applying equivalent source to frequency domain EM surveys
(described in chapter 3 of this thesis), it could be possible to construct equivalent sources for
all time-gates at once, rather than a separate process for each individual time gate. As in the
frequency domain, this could impart stability into the reconstruction of the magnetic fields
and preserve the coherent change of the fields with respect to time. Considering all of the
data at once across the measured times will help weight each time-gate of data appropriately.
However, there is less need for this, as near-surface and high-frequency features are less
important in terms of removing noise from TDEM data.
A note on what counts as ”near surface” is required here. In general, the depth of
investigation in TDEM surveys is going to depend on the size of the current loop, where the
expected depth to target is approximately the length of one side of the loop. Additionally,
the station spacing may correspond to the depth to target (Nabighian and Macnae, 1991).
What counts as ”near surface” will depend on these values and the depth to target, and may
range in a practical sense up to 10 - 25% of the desired depth to target. Regardless, many
inversions of TDEM data contain existing horizontal smoothness filters that minimize the
presence of near-surface features in the data, so using data de-noised with equivalent source
will not remove additional features.
Unfortunately, time and funding permitted the further evaluation of the effect of the
equivalent source in terms of producing a superior inverted conductivity model. This may
lead to speculation as to what use the equivalent source actually is, if the de-noised data
were to result in an insignificant improvement in an inverted model. However, inversion is
but only one way EM data is interpreted. Performing denoising and then displaying the
resulting data maps is often used in the preliminary stage of interpretation. Thus the ability
to attenuate noise without huge computational expense is always relevant.
In addition, one of the benefits of the equivalent source de-noising technique is that,
in addition to producing a set of de-noised data, it also produces an accurate estimate of
the noise levels in the data, one which can be justified based on the physics of the problem
rather than on a statistical or numeric filter. This estimate of the noise can be used in the
inversion of the original data as appropriate data weights, which is a similar process as done
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with inversion of gravity and magnetic data.
The estimate of the noise level in the data using the equivalent source is an L-2 norm,
which assumes that the noise vector is the shortest connection in L-2 space between the model
data vector and the observation vector. This may not always be the best measure of the true
noise. However, in general the L-2 norm is a good measure for noise distributions without
long tails, and is not restricted to Gaussian noise. Because we know that the geometric noise
will have a limited error range and because we know that it does not have an exponential
probability distribution, using an L-1 norm would be inappropriate. As there is a lack of
other detailed knowledge about the noise, the L-2 norm entails the least assumptions in the
misfit calculations.
If the de-noised data set is used in an inversion to produce a conductivity model, the
question arises of what values to use for the data weighting, which typically consists of a
diagonal matrix composed of one over the standard deviation of the data errors. Several
options may exist. One option may be to assume that the data are completely free of
noise and error, and to replace the data weighting matrix with an identity matrix. This
weights each data value equally, which is appropriate if the data in fact contain no noise,
and the goal would be to fit the data simply as well as possible, subject to any required
model regularization. If the data still contain noise from sources that the equivalent source
cannot remove, however, this approach may be inaccurate. Another option is to subtract
the estimate of noise in the data from the equivalent source from the initial estimate of noise
in the data, which may be based, for instance, on the standard deviation of the data points.
This allows for individual data values to still be weighted according to their correctness.
Other options may exist, and this is an area where further research is needed.
When applying the equivalent source to time-lapse TDEM data, the approach taken
in the paper de-noises the initial data first, and uses the equivalent source produced as a
reference model for the second set of data. Presumably, one could switch the order of the
two around and apply the equivalent source de-noising to the latter set, using the model
produced as the reference for the former. In theory, the difference should be small as the
difference in the data should be relatively small - the equivalent sources should not change
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dramatically. This may be borne out by the fact that subtracting the two data sets first and
then applying the equivalent source with no reference model produces very similar results to
applying the equivalent source to each data set and then subtracting.
Unfortunately, the equivalent source is not always applicable in removing noise. Clearly,
noise that is correlated both in time and position across multiple receivers cannot be removed
using this method. An example of this might be an incorrect location of the transmitter
loop. Similarly, methods that involve a moving transmitter, such as airborne EM, would not
produce data suitable for de-noising using equivalent source. Equivalent source assumes that
the responses of each component for every receiver are related, because the data from each
component are generated from the same subsurface source distribution. If the transmitter
is moving from moment to moment, the receivers are not seeing the same distribution,
and thus the responses are not related. Methods that involve measuring the fields in a
conductive medium, such as marine EM, violate the assumption that we can reduce the
Helmholtz equation down to a Laplacian equation, as the conductivity is not zero where the
fields are measured and the receivers are not in a source-free zone.
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Figure A.1: The measured vertical magnetic fields and power spectra produced by a 100
A·m2 magnetic dipole at a depth of 10 m below the surface and a 1 m3 prism centered 10
m below the surface with a magnetization of 100 A·m. While the magnetic fields produced
by each are similar, the prism has a much larger power spectrum, increasing its ability to
reproduce spectral content in the data.
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APPENDIX B
During the course of writing the paper that formed chapter 3, there were several deci-
sions made in order to streamline the content for the purposes of publication. This section
will expand on some of these issues.
As in the application of equivalent source to TDEM, the specifics of the equivalent
source - its form, spacing, thickness, and depth - are important in correctly reproducing
the data and removing noise. Much of the discussion in the previous chapter is applicable
here as well. With frequency domain EM, however, we are much more concerned with near-
surface noise and its effects on our data, particularly as they apply to static shift. As such,
understanding the risks and implications of choosing the depths of our equivalent sources is
of particular significance.
As before, if the equivalent source is placed too near the surface, the high frequency
content in the data is aliased, while placing the equivalent source too deep causes problems
in replicate the higher-frequency content in the data, and creates a checkerboard pattern in
an attempt to fit it. But other factors that control the appropriate depth of the equivalent
source include the type of CSEM measurements being made and the estimated depth of the
target. CSAMT, for instance, is designed to look at deep structure, often 100’s of meters
to kilometers deep. Long grounded dipole sources are used and the measurements are often
made at a significant distance away from the transmitter. In contrast, a fixed-loop frequency
domain survey may be primarily interested in very shallow structure, often only meters or
even less.
Often we will know the rough depth of the target, either through another geophysical
method such as seismic, gravity, or magnetics, or through some other knowledge of the
background conductivity of the earth, such as measurements from boreholes. This establishes
a lower bound for the equivalent source, and gives a sense of what ”near surface” may mean
in terms of noise - namely, signal from anything above that target. In other cases, it is
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possible to use assumptions about the background conductivity along with the parameters
of the survey in order to estimate a good depth for the equivalent source. Spies (1989) has
a good discussion about the depth of investigation in MT and TDEM surveys.
As an example, static shift in CSAMT is defined primarily by three parameters: the
ratio between the length of the dipole transmitter and the size of the near surface body,
the ratio of the skin depth to the size of the body, and the conductivity of the body. One
possibility for determining a good depth for the equivalent source, then, is placing it at some
percentage of the skin depth, the depth at which the signal has dropped in amplitude by










The deepest that the equivalent source should be placed would then correspond to the skin
depth for the highest frequency. This also suggests the possibility of placing equivalent
sources at different depths for different frequencies, similar to placing an equivalent source
at a variety of depths for different time gates in TDEM, as discussed in the previous chapter.
Analyzing the effects of doing so requires more work.
In these cases, placing the equivalent source at such a depth is a deliberate tool in order
to process out more shallow features. In general, this is not a problem - the targets are
usually deep, and the shallow features may only get in the way of interpreting the signal
from the deeper targets. If the resolution of shallow structure is in fact the target, as it
might be in fixed-loop FDEM surveys, then clearly placing the equivalent source nearer to
the surface is better. However, for CSAMT methods, such structure is rarely desired.
In a typical CSAMT survey, or indeed any FDEM survey involving grounded dipoles,
the measurements of the electric fields in the x- and y-directions are from wires laid out
on the surface of the earth. Strictly speaking, such grounded dipoles do not satisfy the
requirement that the conductivity of the medium in which they measure is zero. However,
we know that the tangential electric field across a boundary is continuous just above and
just below. Since we assume that the fields measured in free air above the surface of the
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ground satisfy Laplace’s equation at any given instance of measurement, it follows that the
measurements made just below the surface will also satisfy this requirement. As such, we
can assume that the fields measured with grounded dipoles can in fact be modeled using
equivalent sources.
In the time-lapse example, we assume that the conductivity and position of the near-
surface blocks changes in addition to the change in the target block. This could represent,
for instance, a change in near surface conductivities due to different levels of rainfall. If
these near-surface blocks were to remain constant from one survey to the next, their effect
would be subtracted out from a time-lapse data set, as the contributions from different times
would not change. This is a natural advantage of time-lapse surveys in areas where structure
contributing to static shift is not likely to change.
In the simultaneous equivalent source construction section, it is shown that the higher-
frequency data is improved, while the lower-frequency data mostly stay the same. By con-
structing the equivalent source all at once, we are able to assemble a set of kernels that sense
different depth differently. This allows us to reconstruct the conductivity distribution with
more depth resolution, and the coherent change of the field with frequency is preserved. The
higher-frequency data, which naturally look shallower into the earth, respond to that depth
weighting and produce a more correct model.
While the previous chapter discusses the use of the equivalent source for removing
rotation noise from TDEM data and this chapter discusses it in the context of removing
static shift effects from FDEM data, there is in principle no reason why it could not be used
to remove either type of noise. However, the static shift effect is not often noticeable in
TDEM data, as the static shift effect is due to the build-up of charge at the boundaries of
inhomogeneities and has little to no effect on measurements of the magnetic field (Sternberg
et al., 1989). Similarly, the receivers in CSAMT data are usually located hundreds of meters
to kilometers away from the transmitter source, and as such the effect of a couple degrees of
rotation error (as might be reasonably expected) is minimal. McCracken et al. (1986) have
a good discussion on the effects of rotation error in loop-loop FDEM surveys.
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APPENDIX C
During the course of writing the paper that formed chapter 4, there were several deci-
sions made in order to streamline the content for the purposes of publication. This section
will expand on some of these issues.
In our work, we assumed that the media contained a real, frequency-independent mag-
netic permeability µ = µ0 = 4π ·10−7 N A−2. However, some materials, including basalts and
other magnetic grained rocks, may display viscous remanent magnetization (VRM) and a
complex, frequency-dependent magnetic permeability. One example is the presence of mag-
netite or pyrrhotite formed from hydrocarbon invasion in diagenetic environments (Machel
and Burton, 1991). The effects from the presence of VRM, either in the background or
in geologic structure surrounding the target, may be large enough to swamp the complex
conductivity signature from desired targets (Everett, 2012). If the effect of the VRM can
be removed from the data, the remaining complex conductivity may be detectable, but this
problem deserves more analysis.
We also assumed that the wells containing the transmitters and receivers were uncased,
meaning that the casing of the wells was non-metallic. Metallic casing remains a problem for
cross-well EM measurements, as the signals are significantly attenuated due to its high con-
ductivity and magnetic permeability, and signal-to-noise problems become significant. Liu
et al. (2008) describes multiple algorithms for inverting cross-well EM data in the presence
of one or more cased wells. While lower frequencies may reduce the attenuation, they do
not remove its effect (Guozhong et al., 2008). Further, low frequency cross-well EM mea-
surements are typically not made due to their lower resolution compared to frequencies of a
kilohertz or more. With respect to measuring complex conductivity, induction coils tend to
have poor responses at such lower frequencies in any case. Unless the quadrature conductiv-
ity of the anomalous bodies is very large, this reduction in signal-to-noise is likely to render
the detection of complex conductivity effects near impossible.
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In practice, such large signals are not likely to be seen in most rocks, particularly as cross-
well EM has a low sensitivity to quadrature resistivity. Clays are one type of material where
complex conductivity effects are likely to be seen, as they tend to have a high conductivity
compared to the background. Materials such as pyrites and copper may also be detectable
(Vaudelet et al., 2011a). Hydrocarbons are often resistive compared to the background, but
may be detectable indirectly due to the presence of biodegradation effects and other bio-
chemical interactions with the surrounding media (Cassidy et al., 2001). The challenge of
building a system which could detect these changes when the secondary field is already only
parts per million of the primary is beyond the scope of this work.
In this work, we assumed that the conductivity was effectively frequency independent
within the range of interest (Revil, 2012). Over a larger band of frequencies, and for different
polarization types, this may not always be the case. This is significant if inversion over
multiple frequencies is desired, as the conductivity would not be expected to be the same.
One option would be to represent the conductivities using an established parametric model,
such as a Cole-Cole model. Such models are able to produce successful fits to data, but
at the cost of adding parameters to the inversion. Another option may be to first perform
inversion for each frequency individually, establishing initial estimates of the conductivity
as a function of frequency, and deriving from these some sort of simpler relationship that
describes how the conductivity changes as a function of frequency. Multi-frequency inversion
could then be carried out subject to this relationship as a constraint.
A couple of notes on inversion issues. While the minimum support regularization used
for the two-block problem produces excellent results, it does not by its nature necessitate a
correct solution. The method can in fact produce multiple possible models that fit the data
to the same data error, with increasing measures of compactness. However, evaluating the
models produced in terms of both data misfit and model norm, as the L-curve technique is
designed to do, helps to reduce the non-uniqueness of the method. The value chosen for β
may also help to limit the possible models created, and a more rigorous method of choosing
this value for the in-phase and quadrature parts of the model may be advisible for future
work.
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While the minimum support regularization contains a sensitivity weighting term, Λ,
which ensures that high sensitivity regions do not dominate the solution, the total variation
regularization norm contains no such weighting by nature. Additional weighting could be
added by multiplying corresponding terms in the Wm matrix, but in these inversion results
such weighting was not seen to be needed. The question may also arise whether or not the
minimization using total variation in fact gets caught in some sort of local minimum. Such
worries are a part of non-Bayesian inversion methods in general. While the initial model
was that ∆σ was equal to zero (such that the anomalous conductivity was equal to the
background conductivity), one possibility to test for local minimums would be to start with
a different initial model and see if the final model changes significantly.
Finally, remarks on the model used in COMSOL Multiphysics 4.2. As already men-
tioned, the model is 2D with cylindrical symmetry about the r = 0 axis, where the trans-
mitter loops lie. The numerical misfit between the model for a whole space using this 2.5D
geometry and a true 3D analytic solution is negligible. In a similar vein, the difference be-
tween using a 2.5D geometry and a 3D geometry in the forward modeling is minimal, as
the sensitivity of the receiver drops off dramatically away from the r-z plane between the
transmitter and receiver (Spies and Habashy, 1995), while the speed of the forward mod-
eling is dramatically improved. The model is meshed in a finite element sense with 1 m
fineness in the area of interest corresponding to the inversion model (which is made up of
2x2 m cells), and with exponentially increasing cell sizes out to 1e6 m. The far edges of the
model are assigned a scattering boundary condition. The condition number of the resulting
sensitivity matrix, or the maximum ratio of the relative error in the model divided by the
relative error in the data, is large, which renders the problem ill-posed and mandates the
use of regularization.
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