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Abstract. A key assumption in traditional statistical process control (SPC) technique is based on the requirement that 
observations or time series data are normally and independently distributed. The presences of a serial autocorrelation 
results in a number of problems, including an increase in the type I error rate and thereby increase the expected number 
of false alarm  in the process observation. However, the independency assumption is often violated in practice due to the 
influence of serial correlation in the observation. Therefore, the aim of this paper is to demonstrate with the hospital 
admission data, the influence of serial correlation on the statistical control charts. The trend free pre-whitening (TFPW) 
method has been used and applied as an alternative method to obtain residuals series which are statistically uncorrelated 
to each other. In this study, a data set of daily hospital admission for respiratory and cardiovascular diseases was used 
from the period of 1 January 2009 to 31 December 2009 (365 days). Result showed that TFPW method is an easy and 
useful method in removing the influence of serial correlation from the hospital admission data. It can be concluded that 
statistical control chart based on residual series perform better compared to original hospital admission series which 
influenced by the effects of serial correlation data.  




Standard statistical control charts are based on the assumption that the observations obtained at each time period 
are independent. Independence means that there is no relationship between adjacent observations. However, the 
independence assumption is often violated in practice due to the effects of autocorrelation. In the discrete as well as 
continuous processes, most data exhibits autocorrelation [1]. The presence of serial autocorrelation results in a 
number of problems such as increase in type I error rate and thereby increase the expected number of false alarm [2-
3]. Thus, any serial autocorrelation should be removed before constructing the statistical control chart. 
In literature, many different techniques have been proposed to eliminate the effect of autocorrelation in 
observations [4-6]. The primary technique is to fit an appropriate time series model to the observations and then 
apply traditional control charts such as Shewhart, Cumulative Sum Control Chart (CUSUM), and Exponentially-
Weighted Moving Average Chart (EWMA) to the residuals from this model [7-9]. One of the most popular methods 
for fitting a time series model is the method of the autoregressive integrated moving average (ARIMA) model [10]. 
Specifically, the three types of parameters in the ARIMA model include the autoregressive parameter (p), the 
number of differencing (d), and moving average (q) or briefly denoted ARIMA (p, d, q). However, some of the 
traditional model identification and model parameter estimation in ARIMA model are difficult to determined. In 
addition, IQ skills and experience of researchers are also needed for constructing the ARIMA model [11-12]. 
In this paper, trend free pre-whitening (TFPW) method as suggested by Yue et al. [13] has been used and applied 
as an alternative method to obtain residuals series which are statistically uncorrelated to each other. In hydrological 
and meteorological studies, TFPW method has been extensively used before conducting non-parametric Mannn-
Kendall statistical trend test [14-16].  In general, TFPW method is based on the assumption that the time series of 
observations could be adequately described by an autoregressive process of order one, AR (1). This method involves 
modification of original observation and the removal of trend and AR (1) process in a time series.  
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Therefore, the aim of this paper is to demonstrate with the hospital admission data on the influence of serial 
correlation on statistical control charts. The TFPW method is applied to obtain the residuals series and subsequently 
an individual Shewhart control chart is constructed to investigate the performance of these residual series.  
The structure of this paper is organized as follows.  Section 2 describes hospital admission data, the individual 
Shewhart control chart and TFPW procedures. Comparison between the results of raw and residual series of hospital 
admission is given in Section 3. Conclusions are presented in Section 4.  
 
DATA AND METHOD 
Data 
A data set of daily hospital admission for respiratory and cardiovascular diseases were obtained from Department 
of Statistics, Malaysia which consist of seven major public hospitals in Klang Valley, namely Hospital Kuala 
Lumpur, Hospital Tengku Ampuan Rahimah Klang, Hospital Kajang, Hospital Selayang, Hospital Sungai Buloh, 
Hospital Serdang and Hospital Ampang. The data used are from the period of 1 January 2009 to 31 December 2009 
(365 days). 
TFPW Method 
Before applying SPC control chart in any performance, it is important to satisfy the basic assumptions that are 
needed. A key assumption in traditional SPC is based on the requirement that observations or time series data are 
normally and independent distributed. However the independency assumption is not realistic in practice due to the 
influence of serial correlation in the observations. 
In this paper, trend free pre-whitening (TFPW) method is used as an alternative method for detecting trend and 
removing serial correlation component in observation. The TFPW method is based on the assumption that the 
observation could be adequately describe by an autoregressive process of order one AR (1). AR (1) is the 
representative model for autocorrelated processes which assumed that the current observation is correlated with its 
previous observation [17]. To investigate the stationarity of AR (1) process, the trend slope was estimated by using 





medianb lj ,     (1) 
 
where b is the estimate of slope of the trend and Xl is the lth observation. Next, the raw times series data was 
detrended by removing any significant linear trend as follows: 
 
btXY tt       (2) 
 
where  
Yt  is the detrended time series data  at time t 
Xt  is the raw time series data  at time t 
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where  
r1  is the lag-1 serial correlation coefficient of the raw time series data  , Xt 
E(Xt ) is the the mean of raw time series data   









n     (5) 
 
then this time series data is assumed to be serially independent and statistical control chart can be directly applied to 
the raw time series data. Otherwise, it is considered to be serially correlated and TFPW procedure was used to 








tY is the residual series 
r1  is the lag-1 serial correlation coefficient of the raw time series data  , Xt 
Individual Shewhart Control Chart  
After applying TFPW procedure, residual series are assumed to be statistically uncorrelated and no longer 
influenced by the effects of serial correlation. In this paper, an individual Shewhart control chart can be applied to 
residual series in order to identify the performance and special causes variation in residual series over time.  The 
Shewhart control chart which is the basis for many control charts, was first proposed by Walter S.Shart in 1931, and 
it is very simple and easy to use. Basically, the standard statistical control charts include a graph of the data over 
time with three horizontal lines called the centre line (CL), the lower control limit (LCL) and the upper control limit 
(UCL). CL usually based on the mean and both control limits (LCL, UCL) typically set at 3  standard deviations 
(SDs) from the mean. For an individual Shewhart control chart, the formulae for computation of CL, LCL and UCL 
are computed as follows [19]: 
 





MRxLCL       (8) 
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MRxUCL       (9) 
where  
 
x  is the average of residual series 
 
MR  is the average moving average and MR is the range between consecutive residual series  
128.12d  
 
In order to achieve a stable and predictable performance of residual series, the series that appear outside the 
control limits is considered outliers. These outliers would be identified and removed, and the mean, standard 
deviation and control limit need to be recalculated and this process will be repeated until all residual series fall 
within the control limits.  All analyses in this study were performed using R statistical software [20]. 
 
RESULTS 
Overall, 59810 patients for respiratory and cardiovascular disease were admitted to seven major public hospitals 
in Klang Valley during the study period of 1 January 2009- 31 December 2009 with a median of 160 patients and 
interquantile range (IQR) of 42 patients. FIGURE 1 illustrates the control charts graph for raw daily hospital 
admission during the study period with mean 163.86, standard deviation 18.62 and control limits (107.99, 219.74). 
As shown in this figure, daily hospital admission process exhibits many out-of–control signals since there are 
altogether 29 points identified which fall beyond the control limits.  
 
FIGURE 1. Individual Shewart control chart for hospital admission performance (original data) plotted over time (1 January 
2009 to 31 December 2009), with upper control limit, center line, and lower limit. 
To decide if the AR(1) process needs to be removed from the original hospital admission data, the slope of the 
trend and autocorrelation coefficient are calculated then a statistical test is performed to see if it is significant. 
Results show that the slope of the trend component, b= 0.0651, r1= 0.732 with confidence intervals (-0.0889, 
0.0834). Since the value of r1 falls outside the confidence intervals, it is considered to be serially correlated and 
TFPW procedure was used to perform residual series of hospital admission. The resulting residual series of hospital 
admission can be considered independent and these residual had no longer influenced by the effects of 
autocorrelation. 
The residual series of hospital admission is plotted in FIGURE 2 with mean 42.58, standard deviation 23.9 and 
control limits (-29.11, 114.28). This figure indicates that only 2 points fall beyond the control limits. It can be 
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concluded that the out-of signals of hospital admission series in FIGURE 1 were false alarm and it appears due to 
the influence of autocorrelation in the original hospital admission data.  
 
 
FIGURE 2.  Individual Shewart control chart for residual of hospital admission  
performance (after applying TFPW method). 
Finally, to produce a stable performance of hospital admission residuals series, these outliers must be eliminated 
and the mean, standard deviation and control limits for residual series are recalculated using the remaining series. 
This step will be repeated until the control chart in FIGURE 3 indicates that the process is essentially statistically 








This study investigated the effect of serial correlation on daily hospital admission performance. The comparison 
of results from FIGURE 1 and FIGURE 2 demonstrate that the influence of serial correlation strongly affected the 
performance of hospital admission. Indeed, ignoring autocorrelation in hospital admission also causes high false 
alarm rate in control chart. For this reason, TFPW method has been used and applied as an alternative method to 
obtain residuals series which are statistically uncorrelated to each other. Results show that TFPW method is easy 
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and useful in removing the influence of serial correlation from raw hospital admission data. It can be concluded that 
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