[1] The restoration of the Everglades in Florida is an exemplary ecosystem project. A basic challenge of the restoration project is to operate the hydrologic control structures in a manner that allows the right quantity and quality of water to be delivered at the right times to the right locations. An understanding of long-term variations in seasonal rainfall as well as prospects for the upcoming season are of interest for operational planning. This paper aims to characterize the interannual variability in seasonal rainfall in the Everglades and to identify regions of Pacific and Atlantic oceans whose sea surface temperatures (SSTs) may be the carriers of the low-frequency information associated with Everglades rainfall. It is now known that interannual and interdecadal quasi-oscillatory phenomena modulate continental rainfall in many places. The amplitudes of these ''oscillations'' vary with time, and they conform to activity in specific frequency bands. The dominant low-frequency modes also vary by season. Identifying the climate modes that influence specific low-frequency aspects of rainfall is a challenge that is addressed here using wavelet analysis to diagnose the time-varying low-frequency structure and independent component analysis to identify the spatial modes of variation of the low-frequency signals. The combined approach is termed wavelet-independent component analysis (WICA). In addition to identifying dominant timescales of quasi-oscillatory phenomena that modulate interannual rainfall in the Everglades National Park, we investigate how the amplitude (power) associated with these interannual modes varies at decadal or longer timescales. The analyses presented motivate the need for the development of methods for the analysis and simulation of nonstationary hydroclimatic phenomena. The connection between the resulting low-frequency rainfall modes and sea surface temperatures (SSTs) is then established using correlation analysis using concurrent and preceding season SSTs. The results provide the motivation for the development of a new generation of simulation and forecasting models for rainfall that could directly use such low-frequency information.
Introduction
[2] The restoration of the Everglades is a landmark study that brings forth some rather interesting questions as how ''natural'' conditions can be defined and achieved in a highly modified and managed system. Water no longer flows at the same times or durations as it did historically because the movement of water is now controlled by a series of hydrologic structures. The basic challenge of restoration in this context is to operate these controlled structures in a manner that allows the desired quantity and quality of water to be delivered to the Everglades at the right times to the right locations. The challenge is complicated by the need to also meet agricultural and municipal demands while maintaining flood control. Negotiations between competing groups as to potential releases and water availability could be better informed if the risk of water shortages, or equivalently, rainfall deficits, could be better estimated. For short-run planning, one would like to have an estimate of the rainfall probability distribution for the upcoming season. For long-term planning, one would like to have estimates for the risk of a run of seasons where the rainfall is above or below some threshold. Traditionally, stochastic simulation and forecasting models have been used for these tasks.
[3] In recent years, there has been a growing recognition that climate (rainfall) may not correspond to a short memory or Markovian stochastic process. Rather, there is evidence of spatiotemporal organization in the form of band limited, episodic, quasi-oscillatory variations, such as the El Nino Southern Oscillation [Park and Mann, 2000] .
[4] The Everglades area is considered semitropical, with a hot, humid wet season (May to October) and a mild dry season (November to April). The wet season is characterized by frequent thunderstorms, and severe tropical storms. The wet seasons in south Florida start with intense rainfall in mid-May or June, followed by a period of minor precipitation events and then by heavy tropical rainfalls in late August or early September [McPherson and Halley, 1996; Van Lent, 1993] .
[5] The rainfall data for the Everglades region exhibits long memory or regimes with quasi-oscillatory behavior that may derive from low-frequency Pacific and Atlantic Ocean climate modes. The connection of these low-frequency climate modes to Lake Okeechobee inflows and south Florida rainfall has been noted by [Enfield et al., 2001; Schmidt et al., 2001; Trimble et al., 1998; Trimble and Trimble, 1998; Zhang and Trimble, 1996] .
[6] The significance of these observations is twofold. First, traditional methods for generating stochastic sequences of weather or climate will likely not work very well since they are not designed to reproduce low-frequency behavior. Second, if appropriate climate predictors can be identified, a basis may be provided for conditionally generating seasonal or longer climate/weather scenarios that could be useful for decision making of water deliveries. Thus we analyze seasonal rainfall variability in the Everglades region in the context of Pacific and Atlantic Oceans sea surface temperatures.
[7] Given this background, this paper explores the following questions: (1) What are the characteristic interannual and longer timescales of variability in the Everglades rainfall? (2) How do these modes manifest in different seasons of the year? (3) How does the strength of interannual modes vary over time? (4) How do the variations in seasonal, interannual and longer rainfall variability relate to the potential sources of their variability, specifically sea surface temperature (SST) conditions that may either be the source of the moisture or may modulate storm tracks that bring the moisture to the region in a given season?
[8] In the past, Fourier methods have been used extensively to decompose and analyze climate time series. Such a representation of the underlying signal assumes that climate processes are stationary, with linear, oscillatory dynamics, with fixed amplitude and phase embedded in a short memory noise process (e.g., AR(1)). However, many natural phenomena, such as hydroclimate processes demonstrate strong nonstationary and nonlinear dynamics [Landman and Mason, 1999; Landman et al., 2001] , and thus the adoption of the stationary and linear assumptions and the use of Fourier analysis may mask the underlying dynamics [Huang et al., 1998 ]. Wavelet transform analysis that allows a frequency decomposition of the signal with time varying amplitude and phase and admits nonlinear oscillation dynamics may be more useful for the investigation of climate variability in space and time.
[9] Wavelet analysis has been applied to many geophysical time series over the past decade. It was applied to the studies of geophysical applications [Foufoula-Georgiou and Kumar, 1995] , tropical convection [Weng and Lau, 1994] , linking monsoon and Southern Oscillation [Kulkarni, 2000] , and analyzing the temporal structure of the southern oscillation [Wang and Wang, 1996] . Hubbard [1996] gives a valuable introduction to wavelet analysis, while Torrence and Compo [1998] address a lot of the practical issues in applying wavelet analysis to climate time series.
[10] In this paper, the approach followed is generally similar to that developed by Mwale et al. [2004] . The analyses of rainfall and SST at multiple locations are done using wavelet-based independent component analysis (WICA). Mwale et al. [2004] studied spatial and temporal variability of central southern Africa with respect to the South Atlantic and Indian Oceans using wavelet analysis and wavelet-based empirical orthogonal function analysis on scale averaged wavelet power and individual scale power.
[11] At each scale or frequency, and at each time, wavelet analysis provides an estimate of the amplitude and phase associated with the wavelet basis function used. This timefrequency localization property allows wavelets to represent nonstationary oscillatory phenomena that Fourier spectral analysis cannot. Thus wavelet power at a given frequency and time may provide a way to relate evolving quasioscillatory phenomena, such as traveling waves and their attenuation in space and time. In addition to energy or power at individual scales, power over a range of scales, the scale-averaged wavelet power (SAWP), which represents the mean variance of wavelet coefficients over a range of scales may also be used. Since SAWP is a time series of average variance in a certain band, SAWP can be used to examine the modulation of one time series by another or modulation of one frequency by another within the same time series [Torrence and Compo, 1998 ]. Having obtained the SAWP and individual scale power, wavelet energy based independent component analysis can be used to extract the coherent modes of spatial and temporal variability of the SAWP and individual scale power. Independent component analysis [Hyvärinen et al., 2001] , seeks to find a rotation of the data matrix that leads to components that are independent in the sense that their mutual information is minimum, as opposed to principal component analysis where only linear independence is assured after rotation. The general procedure used to investigate the space and time variability of the Everglades rainfall and its relation to the variation of the Pacific and Atlantic Ocean SSTs using WICA is illustrated in Figure 1 .
Data and Methodology

Data
[12] The primary data considered are historical the Everglades seasonal rainfall and global SST fields. For rainfall, we use rainfall data at eight local rain gauges located in and around the southern Everglades region. The Everglades extends from the south of Lake Okeechobee to the Florida bay. There are over 60 rain gages in the region. Of these, we select only eight stations that are directly relevant for water flows into the Everglades National Park, and for which long-term reliable data are readily available. Figure 2 shows the area map with the network of the selected rain gages.
[13] Each site has a different period of record. There are a few missing values that were filled in from nearby station values. The period of record of rainfall data analyzed here extends from 1965 to 2000, during which full records after filling-in are available at each station. These series were summed up over three month intervals to make seasonal rainfall series. The main rainy season extends from midMay to October. We developed three distinct seasonal rainfall series: February -March -April (FMA); MayJune-July (MJJ); and August -September -October (ASO) corresponding to time periods where different rainfall mechanism are thought to operate.
[14] For SST, we use the anomaly gridded product of Alexey Kaplan for the same period. The data set is stored on a 5°Â 5°grid and consists of monthly anomalies from 1856 to present. Anomalies are based on the 1951 -1980 time period. The Kaplan data set is available at http://ingrid. ldeo.columbia.edu/SOURCES/.KAPLAN/.EXTENDED/ .ssta/. The global monthly SST data were transformed to seasonal SST in the same way as for rainfall.
Wavelet Analysis
[15] It is well known from Fourier theory that a signal can be expressed as the sum of a possibly infinite series of sine and cosines. This sum is also referred to as a Fourier expansion. A disadvantage of a Fourier expansion is that it has only frequency resolution and not time resolution, i.e., no amplitude modulation of the signal at a given frequency is considered. Moving window spectral analyses are sensitive to choices made for the window. The wavelet transform, which was originally proposed in the early 1900s [Chui, 1992] , provides the ability to identify frequency components as well as their variation in time. Wavelet methods have become popular for geophysical time series analysis over the past ten years. We briefly summarize the wavelet transform analysis as presented by Torrence and Compo [1998] .
[16] The term wavelets refers to sets of function of the form 8 b,a (t) = jaj À1/2 8((t À b)/a), i.e., sets of function formed by dilation and translation of a single function 8(t), called as the mother wavelet. The continuous wavelet transform of a real time series x(t) is defined by Chui [1992] :
where X(b, a) is a wavelet spectrum, 8(t) is a wavelet function, the (*) indicates the complex conjugate, b is the translation (shift) parameter and a 6 ¼ 0 is the scale parameter. By localizing the wavelet function at t À b = 0 and then by computing the coefficients X(b, a) we can explore the behaviour of x(t) near t = b. A variety of wavelet functions have been proposed [Foufoula-Georgiou and Kumar, 1995; Torrence and Compo, 1998 ]. Here we have used the Morlet wavelet, defined as 8(t) = p À1/4 e iw o t e Àt 2 /2 , where w 0 is a frequency.
[17] To estimate the continuous wavelet transform, an N times convolution of function (1) is done for each scale, where N is the number of points in the time series [Kaiser, 1994] .
Numerically, we are able to estimate wavelet power spectrum in Fourier space, at a given N points, using a discrete Fourier transform (x n ) as [Torrence and Compo, 1998 ].
where j = 0,. . .,N À 1 is the frequency index. In the continuous limit, the Fourier transform of a function 8(t/a) is given by8(aw). By the convolution theorem, the wavelet transform is the inverse Fourier transform of the product:
We can interpret information in the wavelet power spectrum at each time and scale, Torrence and Compo [1998] suggested two ways. One is time-integrated variance of energy coefficients at every scale to construct global wavelet power and another one is scale integrated variance of energy coefficients over time to compute the scaleaveraged wavelet power (SAWP) as.
The C d is reconstruction coefficient and is a constant for each wavelet function. j 1 and j 2 are scales over which the averaging takes place. d j and d t are the scale-averaging coefficient, sampling period respectively.
[18] Wavelet transform can reconstruct the original time series using either deconvolution or the inverse filter because it is a band-pass filter with a known wavelet function. The reconstructed time series can be estimated by the sum of the real part of the wavelet transform over all scales [Torrence and Compo, 1998 ]:
[19] The factor y 0 (0) removes the energy scaling, while the a j 1/2 converts the wavelet transform to an energy density. Parameters d j and d t are the scale-averaging coefficient and sampling period. The factor C d is a constant and comes from the reconstruction of a d function from its wavelet transform using the wavelet function y 0 (h).
Independent Component Analysis
[20] Independent component analysis (ICA) is a procedure that reduces a high-dimensional data set into sub components which are statistically independent. This is similar to principal component analysis. As Comon [1994] noted, ICA is a way of finding a linear transformation of the data that minimizes the statistical dependence between the components extracted from the data. Dependence is described in terms of mutual information which is the natural information-theoretic measure of the independence of random variables rather than covariance or correlation. While Figure 3 . Wavelet analysis of spatially averaged (a) annual and (b -d) seasonal rainfall. Plots show (left) wavelet power spectra and (right) global average wavelet power for annual and the seasonal rainfall (FMA, MJJ, and ASO seasons, respectively). Black contours in the spectra represent the 95% confidence level compared to red noise. The dashed black line is the cone of influence, where zero padding has reduced the variance. The dashed red line is the significance for the global wavelet spectrum, assuming the same significance level and background spectrum as in wavelet power spectra. All analyses employed the Morlet wavelet.
principal component analysis decorrelates the input data using second-order statistics and thereby generates compressed data with minimum mean squared reprojection error, ICA minimizes both second-order and higher-order dependencies in the input.
[21] ICA can be used to recover independent sources from a set of simultaneously acquired signals that result from a linear mixing of the source signals [Comon, 1994] .
The ICA algorithm makes no assumption about the mixing process except that it is linear. Therefore we wish to recover J < K independent component signals from K time series by using ICA.
[22] To explain the procedure, let us suppose that we record the voice of three persons speaking simultaneously in a room using three microphones at different positions. The recorded time signals are denoted by u 1 (t), u 2 (t) and u 3 (t). These recorded signals are the weighted sum of the speech transferred by the three speakers, denoted by o 1 (t), o 2 (t) and o 3 (t). We can express this as a linear equation.
[23] It will be useful if we can separate the original time series from the mixture time series. This is so-called the cocktail party problem. If we assume that the original time series (o 1 (t), o 2 (t) and o 3 (t)) are statistically independent then we can estimate the a ij using ICA. Assume that we observe n linear mixtures:
[24] Mathematically, an algorithm can be formulated to isolate source signals after they are multiplied by a matrix A to produce the observed signals u = {u 1 (t), u 2 (t),. . ..u N (t)} = Ao. A matrix A(n by n) can be express by equation (9).
[25] Multiplication with A represents the linear mixing process. The matrix A is estimated using ICA such that resulting signals o are mutually independent, i.e., have minimum mutual information. [27] A number of procedures have been developed to extract the source signals o using ICA [Hyvärinen et al., 2001] . Recently, it was shown that the FastICA algorithm is a computationally efficient choice for ICA. This algorithm is based on a fixed point iteration scheme for finding a maximum non-Gaussianity of W T u. It is claimed to be 10-100 times faster than conventional gradient descent methods for ICA [Hyvarinen, 1999; Hyvarinen and Oja, 1997] .
Variability of Seasonal Rainfall
Wavelet Analysis of the Seasonal Everglades Rainfall
[28] First, we applied the wavelet transform to each of spatially averaged annual as well as seasonal rainfall series from the Everglades. Figure 3 shows the wavelet power spectrum (Figure 3 , left) and its corresponding global wavelet power spectrum (Figure 3, right) . All analyses employed the Morlet wavelet and zero padding [Torrence and Compo, 1998 ]. On the spectral plots, red indicates high spectral power while blue indicates low power. The black contours in the spectrum represent the 95% confidence level relative to the global wavelet spectrum, while the parabolic curve on the left marks the cone of influence above which a sufficient number of degrees of freedom are available to reliably estimate the spectrum at a given frequency and time. A 95% confidence limit for the wavelet amplitude corresponding to a null hypothesis of red noise is also illustrated in Figure 3 [Torrence and Compo, 1998 ].
[29] Significant peaks with a period of 2 -8 years are evident in the wavelet power spectrum and global power spectrum in most of the seasons, indicating the presence of the interannual variation throughout the last several years. Interdecadal variation in the FMA and ASO season are indicated over the last thirty years. We have initially considered the 2 to 8 year frequency band on the basis of the global scale-averaged wavelet power, since this feature is indicated consistently, and can be identified at almost all times with the degrees of freedom available. [30] One can look for common low-frequency signals in the eight Everglades rainfall series by averaging the amplitude and phase time series of the wavelet coefficients for each frequency under consideration. Such an analysis [e.g., see Park and Mann, 2000] would identify common modes across the eight time series at particular frequencies and their associated amplitude-phase relationships. Here we considered that the low-frequency climate signal of interest is not concentrated at specific frequencies, but rather it is concentrated in a relatively narrow band, e.g., 2 to 8 years, for which physical causal mechanisms are relatively better understood. From a climate system perspective, the eight sites are in a small locale. While each site may exhibit a different amplitude of the signal in the interannual band, one could expect that the phase of the signal in this band is the same across all eight sites for a given season. Consequently, it makes sense to examine the long-term variation in the common scale-averaged wavelet power (SAWP) associated with the 2 -8 year band rainfall at the eight Everglades sites.
[31] First, a wavelet reconstructed component (RC) covering the 2 -8 year band was extracted from a spatially averaged eight rainfall time series. This RC represents a filtered version of the raw data that retains only the variability in the 2 to 8 year band. For the stations under consideration, the correlation of the wavelet RC, was typically about 0.9 with the corresponding raw rainfall time series.
[32] The correlation of the wavelet RCs for each season's rainfall with SSTs in the concurrent season and the preceding season (preceding 3 months from the same year) is illustrated in Figure 4 . All correlations were computed using the standard correlation formulae. Interestingly, each seasonal rainfall RC in the 2-8 year band relates most to a somewhat different location in the Pacific and Atlantic Oceans. We note that these areas are typically similar for the current season SST and the preceding season SST, suggesting that these low-frequency modes may have seasonal predictability. Further, we note that the SST regions implicated are consistent with the notion that the equatorial Pacific may influence the early season rainfall [Schmidt et al., 2001] , while the MJJ rainfall is influenced by tropical Pacific and Atlantic variability [Enfield et al., 2001] and the ASO rainfall is related to the zones often implicated in hurricane and tropical storm dynamics. These relationships are quite consistent with what we expect from the literature on the dominant dynamical mechanisms in these seasons. The MJJ rainfall is usually thought to be largely driven by local convection, but here some elements of large-scale forcing seem to be important.
[33] Subsequent analyses could explore the interdecadal variations in these interannual modes for each of the seasons, and maybe related to Atlantic and Pacific modes of variability that are not as well understood physically or temporally constrained by the analysis.
Independent Component Analysis of the Seasonal Everglades Rainfall
[34] Our focus in this section is to identify how the longterm (i.e., longer than a decade) variation in the phase and amplitude of the variability in the interannual band (2 -8 years) is manifest in the data. For each season the amplitude or power associated with rainfall variability in this band varies over time. Thus we can think of periods of episodic variability in this band that are excited and then decay. Is there structure in the occurrence of such episodes or are they random? We can explore this question by looking at the scale averaged wavelet power (SAWP) for the 2-8 year band for each time series and each year, and examining its long-term variations. The common voices or patterns in these variations can then be extracted and their attributes investigated for temporal structure as well as their relationship to modes of ocean variability.
[35] We use independent component analysis (ICA) to extract the independent components from a set of SAWP time series that were estimated by wavelet analysis of seasonal rainfall series from the eight rainfall stations. We isolate two independent components for each season from the eight SAWP time series.
[36] Independent components for each season's 2 to 8 year band of the SAWP rainfall series were estimated by the FastICA. Two independent components (e.g., waveletindependent component WIC-1 and WIC-2) in each season explained over 70% (82% for FMA, 71% for MJJ and 85% for ASO) of the variance of each season's SAWP time series. Given that we expect these eight sites to be responding to the same underlying climate signal this is to be expected. The implication is that there may be two ''voices'' or underlying modes of variability that influence regional rainfall in the 2 -8 year band. Alternatively, these two components may be thought of as orthogonal components that together represent the same underlying signal.
FMA Season
[37] The two leading WICs are highly correlated (0.56 to 0.9) with the individual SAWP series at each of the eight Everglades rainfall sites for the FMA season. Frontal storms which are expected to have high spatial coherence, and are likely to be modulated by ENSO activity in this frequency band are likely the primary mechanism for bringing moisture into the region in this season. We note that Schmidt et al. [2001] has found ENSO influence on seasonal rainfall in Florida. Recall that the investigation of the variations in the SAWP of the rainfall in the 2 -8 year band is intended to shed light on how the long-term variation in the strength of the climate mechanisms that operate at this timescale. This variation is illustrated in Figure 5 . The correlation of the two WICs with SSTs in the FMA season and the preceding NDJ season is illustrated in Figure 6 .
[38] The temporal variations in the two WICs of the SAWP (and in all the eight individual series) are all more or less congruent until about 1980 and then again near the end of the time series. Figure 6 suggests that the Oceanic influences for the two WICs may be quite different. WIC-1 seems to be associated with tropical and equatorial Pacific and Atlantic variability features often associated with ENSO as well as SSTs off the Gulf of Saint Lawrence (NE coast of Canada). WIC-2, on the other hand seems to be more closely associated with extratropical (midlatitude) SSTs. The general character of the WIC variation is interdecadal and the SST regions identified have been discussed in the context of multidecadal climate variation in the past [Enfield, 1996; Enfield and Elfaro, 1999; Enfield et al., 2001] . However, we believe that this is the first time that these features have been formally identified as modulating climate variations at the interannual (ENSO) timescale, at least in the context of South Florida rainfall.
MJJ Season
[39] The two leading WICs are highly correlated (0.54 to 0.92) with the SAWP of the 6 southern stations and modestly (0.33, 0.36) with EVC and S13. The temporal variation in the WICs and the SAWP series is illustrated in Figure 8 .
[40] The first WIC is once again correlated with SSTs in the eastern equatorial Pacific and with SSTs in the north Atlantic, while WIC-2 appears to be correlated with SSTs in the north Atlantic. Interestingly the WICs for the MJJ season seem to have higher power in rather different time periods than those for the FMA season. The large-scale mechanisms for MJJ rainfall in the Everglades are not nearly as well understood as those for FMA. Much of the literature suggests that rainfall in this season is dominated by local convection and not by large-scale mechanisms. However, over the 1965-2000 period, we note a range in MJJ rainfall from 12 to 38 inches. This is a rather large range to attribute purely to local convection. Our investigations of wind, OLR and SST composites corresponding to daily rainfall extremes in this season suggest that those rainfall events may be related to changes in the easterly trade winds and circulation around the Bermuda high. These changes are coincident with the changes expected in the winds, convection and SST over the Eastern equatorial Pacific and the middle to Western equatorial Atlantic. These are precisely the regions where we see high correlation in the current season SST versus RC or SAWP of Everglades rainfall analysis (Figures 4 and 8) 
ASO Season
[41] The ASO season's rainfall is typically associated with hurricanes and tropical storms. The RC of rainfall shown in Figure 4 was correlated with the SST regions one expects to be important for such dynamics. The temporal variation in the WICs and the SAWP series is illustrated in Figure 9 . The picture for correlation of the SAWP of these series with SSTs is not quite as clear. We note correlations with subtropical and extratropical areas in both oceans (Figure 10) , and pronounced variability in amplitude at decadal scales over the 1980 to 2000 period for the two WICs. These appear as orthogonal modes over these two decades, both temporally and spatially. An explanation of the observed pattern is not readily evident to us. Extratropical-tropical interactions are indicated but their nature is not to our knowledge discussed in the literature.
Low-Frequency SST Variability
[42] Additional analyses were performed to explore whether the main SST areas identified as correlated with WICs of the SAWP of Everglades rainfall in the 2 -8 year band exhibited concordant temporal variability at the same timescales as the indicated modulation. Four SST zones are identified: zone 1, 100°-180°W, 30°-60°N (81 grids); zone 2, 0°-80°W, 30°-60°N (88 grids); zone 3, 100°-180°W, 0°-30°N (96 grids); zone 4, 0°-80°W, 0°-30°N (77 grids). Wavelet analysis of the individual grid box SST time series in each zone and for each season was performed. The SAWP in the 2 to 8 year band time series was extracted from these analyses and then an ICA was performed on the grid box SAWP time series in each zone for each season. The resulting leading WICs were correlated and compared with the WICs of Everglades rainfall for the same season and the preceding season. The results of this analysis are consistent with those presented in Figures 6, 8 , and 10 that relate the rainfall WICs to the raw SST data, confirming those observation. In all cases, the correlations with the current and preceding season SSTs are evident, as one would expect with a low-frequency carrier of information and raising the prospect of successful season ahead prediction of the low-frequency component of rainfall. The detailed results are available on request from the authors.
Discussion and Future Work
[43] The main objective of this study was a better understanding and characterization of the mechanisms determining the low-frequency variability of the Everglades rainfall. We identify the signature of interannual structure in each season, though the locations of the associated SST carriers of the signal vary by season, in a way consistent with our understanding of the key rainfall dynamics. The importance of the interannual mode varies by season, but it is present in all seasons. Next, we explored the interdecadal variability in the amplitude (power) associated with the 2 to 8 year band of rainfall for each season and identified interdecadal patterns of modulation of the rainfall variability in the interannual band. Both temporal and spatial aspects of these modes were identified and an independent wavelet analysis of the SST fields correlated with the Everglades rainfall modes confirms that these regions exhibit signals in the same bands and hence may be carriers of the lowfrequency climate information. Note that the low-frequency variability in rainfall essentially corresponds to changed frequency of high/low rainfall in a given season from one year to another. Thus we are able to develop some explanations for the dynamics of low-frequency variability as inferred by the relatively sophisticated statistical analyses used to filter the data.
[44] We note that others have found evidence of temporal variability at the scales we identify and have discussed potential interactions between the tropics and extra tropical Atlantic and Pacific Oceans that translate into observed modes of rainfall and circulation variability in the interannual and interdecadal bands. Of note in this regard are the papers by [Chang et al., 1997; Mehta, 1998; Mehta and Delworth, 1995; Rajagopalan et al., 1998; Trenberth and Hurrell, 1994] . To our knowledge, the demonstration of the modulation of the amplitude of the interannual variability by interdecadal modes, and its associated SST spatial structure is new. We did not attempt to connect our analyses directly to the literature on the purported Atlantic Multidecadal Oscillation that has been connected to rainfall variability in certain seasons in Florida by others. Given the 35 years of data we had available, an evaluation of the AMO's role was not feasible.
[45] Our ongoing research focuses on using the spatiotemporal structure identified to postulate specific hypotheses as to how information may cascade across frequency scales, and to develop operational tools for rainfall time series simulation and forecasting that can produce (1) daily rainfall sequences for each season or (2) seasonal total rainfall, conditional on a low-frequency structure identified as in the analysis here. Such multiscale models that rely on structural ocean-atmosphere connections identified using historical data or integrations of ocean-atmosphere general circulation models could then potentially be used for improved downscaling of climate change or climate forecast models or to directly generate probabilistic simulations that provide a much more realistic simulation of the interannual variations in within season rainfall statistics, and hence of the clustering of drought and flood periods. Such models are being developed using nonlinear time series methods in conjunction with Bayesian learning and nonhomogenous hidden Markov models.
