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ABSTRACT
Global anthropogenic impacts have incited devastating effects on both human and
wildlife populations. Emerging infectious diseases (EID) are one consequence of these
impacts. One particular EID, chytridiomycosis, is a threat to global amphibian
populations, causing massive die-offs and several species extinctions. While predictive
modeling has helped the general understanding of where the aquatic pathogen causing
chytridiomycosis, Batrachochytrium dendrobatidis (Bd), could spread to, most models
are on continental or countrywide scales. This coarse-scale modeling makes local
management and conservation planning for imperiled amphibians difficult. In addition,
modeling efforts can vary depending on location and species, making it necessary to test
the predictive abilities of multiple models. This research performed three Species
Distribution Models (SDMs) – a generalized linear model (GLM), a generalized additive
model (GAM), and a maximum entropy model (MaxEnt) – for the Bd fungus in westcentral Colorado, an area of management interest for the endangered boreal toad
(Anaxyrus boreas boreas). The discriminative abilities for all three models were high
according to each SDM’s AUC value (GLM AUC = 0.767; GAM AUC = 0.840; MaxEnt
AUC = 0.742). The predicted variables underlying each of these models were similar to
previous Bd modeling efforts, and discrepancies among the three models were minimal.
In contrast, similarities in the different SDM’s predictive results suggested testable
hypotheses to better understand Bd distribution and create more informative SDMs. This
research is the first step towards spatial modeling on finer spatial scales that can be used
for a specific management purpose.
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INTRODUCTION
Numerous global changes are threatening the Earth’s wildlife populations. From
habitat degradation and fragmentation (Balcom and Yahner 1996, Cushman 2006, Crispo
et al. 2011), to climate change (Baker et al. 2008, Crispo et al. 2011), and pollution
(Davidson et al. 2002), these impacts have led to the decline and extinction of hundreds
of species in the past few decades (Eldredge 1998, Stuart et al. 2004, Adams et al. 2013).
As a result, global anthropogenic changes have had synergistic effects on other
factors affecting wildlife, such as disease. For example, fragmenting or destroying habitat
causes species of waterfowl to overcrowd in refugia, leading to unsanitary conditions and
the proliferation of avian cholera via unnatural amounts of close-contact with
conspecifics (Wobeser 2006). Climate change has allowed disease vectors, such as ticks
and mosquitos, to increase their range, thus infecting populations in novel areas (Gray et
al. 2009). Chemicals, such as pesticides and pharmaceuticals, have caused genetic
anomalies, neurological disease, organ failure, and endocrine, nervous, and immune
system complications in many aquatic and terrestrial species, all of which may increase
susceptibility to infectious disease (Bridges 2000, Wobeser 2006, Mann et al. 2009, Carr
and Patino 2011, Sun et al. 2012). Perhaps as a consequence of these interactive effects,
emerging infectious diseases (EIDs) have become one of the major concerns of wildlife
conservation as well as human health (Harvell et al. 2002, Racaniello 2004).
An EID is defined as a disease that has erupted and rapidly spread through its
host’s population (Harvell et al. 2002, Lips et al. 2006, Rachowicz et al. 2006). EIDs are
an environmental threat due to their epidemic nature and their ability to decimate plant,
animal, and human populations. Some diseases will infect a single taxonomic group, such
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as bats impacted by white-nose syndrome (Wibbelt et al. 2010, Olsen 2011), but EIDs
can also be zoonotic, infecting both humans and wild animals (Cooke et al. 2006,
Wobeser 2006, Inaida et al. 2011). Studying EIDs and the factors that allow them to
disperse is thus important for both wildlife and human dimensions (Wobeser 2006).
One EID that has caused catastrophic population declines and extinctions is
chytridiomycosis (Muths et al. 2003, Berger et al. 2005, Lips et al. 2006).
Chytridiomycosis is a lethal skin infection in amphibians, caused by the aquatic chytrid
fungus, Batrachochytrium spp. (Piotrowski et al. 2004, Martel et al. 2013). While plants
and invertebrates are the typical hosts for other chytrid fungi (Ibelings et al. 2004, Ota
and Kawano 2015), B. dendrobatidis (Bd) and B. salamandrivorans (Bsal) are the only
two known chytrid fungi that have vertebrate hosts (Longcore et al. 1999, Martel et al.
2013). While Bsal is currently restricted in Europe and Asia and primarily infects
salamander species (Martel et al. 2013), Bd has a global distribution and is responsible
for extreme amphibian die-offs and extinctions, most notably in Central America and
Australia (Berger et al. 1998, Lips et al. 2008). Bd is thus a current threat to amphibian
biodiversity due to its distribution, ability to persist in the environment, and use of
alternative hosts (McMahon et al. 2013, Scheele et al. 2014).
Understanding how disease pathogens, like Bd, can disperse through the environment
and what factors allow them to persist in a given location is crucial for effective
management of susceptible species. Current research suggests that environmental factors
such as temperature, precipitation, topography, and general habitat structure can alter the
rate of infection and the persistence of a number of different EIDs, including Bd (Harvell
et al. 2002, Roedder et al. 2009, Flory et al. 2012, Stevenson et al. 2013). In addition,
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global climate change is hypothesized to be causing range shifts and increased infection
rates in several vector-borne human pathogens, such as malaria, Lyme disease, yellow
fever, and dengue (Harvell et al. 2002). This indicates that vectors for these particular
diseases are dispersing in response to changing environmental conditions. While any one
of these factors may not be the sole reason behind EID range deviations, determining the
connections between disease vectors and climatic variation is important for EID dispersal
predictions. Understanding EID dispersal patterns can reveal host populations at higher
risk for being exposed to the EID; with this knowledge, effective management and
planning practices aimed at reducing infection rates and controlling EIDs can be tailored
to a particular population or species.
Modeling has been a useful tool for ecologists to predict the distribution and spread of
EIDs like chytridiomycosis. Species distribution modeling (SDM) has helped elucidate
the spread and habitat preferences of white-nose syndrome in bats (Flory et al. 2012), the
risks of avian West Nile Virus (Gao et al. 2009), the geographic distribution of H1N1
virus in human populations (Inaida et al. 2011), and has helped determine the biotic and
abiotic variables associated with Bd’s presence on the landscape (Muths et al. 2008,
Olson et al. 2013).
SDMs have been constructed in two basic ways based on available data.
Optimally, both presence and absence data are available. Knowing where a species is not
found is as important as where a species is located, and having true absence data provides
a holistic view of a species’ distribution, highlighting the micro- and macro-habitat
features that are important to an organism’s spatial distribution (Brotons et al. 2004,
Guisan and Thuiller 2005). However, when the methods for collecting a species’
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presence or absence are flawed or the method of collecting species data does not include
absences, as in this study, presence-only analysis is also useful (Hirzel and Guisan 2002,
Brotons et al. 2004, Guisan and Thuiller 2005). To perform a SDM with presence-only
data, pseudo-absences are randomly generated to create the background layer of a species’
distribution in lieu of true absence data (Stockwell and Peterson 2002, Ward et al. 2009,
Phillips and Elith 2011).
Several alternative modeling tools are available for presence-only analysis,
including generalized linear models (GLM), generalized additive models (GAM), and
Maximum Entropy Modeling (MaxEnt). All three models perform well using presenceonly SDMs (Wisz et al. 2008). GLM and GAM are types of regression models that, due
to their ability to incorporate various data distributions, have been greatly utilized in
ecology (Guisan et al. 2002). While related to linear regression (LR) models, these SDMs
are not constrained in the same manner as LR models: they allow for nonlinearity and
non-constant variances within the data (Hastie and Tibshirani 1987, Guisan et al. 2002).
In addition, both can handle a large class of distributions for the response variable, allow
for non-Gaussian distributions, and the response variables can be qualitative and semiqualitative (McCullagh 1984, Guisan and Harrell 2000). Both GLM and GAM can
incorporate a link function to ensure linearity among the response and linear predictor
variables, in addition to addressing overdispersion issues (Guisan et al. 2002). This is
especially important when dealing with presence and absence data, which is represented
binomially and has a non-constant variance.
Specifically, GLMs are defined as a generalization of an ordinary least squares
model (Hijmans and Elith 2013), whereas GAMs are a semi-parametric extension of
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GLMs (Guisan 2002; Hastie and Tibshirani 1986, 1990). The main differences between a
GLM and a GAM is, with the latter, the underlying assumption is that the predictor
functions are additive and a non-parametric smoothing parameter can be attached
independently to each predictor (Guisan and Zimmermann 2000).
MaxEnt is a machine-learning method of SDM, specifically geared towards
presence-only modeling techniques (Phillips et al. 2006, Hijmans and Elith 2013), where
the model estimates a species’ probable distribution through maximum entropy. In other
words, each pixel of the study area will have a calculated probability of a species being
present based on the largest unpredictability constant (Phillips et al. 2006). While
relatively new, MaxEnt’s performance usually matches or exceeds other SDM models,
including those comparing GLM and GAM. Due to its ability to perform well with both
large and small sample sizes (Phillips et al. 2006, Wisz et al. 2008), this modeling
technique has been utilized in a multitude of SDMs focused on a variety of species
(Hernandez et al. 2006, Phillips et al. 2006, Kumar and Stohlgren 2009, Murray et al.
2011b, Flory et al. 2012, Natale et al. 2013). In many cases, MaxEnt’s presence-only
methods have been shown to be more effective than the other analyses (GLM, GAM) at
determining a species’ distribution and it has thus been used frequently (Phillips et al.
2006, Kumar and Stohlgren 2009, Flory et al. 2012, Natale et al. 2013).
While SDMs have previously been created for chytridiomycosis, most spatial
modeling for Bd is coarse, with the Bd model’s scope being continental or global
(Rodder et al. 2010, Liu et al. 2013, Olson et al. 2013). These predictive models, although
useful for understanding the distribution of chyrid, are on unreasonable scales for local
management efforts. For agencies working on captive breeding programs for threatened
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or endangered amphibians, for example, knowing precisely where Bd can spread is vital.
Thus, predicting Bd’s potential distribution on a local or regional level can provide
managers the option to proactively plan for protecting vulnerable amphibians within
those regions, especially if Bd has yet to be detected in those areas.
The goals of this research are to (a) create fine-scale SDMs for for Bd via GLM,
GAM, and MaxEnt for a region of management importance, and, (b) determine which of
the three is the most effective SDM for Bd via model comparison. This project is focused
on west-central Colorado because of necessary Bd management efforts in this area.
Colorado Parks and Wildlife (CPW) is planning a reintroduction of the endangered boreal
toad (Anaxyrus boreas boreas) in the southern Rocky Mountains. Both habitat change
and chytridiomycosis have been implicated in the boreal toad’s declining status (f et al.
2003, Muths et al. 2008, Murray et al. 2011b). Thus, understanding the current, and
possibly future, distribution for Bd within this region is vital for the boreal toad
reintroduction effort to be successful.

METHODS
Study Region, Species Sampled, and Site Selection
This study focused on 17 Colorado counties in west-central Colorado (Figure 1):
Garfield, Eagle, Summit, Park, Lake, Pitkin, Mesa, Chaffee, Gunnison, Delta, Saguache,
Mineral, Hinsdale, San Juan, Ouray, San Miguel, and Montrose. While the boreal toad is
the focal species for this research, it can be scarce on the landscape. Fortunately, boreal
toads share their habitat with the Arizona tiger salamander (Ambystoma mavortium
nebulosum) and chorus frogs (Pseudacris spp.). While the latter species have not been
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detrimentally impacted by chytridiomycosis, they carry Bd zoospores. Thus, these nonfocal species can be sampled for the presence of Bd when boreal toads are absent.
Sample sites for the fungus were chosen by three methods: (1) known boreal toad
breeding sites (sampled by CPW), (2) satellite imagery (Landsat 8, Google Earth), and
(3) historic locations known to have amphibians. Metamorphic adults were captured via
seining, handheld dip nets, or by hand. Metamorphic individuals were the only
amphibians sampled because they are better reservoirs for the fungus than larval
amphibians (Muths et al. 2003, Woodhams et al. 2012). Amphibians were sampled for
Bd using methods described by Becker and Harris (2010): upon capture, amphibians
were handled with latex gloves and swabbed approximately 20 times on their ventral
surface using sterile, cotton-tipped swabs. The belly, legs, and costal grooves (if present)
were targeted for swabbing. Once finished, the swabs were placed in BD Falcon® 50mL
tubes, filled with 5mL of 70% ethanol. Tubes were immediately placed in a refrigerated
cooler in the field and kept refrigerated until they were delivered and processed for Bd
DNA by Pisces Molecular, LLC (Boulder, CO). To prevent contamination between sites,
all materials that came in contact with the amphibians or the site’s water were either
vigorously cleaned using a 5% bleach solution or disposed.
A minimum sample size of 20 metamorphic amphibians for Bd testing was
predetermined by CPW. Thus, if 20 animals were tested and did not have Bd, the site was
determined to be a “true negative,” whereas if one or more amphibians had the fungus,
that site was deemed “positive” for Bd. In many cases, however, there were not enough
metamorphic animals at a site to meet the minimum sampling requirement for a “true
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negative.” This caveat is what led the authors to use the presence-only modeling
techniques discussed in the Analysis section.

Variables Tested
Monthly average precipitation (mm *100) and average temperature (°C ) were
gathered over a 15-year period (1995 – 2015) from PRISM Climate Group’s publically
available dataset (prism.oregonstate.edu). The 15-year time period was selected as an
arbitrary starting point for temperature and precipitation averages over that selected
period. Elevation, slope, and aspect of west-central Colorado were also used in the model.
A Digital Elevation Model (DEM) was retrieved from the USDA Natural Resource
Conservation Service’s geospatial data gateway (datagateway.nrcs.usda.gov), and both
slope and aspect were calculated in ArcMap 10.4.1 from the DEM.
For vegetation, two categories of variables were used: a normalized difference
vegetation index (NDVI) and land use. NDVI is defined as the amount of surface
reflectance given off by plants in the “red” (λ ~ 0.6 – 0.7 µm) and near infrared (λ ~ 0.75
– 1.35 µm) regions of the light spectrum. These wavelengths have been used to calculate
the amount of vegetation within a region in many remote sensing studies using the
following equation:
NDVI =

(nir − red)
(nir + red)

where nir = near infrared surface reflectance and red = red surface reflectance from
satellite imagery (Myneni€et al 1995; Carlson and Ripley 1997). Previous studies suggest
that large amounts of vegetative cover provide cooler, and thus optimal, habitat for the
Bd fungus (Whiles et al. 2006). Satellite imagery from Landsat satellites were used to
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create the NDVI from both 1995 (Landsat 5 TM) and 2015 (Landsat 8 OLI/TIRS). The
specific imagery that was collected from both years was from mid to late June (June 12th
to June 26th), which is approximately the peak vegetation growth for the region. An
NDVI was calculated for each Landsat scene used, and the scenes were linearly
standardized before image mosaicking occurred. In addition, another linear
standardization occurred between the two years to standardize the NDVIs between each
other. Finally, a difference NDVI (NDVIdiff) was calculated, where the 1995 NDVI
(NDVI95) was subtracted from the 2015 NDVI (NDVI15). The NDVIdiff was calculated to
determine whether the vegetative change between NDVI95 and NDVI15 was influential for
the SDM. The second vegetation variable, land use, was chosen to determine whether
anthropogenic influences within this region impacted Bd distribution. The 2011 National
Land Cover Database (NLCD) was used to represent this variable. NLCD data is
publically available as part of USGS’s Multi-Resolution Land Characteristics Consortium
(www.mrlc.gov/finddata.php).
While Bd is considered an aquatic fungus, studies have shown that the fungus can
survive in damp soil for weeks at a time (Johnson and Speare 2005). Thus, an indirect
method for measuring soil moisture, Available Water Storage (AWS), was collected for
the region from the USDA NRCS’s National Cooperative Soil Survey (SSURGO). Soil
water storage up to 150 cm beneath the surface was used for this analysis. All
explanatory variables were in raster format with 30 m cell size, and they were mosaicked,
clipped, and managed in ArcMap 10.4.1.
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Analysis
In total, 34 variables were initially chosen to determine Bd’s distribution (Table
1). First, multicollinearity was checked. While there was expected to be some collinearity
among the predictor variables (Murray et al. 2011b), reducing the amount of severe
multicollinearity was imperative. Most of the monthly temperature and precipitation
variables were highly collinear with each other; thus, monthly temperature and
precipitation were grouped by season: Winter (December, January, February), Spring
(March, April, May), Summer (June, July, August), and Autumn (September, October,
November). Next, any aliases, or highly dependent variables, were identified in the model
and were removed. Subsequently, the Variable Inflation Factor (VIF) was utilized to
identify highly collinear variables. Since the variables are typically more correlated than
usual (ex. temperature, precipitation, and elevation), a relaxed VIF limit of 10 was used.
In this regard, any variables with a VIF > 10 were removed from the model. Due to the
level of grouping in the data, the Pearson’s Correlation Coefficient was used to indicate
variables with high multicollinearity (> 0.5), and any variables that exceeded the chosen
limit were removed. The VIF was checked again, and any ungrouped collinear variables
were removed. Finally, an all-possible regressions approach was used to select the final
variables in the model (Schatzoff et al. 1968). The variable combination with the lowest
AIC, highest Adjusted R2, and best Mallows’ Cp – a regression model statistic where the
optimal model is chosen when the Cp value is small and close to the number of predictors
in the model (Stone and Brooks 1990, Mallows 1995)– was chosen for the SDM.
SDMs were created following Hijmans and Elith (2013). The final predictor
variables were implemented in the three SDMs: GLM, GAM, and MaxEnt. For this
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analysis, a total of 100 random pseudo-absence points were created in lieu of true
absences. To test the ability of each model, presences and pseudo-absences were split
into training and testing data – training data was used to “train” the model to associate
presences with the environmental predictor variables selected, whereas the testing data
tested the ability for the model to accurately predict whether a site had the species tested.
For these analyses, 70 percent of the positive and pseudo-absence data were used for
training, leaving 30 percent of both data sets to be tested against the model.
Model strength was tested using the receiver operating characteristic (ROC)
analyses, specifically the area under the receiver operating characteristic curve (AUC).
The AUC is a measure of the sensitivity and specificity of model strength, essentially
measuring the true positive rate of detection versus the false positive rate (Phillips et al.
2006). Thus, the AUC’s value is an indication of model performance. An AUC > 0.5
represents a model that is better than random and can be appropriately used for modeling
a species’ distribution. Typically, the higher value the AUC, the stronger the model’s
predictive abilities (Murray et al. 2011a, Bahn and McGill 2013).

RESULTS
Of the 96 sites tested for the amphibian chytrid fungus, 28 were positive for Bd.
Due to location biases (some sites tested were within 100m of each other) and historical
data indicating multiple ponds housed a singular amphibian population, some sites were
condensed. Thus, 25 Bd sites were used in creating the SDM.
During the variable reduction process, the aliases that were indicated and removed
were aspect, total precipitation, and total average temperature for the region. Additionally,
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the three NDVIs and all four seasonal average temperatures were highly correlated. A
correlation matrix revealed that NDVI 1995, Spring Temperature, and Autumn
Temperature had the highest number of multivariate correlations at or above 0.5. These
three variables were thus removed. VIF was checked again, revealing that Elevation (VIF
= 10.58) and Winter Temperature (VIF = 10.19) exceed the VIF of 10. Removing the
variable that has the highest VIF, Elevation, eliminated any high VIF scores, thus
reducing multicollinearity.
The eight remaining variables (Slope, NDVI Diff, NDVI 2015, NLCD, Winter
Temperature, Summer Precipitation, Autumn Precipitation, and Winter Precipitation)
were analyzed using the All Possible Regressions function. The combination of variables
that had the lowest AIC (AIC = 354.81), and the highest Adjusted R2 value (AdjR2 =
0.12), and the lowest Mallows’s criterion (Cp = 4.81) was a five-variable model: Slope,
NDVI Diff, Summer Precipitation, Autumn Precipitation, and Winter Precipitation (Table
2).
GLM, GAM, and MaxEnt models were subsequently analyzed, and predictive
maps were produced in R 3.3.3 (2017). For the GLM, AUC = 0.767 (r = 0.425), GAM
had an AUC = 0.848 (r = 0.440), and MaxEnt produced an AUC = 0.743 (r = 0.445;
Figure 2). All three models produced similar predictive maps. The level of similarity
between the primary areas of predicted distribution, however, differed. While having the
highest AUC value, and thus the best discriminatory power, GAM’s predictions were
loosely connected with a somewhat patchy distribution. In contrast, GLM had the
smallest predicted extent. MaxEnt was closer in its predicted distribution of Bd to the
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GLM, although it has marginally more coverage of certain areas within west-central
Colorado.

DISCUSSION
This project’s goals were twofold: to create a SDM for the amphibian chytrid
fungus in west-central Colorado, and to determine which of the three selected SDMs
would perform the best for this application. Based on AUC values, all three models
(GLM, GAM, and MaxEnt) had high-performing discriminative abilities (Murray et al.
2011a, Bahn and McGill 2013). Thus, any of the models could be used to predict Bd
distribution with a high degree of certainty. While MaxEnt has outperformed GLM and
GAM in other regions and with different species (Phillips et al. 2006, Wisz et al. 2008),
in the current study, both GLM and GAM had higher AUC values than MaxEnt. This
result is consistent with the hypothesis that SDMs vary in performance depending on the
study area and species (Wisz et al. 2008). While MaxEnt may outperform GLMs and
GAMs in other systems, my results suggest that for this region, scale, and species, GAM
is the most efficient SDM for predicting Bd’s distribution.
The variables that were found to be significant predictors of Bd– Slope, NDVI
Diff, Winter Temperature, Summer Precipitation, and Autumn Precipitation – coincide
with previous studies. Vegetation, specifically NDVI, has been explored in several earlier
Bd SDM models (Whiles et al. 2006, Liu et al. 2013), but no previous study has
evaluated the association between the amount of vegetation change and Bd. Overall, there
was an increase in the amount of vegetation within the region over the 20-year timespan
(Figure 3), which could improve available habitat for Bd, given that vegetation helps to
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provide optimal temperatures for the fungus (Whiles et al. 2006, Liu et al. 2013). In
contrast, the importance of slope in the model is most likely due to where Bd sampling
occurred; ponds typically occur in areas lacking steep slopes (Muths et al. 2008).
Past research has highlighted the importance of temperature and precipitation in
relation to Bd’s distribution. For example, James et al. (2015) determined various
temperature variables that play roles in Bd’s global presence using a SDM, including
Annual Precipitation, Mean Temperature of Warmest Quarter, and Precipitation of
Warmest Quarter. In another paper, Rodder et al. (2010) utilized the Minimum
Temperature of the Coldest Month in their global model. The current results parallel
these previous studies, as Summer Precipitation (Precipitation of the Warmest Quarter)
and Winter Temperature (Minimum Temperature of the Coldest Month) were important
variables, revealing that both temperature and precipitations are important for modeling
Bd distribution at both global (James et al. 2015, Rodder et al. 2010) and regional (this
study) scales.
While all three SDMs had excellent discriminative abilities based on their AUC
values (Bahn and McGill 2013), the differences between the predicted Bd distributions of
each model are distinct. The model with the highest AUC, GAM (AUC = 0.840)
encompassed the largest surface area of predicted Bd’s distribution when compared to the
GLM (AUC = 0.767) and MaxEnt (AUC = 0.743). GLM and MaxEnt’s models were
relatively similar, with MaxEnt’s model being more restrictive in its predicted
distribution compared to the GLM (Figure 2). Although it has the second highest AUC,
and thus the second best discriminatory power for Bd’s distribution, there are areas that
the GAM and MaxEnt predicted Bd that the GLM ignored, especially in the southwest
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portions of the modeled area. Similarly, there were several areas within west-central
Colorado in which all three models predict Bd should be found but sampling has yet to
occur, specifically in the northern regions of the study area. Due to both the discrepancies
and similarities between the Bd models, it is imperative that in situ sampling occurs to
validate these models.
One feature that is shared by all three models is the notable lack of, or at least a
decrease in, a predicted distribution of the fungus near known Bd sites. Specifically, the
two Bd sites found in the northwest corner of the study area and one site more central to
the modeled area (Figure 2) are either not in areas highlighted by the models or have an
extremely patchy predicted distribution. There are several reasons why the models may
have reduced their discriminative ability for these locations. One possible explanation is
the study’s small Bd sample size. While presence-only SDMs with small sample sizes
can be discriminatory (Wisz et al. 2008), increasing the sample size could strengthen all
three SDM’s predictive abilities (Wisz et al. 2008, Button et al. 2013). It is possible that
there was not enough data present to appropriately perform a SDM at this spatial
resolution. Thus, more Bd distribution data should be gathered and incorporated into the
models in order to improve the models’ predictive abilities.
Another hypothesis is related to whether there were multiple Bd strains within the
region. As of 2009, there were 59 global strains of Bd identified, and many of these
strains have a high genetic diversity (James et al. 2009). It is unknown whether the region
studied here has more than one strain of the Bd fungus. Since each strain can differ in
virulence (Berger et al. 2005), it is possible that strains could vary in environmental
preferences due to their genetic diversity. For example, Bidochka et al. (2002) found that
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genetically diverse strains of the insect-pathogenic fungus, Beaveria bassiana, have
different temperature and UV thresholds. It is possible that the models are revealing
potential genetic differences in habitat preference; i.e., there could be more of one strain
within the study region, and the strain with more representation in the sample is biasing
the SDM towards its preferred abiotic and biotic predictor thresholds. If this is the case,
learning which strains are present within this region is vital, as it will allow the modeling
of both strains as separate species rather than a singular one.
Perhaps the most parsimonious hypothesis for the three non-predicted Bd sites is
that the modeled terrestrial environment varied more than the aquatic habitats in which
Bd lives. The three Bd positive locations that were not highlighted by the GLM and
MaxEnt, and were weakly predicted by the GAM, have very similar habitat – open,
primarily sagebrush habitats with arid conditions. From a terrestrial perspective, these
sites vary substantially from many of the sites that Bd was located at, which were
typically alpine, forested areas. However, it is possible that the aquatic variables that are
important to Bd’s survival were well represented in all sites. Water temperature, pH, and
ample aquatic hosts (i.e. amphibians and other) are environmental factors that are
important for Bd but which would be difficult to spatially model (Piotrowski et al. 2004,
Johnson and Speare 2005, Whiles et al. 2006). This suggests that the current SDMs,
which focus on terrestrial spatial variation, may have underestimated the extent of Bd’s
distribution, and thus should be used conservatively. Additionally, it suggests that future
modeling that includes aquatic parameters will strengthen the predictive ability of Bd
SDMs.
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Understanding the distribution of the Bd fungus within this region has a greater
context: recovering and managing boreal toads. While once ubiquitous throughout its
range, boreal toad populations in Colorado have decreased dramatically, primarily
because of chytridiomycosis (Muths et al. 2003). The SDM results indicate that, barring
the discovery of Bd-resistant toads, much of the boreal toad’s historic range may be
currently unsuitable for population restoration purposes, as the historical range overlaps
with predicted Bd locations (Hammerson 1999). Thus, any conservation efforts towards
the boreal toad’s recovery should carefully consider the overlap of the SDM and range
distribution maps.
It is still possible to manage for boreal toad populations in spite of the predicted
SDM areas encompassing much of the boreal toad’s habitat. One management option is
to manipulate the variables highlighted in the model. For example, the amount of positive
vegetative change was indicated as a key Bd factor in the SDM, and it is the only variable
that can be intentionally manipulated. Managing and altering vegetation as part of a
disease management plan could impact the connectivity of Bd through the environment,
ultimately creating refugia for the boreal toad against chytridiomycosis. Similarly,
creating high connectivity between toad refugia could also improve the species’ survival
against the disease (Heard et al. 2015). While this could be a viable strategy within this
region of Colorado, it should be noted that changing the landscape in favor of one species
could have lasting, negative impacts in the managed ecosystem (Simberloff 1998), which
could ultimately backfire on the management strategies for the focal species (LaPointe et
al. 2009). Thus, extreme caution and understanding of the species and environment
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should be taken into consideration before management efforts are pursued (Simberloff
1998).
In conclusion, SDMs can vary in strength and predictive ability depending on the
location and the species studied. Understanding how to model EIDs, especially using a
multi-model method, can improve our understanding of the pathogen that causes the
disease. Using multiple models not only can verify areas of prediction where sampling
hasn’t occurred, they can also highlight areas where there is missing information. These
data gaps can lead to future research opportunities. In this regard, in situ data gathering is
imperative towards model validation, increasing sample sizes, determining whether
different disease strains have different habitat preferences, and learning more about
habitat preferences that might not be indicated by spatial data. Finally, when creating
SDMs, especially for either a species of concern or a pathogen, it is important to be
mindful of the potential management applications for these predictions. Continued EID
modeling efforts can improve the current knowledge base of the disease, subsequently
aiding in conservation and management applications for disease-impacted species. In this
manner, fine-scale SDMs, such as used here, can become an important component of EID
management due to their capability to highlight areas that are at risk for disease spread.
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TABLES
Table 1: Initial variables considered for analyses (n = 34), prior to condensing and
removing variables to reduce collinearity.
VARIABLE

DATA SOURCE

RESOLUTION (M)

Elevation

USDA NRCS

30x30

Slope

Calculated in ArcMap

30x30

Aspect

Calculated in ArcMap

30x30

NDVI 1995

Landsat 5 TM; Calculated in

30x30

ArcMap
NDVI 2015

Landsat 8 OLI/TIRS;

30x30

Calculated in ArcMap
NDVI Difference (2015 –

Calculated in ArcMap

30x30

SSURGO

30x30

Landcover

USGS NLCD 2011

30x30

Average Temperature

PRISM Climate Group

4000x4000

PRISM Climate Group

4000x4000

1995)
Available Water Storage,
150cm

(January – December, Total
Average Temperature)
Precipitation (January –
December, Total
Precipitation)
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Table 2: Output for the all-possible regressions analysis, calculated in R 3.3.3 (2017).
The predictors selected for analyses, Model 5, had the highest AdjR2. Cp, and AIC values.
MODEL
1
2

ADJR2
0.07
0.1

CP
18.23
10.17

AIC
368.23
360.17

3

0.11

6.8

356.8

4

0.11

5.9

355.9

5

0.12

4.81

354.81

6

0.12

6.31

356.31

7

0.12

7.33

357.33

8

0.11

9

359

VARIABLES
NDVI_Diff,
NDVI_Diff,
SummerP
Slope, NDVI_Diff,
SummerP
Slope, NDVI_Diff,
SummerP,
AutumnP
Slope, NDVI_Diff,
WinterT,
SummerP,
AutumnP
Slope, NDVI_Diff,
Landcover,
WinterT,
SummerP,
AutumnP
Slope, NDVI_Diff,
NDVI_2015,
Landcover,
WinterT,
SummerP,
AutumnP
Slope, NDVI_Diff,
NDVI_2015,
Landcover,
WinterT,
SummerP,
AutumnP, WinterP

21
FIGURES

Figure 1: The current distribution of the chytrid fungus, B. dendrobatidis, in west-central
Colorado. In total, 96 sites were sampled between CPW and Murray State University. Of
the sites sampled, 28 of them tested positive for Bd.
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Figure 2: Species Distribution Models for (A) GLM, (B) GAM, and (C) MaxEnt for the
chytrid fungus, B. dendrobatidis. For all models, green areas are the predicted
distribution of Bd, and red triangles indicate where Bd has been found on the landscape.
GAM had the best discriminatory power (AUC = 0.840, r = 0.440), followed by GLM
(AUC = 0.767, r = 0.425) and MaxEnt (AUC = 0.743, r = 0.445). .
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Figure 3: A Normalized Difference Vegetation Index comparison between 1995 and 2015,
visually revealing the vegetation change throughout the region. Lighter color values
indicate higher amounts of vegetation, whereas darker values have less, if any, vegetation.
Due to differences in satellite imagery over the 20 year time-span (Landsat 5 TM vs
Landsat 8 OLI/TIRS), the 1995 NDVI was linearly standardized to the 2015 NDVI.
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