SPECT3D is a multi-dimensional collisional-radiative code used to post-process the output from radiation-hydrodynamics (RH) and particle-in-cell (PIC) codes to generate diagnostic signatures (e.g., images, spectra) that can be compared directly with experimental measurements. This ability to postprocess simulation code output plays a pivotal role in assessing the reliability of RH and PIC simulation codes and their physics models. SPECT3D has the capability to operate on plasmas in 1-D, 2-D, and 3-D geometries. It computes a variety of diagnostic signatures that can be compared with experimental measurements, including: time-resolved and time-integrated spectra, space-resolved spectra and streaked spectra; filtered and monochromatic images; and x-ray diode signals. Simulated images and spectra can include the effects of backlighters, as well as the effects of instrumental broadening and time-gating. SPECT3D also includes a drilldown capability that shows where frequency-dependent radiation is emitted and absorbed as it propagates through the plasma towards the detector, thereby providing insights on where the radiation seen by a detector originates within the plasma. SPECT3D has the capability to model a variety of complex atomic and radiative processes that affect the radiation seen by imaging and spectral detectors in high energy density physics (HEDP) experiments. LTE (local thermodynamic equilibrium) or non-LTE atomic level populations can be computed for plasmas. Photoabsorption rates can be computed using either escape probability models or, for selected 1-D and 2-D geometries, multi-angle radiative transfer models. The effects of non-thermal (i.e., non-Maxwellian) electron distributions can also be included. To study the influence of energetic particles on spectra and images recorded in intense short-pulse laser experiments, the effects of both relativistic electrons and energetic proton beams can be simulated.
INTRODUCTION
Radiation-hydrodynamics (RH) and particle-in-cell (PIC) codes are commonly used to simulate the heating and evolution of plasmas in a wide variety of high energy density physics (HEDP) experiments, including laser-driven inertial fusion [1] , z-pinch [2, 3] , short-pulse laser [4, 5] , and commercially-driven plasma radiation source [6] experiments. A critical aspect of assessing the reliability of such simulation codes is the ability to compare simulation results directly with experimental measurements, such as high-resolution spectra, images, or x-ray diode (XRD) signals. To generate diagnostic signatures based on simulation code output, a "post-processing" code is typically employed to compute the spectral intensity at virtual detectors placed at the location of diagnostic instruments. The radiative properties of HEDP plasmas are often complicated by the fact that they deviate from local thermodynamic equilibrium (LTE). In particular, atomic level populations can be affected by the nonlocal nature of radiation fields (through photoionization and photoexcitation), and by the effects of nonthermal energetic electrons and protons (as in the case of short-pulse laser experiments). Because of this, it is important that the post-processing code be able to model the complex atomic and radiative processes that affect the radiation seen by imaging and spectral detectors in HEDP experiments.
SPECT3D is a multi-dimensional collisional-radiative code used to post-process the output from radiation-hydrodynamics and particle-in-cell codes. By computing diagnostic signatures that can be compared with experimental measurements, it plays an essential role in assessing the reliability of RH and PIC simulation code results. It computes a variety of results at virtual detectors placed at user-specified locations. Simulated diagnostic signals include: time-resolved and time-integrated spectra, 1-D spaceresolved spectra, and streaked spectra; filtered and monochromatic images; filtered XRD signals, and absolutely calibrated fluxes at a detector. Simulated images and spectra can include the effects of continuum or narrow-band backlighters. Instrumental effects such as the spectral resolution of spectrometers, spatial smoothing of images, and time-gating can be included. Signals can be computed using several viewing geometries, including orthographic and point projection, as well as that for a spherical crystal-backlighter imaging system. SPECT3D also includes a "drilldown" capability (i.e., the display of depth-dependent properties along a particular line-of-sight through the plasma) that shows where frequency-dependent radiation is emitted and absorbed as it propagates through the plasma towards the detector. This feature is particularly useful in providing insights as to where the radiation seen by a detector originates within the plasma.
SPECT3D is currently being used to post-process output from a variety of 1-D, 2-D, and 3-D RH codes, including ALEGRA [7] , DRACO [8] , CTH [9] , and HELIOS-CR [10] . In addition, SPECT3D has recently been upgraded to post-process LSP [11, 12] PIC simulation results. To study the influence of energetic particles on spectra and images recorded in short-pulse laser experiments, SPECT3D has been updated to include the effects of both relativistic electrons and energetic proton beams. Energetic particle distributions are obtained from LSP PIC code output, and their effects are included in computing non-LTE atomic level populations, emergent spectra, and images, thereby allowing the study of diagnostic signatures arising from energetic particles.
In this paper, we describe the major features of SPECT3D, and present some sample results. A description of the atomic physics database used by SPECT3D is provided in an appendix at the end of this paper.
MAJOR FEATURES OF SPECT3D
The primary function of SPECT3D is to generate simulated images and spectra, based on RH and PIC code simulation code output, which can be directly compared with experimental measurements. This serves to test the reliability of the physics modeling in the RH or PIC simulation codes. Alternatively, SPECT3D can be applied to plasma grids generated with a supporting application, PLASMAGEN, which generates 1-D and 2-D multi-material plasma grids with user-specified temperature and density distributions. This approach is often useful in trying to gain insights into the sensitivity of spectra and images to changes in plasma conditions. While SPECT3D can be set up to run calculations for simple single-cell plasmas with a specified uniform temperature and density, its primary purpose is to calculate the radiative properties of spatially distributed plasmas. The separate code, PrismSPECT [13] , has been developed to more conveniently study the radiative properties of single-cell plasmas.
In a SPECT3D simulation, the radiation incident at a detector is computed by solving the radiative transfer equation along a series of lines-of-sight (LOSs) through the plasma grid. At each plasma volume element along the LOS, the frequency-dependent absorption and emissivity of the plasma is computed. In determining the emission and absorption of materials, SPECT3D models materials in two ways. The more common approach is to use detailed configuration (or energy level) accounting (DCA), in which a material is composed of one or more atomic elements, with the atomic levels of each element being explicitly modeled in the calculation. For DCA materials, LTE or non-LTE atomic level populations are computed, and the plasma absorption and emissivity are determined from the atomic level populations.
The second approach for modeling the frequency-dependent radiative properties of materials is to perform table look-up of opacities and emissivities from pre-computed multi-frequency tables (such as those used by RH codes). Pre-computed tables can be generated for plasmas under the assumption of LTE, in which case their radiative properties are a function of only the local temperature and density. SPECT3D supports the use of PROPACEOS [14] multi-frequency opacity tables.
For DCA materials, steady-state atomic level populations, and the corresponding images and spectra resulting from them, can be computed at multiple (independent) simulation times corresponding to the output from the RH codes. Alternatively, atomic level populations can be computed from the solution of time-dependent atomic rate equations, in which case the time-dependent plasma conditions from the RH and PIC codes are utilized.
SPECT3D has been designed to be both easy to use and flexible. It utilizes cross-platform userinterface and graphics software. Results from SPECT3D simulations are conveniently displayed using the SPECT3D VISUALIZER graphics application. Atomic models -i.e., a selected set of atomic energy levels and a specification of how the levels are split (e.g., configuration averaged, L-S term split, or fine structure split) -can be chosen from a collection of preconfigured models, or users can generate their own customized atomic models.
To facilitate the generation of custom atomic models, the AtomicModelBuilder application was developed to conveniently select energy levels from the atomic physics database and specify the degree of level splitting.
Plasma and Detector Geometries
SPECT3D supports a variety of plasma geometries, including: 1-D planar, cylindrical, and spherical; 2-D Cartesian and cylindrical r-z; and 3-D Cartesian. For plasmas that have one or more dimensions of infinite extent (e.g., the z dimension for a 2-D Cartesian x-y grid), the plasma in the SPECT3D simulation is clipped to a specified length to give the plasma volume a finite size. In cases where RH simulations are performed using periodic boundary conditions, such as pie slices in 2-D Cartesian x-y geometry which are repeated about the z-axis, SPECT3D computes images and spectra for the entire (replicated) plasma.
For a given plasma distribution and detector setup (i.e., detector location, size, and shape), the radiation at the detector plane can be computed using orthographic projection or point projection viewing geometries. Figure 1 shows a schematic illustration of orthographic and point projection viewing models.
The detector is divided into a grid of pixels in the horizontal and vertical directions for a rectangular detector, and in the radial and azimuthal directions for a disk detector. For orthographic projection, the rays shooting through the plasma from each detector pixel are parallel. For point projection, the rays from each detector pixel are directed at the backlighter position. Point projection viewing is typically used in cases where small backlighter sources are utilized. In the case of orthographic projection, the backlighter has an extended size that is equal to the size of the detector. Regardless of viewing geometry, the coordinate system of the target-plasma-backlighter system is defined to be that of the plasma coordinate system, which is defined by the RH or PIC code.
A spherical crystal viewing geometry is a special case for simulating backlit images using a monochromatic backlighter (see Figure 2 ). In this case, the backlighter sits on the Rowland circle.
Photons from the backlighter pass through the plasma and reflect off a spherical crystal. The reflected rays are imaged on the virtual detector plane. Fig. 2 shows how lines of sight that originate from different parts of the detector reflect off the spherical crystal and move through the plasma to the backlighter. 
Backlighter Models
Two types of backlighter spatial intensity profiles are supported in SPECT3D: uniform and distributed. For a uniform backlighter, the intensity originating from the backlighter is assumed to be spatially uniform, and the specific intensity is computed along a single line of sight from the backlighter to each pixel in the detector plane. For a uniform backlighter, the size of the backlighter is used in computing the total flux seen at the detector.
For a backlighter with a distributed spatial profile, the intensity emitted from the backlighter is given by:
where 0
I is the intensity at the center of the backlighter spot, r is the radial distance from the center of the spot, and 0 r and n are user-specified constants. For backlighters with distributed spatial profiles, the backlighter is broken up into a grid of points, each of which casts a line of sight to each pixel in the detector plane.
The frequency dependence of the backlighter can be modeled using several approaches: narrow band backlighters, such as those originating from a single strong emission line; continuum backlighters modeled using a Planckian spectrum; and a hybrid narrow band-continuum source. In addition, the backlighter intensity spectrum can also be modeled with a user-provided data file.
Radiative Transfer and Flux at the Detector
The specific intensity, Det I , at a detector pixel is computed along each line of sight by solving the integral form of the radiative transfer equation [15] :
where
is the plasma emissivity at frequency , is the absorption coefficient, is the scattering coefficient, ( ) z is the optical depth as measured to a position z along the line of sight relative to the detector, Max is the total optical depth along the line of sight, and BL I is the specific intensity at the back boundary of the plasma (defined by the backlighter intensity).
The total flux at the detector, F , is given by summing over lines of sight, :
where max , ,
is the contribution to the specific intensity at the detector that is due to the selfemission from the plasma, P is the solid angle of the plasma seen by the detector for line of sight , and BL is the solid angle of the backlighter seen by the detector.
SPECT3D generates time-resolved filtered images by computing the frequency-integrated specific intensity for each detector pixel:
where min and max are the minimum and maximum photon energies, respectively, and R is the frequency-dependent filter response function. Time-resolved spectra are based on the frequencydependent flux at the detector. The 2-D space-integrated spectra (i.e., integrated over the entire detector grid) are computed using Eq. (5). Horizontally and vertically resolved spectra are frequency-dependent spectra that are integrated in one dimension of the detector plane, but spatially resolved in the other dimension. In this case, the frequency-dependent flux at the detector per resolution element is computed.
Atomic Kinetics
For materials that use detailed configuration accounting (DCA) modeling, the populations of atomic energy levels must be computed. If designated to be in LTE, the populations are computed using the Saha equation and Boltzmann statistics [16] . For non-LTE plasmas, populations are determined from the solution of a coupled set of atomic rate equations. A description of the atomic rate equations and atomic processes included in the modeling is discussed in Ref. [10] .
In SPECT3D, several options are provided for computing photoexcitation and photoionization rates. The different options involve trade-offs in CPU time and accuracy. One option for computing photoexcitation rates is based on the use of escape probabilities, where escape factors are based on fits to angle-and frequency-averaged escape probabilities for Voigt line profiles [17] . In SPECT3D, the escape probability approach is based on local escape factors only; that is, the radiation contributing to the photoninduced rates depends only on radiation emitted and absorbed locally within the volume element of interest. Therefore, photo-pumping due to photons originating outside of that volume element is neglected. In addition, the frequency-averaged escape probabilities consider radiation emitted and absorbed only for the transition of interest; that is, line overlap effects are not included. However, the advantage of this model is that it provides estimates of photoexcitation rates very quickly. SPECT3D also includes more accurate multi-angle radiative transfer models for computing photoexcitation and photoionization rates: one model based on long characteristics, the other based on short characteristics.
In the long characteristics approach, the angle-dependent specific intensity in each volume element is computed by solving the radiative transfer equation along rays that pass through the entire plasma grid.
By comparison, in the short characteristics approach, radiative transfer is computed along rays that are terminated at each cell boundary, with a specific intensity boundary condition that is based on interpolation (in angle space) of the specific intensities computed at the boundaries with adjacent cells [18, 19] . Because of this, the short characteristic model is significantly more computationally efficient, but is somewhat less accurate. In all 1-D geometries and 2-D cylindrical r-z geometry, multi-angle photoexcitation and photoionization rates can be computed based on long characteristics modeling. The short characteristics option is currently implemented for 2-D cylindrical r-z geometry only. For other 2-D and 3-D plasma geometries, SPECT3D currently computes photo-pumping rates using the escape probability option.
For plasmas with non-Maxwellian electron distributions, collisional excitation and ionization rates are computed by integrating the electron distribution over the electron kinetic energy. This is done using the formulation described in Ref. [20] , but using cross sections described in Appendix A.
For a given population distribution, the frequency-dependent opacity and emissivity are determined by summing over the contributions of all bound-bound (bb), bound-free (bf) and free-free (ff) transitions using methodology described in Ref. [15] .
Line profiles are modeled using a Voigt profile, and include natural (including autoionization), Doppler, and Stark broadening. In general, bound-bound Stark widths are determined using the semiempirical model of Griem [21] . For dense plasmas, K-shell line Stark widths are based on fits to MERL [22] calculations. These include all He-and H-like resonance lines for Z = 10 -20 [23] , and inner-shell 1s-2p transitions for Ne-like through Li-like lines [24] . The former are widely used to diagnose densities in inertial fusion implosion experiments, while the latter are important in simulating inner-shell absorption spectra for dense plasmas at relatively low temperatures.
Continuum lowering effects are modeled using an occupation probability model [25] , supplemented by the ionization potential depression formalism of More [26] , as described in Ref. [10] . Atomic cross section and energy level data are generated using the ATBASE suite of codes [27] .
Major features of the ATBASE database are discussed in Appendix A.
Graphical Output
SPECT3D can be run interactively, in which case an imaging progress monitor is shown, or in batch mode. In either case, spectral and atomic level population data are written to files. Data written to these files do not include any instrumental response effects, such as spectral resolution, time-gating, or spatial smoothing. Simulation results are displayed using the SPECT3D VISUALIZER application, at which time various instrumental effects can be applied.
Using the VISUALIZER application, a wide variety of spectral diagnostics can be viewed, including time-resolved spectral lineouts, images of streaked spectra, time-integrated/time-gated spectra, and spectra that are spatially resolved in one dimension. Simulated images are frequency-integrated and can include the effects of filters. Time-integration and time-gating effects, as well as spatial smoothing can be applied to images. In accounting for spatial and spectral instrumental resolution effects, the SPECT3D results are convolved with Gaussian profiles having a user-specified width.
In generating drilldown plots, VISUALIZER interactively accesses the physics algorithms used by SPECT3D and the atomic level populations stored from SPECT3D runs. Drilldown plots -i.e., lineouts of plasma properties and radiation field characteristics along a specified line-of-sight from the detector through the plasma -can be generated to view a wide variety of properties, including plasma temperatures, densities, ionization distributions, and atomic level populations; atomic rates and rate coefficients that affect a particular atomic level at a particular volume element along the LOS; and radiative properties such as specific intensity and optical depth at specified photon energies. Example results from SPECT3D and VISUALIZER are shown below.
The graphics library used supports displays of line plots, 2-D color contours, and 3-D surface plots. In addition, results from different SPECT3D simulations can be easily compared using the dragand-drop capability in the VISUALIZER application. Plots generated by SPECT3D can also be copied directly into common Microsoft applications such as MS Word and Powerpoint.
User Interface
While SPECT3D has been designed for ease of use, it also provides for a wide range of options, thereby allowing users with a broad range of experience in plasma radiation and atomic physics to utilize the code effectively. Problem setup involves cycling through a series of user interface (UI) panels.
Online help for individual panels can be accessed directly through panel-specific Help buttons. In addition, setup panels readily launch related applications for setting up customized atomic models for running non-LTE kinetics simulations.
Platforms
SPECT3D has been developed using cross-platform C++ user interface software, and utilizes the OpenGL graphics application framework, which allows SPECT3D to run on a wide variety of platforms.
SPECT3D currently runs on Windows, Mac OSX, and Linux platforms. A parallel version of SPECT3D has been developed for Linux clusters to support large-scale calculations. This version decomposes the frequency grid used in computing both photoabsorption rates and emergent spectra, and is supported for all plasma geometries. To support post-processing of large-scale 3-D datasets, parallelization of the spatial grid (domain decomposition) is under development.
EXAMPLE APPLICATIONS
To illustrate some of the uses of SPECT3D, we present example results from simulations of: (1) a radiatively-driven inertial fusion capsule implosion experiment; (2) photo-pumping effects in a z-pinch dynamic hohlraum experiment; and (3) backlit imaging of a radiation-driven jet. These simulations are based on experiments performed at major laser and z-pinch facilities, and results are selected to show a variety of types of SPECT3D simulation output. Other examples of the use of SPECT3D have been presented elsewhere, including the analysis of monochromatic spherical crystal imaging of the early evolution of z-pinch wire arrays [28] , visible and infrared spectra from hypervelocity impact flash experiments [29] , and backlit imaging of polar direct drive imploding capsules [30] .
Figures 3 to 5 show spectra, monochromatic radial intensity profiles, and drilldown plots from simulations of indirect drive capsule implosion experiments [31] [32] [33] . In these experiments, performed at the OMEGA laser facility, a hohlraum radiation field with a radiation temperature of ~ 190 eV was used to implode a spherical 220 m-diameter, 35 m-thick CH capsule with an Ar-doped DD fill gas. A 4 mthick PVA (C 2 H 4 O) layer was embedded in the CH to help contain the gas. The implosion was simulated using a 1-D radiation-hydrodynamics code, HELIOS-CR, that includes inline non-LTE atomic kinetics modeling [10] . The results show that: the intensity is highest at the time of peak compression (1.7 ns); the He-profile is relatively flat throughout out to a larger radial distance; and the Ly-intensity decreases much more rapidly after the time of peak compression.
Drilldown plots of plasma properties and radiation field characteristics computed using SPECT3D
at a simulation time of 1.7 ns are shown in Figure 5 . Drilldown plots are a powerful tool in assessing the LOS has an optical depth of 0.9. The specific intensity directed toward the detector at the rear side of the plasma (i.e., the right edge of the plot) is zero, as the boundary condition is zero unless there is a backlighter. Moving from right to left in the plot (i.e., from the back of the plasma towards the detector), the specific intensity remains low until the ArDD is reached. The He-intensity then increases rapidly and peaks at a point near where the electron temperature is highest. The intensity then decreases as it nears the CH-ArDD interface. This is due to the fact that the He-radiation is optically thick in the ArDD region and that the source function (see Eq. (3)) drops because of the lower temperatures near the boundary. In the CH ( dz < 24 mg/cm 2 ), the He-intensity continues to drop due to the bound-free opacity of the CH and PVA. For the LOS and simulation time considered here, the line center Heintensity drops by approximately a factor of 2 between the CH-ArDD boundary and the plasma grid boundary. By comparison, the specific intensities of the He-and He-lines increase monotonically within the ArDD region. This is because the optical depth at the center of these lines is low ( a few tenths). Figure 6 shows examples of SPECT3D space-resolved spectra computed to study the effects of photo-pumping in z-pinch dynamic hohlraum experiments [35, 36] . In these experiments, a strong hightemperature shock propagates radially inward through a low-density Si-doped CH foam. Space-resolved Si K-shell spectra are obtained by measuring the emission through a slit over the top of the cylindrical foam. The spectra are integrated over the width of the slit, and resolved over the length of the slit. Fig. 6 shows space-resolved spectra computed by post-processing the results from 1-D HELIOS-CR calculations using SPECT3D at a time when the shock is at a radius of 0.27 cm. The shock lies just in front of a tungsten plasma moving radially inward. Results are shown for two cases: one where the atomic level populations are computed assuming LTE (top image), the other in which non-LTE calculations were performed which take into account photo-pumping effects from radiation emitted by the high-temperature shock (bottom image). In each case, an instrumental broadening of / = 300 is applied to the simulated spectra. In the LTE case, it is seen that very little Si K-shell emission occurs in the Si-doped CH at radii interior to the shock, while significant emission originating from the shock itself is clearly seen (at a position of ± 0.27 cm). This is because the electron temperature ahead of the shock is much lower than the shock temperature. In the non-LTE simulation, photoionization and photoexcitation of the Si dopant in the foam ahead of the shock occurs. That is, radiation emitted by the shock ionizes and excites the Si, strongly affecting the spectral emission seen by a spectrometer located above the top of the foam.
As a final example, Figure 7 shows a SPECT3D simulation of a backlit image for a radiation- 
SUMMARY
SPECT3D is an easy-to-use multi-dimensional collisional-radiative code that generates diagnostic signatures (e.g., images, spectra), based on radiation-hydrodynamics and PIC code output, that can be directly compared with experimental measurements. It is currently being used to post-process output from several state-of-the-art RH and PIC simulation codes used in designing and analyzing HEDP experiments.
It includes physics algorithms for accurately simulating the radiative properties of LTE and non-LTE plasmas, including the effects of energetic particles that are generated in intense short-pulse laser experiments. Comparisons with experimental measurements allow one to assess the reliability of RH or PIC code simulation predictions. SPECT3D can also be used to predict signal levels (e.g., absolute fluxes and line intensities) for the purpose of designing experiments and utilizing diagnostic instruments effectively. Because of its ease of use and supporting graphics, it is also a useful tool for training graduate and undergraduate students in the area of plasma and radiation physics.
APPENDIX A
The atomic database used by SPECT3D includes energy level and transition data for all ions of a given element. Atomic cross section data are generated using the ATBASE suite of codes [27] . This suite of codes is composed of a collection of publicly available codes [38] [39] [40] [41] and a series of codes developed and refined by the authors [42, 43] . Energy level data include energies, statistical weights, j values, and mean square orbital radii. Transition data include electron-impact ionization and excitation cross sections and rate coefficients, oscillator strengths, photoionization cross sections and radiative recombination rate coefficients, autoionization rates and dielectronic recombination rate coefficients, and proton-impact ionization and excitation cross sections.
Energy levels, photoionization cross sections, oscillator strengths, autoionization rates, and electron collision cross sections are calculated using a configuration interaction method with relativistic Hartree-Fock wavefunctions under an intermediate-coupling scheme. Oscillator strengths are calculated for all electric dipole (E1), electric quadrupole (E2), and magnetic dipole (M1) transitions. An extensive configuration list for each isoelectronic sequence has been carefully setup and tested to support modeling for a wide range of plasma spectral properties.
Collisional coupling between states is complete -i.e., all thermal (non-autoionizing) and autoionizing states are collisionally coupled -with electron-impact collisional excitation and ionization cross sections computed using a distorted wave (DW) model [44] . The DW calculations include exchange effects, and therefore provide reliable cross sections for both spin-conserved ( S=0) and spin change ( S>0) transitions.
Using a relativistic generalized oscillator strength formalism [45, 46] , we have extended our electron-impact excitation and ionization cross section calculations to high energies utilizing a relativistic first order Born approximation framework.
For excitation processes, relativistic Dirac-Fock wavefunctions are used for both initial and final states. For ionization processes, the high energy electron and the electron ejected from the atom are treated differently. The high energy electron is described by plane-wave solutions of the Dirac equation. The atomic electrons and ejected electron are treated relativistically as moving in a Dirac-Fock potential. This treatment is reasonable because for incident electron energies that are much greater than the binding energies of bound electrons, the interference effects between the scattered and the ejected electron are very small because the energy lost to the ejected electron is of the order of the binding energy. The first order Born approximation is used to treat the interaction of the high energy and atomic electrons. By using Dirac-Fock wavefunctions and a relativistic calculation of the matrix elements, our calculation represents a significant improvement over many previous relativistic calculations which have been carried out using non-relativistic-based values of the matrix elements based either on a Coulomb potential or on the connection with radiative oscillator strengths and photoionization cross sections.
Dielectronic recombination processes involving autoionization states of Ne-like ions and higher can be treated explicitly, with electron capture rates determined from detailed balance with their corresponding autoionization rates. For lower ionization stages, autoionization states are not explicitly included in the atomic model, and effective dielectronic recombination rates are utilized.
Calculations for ion impact ionization cross sections are made using a plane-wave Born approximation (PWBA) model with corrections for polarization and binding effects, coulomb deflection, and relativistic effects [47] . Calculated cross sections for both low-Z and high-Z targets using this model have been found to be in good agreement with experimental data [48, 49] .
