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As we move through the world, information about objects moves to different spatial fre-
quencies. How the visual system successfully integrates information across these changes
to form a coherent percept is thus an important open question. Here we investigate such
integration using hybrid faces, which contain different images in low and high spatial fre-
quencies. Observers judged how similar a hybrid was to each of its component images
while walking toward or away from it or having the stimulus moved toward or away from
them. We find that when the stimulus is approaching, observers act as if they are inte-
grating across spatial frequency separately at each moment. However, when the stimulus
is receding, observers show a perceptual hysteresis effect, holding on to details that are
imperceptible in a static stimulus condition. Thus, observers appear to make optimal infer-
ences by sticking with their previous interpretation when losing information but constantly
reinterpreting their input when gaining new information.
Keywords: spatial frequency, hysteresis, hybrid images, perceptual organization
INTRODUCTION
One of the fundamental problems of vision is perceptual orga-
nization: how we combine the patches of color or light that fall
on the retina and structure them into larger units like surfaces
or objects (Kubovy and Pomerantz, 1981; Nakayama et al., 1995;
Palmer, 1999). One often overlooked aspect of perceptual orga-
nization is that our visual system breaks down images by spatial
frequency early on in the visual pathway, and thus this percep-
tual grouping process must operate at least partly in the spatial
frequency domain (Blakemore and Campbell, 1969; Lindeberg,
1994). This raises several important issues about active percep-
tion, because as agents move through the world, the percept of
an attended object constantly changes in spatial frequency con-
tent (for a review, see Sowden and Schyns, 2006). A painting that
subtends several degrees of visual angle when you are 10 feet away
from it will subtend nearly your entire visual field if you get close
enough to it, thus moving all of the information in the painting
into lower and lower spatial frequencies as you approach it. Given
this movement through the spatial frequency domain, how does
the visual system dynamically combine information from different
spatial frequencies in order to recognize objects and faces?
The structure of the world and the nature of our movement
in it create an important asymmetry in the availability of visual
information about particular visual objects. When approaching
an object the perceptual system is constantly gaining new spatial
frequency information, adding details to the online representa-
tion of an object. Conversely, when an object is receding, the
object becomes more ambiguous as we lose detailed information
that becomes too high in frequency to be perceived (Blakemore
and Campbell, 1969; Graham, 1989), leaving the observer with a
coarser percept of the object (for an elegant demonstration, see
Pelli, 1999). While we also gain some very low spatial frequency
information as we move away from an object, this gain is minimal
and moving further from an object results almost entirely in los-
ing high spatial frequency information with little corresponding
gain of low spatial frequency information (see the Appendix and
Loftus and Harley, 2005 for a comprehensive discussion). In the
current work we ask whether the visual system makes use of this
asymmetry when integrating information from different spatial
frequencies over time.
Previous work on active perception as a function of viewing
distance (Pelli, 1999; Loftus and Harley, 2004; Smith and Schyns,
2009) or spatial resolution (Bruner and Potter, 1964) provides key
information on the processes guiding spatial frequency integra-
tion. First, human observers’ contrast sensitivity function (CSF;
measured in cycles/degree) is relatively constant across different
stimulus distances (Rovamo et al., 1992), and distance and image
size manipulation have a direct counterpart in image resolution
changes (Loftus and Harley, 2005; Sowden and Schyns, 2006),
which suggest a general mechanism of spatial frequency integra-
tion that is independent of the format of presentation. Second,
moving backward or forward in spatial frequency space changes
the resolution at which an image gains or loses its interpretation.
For example, in Bruner and Potter (1964) observers were asked to
interpret the content of photographs coming slowly in or out of
focus. Importantly, observers tended to “hold on” to the full reso-
lution image when it went out of focus (see also Sadr and Sinha,
2004). This has been interpreted as observers making use of infor-
mation across time in order to come to the best interpretation of
the current image (Sadr and Sinha, 2004).
In addition, many researchers have investigated the order in
which we process spatial frequencies when we see an object pre-
sented briefly. When visual stimuli are shown, observers generally
process them in a coarse-to-fine progression, such that observers
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are first sensitive to the low spatial frequency information and
only later make use of the fine details in the high spatial frequen-
cies (Schyns and Oliva, 1994; Bar, 2004). This may allow observers
to make use of the low frequencies of an object to make predictions
about the objects identity (Bar, 2004; Bar et al., 2006). However,
this coarse-to-fine ordering is not inflexible: spatial frequency inte-
gration can be quite fast (Kihara and Takeda, 2010) and the task
can determine which spatial frequencies are processed first (Schyns
and Oliva, 1999).
Studying the mechanisms of spatial frequency integration is
difficult with natural images, since they lose their interpreta-
tion when the image gets blurry. However, this question can be
addressed with hybrid visual stimuli, whose interpretation changes
with image resolution. We thus presented observers with hybrid
faces – images made up of two different faces, one in the low
and one in the high spatial frequencies (see Figure 1; Schyns and
Oliva, 1994, 1999; Oliva and Schyns, 1997; Oliva et al., 2006), and
probed participant’s perception as they physically moved closer
or further from the ambiguous images (change in physical dis-
tance, Experiment 1); as they examined the images growing or
shrinking on a monitor (change in retinal size, Experiment 2);
or, using hybrid visual scenes rather than hybrid faces (Exper-
iment 3). All three experiments showed a similar and striking
interaction in interpreting the same physical input as the per-
cept moved forward or backward in spatial frequency space. Upon
approaching, observers acted as though they were independently
integrating spatial frequency at each moment. However, when the
stimulus was receding, observers showed a perceptual hysteresis
effect, holding on to details that were imperceptible in a static
stimulus condition. These results demonstrate for the first time
different kinds of perceptual integration of information during
online visual perception: observers tend to stick with their previous
interpretation when an image recedes, but constantly reinterpret
an image as it approaches.
FIGURE 1 | Example display.The hybrid image in the middle is composed
of the left image (in the low spatial frequencies) and the right image (in the
high spatial frequencies). Observers had to stand at the distance indicated
and judge whether the hybrid looked more like the left or right component
image using a keypad. Because of the human contrast sensitivity function
(see Appendix), when viewing this hybrid from close up it should look like
the right image; when holding it far away or squinting it should look like the
left component image.
EXPERIMENTS 1 AND 2 MATERIALS AND METHODS
OBSERVERS
Eight observers participated in Experiment 1 and a different set
of 18 observers participated in Experiment 2. They had nor-
mal or corrected to normal vision and normal spatial frequency
perception, as tested with the Functional Acuity Contrast Test
(Vision Sciences Research Corporation, San Ramon, CA, USA).
All observers gave informed consent.
PROCEDURE
Each participant saw 18 different hybrid faces (mean RMS con-
trast 0.24; Peli, 1990; see Figure 1), combining an image of a
neutral expression (from one of six different people) with an
emotional facial expression of the same person (angry, fearful,
happy, or surprised). One face was contained in the low spatial
frequencies (Gaussian filter, half-height 30 cycles/image), and one
face in the high spatial frequencies (Gaussian filter, half-height 55
cycles/image; see Oliva et al., 2006 and the Supplemental Infor-
mation for further details). Figure 1 illustrates a trial: the hybrid
was always in the center of the display (displayed at 10.9 cm in
height), flanked by its two normal component images (with the
face representing the high or low spatial frequency components of
the hybrid counterbalanced for side). In all experimental condi-
tions, observers were asked to decide whether the hybrid looked
more like the left or right face.
In Experiment 1 (effects of physical distance), observers (N = 8)
performed both a static and dynamic condition, counterbalanced
for order across observers. In the static condition, we character-
ized the curve of how observers’ interpretation of hybrids changes
as a function of physical distance (from 0.5 to 6 m, by increments
of 0.5 m; corresponding to a hybrid size of 0.5–6.2˚ visual angle).
At the beginning of each trial, observers stepped to the distance
marked on the screen, and indicated which of the two component
images the hybrid looked more like from that current distance
using a wireless keypad. The images then disappeared, and a new
distance appeared on the screen, indicating where the observer
should stand next (distance landmarks were tapped on the floor).
After pressing a key, the observer was shown a new trial (as in
Figure 1). Over the course of the block, each of the 18 hybrid
images was judged from each of the 12 distances, in random order,
for a total of 216 trials. In the dynamic viewing condition, we
examined how perception changes when observers walked toward
or away from the image as it was continuously displayed (for pre-
vious use of this method, see Pelli, 1999). For each of the 18 hybrid
faces, observers started walking forward from the furthest location,
or started walking backward from the closest location, and stopped
when the hybrid looked equally like both component images (the
point of subjective equality)1. The physical distance at which the
1We attempted to make the task easier for observers by having them report three
points to the experimenter: when the hybrid became ambiguous – e.g., when the
image began to have at least some component of both percepts, rather than being
100% one or the other; when the perceived image was 50% of each component;
and when it was no longer ambiguous at all and corresponded entirely to the other
component. The distances of these points were marked by the experimenter using
a ruler that was taped to the ground. For data analysis, we are only interested in the
point of subjective equality, which is the common response between experiments 1
and 2.
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observer stood from the screen was recorded. The order of the 36
trials (18 faces, each seen starting at the furthest and the closest
distance) was randomized.
Experiment 2 (effect of retinal size) mirrored the method
of Experiment 1, except that observers (N = 18) sat one meter
from a 30 inch computer monitor on which hybrids were dis-
played, ranging in size from 6.2˚ of visual angle to 0.45˚of visual
angle – approximately matching the visual angle they subtended
at 0.5 and 7 m in the first experiment2. While controlling for con-
text effects and extra retinal-information that accompanies real
world motion, the retinal size manipulation allowed us to more
closely examine the situation where an object is receding from or
approaching an observer as she stays in the same location. Stim-
uli approaching an observer – looming – has known effects on
other domains of cognitive processing (Maier et al., 2004) and
face processing (Pilz et al., 2011).
A static condition (with the same 216 trials as in Experiment
1) was used to characterize the curve that shows how observers’
interpretation of hybrids changes as a function of retinal size.
After pressing a key, the three images appeared at a given size and
observers indicated which of the two images the hybrid looked
more like using the keypad. The dynamic condition (with the
same 36 trials as Experiment 1) tested the same observers while
they viewed the hybrid continuously changing in size, either grow-
ing larger or smaller. Importantly, the size changes were linear in
distance (arc-tan in diameter), simulating how objects changed
size in the world. Observers were told to release the space bar
when the image looked equally like both component images (the
point of subjective equality). The hybrid continued decreasing in
size or increasing in size all the way to the end even after observers
released the space bar, to eliminate any incentive to end the trials
early.
EXPERIMENTS 1 AND 2 RESULTS
All observers successfully completed the task. Figure 2 shows that
the patterns of results were very similar between the physical dis-
tance change and the retinal size change. The red lines represent
the percentage of time observers’ reported seeing the high spatial
frequency component of the hybrid in the static condition. Impor-
tantly, the results in the dynamic conditions differed significantly
depending on whether observers were walking toward or walking
away from the image (and similarly, if the image was increasing or
decreasing in size).
In the observer-object approaching conditions of the two
experiments, the point of subjective equality was nearly identi-
cal to the point of subjective equality of the static condition [size
of hysteresis effect: Experiment 1= 11.1 cm, t (7)= 0.64, p= 0.54;
Experiment 2= 11.6 cm3, t (17)= 0.76, p= 0.45]. However, in
the observer-object receding conditions, where observers walked
2The hybrids were resized to be smaller using bilinear interpolation. At the smallest
size the hybrids comprised only 62 pixels, meaning that the highest spatial frequen-
cies were filtered by the resizing process and the monitor rather than by observers’
contrast sensitivity function.
3We report the results of Experiment 2 in terms of simulated distance, e.g., the
distance in Experiment 1 that corresponds to the visual angle from Experiment 2.
This allows for easy comparisons across the two experiments. The visual angles are
reported in Figure 2.
away from the hybrid image, or when the image decreased in
size, they demonstrated considerable hysteresis [size of hysteresis
effect: Experiment 1= 106.9cm, t (7)= 4.96, p= 0.002; Experi-
ment 2= 109.4cm, t (17)= 5.94, p= 0.00002], reporting the point
of subjective equality further away from the image than when they
were viewing the images in their respective static conditions. In
other words, they were responding as if they were seeing details
that should not have been perceptible. The size of the hystere-
sis effect is substantial with observers reporting being at the 50%
point where they had been at the 23% (Experiment 1) and 24%
(Experiment 2) points in the static condition.
It is possible that the lack of hysteresis in the observer-object
approaching condition would be caused by a failure to distinguish
the two component images when they are presented small or far
away. To examine this, we ran an additional experiment (N = 4)
that was the same as Experiment 2 except we always displayed the
two component images at their largest size, even when the hybrid
was shown at a smaller size. There is thus no asymmetry in knowl-
edge about the available options in the far case compared to the
close case. The results exactly replicated those from Experiment 2,
with a hysteresis size of 116.2 cm (SEM: 9.2 cm) in the close condi-
tion and 5.3 cm (SEM: 23.6 cm) in the far condition. This suggests
that the asymmetric hysteresis is not a function of the available
information about the component images.
EFFECTS OF THE MEASUREMENT METHOD
In the static condition, we employed the method of constant stim-
uli to map out observers’ psychometric function for distinguishing
the low and high spatial frequency components of a hybrid. As we
varied the distance observers stood from the hybrid, they reported
which component image the hybrid most strongly resembled. This
method allowed us to obtain an unbiased measure of the entire
psychometric function for the relative salience of the two com-
ponent images, giving us an estimate of the point where the two
components of the hybrid are equally likely to be perceived by our
observers – a point of subjective equality. However, in the dynamic
condition, we by necessity employed a continuous method, sim-
ilar to the method of limits, by having observers continuously
approach or step back from the hybrid and report which compo-
nent image it most closely resembled (similar to the distance-based
threshold measurements of Pelli, 1999). Measurement of thresh-
olds in this manner can be subject to progression effects, in which
observers may continue to report a previous stimulus even if their
perception changes, which is why many modern psychophysical
studies use the method of constant stimuli or a staircasing proce-
dure instead. One might think that such progression effects explain
the hysteresis we observe here; however, the asymmetric hysteresis
we observe in our data suggests they do not.
The most straightforward reason to believe the hysteresis effect
is not a result of the method used to measure it, is the asymme-
try we observe between approaching and receding conditions. If
the results of the dynamic condition were explained by a simple
progression effect, observers should be delayed in reporting the
stimulus perception changing both when the face approaches and
when it is receding. Instead, observers’ reported point of subjective
equality in the “from far” condition is nearly identical to the point
derived from the static condition (although the effect observed
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in the “from far” condition does have a small, several centimeter
hysteresis effect, perhaps as a result of progression effects result-
ing from the method of measurement; see Figure 2). By contrast,
the “from close” condition displays an extremely large hysteresis
effect, inconsistent with a simple progression effect. This suggests
that a progression effect in the dynamic conditions as a result of
the method of measurement does not explain the hysteresis we
observe.
EXPERIMENT 3 MATERIALS AND METHODS
Faces are sometimes thought to be unique stimuli, processed inde-
pendently from other objects (e.g., Kanwisher and Yovel, 2009). In
fact, a significant literature has formed focusing on how we process
faces in particular in the spatial frequency domain. While in gen-
eral the spatial frequencies used in face processing tasks seems to
be highly flexible (Sowden and Schyns, 2006; Pilz et al., 2009), there
are some task-related differences in spatial frequency information
use in faces. For example, information from different spatial fre-
quencies may be used more for facial identity than emotion (for a
review, see Sowden and Schyns, 2006) and this may correspond to
two different processing pathways in the brain, one based on the
fusiform and one based on the amygdala (Vuilleumier et al., 2003).
Are the present hysteresis results unique to the use of face stimuli
with a task focused on emotion processing? To examine this ques-
tion, in Experiment 3 we used images of scenes rather than faces
to examine hysteresis (see Figure 3). The task was otherwise the
same as Experiment 1.
OBSERVERS
Fourteen observers participated in Experiment 3. They had nor-
mal or corrected to normal vision and normal spatial frequency
perception, as tested with the Functional Acuity Contrast Test
(Vision Sciences Research Corporation, San Ramon, CA, USA).
All observers gave informed consent.
PROCEDURE
All methods were the same as Experiment 1, except that rather
than using 18 hybrid faces differing in emotional content, we used
18 scene hybrids, with the low and high spatial frequency images
derived from different basic-level categories of scenes (for example,
bedrooms, forests, living rooms; see Figure 3).
EXPERIMENT 3 RESULTS
In the observer-approaching condition, the point of subjective
equality was nearly identical to the point of subjective equality of
the static condition [size of hysteresis effect: 6 cm, t (13)= 0.32,
p= 0.75]. However, in the condition where observers walked away
from the hybrid image, they demonstrated considerable hysteresis
[size of hysteresis effect: 54 cm, t (13)= 3.09, p= 0.009], reporting
the point of subjective equality further away from the image than
when they were viewing the images in the static condition. The
hysteresis was once again asymmetric, as the effect was larger in
the walking away condition than the walking toward condition
[t (13)= 2.80, p= 0.015].
The hysteresis effect trended toward a smaller size in scenes than
faces (Experiment 3 vs. Experiment 1: 54 vs. 107 cm; p= 0.06).
This likely reflects the greater incongruity between the low and
high spatial frequency components in the scene hybrids than the
face hybrids. In particular, as noted in the Appendix, the low spatial
frequency component of the hybrid is almost always visible. Thus,
hybrids change interpretation because the high spatial frequency
image provides new, spatially overlapping information on top of
the low spatial frequency image. Thus, spatial overlap between the
two images is important so that the low spatial frequency image is
not visible from close to the image (Oliva et al., 2006). Faces are
ideal stimuli for creating such overlap, as faces of the same person
necessarily overlap in all but the regions that signify emotional
change, and even subtle visual changes can majorly influence the
interpretation of the emotion of a face. The scenes are considerably
FIGURE 2 | Data from Experiments 1 and 2.The red lines indicate the
percentage of trials on which observers in the static condition reported
seeing the high frequency image (error bars are ±1 SEM). The green
triangles and blue squares show the distance/visual angle at which
observers reported the point of subjective equality in the dynamic
conditions (error bars are ±1 SEM). When starting far from the image
observers’ reported lined up perfectly with their reported point of
subjective equality from the static conditions. When starting close to the
image, observers tended to stick with the high frequency image
considerably longer than predicted by their static responses.
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FIGURE 3 | Example display from Experiment 3.The images on the left
and right of the display are the images composing the hybrid image located
in the center of the display. Observers’ task was to stand at the distance
indicated and report whether the hybrid looked more like the image on the
left or the image on the right.
more ambiguous stimuli and thus observers are confronted with
a greater degree of incompatible visual information from the low
frequency image in the walking away condition. This may cause
them to let go of their previous interpretation more quickly.
Nevertheless, the presence of the asymmetric hysteresis effect
even with scenes suggests that the present results are a general
property of how the visual system processes objects and scenes,
rather than a property unique to face processing.
GENERAL DISCUSSION
Whereas the spatial frequency properties of our visual system
have been studied extensively (e.g., Blakemore and Campbell,
1969; Graham, 1989), the question of how meaningful infor-
mation dynamically accumulated across spatial frequencies is
integrated into a coherent percept has not received as much atten-
tion. Using hybrid faces that present different emotions in low
and high spatial frequencies, we observe an asymmetry in the
way observers perceive spatial frequency information both over
variations in distance (Experiment 1) and retinal size (Exper-
iment 2). We also observe this asymmetry using scene images
instead of faces (Experiment 3). In all cases, upon approach-
ing observers act as though they are independently integrating
spatial frequency from the image at each moment. However,
when the stimulus is receding, observers systematically show
a perceptual hysteresis effect, holding on to more high spa-
tial frequency details than are perceived in a static stimulus
condition.
Interestingly, this asymmetry of spatial frequency integration
corresponds to an important fact about the information present in
the retinal images as a function of distance: as observers walked for-
ward they gained information in the form of high spatial frequency
components and lost very little information (see Appendix). As
they walked backward they lost high spatial frequency information
from the image (e.g., Loftus and Harley, 2005; Sowden and Schyns,
2006). Thus, under conditions where they are losing information,
observers continue to perceive the hybrid using the previous, more
detailed information. This is in some sense the optimal thing to
do if we wish to make the best inference about what stimuli in
the world are causing our current percept (e.g., Helmholtz, 1867;
Marr, 1982; Yuille and Kersten, 2006), since we have more infor-
mation about the image when we are close to it than we do when
we are further way. If you see an animal that looks like a tiger, but
as you get further away you can no longer see the stripes and so
the animal looks like a dog, it is probably not a good idea to sup-
pose the animal has changed into a dog. More likely, the changes
results from your losing access to high spatial frequency infor-
mation. On the other hand, if you see an animal from far away
that looks like a dog, but upon getting closer it seems as though
it might be a tiger, it is probably best to trust your visual system’s
new inference.
VISUAL HINDSIGHT BIAS
The hysteresis phenomenon we observe here is related to the visual
hindsight bias (Bruner and Potter, 1964; Bernstein et al., 2004;
Harley et al., 2004; Sadr and Sinha, 2004), a general phenomenon
where observers who know what to expect in a stimulus or a task
will change the threshold at which they can detect a stimulus. In
other words, observers hold on to previous hypotheses to inter-
pret the present percept. At first, it might be surprising that we do
not observe hysteresis in the object approaching condition, where
the far distance (or small) object is in a blurry state to start with.
Indeed, Bruner and Potter (1964) reported that seeing a very blurry
image interfered with the ability to recognize it when it became
less blurry. This suggests that observers hold onto the hypotheses
they formed about the image even in the face of newer and more
useful information.
Importantly, however, such visual hindsight studies are cases
where observers do not know what the image might possibly be: a
very blurry image is compatible with a huge number of hypotheses
and potential perceptual grouping interpretations. Thus, hysteresis
observed under such conditions may be a result of either: (1) the
visual system erroneously overweighting the hypothesis it started
with, even though it should have been discarded when new infor-
mation became available, or (2) an inability of the visual system to
derive any other possible alternative hypothesis when it is already
entertaining a particular hypothesis. The current experiment indi-
cates that when observers know which hypotheses are possible
(they know which two images make up the hybrid), perceptual
hysteresis was not observed as more information became avail-
able. This provides strong evidence that observers’ visual systems
weight the relevant hypotheses based on how strong the available
information is. Thus, the most likely source of failure in visual
hindsight studies (Bruner and Potter, 1964; Sadr and Sinha, 2004)
is a failure of observers’ to bring to mind alternative hypotheses
about what the image might represent, rather than a failure to
weight the evidence for such hypotheses (note that this is compat-
ible with results from priming studies reported by Sadr and Sinha,
2004).
CONCLUSION
We find that observers stick with their interpretation of hybrid
images when those images are getting smaller and/or fur-
ther away, but not when the images are growing and/or
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getting closer to the observer. Beyond mere visual identification,
these findings speak to a core principle of how our percep-
tual systems make use of information that evolves over time:
observers take into account information from memory that pro-
vides additional constraints on the correct interpretation of an
image.
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APPENDIX
ROLE OF THE CONTRAST SENSITIVITY FUNCTION
The human visual system is more sensitive to contrast than to
absolute levels of illumination, and furthermore is most sensi-
tive to contrast differences that occur at a particular range of
frequencies (roughly between 4 and 20 cycles/visual degree; Rob-
son, 1966). This contrast sensitivity function (CSF) serves as a
band-pass filter, effectively making low contrast information at
particular spatial frequencies invisible. Because of the asymmetric
shape of the human CSF, high spatial frequency signals fall-off
more steeply than the low spatial frequency signals as the distance
between the observer and the image increases, Can this account
for the hysteresis effects we observe in the “receding” conditions?
Figure A1A depicts a caricature of the information contained
in the hybrid image from Figure 1 (the high spatial frequency
component is colored blue; the low spatial frequency component
is colored green), assuming complete “whitening” of the signal
to remove the 1/f amplitude spectrum characteristic of natural
images (Atick and Redlich, 1992). To create the hybrids, we used
Gaussian filters that eliminated the high spatial frequencies of
one image and the low spatial frequencies of the other and then
summed them together. Thus, from any distance, the information
in the hybrid is a mixture of information from the two component
images. For a given hybrid mixture, the information perceived,
however, depends on the distance of the observer to the image, and
their CSF (for implementation details, see Oliva et al., 2006). What
happens if we filter the information from the hybrid image with
the human CSF? An example of human CSF is depicted as a gray
dashed line in Figure A1. Figure A1B depicts what information is
available under the CSF from a distance of 3 m from the hybrid.
By taking a CSF-weighted sum of the information available in the
image, we can see that at this distance, nearly all of the high spatial
frequency image (blue) is too high frequency to be seen, as it is fil-
tered by the CSF. Thus, nearly the entire visible part of the hybrid
image belongs to the low spatial frequency component. By con-
trast, panel C shows the same hybrid image filtered by the CSF, for a
viewing distance of 0.5 m. Here, the hybrid information is shifted
into much higher spatial frequencies (in cycles/degree), and so
in addition to the low spatial frequency component information
there is now a large amount of information from the high spa-
tial frequency component. We can attempt to predict which image
observers will see from a given distance by simply examining what
percentage of the information available after filtering by the CSF
belongs to the high spatial frequency component vs. the low spatial
frequency component. Figure A2 depicts this information. Panel A
shows, as a function of distance, how much information about the
high spatial frequency image (blue) is available after filtering by the
CSF, and how much information about the low spatial frequency
component (green) is available (taking a weighted sum of the blue
and green lines from Figure A1A, using the CSF at the particular
distance as the weights). As found by Loftus and Harley (2005), we
find that for this size stimulus across this range of distances, the
CSF effectively acts as a low-pass filter. That is, information about
the low spatial frequency component is nearly always available to
the viewer, whereas information about the high spatial frequency
component becomes available only when observers are close to
the image. In this way, hybrid images are more like an image in
which the detailed high spatial frequency image masks the still-
visible blurry image than an image in which observers transition
completely from having information about one image to having
information about another (for details, see Oliva et al., 2006).
Figure A2B is a simple ratio of the blue line in Panel A to the
sum of both lines, showing what proportion of the total infor-
mation about either component that is available to observers at
a given distance comes from the high spatial frequency image.
Comparing this with the psychometric function of observers from
Figure 2 demonstrates a nice fit between the relative amount of
information available to observers from a particular component
and the likelihood the observers report perceiving that component.
Thus, in the static condition observers appear to behave exactly as
we would expect from their CSF, reporting that they perceive the
component from which they are receiving the most information.
In the dynamic condition, observers’ in the“from far”condition
act exactly as we would expect from both the CSF and, empirically,
from their psychometric function in the static condition. When the
high spatial frequency component image accounts for more than
50% of the total information, they report beginning to perceive
that image more than the low spatial frequency component.
However, in the “from close” condition, observers do not report
changing their interpretation of the image’s appearance until much
later (at a point where they report approximately 23% high spatial
frequency in the static condition). This phenomenon is clearly not
predictable by the CSF alone, which predicts the exact same point
of equality between the images as in both the static and “from far”
conditions – the point where more than 50% of the image infor-
mation comes from the low spatial frequency image. This suggests
that observers are taking into account their previous perception
of the image in deciding what the image looks like (e.g., how to
perceptually organize it), and, importantly, doing so only when
they are losing information about the image.
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FIGUREA1 | (A)The information contained in a hybrid image is a mixture
of the information originating from the high spatial frequency component
of an image (blue) and the low spatial frequency component of another
image (green). (B) From a distance of 3 m, the information visible to
human observers (the information available from a standard CSF, depicted
as the dashed-gray line) is predominantly driven by the low spatial
frequency component: observers should preferentially perceive the happy
face. (C) From a distance of 0.5 m, the visible information is predominately
from the high spatial frequency component: as a result, observers should
see a neutral face.
FIGUREA2 | (A)The total amount of information available from each
component after taking a weighted sum by the CSF at a given
distance. The y -axis is normalized to put the maximum information at
1.0. (B)The percentage of all information about the image available at
a given distance that comes from the high spatial frequency
component.
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