Abstract-This paper presents an extensive investigational study of TCP variants over IP and Multi-protocol Label Switching (MPLS) networks by focusing Tahoe, Reno, New Reno, Sack and Vegas under Constant Bit Rate (CBR) traffic. For analytical results; demonstration of the IP and MPLS network is simulated over a limited number of nodes. We compared the performance of TCP variants with single, two, four and eight flows for CBR traffic through measuring throughput, delay, number of packet sent, received and lost. Under theses traffic flows, it has been found that all variants are unable to adapt MPLS features. However, Vegas have shown potential outcomes with almost invariable en-to-end delay after a brief time period of delay oscillation in the early phase of application. The unwavering end-to-end delay of Vegas under MPLS makes it a striking option for average to huge size real-time networks.
as a response to a successfully delivered packet ensuring accurate delivery of packets. In case of a lost packet, the next packet received will return ACK of the packet received before the loss, helping the sender to recognize two identical ACKs. These are called duplicate ACKs and are considered as a signal of a packet loss.
Due to popularity and wide application of TCP in wired network a lot of researchers are focusing on investigating its behavior on different parameters 0. The current study aims to extend the literature by comparing the behavior of TCP variants in MPLS and IP domain. For analytical results, TCP Reno, New Reno, Sack, Tahoe and Vegas were simulated on single, two, four and eight flows over a limited number of nodes to analyze their performance based on throughput, average delay, packets sent, received, and lost for CBR traffic.
Organization of rest of the paper is as follows: The Section II presents a summary of the work already done in the field of TCP variants. In section III, we present the simulation result followed by their interpretation. Section IV concludes the research work.
II. PERFORMANCE COMPARISON OF TCP VARIANTS
TCP variants have been extensively studied in recent years by examining their performance under different traffic conditions. The authors conducted a comprehensive experimental study by focusing Tahoe, Reno, New Reno, Sack and Vegas under File Transfer Protocol (FTP) in IP and MLPS networks in 0 and results showed that Vegas outperformed other variants in term of average delay. Akbar et al. conducted an investigational experimental study on analysis of TCP Tahoe, Reno and Vegas under MPLS with different traffic loads and concluded that Vegas provides a stable constant end-to-end delay [2] . Rahman et al. analyzed MPLS over conventional networks and concluded that's MPLS provides better throughput and lesser delay over conventional network [14] . Ren et al. proposed integration of mobile IP and MPLS networks for improvement of Mobile IP scalability by leveraging small state maintenance, high scalability and fast switching features of MPLS [4] . Scalability issues of Mobile IP were also highlighted in this work. Asante et al. in [6] analyzed the union of Mobile IP and MPLS and its benefits.
Dubois compared the downlink performance behavior of TCP variants over UMTS networks common and dedicated channels. He concluded that TCP Sack showed least performance over other TCP variants and different type of traffic have a significant impact on the performance of TCP [3] . Wierman et al. presented a framework for the analysis of Sack and Vegas, and Reno under general network conditions [7] . Their analysis results leads to some appealing observations regarding bottleneck links' behavior and design decisions effectiveness in Sack and Vegas. Salleh et al. investigated the performance behavior of Tahoe, Vegas, New Reno, and Sack over self-similar traffic by measuring round trip time, throughput, and data received [8] . Vegas outperformed in term of throughput and New Reno provides better results in term of efficiency over other variants. The experimental results conducted by Jeonghoon, et al. in [9] highlighted the results of previous study. Hasegawa et al. conducted experiments to compare the performance of Vegas and Reno on a shared bottleneck link and concluded that Reno performed better as compared to Vegas [10] . Similar study was conducted by Fu et.al., in [11] to compared the performance of Reno and Vegas on asymmetric networks having bottleneck and experimental results showed that Vegas undergoes a performance degradation as compared to Reno. They also suggested a mechanism to improve this performance degradation using time stamping. Bonald compared Reno and Vegas over throughput and average buffer taken up keeping RTT measurement as testing template [12] . Chan et al. highlighted some problems of Vegas under congestion avoidance and suggested congestion avoidance scheme based on router to overcome these problems [13] . Various inefficiencies in TCP over long term evolution (LTE) such as undesired slow start was discovered in [17] .
III. EXPERIMENTAL SETUP
We selected ns-2 [15] for experimental evaluation. General architecture of MPLS and IP network integration consists of 13 nodes divided into two domains (MPLS and IP) is shown in Figure1. MPLS domain consists of 7 nodes which are labeled as LSR1 to LSR7 and IP domain consist of 6 nodes named as node 0 to node 5. The IP domain consists of a sender and a receiver network each having three nodes. Links between nodes of MPLS and IP network are 1 Mb and 5ms node processing delay. All MPLS nodes are Label Distribution Protocol (LDP) enabled. Which provides mechanism for label distribution among MPLS enabled nodes.
The traffic is CBR and having packet size of 1500 kilo bytes with variable time interval. The simulation runs for 100 seconds. Traffic source and destination are IP based networks. Some common networks parameters are shown in Table 1 . The different TCP variants in MPLS/IP network are analyzed using different scenarios. The numbers of flows of the link were varied in order to check the effect of different flows on the throughputs and delay. 
Attributes Values
Bandwidths 1MB
Link Processing Delay 5ms
Number of hops 7
Number IP nodes 6
Packet size 1500
Number of MPLS nodes 7
IV. RESULTS AND DISCUSSION CBR traffic was simulated on single and multiple flows i.e. two, four and eight flow and results were traced. These results of TCP New Reno, TCP Reno, TCP Sack, TCP Tahoe and TCP Vegas are presented below:
A. Single Flow
To simulated single flow a CBR connection is established between node 0 and node 11. The behavior of TCP variants was recorded based on their sequence numbers i.e. average delay up to packet number 50,100,150 and so on. Figure 2 demonstrates the comparison TCP variants on average delay (milliseconds), Figure 3 depicts percentage throughput and Figure 4 shows the number of packet send, received and lost. There is small number of packet loss. Average delays and throughputs of all the variants are approximately same and TCP Vegas shows 25% lesser average delay than other variants. As it is evident from the Figure 2 that performance of Vegas is superior to other variants. 
B. Two Flows
In this simulation two flows were created at same time in which Node 0 is sending data to Node 11 and Node1 is sending data to Node12. The intermediate cloud is MPLS and both senders and receivers are IP based. Figure 5 demonstrates the comparison TCP variants on average delay, Figure 6 depicts percentage throughput and Figure 7 shows the number of packet send, received and lost. Average delay of all the variants is approximately same and TCP Vegas shows 40% lesser average delay than other variants. TCP Vegas did well again on two flows than other variants while analysing average delay. Figure  8 demonstrates the comparison TCP variants on average delay, Figure 9 depicts percentage throughput and Figure 10 shows the number of packet send, received and lost. Vegas dropped very few packets and had highest throughput. On the whole average delay is amplified. Average delay of all the variants is approximately similar and only TCP Vegas demonstrated 40% smaller average delay. This proves better performance of TCP Vegas on four flows than other variants. TCP Reno has highest delay peak reaching 0.65 seconds until the end of simulation. 
D. Eight Flows
This part of simulation generates eight flows; all flows are of CBR type and start concurrently. There are four sessions on Node0 and four sessions on Node1 that are sending data to Node 11 and Node12 respectively. The intermediate cloud is MPLS and both senders and receivers are IP based. Figure 11 demonstrates the comparison TCP variants on average delay, Figure 12 depicts percentage throughput and Figure 13 shows the number of packet send, received and lost. The traffic sent rate is increasing by number of flows; the delay also increases because more packets are induced by the traffic generator that further increases queuing delay, as total end-to-end delay is composed of transmission delay, propagation delay, and queuing delay. More packets sent mean more queuing delay. Only few packets were lost in Vegas simulation whereas more packets were dropped in other variants of TCP. Collectively average delay increased with increase in flows but still Average delay of all the variants is roughly identical and TCP Vegas shows 50% lesser average delay than other variants. TCP Vegas gives highest throughput and lowest average delay. On eight flows New Reno shows even worst performance. TCP Sack delay reaches highest peaks of 0.5 seconds. 
V. CONCLUSION
In this paper, author studied the behavior and performance of TCP when applied over wired IP and MPLS network by surveying the TCP variants based on End-to-End scheme. Simulation was run for different number of flows: single, two, four and eight flows for CBR traffic. Simulation observation based on TCP Reno, New Reno, Sack, Tahoe and Vegas clearly describes about the performance evaluation through measuring throughput, delay and number of packet sent, received and lost for CBR traffic. The research sticks to the simulation results as evidence that TCP variants have minor effect on the overall results except in few cases. TCP Vegas showed superior performance and improved throughput over the other variants. The performance of all the variants gradually decreases with increase in the number of competitive flows. Under different traffic flows, it has been found that all variants are unable to adapt MPLS features. However, Vegas have shown potential outcomes with almost invariable en-toend delay after a brief time period of delay oscillation in the early phase of application. The unwavering end-to-end delay of Vegas under MPLS makes it a striking option for average to huge size real-time networks. Another important finding about this IP and MPLS network which have nominal IP neighboring, is that Vegas can be a very good and reliable choice to be used in real-time data transmission because of its stable jitter free end-to-end delay behavior.
