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We report on theoretical investigation of the magnetization reversal in two-dimensional arrays of
ferromagnetic nano-particles with parameters of cobalt. The system was optimized for achieving the
lowest coercivity in an array of particles located in the nodes of triangular, hexagonal and square
grids. Based on the numerical solution of the non-stochastic Landau-Lifshitz-Gilbert equation we
show that each particle distribution type is characterized with a proper optimal distance, allowing to
lower the coercivity values for approximately 30% compared with the reference value obtained for a
single nano-particle. It was shown that the reduction of coercivity occurs even if the particle position
in the array is not very precise. In particular, the triangular particle arrangement maintained the
same optimal distance between the particles under up to 20% random displacements of their position
within the array.
PACS numbers: 75.78.-n, 75.60.-d, 75.75.Jn
I. INTRODUCTION
Research of nano-scale magnetism was greatly cat-
alyzed with the discovery of the Giant Magnetoresis-
tance [1, 2] leading to unprecedented progress in infor-
mation storage technology [3]. The impressive perspec-
tives in enhancing non-volatile magnetic memory mod-
ules [4], micro-wave generators of GHz frequency [5, 6]
and nano-scale magnetic sensors led to the development
of the new promising field – spintronics [7]. The simplest
spintronic devices, spin valves, were studied in detail (see,
e.g., [5, 8, 9]). These devices consist of a thick polarizer
and a thin analyzer layers, separated by a non-magnetic
spacer. The magnetization of the analyzer layer can be
efficiently controlled by the external magnetic field or
injected spin-polarized current, allowing to achieve mag-
netization reversal [10], steady magnetization precession
[9] as well as magnetization relaxation to so-called canted
states [11].
Modeling of the magnetization dynamics usually re-
lies on the assumption that nano-sized magnetic parti-
cles can be characterized by a single magnetic moment
- a macrospin [12]. Larger objects should be treated as
a many-body problem within the framework of micro-
magnetic simulations [13]. The latter approach allows
studying domain dynamics as well as nucleation, propa-
gation and annihilation of vortices [14–16]. However, it
is much computationally intensive that complicates the
study of large arrays consisting of thousands of particles.
Due to this, many publications focus on simulations of
moderate-size arrays representing the existing systems
such as granular media for magnetic recording [17, 18].
One of the issues that greatly influences the magnetiza-
tion dynamics is the long-range dipole-dipole interaction
between the particles, which, in turn, strongly depends
on the geometry of the system and distances between the
nano-particles.
Therefore, we consider it timely and important to per-
form a thorough comparative study of ferromagnetic ar-
rays with different number of particles arranged into dif-
ferent types of grids with the aim to optimize their num-
ber and inter-particle distance to achieve new character-
istics promising for spintronic device applications. The
particle arrays can be created using available lithographic
processes [19]. We assume that the particles are not over-
lapping so that the interaction between them includes
only the dipole-dipole term. A particular attention was
paid to the robustness of the system regarding possible
random displacements of the particles that can occur due
to imperfect control of their growth conditions.
II. THEORETICAL MODEL
A. Single nano-particle
Each ferromagnetic nano-particle is assumed to have
a cylindric shape with a circular base with diameter of
a = 6 nm located in the xy-plane. The height of the
cylinder h = 2.2 nm is considered to be parallel to the
z-axis. The volume of such nano-particle scales then as
πa2h.
Due to the non-spherical form the present nano-
particle will have non-negligible demagnetizing-field
contributions[20, 21], the calculations of which might be
a non-trivial task in general [22]. The demagnetizing fac-
tors can be obtained [23, 24] for a general cylinder with
an elliptic base [25]. To simplify the calculations, we can
use the formula for the demagnetizing factor along the z-
axis of an oblate ellipsoid (which has a difference below
5% relative to the exact solution given in Fig. 3 of Ref.
[26] for a thickness below 5 [nm]), giving us the formula
Nz =
k2
k2 − 1

1− arcsin
(√
k2−1
k
)
√
k2 − 1

 , (1)
2with the parameter k = a/h. For the values of a and h
and due to the axial symmetry we find Nz ≈ 0.61, Nx =
Ny ≈ 0.19. This allows us in the first approximation
to neglect the demagnetizing factors in xy-plane and to
model the considered nano-particle as an infinitely large
plane.
Another important issue concerns the limit size of a
nano-particle to which the magnetization motion is uni-
form and no magnetic vortices are formed [27, 28]. For
this we should minimize the sum of exchange- and mag-
netostatic energies for the core and the uniformly mag-
netized cylinder [24] (sec. 5). The resulting expression
yields a critical radius below which the magnetization
rotation is uniform. From the solution of the transcen-
dental equation
x =
2
1−Nz +
2Nz
1−Nz lnx (2)
we obtain for the critical radius acrit =
√
xcrit
2A
µ0M2SNz
≈
3 nm, where A = 31 · 10−12 J/m [22] is the exchange
stiffness for bulk cobalt and xcrit ≈ 0.21 is the solution
of eq. (2).
It is necessary to note that we have chosen the parti-
cle size of the same order of magnitude with the critical
value, so that the macrospin approximation is still valid.
At the same time the particles are reasonably large to di-
minish the influence of the particle’s surface on its mag-
netization dynamics.
B. Arrays of nanoparticles
Let us consider an array of ferromagnetic particles,
each characterized by a magnetization vector ~Mi. In
the framework of the macrospin approximation [12],
the magnitude of ~Mi for every particle is constant and
equal to the saturation magnetization MS, which makes
it convenient to work with the normalized magnetiza-
tion ~mi = ~Mi/MS. The magnetization dynamics of
a macrospin obeys the Landau-Lifshitz-Gilbert (LLG)
equation [29, 30]
d~mi
dt
= − γµ0
1 + α2
~mi×
[
~HiEFF (t) + α
[
~mi × ~HiEFF (t)
]]
,
(3)
where γ = 1.76 · 1011 1/(Ts) denotes the gyromagnetic
ratio, µ0 = 4π · 10−7 Vs/(Am) stands for the magnetic
permeability and ~HiEFF (t) is the total effective field. A
ferromagnetic body with such a geometry will be charac-
terized with the anisotropy field ~HiANI = {HKmix, 0, 0}
(HK = 2K1/(µ0MS), as well as a demagnetizing factor
of a thin film ~HiDEM = {0, 0,−MSmiz}. For the case of
non-overlapping particles the Maxwell’s equations sug-
gest the dipole-dipole field
~HiDDI = −ViMS
4π
∑
j 6=i
[
~mi
r3ij
− 3(~mi · ~rij)~rij
r5ij
]
, (4)
where the subscripts j 6= i denote the interacting
macrospins located at the distance rij from each other.
As we consider a system composed of the uniform parti-
cles, their volume will be constant V ≡ Vi. Taking into
account all the aforementioned contributions, the total
effective field acting on the i-th ferromagnetic particle
can be written as
~HiEFF (t) = ~HEXT + ~HiANI + ~HiDEM + ~HiDDI , (5)
with an external field ~HEXT used to trigger the magne-
tization reversal.
To investigate the influence of the particle distribu-
tion on the properties of the system, we studied two-
dimensional arrays with triangular, hexagonal and square
particle arrangements (Fig. 1) characterized by the grid
parameter d. For every geometry it was assumed that
the easy axes of the particles related to the magnetocrys-
tolline anisotropy are aligned parallel to the x-axis.
The type of particle arrangement sets constrains on
their magnetization dynamics, primarily due to distinct
coordination numbers. For example, for a triangular grid
every particle located inside the array has six nearest
neighbors. The square grid has four nearest neighbors,
whereas a particle located in a vertex of a hexagon has
only three neighbors (Fig. 1). Due to this, one can ex-
pect that triangular grid will be more magnetically stiff in
comparison with hexagonal and square particle arrange-
ments. The particles located at the perimeter of the array
have an incomplete set of the neighbors, which leads to
less constrained dynamics. The ratio of “perimeter” to
“interior” particle number can be varied by changing the
size of the array. To simplify the analysis we introduced
a single array size parameter N , assuming that the par-
ticles are located in the nodes of N × N grid. This is a
straightforward approach for square and triangular grids
(for the latter, each second line is shifted), so that the
particle number in both cases is NP = N
2. Hexagonal
grid can be obtained from the triangular one by omission
of certain sites, so that the total number of particles in
this case is NP =
2
3
N2. For the cases of square and trian-
gular particle arrangement, the percentage of perimeter
particles is defined as 4(N − 1)/N2. The ranges of N
were chosen in the way allowing to vary the aforemen-
tioned ratio from 64% (N = 5) to 8.7% (N = 45), so
that we studied the marginal cases when the number of
perimeter sites is either dominant (over 50%) or almost
negligible (under 10%).
For the large particle arrays, the number of perimeter
sites is small so that one may expect considerable unifor-
mity in magnetization dynamics. Since the total magne-
tization of the system is calculated as an average over all
macrospins ~m = Σi ~mi/NP , it will produce smoother hys-
teresis curves for a large NP by assigning lower weight to
3FIG. 1: (Color online) Particle distributions considered in the paper (top view): a) triangular, b) hexagonal and c) square.
The inter-particle distance d and the unitary cell is marked for each grid type.
fluctuations of individual macrospins. However, an array
containing thousands of particles will have a considerable
size – for example, a grid formed by 50 × 50 particles
spaced at 20 nm yields the total area of 1× 1µm2, which
is beyond the nano-scale range. In the opposite case of
a very small particle array the dominant contribution of
perimeter sites can possibly degrade the overall system
performance.
III. NUMERICAL RESULTS AND DISCUSSION
For our calculations we assumed nano-particles of
cobalt with parameters reported from the spin valve ex-
periments [5]: HK = 500 Oe, MS = 18.2 kOe and
α = 0.014. The Eq. (3) at zero Kelvin was solved with
the Runge-Kutta method of the 4th degree [31] with a
time step τ0 = 0.05 ps required to achieve the sufficient
accuracy of magnetization dynamics. The macrospin re-
versal was triggered by harmonically-varying magnetic
field ~HEXT = H0 sin(ωt)~ex applied along the x-axis with
the frequency ω/(2π) = 0.5 GHz and the amplitude
H0 = 2.2×105 A/m. The mx component of the averaged
total magnetization features a clear hysteresis saturating
at mx = m/Ms → ±1 (Fig. 2).
The main parameters defining the magnetization re-
versal are the remanence mx0 and the coercivity HC ,
calculated at HEXT = 0 and mx = 0, respectively. The
system with higher remanence will have better signal-
to-noise ratio which is important for applications. The
coercivity defines the minimal magnetic field required to
reverse the entire array. Preferably, the values of HC
should be small so that the system of particles can be
reversed with the fields that do not cause significant dis-
turbance to the neighboring arrays. With this in mind,
one can formulate the optimization criteria for the sys-
tem of ferromagnetic particles as finding the optimal grid
constant dOPT and the array size N ensuring the lowest
coercivity HC together with significantly high remanence
mx0. This task should be performed for the particles ar-
ranged into square, triangular and hexagonal grids.
Another important question concerns the repeatabil-
ity of the hysteresis curves. To ensure this, we studied
the system during eight full field cycles, constructing the
histograms of the coercivity and the remanence. If the
hysteresis curves were practically the same from one cycle
to another, the corresponding histograms exhibit sharp
peaks with the height being equal to the number of field
cycles. In contrast, for hysteresis curves with poor re-
peatability the corresponding histograms have multiple
peaks of lower intensity.
The use of histograms is also beneficial for simplifica-
tion of the optimization task. In this way, the analysis of
thousands of hysteresis curves is reduced to study of his-
togram plots calculated by varying the inter-particle dis-
tance d for the fixed N . Fig. 2 illustrates this approach
for an array with square grid (N = 35, NP = 817).
The most characteristic hysteresis curves are given in the
upper part of Fig. 2 together with a reference curve
obtained for a single particle (Fig. 2a). As one can
see, a single macrospin does not perform well under the
field frequency of 0.5 GHz. The observable magnetiza-
tion precession is caused by the small value of damp-
ing coefficient α, for which it will be desirable to use a
slower field variation in order to achieve full magnetiza-
tion saturation at mx = ±1. In contrast, the particles
arranged into an array respond much better to the same
field frequency, clearly reaching the maximum possible
remanence value (Fig. 2d,e). The coercivity for a single
particle, HC0 = 87 kA/m, was used as a reference value
for the further analysis.
As one can see from Fig. 2b, for d = 12 nm (corre-
sponding to the diameter of a nano-particle) the coer-
civity of the array coincides with that of a single particle
HC = HC0; the remanence is mx0 = 0.85. Smaller values
of d will correspond to the case of overlapping particles,
for which the coercivity grows abruptly. This case is be-
yond the scope of the present paper. However, we would
like to emphasize that the obtained results are qualita-
4FIG. 2: (Color online) Characteristic hysteresis curves for magnetization reversal in a square array of ferromagnetic particles
(upper panels), with a reference hysteresis of a single particle given in the panel a). The hysteresis curves were calculated for
the grid parameters: b) d = 12 nm, c) d = dOPT = 16 nm, d) d = 38 nm and e) d = 54 nm. Bottom panels show the histograms
for coercivity (lower left) and remanence (lower right).
tively correct, since the system of overlapping particles is
expected to be more magnetically stiff in comparison to
the dispersed particles because of the stronger magnetic
interactions.
Increasing d from 12 nm onwards one can observe a
clear decrease of coercivity, which eventually reaches a
minimum of HC = 60.2 kA/m at the optimal distance
dOPT = 16 nm (Fig. 2c). The corresponding remanence
value is considerably high (mx0 = 0.90), proving that
magnetic moments of the particles ~mi are almost parallel
to each other. For d > dOPT coercivity increases again,
eventually exceeding the value HC0 as illustrated in Fig.
2d, HC = 100 kA/m. The blurring of the histogram
peaks observed when d varies from 36 to 50 nm is due to
the fact that the precessional relaxation of the magneti-
zation starts immediately at HC , so that the hysteresis
curve crosses the line mx = 0 several times. The pro-
nounced coercivity jump at d = 38 [nm] suggests that for
this value the long-range interaction field HiDDI ceases
to be dominant in Eq. (5). The decay of the interac-
tion magnitude is witnessed by the smooth decrease of
the coercivity until it reaches the single-particle value
HC0 at d = 54 nm (Fig. 2e). Magnetic interactions
become negligible for larger inter-particle distances, so
that magnetization dynamics of each macrospin becomes
independent.
To study the influence of the array size N on the prop-
erties of the system, we calculated the optimal distance
dOPT for three grid types (Fig. 3). The parameter N
varied from 3 to 45, corresponding to arrays composed
of 9 – 2025 particles (cubic and triangular grids) and
6 – 1350 particles located in the nodes of a hexagonal
FIG. 3: (Color online) Dependence of the optimal inter-
particle distance dOPT on the array size N . The grid types
- triangular, hexagonal and square (cf. Fig. 1) - are denoted
by the corresponding symbols. The curves are given as eye
guides only.
grid. As one can see from the figure, the dependence of
dOPT (N) can be generally approximated with the func-
tion f = f0 +Ae
−kN , fitting the coefficients f0, A and k
with the Levenberg-Marquardt method [31]. For consid-
erably large systems with N > 20÷35 the value of dOPT
saturates; it is important to emphasize that for each grid
type saturation value is different: dOPT = 16 nm for
particles arranged into a square grid, dOPT = 19 nm
for hexagonal grid and dOPT = 23 nm for a triangular
grid (Fig. 3). For smaller arrays (N = 10) the differ-
5FIG. 4: (Color online) Dependence of coercivity HC on array
size N for different grid types denoted by the corresponding
symbols. The relative coercivity is given on the right-hand
axis. The curves are plotted as eye guides only.
ence between optimal grid constants is still pronounced:
dOPT = 15 nm for square, dOPT = 16.5 nm for hexagonal
and dOPT = 20.5 nm for a triangular grid, respectively.
As one can see, the triangular grid favors larger particle
separation that can be explained by the larger number of
the nearest neighbors (six) setting considerable restric-
tions on the particle dynamics. The situation is different
for hexagonal and square particle arrangements. As they
have a similar number of the nearest neighbors (three
and four, respectively), the second- and the third-order
neighbors also appear to make important contributions
to the ~HiDDI . As a result, the square grid favors smaller
inter-particle distances in comparison with the hexagonal
one. The corresponding coercivity gain for the different
array sizes is shown in Fig. 4. To simplify comparisons,
the right axis gives the relative coercivity calculated with
respect to the single-particle value HC0. As one can see,
all particle arrays studied featured lower coercivity val-
ues compared with the single macrospin, paving promis-
ing ways towards performance improvement of spintronic
devices. Similarly to the situation observed in Fig. 3,
all three curves saturate for N > 25, essentially setting
limits for the particle array size. Indeed, despite the op-
timal inter-particle distance may vary with increasing of
d (Fig. 3), no further improvement is achieved concern-
ing the minimization of HC . The difference between the
coercivity values at N = 25 is small: HC = 60 kA/m for
the square grid, HC = 60.4 kA/m for the hexagonal and
HC = 60.8 kA/m for the triangular grid. However, for
small arrays (N = 4) the difference is more pronounced:
56.4 A/m for the square grid, 63.8 kA/m for the hexag-
onal and 64.8 kA/m for the triangular grid, which corre-
sponds to 64%, 73% and 74% of HC0, respectively.
Despite the considerable technological progress
achieved in improving the precision of nano-particle
placement [19], it is important to know the acceptable
degree of particle misalignment ∆d for which the
reduction of the coercivity still occurs. To study this
we performed the calculations for systems with random
displacement of ferromagnetic particles from their nodes
by 5%, 10% and 20% of the grid parameter d (Fig. 5).
As one can see, the array with 5% displacement (Fig.
5a, upper left panel) is quite similar to the unperturbed
system. For the case of 20% displacement (Fig. 5c,
upper right panel) the array is so disordered that it
becomes difficult to identify the type of the original
particle arrangement. Indeed, rectangular formations
give space to polygonal ones, such as irregular hexagons
seen in the upper left corner of the figure (Fig. 5c).
Analyzing the dOPT (N) scatter plots, one can see that
the particles forming triangular grid keep the optimal
distance at the values corresponding to the unperturbed
system even under significant displacement ∆d. This
robustness regarding random particle displacements
can be attributed to the higher magnetic stiffness. In
contrast, for hexagonal and square grids the values of
dOPT change so that for ∆d = 10% the coercivity for
both systems is almost indistinguishable.
IV. CONCLUSIONS
The study of two-dimensional arrays of ferromagnetic
nano-particles allowed the determination of the optimal
grid parameter dOPT that is distinctly different for tri-
angular, hexagonal and square grids. For larger inter-
particle distances triangular grid is preferable; closely-
packed particle arrays should rather have square grid ar-
rangement. The reduction of the coercivity was observed
for all three grid types, being more prominent for small
particle arrays. For the arrays larger than 25 × 25 sites
the value of HC tends to saturation. Each grid type fea-
tures a distinct tolerance to random displacements of the
particles. Triangular grid, being the most magnetically
stiff among the systems studied, maintains the optimal
inter-particle distance at 20÷ 24 nm even under consid-
erable particle misplacements (up to 20% of d), whereas
hexagonal and square particle arrangements were less sta-
ble, degrading to dOPT ≈ 16 − 19 nm for ∆d = 10%.
These results, to our opinion, offer several useful insights
for design enhancements of ferromagnetic particle arrays
aiming to achieve the best performance of spintronic de-
vices based on them.
From our pilot calculations at different frequencies
of the external magnetic field it follows that hystere-
sis curves lose typical oscillations next to the saturation
points (Fig. 2). Thus, we expect a certain smoothing of
hysteresis in the low sub-gigahertz regime.
Finally, we note that the effect of finite temperature on
the overall results and in particular effects of superpara-
magnetic behavior [32–34] deserve a separate detailed
study. It is expected, however, that elevated tempera-
tures assist the switching and the major effect is a low-
ering of the coercivity with increasing temperature.
6FIG. 5: (Color online) The influence of particle misalignment ∆d on the optimal grid parameter dOPT (N) corresponding to
the minimum coercivity (top view). The upper panels illustrate misalignment in square grid with a) ∆d = 5%, b) ∆d = 10%
and c) ∆d = 20%. The lower panels present dOPT (N) plots for the corresponding particle misalignment. The curves’ symbols
as in Fig. 3.
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