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Using the notion of finitely additive measure on Dynkin class (weak) densities 
(asymptotic and analytic) of some subsets of N * are studied. A link with the notion 
of naturally measurable set of L. Dubins and D. Margolies (“Naturally Integrable 
Functions,” University of California, Berkeley) is established and an elementary 
solution to the first-digit problem is given. 0 1985 Academic Press, Inc. 
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INTRODUCTION 
Le but de ce travail est de presenter deux approches distinctes d’un m2me 
probleme: celui de donner un sens i la notion de “nombre entier prPleuP au 
hasard.” Cette notion a et6 utilisee empiriquement depuis longtemps; c’est 
ainsi qu’on lit couramment que la “probabilite” pour qu’un entier soit 
divisible par un entier donne k > 1 est l/k, en d’autres termes que 
V k E N * la “probabilite” de l’ensemble kN * est l/k. (1) 
Toute notion raisonnable de “probabilitC” devra verifier la propriete (1) et 
aucune de nos deux approches ne perdra de vue cet objectif. 
-La premiere approche consiste a prendre un reseau p = {P,, a E A } de 
mesures de probabilite u-additives sur l’ensemble 9(iN*) des parties de N* 
et, pour une partie E c N * (ou, plus generalement, pour une suite bornee 
f: N * + I?) d’examiner la convergence de Padf) = j f dP,. Si la limite 
lim, Pa(f) existe, on dira que f admet une integrale (ou une densite) 
asymptotique au sens du rtseau p. Le reseau le plus connu et le plus etudie 
est le reseau v = {v”, n > l} oti v, est la mesure de probabilite uniforme sur 
1 l,..., n }, qu’on appellera r&eau des frkquences. L’introduction de ce reseau 
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remonte au moins a Gauss (1792) qui a enonce sa fameuse conjecture sur la 
rarefaction des nombres premiers sous la forme 
1 
v,(P) - - Log n (n-, 4 
(ou Ip designe l’ensemble des nombres premiers). Un autre reseau, non moins 
celebre, est le reseau zeta [ = {[, , s > 1 } ou 
La premiere utilisation de ce reseau remonte a Dirichlet (1837) qui a enonce 
son theoreme sur les nombres premiers dans une progression arithmetique 
sous la forme suivante: si a, b sont des nombres premiers entre eux, alors 
(ou a, designe la fonction d’Euler). 
11 existe d’autres reseaux qui ont attire l’attention des chercheurs, par 
exemple le reseau binomial (B,(p), n > l}, le reseau poissonien 
{P(A), 1 > O), le reseau harmonique, etc. Pour une etude comparative de 
certains de ces reseaux a l’aide de theoremes tauberiens on pourra se reporter 
a la these de P. Diaconis [4]. 
-La deuxieme approche consiste a detinir d’emblee une “mesure” de 
probabiliti sur Y(lN*) posstdant de “bonnes” proprietes. 11 est tres vite 
apparu qu’il fallait abandonner la proprikte’ de a-additivite’: en effet, il est 
bien connu, et l’on verifie directement, qu’il n’existe pas de mesure de 
probabilite u-additive P sur Y(N *) verifiant la “propriete d’homothetie” 
que nous voulons conserver. En revanche, il existe une infinite de “mesures” 
de probabilid simplement additives sur .P(N *) veriliant cette propriete. Ceci 
montre l’importance de la notion de “mesure” de probabilite simplement 
additive. Aussi la plupart des mesures de probabilite dons nous parlerons 
dans la suite, seront-elles simplement additives. 
-La notion de mesure de probabilite uniforme (sur un ensemble fini) est 
remplacee ici par celle de mesure de probabilite’ invariante par translation 
sur Y(N *), ou, de facon equivalente, par celle de moyenne invariante par 
translation sur I, (= l’ensemble des suites numtriques borntes). 
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Une forme lintaire p: I, + IR est une moyenne invariante par translation 
si 
(a) elle est positive: f > 0 *p(f) > 0, 
(b) elle est normalisle: ~(1) = ), 
(c) V f E 1, et V k E N * on a ,Q,J = pudf) ou fk designe la translatee 
de f par k, definie par fk(n) = f (n + k). 
Pour l’existence et la construction de moyennes invariantes par translation 
sur un semigroupe quelconque, le lecteur interesse pourra consulter le livre 
de F. P. Greenleaf [8]. 
La non-unicite des moyennes invariantes par translation sur un groupe 
infini a conduit L. Dubins et D. Margolies [3] a introduire la notion d’in- 
tkgrabilite’ naturelle. Dans le cas du semi-groupe IN* on dit qu’une fonction 
f E 1, est naturellement integrable, d’integrale (naturelle) c E IR*, si, pour 
toute moyenne p invariante par translation sur I,, on a p(f) = c. Les auteurs 
cites montrent alors qu’une fonction f E 1, est naturellement integrable, d’in- 
tigrale (naturelle) c, si et seulement si 
lim v,dfk) = c 
n+cc 
uniformt!ment en k. 
Apercu du contenu 
Dans le premier chapitre now presentons la notion de classe de Dynkin, 
que nous avons jug&e utile pour reference ulterieure. Apres un survol rapide 
des principaux resultats classiques concernant le reseau des frequences 
(chap. 2), nous faisons, au chapitre 3, une etude plus detaillee du reseau zeta, 
basee principalement sur des rlsultats publies saris demonstrations par l’un 
de nous [ 111. Ainsi le thloreme 3.1 donnant une condition necessaire et 
sufftsante pour l’existence de la densite analytique d’une partie de N *, nous a 
permis de degager un critke tres simple (theoreme 3.2) pour l’existence d’une 
telle densite. Nous etudions ensuite la structure de la classe B des ensembles 
admettant une densite analytique et nous montrons notamment que ce n’est 
pas une algebre. Le chapitre 4 est consacre a la presentation des liens 
existant entre densite asymptotique et densite analytique. Cette comparaison, 
bien classique (cf. p. ex. R. Ayoub [I]), est complttte par le resultat moins 
connu (cf. (4, 111) selon lequel une fonction f E 1, admettant une densitt 
H, admet tgalement une densitt analytique. Le chapitre 5 est consacre au 
“probleme du premier chiffre.” Nous montrons d’une facon tres simple que 
l’ensemble E, forme par les entiers dont le premier chiffre dans le represen- 
tation dtcimale est k E {l,..., 9} admet une densitl analytique tgale i 
log,,(l + l/k). L’objet des chapitres 6 et 7 est l’etude des “a-classes” c.i.d. 
des classes de Dynkin faibles et stables par translation et homothetie, ainsi 
que des mesures de probabiliti invariantes par translation sur ces a-classes. 
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L’interet de ces classes provient du fait que la classe G9 (respect. 8) des 
ensembles admettant une densite asymptotique (resp. analytique) est une a- 
classe. Nous construisons la plus petite a-classe g,, contenue dans S(ih *) et 
nous montrons que c’est une algebre (!). 
Toutes les mesures invariantes par translation ont m2me restriction sur go 
et cette restriction commune est une mesure de probabilite qui n’est pas u- 
additive. La classe G?,, est strictement contenue dans la classe des ensembles 
“naturellement mesurables.” Au chapitre 8, nous montrons la mesurabilite 
naturelle de quelques ensembles, notamment de l’ensemble forme par les 
entiers qui ont au plus k facteurs premiers (thtoreme 8.3). Dans le neuvieme 
et dernier chapitre nous faisons le lien entre la notion d’inttgrabilite naturelle 
et celle du reseau des mesures de probabilite u-additives sur 9(N *) et 
asymptotiquement invariantes par translation. Nous obtenons ainsi une 
generalisation du critere d’integrabiliti naturelle de L. Dubins et 
D. Margolies [3]. 
1. CLASSES DE DYNKIN 
Nous allons presenter dans ce paragraphe certaines classes de parties d’un 
ensemble donne X qui se sont imposees naturellement en theorie des nombres 
lors de l’etude des densitis (asymptotiques et analytiques); il s’agit des 
classes de Dynkin qui ont tte introduites par E. B. Dynkin [6] dans un tout 
autre contexte. 
DEFINITION 1.1. Classe de Dynkin. Une classe B de parties d’un 
ensemble X est appelee clusse de Dynkin si elle verifie les proprietis 
(a) XEg, 
(b) +Y est stable par passage au compllmentaire, c.i.d. si E E 8, alors 
EC E 8, 
(c) B est stable par reunion denombrable disjointe, c.i.d. si (E,),>1 
est une suite d’ensembles disjoints appartenant a 8, alors Una I E, E g. 
On verifie immediatement qu’une classe de Dynkin est stable par reunion 
finie disjointe et Cgalement par formation de difference propre (c.i.d. si 
E,FEB avec FcE, alors E\FE8). 
Dans la suite nous aurons besoin d’une notion un peu plus faible. 
DEFINITION 1.2. Classe de Dynkin faible. Une classe &? de parties d’un 
ensemble X est appelee classe de Dynkin faible si elle verifie les deux 
proprietts (a), (b) de la definition 1.1, ainsi que la propritte 
(c’) B est stable par reunion tinie disjointe. 
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Une classe de Dynkin faible est stable par formation de difference propre; 
toute classe de Dynkin est une classe de Dynkin faible. 
11 est intiressant de noter que toute a-algebre est une classe de Dynkin; la 
connexion exacte entre ces deux notions est donnee par le theoreme suivant 
(cf. H. Bauer [2]). 
THBOR~ME 1.1. Les deux propri&tb suivantes sont Pquivalentes 
(a) B est me a-algPbre, 
(b), (b,) 8’ est une classe de Dynkin, 
(b,) si E, F E 8, alors En F E 8, C.&d. 8’ est stable par inter- 
section. 
On a de m2me 
TH~OR~ME 1.2. Les deux propri&% suivantes sont 4quivalentes 
(a) 8 est une algt?bre, 
(b), (b,) 8 est une classe de Dynkin faible. 
(W si E, F E 8, alors En F E 8, c&d. 8 est stable par inter- 
section. 
En analogie avec la theorie des o-algebres on voit que, pour toute classe SF 
de parties de X, il existe une plus petite classe de Dynkin et une seule, 
contenant G?, que nous noterons g(q) et que nous appellerons la classe de 
Dynkin engendrbe par SF. L’importance de cette notion reside dans le 
theoreme suivant (cf. H. Bauer [2]). 
THBOR~ME 1.3. Soit S? me classe de parties de X telle que 
si E, F E 5T’, alors EnFEg. 
Alors la classe de Dynkin engendree par Q coiizcide avec la o-algt?bre 
engendrke par 59, c.ri.d. cZ~(‘Z) = a(@). 
On montre de m2me 
THBOR~ME 1.4. Soit SZ? une classe de parties de X telle que 
si E,FEQ, alors EnFEGY, 
Alors la classe de Dynkin faible engendree par %? coincide avec l’algebre 
engendree par $7. 
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Exemples de classes de Dynkin 
EXEMPLE 1. Soit (X, 8, P) un espace probabilid et A E 8. Alors l’en- 
semble 
gA = {E E g ( E est P-independant de A} 
est une classe de Dynkin. 
La verification est immediate; on notera que gA n’est pas necessairement 
une a-algebre: en effet il existe des espaces probabilises (X, 8, P) et des 
triplets E, F, A E B tels que E est independant de A, F est independant de A, 
mais E CT F n’est pas independant de A. 
EXEMPLE 2. Soient (X, 8) un espace mesurable et ,~r, ,u* deux mesures 
de probabilite’ sur (X, 8). Alors l’ensemble 
est une classe de Dynkin. 
En d’autres termes l’ensemble des evenements sur lesquels deux mesures de 
probabilite sur une m6me o-algebre comcident, est une classe de Dynkin. 
2. DENSIT& ASYMPTOTIQUE 
La plus celibre des methodes visant a associer une “probabilite” a une 
partie de N *, est celle qui utilise la suite des frequences (v,),, r, ou v, est la 
mesure de probabilite uniforme sur {l,..., n}. Pour E c lh * on a: 
N,(E) 
vn(E> = -y- od N,(E) = 
card E f7 {l,..., n} I,(l) t fe. + I,(n) ZZ 
n n 
et on s’interesse au comportement asymptotique de la suite (v,(E)),,, . Si 
l’on examine le pas de 
que: 
6(n) = 
= 
variation 6(n) = ( v, + I (E) - v,(E)1 alors on constate 
n v,(E) + 
W + 1) 
n+l ntl 
- v,(E) 
IIAN+ I)-v,(E)l < 1 
n-l-1 ntl 
ce qui permet d’affrrmer que l’ensemble des valeurs d’adhlrence de la suite 
(v,(E)), > I est l’intervalle ferme; [lim inf vJE), lim sup vJE)]. 
DEFINITION 2.1. Densite asymptotique. On dit qu’une partie E c N * 
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admet une densite asymptotique si la suite numtrique (v,(E)),,, admet une 
limite (appartenant necessairement a l’intervalle [0, 11) lorsque n + +co. Si 
c’est le cas on notera cette limite d(E) = lim,,, v,(E) et l’on dira que d(E) 
est la densite asymptotique de E. On notera ~9 la classe des parties de R\l* 
admettant une densite asymptotique. 
On virilie sans peine les proprietes suivantes: a contient l’algebre G? des 
partiesfinks et coj%ies de N *. Pour tout a E N * la classe UN * des multiples 
de a appartient a $?Z et d(aN *) = l/u. L’ensemble Ip des nombres premiers 
appartient a g et d(lP) = 0; en effet 
v,(iP)=--- . n(n) 1 ~ 0 
n Log n 
Comme dernier exemple citons l’ensemble Q des nombres “quadratfrei”; Q 
appartient a G9 et d(Q) = l/[(2) = 6/n* (cf. p. ex. J. E. Nymann [ 131). 
Donnons enlin un exemple dun ensemble E c R\l* n’admettant pas de 
densite asymptotique. 
TH~OR~ME 2.1. L’ensemble 
E= u E, ozi E,={n122k<n<22k+1}, k>O 
k>‘J 
n’udmet pus de densite’ usymptotique. 
Dimonstrution. 11 suffit de construire deux sous-suites de la suite 
(v,#))~> i qui convergent vers des limites distinctes. Nous choisirons comme 
sous-suites celles dont les indices co’incident avec les antecedents et les 
consequents des composantes connexes [22r, 2*“+‘[, c.8.d. avec 2*’ - 1 et 
22r+ 1 
(a) Sous-suite indexbe par n = 2*’ - 1, r > 1 
r-1 r-1 
N,(E)= c 22k= c 4x,? 
k=O k=O 
N,(E) 1 4'- 1 ~,(E)=~z=------z 
1 4’-1 1 1 
22'- 1 3 
--=-+-* 
4’-1 3 3 3 
(b) Sous-suite index&e par n = 2*” ‘, r > 0 
N,(E)=5 22k=5 4k=4 
r+1-1 
k=O k=O 3 
1 
v,(E)=~=- N,(E) 22r4 1 
4"+'--1 2 4"+l-1 2 
3 =- 3 4rtl -+-. 3 
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On en conclut que la suite (v,(E)),, , ne converge pas, done que E n’appar- 
Gent pas a Q. 
Nous allons a present preciser la structure de la classe 9. 
TH~OR~ME 2.2. La classe Y n’est pas me u-algsbre. 
Dhnonstration. Puisque g contient les parties tinies et cofinies de N *, la 
a-algcbre o(a) engendree par D coincide avec l’ensemble des parties de W *; 
ainsi o(Q) = .S(n\l*). Si done D ctait une tribu, elle coi’nciderait avec 
.Y(R\i*); pour montrer que G? n’est pas une tribu, il suffit done de construire 
une partie E E ,3(N *) qui n’appartient pas a 5’; c’est precisement ce que 
nous avons fait dans I’exernple du thtorcme 2.1. 
En fait la classe 5’ n’est meme pas une algcbre, et ce point est plus ma1 
connu. Pour le voir, il sufftt de montrer que g n’est pas stable par inter- 
section tinie. 
TH~OR~ME 2.3. La classe P n’est pas stable par intersection finie, done 
n’est pas me algibre. 
Dhnonstration. Nous nous inspirerons de J. Kubilius [lo]. Partons de 
l’ensemble E du thtorcme 2.1, qui n’admet pas de densite asymptotique 
E= u E, oti Ek={n122k<n<22k”}, k>O. 
k>O 
On notera que 
EC = u F, 06 Fk=~n/22kt1~n~22xtzj, k>O. 
k>O 
Introduisons les ensembles 
A=2IN* ensemble des nombres pairs > 0 
B=2N+ 1 ensemble des nombres impairs > 0. 
11 est clair que A, B E @ et que d(A) = d(B) = i. Considerons a present l’en- 
semble 
F=(Af-IE)u(BnEC). 
C’est la reunion (disjointe) des nombres pairs de E et des nombres impairs 
de EC. 
(a) Montrons que FE 69 et que d(F) = i. En effet la reunion 
definissant F &ant disjointe, on a 
Vn, v,(F) = vn(A n E) + v,(B n E’). (1) 
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D’autre part, la structure mSme de l’ensemble EC = Uk>O Fk montre que 
Vn, N,,(Z3 n EC) = N,(A n EC) - IA ,-&n) 
d’oti 
Vn, vn(B 17 EC) = v,JA n EC) - $ IA &n). (2) 
11 rCsulte de (l), (2) que 
Vn, v,(F) = vn(A n E) + v,,(A n EC) - $ IA ,&n) 
d’oti, en faisant n -+ co, v,(F) + +. 11 en rksulte que FE a est que d(F) = 4. 
(b) Les deux ensembles A, F appartiennent i cC~; nous allons montrer 
que leur intersection A n F n’appartient pas 1 G9, ce qui achkvera la 
dkmonstration. On a en effet: A n F = A n E. Or 
Vn, vn(A n E) = + v,(E) + ff oti 1-c G 1 
mais alors, comme E n’appartient pas A @, la suite (v,(E)),,, ne converge 
pas, done la suite (v&4 n E)),,, ne converge pas non plus, done A n F = 
A n E n’appartient pas 1 C@. 
Pour dCcrire la structure de g, nous allons introduire la notion de ~1- 
classe. 
DEFINITION 2.2. a-classe. On appelle a-classe une classe g de partie de 
N* qui est une classe de Dynkin faible et qui est stable par transformation 
afflne (i.e., stable par translation et par homothktie); ainsi une ar-classe C9 
Grifie les proprittts suivantes: 
(a) N*ESJ, 
(b) G est stable par passage au compl&mentaire, 
(c) g est stable par r&union j5zie disjointe, 
(d), (d,) 9 est stable par translation, c.8.d. si E E 93 et a E N, alors 
E+aEg, 
(dJ g est stable par homothktie, C.&d. si E E LS et a E N*, alors 
aEE@. 
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THI~OR~ME 2.4 structure de g. La classe CS des parties de N* 
admettant une densite’ asymptotique est une a-classe. 
Demonstration. La verification des proprietes (a), (b), (c), (d,) est 
immediate; pour (dJ on remarquera que v,(aE) --+ (l/a) d(E) si E E 8. 
Etudions a present l’application d: a + [0, I] qui, a un Clement E E 9, 
associe sa densiti asymptotique d(E). Remarquons tout d’abord que cette 
application est surjective; mais elle n’est pas a-additive sur 3?!, c.i.d. si 
RAI, 1 est une suite d’elements disjoints de ~3 telle que U n a 1 E, E 9, on 
n’a pas necessairement d(iJ,,, E,) = C,,> 1 d(E,). Pour le voir, il suftit de 
prendre 
E, = In}, n> 1, tin> 1, E,EB et d(E,)=O 
u E,=N*, N*EG et d(N*)= 1. 
n>l 
On voit que 
# r d(E,)= 0. 
nil 
La structure de l’application d est fournie par le theoreme suivant: 
TH~OR~ME 2.5. Structure de l’application d. L’application d: 2: + [0, l] 
qui, a un t!lement d E GTJ associe sa densite’ asymptotique d(E) est une 
“mesure” de probabilite’ simplement additive, C.&d. elle vt!rrifie 
(a) d(N *) = 1, 
(b) si E, ,..., E, est une suite finie d’e’lements disjoints de 9, alors 
En outre, elle verrifie 
(c), (c,) d est invariante par translation C.&d. si E E 62 et a E N, 
alors d(E + a) = d(E), 
(cz) d verrifie “la propriete d’homothe’tie” c&d. si E E B et a E N *, 
alors d(aE) = d(E)/a. 
Demonstration. Toutes les verifications sont evidentes. 
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3. DENSITI~ANALYTIQUE 
Les lois de probabilitl c(s), s > 1. 
Nous commencerons par introduire sur (N *, Y(N *)) une famille de lois 
de probabilitl indexte par un nombre rC?el s > 1. On rappelle que pour tout 
rCe1 s > 1 la sCrie Cnal (l/n”) est convergente et que sa somme est notke c(s). 
On sait que la fonction r(s) = C,hl(l/ns), s > 1, est continue et dkrivable; 
c’est la fonction [ de Riemann (pour des arguments appartenant i ] 1, +co [). 
DEFINITION 3.1. A tout nombre rCe1 s > 1 on associe la loi de 
probabilitk P, sur (N *, 9(N *)) dC?finie comme suit; soit E E S(N *) 
O, 
I- 
E=@ 
P,(E) = 1 1 
C(s) ngE 2’ 
Ef0. 
Cette loi de probabilitl est appelle loi de probabilitk c(s) sur (N *, 9(iN *)). 
Voici quelques propriktks utiles pour la suite. 
PROPRI~TB 3.1. Soit a E N*, alors P,(aN*) = l/as. 
Dkmonstrution. 
1 1 1 1 1 
pJuN*)=i(s)nzN* n”=r(s) kIl* (ak)“=a”* 
PROPRIBTB 3.2. Soient a, b E hl*, premiers entre eux, c&d. tels que 
(a, b) = 1. Alors les ensembles UN * et bN * sont P,-inde’pendunts, c&d. 
Vu,bEN*:(u,b)=l, P,{ (UN *) CI (bN *)} = P,(uN *) P,(bN *). 
On dit que la loi de probubilite’ C(s) a “la proprit!te’ dindkpendunce.” 
Dkmonstrution. Si (a, b) = 1, alors (aIN *) f7 (bN *) = abN * d’oti en vertu 
de la proposition 3.1.: 
P,i(uN*)n(bN*)}=P,(ubN*)=&=$.+ 
= P&N *) P,(bN *). 
PROPRI~TI? 3.3. Formule 8Euler. Soit Ip l’ensemble des nombres 
premiers, ulors 
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Dthonstration. 
. Pour qu’un entier soit Cgal B 1, il faut et il sufflt qu’il ne soit divisible 
par aucun nombre premier p > 1, d’oti 
l . Puisque P,, s > 1, est une loi de probabilitk sur (IV *, S(N *)) et 
que les ensembles { (pih *)‘, p E Ip} sont P,-indkpendants (ceci est une 
ghtralisation de la proposition 3.2), on a 
P,({ll)= n P,{(PN*)CI= n [1 -p,(P~*)l, 
PEP PClF’ 
d’oti, en vertu de la proprittl 3.1, 
Ps({ll)= n (I-$). 
PEP 
Or, par dkfinition, P,({ 1 }) = l/c(s) d’oti le rtsultat. 
PROPRIBTB 3.4. Soit Q l’ensemble des entiers “quadratfrei”; alors 
P,(Q) = L 
0) 
Dhnonstration. 
. Pour qu’un entier appartienne B Q, il faut et il sufflt qu’il ne soit 
divisible par aucun carrk p2, oti p est un nombre premier >l, d’oti 
Q = f-) (p’N*)‘. 
PEP 
l l En raisonnant comme pour la proprittk 3.3, il vient 
P,(Q) = n [1 -P,(P’~*)~ = pvp (1 -j&j 
PEP 
d’oti, en vertu de la formule d’Euler: 
1 
f's(Q) = r(2s). 
Nous sommes i prlsent en mesure d’introduire la notion de densitir 
analytique. 
36 FUCHS ET NANOPOULOS 
DEFINITION 3.2. Densite analytique. On dit qu’une partie E c N * admet 
une densite analytique si la limite lim,,, + P,(E) existe (elle appartient alors 
nlcessairement h [0, 11). Si c’est le cas on notera cette limite 6(E) = 
lim s-+, + P,(E) et l’on dira que 6(E) est la densite analytique de E. On notera 
B la classe des parties de N* admettant une densite analytique. 
On veritie saris peine les proprietes suivantes: 8’ contient l’algebre et des 
parties finies et cofinies de n\l *. Pour tout a E N *, la clase ah. * des multiples 
de a appartient a 8’ et 6(aN ‘) = l/a; en effet, en utilisant la propriete 3.1, il 
vient P,(aN *) = l/a’ - l/a lorsque s --) l+. L’ensemble Ip des nombres 
premiers appartient a 8 et 6(R) = 0; en effet: 
Or, d’apres des resultats classiques (cf. p. ex. G. H. Hardy et E. M. Wright 
PI), on a 
1 
5(s)-- 1, .zp $-Lo& (s+ 1’) 
d’Od 
P,(R)-((s- l)Log-&+O (s + 1+ ). 
Enfin, l’ensemble Q des nombres “quadratfrei” appartient a B et S(Q) = 
l/[(s) = 6/x*; en effet, en utilisant la proposition 3.4, il vient 
1 1 
ps(Q) = r(2s) + C(2) 
(s + 1+ ). 
On peut se poser a propos de l’ensemble 8’ les mimes questions qu’a propos 
de l’ensemble g; seulement ici leur resolution demandera plus de technique 
mathematique. En fait, nous arriverons a mener les calculs a bien grace a 
une caracterisation fort commode de la densite analytique due a 
Ph. Nanopoulos [ 1 l] et dont nous commencerons i dire quelques mots. 
Introduisons tout d’abord la notion de composante connexe d’une partie 
E c N *: on dira qu’une parties A c N * est connexe si A a un seul element 
ou, sinon, si tout entier compris entre deux elements de A est un Clement de 
A. 11 est alors evident que pour toute partie E c N * il existe des partitions de 
E dont les elements sont des parties connexes de R\l* et que parmi ces 
partitions il en existe une (et une seule) moins fine que toutes les autres. Les 
elements de cette partition de E sont appeles les composantes connexes de E. 
Notons que E admet un nombre finit de composantes connexes si et 
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seulement si E est fini ou cotini; nous ecarterons ce cas et par consequent les 
ensembles dont nous nous preoccuperons, auront toujours une infinite 
denombrable de composantes connexes. Soit done E c N * suppose ni fini ni 
cotini et {Ek}k.+, l’ensemble de ses composantes connexes numerotees de telle 
man&e que 
Vk> 1 infE, < infE,+,, E= u E,. 
k>l 
On pose alors, pour tout k > 1 
e zk-, =infE,, ezk= (SUPE,) + 1. 
La suite (ek)k>, ainsi definie est appelee “la suite des sauts” de E; la 
difference elk - ezk-, represente la “longueur” de la k%omposante connexe 
de E et ezkt, - eZk la “distance” separant E,, , de E,. D’autre part la suite 
des sauts (ek)k.+l est strictement croissante et il y a une correspondance 
biunivoque entre les parties de N * (qui sont ni furies, ni cofinies) et les suites 
strictement croissantes de nombres naturels (considerees comme suites de 
sauts). La notion de “suite de sauts” est i la base de la caracterisation de la 
densiti analytique que nous avons en vue. 
THI~OR~ME 3.1. Soit E c N * une partie de IN * supposie ni j?nie, ni 
cofinie et (ek)kal la suite des sauts qui lui est associbe. Alors les deux 
propri&% suivantes sont Pquivalentes 
(a) E E 8, c.ti.d. E admet une densite’ analytique, 
(b) la &mite 
existe. En outre, on a l’igalite’ 
6(E) = lim Y 
(-l)k+’ 
‘+O+ k?I cekjx 
chaque fois que Pun des deux membres a un sens. On a done rt!quivalence 
fondamentale 
lim P,(E) = 1 o lim ‘Y’ (-l)k+l = l 
s-1+ X-O+ kyl (ek)x * 
Ce theoreme a Cte publie, saris demonstration, par Ph. Nanopoulos [ 111. 
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Dtfmonstration. Par dkfinition de la suite des sauts, on peut Ccrire 
oii l’on a posk uk = znE[e2k-,,e2k[ llns’ 
On a ensuite, pour tout k 2 1 
I ezk dx y<u,< 
e2k-1 x 
et, comme 
1 
-- 
(ezk-l)‘-’ - (e,k;‘-’ ’ I 
on a l’encadrement 
l c [ (e,,_l,)l-l - (e*k;s-l ] &PsW 
C(s)@ - 1) k>l 
1 
& 
’ [ (e2k-11)s-1 - (ezkispl &)@ - ‘> k>l 1 
1 
+ r(s) k?l 
1 1 
(eZk-I)S -(eZk)s 1 ’ 
Or, pour tout s > 1, on a 
et par condquent, en posant 
1 
A(s)= Qs)(s- 1) k>l (ek)S-’ ’ c wk+l 
1 (-l)k+’ 
B(S)=T(s) kTl (ek)s 
on a 
A(s) < P,(E) < A(s) + B(s). (1) 
Or, d’aprb le critkre d’Abe1, la sCrie alter&e Ck> ,((-l)k+‘/(ek)“) converge 
uniformkment sur [ 1, +co [. De ce fait on dCduit lim,,, + B(s) = 0; d’autre 
part on sait que lim,,,, t;(s)(s - 1) = 1. Par condquent, lorsque s --t 1 +, A(s) 
est Cquivalent B ~k,l((-l)k”/(ek)“-‘), d’oti le rtsultat en vue de (1). A 
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partir du theordme 3.1, nous allons etablir un critere d’appartenance a 27 
pour des ensembles dont les longueurs des composantes connexes verifient 
certaines conditions de regularite. 
THBOR~ME 3.2. Soit E une partie de N * ni finie, ni cofinie dont la suite 
des sauts (eJka, vtXj?e 
lim e2k- I ---:a 9 
k-co e2k 
avec a,PE 10, I[. 
Aiors E admet une densite’ analytique 6(E) = Log a/Log(aP). 
Dbmonstration. En vertu du theoreme 3.1, il suffit de montrer que la 
quantite 
tend vers log a/(log a + log p) lorsque x+ Ot. Soit E > 0 tel que 
0 < p - E <p + E < 1 et 0 < a - E < a + s < 1. 11 existe alors un entier N, tel 
que pour tout entier k > N, on a: 
6) e2k- 1 a--E<- <a+& et 
e2k 
Posons 
N,-1 
Q,(x)= r 
k=I 
G,(x) = Z(x) - @c(x), 
c.i.d. 
G,(x)= c 1-1 = 
k>NE etk- L e;k I 
On a, d’une part: 
lim Q,(x) = 0 
x+0+ 
et d’autre part, en vertu de (i): 
(ii) 
[l - (a + Cl kse -& <G,(x)< [I -(a-e)X] x I. 
k>N, e;k-l 
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(iii) V n > N,, 
De (iii) on dCduit les inkgalitks suivantes: 
~Ka-W--E)lxlk-N~ 
E 
=& - ,(a-:)(p-c),x* 
En faisant intervenir ces inkgalids dans (ii) on obtient: 
1 1 1 
(iv) - 
etNtwl l-[(a-&)q-&)]x ’ G”x)‘e&-l l-[(a+&)@+&)]” 
d’oii puisque @pXx) + 0 lorsque x --f 0+ on a: 
logfa + 6) 
(‘I log[(a-&)(/3--&E)] 
< ll;m_d’?f I(x) Q lim sup I(x) 
x-to+ 
log(a - E) 
’ log[(a + e)@ + e)] * 
Les inCg&itCs (v) ayant lieu pour tout E > 0, sufflsamment proche de z&o, on 
con&t que lim, +. + I(x) = log a/log(ap). C.Q.F.D. 
Remarque. L’hypothkse a, /I E 10, 1 [ intervient pour s’assurer de la 
sommabilitk des skries gtomktriques intervenant dans la dtmonstration, 
toutefois la proposition reste vraie pour a, p E [0, 1 ] chaque fois que 
log a/(log a + log /3) a un sens C.&d. dans l’un des deux cas a = 1, /? E IO, 1 [; 
aE]O, l[,j.?= 1. 
COROLLAIRE 3.2.1. Pour tout entier m > 2, l’ensemble 
E,=UC, oti Ck={nEiN*~m2k~n<m2k+‘~ 
k>O 
admet une densite’ analytique kgale ci 2. 
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Dthonstration. La suite des sauts de E, est donnle par ek = mk-i, 
k > 1, de sorte que 
e2k- 1 e2k 1 -=-=- 
e2k e2k+l m  
et ainsi le theoreme 3.2, s’applique. 
Remarque. On notera que E, est l’ensemble de Kubilius, dont on a 
montre, au theoreme 2.1, qu’il n’admet pas de densite asymptotique. 
Construction d’une partie E c N * n’appartenant pas d 8 
Les theoremes 2.1 et 3.2 montrent que l’ensemble E, de J. Kubilius 
n’admet pas de densite asymptotique, mais admet une densitt analytique; or 
la non existence d’une mesure u-additive sur .Y(N*) qui soit la limite de lois 
zeta implique, en vertu du theoreme de Vitali-Hahn-Saks, qu’il existe 
egalement des parties de N* n’admettant pas de densite analytique. 
Le theoreme 3.1 nous permet de fournir un exemple d’une telle partie de 
facon constructive. 11 suffira, en vertu de ce theoreme, de construire une suite 
e = (e,&, de nombres naturels, strictement croissante, et telle que la 
fonction vdx) = Cka 1((-l jk+ l/(ek>x>y q ui est delinie pour tout x > 0, n’ad- 
mette pas de limite lorsque x -+ 0 +. 
De facon precise, etant donnes deux nombres reels a,/? tels que 
0 < a < p < 1, on va construire une suite e = (ek)k>, de nombres naturels, 
strictement croissante et une suite (~~)~>r de nombres reels strictement 
positifs, telles que l’on ait 
(9 Xk -+ 0 (k-t a> 
(ii) Vn > 1 Vle(X2n) > P 
Vn>l (oe@2n-1) < a* 
La construction repose sur le comportement asymptotique de la fonction 
h(n, x) = l/n”; n entier >I, x reel >O, a savoir: 
VnEiN* 
1 
7-1 
n 
(x-+0’) 
VXE F?; 
1 
2 
+O W 4 
et sur le fait que le reste d’une strie alternee convergente est majori: en valeur 
absolue par le module du premier terme negligl. 
Dans la suite on designera par E un nombre reel strictement positif fixt tel 
quep+s < 1. 
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Soit x1 < E un nombre reel >O; alors, en vertu de (2) il existe un entier 
e, E N*, sufftsamment grand, tel que 
1 
Yl(X,) = (e,)x, < a. 
L’entier e, &ant ainsi fix& on deduit de (1) qu’il existe un reel x2 > 0, 
suffisamment petit, tel que 
X2<z et 
2 
->>+&. 
(elk 
Le reel x2 &ant ainsi fix&, on deduit de (2) qu’il existe un entier e2 E R\l*, 
suffrsamment grand, tel que 
1 
e,<e, et - 
(e,)+ < ” 
Des relations (a), (b) on dtduit que 
1 --- Y&2) = (el)xz (e*ly2 > Pa 
Supposons alors avoir construit les suites e , ,..., ezn E IR T telles que l’on ait 
les relations (R) suivantes 
pour tout k = l,..., 2n - 1 ek ( ek+ 1 
pour tout k = l,..., 2n o<x,<+ 
k wtl v&.ifie 
la fonction yk(x) = izl (e,)x 
y2k-,(x,k-l) < cl 
y2k(x2k) > P 
k = I,..., n. 
Nous allons construire les deux termes suivants e,,, 1 , ezn + z et x1,, + 1, x2,, + 2 
de chacune de ces deux suites de maniere que les relations ci-dessus soient 
encore verifiees. En vertu de (1) on a 
(x+0’). 
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Par consequent, on peut choisir xzn+ r > 0 tel que 
o<x*,+, <& et ylZn@*n+ I> < :. (a’> 
Le reel xZntl &ant ainsi fix& on dtduit de (2) qu’il existe un entier 
e2n + 1 E N * tel que 
1 
e2n < ezntl et (e )~,“,I 
2n+l 
<+. 
Des relations (a’), (b’) on dtduit les relations 
O<X2n+* <E 
2n + 1 
~2n+l(x2ntl)= 'u,n(x2ri+A+ (e2"+:).x2n+, < a 
Or la fonction y’,, + r (x) = Cf!!: ‘((-1)” ‘/(e,)“) tend vers 1 lorsque x + O+. 
Par consequent il existe un entier xZn+ 2 E N * veritiant 
O<x,,,,<L 
2n+2 
et ~2u,,+l(x2n+2) > P+ E. (a”) 
Le reel x2n+2 &ant ainsi Exe, on diduit de (2) qu’il existe un entier 
e,, + 2 E N * tel que. 
1 
e2nt1 < e2ntZ et (e )X2nt2 < E. 
2nt2 
Des relations (a”), (b”) on deduit que 
Ceci montre que les relations (R) sont verifiees pour les suites (e, ,..., e2n + 2) 
et (x, ,..., xZn+d ainsi construites. On arrive de la sorte a construire une suite 
e = (e&> 1 de nombres naturels, strictement croissante, et une suite (x~)~$, 
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de nombres reels strictement positifs, telles que si l’on pose rp,(x) = 
Ck~l((-l)k+l/(eJx), x > 0, on ait 
Vk> 1 ek < ektl 
Vk>, 1 o<-$<$ 
Vk> 1 (PdX2k) 2 y2k(x2k) > b 
Comme xk+ 0’ (k+ +co) on voit que q,(x) ne tend pas vers une limite 
lorsque x -+ 0’. On en conclut que la partie E de N * dont la suite des sauts 
est la suite e = (ek)k)l n’appartient pas ti 8. On a done 
THI~OR~ME 3.3. II existe une partie E c [N * n’admettant pas de densite’ 
analytique. 
Le m2me raisonnement que celui utilise au theoreme 2.2, montre alors 
THBOR~ME 3.4. La classe B n’est pas une a-algsbre. 
En fait la classe B n’est pas non plus une algebre; pour le voir nous ne 
pourrons plus utiliser l’exemple de Kubilius utilise au theoreme 2.3. C’est 
encore le theoreme 3.1 qui nous servira. 
TH~OR$ME 3.5. La classe Z n’est pas une algt?bre. 
Dkmonstration. Nous allons montrer que W n’est pas stable par inter- 
section fmie; en fait nous allons construire deux parties de N * qui appar- 
tiennent a 8’ mais dont l’intersection n’appartient pas a 8. 
Lors de la construction d’une partie E c N * n’appartenant pas a 8’ nous 
avons vu que l’on pouvait choisir les termes ek, k > 1, de la suite des sauts 
de E “suffisamment” grands. En particulier on pourra les choisir tous pairs. 
D’aprbs le theoreme 3.3, il existe done une partie E c R\J* telle que E n’ap- 
partienne pas d 8 et telle que tous les termes ek, k 2 1, de la suite des sauts 
assoc2e soient tous pairs. 
L’ensemble E &ant choisi, on pose 
E,=En(2N*), E,=En(2N + 1) 
E; = EC n (2N *), E; = EC n (2N + 1). 
11 resulte du choix de E que 
E,=E,+ 1 
E;=E;+ 1. 
(1) 
(2) 
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Ainsi E, (respect. Ei) est le translate de E, (respect. E;) par la translation 
d’amplitude 1. Nous verrons au theoreme 3.6 que B stable par translation et 
quesiAcN*etaElN*ona 
P,(A +a)=P,(A)+o(l) (s+ I’). 
11 resulte alors de (1) (2) 
. aucun des ensembles E, , E,, E; , ES n’appartient a 8. 
En effet si par exemple E, E B alors, d’apres (l), E, E k? d’oti, puisque B est 
stable par reunion finie disjointe, E = E, U E, E 8 ce qui est contradictoire 
avec la definition de E. 
.  l P,(E;) =Ps(E,‘) + o(l) (s--, l+). 
Considerons a present les deux ensembles 
A=E,uE;, B=2N*. 
Nous allons montrer 
(a) A E 8; en effet 
J’,(A) = J’s(E,) + P,(E;) d’oii, en vertu de (. . ) 
= Ps(EJ + J’sW + 41) d’oii, puisque E, U E; = 2lN * 
= P,(2N *> + o( 1) 
= l/2” + o( 1) + f (s -+ 1+>. 
(b) B E 8; c’est evident. 
(c) A n B = E, n’appartient pas a 8, d’apres (. ). 
Ainsi A, B E B mais A n B 6Z 8; B n’est done pas une algebre. 
Pour terminer ce paragraphe nous allons determiner la structure de W. 
TH~OR~ME 3.6. Structure de 8. La classe B des parties de N * 
admettant une densite’ analytique est une a-classe (cf. definition 2.2). 
Dtfmonstration. 11 s’agit de verifier les proprietes (a), (b), (c), (d,), (d2) 
de la definition d’une a-classe. La verification etant banale pour (a), (b), (c) 
il suffira de verifier (d,) et (d,). 
Pour verifier (d,), nous nous appuyerons sur le Lemme suivant: 
LEMME. Si E c N * et a E IN, alors 
Ji’+ [P,(E + a) - P,(E)] = 0 uniformbment en E. 
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D&monstration. 
ps(E) = C(s) nGN i-2 
-Lx l 
ps(E + a) = l(s) neE (n + a)$ 
-Lx l 
d’od 
o<P,(E)-P,(E+a)=& 
&+-(G%JJ 
Or 
( ) 
s 
vE>O,~N(E)>0,vn~N(&)vS~]1,S~] O<l- --T- 
n+a 
<E 
d’oti 
pour 1 - s assez petit. 
Comme E > 0 est arbitraire, on voit que P,(E) -P,(E + a) + 0 (s -+ 1’) et 
ceci uniformement en E. 
La propriete (d,) dlcoule directement du lemme en faisant s + 1 +. Pour 
verifier (dZ), il s&it de remarquer que 
Vs>lVEcR\J*VaE[N* WE) = $ J’,(E) 
et de passer i la limite pour s --t 1 + . 
Nous allons A present ktudier l’application 6: B --t [0, 11 qui, a un element 
E E 8 associe sa densite analytique 6(E). Cette application est surjective, 
mais elle n’est pas o-additive sur 8. Le m2me exemple que celui qui nous 
servit a montrer la non o-additivite de d sufftt a le voir. La structure de I’ap- 
plication 6 est fournie par le theorcme suivant. 
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TH~OR~ME 3.7. Structure de Papplication 6. L’application 6: B + [0, l] 
qui, a une element E E B associe sa densite analytique 6(E) est une “mesure” 
de probabilite’ simplement additive; en outre elle est invariante par tran- 
slation et vert>e “la proprie’te dhomothetie.” En deynitive [‘application 6 
verrifie les proprietb (a), (b), (c) de rapplication (d) (cf. theoreme 2.5). 
Demonstration. 11 suffit de verifier (c,) et (c,). La propriete (cl) resulte 
du lemme ci-dessus utilise dans la demonstration du theoreme 3.6. La 
propriete (c2) resulte du fait que V s > 1 P,(aE) = (I/a”) P,(E); il suffit de 
faire s + 1 +. 
4. RAPPORT ENTRE DENSIT ASYM~TOTIQUE ET DENSITY: ANALYTIQUE 
Darts ce paragraphe nous montrons que la densite analytique est un 
prolongement de la densite asymptotique. En fait nous donnons une 
demonstration d’un resultat plus general Ctabli indipendamment par 
P. Diaconis [4] et Ph. Nanopoulos [ 111, liant le concept de densite H, i 
celui de densite analytique. Le concept de densite H, est difini a l’aide de la 
transformation de Holder. 
(a) Generalites sur la transformation de Holder 
Dans tout ce qui suit on designera par F (respect. F”); l’ensemble des 
suites rielles (respect. rkelles born&es) et par des lettres minuscules J g, h . . . 
des elements de F. Pour f E F, on posera: 
f = 1im;up (f(n))f = limninf (f(n)). 
L’application qui a tout f E X0 associe ]]f]] =f -fest une pseudonorme 
sur .Fo. 
On dtlinit la transformation de Holder par l’application: 
H:.F+F 
(4.1) 
.fwHf oil Hf(n) = + ;: f(k), 
kY, 
n = 1, 2,... . 
En d’autres termes Hf(n) est l’esperance de f par rapport a la mesure de 
probabilite v,, introduite a la Section 2. Ainsi la convergence de la suite Hf 
est equivalente a l’existence d’une “densite asymptotique” de J: 
Propriettb de la transformation H 
PROPRIETY 4.1. Pour tout f E F on a: 
-m<f<q<Ff <j;<+*. 
607/55/l-4 
48 FUCHS ET NANOPOULOS 
Dt!monstration. Pour tout m, n E N * tels que n > m on a: 
Hf(n)<fQ)+ 
. ..+f(n)+n-m 
n n ‘,“;p, f(k))- 
L’entier m ktant fix& pour tout E > 0 il existe un entier N, > m tel que: 
Vn>N, HI@) < 6 + sup f(k), 
k>m 
ce qui entraine que: 
d’Oti 
VmEN*,Vc>O limzup Hf(n) < e + sup f(k), 
k>m 
- 
limzup Hf(n) < 1im;up f(n) c.A.d. Hf <j;. 
L’inigalitC pour la limite infkrieure se dkmontre de la mZme faqon. 
Remarque. I1 en rksulte que H transforme une suite bornke (respect. 
convergente) en une suite bornke (respect. convergente). 
PROPRIBTB 4.2. Si f E ST0 alors Pensemble des valeurs d’adhkrence de - 
la suite Hf est Pintervalle [Hf, Hf 1. 
Dkmonstration. Soit f E .F” et soit ME I? + tel que V n E N * 
1 f(n)\ < M. On a: 
Hf(n+ l)-Hf(n)=-&Hf(n)+ f(n + ‘) - Hf(n) 
n+l 
d’oti 
=& [f(n + 1) -Hf(n)l, 
IHf(n+l)-Hf(n)l<&(If(n+ l)l+lHf(n)l)<-$. 
on en dCduit que: 
IHf(n + 1) -Hf(n)lzO. 
PROPRI~TB 4.3. Pour tout couple (a, b) de nombres rkels tels que: 
O<a<b< 1 
- 
il existe une suite f ci valeurs dans (0, 1) telle que: HJ = a; Hf = b. 
(4.2) 
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Dc!monstration. Pour toure suite f et pour tout n E N * on a: 
*f(n + l)=+WCn) + f(n + 1) 
n+l ’ 
D’oti si f est A valeurs dans {O, I }, la diffkrence d(n) = Hf(n + 1) - Hf(n) 
vClrifie IA(n)1 < l/(n + 1). 
D’autre part: 
4n) > 0 si f(n+l)=l 
d(n) < 0 si f(n+ l)=O. 
Ces relations nous permettent de construire facilement une suite f ripondant 
A la proposition 4.3. On pose E, = l/n et f(l) = 0, puis: f(k) = 1 pour 
k = 2,..., n,, od n, est le plus petit entier supkrieur ou Cgal g 2, tel que 
Hf(nl) E ]b - E,, b t el[ (ici, comme E, = 1, n, = 2). 
Puis on pose: f(k) = 0 pour k = n, t I,..., n2 oti n, est le plus petit entier 
>n, tel que Hf (nJ E ]a - e,, a + c, [. 
On construit ainsi par rkurrence une suite strictement croissante d’entiers 
Wk2 1 et on dkfinit successivement la suite f sur les ensembles 
{nk t L..., nkfl } de telle man&e que: 
(9 f(l)=0 
f(k) = 1 pour k E hp t I,..., nzp+, 1 
f(k) = 0 pour k E {nzp+, t L..., nz,+zl. 
(ii) nzp+ 1 est le plus petit entier >n,,, 
tel we Hf(n,,,+,) E lb-~,, b t cP[ 
nzp+* est le plus petit entier >nzp+,, 
tel que Hf(n,,+,) E ]a - Ep, a + Ep[. 
On a alors: lim,,, Hf(n,,) = a, lim,,, Hf(nlp+ ,) = 6. 
V k E InI, + L..., nzp+ 1 1, Hf (nz,) < Hf (k) < Hf (nzp+ J 
Vk E {nz,+, ,..., n,,), Hf(n,,)~Hf(k)~Hf(n,,-,). 
- 
On en dtduit que Hf = b, 3 = a. C.Q.F.D. 
La proprittk 4.1 montre que pour tour f E Y” (1 Hf 11 < I( f /I, par cons- 
quent si l’on note HP la p-ikme itCrCe de la transformation de HGlder C.&d. 
Ho = Identitt. 
H’=H, HP+‘,HoHP pour p = 1, 2,... 
alors pour tout f EjT” la suite (11 Hpf 1[},h1 est dlcroissante, minorte par 
ztro, et par conskquent elle converge. 
50 FUCHSETNANOPOULOS 
DEFINITION. Nous dirons qu’une suite f admet une densite HP, p E N *, 
notee d,df), si la suite (Hpf(n), n E N *) converge vers d,(f). 
Nous dirons que la suite f admet une densite H,, not&e d,(f), si 
limp,, a= limp,, Hps = d(f) E R. 
Remarque. L’existence d’une densite HP est Cquivalente a ]I H”fll = 0; 
tandis que l’existence dune densite H, est equivalente I limp,, ]I Hpfll = 0. 
Le cas p = 1 correspond bien sur a la densitt asymptotique notte d(f). 
11 est bien connu (c.f. Hardy, “Divergent Series,” theoremes 49 et 70) que 
si une suite bornee f admet une densite HP alors elle admet une densite H,, 
toutefois ceci n’est pas vrai pour p = +uo. En effet B. J. Flehinger [7] 
montre que l’ensemble, note E, a la Section 5, admet une densite H, mais 
comme on a vu il n’admet pas de densite asymptotique. 
On &end Cgalement le concept de “densitt analytique” aux suites 
f: N * -+ R en disant que “f admet une densitt analytique”, notee S(f ), si 
pour tout s > 1, f admet une esperance E,(f) par rapport a la loi P,, et si 
lim s-l+ E,(f > = &f 1. 
(b) Le theoreme classique de comparaison 
Le theoreme qui suit &once le resultat classique de comparaison entre 
densite asymptotique et analytique (pour une demonstration directe. cf. par 
exemple J. Ayoub [ 11)). Nous prisenterons ulterieurement deux 
generalisations de ce theoreme. 
TH~OR~ME 4.1. Soit f: N -t R + une fonction arithmetique (d&tie sur 
N) a valeurs 20. Considerons les deux proprietes suivantes 
(a> lim,,, (l/n> CL 1 f(k) existe (=d(f 1). 
(b) lim,,,+ (l/W) Cn>l (fW4 existe (=4fD 
Si f verijie (a), alors elle verifie (b) et l’on a d(f) = S(f). 
Le theoreme 4.1, admet le cas particulier important suivant. 
COROLLAIRE 4.1. Toute partie E de N* qui admet une densite’ 
asymptotique d(E) admet egalement une densite analytique 6(E) et Ion a 
d(E) = 6(E). En dautres termes, si l’on designe par G2 (respect. 8) la classe 
des parties de N * qui admettent une densite’ asymptotique (respect. 
analytique), on a Pinclusion 93 c 8; en outre la densite’ analytique 6 sur 8’ 
est un prolongement de la densite asymptotique d sur @. 
Demonstration. 11 suffit d’appliquer le theoreme 4.1 a la fonction f = IE 
et de remarquer que d(l,) = d(E), S(l,) = 6(E). 
Remarque 1. Les thboremes 2.1 et 3.2 montrent qu’il existe un ensemble 
E c N * verifiant E 6? @ et E E 8: ainsi l’inclusion PZ c 8’ est stricte. 
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Remarque 2. 11 est facile de voir que l’application d: g + [0, l] qui, a un 
element E E ~3, associe sa densite asymptotique, est surjective. 11 en resulte 
du theoreme 4.2 qu’il en est de m&me de l’application 6: 8 + [0, l] qui, a un 
Clement E E c?‘, associe sa densite analytique. 
(c) Ge’nh-alisations 
Notons jr’ = {f E F 1 E,(f) existe V s > 1) . jr’ designe done la classe 
des series de Dirichlet du type JJn>r f(n)nPS, dont l’abscisse de convergence 
absolue est un nombre inferieur ou Cgal a 1. 
LEMME 4.1. Si f E F’ alors pour tout s > 1 et tout p E N, E,(HPf) 
existe et ton a: 
E,(HPf) - sE,(Hp+ ‘f) = O( 1) lorsque s + I+. 
Dhnonstration. De la relation 1 H(f)\ < H(\f\) il resulte que si f E .F’ 
alors pour tout p E N et tout s > 1 la serie &a I (Hpf(k)/ks) est absolument 
convergente. Soit p E N, posons g = H”f, g+ = sup(g, o), g- = sup(-g, 0). 
Des inegalites 
on deduit que 
I 
et en fkrivant 
les inegalites (i) et (ii) donnent: 
et: 
1 
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(iii) 
(iv) g+(k) E,(g) 2 WW - & kTl ~s+I. 
Or, du fait que g E Sr’ on deduit que gt et g- E X1 et par consequent 
s+l+ c(s) k>, k 
s+l= lim 2 ks+“O 
‘-+l+ k>l 
lim I C g+(k) g-W 
et des relations (iii) et (iv) decoule que E,(g)--sE,(g)(Hg)=0(1). C.Q.F.D. 
Du lemme 4.1 dtcoule immediatement le thboreme suivant. 
THBOR~ME 4.2. Si f E X1 et s’il existe p,, E N tel que 8(Hpof) = m 
alors pour tout p E N, B(Hpf) existe et est &gale d m. 
Remarquons que la conclusion du theoreme 4.2 n’est pas valable pour 
p = - 1, c’est-a-dire pour l’unique suite g telle que Hg = f, car l’appar- 
tenance de f a Y’ n’entraine pas celle de g. L’exemple qui suit le montre 
bien. 
EXEMPLE. Considerons la suite f detinie par: 
fQn> = 1, f(2n- l)=O, nEN”. 
11 en decoule que la suite g telle que Hg = f est definie par 
g(2n) = 1 - 2n, g(2n- 1)=2n- 1, nEN*. 
On a: 
(9 La skies C.&W/ nS ne converge absolument que pour s > 2 et 1 
par consequent g &s@ et n’admet done pas de densite analytique. 
(ii) f E jT’ et Hf (n) + i lorsque n -+ +co et en vertu du theoreme 4.1 
S(f) = 6(Hf) = f. 
On demontre tres facilement que si une suite f converge vers 1 E IR alors f 
admet une densite analytique S(f) = 1. Ce fait combine avec le theoreme 4.2 
donne une premiere generalisation du theoreme 4.1. 
THI?OR&ME 4.3. Si f E jT’ et s’il existe p E N tel que Hpf converge, 
alors f admet une densite’ analytique S(f) = lim, -103 H*f (n). 
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On peut montrer facilement que si f E jT admet une densite H, , alors il 
existe p E N tel que Hpf E j7’. 
Le theorbme qui suit une deuxieme generalisation du theoreme 4.1. 11 
montre que l’on peut remplacer l’hypothbe de convergence en moyenne, de 
rang 1, du theoreme 4.1, par une hypothese de convergence en moyenne de 
rang infini. 
TH~OR~ME 4.4. Si une suite f admet une densite’ H,, alors elle admet 
aussi une densite’ analytique et l’on a d,(f) = S(f ). 
Dkmonstration. Notons par BP I’enveloppe convexe des valeurs 
d’adherence de la suite (HPf(n)),, i, p E N. Alors BP = [H”f, H”f ] et de 
l’hypothese du theoreme, ainsi que la propriete 4.1 de H on deduit que la 
suite P, I,> 1 est une suite d’intervalles decroissante et il existe I E R tel que: 
lim Hpf = lim a = 1. 
P+oO P-r’= 
La suite {BP},>, &ant decroissante, on dtduit que pour tout E > 0 il existe 
un entier pE tel que: 
6) VP>P, B,c]Z-&,I+&[ 
et par consequent pour tout p > pE il existe un entier N(p, c) tel que: 
(ii) V n > N(p, E) H”f(n)E ]l-&,I+&[. 
De (ii) on deduit que pour tout p > pE on a: 
1 N@e) Hpf(n) + (Z-E) r 1 
C(s) ,il ns C(s) b rzs ~>N(P,E) 
ce qui entraine: 
(iii) I - E < lummf E,(HPf) < lim sup E,(HPf) < 1 + E. 
+ s+1, 
Or, du lemme 4.1 on deduit que si a = lim sup,,i+ E,(Hpof) alors pour 
tout p E N, lim supS+r+ 
et de (iii) on a: 
E,(HPf) = a; de mCme pour lim inf, +l + E,(HPf) = /3, 
v/E > 0 l-e</3<a<l+e et par consequent lim E,(HPf) = I. g 
S+l+ 
Le theoreme 4.1 comporte une geniralisation dans une autre direction 
interessante, due a G. Letta. 
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DEFINITION. Soit (t~,),,~ une famille de mesures de probabilite’ o- 
additives SW 9(N *) et .F un filtre sur l’ensemble X des indices. On suppose 
we 
VnEN t;‘mg iu,W) = 0. (1) 
Dans ces conditions, on appelle densite engendree par le couple ((,u,),,~, F) 
la fonction 6 dltinie par 
sur la classe B constituee par tomes les parties E de N* pour lesquelles la 
limite existe. 
La demonstration du theoreme que nous avons en vue est bake sur le 
lemme suivant. 
LEMME. Soit f: N * + R une fonctions arithmetique born&e et admettant 1 
comme limite ci l’infini, c&d. telle que lim,,, f (n) = 1. Alors 
Demonstration. On peut se reduire au case oti 1 est nul; la demonstration 
est alors evidente. 
La generalisation annoncee s’enonce alors comme suit. 
THBOR~ME 4.5. Utilisons les notations de la dejinition 4.1 et supposons 
que Pon ait, pour tout x E X et tout n E N * 
Soit f: N -+ R + une fonction arithmetique bornee positive. Considtrons les 
deux proprietes suivantes: 
(a) lim,,, (l/n) C;=, f(k) e&e (=4f >I- 
(b) lim,,, j f dp, existe (=S(f )). 
Si f verifie (a), alors elle veritie (b) et l’on a d(f) = S(f ). 
Demonstration. Posons f(n) = (l/n) Ci=r f(k), On a alors, pour tout 
XEX 
I f 4x = c f(k) mu, k>l 
= zl f(Wb(n) -k(n + 111 
MESURES INVARIANTES PAR TRANSLATION 55 
= n;, [p,(n) - iu,(n + 111 i f(k) 
k=l 
oti ,LT~ designe la mesure positive et u-additive sur .Y(N *) dttinie par 
,w> = [&> - iu,(n + 1 )I a (2) 
En prenant f = 1 (done f”= I), on voit que ix est normalist!e, c.8.d. est une 
mesure de probabilitt!. En outre la relation (2) montre que, pour tout n fix& 
on a 
lim jiX(n) = 0. 
x..F 
La conclusion resulte alors du lemme 1’. 
Remarque. On obtient le theorbme 4.1 comme cas particulier en prenant 
pour kC)XEX le reseau des lois zeta 5,) s > I et pour F le tiltre sur {s > I} 
qui equivaut i la convergence s - 1 +. 
5. LE PROBhME DU PREMIER CHIFFRE DlkIMAL 
Le “probleme du premier chiffre decimal” est bien connu (cf. p. ex. B. J. 
Flehinger [7], R. A. Raimi [ 141, R. Scozzafava [ 151). On a observe que, 
dans un ensemble assez grand de donnees numeriques prelevees “au hasard,” 
le premier chiffre signiticatif des nombres appartenant a cet ensemble n’est 
pas distribue selon une loi uniforme, mais selon une loi logarithmique: si l’on 
dlsigne par fk (k= l,..., 9) la frequence avec laquelle le chiffre k figure 
comme premier chiffre significatif parmi les nombres appartenant a l’en- 
semble en question, on a approximativement 
k = l,..., 9. 
Diverses tentatives ont et& faites pour donner a ce resultat experimental un 
fondement theorique. 11 se trouve que le theoreme 3.2 ci-dessus, qui donne 
une caracterisation tres efficace de la densite analytique, fournit de ce 
problime une solution d’une surprenante simplicite: si l’on designe par E, 
l’ensemble des entiers naturels dont le developpement decimal admet k pour 
premier chiffre, alors E, admet une densitt analytique qui n’est aute que f,. 
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THBOIGME 5.1. Pour tout entier kE {l,..., 0} d&ignons par E, l’en- 
semble des entiers strictement positif dont le d&eloppement dbcimal admet k 
pour premier chiffre. Alors Pensemble E, admet we densite’ analytique 6(E,) 
et ton a 
B(Ek)=log10 1 ++ . 
( 1 
DPmonstration. Avec des notations evidentes E, peut-&re repr&ente’ 
comme suit: 
E,= u [km lO”,(k+ 1). lO”[ 
n>O 
la reunion au second nombre &ant disjointe. Les “composantes connexes” de 
E, sont en evidence et la “suite des sauts” associee a E, est don&e par 
e,,+,=k. lo”, ezn+*=(k+ 1). IO”, n > 0. 
On constate que 
e2,- 1 k eln k+l 
-=k+l’ e2n -=TF* eznt l 
Le theoreme 3.2 s’applique, d’od le resultat. 
Remarque 1. L’ensemble E, n’admet pas de densite asymptotique, il peut 
done servir d’exemple d’un ensemble admettant une densite analytique mais 
n’admettant pas de densite asymptotique. 
Remarque 2. La solution du probleme du premier chiffre “decimal” que 
nous venons de fournir est independante de la base de numeration. 
Supposons par exemple que nous adoptions la base b > 1 comme base de 
numeration; un chiffre est alors un nombre k C? {l,..., b - 1) et l’ensemble E, 
des entiers strictement positifs qui admettent un developpement en base b 
dont le premier chiffre est k et don& par 
E,= u [k . b”, (k + l)b”[ 
n>O 
la reunion au second nombre &ant disjointe. 
Un calcul analogue montre alors que E, admet une densite analytique 
S(E,) et que 6(E,) = log,( 1 + l/k). Notons que si X designe une variable 
aleatoire qui prend les valeurs k avec les probabilites 6(E,) (k = l,..., b - l), 
son esperance mathtmatique est donnte par 
E(X) = b - log,(b!) = b - 
Log(b!) 
Log b . 
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En utilisant la formula de Stirling, on voit que pour b grand, on a 
b 
E(X) - -. 
Log b 
6. ETUDE GbNkRALE DES a-CLASSES 
Nous avons vu a la Section 2 que chacune des densites (asymptotique et 
ana!ytique) est delinie sur une a-classe (cf. definition 2.2). Nous allons 
esquisser ici une etude genirale des cr-classes. Rappelons qu’une a-classe est 
une classe g de parties de N * qui est une classe de Dynkin faible et qui est 
stable par translation et par homothetie; elle verifie done 
(a) N*EL%;, 
(b) G9 est stable par passage au complementaire. 
(c) Q est stable par reunionfinie disjointe, 
(d), (d,) Q est stable par translation, 
(d,) GF est stable par homothetie. 
PROPRIETY 1. Toute a-classe Q contient toute partie de N * rtfduite d un 
seul &!ment (SJ est “atomique”). 
Dthonstration. Posons r,(E) = E + a pour toute parties E c N * et tout 
aEN*. 
D’apres (a), (d,) on a r,(N*)= {2, 3 ,..., } E 8. 
D’apris (b) (r,(iN*))c = { 1) E 8. 
D’apres (d,) V n E N * on a {n} E G9. 
PROPR~T~ 2. Toute a-classe D corztient l’algcbre des parties finies et 
cofinies de IN*. 
Dkmonstration. C’est une consequence directe de la propriete 1, de (b) et 
de (c). 
PROPRIBTB 3. Toute a-classe contient les ensembles de la form aN *, 
a E N *. En outre elle contient PalgZbre (pf ({a/N *, a E N * }) engendrke par 
les idkaux aiN*. 
Dkmonstration. 11 resulte de (a), (d,) que aih * E 9. En outre l’ensemble 
e = (UN*, a E [N *) est stable par intersection linie; il risulte alors du 
thtortme 1.4 que l’algebre @(5?) engendrees par @Y coincide avec la classe de 
Dynkin faible 6(g) engendree par GF. Comme GF c g et que 55 est une 
classe de Dynkin faible, il en resulte que 6(5T) c 5~ d’ou a(g) c 9. 
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PROPIU~T~ 4. Soit a un entier >2 et E, fensemble des nombres naturels 
qui sont premiers avec a; alors toute a-classe !3 contient les ensembles E,, 
a > 2. 
Dtfmonstration. Soit {b,: 1 < k < cp(a)} l’ensemble des entiers compris 
entre 1 et a - 1 et qui sont premiers avec a; alors 
E, = u (aN + bk) 
l<k<da) 
= u (aN* + bk)U {b, ,..., b,(,,}. 
l<kSa(o) 
Le dernier membre est reunion finite disjointe d’ensembles appartenant 
tous a C9 d’apres les propriltes 2, 3 et (d,); ainsi E, E 69. 
Caracthisation de la plus petite a-classe 
Puisque l’intersection de deux a-classes est encore une a-classe, il existe 
une plus petite a-classe et une seule, que nous designerons par g,,. D’apres 
les proprietes 2, 3 la classe go contient les ensembles finis (y compris l’en- 
semble vide) ainsi que les progressions arithmetiques aN * + b; a > 1, b > 0. 
Nous allons montrer qu’en fait sa structure est determinCe par ces ensembles. 
Nous introduirons les notations suivantes: 
ST classe des parties finies de N * (y compris l’ensemble vide), 
+Y classe des progressions arithmetiques {aN * + b: a E N *, b E N }, 
U;: classe des reunions finies disjointes d’eltments de @Y’, 
S classe des reunions disjointes d’un element de jT et d’un element de 
gu, c.a.d., 
s= {FUA:FEF,A EsFu,PnA =0}. 
Nous allons commencer par demontrer un lemme. 
LEMME 6.1. (a) SiAEGY, alors ACES. 
(b) Soit k un entier >l; si A ,,..., A, E %Y alors OF=, Ai E S. 
De’monstration. (a) Soit A=alN*+b (aEN*, bEhI). Si a=l, alors 
AC est fini et appartient done a S. Si a > 1 nous introduisons les ensembles 
R(a,b)={rE{O,l,..., a-l}:r#b moda} 
F(a, b) = {n < a + b: n = b mod a}. 
11 est alors evident que 
A”= ( U (aN*+r))UF(a,b) 
rER(a.b) 
(1) 
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Or R(a, b) et F(a, b) sont finis et les ensembles du second nombre de (1) 
sont disjoints; il en rlsulte que AC E S. 
(b) 11 s&it de le montrer pour k = 2 car qu est stable par reunion 
finie disjointe. Soient done A,=a,n\i*+b,,A,=a,n\l*+6, (a,,a,>l; 
b,,b,>O). Si mEA,nA,, alors il existe n,, nz uniques tels que 
m=a,n,+b,=a,n,+b,. (2) 
Divisons n, par a2 et It2 par a, ; il existe alors x1, r,, x2, rz uniques tels que 
n, = azxl + r, avec O<rr,<a,-1, x,EZ 
n,=a,x,+r, avec 0 < r2 <a, - 1, x2 E Z 
d’ou, en substituant ces valeurs dans (2) 
m = ulu2x1 + (a,rl + b,) = u,u2x2 + (a2r2 + bJ. 
En introduisant l’ensemble 
F={mEA,nA,:x,<O,x,<O} 
on a alors la representation 
A,nA,= u (a,a,N* + r UF. (3) 
rElO.l...., Ll,C7-II 
r=b, modal 
r=b2 moda, 
L’ensemble F itant fini et la reunion dans (3) disjointe, on a bien 
A,nA,ES. 
Nous sommes a present en mesure d’enoncer le theoreme de structure pour 
Go. 
THI~OR~ME 6.1. La plus petite a-classe go coiizcide avec S; c’est done la 
classe des r&ions disjointes sun Gment F E jr et d’un Ument A E qu. 
DPmonstration. 11 est clair que S c go et il reste done i montrer que 
go c S; a cet effet il suffit de montrer que S est une a-classe. 
l Remarquons tout d’abord que S est stable par transformation affine. En 
effet les transformations affines commutent avec l’operateur de reunion d’en- 
sembles, d’autre part X et Q sont stables par transformation affine; il en est 
done de mCme de S. 
l l Montrons que S est une classe de Dynkin faible. 
Parmi les propriltes caracterisant une classe de Dynkin faible, seule la 
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stabilitl par passage au compkmentaire n’est pas Cvidente pour S. Montrons 
done que si A E S, alors AC E S. Puisque A E S on peut Ccrire 
A=BVF avec BEgu,FESr,BnF=O. 
Comme F est fini, il existe un ensemble fini F, c N * et un entier n E N * tels 
we 
VxEF, x<n 
FC=I,VF, oti 1” = {n, n + l,...} 
et ainsi 
AC=BCnFC=(BCnI,,)U(BcnF,) 
oti BC n F, est fini et disjoint de BC n I,, . 
11 suffit done de montrer que BC n I, E S. 
Puisque B E gu, il existe un nombre fini d’ensembles disjoints C, ,..,, C, 
appartenanthQettelsqueB=C,U... UC,,d’otiB’=n,=lC;. 
Or, d’aprb la partie (a) du lemme 6.1, Vi = l,..., k on a Cf E S et ainsi 
Vi= 1 ,..., k Cf = Di UK, oti D, E g,, K, E X, Di nKi = 0. On en dtduit 
que 
BC= ; Di UK 
( ) 
oii K estjki et disjoint de A Di. 
i=l i=l 
Puisque Di e gu’,, il existe El, ,..., Einl appartenant B Q, deux A deux disjoints, 
et dont la rhnion est Di ; ainsi 
6 D,= h (2 Ei,)= U (E,,,ne..nE,,) 
i=l i=l j=l (j l.....jk) 
l<i<ni 
oti la rkunion au dernier membre est disjointe. Or, d’aprts la partie (b) du 
lemme 6.1, on a E,,,n .a- n E,, E S d’oti nf= 1 D, E S et halement 
Be E S. Nous avons ainsi montrC que si B E gu, alors BC E S; on peut done 
rep&enter BC sous la forme 
oti G, ,..., G, sont des Clkments de Q deux h deux disjoints et 06 F’ est fini et 
disjoint de G, ,..., G,. On a alors 
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On remarquera que si G = aN * + b, alors G n I, = UN * + a(k, - 1) + b od 
k, = inf{k E N *: ak + b > n} de sorte que les G, nZ, (i = l,..., m) sont des 
&ments de $9 deux A deux disjoints; comme I;’ n I, est fini et disjoint des 
Gi n I, on a halement BC n Z,, E S. 
Pour poursuivre l’btudes de la caracthisation de go, nous aurons besoin 
d’un lemme supplCmentaire. 
LEMME 6.2. Soit B une classe de parties d’un ensemble X, dtfsignons par 
8,, la classe des rthions finies disjointes d’e’lt!ments de 8. Supposons 
v&@es les propritfth suivantes 
(b) VAE~~~UA~E~~‘,, 
(c) VA,BEB on u AnBEgu. 
Alors 8,, coincide avec la classe de Dynkin faible 6(F) engendrke par 8; 8’,, 
coincide kgalement avec ralgzbre A(B) engendrhe par 8. 
Dt!monstration. 
l De (a) et (b) on dlduit que X E g,, . 
l l Soit B E CT,, ; alors B = lJ:= 1 A, od A, ,..., A, sont des &ments 
disjoints de 8; on en dkduit que B’ = of=, A:; or, d’aprb (b), Af E cY,, et il 
existe done Ei, ,..., Eini E 8, disjoints, tels que A; = Uyl, E,; done 
BC = ; 
i=l 
( c Eij) 
j=l 
d’oti 
BC = U (Elj,n ... nE,,). 
Cil,...Jk) 
1 <ji<ni 
Or, A partir de (c), par rkcurrence sur le nombre d’Cl&ments de l’intersection, 
on montre que toute intersection finie d’Cl&ments de B appartient A gU; il en 
rhulte que Be E cF,,. 
l l l 11 est d’autre part clair que CT,, est stable par rhnionfinie disjointe, 
de sorte que tinalement CT,, est une classe de Dynkin faible est c’est 
trivialement la classe de Dynkin faible s(8) engendrCe par 8. 
l l l l Pour montrer que 8,, est Cgalement une algltbre, il sufflt de montrer 
sa stabilitC par intersection. 
Soient done B,, B, E ~7~; alors Bi = UGLY E, (i = 1, 1) avec 
El, y***> Eini E 8 disjoints (i = 1, 2). Or 
4 n& = U (Elj, nE2j,) l<i,<nl I<.hSn2 
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et puisque Eli, f7 Ezjl E iZ,, , c’est une reunion finie disjointe d’elements de 8; 
done B, n B, est une reunion tinie disjointe d’eltments de 8, c.a.d. 
B, n B, E gU. 11 est d’autre part clair que g,,“,, Ctant une algebre, n’est autre 
que I’alglbre engendree par 8. 
Voici enfin le theorime final. 
THBOR~ME 6.2. La plus petite a-classe c?ZO est une aIge?bre. 
Dhnonstration. Appliquons le Lemme 6.2 a la classe 8 des parties de 
N * comprenant 
- les ensembles finis (y compris l’ensemble vide), 
- les progressions arithmetiques alN * + b, a E N *, n E N. 
Cette classe v&tie trivialement les proprietts (a), (b), (c) du lemme 6.2; 
done ~9~ est une algibre. Mais, d’apres le theoreme 6.1 on a cF,, = go. 
7. MESURES SUR LES a-CLASSES 
Soit g une a-classe (cf. definition 2.2) et p une “mesure” de probabilite 
sur 53, simplement additive et invariante par translation; ainsi p est une 
application g + [0, 1 ] verifiant 
(b) p est simplement additive c&d. si El,..., E, est un n-uple 
d’elements disjoints de 9, alors 
(c) p est invariante par translation. 
Rappelons que toute a-classe contient la plus petite a-classe C9,, et que, 
d’apres le theoreme 6.1, tout element de .CZO est la reunion disjointe d’un 
ensemble fini et d’un nombre fini de progressions arithmttiques. Nous allons 
commencer par montrer que les valeurs prises par p sur les elements de go 
sont independantes de G et de p. 
PROPRIBTB 1. VnE R\l* p({n})=O. 
Dkmonstration. D’aprb (c), il sufit de montrer que p( ( 1 }) = 0. Or on a 
Vn>l {l} u .*. U {n} = {l,..., n} 
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ou tous les ensembles qui interviennent, appartiennent a QO. 11 vient done 
vn 2 I ,u({ 1)) + -.. +,~({n})=p({ I,..., n}) hi, d’apr~s (c), 
Vn> 1 w({li)< 1, 
vn> 1 ,~({l})< l/n d’ou,u({l})=O. 
PROPRIETY 2. Pour toute partiefinie E c N * on a p(E) = 0 
toute partie cofinie E c N * on a ,a(E) = 1. 
Dhnonstration. Evidente a partir de la propriete 1. 
PROPRIETY 3. Pour tout a E N * on a ,u(aN *) = l/n. 
Dkmonstration. 
c’est une reunion disjointe d’elements de go. I1 vient done 
~([N*)=~(aR\1*)+~(aN*fl)+~~~+~(aN*+(a-~)))+~(il,...~a-l~) 
d’ou, en vertu de (a), (c) et de la propriete 2 
1 = ap(alN *). 
PROPRIBT~ 4. PourCoutaElN*ettoutbEN*ona~(aN*+b)=l/a. 
Dhnonstration. Evidente a partir de la propriete 3 et (c). 
PROPRIETY 5. Soit a un entier 22 et E, I’ensemble des nombres naturels 
qui sont premiers avec a; alors E, E G?,, et p(E,) = p(a)/a oti v, est la 
fonction d’Euler. 
Dkmonstration. Rappelons la representation de E, utilisee lors de la 
demonstration de la propried 4 du paragraphe 6. 
E, = U (aN * + b,J u (6, ,..., bocaj } l<k<v(n) 
d’ou il resulte d’abord que E, E gO; en outre 
/@,)= c 
1 <kZ(d 
.@N * + h) + iuP ,..., b,(,, I 
d’ou d’apres les proprietes 2 et 4 ci-dessus 
,W,) = co@>. i. 
607/55/I-5 
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La structure de la plus petite a-classe go (cf. theoreme 6.1) et les proprietes 
2 et 4 ci-dessus fournissent d’emblee le 
THBOR~ME 7.1. Soit %une a-classes et ,u une “mesure” de probabilite’ 
SW C@, simplement additive et invariante par translation. Dhignons par .@O 
la plus petite a-classe. Alors la restriction de p d C@ est indkpendante de G9 et 
de p. En dautres termes toutes les “mesures” de probabilite’ simplement 
additives et invariantes par translation, sur une a-classe 5V, ont mZme 
restriction ci gO. 
Signalons enfin le theoreme suivant qui rend l’etude des mesures p t&s 
interessante. 
TH~OR~ME 7.2. Soient a, b deux entiers 21; alors aN *, bN*, 
aN * n blN * appartiennent 6 g0 et l’on a lkegalite’ 
,u(aN*nbN*)>p(aN*),u(bN*). (1) 
En outre on a l’kgalite’ dans (1) si et seulement si a et b sont premiers entre 
eux; en d’autres termes les ensembles aN * et bN * sont p-indkpendants si et 
seulement si a et b sont premiers entre eux. 
Dimonstration. Designons par (a, b), respectivement [a, b], le P.G.C.D., 
respectivement le P.P.C.M. de a, b. On sait que [a, b](a, b) = a . b. Or 
aN*nbN*= [a,b]N*. 
Ceci montre que aN * n blN * E g,,. En outre, d’apres le propriete 3 
(a, b) p(aN*nbN*)=&= a. b >+.$=p(alN*)p(bN*). 
L’tgalite a lieu si et seulement si (a, b) = 1. 
Nous terminerons par deux remarques. 
Remarque 1. L’application ,u nest pas a-additive sur g. 
Dkmonstration. On peur rep&enter N * comme reunion denombrable 
disjointe d’lltments de g 
N*= U {n}. 
n>l 
Or on a, d’apres les proprietts 2 et 3 
clw*> = 1, Vn> 1 p({n})=O. 
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11 en risulte 
l=P@J*)=P ( u inI) > c lu({nl)=O- n>1 n>1 
Remarque 2. Now avions vu aux paragraphes 2 et 3 que la densite 
asymptotique d sur g v&tie la propriite d’homothetie: 
si E E g et a EN*, d(E) alors d(aE) = - 
a (2) 
et il en est le m6me de la densiti analytique. 
La propriete 3 montre que toute “mesure” de probabilite p sur une a- 
classe 9, simplement additive et invariante par translation verilie la 
propriete d’homothetie pour I’ensemble plein E = n\i *. Le theoreme 7.1 
montre que c’est precisement par rapport a l’ensemble plein que cette 
propriete d’homothetie est interessante; c’est la raison pour laquelle il etait 
inutile de postuler la propritte d’homothetie (2) pour la “mesure” ,K 
8. MESURES SUR Y(N*), ENSEMBLES NATURELLEMENT MESURABLES 
Prenons pour a-classes GS la classe .P(N *) des parties de n\i * et etudions 
les “mesures” de probabilite p sur 9(/N*) simplement additives et 
invariantes par translation. D’apres le theorlme 7.1, toutes ces mesures ont 
meme restriction sur la plus petite a-classe 5~~. On est alors amen& de faGon 
ginerale, a Ctudier la classe JV des parties de N* sur lesquelles toutes ces 
mesures ont m2me restriction. Cette classe, qui contient go, a ete introduite 
par L. E. Dubins et D. Margolies [3]; elle fait l’object de la definition 
suivante. 
DEFINITION 8.1. Un ensemble E c N* est appele naturellement 
mesurable si, pour tout couple p, ,u’ de “mesures” de probabilite sur S(n\i *), 
simplement additives et invariantes par translation, on a p(E) =,u’(E). En 
designant par J‘ la classe des ensembles naturellement mesurables, on a 
done 
,N”= {E c n\i* 1 V/L,,U’/J(E)=/L’(E)} 
ou le quantificateur Porte sur tous les couples h,p’ de “mesures” de 
probabilite sur 9(N *), simplement additives et invariantes par translation. 
La valeur commune de toutes les valeurs p(E) pour un element E E JT est 
appele la mesure naturelle de E. Ainsi par exemple E = alN *, (a E kJ*) est 
naturellement mesurable et sa mesure naturelle est l/a. 
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11 est clair que J” est une classe de Dynkin faible, stable par translation et 
que l’on a l’inclusion go CM”. Or cette inclusion est stricte; pour le voir il 
suffira de montrer que l’ensemble P des nombres premiers appartient a JV 
(d’apres le theoreme 6.1 qui donne la structure de @,,, on a necessairement 
P G Gig. 
TH~OR~ME 8.2. Soit ,u une “mesure” de probabilite’ SW 9(N*), 
simplement additive et invariante par translation. DPsignons par R 
Pensemble des nombres premiers. Alors ,u(lP) = 0. En d’autres termes Ip est 
naturellement mesurable et sa “mesure naturelle” est nulle. 
Dkmonstration. Soit E, (a entier 22) l’ensemble des nombres naturels 
premiers avec a et a = p:’ . -- p;’ la decomposition de a en facteurs 
premiers. On a l’inclusion 
P\{P I,..., P,I = E, 
d’oti, puisque p est simplement additive, done monotone croissante: 
4P\IP 1 ,.-.y P,)) < /@,). (1) 
Or 
d’oti 
P(P\IP I,“‘, P,I) + 41 P, 7***9 P,}) =@). 
Or, d’aprb la proprieti 2 du paragraphe 7, appliquee pour g = (9(N *) 
on a 
l4{P 1,***, P,}) = 0, d’oti 4~ \{ PI,..., P,)) = NV. 
L’inegalite (1) s’ecrit done 
~0’) < PU(E,). 
Or, d’apres la propriete 5 du paragraphe 7, appliquee par ~?3 = 9(N*), on a 
d’ou 
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Ce raisonnement etant valable pour tout a > 2, on a linalement 
p(lP) < inffl. 
a a 
Or le second membre est nul (cf. par example G. H. Hardy and E. M. 
Wright [9, thtoremes 19 et 621). Ceci montre que p(lP) = 0. 
Nous donnons ci-dessous d’autres exemples d’ensembles naturellement 
mesurables de “mesure naturelle” nulle. 
Designons par w (respect. J2) l’application n\i * + N qui, a tout entier 
nEN*, associe le nombre de ses facteurs premiers, chacun etant compte une 
seule fois (respectivement un nombre de fois egal a son ordre de 
multiplicite). 
Un raisonnement presqu’identique a celui du theoreme 8.2 permet de 
montrer que, pour tout k E N *, l’ensemble {n: Q(n) < k} est naturellement 
mesurable et de “mesure naturelle” nulle. Nous allons voir qu’il en est de 
mime des ensembles (n: w(n) < k} et c’est la un resultat plus fort compte 
tenu du fait que 
THBOR~ME 8.3. Soit ,u une “mew-e de probabilite’” SW 9(N*), 
simplement additive et invariante par translation. Alors V k > 1 
,u((w < k}) = 0. En d’autres termes V k > 1 I’ensemble {w < k} est 
naturellement mew-able et de “mesure naturelle” nulle. 
Dimonstration. 
Rappel. D’apres une remarque de la fin du paragraphe 7, la “mesure” ,LI 
verifie la proprieti d’homothetie pour l’ensemble plein, a savoir Va > 1, 
,u(aN *) = l/a. 11 en resulte que si a et b sont deux entiers premiers entre eux, 
alors les algbbres engendrles par aN * et bN * sont pu-independantes. 
Designons par (pl, p2 ,...) 1 a suite des nombres premiers ranges dans leur 
ordre naturel. Pour tout m > k et tout j = O,..., k notons Dj” l’ensemble des 
entiers ayant exactement j facteurs premiers dans l’ensemble { p1 ,..., p,}; on 
a 
D’=uctp..,m, [ (p@*)(& (pJ*)‘)] c 
lal=j 
ou Ial designe le cardinal de a et a’ = {I,..., m} \a. 
On a l’inclusion {o < k} c A,,, = l-l,“,, Dy et il suffit done de montrer que 
lim m+m ,W,) = 0. 
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Le rappel ci-dessus montre que 
(a) si j = l,..., k 
= fi c1 -3 uc,?..,m, L! A- i=l I 
lol=i 
(b) si j=O 
11 en resulte 
Le dernier nombre tend vers 0 lorsque m--t co en vertu du fait que 
,YJ,(l/p,)=+coetqueVk>Oe-“xk+O(x+co). 
Remarque. La demonstration montre que le theoreme 8.3 reste vrai pour 
toute mesure p verifiant V a > 1 ,B(uN *) = l/u. 
9. DENSIT& ET INTI~GRABILITI~ NATURELLE 
Dans ce chapitre, nous allons montrer l’importance, pour l’etude des 
densitls (tant asymptotiques qu’analytiques) de la notion de “mesure” de 
probabilite simplement additive et invariante par translation SW T(N*). 
Nous commencerons par observer que chacune de ces densitb peut etre 
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prolongee en une “mesure” de ce type. Ceci est du au fait que chacune de ces 
densites est detinie comme limite effect&e sur un reseau de mesures de 
probabilite (a-additives) asymptotiquement invariantes par translation sur 
Ip(lN*). (Pour la densite asymptotique, il s’agit du reseau des frequences 
(v,, n > 1 } et pour la densite analytique du reseau des lois zeta {[,, s > 1 ).) 
Montrons le pour la densite asymptotique d. On a ditini 
g = (E E 9(N *): d(E) = lim v,(E) existe). 
n-too 
Soit alors Sg le filtre de Frechet sur N * et 22 un ultrafiltre sur N * plus j?n 
que X0. Alors I’application d,: 9(fh *) + [0, 1 ] definie par d&Y) = 
lim “,% v,(E), E E Y(ltG *) est un prolongement de la densite d ayant les 
proprietes requises. Nous nous placerons dorinavant dans un cadre plus 
general, tel qu’il a ete detini dans l’article de L. Dubins et D. Margolies [3] 
ou la notion d’inttgrabilite naturelle est introduite et largement etudiee. 
Dans ce qui suit, on designera par T l’ensemble des formes lineaires 
positives normalisees et invariantes par translation detinies sur l’espace 
vectoriel I, des suites numeriques bornees. Pour f E I, et k E N * on notera 
fk la translatee de f par k, a savoir l’application fk: n\l* + R detinie par 
fk(n) = f(lz + k). Ainsi, si PET alors VfEl, et VkEM* on a 
P(fJ = P(f I* 
DEFINITION 9.1. On dit qu’un element f E 1, est naturellement 
integrable si 
V,u,,u’E Ton a P(f) = P’(f >* 
Pour toute partie non vide S de T, on appelle domaine de concordance de 
S et l’on note @s l’ensemble des f E 1, telles que 
Vp,,u’ES on a Pu>=P”(f>* 
On boit que %Y= n’est autre que l’ensemble des suites bornees naturellement 
indgrables. 
On rappelle qu’un rheau de measures de probabilite’ sur Y(R\l*) est une 
famille {Pa, a E A } de mesures de probabilite (u-additives) sur Y(R\l*), 
indexee par une ensemble A muni d’une relation d’ordre > qui fait de A un 
treillis intini sans element maximal. Le filtre de Frechet X0 sur A est forme 
par toutes les parties de A qui contiennent une partie de la forme 
{a E A : a > aO} ou a,, E A. Tous les (ultra) tiltres sur A que nous 
considerons seront supposes etre plus tin que ST,. 
Si P est une mesure de probabilite a-additive sur Y(R\l*) et si k E N on 
note Pk la mesure de probabilite qui, pour tout n E N *, vtrifie Pk(n + k) = 
P(n). Ainsi on a, pour tout f E I, Pk(fk) = Pdfk). 
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DEFINITION 9.2 (cf. F. P. Greenleaf [8, p. 1331). Soit {P,, a E A} un 
riseau de mesures de probabilitt sur Y(N*) 
(a) ce reseau est dit “asymptotiquement invariant par translation au 
sens fort” si, pour tout k E N, on a 
(9.1) 
03 l]Pll designe la variation totale de P, 
(b) ce reseau est dit “asymptotiquement invariant par translation au 
sens faible” si, pour tout k E N, il verifie la condition 
VfELl )jJ Imf) - P,(f)l = 0. (9.2) 
* 0 
Remarque. 11 est facile de verifier que le reseau des frequences 
{v,, n > 1 } et le reseau des lois zkta { [, , s > 1 } sont des reseaux asymptoti- 
quement invariants par translation au sens fort (pour le second reseau cf. le 
lemme utilise dans le thloreme 3.6). 
DEFINITION 9.3. Soit p = {P,, CY E A } un riseau de mesures de 
probabilite sur Y(N*) verifiant (9.2). Par analogie avec la definition des 
classes de parties de N* admettant une densiti, on difinit 
go = {f E 1, : d,(f) = li? Pa(f) existe}. 
. cl 
La fonctionnelle d, sur g0 peut Ctre prolongee (de plusieurs manieres) en un 
element de T de la facon suivante: soit g un ultrafiltre sur A plus fin que 
SrO ; on lui associe un element ,u, E T en posant 
V.f-~L P*(f) = k”, P,(f). (9.3) 
On note V, l’ensemble des ,uu, E T definies par (9.3) lorsque TY parcourt I’en- 
semble des ultrafiltres de A plus fins que X0 (V, coincide avec l’ensemble des 
valeurs d’adherence de p pour la topologie faible sur le dual algebrique 1: de 
w  
THI~ORBME 9.1. ~22~ coiincide avec le domaine de concordance 5Fvp de la 
famille V, c T. 
Dtfmonstration. 11 est clair que Z?0 c g,,, puisque YY est plus fin que ST,. 
Pour montrer l’inclusion inverse on montre que (g,,)’ c (TV,>‘. Soit done 
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f NA@p; aiors il existe deux constantes c, c’ (c # c’) et deux ultrafiltres 
P, 9c’ sur N * plus fins que 4, tels que 
ljg Pa(f) = c, $n, Pa(f) = c’ d’oti f E I,\%?$/ 
Ce theorbme montre que l’etude des densites (selon un reseau p) se confond 
avec celle de certains sous-ensembles de T. Cette connexion nous permettra 
de donner des caracterisations nouvelles des fonctions naturellement 
mesurables au moyen de limites de reseaux de mesures de probabilite o- 
additives sur .P(N *). 
Rappelons le theortme de caracterisation qui resulte de l’etude de 
L. Dubins et D. Margolies. 
THI~OR~ME 9.2 (L. Dubins et D. Margolies). Une finction f E I, est 
naturellement intt!grable si et seulement si la suite double (vt(f ), n > 1, 
k > 1) converge vers une constante c lorsque n + +co, et ceci uniformt!ment 
en k> 1. 
Nous allons generaliser ce theoreme a des reseaux p = {Pa, a E A ), en 
prenant soin de separer la partie “condition suffkante” de la partie 
“condition necessaire.” 
TH~OR~ME 9.3. Soit p = {P,, a E A} un r&eau de mesures de 
probabilitt! o-additives sur .p(iN *). Si, pour un f E 1, on a 
jrnO P:(f) = c uniforme’ment en k 2 1 
alors f est naturellement intkgrable, d’intigrale (naturelle) c. 
Dt?monstration. Posons m = 11 f /)oo V a E A, V E > 0 soit N(a, E) un entier 
>0 tel que I(a, c) = Pa({ l,..., N(a, E)}) > 1 - E. Notons en outre, pour a E A, 
yh:[N*-tiR I’application definie par k + Y/,(k) = Pi(f ), 
En utilisant le fait que fk(n) = f,(k) (=f(n + k)) il vient 
Ye(k) = P:(f) = Po(fk) = 2 P,(n)f,(n) = 1 P,(n)f,(k) 
d’oii, pour tout k > 1: 
n n 
s f’,(n) f,(k) - me < Y/,(k) < x P,(n) f,(k) + me 
n<N(a.~) neN(a,d 
d’oti pour tout fl E T 
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En faisant E 10 on obtient V a E A pdf) = ,~(ul,) (1). Comme Ya(j) tend 
vers c selon le filtre Sg et ceci uniformlment en k > 1, on a 
PWJ = c d’oti, en vertu de (l), Vp E T ,u(f) = c 
et ceci achbve la demonstration. I 
Avant de donner une sorte de reciproque de ce thtoreme nous allons 
etablir un lemme qui nous permettra d’exprimer la convergence uniforme en 
k > 1 comme une convergence simple. 
En considerant la relation d’ordre ordinaire sur IN *, a tout treillis (A, >) 
on peut associer le treillis (A’, >‘) ou A’ = A X N * et 
(a,, n,) 2’ (a2, n2) 0 al 2 a2 et n,>,n2. 
On a alors le lemme suivant: 
LEMME 9.1. Soit {u~,,~,, (a, k) E A’} un reseau de nombres reels, indexe 
par A’ et tel que 
(i) VkEN* lim u o,so (n,k) = c 
ozi c est une constante independante de k >, 1. 
Alors la convergence dans (i) est uniforme en k > 1 si et seulement si on a 
(ii) lim u~,,~) = c 
(aJO,& 
oti R; est lefiltre de Frechet sur (A’, 2’). 
La demonstration de ce Lemme sera omise. 
THBOR~ME 9.4. Soit f une fonction naturellement integrable, c son 
integrale naturelle. Alors, pour tout reseau p = {P,, a E A} de mesures de 
probabilite’ o-additives sur S(N *), asymptotiquement invariant par trans- 
lation au sens fort, on a 
lim P;(J) =c 
a,90 
uniformement en k > 1. 
Demonstration. D’apres le lemme 9.1, il sufftt de montrer que, par 
rapport au treillis des indices (A’, a’), A’ = A x N * on a la convergence 
( ‘$I~, Pi(j) = c. 
a. , 0 
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Introduisons le reseau p’ = {Pk, (a, k) E A ‘}; il est asymptotiquement 
invariant par translation au sens faible, car on a V m > 1 et Vf E I, 
IP:+Tf) - C(f)1 = P2Y.h) - ~,uk>l < 2 Ilet - P,Il Ilfllm 
et ainsi l’invariance asymptotique par translation au sens fort du reseau p 
implique l’invariance asymptotique par translation au sens faible du rtseau 
p’. On en deduit V,, c T d’oti GY= c F”,,; or par hypothese fe gT d’ou 
f E q,,,i d’autre part, d’apres le theoreme 9.1 on a QDC = gv,, d’ou 
linalement f E goI, c.i.d. 
lim p:(f) 
(a,k).K; 
existe (et est Cgal a c). I 
Aspect multiplicat$ quelques problhes ouverts 
Supposons que p = {P, , a E A } soit l’un des reseaux v = {v,, n > I} ou 
[= (<,,s> l}. Posons pour tout f  EZ, et tout kE N* 
Alors on a l’implication 
11 en resulte que pour tout ~1 E V, on a 
(i) Vf E2J0etVkEN* .aJ =+4f). 
11 existe cependant une difference entre les deux reseaux r et 4. Elle consiste 
en le fait que pour le reseau [, la relation (i) est vraie non seulement sur 23[ 
mais aussi sur I,; en d’autres termes, pour tout p E Vr on a 
(ii) Vf E I, et VkE N* P(fJ = $Y(f 1. 
11 est facile de voir que la relation (ii) n’est pas vraie pour tout p E V,. 
Ainsi, si l’on note H le sous-ensemble de T forme par les p E T qui verilient 
(ii), alors on a V, c H et V, c? H. Toutefois on a les inclusions 
Q=~Hcq (1) 
(%7Tcc9”c~c. (2) 
Plusieurs problemes se posent alors qui, a notre connaissance, sont ouverts. 
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(a) Trouver des critires portant sur une fonction SE 1, assurant l’ap- 
partenance de f & gH. 
(b) Comparer gH et gU. 
(c) Vkifier si la deuxibme inclusion dans (1) est stricte. 
N.B. Dans une lettre adressie g l’un de nous, L. Dubins a fourni un 
exemple d’un ensemble E E S(N *) tel que IE E %$,\U;;. Ainsi la premiere 
inclusion de (1) est stricte. 
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