Abstract. In this note, we study the boundedness of integral operators Ig and Tg on analytic Morrey spaces. Furthermore, the norm and essential norm of those operators are given.
Introduction
Morrey spaces were initially introduced by Morrey [18] in 1938. As useful tools, Morrey spaces play an important role in the study of harmonic analysis and partial differential equations. See Taylor [24] , Olsen [19] , Kukavica [16] , Palagachev and Softova [21] , and the reference therein.
In recent decades, in real and complex settings, Morrey spaces have been studied extensively. For example, in Euclidean spaces R n , Adams and Xiao studied Morrey spaces by potential theory and Hausdorff capacity in [1] and [2] . Duong, Yan and Xiao [11] characterized Morrey spaces by the operators with heat kernel bounds. The multipliers of Morrey spaces were studied by Gilles and Rieusset [13] . In the unit disc D, the analytic Morrey spaces, L 2,λ , were introduced and studied by Wu and Xie in [26] . Xiao and Xu [31] studied the composition operators of L 2,λ spaces. Cascante, Fàbrega and Ortega [8] studied the Corona theorem of L 2,λ . For analytic functions g in D, the Volterra type operator T g is defined as
on the space of analytic functions f in D. The operator T g was firstly investigated on Hardy spaces by Pommerenke [20] . Another integral operator related to T g (denoted by I g ) is defined by
The boundedness and compactness of I g and T g between spaces of analytic functions were studied by many authors. The T g on Hardy spaces and Bergman spaces were studied by Aleman and Cima in [4] , Aleman and Siskakis in [5, 6] . Siskakis and Zhao [23] studied T g on the space BM OA. Xiao [30] considered I g and T g on Q p spaces. Constantin [9] studied the boundedness and the compactness of T g on Fock spaces. In [25] , Wu considered T g from Hardy spaces to analytic Morrey spaces. The closed ranges of I g and T g are studied by Anderson [7] . See Aleman [3] and its references for more information on those integral operators.
The essential norm can be seen as a useful tool to study the operators on function spaces. By the essential norms, we can understand better the relation between bounded operators and compact operators. The essential norms were first introduced by Shapiro [22] to study the composition operators. Recently, the essential norms were applied to study the integral operators I g and T g , see Laitila, Miihkinen and Nieminen [15] , and Liu, Lou and Xiong [17] . We refer the reader to [22] , [15] and [17] for further information.
In this paper, we consider the operators
The aim is to study the boundedness of I g and T g , and to estimate the norms and essential norms of I g and T g . We will prove that the norms of I g and T g is equivalent to g ∞ and g BMOA , respectively. By these equivalence, we could obtain the necessary and sufficient conditions of the boundedness of I g and T g . See Theorems 1-4. On essential norms, we prove that the essential norm of I g is equivalent to g ∞ , and that the essential norm of T g is equivalent to the distance between g and the space V M OA, see Theorems 5-8. As corollaries, we obtain the sufficient and necessary conditions of the compactness for I g and T g , respectively. We should point out that these necessary and sufficient conditions can be also proved without using the essential norms. Compared with such method, our results provide more information. The rest of this paper is organized as follows. In Section 2, we state some notations and preliminaries which will be used in the sequel. Section 3 is devoted to the study of the boundedness of I g and T g and of the norm estimate of those integral operators. The essential norms of I g and T g are given in Section 4.
Notations: For two functions F and G, if there is a constant C > 0 dependent only on indexes p, λ, · · · such that F ≤ CG, then we say that F G. Furthermore, denote that F ≈ G (F is comparable with G) whenever F G F .
Notations and Preliminaries
Let D and ∂D = {z : |z| = 1} denote respectively the open unit disc and the unit circle in the complex plane C. Let H(D) be the space of all analytic functions on D and dA(z) = 1 π dxdy the normalized area Lebesgue measure. For 0 < p < ∞, the Hardy space H p (D) consists of all functions f ∈ H(D) with
For an arc I ⊂ ∂D, let |I| = 1 2π I |dζ| be the normalized length of I,
and S(I) be the Carleson box based on I with
Clearly, if I = ∂D, then S(I) = D. The following theorem due to L. Carleson is a significant result on Carleson measure (see, for example, [12] and [34] ). Theorem A. Suppose that µ is a non-negative measure on D. Then µ is a Carleson measure if and only if the following inequality
holds for all f in Hardy space
Recall that BM OA is the set of f in the Hardy space H 2 (D) whose boundary value functions satisfies
The norm of functions f in BM OA can be expressed as f = |f (0)| + f * . From [14] , we know that f is comparable with the norm
where a ∈ D and σ a is the Möbius transformation with
Furthermore, if
we say that f ∈ V M OA, the space of analytic functions with vanishing mean oscillation, we also know that f ∈ V M OA if and only if
For more information on BM OA and V M OA, see [14] . The following theorem (Theorem 6.5 of [14] or Theorem 4.1.1 of [30] ) is a Carleson measure characterization of BM OA.
is the set of all f belongs to the Hardy space H 2 (D) such that
The following lemma gives some equivalent conditions of L 2,λ (D) (see Theorem 3.21 of [29] or Theorem 3.1 of [27] ).
The norm of functions f ∈ L 2,λ (D) can be defined as follows
. Now we give a result about the growth rate of functions in L 2,λ (D).
Proof. For any b ∈ D, we have
where we used Lemma 4.12 of [34] in the last inequality. Thus
Since the point b is arbitrary, we get
3. Boundedness and Norm estimate of I g and T g
In this section, we prove the boundedness and estimate the norms of I g and T g . The following two lemmas will be used through this paper.
Lemma 3. ([33, Lemma 1])
Suppose that s > −1 and r, t > 0. If t < s + 2 < r, then we have
where the constants implicit are independent of z and b.
We first consider the boundedness of I g on L 2,λ (D).
, the space of bounded analytic functions on D. Moreover the operator norm satisfies
where g ∞ = sup z∈D |g(z)|.
This leads the boundedness of I g and I g ≤ g ∞ .
On the other hand, if I g is bounded on L 2,λ (D). For any b ∈ D, suppose that f b is defined as in Lemma 4, then
where we used Lemma 4.12 of [34] again in the last inequality. Since b is arbitrary, we have I g g ∞ . Theorem 1 is proved.
As a main result of this section, we give the boundedness of T g on L 2,λ (D) in the next theorem.
Proof. Suppose g ∈ BM OA. For f ∈ L 2,λ (D) and any arc I ⊂ ∂D, let ζ ∈ ∂D be the center of arc I and b = (1 − |I|)ζ ∈ D. We have
We first estimate the term I 1 . By Lemma 2, we get
It follows from Theorem B that
Now we estimate the term
for all z ∈ S(I), then
Combining this with Theorem A yields
, where we used Littlewood-Paley identity in the second inequality (see, for example, [12] or [34] ). Thus,
On the other hand, suppose that T g is bounded on L 2,λ (D). For any I ⊂ ∂D, let b = (1 − |I|)ζ ∈ D, where ζ is the center of I. Then
Using the test function F b as in Lemma 4, we get
Since I is arbitrary, we obtain g ∈ BM OA and g BMOA T g . The proof is completed.
Remark 2. Theorem 1 holds for λ = 1 (see [30] ). But Theorem 2 is not ture for λ = 1. In fact, Siskakis and Zhao [23] proved that T g is bounded on BM OA if and only if g belongs to logarithmic BM OA space.
For g ∈ H(D), the multiplication operator M g is defined by M g f (z) = f (z)g(z). It is easy to see that M g is related with I g and T g by 
Taking z = b in the inequality above yields |g(b)| M g and then g ∈ H ∞ (D) by the arbitrariness of b.
We now characterize the boundedness of I g :
Applying the well-known inequality,
where we used Lemma 4.12 of [34] again in the last inequality. Since On the other hand, suppose g ∈ H ∞ (D), then applying Littlewood-Paley identity, we get
where we used the fact that
The proof is completed.
In [25, Theorem 9], Wu proved that, for g ∈ H(D), T g :
is bounded if and if g ∈ BM OA. We next estimate the norm of T g .
Proof. The proof is similar to that of Theorem 2, for the completeness of the paper, we give the sketch of the proof below. For any I ⊂ ∂D, let ζ be the center of I and b = (1 − |I|)ζ. Consider the function
It is easy to see that
It follows that g ∈ BM OA with g BMOA T g . On the other hand, if p = ∞, then, for f ∈ H ∞ (D),
Note that (Theorem 9.1 of [34] ),
We have
H p , where we used the fact that
The theorem is proved.
. From the proof of Theorem 3, we know that Theorem 3 holds for p = 2. Theorem 4 for p = 2 is also true (see, for example [4] or [20] ).
Corollary 2. Let 2 < p ≤ ∞ and g ∈ H(D). Then the multiplication operator
It is easy to see that f ∈ H p (D) and f H p 1. Applying Lemma 2, we get
, from [25, Theorem 9] and Theorem 3, we know that I g and T g are both bounded from
Essential norm of I g and T g
Let X be a Banach space and T is a bounded linear operator on X. The essential norm of T (denoted by T e ) is defined as follows,
Since that T is compact if and only if T e = 0, then the estimation of T e indicates the condition for T to be compact. In this section, we estimate the essential norm of I g , T g . Let X and Y be two Banach spaces with X ⊂ Y . If f ∈ Y , then the distance from functions f to the Banach space X is defined as
In the following lemma, Laitila, Miihkinen and Nieminen ( [15, Lemma 3] ) characterized the distance from functions f ∈ BM OA to V M OA space. Here and afterward we denote g r (z) = g(rz) with 0 < r < 1.
Proof. For compact operators K, it follows from Theorem 1 that
On the other hand, choose the sequence {b n } ⊂ D such that |b n | → 1 as n → ∞. Consider the sequence of functions f n (z) = (1 − |b n | 2 )
It follows from Lemma 4 that f n L 2,λ 1. Note that f n can be written as
and f n converges to zero uniformly on compact subsets of D. Then Kf n L 2,λ → 0 as n → ∞ for any compact operator K on L 2,λ (D). Since
We get
The arbitrary choice of the sequence {b n } implies I g e g ∞ . The proof of Theorem 5 is completed.
For the proof of the next theorem, we need the following technical lemma.
Proof. Let {f n } be such that f n L 2,λ ≤ 1 and f n → 0 uniformly on compact subsets of D as n → ∞. We need only to show that
Note that f n L 2,λ ≤ 1 and |f n (z)| 2 (1 − |z| 2 ) 1−λ 1 by Lemma 2. The desired result follows from the Dominated Convergence Theorem.
In the following theorem, as a main result of this section, we give the essential norm of T g on L 2,λ (D).
Proof. Let {I n } be the subarc sequence of ∂D such that |I n | → 0 as n → ∞. Denote b n = (1 − |I n |)ζ n ∈ D, where ζ n ∈ ∂D is the center of arc I n , n = 1, 2, · · · . We know that (1 − |b n | 2 ) ≈ |1 − b n z| ≈ |I n |, z ∈ S(I n ).
Choose the function F n (z) = (1−|b n | 2 )(1−b n z) 
Since the sequence {I n } is arbitrary, we obtain
T g e lim sup where we used the linearity of T g respect to g. Hence 
