Proxy architectures are used in the Internet today in order to improve the performance and to introduce security mechanisms.
Introduction
The Internet is the driving technology these days. Access to the Internet is required and found everywhere, in the industry as well as in schools and universities or at private homes. Unfortunately, there is an issue of addressing space. Every host which is connected to the Internet needs at least for one of its interfaces a globally valid Internet Protocol (IP) address. As a consequence, IP addresses are becoming a scarce resource. This often implies that a user must pay for every single public Internet address in use. This is especially the case for private home users and Small Office Home Office (SOHO) users who have multiple end-systems which they want to connect to the Internet. For each internet address those users need a contract with an Internet Service Provider (ISP). To overcome the problem of paying for multiple contracts those users often apply the NAT approach and can therefore be satisfied by a single contract.
A second demanding concern is security. If an attacker knows the address of a host within a local network, he has the first key to start attacks. From a security point of view it would be much more convenient if all end-systems of a SOHO or local network were hidden behind a single * This work was partially supported by Bundesministerium für Bildung und Forschung BMB+F in the scope of the FlexiNet Project.
gateway and preferably not visible or accessible from the Internet at all. Further, if every user is allowed to install arbitrary services on his end-system, this would inherently introduce a serious security hole.
A classical remedy for the address shortness is NAT which is widely deployed. NAT is mostly found for connecting private homes to a service provider or whenever a local network is to be hidden completely. In spite of the uncontradicted usefulness of the NAT approach, it has some drawbacks which limit its transparent deployment. Some application require support for special devices which translate addresses within the payload of data flows. In such a case application level encryption cannot be used.
We propose a new architecture that overcomes a number of problems connected to the NAT approach. The architecture is named with its functional description: Remote Socket Architecture (ReSoA). In ReSoA function calls to the BSD socket interface are not executed on the local end-system but in an RPC-like fashion on a special network node. This means, that the socket interface on the local end-system as well as the TCP/IP protocol stack are replaced by the ReSoA modules. These modules intercept function calls to the socket interface like socket, read, write, getsockname, encapsulate them into ReSoA packets and deliver the ReSoA packet to the special network node, where the function calls are executed. Thus, applications utilize the service of the TCP/IP protocol stack on a remote host. The design of the ReSoA modules is such that neither the syntax nor the semantics of the socket interface is changed. This especially means that every application which was designed for the socket interface can operate on top of ReSoA without recognizing any differences.
Our ReSoA approach allows to hide an arbitrary number of systems behind a single system without necessitating them to own routeable addresses. In contrast to NAT our ReSoA-approach provides applications immediately with internet-wide valid addresses instead of modifying data streams to exchange addresses out of a private address range during server traversal with the server's address. Another key advantage of our proposal is the ability of applications to arbitrarily encrypt any sensible data, even in case that the local IP address is part of the appli-cation data. This is not possible in case NAT is applied!
The following sections are structured as follows. In Section 2 we introduce our Remote Socket Architecture and show how ReSoA can be used to solve the problem of address shortness. In section 3 we compare both the approaches and finish with a conclusion in section 4.
The ReSoA approach
Our idea is motivated by the observation, that applications are designed for a certain interface (syntax and semantics) but are independent from the implementation of the interface or the protocols used to provide the service. Following this idea, it is possible to have a special computer (e.g.: edge-router, access point) and grant all endsystems access to its TCP/IP protocol stack by exporting the protocol stack's interface to the end-systems (e.g., following an RPC-like approach). The export of the interface must be in a way that neither syntax nor semantics of the interface are changed. When our approach is applied, then arbitrary protocols, which provide a certain service, can be used for the communication between end-system and ReSoA server. Therefore, end-system and access network can be IP free.
We applied our idea of an interface export to the socket interface, because the Berkeley socket interface is the most widely used interface for unix-like OS architectures. Sockets are a general abstraction for intra-and interprocess communication and are protocol and addressing format independent. Since our interest concentrates on the Internet domain, the export of the socket interface only deals with sockets belonging to the Internet family. We named our architecture Remote Socket Architecture (ReSoA). Details about ReSoA as well as a performance comparison, showing that ReSoA can significantly improve the performance over wireless TCP, can be found in [5] . Figure 1 gives a general overview of the components of ReSoA and their interfaces to other system components. As can be seen from the figure the TCP/IP protocol stack and parts of the socket interface are removed from the end-system and are replaced by the ReSoA modules. In principle ReSoA can be viewed as a client located on the end-system, and a server which is located on the network node. The client intercepts the socket calls, encapsulates them, and transmits them to the server. The server decapsulates the socket calls, executes them on behalf of the client and sends the result back to the client. The main task of the client and the server is to maintain the semantics of the socket interface. For the communication between the ReSoA client and the ReSoA server a two layered architecture was chosen. The idea behind the two layers is, that the upper layer which is responsible for the message exchange between ReSoA client and Re- SoA server is technology independent, while the lower layer, which is responsible for the provision of the required communication service is technology dependent and optimized according to the goal, e.g., performance.
The protocol of the upper layer is called Export Protocol (EP). The EP is a simple connection-less requestresponse protocol. The protocols of the lower layer are called Last Hop Protocol (LHP)s. The service provided by an LHP depends on socket type and application, and may be adapted to the properties of the applied technology. In case of a TCP socket an LHP must provide a fully reliable service. In case of a UDP socket an LHP may provide a semi-reliable service. In the latter case the LHP may behave application specific. Further, we have decided that all LHPs are connection oriented. For further details about the service of the Communication Service Layer (CSL) and its interface to the Socket Export Layer (SEL) see [4] . From the application point of view the existence of ReSoA is transparent. Every application designed for the socket interface can operate on top of ReSoA without any modification.
Addressing
In the Internet world addressing at the application layer refers to the identification of transport protocol communication end-points (also called sockets). An application uses an integer descriptor to pass requests to a specific socket and the network uses a four tuple consisting of the source and destination IP addresses and the source and destination port to find the correct transport protocol entity.
When ReSoA is used, two additional addressing questions must be solved. On the one hand an association of the two parts of a socket, which are loaded on the ReSoAserver and the ReSoA-client respectively, has to be established and on the other hand the source address to be used for the transport protocol entity has to be determined. We refer to the former as Access Network Addressing and to the latter as Internet Addressing.
Access Network Addressing
Access Network Addressing defines how the two parts which implement a socket are glued together. According to the two layers of ReSoA the addressing is performed in two steps. On the lower layer the LHP is responsible to address the machines on which ReSoA runs. On the upper layer the Export Protocol (EP) is responsible for delivering incoming packets to the correct socket object.
An LHP must provide a communication channel between the ReSoA client and ReSoA server. The channel is created when ReSoA is started (see 2.3). To establish a communication channel between two ReSoA nodes, the LHP can chose an arbitrary addressing format as long as unique addresses are provided. Usually, the LHP will use the addressing format of the underlying technology for this purpose. For instance, if ReSoA is deployed in an 802.x local network, 802.x addresses can be used. If the ReSoA domain covers different technologies, technology independent address formats should be used (for instance, E.164). If the provided address format of the underlying technology is not sufficient to provide communication channels between ReSoA nodes, then the LHP must add the missing functionality.
In order to map incoming messages to the correct socket object a ReSoA client assigns an integer identifier (called rsockID) to each created socket. This identifier is included in every EP messages. The problem with this scheme is that the same identifier can be assigned to a socket on different ReSoA clients. Thus, for the ReSoA server the rsockID is not sufficient to map incoming packets to the correct socket. To overcome this problem, the EP must know on which LHP connection the packet was received. Since the LHP provides a connection oriented service, the ReSoA-client and ReSoA-server maintain a connection identifier for each created LHP connection 1 . This connection identifier is included in every indication from an LHP to the EP. The connection identifier together with the rsockID allow for uniquely addressing socket objects.
The addressing formats of both levels are independent from each other. The EP uses the channel provided by the LHPs without knowing how this channel is established. This is possible in spite of the fact, that the ReSoA client and server must establish the LHP connection, which means that the ReSoA client must know the address of the ReSoA server's machine. This is achieved by looking at the address simply as a byte stream. The ReSoA client must be configured with this byte stream (either manually or by some kind of look-up service), but will not interpret it.
Internet Addressing
ReSoA provides two different IP address assignment. An assignment scheme describes how the ReSoA server maps globally valid IP addresses to its clients. In the first IP addressing scheme the ReSoA server provides a separate globally valid IP address for every registered client. We therefore call this mode 1-to-1 mode. In the second scheme the ReSoA server has only a limited number of IP addresses (e.g.: only a single IP address). These IP addresses are shared between all registered clients. This mode is called n-to-1 mode. Furthermore, a combination of the two addressing schemes is possible. This means that a client can have its own public IP address registered with the server, while other clients share the server's IP address. It is up to the administrator of the ReSoA-server which addressing schemes will be available.
In order to combat the IP address shortness problem it is required that ReSoA operates in n-to-1 mode. By running in n-to-1 mode the ReSoA-server supplies all connected clients with its own address and therefore provides-with regard to the number of required IP addresses-the same functionality as Network Address Port Translation (NAPT).
Operation modes
ReSoA can be operated either in dual protocol stack mode or in pure ReSoA mode. In dual protocol stack mode an end-system supports both a complete local TCP/IP stack and a ReSoA protocol stack (remote access to the TCP/IP stack of the ReSoA server). The application must chose by some mechanism (like LD PRELOAD), which protocol stack it intends to use. In pure ReSoA mode the end-system has no TCP/IP protocol stack. Every application automatically uses the exported interface.
The dual protocol stack mode can be used to allow direct local communication (between ReSoA clients) and for automatic configuration purposes.
Operation of ReSoA
The purpose of this chapter is twofold. On the one hand we want to provide a better understanding of the operation of ReSoA and on the other hand we intend to illustrate why ReSoA is a more natural approach, to share a single IP address between multiple hosts. Therefore, we go through the setup process of a ReSoA system which uses n-to-1 mode and continue with an example session of an File Transfer Protocol (FTP) connection.
At first, the ReSoA client and server must be configured to know which LHPs are used for TCP and UDP sockets. LHPs are specified by a provider identifier and a protocol number. Next, the ReSoA server must be started.
The ReSoA server prepares the local LHP instances to accept incoming connections and is now awaiting ReSoA clients to register.
A ReSoA client needs additionally the LHP address of the ReSoA server. In case of a 802.x environment a ReSoA client gets 6 bytes as the LHP address, which represent the MAC address of the ReSoA server. The initial step when a ReSoA client started is to establish the LHP connections with the ReSoA server and to register 2 itself at the server. The registration process concludes with providing the source address used for future connection over this ReSoA-server. This can be compared to configuring a local interface with an IP address. After the registration is completed an application can access the TCP/IP protocol stack on the ReSoA server without recognizing any difference to a local TCP/IP implementation 3 . For the further discussion let us consider an FTP session as an example as shown in Figure 2 . In this session the FTP client runs on the ReSoA end-system and wants to download a file from an FTP server in the Internet. The FTP client operates in active mode. This means, that the FTP server establishes the data connection between FTP client and FTP server. Hence, the FTP client must send its IP address to the FTP server and has to offer a listing Transmission Control Protocol (TCP) end-point.
Since ReSoA does not change the API between the application and the protocol stack, the application first has to create a new socket using the function call socket. Due to performance reasons, this call is not forwarded to the ReSoA server immediately but delayed until the socket is used for the first time 4 . The ReSoA client creates the local part of the socket object, assignes an rsockID to it, and returns the control back to the application.
Next, the application initiates the establishment of the transport protocol connection, using the socket call connect. The ReSoA client sees from the state of the socket that the corresponding part of the socket on the ReSoA-server was not yet created. Therefore it sends a request message to the server (using the previously opened LHP connection) which includes the socket function call as well as the connect function call. This request message includes the rsockID as explained in section 2.1.1. The calling application is blocked until the ReSoA server sends the corresponding return value. The response of the ReSoA server does not only contain the result of the connect call but also the port of the local connection endpoint. This accelerates the fetching of address information (using getsockname).
The ReSoA server knows on the basis of the LHP connection to which ReSoA client the request belongs. It creates the corresponding socket part and assigns the rsockID and the LHP connection identifier of the LHP connection to the socket object. Then it executes the connect function call. For the TCP connection the local IP address of the ReSoA server is used as source address. Thus, every application-independent from the end-system it is running on-uses the IP address of the server for its connections. When the TCP connection is established, the ReSoA-server sends a response message to the ReSoA client. Again, this response message includes the rsockID. Next, the application sends a request to the FTP-server. Since the request must contain the source IP address of the TCP connection, the application first has to determine its IP address and port number. The application must query the socket using the function getsockname. Since the socket is associated with the address assigned by the ReSoA server, this call returns the globally valid address pair (IP address and port) actually used by the connection. Exactly this is one of the advantages of ReSoA compared to NAT. In NAT the getsockname call would return the local IP address of the client, which is then encoded into the application request and would require translation by the NAT device. 5 When the getsockname function call returns, the application encapsulates the results in its requests and asks the socket to deliver the data. The ReSoA client forwards the request to the ReSoA server and immediately returns control to the application (if the socket send buffer is large enough) without waiting for a response from the ReSoA server.
In order to improve performance and to keep response times close to the response time of a local TCP/IP implementation, ReSoA is not based on a classical synchronous Remote Procedure Call (RPC) mechanism. Instead, the behavior of the socket stub depends on the socket call. Whenever possible, the ReSoA client deals with the user request locally and returns the control back to the calling application before it transfers the request to the ReSoA server.
When the TCP instance on the ReSoA server receives data (from the Internet), it uses the four tuple (IP addresses and ports) to map the data to a socket as usual using a callback. The socket is equipped with information about the corresponding client (which LHP connection to use) and the socket identifier (rsockID). Thus, the data can be forwarded to the corresponding client without waiting for an explicit read data request. The notification includes the socket identifier, which is used by the ReSoA client to map the received data to the correct socket receive buffer. In principal, the behavior of the TCP/IP stack on the ReSoA server is identical to the behavior of a TCP/IP stack of a classical end-system. However, two modifications are required in order to maintain the semantics of the socket interface. First of all, TCP must not acknowledge the FIN-segment before all data are delivered to the ReSoA-client. Second, TCP's advertised window should not be increased when data is successfully transfered to the ReSoA-client but when the application has read the data.
Comparison with NAT
In ReSoA different end-systems share the TCP/IP protocol stack of a single ReSoA server, just as different processes share the TCP/IP protocol stack of a local system. Just like processes sharing the same IP address, in ReSoA (when operating in n-to-1 mode) all applications share the IP address of the server. The difference to classical endsystems is that the application can be located on different end-systems (as applications can belong to different users). Since different end-systems share the IP address of the server, ReSoA reduces the IP address usage in the same way as NAT does.
The service offered by ReSoA in dual protocol stack and n-to-1 mode, is in functionality equivalent to the service offered by NAT. The clients can communicate with each other using their private addresses. All packets destined for the Internet get the IP address of the border device (either NAT device or ReSoA-server as source address). Thus, all end-systems are hidden behind a single, globally valid IP address.
However, there is a significant advantage from the application point of view. With NAT the local application is only in knowledge of its private IP address. We already pointed out, that some applications encode their local IP address into their payload. With ReSoA the application is Table 1 : Comparision of ReSoA and NAT in knowledge of the IP address of the ReSoA server as its local IP address, which is just now the "official" address.
If the application encodes its IP address, then the address of the ReSoA server-and therefore the real, globally valid end-address-is encoded. Thus, no translation process, including the correction of sequence numbers and checksums is necessary. This especially implies, that application level encryption can be used. Further, with ReSoA the communicating applications see the same connection (same 4-tuple) when they query the socket, while they see different 4-tuples in case of NAT. Although the ReSoA approach does not allow for applying IPsec endto-end (just as the NAT/NAPT approach) it nevertheless allows end-to-end encryption at application layer. Therefore, the ReSoA-server does not necessarily need to be part of the trust-domain of the ReSoA-client. Furthermore, with NAT two communicating TCP instances have a different view on the connection. Beside the different addresses of the connection end-points, the receiving TCP does not always receive the segments sent by the other TCP. The received segments can differ in checksum, sequence number, acknowledgment number, ports and payload. This obviously violates TCP's end-toend semantics.
In case of ReSoA the communication end-point is on the ReSoA-server. Therefore, it is not necessary to alter any TCP segment. Although TCP's acknowledgments are sent by the ReSoA-server, this does not violate the semantics seen by the application, since the meaning of an acknowledgment is that the data has reached the peer TCP instance but not the application. Even with a local TCP/IP implementation, it is possible that an application never receives data already acknowledged by TCP.
As with NAT the ReSoA-server is a single point of failure. When the ReSoA-server crashes, all connections are lost and traffic exchange with the Internet is not longer possible. The difference between ReSoA and NAT is that in case of ReSoA the communication end-point dies, while in case of NAT an intermediate system dies. Since this intermediate system holds state information which are crucial for the connection, it makes no difference, that the TCP end-points survive in case of NAT.
In case of NAT an end-system crash comes along with an abrupt termination of all connections. With ReSoA this is not the case. The TCP instance on the ReSoAserver continues with its normal operation (e.g.: sends acknowledgments) until it is stopped by the ReSoA-server. This does not violate the semantics seen by the application, since a TCP acknowledgment only means that the data were received by TCP but not that they were consumed by an application. The remote application cannot wrongly assume a correct data transfer, as the final packet is not acknowledged before all data are passed to the ReSoA-client. In addition, in case of long transfers, the advertised window will fill-up and stop the other end.
A further important difference is that NAT devices need to be in the common path of the flow while a ReSoA-server needs not. This path must not be changed (e.g.: due to multi-homed networks and routing changes connected with it). The direct addressing of the ReSoA server allows for placing the ReSoA-server anywhere in the access network addressing domain. This also allows for load sharing between several ReSoA-servers.
The differences and similarities of both approaches are summarized in table 1.
Conclusion
In its current way of application the IPv4 addressing scheme often encounters a regional shortness in the number of available addresses. Various solutions exist such as NAT/NAPT which lead to problems with regard to application layer encryption and on-the-fly data modification necessary when traversing such devices.
We have introduced the ReSoA framework as an alternative approach to the IPv4 addressing problem. In the final outcome ReSoA provides a service similar to NAPT, but with a number of pretty enhancements: (i) by exporting the socket interface, any application using ReSoA has knowledge of its regular IP address to immediately code it in its application data stream where necessary; (ii) by allowing applications to immediately code addresses into its data stream, no data stream translation is necessary. (iii) the same feature allows application to encrypt its data without requiring an intermediate system to be able to decode (and re-encode) the data or to encode data on behalf of the NAPT-client. Thus, ReSoA allows an application to operate even in an untrusted environment, since it is possible to encrypt data with arbitrary encryption algorithms; (iv) the operation of a ReSoAserver is completely independent from the applications served via the ReSoA-server (as opposed to NAPT, where a specific Application Level Gateway (ALG) is required for every application data stream that contains address or port information); and finally, (v) ReSoA even allows for devices without an TCP/IP protocol stack to communicate with corresponding applications in the Internet using the remote TCP/IP stack.
In combination with appropriate packet classifiers and adaptable link layer retransmissions controlled by the Communication Service Layer ReSoA also allows to significantly improve the performance of wireless Internet access.
