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We investigate the approximation of the solutions of a class of nonlinear second order
singular boundary value problems with a self-adjoint linear part. Our strategy involves
two ingredients. First, we take advantage of certain boundary condition functions to obtain
well behaved functions of the solutions. Second, we integrate the problem over an interval
that avoids the singularity. We are able to prove a uniform convergence result for the
approximate solutions. We describe how the approximation is constructed for the various
values of the deficiency index associated with the differential equation. The solution of the
nonlinear problem is obtained by a globally convergent iterative method.
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1. Introduction
We investigate the approximation of the solutions of the nonlinear singular ordinary differential equation
`y = Fy (1)
where ` is a formally self-adjoint differential expression of the form
` (y) = 1
w
(
− (py′)′ + qy) . (2)
We work with the Hilbert space H = L2w (J) of square integrable functions with respect to the nonnegative weight w on
the interval J = (a, b) ,−∞ ≤ a < b ≤ ∞ and F : H → H is a gradient mapping of class C1. We assume that 1/p
and q are integrable on any compact subinterval of J . The problem (1) is regular if J is finite and 1/p and q are integrable
on J . Otherwise, it is singular. Singular problems have solutions that may become infinite or oscillate near the endpoints.
In any case, the singularity of the problem poses a difficult challenge to numerical methods originally designed for regular
problems, even if the solutions of the singular problem are well behaved.
Our strategy is to integrate (1) over a subinterval J ′ ⊂ J which avoids the singularity. This is why this approach is called
‘‘avoiding the singularity’’. Furthermore, certain boundary condition functions of the solutions remain well behaved, even if
the original solutions are not. By taking these boundary condition functions into accountwe further regularize the numerical
behavior of the solutions. In theory, these functions work well even if the integration is carried over the whole interval J.
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Basically, we begin by finding a fundamental system for
` (y) = 0
by solving initial value problems with initial conditions set at a regular point c ∈ J . This has two advantages: first, the
regularity of the problem around c enables the use of efficient numerical solution routines, and, second, for a number of
important types of problems, e.g., the Legendre or the Bessel equations, these solutions are explicitly known. Once these
solutions are found, solving the boundary value problem is obtained by performing simple integration. The exact description
of themethodwill depend on the deficiency index of the problem (see the next section). The deficiency index d can be 0, 1 or 2.
We describe how to implement the approximation in all three cases and prove a related uniform convergence theorem.
This article consists of four sections beside the Introduction. In Section 2we give the necessary definitions and investigate
certain questions regarding the structure of self-adjoint operators associated with the expression `. In Section 3 and its
subsections we investigate the approximation method for the cases d = 2, 1 and 0. A main idea involved in this section
is the replacement of the self-adjoint boundary conditions with suitable ‘‘initial conditions’’. In Section 4 we consider the
nonlinear problem. In the first subsectionwegive an existence anduniqueness theorem for the class of nonlinear problems to
be dealt with here. The proof of the existence-uniqueness theorem is constructive and is then used in the second subsection
to iteratively solve the nonlinear boundary value problem. Finally, in Section 5 we provide three illustrative examples.
2. Preliminaries
In this section we describe the class of self-adjoint operators S to be dealt with in this work. For convenience we list here
some standard terminology and facts associated with linear singular differential expressions. The theoretical exposition of
the subject can be found in [13,16].
The norm and inner product in H will be denoted by ‖·‖ and 〈·, ·〉, respectively. The formally self-adjoint differential
expression ` (y) of (2) induces the following operators in H.
The differential expression ` generates the following operators in H.
1. The maximal operator L defined by
D (L) = D = {y ∈ L2w (J) : y, y[1] ∈ AC (J) , w` (y) ∈ L2w (J)} ,
Ly = ` (y) .
Here, and elsewhere, the notation z[1] is used to indicate the pseudo-derivative z[1] = pz ′.
2. The minimal operator L0 = L∗. The domain of definition of L0 is denoted by D0. It is known [13] that L0 is a symmetric
operator.
For y, z ∈ D define the Lagrange bracket
[y, z]x =
(−y[1]z + yz[1]) (x)
and the Wronskian
Wx (y, z) =
(−y[1]z + yz[1]) (x) .
We assume throughout this paper that
ρσ (L0) ∩ R 6= φ
where ρσ (L0) denotes the set of points of regular type for L0 (see [9]).
Let λ ∈ R and θ, ϕ be the two linearly independent solutions of
(`− λ) y = 0 (3)
satisfying the initial conditions
θ (c, λ) = 1, ϕ[1] (c, λ) = 1, θ [1] (c, λ) = ϕ (c, λ) = 0 (4)
for some c ∈ J . Such solutions exist [13], and θ, ϕ, θ [1], ϕ[1] ∈ AC (J). It can easily be shown that
Wx (θ, ϕ) = 1 for all x ∈ J.
We extend this identity to J by settingWa (θ, ϕ) = Wb (θ, ϕ) = 1. The operator L0 is said to have deficiency index dwhere:
1. d = 2 if θ, ϕ (and hence all solutions of (3)) belong to H.
2. d = 1 if at least one of the functions θ and ϕ is not in H but a linear combination of them belongs to H .
3. d = 0 otherwise.
We say that the endpoint a (b) is a regular point for the expression ` if it is finite and 1/p, q, w are integrable in a
neighborhood of a (b). Otherwise, a (b) is singular. If a (b) is singular, then it is further classified as:
1. Limit circle point (LC) for the expression ` if θ, ϕ are square integrable with respect to the weightw near a (b).
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2. Limit point (LP) for the expression ` if either θ or ϕ is not square integrable with respect to the weight w near a (b) but
some linear combination of them is.
We have the following characterization [1,17] of the deficiency index.
1. d = 2 if and only if both a and b are either regular or LC.
2. d = 1 if and only if one endpoint is regular or LC and the other is LP.
3. d = 0 if and only if both endpoints are LP.
Note that if a is regular or LC then, for any y ∈ D,
Wa (y, θ) = lim
x→a+
Wx (y, θ) ,
Wa (y, ϕ) = lim
x→a+
Wx (y, ϕ)
both exist and are finite [13,17]. A similar statement holds at b. The most general boundary conditions to be assumed in
connection with the expression ` are stated in terms of the above Wronskians (see [10]).
All self-adjoint operators S generated by the expression ` in the space H are d-dimensional extensions of the minimal
operator L0 (restrictions of the maximal operator L). i.e., L0 ⊆ S ⊆ L.
In the case d = 0, L0 = S = L and no boundary conditions are needed.
In the case d = 1 a self-adjoint extension S of L0 is characterized by the existence of a γ ∈ [0, pi) such that (assuming a
to be LC and b to be LP)
D (S) = {y ∈ D : [cos γ sin γ ] Y (a) = 0} , (5)
where
Y (x) =
[
Wx (y, θ)
Wx (y, ϕ)
]
. (6)
Suppose λ ∈ ρσ (L0) ∩ R. Then there is precisely one function ψ ∈ D such that
(L− λI) ψ = 0. (7)
In general, we are interested in self-adjoint extensions S of L0 that avoid having λ as an eigenvalue. The following lemma
makes the connection with the boundary condition parameter (5).
Lemma 1. Suppose λ ∈ ρσ (L0) ∩ R and S is a self-adjoint extension of L0. Let ψ be defined by (7) and Ψ (x) by (6). Then, for a
given γ ∈ [0, pi) , λ ∈ σp (S) if and only if
[cos γ sin γ ]Ψ (a) = 0. (8)
Proof. The assumption that λ is a point of regular type for the operator L0 means that λ is not in the essential spectrum of
any self-adjoint extension of L0. Therefore, λ could either be an eigenvalue or a resolvent point of any such an extension.
If λ ∈ σp (S) then there exists a function ψ1 ∈ H such that (S − λI) ψ1 = 0. Hence, (L− λI) ψ1 = 0. Since d = 1, we
may assume without loss of generality that ψ1 = ψ . Therefore, ψ ∈ D (S) and the boundary condition defining D (S)must
be satisfied. i.e., (8) holds. On the other hand, if (8) holds, then ψ ∈ D (S) and we have (L− λI) ψ = (S − λI) ψ = 0.
i.e., λ ∈ σp (S) . 
In the case d = 2 the characterization of real self-adjoint extensions of L0 in terms of boundary values is described in one
of two ways depending on whether we have coupled or separated boundary conditions. In the case of coupled boundary
conditions a self-adjoint extension S of L0 is characterized by the existence of a real 2 × 2 matrix A such that det (A) = 1
and an α ∈ [0, 2pi) such that
D (S) = {y ∈ D : Y (b) = eiαAY (a)} . (9)
We emphasize that the matrix A depends on λ because Y (a) and Y (b) do. In the case of separated boundary conditions, a
real [11] self-adjoint extension S of L0 is characterized by the existence of two numbers γ , δ ∈ [0, pi) such that
D (S) = {y ∈ D : [cos γ sin γ ] Y (a) = [cos δ sin δ] Y (b) = 0} . (10)
The following lemma is the counterpart of Lemma 1 in the case d = 2.
Lemma 2. Suppose λ ∈ ρσ (L0) ∩ R and S is a self-adjoint extension of L0.
1. In the case of coupled boundary conditions, λ ∈ ρ (S) if and only if det (I − eiαA) 6= 0.
2. In the case of separated boundary conditions, λ ∈ ρ (S) if and only if δ = γ .
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Proof. 1. For y ∈ D (S) the equation (S − λI) y = 0 is equivalent to y = c1θ + c2ϕ. Applying the coupled boundary
conditions (9) we see that this is equivalent to(
I − eiαA) [−c2c1
]
= 0
which has the trivial solution if and only if det
(
I − eiαA) 6= 0. Hence, this last condition is equivalent to the condition
that λ is not an eigenvalue of S. Since in the case d = 2, the spectrum of S consists of separated eigenvalues [13], it follows
that the condition is equivalent to λ ∈ ρ (S) .
2. Following an argument similar to the first part we get that[
cos γ sin γ
cos δ sin δ
] [−c2
c1
]
= 0
has the trivial solution if and only if sin (γ − δ) 6= 0, and since γ , δ ∈ [0, pi) this is equivalent to γ 6= δ. 
3. Avoiding singularity
In this section we discuss the approximation of the singular problem
(`− λ) y = f
on the interval J by the regular problem on an interval J ′ = (a′, b′)with a′ ≥ a and b′ ≤ b. This approach is called avoiding
singularity (see [8,14]). Assume that S is a self-adjoint realization of ` in H . Then we want to solve
(S − λI) y = f . (11)
3.1. The Case d = 2
Here, S is determined by either coupled or separated boundary conditions. Define the function G by
G (x) =
∫ x
a
[
θ f
ϕf
]
. (12)
Lemma 3. Assume d = 2 and λ ∈ ρ (S). For a given f ∈ H, the solution y of (11) satisfies
Y (x) = (I − eiαA)−1 G (b)+ G (x) (13)
if S is defined by coupled boundary conditions and
Y (x) = −B−1˜BG (b)+ G (x) (14)
where
B =
[
cos γ sin γ
cos δ sin δ
]
and
B˜ =
[
0 0
cos δ sin δ
]
if S is defined by separated boundary conditions.
Proof. Consider the initial value problem
(`− λ) y = f ,
Y (a) =
[
c1
c2
]
.
(15)
Note that∫ x
a
θ (L− λI) yw −
∫ x
a
y (L− λI) θw = Wx (y, θ)−Wa (y, θ)
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where θ, ϕ are the solutions of (3) and (4). This equation reduces to
Wx (y, θ) = c1 +
∫ x
a
θ fw.
Similarly,
Wx (y, ϕ) = c2 +
∫ x
a
ϕfw.
Hence,
Y (x) = Y (a)+ G (x) . (16)
For the operator S with coupled boundary conditions, a simple calculation gives
Y (a) = (I − eiαA)−1 G (b) . (17)
This, together with (16), gives (13).
For the operator S with separated boundary conditions, another simple calculation gives
Y (a) = −B−1˜BG (b) . (18)
This, together with (16), gives (14). 
Now let a′ ≥ a and b′ ≤ b (with strict inequality in the case of singularity) and let J ′ = (a′, b′). For a given f ∈ H consider
the regularized problem(
S ′ − λI) y = f , (19)
where S ′ is the self-adjoint operator generated in L2w
(
J ′
)
by the same boundary conditions determining S. For example, if S
is determined by the coupled boundary conditions Y (b) = eiαAY (a) then S is determined by the boundary conditions
Y
(
b′
) = eiαAY (a′) .
Theorem 4. Assume d = 2 and λ ∈ ρ (S). For a′, b′ sufficiently close to a, b, respectively, λ ∈ ρ (S ′). Furthermore, the solution
y′ of (19) is such that Y ′ → Y uniformly as (a′, b′)→ (a, b) (it is understood here that Y ′ (x) is extended by zero outside J ′).
Proof. The proof that λ ∈ ρ (S ′) can be found in [1]. Denoting by G′ the counterpart of G for the interval J ′, extended by zero
outside J ′, we have
∣∣G′ (x)− G (x)∣∣ ≤ √2(∫ a′
a
+
∫ b′
b′
)
(|θ f | + |ϕf |) w. (20)
The result follows from this, Eqs. (13) and (14) and the absolute continuity of the Lebesgue integral. 
Thus, in order to approximate the solution of (11) it suffices to solve (19) on a suitable truncation J ′ of the interval J .
This in turn means that we need only construct the functions θ and ϕ (numerically) on the interval J ′. Once this is done, the
solution of (19) is obtained from (13) or (14) restricted of course to J ′. Observe also that Eq. (20) provides an error estimate
for the truncation and may be used to determine J ′ if θ and ϕ are known on J.
3.2. The Case d = 1
Assume, that the endpoint a is regular or LC and the endpoint b is LP. Here, the self-adjoint operator S in (11) is determined
by a boundary condition of the form[
cos γ sin γ
]
Y (a) = 0 (21)
and, as usual, we assume that λ is a resolvent point of S. We begin by finding an explicit expression of Y (a). This will be the
content of Theorem 8 below.
Since d = 1, there exists a function ψ ∈ D such that
(L− λI) ψ = 0.
As a matter of fact, we can write
ψ = θ +mϕ (22)
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for some real scalar m. To see this let ρ be the spectral function for S (see [13]). Then ρ is related to the Titchmarsh–Weyl
m-function by
m
(
λ′
)−m (λ0) = ∫ ∞
−∞
(
1
λ′ − µ −
1
λ0 − µ
)
dρ (µ)+ c (λ′ − λ0) ,
where c is a constant and Im (λ0) 6= 0 (see [7]). Since λ is a resolvent point for S, ρ is a constant in a neighborhood of λ
and dρ (µ) vanishes in that neighborhood. Therefore, the right-hand side of the above equation can be continued across the
real line at λ′ = λ. We setm = m (λ). It follows from the properties of the Titchmarsh–Weylm-function thatm is real. For
more on the theory of the Titchmarsh–Weyl m-function and its relation to the spectral function see [2,6,6,15] and for the
computational effort on its approximation see [3–5] and the references therein.
The following lemma gives a convenient representation of D as a 2-dimensional extension of D0.
Lemma 5. There exist two functions ψ1, ψ2 in D such that:
1. ψ1 = θ, ψ2 = ϕ near a and ψ1 = ψ2 = 0 near b,
2. ψ1, ψ2 are linearly independent modulo D0,
3. D = D0 u span [ψ1, ψ2] .
Proof. See [1]. 
Now suppose that we want to solve the initial value problem
(`− λ) y = f , (23)
Y (a) =
[
c1
c2
]
. (24)
Since not all solutions of (23) are in H , we wish to determine the restrictions on the initial values c1, c2 in order to obtain
solutions in D.
Lemma 6. The solution of (23) and (24) is in D if and only if
c1 +mc2 = −〈f , ψ〉 .
Proof. The solution y of (23) and (24) is in D if and only if we can write
y = y0 + rψ1 + sψ2
for some y0 ∈ D0 and where ψ1, ψ2 are the functions constructed in the previous lemma. Then
Y (a) =
[−s
r
]
.
Hence, r = c2 and s = −c1. On the other hand, Eq. (23) can be split into
(L0 − λI) y0 + P (c2f1 − c1f2) = Pf ,
Q (c2f1 − c1f2) = Qf ,
where (L− λI) ψ1 = f1, (L− λI) ψ2 = f2, P is the orthogonal projection on R (L0 − λI) and Q is the orthogonal projection
on R (L0 − λI)⊥. Since the latter space is one dimensional, the second equation is equivalent to
c2 〈f1, ψ〉 − c1 〈f2, ψ〉 = 〈Qf , ψ〉 ,
or
c2 〈f1, ψ〉 − c1 〈f2, ψ〉 = 〈f , ψ〉 .
Using the definitions of f1, f2 and integrating by parts, we get
c1Wa (ϕ, ψ)− c2Wa (θ, ψ) = 〈f , ψ〉 .
Finally, taking into account that
ψ = θ +mϕ
we obtain
−c1 −mc2 = 〈f , ψ〉 . 
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The solution of (11) is now obtained as follows. Since y ∈ D, then the following system must be satisfied[
cos γ sin γ
1 m
]
Y (a) =
[
0
−〈f , ψ〉
]
.
Lemma 7. λ ∈ ρ (S) if and only if the matrix
C =
[
cos γ sin γ
1 m
]
is invertible.
Proof. If C is not invertible, then its rows are linearly dependent. Assume that
[
cos γ sin γ
] = α [1 m], then boundary
condition (21) gives
Y (a) = τ
[−m
1
]
= τΨ (a) .
Hence, ψ satisfies the boundary conditions determining S. Therefore, ψ ∈ D (S). We also have
(S − λI) ψ = (L− λI) ψ = 0.
This means that λ is an eigenvalue of S. On the other hand, if C is invertible, then the system[
cos γ sin γ
1 m
]
Y (a) = 0
has only the trivial solution and so does the equation
(S − λI) y = 0.
Hence, λ is not an eigenvalue of S. Since λ is also a point of regular type of L0, then λ ∈ ρ (S) . 
Thus, we have the following theorem.
Theorem 8. Assume d = 1, λ ∈ ρ (S) and m is as determined by (22). Then y is the solution of (11) if and only if
Y (a) =
[
cos γ sin γ
1 m
]−1 [
0
−〈f , ψ〉
]
. (25)
Now that Y (a) has been determined, the solution of (11) satisfies the equation
Y (x) = Y (a)+ G (x) ,
where G (x) is given by (12). The regularized problem is constructed by choosing b0 < b and a′ ≥ a and solving the ‘‘initial
value problem’’
(`− λ) u (x) = f (x) , x ∈ J ′ (26)
U
(
a′
) = Y (a) ,
where J ′ = (a′, b0). The solution y′ of (23) satisfies
Y ′ (x) = Y (a)+ G′ (x) ,
where G′ is given by (12) with a replaced by a′.
Theorem 9. Assume d = 1 and λ ∈ ρ (S). For a′ sufficiently close to a, the solution y′ of (19) is such that Y ′ → Y uniformly on
(a, b0] as a′ → a (it is understood here that Y ′ (x) is extended by zero outside J ′).
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3.3. The case d = 0
In this case both endpoints are LP and the operator L0 is self-adjoint. The domain D0 of L0 is then described by
D0 = {y ∈ H : `y ∈ H} .
It follows naturally that, for any pair y, z ∈ D0, [y, z]ba = 0. As in the previous subsection, the same type of difficulty arises
also in this case: Which ‘‘initial values’’ guarantee that the corresponding solution of (23) and (24) is in H? To work out this
problem first we need to obtain a more convenient representation forD0.
Lemma 10. There exist two functions ϕa, ϕb ∈ D0 such that:
1. ϕa is identically zero near b,
2. ϕb is identically zero near a,
3. D0 = {y ∈ H : `y ∈ H, [y, ϕa] (a) = [y, ϕb] (b) = 0} .
Proof. Let c ∈ J and denote by L−0 , L+0 theminimal operators induced by ` in L2w (a, c) , L2w (c, b), respectively. The deficiency
index of L±0 is 1 since c is a regular point for both operators. Also, let A′ be the restriction of L
′
0 to functions y satisfying the
conditions
y[k] (c) = 0, k = 0, 1
and A be its closure. Clearly
dim
D(A)
D0 = 2
and
A = L−0 ⊕ L+0 .
Hence, if ψ1, ψ2 ∈ D0 are linearly independent modulo D (A) then any y ∈ D0 can be written as
y = y− + y+ + α1ψ1 + α2ψ2,
where y± is the extension by 0 of some function in D±0 . The functions ψ1, ψ2 can actually be chosen in D
′
0. Now there are
real numbersm± (see the previous subsection) such that ψ± = θ +m±ϕ ∈ D±. Choose ϕa, ϕb ∈ D0 such that
ϕa =
{
ψ− on (a, c]
0 near b
and
ϕb =
{
ψ+ on [c, b)
0 near a
then ϕa, ϕb satisfy the first two properties of the lemma. Moreover, if y ∈ D0 then
[y, ϕa] (a) = [y, ϕb] (b) = 0.
This shows thatD0 is contained in the right-hand side of Part 3 of the lemma. On the other hand, it is clear that the right-hand
side of Part 3 is a subset of D0. 
In order to solve the boundary value problem
(S − λI) y = f (27)
in the case d = 0 we split the domain at a point c ∈ (a, b) . Then we have two problems, each with d = 1 on the intervals
(a, c) and (c, b) since c is a regular point for `. Using the approach of the previous subsectionwe can then solve the equations(
S± − λI±) y± = f ±
where the superscript+ denotes restriction to (c, b) and− denotes restriction to (a, c). Here the self-adjoint operators S±
satisfy boundary conditions of the form[
cos γ± sin γ±
]
Y± (c) = 0
and γ± are to be chosen among those values for which λ is a resolvent point for S± (see Lemma 1). That λ is a point of
regular type for L±0 follows from the assumption that λ is a point of regular type for L0(= S) since any function in D
(
L±0
)
can
be extended by zero to a function in D0. Now by applying Eq. (25) to this case, we have
Y± (c) =
[
cos γ± sin γ±
1 m±
]−1 [ 0
− 〈f ±, ψ±〉±
]
.
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Hence, the solution over the interval (a, b) is obtained by matching Y− (c)with Y+ (c). i.e., by choosing γ± to satisfy[
cos γ− sin γ−
1 m−
]−1 [ 0
− 〈f −, ψ−〉−
]
=
[
cos γ+ sin γ+
1 m+
]−1 [ 0
− 〈f +, ψ+〉+
]
.
It is not difficult to see that this system gives γ+ = γ− = γ where γ satisfies(〈
f −, ψ−
〉
− −
〈
f +, ψ+
〉
+
)
sin γ =
(
m+
〈
f −, ψ−
〉
− −m−
〈
f +, ψ+
〉
+
)
cos γ . (28)
Since
[
y−, ψ−
]
a =
[
y+, ψ+
]
b = 0, it follows from Lemma 10 that the function y = y− ⊕ y+ belongs to D0. Hence y is the
desired solution of (27).
To summarize, the numerical method for the case d = 0 reduces to solving the two initial value problems
(`− λ) y± = f ±,
Y± (c) =
[
cos γ sin γ
1 m±
]−1 [ 0
− 〈f ±, ψ±〉±
]
where c ∈ (a, b) and γ is chosen to satisfy Eq. (28). The solution y of (27) is formed given by y = y− ⊕ y+.
4. The nonlinear problem
In this sectionwe investigate the application of the numerical method developed in the last section to a class of nonlinear
problems of the form
`y = Fy,
where F is a nonlinearmapping. The exact assumptions on F will be stated later. In the next subsectionweprove an existence
and uniqueness theorem for the class of nonlinear singular problems to be considered. The treatment there goes along the
same lines as in [12]. In the subsection that follows we briefly consider the numerical approximations discussed above to
this class of problems.
4.1. Existence and uniqueness theorem
The following assumptions are made on F .
1. F is a gradient mapping, i.e., there exists a mapping N : H → H such that F (y) = DN (y) where D denotes the Fréchet
derivative.
2. There exist real numbers α, β,with α ≤ β such that [α, β] ⊂ ρ (S), and for all y, z ∈ H , one has
α ‖y− z‖2 ≤ 〈Fy− Fz, y− z〉 ≤ β ‖y− z‖2 . (29)
Let
(
λ−, λ+
) ⊂ ρ (S) be the largest interval containing [α, β]. Let λ ∈ (λ−, λ+) and define the nonlinear operator
M : H → H by
My = (F − λI) y.
It is easy to check thatM is a gradient operator and
(α − λ) ‖f − g‖2 ≤ 〈Mf −Mg, f − g〉 ≤ (β − λ) ‖f − g‖2 .
Lemma 11. For all y, z ∈ H we have
‖My−Mz‖ ≤ max (|α − λ| , |β − λ|) ‖y− z‖ .
Proof. See [12]. 
Under these assumptions one has the following theorem.
Theorem 12. Let
(
λ−, λ+
) ⊂ ρ (S) be the largest interval containing [α, β]. For each f ∈ H:
1. the equation
Sy− F (y) = f (30)
has a unique solution,
2. the mapping f 7→ y is Lipschitzian in f , and
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3. the solution y may be obtained by successive approximation using the iterations
(S − λI) yk+1 = (F − λI) yk + f , k = 0, 1, . . . (31)
where y0 ∈ D (S) is arbitrary and
λ− + α
2
< λ <
λ+ + β
2
. (32)
Proof. For λ ∈ (λ−, λ+), Eq. (30) is equivalent to the fixed point problem
y = R (S, λ) (My+ f ) . (33)
Now
‖R (S, λ) (My−Mz)‖ ≤ ‖R (S, λ)‖ ‖My−Mz‖
≤ 1
dist (λ, σ (S))
max (|α − λ| , |β − λ|) ‖y− z‖
= χ (λ) ‖y− z‖ ,
where
χ (λ) = max (|α − λ| , |β − λ|)
min (λ− λ−, λ+ − λ) .
It is easy to check that χ (λ) < 1 if and only if λ is chosen such that
λ− + α
2
< λ <
λ+ + β
2
.
The Banach fixed point theorem then implies that Eq. (33) has a unique solution. Also, if y, z are solutions of (33)
corresponding to f , f ′ respectively, then
‖y− z‖ = ∥∥R (S, λ) (My−Mz + f − f ′)∥∥
≤ ‖R (S, λ)‖ (‖My−Mz‖ + ∥∥f − f ′∥∥)
≤ χ (λ) ‖y− z‖ + 1
min (λ− λ−, λ+ − λ)
∥∥f − f ′∥∥ ,
so that
‖y− z‖ ≤ 1
min (λ− λ−, λ+ − λ)−max (|α − λ| , |β − λ|)
∥∥f − f ′∥∥ .
Hence, the mapping f 7→ y is Lipschitzian in f . 
4.2. The numerical method for the nonlinear problem
The numerical method for the nonlinear problem (1) is implemented iteratively with the help of Eq. (31) and the results
of Section 3. Namely, starting with an initial guess y0 we use the shooting method of either one of the previous subsections
to find a solution for the linear equation
(S − λI) y = (F − λI) yk + f , k = 0, 1, . . .
and then set yk+1 = y. Theorem 12 guarantees convergence to the solution of the nonlinear problem.
5. Examples
In this section we give three examples to illustrate the foregoing theoretical treatment. The first example involves a limit
circle case (d = 2), the second, a limit point case (d = 1), and the third, a nonlinear problem. In all examples, we can use
Lemmas 1 and 2 to verify the solvability of the equation in question.
In the first two examples we consider the Euler equation
− y′′ + c
x2
y = f (x) , 0 < x ≤ 1. (34)
If ν2 = c + 14 then
θ (x) = xν+1/2, ϕ (x) =
{
x1/2 ln x, ν = 0
x−ν+1/2, ν 6= 0 , W (θ, ϕ) =
{
1, ν = 0
−2ν, ν 6= 0 .
The point x = 1 is regular and the point x = 0 is singular. The singular point x = 0 is:
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Fig. 1. Exact (solid) and approximate (circles) solutions for Example 1.
• LC (d = 2) if and only if c < 34 (ν2 < 1),
• LP (d = 1) if and only if c ≥ 34 (ν2 ≥ 1).
Example 1 (LC, d = 2). Consider the Euler equation (34) with c = 5/16, f (x) = 516x2 − 2 sec2 x tan x
The self-adjoint boundary conditions taken correspond to γa = 0 and γb = arctan
(
5− 488+sin 2
)
. The exact solution is
y (x) = tan x. To avoid the singular point at 0 we took a′ = .01. The exact and approximate solutions are plotted in Fig. 1
with an error tolerance of 10−5.
Example 2 (LP, d = 1). Consider the Euler equation (34) with c = 15/4(ν = 2), f (x) = x−3/2 (3+ ln x) .
Here we impose the self-adjoint boundary conditions [cos γ sin γ ] Y (1) = 0, γ = arctan 5/3. The exact solution
of this equation is y (x) = 14
√
x
(
3− x2 + ln x). The functions θ and ϕ are θ (x) = x5/2 and ϕ (x) = x−3/2. Therefore,
ψ (x) = θ (x) (m = 0). Fig. 2 depicts the exact solution (solid curve) and the approximate solution (circles) with an error
tolerance of 10−5.
Example 3 (Nonlinear). Consider the nonlinear problem
−1
x
(
xy′
)′ + ey = 0, y′ (0) = 0, y (1) = 0.
In this example, θ (x) = 1, ϕ (x) = ln x, therefore, 0 is LC for `. The assumed boundary conditions are self-adjoint with
γa = 0, γb = pi2 . The linear operator−
(
xy′
)′ has positive eigenvalues while the function f (x, y) = −ey has negative range.
This is a limiting case for Theorem 12 where λ− = −∞, α = −∞, λ+ = λ1 > 0 (the first eigenvalue of the operator
− (xy′)′) and β ∈ (0, λ1) is arbitrary. To see that we still obtain convergence of the iterations (31), we observe that we have
(29) with a suitably chosen α < 0 which is dependent on y, z. Now, if we choose λ− < α, we see that Eq. (32) is always
satisfied with the choice of λ = 0 irrespective of the values of λ− and α.
The exact solution of this problem is y (x) = 2 ln
(
1+δ
1+δx2
)
, where δ = −5 + 2√6. The iterative method starts with an
initial guess y (x) = 0. After 10 iterations we reach the approximate solution depicted in Fig. 3, which is in agreement with
the exact solution to a tolerance of 10−5 with 100 mesh pints for integration taken in the interval [0, 1] .
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Fig. 2. Exact (solid) and approximate (circles) solutions for Example 2.
Fig. 3. Exact (solid) and approximate (circles) solution for Example 3.
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