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1. Introduccio´n
En este trabajo estudiamos el modelo de FitzHugh-Hodgkin-Huxley para
la transmisio´n de impulsos nerviosos a lo largo de los axones de las fibras
nerviosas de los animales vertebrados. Este modelo se aplica principalmente
a los nervios motores, nervios largos que contienen cientos o miles de nodos
de Ranvier. Por ejemplo, el nervio que baja de la cadera al pie puede llegar
a medir metros, estando formado por miles de nodos.
El modelo original de Hodgkin-Huxley se aplica a animales invertebra-
dos. Hodgkin y Huxley lo formularon para el calamar gigante, un animal
con nervios gruesos en el cual resulta sencillo medir para´metros y veloci-
dades. Su trabajo les valio´ el Premio Nobel de Medicina y Fisiolog´ıa en 1952.
La variante propuesta por FitzHugh permite tratar los nervios de animales
vertrebrados, que se caracterizan por estar parcialmente recubiertos de una
sustancia aislante llamada mielina. La presencia de esta sustancia permite
conducir informacio´n a grandes velocidades con nervios muy finos. Sin mieli-
na, la velocidad de conduccio´n es proporcional al a´rea de la seccio´n transversal
del nervio. Con mielina, es inversamente proporcional al a´rea no recubierta.
Otra diferencia importante entre ambos tipos de nervios aparece al investigar
los fallos de propagacio´n. La pe´rdida de mielina en los nervios de un animal
vertebrado se traduce en enfermedades de tipo esclerosis mu´ltiple.
En ambos modelos, la qu´ımica de iones en la membrana no recubierta del
nervio es la propuesta por Hodgkin y Huxley. La diferencia se encuentra en el
acoplamiento espacial. El modelo original de Hodgkin y Huxley es continuo
en espacio e involucra un te´rmino difusivo con derivadas de orden dos. La
variante de FitzHugh acopla un modelo continuo en la regio´n recubierta
de mielina entre nodos de Ranvier con un modelo discreto para los nodos.
La componente discreta de este modelo dificulta su estudio anal´ıtico. En
contraste con la infinidad de resultados conocidos para el modelo continuo,
no se dispone de informacio´n anal´ıtica alguna para el caso discreto.
Nos proponemos extraer informacio´n anal´ıtica del modelo de FitzHugh-
Hodgkin-Huxley en tres etapas. La primera etapa consiste en la construc-
cio´n nume´rica de los impulsos nerviosos. Nuestras simulaciones nume´ricas
sugieren la identificacio´n de los impulsos nerviosos con soluciones de tipo
onda viajera. La segunda etapa consiste en la construccio´n asinto´tica de los
impulsos, suponiendo la existencia de soluciones de tipo pulso viajero. Se
obtienen dos tipos de informacio´n u´til:
En primer lugar, la construccio´n asinto´tica proporciona predicciones de
la velocidad e intensidad de los impulsos, as´ı como caracterizaciones del
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rango de para´metros en el que la propagacio´n de impulsos es posible.
Esta informacio´n es extremadamente valiosa para disen˜ar fa´rmacos que
restauren la movilidad controlando los para´metros de la qu´ımica del
nervio.
En segundo lugar, se obtiene una prediccio´n regular a trozos del perfil
de los impulsos. Esta primera aproximacio´n es u´til con el fin de disen˜ar
argumentos de punto fijo o de continuacio´n que permitan demostrar la
existencia de pulsos viajeros en estos modelos. Debido a la presencia
de variables discretas en espacio, el estudio de los pulsos viajeros no
se reduce al ana´lisis de planos de fases de sistemas de ecuaciones ordi-
narias. Es preciso tratar con problemas de autovalores diferenciales en
diferencias, mucho ma´s complejos.
La u´ltima etapa, que no abordamos aqu´ı, ser´ıa la demostracio´n efectiva de
la existencia de ondas viajeras en este tipo de modelos.
Este trabajo esta´ estructurado como sigue. En primer lugar, introduci-
mos el modelo de FitzHugh-Hodgkin-Huxley. A continuacio´n, escribimos el
modelo en forma adimensional, como paso previo a su resolucio´n nume´rica.
Tras ello calculamos los impulsos nerviosos con dos procedimientos nume´ri-
cos distintos. El primero es el me´todo de l´ıneas. El segundo es una variante
del esquema de Crank-Nicholson. Una vez construidos los impulsos nume´ri-
camente, procedemos a su construccio´n asinto´tica. Concluimos con resulta-
dos de existencia de soluciones estacionarias y de soluciones globales para el
problema de valores iniciales y comentarios sobre el trabajo futuro.
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2. El modelo de FitzHugh-Hodgkin-Huxley
Los nervios de los vertebrados se distinguen de los nervios de animales
ma´s primitivos porque esta´n parcialmente recubiertos de una capa aislante
de mielina. La membrana nerviosa queda al descubierto u´nicamente en una
secuencia de puntos activos llamados nodos de Ranvier. La figura 1 ilustra
la estructura de una fibra miel´ınica. La longitud de cada fraccio´n recubierta
de mielina es del orden de 1 a 2 mm (cerca de 100d donde d es el dia´metro
de la fibra) y la anchura de los nodos es del orden de 1µm. Los nodos tienen
propiedades de conduccio´n similares a las de los axones nerviosos sin mielina,
mientras que la mielina tiene mucha mayor resistencia y menor capacitan-
cia [11]. La conduccio´n de impulsos nerviosos a lo largo del axon de fibras
miel´ınicas se puede describir mediante una ecuacio´n de difusio´n perio´dica-
mente activada por los nodos [15, 13, 9]. Reemplazando la fibra nerviosa por
el circuito equivalente representado en la figura 2, aplicando las leyes de Kir-
choff y adoptando en cada nodo la dina´mica de Hodgkin-Huxley obtenemos
el modelo siguiente, debido a FitzHugh [9].
Figura 1: Estructura esquema´tica de un nervio con mielina.
Denotamos por V (X,T ) y Vi(T ) la desviacio´n del potencial de la mem-
brana respecto al equilibrio en las capas de mielina y los nodos de Ranvier,
respectivamente. Suponemos que los nodos esta´n equiespaciados, separados
una distancia L igual a la longitud de las capas de mielina. Los nodos esta´n
localizados en los puntos Xi y la mielina recubre los intervalos [Xi, Xi+1].
Consideramos u´nicamente nervios del sistema motor, cuyos axones esta´n for-
mados por cientos o miles de nodos. La evolucio´n de la diferencia de potencial
V (X,T ) en las capas de mielina viene dada por:
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Figura 2: Circuito equivalente para una fibra con mielina.
Cm
∂V
∂T
=
1
Ri + Re
∂2V
∂X2
− V
R
, X ∈ (Xi, Xi+1), T > 0 (1)
V (Xi, T ) = Vi(T ), V (Xi+1, T ) = Vi+1(T ) (2)
Estas ecuaciones esta´n acopladas con las que rigen la evolucio´n de la
diferencia de potencial en los nodos:
Cn
dVi
dT
+ Iion(Vi,Mi, Ni, Hi) = Ii(T ) (3)
Ii(T ) =
1
Ri + Re
[
∂V
∂X
(X+i , T )−
∂V
∂X
(X−i , T )] (4)
La corriente de iones en la membrana nerviosa viene dada por la fo´rmula de
Hodgkin y Huxley:
Iion(V,M,N,H) = gNaM
3H(V − V Na,R)
+gL(V − V L,R) + gKN4(V − V K,R).
(5)
Las variables Ni, Mi y Hi describen la qu´ımica del sodio y potasio: Ni es
la activacio´n del potasio, Mi la activacio´n del sodio y Hi la inactivacio´n del
sodio. Su evolucio´n se rige por las ecuaciones:
dMi
dT
= λMΛM(Vi)(M∞(Vi)−Mi),
dNi
dT
= λNΛN(Vi)(N∞(Vi)−Ni),
dHi
dT
= λHΛH(Vi)(H∞(Vi)−Hi),
(6)
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Los para´metros presentes en las ecuaciones tienen la interpretacio´n siguiente:
gNa y gK son las conductancias ma´ximas para los canales de iones Na
+ y
K+, respectivamente, gL es la conductancia residual.
Los potenciales correspondientes son V Na, V K y V L, respectivamente.
Definimos, V Na,R = V Na − V R, V K,R = V K − V R y V L,R = V L − V R,
donde V R es el potencial de equilibrio. Cn es la capacitancia de la membrana
nerviosa en los nodos y Cm la de la mielina. Los para´metros Ri y Re son las
resistencias en el medio intracelular y extracelular de la membrana del nodo.
R es la resistencia en la mielina.
Si suponemos que la corriente axial es constante a lo largo de la capa de
mielina, entonces
∂V
∂X
(X,T ) =
Vi+1(T )− Vi(T )
L
en [Xi, Xi+1]
con L = Xi+1 −Xi. Como consecuencia,
Ii(T ) =
1
L(Ri + Re)
(Vi+1 − Vi + Vi−1).
y obtenemos un modelo discreto para el potencial de las membranas en los
nodos:
Cn
dVi
dT
+ Iion(Vi,Mi, Ni, Hi) = D(Vi+1 − 2Vi + Vi−1) (7)
donde D = 1
L(Ri+Re)
y L es la longitud de la cubierta de mielina entre los no-
dos. Esta aproximacio´n es razonable desde el punto de vista de los resultados
nume´ricos en [9].
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3. Adimensionalizacio´n del modelo
Para nuestros tests nume´ricos seleccionamos los para´metros de ranas y
sapos. Para los nervios motores de las ranas [4] las curvas experimentales se
ajustan mediante las siguientes tasas de convergencia y perfiles de equilibrio:
ΛM(V )=0,03
[
2,5−0,1V
exp(2,5−0,1V )−1 + 4 exp(
−V
18
)
]
M∞(V )=
[
1 + 4 exp(−V
18
) exp(2,5−0,1V )−1
(2,5−0,1V )
]−1
ΛH(V )=
[
0,07 exp(−V
20
) + 1
exp(3−0,1V )+1
]
H∞(V )=
[
1 +
exp( V
20
)
0,07
(
exp(3−0,1V )+1
)]−1
ΛN(V )=0,79
[
0,1−0,01V
exp(1−0,1V )−1 + 0,125 exp(
−V
80
)
]
N∞(V )=
[
1 + 0,125 exp(−V
80
) exp(3−0,1V )−1
(0,1−0,01V )
]−1
(8)
Valores t´ıpicos para los dema´s para´metros segu´n [4, 16]:
Cm V Na Ri + Re gNa λM
1,6 pf/mm 47 mV 15MΩ/mm 0,57 µmho 127 (ms)−1
Cn V K R gK λH
1,5 pf −75 mV 290MΩmm 0,104 µmho 1,76 (ms)−1
V R V L L gL λN
−75 mV −75 mV 2mm 0,025 µmho 2 (ms)−1
Para adimensionalizar el modelo, elegimos como nuevas variables
v =
V
V Na,R
, t = TλM , x =
X
L
, mi = Mi, ni = Ni, hi = Hi.
Definimos Gd = CnλM , Gc = CmλM y D =
1
(Re+Ri)L
.
Las ecuaciones adimensionalizadas son:
∂v
∂t
= Dc
∂2v
∂x2
− v
R
, x ∈ (xi, xi+1) = (i, i + 1), t > 0 (9)
v(xi, t) = vi(t), v(xi+1, t) = vi+1(t) (10)
y,
dvi
dt
+ gNam
3
i hi(vi − 1) + gL(vi − VL) + gKn4i (vi − VK)
= Dd[
∂v
∂x
(x+i , t)− ∂v∂x(x−i , t)]
(11)
dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
,
dni
dt
= λnΛn(vi)
[
n∞(vi)− ni
]
,
dhi
dt
= λhΛh(vi)
[
h∞(vi)− hi
] (12)
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con los para´metros adimensionalizados:
gNa gK gL Dd Dc R VK VL λn λh
gNa
Gd
gK
Gd
gL
Gd
D
Gd
D
GcL
RGc
V K,R
V Na,R
V L,R
V Na,R
λN
λM
λH
λM
Recordemos que Ω = V
A
, F = As
V
, y mho = Ω−1. Las nuevas tasas de conver-
gencia y perfiles de equilibrio se obtienen de (8) reemplazando V por vV Na,R.
Los parametros sin unidades, para los nervios de las ranas son:
Dc Dd R gNa gK gL VK VL λh λn
0,082 0,175 58,92 2,99 0,546 0,131 0 0 0,014 0,016
7
4. Soluciones nume´ricas: El Me´todo de l´ıneas
El me´todo nume´rico ma´s sencillo para aproximar las soluciones del mode-
lo de FitzHugh-Hodgkin-Huxley consiste en discretizar por diferencias finitas
el laplaciano que aparece en la ecuacio´n del calor.
Figura 3: Malla.
En cada intervalo determinado por dos nodos de Ranvier consecutivos,
introducimos N − 1 nodos nume´ricos con el fin de discretizar la derivada
segunda.
Sea r = 1
N
. Denotamos por
xi,j = i + jr, j = 0, ..., N − 1, i = 0, ...,M
los nodos nume´ricos.
Observese que M + 1 es el nu´mero de nodos de Ranvier de la fibra
nerviosa y N + 1 el nu´mero de nodos nume´ricos en el intervalo [i, i + 1].
Numerando consecutivamente tenemos un total de MN + 1 nodos. Los
nodos de Ranvier son
xiN , i = 0, ...,M.
En cada uno de los nodos de Ranvier internos tenemos cuatro ecuaciones:

dviN
dt
+ I(viN ,miN , niN , hiN ) = Dd
viN+1−2viN+viN−1
r2
,
dmiN
dt
= Λm(viN)
[
m∞(viN)−miN
]
,
dniN
dt
= λnΛn(viN)
[
n∞(viN)− niN
]
,
dhiN
dt
= λhΛh(viN)
[
h∞(viN)− hiN
]
,
(13)
para i = 1, ...,M − 1.
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En los N − 1 nodos nume´ricos intermedios tenemos una discretizacio´n
por diferencias centradas en el espacio de la ecuacio´n del calor:
dvj
dt
−Dc vj+1 − 2vj + vj−1
r2
= −vj
R
, j = iN + 1, ..., (i + 1)N − 1, (14)
para i = 0, ...,M − 1.
Los datos iniciales vj(0) se obtienen evaluando el dato inicial f ∈ L∞([0,M ])
en los nodos correspondientes.
Las condiciones de contorno son
v0(t) = g0(t) ∈ L∞([0, T ]), vM(t) = g1(t) ∈ L∞([0, T ]).
El sistema se puede discretizar en tiempo con un Runge-Kutta de orden
2 para que el orden en tiempo y espacio sea dos. Los programas MATLAB
siguientes usan un co´digo RKF23.
Programa principal
% Metodo de las Lineas para la resolucion numerica de nuestro
% problema: Modelo de Fitz-Hodgkin-Huxley de la
% propagacion del impulso nervioso (para ranas y sapos).
%
% Declaracion de las constantes del problema adimensionalizadas.
clear all
clf
global dd dc R r M N gNa gL gK vL vK lambn lambh vdiv vizq vder T
%
dd=0.175;
dc=0.082;
R=58.92/10; % Resistencia en la mielina.
gNa=2.99; % Conductancia maxima para el canal de iones Na+
gK=0.546; % Conductancia maxima para el canal de iones K+
gL=0.131; % Conductancia residual.
vK=0; % Potencial (adimensionalizado) de iones de K+.
vL=0; % Potencial (adimensionalizado) residual.
vNa=1; % Potencial (adimensionalizado) de iones de Na+.
VR=75; % Potencial de equilibrio.
vdiv=47+75; % Factor de adimensionalizacion de los potenciales.
lambn=0.016;
lambh=0.014;
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L=1; % Longitud de la cubierta de mielina.
%
%
%
% Declaracion de las funciones coeficiente del problema
% que se obtienen experimentalmente.
an=inline(’0.01.*(10-v)./(exp(1-0.1*v)-1)’);
bn=inline(’0.125.*exp(-v/80)’);
am=inline(’0.1.*(25-v)./(exp(2.5-0.1*v)-1)’);
bm=inline(’4.*exp(-v/18)’);
bh=inline(’1./(exp(3-0.1*v)+1)’);
ah=inline(’0.07.*exp(-v/20)’);
%
% Observese que se evaluan en vdiv=VRaya_Na-VRaya_R, es decir,
% se evaluan con las constantes sin adimensionalizar.
%
coef=2*dd/sqrt(dc*R)*(1-cosh(1/sqrt(dc*R)))/sinh(1/sqrt(dc*R));
% Obtencion de ya (parecido a C_{1,a})
a0=-0.1;
ma=am(a0*vdiv)./(am(a0*vdiv)+bm(a0*vdiv));
ha=ah(a0*vdiv)./(ah(a0*vdiv)+bh(a0*vdiv));
na=an(a0*vdiv)./(an(a0*vdiv)+bn(a0*vdiv));
ya=gL.*(a0-vL)+gNa.*ma.^3.*ha.*(a0-vNa)+na.^4*gK.*(a0-vK);
ya=ya-coef*a0;
% Obtencion de yb (parecido a C_{1,b})
b0=0.1;
mb=am(b0*vdiv)./(am(b0*vdiv)+bm(b0*vdiv));
hb=ah(b0*vdiv)./(ah(b0*vdiv)+bh(b0*vdiv));
nb=an(b0*vdiv)./(an(b0*vdiv)+bn(b0*vdiv));
yb=gL.*(b0-vL)+gNa.*mb.^3.*hb.*(b0-vNa)+nb.^4*gK.*(b0-vK);
yb=yb-coef*b0;
% Determinacion de los datos iniciales en el primer nodo de Ranvier.
for j=1:50
v=(a0+b0)/2;
m1=am(v*vdiv)/(am(v*vdiv)+bm(v*vdiv));
h1=ah(v*vdiv)/(ah(v*vdiv)+bh(v*vdiv));
n1=an(v*vdiv)/(an(v*vdiv)+bn(v*vdiv));
y=gL.*(v-vL)+gNa.*m1.^3.*h1.*(v-vNa)+n1^4*gK*(v-vK);
y=y-coef*v;
10
if y*ya>0 a0=v; end
if y*yb>0 b0=v; end
end
v0=v;
n0=n1;
m0=m1;
h0=h1;
%
v=-100.1-VR:0.1:70.1-VR;
v=v/(vdiv);
m1=am(v*vdiv)./(am(v*vdiv)+bm(v*vdiv));
y=gL.*(v-vL)+gNa.*m1.^3.*h0.*(v-vNa)+n0.^4*gK.*(v-vK); % Parecido C_{1,0}
y=y-coef*v;
plot(v,y)
%
%
M=30; % M+1 Nodos de Ranvier, M internodales.
N=10; % N+1 Nodos numericos, N intervalos.
r=L/N; % Paso en tiempo.
T=10; % Tiempo
nodv=M*N-1; % Nodos totales.
space=r:r:M-r; % Mallado en espacio quitando nodos frontera.
nodranv=1:M-1; % Nodos de Ranvier que no son frontera.
vder=v0; % Valor nodo derecho frontera.
vizq=1; % Valor nodo izquierdo frontera.
% Valor inicial de la solucion.
y0=[1*ones(2*N,1);v0*ones(nodv-2*N,1)];
y0=[y0;n0*ones(M-1,1)];
y0=[y0;m0*ones(M-1,1);h0*ones(M-1,1)];
% Mallado en tiempo.
tspan=0:1:500;
m=length(tspan);
% Calculamos la solucion, y, con RKF45.
[t,yf]=ode23(’rhslineas2’,tspan,y0);
% Dibujamos.
h=subplot(1,1,1);
for i=1:m
plot(space,yf(i,1:nodv),’o-r’)
hold on
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plot(nodranv,yf(i,[1:M-1]+nodv),’s-b’)
plot(nodranv,yf(i,[1:M-1]+nodv+M-1),’*-m’)
plot(nodranv,yf(i,[1:M-1]+nodv+2*(M-1)),’<-c’)
% legend(’v_l’,’n_l’,’m_l’,’h_l’,0)
drawnow
pause
hold off
end
break
%
% Figura1
%
h=subplot(1,1,1);
i=m-85;
plot(space,yf(i,1:nodv),’o-r’)
hold on
plot(nodranv,yf(i,[1:M-1]+nodv),’s-b’)
plot(nodranv,yf(i,[1:M-1]+nodv+M-1),’*-m’)
plot(nodranv,yf(i,[1:M-1]+nodv+2*(M-1)),’<-c’)
axis([2 M-1 -0.1 1.1])
set(h,’FontSize’,18)
xlabel ’i’,ylabel ’v_i,m_i,n_i,h_i’
print -deps2c fig1.eps
hold off
%
% Figura2
%
h=subplot(1,1,1);
plot(tspan,yf(:,10*N),’-r’,’LineWidth’,2)
hold on
plot(tspan,yf(:,10+nodv),’-.b’,’LineWidth’,2)
plot(tspan,yf(:,10+nodv+M-1),’:m’,’LineWidth’,3)
plot(tspan,yf(:,10+nodv+2*(M-1)),’--c’,’LineWidth’,2)
plot(tspan,yf(:,8*N),’-r’,’LineWidth’,2)
hold on
plot(tspan,yf(:,8+nodv),’-.b’,’LineWidth’,2)
plot(tspan,yf(:,8+nodv+M-1),’:m’,’LineWidth’,3)
plot(tspan,yf(:,8+nodv+2*(M-1)),’--c’,’LineWidth’,2)
axis([0 t(m) -0.1 1.1])
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%ml=yf(:,50+2*n);
%vl=yf(:,50);
%minf=am(vl*vdiv)./(am(vl*vdiv)+bm(vl*vdiv));
%hold on
%plot(tspan,ml-minf,’g-’,’LineWidth’,1);
set(h,’FontSize’,18)
xlabel ’t’,ylabel ’v_i(t),m_i(t),n_i(t),h_i(t)’
print -deps2c fig2.eps
hold off
%
% Figura3
%
h=subplot(1,1,1);
plot(tspan,yf(:,10*N),’-r’,’LineWidth’,2)
hold on
plot(tspan,yf(:,10*N+2),’-.b’,’LineWidth’,2)
plot(tspan,yf(:,10*N+4),’:m’,’LineWidth’,2)
plot(tspan,yf(:,10*N+6),’--c’,’LineWidth’,3)
plot(tspan,yf(:,10*N+8),’:g’,’LineWidth’,3)
plot(tspan,yf(:,10*N+10),’-r’,’LineWidth’,3)
axis([0 t(m) -0.1 1.1])
%ml=yf(:,50+2*n);
%vl=yf(:,50);
%minf=am(vl*vdiv)./(am(vl*vdiv)+bm(vl*vdiv));
%hold on
%plot(tspan,ml-minf,’g-’,’LineWidth’,1);
set(h,’FontSize’,18)
xlabel ’t’,ylabel ’v_i(t),m_i(t),n_i(t),h_i(t)’
axis([100 340 -0.1 1])
print -deps2c fig3.eps
hold off
%
% Figura4
%
h=subplot(1,2,1);
plot(space,yf(m-85,1:nodv),’o-r’)
hold on
plot(space,yf(m-95,1:nodv),’o-r’)
plot(space,yf(m-97,1:nodv),’o-r’)
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plot(space,yf(m-98,1:nodv),’o-r’)
plot(space,yf(m-105,1:nodv),’o-r’)
axis([20 24.5 -0.01 0.91])
set(h,’FontSize’,18)
xlabel ’i’,ylabel ’v_i’
text(23.5,0.8,’(a)’,’FontSize’,18)
h=subplot(1,2,2);
plot(space,yf(m-90,1:nodv),’o-r’)
hold on
plot(space,yf(m-110,1:nodv),’o-r’)
plot(space,yf(m-100,1:nodv),’o-r’)
plot(space,yf(m-103,1:nodv),’o-r’)
plot(space,yf(m-98,1:nodv),’o-r’)
axis([13 17 -0.01 0.6])
set(h,’FontSize’,18)
xlabel ’i’,ylabel ’v_i’
text(13.5,0.52,’(b)’,’FontSize’,18)
print -deps2c fig4.eps
hold off
%
%
Funcio´n que define el segundo miembro
function dy=rhslineas2(t,y)
%
global dd dc R r M N gNa gL gK vL vK lambn lambh vdiv vizq vder T
%
nodv=M*N-1; % Ecs para v, N-1 nodos numericos internos en cada
% espacio internodal
tot=nodv+3*(M-1); % Ecs en total, M-1 nodos de Ranvier internos,
% M+1 en total.
dy=zeros(tot,1); % Inicializacion.
%
% Funciones coeficiente
%
v=y(1:nodv)*vdiv;
an=0.01.*(10-v)./(exp(1-0.1*v)-1);
bn=0.125.*exp(-v/80);
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nv=an./(an+bn);
am=0.1.*(25-v)./(exp(2.5-0.1*v)-1);
bm=4.*exp(-v/18);
mv=am./(am+bm);
bh=1./(exp(3-0.1*v)+1);
ah=0.07.*exp(-v/20);
hv=ah./(ah+bh);
%
% Condicion de contorno
%
cizq=vizq*max(sign(T-t),0);
%
% Primer espacio internodal, nodos numericos 1...N-1
%
dy(1:N-1)=dc*(y(2:N)-2*y(1:N-1)+[cizq;y(1:N-2)])/r^2-y(1:N-1)/R;
%
% Espacios internodales 2...M-1
%
for i=2:M-1
j=[1:N-1]+N*(i-1);
dy(j)=dc*(y(j+1)-2*y(j)+y(j-1))/r^2-y(j)/R;
end
%
% Ultimo espacio internodal
%
j=[1:N-1]+N*(M-1);
dy(j)=dc*([y(j(2:N-1));vder]-2*y(j)+y(j-1))/r^2-y(j)/R;
%
% Nodos 2...M
%
lambdan=(an+bn)*lambn;
lambdah=(ah+bh)*lambh;
lambdam=(am+bm);
for i=1:M-1
j=N*i;
dy(j)=gK*y(nodv+i).^4.*(y(j)-vK)+gL*(y(j)-vL);
dy(j)=dy(j)+gNa.*y(nodv+(M-1)+i).^3.*y(nodv+2*(M-1)+i).*(y(j)-1);
% if t<Tcrit
dy(j)=-dy(j)+dd/r*(y(j+1)-2*y(j)+y(j-1));
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% Esta es de orden uno y no dos, para arreglarlo, interpolo linealmente
% y me cojo un vecino a distancia r^2
% else
% b=y(j+1)*(j+r^2-j)-y(j)*(j+r^2-j-1);
% a=-y(j-1)*(j-r^2-j)+y(j)*(j-r^2-j+1);
% dy(j)=-dy(j)+dd/r^2*(b-2*y(j)+a);
% end
%
dy(nodv+i)=lambdan(j).*(nv(j)-y(nodv+i));
%
dy(nodv+(M-1)+i)=lambdam(j).*(mv(j)-y(nodv+(M-1)+i));
%
dy(nodv+2*(M-1)+i)=lambdah(j).*(hv(j)-y(nodv+2*(M-1)+i));
end
Utilizando estos programas hemos simulado la generacio´n de un impulso
nervioso por excitacio´n del nodo i = 0 durante un breve instante de tiempo.
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Figura 4: Perfil espacial del impulso nervioso: vi (c´ırculos), mi (asteriscos),
hi (cuadrados), ni (tria´ngulos).
La Figura 4 ilustra la estructura espacial del impulso nervioso. La figura
5 ilustra el perfil temporal del impulso. Nodos de Ranvier contiguos experi-
mentan la misma evolucio´n con un retardo aproximadamente constante. Esto
sugiere la posibilidad de describir matema´ticamente los impulsos nerviosos
considera´ndolos ondas viajeras.
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Figura 5: Perfil temporal del impulso nervioso: vi (l´ınea continua), mi (dis-
continua), hi (a puntos), ni (trazos-puntos).
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Figura 6: Perfil temporal del impulso nervioso, en dos nodos de Ranvier con-
secutivos (l´ınea continua) y en nodos nume´ricos intermedios (discontinuas).
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Figura 7: (a) Avance del frente del perfil espacial del impulso nervioso con el tiempo.
(b) Evolucio´n de la cola del perfil espacial del impulso nervioso con el tiempo.
En los nodos nume´ricos intermedios entre los nodos de Ranvier el frente
del perfil temporal var´ıa ligeramente, ve´ase la figura 6, ocasionando varia-
ciones en la cola y el frente de los perfiles espaciales, ve´ase la figura 7. Estos
perfiles temporales se repiten para nodos nume´ricos que ocupan la misma
posicio´n entre nodos de Ranvier consecutivos. El sistema parece evolucionar
a una solucio´n de tipo onda viajera discreta, con un perfil temporal asociado
a los nodos de Ranvier y otros a los nodos nume´ricos intermedios.
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5. Me´todo de Crank-Nicholson adaptado
Las simulaciones nume´ricas realizadas con el me´todo de las l´ıneas sugieren
que los impulsos nerviosos se propagan como ondas viajeras discretas. En
ausencia de resultados anal´ıticos sobre estas ondas, es importante disponer
de otro tipo de esquemas nume´ricos a fin de constrastar los resultados de
las simulaciones y tener una medida de su fiabilidad. En esta seccio´n va-
mos a desarrollar esquemas nume´ricos alternativos basados en el me´todo de
Crank-Nicholson.
5.1. Discretizacio´n del problema parabo´lico
Discretizamos primero las ecuaciones del calor:


∂v
∂t
−Dc ∂
2v
∂x2
= − v
R
, 0 < R, xi = i < x < xi+1 = i + 1, 0 < t < T
v(xi, t) = vi(t)
v(xi+1, t) = vi+1(t).
(15)
para i = 0, ...,M .
Figura 8: Malla.
Dado el recta´ngulo RMT = [0,M ]× [0, T ], consideramos la malla ∆r,s en
RMT definida por:
{(xi,j, tk) |xi,j = i+jr, j = 0, ..., N−1, i = 0, ...,M tk = ks, k = 0, 1, ..., K},
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para nu´meros r, s ∈ R definidos por:
r =
1
N
, s =
T
K
.
En cada subintervalo (xi,0, xi,N ) = (i, i+1) tenemos un problema parabo´li-
co lineal con condiciones de contorno de Dirichlet en los nodos de Ranvier (los
nodos nume´ricos extremos). M + 1 es el nu´mero de nodos de Ranvier. N + 1
es el nu´mero de nodos nume´ricos en el mallado de cada intervalo [i, i + 1].
K + 1 el nu´mero de nodos en el mallado de [0, T ].
Dada una funcio´n:
v : RMT → R
llamamos discretizacio´n de v en la malla ∆r,s a los valores de v en los puntos
de ∆r,s, es decir,
{v(xi,j, tk) | (xi,j , tk) ∈ ∆r,s.} Notaremos v(xi,j, tk) ≡ vki,j.
Podemos optar entre discretizaciones de primer orden (expl´ıcitas o im-
pl´ıcitas) o de segundo orden. El me´todo de Crank-Nicholson es un me´todo
impl´ıcito de segundo orden, sin restricciones de estabilidad sobre los pa-
sos. Permite pues la eleccio´n de pasos espaciales y temporales relativamente
grandes, con la consiguiente reduccio´n del coste computacional. Sera´ por ello
nuestra eleccio´n final. Describimos a continuacio´n las tres posibilidades.
5.1.1. Me´todos expl´ıcitos en diferencias finitas para la ecuacio´n
(15)
Vamos a aproximar las derivadas de acuerdo con el esquema:
vk+1i,j
↑
↓
vki,j−1 ←→ vki,j ←→ vki,j+1,
esto quiere decir que la ecuacio´n (15) discretizada resulta ser:
vk+1i,j − vki,j
s
−Dc
vki,j+1 − 2vki,j + vki,j−1
r2
= −v
k
i,j
R
. (16)
Despejando en (16) vk+1i,j resulta:
vk+1i,j = (1− 2S− s/R)vki,j + S(vki,j+1 + vki,j−1), (17)
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siendo S =
s
r2
Dc, para j = 1, ..., N − 1, con i fijo. En cada etapa, calculamos
el nivel de tiempo k + 1 directamente a partir del nivel de tiempo k, usando
las condiciones de contorno en j = 0 y j = N . El nivel de tiempo k = 0 lo
proporciona el dato inicial. El me´todo resultante tiene error de truncamiento
de orden uno. La restriccio´n de estabilidad sobre los pasos se obtiene por un
ana´lisis de Von Neumann o bien imponiendo que los autovalores de la matriz
de cambio de nivel sean de mo´dulo menor que uno. Reescribiendo (17) en
forma de sistema tenemos:
vk+1i = Av
k
i + Sf
k
i , v
k
i = (v
k
i,1, ..., v
k
i,N−1)
t, fki = (v
k
i,0, 0, ..., 0, v
k
i,N )
t (18)
La matriz A es de tipo Toeplitz, con diagonales constantes, y sus auto-
valores se conocen de forma expl´ıcita:
λj = 1− 2S− s/R + 2S cos(pirj), j = 1, ..., N − 1 (19)
La restriccio´n |λj| < 1, j = 1, ..., N − 1 se traduce en:
2 > s/R + 4
s
r2
Dc. (20)
Si tomamos s
r2
= a constante, basta elegir el paso temporal suficientemente
pequen˜o para garantizar la estabilidad: s < 1− 2aDc.
5.1.2. Me´todos impl´ıcitos en diferencias finitas para la ecuacio´n
(15)
Formalmente procedemos como antes, con la diferencia de que para dis-
cretizar las derivadas usamos los puntos de la malla como en la figura
siguiente:
vk+1i,j−1 ←→ vk+1i,j ←→ vk+1i,j+1
↑
↓
vki,j
.
La ecuacio´n (15) discretizada se convierte en:
vk+1i,j − vki,j
s
−Dc
vk+1i,j+1 − 2vk+1i,j + vk+1i,j−1
r2
= −v
k+1
i,j
R
. (21)
Usando la misma notacio´n y haciendo los ca´lculos en una forma similar al
caso anterior resulta que:
−S
(
vk+1i,j+1 + v
k+1
i,j−1
)
+ (1 + 2S + s/R)vk+1i,j = v
k
i,j, (22)
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En cada etapa, hemos de resolver un sistema con matriz tridiagonal para
calcular el nivel de tiempo k + 1 a partir del nivel de tiempo k. El error de
truncamiento es de orden uno en espacio y tiempo.
La restriccio´n de estabilidad sobre los pasos se obtiene por un ana´lisis de
Von Neumann o bien imponiendo que los autovalores de la matriz de cambio
de nivel sean de mo´dulo menor que uno. Reescribiendo (22) en forma de
sistema tenemos:
Avk+1i = v
k
i + Sf
k
i , v
k
i = (v
k
i,1, ..., v
k
i,N−1)
t, fki = (v
k
i,0, 0, ..., 0, v
k
i,N )
t (23)
La matriz A es de tipo Toeplitz y sime´trica, con diagonales constantes. Los
autovalores de la matriz de cambio de nivel A−1 son los inversos de los auto-
valores de A:
λj =
1
1 + 2S + s/R− 2S cos(pirj) , j = 1, ..., N − 1 (24)
La restriccio´n |λj| < 1, j = 1, ..., N − 1 se cumple sin restriccio´n sobre los
pasos en tiempo y espacio.
5.1.3. Me´todo de Crank-Nicholson para la ecuacio´n (15)
La idea de Crank-Nicholson, introducida en 1947, consiste en considerar una
combinacion convexa de los me´todos ı´mplicito y expl´ıcito (mencionados an-
teriormente). Ma´s concretamente tomando los puntos de la malla:
vk+1i,j−1 ←→ vk+1i,j ←→ vk+1i,j+1
↑ ↑ ↑
↓ ↓ ↓
vki,j−1 ←→ vki,j ←→ vki,j+1
definimos para θ ∈ (0, 1),
vk+1i,j − vki,j
s
= θ
(
Dc
vk+1i,j+1 − 2vk+1i,j + vk+1i,j−1
r2
− v
k+1
i,j
R
)
+
+ (1− θ)
(
Dc
vki,j+1 − 2vki,j + vki,j−1
r2
− v
k
i,j
R
)
.
(25)
Si θ = 0 se tiene el me´todo expl´ıcito expuesto antes, si θ = 1 se tiene
el anterior me´todo impl´ıcito. El me´todo de Crank-Nicholson corresponde
cla´sicamente al caso θ =
1
2
.
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Por tanto, tomamos θ =
1
2
y llamamos S =
S
2
=
sDc
2r2
. Sustituyendo en
la ecuacio´n (25) y simplificando resulta,
(
1 + 2S + s
2R
)
vk+1i,j − S(vk+1i,j+1 + vk+1i,j−1) =
=
(
1− 2S− s
2R
)
vki,j + S(v
k
i,j+1 + v
k
i,j−1).
(26)
El nivel k + 1 se calcula a partir del nivel k resolviendo un sistema de la
forma:
Avk+1i = Bv
k
i + Sf
k
i , v
k
i = (v
k
i,1, ..., v
k
i,N−1)
t, (27)
fki = (v
k
i,0 + v
k+1
i,0 , 0, ..., 0, v
k
i,N + v
k+1
i,N )
t. (28)
La condicio´n de estabilidad se traduce en:
−1 < 1− 2S−
s
2R
+ 2S cos(pirj)
1 + 2S + s
2R
− 2S cos(pirj) < 1, j = 1, ..., N − 1 (29)
Esta restriccio´n se cumple sin condiciones adicionales sobre los pasos en tiem-
po y espacio.
5.2. Discretizacio´n del sistema de ecuaciones diferen-
ciales
Para los problemas parabo´licos hemos elegido una discretizacio´n de or-
den dos en tiempo y en espacio. Lo´gicamente, para el sistema de ecuaciones
diferenciales ordinarias acoplado a ellos hemos de elegir una discretizacio´n
de orden dos. El sistema a discretizar es no lineal, por lo que un me´todo
impl´ıcito incrementar´ıa el coste de forma desmesurada. Optaremos por el
me´todo de Heun, un me´todo expl´ıcito de orden dos. La estabilidad de este
me´todo nos impone una cierta restriccio´n sobre el paso temporal.
Para simplificar, a partir de ahora notaremos vi,0 ≡ vi y xi,0 ≡ xi.
Detallamos a continuacio´n los pasos que hemos seguido:
Paso 1: Discretizacio´n de la ecuacio´n para vi.
Sea

dvi
dt
= C1,ivi + C2,i + Dd
(∂v
∂x
(x+i , t)−
∂v
∂x
(x−i , t)
)
v(xi, t) = vi(t)
(30)
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donde
C1,i(t) = −
(
gNam
3
i hi + gL + gKn
4
i
)
,
C2,i(t) = gNam
3
i hi
con i = 0, ...,M.
En primer lugar hemos de discretizar la parte espacial. Como
∂v
∂x
(x+i , tk) = l´ım
r→0+
v(xi + r)− v(xi)
r
∂v
∂x
(x−i , tk) = l´ım
r→0−
v(xi − r)− v(xi)
−r
(31)
la discretizacio´n de la diferencia
∂v
∂x
(x+i , tk)−
∂v
∂x
(x−i , tk)
viene dada por
1
r
(
vki,1 − 2vki + vki−1,N−1
)
Por tanto, aplicando el Me´todo de Heun a la ecuacio´n (30) obtenemos
vk+1i = sC2,i,k
(
1 + s
2
C1,i,k
)
+ s Q˜
(
vki,2 + v
k
i−1,N−2
)
+
[
2Q(1 + sC1,i,k)− 4s Q˜
](
vki,1 + v
k
i−1,N−1
)
+
[
1 + sC1,i,k
(
1 + s
2
C1,i,k − 4Q
)− 4Q + 6s Q˜]vki
(32)
donde
Q = sDd
2r
,
Q˜ = Dd
r
·Q = s
2
(
Dd
r
)2
Adema´s, hemos an˜adido un sub´ındice k para referirnos a C1,i,k = C1,i(tk)
y C2,i,k = C2,i(tk).
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Paso 2: Discretizacio´n de la ecuacio´n para mi.
Sea 

dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
,
m(xi, t) = mi(t)
(33)
Aproximamos mi(tk+1) por el Me´todo de Heun y obtenemos
mi(tk+1) = m
k+1
i = θ1,i,km
k
i + θ2,i,km∞(v
k
i )
donde
θ1,i,k = 1− sΛm(vki ) + s
2
2
Λ2m(v
k
i )
θ2,i,k = sΛm(v
k
i )− s
2
2
Λ2m(v
k
i )
.
Los sub´ındices de las constantes denotan su dependencia de i y k, al
estar evaluados en vki .
Paso 3: Discretizacio´n de la ecuacio´n para ni.
Dado 

dni
dt
= λnΛn(vi)
[
n∞(vi)− ni
]
,
n(xi, t) = ni(t)
(34)
aproximamos ni(tk+1) por el Me´todo de Heun, resultando
ni(tk+1) = n
k+1
i = η1,i,kn
k
i + η2,i,kn∞(v
k
i )
donde
η1,i,k = 1− sλnΛn(vki ) + s
2
2
λ2nΛ
2
n(v
k
i )
η2,i,k = sλnΛn(v
k
i )− s
2
2
λ2nΛ
2
n(v
k
i )
.
Los sub´ındices de las constantes denotan su dependencia de i y k, al
estar evaluados en vki .
Paso 4: Discretizacio´n de la ecuacio´n para hi.
Sea 

dhi
dt
= λhΛh(vi)
[
h∞(vi)− hi
]
h(xi, t) = hi(t)
(35)
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Aproximamos por el Me´todo de Heun hi(tk+1) y se obtiene:
hi(tk+1) = h
k+1
i = ζ1,i,kh
k
i + ζ2,i,kh∞(v
k
i )
donde
ζ1,i,k = 1− sλhΛh(vki ) + s
2
2
λ2hΛ
2
h(v
k
i )
ζ2,i,k = sλhΛh(v
k
i )− s
2
2
λ2hΛ
2
h(v
k
i )
.
Siguiendo con la misma notacio´n, los sub´ındices de las constantes de-
notan su dependencia de i y k, al estar evaluados en vki .
Observese que
θ2,i,k = 1− θ1,i,k
η2,i,k = 1− η1,i,k
ζ2,i,k = 1− ζ1,i,k
.
5.3. Problema discretizado final
La discretizacio´n final se obtiene ensamblando los esquemas de Crank
Nicholson y de Heun en el orden adecuado. La figura 9 ilustra la distribucio´n
de nodos, el nu´mero de ecuaciones por nodo y la ordenacio´n de ecuaciones.
Figura 9: Distribucio´n de nodos y ecuaciones.
El sistema resultante es de la forma:
Avk+1 = F. (36)
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A es por bloques y tiene la siguiente estructura:
A =


B0 C 0 . . . 0 0
0 B1 D . . . 0 0
0 0 B2 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . BM−2 D
0 0 0 . . . 0 BM−1


(37)
Para describir los bloques introducimos la notacio´n: ∆ = 1 + 2S + s
2R
. Su
estructura es la siguiente:
Bloque B0, de dimensio´n N − 1×N − 1:
B0 =


∆ −S 0 0 . . . 0
−S ∆ −S 0 . . . 0
...
...
. . . . . . . . .
...
0 0 . . . −S ∆ −S
0 0 . . . 0 −S ∆


(38)
Bloques B1, B2, ..., BM−1, de dimensio´n N + 3×N + 3:
Bi =


1 0 0 0 0 0 0 . . . 0
0 1 0 0 0 0 0 . . . 0
0 0 1 0 0 0 0 . . . 0
0 0 0 1 0 0 0 . . . 0
−S 0 0 0 ∆ −S 0 . . . 0
0 0 0 0 −S ∆ −S . . . 0
...
...
...
...
...
. . . . . . . . .
...
0 0 0 0 0 . . . −S ∆ −S
0 0 0 0 0 . . . 0 −S ∆


(39)
Finalmente, el bloque C, de taman˜o N − 1 × N − 1, es nulo salvo el
elemento CN−1,1 = −S. El bloque D, tiene taman˜o N + 3×N + 3 y es
nulo salvo el elemento DN+3,1 = −S.
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El vector v lo definimos por bloques (asociados a los de la matriz A):
vk+1 =


V k+10
V k+11
...
V k+1i
...
V k+1M−1


(40)
con
V k+10 =
(
vk+10,1 , v
k+1
0,2 , . . . , v
k+1
0,N−1
)t
,
V k+11 =
(
vk+11,0 ,m
k+1
1 , n
k+1
1 , h
k+1
1 , v
k+1
1,1 , v
k+1
1,2 , . . . , v
k+1
1,N−1
)t
,
V k+1i =
(
vk+1i,0 ,m
k+1
i , n
k+1
i , h
k+1
i , v
k+1
i,1 , v
k+1
i,2 , . . . , v
k+1
i,N−1
)t
,
V k+1M−1 =
(
vk+1M−1,0,m
k+1
M−1, n
k+1
M−1, h
k+1
M−1, v
k+1
M−1,1, v
k+1
M−1,2, . . . , v
k+1
M−1,N−1
)t
.
El vector de segundo miembro, F , tambie´n lo definimos por bloques
(correspondientes a la matriz A) y es el siguiente:
F =


F0
F1
...
Fi
...
FM−1


(41)
Para definir sus componentes emplearemos la siguiente notacio´n:
α1,i,k = sC2,i,k
(
1 + s
2
C1,i,k
)
α2,i,k = sQ
α3,i,k =
[
2Q(1 + sC1,i,k)− 4s Q˜
]
α4,i,k =
[
1 + sC1,i,k
(
1 + s
2
C1,i,k − 4Q
)− 4Q + 6s Q˜]
∆˜ = 1− 2S− s
2R
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Los sub´ındices en algunas de las constantes denotan su dependencia de i y
k, al estar evaluados en vki .
As´ı, los bloques de F son:
F0 =


∆˜ vk0,1 + S(v
k
0,2 + v
k
0,0) + Sv
k+1
0,0
∆˜ vk0,2 + S(v
k
0,3 + v
k
0,1)
...
∆˜ vk0,N−1 + S(v
k
0,N + v
k
0,N−2)

 (42)
Fi =


α1,i,k + α2,i,k
(
vki,2 + v
k
i−1,N−2
)
+ α3,i,k
(
vki,1 + v
k
i−1,N−1
)
+ α4,i,kv
k
i
θ1,i,km
k
i + (1− θ1,i,k)m∞(vki )
η1,i,kn
k
i + (1− η1,i,k)n∞(vki )
ζ1,i,kh
k
i + (1− ζ1,i,k)h∞(vki )
∆˜ vki,1 + S(v
k
i,2 + v
k
i,0)
∆˜ vki,2 + S(v
k
i,3 + v
k
i,1)
...
∆˜ vki,N−1 + S(v
k
i,N + v
k
i,N−2)


(43)
FM−1 =


α1,M−1,k + α2,M−1,k
(
vkM−1,2 + v
k
M−2,N−2
)
+ α3,M−1,k
(
vkM−1,1 + v
k
M−2,N−1
)
+ α4,M−1,kvkM−1
θ1,M−1,kmkM−1 + (1− θ1,M−1,k)m∞(vkM−1)
η1,M−1,knkM−1 + (1− η1,M−1,k)n∞(vkM−1)
ζ1,M−1,khkM−1 + (1− ζ1,M−1,k)h∞(vkM−1)
∆˜ vkM−1,1 + S(v
k
M−1,2 + v
k
M−1,0)
∆˜ vkM−1,2 + S(v
k
M−1,3 + v
k
M−1,1)
...
∆˜ vkM−1,N−1 + S(v
k
M−1,N + v
k
M−1,N−2) + Sv
k+1
M−1,N


(44)
No´tese que los valores vk0 = v
k
0,0 y v
k
M = v
k
M−1,N son datos del problema.
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6. Construccio´n asinto´tica de los impulsos
Nuestras simulaciones nume´ricas parecen indicar que los impulsos nerviosos
se comportan como ondas viajeras. Sin embargo, conviene precisar co´mo se
definen matema´ticamente estas ondas. En un sistema espacialmente discreto,
una onda viajera tiene la estructura: un(t) = u(n − ct). Todos los puntos
recorren el mismo perfil u, con un retardo τ = 1
c
entre puntos consecutivos. En
un sistema espacialmente continuo, las ondas viajeras son u(x, t) = u(x−ct).
Otra vez, todos los puntos recorren el mismo perfil con el tiempo. Si observa-
mos co´mo var´ıa la estructura espacial del pulso con el tiempo, vemos que se
desplaza hacia la derecha (c > 0) con una velocidad c. El problema que esta-
mos analizando tiene estructura h´ıbrida. Los nodos de Ranvier van a evolu-
cionar como una onda viajera discreta un(t) = u
0(n − ct). Entre cada dos
nodos, u(x, t) = ux(n− ct), tengo una familia de perfiles ux(z), x ∈ [n, n + 1]
que va variando de u0(z) a u0(z + 1).
Vamos a dar una construccio´n aproximada de estas ondas explotando los
diferentes o´rdenes de magnitud de los para´metros del problema. Los valores
gNa, gK , gL son de orden 1, 10
−1, 10−2, respectivamente. El para´metro Dd es de
orden 10−1. Por otra parte, λn =  ∼ 10−2 y λh = λ, λ ∼ 1. En los problemas
parabo´licos, Dc es de orden 10
−2 y 1/R de orden 10−2. Esto significa que
tenemos al menos dos escalas de tiempo, una ra´pida y otra lenta, y que los
efectos discretos son relevantes. Procedemos en tres pasos: estudio de los
equilibrios, construccio´n de pulsos viajeros en el modelo discreto reducido
para los nodos y correccio´n internodal.
6.1. Soluciones estacionarias
El sistema (9)-(12) tiene naturaleza excitable cuando tiene un equilibrio
aislado. Hemos de resolver:
0 = Dc
∂2v
∂x2
− v
R
, x ∈ (xi, xi+1) = (i, i + 1), t > 0 (45)
v(xi) = vi, v(xi+1) = vi+1 (46)
junto con:
gNam
3
i hi(vi − 1) + gL(vi − VL) + gKn4i (vi − VK)
= Dd[
∂v
∂x
(x+i )− ∂v∂x(x−i )]
(47)
0 = Λm(vi)
[
m∞(vi)−mi
]
,
0 = λnΛn(vi)
[
n∞(vi)− ni
]
,
0 = λhΛh(vi)
[
h∞(vi)− hi
] (48)
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Supongamos que ∂v
∂x
(x+i )− ∂v∂x(x−i ) = C. Entonces, (47)-(48) tiene una u´nica
solucio´n constante: (v∗(C),m∗(C), n∗(C), h∗(C)), para un rango de C ∼ 0.
Las zonas internodales esta´n descritas por:
0 = Dc
∂2v
∂x2
− v
R
, x ∈ (0, 1) (49)
v(0) = v∗(C), v(1) = v∗(C) (50)
Este problema tiene una solucio´n u´nica v∗(x,C). Esta solucio´n es sime´trica
en torno al punto medio del intervalo y cumple: ∂v
∗
∂x
(0+, C) = −∂v∗
∂x
(0−, C),
luego C = 2∂v
∗
∂x
(0+, C). La existencia de soluciones estacionarias se prueba
en la Seccio´n 7. Nume´ricamente se observa la evolucio´n de soluciones del
problema de valores iniciales con datos convenientemente elegidos a una
solucio´n estacionaria aparentemente estable.
6.2. Pulsos viajeros para el modelo discreto reducido
Los resultados nume´ricos sugieren la aproximacio´n:
∂v
∂x
(x, t) =
vi+1(t)− vi(t)
L
en [xi, xi+1]
con L = xi+1 − xi = 1. Como consecuencia, (11) se transforma en:
dvi
dt
+ gNam
3
i hi(vi − 1) + gL(vi − VL) + gKn4i (vi − VK) =
Dd
L
(vi+1 − 2vi + vi−1). (51)
El sistema (11)-(51) tiene una u´nica solucio´n estable (v∗,m∗, n∗, h∗). Excitan-
do un extremo de la cadena de nodos en equilibrio con suficiente intensidad,
se genera una perturbacio´n viajera del estado de equilibrio en forma de pulso.
Vamos a dar una aproximacio´n de los perfiles temporales de este pul-
so viajero mediante desarrollos asinto´ticos acoplados cuando  → 0. Esta
construccio´n predice la velocidad y anchura de los pulsos, as´ı como la car-
acterizacio´n del rango de para´metros en el cual la propagacio´n falla. En un
pulso viajero, se distinguen cinco regiones (ilustradas en la Figura 10). En ca-
da una de ellas se tiene un modelo reducido, en el cual se desprecian algunos
te´rminos y ecuaciones. El perfil completo se reconstruye mediante desarrollos
asinto´ticos acoplados al orden cero (ve´ase [12] para una descripcio´n de esta
te´cnica). El tiempo de referencia es el tiempo lento T = t.
A i fijo, los perfiles temporales tienen la siguiente estructura:
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Figura 10: Perfil temporal del pulso viajero: vi(t) (curva continua gruesa),
mi (curva punteada), ni (curva a trazos y puntos), hi (curva discontinua) .
1. Regio´n precursora, (1) en la Figura 10. Aqu´ı, vi ∼ v∗, mi ∼ m∗, ni ∼ n∗
y hi ∼ h∗, siendo (v∗,m∗, n∗, h∗) el equilibrio estable del sistema.
2. Frente delantero del pulso, situado en T = T0 y marcado como (2) en
la Figura 10. Las variables lentas, ni y hi, son esencialmente constantes
pero las variables ra´pidas, vi y mi, sufren ra´pidos cambios en la escala
de tiempo t = T−T0

∈ (−∞,∞). El orden principal nos da:
dvi
dt
+ I(vi,mi, ni, hi) = D(vi+1 − 2vi + vi−1),
dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
,
dni
dt
= 0, dhi
dt
= 0,
(52)
Las variables lentas ni y hi son casi constantes. Acoplando con la regio´n
precursora, ni = n
∗ y hi = h∗. La evolucio´n de vi y mi queda descrita
por el ’sistema reducido ra´pido’:
dvi
dt
+ I(vi,mi, ni, hi) = D(vi+1 − 2vi + vi−1), (53)
dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
, (54)
con ni = n
∗ y hi = h∗. Este sistema tiene un cara´cter biestable. Deno-
tamos por ν(j)(n, h), j = 1, 2, 3 las tres soluciones de
f(v; n, h) = −I(v,m∞(v), n, h) = 0 (55)
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en un entorno de (n∗, h∗). Entonces, (53)-(54) tiene soluciones de tipo
frente viajero vi(t) = v(i− ct), mi = m(i− ct) que unen los dos estados
constantes estables ν(3)(n∗, h∗), m∞(ν(3)) y ν(1)(n∗, h∗), m∞(ν(1)). El
frente delantero del pulso es una solucio´n de tipo frente viajero de
(53)-(54), que se propaga con una velocidad c = c+(n
∗, h∗).
3. Techo del pulso, regio´n (3) en la Figura 10. Aqu´ı, las variables lentas
evolucionan en la escala de tiempo T y las variables ra´pidas relajan
de forma instanta´nea a sus valores de equilibrio: mk = m∞(vk) con
vk solucio´n de f(vi; ni, hi) = 0. La evolucio´n de las variables lentas
esta´ gobernada por el ’sistema reducido lento’:
dni
dT
=Λn(vi)
[
n∞(vi)−ni
]
,
dhi
dT
=λΛh(vi)
[
h∞(vi)−hi
]
.
(56)
para T0 < T < T1. Acoplando con la etapa previa obtenemos
vi = ν
(3)(ni, hi),
siendo ni ∼ n∗ y hi ∼ h∗ al inicio de la regio´n. A lo largo de esta regio´n
del pulso (ni, hi) se encuentran en una curva integral de:
dh
dn
=
λΛh
(
ν(3)(n,h)
)[
h∞
(
ν(3)(n,h)
)
−h
]
Λn
(
ν(3)(n,h)
)[
n∞
(
ν(3)(n,h)
)
−n
]
h(n∗) = h∗.
(57)
Para los valores de los para´metros que estamos considerando, dos de
las tres ra´ıces de f(v; n, h) = 0 colisionan en (n, h) = (n∗1, h
∗
1):
v∗1 = ν
(3)(n∗1, h
∗
1) = ν
(2)(n∗1, h
∗
1).
Esto marca el comienzo de una regio´n diferente.
4. Parte trasera del pulso, situado en T1 y marcado como (4) en la Figu-
ra 10. En esta regio´n, vi no esta´ en equilibrio ya que las dos ra´ıces
ma´s grandes de f(v; n, h) = 0 han desaparecido. La variables ra´pidas
evolucionan en la escala de tiempo ra´pida t = T−T1

∈ (−∞,∞), mien-
tras que las variables lentas son esencialmente constantes. Acoplando
con la regio´n anterior, ni = n
∗
1 y hi = h
∗
1. Adema´s, debido a la forma
fuertemente asime´trica de f , ν(2)(n∗1, h
∗
1) esta´ suficientemente cerca de
ν(1)(n∗1, n
∗
1) para que la evolucio´n de vi sea regular. Entonces, podemos
despreciar las diferencias discretas D(vi+1 − 2vi + vi−1). La evolucio´n
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Figura 11: Reconstruccio´n asinto´tica de los perfiles temporales: vi(t) (curva
continua gruesa), mi (curva punteada gruesa), ni (curva a puntos y trazos
gruesos), hi (curva discontinua grues), comparados a los perfiles temporales
calculados nume´ricamente (curvas finas).
de las variables ra´pidas esta´ gobernada por un sistema de ecuaciones
diferenciales ordinarias:
dvi
dt
= −I(vi,mi, n∗1, h∗1),
dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
.
(58)
A lo largo de esta regio´n, (vi,mi) se encuentran en una curva integral
de:
dv
dm
= − I(v,m,n∗1,h∗1)
Λm(v)
[
m∞(v)−m
] , v(m∗1) = v∗1, (59)
con
m∗1 = m∞(v
∗
1),
que termina en v(m∗2) ∼ v∗2 = ν(1)(n∗1, h∗1), m∗2 = m∞(v∗2).
5. Cola del pulso. Esta es la regio´n (5) en la Figura 10. En la cola del
pulso, las variables ra´pidas relajan instanta´neamente a sus valores de
equilibrio: mi = m∞(vi) y vi = ν(1)(ni, hi). Las variables lentas (56) con
vi = ν
(1)(ni, hi) para T1 < T < ∞ y evolucionan regularmente desde
(n∗1, h
∗
1) a sus valores de equilibrio (h
∗, n∗) cuando T →∞.
Aproximaciones uniformes a los perfiles temporales se obtienen acop-
lando las soluciones aproximadas obtenidas en cada regio´n. La Figura 11
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compara la reconstruccio´n asinto´tica del pulso con el perfil calculado nu-
mericamente. La precisio´n de la aproximacio´n mejora al decrecer .
La construccio´n asinto´tica que acabamos de llevar a cabo caracteriza
la velocidad del pulso viajero: es la velocidad de la solucio´n de tipo frente
viajero (53)-(54) con ni ∼ n∗ y hi ∼ h∗. La velocidad de esos frentes se puede
predecir mediante un ana´lisis de la transicio´n anclaje-propagacio´n, como se
indica en [2].
Calculemos ahora la anchura del pico del pulso. En la escala de tiempo
real t = T

, la anchura del pico de un perfil temporal vi(t) es:
T1 = T1 − T0

=
∫ n∗1
n∗
ds
Λn
(
ν(3)(s, h(s))
)[
n∞
(
ν(3)(s, h(s))
)− s] , (60)
donde la integral se calcula a lo largo de la solucio´n h(n) de (57). El nu´mero
de nodos involucrados en el pico se halla usando la estructura de onda viajera:
vi(t) = v(i− ct). Por tanto, T1 es el tiempo transcurrido desde el instante en
que el frente delantero se encuentra en el nodo i al instante en que el final
del pico se encuentra en el mismo nodo. El nu´mero de nodos L1 en el pico
del pulso es aproximadamente:
L1 ∼ c+(n∗, h∗)T1. (61)
Nuestra construccio´n asinto´tica es consistente cuando L1 ≥ 1. Esto propor-
ciona una restriccio´n sobre el taman˜o de  para la existencia de pulsos:
 ≤ c+
∫ n∗1
n∗
ds
Λn
(
ν(3)(s, h(s))
)[
n∞
(
ν(3)(s, h(s))
)− s] . (62)
6.3. Correccio´n internodal continua
Una vez construido de forma aproximada el pulso viajero en el sistema
discreto reducido para los nodos de Ranvier, vamos a calcular de forma
aproximada el potencial en la regio´n internodal. La aproximacio´n buscada es
solucio´n de:
∂v
∂t
= Dc
∂2v
∂x2
− v
R
, x ∈ (xi, xi+1) = (i, i + 1), t > 0 (63)
v(xi, t) = vi(t) = u(i− ct), v(xi+1, t) = vi+1(t) = u(i + 1− ct), (64)
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donde u(i− ct) es el pulso viajero construido en la etapa anterior. Como Dc
y 1/R tienen orden 10−2, se trata de un problema cuasiestacionario:
0 = Dc
∂2v
∂x2
− v
R
, x ∈ (xi, xi+1) = (i, i + 1), t > 0 (65)
v(xi, t) = vi(t) = u(i− ct), v(xi+1, t) = vi+1(t) = u(i + 1− ct). (66)
Para cada t fijo, la solucio´n de este problema es (ve´ase Seccio´n 7.1):
v(x, t) = (Aeλx + Be−λx), (67)
con
A = u(i−ct)e
−λ−u(i+1−ct)
e−λ−eλ ,
B = u(i+1−ct)−u(i−ct)e
λ
e−λ−eλ ,
λ = 1√
DcR
.
Comprobemos la consistencia de las sucesivas simplificaciones que hemos
hecho. En primer lugar,
∂v
∂x
(x+i )−
∂v
∂x
(x−i ) = 2λ(vi+1(t)− 2vi(t) cosh(λ) + vi−1(t)). (68)
Como λ = 0,4549, tenemos que 2λ = 0,91 y cosh(λ) = 1,1. La aproximacio´n
hecha para desacoplar la dina´mica de los nodos de la dina´mica internodal es
pues razonable. En cuanto a la aproximacio´n cuasiesta´tica,
∂v
∂t
(x, t) = (A′eλx + B′e−λx) (69)
con
A′ = −cu
′(i−ct)e−λ+cu′(i+1−ct)
e−λ−eλ ,
B′ = −cu
′(i+1−ct)−u(i−ct)eλ
e−λ−eλ .
El denominador es 2 sinh(λ) = 0,94. La exponencial positiva 1,57 y la
negativa 0,63. La derivada es del orden de la velocidad de la onda viajera c,
que en nuestro caso es de orden 10−2. Por tanto, la aproximacio´n cuasiesta´tica
es razonable.
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7. Existencia de soluciones distinguidas
Los estudios nume´ricos llevados a cabo en las secciones anteriores sugieren
la existencia de dos tipos de soluciones distinguidas estables: soluciones esta-
cionarias y soluciones de tipo onda viajera. Estos estudios indican adema´s
la existencia de soluciones globales para el problema de valores iniciales. En
esta seccio´n vamos a ocuparnos de justificar rigurosamente la existencia de
soluciones del problema de valores iniciales y de soluciones estacionarias.
7.1. Soluciones estacionarias
Como hemos visto anteriormente, las soluciones estacionarias han de
satisfacer vi = v
∗, ni = n∗,mi = m∗, ni = n∗, donde:
gNam∞(v∗)3h∞(v∗)(v∗−1) + gL(v∗−VL) + gKn∞(v∗)4(v∗−VK) = DdC (70)
m∞(v
∗) = m∗, n∞(v
∗) = n∗, h∞(v
∗) = h∗(71)
La constante C viene dada por ∂v
∂x
(0+)− ∂v
∂x
(1−) = C, siendo v(x) la solucio´n
de:
0 = Dc
∂2v
∂x2
− v
R
, x ∈ (0, 1), t > 0 (72)
v(0) = v∗, v(1) = v∗ (73)
Suponiendo v∗ conocido, la solucio´n de (72)-(73) se calcula de forma expl´ıcita:
v(x) = v∗(Aeλx + Be−λx), A =
e−λ − 1
e−λ − eλ , B =
1− eλ
e−λ − eλ , λ =
1√
DcR
, (74)
y C = 2v
∗√
DcR
(A − B). El problema se reduce a garantizar la existencia de
solucio´n de:
gNa(m∞(v
∗))3h∞(v
∗)(v∗ − 1) + gL(v∗ − VL) + gK(n∞(v∗))4(v∗ − VK)
=
2v∗Dd√
DcR
1− cosh(λ)
sinh(λ).
(75)
En nuestro caso, λ ∼ 0,45 y 2Dd√
DcR
∼ 0,16. El segundo miembro de la ecuacio´n
es de orden 0,036v∗. Si fuera cero, sabemos que la ecuacio´n tiene una u´nica
solucio´n para los valores de los para´metros que estamos manejando. Para esta
pequen˜a perturbacio´n de cero, tambie´n, basta emplear un criterio gra´fico.
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Hemos probado el siguiente teorema:
Teorema: El modelo de FitzHugh-Hodgkin-Huxley tiene soluciones estacionar-
ias para los valores experimentales recogidos en la Seccio´n 2.
Nota: Por traslacio´n, [0, 1] se puede reemplazar por [i, i + 1] ≡ [xi, xi+1].
7.2. Soluciones del problema de valores iniciales lo-
cales en tiempo
El problema de valores iniciales acopla un sistema infinito de ecuaciones
diferenciales ordinarias con una secuencia de problemas parabo´licos lineales.
Se puede reducir a un problema de existencia para un sistema infinito de
ecuaciones diferenciales ordinarias introduciendo el operador lineal siguiente.
Dadas tres funciones regulares va(t), vb(t), vc(t),
T [va, vb, vc](t) =
∂v
∂x
(1+, t)− ∂v
∂x
(1−, t)],
siendo v la solucio´n de:
∂v
∂t
= Dc
∂2v
∂x2
− v
R
, x ∈ (0, 1), t > 0 (76)
v(0, t) = va(t), v(1, t) = vb(t) (77)
v(x, 0) = v0(x), (78)
∂v
∂t
= Dc
∂2v
∂x2
− v
R
, x ∈ (1, 2), t > 0 (79)
v(1, t) = vb(t), v(2, t) = vc(t) (80)
v(x, 0) = v0(x). (81)
Por traslacio´n, es equivalente a resolver el mismo problema en los intervalos
[xi−1, xi] y [xi, xi+1] y evaluar las derivadas en x
±
i . El resultado final es una
funcio´n de t, invariante bajo traslaciones espaciales. Los valores en los nodos
de Ranvier vi(t) son solucio´n del sistema cerrado:
dvi
dt
+ gNam
3
i hi(vi − 1) + gL(vi − VL) + gKn4i (vi − VK)
= DdT [vi−1, vi, vi+1],
(82)
dmi
dt
= Λm(vi)
[
m∞(vi)−mi
]
,
dni
dt
= λnΛn(vi)
[
n∞(vi)− ni
]
,
dhi
dt
= λhΛh(vi)
[
h∞(vi)− hi
]
.
(83)
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Para probar la existencia de solucio´n, necesitamos conocer algunas propiedades
del operador T :
T : C1[0, 1]× C1[0, 1]× C1[0, 1] −→ C1[0, 1]
(va, vb, vc) 7−→
(∂v
∂x
(1+, t)− ∂v
∂x
(1−, t).
) (84)
Obviamente T es lineal. Para comprobar que es continuo, basta comprobar la
continuidad con sucesiones. El problema se reduce una ecuacio´n diferencial
ordinaria en un espacio de Banach de dimensio´n infinita:
dy
dt
= Ty + g(y) ≡ f(t, y),
con un segundo miembro que es suma de un operador lineal continuo y una
funcio´n no lineal localmente Lipschitz. El segundo miembro es por tanto
localmente Lipschitz en el espacio adecuado y por teor´ıa cla´sica, ve´ase por
ejemplo [10], tenemos:
Teorema: El problema de valores iniciales para el modelo de FitzHugh-
Hodgkin-Huxley tiene soluciones locales en tiempo.
Los resultados siguientes proporcionan informacio´n ma´s precisa sobre la
accio´n del operador T. En particular, se deduce de ellos la continuidad y una
estimacio´n de la norma del operador.
Estudio del operador T
Consideramos el problema:


∂v
∂t
−Dc ∂
2v
∂x2
= − v
R
, 0 < R, a < x < b, 0 < t
v(a, t) = va(t)
v(b, t) = vb(t)
v(x, 0) = v0(x).
(85)
Para estimar la derivada de la solucio´n en el borde en funcio´n de los
datos de contorno, vamos a proceder en varias etapas.
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(1) Reduccio´n a condiciones de contorno nulas.
Calculamos de forma expl´ıcita, u(x, t), solucio´n de


−Dc ∂
2u
∂x2
= − u
R
, 0 < R, a < x < b, 0 < t
u(a, t) = va(t)
u(b, t) = vb(t)
(86)
suponiendo conocidos va(t) y vb(t),
u(x, t) = Aeλx + Be−λx
donde
A =
e−bλva − e−aλvb
e−(b−a)λ − e(b−a)λ
B =
−ebλva + eaλvb
e−(b−a)λ − e(b−a)λ
λ =
1√
DcR
.
pues,
u(a) = va(t) = Ae
aλ + Be−aλ
u(b) = vb(t) = Ae
bλ + Be−bλ

⇒
(
va
vb
)
=
(
eaλ e−aλ
ebλ e−bλ
)(
A
B
)
es decir, (
A
B
)
=
1
e−(b−a)λ − e(b−a)λ
(
e−bλ −e−aλ
−ebλ eaλ
)(
va
vb
)
As´ı escribimos
v(x, t) = u(x, t) + q(x, t)
donde


∂q
∂t
−Dc ∂
2q
∂x2
= − q
R
− ∂u
∂t
, 0 < R, a < x < b, 0 < t
q(a, t) = 0
q(b, t) = 0
q(x, 0) = v(x, 0)− u(x, 0) ≡ f(x).
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(2) Queremos estimar
vx(a, t), vx(b, t)
conocemos
ux(a, t) = Aλe
aλ −Bλe−aλ
ux(a, t) = Aλe
bλ −Bλe−bλ
Por tanto, necesitamos qx(a, t) y qx(b, t).
Previamente vamos a ver como se estiman las derivadas en un problema
auxiliar.
Sea 

∂p
∂t
−Dc ∂
2p
∂x2
= − p
R
+ g 0 < R, 0 < x
p(a, t) = 0
p(x, 0) = f(x).
No´tese que por la forma del problema, puedo asumir f(a) = 0.
La solucio´n fundamental es:
G+(x, y; t, s) =
e
−(t−s)
R
[4piDc(t− s)] 12
·
[
e
−|x−y|2
4piDc(t−s) − e −|x+y|
2
4piDc(t−s)
]
con
G(x, y; t, s) =
e
−(t−s)
R
[4piDc(t− s)] 12
· e −|x−y|
2
4piDc(t−s)
La solucio´n p es:
p(x, t) =
∫
y>0
G+(x, y; t, s) · f(y) dy +
∫ t
0
∫
y>0
G+(x, y; t, s) · g(y, s) dy ds
con
px(a, t) =
∫
y>0
G+(a, y; t, s) · f(y) dy +
∫ t
0
∫
y>0
G+(a, y; t, s) · g(y, s) dy ds
En realidad, esto se puede cambiar a integrar en todo el espacio obser-
vando, que en el problema se puede hacer una trasformacio´n impar:
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px(a, t) =
∫
R
G(a, y; t, 0)
[
f(y)− f(−y)] dy +
∫ t
0
∫
R
G(a, y; t, s)
[
g(y, s)− g(−y, s)] dy ds
= Gx(t) ∗
[
f(·)− f(−·)]∣∣
x=a
+
∫ t
0
Gx(t− s) ∗
[
g(·, s)− g(−·, s)]∣∣
x=a
ds
Tomando norma del supremo, resulta
‖ px(t) ‖∞≤‖ Gx(t) ∗ f˜ ‖∞ +
∫ t
0
‖ Gx(t− s) ∗ g˜(s) ‖∞ ds
Tomemos estimaciones:
Tenemos
‖ Gx(t) ∗ f˜ ‖∞≤‖ Gx(t) ‖1 · ‖ f˜ ‖∞ (87)
Sea
e
−t
R
∫ ∞
−∞
| x | · e
−|x|2
4piDct
[4piDct]
1
2
dx
Haciendo el cambio de variable
y =
x√
4piDct
, dy =
dx√
4piDct
la integral anterior queda,
√
4piDct e
−t
R
∫ ∞
−∞
| y | ey2 dy = c ·
√
4piDct e
−t
R = c · ϕ(t)
Observamos:
i) ϕ(0) = 0.
ii) ϕ ∈ C∞ en t > 0.
iii) ϕ(t) ≥ 0 ∀t ∈ (0,∞)
iv) l´ım
t→∞
ϕ(t) = 0
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Por tanto,
| ϕ(t) |≤ C1 t > 0
Sutituyendo en (87), tenemos
‖ Gx(t) ∗ f˜ ‖∞≤ C1· ‖ f˜ ‖∞ (88)
Si g(x, t) ∈ L∞((0,∞)× (0,∞)) entonces
∣∣∣e−tR
∫ ∞
−∞
| x | · e
−|x|2
4piDct
[4piDct]
1
2
dx
∣∣∣ ‖ g ‖L∞((0,∞)×(0,∞))=
= C1
∫ t
0
e
−s
R
√
4piDcs ds· ‖ g ‖L∞((0,∞)×(0,∞))
Una estimacio´n (grosera) es
e
−s
R
√
4piDcs ≤ Ce−s2R
Por tanto,
C1
∫ t
0
e
−s
R
√
4piDcs ds· ‖ g ‖L∞((0,∞)×(0,∞))≤
≤ C1 ‖ g ‖L∞ C
∫ t
0
e
−s
2R ds ≈ C˜(−e−t2R ) ‖ g ‖L∞
(3) Finalmente, veamos como reducir el problema del intervalo a semiinter-
valos. Para ello basta introducir una funcio´n regular de truncamiento η, que
se anula excepto en las proximidades de uno de los extremos. Reescribiendo
el problema para la nueva variable w = vη se tienen unas ecuaciones que se
pueden extender a un semiintervalo infinito.
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8. Conclusiones y Trabajo futuro
En esta memoria hemos iniciado el estudio anal´ıtico de impulsos nerviosos
en el modelo de FitzHugh-Hodgkin-Huxley para nervios con mielina. Hemos
construido soluciones nume´ricas que sugieren la identificacio´n del impulso
nervioso con un cierto tipo de onda viajera ’h´ıbrido’. Los resultados nume´ri-
cos han sido validados contrastando las soluciones aproximadas obtenidas
mediante dos esquemas distintos (l´ıneas y Crank-Nicholson). A continuacio´n
hemos dado una descripcio´n asinto´tica precisa de los pulsos viajeros usando
la separacio´n de escalas del problema. La construccio´n asinto´tica proporciona
predicciones precisas de la velocidad e intensidad de los impulsos, as´ı como
de los rangos para los que es posible la propagacio´n de sen˜ales nerviosas.
Estas fo´rmulas son u´tiles para disen˜ar estrategias de control de los impulsos.
En la u´ltima parte de la memoria se abordan algunos de los problemas de
existencia que nos ha ido apareciendo. Probamos la existencia de soluciones
estacionarias y de soluciones globales para el problema de valores iniciales
cerca de las estacionarias. Queda para ma´s adelante el estudio riguroso de la
existencia de ondas viajeras en este problema, que pensamos abordar medi-
ante te´cnicas de punto fijo, inspiradas en la construccio´n asinto´tica.
Este trabajo de DEA formara´ parte de la tesis de la autora, que se
incribira´ con el T´ıtulo ’Problemas matema´ticos en biomedicina’. En ella,
abordaremos problemas matema´ticos en dos contextos distintos. El primero
es el estudio anal´ıtico, nume´rico y asinto´tico de la propagacio´n de impulsos
nerviosos en modelos para nervios de animales vertebrados. El segundo es la
deteccio´n de objetos (coa´gulos, alteraciones celulares...) en tejidos. Se trata de
un problema de scattering inverso que se suele refomular como un problema
de optimizacio´n. El objetivo consiste en desarrollar te´cnicas eficientes que
combinan me´todos de conjuntos de nivel y derivadas topolo´gicas.
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