A variant of the hybrid flow shop (HFS) problem considering missing operations, transportation times and sequence-dependent setup times is investigated. Heuristic algorithms along with dispatching rulesand dispatching rules are used to solve the given problem. The objective function is minimization makespan. The computational experimets are conducted to test the performance of the heuristic algoirthms and dispatching rules. In order to depict the effect of the factors: number of jobs, number of machines, number of production stages, level of missing operations on the result, the additiol experimentes are carried out. The result of NEH heuristic with SPTF rule outperformed other heuristics for the proposed HFS problems.
INTRODUCTION
Flow shop scheduling problem has been widely investigated in the literature. Nowadays, to increase the capacity, to fulfill customer expectations, to increase flexibility, some firms duplicate the machines in some stages or all stages. As a result, there is a set of machines at some stages in flow shop environment and this production environment turn into a hybrid flow shop environment. The HFS problem can be classified to three parts depending on the types of machines in every stage. In the HFS problem with identical machines, the processing time of a operation for all machines in a stage is same. In the HFS problem with uniform machines, the processing time of a operation for different machines in a stage can be changed according to the speed adjustment. In the HFS problem with unrelated machines, the processing time of a operation for different machines in a stage is independent.
In this paper, HFSP with the identical parallel machines, sequence-dependent setup time, transportation time and missing operations is discussed. Makespan is objective function.
Heuristic algorithms are used for the proposed problem and the computational experiments are conducted to compare the heuristics.
In Section 2, the related literature is discussed. The proposed problem is defined in Section 3. The heuristics are given in the Section 4. Section 5 describes the computational experiments. The conclusion is presented in section 6.
LITERATURE REVIEW
The HFS problem is not widely discussed and analysed in the literature. The research papers deal with the ordinary HFS problem. Gupta (1988) presented an approximate solution for HFS problem under only one machine and two stage. Linn and Zhang, (1999) reviewed the HFS problem and this paper presented some suggestions for future directions. Botta-Genoulaz (2000) studied six new heuristic to solve the HFS problem minimizing maximum lateness under precedence constraints and time lags. An artificial immune system were investigated by Engin and Döyen (2004) to tackle the HFS problem with makespan criterion. Zandieh, Ghomi, and Husseini (2006) used an immune algorithm to solve the HFS problem considering setup times.
An improved ant colony algorithm was presented by Alaykýran, Engin and Döyen (2007) to solve the HFS problem under makespan minimazing objective. The branch and bound method used as a comparative method and the results showed that it was an effective algorithm for solving HFS problem. Janiak, Kozan, Lichtenstein and Oğuz (2007) studied the HFS problem with cost related criterion and proposed three constructive heuristic algorithm and three metaheuristic algorithm based on tabu search and simulated annealing algorithm. A mixed integer model and heuristics were developed by Ruiz, Şerifoğlu and Urlings (2008) to tackle the HFS problem with sequence dependen setup times, machine lags, precedence constraints and release dates. Gholami et al. (2009) used genetic algorithm to tackle the HFS problem under sequence dependent setup times and machine break downs constraint. Naderi et al. (2009) developed a simulated annealing algorithm to handle the HFS problem with sequence dependent setup times and transportation times under minimizing total completion time and total tardiness. Wang et al. (2010) presented a novel hybrid discrete differential evolution algorithm to solve the blocking flow shop scheduling problem under minimization objective.
The results of this algorithm were better than the result of tabu search and hybrid differential evolution algorithm. Ribas, Leisten and Framinan (2010) reviewed the research papers published on HFS problem since 1995 and a new classified approach for HFS problem is presented. In addition to this new classification approach, these reassearch papers were classified considering the solution approach. Dugardin, Yalaoui and Amodeo (2010) algorithms. An improved cuckoo search algorithm was developed by Marichelvam, Prabaharan and Yang (2014) for the HFS problem. The performance of the proposed algorithm was better than the performance of the other metaheuristics. Kizilay et al. (2014) developed novel constructive heuristics and an IG algorithm for the HFS problem with makespan criterion. Fattahi et al. (2014) presented a branch and bound algoirthm for solving ths HFS problem with setup time and assembly operations. A mixed integer linear programming models and a novel hybrid PSO algorithm for the HFSP were developed by Naderi, Gohari, and Yazdani (2014) . Li, Pan and Wang (2014) proposed a hybrid algorithm that combined the chemical reaction optimization algorithm and the estimation of distribution to solve the HFS problem underminimizing makespan objective. Zhong and Lv (2014) presented a fast heuristic for two centers HFSP with transportation time. A simulation optimization approach was presented by Lin and Chen (2015) to solve the HFS problem of a real-worl semiconductor back-end assembly facility. Lei (2015) presented a two-phase neighborhood search algorithm for solving the HFS problem with two agents. Komaki, Teymourian and Kayvanfar (2016) 
PROBLEM DESCRIPTION
A flow shop scheduling problem is one of the most populer and classical problem in scheduling literature. Firms add more than one machine to each production stage in the flow shop environment to improve the efficiency and increase the daily production rate. The new problem defined as hybrid flow shop scheduling (HFS) problem. Figure 1 shows the general representation of the HFS problem with k production stages. It's defined as follows: There is n jobs to be operated on a set of production stages (k≥2). Each production stages or machine centers includes a set of identical parallel machines (mk) to perform same operation.
In this paper, a variant of the classical HFS problem is discussed with the following additional constraints: The anticipatory-sequence dependent setup times are separated from processing times. All machine in each stage is identical. In this proposed problem, the machine is not idle until the next job is available. The setup operations are considered according to previous job processed on this machine and the stage information, before one job is processed on the machine. Whenever the machine is idle, the setup operation can be operated. After the operation of a job is finished, this job is carried to other stage. The transportation time between stages is considered. Each machine processes the jobs only once. All jobs doesn't follow the same route. Some stages can be skipped and this results with missing operastions. There is unlimited buffer. Each operation of the job is asssigned to one machine. If this machine is unavailable, this job is put to the buffer. The operations of the jobs are operated by only one machine at each stage. The objective function is minimizing makespan. All jobs, machines are available to use at time zero.
Figure 1. Hybrid Flow Shop Environment
Consider the instance with four jobs, three production stages, two machines per production stage. The processing times are presented in Table 1 , the setup times are given in Table 2 . Initial setup time for each machine is 5,10 time units, respectively. The transportation times are shown in Table 3 . Makespan of a feasible solution for the given example is 172 time units. Figure 2 shows this feasible solution for the variant HFS problem. bmij (2019) 7 (3): 14-25 
HEURISTICS
The proposed variant HFS problem is NP-hard. In this paper, heuristic algorithms are used to settle feasible solution. NEH heuristic is the most efficient (Taillard,1990:65; Turner and Booth, 1987:75) . Because of this reason, NEH heuristic is applied to the proposed problem.
The four dispatching rules: shortest processing time (SPT), longest processing time (LPT),
shortest processing time at the first stage (SPTF), longest processing time at the first stage (LPTF), weighted shortest processing time (SPTW), weighted longest processing time (LPTW) used to construct initial feasible solution of NEH heuristic.
COMPUTATIONAL EXPERIMENTS
In this section, the performance of the proposed heuristics are analysed using experimental studies. All configurations for experiments are deliberately designed according to the real situation.
Experimantal Design
In this section, in order to understand how the parameter value effects the performance of the proposed heuristics, the extensive experimental studies are conducted. The number of jobs analysed in this paper are 5, 10, 20, 30, 40, 50 jobs. The processing times are assumed to be drawn from a uniform distribution between 1 and 90. The values of the stage are three stages and seven stages. The number of parallel machines per stage is three and five machines. The sequence dependent setup times and transportation times are a uniform distribution 1 and 20, a uniform distribution 1 and 10, respectively. 0% and 20% are used as the percentage of missing operations. The relative percentage deviation (RPD) is used to evaluate the result:
where RPDh is the relative percentage deviation of heuristic h for an specific instance,
Cmaxh is the makespan obtained by heuristic h for that instance, is the best makespan obtained by any heuristic in that instance. In addion to the RPD, is calculated as the number of times that a given rule results in the best solution divided by the number of test instances in a given instance class.
Results And Discussion
The parametres are grouped instances according to the parameter 'number of jobs (n)'
to present the results in a summarized way. Table 4 shows the labels for each group. In Table   5 , the computational results of the overall percent deviation of twelve heuristics for each level of missing operations are presented. The ranking of the heuristics according to ARPD are given in the Table 5 . The results show us that there are three heuristics (NEH_SPTF, NEH_LPTW and SPTF) dominate the other nine. Figure 3 presents the results considering ARPD without missing operations. For problem instances with number of stages g=3, the heuristic NEH_SPTF has showed the best performance. The results obtained ARPD with missing operations are given in Figure 4 . Figure   5 shows the results for all instances. Heuristic NEH_SPTF has achieved the best performance for all instances. 
