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                                                                                                                      AbstractParametric software cost estimation models are based on mathematical relations, obtained from the study of historical software pro-
jects databases, that intend to be useful to estimate the effort and time required to develop a software product. Those databases often 
integrate data coming from projects of a heterogeneous nature. This entails that it is difficult to obtain a reasonably reliable single para-
metric model for the range of diverging project sizes and characteristics. A solution proposed elsewhere for that problem was the use of 
segmented models in which several models combined into a single one contribute to the estimates depending on the concrete characteristic 
of the inputs. However, a second problem arises with the use of segmented models, since the belonging of concrete projects to segments or 
clusters is subject to a degree of fuzziness, i.e. a given project can be considered to belong to several segments with different degrees.
This paper reports the first exploration of a possible solution for both problems together, using a segmented model based on fuzzy 
clusters of the project space. The use of fuzzy clustering allows obtaining different mathematical models for each cluster and also allows 
the items of a project database to contribute to more than one cluster, while preserving constant time execution of the estimation process. 
The results of an evaluation of a concrete model using the ISBSG 8 project database are reported, yielding better figures of adjustment 
than its crisp counterpart.
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Parametric software cost estimation models are based on 
mathematical relations that intend to be useful to esti-mate 
the effort and time required to develop a software product. 
From the fifties of the past century, a large amount of 
parametric models have been reported (Farr and Zagorski, 
1965; Herd et al., 1977; Putnam, 1978; Bay-lei and Basili, 
1981; Boehm, 1981; Jensen, 1983; Rubin, 1983; Putnam and 
Mayers, 1992; Boehm et al., 2000), and they have provided 
universal mathematical equationsthat attempted to deal with estimations for any kind of
projects.
Recent research (Dolado, 2001) has showed the large
difficulty or perhaps the impossibility to obtain that kind
of universal mathematical expression. Consequently some
other alternatives to the universal mathematical equation
like analogy-based estimation have been explored (Walker-
den and Jeffery, 1999). In any case, an effort in building
estimation models is required due to the importance of
the time dimension of project management in organizations
(Soderlund, 2005).
One of the alternatives to traditional regression is the
use of segmented models (Cuadrado-Gallego et al., 2006;
Cuadrado-Gallego and Sicilia, 2007). Segments can be
obtained through clustering procedures that consider pro-
ject distributions and divergences in variance. This method
Nomenclature
ISBSG: International Software Benchmarking Stan-
dards Group
MMRE: mean magnitude of relative error
MMER: mean magnitude of error relative
RE: relative error
EM: expectation maximization
FCM: fuzzy C-meansis especially useful when practitioners deal with project dat-
abases that often collect data from projects of a widely het-
erogeneous nature. This problem is specially relevant for
databases that collect data from disparate organizations,
as the ISBSG (www.isbsg.org). Such diversity entails that
building a single parametric model for the whole database
usually leads to poor overall adjustment. For example, if
we adjust with conventional regression techniques the
resulting model yields the measures of mean magnitude
of relative error (MMRE) = 1.181 and PRED(.30) =
25.6%, which are very far from being acceptable. The
ISBSG provides a tool called Reality targeted at software
cost estimations for any kind of projects. An extended
definition of mean magnitude of error relative to the esti-
mate (MMER) (Foss et al., 2003), MMRE and PRED is
presented in ANNEX A.
A possible solution to enhance the results obtained for
the ISBSG database problem is that of using different esti-
mation mathematical models for different parts of the pro-
ject database. Such consideration results in somewhat
matching the project under estimation with the ‘‘most
appropriate model”, which in turn would have been
obtained from a concrete class of ‘‘similar” projects. This
raises the need for computing mathematical devices that
consider different parametric models for different inputs,
ideally in a way in that the computation can be automated
by an algorithm.
Clustering algorithms can help in automatically deter-
mining the classes of projects that a database records at a
particular moment in time. As reported elsewhere (Cuadra-
do-Gallego et al., 2006; Cuadrado-Gallego and Sicilia,
2007), the use of the EM clustering algorithm to estimate
the software development effort, using the data (software
projects) of the ISBSG database, and considering the size
and effort attributes, has demonstrated to be appropriate
in obtaining segmented parametric estimation models with
fairly good adjustment properties.
However, considering clusters as conventional, crisp sets
leads to a problem of uncertainty for projects that are
somewhere ‘‘in the middle” of several clusters (i.e. those
not significantly close to the center of any of the clusters).
In other words, there are cases in which a project under
estimation cannot be assigned to a segment in a sharp
way, so that it can be hypothetized if considering the con-
tribution of the models of more than one cluster could1 The database of projects used in the Reality tool was the ISBSG release
8.improve the overall results as a way of ‘‘using more
information”.
Classical clustering algorithms assigns each object to
one and only one of the clusters, with a degree of member-
ship equal to one, assuming well-defined boundaries
between the clusters. This model often does not reflect
the description of real data, where boundaries between
clusters might be fuzzy, and where a more nuanced descrip-
tion of the project’s affinity to the specific cluster is
required. However, cluster analysis is based on partitioning
a collection of data points into a number of clusters, where
the objects inside a cluster have a certain degree of similar-
ity, so that in principle it seems reasonable that a project
could be considered to belong (to some extent) to more
than one segment.
These considerations were the rationale for experiment-
ing with fuzzy clustering techniques as a flexible approach
to produce segmented parametric models of software effort
estimation. The use of clustering techniques to construct
models have been used in previous works like (Yoshinari
et al., 1993). Other approximations using fuzzy logic in
the field of software effort estimation can be found, e.g.
in Sicilia et al. (2005) fuzzy set elicitation techniques are
used as a tool to model vague categories expressing cost
driver quantities, and in Xu et al. (2004) the authors pres-
ent a fuzzy identification cost estimation modeling tech-
nique to deal with linguistic data and automatically
generate fuzzy membership functions and rules.
The research presented here is based on a model (Aroba,
2003) based on the algorithm FCM and the methodology
proposed by Sugeno and Yasukawa (1993) for fuzzy cluster-
ing as the procedure to obtain the parametric models. The
quality of the model is evaluated empirically by using the
ISBSG database to compare the results, and also a compar-
ison with a ‘‘crisp segment” based technique is provided.
The resulting fuzzy cluster model provides a significant
advantage: several (or even all) membership functions asso-
ciated to segments are used to compute every single estima-
tion. The flexibility to consider several parametric models
for a single project under estimation potentially allows
the compensation of the divergences between models for
clusters to which the project belongs partially.
The proposed fuzzy clustering approach, the same as
any clustering algorithm, can be applied to several kinds
of data sets. In this paper, the information provided by
the proposed fuzzy clustering algorithm is used as a basis
to develop a fuzzy segmented parametric estimation model
for software development effort.
The rest of this paper is structured as follows: Section 2
provides the definition and structure of segmented model.
In Section 3, the details of the experiment of the fuzzy
model with the ISBSG 8 database are provided. Finally,
Section 4 provides conclusions and some directions for fur-
ther research.2. Fuzzy segmented parametric estimation models for
software development effort
This section describes the model used for the prediction
of effort, as a generalization of existing segmented models
(Cuadrado-Gallego et al., 2006; Cuadrado-Gallego and
Sicilia, 2007) in which the predictions of development effort
are obtained by combining potentially more than one of
the models obtained for each segment.2.1. Method to obtain the software development effort based
on the fuzzy approach
Classical effort estimation models provide a single math-
ematical model in the form e ¼ f ðxiÞ to derive effort from a
number of n cost drivers xi that are known to have influ-
ence in the project.
Segmented models for parametric estimation provide a
number of mathematical models that are used differently
for different types of inputs, which is expressed in a generic
form in expression (1), where S is the combination scheme
used to actually compute the estimation from the inputs,
each cj represents one of the m inputs (clusters) and each
fi is a partial model targeted at some concrete cluster (in
general, the number of clusters and models is the same,
so m ¼ n). The same range of cost drivers is considered
for each fi, even though the model could be extended to
deal with different inputs for each sub-model.
eðp 2 cjÞ ¼ Sðf1ðxiÞ . . . fnðxiÞ; c1; . . . ; cmÞ ð1Þ
Several approaches can be used to devise the combina-
tion approach, resulting in segmented models with different
predictive properties. For example, the crisp segmented
model described in Cuadrado-Gallego et al. (2006), parti-
tions the input space (for the concrete case, considering
only size measured in function points) in a number of clus-
ters obtained from the EM algorithm and then uses expres-
sion (2) to compute the effort. Essentially, the scheme
partitions the input space and produce a parametric model
for each partition. Consequently, the model to which an
input point belongs is the only model used to derive the
estimate. The following expression puts this in formal
terms:
eðpÞ ¼ fjðpÞ; where ðp 2 cjÞK8ck 2 ðC ðcjÞÞ ! :ðp 2 ckÞ
ð2Þ
This approach has the obvious inconvenience of having
a degree of possible error for inputs ‘‘between” two or
more segments, since clusters are always of an approximatenature. A variant of this scheme could consider clusters
with a fuzzy nature in an attempt to alleviate that potential
source of error. Concretely, in the model described in this
paper, each project inside the database is considered to
belong to all the clusters with a membership grade, with
lcj (p) being the membership of the project p to cluster cj.
Such belonging is determined from its proximity to cluster
centers obtained from fuzzy clustering algorithms. Given
that we have a parametric estimation model for each clus-
ter, the combination of the contribution of the model asso-
ciated to each cluster is aggregated by considering the
extent to which the input belongs to each cluster, as
expressed in (3).
eðpÞ ¼Ani¼1½lci  fiðpÞ ð3Þ
The technique used to compute the partial models obvi-
ously depends on the final combination scheme, in which a
concrete A is used for the aggregation of partial contribu-
tions, and a concrete  operator is used weight the contribu-
tion from each segment. A straightforward concrete model
– that is the one used in this paper from here on – is pro-




lci  fiðxÞ ð3bÞ
As pointed out in Sicilia et al. (2005), it is often neces-
sary to apply the clustering algorithm ‘‘recursively” to
some of the clusters initially obtained to discriminate more
sub-types of projects in case of large clusters. This recursive
process in some cases does not change the compositional
scheme (e.g. in expression (3), the actual origin of the final
clusters is not relevant to the final outcome), but in other
cases, it may be useful to consider a refinement of the ori-
ginal scheme.
At this point, it is necessary to describe the methodology
used to obtain the membership grade of each project i to
each cluster cðlciÞ used in (3b). For this purpose, we will
use an unsupervised fuzzy clustering algorithm. In this
case, there are no initial conditions on the location of clus-
ter centroids, and classification prototypes are identified
during a process of unsupervised learning.2.2. Obtaining the membership grade of a project to a fuzzy
cluster lci
Classical clustering algorithms generate a partition of
the population in a way that each case is assigned to a clus-
ter. These algorithms use the so-called ‘‘rigid partition”
derived from the classical sets theory: the elements of the
partition matrix obtained from the data matrix can only
contain values 0 or 1; with zero indicating null membership
and one indicating whole membership. That is, the ele-
ments must fulfill








lik 6 n; 1 6 i 6 c
ð4Þ
Fuzzy partition is a generalization of the previous one,
so that it holds the same conditions and restraints for its
elements, except that in this case real values between zero
and one are allowed (partial membership grade). There-
fore, samples may belong to more than one group, so that
the selecting and clustering capacity of the samples
increases. From this it can be deduced that the elements
of a fuzzy partition fulfill the conditions given in Eq. (4),
except that condition (a) will now be written as
lik 2 ½0; 1; 1 6 i 6 c; 1 6 k 6 n ð5Þ
The best known general-purpose fuzzy clustering algo-
rithm is the so-called fuzzy C-means (FCM) (Bezdek,
1981). It is based on the minimization of distances between
two points (data) and the prototypes of cluster centres (C-
means). For this purpose, the following cost function is
used:






mkxk  vik2A; ð6Þ
where U is a fuzzy partition matrix of X, V ¼ ðv1; v2; . . . ; vnÞ
is a vector of cluster center prototypes which must be deter-
mined and m 2 ½1;1 is a weighting exponent which deter-
mines the degree of fuzziness of the resulting clusters.
Finally,
D2ikA ¼ kxk  vik
2
A ¼ ðxk  viÞ
TAðxk  viÞ ð7Þ
is the norm used for measuring distances (matrix A in-
duces the rule to be used – provided that it is the unit ma-
trix, which is very frequent, that is, the Euclidean norm).
The described algorithm was used (Sugeno and Yasuka-
wa, 1993) to build a fuzzy model based on the rules of
the form
R0 : IF x 2 A0 THEN y 2 B0; ð8Þ
where x ¼ ðx1; x2; . . . ; xnÞ 2 R are input variables,
A0 ¼ ðA1;A2; . . . AnÞ are n fuzzy sets, y 2 R is the output var-
iable and B0 is the fuzzy set for this variable.
The used computed model is based on the previously
described methodology (Sugeno and Yasukawa, 1993)
and represented by Eq. (8). This initial methodology has
been adapted and improved in the following aspects:
 It allows working with quantitative databases with n
input and m output parameters.
 The different variables object of study can be weighted
by assigning them weights for the calculation of dis-
tances between points of the space being partitioned.
 The achieved fuzzy clusters are processed by another
algorithm to obtain graphic rules trapeziums (Fig. 1). An algorithm processes and solves cases of multiple pro-
jections in the input space (mounds).
 The output provided in the original method has been
improved with a graphic interface showing the graphic
of the achieved rules.
 An algorithm automatically provides the interpretation
of the fuzzy graphic rules in natural language.
The model was implemented in the tool PreFuRGe
(Aroba, 2003), which has been used to carry out this
research.
Fig. 2a and b show two examples of rules generated by
means of the PreFuRGe tool.
In the rule of Fig. 2a, the fuzzy set assigned to each
parameter is represented by a polyhedron. The parameter
values are represented on the x axis of each fuzzy set,
and the value of membership to a cluster on the y axis. This
fuzzy rule would be interpreted as follows:
IF A1 is small and A2 is bigger or equal to average
THEN S is very small.
When applying the fuzzy clustering algorithm (Aroba,
2003) to the generated databases, it is possible to obtain
multiple projections in the input parameters (mountain).
In the fuzzy rule of Fig. 2b, a multiple projection (moun-
tain) is represented in the input parameter A1. In this case,
how the parameter A1 can take different types of values for
a certain kind of output is observed. This fuzzy rule can be
interpreted as follows:
IF A1 is small or big and A2 is average THEN S is very
small.3. Empirical validation with the ISBSG database
The basic model expressed in (3) was the point of depar-
ture for the empirical analysis of the fuzzy model. The pro-
ject database used was the ISBSG (International Software
Benchmarking Standard Group) version 8, and the selected
subset of data was the one used in the Reality tool of the
ISBSG product, which includes the projects that are con-
sidered more reliable inside the database.
The mathematical models were obtained through stan-
dard least square method regression using the classical
e ¼ a0fpa1 model, and considering the membership value
of each point to each cluster as a weight for the regression
procedure. As can be seen in the first row of Table 1, the
global MMER (Foss et al., 2003), MMRE and PRED
Fig. 2. Fuzzy Rules Example.
Table 1









11 58.76 51.7 38.57
15 51.28 61.4 34.11
20 47.5 59.3 14.29are much better for eleven clusters than those that could be
obtained by a single model (MMRE[SingleModel] = 1.18,
Pred[SingleModel](.30) = 25.6%), but there is still room
for improvement till reaching reasonably good parameters
for MMER, MMRE and PRED(.30).
The process was repeated for growing numbers of clus-
ters in search for better adjustment. Table 1 also provides
the global results for 15 and 20 clusters. It can be appreci-
ated that MMER and MMRE improves with the number
of clusters, but PRED fluctuates, which manifest that sim-
ply increasing the number of required clusters is not a guar-
antee for increasingly better models.
One of the major difficulties encountered during fuzzy
clustering of real data is that the number of clusters cannot
always be defined a priori, and it is necessary to find a clus-
ter validity criterion (Bezdek, 1981) to determine the opti-
mal number of clusters present in the data. There are
many studies on this issue (Dunn, 1974; Fukuyama and
Sugeno, 1989; Gath and Geva, 1989). In the present study,
we use the criterion described in Fukuyama and Sugeno







mðkxk  vik2  kvi  xk2Þ; ð9Þ
where n is the number of data to be clustered, c is the num-
ber of clusters ðc 6 2Þ, X k kth data (usually vector), Xmedia
the average of data x1; x2; . . . ; xn, vi is the vector expressing
the center of the ith cluster, norma is the norm, lik is the
grade of the kth data belonging to the ith cluster and m
is the adjustable weight (usually m = 1.5–3).
The number of clusters c, is determined so that S(c)
reaches a minimum as c increases: it is supposed to be alocal minimum as usual. As seen in (9), the first term of
the right-hand side is the variance of the data in a cluster
and the second term is that of the clusters themselves.
Therefore, the optimal clustering is considered to minimize
the variance in each cluster and to maximize the variance
between the clusters.
Thus, once obtained c is we have the optimal number of
projects’s partitions in the database we are using, solving in
this way the appearance of a possible problem of excessive
segmentation that is difficult to avoid when using crisp
clustering.
4. Conclusions
The use of parametric models is an extensively used
method in the software effort estimation field. Over the
years, most of the researches in parametric software effort
estimation models have been centered on finding a generic
expression that allows the practitioners to estimate the
effort to be spent in any kind of projects.
Some recent research has pointed out the large difficulty
or perhaps the impossibility to obtain that kind of univer-
sal mathematical expression. For this reason, the research
described here has tried to find an alternative to universal
expressions. One of the alternatives recently explored in
single-relation models, especially for input domains that
are large and heterogenous, is the use of segmented models.
Segments can be obtained through clustering procedures
that consider project distributions and divergences in
variance.
Although encouraging results have been found using the
segmented-based parametric software effort estimation
some problems could still be found with their use. The
use of fuzzy clusters in segmented models of parametric
software estimation provide a convenient approach to
overcome some of that problems i.e. the potential discrim-
ination errors that arise in segmented models with crisp
clusters. This paper has described a concrete approach
for deriving such models, along with a case study of its
application using the ISBSG 8 database.
The results point out that the fuzzy variant may present
better predictive capabilities to crisp versions, providing at
the same time estimates aggregated from different compo-
nents coming from partial models. This alleviates the prob-
lem of points in the frontier of two clusters and also
provides higher explicative capabilities.
Further work is ongoing in experimenting other fuzzy
clustering algorithms for the same problem. Concretely,
algorithms that attempt to extract relationships character-
izing clusters like the Gath–Geva or Gusftanson–Kessel
algorithms could provide additional insight in obtaining
realistic and interpretable shapes for project fuzzy clusters.
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Annex A
When the project is finished it is possible to compare the
actual values obtained with the estimated values. To do
that some indicators could be used. If V e is the estimated
value and V a is the actual value, the relative error (RE)
and the error relative (ER) (Foss et al., 2003) to the esti-
mates are
RE ¼ V a  V e
V a
ER ¼ V a  V e
V e
Frequently, it is necessary to know the relative error for
a set of estimators, for example, usually it is desirable to
know if the effort estimations done are accurate for a set
of developed projects. The medium relative error (similar






Also it is possible to calculate the value of these same
indicators considering the absolute value MMRE ¼






If the medium of the relative error is little, then our pre-







These concepts are used to define a measure for the pre-
diction quality. For a set of n projects, i is the number of
those whose medium relative error value is less or equal
to q:PREDðqÞ ¼ i
n
The prediction of level q, PREDðqÞ, gives an indication of
the adjustment degree for a data set, based on the value of
the RE obtained for each datum. For example if
PREDð0:3Þ ¼ 0:4 the 40% of the projects have a medium
relative error below 25%. To evaluate the performance of
a given model, a model whose MMRE 6 0:25 and
PREDð0:25ÞP 0:75 (Conte et al., 1986) is considered to
be a good one.
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