Abstract. We establish a C ∞ regularity result for C 1,1 solutions of degenerate Monge-Ampère equation in R 2 , under the assumption that the trace of the Hessian is bounded from below.
Introduction
There is a vast body of elliptic regularity results for the Monge-Ampère equation
If the data k, ϕ, ∂Ω are smooth and ∂Ω is strictly convex, then there is a unique solution u of (1.1), smooth up to the boundary of Ω (e.g., [2] ).
In the event that ellipticity degenerates, i.e. k ≥ 0 vanishes in Ω, existence and uniqueness persist with some restrictions, but the optimal regularity of solutions is now C 1,1 (e.g., see [5, 7] ). For the case n = 2, the Monge-Ampère equation is closely related to Weyl's isometric embedding of surfaces ( [10] ). If the Gauss curvature is only assumed to be nonnegative, a C 1,1 isometric embedding was obtained in [6, 8] . It is desirable to know under what conditions the solution is smooth. From an analytic point of view, detecting smoothness from the data is problematic even for the simplest degeneracies: the nonsmooth function u (x) = c n |x| 2+ 2 n solves (1.1) with polynomial data k (x) = |x| 2 , ϕ (ξ) = c n and ∂Ω = S n−1 . A similar global example for the Weyl isometric embedding problem can be found in [1, 9] , where the metric is analytic with nonnegative Gauss curvature but the isometric embedding is not C 3 . The problem is that the mean curvature of the isometric embedding vanishes along with the Gauss curvature at a point. That is, the surface is umbilical at a point where the Gauss curvature vanishes.
An alternative approach to detecting smoothness in the degenerate case has been introduced by one of the authors that involves geometric quantities associated with the solution u. For example ([4] 
where k is smooth and there is m ∈ N and C > 0 such that
Then u is smooth in Ω if ∆u is bounded below by a positive constant c in Ω, i.e.
We also have the following regularity result for the isometric embedding problem. Theorem 1 follows immediately from the result in [4] mentioned above (see Theorem 3 and Remark 21 (ii) there), together with Lemma 1 in the next section which proves the continuity of the eigenvector v (x) of D 2 u (x) with least eigenvalue, and then deduces that in an appropriate coordinate system u 22 ≥ 1 2 in a neighbourhood of the origin. Note also that when m = 1, the elementary inequal-
function and we must have ∆u ≥ c. This shows that (1.5) is a necessary condition for smoothness of u. Theorem 2 will also follow from Lemma 1, but we will need to work a bit harder to prove the lemma in this geometric situation.
Added in proof.
In a recent preprint [3] , Daskalopoulos and Savin proved some sharp C 2,α regularity results for equation (1.3) with k = |x| α g(x) for Hölder continuous g > 0 and without condition (1.5).
Proofs
For x sufficiently close to the origin, under assumption (1.4), the eigenvalues
The unit eigenvector v (x) corresponding to the least eigenvalue λ 1 (x) is thus uniquely determined modulo multiplication by ±1, i.e. as a point in the projective space P 1 . The following lemma is crucial. Step 1. For a convex C 1,1 (Ω) solution u to (1.3) with k smooth as in (1.4), let
be the square of the third order derivatives of u with respect to the metric
uses Calabi's identity to obtain the estimate
where C depends on u C 1,1 . See also the lemma in section 4 of Iaia [9] for the inequality k 2 σ ≤ C, which coincides with (2.1) when m = 1, but is weaker otherwise. In coordinates that diagonalize D 2 u at x 0 = 0, we may pick a representative of v
and hence
If we keep these coordinates fixed, we get for a nearby point x,
where θ is determined by
Solving (2.3) for θ we get
.
Thus we see that for x sufficiently close to x 0 , θ is small,
Step 2. Now consider the vector fields
• . From (1.4) and (2.2) we get
and letting h → 0 (recall that v and u 12 are smooth away from the origin) we get
Step 3. Next we claim that (2.8)
for all balls B (0, R) ⊂ Ω (note that the Calabi estimate (2.7) yields only |∇v (x)| ≤ C |x| −1 ). For this we first establish the inequality (2.9)
We start with the identity
and multiply through by kG u to obtain are divergence free, and so integration by parts yields
for 0 < ε < R and Γ = B (0, R) \ B (0, ε), where n denotes the unit outward normal to ∂Γ and n j is the component of n in the j th direction. Now on ∂B (0, r), if we fix a point z with |z| = r and choose coordinates that di- 
Thus we have
Altogether then, with r equal to both R and ε, we obtain (2.9) if we let ε → 0. To obtain (2.8) from this we recall from (2.7) that
In the same coordinates we also have
2). Altogether we have
where the right hand side is independent of rotation of coordinates, and so
by (2.9). We also have from (2.7) that
Thus both D v(x) v (x) and D v(x)
, and this completes our proof of (2.8).
Step 4. Now we prove the following modulus of continuity for v at the origin: there is C > 0 such that (2.10)
First let γ (t) be an integral curve with respect to the vector field X, i.e. γ (t) = v (γ (t)). We have from (2.7) that
gives an upper bound on the curvature of γ (t) since |γ (t)| = |v (γ (t))| = 1. Now fix r and x 0 , y 0 ∈ B (0, r) \ {0} with |x 0 − y 0 | < δr, where 0 < δ < 1 is fixed sufficiently small, and let γ x 0 (respectively γ y 0 ) be the integral curve of X with
Since X is a unit vector field and the integral curves have bounded curvature (by (2.11)), we can pick parameter intervals (a, b) and (c, d) so that in a properly rotated coordinate system, the images γ We now write
Now for each s there is t so that using (2.7) we have
and we get
, and this completes the proof of (2.10).
Step 5. From (2.10) we see that v admits a continuous extension v (0) in P 1 to the origin. We now prove that lim x→0 u 11 (x) = 0 in coordinates with v (0) = ± (1, 0), and hence that u 22 (x) = u (x) − u 11 (x) ≥ 1 2 in a neighbourhood of the origin. Indeed, if x is fixed near the origin and if θ is the angle of rotation that diagonalizes
then (2.10) yields the estimate
Thus u 11 (x) is given by
This completes the proof of Lemma 1.
Proof of Theorem 1. As we mentioned, Theorem 1 follows from Lemma 1 and from Theorem 3 and Remark 21 (ii) in [4] (one easily checks that this remark holds for smooth k as in ( 1.4)).
Proof of Theorem 2. From elliptic regularity of the Monge-Ampère equation in n = 2, the isometric embedding X obtained in [6, 8] is smooth away from the null set of k. By the finite type assumption (1.4), the null set of k is discrete. For each p ∈ M with k(p) = 0, we may assume that X(p) = 0, that the xy-plane is the tangent plane of X(M ) at 0, and moreover that it can be represented locally as a graph (x, y, u (x, y)) over the xy-plane. Then u satisfies equation (1.3) with
where s, t are variables on M and hence functions of x, y. Moreover, we note that k continues to satisfy condition (1.4) in the x, y variables. The only catch is that here we must derive the Calabi estimate (2.1) used in the proof of Lemma 1 above, and this is now complicated by the fact that s and t are not smooth functions of x and y at the origin. When m = 1, the estimates obtained in [9] suffice, but for m > 1 we will adapt the proof of (2.1) in [12] to the case at hand. To accomplish this we pick conformal coordinates near p so that g = λ(s, t)(ds 2 + dt 2 ). Since the embedding X is an isometry, we have
Now write s, t, u as functions of x, y. Then we have
For any q in a neighborhood of p, we may rotate s, t so that the Jacobian matrix 
at the point q. With this, the proof of the Calabi estimate (2.1) for degenerate Monge-Ampére equations in [12] can now be adapted to the case at hand. Here is a sketch of the details in the case where k = κ (s (x, y) , t (x, y)) is independent of u and Du in (1.3). The general case (2.13) is similarly adapted to the corresponding argument in [12] , and is left to the reader. Using the notation of [12] , we obtain from the section on Calabi's identity there the inequality This establishes inequality (13) in [12] for such k, and the remainder of the proof in [12] is unchanged. This completes our sketch of the proof of (2.1) in the case at hand.
Thus Lemma 1 holds in this setting, and together with the regularity result in [4] , we obtain that u is C 3,α in the x, y variables for some α > 0. In turn then X ∈ C 3,α , and s, t are C 3,α in the x, y variables, and finally k is C 3,α in the x, y variables. Higher regularity of X now follows directly from [4] .
