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Abstract
In this work the capabilities of an open-source CFD code (OpenFOAM) in
the simulation of the Benjamin bubble are benchmarked against the available
experimental data, theoretical analysis and numerical results of simulations
carried out with a commercial code. The simulations are carried out for a
large range of Reynolds numbers, obtained by using both water and high-
viscosity oils. The volume of fluid (VOF) multiphase model is used in the
simulation. The dynamics of the Benjamin bubble is investigated in terms of
bubble drift velocity and shape. The sensitivity of the results to the size of
the time step, to the numerical discretization schemes and to grid refinement
and topology is investigated by using water as working liquid. It is found that
the most critical parameters are grid topology and resolution. The results
obtained on a structured hexaedral grid of adequate resolution show good
agreement with experimental data both in terms of bubble shape and drift
velocity. In particular, the bubble shape obtained with OpenFOAM is closer
to the experimental one than that found in analogous simulations carried out
with a commercial code.
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Introduction
In this work the dynamics of the Benjamin bubble inside a horizontal pipe is
simulated by means of an open-source CFD code (OpenFOAM). The Ben-
jamin bubble (see [7]) is a basic structure closely related to the slug flow
regime, which is a common flow pattern encountered in multiphase flow
transport pipelines. It is a long bubble which penetrates into a stagnant
liquid in a horizontal channel or pipe. This bubble can be obtained by open-
ing one of the closed ends of an horizontal channel or pipe filled with liquid.
This allows the liquid to flow out of the pipe and, at the same time, the
gas from the ambient to replace the discharged liquid forming the Benjamin
bubble.
Benjamin derived analytical solutions for the velocity of the bubble VD
in 2D and 3D cases neglecting the effect of the viscosity and of the surface
tension (see [7]). Under these hypothesis he found constant velocities of the
bubble equal to VD = 0.38 in the 3D cases, and VD = 0.35 in the 2D case.
The results in 3D are confirmed by the model of [5], developed on the basis
of a set of measurements in pipe flow with a low viscosity liquid, such as
water. Therefore, the Benjamin results are generally considered valid when
the viscosity not play an important role on the bubble drift velocity.
It was experimentally found in [10] that the drift velocity is pratically
independent of viscous effects for Reynolds numbers ReD = VDρDµ > 400,
based on the pipe diameter, D, the liquid density, ρ, and its viscosity, µ. The
experimental value of the drift velocity in this range of Reynolds numbers
has been found to be VD = 0.33 − 0.35 ([10, 9, 11], based on tests carried
out for water and other fluids with comparable viscosity for the liquid phase
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and air for the gas phase. Moreover, it was found in [10] that in the range of
Reynolds numbers from ReD = 400 to ReD = 200 the influence of viscosity
on bubble propagation is small, while more significant effects are observed
for ReD < 200. The importance of viscosity on drift velocity was confirmed
also by the experimental studies in [11] for high viscosity oils, whose values
of ReD are always lower than 200. The results obtained by [10, 11] highlight
a decrease of VD increasing the fluid viscosity.
Numerical simulations of the motion of the Benjamin bubbles were carried
out in [13, 12] by using the commercial code FLUENT. The simulations
carried out in [13] for an inviscid fluid confirm the theoretical results of [7].
As for the low viscosity fluids, VD = 0.35 was found by [12] for water, while
for higher viscosity fluids the simulations of [13, 12] confirmed the influence
of viscosity on VD. Moreover, in [12] in the range ReD = 200 − 400 the
bubble drift velocity is constant along the pipe and its value is function of
the Reynolds itself, and thus of the viscosity of the fluid. On the other hand a
decrease of VD along the pipe if ReD < 200 was highlighted in [13, 12]. Thus,
the value of the drift velocity is a function not only of the considered fluid but
also of the longitudinal position of the bubble front inside the duct. To our
knowledge, no experimental evidence exist of this decrease of the bubble drift
velocity along the pipe, probably because measurements are always limited
to a reference section of the pipe. From a physical point of view, the decrease
of the bubble drift velocity along the longitudinal coordinate of the pipe is
explained in [12]. It is found that the velocity of the bubble is related to the
flow regime that is present at the bubble front while it advances along the
pipe. For subcritical flow, i.e. for ReD < 200, the increase of the wall shear
acting on the liquid layer causes an increase of the height of the liquid layer
and a decrease of the bubble drift velocity. The presence of a subcritical
flow under the bubble for high viscosity fluid and, thus, the decrease of the
bubble drift velocity along the pipe open questions concerning the application
of conventional slug flow models to simulate the motion of the heavy oil flow.
In particular, the gas bubble drift velocity, which for heavy oil pipe flow can
be a significant component of the overall velocity, can not be predicted with
a simple empirical correlation as it happens for lower viscosity liquids. On
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the other hand, in this case it is not easy to develop an empirical closure for
VD that, in turn, depends on the length of the liquid layer behind the bubble
front. Finally, a still open question is whether the conventional Slug-Unit
Model of [3] can be applied to heavy oil flow.
In this work the capabilities of the open-source code OpenFOAM in the
simulation of the motion of the Benjamin bubble are benchmarked against
the available experimental data, theoretical analysis and numerical results
of simulations carried out with a commercial code. The final goal is the
appraisal of the reliability of this open-source code in the modelling of mul-
tiphase flows through pipelines, such as the slug flow. To this aim, the sim-
ulation of the motion of Benjamin bubble was carried out for a wide range
of Reynolds number, obtained by varying the viscosity of the simulated liq-
uids. Air is always used as the gas phase. Moreover, the present simulations
give a contribution to the investigation of the effect of liquid viscosity on the
Benjamin bubble dynamics.
The work is divided in the following chapters. In the first Chapter the
state of the art is described in details, by highlighting the importance of
the Benjamin bubble in the slug flow model. The numerical methodology
and the case setting are described in Chapters 2 and 3, respectively. The
results obtained by simulating water as work fluid are presented in Chapter
4, together with a comparison with the experimental data in [11] and the
results of the same simulation carried out by using the commercial code
FLUENT. Finally, in Chapter 5 the effect of viscosity on the bubble drift
velocity is shown and compared with the measurements in [11] and the results
in [13, 12].
5
Chapter 1
Motion of elongated bubbles
over a horizontal pipe
The term phase specifies a homogeneous part of a heterogeneous system,
bounded by a surface through which one or more quantities are discontinuous.
A multiphase flow is a system consisting of several phases moving in a certain
region of space, for example within pipes.
This kind of flows is found in various engineering fields. For example, a
mixture of petroleum, water, gas and sand is obtained from crude oil mining
from oil fields; but a simple heat exchanger with boiling fluid uses a two phase
flow too. Thus, multiphase flow are very important in a lot of engineering
applications. Nevertheless, due to its complex nature the research in this
field led often to empirical results of limited applications.
From a practical engineering point of view one of the major design dif-
ficulties in dealing with multiphase flow is that the mass, momentum, and
energy transfer rates and processes can be quite sensitive to the geometric
distribution of the components within the flow. For example, the geometry
may strongly effect the interfacial area available for mass, momentum or en-
ergy exchange between the phases. Moreover, the flow within each phase or
component will clearly depend on that geometric distribution.
In this chapter a brief introduction of multiphase problems is first made.
Then a thorough description of slug flow is given. Finally, previous works on
6
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Benjamin bubble are presented.
1.1 Multiphase flow
An appropriate starting point is a phenomenological description of the geo-
metric distributions that are observed in common multiphase flows. A partic-
ular type of geometric distribution of the components is called a flow pattern
or flow regime. Figure 1.1 shows the most common flow regimes for liquid-gas
mixture in a horizontal pipe, which are the following:
Figure 1.1: Different flow regimes.
a) Stratified flow: the two phases are separated from a flat interface. If
gas velocity increases a wavy flow occurs.
b) Wavy flow: waves propagate in the flow direction. Waves amplitude
depends on relative velocity between the two phases and on fluid properties.
c) Plug flow: the lower part of the pipe is occupied by liquid whose height
is variable. Above it gas moves through elongated bubbles separated from
liquid plugs that obstruct the entire section.
d) Slug flow: starting from plug flow, the slug flow occurs when gas
velocity increase. Little gas bubbles are englobed in liquid plugs.
e) Annular flow: liquid forms a ring, with a variable width (higher in the
lower part of pipe), in contact with the wall. Ring can be continuous or not
7
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and there may be some waves. Gas flows inside the ring, carrying little liquid
bubbles.
f) Disperse flow: a continuous liquid matrix is present. In it gas bubbles
are sprinkled, gathered in the upper part of the pipe.
For these simple flows a large number of investigations have been con-
ducted to determine the dependence of the flow pattern on the characteristic
parameters of the flow, such as: component volume fluxes, volume fraction
and fluid properties, e.g. as density, viscosity, and surface tension. The re-
sults are often displayed in the form of a flow regime map that identifies the
flow patterns. Note that usually these maps do not have general validity
because it is very difficult take in account all the variables involved in the
problem. An example of flow regime map [1] is shown in Figure 1.2.
Figure 1.2: Flow regime map [1].
In Figure 1.2 solid lines and points are experimental observations of the
transition conditions while the hatched zones represents theoretical predic-
tions.
The boundaries between the various flow patterns in a flow pattern map
occur because a regime becomes unstable as the boundary is approached
and the growth of this instability causes transition to another flow pattern.
8
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Multiphase transitions can be rather unpredictable since they may depend
on otherwise minor features of the flow, such as the roughness of the walls or
the inflow conditions. Hence, the flow pattern boundaries are not distinctive
lines but more poorly defined transition zones. Thus, when gas and liquid
flow together in a pipe the interface between the phases may take a variety
of different patterns, the most complex being probably slug flow.
The primary characteristic of slug flow is its inherent intermittence. An
observer looking at a fixed position along the axis would see the passage of
a sequence of slugs of liquid containing dispersed bubbles alternating with
long bubbles, as show in Figure 1.3.
Figure 1.3: Slug flow in a horizontal pipe.
As most of the gas is conveyed by the large bubbles the accurate prediction
of their motion and their shape is essential. Figure 1.4 shows a Benjamin
bubble taken from [2].
Figure 1.4: Benjamin bubble [2].
The motion of a long bubble in a pipe filled of a liquid is driven by the
motion of the liquid itself and/or by the effects of gravity. If the liquid is
at rest the only force that moves the bubble is the gravity. However other
forces may have some secondary effects: this is the case of viscous forces and
surface tension which slow down the motion.
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Slug flow occurs over a wide range of conditions, for this reason it presents
a major interest for many industrial processes like:
• Production of oil and gas in wells and their transport in pipelines;
• Geothermal production of steam;
• Boiling and condensation processes in power generation facilities as well
as in chemical plants and refineries;
• Handling and transport of cryogenic fluids;
• Emergency cooling of nuclear reactors.
It covers also a broad range of flow conditions in two phase flow in micro-
systems.
The existence of slug flow can create problems for the designer. Indeed
the high momentum of the liquid slugs can create considerable force as they
change direction passing through elbows, tees or other process equipment.
Furthermore the low frequencies of slug flow can be in resonance with
the fundamental frequency of large piping structures and severe damage can
take place unless this situation is anticipated in design.
In contrast, there are numerous practical benefits that can result from
operating in the slug flow pattern. Because of the very high liquid velocities,
it is usually possible to move larger amounts of liquid in smaller lines than
would otherwise be possible in two phase flow. In addition the high liquid
velocities cause very high convective heat and mass transfer rates resulting
in very efficient transport operations.
As mentioned, multiphase flows are highly important in various applica-
tions. Nevertheless, their extremely complex nature has meant that research
in this field has led to results essentially empirical and of limited applicability,
as will be briefly reviewed in this thesis.
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1.2 Slug-Unit Model
Most of the existing slug flow model are based on the Slug-Unit Model pro-
posed by [3].
The purpose was to present a systematic model for the hydrodynamics
of slug flows able to predict the time varying behaviour. The model predicts
slug fluid velocity, velocity of propagation of the nose of the slug, film velocity
as a function of time and location, length of the slug, film region behind the
slug, and mixing eddy and shape of the surface of the film region.
We refer to Figure 1.5 for a sketch of an idealized slug which has been fully
established and to Figure 1.6 for a sketch of the process of slug formation in
horizontal pipes.
Figure 1.5: The physical model for slug flow [3].
Figure 1.6: The process of slug formation [3].
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The process of slug formation is summarized as follow:
1. Liquid and gas concurrently flow into a pipe. In slug flow conditions,
the liquid layer decelerates as it moves along the pipe. As a result, its level
increase, approaching the top of the pipe. At the same time, waves appear
on the liquid surface. Eventually the sum of the rising liquid level plus the
wave height is sufficient to bridge the pipe momentarily blocking the gas flow.
(See Figure 1.6A, B and C).
2. As soon as the bridging occurs, the liquid in the bridge is accelerated
to the gas velocity. The accelerated liquid picks up all the slow moving liquid
in the film ahead of it and accelerates it to slug velocity. By this mechanism,
the fast moving liquid builds its volume and become a slug. (See Figure
1.6D). A fully formed slug is show in Figure 1.4.
3. As the slug is formed and move down the pipe, liquid is shed uniformly
from its back and forms a film with a free surface. This liquid film decelerates
rapidly from slug velocity to a much lower velocity. (See zone lf in Figure
1.4).
4. The slug has a higher kinetic energy than that of the liquid film. Thus,
the film penetrates a distance into the slug before it is finally assimilated at
the slug velocity. This phenomenon creates an eddy at the front of the slug
which is essentially a mixing vortex. The distance of penetration constitutes
the length of the mixing eddy. In this mixing zone gas is entrapped due to
mixing. (See zone lm in Figure 1.5).
1.2.1 The concept of unit cell
Slug flow studies require the understanding of various phenomena. A good
way to identify these phenomena is to gain knowledge of an idealized slug
flow made of identical cells. This concept that focuses on a unit cell [3] has
proved to be useful for the understanding of the physical phenomena involved
in slug flow and efficient for the flow prediction. The unit cell model requires
the existence of a frame in which the flow is fully developed in long bubbles
and liquid slugs.
The main difficulty in modelling slug flow comes from its chaotic nature.
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This is suggested by the observation of the succession of bubbles and slugs
whose length appears randomly distributed with time, as show in Figure
1.7. For avoiding to account for the flow randomness, a few assumptions are
needed. The initial assumption was to see the flow as a sequence of bubbles
and slug periodic with both space and time. However by using two weaker
assumptions, one arrives to the same model.
Figure 1.7: Probability density distribution of  bubble and  slug lenght.[4]
The first assumption comes from experimental evidence illustrated in Fig-
ure 1.8. The probability density distribution of bubble and slug velocities
shows that they are narrowly distributed about their average and they are
almost identical. An observer moving at the statistical mean velocity would
see the whole structure almost frozen. Although this property becomes less
evident at high gas or liquid flow rate, this quasi-steady behaviour in a mov-
ing frame is the key of the success of the unit cell model. Indeed this property
leads to a great simplification since it allows transforming an unsteady prob-
lem into a steady one.
13
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Figure 1.8: Probability density distribution of  bubble and  slug
velocities.[4]
The second assumption consists in assuming that the flow is fully devel-
oped in each part of the cell. As a consequence, the cross-sectional mean
fraction and velocity of each phase do not depend on the longitudinal coor-
dinate in the long bubbles and in the liquid slugs as well.
Summarizing the two following assumptions are required:
• There exists a frame of a given velocity V in which the flow is steady.
• In this frame the flow in long bubbles and in liquid slugs is fully devel-
oped.
1.3 Drift velocity
In the Slug-Unit Model proposed by [3] the bubble velocity is assigned with
an empirical closure equation. Among the various closures proposed in the
literature, the one developed by [5] on the basis of a set of measurements
relative to pipe flow of a gas and of a low viscosity liquid like water is often
adopted. A closure was proposed in [6], as shown by equation (1.1), in which,
at low mixture velocities, the bubble velocity is given by the sum of the drift
14
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velocity of the gas bubble relative to a stationary liquid, VD, plus the mixture
velocity multiplied by a shape factor.
Vt = CVm + VD (1.1)
where:
• Vt is the bubble velocity;
• C is a parameter that is equal approximately to 1.2 for turbulent flow
and 2 for laminar flow;
• Vm is the mixture velocity given by Vm = VSG+VSL where VSG and VSL
are superficial gas and liquid velocities, respectively. The superficial
velocity of a phase represents the velocity that the phase would have if
that phase flowed alone in the pipe with the same volumetric flow rate;
• VD is the drift velocity of a bubble penetrating in a stagnant liquid.
The drift velocity is computed with the equation derived by [7] on a theo-
retical ground, for the special case of inviscid liquid flow. This equation is
considered to be accurate enough for practical applications also when the
liquid viscosity is appreciable. The problem studied by Benjamin is shown in
Figure 1.9. The density of the liquid is denoted by ρ, and the cavity is taken
to be filled with air whose weight is negligible. Viscosity and surface tension
are also neglected. The flow is assumed to be uniform far upstream and far
downstream. The aim of the work of [7] was to show how the balance of
forces between the approaching and receding parts of the stream determines
the values of h/d, c1/(gr)1/2 and c2/(gr)1/2. Where c1 and c2 are the velocity
of the flow in the zones represented in Figure 1.9, r and d are respectively the
radius and the diameter of the pipe section, h is height of the liquid outflow.
This flow may be reproduced very closely as in the situation described in
Figure 1.10.
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Figure 1.9: Specifications of cavity flow in horizontal pipe of circular
cross-section [7].
Figure 1.10: Illustration of the motion when liquid flows out from a horizontal
pipe [7].
Liquid initially fills a pipe closed at both ends and fixed horizontally.
One end is then opened, and under the action of gravity the liquid flows out.
It can be expected that, after transient effects are over, the air-filled cavity
replacing the volume of the ejected liquid will progress steadily along the
pipe. Observed in a frame of reference travelling with the front of the cavity,
the motion of the liquid will appear to be steady. Therefore, the velocity of
the cavity relative to a stationary observer will be c1. The effects of viscosity
and surface tension are negligible.
With reference to Figure 1.9, the pipe has a circular cross-section, with
radius r and diameter d. The free surface far downstream subtends an angle
2α at the axis, so the breadth, b, and the cross-sectional area of the flow
beneath, A, are given respectively by equation (1.2) and (1.3).
b = 2rsinα (1.2)
A = (pi− α+ 1/2sin2α)r2 = pir2(1− ξ) (1.3)
16
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in which:
ξ = (α− 1
2
sin2α)/pi (1.4)
The continuity equation takes the following form:
c1pir
2 = c2A (1.5)
so:
c1
c2
=
A
pir2
= 1− ξ (1.6)
The point 0 in Figure 1.9 is a stagnation point, and the pressure is zero ev-
erywhere along the free surface. Hence, by application of Bernoulli’s theorem
along this surface, it follows that:
c22 = 2gr(1− cosα) (1.7)
It also follow from the theorem that the pressure at the uppermost point of
the cross-section far upstream is:
p1 = −1
2
ρc21 (1.8)
For a circular cross-section the centre of pressure is on the axis; hence the
total pressure force is (p1 + ρgr)pir2. Thus, adding the momentum flux
upstream, we have for the flow force:
S1 = (p1 + ρgr + ρc
2
1)ρr
2 = ρ(gr +
1
2
c21)pir
2 (1.9)
Far downstream the total pressure force is given by:
2ρgr3
∫ pi
α
(cosα− cosθ)sin2θ dθ = ρgr
(
Acosα+
2
3
r2sin3α
)
(1.10)
Hence the flow force is:
S2 = ρ
[
gr(Acosα+
2
3
r2sin3α) + Ac22
]
(1.11)
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Setting S1 = S2 and using (1.6) and (1.7) to eliminate c1 and c2, we obtain:
ξ2(1− cosα) + ξcosα− 2
3
pisin3α = 0 (1.12)
This equation for α has to be solved numerically. The only non-trivial and
physically acceptable root is found to be α = 82.78◦, for which ξ = 0.5978.
With this value of α, (1.7) gives:
c2/(gr)
1
2 = 1.322 (1.13)
From which, using (1.6), we finally obtain:
c1/(gr)
1
2 = 0.767 (1.14)
Moreover from some trigonometric considerations we obtain:
h/d = 0.563 (1.15)
Thus, equation (1.14) gives the speed of the advancing air-filled cavity formed
when liquid freely flows out from one end of a horizontal pipe. In other words,
equation (1.14) gives us the drift velocity.
The Froude number of the receding stream can be defined as:
F =
c2
C
(1.16)
where C is the speed of long infinitesimal waves relative to the liquid. Using
a formula for C proposed by [8], we have:
C =
(
gA
b
) 1
2
=
{
pigr(1− ξ)
2sinα
} 1
2
= 0.996(gr)
1
2 (1.17)
Hence from equations (1.13), (1.16) and (1.17) we obtain the following result:
F = 1.328 (1.18)
18
1.4 - Influence of viscosity 19
It shows that the receding stream is supercritical and capable of forming a
hydraulic jump.
Other studies on this kind of problem were carried out. [9] extended
the approach of [7] to the inclined and the vertical cases, taking into con-
sideration surface tension effects. Comparison of the proposed model with
the experimental data obtained within the same study shows good agreement
between the theory and the experiments, except for the zero-inclination case.
For the zero-inclination case the theory predicts the same value for the drift
velocity as in [7], i.e. VD/
√
gd = 0.54, and the experiments yield a value of
VD/
√
gd = 0.47. Also the data of [10] for Σ=0.01 were in agreement with
those obtained by [9], as shown in Figure 1.11. Where Σ is a surface-tension
parameter given by Σ = σ
∆ρgr2
. In it Σ is the surface tension and ∆ρ the ab-
solut value of the difference between the density of the two differents fluids.
Moreover a value for h/D of 0.6 was obtained for outflow.
Figure 1.11: Variation of the drift velocity with inclination angle [9].
1.4 Influence of viscosity
The drift velocity computed by [7] is referred to the special case of inviscid
liquid flow. This equation is considered to be accurate enough for practical
19
1.4 - Influence of viscosity 20
applications also when the liquid viscosity is appreciable. The extension to
viscous liquids of the model in [7] is supported by the experimental obser-
vations of [10] who found that the effect of viscosity on the drift velocity is
appreciable only for values of the Reynolds number
ReD =
VDρD
µ
(1.19)
smaller than 200. Where:
• ReD is the Reynolds number referred to the drift velocity, VD;
• D is the pipe diameter;
• ρ and µ are liquid density and viscosity, respectively.
Other authors worked on the influence of viscosity in drift velocity, including
[11], [12] and [13].
1.4.1 The experimental work of Zukoski
The aims of the work of [10] was to describe the effects of viscosity, sur-
face tension and tube inclination on the velocity of long bubbles through an
experimental investigation.
Tests were carried out with a number of fluid combinations and with a
number of tube sizes. Lucite tubing was also used in a few cases to check the
influence of contact angle on the propagation of the bubble. It was found
that tube material had no influence on the flow when the pipe diameter was
larger than 2 cm.
The time required for the bubble to move a measured distance along the
pipe was determined and was used to calculate velocity.
Before presenting the experimental results of [10] it is worthy to briefly
discuss the dimensionless parameters used. The reference velocity is the
following:
U0 ≡ [gr(∆ρ/ρ)] 12 (1.20)
20
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and it was selected to normalize the velocities. In equation (1.20): r is the
tube radius, g is the gravitational acceleration, µ and ρ are the viscosity
and density of the primary fluid into which the bubble is propagating, ∆ρ is
the absolute value of the density difference between the primary and bubble
fluid.
The mathematical problem only depends on two parameters. These are
a Reynolds number of the form:
Re0 ≡ U0ρr
µ
(1.21)
and a surface-tension, σ, parameter as follow:
Σ ≡ σ
∆ρgr2
(1.22)
Other used quantities are the following:
• the normalized velocity as Wb = VD/U0, where VD is the bubble drift
velocity;
• the Reynolds number of the bubble based on the bubble velocity is used
to characterize the viscous effect Re ≡ VDρr
µ
= Re0
VD
U0
;
The results obtained in [10] suggest that for Reynolds numbers larger than
about 200 the propagation rate are substantially independent from viscous
effects. This results is illustrated in Figure 1.12, where the normalized prop-
agation rate is shown as a function of Σ for five ranges of Reynolds number.
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Figure 1.12: Normalized velocity vs. surface-tension parameter for ranges of
Reynolds numbers [10].
These data indicate that the reduction in normalized propagation rate,
which is observed as Σ increase toward unity, is primarily a surface-tension
effect and thus it is expected to occur also at high Reynolds number.
This conclusion is supported by the results of two series of tests. In the
first tests, the Reynolds number of the flow was held roughly constant, around
200 and 700, while Σ was increased. The results are shown in Table 1.1.
The decrease in normalized velocity for increasing Σ and roughly constant
Reynolds number is significant. For example, as Σ is increased from 0.32 to
0.62 for the the second tube, the normalized velocity decreases by more than
a factor of two, from 0.28 to 0.12. Both sets of data are included in Figure
1.12 and follow the general trend shown there. It is evident that the surface
tension has a very large effect for a fixed Reynolds number.
In the second test series, the surface-tension parameter was held roughly
constant and the Reynolds number was changed over a wide range by using
various mixtures of water and glycerine as the primary fluid. The effect of
22
1.4 - Influence of viscosity 23
Tube diameter (cm) Σ Re Wb
1.055 0.10 732 0.46
0.17 637 0.42
0.27 790 0.35
0.695 0.23 302 0.36
0.32 162 0.28
0.38 195 0.24
0.62 150 0.12
Table 1.1: Effect of the increase of Σ on the normalized velocity at a roughly
constant Reynolds number [10].
increasing the fraction of glycerine in the primary fluid is to increase the
viscosity of the mixture by a large factor and to decrease the surface-tension
parameter by a small factor.
The results of these tests, shown in Figure 1.13, give a more complete
picture of the influence of Reynolds number.
Figure 1.13: Influence of viscosity on bubble velocity [10].
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Consider the curve for 2r=0.92 cm shown in Figure 1.13. As the glycerine
content of the fluid is increased, the velocity first increases slightly due to
decreasing Σ, but then falls rapidly due to decreasing Reynolds number.
This pattern was observed for all the data shown in Figure 1.13. Moreover,
a few lines have been sketched through the data to indicate the dependence
of velocity on Σ for constant Reynolds number. These data show that as
the Reynolds number is increased for a constant Σ, the propagation rate
approaches a limit value.
The regular variation of the curve sketched in Figure 1.13 suggests that
the influence of Reynolds number on the velocity is quite simple for 0<Σ<0.5.
In this range of Σ, the normalized bubble velocity for a given Reynolds num-
ber and Σ can be related to that at very large Reynolds number and at the
same Σ by a function of the form:
Wb{Re,Σ} ≈ Wb{∞,Σ}f{Re} (1.23)
In order to check this hypothesis, data of Figure 1.13 were used to obtain a
curve for wb {∞,Σ}. When Σ<0.2, it was possible to obtain experimental
values of propagation rates at Re>1000. These values of the Reynolds num-
ber were assumed to be large enough so that viscous effects were negligible
and hence the experimental data gave Wb {∞,Σ} directly. For Σ>0.2, the
maximum Reynolds numbers reached in the experiments were lower than
1000 and it was necessary toextrapolate the data for larger Reynolds num-
bers. This correction was done by using equation (1.23). By this technique a
value of Wb {∞,Σ} was obtained for each of the six curves shown in Figure
1.13. The curve for Wb {∞,Σ} is shown in Figure 1.13 and also in Figure
1.12, with the data for Re>150 from the experiments in [10] and with high-
Reynolds-number data presented by other workers. Values of the function
f{Re} are shown in Figure 1.14.
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Figure 1.14: Influence of Reynolds number on the ratio,
f=Wb{Re,Σ}/Wb{∞,Σ} [10].
It is evident from the good correlation of the results that the relationship
proposed in equation (1.23) is a good approximation. The data of Figure
1.14 can clearly be divide into a high-Reynolds-number regime, Re>100, and
a low regime, Re<4. In the high-Reynolds-number regime, the conclusion
to be drawn from these results is that the influence of viscosity on bubble
propagation rate is small. In the low Reynolds number regime, the data of
Figure 1.14 show that f is proportional to the square root of the Reynolds
number, and consequently, equation (1.23) can be rewritten as:
µVD/(∆ρgr
2) ∝ W 2b {∞,Σ} (1.24)
When flows with constant values of Σ are considered, this equation reduces
to:
µVD/(∆ρgr
2) = const (1.25)
Note that when Σ is less than 0.1, Wb{∞,Σ} becomes independent of the
surface-tension parameter, and in this range equation (1.24) reduces to equa-
tion (1.25).
Note that data presented are related to vertical pipes. In addition, a few
tests of this type were carried out with inclined tubes, and these data are
shown as the flagged symbols in Figure 1.14. Note that the values of the
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function f{Re} were almost identical with the values obtained in the vertical
tubes. Thus, these limited data suggest that the value of f is independent of
tube inclination angle. Therefore, one may conclude that viscous effects are
generally not important for ReD > 200.
Finally note that the Reynolds number defined by [10] is referred to the
pipe radius while in the other works and in this work of thesis it’s defined
taking in account pipe diameter as characteristic length.
1.4.2 The experimental work of Gokcal
An experimental study was carried out in [11] to investigate the effects of
high oil viscosity on two-phase oil-gas flow behaviours. The comparison of
the experimental data against existing models showed that the performances
of existing model are not sufficiently accurate for high viscosity oils. It was
found that increasing oil viscosity had a significant effect on flow behaviours.
In order to improve the accuracy of the prediction of slug characteristics for
high viscosity oils, accurate closure models for slug flow are needed. The
developed expressions in [11] were aimed at improving the performance of
existing two phase flow models for high viscosity oil applications.
The test facility used by [11] is illustrated in Figure 1.15
Figure 1.15: Schematic of test facility [11].
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The oil can be captured by valves which are located at the inlet and
outlet of the pipe. In order to measure the bubble drift velocity, one of the
quick-closing valve located at the end of the test section was modified, in
order to be opened to the atmosphere manually. Therefore, the trapped oil
can be drained from the horizontal pipe and an air bubble from the bottom
of the pipe is released into stagnant liquid. The drift velocity of the released
air bubble was measured by two laser. The oil pump was used to fill up the
pipe at various oil temperatures corresponding to different viscosities. For
drift velocity experiments a 3.05 meters long transparent acrylic pipe with
50.8 millimeters of diameter was used.
The Citgo Sentry 220 oil is used, whose properties are listened below:
• Gravity: 27.6◦API;
• Surface tension: 0.02976 N/m;
where API gravity is a measure of how heavy or light is a petroleum liquid
compared to water. If its API is greater than 10, it is lighter and floats on
water; if less than 10, it is heavier and sinks.
The viscosity and oil density vs. temperature behavior for Citgo Sentry
220 oil are shown in Figure 1.16 and 1.17, respectively.
Initially, an experiment was conducted with water to prove that the sys-
tem was working properly. The results for water were compared with Ben-
jamin’s model prediction. The predictions of drift velocity and liquid height
of the water from Benjamin’s model showed excellent agreement with the
data. The calculated drift velocity and liquid height (h/D) were 0.38 m/s
and 0.563, respectively, while the measured drift velocity and liquid height
for water were 0.35 m/s and 0.62.
The rest of the experiments were performed at temperatures between
66.5◦F (19.2◦C) and 113◦F (45◦C) for horizontal pipe. The oil viscosities
corresponding to the test temperatures were 121 cP (0.121Pa · s) and 692 cP
(0.692Pa · s). The drift velocity and liquid height of the oil were measured
at different oil viscosities.
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Figure 1.16: Viscosity vs. temperature for Citgo Sentry 220 oil [11].
Figure 1.17: Density vs. temperature for Citgo Sentry 220 oil [11].
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The dimensionless Archimedes number, NAr, which relates viscosity, sur-
face tension, fluid properties and gravitational acceleration parameters, is
used to summerize the results. Wallis defined it as shown in equation (1.26):
NAr =
σρL
[µ4Lg(ρL − ρG)]0.5
(1.26)
Figure 1.18 shows the experimental results for drift velocity vs. Archimedes
number. It is seen that the effect of high viscosity play an important role on
the drift velocity. The drift velocity decrease with a decrease in Archimedes
number, or with an increase of oil viscosity.
Figure 1.18: Gokcal measured drift velocity vs. inverse Archimedes number
[11].
Drift velocity versus liquid height from the experiments in [11] are plotted
in Figure 1.19. The drift velocity decreases with an increase of liquid height
and oil viscosity. The lowest liquid height and the highest drift velocity are
found for water.
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Figure 1.19: Gokcal measured drift velocity vs. liquid height [11].
By extending the analysis in [7] for horizontal case, a new model for high
viscosity oil was developed in [11] to evaluate the drift velocity. The analysis
is similar to the procedure of [7] in the solution of the two dimensional flow
between two infinite parallel plates but related to a 3D case. It is assumed
that the flow undergoes a uniform loss of its total head, ∆. The analysis
is similar to that previously presented in section 1.3 but the velocity c2,
previously given in equation (1.7), is obtained as follows:
c22 = 2g[r(1− cosα)− ∆] (1.27)
The momentum balance is the same shown in paragraph 1.3 plus a friction
force, Ff . Thus, the momentum balance takes the following form:
S1 − Ff = S2 (1.28)
where S1 and S2 take the form presented in equation (1.8) and (1.10), and
Ff is given by:
Ff = ρg∆A (1.29)
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The final form of the momentum balance can be written as:
1
2
(1−ξ)2c22− (1−ξ)c22 = ∆g(1−ξ)+ gr[(1−ξ)cosα+
2
3pi
sin3α− 1] (1.30)
An expression for c22 is therefore obtained as follows:
c22 =
2gr
[
1− (1− ξ)cosα− 2
3pi
sin3α
]− 2∆g(1− ξ)
1− ξ2 (1.31)
Equating equations (1.27) and (1.31) for c22, the total head loss ∆ can be
written as:
∆ = k
1 + ξ
ξ
{
r(1− cosα)−
[
r[1− (1− ξ)cosα] + 2
3pi
sinα
1− ξ2
]}
(1.32)
where k is the total head loss correction factor. The importance of this factor
is explained later.
For a given angle α, the total head loss ∆ can be calculated from equation
(1.32). The total head loss ∆ is positive for angles less than 82.78◦ which
corresponds to liquid height of 0.563. This appears to be possible with energy
loss. For the angles greater than 82.78◦, the head loss is negative, which
implies that an external supply of energy would be necessary to maintain
a steady flow. Therefore, angle larger than 82.78◦ are impossible from the
practical point of view. The solution for the angle of 82.78◦ is the same as
the solution found by Benjamin for the inviscid case. For a given angle α or
liquid height h/D, the total head loss is obtained from equation (1.32), c2 is
calculated by using equation (1.31) and it is substituted in equation (1.5) to
calculated c1, which is the drift velocity VD.
The drift velocity model for horizontal flow is developed in terms of h/D
instead of liquid viscosity. The liquid viscosity vs. Liquid height from the
experiments conducted by [11] is plotted in Figure 1.20. The viscosity cor-
relation is developed as a function of h/D based on experimental results as
shown in equation (1.33). This relationship was found for one single pipe
diameter and range of viscosity up to 0.7 Pa · s.
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Figure 1.20: Liquid viscosity vs. measured h/D [11].
In this model prediction, the drift velocity decreases considerably with
the increase in liquid height (h/D) and eventually reaches zero when the
liquid height is one. There are discrepancies between experimental results
and model predictions of the drift velocities that become considerable with
the increase of oil viscosity. The possible reason for these discrepancies is the
assumption of average velocity (constant profile). It is difficult to determine
velocity distribution in this flow system. Therefore, the average velocity has
to be assumed in the model to estimate the total head loss. For this reason,
the calculated head loss from the model is simply modified by a correction
factor, k, which is called the head loss correction factor, to account for the
use of the average velocity. The optimum total head loss correction factor
for all experimental data at different liquid viscosity is found to be 2.2.
The comparison of model prediction with measured drift velocities for a
horizontal pipe can be seen in Figure 1.21.
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Figure 1.21: Comparison of predicted an measured drift velocity for horizon-
tal flow [11].
Model prediction are shown with two curves: one curve is without the cor-
rection factor (k=1) and the other one is with the correction factor (k=2.2).
The comparison of the corrected model prediction with measured drift veloc-
ities for a horizontal pipe shows a good agreement. The model predictions
with and without correction also match with the results obtained from Ben-
jamin model by using inviscid flow theory.
1.4.3 Computational works
We analyze now the computational works present in literature concerning
the viscosity influence on drift velocity, [12] and [13]. In these works Fluent
is used to perform simulations and the VOF method is chosen among the
different approaches for multi-phase flow. The results obtained from these
authors are in general good agreement with the experimental data present
in literature, but they show that the phenomena under investigation is more
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complex than expected. In particular it has be found that for large liquid vis-
cosity, the bubble drift velocity decreases along the pipe. This result, which
can be easily justified on a theoretical ground, poses some clear limitations
to the use of the standard closure equation to model gas-liquid slug flow in
pipes, which assume a constant drift velocity. These two work are briefly
discuss below.
Andreussi et al. work [12]
The computational domain used in this work is a horizontal tube with di-
ameter D=0.05 [m] and length L=3 [m], that is the same used in the work
of [11], as shown in the previous paragraph, and considered in this work of
thesis. After a grid sensitivity analysis, the grid adopted has hexahedral el-
ements with dimensions of 3x1x1 [mm]. The time step size was set in order
to give an overall Courant number of about 0.2-0.3. Moreover a study of the
sensitivity to the turbulence model was carried out in this work and the RNG
k-ε model was adopted, as also proposed in [14]. For the cases at very low
Reynolds number, the simulations were done using the laminar flow model,
allowing shorter computational times. In any case, the differences in the re-
sults between the k-ε and laminar models were investigated and considered
to be negligible.
Figure 1.22 shows drift velocity vs. the position of the bubble front along
the axis pipe x obtained in this work.
It appears that FLUENT very well predicts the solution of the problem
for water due to[11]. It can also be seen that in this case the code predicts
a constant bubble velocity along the pipe. For the other two viscosities (µ
= 0.121 [Pa·s] and 0.692 [Pa·s], the two extreme values in [11] experiments)
the agreement between computed and experimental values of the bubble
velocities is fair for µ =0.692 [Pa·s], less satisfactory for µ = 0.121 [Pa·s].
However, the significant output is that for both these latter viscosities the
bubble drift velocity appreciably decreases along the pipe.
This result is expected on a physical ground considering that at increasing
lengths of the liquid layer behind the bubble front, the frictional losses at pipe
34
1.4 - Influence of viscosity 35
wall increase. It can be remarked that the frictional losses in the liquid layer
can only affect the bubble velocity when the flow of the layer is subcritical.
This only occurs below a given value of the Reynolds number. According
to [10] the viscous effects are appreciable on bubble motion for Reynolds
numbers,ReD, less than 200. In all the experiments reported by [11], except
for water, ReD is less than 200. Therefore, it is likely that the bubble velocity
measured by these authors decreases along the pipe and should be considered
as the bubble velocity at a given distance from the liquid outlet.
In order to complete the numerical investigation two cases at viscosities
less than 0.121 [Pa·s] were simulated in [12] . The results obtained indicate
that for µ = 0.08 [Pa·s] (ReD = 150) the bubble velocity is still decreasing
along the pipe, while for µ = 0.04 [Pa·s] (ReD = 327) the bubble velocity is
constant, as it happens for water.
Figure 1.22: drift velocity vs. the position of the bubble front along the axis
pipe [12].
A plot of the dimensionless liquid height , h/D at three different times is
shown in Figure 1.23 for µ = 0.121 [Pa·s] and µ = 0.04 [Pa·s].
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Figure 1.23: Dimensionless liquid height, h/D, at three different times for
µ = 0.121 [Pa·s] and for µ = 0.04 [Pa·s] [12].
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The results of the numerical simulations for µ = 0.121 [Pa·s] essentially
confirm the experimental observations of [11], who reports a value of hL/D ∼=
0.72 after approximately 3 s from start. For this viscosity, it can also be
noticed that the dimensionless liquid height immediately behind the bubble
front appreciably increases with time from a value of 0.62 after 2 s to a value
of 0.74 after 6.4 s.
The results relative to µ = 0.04 [Pa·s] are quite interesting, as in this case
the presence of critical liquid film flow is clearly indicated by the presence of
a minimum of the liquid height (hL/D ∼= 0.62) immediately after the bubble
front. The value of this minimum does not change with time. This mini-
mum is followed by a sudden increase of hL/D caused by mechanical energy
dissipation at the transition from critical to subcritical flow. As expected,
the height of this hydraulic jump increases with time due to the increasing
length of the liquid layer.
Ramdin and Henkes work [13]
In this work the ratio of the length and the diameter for the pipe in the com-
putational domain was 60. Thus for example, the pipe could have a diameter
of D=0.05 [m] and a length of L=3 [m]. The difference with the previous
work is that the pipe is not completely filled with liquid but it fills only half
pipe. Hence, the two phases are initially separated by a diaphragm, as shown
in Figure 1.24. Removing this diaphragm (i.e., starting the simulation) the
liquid is allowed to fall along the gas side of the pipe. After a certain time,
the liquid will starts to flow out the pipe, allowing the gas from the ambient
to enter the pipe. The simulations in [13] were always stopped before the
liquid film reached the outlet.
Figure 1.24: Initial conditions: black is liquid and gray is gas.
The structured grid shown in Figure 1.25 was used.
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Figure 1.25: Simulation grid of [13] work [13].
All of the simulations were transient with the following settings: the VOF
multiphase model, the PISO ([16]) scheme for the pressure-velocity coupling,
the PRESTO ([16]) scheme for the pressure interpolation, first-order implicit
time discretization, either the first order upwind or the third-order QUICK
([16]) scheme for the advection discretization, and the geometric reconstruc-
tion scheme for the interface representation.
In this study, any effect of turbulence on the bubble propagation was
neglected; thus, no turbulence modeling was applied.
For a fixed grid, the first order upwind scheme turns out to give a better
result than the QUICK scheme. This might be against the expectation, since
the QUICK scheme gives a third order local truncation error of the advection
terms. Using a higher order scheme for the advection terms in the Navier-
Stokes equations, however, does not necessarily lead to more accurate results.
The reason for this is that for a better accuracy (i.e., more accurate results
for a certain number of grid cells), not only the advection terms, but also all
other terms in the equations should have been represented by a higher-order
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scheme.
The simulation results are presented in dimensionless form. In two-phase
flow, when the density and the viscosity of the lightest phase can be neglected,
dimensional analysis yields the following three dimensionless numbers:
Re =
ρL
√
gL
µ
(1.34)
Eo =
ρgL2
σ
(1.35)
Fr =
VD√
gL
(1.36)
Equation (1.34) represent the (buoyancy) Reynolds number (Re), which
gives an indication of the importance of the viscous force compared to the
inertia force. The term buoyancy refers to the gravity-induced velocity scale.
Here,
√
gL is used in the definition of the Reynolds number. Equation (1.35)
represent the Eo¨tvo¨s number (Eo), which represents the ratio of the gravi-
tational force and the surface tension force. Equation (1.36) is the Froude
number (Fr), which is the ratio of the inertia force and the gravitational force.
In the expressions for the three dimensionless numbers, ρ and µ are the den-
sity and viscosity of the liquid phase, g is the gravitational acceleration, σ is
the surface tension between the gas and liquid, VD is the bubble drift veloc-
ity, and L the characteristic length. For flow within pipe the characteristic
length is the pipe diameter D.
Note that for this problem, the Froude number is a result of the simula-
tion, i.e., Fr only depends on the two dimensionless numbers Re and Eo.
In the considered case, the two dimensionless numbers of interest are
Reynolds and Froude number because we are in a range in which results are
independent on the Eo¨tvo¨s number variations.
The simulation results for the different viscosities (or Reynolds numbers)
are shown in Figure 1.26, which gives the dimensionless bubble drift velocity
versus the dimensionless time t? = t
√
g/D
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Figure 1.26: Effect of the viscosity on the velocity of the Benjamin bubble
[13].
As shown in Figure 1.26 the linear extrapolation of the results to a grid
having a characteristic element size tending to zero gives Fr=0.503, which is
in excellent agreement with the analytical value of 0.5.
The bubble drift velocity (i.e., the Froude number) decreases with in-
creasing viscosity (i.e., a decreasing Reynolds number). Furthermore, we can
also observe in Figure 1.25 that the bubble drift velocity decreases over time
(except for the inviscid case) when it travels along the channel. From the
obtained results the authors derived that the bubble velocity approximately
decays over time through the power law:
Fr =
C(Re)
(t?)1/4
(1.37)
where C(Re) is a constant that depends on the value of the Reynold
number. This shows that the viscous bubble slows down to a stand-still for
increasing time.
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Chapter 2
OpenFOAM: two-phase flow
In this work the study of the motion of elongated bubbles in stagnant fluid
is treated using computational fluid dynamics (CFD). Computational fluid
dynamics is a branch of fluid mechanics which uses numerical methods and al-
gorithms to solve and analyze problems that involve fluid flows. The purpose
is to transform one or more partial differential equations into a correspond-
ing system of algebraic equations. The solution of this system produces a set
of values which correspond to an approximate solution of the original equa-
tions at some pre-determined locations in space and time, provided certain
conditions are satisfied.
The discretization process can be divided into two steps: the discretiza-
tion of the computational domain and the discretization of the equations.
The discretization of the computational domain provides the positions of
points in which the solution is sought and the description of the boundary.
The space is divided into a finite number of discrete regions, called control
volumes or cells. Equation discretization gives an appropriate transforma-
tion of terms of governing equations into algebraic expressions. For transient
simulations, the time interval is also split into a finite number of time-steps.
In this work the discretization process is made through the Volume of Fluid
method (VOF) inside the Finite Volume discretization.
There are many commercial softwares that solve the equations of fluid
dynamics: the software utilized in this work is OpenFOAM, an open source
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code.
2.1 Introduction to OpenFOAM
Open Source Field Operation and Manipulation (OpenFOAM) is first and
foremost a C++ library, used primarily to create executables, known as ap-
plications. The applications fall into two categories:
• solvers: designed to solve a specific problem in continuum mechanics;
• utilities: designed to perform tasks that mainly involve data manipu-
lation and algebraic calculations.
OpenFOAM is divided into a set of pre-compiled libraries that are dynam-
ically linked during the compilation of solvers and utilities. Libraries are
supplied as source codes so that users may conveniently add their own mod-
els to the libraries.
The OpenFOAM distributions contain numerous solvers and utilities cov-
ering a wide range of problems but users also have the freedom to create their
own or modify existing one. Indeed, one of the strengths of OpenFOAM is
that new solvers and utilities can be created by its users with some prerequi-
site knowledge of the method, physics and programming techniques involved.
OpenFOAM is supplied with pre- and post-procesing environments. The
interface to the pre- and post-processing are themselves OpenFOAM utilities,
thereby ensuring consistent data handling across all environments. The pre-
processing environment gives the possibility to create a mesh (blockMesh util-
ity for generating simple meshes of hexahedral cells blocks, snappyHexMesh
utility for generating complex meshes of hexahedral and split-hexahedral
cells automatically from triangulated surface geometries) or convert a mesh
that has been generated by third-part products into a format that Open-
FOAM can read. The post-processing utility supplied with OpenFOAM is
ParaView, an open source visualization application. Moreover, other meth-
ods of post-processing using third party products are offered through utilities
conversion.
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The overall OpenFOAM structure is shown in Figure 2.1.
Figure 2.1: Overview of OpenFOAM structure.
The basic directory structure for a OpenFOAM case, that contains the
minimum set of files required to run an application, is show in Figure 2.2.
Figure 2.2: Case directory structure.
The system directory contains setting parameters associated with the
solution procedure itself. It contains at least the following three files: con-
trolDict where run control parameters are set including start/end time, time
step and parameters for data output; fvSchemes where discretization schemes
used in the solution may be selected at run-time; and, fvSolution where the
equation solvers, tolerances and other algorithm controls are set for the run.
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The constant directory contains a full description of the case mesh, in a
subdirectory polyMesh, and files specifying physical properties for the appli-
cation concerned, for example transportProperties.
The time directories contain individual files of data for particular fields.
The data can be, either, initial values and boundary conditions that the user
must specify to define the problem or results written to file by OpenFOAM.
The name of each time directory is based on the simulated time at which
the data is written, so the initial conditions are usually stored in a directory
named 0.
The OpenFOAM file format follows some general principles of C++
source code:
• Files have free format, with no particular meaning assigned to any
column and no need to indicate continuation across lines.
• Lines have no particular meaning except to a // comment delimiter
whereby OpenFOAM ignore any text that follows it until the end of
the line.
• A comment over multiple lines is done by enclosing the text between
/* and */ delimiters.
2.2 Finite volume discretization
The term discretization means approximation of a problem into discrete
quantities. The finite volume method, used by OpenFOAM, and others,
such as the finite element and finite difference methods, all discretize the
problem as follows:
• Spatial discretization: defining the solution domain by a set of points
that fill and bound a region of space when connected;
• Temporal discretization: dividing the time domain into a finite number
of time intervals or steps, used for transient problems;
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• Equation discretization: generating a system of algebraic equations in
terms of discrete quantities defined at specific locations in the domain
from the partial differential equations (PDEs) that characterize the
problem.
The Finite Volume method available in OpenFOAM presents the follow-
ing properties:
• The method is based on discretizing the integral form of governing
equations over each control volume. The basic quantities, such as mass
and momentum, will therefore be conserved at the discrete level.
• Equations are solved in a fixed Cartesian coordinate system on the
mesh that does not change in time. The method is applicable to both
steady-state and transient calculations.
• The control volumes can be of a general polyhedral shape, with a vari-
able number of neighbors, thus creating an arbitrarily unstructured
mesh. All dependent variables share the same control volumes, which
is usually called the collocated or non-staggered variable arrangement.
The discretization of the solution domain is shown in Figure 2.3.
Discretization of time, if required, is simple: the time interval is divided
in a set of time steps ∆t that may change during a numerical simulation,
depending on some conditions calculated during the simulation. In the cases
studied in this work the time step is not maintained constant but it changes
in order to maintain a constant Courant number, as shown in section 2.4.3.
On a more detailed level, discretization of space requires the subdivision
of the domain into a number of cells, or control volumes. The cells are
contiguous, i.e. they completely fill the domain and do not overlap each
other. Two typical cells are shown in Figure 2.4.
45
2.2 - Finite volume discretization 46
Figure 2.3: Discretization of the solution domain.
Figure 2.4: Parameters in the finite volume discretization.
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A finite volume method is characterized by the geometric shapes of its
control volumes and by the variable position in each control volume.
The control volumes construction usually starts with a geometric tri-
angulation of the domain with elements of the same type, tetrahedrons or
hexaedrons. So the cell is bounded by a set of flat faces, given the generic
label f. In OpenFOAM there is no limitation on the number of faces bound-
ing each cell, nor any restriction on the alignment of each face. This kind
of mesh is often referred to as "arbitrary unstructured" to differentiate it
from meshes in which the cell faces have a prescribed alignment (structured
mesh). Codes with arbitrarily unstructured meshes offer greater freedom in
mesh generation and manipulation in particular when the geometry of the
domain is complex or changes over time.
After the construction of the mesh we have to choose the position in which
the problem variables are located. There are two possibility:
• Cell-centered method: in which mesh cells are themselves control vol-
umes. So, the problem variables are collocated in a internal point of
each cell, typically in the center of gravity, called node. This choice
seems a natural choice for control volumes but there is a disadvantage:
there are no boundary nodes and hence boundary condition setting is
not immediate.
• Vertex-centered method: created to avoid cell-centered problems with
the boundary conditions. In vertex-centered method control volumes
are built around cell vertexes, in which variables are collocated.
OpenFOAM uses a collocated grid, i.e. the fluid dynamic properties are
all stored at a single point within the control volume: the control volume
centroid which coincides with the mesh cell centroid, i.e. OpenFOAM uses a
cell-centered method.
Equation discretization converts the PDEs into a set of algebraic equa-
tions that are commonly expressed in matrix form as:
[A][x] = [b] (2.1)
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where: [A] is a matrix, [x] is the column vector of variables and [b] is the
source vector. The description of [x] and [b] as vectors comes from matrix
terminology rather than being a precise description of what they truly are.
Each term in a PDEs is discretized individually in OpenFOAM code using
the classes of static functions finiteVolumeMethod and finiteVolumeCalculus,
fvm and fvc respectively. The purpose of defining these functions within two
classes, fvm and fvc, rather than one, is to distinguish:
• functions of fvm that calculate implicit derivatives. So the equation
must be solved iteratively. In other words, the fvm creates a matrix
from an operator;
• functions of fvc that calculate explicit derivatives and other explicit
calculations. So an explicit equation can be solved immediately. In
others word, given an operation on a volume field, the fvc produces
another volume field.
Finite volume discretization of each term is formulated by first integrating the
term over a cell volume V. Most spatial derivative terms are then converted to
integrals over the cell surface S bounding the volume using Gauss’s theorem:∫
V
∇ ∗ φ dV =
∫
S
dS ∗ φ (2.2)
where S is the surface area vector, φ can represent any tensor field and ∗ is
used to represent any tensor product. Volume and surface integrals are then
discretized using appropriate schemes. The choice of discretization schemes
is made by a direct specification within the code in the fvSolution file.
2.3 Volume Of Fluid technique
There are two main possible approaches to describe free-surface flow, as de-
scribed in [17]:
• Interface-tracking methods. They consider free surface as the boundary
of a mobile domain, at which suitable boundary conditions are specified.
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A conventional fluid model is applied inside the domain, however the
method require more attention because the domain is not fixed, but
mobile. The fluid on the other side of interface is usually neglected, or
its effect is treated in a simple way, with no direct simulation.
• Interface-capturing methods. They consider two fluids in a fixed spatial
domain, separated by a free surface. The two fluids can be considered as
a single one whose properties, as density and viscosity, globally change
as piecewise constant. The free surface will be a discontinuity surface.
Thus, the interface-tracking technique requires meshes that track the in-
terface and are updated as the flow evolves. Instead, in a interface-capturing
approach, the simulations are based on fixed spatial domains, where an inter-
face function, marking the location of the interface, is computed to capture
the interface.
Interface-tracking methods have the advantage that the interface sur-
face representation is independent of the representation of the flow fields.
Hence the resolution of the interface surface and that of the flow field may
be chosen independently. Of course, the detail level should be compara-
ble in order to resolve the fluid motion properly. However this freedom is
helpful, for example, in order to improve the accuracy of the evaluation of
the surface tension force by increasing the interface resolution. However,
interface-tracking methods have the disadvantage that they do not strictly
conserve the volume of each fluid, whereas conservation can be enforced in
some interface-capturing methods, such as the volume of fluid method [18].
On the other hand, interface-capturing methods do not define the in-
terface as a sharp boundary, rather, the different fluid are marked by an
indicator function. The popular choices in computational fluid dynamics are
the Volume Of Fluid (VOF) and the level-set methods.
In the VOF method a volume fraction function defined as a step function
is used. Thus, the volume fraction function lies in the range [0,1]. The liquid
and the gas phases fill cells where α = 1 and α = 0, respectively. The cells
which contain a volume fraction between 0 and 1 include the interface.
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Therefore VOF method does not track the interface itself. Instead, it
tracks the volume fraction of each phase. The interface is reconstructed from
the values of volume fraction. For this reason, it is often called the volume
tracking method. In contrast, the level-set method utilizes a level set function
to indicate the interface.
Indeed, in the level-set method, the two immiscible fluids are character-
ized using a smoothed distance function Φ, where the free surface is defined
by the isoline Φ = 0. After few time steps, the level-set function fails to
maintain the signed distance function |∇Φ| 6= 1. To solve this issue, a
reinitialization (re-distancing) process is applied.
In this work I utilized an interface-capturing method and VOF method
to mark two different fluids.
The mathematical representation of the problem, using VOF method, is
based on one set of conservation equations for the whole flow field in which
the fluid properties and the flow variables are, in general, discontinuous across
the interface between the fluids.
The fluid motion is assumed to be governed by the Navier-Stokes equa-
tions for an incompressible fluid. Nevertheless, in a single-field formulation,
the conservation equations have to take in account both the differences in the
fluid properties as well as the surface tension force acting at the interface.
The mass and momentum balance equations take the following form:
∇ ·U = 0 (2.3)
∂ρU
∂t
+∇ · (ρUU) = −∇p+∇ · τ+ ρf + Fs (2.4)
where t is time, U is the velocity field, τ is the stress tensor, f stands for
the acceleration due to body forces and Fs is the source of momentum due
to surface tension.
In this study, the only body force acting on the system is the gravity, i.e.
f = g.
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The source of momentum due to surface tension is given by:
Fs =
∫
S(t)
σk′n′δ(x− x′) dS (2.5)
where: σ is the surface tension coefficient, k’ and n′ are respectively the
curvature and the normal vector of the interface. Primed variables denote
values at the interface. This term only acts at the interface as indicated
by the integral over the entire surface of the interface, S(t). Note that σ
depend on the matching of the fluids and is a function of temperature, but
we consider it as a constant because we do not take in account effects caused
by heat flux.
The surface tension force acts at the interface between the two phases.
However, in the interface-capturing methodology the interface is not tracked
explicitly and, consequently, its exact shape and location are unknown. There-
fore, the surface integral in equation (2.5) cannot be directly evaluated. This
problem has been overcome in [19] by the continuum surface force model,
which represents the surface tension effects as a continuous volumetric force
acting within the transition region. So:∫
S(t)
σk′n′δ(x− x′) dS ≈ σk′(x′)∇α (2.6)
where k’ take the following form:
k′(x′) = ∇ · n′ (2.7)
n′ is a unit normal vector to the interface that can be evaluated from:
n′ =
∇α
|∇α| (2.8)
where α is the volume fraction. It is defined later.
The Navier-Stokes equations have to be supplemented by an equation
which relates the deformations and the stresses within the fluids. The fluids
investigated in this study obey the Newtonian law of viscosity. Hence, the
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stress tensor is given by:
τ = µ(∇U+∇UT ) (2.9)
As outlined in this section, the interface-capturing methodology employs
the volume fraction as an indicator function to mark the different fluids. The
interface is not defined as a sharp boundary and exists a transition region.
The volume of fluid in a cell is computed as:
Fvol = αVcell (2.10)
where: Vcell is the volume of a computational cell and α is the fluid fraction
in a cell. The value of α in a cell should range between 1 and 0. So it is
defined as:
α =

1, for a point inside fluid a
0 < α < 1, for a point in the transitional region
0, for a point inside fluid b
The scalar function α can be computed from a separate transport equation
that take the form:
∂α
∂t
+∇ · (αU) = 0 (2.11)
Using the indicator function, the density ρ and the viscosity µ of the fluid at
any point in the domain are calculated as weighted averaged of the volume
fraction of the two fluids, so:
ρ = αρa + (1− α)ρb (2.12)
µ = αµa + (1− α)µb (2.13)
where the subscripts a and b denote the different fluids.
As underlined in the definition of α a volume fraction between 0 and 1
represent a mixture of the two fluids. Since the two fluids are considered as
immiscibles, this is a undesirable effect, especially because the mixing effects
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may not be confined close to the interface, but extend itself to the entire
domain. In this way the interface would become more widespread. Many
researchers have proposed a lot of techniques to solve this problem. In the
scheme of [21] the necessary compression of the interface is not achieved by
using a compressive scheme, but rather by introducing an extra artificial
compression term (the third term on the l.h.s. of equation (2.14)) into the
indicator function equation:
∂α
∂t
+∇ · (αU) +∇ · (α(1− α)Ur) = 0 (2.14)
whereUr is a velocity field suitable to compress the interface and called com-
pression velocity. Accordingly, the equation governing the volume fraction
(2.14) contains an additional convective term, referred to as the compres-
sion term, keeping in mind its role to compress the free surface towards a
sharper one. This artificial term is active only in the interface region due
to the term α(1− α). Therefore, it does not affect the solution significantly
outside this region. The compression should act perpendicularly to the in-
terface. The additional convective term contributes significantly to a higher
interface resolution, thus avoiding the need to devise a special scheme for
convection, such as CICSAM [22]. The main advantage of such formulation
is in the possibility of capturing the interface region much more sharply in
comparison to the classical VOF approach. Numerical diffusion, unavoidably
introduced through the discretization of convective terms, can be controlled
and minimized through the discretization of the compression term, thus al-
lowing sharp interface resolution. The details of its numerical treatment are
given in the next section.
Note that the final form of the momentum equation is not represented by
equation (2.4) because:
• a modified pressure is introduced into the equation;
• the viscous term is expanded.
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The specification of the pressure boundary conditions is simplified if the
modified pressure is used as a dependent variable. It is defined as:
prgh = p− ρg · x (2.15)
where prgh stands for the modified pressure. This is advantageous for the
specification of the pressure at the boundaries of the space domain, as show
in the following chapter. However, this change of working variables has to
be accounted for in the momentum equation. This is achieved by taking the
gradient of equation (2.15) and substituting the result into the momentum
equation. The gradient of equation (2.15) takes the following form:
∇prgh = ∇p−∇(ρg · x) (2.16)
= ∇p− ρg − g · x∇ρ (2.17)
The viscous stress term is reformulated because its numerical evaluation
is more efficient in this way. It reads:
∇ · τ = ∇ · (µ (∇U+∇(U)T )) (2.18)
= ∇ · (µ∇U) +∇ · (µ(∇U)T ) (2.19)
= ∇ · (µ∇U) + (∇U) · ∇µ+ µ∇(∇ ·U) (2.20)
= ∇ · (µ∇U) + (∇U) · ∇µ (2.21)
where in the step between equations (2.20) and (2.21) we take in account the
mass continuity equation for incompressible fluids.
So, starting from equation (2.4) and utilizing equation (2.6), (2.17) and
(2.21) the momentum equation takes the following forms:
∂ρU
∂t
+∇·(ρUU) = −∇prgh+∇·(µ∇U)+(∇U)·∇µ−g·x∇ρ+σk∇α (2.22)
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2.4 Solution procedure
The most appropriate solver for our aims is interFoam. It is a solver for two
incompressible , isothermal immiscible fluids using a VOF phase-fraction
based interface capturing approach. So the equations presented above are
implemented in the interFoam solver as shown in the source code shown
below.
\ * —————————— interFoam code ——————————* /
#include "fvCFD.H"
#include "MULES.H"
#include "subCycle.H"
#include "interfaceProperties.H"
#include "twoPhaseMixture.H"
#include "turbulenceModel.H"
#include "interpolationTable.H"
#include "pimpleControl.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
int main(int argc, char *argv[ ])
{
#include "setRootCase.H"
#include "createTime.H"
#include "createMesh.H"
pimpleControl pimple(mesh);
#include "initContinuityErrs.H"
#include "createFields.H"
#include "readTimeControls.H"
#include "correctPhi.H"
#include "CourantNo.H"
#include "setInitialDeltaT.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
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Info« "\ nStarting time loop \ n" « endl;
while (runTime.run())
{
#include "readTimeControls.H"
#include "CourantNo.H"
#include "alphaCourantNo.H"
#include "setDeltaT.H"
runTime++;
Info« "Time = " « runTime.timeName() « nl « endl;
twoPhaseProperties.correct();
#include "alphaEqnSubCycle.H"
// — Pressure-velocity PIMPLE corrector loop while (pimple.loop())
{
#include "UEqn.H"
// — Pressure corrector loop while (pimple.correct())
{
#include "pEqn.H"
}
if (pimple.turbCorr())
{
turbulence->correct();
}
}
runTime.write();
Info« "ExecutionTime = " « runTime.elapsedCpuTime() « " s"
« " ClockTime = " « runTime.elapsedClockTime() « " s"
« nl « endl;
}
Info« "End\ n" « endl;
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return 0;
}
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
In the first part of the code the different fields are initialized and the li-
braries needed for the finite volume solution are called. As shown above and
below the interFoam solver uses the multidimensional universal limiter for ex-
plicit solution (MULES) method, created by OpenCFD, to maintain bound-
edness of the phase fraction independent of underlying numerical scheme,
mesh structure, etc. The choice of schemes for convection are therefore not
restricted to those that are strongly stable or bounded, e.g. upwind differ-
encing.
After initialization the time iteration loop starts. The Courant number is
calculated and the time step is set. Note that through the setDeltaT.H code
there is the possibility to maintain a constant maximum Courant number
and automatically change the time step consequently.
Then twoPhaseProperties.correct() allows to calculate the new density
and viscosity fields as shown in equations (2.12) and (2.13) respectively.
The next part of the solver is to compute the phase fraction α and solve
the mass and momentum continuity equations to calculate the velocity and
pressure fields.
2.4.1 Alpha equation
The phase fraction equation is implemented in the code as shown below.
\ * ——————————— alphaEqn———————————* /
{
word alphaScheme("div(phi,alpha)");
word alpharScheme("div(phirb,alpha)");
surfaceScalarField phic(mag(phi/mesh.magSf()));
phic = min(interface.cAlpha()*phic, max(phic));
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surfaceScalarField phir(phic*interface.nHatf());
for (int aCorr=0; aCorr<nAlphaCorr; aCorr++)
{
surfaceScalarField phiAlpha
(
fvc::flux
(
phi,
alpha1,
alphaScheme
)
+ fvc::flux
(
-fvc::flux(-phir, scalar(1) - alpha1, alpharScheme),
alpha1,
alpharScheme
)
);
MULES::explicitSolve(alpha1, phi, phiAlpha, 1, 0);
rhoPhi = phiAlpha*(rho1 - rho2) + phi*rho2;
}
Info« "Phase-1 volume fraction = "
« alpha1.weightedAverage(mesh.Vsc()).value()
« " Min(alpha1) = " « min(alpha1).value()
« " Max(alpha1) = " « max(alpha1).value()
« endl;
}
There are many possible formulations for the compression velocity, Ur.
As shown above, in this study we use the one based on the maximum velocity
magnitude in the transition region:
Ur = nfmin
[
Cα
|φ|
|S| ,max
( |φ|
|S|
)]
(2.23)
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where φ is face volume flux, and nf is face unit normal flux, calculated at cell
faces in the interface region using the phase fraction gradient at cell faces,as
follows:
nf =
(∇α)f
|(∇α)f + δn| · S (2.24)
where δn is a small number needed to avoid divisions by zero to stabilize the
calculation in regions outside the transition region where |∇α|f → 0.
The intensity of the free surface compression is controlled by the constant
Cα, which yields no contribution if set to zero, a conservative compression if
the value is one, and enhanced compression for values greater than one.
In order to integrate eq. (2.14) a special technique, called MULES (Multi-
dimensional Universal Limiter with Explicit Solution), is used. It is basically
an additional limiter, which is used to clip or cut off the superfluous fluxes.
The face-flux calculated using any scheme is represented as a sum of the
upwind-flux and the corresponding flux correction. Its value is between 1
and 0, which means that the flux corrections are either left unchanged, or
the superfluous flux corrections are partially clipped, or the flux corrections
are completely cut off reducing the scheme to upwind.
As shown in the code above phiAlpha represents the second and third
term in l.h.s. of eq. (2.14) without applying the divergence operator. Second
term is discretized as fvc::flux(phi, alpha1, alphaScheme) giving a flux of the
product between phi and alpha fields and using the indicated scheme for
upwinding. As the next step, the third terms is calculated. Here fvc::flux is
called twice due the necessity of expressing some magnitudes as fluxes before
operate with them. Alpha wasn’t defined as a flux, then in order to operate
with it we use fvc::flux first to calculate the product Ur(1 − α) [fvc::flux(-
phir, scalar(1) -alpha1, alpharScheme)], and then fvc::flux is used again the
calculate the final product by alpha. Now all quantities are fluxes. Finally
MULES is called in order to solve for alpha, giving it the unknown (alpha),
the overall flux (phi), the non-temporal terms (phiAlpha), and the bounds
for the unknown (0 < α < 1).
For better accuracy of the alpha field and to obtained stable solutions very
small time steps must be used for the alpha equation. In order to achieve
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stable solutions without reducing the time step, it is divided into a number
of sub-cycles. The alpha equation is solved in each sub-cycle. At the end
of the algorithm the new fluid properties are calculated using the weighted
average of the alpha field.
2.4.2 Pressure-Velocity Solution Procedure
The first issue when discretizing the governing equations is to select the loca-
tions in the domain at which the values of the dependent and other variables
are to be stored. There are several alternatives, two of which are typical for
the finite volume method. In the first, the variables are stored at the center
of each cel. This storage arrangement will be referred to as a "volume field"
in the remainder of this study. The second storage arrangement is termed
"face field" and the variables are stored at the center of each face. The ob-
vious choice is to store all dependent variables at the cell centers (i.e. in
volume fields) and to use the same control volumes for all variables; this is
called the collocated arrangement. In the staggered arrangement the veloc-
ities are stored at the cell faces (in a face field) or vertexes, separate from
other variables.
The collocated arrangement has significant advantages: firstly, the num-
ber of coefficients that must be calculated is minimized because each term
of the governing equations is discretized using the same control volume; sec-
ondly, it has significant advantages in complex computational domains, espe-
cially when the boundaries have slope discontinuities or the boundary condi-
tions are discontinuous. However, the collocated arrangement was not used
for a long time for incompressible flows because of difficulties with pressure-
velocity coupling and the occurrence of oscillations in the pressure field. A
simple cure for this problem was proposed by Rhie and Chow [20] and since
then the collocated arrangement has been adopted by many CFD codes, in-
cluding commercial ones. In this study, the collocated variable arrangement
is adopted.
The numerical solution procedure for the two-fluid methodology is now
described. It is based on the PIMPLE algorithm, that is a merge between
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the PISO (Pressure Implicit with Splitting of Operators) and the SIMPLE
(Semi-Implicit Method for Pressure-Linked Equations) algorithms to handle
the pressure-velocity coupling. The PIMPLE algorithm is similar to PISO
procedure with two (possible) additions:
1. outer correction loops, i.e. multiple cycling over the same time step
using the last iteration final value as initial guess for the next iteration;
2. under-relaxation of the variables between consequent outer iterations.
One of the most common approaches in the solution of Navier-Stokes
equation is to derive an equation for the pressure by taking the divergence of
the momentum equation and by substituting it in the continuity equation.
So we must resolve an equation for U and an equation for p. This two
equations are implemented as follows.
\ * ——————————— UEqn ———————————* /
surfaceScalarField muEff
(
"muEff",
twoPhaseProperties.muf()
+ fvc::interpolate(rho*turbulence->nut())
);
fvVectorMatrix UEqn
(
fvm::ddt(rho, U)
+ fvm::div(rhoPhi, U)
- fvm::laplacian(muEff, U)
- (fvc::grad(U) & fvc::grad(muEff))
//- fvc::div(muEff*(fvc::interpolate(dev(fvc::grad(U))) & mesh.Sf()))
);
UEqn.relax();
if (pimple.momentumPredictor())
{
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solve
(
UEqn
==
fvc::reconstruct
(
(
fvc::interpolate(interface.sigmaK())?fvc::snGrad(alpha1)
- ghf?fvc::snGrad(rho)
- fvc::snGrad(p_rgh)
) ? mesh.magSf()
)
);
}
\ * ——————————— pEqn ———————————* /
{
volScalarField rAU(1.0/UEqn.A());
surfaceScalarField rAUf(fvc::interpolate(rAU));
U = rAU?UEqn.H();
surfaceScalarField phiU
(
"phiU",
(fvc::interpolate(U) & mesh.Sf())
+ fvc::ddtPhiCorr(rAU, rho, U, phi)
);
adjustPhi(phiU, U, p_rgh);
phi = phiU +
(
fvc::interpolate(interface.sigmaK())?fvc::snGrad(alpha1)
- ghf?fvc::snGrad(rho)
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)?rAUf?mesh.magSf();
while (pimple.correctNonOrthogonal())
{
fvScalarMatrix p_rghEqn
(
fvm::laplacian(rAUf, p_rgh) == fvc::div(phi)
);
p_rghEqn.setReference(pRefCell, getRefCellValue(p_rgh, pRefCell));
p_rghEqn.solve(mesh.solver(p_rgh.select(pimple.finalInnerIter())));
if (pimple.finalNonOrthogonalIter())
{
phi -= p_rghEqn.flux();
}
}
U += rAU?fvc::reconstruct((phi - phiU)/rAUf);
U.correctBoundaryConditions();
#include "continuityErrs.H"
p == p_rgh + rho?gh;
if (p_rgh.needReference())
{
p += dimensionedScalar
(
"p",
p.dimensions(),
pRefValue - getRefCellValue(p, pRefCell)
);
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p_rgh = p - rho?gh;
}
}
As shown in the code above, the pressure equation is derived from a
semi-discretised form of the momentum equation:
ADU = AH −∇prgh − f · x∇ρ+ σk∇α (2.25)
where AD is a matrix containing the diagonal coefficient and AH is:
AH = −
∑
n
anUn +
U0
∆t
(2.26)
The first term of AH represents the matrix coefficients of the neighbouring
cells multiplied by their velocity, while the second part contains the unsteady
term. Note that A denotes the system of linear algebraic equations arising
from the discretization of the momentum equations without surface tension
and buoyancy terms. It reads:
A = J∂ρ[U]
∂t
K+ J∇· (ρφ[U]f(ρfφ,S))K = J∇· (µf∇[U])K+(∇U) ·∇µf (2.27)
Note that in the used notation, the discretized expression arising from an
implicit operator L is denoted by JL[φ]K. The operator might be a spatial
or temporal derivative or an implicit source term. The dependent variable in
the single square brackets is treated implicitly. Note that, explicit terms are
not put into double brackets. In this way a distinction between implicit and
explicit treatment can be made. This difference is underlined in the source
code by words fvm and fvc, as explained in section 2.2.
The momentum correction equation is obtained by decomposing the semi-
discretized momentum equation in equation (2.27) into diagonal and "H"
parts and rearranging. This yields:
U =
AH
AD
− ∇prgh
AD
− f · x∇ρ
AD
+
σk∇α
AD
(2.28)
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The flux on the face is obtained by interpolating the semi discretized form
of the momentum equation as follows:
φ = φ? −
(
1
AD
)
f
|S|∇⊥f prgh (2.29)
where:
φ? =
(
AH
AD
)
f
·S−
(
1
AD
)
f
(f ·x)f |S|∇⊥f prgh+
(
1
AD
)
f
(σk)f |S|∇⊥f α (2.30)
Now we can use the continuity equation to simplify equation (2.29). The
final result reads:
J∇ ·(( 1
AD
)
f
∇[prgh]
)K = ∇ · φ? (2.31)
The solution of the pressure equation (2.31) provides corrections for updating
fluxes and velocities so that continuity is obeyed. So as illustrated in the
UEqn and pEqn codes shown above the PIMPLE algorithm is implemented
in OpenFOAM as follows:
• Define the equation for U;
• Under-relax the equation for U;
• Solve the momentum predictor;
• Calculate the AD coefficient and calculate U (equation (2.28));
• Calculate the flux;
• Define and solve the pressure equation and repeat for the prescribed
number of non-orthogonal corrector steps;
• Correct the flux;
• Perform the momentum corrector step;
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• Repeat from the calculation of AD for the prescribed number of PIM-
PLE corrector steps.
As show the momentum equation is solved first. The exact pressure gradient
source term is not known at this stage, so the pressure field from the previous
time-step is used instead. This stage is called the momentum predictor.
The solution of the momentum equation gives an approximation of the new
velocity field. If momentum predictor is turned off,U from previous time-step
is used. Note that doing a momentum predictor is not an essential step for the
convergence of the PIMPLE corrector loop although it is sometimes beneficial
but not always. For example in very low Re flows the momentum predictor
step can be severely detrimental to the convergence. For interFoam it was
found that the momentum predictor step did not improve the convergence
behavior.
2.4.3 Time step setting
Time step setting is an important issue in free surface tracking since the
surface-capturing algorithm is considerably more sensitive to the Courant
number than in standard fluid flow calculations. Ideally, we should not ex-
ceed an upper limit Co ≈ 0.25-0.3 in the region of the interface. In some
cases, where the propagation velocity is easy to predict, the user should spec-
ify a fixed time step to satisfy the Courant criterion. For more complex cases,
this is considerably more difficult. InterFoam therefore offers automatic ad-
justment of the time step, which can be set in the controlDict file.
The user should specify adjustTimeStep to be on and the the maximum
Co for the phase fields, maxAlphaCo, and other fields, maxCo. We choose
a maxCo and a maxAlphaCo equal to 0.5. Note that the nAlphaSubCycles
entry in fvSolution file, that represents the number of sub-cycles within the
alpha equation, is set to 2, so the effective Courant number for the phase
equation is 0.25. This entry is used to enable the solution to be stable
without reducing the time step and vastly increasing the solution time. Here
we specify 2 sub-cycles, which means that the alpha equation is solved in 2
half length time steps within each actual time step.
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By using automatic time step control, the steps themselves are never
rounded to a convenient value. Consequently if we request that OpenFOAM
saves results at a fixed number of time step intervals, the times at which
results are saved are somewhat arbitrary. However even with automatic time
step adjustment, OpenFOAM allows to specify that results are written at
fixed times; in this case OpenFOAM forces the automatic time stepping
procedure to adjust time steps so that it "hits" on the exact times specified
for write output.
Thus, ∆t is changed in order to maintain a constant Courant number.
This operation is contained in setDeltaT.H code as shown below:
\ *——————————— setDeltaT—————————————*/
if (adjustTimeStep)
{
scalar maxDeltaTFact =
min(maxCo/(CoNum+ SMALL), maxAlphaCo/(alphaCoNum+ SMALL));
scalar deltaTFact = min(min(maxDeltaTFact, 1.0 + 0.1*maxDeltaT-
Fact), 1.2);
runTime.setDeltaT
(
min
(
deltaTFact*runTime.deltaTValue(),
maxDeltaT
)
);
Info« "deltaT = " « runTime.deltaTValue() « endl;
}
// *************************************************************** //
As we can see from the setDeltaT code shown above delta T setting is linked
to choosing a delta T factor, deltaTFact. At first, a factor, maxDeltaTFact,
that dipends from the ratio between the max Courant number of the simula-
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tion and the Courant number at the considered instant is defined. Note that
we set two Courant number in controlDict files, one for momentum equation
and one for alpha equation, so the ratio that gives the minimum factor is
chosen. Then, the deltaTFact is selected as follow:
deltaTFact = min(min(maxDeltaTFact, 1 + 0.1 ∗maxDeltaTFact), 1.2)
(2.32)
Finally the delta T factor calculated is multiplied to the previous delta T
and choose as delta T value the minimum between the value calculated in
the way shown above and the value of the maximum delta T, maxDeltaT,
chosen. Note that in controlDict file we have to set a maxDeltaT value.
At the startup of the simulation, usually some very small initial time step
∆tinit is used, which could lead to a very small maximum local value of the
Courant number and a new time step that would be too large for the start,
and vice versa. Therefore, at the beginning of the calculation an intermediate
value for the initial time step is calculated as:
∆t?init = min
(
Comax∆tinit
Co0
;∆tmax
)
(2.33)
This intermediate value is than used as initial ∆t providing the value of Co0
for the first time step to be close to the prescribed limit value Comax.
The Courant number at each time step is calculated as shown in CourantNo.H
code below.
\ *———————————CourantNo—————————————*/
scalar CoNum = 0.0;
scalar meanCoNum = 0.0;
if (mesh.nInternalFaces())
{
scalarField sumPhi
(
fvc::surfaceSum(mag(phi))().internalField()
);
68
2.4 - Solution procedure 69
CoNum = 0.5*gMax(sumPhi/mesh.V().field())*runTime.deltaTValue();
meanCoNum =0.5*(gSum(sumPhi)/gSum(mesh.V().field()))*
runTime.deltaTValue();
}
Info « "Courant Number mean: " « meanCoNum
« " max: " « CoNum « endl;
// *************************************************************** //
For each cell the face flux magnitudes are summed, divided it by the cell
volume and multiplied by ∆T/2. The maximum over all cells is then the
Courant number. The Courant number for the alpha equation is defined in
a similar way.
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Chapter 3
Case setting
Cases are set in OpenFOAM by editing the case files. A case being simu-
lated involves data for mesh, fields, properties, control parameters, etc. As
described in chapter 2, in OpenFOAM these datas are stored in a set of files
within a case directory.
In this chapter the case setting is illustrated as well as the keywords
associated with it. First the grid generation is described, then the boundary
and initial conditions setting. Finally a summary of other settings is made.
3.1 Computational domain and grid
We have to simulate the following problem. At the initial time t=0 the right
wall of a closed pipe completely filled with liquid is removed, allowing the
liquid to exit the domain, and at the same time, allowing the gas to enter.
The computational domain is composed by an horizontal pipe with diameter
D=0.05 [m] and length L=3 [m]. The pipe is constituted by walls at all side
except for one side that is opened to the atmosphere, as shown in Figure 3.1.
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Figure 3.1: Pipe structure (red is liquid).
The domain must be discretizated through grid generation.
The mesh must satisfy certain criteria to ensure a valid, and hence accu-
rate, numerical solution. During any run, OpenFOAM checks that the mesh
satisfies a fairly rigorous set of validity constraints and the run is stopped if
the constraints are not satisfied.
The default in OpenFOAM is a mesh of arbitrary polyhedral cells in 3-D,
bounded by arbitrary polygonal faces, i.e. the cells can have an unlimited
number of faces where, for each face, there is no limit on the number of edges
nor any restriction on its alignment. A mesh with this general structure is
called in OpenFOAM a polyMesh. This type of mesh offers great freedom in
mesh generation and manipulation in particular when the geometry of the
domain is complex or changes over time.
One of the mesh generation utilities supplied with OpenFOAM is block-
Mesh. The blockMesh utility creates parametric meshes with grading and
curved edges. The mesh is generated from a dictionary file named blockMesh-
Dict located in the polyMesh directory of a case. This dictionary file is read
by the blockMesh utility which generates the mesh, i.e. data concerning
nodes, faces, cells and boundary are written in a file in the same directory.
The principle behind blockMesh is to decompose the domain geometry into
a set of 1 or more three dimensional, hexahedral blocks. Each block of the
geometry is defined by 8 vertexes, one at each corner of a hexahedron. More-
over it’s possible to create blocks with less than 8 vertexes by collapsing one
or more pairs of vertex on top of each other. The block face containing the
collapsed vertexes is a block face of zero area which creates a patch with no
faces in the polyMesh. Edges of each block can be straight lines, arcs or
splines. Since we have a circular domain arcs are set as edges. Moreover in
the definition of each block we have to specify:
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• vertexes that identify blocks;
• number of cells in each direction inside a block;
• cell expansion ratio for each direction in the block.
An example of a mesh generated through the blockMesh utility and used in
some simulations is shown in Figure 3.2.
Figure 3.2: Example of grid used for simulations.
Note that, as underlined in the previous chapter, third-part products can
also be used for mesh generation. In this work four different kinds of mesh
are used: one generated through blockMesh and three generated through
a third-part product (Gambit). The reason for the choice of Gambit was
because it is a software more user-friendly than OpenFOAM for complex
meshes generation. Detailed images of other meshes used in this work are
shown in the following chapter.
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3.2 Boundary and initial conditions
Once the mesh generation is complete, the initial fields and boundary condi-
tions have to be set.
The subject of boundaries is a little involved because their role in mod-
eling is not simply that of a geometric entity but an integral part of the
solution.
To set the boundary conditions we first need to consider that a boundary
is generally broken up into a set of patches. One patch may include one or
more enclosed areas of the boundary surface which do not necessarily need
to be physically connected. Referring to Figure 3.1 three patches have been
set in our case:
• leftWall, i.e. the left wall pipe;
• pipeWall, i.e. the lateral surface of the pipe;
• inletOutlet, i.e. the pipe side open to the atmosphere.
First of all the patch types used must be specify. We set wall for leftWall
and pipeWall patches and a generic patch, called patch, for inletOutlet patch.
Note that these entries must be specified in blockMeshDict file during mesh
generation.
The case starts at time t = 0 s, so the initial field datas are stored in a 0
sub-directory.
The 0 sub-directory contains 3 files: prgh, U and α, one for each of the
modified pressure and velocity fields and volume fraction whose initial values
and boundary conditions must be set.
There are 3 principal entries in field data files:
• dimensions: specifies the dimensions of the field;
• internalFIeld: the internal field data which can be uniform, described
by a single value; or nonuniform, where all the values of the field must
be specified;
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• boundaryField: the boundary field data that includes boundary condi-
tions and data for all the boundary patches.
The internalField set in our simulations is a zero value for all the three
variables. Note that the value of this entry not influence the simulations
resuls, however the choice of a reasonable value is advisable.
Moreover the initial phase fraction field must be set in order to set up
the initial space occupied from each phase. The entries for this information
must be write in setFieldsDict file in system folder. As shown in Figure 3.1,
pipe is filled with liquid in all its length. The setFields utility reads fields
from setFieldsDict file.
As underlined in the previous section the right boundary, the inletOutlet
patch, is free to the atmosphere. So the boundary conditions in this patch
must to permit both outflow and inflow (liquid exit from domain and gas
enter to it). Therefore the following combination of boundary conditions, for
prgh, U and α respectively, have to set for this aim:
• totalPressure boundary condition is applied to the pressure field, which
is a fixedValue condition calculated from specified total pressure p0 and
local velocity U.
• pressureInletOutletVelocity boundary condition is applied to the ve-
locity field, which is a velocity inlet/outlet boundary condition applied
to boundaries where the pressure is specified. A zero-gradient condi-
tion is applied for outflow; for inflow, the velocity is obtained from the
patch-face normal component of the internal-cell value.
• inletOutlet boundary condition is applied to the phase fraction field,
which is a zeroGradient condition when flow outwards, fixedValue when
flow is inwards.
At all wall boundaries, we set:
• buoyantPressure boundary condition is applied to the pressure field,
which calculates the normal gradient from the local density gradient;
Oprgh = −O⊥ (ρ)(g · h) (3.1)
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• fixedValue boundary condition is applied to the velocity field, in par-
ticular with a zero value;
• zeroGradient boundary condition is applied to the phase fraction field.
To known as OpenFOAM treats standard boundary conditions, as fixed-
Value and zeroGradient, see [23] . For a brief description of all boundary con-
ditions used see [24]. For a more detailed view see codes in which boundary
conditions are implemented [25]. Remind that OpenFOAM is an open-source
code, so all codes can be consulted freely.
3.3 Other setting parameters
Several additional parameters must be set to run simulations. They involve
fluids and flow properties, discretization and linear-solver settings, time con-
trol setting and parallelization parameters.
Fluid and flow properties
The fluid properties are written in the transportProperties file in the "con-
stant" directory. The dictionary contains the material properties for each
fluid, separated into two subdictionaries: phase1 and phase2. The transport
model for each phase is selected by the transportModel keyword. In this
study a Newtonian model is chosen. In it the kinematic viscosity is single
valued and specified under the keyword nu, the density is specified under
the keyword rho and the surface tension between the two phases is specified
under the keyword sigma.
Gravitational acceleration is uniform across the domain and is specified
in a file named g in the "constant" directory.
The choice of turbulence modelling is selectable through the simula-
tionType keyword in turbulenceProperties dictionary inside the "constant"
folder. In this study no turbulence modeling was applied and the flow is
considered laminar.
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Discretization and linear-solver settings
The choice of finite volume discretization schemes is specified in the fvSchemes
dictionary in the system directory.
As seen in the previous chapter the interFoam solver uses the multidi-
mensional universal limiter for explicit solution (MULES) method to main-
tain boundedness of the phase fraction independently of the used numerical
scheme, mesh structure, etc. The choice of schemes for convection are there-
fore not restricted to those that are strongly stable or bounded, e.g. upwind
differencing. Though a suitable choice of numerical schemes could provide a
more bounded solution.
In the choice of numerical discretization schemes, at first, the way in which
numerical integration is performed must be specified. Standard Gaussian
finite volume integration is a common choice and it is adopted in this work.
Gaussian integration is based on summing values on cell faces, which must
be interpolated from cell centers. Then the choice of interpolation scheme
has to made.
The following numerical schemes are used as default:
• Gauss linear scheme for gradient terms;
• Gauss linear corrected scheme for Laplacian term;
• The following schemes for divergence terms: Gauss vanLeer for div(phi,
alpha), Gauss interfaceCompression for div(phirb,alpha) and Gauss
limitedLinearV for div(rho*phi,U);
• Euler schemes for time dependent terms.
Note that for divergence terms TVD schemes are used as default. In fact,
while for time and Laplacian terms the linear interpolation is enough stable
and accurate, in divergence terms we have the necessity of TVD schemes due
to advection. TVD methods are a class of Total-Variation Stable schemes and
they are based on the requirement that the total variation of the numerical
solution be non-increasing in time. The aim of these schemes is to eliminate
or control spurious oscillations near high gradients through the addition of
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artificial viscosity. For more detailed information about TVD schemes see
[16] and [26].
Note that a sensitivity analysis to the choice of the numerical scheme has
been performed in this work and it will be shown in the following chapter.
The specification of the linear equation solvers, of tolerances and of other
parameters involved in the solution algorithm is made in the fvSolution dic-
tionary in the system directory. The PIMPLE algorithm must be specified.
Its sub-dictionary contains elements that are specific to interFoam. There
are the usual correctors to the momentum equation but also correctors to
a PIMPLE loop around the phase equation. Of particular interest are the
nAlphaSubCycles and cAlpha keywords. nAlphaSubCycles represents the
number of sub-cycles within the α equation; sub-cycles are additional solu-
tions to an equation within a given time step. It is used to enable the solution
to be stable without reducing the time step. In the present simulations, we
specified 2 sub-cycles, which means that the α equation is solved two times
within each time step. The cAlpha keyword is a factor that controls the
compression of the interface where: 0 corresponds to no compression; 1 cor-
responds to conservative compression; and, anything larger than 1 relates to
enhanced compression of the interface. A value of cAlpha=1 is recommended
and used in this work.
Moreover the linear-solver of the equations at each cycle of PIMPLE al-
gorithm must be specified. The equation solvers, tolerances and algorithms
are controlled from the fvSolution dictionary in the system directory. So the
linear-solvers used for each discretized equation have to specified; it is empha-
sised that the term linear-solver refers to the method of number-crunching
to solve the set of linear equations, as opposed to application solver which
describes the set of equations and algorithms to solve a particular problem.
The syntax for each entry within solvers uses a keyword that is the word re-
lating to the variable being solved in the particular equation. The keyword is
followed by a dictionary containing the type of solver and the parameters that
the solver uses, including preconditioner, tolerance, etc. The solvers distin-
guish between symmetric matrices and asymmetric matrices. The symmetry
of the matrix depends on the structure of the equation being solved so the
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user may be able to determine this. The sparse matrix solvers are iterative,
i.e. they are based on reducing the equation residual over a succession of
solutions. The residual is ostensibly a measure of the error in the solution so
that the smaller it is, the more accurate the solution. To optimize simula-
tions a sensitivity regarding the maximum tolerance that give good solutions
was made. The iterative solver stops if the residual falls below the solver
tolerance.
Time control settings
The OpenFOAM solvers begin all runs by setting up a database. The
database controls I/O and, since output of data is usually requested at in-
tervals of time during the run, time is an inextricable part of the database.
The controlDict dictionary sets input parameters essential for the creation
of the database. So input data relating to the control of time and reading
and writing of the solution data are read in from the controlDict dictionary
in system folder. So the start/stop times and the time step for the run must
be set.
Remind that time step control is an important issue in free surface track-
ing since the surface-tracking algorithm is considerably more sensitive to the
Courant number, Co, than in standard fluid flow calculations. Ideally, we
should not exceed an upper limit Co ≈ 0.3 in the region of the interface.
In some cases, where the propagation velocity is easy to predict, is possible
to specify a fixed time-step to satisfy the Co criterion. For more complex
cases, this is considerably more difficult. Therefore interFoam offers auto-
matic adjustment of the time step as standard in the controlDict file. So it
should specify adjustTimeStep to be on and the the maximum Co for the
phase fields, maxAlphaCo, and other fields, maxCo; the default value used
in this work is 0.5. Note that nAlphaSubCycles number is set to 2, so the
real Courant number at each iteration for phase equation is set to 0.25.
By using automatic time step control, if there is the request that Open-
FOAM saves results at a fixed number of time step intervals, the times at
which results are saved are somewhat arbitrary. However even with auto-
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matic time step adjustment, OpenFOAM allows to specify that results are
written at fixed times; in this case OpenFOAM forces the automatic time
stepping procedure to adjust time steps so that it "hits" on the exact times
specified for write output.
Parallelization parameters
The method of parallel computing used by OpenFOAM is known as domain
decomposition, in which the geometry and associated fields are broken into
pieces and allocated to separate processors for solution. The process of par-
allel computation involves: decomposition of mesh and fields; running the
application in parallel; and, post-processing the decomposed. The first step
required to run a parallel case is therefore to decompose the domain using the
decomposePar utility. There is a dictionary associated with decomposePar
named decomposeParDict which is located in the system directory.
The first entry is numberOfSubdomains which specifies the number of
subdomains into which the case will be decomposed, usually corresponding
to the number of processors available for the case. Then the method of
decomposition should be chosen.
In this work the method of decomposition chosen is the simple method. In
it the domain is split into pieces, or subdomains, in the x, y and z directions
and the number of subdomains in each direction being given by the vector
n. The nx, ny and nz components of n split the domain in the x, y and z
directions and must be specified so that the number of subdomains specified
by nx, ny and nz equals the specified numberOfSubdomains, i.e. nx ∗ ny ∗ nz
= numberOfSubdomains.
After the decomposePar command a set of subdirectories will have been
created, one for each processor, in the case directory. The directories are
named processorN where N = 0, 1, . . . represents a processor number and
contains a time directory, containing the decomposed field descriptions, and
a constant/polyMesh directory containing the decomposed mesh description.
After simulation post-processing of the cases should be done. There are
two options:
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• reconstruction of the mesh and field data to recreate the complete do-
main and fields, which can be post-processed as normal. In this case
the simulation is reconstructed by merging the sets of time directories
from each processorN directory into a single set of time directories. The
reconstructPar utility performs the reconstruction.
• post-processing each segment of decomposed domain individually.
Note that a sensitivity on the parallelization is done. The results ob-
tained, shown in Figure 3.3, are very interesting.
Figure 3.3: Parallelization sensitivity.
In Figure 3.3 is shown the simulation time (second) trend as function of
the processor utilized during simulations. The processor number utilized for
this sensitivity study are: 64, 128, 256, 512, 1024 and 2048. As shown in
the figure above with a processor number increase there is an improvement
on simulation speed but exceeding a certain processor number (256) the
simulation run more slower. Note that the domain utilized for this sensitivity
study is composed by 2.5 million cells so the decomposition of the domain
have to made in order to ensure a number of cells for processor of about
10000.
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Mesh and numerical
schemes sensitivity
One of the biggest problems encountered in this work was the mesh sensitivity
study. Indeed it was found that the problem presents high variations of the
field variables using different mesh configurations.
The following mesh topologies were simulated:
• hexahedral axisymmetrical structured mesh;
• tetrahedral unstructured mesh;
• prismatic mesh;
• hexahedral structured mesh.
Good results are obtained only with a hexahedral structured mesh, thus,
in this chapter, are described only the results obtained with it. Note that
this mesh topology is the same used in the work of [13]. The results of the
simulations with the other mesh topologies are described in Appendix. Note
that a lot of simulations were carried out in order to understand the prob-
lems concerning each mesh topology that gives wrong results, with change of
numerical schemes and Courant number, as shown in Appendix.
All the simulations performed in this step involving water and air.
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Finally a simulation with Fluent was performed in order to compare the
results obtained with the two different codes.
For the study of the flow filed characteristic the following pipe sections
were chosen:
• a section to y=0 m to study the form of the bubble in the pipe symmetry
section;
• a section to y=0 m to study the velocity field;
• a section to z=0.0125 m to study the form of the bubble in a plane in
which is present a gas-liquid interface;
• a section to z=0.0125 m to study the velocity field.
Note that the velocity field represented in the sections itemized above is
related to the component of velocity along the longitudinal coordinates.
4.1 Hexahedral structured mesh
In this section are described the results of the sensitivity analysis carried out
by using a hexahedral structured mesh. All the simulations were carried out
using second order centered schemes.
The sensitivity of the results to mesh refinement, Courant number and
numerical schemes are described in the following subsections. Moreover, a
simulation in which both phase, water and air,
Moreover, a simulation in which both phase, water and air, are initialized
in equal volumes was carried out in order to understand the influence of the
boundary conditions set for the opened side of the pipe.
Note that in these analysis the results are considered equal if their differ-
ence is below the 0.5%.
4.1.1 Mesh refinement effects
The reference scheme used in the construction of the computational grid is
shown in Figure 4.1.
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Figure 4.1: Reference scheme for mesh construction.
The number of cells used in the three reference edges is indicated as
AxBxC, see Figure 4.1 to identify the differents edge. Their values identify
the different mesh.
First of all the effect of A is investigated, by varying it in the range 2000-
4000 and keeping a constant value for B and C of 25 and 7 respecitvely. So
simulations with the following meshes were carried out:
• 2000x25x7;
• 3000x25x7;
• 4000x25x7.
The effect of the parameter A on the bubble drift velocity along the pipe
axis is shown in Figure 4.2
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Figure 4.2: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
the refinement of A side on a hexahedral structured mesh.
The fluctuations of VD decrease significantly by increasing the parame-
ter A. Table 4.1 compare the meshes tested in terms of the mean value of
the bubble drift velocity, evaluated from x= 0.15 m to x=0.2 m, and of its
fluctuations.
mesh VD mean [m/s] fluctuations [m/s]
2000x25x7 0.3475 ± 0.0033 (±0.9 %)
3000x25x7 0.3533 ± 0.0014 (±0.4 %)
4000x25x7 0.3550 ± 0.0008 (±0.2 %)
Table 4.1: Effect of the parameter A on VD.
As shown from Figure 4.2 and underlined from table above, VD can be
considered as constant. The values A=3000 and A=4000 can be considered
both acceptable in terms of VD; in order to limit fluctuations, A=4000 is
chosen.
Figure 4.3 and 4.4 show the volume fraction and the velocity field for the
simulations carried out with different values of A. Note that in Figure 4.3
red represents the liquid phase while blu the gas phase.
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(a) 2000x25x7 (b) 2000x25x7
(c) 3000x25x7 (d) 3000x25x7
(e) 4000x25x7 (f) 4000x25x7
Figure 4.3: Distribution of volume fraction field at: section y=0 m in (a),
(c) and (e); section z=0.0125 m in (b), (d) and (f).
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(a) 2000x25x7 (b) 2000x25x7
(c) 3000x25x7 (d) 3000x25x7
(e) 4000x25x7 (f) 4000x25x7
Figure 4.4: Distribution of velocity field at the section y=0 m in (a), (c) and
(e). Distribution of volume fraction field at the section z=0.0125 m in (b),
(d) and (f).
The results shown in Figure 4.3 and Figure 4.4 do not present significant
differences among each others. The volume fraction field presents a smooth
interface without particle of mixture phase inside gas. The velocity field
follows the good behavior of volume fraction in both the plane considered
and, as expected, is exactly symmetric in the plane xy.
Note that only this mesh topology give good results while in the simul-
taions with other mesh topologies rough interfaces with particles of mixture
phase inside gas and wrong velocity fields were found, as shown in Appendix.
As for the parameter B, the sensitivity study was carried out by varying
it in the range 15-35, while A is fixed to the previous chosen value of 4000
and C to 7. Three meshes are tested:
• 4000x35x7
• 4000x25x7
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• 4000x15x7
Table 4.2 shows the effect of the refinement of B side on bubble drift
velocity along the pipe axis.
mesh VD mean [m/s] fluctuations [m/s]
4000x15x7 0.3537 ± 0.0007 (±0.2 %)
4000x25x7 0.3550 ± 0.0008 (±0.2 %)
4000x35x7 0.3552 ± 0.0007 (±0.2 %)
Table 4.2: Effect of the parameter B on VD.
As shown in Table 4.2, the value of VD obtained in the three simulations
differs from each other of about 0.4%. Generally when the two value obtained
can be considered equal the mesh chosen is the mesh with the lower number
of elements. Nevertheless it was preferred to choice the mesh with B=25
because it shall ensure an interface more smooth and a better trend of the
velocity fields, as shown in Figure 4.5.
(a) 4000x15x7 (b) 4000x25x7
(c) 4000x15x7 (d) 4000x25x7
(e) 4000x15x7 (f) 4000x25x7
Figure 4.5: Distribution of the flow field at the section of interest.
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No appreciable differences were found in the flow fields for B=25 and
B=35 and so are not presented.
Finally, the effect of the refinement of C was analyzed by simulating the
following meshes:
• 4000x25x7
• 4000x25x11
Table 4.3 shows the effect of the refinement of C on bubble drift velocity
along the pipe axis.
mesh VD mean [m/s] fluctuations [m/s]
4000x25x7 0.3550 ± 0.0008 (±0.2 %)
4000x25x11 0.3532 ± 0.0017 (±0.5 %)
Table 4.3: Effect of the parameter C on VD.
The value obtained with different C values differ from each other of the
0.5%, so they can be considered equal and C=7 was chosen. Moreover, should
be noted that an excessive refinement of C, maintaining a fixed value of A
and B, produces a distortion of the cells in localized points of the mesh that
could lead to an arise of stability problem of the solution.
Figure 4.6 shows the cross-section of the mesh chosen after the mesh
refinement sensitivity.
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Figure 4.6: Cross-section of the hexahedral structured meshes chosen.
4.1.2 Courant number variations
In this subsection the sensitivity analysis to the Courant number was carried
out. Note that the possibility to increase the Courant number would allow
to carry out a faster simulation.
Table 4.4 shows the effect of different Courant numbers on bubble drift
velocity along the pipe axis.
Co VD mean [m/s] fluctuations [m/s]
0.10 0.3550 ± 0.0008 (±0.2 %)
0.25 0.3550 ± 0.0008 (±0.2 %)
0.50 0.3534 ± 0.0016 (±0.4 %)
Table 4.4: Comparison of the VD value obtained with different Courant num-
ber.
As shown in Table 4.4 the difference between the bubble drift velocity
value obtained with the three different Courant numbers is less than 0.5% .
Furthermore volume fraction and velocity field are perfectly equal, so they are
not presented. However, in order to reduce the amplitude of the fluctuations
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of VD and to not overcome the values suggested in literature (Co=0.2-0.3), a
value of Co=0.25 was chosen.
4.1.3 Numerical schemes sensitivity
In this subsection the effect of the use of a second order upwind scheme was
studied.
Table 4.5 shows the effect of different numerical schemes on bubble drift
velocity along the pipe axis.
Numerical schemes VD mean [m/s] fluctuations [m/s]
centered 0.3550 ± 0.0008 (±0.2 %)
upwind 0.3445 ± 0.0012 (±0.3 %)
Table 4.5: Comparison of the VD value obtained with different numerical
schemes.
As expected, the value obtained with upwind schemes is lower than ob-
tained with centered schemes. Differences of 3% was found. However, it
seems to be reasonable to assess that a centered scheme is the better choice
for this case. Note that all fields have lower values than obtained with cen-
tered schemes but the flow fields behavior is equal.
4.1.4 Boundary conditions sensitivity
Finally, a simulation in which both phase are initialized was carried out in
order to study the effect of the boundary conditions set on the open side of
the pipe. At the initial time, the two phase fill an half of the computational
volume and are divided by a diaphragm. When the simulation start, the
diaphragm is removed allowing the two phase to move: gas fills the volume
of the discharged liquid forming the Benjamin bubble.
Table 4.6 shows the effect of different boundary conditions on bubble drift
velocity along the pipe axis.
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Initial volume VD mean [m/s] fluctuations [m/s]
liquid 0.3550 ± 0.0008 (±0.2 %)
liquid-gas 0.3550 ± 0.0008 (±0.2 %)
Table 4.6: Comparison of the VD value obtained with different phase
initialization.
As shown in Table 4.6 the values of VD obtained in the two different
simulations is exactly equal.
A comparison between the shape of the bubble obtained with the different
initialization of the flow is shown in Figure 4.7. Note that in Figure 4.7 the
origin of x coordinate correspond to the position of the initial diaphragm in
order to overlap the two different profile.
Figure 4.7: Comparison between the bubble profile obtained with the two
different initialization of the flow.
The figure above shows an overlap almost complete of the bubble shapes.
Slight difference were found only in the region where the boundary conditions
are imposed. This behavior is consistent with the zero gradient boundary
condition set for outflow when only liquid is initialized.
4.2 Results
On the base of the sensitivity studies, the following settings were chosen for
the simulation of the Benjamin:
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• Hexahedral structured mesh (4000x25x7).
• Co=0.25.
• Second order centered schemes (TVD schemes for divergence terms).
• Single phase initialization.
A simulation with FLUENT was carried out in order to obtain a com-
parison of the flow field obtained with a commercial code. The simulation
was carried out by using the same mesh, the same Courant number and the
same boundary conditions as in OpenFOAM. As for the other settings in
FLUENT was chosen: PISO algorithm for the pressure-velocity coupling,
PRESTO! scheme for pressure discretization, QUICK scheme for momen-
tum discretization, Geo-Reconstruct for volume fraction discretization. No
turbulence modeling was applied.
Figure 4.8 shows a comparison between the value of bubble drift velocity
along the pipe axis obtained with OpenFOAM, FLUENT and in the experi-
mental work of [11].
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Figure 4.8: Comparison of the VD values obtained with experiment [11] and
two differents numerical codes.
92
4.2 - Results 93
In both simulations VD is constant and equal to VD=0.355 m/s and
VD=0.345 m/s for OpenFOAM and FLUENT respectively. These results
can be considered in good agreement with experimental result in [11], who
found a value of VD=0.35 m/s, and with the FLUET simulation with turbu-
lence model in [12], VD=0.351 m/s. Studies on fluid similar to water, [9, 10],
observed a value for bubble drift velocity of 0.33 m/s, so a large dispersion
on the value of VD is present also in the esperimental results.
Figure 4.9 shows a comparison of the velocity filed obtained with the two
different code.
(a) OpenFOAM (b) FLUENT
(c) OpenFOAM (d) FLUENT
Figure 4.9: Distribution of the velocity field at the section of interest.
As shown from Figure 4.9 the same behavior of flow fields was obtained.
The velocity values obtained with Fluent are lower than the ones obtained
with OpenFOAM in almost all the flow fields, comfirming the difference
observed in the value of the bubble drift velocity. On the other hand, in the
simulation carried out with FLUENT the liquid height decrease near the end
pipe, as shown in Figure 4.10, and this affect the velocity filed (Figure 4.9
(b)). This is the reason of the higher velocity values obtained near the end
pipe with FLUENT simulation than those obtained with OpenFOAM.
Figure 4.10 shows a comparison of the bubble shape obtained with the
two different code and with the bubble shape experimentally obtained in [2].
The bubble shape obtained with OpenFOAM is closer to the experimental
bubble profile obtained by [2] than the one obtained with FLUENT
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(a) OpenFOAM and FLUENT
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Figure 4.10: Comparison of the bubble profile obtained with OpenFOAM,
FLUENT and in the [2] experiments.
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Chapter 5
Viscosity influence on
bubble drift velocity
In this chapter the viscosity influence on bubble drift velocity can be eval-
uated. The results are compared with [11] experimental results and with
[12, 13] computational results.
The Citgo Sentry 220 oil was used in these simulations, whose properties
are described in section 1.4.2. The following viscosities have been used in the
simulations:
• µ=0.04 Pa · s;
• µ=0.06 Pa · s;
• µ=0.08 Pa · s;
• µ=0.121 Pa · s;
• µ=0.692 Pa · s;
The surface tension is considered as constant and equal to σ =0.03 N/m.
The viscosities µ=0.04 Pa · s, µ=0.06 Pa · s and µ=0.08 Pa · s were
chosen in order to verify the observation of [10], who found that the viscous
effects are appreciable on bubble motion for Reynolds numbers, ReD, less
than 200. The last two viscosity, µ=0.121 Pa · s and µ=0.692 Pa · s, are the
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two extreme values in [11] experiments. Moreover, computational results are
shown in [12, 13] for these two viscosity value.
Figure 5.1 compares the available data with the bubble drift velocity along
the pipe axis obtained with OpenFOAM for the following viscosity: µ=0.121
Pa · s and µ=0.692 Pa · s.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
0
0.1
0.2
0.3
0.4
x [m]
VD [m/s]
 
 
OpenFOAM−0.121[Pa s]
FLUENT−0.121[Pa s]
experiment−0.121[Pa s]
OpenFOAM−0.692[Pa s]
FLUENT−0.692[Pa s]
experiment−0.692[Pa s]
Figure 5.1: Comparison between OpenFOAM and FLUENT predictions
[12, 13] and experiments [11] for drift velocity.
As shown from the figure above the bubble drift velocity decreases along
the pipe. This behavior is consistent with the hypothesis of [12] (ReD <
200).
The results obtained with OpenFOAM are close to those obtained with
FLUENT. Moreover the values obtained for VD are close to experimental
results for µ=0.692 Pa · s while a worst agreements was found for µ=0.121
Pa · s. However, the most important aim of this works is to show that the
bubble drift velocity is not constant along the pipe for high viscous fluids.
Note that the experimental results are available only for a specific position
along the pipe.
Figure 5.2 shows the bubble drift velocity along the pipe axis for the
following viscosity: µ=0.04 Pa · s and µ=0.08 Pa · s.
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Figure 5.2: Comparison between OpenFOAM and FLUENT predictions
[12] for drift velocity.
Figure 5.2 clearly shows the different behavior of the fluids. Indeed the
lower viscous fluid, µ=0.04 Pa · s, presents a value of ReD= 380, so it is in the
region in which velocity should be constant. On the other hand, the bubble
drift velocity of the higher viscous fluid, µ=0.08 Pa · s, decreases along the
pipe since ReD= 150. So these simulations confirm the observations of [10].
Moreover, Figure 5.2 shows that the value of VD obtained with Open-
FOAM is close to the one obtained with FLUENT for µ=0.08 Pa · s, while
the values obtained for µ=0.04 Pa · s are different. In particular a value
equal to water is obtained for µ=0.04 Pa · s with OpenFOAM. Note that
[10] experiments show that the bubble drift velocity is independent of viscous
effect if ReD is greater than about 400. However this difference between the
two code was unexpected and deserves further investigations.
Finally, in orfer to highlight the different behaviors for value of ReD near
200 a simulation with a fluid with µ=0.06 Pa · s was carried. Figure 5.3 shows
a comparison of the bubble drift velocity obtained with the three different
values of viscosity.
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Figure 5.3: Comparison between OpenFOAM for drift velocity for: µ=0.04
Pa · s, µ=0.06 Pa · s and µ=0.08 Pa · s .
Figure 5.3 clear shows the presence of three regions:
• ReD > 400, in which the bubble drift velocity is not influenced by the
viscous effects.
• ReD = 200 − 400, in which the bubble drift velocity is constant along
the longitudal coordinate, with a value lower than that obtained for
water. Note that ReD = 233 is obtained for the fluid with µ=0.06 Pa
· s.
• ReD < 200, in which the bubble drift velocity decreases along the
longitudinal coordinate.
Figure 5.4 and 5.5 show a comparison of the dimensionless liquid height,
hD, obtained with the codes at three different times respectively for µ=0.121
Pa · s and µ=0.04 Pa · s. Note that hD= hL/D where hL is the liquid height.
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(c) t=6.4 s
Figure 5.4: Comparison of dimensionless liquid height, hD, at three different
times for µ=0.121 Pa · s obtained with OpenFOAM and FLUENT [12].
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Figure 5.5: Comparison of dimensionless liquid height, hD, at three different
times for µ=0.04 Pa · s obtained with OpenFOAM and FLUENT [12].
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Figure 5.4 and 5.5 show a good agreements of the value of hD obtained
with the two different codes except near the pipe exit, as also shown in section
4.2.
The results of the numerical simulations for µ=0.121 Pa · s essentially
confirm the experimental observations of [11], who report a value of hD =
0.72, and the [12] observations, who note that the dimensionless liquid height
immediately behind the bubble front appreciably increases with time from a
value of 0.62 after 2 s to a value of 0.74 after 6.4 s.
Also the results relative to µ=0.04 Pa · s confirm the [12] observations.
Indeed the presence of a minimum of the liquid height (hD = 0.6) immediately
after the bubble front sugegsts the presence of a critical liquid film flow. The
value of this minimum does not change with time. This minimum is followed
by a sudden increase of hD caused by mechanical energy dissipation at the
transition from critical to subcritical flow. As expected, the height of this
hydraulic jump increases with time due to the increasing length of the liquid
layer.
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Conclusions
In this work the capabilities of the open-source code OpenFOAM in the
simulation of the motion of the Benjamin bubble are benchmarked against
the available experimental data ([11]), theoretical analysis ([7]) and numerical
results of simulations carried out with a commercial code ([13, 12]). This
can be considered the first step towards the appraisal of the reliability of
OpenFOAM in the modelling of multiphase flows through pipelines, such as
the slug flow.
The motion of the Benjamin bubble is simulated for a wide range of
Reynolds number, obtained by varying the viscosity of the simulated liquids
and maintaining air as the gas phase. First of all, water is considered as
working fluid, because for this liquid a constant drift velocity of the bubble
is expected and reliable experimental data are available for comparison. The
sensitivity of the results to the size of the time step, to the numerical dis-
cretization schemes and to grid refinement and topology is investigated. It is
found that the most critical parameters are grid topology and resolution. The
results obtained on a structured hexaedral grid of adequate resolution show
a value of the bubble drift velocity in good agreement with the experimental
result of [11] and with the numerical one obtained through FLUENT. More-
over, the bubble shape obtained by OpenFOAM is in better agreement with
the experimental bubble shape in [2] than that obtained in the simulations
with FLUENT.
As for the simulations with high viscosity fluids, they confirm an effect
of the viscosity of the fluid on the bubble drift velocity for ReD < 400 (as
in [10]). Under this value of Reynolds number, two different behaviours
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of VD are present: (i) for ReD = 200 − 400 the velocity of the bubble is
constant along the longitudinal coordinate of the pipe; (ii) for ReD < 200
the velocity of the bubble decrease along the pipe. The results obtained for
ReD < 200 are close to those obtained with FLUENT in [13, 12], while slight
discrepancies are found between all the numerical data and the experiments
in [11]. Moreover, all the numerical evidences in the OpenFOAM simulations
are compatible with the physical explanation of the decrease of the bubble
drift velocity, i.e. the presence of a subcritical flow at the bubble front. As
for ReD = 200 − 400, no experimental data are available for comparison,
some differences are found compared to the results in [12], which should be
further investigated in future.
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Appendix
At the beginning of this study a hexahedral axisymmetrical structured mesh
was used. As shown below wrong results are obtained with this mesh topolo-
gies. A change of the numerical schemes or of Courant number sometimes
improve the results, however the flow field analisys clearly shows that also
these results can not be considered as good results.
In this appendix are described the results of the simulations with: a
hexahedral axisymmetrical structured mesh, a tetrahedral unstructured mesh
and a prismatic mesh.
A.1 Hexahedral axisymmetrical structured mesh
Initially a simulation with a hexahedral axisymmetrical structured mesh was
carried out. The mesh used is shown in Figure 3.2.
Grid refinement, variation of the numerical schemes and a sensitivity on
the Courant number was performed with this mesh but nothing of these
simulations give good results, as shown in this section.
The major problem of this mesh is represent by the axis pipe, in which
several cells converge. Indeed, as show below, the axis pipe points are a
source of instability. Moreover a fluctuating bubble drift velocity was found,
probably caused by currents coming from the discretization of surface tension
[27].
104
A.1 - Hexahedral axisymmetrical structured mesh 105
Finally, a simulation with a lower Reynolds number was made. The use
of a more viscous fluid than water allows to reduce the instability generation.
A.1.1 Mesh refinement effects
Initially a grid refinement was performed in all direction. In particular the
following meshes are simulated:
• 20x20x400
• 30x30x600
• 40x40x800
• 50x50x1000
where ##x##x### are the cells number respectively along y, z and x axis.
For the mesh size sensitivity the default schemes was used.
The bubble drift velocity vs. pipe axis is shown in Figure A.1
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Figure A.1: Bubble drift velocity (VD) vs. pipe axis coordinate (z) for
mesh refinement sensitivity.
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As shown in the figure above the bubble drift velocity have a fluctuating
trend along the pipe. The mean value of bubble drift velocity for each mesh
tested and its range of variations is shown in Table A.1.
mesh VD mean [m/s] variation from mean value [m/s]
20x20x400 0.3072 ± 0.0211 (±6.9 %)
30x30x600 0.3174 ± 0.0129 (±4 %)
40x40x800 0.3245 ± 0.0112 (±3.3 %)
50x50x1000 0.3294 ± 0.0089 (±3 %)
Table A.1: Bubble drift velocity obtained from the mesh grid refinement.
It is evident from the table that the width of velocity fluctuations decrease
with a mesh refinement, but Figure A.1 show an increase of frequency of it
after a certain mesh refinement.
In Figure A.2 are shown the three components of the bubble drift velocity.
Note that mesh refinement along y direction isn’t necessary, as shown in
the Figure A.2, but in order to have a structured mesh an equal refinement
in y and z direction was made.
Figure A.3, A.4, A.5 and A.6 show respectively the distribution of volume
fraction filed in the plane y=0 m and z=0,0125 m and the distribution of
velocity field in the plane y=0 m and z=0,0125 m for the four mesh studied.
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Figure A.2: Bubble drift velocity components along axis pipe in: (a) x
direction, (b) y direction and (c) z direction.
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(a) 20x20x400 (b) 30x30x600
(c) 40x40x800 (d) 50x50x1000
Figure A.3: Distribution of volume fraction filed in the section at y=0 m for
different mesh elements size.
(a) 20x20x400 (b) 30x30x600
(c) 40x40x800 (d) 50x50x1000
Figure A.4: Distribution of volume fraction filed in the section at z=0.0125
m for different mesh elements size.
The figures above show that with a mesh refinement a smooth interface
can be obtained. Moreover it can be noted that with the mesh topology
considered in this section there is a decohesion of the interface after a certain
mesh refinement. This is underlined from the presence of mixture phase
inside gas.
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(a) 20x20x400 (b) 30x30x600
(c) 40x40x800 (d) 50x50x1000
Figure A.5: Distribution of velocity filed in the section at y=0 m for different
mesh elements size.
(a) 20x20x400 (b) 30x30x600
(c) 40x40x800 (d) 50x50x1000
Figure A.6: Distribution of velocity filed in the section at z=0.0125 m for
different mesh elements size.
The velocity field is affected from the behavior of the phase fraction filed,
so present a deterioration of the solution with a mesh refinement, see Figure
A.5 and A.6. Moreover the velocity reached in the fields are more high than
expected. The high increase in velocity have effect on simulation time because
all simulations was made with a fixed Courant number, adjusting the time
step as consequence of the velocity filed. So to a high velocity correspond
small time step and therefore long simulation time: fifty times higher than
expected. Finally note that the velocity field in section at z=0.0125 m should
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be a symmetric field but, as shown in Figure A.6, the symmetry is totally
loss with the mesh refinement.
So, the analysis of Figure A.3, A.5 and A.6 show, with the mesh refine-
ment of this mesh topology, the rise of an instability that give results far
from reality.
The origins of the numerical instability that give wrong results in the
simulations carried out with this mesh topology could be:
• mesh geometry;
• high Courant number;
• spurious current;
• initialization of a single phase.
One of the cause of the origin of the instability present in the simulations
can be the mesh geometry, particularly the zone around the axis pipe could
give some problems. In fact it link a lot of cells together and, with a mesh
refinement, there is a densification of cells in a small zone. Note that, as
shown in Figure A.7, the instability seems to arise from this zone. So sim-
ulations with different mesh configurations were carried out in the following
sections.
Figure A.7: Velocity field in a cross-section for mesh 50x50x1000.
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Another possible origin of instability for a multiphase flow is represented
by an high Courant number and by the presence of unphysical velocity, as
shown in the next subsections.
Usually, in a multiphase problem, a simulation in which both phase are
initialized is more stable than a simulation with the initialization of a single
phase. So a simulation in which a little initial volume of air was carried
out. The results obtained show the same errors to those obtained without
initialization of air volume and are not discussed.
Note that the following simulations are made with the mesh 50x50x1000
because the instability is more clear in this mesh size.
A.1.2 Courant number variations
Multiphase flow problems are highly sensitive to the Courant number so is
recommended to maintain a maximum value of Co=0.3. Previous simulations
were made setting a value of 0.25 for the Courant number so it’s necessary
carry out a simulation with a smaller value of Co to ensure that instability
doesn’t arise from a wrong choice of it.
In this subsection the influence of Courant number is studied with a
comparison of three value: 0.1, 0.25, 0.5.
Figure A.8 shows the bubble drift velocity vs. pipe axis for the different
values of Courant number.
Note from Figure A.8 that the simulation with Co=0.1 and Co=0.25 are
exactly equal. Moreover the mean value of drif velocity and its variation
from it are the same for all the Courant number tested, i.e VD= 0.3294 ±
0.0098 m/s.
Figure A.9, A.10 and A.11 show respectively the volume fraction field
for the section at y=0 m, the velocity fields for the section at y=0 m and
z=0.0125. Figure are referred to the simulations with Courant number of
Co=0.1 and Co=0.5, the simulation with Co=0.25 was illustrated in the
previous section. Finally note that the volume fraction field in the plane xy
is not represented since there isn’t any difference with previous cases.
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Figure A.8: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
different Courant numbers.
(a) Co = 0.1 (b) Co=0.5
Figure A.9: Distribution of volume fraction filed in the section at y=0 m.
(a) Co = 0.1 (b) Co=0.5
Figure A.10: Distribution of velocity filed in the section at y=0.
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(a) Co = 0.1 (b) Co=0.5
Figure A.11: Distribution of velocity filed in the section at z=0.0125 m.
As shown in the figures above the variable trend is the same for the
two lower Courant number tested while simulation with Co=0.5 seem to
worsen the solution. This imply that for the problem studied the limit on
the Courant number proposed in literature for multiphase problems seems
to be respected. Nevertheless this result was obtained in a simulations that
give wrong filed variables so isn’t clear if the limit proposed in literature
can be exceeded. Note that a little increase of the Courant number make
the simulations faster through the increasing of the time step of simulation.
Therefore the following simulations are performed with a value of Courant
number equal to Co=0.25 in order to remain below the limit value proposed
in literature.
A.1.3 Numerical schemes sensitivity
As outlined at the beginning of this section one of the problems that can
be encountered in multiphase flow simulations using the VOF method is the
presence of spurious velocities that spread the interface [27]. A spurious
current is a small-amplitude artificial velocity field which arises from an im-
balance between discretized forces in multiphase flows. Their origin comes
from an errors in the calculation of volume fraction gradient, a term present
in surface tension in momentum equation. Indeed, to guarantee momentum
balance, unphysical velocity are generated in order to balance errors that
come from an incorrect assessment of volume fraction gradient. Spurious
velocities can sometimes be as large as the characteristic velocities of the
problem, causing severe instability and ambiguity between physical and spu-
rious velocities. They are typically exacerbated by large values of numerical
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surface tension, for example in a capillary flow in which flow is driven by
surface tension, or when the two fluids being simulated have large density
ratios, as in the problem studied.
Note that spurious velocities increase with a mesh refinement and this
can be a possible reason for the worsening solution obtained with a mesh
refinement. Moreover spurious velocity can be the origin of the fluctuating
trend observed in the bubble drift velocity along the pipe.
To bound the effects of spurious velocities other numerical schemes can
be utilized. In particular limited schemes were used to the discretization of
the gradient term since the problem that generate this kind of phenomenon
is an error on the evaluation of the phase fraction gradient. So the following
numerical schemes were used for the simulation of this subsections:
• cellMDLimited Gauss linear 1 for all gradient terms;
• TVD schemes for divergence terms, as default schemes described in the
previous chapter;
• Gauss linear limited 0.333 for the laplacian term;
• backward for time dependent terms.
Note that two limited schemes are available for the discretization of the
gradient terms, cellLimited and faceLimited. CellLimited should be less dis-
sipative and this is the reason of its choice. Moreover a MD version of the
scheme was used. The different between the two version is that the basic
version cuts each component of the gradient in the same way in each direc-
tion while MD version cuts the gradient only in the direction normal to the
face. More information about limited schemes can be found in [24].
Figure A.12 shows the bubble drift velocity vs. pipe axis for the different
schemes utilized.
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Figure A.12: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
different numerical schemes.
Note that the fluctuations of the velocity decreased significantly, switching
from a value for the bubble drift velocity of VD=0.3294 ± 0.0098 m/s for the
simulation with default schemes to a value of VD=0.3268 ± 0.0059 m/s for
the simulation with limited schemes.
Figure A.13 shows phase fraction and velocity field for the section of
interest.
As shown from the Figure A.13 (a) the decohesion of the interface slightly
decreases. Anyhow Figure A.13(b) and (c) show a velocity fields totally
wrong.
Moreover a simulations with a lower Courant number was performed but
was not obtained any further improvement since simulations are carried out
in a range of value of Courant number that doesn’t give any problem.
During this work was released a new version of OpenFOAM in which
NVD schemes are proposed as default for divergence terms. So a simulation
with NVD shcemes was carried out. The results obtained are totally wrong
and therefore will not be discussed.
Moreover also a simulation with upwind schemes for the divergence terms
was carried out but the results are totally wrong again.
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(a)
(b)
(c)
Figure A.13: Limited schemes simulation. Distribution of: (a) volume frac-
tion field in the section at y=0 m; (b) velocity filed in the section at y=0 m
and (c) velocity filed in the section at z=0.0125 m.
A.1.4 Low Reynolds number effects
Finally a simulation with a lower Reynolds number was carried out. Note
that spurious velocities decrease with the decrease of Reynold number. More-
over, increasing liquid viscosity in order to obtain a lower Re, instability from
mesh geometry can be reduced.
To obtain a low value of Reynolds number, a fluid different from water
was chosen, particularly the Citgo Sentry 220 oil with a viscosity of µ =
0.692Pa · s.
Figure A.14 shows the bubble drift velocity vs. pipe axis for a value of
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Reynolds bubble based on drift velocity of about ReD = 7.
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Figure A.14: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
ReD=7.
As shown from figure above VD remain characterized by fluctuation along
the pipe. Note that a decreasing of the variable studied was expected, as
underlined in section 1.4.3.
Figure A.15 shows phase fraction and velocity field for the section of
interest.
Figure A.15 shows good results. In particular the interface in Figure
A.15 (a) is smooth with any presence of mixture phase inside gas. The good
volume fraction field obtained positive affects velocity fields, as shown in
Figure A.15(c) and (d). Moreover a symmetric velocity field in section at
z=0.0125 m was obtained, as shown in Figure A.15 (d).
As expected, the increasing of liquid viscosity has a good influence on the
flow field variables.
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Figure A.15: Distribution, for ReD=7, of: (a) volume fraction field in the
section at y=0 m; (b) volume fraction field in the section at z=0.0125 m; (c)
velocity filed in the section at y=0 m and (d) velocity filed in the section at
z=0.0125 m.
A.2 Tetrahedral unstructured mesh
To solve the problems generated by previous mesh geometry a tetrahedral
unstructured mesh was used.
Figure A.16 show the mesh geometry utilized in these simulations.
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Figure A.16: Tetrahedral unstructured mesh.
Even for this mesh geometry a mesh refinement and a numerical schemes
sensitivity was carried out. But, as shown in this section, even a tetrahedral
unstructured mesh doesn’t give good results.
Finally a simulation with a lower Courant number, Co = 0.1, was carried
out. The result confirm the result obtained with the previous mesh tested. In
fact there aren’t variation of the flow field characteristics with these variation
of Courant number, so fields of this simulation were not shown.
A.2.1 Mesh refinement effects
A mesh refinement was performed in order to obtain a result that is indepen-
dent from the mesh element size. Simulations with two different mesheswere
carried out: one with 2.5 million elements and one with 5.5 million elements.
Note that the smallest tetrahedral unstructured mesh used is large as the
biggest hexahedral axisymmetrical structured mesh.
The default numerical schemes were used for the mesh refinement sensi-
tivity.
Figure A.17 shows the bubble drift velocity vs. pipe axis for the two
tetrahedral unstructured meshes utilized.
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Figure A.17: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
the two tetrahedral unstructured meshes utilized.
The variable fluctuations increase significantly than previous simulations.
Table A.2 compare the finer hexahedral axisymmetrical structured mesh with
the two tetrahedral unstructured meshes.
mesh VD mean [m/s] variation from mean value [m/s]
50x50x1000 0.3294 ± 0.0089 (±3 %)
2.5 millions 0.3497 ± 0.0281 (±8 %)
5.5 millions 0.3536 ± 0.0356 (±10 %)
Table A.2: Comparison of the value obtained for VD with different mesh.
Figure A.18, A.19 and A.20 show phase fraction and velocity field of the
two meshes tested for the section of interest.
(a) 2.5 million elements mesh (b) 5.5 million elements mesh
Figure A.18: Distribution of volume fraction field at the section y=0 m.
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(a) 2.5 million elements mesh (b) 5.5 million elements mesh
Figure A.19: Distribution of velocity field at the section y=0 m.
(a) 2.5 million elements mesh (b) 5.5 million elements mesh
Figure A.20: Distribution of velocity field at the section z=0.0125 m.
About volume fraction field a rough interface was obtained, however the
interface remain confined and there isn’t mixture phase inside gas. The
volume fraction trend affects velocity field in section at y=0 m, as shown
in Figure A.19 and A.20. Finally the velocity filed shown in Figure A.20
is asymmetric. So figures show a better trend of the variables fields than
obtained with hexahedral axisymmetrical structured mesh, especially in the
section at y=0 m. However these results can’t be considered excellent results,
as underlined by the high fluctuation of bubble drift velocity and by the
velocity fields in the xy plane.
Analyzing figures above is clear that there is no reason for other mesh
refinements.
A.2.2 Numerical schemes sensitivity
In order to study the influence of the numerical schemes on the solution and
try to obtain a better solution a simulation with limited numerical schemes
was carried out. The numerical schemes used are the same described in the
section A.1.3. The mesh geometry chosen for this sensitivity is the mesh with
5.5 million elements.
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Figure A.21 shows the bubble drift velocity vs. pipe axis for the two
different numerical schemes setting.
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Figure A.21: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
the two numerical schemes utilized.
As shown from figure above there aren’t clear difference between the two
simulations. Indeed width of fluctuations increased slightly, switching from
a value for the bubble drift velocity of VD=0.3536 ± 0.0356 [m/s] for the
simulation with default schemes to a value of VD=0.3364 ± 0.0376 [m/s]
for the simulation with limited schemes. So limited schemes didn’t reduced
fluctuations, as obtained with previous mesh topology.
Figure A.22 show phase fraction and velocity field of the simulation car-
ried out with limited schemes for the section of interest.
Figures A.22 confirm the behavior observed in Figure A.21, i.e. that there
aren’t clear differences between the simulation with default schemes and the
simulation with limited schemes for the tetrahedral unstructured mesh.
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Figure A.22: Distribution, for the simulation with limited schemes, of: (a)
volume fraction field in the section at y=0 m; (b) velocity filed in the section
at y=0 m and (c) velocity filed in the section at z=0.0125 m.
A.3 Prismatic mesh
The tetrahedral unstructured mesh shows a better field variables trends than
the hexahedral axisymmetrical structured mesh, especially for the volume
fraction field. However the results obtained can’t be considered good results.
So, starting from the tetrahedral unstructured mesh, another mesh topology
was tested. The new mesh has the same form of elements in the cross-section
of the tetrahedral unstructured mesh. So, in this section a simulation with
a prismatic mesh, with 2.5 millions of elements, was carried out.
The default scheme was used.
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Figure A.23 shows the bubble drift velocity vs. pipe axis for the prismatic
mesh.
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Figure A.23: Bubble drift velocity (VD) vs. pipe axis coordinate (x) for
the prismatic mesh.
Figure A.23 shown a fluctuating trend of bubble drift velocity again,
whose mean value and the variation from it is equal to VD=0.3245 ± 0.0139
[m/s]
Figure A.24 shows phase fraction and velocity field of the simulation
carried out with prismatic mesh for the section of interest.
Figure A.23 shows conflicting results. Indeed, Figure A.24 (a) shows a
very smooth interface while in Figure A.24 (b) velocity field of gas phase
isn’t continuous. Moreover in the pane xy there is a strange velocity field
with the presence of positive velocity inside the gas phase.
From all the previous simulations carried out seems that the major prob-
lem is the choice of mesh. So it was preferred to avoid other simulations
with this mesh topology, such as a refinement of mesh size or a simulation
with other numerical schemes, and choice an other mesh for the following
simulations.
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(a)
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Figure A.24: Distribution, for the simulation with prismatic mesh, of: (a)
volume fraction field in the section at y=0 m; (b) velocity filed in the section
at y=0 m and (c) velocity filed in the section at z=0.0125 m.
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