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Abstract—Recently a new Random Access technique based on
Aloha and using Interference Cancellation (IC) named Sliding
Window Contention Resolution Diversity Slotted Aloha (SW-
CRDSA) has been introduced. Differently from classic CRDSA
that operates grouping slots in frames, this technique operates
in an unframed manner yielding to better throughput results
and smaller average packet delay with respect to frame-based
CRDSA. However as classic CRDSA also SW-CRDSA relies
on multiple transmission of the same packet. While this can
be acceptable in systems where the only limit resides in the
peak transmission power, it could represent a problem when
constraints on the average power (e.g. at the transponder of a
satellite system) are present. In this paper, a comparison in terms
of normalized efficiency is carried out between Slotted Aloha and
the two CRDSA techniques.
Index Terms—Random Access, Slotted Aloha, Interference
Cancellation, Contention Resolution Diversity Slotted Aloha,
Sliding Window, Power Limitations, Satellite Communications.
I. INTRODUCTION
Random Access techniques such as Slotted Aloha (SA) [1]
[2] and Diversity Slotted Aloha (DSA) [3] have been largely
used especially in satellite communications both for initial
terminal login and when small amounts of data need to be
sent. Their almost 40 years long success resides, among the
others, in their capability to work nicely in peculiar conditions
such as long propagation delay and directional transmissions
that do not allow transmitting terminals to have an immediate
feedback either about the state of the channel in terms of
occupancy or about the outcome of their transmission. This is
true especially in the case of Geostationary Earth Orbit (GEO)
satellites with bent pipe repeaters, for which the Round Trip
Time (RTT) between terminals and the gateway is approxi-
mately 500 ms. However, the absence of coordination among
users introduces the possibility of collision among bursts sent
from different users and the subsequent loss of the transmitted
content. For this reason, ALOHA-based techniques have been
generally used when the expected load on the channel is small
enough to ensure a sufficiently low packet loss probability.
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Recently, Aloha-based techniques have gained increasingly
new attention. This is due to the introduction of the con-
cept of Interference Cancellation (IC) as a mean to exploit
the diversity advantages brought by DSA. In particular this
new technique, called Contention Resolution Diversity Slotted
ALOHA (CRDSA), was first introduced in [4] and allows to
restore the content of colliding packets based on the fact that
if two identical copies of the same packet are sent and each
one contains a pointer to the position of the other one, the
interference contribution due to one copy can be removed in
case the other copy is correctly decoded. Subsequently, the
same concept has been extended to more than two copies
per packet [5] [6] and to the case of variable burst degree,
known as Irregular Repetition Slotted Aloha (IRSA) [7], in
which for each packet a certain number of copies are sent
according to a given probability distribution. Let us define G
as the normalized MAC channel load, i.e. the average number
of different packet contents sent per frame normalized over
the frame size and T = G(1 − PLR) as the throughput,
with PLR standing for Packet Loss Ratio. While for SA the
maximum throughput value is T ' 0.37[pkt/slot] (obtained
for G = 1) and DSA ensures smaller packet loss probability
up to moderate loads, CRDSA and its evolutions can reach
throughput values even close to 1[pkt/slot]. As a matter of
fact, original CRDSA with 2 copies per packet can get to
T ' 0.55[pkt/slot], for CRDSA with more than 2 copies
T ' 0.7[pkt/slot] and CRDSA with Variable Burst Degree
can achieve T ' 0.938[pkt/slot] if the maximum allowed
packet repetition is equal to 8.1
However, in CRDSA all the replicas of the same packet are
placed within the NS slots of a frame. This implies that each
user has to wait the beginning of a new frame to start sending
its content. Therefore, a new and undesirable component of
delay is introduced with respect to SA in which a packet
is typically sent in the next slot as soon as the content is
ready for transmission. Also the throughput performance is
limited by frames since packets sent in the same frame share
the same set of eligible slots to place their copies and this
increases, from a probabilistic point of view, the occurrence
of unsolvable collisions. For this reason, in [8] a new technique
1This values are upper bounds that can be reached only with an asymptotic
setting as claimed in [7]. Peak values obtained for a realistic frame size will
be shown in Section II.
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exploiting the advantages of CRDSA in an unframed manner
has been introduced. This technique (named Sliding Window -
Contention Resolution Diversity Slotted Aloha) further boosts
the throughput performance up to 13% with respect to CRDSA
and at the same time reduces the average packet delay at
destination. Nevertheless, also Sliding Window - CRDSA (in
short SW-CRDSA) similarly to classic CRDSA (from now on
indicated as FB-CRDSA standing for Frame-Based CRDSA)
relies on the transmission of multiple copies of the same packet
per attempt. While this can be acceptable in systems where
the only limit resides in the peak transmission power, it could
represent an issue when a constraint on the average power
is present as for example at the satellite transponder relaying
terminals data to a remote gateway. For this reason in the
following paper, similarly to what has been done in [7] for FB-
CRDSA, an analysis and comparison in terms of normalized
efficiency is carried out for SW-CRDSA and obtained results
are compared with the normalized efficiency in case of SA
and FB-CRDSA.
The paper is organized as follows. In Section II an overview
of the considered access scheme is presented. In Section III the
reasoning behind the computation of the normalized efficiency
as well as the formulas used for the analysis are given. Section
IV illustrates simulation results. Section V deals with remarks
on the energy efficiency aspects when retransmissions are
taken into account. Section VI concludes the paper.
II. ACCESS SCHEME OVERVIEW
A. Transmitter side
Consider a scenario in which a certain number of terminals
communicate to a remote gateway via satellite using SC-
TDMA and have no immediate knowledge either about the
outcome of their transmission or about the status of the other
terminals (transmitting or not). Figure 1 shows an example
of how FB-CRDSA and SW-CRDSA differently behave when
a certain number of new packets are ready for transmission.
The instant in which packets are ready for transmission is
indicated as a vertical line. In this example the slot time has
been assumed as time unit so that packet arrivals always occur
at slot starts. Although this approximates the real case, this
approximation does not substantially conditions our results
since the slot time TS is much smaller than the frame interval
NS · TS and the only change regards delay results.
As done in [7], let us define the burst degree distribution
(i.e. the probability of having a certain number of copies per
packet) through the following polynomial representation
Λ(x) =
∑
l
Λlx
l (1)
where Λl is the probability that a given packet will have
burst degree l. While in FB-CRDSA each packet copy is
placed within the NS slots of the next starting frame (with
equal probability for a slot to contain a copy of a given packet),
FB-CRDSA 
SW-CRDSA 
NS 
NSW1 
NSW2 
Packet 1 Packet 2 Packet 3 
NSW3 
3 3 
2 2 
1 1 
t 
NS 
3 3 
2 
1 1 
t 
2 
Figure 1. Example of access to the channel for FB-CRDSA and SW-CRDSA.
in SW-CRDSA the first copy is sent immediately in the next
starting slot while the other l − 1 copies for the same packet
are placed in the next Nsw − 1 slots with equally distributed
probability. The set of Nsw slots (called Sliding Window2)
represents the number of successive slots, comprehensive of
the one with the first packet copy, in which a certain user
places all the replicas of a given packet and in this sense it
can be considered as counterpart of the FB-CRDSA frame.
Therefore, in FB-CRDSA packets have an additional delay
component that varies from 0 to NS · TS depending on the
moment they are ready for transmission. In Figure 1, this
waiting interval is indicated with a dotted arrow that lasts
from the time the packet was ready for transmission until the
moment in which the related terminal is actually allowed to
access the channel to send that packet.
B. Receiver side
At the receiver, assuming perfect channel estimation and
interference cancellation, one of three possible situations can
occur for each slot:
• no burst copies are received;
• only 1 burst is received, thus the packet can be correctly
decoded and the content of the other copies belonging to
the same packet can be removed from the other slots in
order to unlock other packet contents;
• more than 1 burst is received in the same slot, thus
interference occurred and all the contents belonging to
different terminals that are present in that slot cannot be
decoded at the receiver side.
Based on the rules listed above, an iterative IC process is
started at the receiver so that at each iteration the copies be-
longing to successfully decoded packets are removed from the
2The name Sliding Window comes from the fact that depending on the
moment packet copies have begun to be sent, the set of slots to be considered
is gradually sliding in time.
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Figure 2. Throughput for FB-CRDSA and SW-CRDSA with Imax = 50
and Nsw = Ns = 200 slots.
other slots. Doing that, previously undecodable packets gain
the possibility to be decoded if all the other bursts colliding in
the same slot have been correctly decoded. Therefore the IC
process allows recovery of further packets than those having at
least one copy received without interference as in DSA. This
process goes on until all possible packets have been decoded
or until the maximum number of iterations Imax is reached.
Figure 2 shows throughput results for various burst degree
distributions both in the case of FB-CRDSA and in the case
of SW-CRDSA assuming same maximum number of iterations
for the IC process and same size for the sliding window and
the frame (Nsw = Nf ). Displayed results assume Poisson
Arrivals for packets transmitted and G represents the mean of
the corresponding Poisson distribution3.
As claimed in the introduction and demonstrated in [8], the
throughput for SW-CRDSA is generally higher than the one
for FB-CRDSA if the same load for the two is considered.
This can be explained with the fact that each packet’s sliding
window is different from the others unless more than one
packet was ready for transmission within the same slot inter-
val. Therefore the probability of unsolvable collisions depends
on the moment in which packets are ready for transmission
(differently from FB-CRDSA) and in particular, if the number
of simultaneous packet transmission starts is sufficiently low,
the probability of unsolvable collisions is smaller with respect
to FB-CRDSA. This comes at the cost of the need to keep
a bigger number of slots in memory at the receiver for the
iterative IC process. In fact, in FB-CRDSA all the solvable
collisions are bounded within one frame. Therefore, after the
decoding process for a given frame is finished and decoded
packets have been passed to the upper layers, memorized slots
are not anymore useful and can thus been removed if needed.
3The assumption of Poisson Arrivals is necessary in order to obtain
comparable results for FB-CRDSA and SW-CRDSA as thoroughly explained
in [8].
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Figure 3. Packet Loss Ratio for FB-CRDSA and SW-CRDSA with Imax =
50 and Nsw = Ns = 200 slots.
In SW-CRDSA instead, also bursts received more than Nsw
slots before have the possibility to still be correctly decoded
due to the fact that interaction among packet copies can not
be a-priori bounded within a certain number of slots. For this
reason, the need to keep in memory a number of slots greater
than Nsw arises. While this fact would theoretically require an
infinite memory, it has been demonstrated in [8] that keeping
in memory at the receiver (5 · Nsw) slots it is sufficient to
avoid almost any loss of potentially decodable packets.
Finally a comparison in terms of Packet Loss Ratio is shown
in Figure 3. As we can see, also in this case SW-CRDSA
outperforms FB-CRDSA thus justifying the advantage of its
use also for small loads. To be noticed also that while for the
peak throughput the best results are obtained for Variable Burst
Repetition, in this case the communication better benefits from
the use of a regular number of replicas.
III. NORMALIZED EFFICIENCY
The comparison presented in the previous section assumes
the same peak transmitting power for all schemes. As already
pointed out in [2] and [7], this assumption is correct for
many applications in which the only limit resides on the peak
power available and the main interest regards the effect of the
interference due to multiple access. However there are cases in
which a limit on the average power is present. For example, in
satellite systems the average power available at the transponder
represents a fundamental limitation for transmission in the
downlink path (i.e. from the satellite to the earth receiver).
For this reason, it is of interest to analyze the throughput of
this new medium access scheme assuming the same average
signal power received at the earth station.
To do so, we consider the normalized efficiency η, defined
similarly to [2] as the ratio of the capacity Ci (with i indicating
the considered Random Access Scheme) to the Gaussian
capacity Cref (i.e. the capacity of the satellite channel under
the assumption that the transponder transmits continuously):
η =
Ci
Cref
(2)
The Gaussian channel capacity Cref is expressed as
Cref = W · log
(
1 +
P
N
)
(3)
where W is the channel bandwidth, P is the average
aggregate signal power at the receiver and N is the noise
power. Moreover, from [7] the capacity of the considered RA
scheme can be evaluated as
Ci = W · Ti(G) · log
(
1 +
P
N ·Di
)
(4)
where G is the normalized MAC channel load, Ti(G) the
related throughput and Di is the ratio between the average
transmitted power and the power used for the transmission of
a packet copy. Therefore in SA DSA = G, in CRDSA with
a regular number l of replicas DCRDSA = (l ·G) and in the
more general case of irregular repetitions DIRSA = (Λ′(1)·G)
where Λ′(1) is the average burst degree as defined in [7].
IV. SIMULATION RESULTS
Based on the access scheme overview given in Section
II and on the definition of normalized efficiency given in
Section III, in this section simulation results in terms of
normalized efficiency depending on the normalized MAC
channel load (i.e. logical channel load regardless of the actual
physical number of bursts per packet content) are shown for
various SNR values and under the constraint of equal average
power at the receiver. The following simulations have been
obtained through implementation in a numerical computing
environment, assuming for each point of the resulting curve
that the total arrivals of packets to be transmitted are Poisson
distributed with aggregate channel load value per each point
equal to the mean value of the corresponding Poisson distribu-
tion. As already outlined in Section II, a typical scenario where
these simulations could be applied is the case of a certain
number of terminals that send bursty and infrequent data to
a remote gateway via satellite using SC-TDMA. Figures 4 -
7 show that the obtained results are highly dependent on the
utilized burst degree distribution as well as on the SNR. While
from a general point of view we can immediately state the
convenience in using SW-CRDSA instead of FB-CRDSA, a
more in-depth analysis on the best burst degree distribution
needs a discussion of the presented figures.
Figure 4 shows that for SNR = 0 dB, FB-CRDSA with
2 replicas gets worse results than SA and only equals it in
terms of normalized efficiency for G = 0.55. SW-CRDSA
with 2 replicas instead, outperforms SA both in terms of
normalized efficiency in the range between G = [0.45, 0.6] and
in terms of normalized efficiency peak. The nice thing about
SW-CRDSA outperforming SA precisely in this range comes
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Figure 4. Normalized Efficiency for SA and various Frame Based and Sliding
Window packet replicas distributions with Nf = Nsw = 200 slots, Imax =
50 and SNR = 0 dB.
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Figure 5. Normalized Efficiency for SA and various Frame Based and Sliding
Window packet replicas distributions with Nf = Nsw = 200 slots, Imax =
50 and SNR = 6 dB.
from the fact that this is the region around the throughput peak,
i.e. the area in which we want our communication system
using CRDSA as Random Access method to operate from a
throughput maximization perspective. The use of other burst
degree distributions than Λ(x) = x2 yields to bad results over
the entire range of load values, compared to Slotted Aloha.
For SNR = 6 dB, the convenience of using CRDSA(x2)
becomes more and more evident while also the choice of a
greater number of replicas is found to be a better choice with
respect to SA if the operating point is around the throughput
peak. However, at SNR = 6 dB the use of more than 2
replicas per packet still does not appear to be the best choice
with respect to CRDSA(x2).
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Figure 6. Normalized Efficiency for SA and various Frame Based and Sliding
Window packet replicas distributions with Nf = Nsw = 200 slots, Imax =
50 and SNR = 12 dB.
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Figure 7. Normalized Efficiency for SA and various Frame Based and Sliding
Window packet replicas distributions with Nf = Nsw = 200 slots, Imax =
50 and SNR = 18 dB.
Finally for SNR = 12 dB using SW-CRDSA(x3) becomes
the best choice while from SNR = 18 dB SW-IRSA with
maximum burst degree equal to 8 begins to outperform the
normalized efficiency of CRDSA with regular burst distribu-
tion.
V. REMARKS ON NORMALIZED EFFICIENCY IN THE CASE
OF RETRANSMISSIONS
The analysis carried out so far assumes energy fairness in
an open loop scenario, i.e. in the case in which only a single
transmission attempt per packet content takes place. However,
there are a number of other scenarios in which retransmission
of failing packets is required. The presented analysis can
be extended to those systems under the constraint that the
ongoing communication is stable in terms of overall channel
load generated by terminals. In the followings a generalization
of the definition of stability given in [9] is presented and the
rationale for stating the validity of the analysis in case of
retransmissions is given.
Consider a certain population of users M that participate
in a communication scenario using one of the techniques
described so far. Users can be either in non-backlogged or
in backlogged state. Assuming that users can handle no more
than one packet at the time, in non-backlogged state users
are idle because they do not have any packet to transmit or
they are awake and waiting for starting a new transmission
according to a certain transmission policy ptx; in backlogged
state, users want to retransmit a packet that has not been
correctly received and attempt a retransmission according to
a given policy pretx. Therefore, the total load present in the
channel depends on the load due to new transmissions Gtx
(determined by the number of non-backlogged users and the
transmission policy ptx) and on the load due to retransmissions
Gretx (determined by the number of backlogged users and the
retransmission policy pretx). The sum of these two quantities
G = Gtx + Gretx constitutes the normalized MAC channel
load G. The requirement needed in order to consider the
open loop analysis still valid is that the expected channel load
remains the same over time. Considering ptx and pretx to
be stationary policies, the expected channel load will be the
same over time if the expected number of backlogged users
remains the same4. This corresponds to the requirement that
for a certain number of users switching to backlogged state,
an equal number of users in backlogged state switches back
to non-backlogged state so that Gtx(N∗B) = T (N
∗
B) and the
communication can be considered to be in a point of equilib-
rium for N∗B backlogged users. In particular, considering an
arbitrarily small positive quantity , the equilibrium point is
of stable equilibrium if the neighborhoods of the equilibrium
point are such that
Gtx(N
∗
B − ) > T (N∗B − ) (5)
and
Gtx(N
∗
B + ) < T (N
∗
B + ) (6)
i.e. the point of equilibrium acts as a sink. On the other hand,
if
Gtx(N
∗
B − ) < T (N∗B − ) (7)
and
Gtx(N
∗
B + ) > T (N
∗
B + ) (8)
the point is of unstable equilibrium since it acts as a source.
If the former case is verified and the point of equilibrium is
also the only one, it can be claimed that the point of stability
is global and the communication will always have the same
value of expected load.
4By reflection this means that also the number of non-backlogged users
remains equal since the number of non-backlogged users is by definition the
total population M minus the number of backlogged users NB .
As an example consider Figure 8 representing two curves.
The solid one represents the expected throughput as a function
of the number of backlogged users NB under the constraint
Gtx(NB) = T (NB). The dashed curve represents the actual
load due to new transmissions depending on NB . The points
of intersection represent points of equilibrium and according
to the definition above, the two intersections close to the axis
are of stable equilibrium while the remaining one is unstable.
Depending on the number of users and on the policies ptx and
pretx, it is possible to design a communication channel that
has a single globally stable equilibrium point for the maximum
achievable throughput. Under these considerations it results
clear that even though SW-CRDSA overcomes SA in a narrow
interval of channel load values, this can be sufficient to justify
its use in a stable channel having its globally stable equilibrium
point into that interval.
N
B
G
tx
equilibrium contour
channel load curve
Figure 8. Example of equilibrium contour and channel load curve
VI. CONCLUSIONS
In this paper an analysis in terms of normalized efficiency
for the recently introduced Sliding Window - CRDSA
technique has been presented. The need for such an analysis
finds its reason in the use of Contention Resolution Diversity
Slotted Aloha as Random Access communication technique
for transmission in scenarios with limits on the average
power (e.g. transponder’s energy limitations in satellite
communications). For this reason, a comparison that takes
into account fairness in the use of available energy (in this
case at the relay) is needed. Found results clearly show
that the use of an unframed access to the channel is more
convenient than a division of the channel in frames since
Sliding Window - CRDSA outperforms Frame Based -
CRDSA regardless of the actual burst degree distribution
chosen. Moreover while with Frame Based techniques SNR
greater than 6 dB is needed in order to get better results than
SA in terms of normalized efficiency, with the use of Sliding
Window - CRDSA better results around the throughput peak
are already found for SNR = 0 dB. The obtained results find
application in open loop scenarios as well as in the case of
retransmission of unresolvable packets, under the assumption
that the channel is globally stable.
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