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We study a geneti regulatory network model developed to demonstrate that geneti robustness
an evolve through stabilizing seletion for optimal phenotypes. We report preliminary results on
whether suh seletion ould result in a reorganization of the state spae of the system. For the
hosen parameters, the evolution moves the system slightly toward the more ordered part of the
phase diagram. We also nd that strong memory eets ause the Derrida annealed approximation
to give erroneous preditions about the model's phase diagram.
I. INTRODUCTION
Gene networks are extremely robust against geneti perturbations [1, 2℄. For example, systemati gene knok-out
studies on yeast showed that almost 40% of genes on hromosome V have no detetable eets on indiators like ell
division rate [3℄. Similar studies on other organisms agree with these results [1, 2℄. It is also known that phenotypially,
most speies do not vary muh, although they experiene a wide range of environmental and geneti perturbations.
This striking resiliene makes one wonder about the origins, evolutionary onsequenes, and mehanisti auses of
geneti robustness.
It has been proposed that geneti robustness evolved through stabilizing seletion for a phenotypi optimum. Wagner
showed that this in fat ould be true by modeling a developmental proess within an evolutionary senario, in whih
the geneti interation sequene represents organismal development, and the equilibrium onguration of the gene
network represents the phenotype [4℄. His results show that the geneti robustness of a population of model geneti
regulatory networks an inrease through stabilizing seletion for a partiular equilibrium onguration (phenotype)
of eah network.
In this paper we investigate the eets of the biologial evolution of geneti robustness on the dynamis of gene
regulatory networks in general. In partiular, we want to answer the question whether the evolution proess moves
the system to a dierent point in the phase diagram. Below, we present some preliminary results.
II. MODEL
We use a model by Wagner [4℄, whih has also been used by other researhers with minor modiations. Eah
individual is represented by a regulatory gene network onsisting of N genes. The expression level of eah gene, si,
has only two values, +1 or −1, expressed or not, respetively. The expression states hange in time aording to
regulatory interations between the genes. The time evolution of the system onguration represents an (organismal)
developmental pathway. The disrete-time dynamis are given by a set of nonlinear dierene equations representing
a random threshold network (RTN),
si(t+ 1) =
{
sgn
(∑N
j=1 wijsj(t)
)
,
∑N
j=1 wijsj(t) 6= 0
si(t),
∑N
j=1 wijsj(t) = 0
, (1)
where sgn is the sign funtion and wij is the strength of the inuene of gene j on gene i. Nonzero elements of
the N ×N matrix W are independent random numbers drawn from a standard normal distribution. (The diagonal
elements of W are allowed to be nonzero, orresponding to self-regulation.) The (mean) number of nonzero elements
in W is ontrolled by the onnetivity density, c, whih is the probability that a wij is nonzero.
∗
Eletroni address: volkan.sevimduke.edu
†
Eletroni address: rikvoldss.fsu.edu
2The dynamis given by Eq. (1) an have a wide variety of features. For a speied initial onguration s(0),
the system reahes either a xed-point attrator or a limit yle after a transient period. The lengths of transients,
number of attrators, distribution of attrator lengths, et. an dier from system to system, depending on whether
the dynamis are ordered, haoti, or ritial. The tness of an individual is dened by whether it an reah a
developmental equilibrium, a ertain xed gene-expression pattern, s
∗
, in a reasonable transient time. Further
details of the model are explained in the next setion.
III. MONTE CARLO SIMULATIONS
A. Generation and Robustness Assessment of Random Networks
We studied populations of N = 400 random networks (founding individuals) with N = 10. Eah network was
assigned a matrix W and an initial onguration s(0). W was generated as follows. Eah wij was independently
hosen to be nonzero with probability c. If so, it was assigned a random number drawn from a standard gaussian
distribution, N(µ = 0, σ = 1). Then, eah gene of the initial onguration, si(0), was assigned either −1 or +1 at
random, eah with probability 1/2.
After W and s(0) were reated, the dynamis were started and the network's stability was evaluated. If the system
reahed a xed point, s
∗, in 3N timesteps, then it was onsidered stable and kept. Otherwise it was onsidered
unstable, both W and s(0) were disarded, and the proess was started over and repeated until a stable network
was generated. For eah stable network, its xed point, s
∗
, was regarded as the optimal gene-expression state
(phenotype) of the system. This is the only modiation we made to Wagner's model: he generated networks with
preassigned s(0) and s∗, whereas we aept any s∗ as long as it an be reahed within 3N timesteps from s(0).
After generating N = 400 individual stable networks, we analyzed their state-spae strutures and evaluated their
robustness as disussed in subsetion III C.
B. Evolution
In order to generate a breed of more robust networks, a mutation-seletion proess was simulated for all of the
N = 400 random, stable networks as follows. First, a lan of N ′ = 500 idential opies of eah network was generated.
For eah lan, a four-step proess was performed for T = 400 generations:
1. Reombination: Eah pair of the N rows of onseutive matries in the lan were swapped with probability 1/2.
Sine the networks were already shued in step 4 (see below), there was no need to pik random pairs.
2. Mutation: Eah nonzero wij was replaed with probability 1/(cN
2) by a new random number drawn from the
same standard gaussian distribution. Thus, on average, one matrix element was hanged per matrix per Monte
Carlo step.
3. Fitness evaluation: Eah network was run starting from the original initial ondition, s(0). If the network
reahed a xed point, s
†, within 3N timesteps, then its tness, f(s†, s∗) = exp(−H2(s†, s∗)/σs)), was alulated.
Here H(s†, s∗), denotes the normalized Hamming distane between s† and s∗, and σs denotes the strength of
seletion, s
∗
is the optimal gene-expression state, whih is the nal gene-expression state of the original network
that founded the lan. We used σs = 0.1. If the network ould not reah a xed point, then it was assigned
the minimum nonzero tness value, exp(−1/σs).
4. Seletion/Asexual Reprodution: The tness of eah network was normalized to the tness value of the most
t network in the lan. Then, a network was hosen at random and dupliated into the desendant lan with
probability equal to its normalized tness. This proess was repeated until the size of the desendant lan
reahed N ′. Then the old lan was disarded, and the desendant lan was kept as the next generation. Note
that this proess allows multiple opies (ospring) of the same network to appear in the desendant lan, while
some networks may not make it to the next generation due to geneti drift.
At the end of the T = 400 generation seletion, any unstable networks were removed from the evolved lan.
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FIG. 1: (a) x(t+ 1) shown vs. x(t) for N = 16 and 〈k〉 = 4. The theory, Eq. (3), is in good agreement with the simulations.
The deviations are due to the small size of the simulated system as the theoretial alulation assumes N ≫ 〈k〉. (b) Damage-
spreading rate, x(t + 1) − x(t) vs. x(t), for random and evolved networks with N = 10 and 〈k〉 = 5 and 7, showing the
dierene between the random and evolved urves. Only the rst half of the urves are shown sine x(t + 1) vs. x(t) is
point-symmetri about (1/2, 1/2). The results were averaged over 10 random networks and all of their evolved desendants
(∼ 300 evolved networks per random network). The evolved urves for eah 〈k〉 lie very lose to their random ounterparts.
However, they are outside twie the error bar range of eah other at most data points.
C. Assessment of Robustness
The mutational robustness of a network was assessed slightly dierently for random and evolved networks. For a
random network, rst, one nonzero wij was piked at random and replaed by a new random number with the same
standard gaussian distribution. Then, the dynamis were started, and it was heked if the system reahed the same
equilibrium state, s
∗
, within 3N timesteps. This proess was repeated 5000c times using the original matrix (i.e.,
eah mutated matrix was disarded after its stability was evaluated). The robustness of the original network before
evolution was dened as the fration of singly-mutated networks that reahed s
∗
.
For the evolved networks, lan averages were used. For eah of N opt ≤ 400 networks in a lan, robustness was
assessed as desribed above with one dierene: the number of perturbations was redued to 5000c/N opt per network
to keep the total number of perturbations used to estimate robustness of networks before and after evolution approx-
imately equal. The mean robustness of the those N opt networks was taken as the robustness of the founder network
after evolution. Therefore, the robustness of a network after evolution is the mean robustness of its desendant lan
of stable networks.
IV. RESULTS
As Wagner pointed out, the stabilizing seletion desribed above inreases the robustness of the model population
against mutations [4℄. However, it is not very lear what kind of a reorganization in the state spae ours during the
evolution. Also, it is not known whether this robustness against mutations leads to robustness against environmental
perturbations. In this paper, we fous on the eets of evolution in terms of moving the system to another point in
the phase diagram. In other words, we investigate whether the system beomes more haoti or more ordered after
evolution.
A standard method for studying damage spreading in systems suh as the one onsidered here is the Derrida
annealed approximation [5, 6℄, in whih one alulates hanges with time of the overlap of two distint states, s(t)
and s˜(t),
x(t) =
1
2N
N∑
i=1
|si(t) + s˜i(t)| . (2)
4The hange of the overlap over one time step for N ≫ 〈k〉 = Nc is given by
x(t+ 1) = n(0)x(t) + n(1)x(t) +
∞∑
k=2
n(k)
[
(x(t))k +
k−1∑
l=1
Πk(l)P(k, l)
]
, (3)
where the Poisson distribution n(k) = κk exp(−κ)/k!, is the probability of nding a gene, i, with k inputs, the binomial
distribution Πk(l) =
(
k
l
)
(1− x(t)) l (x(t)) k−l is the probability of nding k− l of these inputs in the overlapping parts
of s(t) or s˜(t), and P(k, l) = 1− 2piarctan
(√
l/(k − l)
)
(for k > l) is the probability of the sum of k− l matrix elements
being larger than the sum of l matrix elements, whih are independent and N(0, 1) distributed. Here, κ = 〈k〉, the
mean number of inputs per node.
For most RTNs that have been studied so far [5, 6℄, Eq. (3) an be iterated as a map to give the full time evolution of
the overlap. Changes in the xed-point struture of this map with hanging 〈k〉 would then signify phase transitions
of the system. As seen in Fig. 1a, for 〈k〉 = 4, suh a map would have a stable xed point at x = 1/2. One
an also show that limx(t)→0+ dx(t + 1)/dx(t) > 1 for all 〈k〉 > 0 (this implies limx(t)→1− dx(t + 1)/dx(t) > 1 and
limx(t)→1/2 dx(t+1)/dx(t) < 1), and so it would seem that the system has no phase transition and always stays haoti
for nonzero 〈k〉. However, simulations of damage spreading for longer times [7℄ indiate that the system studied here
has strong memory eets due to the update rule for spins with no inputs, given by the last line in Eq. (1), whih
retard the damage spreading [8℄. In fat, like other RTNs the system undergoes a phase transition near 〈k〉 ≈ 2
from a haoti phase at larger 〈k〉 to an ordered phase at smaller 〈k〉. The strong, retarding memory eets mean
that Eq. (3) annot be iterated as a map, and the naïve predition based on the Derrida annealed approximation is
erroneous.
Despite its irrelevane for the long-time damage spreading, the damage-spreading rate shown in Fig. 1b properly
desribes the short-time dynamial harater of the system. However, as Eq. (3) assumes that the interation onstants,
wij , are statistially independent, it may not apply to evolved networks as we do not know whether the seletion proess
reates orrelations between the matrix elements. Nevertheless, we an still ompute x(t + 1) as a funtion of x(t)
numerially to see if there is a hange in the degree of haotiity (or order) of the dynamis. As seen in Fig. 1b, the
damage-spreading rates for evolved networks are slightly (but statistially signiantly) lower than for their random
predeessors, whih are thus slightly more haoti.
To summarize, we have presented preliminary results on some general properties of a popular RTN model of a gene
regulatory network and on how the biologial evolution of geneti robustness aets its dynamis [9℄. We have also
shown that the update rule for spins without inputs leads to strong memory eets that invalidate naïve iteration
of the Derrida annealed approximation as a map. The evolutionary proess that improves the geneti robustness of
suh networks has only a very small eet on their dynamial properties: after evolution, the system moves slightly
toward the more ordered part of the phase diagram.
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