Abstract-Several promising techniques have been proposed to automate different tasks in software testing, such as test data generation for object-oriented software. However, reported studies in the literature only show the feasibility of the proposed techniques, because the choice of the employed artifacts in the case studies (e.g., software applications) is usually done in a non-systematic way. The chosen case study might be biased, and so it might not be a valid representative of the addressed type of software (e.g., internet applications and embedded systems). The common trend seems to be to accept this fact and get over it by simply discussing it in a threats to validity section. In this paper, we evaluate search-based software testing (in particular the EVOSUITE tool) when applied to test data generation for open source projects. To achieve sound empirical results, we randomly selected 100 Java projects from SourceForge, which is the most popular open source repository (more than 300,000 projects with more than two million registered users). The resulting case study not only is very large (8,784 public classes for a total of 291,639 bytecode level branches), but more importantly it is statistically sound and representative for open source projects. Results show that while high coverage on commonly used types of classes is achievable, in practice environmental dependencies prohibit such high coverage, which clearly points out essential future research directions. To support this future research, our SF100 case study can serve as a much needed corpus of classes for test generation.
I. INTRODUCTION
Software testing is an essential yet expensive activity in software development, therefore much research effort has been put into the question of how to automate it as much as possible. In this paper, we focus on test data generation for code coverage, in particular branch coverage in the context of object-oriented software. The simplest automated testing technique in this context is perhaps random testing [6] , but during the years different sophisticated techniques have also been proposed. At a high level, the current state of the art can roughly be divided into three main groups: variants of random testing (e.g., Randoop [30] ), dynamic symbolic execution (e.g., CUTE [35] ) and search-based software testing (e.g., [27] ). A recent trend also goes towards combining the individual techniques (e.g., [25] ).
For "simple" techniques such as random testing, it is possible to provide rigorous answers based on theoretical analyses (e.g., see [6] ). For more complex techniques where mathematical proofs become infeasible or too hard, researchers have to rely on empirical analyses. There are several challenges when carrying out empirical studies, among which there is the choice of the case study. If a technique works well in the lab on a specific case study, will it also work well in the real-world when it is applied by practitioners on their software? It might be that a novel technique works well in the lab just because the case study is too simple or small, but then it might fail on real-world instances. Even if real-world instances are used in a case study, the proposed technique might be too specific/biased toward those instances, and still fail when applied on new instances by practitioners.
How are case studies chosen in the literature? In most cases, this choice is not made in a systematic way, i.e., researchers choose software artifacts without providing any specific and unbiased motivation. Notice that, in many software testing contexts, this is the only viable option. This is a typical example in the context of testing techniques targeted for industrial systems. Obtaining real data from industry is a very difficult and time consuming activity, and so case studies tend to be either "small" or biased toward a specific kind of software (e.g., software in the automotive industry [47] , seismic acquisition systems [5] , video-conference and safety-critical control systems [21] ).
The case of test data generation for open source software is very different from industrial software. The world wide web hosts a huge amount of open source projects, and there are specialized repositories that are freely accessible (e.g., SourceForge 1 or Google Code 2 ). A researcher can easily download open source software and use those programs as case study. But how to choose them? For example, it is quite common that empirical studies only involve container classes (e.g., lists and vectors, see [4] , [44] ). It is quite hard to generalize the conclusions from such empirical studies to any other kind of software. Even when case studies are large and variegated (e.g., several hundreds of classes from different kinds of software [17] , [30] ), still a manual choice of software artifacts might introduce bias in the results. For example, if a proposed testing technique does not support file system I/O, then that kind of software might have been excluded from the case study, although programs with I/O may be very common in practice.
To the best of our knowledge, we are not aware of any empirical study in the literature in which this kind of threats to external validity has been addressed. To cope with this problem, in this paper we present what is perhaps the first empirical study where the choice of the case study is statistically sound, as far as open source software is concerned. We randomly selected 100 Java projects from SourceForge, which is the most popular open source repository. Currently, it hosts more than 300,000 projects in several programming languages and it has more than two million registered users. The resulting case study is very large, consisting of 8784 classes for a total of 291,639 bytecode level branches. Because the case study is randomly selected from an open source repository, the proportions of kinds of software (e.g., numerical applications and video games) are statistically representative for open source software (a more precise definition will be presented later in the paper).
On this large case study we applied EVOSUITE [17] , [18] , which is a search-based test data generation tool for objectoriented software written in Java. EVOSUITE is an advanced research prototype that can efficiently handle all the different kinds of programming structures in Java (e.g., it has specific operators to handle string objects and arrays). Furthermore, it uses a sandbox where potentially unsafe operations (e.g., class methods that take as input the name of a file to delete) are caught and properly taken care of. This feature was essential for the chosen case study, as 100 real-world open source programs likely have at least one unsafe operation.
The results of our empirical analysis show that, as demonstrated by previous empirical studies, test generation can indeed achieve high coverage -but only on a certain type of classes. In practice, dependencies on the environment inhibit high coverage, and thus clearly point out directions into which future research needs to investigate more.
In many research disciplines, common benchmarks allow tool comparisons and exploration of novel ideas -in the field of software testing there is no such common benchmark, despite recent community efforts to provide one. Our selection of 100 SourceForge projects (which we provide to the research community) can serve as a corpus of classes for the field of test generation for object-oriented software. We call this corpus SF100.
The paper is organized as follows. Section II surveys the literature on test generation for object-oriented software to gain insights into the current practice in performing experiments. Section III then describes the first sound experiment in software testing, which allows us to draw conclusions about where the actual problems in this domain are. Based Table I  EVALUATION SETTINGS IN THE LITERATURE. THE CONTAINER COLUMN   DENOTES HOW MANY OF THE CLASSES ARE CONTAINER DATA   STRUCTURES, IN THOSE CASES WHERE THIS WAS DETERMINABLE. THE   SOURCE COLUMN DESCRIBES WHETHER CASE STUDIES WERE CHOSEN   FROM AVAILABLE OPEN SOURCE PROJECTS (OS), INDUSTRY PROJECTS,   TAKEN FROM THE LITERATURE, OR CREATED BY THE on these results, Section IV discusses the threats of choosing an unsuitable case study, and Section V concludes the paper.
II. SOFTWARE ENGINEERING EXPERIMENTATION
To get a better picture of the current practice in evaluations in software engineering research, we surveyed the literature on test generation for object-oriented software. This is not meant to be an exhaustive and systematic survey, but rather a representative sample of the literature to motivate the work presented in this paper. Table I lists the inspected papers and tools, together with statistics on their experiments.
We explicitly list how many out of the considered classes are container classes, if this was clearly specified. This is of interest as container classes represent a particular type of classes that avoids many problems such as environment interaction, and recent studies have shown that even "simple" random testing can achieve high coverage on such classes [36] . Interestingly, 17 papers exclusively focus on container classes, and many other papers include container classes.
We also list how the evaluation classes were selected; interestingly, not a single paper out of those considered justifies why this particular set of classes was selected, and how this selection was done. In principle, this could mean that the presented set represents the entire set of classes on which the particular tool was ever tried on, but it could also mean that it is a subset on which the tool performs particularly well. An exception is industrial code, where often there is no choice, because the case study is selected by an industrial partner.
Out of 44 evaluations we considered in our literature survey, 29 selected their case study programs from open source programs, while only six evaluations included industrial code. This is to be expected, as it is difficult to get access to industrial code, and even if one gets access it is not always easy to publish results achieved on this code due to privacy and confidentiality issues. We also include the .NET libraries as industrial code here, although the bytecode is available freely. On the other hand, 17 evaluations used artificially created examples, either by generating them or by reusing them from the literature.
Xiao et al. [49] evaluated problems in structural test generation, concluding that the main problems in structural testing are related to object creation and external method calls. In related work, Jaygarl et al. [23] performed an experiment on open source libraries to determine the main reasons why branches were not covered by random testing. In their experiment, the main reason was also the problem of generating complex objects, followed by string comparisons and container object access. Out of the analyzed branches, only 3.1% were not covered because of environmental dependencies that were not satisfied. However, the results that we will present later in this paper lead to different conclusions.
III. A STATISTICALLY SOUND EXPERIMENT
Section II illustrated that the choice of case studies in software engineering experiments is often unclear, resulting in a threat to the external validity of these experiments. In this section, we describe a sound experiment on software testing which does not suffer from this threat to external validity. Given these data, we perform a reality check on the research field of test generation for object-oriented software: How good is the state of the art really, and what are the real problems?
A. Objectives
The performance of test generation tools is commonly evaluated in terms of the achieved code coverage. High code coverage by itself is not sufficient in order to find defects as there are further major obstacles, most prominently the oracle problem: Except for special kinds of defects, such as program crashes or undeclared exceptions, the tester has to provide an oracle that decides whether a given test run detected an error or not. This oracle could be anything from a formal specification, test assertions, up to manual assessment. The oracle problem entails further problems; for example, in order to be able to come up with a test assertion a generated test case needs to be easily understandable and preferably short. However, in all cases a prerequisite to the oracle problem is to find an input that takes the program to a desired state. Therefore, in our experiment we compare the results in terms of the achieved branch coverage.
In Section II we saw that many case studies focus on container classes, which are often chosen simply because they are "nice" to test: There is no I/O, no interaction with the environment, no multi-threading, etc. In practice, one often uses existing libraries of container classes but wants to apply testing tools to other types of classes, which may very well try to interact with their environment. Test generation for such code is unsafe as the tested code might interact with its environment in undesired ways, for example by creating or deleting files. To evaluate to what extent this is the case, we want to find out how many unsafe operations are attempted during test generation. This results in the following two research questions: RQ1: What is the probability distribution of achievable branch coverage on open source software? RQ2: How often do classes execute unsafe operations?
B. The EvoSuite Tool for Search-Based Test Generation
As context of our experiment we chose the EVO-SUITE [17] , [18] tool, which automatically generates test suites for Java classes, targeting branch coverage. EVO-SUITE uses an evolutionary approach to derive these test suites: A genetic algorithm evolves candidate individuals (chromosomes) using operators inspired by natural evolution (e.g., selection, crossover and mutation), such that iteratively better solutions with respect to the optimization target (e.g. branch coverage) are produced.
Chromosomes in EVOSUITE are test suites, and each test suite consists of a variable number of test cases, which are sequences of method calls. Crossover produces offspring test suites by exchanging test cases from two parent individuals, and mutation either adds new randomly generated test cases, or mutates individual test cases. Mutation of test cases may add, remove, or change the method calls in a sequence. Fitness is calculated with respect to branch coverage, using a calculation based on the well-established branch distance measurement [27] . The branch distance estimates how close a branch is to evaluating to true or false for a particular run. For each branch we consider the minimum branch distance over all test cases of a test suite. The overall fitness of a test suite is the sum of these minimal values, such that an individual with 100% branch coverage has fitness 0.
Through its use of method sequences, EVOSUITE can handle any datatype, and can be applied out of the box to any Java program. It only requires the bytecode to produce test suites, which it outputs in JUnit format.
Calculating the fitness value requires executing code, and if this code interacts with its environment then unexpected or undesirable side-effects might occur. For example, the code might access the filesystem or network, causing damage to data or affecting other users on the network. To overcome this problem, EVOSUITE provides its own custom security manager: The Java language is designed with a permission system, such that potentially undesired actions first ask a security manager for permission. EVOSUITE uses its own security manager that can be activated to restrict test execution.
When running test generation on unknown code, using a sandbox in which permissions are restricted is essential. We therefore enabled the custom security manager for our experiment. With respect to RQ2, we are interested in finding out to what extent these unsafe operations are a problem for test generation. Consequently, we kept track of which kinds of permissions were requested from the code under test. However, no permissions were granted, except for three permissions which we determined necessary to run most code in the first place in our earlier experiments [17] : (1) Reading from properties, (2) Loading classes, and (3) Reflection. Except for these permissions, all other permissions were denied. This might be overly strict, and indeed finding a suitable set of permissions for test generation is a future research question.
In our previous experiments [17] , we applied EVOSUITE with a timeout of 10 minutes per class. As we apply the technique to a larger set of classes in this experiment, and a developer might not be willing to wait for 10 minutes to see a result, we chose a timeout of two minutes per class, after which the search always ended, except if 100% coverage was already achieved earlier. For all other settings, we used EVOSUITE with its default parameter settings.
C. Case Study Selection
To select an unbiased sample of Java software, we consider the SourceForge open source development platform. SourceForge provides infrastructure for open source developers, ranging from source code repositories, webspace, discussion forums, to bug tracking systems. There are other similar services on the web, for example Google Code, GitHub, or Assembla. We chose SourceForge because it is the dominant site of this type, having more than 300,000 registered projects at the time of our experiment. We based our selection on the dataset of all projects tagged as being written in the Java programming language. In total there were 48,109 such projects at the time of our experiment, and applying EVOSUITE to all of them would not be possible in reasonable time. Therefore, we sampled the dataset, picking one randomly chosen project out of this data set at a time. For each chosen project we downloaded the most recent sources from the corresponding source repository and tried to build the program. It turned out that many projects on SourceForge have no files (i.e., they were created but then no files were ever added). A small number of projects was also misclassified by their developers as Java project although in fact they were written in a different programming language. Finally, we did not succeed in compiling all of the projects, sometimes because they were too old and relying on particular Java APIs that are no longer available. Where available, we downloaded binary releases for projects we could not build, as EVOSUITE does not actually require the source code for test generation. In total, we therefore had to consider 321 projects until we had a set of 100 projects in binary format. 3 We call this case study SF100 corpus of classes. Table II shows the number of classes and branches per each of the 100 projects, whereas Table III presents the summarized statistics (e.g, mean and standard deviation). These numbers were derived using EVOSUITE, which only lists top-level classes; EVOSUITE attempts to cover member or anonymous classes together with their parent classes. Furthermore, EVOSUITE might exclude certain classes it determines that it cannot handle, such as private classes. In total, there are 8784 classes and 291,639 bytecode branches reported by EVOSUITE in this case study. Both in terms of the number of classes and branches, what stands out is the large variation in the data; e.g., the number of classes in a project ranges from 1 to 2189, and the number of branches in a class ranges from 0 to 2480. Furthermore, these distributions present infrequent extreme deviations, which is represented by high kurtosis values, and are highly skewed (skewness represents the asymmetry of a distribution between its left and right probability tails). Notice that, in the normal distribution, skewness is equal to zero whereas kurtosis is equal to three, regardless of the variance.
Tables II and III report data only for the classes for which EVOSUITE run without problems. However, there were a further 87 classes in these projects for which EVOSUITE "crashed" without outputting any result. The reasons behind these crashes are still under investigation. At any rate, because these special cases represent only a tiny fraction of the case study, i.e. 87/8871 < 1% of the case study, they do not pose any particularly serious threat to the validity of this study.
D. Results
To account for the randomness of the evolutionary search, we applied EVOSUITE to each of the selected case study objects 10 times with different random seeds and then averaged the values. In each run, we left EVOSUITE running up to two minutes. In total, running the experiment took up to (8784 × 10 × 2)/(60 × 24) = 122 days (recall that, when 100% coverage was achieved, we stopped the search). Figure 1 shows the distribution of the coverage results per project.
EVOSUITE produces test suites per class, and each project might have some more difficult classes and some easier classes. Figure 2 therefore illustrates the distribution of coverage across the classes (RQ1). This shows that there is a large number of classes which can easily be fully covered by EVOSUITE (coverage 90%-100%), and also a large number of classes with problems (coverage 0%-10%), while the rest is evenly distributed across the 10%-90% range. 3 The details of this selection process and the case study are available online at http://www.evosuite.org/SF100 The large number of classes with full coverage suggests that there are many classes that are trivially covered by EVOSUITE. To analyze this further, Figure 3 illustrates, for each 10% code coverage interval, the average number of branches of the classes within this interval. The 90%-100% interval contains on average the smallest classes, suggesting that a large number of classes are indeed easily coverable.
On the other hand, the large number of classes that apparently have problems (0%-10% coverage) is very large. Such low coverage may result if the security manager blocks execution of unsafe code in the tested classes. To see to what extent this is indeed the case, Table IV lists the average coverage achieved for classes for each of the possible Figure 3 . Average number of branches of classes within each 10% code coverage interval. Classes in the 90%-100% coverage range are the smallest, and thus potentially "easiest" classes.
permissions that the security manager may deny. Classes that raise no exceptions achieve an average coverage of 90%, whereas all classes that require some permission that is not granted have lower coverage. Consequently, interactions with the environment are a prime source of problems in achieving coverage (RQ2). It is striking that 71% of all classes lead to some kind of FilePermission -in other words, almost three quarters of all classes tried to access the filesystem in some way! It is important to note that this I/O might not come directly from the class under test but one of its parameters: When testing object-oriented code one needs sequences of method calls, and as part of the evolutionary search EVOSUITE attempts to create various different types and calls many different methods on them. This means that just the existence of a denied FilePermission does not yet indicate a problem as there might be other ways to cover the target code that do not cause file access; indeed even classes that achieve high coverage often lead to some kind of denied permission check. However, the fact that classes with file access achieved significantly lower average coverage (41%) is a clear indication that file access is a real problem.
The other two dominant types of permissions we observed were RuntimePermissions and NetPermissions. RuntimePermissions can have various reasons, such as for example attempts to shut down the virtual machine or to access environment variables. On closer inspection, many cases of RuntimePermissions turned out to be attempts to load GUI toolkit libraries, which are not Java bytecode libraries but platform-dependent libraries. Therefore, a large part of the classes causing RuntimePermission checks (52% of the classes) are classes related to GUIs. The number of classes causing NetPermission checks is also surprisingly large (49%). Again, a NetPermission check does not automatically mean that the code under test immediately tries to access the network, but it might happen through the parameter generation sequences, and NetPermission checks are also caused for example by generation of an invalid URL. However, the Java language is by construction wellsuited for web applications and several of the 100 projects are indeed web applications.
Finally, a common assumption for test generation tools is that the code under test is single-threaded, as multithreaded code adds an additional level of difficulty to the testing problem. Creating a new thread does not require any permissions in Java, only terminating or changing running threads leads to permission checks. We therefore observed the number of running threads each time any permission check was performed, and each time a test execution timed out (EVOSUITE by default uses a timeout of five seconds for execution of one test case). Figure 4 illustrates the relation of code coverage to the frequency of cases where we observed more than one thread: Classes that achieved 90%-100% coverage had the fewest cases of additional threads, but in general the existence of threads does not per se seem to have a big impact on coverage, as the largest number of multi-threaded classes was observed in the 80%-90% range. However, in the case of multi-threaded code simply covering the code is usually not sufficient as test cases might become nondeterministic. Furthermore, multithreading introduces new types of faults (deadlocks etc), and using a randomized algorithm (like EVOSUITE uses) on code that spawns new threads may cause problems, as Java offers no way to forcefully stop running threads. However, on average we observed problems with multi-threading in only 6.4% of all projects.
E. Manual Inspection
On a high level view, the results of the experiment gives us a clear message: Test generation works well as long as the environment is not involved -but usually it is involved. To understand the problems in test generation better, we manually inspected 10 classes that had low coverage but no permission problems, 10 classes that had file permission problems, 10 classes that had network problems, and 10 classes with runtime permission problems. For this selection, we sorted the classes by coverage, and then chose the classes with the lowest coverage for each of the categories, but only one per project per category.
1) Classes without Permission Problems: Classes with low coverage but no permission problems are of particular interest with respect to improving EVOSUITE, but might not generalize to other tools. For example, in the 10 classes we investigated we identified the following main reasons for low coverage: 1) Complex string handling, 2) Java generics and dynamic type handling, and 3) branches in exception handling code.
EVOSUITE has basic support for string handling; for example, it replaces calls to String.equals with a custom method that calculates the Levenshtein distance, which can then serve in branches to give better guidance to the search. However, this by itself is not sufficient to properly exercise complex parsers and string handling functions -at least in the two minute limit given for test generation in our experiment. However, there are dedicated string solvers and techniques to handle regular expressions, so these classes might not be problematic for other tools.
The second problem is largely due to Java's handling of generics -all type information is erased during compilation. For example, for the constructor StateMachine(List <Transition> transitions) EVOSUITE only sees the parameter of type List, but not that this is supposed to be a list of Transition objects. When generating List objects EVOSUITE only sees that it can add instances of type Object to these lists, and thus the chances of putting Transition objects into the list are small. These problems could be overcome by incorporating static analysis or support for type constraints. Finally, EVOSUITE usually has no guidance in reaching exception handling blocks, unless there is an explicit branch in the target class that leads to a throw statement. Consequently, EVOSUITE only covers such statements by chance.
Note that other tools might have other problems. For example, tools based on dynamic symbolic execution have more problems related to object creation [23] , [49] .
2) Classes with File Permission Checks: File handling is very common in Java classes, both in reading as well as in writing mode. Branches do not necessarily depend on file contents, but sometimes just depend on file existence or file names. However, even though these example branches do not depend on the file content, usually such branches are followed by code that manipulates these files.
Another file permission we frequently observed is when code tries to read custom property files. Even though granting read access to property files might not pose an immediate danger, such files still need to exist and contain appropriate content in order to allow testing.
Consequently, automatically setting up a suitable file environment for testing classes is a major technical obstacle.
Besides the difficulty in covering branches, there is also always the danger that code manipulating the filesystem can cause unwanted effects; for example, whenever new files are generated it is highly undesirable to let the genetic algorithm pass random strings as filenames, as that way the filesystem will be cluttered with files with random names -which is something we observed for several classes in the SF100 corpus when deactivating the custom security manager.
3) Classes with Runtime Permission Checks: As indicated in the previous section, a large share of the runtime permission checks we observed were due to code trying to set up a graphical user interface. To do so, Java first tries to read the environment variable DISPLAY, and then attempts to read a custom GUI toolkit (e.g., jre/lib/amd64/xawt/libmawt.so). Furthermore, most GUI applications try to access files (e.g., .accessibility.properties). Java has its own class of AWTPermission that are related to GUI events; as loading of GUI toolkits was prohibited, we did not observe any such permission checks.
We tried to see what happens when granting permissions to load libraries. However, even with these permissions the coverage does not increase, as it opens up a range of other permissions that GUI programs require: AWTPermissions to access the mouse pointer, a large amount of thread manipulation, special exception handlers, permissions to open windows, etc.
Besides GUI related runtime checks, there are other common permissions that are undesirable during test generation, most prominent probably the permission exitVM.0 which is required to shut down the running virtual machine. Other instances of runtime permission checks include actions on running threads (modifyThread, stopThread), loading of libraries, queuing of printer jobs, or changing the security manager -none of these actions are desirable during test execution.
4) Classes with Network Permission Checks: Only few classes directly attempted to open sockets (SocketPermission), although dependent classes or parameters did this more frequently (in total for 6% of all classes). NetPermissions were more frequent, and the most common type of such network permission that we observed was due to invalid URL generation (specifyStreamHandler). This particular permission does not immediately signify network access, but creation of a URL for a resource to which the program would normally not have access to (like file:/foo/fum/). It will require further experimentation to determine how many of these permissions were caused by the test generation itself (e.g., random strings propagating to URL generation), and how many were real attempts to access resources through URLs. In general, our observations suggest that in many cases the NetPermission checks are in fact very similar to FilePermission checks, which would mean that I/O remains the most important issue.
In general, the question of finding a perfect setting of permissions for test execution is a research question on its own, and it might be possible to increase coverage by being more gratuitous with permissions for tests.
F. Threats to Validity
Threats to internal validity come from how experiments were carried out. We used the EVOSUITE tool for our experiment, which is an advanced research prototype for Java test data generation. Although EVOSUITE has been carefully tested, it might have internal faults that compromised the validity of the results. Furthermore, because EVOSUITE is based on randomized algorithms, we repeated each experiment on each class 10 times to take this randomness into account. However, because our study was focused on obtaining insights on the challenges of applying test generation tools in realistic settings, our research questions did not deal with comparisons of algorithms, and so statistical tests were not required.
A possible threat to the construct validity is how we evaluated whether there are unsafe operations when testing a class. We considered the security exceptions thrown by all method calls in a test case, even when those methods do not belong to the class under test. Potentially, EVOSUITE might have tried to satisfy parameters of the class under test using classes that lead to actions blocked by the security manager, even if these parameters could also have been satisfied with other classes that do not result in any security exceptions (e.g., when a method is declared to take an Object as parameter, EVOSUITE considers every known class as a potential input).
The main goal of this paper was to deal with the threats to external validity that afflict current research in software testing. The SF100 corpus is a statistically sound representative of open source projects, and our results are also statistically valid for the other Java projects stored in SourceForge. For example, even if we encountered high kurtosis in the number of classes per project and branches per class, median values are not particularly affected by extreme outliers. To reduce such threat to validity, we used bootstrapping to create confidence intervals for some of the statistics (median, average, skewness and kurtosis).
Our 
IV. IMPLICATIONS FOR SOFTWARE ENGINEERING EXPERIMENTATION
In the previous section we described and analyzed a sound empirical study in software testing. Given the insights from this experiment, we now discuss the potential implications of the choice of case studies. In other words, we can answer the following research question: RQ3: What are the consequences of choosing a small case study in a biased way?
An analysis of the literature in test data generation has shown, in Section II, that a large portion of research body has practically ignored the issues of test data generation when the system under test interacts with its environment (e.g., file systems and networks). But our empirical analysis (Section III) has shown that 90.7% of classes may lead to interactions with their environment. When there are no interactions with the environment (i.e., in the 9.3% of cases), a research prototype such as EVOSUITE can achieve an average coverage as high as 90% (see Table IV ). On the other hand, when we apply EVOSUITE on a statistically valid sample of open source projects, the average coverage is only 48%. Therefore, our analysis casts serious doubts about the external validity of many empirical analyses that reported successful results on only a small number of classes with no interaction with their environment (e.g., container classes are a typical example).
Does using a large and variegated case study solve this problem of external validity? The answer is unfortunately no. If we look at Figure 1 , we can see that there are 23 projects for which EVOSUITE achieves on average a coverage higher than 80%. If we wanted to boast and promote our research prototype EVOSUITE, we could have carried out an empirical analysis with only those 23 projects. That would have resulted in a variegated and large empirical analysis. In other words, any case study, in which the selection of artifacts is not justified and not done in systematic way, tells very little about the actual performance of the analyzed techniques.
Our empirical analysis on the SF100 corpus clearly pointed out which are the real main problems in test data generation for object-oriented software. For a successful technology transfer from academic research to industrial practice, it will be essential that the research community will solve all of these problems. Therefore, we can provide the SF100 corpus of classes and pose this challenge to the research community:
As a research community, can we develop novel techniques that achieve on average at least 80% of bytecode branch coverage on this SF100 corpus?
V. CONCLUSIONS Experimentation in software engineering research inherently suffers from a common threat to external validity, caused by the choice of case studies for experimentation.
In this paper, we have presented the SF100 corpus, which is a statistically sound representative of open source projects. It is composed of 100 Java projects that were randomly selected from SourceForge, which, given that it has more than 300 thousand projects and two millions subscribers, is perhaps the most used open source project repository on the web. The SF100 corpus consists of 8784 classes, for a total of 291,639 bytecode branches. To the best of our knowledge (see Section II), this corpus does not only represent the largest case study in the literature of test data generation for object-oriented software to date, but most importantly it is the only one that is not negatively affected by threats to external validity. External validity is one of the main barriers for a successful transfer of research results to software development practices.
On this statistically valid corpus, we applied our research prototype EVOSUITE. EVOSUITE uses many of the most advanced techniques from the literature on search-based software testing. Our analysis shows that the large majority of classes (i.e., 90.3%) may lead to execution of "unsafe" operations, which can potentially harm the execution environment (e.g., by deleting files at random in the file systems). On classes without unsafe operations, EVOSUITE achieves on average an impressive 90% branch coverage, while on the entire SF100 corpus it "only" achieves 48% of coverage on average. As most of the research body in the software testing literature seems to ignore these issues (e.g., how to safely write/read on file systems and open/close network connections without negative side effects), our empirical analysis is a valuable source of statistically valid information to understand which are the real problems that need to be solved by the software testing research community.
With this paper, we challenge the research community to develop novel testing techniques to achieve at least 80% of bytecode branch coverage on this SF100 corpus, because it is a valid representative of open source projects, and our EVOSUITE prototype only achieved 48% coverage on average. To help the community in this regard, we provide the SF100 corpus. For more information on EVOSUITE and the SF100 corpus of classes, please visit our website at:
http://www.evosuite.org/
