bounded inputs. Recently developed stable-inversiontechniques resolve this problem of unbounded inverse inputs by nding bounded (but possibly noncausal) input-state trajectories. 1, 2 The noncausality of the inputs found by inversion can be accommodated by using preview-based controllers, 7 which enables the online speci cation of the desired outputs. Currently available inversion-basedmethods are, however, applicable to square systems. In this Note, the output tracking problem for nonsquaresystems is posed as the optimization of a general quadratic cost functional and is solved in the context of linear systems. The resulting design procedure can also be used to obtain tradeoffs between the output-trackingrequirement and other requirementssuch as reductionsin input magnitudes.This extension of currently available inversion methodologies to nonsquare linear systems is described in the current Note. In Sec. II, the optimalinversion problem is posed, and a solution is given for a general multi-input multi-output (MIMO) system. In Sec. III, the approach is applied to a multiple piezoactuator system, and experimental results are presented.
II. Problem Formulation and Solution
In this section we pose the optimal-inverse problem as the minimization of a quadratic cost functional and solve it in the context of linear time-invariant systems. We begin with the inversion problem for square systems and then pose the optimal output tracking problem for nonsquare systems.
A. Optimal Output Tracking Problem
Consider a linear time-invariantMIMO system, with its dynamics described by
where x 2 R k is the states, the number of inputs is n(u 2 R n ), and the number of outputs is m(y 2 R m ). The assumption is made that this system is stable or has been stabilized with feedback (i.e., matrix A is Hurwitz). The output y(¢ ) can be written in the frequency domain as y(
m £ n represents the system's transfer-function matrix. If the system has the same number of inputsas outputs(squaresystem), then we can nd the control inputs (u f f ) that exactly track a desired output trajectory y d from system inversion as in Ref.
This input u f f leads to a bounded, exact-tracking,input trajectory if the desired output [y d (¢ )] and a certain number of its time derivatives are bounded and if the system's internal dynamics is hyperbolic. 2 This method is, however,applicableto squaresystems.If the number of inputsis more than the number of outputs(n > m), then the system is actuator redundant, and the exact-tracking inputs are not unique. If the number of inputs is less than the number of outputs (n < m ), then the system is actuator de cient, and exact-output tracking of all of the outputs cannot be achieved for general output trajectories. For actuator-redundant and actuator-de cient systems the goal is to nd an optimal input u opt that achieves the best allocation of control inputs to achieve tracking of the desired output trajectories. We pose this problem as the minimizationof the following quadratic performance index:
where ¤ denotes the conjugate transpose of matrices with complex elements, R( j x ) and Q( j x ) represent the weights on the input-and the output-tracking error respectively, and y d is the desired output trajectoryspeci ed by the user. If the weight R on the input is chosen as zero, then the minimization of the performance index will lead to the exact-tracking inputs found by inverting the system (if the output trajectoriesare suf ciently smooth, the system is square, and the internal dynamics is hyperbolic.
2 ) Thus, the performance index is a generalizationof the inversion problem to nonsquaresystems. A similar frequency-dependentquadratic performance index has been used in the past(e.g., Ref. 8) for systemregulation(y d = 0); however, such approaches were aimed at nding causal control laws. In contrast, we allow, in the following, noncausalsolutions to the optimalinversion problem-these noncausal solutions can be implemented using preview-based approaches. 7 In summary, given a Fouriertransformabledesired output trajectory, the optimal inversion-based output tracking problem is stated as the minimization of the cost functional J over all Fourier-transformableinputs, min u J (u).
The focus of this Note is to solve this minimization problem for a general cost functional and leave the choice of the weighting matrices, Q and R in Eq. (2), to the designer (as in current linear-quadratic-opti mal-control literature). For example, tradeoffs between tracking different output trajectories (in actuator de cient systems) can be designed by choosing different output-tracking error weightings Q in Eq. (2) . Similarly, the cost function can be used to account for different actuator bandwidths and ranges in actuator-redundant systems by choosing different control weightings, R. Thus, the output-trackingrequirements can be speci ed by varying the matrices Q and R. These choices in weightings will be illustrated in Sec. III.
B. Solution to the Optimal Output Tracking Problem
The optimal output-trackingcontrol law, found by the minimization of the performance index (2), is given by the following lemma.
Lemma: Let Q and R in the performance index (2) be symmetric, positive-semide nite, real matrices, and let
. Then, the optimal input trajectory u opt that minimizes the performance index (2) is given by
is the pseudo (generalized) inverse 9 of K ( j x ) and U ; R (invertible) and V de ne the singular value decomposition of K as
Proof: The performance index (2) is minimized with respect to u if the quadratic term inside the integral is minimized at each j x : this nonnegative term can be rewritten as
The result follows the optimization of quadratic, matrix functions In the preceding lemma the requirements on the weighting matrices Q and R can be changed from real-symmetric matrices to Hermitian matrices. 9 When the optimal input u opt is applied to the system, the resulting output trajectory y opt can be found as
Thus, G f ( j x ) representsa lter that modi es the desired output trajectory y d ( j x ). The tracking error e caused by output modi cation can be quanti ed using the output lter as
where k ¢ k 2 is the standard L 2 norm and k ¢ k 1 is the L 2 -inducednorm (see, e.g., Ref. 10, Sec. 4.5). The approach nds the optimal control law u opt , which exactly tracks the modi ed output trajectory y opt . This control law can be noncausal, but can be implemented using a preview-based approach.
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III. Multiple Piezoactuator Example
An experimental system designed to emulate dual-actuator redundant systems studied in the past (e.g., Ref.
3) is shown in Fig. 1 . It has a large-range actuator that provides the main actuation with a short-range actuator attached to the end of the large-range actuator. The two inputs to the system are the voltages applied to these two piezoactuators. The large-range actuator is used to achieve most of the low-frequency actuation; it is called the low-frequency actuator (LFA). Similarly, the short-range piezo at the tip is mainly used for high-frequency actuation; it is called the high-frequency actuator (HFA). In the following, two outputs of the system will be considered. One output is the displacement at the endpoint of the dual-piezo system y e , and the other output is the displacement of the midpoint y m , as shown in Fig. 1 ; the outputs are measured using an inductivesensor. These measurements are not used for feedbackbased control in the current article because our goal is to illustrate the optimal-inversion-based output-tracking approach. Therefore, only the inputs found from the optimal-inversionapproach are used as feedforward control, and feedback control is not used. Feedback control can, however, be added (to the feedforward approach) to reject errors caused by external disturbances and modeling discrepancies.
Models for two cases were obtained: an actuator-redundantcase and an actuator-de cient case. For the actuator-de cient case, the voltage u l applied to the LFA is considered as the input, and the displacements (y m and y e ) are the outputs. The actuator-de cient system equation can be expressed as
For the actuator-redundantcase the inputs are the voltages applied to the piezoactuators (u h , u l ), and the output is the displacement at the endpoint y e . The actuator-redundantsystem can be expressed as
The transfer functions(g lm , g le , and g he ) given by g i ( j x ) = n i ( j x )/ d( j x ) for i belonging to the set {lm, le, he} were obtained experimentally using a dynamic signal analyzer and can be representedas
n (lm) ( j x ) = ¡ 294e 6 ( j x ¡ 6.283k)( j x + 11.31k)
n (he) ( j x ) = 84.68e 6 ( j x + 132 § j 4.84k)( j x + 767 § j 11.75k)
A. Actuator-Redundant and Actuator-De cient Cases
Next, we describe the application of the optimal inversion methodology to two cases: an actuator-redundant case and an actuator-de cient case. For the two-input (u l and u h ) one-output (y e ) actuator-redundant system, which is described by Eq. (7), the form of the weighting matrices were chosen as Q( j x ) = q e ( j x ) the weighting on the output-tracking error, and
, where r l is the weighting on the input to the LFA and r h is the weighting on the input to the HFA. The optimal inputs u lopt and u hopt can be found explicitlyas (when the matrix K in the lemma is invertible and therefore pseudoinversionis not needed) (8) where y ed is the desired output displacement at the endpoint and the explicit dependence on j x is not written for ease in notation. For the one-input (u l ) two-output (y e and y m ) actuator-de cient system described by Eq. (6), the weighting matrices were chosen to be of the form Q( j x ) = diag[q lm ( j x ) q le ( j x )] and R( j x ) = r ( j x ). It is not possible to track the two outputs at the endpoint and the midpoint with a single input. Thus, some of the desired output tracking of the endpoint displacement y e must be traded to achieve reductions in the midpoint displacement y m . However, such a tradeoff is not necessarily just a scaling down of the desired endpoint trajectory, and the methodology provides a design tool to specify and achieve a desired tradeoff. In the performance index q lm is the weighting on the midpoint displacements,q le is the weighting on the endpoint tracking error, and r is the weighting on the input to the piezoactuator(LFA). If the invertibility condition on K in the lemma is satis ed (e.g., if r is nonzero), then the control law can be written as
where y dm and y de are the desired output trajectoriesat the midpoint and at the endpoint of the LFA piezoactuator.
B. Experimental Results and Discussion
For brevity, we only present experimental results for the actuator redundant case. Detailed simulation and experimentalresults can be found in Ref. 11 . For the actuator-redundantcase the LFA was used for tracking low-frequency components of a desired output (shown in Fig. 2) ; the LFA-input's weighting r l was, therefore, set to zero on the interval 0-300 Hz. The HFA was used to track the highfrequency components; thus, the HFA-input's weighting r h was set to a relatively small value of 10 ¡ 4 (compared to the weighting r l on the LFA input) for frequencies between 500 Hz and 2.2 kHz. In the experiments the weight on the output-tracking error q e was set to a large number (10 3 , which was large relative to the weights on the inputs) on the interval 0-2.2 kHz to achieve high-precision output tracking in this frequency range. After 2.25 kHz the system model was less accurate, 11 and, therefore,the weight on the output-tracking error q e was set to zero beyond 2.25 kHz (with r l and r h nonzero). These choices of weights illustrate the use of the methodology to designthe allocationof the trackingtask between differentactuators. For example, the relatively low weights for the HFA inputs in the high-frequency range resulted in the HFA being used, primarily, to control the high-frequency components in the output trajectory as shown in Fig. 2 . Similarly, the magnitude of the input weights (r l and r h ) can also be increased, relative to the weight on the outputtracking error q e , to avoid actuator saturation.
IV. Conclusion
A technique to achieve output tracking for linear systems with redundant/de cient actuators was presented. This approach provides a systematic method to optimally allocate output-tracking tasks between redundant actuators and to design tradeoffs in output-trajectorytracking when the number of inputs is fewer than the number of outputs(i.e., actuator-de cient systems). The methodologywas illustratedby applyingit to a multiplepiezoactuator-based system, and experimental results were presented. is designed so as to improve the tracking property. The proposed control design method is applied to a numerical simulation program for an automatic landing test of the ALFLEX 2 to evaluate control performance of the designed control law. Figure 1 shows a block diagram of a DLCS applying to the ALFLEX. z is the controlled variable, z c is its command input, y is the feedback variable, u is the control input, and v is the innerloop command input. P is a controlled plant, K in is an inner-loop controller, and K out is an outer-loop controller. The ALFLEX is an unstable controlled plant, and contains nonlinear factors and uncertainties. The control system for the ALFLEX therefore, should be designed not only to stabilize, but also to compensate for tracking error e D = z c ¡ z due to the nonlinear factors and uncertainties. Then, the inner loop is used for augmenting the stability of the system, whereas the outer loop is used for reinforcing the tracking property. Now, let us discuss the outer loop of Fig. 1 using linear transfer functions. Let T zv be a transfer function from v to z. A transfer function from z c to z, T z zc is then written as
II. Double-Loop Control System
If K in is designed so as to stabilize the controlled plant and satisfy T zv (0) = I , the steady-state of z for a step command z c is given by
The servo condition, z(1 ) = z c , is always satis ed. Then, K out is designed so as to stabilize T zv and improve the tracking property of T zzc .
III. Inner-Loop Design Using FGS State-Feedback
This section describes a design of the inner-loop controller using a FGS state-feedback technique. 6 A controlled plant considered in this study is given by the following nonlinear system:
where u(t ), z(t ), and x(t) are m-dimensional input, p-dimensional controlled variable,and n-dimensional state vectors, respectively.It is assumed that x(t ) is available for feedback; that is, y(t) = x(t) in Fig. 1 . Over the operating range of the system, let us select r linearized points (x 
where
