Abstract. The flows predicted by a large class of spatial interaction models are transitive, yet US migration tables have been shown to contain large numbers of intransitivities. This paper investigates a number of possible conditions under which flows regulated by the spatial interaction model might be observed to be intransitive. A singly constrained gravity model is calibrated for a number of flow tables, and distorted by sampling error, by aggregation over strata, and by an independently distributed error term. Only the last distortion gives the correct bias in the relative abundance of intransitivities in numerical flows and flow probabilities. This conclusion is supported by further simulations using random spatial interaction models. The results of the calibrations of the spatial interaction model using US interstate migration flows, 1935-1970, are given and compared with others previously published.
Introduction
Consider a set of places and a square matrix I representing flows or interactions between each pair of places. For any triple of places (/,/, k), the flows are said to be transitive if I tj > I n and I jk > 1^ together imply that I ik > I ki . Smith and Clayton (1978) have shown that the flows I ih I^OiDjCij,
predicted by a large class of spatial interaction models are transitive. In the class of models (1), O t and D) are parameters associated with origin i and destination /, respectively, Cy is associated with the pair (/,/), and c fi = c ti .
This class of models includes constrained and unconstrained forms of the gravity model, but is limited to models in which the distance-related term c if is symmetrical, as, for example, when Cy is equated with a negative power or negative exponential function of distance. Smith and Clayton (1978) also showed that the conditional probability P if that a unit of flow leaving the place i will go to place /,
/ m is also transitive for all triples (/, /, k) when I if is given by the spatial interaction model (1). It is evident that transitivity provides a very simple test for the applicability of this class of model to an empirical set of data. Smith and Clayton were able to show that US migration tables for various time periods between 1935 and 1970 contain large numbers of intransitive triples. For interstate migration and for migration flows between State Economic Areas, the numbers of intransitivities in flow numbers I if tend to exceed the numbers of intransitivities in probabilities P ih in some cases by a factor of ten. It was also shown that if intransitivities are interpreted as arising from a random sampling error about a mean tendency which is itself transitive, then an unexpectedly large number of intransitivities are statistically significant. These results, and extensions for white and nonwhite migration streams, are shown in table 1. The disaggregated flow tables used to calculate these results are given in US Bureau of the Census (1943; 1956; 1963; 1973) . Unfortunately the aggregate totals differ somewhat from those in the source used by Smith and Clayton (1978) . The analysis here and throughout the paper is for the forty-eight coterminous states, and excludes Alaska, Hawaii, and Washington, DC. Slater (1980) has recently analyzed the [1965] [1966] [1967] [1968] [1969] [1970] interstate migration data in terms of a generalized tournament model. He interprets the results of his analysis as implying that no significant degree of intransitivity exists in the data. As is noted in the Appendix, however, Slater's interpretation is incorrect, and the results of his analysis actually lend support to the conclusions of Smith and Clayton.
The purpose of the present paper is to investigate the origins of this observed intransitivity by examining a number of alternative models whose predictions are not necessarily transitive. Generally there would seem to be two alternative approaches to the problem. On the one hand, the failure of the interaction model to predict the patterns of intransitivity correctly may be due to a particular form of statistical error in the model, so that although the model itself predicts transitive flows, the addition of error introduces intransitivity. On the other hand, it may be that intransitivity results from a structural problem, which could be corrected by a change of algebraic form or by the introduction of new terms. The two approaches are clearly not mutually exclusive, since what appears as statistical error may also be the result of model misspecification. Although both approaches are discussed in this paper, the main advantage of the first approach is that it is more consistent with the notion that intransitivity results from a distortion of the general model (1). This approach does not require that the model be rejected outright.
The various ways of accounting for intransitivity are examined in relation to a singly constrained spatial interaction model. Such a model is used in two contexts. In the first, the interaction model is calibrated from US interstate migration flows. Such a calibration is of interest in its own right. In the second context, the interaction model is used to generate flows by computer simulation from a modified spatial interaction model, and to analyze the resulting flows in terms of their patterns of intransitivity. Table 1 . In transitivities in US migration flows for various time periods and racial groups. 1935 -1940 1949 -1950 1955 -1960 1965 -1970 White migrants 1935 -1940 1949 -1950 1955 -1960 1965 -1970 Nonwhite migrants 1935 -1940 1949 -1950 1955 -1960 1965 -1970 
Total migrants

Sources of discrepancy from model predictions
In figure 1 we illustrate three of the many possible mechanisms that may cause spatial flows to depart from the predictions of the spatial interaction model (1) . If the population of a given origin is homogeneous with respect to the spatial choice probabilities P^, P if = 1$ lTl im , and if the flows Ig are described by model (1), then Figure 1 . Three mechanisms for discrepancies between migration flows and spatial interaction models. case 1 is obtained, in which the departure of the observed flows I* f from the predicted flows Iij arises as the sampling error of some random process. Two models of this process will be investigated. First, if the total number of individuals N t leaving an origin is known, then the sampling errors are those of a multinomial process for which E(Iij) = I t j. On the other hand if the total outflow is itself subject to sampling error, then the appropriate process is Poisson, with E(I* f ) = I ih and by implication E(N*) = N t (see for example Goodchild and Kwan, 1978) .
If either of these case 1 distortions proves sufficient to account for the observed levels of intransitivity, the inference should be that the discrepancies between the model and reality are within the expected limits of sampling error, and can therefore be ignored.
Case 2 arises when the migrating population is composed of several subpopulations, denoted by subscript t, with corresponding parameters O it and D Jt . They may reflect differences between various socioeconomic strata, or changes through time, or spatial variation within the origin and destination units. The behaviour of each of these subpopulations is described by the model
It is easy to show that the model (1) is no longer generally valid for the total flow /#, since TO it D Jt cannot necessarily be written as a product 0,-Z> 7 -. Thus the addition of a number of spatial interaction models is not itself a spatial interaction model. Furthermore, the flows of each subpopulation I* it will generally involve some sampling error. If the distortions produced by case 2 generate the observed pattern of in transitivities, one should infer that the spatial interaction model is acceptable for subgroups of the population, but that intransitivities occur when the subgroups are aggregated.
The third case is characterized by a population that, although homogeneous in terms of individual choice probabilities P#, is not describable in terms of the spatial interaction model (1). This case may be generally characterized by the form (1) in which Cu is no longer symmetric (c t j ¥= c fi ), since variations in the terms O t and Z) 7 do not destroy the spatial separability inherent in model (1).
The three cases are evidently not exhaustive. On the other hand, they do provide important hypothetical variants of the model (1). These variants may be examined in terms of the patterns of intransitivity to which they give rise.
Calibration of a spatial interaction model One context for examining each of the three cases with respect to patterns of intransitivity involves the use of a spatial interaction model calibrated with US migration data. Three types of interaction models were considered in this context: doubly and singly constrained, and unconstrained. In trying to achieve the highest possible agreement between predicted and observed flows, there appeared to be little reason to require the marginal totals of the predicted table to equal the observed marginals, since the latter are presumably subject to sampling error in the case of migration. However, an unconstrained model would have required the calibration of ninety-seven parameters, and so because of limited computer resources production constraints were retained. In this section we describe the fitting of a singly constrained gravity model to US interstate migration data for the four periods 1935-1940, 1949-1950, 1955-1960 r and 1965-1970 . The model takes the form
where N f is the observed outmigration from /, N f = Z/S; / d t j is the distance between the centroids of states i and /; P, A t are to be determined, with i = 1,..., n; and n is the number of states. Some care is needed in the choice of a method for calibrating such a model. The existence of substantial heteroscedasticity in the data makes the use of a simple least squares criterion minZ(/ I y-/5) 2 inappropriate. In accordance with case 1 described above, we assume that each 7|-is the number of random events occurring in a sample period, and has a Poisson distribution. If the model fits, the predicted flow 1$ will be the expectation, and each I*j will be a single realization of a Poisson process of parameter /« (see Goodchild and Kwan, 1978 , for example). The standard error of I*j is thus if. The problem of heteroscedasticity is now overcome by weighting each observation with the inverse of its assumed Poisson error variance to obtain the generalized least squares criterion mmZ(/ z y-/|) 2 //iy. For large flows this process is approximately the same as maximizing a likelihood function. It gives greater weight to low flows which have correspondingly small standard errors. The model has forty-nine parameters, and was calibrated in two stages. A transformation due to Nakanishi and Cooper (1974) 
Equation (9) may be calibrated by forcing a multiple regression equation through the origin with 7Ty as the dependent variable, and jj k , k = 1,..., n, and 8$ as the independent variables. However, it is impossible to obtain 7r| when 1$ = 0, or when any k exists such that I? k = 0. The first condition was dealt with by omitting such cases from the regression. When the second condition occurred, the summation in equation (5) was simply truncated and n reduced accordingly. After calibrations, the Aj were found by evaluating exp(a 7 -). The term rT 1 Z log^4y provides a scaling constant, and can be ignored since the model is invariant under a scaling of the Aj. The final values were rescaled to a mean of 1.
In the second stage of the calibration the weighted objective function was minimized in a space of forty-nine dimensions by means of the IMSL routine ZXMIN (IMSL, 1975) which is a modified Newton procedure. Some of the migration tables showed a tendency for one or more of the attraction estimates to be less than zero. In such cases, the criterion was modified to minZ(/y "7J) 2 /|/^|. When a negative attraction occurred at the optimum, it was reset to zero and held constant while a new minimum was found. The solutions appear to be unaffected by local minima In comparing the columns in table 2 one should be aware that attractions are only defined up to an arbitrary scaling constant. California dominates all of the attraction vectors both for racial groups and for all time periods, but a number of other interesting trends are apparent.
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Pearson product moment correlations were computed between the attraction estimates. The lowest is 0-923 between 1965-1970 total flow and 1935-1940 white migrants. A correlation of 0-957 was found for the attraction estimates given by Ewing (1976) for the 1955-1960 table after taking account of state populations (see Smith and Clayton, 1978, page 413) . Tobler (1979) has published a number of estimates of state attractivities derived from the 1965-1970 total flow table, but because of differences in the models there is no reason to expect particularly high correlations. The best fit is with Tobler's per capita potential model, with a correlation of 0-855.
An examination of three classes of models Sampling errors
In this section we investigate the hypothesis that the observed levels of intransitivity in the US migration tables can occur through the distortion of the spatial interaction model estimates /# by sampling error. A first test of the hypothesis was made by reassigning the observed numbers of outmigrants from each state to destination states. The reassignment was performed according to the probabilities obtained from the calibrated interaction model, by use of a simulated multinomial process. The procedure was relatively expensive, and was only carried out for the total flows of the 1955-1960 migration table.
The results of the simulations are shown in table 3, in which the numbers of intransitivities both in numbers and in probabilities are reported. Each intransitivity was subjected to the test of statistical significance developed in Smith and Clayton (1978) . The numbers of intransitivities are extremely small relative to the numbers observed in the actual 1955-1960 migration streams, although intransitivities in numbers exceed intransitivities in probabilities. Finally, none of the intransitivities is statistically significant according to the test.
A second test, based on the calibrated model, was performed with the use of the Poisson error process. It should be noted that the Poisson process is consistent with the calibration procedure employed, and has a comparative cost advantage. For each migration table, the I 9 estimates obtained from the calibrated model were used to Each simulated flow matrix was then analyzed by enumerating the intransitivities of both I t j and P f j. The results are shown in table 4 in terms of the observed mean numbers of intransitivities as well as the standard deviations for the twenty runs. It is evident that the results for 1955-1960 correspond well with the results for the simulation based upon a multinomial process. In general, the numbers of intransitivities generated are far fewer than observed in the actual migration tables. The only exception occurs in the 1935-1940 nonwhite migration, for which the numbers of migrants are relatively small. In many cases the numbers of intransitivities in 1$ exceed those in Py, but with some notable exceptions that include the total of the white and nonwhite migrations of [1935] [1936] [1937] [1938] [1939] [1940] , and the nonwhite migration of 1955-1960. It is apparent from the simulation results that sampling errors alone are incapable of explaining the levels and the patterns of intransitivities in the migration tables. The only flow that shows some correspondence to the simulated flows is that of nonwhites in the [1935] [1936] [1937] [1938] [1939] [1940] .
The employment of the calibrated spatial interaction model and of the actual numbers of outmigrants as a basis for simulating patterns of intransitivity places restrictions on the results obtainable, although it ensures that they correspond as closely as possible to the observed conditions. Further evidence on which to examine the sampling error hypothesis was obtained by generating flows from 'artificial' spatial interaction models. In particular, the analysis was directed at the problem of the relative numbers of intransitivities in 7, y and in P,y, and the relation between the numbers of outmigrants and the numbers of intransitivities.
The spatial interaction system used for generating the flows was constructed as follows. First, fifty locations in a unit square were obtained by generating fifty points at random from a two-dimensional uniform distribution function. Second, fifty 'attractivities' were generated at random from a uniform (0, 1) distribution. Finally, total numbers of outmigrants were generated at random from a log-normal distribution. Migration flows were generated by distributing the outmigrants from 1935-1940 1949-1950 1955-1960 1965-1970 White migrants 1935-1940 1949-1950 1955-1960 1965-1970 Nonwhite migrants 1935-1940 1949-1950 1955-1960 1965-1970 in these and all other similar runs, the numbers of intransitivities in P t j exceeds the numbers of intransitivities in 1$. This is the reverse of what is observed in interstate migration flows. Second, negligible numbers of intransitivities are found to be statistically significant, confirming the conservatism of the statistical test, and in contrast to the empirically observed flows. Finally, the numbers of intransitivities in both Iy and P%-achieve internal relative maxima for the range of outmigrant numbers considered. The effect is clearly pronounced, and occurs at relatively low numbers of outmigrants.
Total migrants
The overall conclusion that one reaches from the three sets of simulation results is that a sampling error hypothesis is not capable of explaining either the observed levels of intransitivity in interstate migration streams, or the relative pattern of intransitivities in I t j and P,y. The only possible exception to this statement is the 1935-1940 flow of nonwhite migrants. 
Aggregated flows
The hypothesis of this section is that intransitivity occurs as a result of the aggregation of transitive flows. Before examining the results of simulation experiments to test the hypothesis, we present empirical results concerning the migration streams of subgroups. In general, it is difficult to decompose US interstate migration records into meaningful substreams owing to a lack of data. Table 1 shows a decomposition into white and nonwhite streams, 1935-1940 to 1965-1970 . In general, the nonwhite streams show a much lower ratio of intransitivities in I t j to intransitivities in P t j than for the white streams. In particular, the nonwhite ratio is less than unity for [1935] [1936] [1937] [1938] [1939] [1940] . However, the numbers of intransitivities are still large, and a relatively large proportion are statistically significant, particularly for I tj in the periods 1949-1950 to 1965-1970 . It is also possible to decompose the flows for 1935-1940 on the basis of colour and sex. Results for this analysis are shown in table 6. Both nonwhite flows indicate fewer intransitivities in 1$ than inP^y, more intransitivities than in white flows and a much smaller percentage of significant intransitivities. As noted above, however, 1935-1940 nonwhite migration appears to be exceptional.
A first examination of the effect of aggregating subflows on patterns of intransitivity was made by using an interaction model calibrated from interstate migration streams. is an N(0, 1) random number for each origin in each time period, Wj t is an N(0, 1) random number for each destination in each time period, and a, b, c are parameters. Various forms of distortion can be induced among the strata by choosing appropriate values of a, b, and c. Setting all but one of them to zero implies that the aggregate flows can be reduced to gravity model form and are thus transitive. The role of a is to control the covariance between the distortions; when a = 0 there is no covariance since v it and w it are generated independently, but for a > 0 a finite covariance is expected. It would seem reasonable to disaggregate the distance parameter 0 also, but the effect would be similar to that already produced by au t , a uniform distortion of all flows within a stratum. Table 7 shows the results of simulation runs for various values of a, and for b = c, by use of the 1955-1960 total flow table and of the appropriate calibrated parameters. Poisson sampling errors were added in all cases. It is clear that substantial intransitivity can be produced by this model. However, the relative numbers of intransitivities in 1$ and P# are quite different in the simulation and in reality. The real table has far more intransitivities among flow numbers than among probabilities, whereas the two are roughly equal for most of the simulation runs. The agreement could not be improved by manipulating a, b> and c. A second examination of the effects of aggregation upon patterns of intransitivity was performed by use of the 'artificial' spatial interaction model described above. In this case, various numbers of independent flows were aggregated. The models generating each sub flow differed only in terms of the set of random attractivities employed.
The results of a typical set of simulation runs are shown in table 8, where between two and five aggregate subflows are reported (the case of one subflow for this model is shown in table 5). In all cases examined, the numbers of intransitivities are greatly increased on moving from one subflow to two, but change slowly if at all as further subflows are added. Second, the numbers of significant intransitivities becomes relatively large. Third, the numbers of intransitivities in P if exceed those in 1$.
From the simulations based on the 'artificial' gravity model, one may conclude that although superimposed flows may produce large numbers of intransitivities, with many being significant, rather special conditions on attractivities, numbers of outmigrants, and distances are necessary if such a model is to reproduce the observed ratio of intransitivities in P t j to intransitivities in /#. Such conditions were not found in any simulations carried out. The simulations based on the calibrated model imply the same necessary conditions, and despite various statistical relationships between attractivities and numbers of outmigrants, observed patterns of intransitivities could not be reproduced.
These negative results, although not ruling out the possibility that aggregation of homogeneous subclasses leads to the observed patterns of intransitivity, at least indicate that there are problems with the hypothesis. 
Asymmetrical models
If it is now assumed that the previous two hypotheses cannot account for the observed pattern of intransitivities, it is natural to seek the source of discrepancy in the form of the predictive model. The simplest situation is to assume a population that is homogeneous with respect to spatial choice probabilities at any origin, but with the spatial interaction model distorted by an error that destroys the symmetry of c,y in model (1). In this section we examine the third hypothesis, that intransitivities are produced by independent errors acting on each cy term, and therefore on the determination of distance or cost. It is hypothesized that errors are the result of a statistically stationary random process operating on each cell in the table. This hypothesis is tested first by using a number of standard statistical distributions, and second by using the observed error distribution in a randomization experiment.
In the first analysis, the predicted 1$ table for 1955-1960 total migration was distorted by multiplying each cell by a log-normally distributed error:
with o assigned a range of values to indicate increasing amounts of error. Table 9 shows the results. It is clear that this process is capable of reproducing both the levels of intransitivity observed, and the dominance of intransitivities in 1$. However, the relative frequencies are still not correct; for this table the observed counts are 1464 and 206 (a ratio of roughly 7 to 1), whereas the simulated ratio for a = 0-5 is closer to 2 to 1. A number of different error distributions were tried in an attempt to improve the fit, but without success.
As a direct test of whether a model of independent errors could reproduce the observed intransitivities, the residuals were redistributed randomly throughout the table. The difference between /» and I tj was reallocated to some other cell /*/* in a complete shuffle of the off-diagonal elements of the matrix. The technique employed was to generate n(n-1) random numbers and sort them, the sorted sequence then constituting a random permutation of the original.
Writing e t j for the residual observed for cell //, e# = /»-/#, the error model can be expressed as
The results show that the model can be rejected with some confidence; in the simulation there were 3511 intransitivities among the flows and 3161 among the probabilities. A model of multiplicative error was also tested:
where the errors are defined by v t j = iyiq. The results were better, but again led to the rejection of the hypothesis; there were 2269 intransitivities among the flows, and 1638 among the probabilities.
Evidently, the third hypothesis can be rejected with less confidence than the first or second. It certainly indicates that further research concerning the structure of the interaction term c t j of the spatial interaction model is warranted. 
Conclusions
A number of statistical models have been investigated in this paper in an attempt to reconcile observed intransitivity with the transitive nature of spatial interaction model predictions. Of these, the multinomial and Poisson sampling error models can be rejected immediately, since the frequencies of intransitivities are much too low, given the size of the migration streams. The aggregation hypothesis predicts adequate numbers of intransitivities, but the relative abundances among the I if and Py are not in agreement with reality, at least under the sets of conditions analyzed in the paper.
The third hypothesis is relatively successful, and indicates that attention should be concentrated on the c if term. The results show that distortion of this term gives rise to the correct bias in favour of 1$ intransitivities, but that a simple model of independent distortion is inadequate. Along these lines, an asymmetric distance function has been suggested by Tobler (1976) , and Goodchild and Kwan (1978) investigated a model in which P varied with the origin and destination parameters. The evidence indicates that these may be interesting directions for future research.
Transitivity provides a very powerful test of the validity of the spatial interaction model. The results in this paper show that a variety of methods for producing intransitivity while retaining the basic structure of the model are largely unsuccessful. Although they indicate better agreement in the case of distortion of the c if term, this can only cast further doubt on the empirical validity of the hypothesis of spatial separability and symmetry of c t j, at least as far as migration flows are concerned. Slater (1980) analyzed the 1965-1970 interstate migration data, and on the basis of his results, suggested that the data set does not support the conclusions of Smith and Clayton (1978) concerning the existence of a significant degree of intransitivity in the migration flows. As we now argue, Slater's results do not contradict the findings of Smith and Clayton, but rather provide additional evidence that supports their conclusions.
APPENDIX A note on Slater's comment (1980) on Smith and Clayton (1978)
Slater begins by converting the flow matrix I to a generalized tournament form F, where the elements/# are defined as /#/(/# +//,•). It is easy to show that the same transitivity requirement holds for F as for I when the flows are in agreement with a spatial interaction model of the form
where O t and D, are origin and destination parameters, respectively, and c t j = c ;7 . Slater then solves a linear assignment problem to select fifty-one elements of F, one from each row and one from each column, having the maximum sum. The assignment problem can be written: maximise Y^fij^ij hi subject to 7Ty = 0 or 1, Z7r f y = 1, and X^y = 1.
II can be regarded as a permutation matrix, since the nonzero entries reorder the rows into the columns.
Slater's purpose in doing this is not clear. The quoted source (Blin, 1973, page 133) describes the solution of the linear assignment problem not for the tournament matrix F but for a matrix M whose elements ra# are the number of times respondents placed object / in the /th position. The solution of the assignment problem then gives the ordering of the objects most consistent with these judgments. What significance the solution based on F has for migration data is not stated.
Slater then identifies cycles in the II matrix. The three cycles shown in his table 1 are cycles in the permutation, and should not be confused with intransitivities. If the definition of transitivity is generalized for a moment to include more than three states, in other words the usual definition is extended from then none of the three cycles found are intransitivities since all contain one element less than 0-5. The constraint fy > 0*5 was imposed in Slater's table 2, so here at least the cycles are also intransitivities. (We note in passing that a cycle can be defined for a pair whereas transitivity is a property of a triple.) There is, however^ a more fundamental problem. Smith and Clayton's purpose was to compare the intransitivity in US migration streams with the prediction of the spatial interaction model, which is that there should be none. The question of significance testing arose in trying to decide whether observed intransitivities could be the result of errors introduced in sampling a transitive population. The null hypothesis in their tests was therefore that the population from which the observed migrations are a sample in time is perfectly transitive. This should not be confused with a null hypothesis of randomness in the directions of net flow. (Smith and Clayton actually tested this latter hypothesis as well and found it to be rejected in all cases. To sustain the hypothesis would have required the observation of many more intransitivities than were observed.)
Let us accept for a moment that one can compare the number of cycles in a permutation which solves a linear assignment problem to the expectation for a random permutation, and that the distinction between cycles and intransitivities can be overlooked. If the original flows I satisfy a spatial interaction model no intransitivities would be expected to be found in the tournament matrix F, or in any subset of the fifty-one elements. The fact that five were found in table 2 is a confirmation of Smith and Clayton, not a denial, although the importance of sampling error in the flows should be examined. Rejection or acceptance of the null hypothesis of a random permutation is irrelevant.
