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a b s t r a c t
Asymptotic expansions of the distributions of the pivotal statistics involving log-likelihood
derivatives under possible model misspecification are derived using the asymptotic
cumulants up to the fourth-order and the higher-order asymptotic variance. The pivots
dealt with are the studentized ones by the estimated expected information, the negative
Hessian matrix, the sum of products of gradient vectors, and the so-called sandwich
estimator. It is shown that the first three asymptotic cumulants are the sameover the pivots
under correct model specificationwith a general condition of the equalities. An application
is given in item response theory, where the observed information is usually used rather
than the estimated expected one.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
For testing and estimation of population parameters using maximum likelihood estimators (MLEs), pivots or pivotal
statistics are frequently used with their asymptotic normality. Let θ be a q × 1 vector of unknown parameters in a model
with its MLE and population counterpart being θˆ and θ0, respectively. Denote a generic parameter by θ representing one of
the elements of θwith θˆ and θ0 defined similarly. Then, a pivot is generally given as
tV = N
1/2(θˆ − θ0)
{(Vˆ)θθ }1/2
with Vˆ = V(Iˆ, Hˆ, Gˆ), (1.1)
where Vˆ is a q × q matrix of the consistent estimator of N times the asymptotic covariance matrix of θˆ under correct
model specification; V is assumed to be differentiable with respect to I,H and G that are q × q matrices associated with
Fisher information; N is the sample size; (·)θθ is a diagonal element of the matrix in parentheses corresponding to θ ; and
Iˆ = I(θˆ), Hˆ = H(θˆ) and Gˆ = G(θˆ) are matrix functions, evaluated at θ = θˆ, defined in the following.
Let l¯ be the mean log-likelihood of θ:
l¯ = l¯(θ) = l¯(θ|Y) = N−1
N∑
i=1
li = N−1
N∑
i=1
li(θ) = N−1
N∑
i=1
ln f (yi|θ), (1.2)
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where Y is the N × pmatrix of independent observations whose ith row is y′i , and f (yi|θ) is the joint density or probability
of the p variables at yi in a posited model. Then, I,H and G are defined as
I = I(θ) = Eθ
(
∂ li
∂θ
∂ li
∂θ′
)
= Eθ
(
N
∂ l¯
∂θ
∂ l¯
∂θ′
)
= Eθ
(
− ∂
2 l¯
∂θ∂θ′
)
(i = 1, . . . ,N),
H = H(θ) = − ∂
2 l¯
∂θ∂θ′
and G = G(θ) = N−1
N∑
i=1
∂ li
∂θ
∂ li
∂θ′
,
(1.3)
where Eθ(·) denotes that the expectation is taken under the model. When the matrices are evaluated at θ = θ0, we
obtain I0 = I(θ0) = O(1), which is a population information matrix per observation, while H0 = H(θ0) = H(θ0, Y) and
G0 = G(θ0) = G(θ0, Y) as well as Iˆ = I(θˆ), Hˆ = H(θˆ) and Gˆ = G(θˆ) are stochastic quantities. Note that Iˆ is the estimated
expected information matrix and that Hˆ and Gˆ are observed ones with θ evaluated at θˆ. Though Eθ(H0) = Eθ(G0) = I0,
generally Eθ(Hˆ) 6= I0 and Eθ(Gˆ) 6= I0. In this paper, we deal with the following pivots:
z = N
1/2(θˆ − θ0)
{(3−103−1′)θθ }1/2 , t =
N1/2(θˆ − θ0)
{(Iˆ−1)θθ }1/2
,
tH = N
1/2(θˆ − θ0)
{(Hˆ−1)θθ }1/2
, tG = N
1/2(θˆ − θ0)
{(Gˆ−1)θθ }1/2
and tR = N
1/2(θˆ − θ0)
{(Hˆ−1GˆHˆ−1)θθ }1/2
,
(1.4)
where z is given from (1.1) when Vˆ is replaced by V(3,0)with I being null,3 = O(1) and 0 = O(1). Let
L = ∂
2 l¯
∂θ0∂θ
′
0
≡ ∂
2 l¯
∂θ∂θ′
|θ=θ0 = −H0. (1.5)
Then,3 and 0 are defined as
3 = ET(L) ≡ EθT(L) and 0 ≡ ET(G0), (1.6)
where θT is a qT×1 vector of parameters in a true distributionwhen themodelwith θ ismisspecified, and ET(·) indicates that
the expectation is taken over the true distribution rather than that of the misspecified one. Though θT is usually unknown
in practice, z is used in this paper for comparison to the remaining pivots. Under correct model specification,−3 = 0 = I0
and all the five pivots have unit asymptotic variances. However, when the model is misspecified, generally only z and tR
have this property.
In the remaining sections of this paper, general formulas of the asymptotic expansions of the distributions of the five
pivots will be derived up to O(N−1) with the required asymptotic cumulants up to the fourth-order and the higher-
order asymptotic variance under possible model misspecification. The asymptotic cumulants will be derived using the
expectations of (products of) log-likelihood derivatives based on the true distribution i.e., ET(·). The method of the
asymptotic expansions of the distributions of θˆ using the log-likelihood derivatives is called inverse expansion and has been
developed by Bartlett [4], Lawley [19], Hayakawa [17], Akahira and Takeuchi [2], McCullagh [21], Ferguson [14], Stafford [27]
and Viraswami and Reid [29]. An advantage of the methods using log-likelihood derivatives is that their exact moments are
usually available especially when the model is correctly specified (see e.g., [5, p. 12] and [28, Sections 19.17–19.22]).
For statistics similar to (1.4), Stafford [27] obtained the asymptotic cumulants, up to the fourth order, of the elements of
the following vectors
(θˆ− θ0)′Hˆ−1/2 and (θˆ− θ0)′(Hˆ−1GˆHˆ−1)−1/2 (1.7)
under correct model specification, where A−1/2 is the matrix square root of A−1 satisfying A−1/2A−1/2′ = A−1. Though
in the case of a single parameter i.e., q = 1, the expressions of (1.7) become equal to tH and tR, respectively, they are
generally different when q > 1. Stafford [27] derived the asymptotic cumulants using computer algebra developed by him
(see also [3]), but showed the results only up to the third asymptotic cumulants except some special cases since his general
expression is ‘‘two hundred pages long in the multi-parameter case’’ [27, p. 15]. The general formula of the asymptotic
expansionwhen q > 1 under possiblemodelmisspecificationwas given byViraswami and Reid [29, Section 3.3, Appendix 2]
partially using computer algebra with a modified method of Stafford [27] for restricted cases which are similar to (1.7) but
more tractable in that Hˆ and Gˆ are replaced by H0 and G0, respectively.
In this paper, the corresponding full results of the five pivots of (1.4) will be given up to the fourth asymptotic cumulants
under possible model misspecification. It will be shown that the first three asymptotic cumulants of the distributions of
t, tH , tG and tR are the same over the pivots under correct model specification. The general conditions for these equalities to
holdwill also be provided. An applicationwill be shown in item response theory (IRT, for IRT see e.g., [8]), where q = 10with
andwithoutmodelmisspecification. In IRT, the informationmatrix based on themultinomial distributionwith 2n categories
or response patterns can be derived, where n is the number of dichotomously scored (i.e., correct or incorrect responses)
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items in an achievement test. However, the computation soon becomes excessive or impossible to finish with tolerable
amount of computation time (e.g., several days) formoderate problem sizes encountered in practice (e.g., q = 2n = 100 and
2n = 250). On the other hand, the pivots tH , tG and tR using observed information are easily computed and are used routinely
(see e.g., [22,23,18]). The sampling behavior of the pivots in IRT will be illustrated by using the asymptotic expansions with
the asymptotic cumulants up to the fourth order and simulations.
2. Asymptotic expansion for the pivots
2.1. z
Since the denominator of z in (1.4) is a non-stochastic quantity, the distribution of z reduces to that of θˆ . First, we give
the asymptotic expansion for θˆ under possible model misspecification, which will also be used for the remaining pivots. The
vector θ0 under model misspecification is defined as the limiting value of θˆ when N → +∞. We deal with only the cases
satisfying ET(∂ l¯/∂θ0) = 0, which holds in many cases. Suppose that the following Taylor series expansion holds:
0 = ∂ l¯
∂ θˆ
≡ ∂ l¯
∂θ
|
θ=θˆ =
k∑
i=0
1
i!
∂ i+1 l¯
∂θ0(∂θ
′
0)
〈i〉 (θˆ− θ0)〈i〉 + Op(N−(k+1)/2) (k = 0, 1, 2, . . .), (2.1)
where ∂ l¯
∂θ0(∂θ
′
0)
〈0〉 (θˆ− θ0)〈0〉 ≡ ∂ l¯∂θ0 , and A〈k〉 = A⊗ · · · ⊗ A (k times of A) is the k-fold Kronecker product of A. From (2.1), it
follows that
θˆ− θ0 = −L−1
∑
i=0,2,3
1
i!
∂ i+1 l¯
∂θ0(∂θ
′
0)
〈i〉 (θˆ− θ0)〈i〉 + Op(N−2) ≡
3∑
i=1
3(i)l(i)0 + Op(N−2), (2.2)
where
∑
i=0,2,3 denotes the sum of the three terms with i = 0, 2 and 3,3(i) = O(1) and l(i)0 = Op(N−i/2) (i = 1, 2, 3)which
involves θ0. Recall (1.6) and note in (2.2) that
L−1 = 3−1 −3−1M3−1 + 1
2
2!∑
3−1M(1)3−1M(2)3−1 + Op(N−3/2), (2.3)
where L = 3+M,M = Op(N−1/2), (1/2)∑2!3−1M(1)3−1M(2)3−1 = (1/2)(3−1M(1)3−1M(2)3−1+3−1M(2)3−1M(1)3−1)
= 3−1M3−1M3−1, and M(i) (i = 1, 2) with M(1) = M(2) = M are used for clarity in the correspondence of the second
partial derivatives of L−1 with respect to (L)ab and (L)cd (q ≥ a ≥ b ≥ 1; q ≥ c ≥ d ≥ 1), where (·)ab is the (a, b)th element
of the matrix in parentheses.
From (2.2) and (2.3), we obtain
3(1)l(1)0 = −3−1
∂ l¯
∂θ0
,
3(2)l(2)0 = 3−1M3−1
∂ l¯
∂θ0
− 1
2
3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉
3(3)l(3)0 = −
1
2
2!∑
3−1M(1)3−1M(2)3−1
∂ l¯
∂θ0
+ 1
2
3−1M3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉
+3−1ET(J(3)0 )
{(
3−1M3−1
∂ l¯
∂θ0
)
⊗
(
3−1
∂ l¯
∂θ0
)}
− 1
2
3−1{J(3)0 − ET(J(3)0 )}
(
3−1
∂ l¯
∂θ0
)〈2〉
− 1
2
3−1ET(J(3)0 )
[(
3−1
∂ l¯
∂θ0
)
⊗
{
3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉}]
+ 1
6
3−1ET(J(4)0 )
(
3−1
∂ l¯
∂θ0
)〈3〉
,
(2.4)
where J(i)0 = ∂
i l¯
∂θ0(∂θ
′
0)
〈i−1〉 (i = 3, 4),
l(1)0 ≡
∂ l¯
∂θ0
, l(2)0 ≡
(
v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉)′
,
l(3)0 ≡
[
v(M)′〈2〉 ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
, vec{ J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉]′
,
(2.5)
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and v(·) is a vectorizing operator taking the non-duplicated elements of a symmetric matrix, v(·)′ = {v(·)}′, and vec(·) gives
a column vector stacking the columns of a matrix.
Let λ(i)′ be the row of3(i) (i = 1, 2, 3) corresponding to θ . Then, (2.2) is written as
θˆ − θ0 =
3∑
i=1
λ(i)
′l(i)0 + Op(N−2). (2.6)
The vectors λ(i) (i = 1, 2, 3) are given from the correspondence of (2.4) and (2.5).
2.2. t
Let iθθ0 = (I−10 )θθ and iˆθθ = (Iˆ−1)θθ . Then, t = N1/2(θˆ − θ0)/(iˆθθ )1/2. First, we expand the denominator of t about (iθθ0 )1/2
in terms of θˆ − θ0 followed by the expansion of θˆ given earlier:
(iˆθθ )−1/2 = (iθθ0 )−1/2 +
1
2
q∑
j=1
(
I−10
∂I0
∂(θ0)j
I−10
)
θθ
(iθθ0 )
−3/2(θˆ− θ0)j +
q∑
j=1
q∑
k=1
{(
1
4
I−10
∂2I0
∂(θ0)j∂(θ0)k
I−10
− 1
2
I−10
∂I0
∂(θ0)j
I−10
∂I0
∂(θ0)k
I−10
)
θθ
(iθθ0 )
−3/2 + 3
8
(
I−10
∂I0
∂(θ0)j
I−10
)
θθ
(
I−10
∂I0
∂(θ0)k
I−10
)
θθ
(iθθ0 )
−5/2
}
× (θˆ− θ0)j(θˆ− θ0)k + Op(N−3/2)
≡ (iθθ0 )−1/2 + i(1)′0 (θˆ− θ0)+ i(2)′0 (θˆ− θ0)〈2〉 + Op(N−3/2)
= (iθθ0 )−1/2 + i(1)′0 3(1)l(1)0 + i(1)′0 3(2)l(2)0 + i(2)′0 (3(1)l(1)0 )〈2〉 + Op(N−3/2), (2.7)
where (·)j denotes the jth element of the vector in parentheses.
From the definition of t , (2.2) and (2.7), t is expanded by
t = N1/2
3∑
j=1
λ(j)′l(j)0
{
(iθθ0 )
−1/2 + i(1)′0 3(1)l(1)0 + i(1)′0 3(2)l(2)0 + i(2)′0 (3(1)l(1)0 )〈2〉
}
+ Op(N−3/2)
≡ N1/2
3∑
j=1
λ(tj)′l(tj)0 + Op(N−3/2), (2.8)
where
λ(t1) = λ(1)(i θθ0 )−1/2, λ(t2) =
{
λ(2)′(iθθ0 )
−1/2,λ(1)′ ⊗ (i(1)′0 3(1))
}′
,
λ(t3) =
{
λ(3)′(i θθ0 )
−1/2,λ(2)′ ⊗ (i(1)′0 3(1)),λ(1)′ ⊗ (i(1)′0 3(2)),λ(1)′ ⊗ (i(2)′0 3(1)〈2〉)
}′
,
l(t1)0 = l(1)0 , l(t2)0 = (l(2)′0 , l(1)0
′〈2〉
)′ =
{
v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈2〉}′
,
l(t3)0 = (l(3)′0 , l(2)′0 ⊗ l(1)′0 , l(1)′0 ⊗ l(2)′0 , l(1)0
′〈3〉
)′
=
[
v(M)′〈2〉 ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉
,
{
v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉}
,
{
∂ l¯
∂θ′0
⊗ v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈3〉}
,
(
∂ l¯
∂θ′0
)〈3〉]′
.
(2.9)
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The asymptotic cumulant of the distribution of t up to the fourth orderαt i (i = 1, . . . , 4) and the higher-order asymptotic
variance αt∆2 independent of N under possible model misspecification are given from (2.8) as follows with the assumption
of the existence of the associated expectations:
ET(t) = N−1/2λ(t2)′ET(Nl(t2)0 )+ O(N−3/2) ≡ N−1/2αt1 + O(N−3/2),
ET[{t − ET(t)}2] = λ(t1)′ET(Nl(t1)0 l(t1)0
′
)λ(t1) + N−1[λ(t2)′ET(N2l(t2)0 l(t2)0
′
)λ(t2) + 2λ(t1)′ET(N2l(t1)0 l(t2)0
′
)λ(t2)
+ 2λ(t1)′ET(N2l(t1)0 l(3t)0
′
)λ(t3) − {λ(t2)′ET(Nl(t2)0 )}2] + O(N−2)
≡ αt2 + N−1αt∆2 + O(N−2),
ET[{t − ET(t)}3] = N−1/2[ET{N2(λ(t1)′l(t1)0 )3} + 3ET{N2(λ(t1)′l(t1)0 )2λ(t2)′l(t2)0 }
− 3ET{N(λ(t1)′l(t1)0 )2}N1/2 ET(t)] + O(N−3)
= N−1/2[ET{N2(λ(t1)′l(t1)0 )3} + 3ET{N2(λ(t1)′l(t1)0 )2λ(t2)′l(t2)0 } − 3αt1αt2] + O(N−3/2)
≡ N−1/2αt3 + O(N−3/2),
ET[{t − ET(t)}4] − 3[ET{(t − ET(t))2}]2
= ET(t4)+ N−1{−4αt1(αt3 + 3αt1αt2)+ 6α2t1αt2} − 3α2t2 − N−16αt2αt∆2 + O(N−2)
= ET(t4)− 3α2t2 − N−1(4αt1αt3 + 6αt2αt∆2 + 6αt2α2t1)+ O(N−2)
= N−1[ET{N3(λ(t1)′l(t1)0 )4} + 4ET{N3(λ(t1)′l(t1)0 )3λ(t2)′l(t2)0 } + 6ET{N3(λ(t1)′l(t1)0 )2(λ(t2)′l(t2)0 )2}
+ 4ET{N3(λ(t1)′l(t1)0 )3λ(t3)′l(t3)0 } − 3Nα2t2 − 4αt1αt3 − 6αt2αt∆2 − 6αt2α2t1] + O(N−2)
≡ N−1αt4 + O(N−2).
(2.10)
In the above expressions, all the expectations associated with (products of) l(t i)0 are of order O(1) and the higher-order
terms, if any, are not required with an exception for ET{N3(λ(t1)′l(t1)0 )4} = O(N) for αt 4. The final result of this expectation
becomes ET{N3(λ(t1)′l(t1)0 )4}−3Nα2t2 = O(1), which is the fourth cumulant ofλ(t1)′l(t1)0 . From the standard statistical theory
(e.g., [15]), we obtain
Theorem 1. Under regularity conditions for the validity of asymptotic expansion, the distribution function of t standardized by
the population asymptotic standard error with possible model misspecification is given with (2.10) as follows:
Pr
(
t
α
1/2
t2
= N
1/2(θˆ − θ0)
{αt2 iˆθθ }1/2
≤ x
)
= Φ(x)− N−1/2
{
αt1
α
1/2
t2
+ αt3
6α3/2t2
(x2 − 1)
}
φ(x)
−N−1
{
1
2
(αt∆2 + α2t1)
x
αt2
+
(αt4
24
+ αt1αt3
6
) x3 − 3x
α2t2
+ α
2
t3(x
5 − 10x3 + 15x)
72α3t2
}
φ(x)+ o(N−1), (2.11)
where φ(x) = (1/√2pi) exp(−x2/2) andΦ(x) = ∫ x−∞ φ(x∗)dx∗.
In Theorem1, the usual normal approximation is given byΦ(x), the approximation up to ordersO(N−1/2) andO(N−1) are
the single- and two-term Edgeworth expansions, respectively, where the term(s) exceptΦ(x) and the residual are counted.
It is apparent that under correct model specification αt 2 = 1.
2.3. tH
Let hθθ0 = (H−10 )θθ and hˆθθ = (Hˆ−1)θθ . Define H(3)0(i) = ∂H0/∂(θ0)i and H(4)0(ij) = ∂2H0/∂(θ0)i∂(θ0)j. Then, the first step of
the expansion of tH = N1/2(θˆ − θ0)/(hˆθθ )1/2 is given by that of the denominator (hˆθθ )1/2 about θˆ = θ0:
(hˆθθ )−1/2 = (hθθ0 )−1/2 +
1
2
q∑
i=1
(H−10 H
(3)
0(i)H
−1
0 )θθ (h
θθ
0 )
−3/2(θˆ− θ0)i +
q∑
i=1
q∑
j=1
{(
1
4
H−10 H
(4)
0(ij)H
−1
0
− 1
2
H−10 H
(3)
0(i)H
−1
0 H
(3)
0(j)H
−1
0
)
θθ
(hθθ0 )
−3/2 + 3
8
(H−10 H
(3)
0(i)H
−1
0 )θθ (H
−1
0 H
(3)
0(j)H
−1
0 )θθ (h
θθ
0 )
−5/2
}
× (θˆ− θ0)i(θˆ− θ0)j + Op(N−3/2), (2.12)
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which is further expanded aboutH0 = ET(H0) = −3with the expansion of θˆ−θ0 given by (2.2) and (2.4). Letλθθ = (3−1)θθ .
Then,
(hˆθθ )−1/2 = (−λθθ )−1/2 − 1
2
(3−1M3−1)θθ (−λθθ )−3/2 + 12 (3
−1M3−1M3−1)θθ (−λθθ )−3/2
+ 3
8
{(3−1M3−1)θθ }2(−λθθ )−5/2 + 12
q∑
i=1
{
−(3−1 −3−1M3−1)H(3)0(i)(3−1 −3−1M3−1)
}
θθ
×
{
(−λθθ )−3/2 − 3
2
(3−1M3−1)θθ (−λθθ )−5/2
}(
3−1
∂ l¯
∂θ0
)
i
+ 1
2
q∑
i=1
{3−1ET(H(3)0(i))3−1}θθ (−λθθ )−3/2
{
3−1M3−1
∂ l¯
∂θ0
− 1
2
3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉}
i
+
q∑
i=1
q∑
j=1
[{
1
4
3−1ET(H(4)0(ij))3
−1 + 1
2
3−1ET(H(3)0(i))3
−1ET(H(3)0(j))3
−1
}
θθ
(−λθθ )−3/2
+ 3
8
{3−1ET(H(3)0(i))3−1}θθ {3−1ET(H(3)0(j))3−1}θθ (−λθθ )−5/2
](
3−1
∂ l¯
∂θ0
)
i
(
3−1
∂ l¯
∂θ0
)
j
+ Op(N−3/2)
≡ (−λθθ )−1/2 +
2∑
i=1
h(i)′m(i)0 + Op(N−3/2), (2.13)
where
h(i) = O(1) (i = 1, 2), m(1)0 =
{
v(M)′,
∂ l¯
∂θ′0
}′
= Op(N−1/2) and (2.14)
m(2)0 =
[
v(M)′〈2〉, v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)]′
= Op(N−1).
Not that the first term through the fourth one on the right-hand side of the first equation of (2.13) correspond to the
expansion of (h θθ0 )
−1/2.
The elements of h(i) (i = 1, 2) are given by
(h(1))m(a,b) = −12 (2− δab)λ
θaλθb(−λθθ )−3/2,
(h(1))l(c) = 12 [3
−1ET(J(3)0 )
{
3−1 ⊗ (3−1)·c
}]θθ (−λθθ )−3/2 (q ≥ a ≥ b ≥ 1; c = 1, . . . , q),
(h(2))m(a,b),m(c,d) = 18 (2− δab)(2− δcd)
{
4∑
(a,b,c,d)
λθaλbcλdθ (−λθθ )−3/2
}
+ 3
8
(2− δab)(2− δcd)λθaλθbλθcλθd(−λθθ )−5/2,
(h(2))m(a,b),l(e) = −12 (2− δab)
(
2∑
(a,b)
λθa[3−1ET(J(3)0 ){3−1 ⊗ (3−1)· e}]b θ (−λθθ )−3/2
)
− 3
4
(2− δab)[3−1ET(J(3)0 ){3−1 ⊗ (3−1)· e}]θθλθaλθb(−λθθ )−5/2
− 1
4
(2− δab)
2∑
(a,b)
[3−1ET(J(3)0 ){3−1 ⊗ (3−1)·a}]θθλbe(−λθθ )−3/2
(q ≥ a ≥ b ≥ 1; q ≥ c ≥ d ≥ 1; e = 1, . . . , q)
(h(2))l(a),l(b) =
[
−1
4
3−1ET(J(4)0 ){3−1 ⊗ (3−1)·a ⊗ (3−1)· b}
+ 1
2
3−1ET(J(3)0 ){3−1 ⊗ (3−1)·a}ET(J(3)0 ){3−1 ⊗ (3−1)· b}
]
θθ
(−λθθ )−3/2
+ 3
8
[3−1ET(J(3)0 ){3−1 ⊗ (3−1)·a}]θθ [3−1ET(J(3)0 ){3−1 ⊗ (3−1)· b}]θθ (−λθθ )−5/2
+ 1
4
{3−1ET(J(3)0 )(3−1 ⊗ [3−1ET(J(3)0 ){(3−1)·a ⊗ (3−1)· b}])}θθ (−λθθ )−3/2,
(h(2))l(a,b,c),l(d) = 12λ
θaλbθλcd(−λθθ )−3/2 (a, b, c, d = 1, . . . , q),
(2.15)
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where m(a, b) = (M)ab, l(e) = (∂ l¯/∂θ0)e, l(a, b, c) = {J(3)0 − ET(J(3)0 )}(abc) = ∂3 l¯/∂(θ0)a∂(θ0)b∂(θ0)c − ET{∂3 l¯/
∂(θ0)a∂(θ0)b∂(θ0)c}, (·)m(a,b),l(e) indicates an element of the vector in parentheses corresponding to m(a, b) and l(e) with
other expressions defined similarly, δab is the Kronecker delta, (3−1)·c denotes the cth columnof3−1 and
∑4
(a,b,c,d) indicates
the sum of four terms with similar patterns with respect to a, b, c and d.
The expansion of tH is given from (2.2) and (2.15) as follows:
tH = N1/2
3∑
i=1
λ(i)′l(i)0
{
(−λθθ )−1/2 +
2∑
j=1
h(j)′m(j)0
}
+ Op(N−3/2)
≡ N1/2
3∑
i=1
λ(Hi)′l(Hi)0 + Op(N−3/2), (2.16)
where
λ(H1) = λ(1)(−λθθ )−1/2, λ(H2) = {λ(2)′(−λθθ )−1/2,λ(1)′ ⊗ h(1)′}′,
λ(H3) = {λ(3)′(−λθθ )−1/2,λ(2)′ ⊗ h(1)′,λ(1)′ ⊗ h(2)′}′,
l(H1)0 = l(1)0 = l(t1)0 ,
l(H2)0 = (l(2)′0 , l(1)′0 ⊗m(1)′0 )′ =
{
v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
,
∂ l¯
∂θ′0
⊗ v(M)′,
(
∂ l¯
∂θ′0
)〈2〉}′
= P(H2)l(t2)0 ,
l(H3)0 = (l(3)′0 , l(2)′0 ⊗m(1)′0 , l(1)′0 ⊗m(2)′0 )′
=
[
v(M)′〈2〉 ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉
,{
v(M)′ ⊗
(
∂ l¯
∂θ′0
)
,
(
∂ l¯
∂θ′0
)〈2〉}
⊗
(
v(M)′,
∂ l¯
∂θ′0
)
,
∂ l¯
∂θ′0
⊗
{
v(M)′〈2〉, v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
∂ l¯
∂θ′0
}]′
= P(H3)l(t3)0 ,
(2.17)
where P(Hi) (i = 1, 2, 3) are matrices consisting of 0 and 1, especially P(H1) = I(q) the q× q identity matrix. In summary we
can write as
tH = N1/2
3∑
i=1
λ(Hi)′P(Hi)l(t i)0 + Op(N−3/2). (2.18)
From (2.18), we find that the asymptotic cumulants αH i (i = 1, . . . , 4) and αH∆2 independent of N are given from (2.10) by
replacing λ(t i)′ with λ(Hi)′P(Hi) (i = 1, 2, 3), respectively. Theorem 1 also holds similarly for tH by this replacement.
2.4. tG
Let gθθ0 = (G−10 )θθ and gˆθθ = (Gˆ−1)θθ . Then, tG = N1/2(θˆ − θ0)/(gˆθθ )1/2. Define G(3)0(i) = ∂G0/∂(θ0)i and G(4)0(ij) =
∂2G0/∂ (θ0)i∂(θ0)j. As before (gˆθθ )1/2 is expanded as:
(gˆθθ )−1/2 = (gθθ0 )−1/2 +
1
2
q∑
i=1
(G−10 G
(3)
0(i)G
−1
0 )θθ (g
θθ
0 )
−3/2(θˆ− θ0)i +
q∑
i=1
q∑
j=1
{(
1
4
G−10 G
(4)
0(ij)G
−1
0
− 1
2
G−10 G
(3)
0(i)G
−1
0 G
(3)
0(j)G
−1
0
)
θθ
(gθθ0 )
−3/2 + 3
8
(G−10 G
(3)
0(i)G
−1
0 )θθ (G
−1
0 G
(3)
0(j)G
−1
0 )θθ (g
θθ
0 )
−5/2
}
× (θˆ− θ0)i(θˆ− θ0)j + Op(N−3/2). (2.19)
Recall 0 = ET(G0) and defineMG by G0 = 0+MG withMG = Op(N−1/2). Then, using
G−10 = 0−1 − 0−1MG0−1 +
1
2
2!∑
0−1M(1)G 0
−1M(2)G 0
−1 + Op(N−3/2) (2.20)
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and the definition γ ab = (0−1)ab, (2.19) becomes
(gˆθθ )−1/2 = (γ θθ )−1/2 + 1
2
(0−1MG0−1)θθ (γ θθ )−3/2 − 12 (0
−1MG0−1MG0−1)θθ (γ θθ )−3/2
+ 3
8
{(0−1MG0−1)θθ }2(γ θθ )−5/2 − 12
q∑
i=1
{
(0−1 − 0−1MG0−1)G(3)0(i)(0−1 − 0−1MG0−1)
}
θθ
×
{
(γ θθ )−3/2 + 3
2
(0−1MG0−1)θθ (γ θθ )−5/2
}(
3−1
∂ l¯
∂θ0
)
i
+ 1
2
q∑
i=1
{0−1ET(G(3)0(i))0−1}θθ (γ θθ )−3/2
×
{
3−1M3−1
∂ l¯
∂θ0
− 1
2
3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉}
i
+
q∑
i=1
q∑
j=1
[{
1
4
0−1ET(G(4)0(ij))0
−1 − 1
2
0−1ET(G(3)0(i))0
−1ET(G(3)0(j))0
−1
}
θθ
(γ θθ )−3/2
+ 3
8
{0−1ET(G(3)0(i))0−1}θθ {0−1ET(G(3)0(j))0−1}θθ (γ θθ )−5/2
](
3−1
∂ l¯
∂θ0
)
i
(
3−1
∂ l¯
∂θ0
)
j
+ Op(N−3/2)
≡ (γ θθ )−1/2 +
2∑
i=1
g(i)′m(i)G0 + Op(N−3/2), (2.21)
wherem(1)G0 =
{
v(MG)′, ∂ l¯∂θ′0
}′
and
m(2)G0 =
[
v(MG)′〈2〉, v(MG)′ ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
, vec
{
∂ vecG0
∂θ′0
− ET
(
∂vecG0
∂θ′0
)}′
⊗
(
∂ l¯
∂θ′0
)]′
.
Write mG(a, b) = (MG)ab and ll(a, b, c) = {(∂vecG0/∂θ′0) − ET(∂vecG0/∂θ′0)}(abc). Then, the elements of g(i) (i = 1, 2)
are given by
(g(1))mG(a,b) =
1
2
(2− δab)γ θaγ θb(γ θθ )−3/2,
(g(1))l(c) = −12 {(0
−1)θ ·}〈2〉ET
(
∂vecG0
∂θ′0
)
(3−1)· c(γ θθ )−3/2 (q ≥ a ≥ b ≥ 1; c = 1, . . . , q),
(g(2))mG(a,b),mG(c,d) = −
1
8
(2− δab)(2− δcd)
{
4∑
(a,b,c,d)
γ θaγ bcγ dθ (γ θθ )−3/2
}
+ 3
8
(2− δab)(2− δcd)γ θaγ θbγ θcγ θd(γ θθ )−5/2,
(g(2))mG(a,b),l(e) =
1
2
(2− δab)
[
2∑
(a,b)
γ θa{(0−1)b · ⊗ (0−1)θ ·}ET
(
∂vecG0
∂θ′0
)
(3−1)· e(γ θθ )−3/2
]
− 3
4
(2− δab){(0−1)θ ·}〈2〉ET
(
∂ vecG0
∂θ′0
)
(3−1)· eγ θaγ θb(γ θθ )−5/2, (2.22)
(g(2))m(a,b),l(e) = 14 (2− δab)
2∑
(a,b)
{(0−1)θ ·}〈2〉ET
(
∂vecG0
∂θ′0
)
(3−1)·aλbe(γ θθ )−3/2
(q ≥ a ≥ b ≥ 1; q ≥ c ≥ d ≥ 1; e = 1, . . . , q),
(g(2))l(a),l(b) =
[
1
4
{(0−1)θ ·}〈2〉ET
{
∂2vecG0
(∂θ′0)〈2〉
}
− 1
2
{(0−1)θ · ⊗ vec (0−1)′ ⊗ (0−1)θ ·}
×
{
ET
(
∂vecG0
∂θ′0
)}〈2〉]
{(3−1) ·a ⊗ (3−1) · b}(γ θθ )−3/2
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+ 3
8
{(0−1)θ ·}〈2〉ET
(
∂vecG0
∂θ′0
)
(3−1)·a{(0−1)θ ·}〈2〉ET
(
∂vecG0
∂θ′0
)
(3−1)· b(γ θθ )−5/2
− 1
4
{(0−1)θ ·}〈2〉ET
(
∂vecG0
∂θ′0
)
3−1ET(J(3)0 ){(3−1)·a ⊗ (3−1)· b}(γ θθ )−3/2,
(g(2))ll(a,b,c),l(d) = −12γ
θaγ θbλcd(γ θθ )−3/2 (a, b, c, d = 1, . . . , q).
The expansion of tG is given from (2.2) and (2.22) as:
tG = N1/2
3∑
i=1
λ(i)′l(i)0
{
(γ θθ )−1/2 +
2∑
j=1
g(j)′m(j)G0
}
+ Op(N−3/2)
= N1/2
3∑
i=1
λ(Gi)′l(Gi)0 + Op(N−3/2), (2.23)
where
λ(G1) = λ(1)(γ θθ )−1/2, λ(G2) = {λ(2)′(γ θθ )−1/2,λ(1)′ ⊗ g(1)′}′ ,
λ(G3) = {λ(3)′(γ θθ )−1/2,λ(2)′ ⊗ g(1)′,λ(1)′ ⊗ g(2)′}′ ,
l(G1)0 = l(1)0 = l(t1)0 ,
l(G2)0 = (l(2)′0 , l(1)′0 ⊗m(1)′G0 )′ =
{
v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
,
∂ l¯
∂θ′0
⊗ v(MG)′,
(
∂ l¯
∂θ′0
)〈2〉}′
,
l(G3)0 = (l(3)′0 , l(2)′0 ⊗m(1)′G0 , l(1)′0 ⊗m(2)′G0 )′
=
[
v(M)′〈2〉 ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉
,{
v(M)′ ⊗
(
∂ l¯
∂θ′0
)
,
(
∂ l¯
∂θ′0
)〈2〉}
⊗
(
v(MG)′,
∂ l¯
∂θ′0
)
,
∂ l¯
∂θ′0
⊗
{
v(MG)′〈2〉, v(MG)′ ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
, vec
{
∂vecG0
∂θ′0
− ET
(
∂vecG0
∂θ′0
)}′
⊗ ∂ l¯
∂θ′0
}]′
.
(2.24)
For tG, we require additional expectations i.e., those associated with mG(a, b) = (MG)ab or ∂vecG0/∂θ′0. The asymptotic
cumulants αG i (i = 1, . . . , 4) and αG∆2 independent of N are given by replacing λ(t i) and l(t i)0 in (2.10) with λ(Gi) and
l(Gi)0 (i = 1, 2, 3) in (2.23), respectively. By similar replacement, Theorem 1 also holds for tG.
2.5. tR
Let r0θθ = (H−10 G0H−10 )θθ and rˆθθ = (Hˆ−1Gˆ Hˆ−1)θθ . Then, tR = N1/2(θˆ − θ0)/
(
rˆθθ
)1/2. We obtain as before:
(
rˆθθ
)−1/2 = (r0θθ )−1/2 + q∑
i=1
(
H−10 H
(3)
0(i)H
−1
0 G0H
−1
0 −
1
2
H−10 G
(3)
0(i)H
−1
0
)
θθ
(r0θθ )−3/2
(
θˆ− θ0
)
i
+ 1
2
q∑
i=1
q∑
j=1
[{
H−10
(
−H(3)0(i)H−10 H(3)0(j)H−10 G0 − H(3)0(j)H−10 H(3)0(i)H−10 G0 − H(3)0(i)H−10 G0H−10 H(3)0(j)
+H(3)0(i)H−10 G(3)0(j) + H(3)0(j)H−10 G(3)0(i) + H(4)0(ij)H−10 G0 −
1
2
G(4)0(ij)
)
H−10
}
θθ
(r0θθ )−3/2
+ 3
(
H−10 H
(3)
0(i)H
−1
0 G0H
−1
0 −
1
2
H−10 G
(3)
0(i)H
−1
0
)
× (H−10 H(3)0(j)H−10 G0H−10 −
1
2
H−10 G
(3)
0(j)H
−1
0 )(r0θθ )
−5/2
] (
θˆ− θ0
)
i
(
θˆ− θ0
)
j
+ Op(N−3/2)
= {(3−103−1)
θθ
}−1/2 − 1
2
(−23−1M3−103−1 +3−1MG3−1)θθ {(3−103−1)θθ }−3/2
2158 H. Ogasawara / Journal of Multivariate Analysis 101 (2010) 2149–2167
− 1
4
(
2
2!∑
3−1M(1)3−1M(2)3−103−1 + 23−1M3−103−1M3−1 − 43−1M3−1MG3−1
)
θθ
× {(3−103−1)θθ}−3/2 + 38 {(23−1M3−103−1 −3−1MG3−1)θθ}2 {(3−103−1)θθ}−5/2
+
q∑
i=1
{
(3−1 −3−1M3−1)H(3)0(i)(3−1 −3−1M3−1)(0+MG)(3−1 −3−1M3−1)
+ 1
2
(3−1 −3−1M3−1)G(3)0(i)(3−1 −3−1M3−1)
}
θθ
×
[{
(3−103−1)θθ
}−3/2 − 3
2
(−23−1M3−103−1 +3−1MG3−1)θθ
{
(3−103−1)θθ
}−5/2]
×
(
3−1
∂ l¯
∂θ0
)
i
+
q∑
i=1
{
−3−1ET(H(3)0(i))3−103
−1−1
2
3−1ET(G(3)0(i))3
−1
}
θθ
{(3−103−1)θθ }−3/2
×
{
3−1M3−1
∂ l¯
∂θ0
− 1
2
3−1ET(J(3)0 )
(
3−1
∂ l¯
∂θ0
)〈2〉}
i
+ 1
2
q∑
i=1
q∑
j=1
[{
3−1
(
−ET(H(3)0(i))3−1ET(H(3)0(j))3−10− ET(H(3)0(j))3−1ET(H(3)0(i))3−10
− ET(H(3)0(i))3−103−1ET(H(3)0(j))− ET(H(3)0(i))3−1ET(G(3)0(j))− ET(H(3)0(j))3−1ET(G(3)0(i))
− ET(H(4)0(ij))3−10−
1
2
ET(G
(4)
0(ij))
)
3−1
}
θθ
{(3−103−1)θθ }−3/2
+ 3
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
×
{
3−1ET(H(3)0(j))3
−103−1 + 1
2
3−1ET(G(3)0(j))3
−1
}
θθ
{(3−103−1)θθ }−5/2
]
×
(
3−1
∂ l¯
∂θ0
)
i
(
3−1
∂ l¯
∂θ0
)
j
+ Op(N−3/2)
≡ {(3−103−1)
θθ
}−1/2 + 2∑
i=1
r(i)′m(i)R0 + Op(N−3/2), (2.25)
where
m(1)R0 =
{
v(M)′, v(MG)′,
∂ l¯
∂θ′0
}′
and (2.26)
m(2)R0 =
[
v(M)′〈2〉, v(MG)′〈2〉, v(M)′ ⊗ v(MG)′, v(M)′ ⊗ ∂ l¯
∂θ′0
, v(MG)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
,
vec
{
J(3)0(i) − ET
(
J(3)0(i)
)}′ ⊗ ( ∂ l¯
∂θ′0
)
, vec
{
∂vecG0
∂θ′0
− ET
(
∂vecG0
∂θ′0
)}′
⊗
(
∂ l¯
∂θ′0
)]′
.
The elements of r(i) (i = 1, 2) are given as
(r(1))m(a,b) = 12 (2− δab)
2∑
(a,b)
γ θa(3−103−1)bθ {(3−103−1)θθ }−3/2,
(r(1))mG(a,b) = −
1
2
(2− δab)γ θaγ θb{(3−103−1)θθ }−3/2
(r(1))l(c) =
q∑
i=1
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
{(3−103−1)θθ }−3/2λic
(q ≥ a ≥ b ≥ 1; c = 1, . . . , q),
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(r(2))m(a,b),m(c,d) = −14 (2− δab)(2− δcd)
4∑
(a,b,c,d)
[
1
2
{λθaλbc(3−103−1)dθ + λθcλda(3−103−1)bθ
+ λθa(3−103−1)bcλdθ }{(3−103−1)θθ }−3/2
− 3
2
λθa(3−103−1)bθλθc(3−103−1)dθ {(3−103−1)θθ }−5/2
]
(r(2))mG(a,b),mG(c,d) =
3
8
(2− δab)(2− δcd)λθaλθbλθcλθd{(3−103−1)θθ }−5/2,
(r(2))m(a,b),mG(c,d) =
1
4
(2− δab)(2− δcd)
[
4∑
(a,b,c,d)
λθaλbcλdθ {(3−103−1)θθ }−3/2
− 3
2∑
(a,b)
λθa(3−103−1)bθλθcλθd{(3−103−1)θθ }−5/2
]
,
(r(2))m(a,b),l(e) = 2− δab2
q∑
i=1
2∑
(a,b)
(
[−λθa{3−1ET(H(3)0(i))3−103−1}bθ − {3−1ET(H(3)0(i))3−1}θa(3−103−1)bθ
− {3−1ET(H(3)0(i))3−103−1}θaλbθ − λθa{3−1ET(G(3)0(i))3−1}bθ ]{(3−103−1)θθ }−3/2
+
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
× 3λθa(3−103−1)bθ {(3−103−1)θθ }−5/2
)
λie
− 2− δab
2
q∑
i=1
2∑
(a,b)
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
λiaλbe{(3−103−1)θθ }−3/2,
(r(2))mG(a,b),l(e) =
2− δab
2
q∑
i=1
[{
2∑
(a,b)
{
3−1ET(H(3)0(i))3
−1
}
θa
λbθ
{
(3−103−1)θθ
}−3/2}
− 3
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
× λθaλθb{(3−103−1)θθ }−5/2
]
λie (q ≥ a ≥ b ≥ 1; q ≥ c ≥ d ≥ 1; e = 1, . . . , q), (2.27)
(r(2))l(a,b,c),l(e) = λθa(3−103−1)bθ {(3−103−1)θθ }−3/2λce,
(r(2))ll(a,b,c),l(e) = 12λ
θaλθb{(3−103−1)θθ }−3/2λce,
(r(2))l(a),l(b) = 12
q∑
i=1
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
× [3−1ET(J(3)0 ){(3−1)·a ⊗ (3−1)· b}] i{(3−103−1)θθ }−3/2
+ 1
2
q∑
i=1
q∑
j=1
[{
3−1
(
−ET(H(3)0(i))3−1ET(H(3)0(j))3−10− ET(H(3)0(j))3−1ET(H(3)0(i))3−10
− ET(H(3)0(i))3−103−1ET(H(3)0(j))− ET(H(3)0(i))3−1ET(G(3)0(j))− ET(H(3)0(j))3−1ET(G(3)0(i))
− ET(H(4)0(ij))3−10−
1
2
ET(G
(4)
0(ij))
)
3−1
}
θθ
{(3−103−1)θθ }−3/2
+ 3
{
3−1ET(H(3)0(i))3
−103−1 + 1
2
3−1ET(G(3)0(i))3
−1
}
θθ
×
{
3−1ET(H(3)0(j))3
−103−1 + 1
2
3−1ET(G(3)0(j))3
−1
}
θθ
{(3−10Λ−1)θθ }−5/2
]
λiaλjb
(a, b, c, e = 1, . . . , q).
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The expansion of tR is given from (2.2) and (2.25) as:
tR = N1/2
3∑
i=1
λ(i)′l(i)0
[
{(3−103−1)θθ }−1/2 +
2∑
j=1
r(j)′m(j)R0
]
+ Op(N−3/2)
= N1/2
3∑
i=1
λ(Ri)′l(Ri)0 + Op(N−3/2), (2.28)
where
λ(R1) = λ(1){(3−103−1)θθ }−1/2, λ(R2) = [λ(2)′{(3−103−1)θθ }−1/2,λ(1)′ ⊗ r(1)′]′,
λ(R3) = [λ(3)′{(3−103−1)θθ }−1/2,λ(2)′ ⊗ r(1)′,λ(1)′ ⊗ r(2)′]′,
l(R1)0 = l(1)0 = l(t1)0 ,
l(R2)0 = (l(2)′0 , l(1)′0 ⊗m(1)′R0 )′ =
{
v(M)′ ⊗ ∂ l¯
∂θ′0
,
(
∂ l¯
∂θ′0
)〈2〉
,
∂ l¯
∂θ′0
⊗
(
v(M)′, v(MG)′,
∂ l¯
∂θ′0
)}′
,
l(R3)0 = (l(3)′0 , l(2)′0 ⊗m(1)′R0 , l(1)′0 ⊗m(2)′R0 )′
=
[
v(M)′〈2〉 ⊗ ∂ l¯
∂θ′0
, v(M)′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
, vec{J(3)0 − ET(J(3)0 )}′ ⊗
(
∂ l¯
∂θ′0
)〈2〉
,
(
∂ l¯
∂θ′0
)〈3〉
,{
v(M)′ ⊗
(
∂ l¯
∂θ′0
)
,
(
∂ l¯
∂θ′0
)〈2〉}
⊗
{
v(M)′, v(MG)′,
∂ l¯
∂θ′0
}
,{
∂ l¯
∂θ′0
⊗
{
v(M)′〈2〉, v(MG)′〈2〉, v(M)′ ⊗ v(MG)′, v(M)′ ⊗ ∂ l¯
∂θ′0
, v(MG)′ ⊗ ∂ l¯
∂θ′0
,
vec(J(3)0 − ET(J(3)0 ))⊗
∂ l¯
∂θ′0
, vec
(
∂vecG0
∂θ′0
− ET
(
∂vecG0
∂θ′0
))′
⊗ ∂ l¯
∂θ′0
}
,
(
∂ l¯
∂θ′0
)〈2〉}]′
.
(2.29)
The asymptotic cumulants αRi (i = 1, . . . , 4) and αR∆2, and the result corresponding to Theorem 1 are given similarly
for tG. Note that no additional expectations are required other than those used before.
3. Some properties of the asymptotic cumulants of the pivots
In this section, conditions of some equalities of the asymptotic cumulants for the pivots are derived. Stafford [27, p. 54]
showed that the first three asymptotic cumulants of the elements of (θˆ − θ0)′Hˆ−1/2 are the same as those of (θˆ −
θ0)
′(Hˆ−1GˆHˆ
−1
)−1/2, respectively under correct model specification. This result holds also for tH and tR of this paper in the
one-parameter case. In this section, we show that the similar results hold for t, tH , tG and tR in the multi-parameter case
under correct model specification.
Let vˆθθ = (Vˆ)θθ . Then, tV = N1/2(θˆ − θ0)/(vˆθθ )1/2 (see (1.1)). Define V0 = V(I0,H0,G0) = Op(1) (recall I0 = O(1),
H0 = Op(1) and G0 = Op(1)) and V∗ = V(I0,−3,0) = O(1). Then, using θˆ − θ0 = −(3−1∂ l¯/θ0)θ + Op(N−1), it follows
that
(vˆθθ )
−1/2 = {(V0)θθ }−1/2 − 12 {(V0)θθ }
−3/2 ∂vθθ
∂{v(I)′, v(H)′, v(G)′}
∣∣∣∣
V=V∗
× ∂{v(I)
′, v(H)′, v(G)′}′
∂θ′
∣∣∣∣
θ=θ0
(θˆ− θ0)+ Op(N−1)
= {(V∗)θθ }−1/2 − 12 {(V
∗)θθ }−3/2 ∂vθθ
∂{v(H)′, v(G)′}
∣∣∣∣
V=V∗
{v(−M)′, v(MG)′}′
− 1
2
{(V∗)θθ }−3/2 ∂vθθ
∂{v(I)′, v(H)′, v(G)′}
∣∣∣∣
V=V∗
× ∂{v(I)
′, v(H)′, v(G)′}′
∂θ′
∣∣∣∣
θ=θ0
(
−3−1 ∂ l¯
∂θ0
)
+ Op(N−1). (3.1)
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Table 1
Simulated and asymptotic cumulants of the pivots for selected parameters in Section 6 of LSAT under a correctly specified IRT model.
Pivot ASE N = 1000 N = 2000
SD HASE SD HASE
Section 6, a1 = 0.488
z 1 1.107 1.070 1.048 1.036
t 1 0.998 1.003 1.007 1.002
tH 1 0.976 0.982 0.996 0.991
tG 1 0.989 0.993 1.003 0.997
tR 1 0.935 0.937 0.975 0.969
Section 6, b1 = −3.35
z 1 1.927 1.311 1.281 1.166
t 1 1.129 1.105 1.063 1.054
tH 1 1.108 1.086 1.054 1.044
tG 1 1.116 1.094 1.058 1.048
tR 1 1.065 1.044 1.033 1.022
α1 (bias) α3 (skewness) α4 (kurtosis)
Sim. (N) Th. Sim. (N) Th. Sim. (N) Th.
(1000) (2000) (1000) (2000) (1000) (2000)
Section 6, a1
z 2.6 1.6 1.6 31.4 18.2 11.9 3015 1180 557
t −2.2 −2.6 −2.2 −10.7 −11.9 −11.0 −220 −65 −204
tH −2.1 −2.6 ∗ −9.6 −11.2 ∗ −217 −66 −206
tG −2.2 −2.6 ∗ −10.7 −11.9 ∗ −178 −10 −186
tR −1.9 −2.4 ∗ −8.2 −10.2 ∗ −164 −46 −186
Section 6, b1
z −13.3 −11.3 −9.4 −1707 −242 −53.9 1653442 131353 5870
t 9.4 8.7 8.5 68.3 61.7 53.2 4898 4383 3743
tH 9.3 8.7 ∗ 65.0 60.7 ∗ 4607 4361 3742
tG 9.3 8.6 ∗ 66.3 61.0 ∗ 4763 4421 3759
tR 8.9 8.5 ∗ 58.1 57.5 ∗ 4037 4116 3759
Note: ASE = α1/2V2 ,HASE = {αV2 + (αV2/N)}1/2 , SD: Standard deviations from simulations, Sim.: Simulated values, Th.: Theoretical or asymptotic values.
The asterisks indicate that the values are the same as those for t .
Under correct model specification V∗ = V(I0, I0, I0) = I−10 and using the Bartlett identity,
(vˆθθ )
−1/2 = (iθθ0 )−1/2 −
1
2
(iθθ0 )
−3/2 ∂vθθ
∂{v(H)′, v(G)′}
∣∣∣∣
V=I−10
{v(−M)′, v(MG)′}′
− 1
2
(iθθ0 )
−3/2
(
∂vθθ
∂v(I)′
∣∣∣∣
V=I−10
∂v(I0)
∂θ0
+ ∂vθθ
∂v(H)′
∣∣∣∣
V=I−10
[
∂v(I0)
∂θ0
+ Eθ
{
Nv
(
∂2 l¯
∂θ0∂θ
′
0
)
∂ l¯
∂θ0
}]
+ ∂vθθ
∂v(G)′
∣∣∣∣
V=I−10
[
∂v(I0)
∂θ0
− Eθ
{
N2v
(
∂ l¯
∂θ0
∂ l¯
∂θ′0
)
∂ l¯
∂θ0
}])
I−10
∂ l¯
∂θ0
+ Op(N−1). (3.2)
Since the formulas of (2.10) for αt i (i = 1, . . . , 4) and αt∆2 hold similarly for the asymptotic cumulants αVi (i = 1, . . . , 4)
and αV∆2, for tV , we find that αV2 is given by the expansion of tV up to Op(1), αV1 and αV3 up to Op(N−1/2), and αV4 and αV∆2
up to Op(N−1). Since the expansion up to Op(N−1/2) is given by those of θˆ up to Op(N−1) and (vˆθθ )−1/2 up to Op(N−1/2), we
see that when the asymptotic covariance between θˆ and (vˆθθ )−1/2 up to Op(N−1) is the same over pivots, αV1 becomes the
same over the pivots and this also holds for αV3. So, we derive the asymptotic covariance under correct model specification.
From (3.2) and θˆ − θ0 = (I−10 ∂ l¯/θ0)θ + Op(N−1) under this condition,
Nacov{(vˆθθ )−1/2, θˆ} = − 12 (i
θθ
0 )
−3/2 ∂vθθ
∂{v(H)′, v(G)′}
∣∣∣∣
V=I−10
× Eθ
[{
Nv
(
− ∂
2 l¯
∂θ0∂θ
′
0
)′
,N2v
(
∂ l¯
∂θ0
∂ l¯
∂θ′0
)′}′ (
∂ l¯
∂θ′0
I−10
)
θ
]
− 1
2
(iθθ0 )
−3/2
[(
∂vθθ
∂v(I)′
+ ∂vθθ
∂v(H)′
+ ∂vθθ
∂v(G)′
)∣∣∣∣
V=I−10
∂v(I0)
∂θ′0
(I−10 )·θ
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Table 2
Simulated and asymptotic cumulants of the pivots for selected parameters in Section 7 of LSAT under a correctly specified IRT model.
Pivot ASE N = 1000 N = 2000
SD HASE SD HASE
Section 7, a3 = 0.999
z 1 1.190 1.114 1.063 1.059
t 1 1.001 0.992 0.991 0.996
tH 1 0.992 0.982 0.987 0.991
tG 1 0.996 0.987 0.989 0.993
tR 1 0.975 0.965 0.978 0.983
Section 7, b3 = −1.06
z 1 1.046 1.040 1.014 1.020
t 1 1.007 1.012 0.997 1.006
tH 1 1.000 1.006 0.994 1.003
tG 1 1.001 1.007 0.995 1.003
tR 1 0.988 0.993 0.988 0.997
α1 (bias) α3 (skewness) α4(kurtosis)
Sim. (N) Th. Sim. (N) Th. Sim. (N) Th.
(1000) (2000) (1000) (2000) (1000) (2000)
Section 7, a3
z 5.8 4.7 4.6 78.4 41.2 27.0 11730 4055 1675
t −4.2 −4.3 −4.0 −24.7 −24.5 −24.8 475 540 472
tH −4.1 −4.3 ∗ −23.9 −24.2 ∗ 445 528 471
tG −4.2 −4.3 ∗ −24.2 −24.4 ∗ 458 546 476
tR −4.1 −4.3 ∗ −22.6 −23.5 ∗ 417 502 476
Section 7, b3
z −2.5 −2.7 −2.3 −20.1 −16.0 −14.6 822 478 487
t 2.6 2.2 2.5 13.4 13.8 14.6 199 264 226
tH 2.6 2.2 ∗ 13.2 13.7 ∗ 192 261 226
tG 2.6 2.2 ∗ 13.2 13.7 ∗ 196 263 230
tR 2.6 2.2 ∗ 13.0 13.6 ∗ 200 268 230
Note: ASE = α1/2V2 ,HASE = {αV2 + (αV2/N)}1/2 , SD: Standard deviations from simulations, Sim.: Simulated values, Th.: Theoretical or asymptotic values.
The asterisks indicate that the values are the same as those for t .
+ ∂vθθ
∂v(H)′
∣∣∣∣
V=I−10
Eθ
{
Nv
(
∂2 l¯
∂θ0∂θ
′
0
)
∂ l¯
∂θ′0
(I−10 )·θ
}
− ∂vθθ
∂ v(G)′
∣∣∣∣
V=I−10
Eθ
{
N2v
(
∂ l¯
∂θ0
∂ l¯
∂θ′0
)
∂ l¯
∂θ′0
(I−10 )·θ
}]
= −1
2
(iθθ0 )
−3/2
(
∂vθθ
∂v(I)′
+ ∂vθθ
∂v(H)′
+ ∂vθθ
∂v(G)′
)∣∣∣∣
V=I−10
∂v(I0)
∂θ′0
(I−10 )·θ . (3.3)
When tV = t i.e., Vˆ = Iˆ−1, (3.3) becomes
− 1
2
(iθθ0 )
−3/2 ∂(I
−1)θθ
∂v(I)′
∣∣∣∣
I=I−10
∂v(I0)
∂θ′0
(I−10 )·θ , (3.4)
which yields
Lemma 1. Under correct model specification, among the pivots with Vˆ defined by (1.1), the first three asymptotic cumulants of
their distributions are the same as those of t if and only if(
∂vθθ
∂v(I)
+ ∂vθθ
∂v(H)
+ ∂vθθ
∂v(G)
)∣∣∣∣
V=I−10
= ∂(I
−1)θθ
∂v(I)
∣∣∣∣
I=I0
or in elementwise expression
(
∂vθθ
∂(I)kl
+ ∂vθθ
∂(H)kl
+ ∂vθθ
∂(G)kl
)∣∣∣∣
V=I−10
= −(2− δkl)iθk0 iθ l0 (q ≥ k ≥ l ≥ 1). (3.5)
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Fig. 1. Theoretical (curved lines) and simulated (histograms) distributions of the pivots for a-parameters (dashed lines = the normal distribution, solid
lines= the single-term Edgeworth expansion, dotted lines= the two-term Edgeworth expansion, long dashed lines= Hall’s variable transformation).
When Vˆ = Hˆ−1 or Vˆ = Gˆ−1, we immediately find that (3.5) holds. In the case of Vˆ = Hˆ−1GˆHˆ−1, the left-hand side of (3.5)
is
(
∂H−1GH−1
∂(H)kl
+ ∂H−1GH−1
∂(G)kl
)
θθ
∣∣∣
V=I−10
= −2(2− δkl)iθk0 iθ l0 + (2− δkl)iθk0 iθ l0 , which gives (3.5). Since αV2 = 1 by definition under
the condition of Lemma 1, we obtain
Theorem 2. Under correct model specification, the first three asymptotic cumulants of t, tH , tG and tR are the same over the
pivots.
From Lemma 1 we can construct infinitely many pivots of (1.1) with the same first three asymptotic cumulants as those
of t under correct model specification with Vˆ being e.g., c1Hˆ−1+ (1− c1)Gˆ−1, Iˆ−1GˆIˆ−1 and Gˆ−1 HˆGˆ−1. Counterexamples with
the unit asymptotic variance under correct model specification can also be found e.g., Vˆ = (Hˆ−1)2Gˆ. It is to be noted that
Lemma 1 and consequently Theorem 2 do not hold under model misspecification since the Bartlett identities do not hold in
this case.
In practice, we have the cases in which the computation of Iˆ tends to become prohibitive while that of Hˆ and Gˆ is not
excessive. In these cases, the above results give some support to users of tH and tG as long as the null distributions of the pivots
are concerned. It is to be noted that when the first three asymptotic cumulants of the pivots are the same, the asymptotic
null distributions become more similar to each other in asymptotics than the usual common asymptotic standard normal
distribution.
4. An example in item response theory
In this section, the asymptotic expansions for the pivots derived in the previous sections are illustrated using a
dichotomous response model in IRT, where as mentioned earlier, observed information matrices are used rather than
the expected or Fisher information. We use the two-parameter logistic model with the following probability of a correct
response to the jth item in an achievement test consisting of n items by a randomly chosen examine with ability θ∗ which
is unobservable and assumed to have the standard normal distribution:
Ψj = 11+ exp{−Daj(θ∗ − bj)} (j = 1, . . . , n), (4.1)
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Fig. 2. Theoretical (curved lines) and simulated (histograms) distributions of the pivots for b-parameters (dashed lines = the normal distribution, solid
lines= the single-term Edgeworth expansion, dotted lines= the two-term Edgeworth expansion, long dashed lines= Hall’s variable transformation).
where aj and bj are the discrimination and difficulty parameters for the jth item, and D = 1.7 is a conventional constant.
Since θ∗ is unobservable, the likelihood is given by the marginal one:
N!
2n∏
k=1
rk!
2n∏
k=1
pi
rk
k , pik =
∫ ∞
−∞
{
n∏
j=1
Ψ
Y∗kj
j (1− Ψj)1−Y
∗
kj
}
φ(θ∗)dθ∗, (4.2)
where Y ∗kj is 0 or 1 in the kth response pattern, rk is the number of frequency for the kth pattern. Note that (4.2) is the
multinomial distributionmodel with 2n categories whose associated probabilities are structuredwith structural parameters
aj and bj (j = 1, . . . , n).
As mentioned in the introductory section, 2n becomes excessively large with n used in practice. The expectations in the
previous sections can be straightforwardly obtained using the known moments of the multinomial distribution.
Ogasawara [24] derived the asymptotic cumulants of aˆj and bˆj up to the fourth order with the higher-order asymptotic
variance and those of t up to the third order, and illustrated the results using the real data with n = 5 available in the
literature [7]. Ogasawara [24] obtained the results using θˆ = θ(p), which shows that the estimators of the parameters are
seen as (implicit) functions of the vector p of 2n sample proportions for the response patterns. In this section, the same sets
of data are used. The data sets consist of the numbers of response patterns to selected 5 items each in Sections 6 and 7 of Law
School Admission Test (LSAT). For correct model specification, the fitted proportions of 2n patterns are used as population
ones while for model misspecification, the original proportions are regarded as true probabilities.
Tables 1 and 2 show the simulated and asymptotic cumulants of the MLEs of the selected parameters. Simulations
were performed with randomly generated response patterns following the multinomial distribution, which gave a set of
parameter estimates. This procedure was replicated 10,000 times. The simulated cumulants are given from the k-statistics
(unbiased estimators of cumulants) multiplied appropriate powers of N for ease of comparison to the corresponding
asymptotic values independent on N . Two sample sizes N = 1000 and 2000 were used.
In the tables, among the asymptotic values, only the higher-order asymptotic standard error (HASE = {αV2 +
(αV∆2/N)}1/2) depends onN , whose simulated counterpart is the standard deviation from the simulation (SD). The asterisks
show that the values are the same as those for t . From the tables, we find that the unit ASE of z for bˆ1 in Table 1 is a poor
approximation whose simulated values is as large as 1.927 when N = 1000. This discrepancy is substantially reduced by
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Table 3
Simulated and asymptotic cumulants of the pivots for selected parameters in Section 7 of LSAT under a misspecified IRT model.
Pivot ASE N = 1000 N = 2000
SD/ASE HASE/ASE SD/ASE HASE/ASE
Section 7, a3 = 0.999
z 1 1.183 1.112 1.055 1.057
t 1.042 1.004 1.007 0.999 1.004
tH 1.026 0.985 0.987 0.989 0.993
tG 1.025 0.996 0.998 0.995 0.999
tR 1 0.961 0.958 0.975 0.979
Section 7, b3 = −1.06
z 1 1.052 1.053 1.024 1.027
t 1.027 0.995 1.007 0.995 1.003
tH 1.016 0.989 1.000 0.992 1.000
tG 1.011 0.992 1.006 0.994 1.003
tR 1 0.975 0.984 0.984 0.992
α1 (bias) α3 (skewness) α4 (kurtosis)
Sim. (N) Th. Sim. (N) Th. Sim. (N) Th.
(1000) (2000) (1000) (2000) (1000) (2000)
Section 7, a3
z 5.3 4.0 4.1 82.3 35.8 26.3 14183 2757 1663
t −5.3 −5.6 −5.3 −31.1 −33.2 −32.1 1056 1295 943
tH −4.8 −5.2 −4.8 −25.9 −28.5 −28.4 664 919 628
tG −5.0 −5.4 −5.0 −27.8 −30.3 −29.5 818 1096 767
tR −4.3 −4.6 −4.4 −21.1 −23.6 −24.4 442 657 391
Section 7, b3
z −3.2 −3.6 −3.1 −24.3 −19.2 −16.3 1812 807 631
t 2.0 1.5 2.0 13.3 13.9 14.7 103 184 192
tH 2.2 1.7 2.2 13.7 14.6 15.6 130 209 220
tG 2.1 1.6 2.1 13.2 13.9 14.8 126 204 235
tR 2.4 1.9 2.3 13.5 14.7 16.2 166 247 257
Note: ASE = α1/2V2 ,HASE = {αV2 + (αV2/N)}1/2 , SD: Standard deviations from simulations, Sim.: Simulated values, Th.: Theoretical or asymptotic values.
using HASE = 1.320 though the latter value is still conservative (for the slow convergence to the asymptotic normality
in IRT, see also [24, Section 5]). We find that the equalities of αV1 and αV3 over the four pivots are well illustrated by the
simulated values. Recall that HASEs andαV4 do not have this property.We see that the different HASEs are reasonably similar
to their corresponding simulated values.
Table 3 shows the similar results under model misspecification for Section 7 data. The pivots except z and tR no longer
have unit ASEs though the differences from 1 are small. The equalities of αV1 and αV3 in Tables 1 and 2 do not either hold in
Table 3. We find that the differences of αV1 and αV3 over the pivots reasonably correspond to their simulated values.
Table 4 illustrates the errors of the approximate distribution functions by the asymptotic expansions using the single-
(E1) and two-term (E2) local Edgeworth expansions, and Hall’s [16] method involving variable transformation (for the
approximate distribution function, asymptotically equivalent to E1, by Hall, [16] see [25]). The true distribution functions
are given by the simulations in Tables 1 and 3 under correctly specified and misspecified models, respectively. An error is
defined by the difference of a simulated value from the corresponding asymptotic one. The squared errors are evaluated at
the 40 points −3.8 (0.2) 4.0 and averaged. Table 4 shows the square roots of these averages. From the table, we find that
the normal approximation (N∗) gives large errors while the asymptotic expansions have considerably reduced these errors.
Among E1, E2 and Hall, E2 has substantially smaller errors than E1 and Hall in many cases. The results of E1 and Hall seem
to be similar.
Figs. 1 and 2 depict the simulated and asymptotic distributions of the pivots for a3 and b3 with N = 1000 under model
misspecification. We find that the actual distributions (histograms) are skewed. Some of the asymptotic values show locally
negative values while Hall’s [16] method is known to be free from these anomalous phenomena.
5. Some remarks
(a) Since models in practice are more or less misspecified unless they are saturated ones, it is a good choice to use tR
among the pivots for estimation of the population parameter in a model. From the results in the previous sections, it is
reassuring to know that the asymptotic null distribution of tR is the same as those of t, tH and tG up to O(N−1/2) beyond the
normal approximation.
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Table 4
105 × root mean square errors of the asymptotic distribution functions of the pivots for selected parameters in LSAT under a correctly specified model for
Section 6 data and under a misspecified model for Section 7 data.
Pivot N = 1000 N = 2000
N∗ E1 E2 Hall N∗ E1 E2 Hall
Section 6, a1
z 1395 782 391 748 750 412 234 381
t 1242 491 275 590 932 224 233 242
tH 1168 425 258 516 905 175 209 191
tG 1210 418 266 513 923 197 226 210
tR 1263 756 237 773 928 369 209 361
Section 6, b1
z 4871 2248 1406 2080 3578 1327 611 1005
t 5021 2271 1970 2874 3299 1126 696 1371
tH 5005 2375 2062 2892 3311 1202 738 1394
tG 4991 2303 2002 2871 3290 1156 706 1370
tR 5033 2686 2300 2999 3369 1396 834 1473
Section 7, a3
z 2458 889 407 703 1544 447 300 237
t 2852 880 634 1094 2002 493 324 473
tH 2687 921 641 1080 1868 523 327 502
tG 2775 901 638 1081 1944 499 328 477
tR 2533 1056 628 1111 1772 621 327 593
Section 7, b3
z 1553 340 217 326 1246 282 220 222
t 1108 260 202 353 668 254 243 253
tH 1229 320 214 402 740 270 228 269
tG 1169 279 216 365 704 264 240 260
tR 1361 485 227 519 846 351 218 343
Note: N∗: Normal approximation; E1: Single-term Edgeworth expansion; E2: Two-term Edgeworth expansion; Hall: Hall’s method involving variable
transformation.
For interval estimation of θ0, the upper endpoint, denoted by θ¯0R, of a one-sided confidence interval with the nominal
confidence level 1 − α˜ (e.g., α˜ = 0.05) accurate up to order O(N−1/2) using tR and the Cornish–Fisher expansion (see e.g.,
[15,24]) is given by
θ¯0R = θˆ + [zα˜ − N−1/2{αˆR1 + (αˆR3/6)(z2α˜ − 1)}]N−1/2
(
rˆθθ
)1/2
, (5.1)
where 1− α˜ = Φ(zα˜); and αˆR1 and αˆR3 are the consistent estimators of αR1 and αR3, respectively (the lower endpoint θ0R is
given by replacing zα˜ with−zα˜). Under correct model specification, the corresponding endpoints θ¯0t , θ¯0H and θ¯0G using t, tH
and tG are obtained by replacing
(
rˆθθ
)1/2 with (iˆθθ )1/2, (hˆθθ )1/2 and (gˆθθ )1/2, respectively. Note that αˆR1 and αˆR3 are common
ones for the four endpoints. From these results, we see that the differences among θ¯0R, θ¯0t , θ¯0H and θ¯0G are of order Op(N−1).
In practice, the bootstrap is widely used. Among variousmethods of the bootstrap, typical oneswith the same asymptotic
accuracy as (5.1) are the bootstrap-t ([10]; [13, Chapter 12]), the bias-corrected and accelerated method (BCa; [11];
[13, Chapters 14 and 22]), the analytically modified bootstrap by Abramovitch and Singh [1], and the method with iterated
prepivoting by Beran [6] (for the summary of the asymptotic accuracy, see [9, Chapter 29]). In the context of this paper, the
bootstrap-t can use t, tH , tG and tR based on the bootstrap samples where αˆR1 and αˆR3 are not required. The corresponding
information is given not analytically as in (5.1) but obtained from the bootstrap samples drawn from the original one. The
result of Theorem 2 conveys to the bootstrap distribution when the original sample is seen as a fixed one. That is, the
asymptotic bootstrap null distributions of t, tH , tG and tR given an original sample, are the same up to order O(N−1/2), which
may also be a reassuring property for the users of the bootstrap-t with tR.
(b) In statistics, there has been a controversy over the estimated expected information versus the observed information
or equivalently t versus tH under correct model specification in the context of this paper. Efron and Hinkley [12] showed
advantages of the former in the single-parameter case. Lindsay and Li [20] indicated overall superiority of the latter with
some advantages of the former depending on criteria used. As was shown earlier, the HASEs of the pivots are generally
different. In the numerical examples the HASEs of t are larger than those of the remaining studentized pivots i.e., tH , tG and
tR. Among the pivots, the HASEs of tR are smallest in these limited data.
(c) In this paper, the asymptotic expansions of the distributions of the pivots are obtained using log-likelihood derivatives
with the associated expectations. An alternative method of deriving the results is to use the sufficient statistics like
proportions and sample moments where the MLEs are seen as (implicit) functions of the statistics. As addressed earlier,
partial results of the numerical examples shown before were also given by Ogasawara‘ [24] using the latter method. In
mean and covariance structure analysis, Ogasawara [26] showed the equalities of the first three asymptotic cumulants
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of the distributions of the MLEs of parameters studentized by the normal-theory ASEs and those by the asymptotically
distribution-free ASEs under normality. In these results, the MLEs and the estimators of the ASEs are treated as functions of
sample means, variances and covariances. Ogasawara’s [26, Theorem 3.1 and Corollary 6.1] results may be seen as special
cases of Theorem 2 in this paper.
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