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 Handwriting is a unique thing that produced differently for each person. 
Handwriting has a characteristic that remain the same with single writer,  
so a handwriting can be used as a variable in biometric systems. Each person 
have a different form of handwriting style but with a small possibility that 
same characters have something commons. We propose a handwriting 
identification method using sentence segmented handwriting forms. Sentence 
form is used to get more complete handwriting characteristics than using  
a single characters or words. Dataset used is divided into three categories  
of images, binary, grayscale, and inverted binary. All datasets have same 
image with different in color and consist of 100 class. Transfer learning used 
in this paper are pre-trained model VGG19. Training was conducted in  
100 epochs. Highest result is grayscale images with genuince acceptance rate  
of 92.3% and equal error rate of 7.7%. 
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The handwriting identification is a problem that is currently still being studied. Handwriting is easy 
to recognize because of a number of things, like the form of letters and different styles of writing between 
each person. Handwriting identification can be very useful especially for security sector, banking,  
and forensics. The banking sector requires handwriting recognition to verify receipts or when disbursing 
check money. In forensic field, handwriting identification can be used as a benchmark for a criminal case 
related to a handwriting [1]. 
Handwriting identification has been done using simple and long-standing methods. Machine 
learning is a new field of science where this field use a collection of data and use that data to study it patterns 
to get a certain knowledge. When the learning process about existing patterns deepens, it will become deep 
learning. Deep learning is the process of learning artificial neural networks where patterns are studied more 
deeply to produce better results. Deep learning mimics the ability of human brain to remember things. 
Implementation of deep learning will be able to learn every feature that exists if the network is made 
deeper. Deep learning is designed to use several layers of artificial neural network to learn about each 
feature. Architecture in deep learning models play an important role in the ability of network to study 
existing data. There are several models in deep learning, such as deep neural networks, convolutional neural 
network, and recurrent neural network [2]. 
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Convolutional neural network (CNN) is a deep learning algorithm that use convolution layer  
for feature extraction and a fully connected layer for its classification. Training process in the convolutional 
neural network use backpropagation algorithm to update the weight and bias for each epoch. Each neuron 
found on CNN will be connected to the input image, so architectures of CNN will need several deep layers. 
The classification process will use fully connected layers to classify existing features with predetermined 
classes. One of the disadvantages of the CNN method is that the amount of data needed is quite large to get 
optimal results. The hardware needed must also be sufficient enough [3]. 
Handwriting identification by utilizing deep learning algorithms will be able to produce higher 
accuracy values compared to other methods. Handwriting collected from various authors that will be used as 
data to be studied. The use of deep learning algorithm is expected to be able to improve the results  
of handwriting identification so that it can be used properly [4]. There are several studies and research paper 
that related to this research that have been carried out. Some of them in the form of character recognition  
and handwriting identification using other or older method. Research about character recognition has been 
conducted by Dewa entitled “Convolutional Neural Networks for Handwritten Javanese Characters 
Recognition” [5]. This study used convolutional neural network method to recognize Javanese traditional 
characters in the form of handwriting. They used 2000 data which is included in 20 classes of Javanese 
characters. This research uses OpenCV library with a self-made CNN architecture. The results show that  
the accuracy rate obtained is 90%. 
Research related to handwriting identification has been carried out by several previous researchers, 
one of them is a study conducted by Dhandra [6]. In this research, handwriting identification uses Kannada 
characters and use random transform method and discrete cosine transform which is combined to identify the 
author. The result of this study indicate that the level of accuracy reaches 100%. In addition, it was also 
concluded that sentences, varying structural variations, and/or a combination of two or more words had  
a significant impact on the identification of handwriting’s author. Another research was conducted where 
handwriting identification is done online [7]. This study used data acquired online that will be processed 
directly. The method used in this research is CNN with drop segment method. This method used data 
augmentation by dropping each segment of the entered character. The results of this study are 98% accuracy 
for English handwriting and 95% for Chinese handwriting. 
This paper aims to analyze handwriting identification by convolutional neural network method. 
Dataset in this study is a collection of handwritten images from IAM handwriting database [8]. We will 
create three separated datasets with different image colors such as, grayscale, binary, and inverted binary. 
The handwritten features that will be a differentiator is the thickness, slope, and distance between the letters. 
The features, images, and methods used in this study will be a differentiator compared to previous research. 
The method used in this paper is convolutional neural network. Convolutional neural network (CNN)  
is included in the type of deep neural network, because of the network depth and applied mainly to imagery. 
CNN method proved successfully in surpassing other machine learning methods, such as SVM. Each neuron 
in CNN is presented in two-dimensional form.  
Transfer learning is one of the methods that being used for convolutional neural network. Transfer 
learning on convolutional neural network mean the re-use of model that has been trained using a huge 
amount of data and already performed well in a certain task [9-11]. This pre-trained model is a result from  
a competition to create a new algorithm for objects detection and classification [12, 13]. Result of using  
pre-trained model depend on which architecture that will be used. There are several architectures like 
DenseNet, Resnet, and VGG [14]. Each of this architecture will have a different model and the result will 
have different accuracy value. Concept of transfer learning is to utilize knowledge acquired for one task to 
solve another related task. There are several benefits of using transfer learning, such as higher start, higher 
slope, and higher asymptote [11, 15].  
 
 
2. RESEARCH METHOD 
This research will mainly use CNN without any addition in features extraction method or addition  
in classification method. We would like to use CNN only with pre-trained model to show the performance  
in accuracy and processing time that we will get. We used VGG or Visual Geometry Group pre-trained 
model that have 19 deep layers, or VGG19 [16]. This architecture shows that a deep layer in CNN is  
an important factor to create a classification system that have high result accuracy. VGG19 has been trained 
using ImageNet datasets which have 1000 classes of images and can help overcome the problem of limited 
number of images in the dataset that being used in training process [10]. We used VGG19 as pre-trained 
model and replace the top layer with our own top layer with total number of our classes. We used 100 classes 
in this research with dataset of sentences image with dimension of 100x1200 pixel. 
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Figure 1 shows the architecture of CNN that being used in this research. We use VGG19 base layer 
and freeze it to keep its value in first training step. VGG19 used 5 blocks of convolution layer, with first two 
blocks have two convolution layer and last three blocks have four layers of convolution. We freeze these 
blocks to keep its data from previous training. After the base layer produce a feature map, we apply global 
average pooling to get a single feature map. Top layers of VGG19 replaced by modified top layer with  





Figure 1. VGG19 with Modified top layer architecture 
 
 
 Top layer that used in this architecture is obtained by tuning its parameter. Parameter tuning  
is important because it can affect the results of classification process [17]. Tuning parameter in this research 
is done manually by trial and error process, until we get the best parameter to train our data. First, we replace 
flatten with global average pooling or GAP to generate one feature map for each corresponding output from 
block convolution layer [18]. The use of global average pooling is to reduce the overfitting that prone when 
we use fully connected. Furthermore, global average pooling takes the sums out value of spatial information, 
so it will speed up the training process [19].  
We combine global average pooling with fully connected layer to obtained better result. After global 
average pooling, we use two fully connected layer as hidden layer with a dropout. Fully connected layer has a 
function to take the feature map and use them to classify the image into corresponding label, but fully 
connected layer is prone to overfitting especially when large neural nets is trained on relatively small 
datasets. Because of this, we use dropout to overcame this problem [20, 21]. Dropout have a function to 
randomly setting the outgoing edges of hidden layer units to 0 at each update of training phase. Because of 
this, we set a certain amount of dropout in the fully connected layer to avoid overfitting. 
Optimizer have a role to update the weight parameters to minimize the loss function. In this research 
we use SGD or stochastic gradient descent as optimizer because SGD perform computations not on the whole 
dataset, but compute on small subset or even random selection of data examples, so it will make training 
process more effiecient [22, 23]. Also, SGD can produce the same performance as regular gradient descent 
when the learning rate are quite low. The summarize of CNN architecture can be seen in Table 1. Table 1 
shows the summarize of CNN architecture that used in this research. This architecture than trained using 
Google Colaboratory because its compatibility and the resource available on its cloud service is faster that 
physical resource and Colaboratory provide a free-of-charge resource that is enough to solve demanding  
real-worl problems [24].  
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Table 1. Summarize of CNN architecture 
Layer Type Output Shape Layer Type Output Shape 
Input 100, 1200, 3    
Block 1 Convolution 1 100, 1200, 64 Block 4 Convolution 1 12, 150, 512 
Convolution 2 100, 1200, 64  Convolution 2 12, 150, 512 
Max Pooling 50, 600, 64  Convolution 3 12, 150, 512 
Block 2 Convolution 1 50, 600, 128  Convolution 4 12, 150, 512 
Convolution 2 50, 600, 128  Max Pooling 6, 75, 512 
Max Pooling 25, 300, 128 Block 5 Convolution 1 6, 75, 512 
Block 3 Convolution 1 25, 300, 256  Convolution 2 6, 75, 512 
Convolution 2 25, 300, 256  Convolution 3 6, 75, 512 
Convolution 3 25, 300, 256  Convolution 4 6, 75, 512 
Convolution 4 25, 300, 256  Max Pooling 3, 37, 512 
Max Pooling 12, 150, 256 Global Average Pooling  512 
   Dense + Dropout  1024 
   Dense + Dropout  1024 
   Softmax  100 
 
 
3. RESULTS AND ANALYSIS 
In this section, we show results that we get based on method that we use. First, we give brief 
explanation about the image dataset used in this research. Then, training and testing results will be evaluated 
with comparison to overlook the effect of different preprocessing image method and use of pre-trained model. 
 
3.1.  Dataset 
This research is done using dataset from IAM Handwriting Database [8]. The image used in this 
paper is an image of handwriting from various writer. The image from IAM Handwriting Database is already 
segmented in sentences form, and in grayscale. This research use 5467 images with 100 classes of different 
writers and 40-100 images in each class for training process, and five images for testing process. Writer then 
identified with id, like 000, 052, and 670, that we get from IAM handwritting dataset. 
This image separated into three categories, grayscale images, binary images, and inverted binary 
images. Binary image is created using grayscale image with Otsu’s thresholding [25], and inverted image 
created using binary image. Figure 2 show example of three categories image that being use in this research. 












Figure 1. Image dataset used with format: (a) grayscale, (b) binary, and (c) inverse binary 
 
 
3.2.  Training result 
 Training process done by using Google Colaboratory [24] with number of epoch used in this 
training is 100 epoch. Training process also use 20% of training data as validation data to validate training 
after one epoch. It take almost 10 hours to complete the training process. Figure 3 show comparison between 
training accuracy from the uses of binary image, grayscale image, and inverted binary image as training 
dataset. Based on this figure, training accuracy from inverted binary image have steeper curve than the other 
two images dataset, and have a more stable learning curve. Inverted binary image and grayscale image have a 
training accuracy that reach 99%, grayscale image have training accuracy of 97% and binary image have 
training accuracy of 97%. Figure 4 show validation accuracy between the three datasets. Validation process 
is used to evaluate the model after one epoch is done and is used to give an unbiased estimate of the trained 
model [26]. Validation dataset uses in this research is 20% from training dataset, with total of 1056 images. 
Based on this figure, validation of grayscale image dataset is a more stable, with 90% of accuracy compared 
to the other two image datasets. 
                ISSN: 1693-6930 









Figure 4. Comparison of validation accuracy 
 
 
3.3.  Testing result and analysis 
This research tests the method used with the value of EER (equal error rate). We sought to obtain  
the lowest equal error rate between the three datasets, and then compared it with other method. To find equal 
error rate, first we find false acceptance rate (FAR) and false rejected rate (FRR). FAR occurs when the test 
identified handwriting owner to another writer, or false positive. FRR occurs when handwriting is rejected 
because of a failure to identifiy, or false negative [27]. To find EER, FAR and FRR is plotted together in a 
graph. EER is the point where FAR (1) and FRR (2) meet [10]. EER is often used to measure biometric 
systems. Genuine acceptance rate (GAR) (3) is defined as percentage of genuine writer accepted by the system. 
 
𝐹𝐴𝑅 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑟𝑖𝑡𝑒𝑟 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑤𝑟𝑜𝑛𝑔𝑙𝑦





𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑟𝑖𝑡𝑒𝑟 𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑




𝐺𝐴𝑅 = 1 − 𝐹𝑅𝑅 (3) 
 
We test our trained model using 500 images (five images for each class). The results show that using 
grayscale images dataset we obtained that grayscale images dataset have the lowest FAR and FRR, and the 
highest GAR value. The result then followed by inverted binary images dataset and binary images dataset. 
Figure 5 shows that grayscale image yielded lowest false acceptance rate compare to the other two. From  
500 images we tested, only 38 images were identified as wrong writer. We found that some of the 38 images 
have a similarity with the classes the were identified as, with example can be seen in Figure 6. Figure 6 
illustrates the similarity between the two writer classes. The similarity can be seen in some way alphabets 
and/or words is written. Based on test result, image (a) identified as class 387 with 89% accuracy. It shows 
that similarity in the way alphabets is written, even only some of them, have a great impact in identification 
process. Figure 5 also shows that grayscale dataset has lowest false rejected rate. Based on the tests, only 39 
images rejected. Some of it got identified as the right class but with low accuracy and some got identified as 
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wrong class but with low accuracy. Figure 5 also shows genuine acceptance rate of all three categories 













Figure 6. Comparison handwriting of different writer: (a) writer with id 385 and, (b) writer with id 387 
 
 
Figure 7 shows the ROC or receiver operation characteristics of grayscale images dataset.  
This graph shows where FAR and FRR value meet. Based on this figure, equal error rate can be found on 
threshold 57. The complete result can be seen in Table 2. Based on this result, grayscale image dataset has 
the best result compare with the other datasets. Grayscale dataset get equal error rate (EER) of 7.7% that 
crossed at threshold 51. It shows that pre-trained model VGG19 have a good compatibility with grayscale 
images. The poorest performance is with binary dataset with highest EER value of 13.2% that crossed  





Figure 7. Receiver operation characteristics graph of grayscale dataset 
 
 
Table 2. Complete result of the three datasets 
Dataset FAR (%) FRR (%) Threshold GAR (%) 
Binary 13.4% 13.0% 52 86.8% 
Grayscale 7.6% 7.8% 51 92.3% 
Inverted Binary 10.2% 9.6% 52 90.1% 
 
 
The worst result we get is when using binary image as dataset. This result may be caused by  
the noise and data loss in the binary images that make it difficult for the CNN to learn. When binary images 
generated from grayscale images, its loss several features from original images. Inverted binary dataset have 
a high result of GAR caused by its black background recognized as a features by CNN. If we compare this 
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method with other research [6, 7], we can say that this method have several advantage. First, the method that 
we used doesn’t need much of preprocessing method and another segmentation method. This make time that 
needed for preparing the dataset faster than the other method. Second, we use handwriting in form  
of sentences, so it has more characteristics and features that can be extracted and learn by CNN. But we can’t 




We used transfer learning to identified writer based on their handwriting using pre-trained CNN.  
We trained model using IAM handwriting dataset comprising of 100 classes of writer. Based on the result  
of training and testing, pre-trained model VGG19 has the best performance when using grayscale images 
than using binary or inverted binary images. Our finding also indicates that handwriting image in sentences 
form can be used directly without another segmentation or feature extraction method needed.  
The disadvantage of this research is the time it took to finish training process. Training process took almost 
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