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1 Einleitung
Riemann-Hilbert Probleme werden erstmalig in der Dissertation [38] von Riemann erwa¨hnt.
Er stellt die Aufgabe, wie man holomorphe Funktionen u¨ber ihre Randwerte eindeutig cha-
rakterisieren kann. Ein Spezialfall von Riemann-Hilbert Problemen ist das Problem der kon-
formen Abbildung vom Einheitskreis auf ein beschra¨nktes Gebiet. Bei der Lo¨sung dieser
Probleme spielt der Hilbert-Operator, auch Operator der Konjugation genannt, eine wichtige
Rolle. Außerdem ist die Hilbert-Transformation einer der fundamentalen Operatoren inner-
halb der Funktionentheorie und ﬁndet in vielen verschiedenen Gebieten Anwendung wie zum
Beispiel in der Signalverarbeitung (siehe [23, 27]) und in der Optik (siehe [27]). Deshalb ist
die Auswertung des Hilbert-Operators ein Schwerpunkt dieser Arbeit.
Direkte Methoden zur Auswertung der Hilbert-Transformation beruhen auf der Diskretisie-
rung des beteiligten singula¨ren Integrals. Ein Beispiel dafu¨r ist der so genannte Wittich-
Operator [20, 22, 25]. Eﬀektivere Methoden erha¨lt man, wenn man sich die Eigenschaft zu
Nutze macht, dass die Hilbert-Transformation ein Diagonaloperator im Fourier-Bereich ist.
Dies erlaubt die Anwendung von schnellen Fourier-Methoden, falls die Funktion auf einem ent-
sprechenden gleichma¨ßigen Gitter gegeben ist. Die Verwendung gleichma¨ßiger Gitter ist aber
nicht eﬃzient, da sich der “interessante” Teil der Funktion auf einen kleinen Abschnitt des
Deﬁnitionsgebietes konzentriert. Ein Beispiel dafu¨r ist das Pha¨nomen des crowding bei kon-
formen Abbildungen. Dieses Pha¨nomen tritt bei der konformen Abbildung des Einheitskreises
auf ein langgezogenes Gebiet auf. Das Bild von gleichma¨ßig verteilten Punkten auf dem Rand
des Einheitskreis wird sehr ungleichma¨ßig auf dem Rand des Gebietes verteilt. Abbildung 1.1
zeigt das Bild der konformen Abbildung auf eine Ellipse mit 212 gleichverteilten Punkten auf
dem Einheitskreis. Zu erkennen ist sehr gut, dass sich die Funktionswerte in den Punkten ±i
Re
Im
−4 4
1
−1
Abbildung 1.1: konforme Abbildung auf eine Ellipse
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ha¨ufen. Die Punkte ±4 werden dagegen nur sehr schlecht durch die Bildpunkte der Funk-
tion u¨berdeckt. Die Verzerrung der Abbildung kann durch das Achsenverha¨ltnis 휏 bestimmt
werden. Sie kann durch
1
2휋
√
e
exp
(휋
2
휏
)
nach unten abgescha¨tzt werden. Das heißt, wir
haben ein exponentielles Anwachsen der Verzerrung mit 휏 . Dadurch stellt crowding ein ernst-
zunehmendes Problem dar. Fu¨r Details sei auf [48] verwiesen. A¨hnliche Eﬀekte treten auch
bei der Lo¨sung nichtlinearer Riemann-Hilbert Probleme und 퐻∞-Optimierungsprobleme auf
(siehe [44]). Aus diesem Grund wollen wir einerseits eine Mo¨glichkeit zur Auswertung des
Hilbert-Operators auch auf ungleichma¨ßigen Gittern vorstellen. Weiterhin soll ein Verfahren
pra¨sentiert werden, welches das Gitter adaptiv dem Problem anpasst, da wir im Allgemeinen
a-priori nicht wissen, wo sich diese Stellen beﬁnden.
Zur Auswertung des Hilbert-Operators auf ungleichma¨ßigen Gittern gibt es verschiedene
Ansa¨tze. In den Arbeiten [18] und [19] werden Multipol Methoden beschrieben, die zur Be-
rechnung der Hilbert-Transformation herangezogen werden ko¨nnen. Außerdem sind von Kunis
und Potts (siehe beispielsweise [26,29]) Fourier-Methoden entwickelt worden, um die schnelle
Fourier-Transformation auf nicht gleichma¨ßigen Gittern auszuwerten. Dies ermo¨glicht die
Berechnung der Hilbert-Transformation abermals im Fourier-Bereich. Eine weitere Mo¨glich-
keit zur Auswertung singula¨rer Integrale wird in der Arbeit [6] von Bo¨rn und Hackbusch
beschrieben. Dabei werden Methoden des panel clusterings und eine Hierarchie von Mengen
verwendet. Abschließend wollen wir eine Methode nennen, die sehr interessant fu¨r weitere
Untersuchungen sein kann. Die zu transformierende Funktion wird dabei durch Funktionen
approximiert, von denen die Hilbert-Transformation explizit bekannt ist. Ein Beispiel dafu¨r
wa¨re der Imagina¨rteil der sogenannten Blaschkefaktoren
Im
푧 − 푎
1− 푎푧 , 푧, 푎 ∈ ℂ, ∣푎∣ < 1.
Der Hilbert-Operator ist dann gerade der Realteil. Fu¨r weiterfu¨hrende Informationen siehe
zum Beispiel [36].
Die Grundlagen der vorgestellten Algorithmen ordnen sich in das Konzept der Arbeiten
[12, 13] von Dahmen, Pro¨ßdorf und Schneider ein. Eine Funktion 푓 besitzt innerhalb einer
biorthogonalen Wavelet-Basis die Darstellung
푓 (푥) =
∑
푘
푎푘휑
1
푘 (푥) +
∑
푗
∑
푘
푏푗,푘휓
1
푗,푘 (푥) .
mit den Koeﬃzienten 푎푘 = ⟨푓, 휑˜1푘⟩ und 푏푗,푘 = ⟨푓, 휓˜1푗,푘⟩. Dabei bezeichnen 휑˜1 und 휓˜1 die zu
휑1 und 휓1 dualen Funktionen. Wendet man einen Operator A auf die obige Darstellung an
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und entwickelt das Ergebnis in der gleichen oder einer anderen biorthogonalen Basis, so folgt
A푓 (푥) =
∑
푘
푎푘휑
2
푘 (푥) +
∑
푗
∑
푘
푏푗,푘휓
2
푗,푘 (푥) .
mit 푎푘 = ⟨A푓, 휑˜2푘⟩ und 푏푗,푘 = ⟨A푓, 휓˜2푗,푘⟩ und den dualen Funktionen 휑˜2 und 휓˜2. Ist der
Operator A linear und beschra¨nkt, so muss man die Skalarprodukte
⟨A휑1푘, 휑˜2푙 ⟩, ⟨A휓1푗,푘, 휑˜2푙 ⟩, ⟨A휑1푘, 휓˜2휈,푙⟩, ⟨A휓1푗,푘, 휓˜2휈,푙⟩
berechnen, um die Koeﬃzienten 푎푘 und 푏푗,푘 aus 푎푘 und 푏푗,푘 zu bestimmen. Besitzen die
Wavelets einen kompakten Tra¨ger und verschwindende Momente, so ist ein Großteil dieser
Skalarprodukte sehr klein und kann dementsprechend durch Null ersetzt werden, falls ein
vorgeschriebener Approximationsfehler zugelassen ist. Die Kompressionsrate der resultieren-
den Algorithmen ha¨ngt dabei von der Gro¨ße des Tra¨ger der Wavelets und der Anzahl ihrer
verschwindenden Momenten ab.
In dieser Arbeit werden wir biorthogonale Spline-Wavelets benutzen. Ausgehend von den
Funktionswerten auf einem (ungleichma¨ßigen) Gitter interpolieren wir die Funktion unter
Verwendung dieser Wavelets und werten die transformierte Funktion auf dem gleichen oder
einem anderen Gitter mittels Dirac-Funktionalen aus. Diese Vorgehensweise und die Ver-
wendung von Wavelet-Methoden wird durch die Anwendung auf Riemann-Hilbert Probleme
motiviert. Zum einen ermo¨glicht es, direkt mit den Funktionswerten zu arbeiten, was vorteil-
haft ist, da wa¨hrend der Iteration zur Lo¨sung von Riemann-Hilbert Problemen nichtlineare
Superpositions-Operatoren Anwendung ﬁnden. Außerdem erlauben Wavelets, die Gebiete zu
ermitteln, in denen das Verhalten der Lo¨sung eine Verfeinerung des zu Grunde liegenden
Gitters erfordert. Weiterhin verwenden wir Spline-Wavelets, da die Berechnung der Hilbert-
Transformation fu¨r stu¨ckweise Polynome relativ einfach ist. Eine Alternative wa¨re die Ver-
wendung trigonometrischer Wavelets (siehe Prestin [33], Prestin und Quak [34]).
Ein weiterer Schwerpunkt der Arbeit ist die numerische Lo¨sung nichtlinearer Riemann-Hilbert
Probleme. Fu¨r den Spezialfall der konformen Abbildung auf ein beschra¨nktes Gebiet ent-
wickelte Wegmann in [46, 47] ein Verfahren zur Bestimmung dieser Abbildung. Diese
Methode wurde in der Arbeit [43] von Wegert auf Riemann-Hilbert Probleme u¨bertragen.
Bei der numerischen Umsetzung des Wegmann Verfahrens auf einem gleichma¨ßigen Gitter
treten Konvergenz zersto¨rende Pha¨nomene auf, falls das Problem schlecht konditioniert ist.
Zu Beginn ist eine quadratische Konvergenz zu beobachten, die dann in eine lineare Phase der
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Konvergenz u¨bergeht. Anschließend bekommt man einen linearen Anstieg des Zuwachses, was
die Konvergenz des Verfahrens beeintra¨chtigt. A¨hnliche Erscheinungen treten auch bei der
Lo¨sung nichtlinearer Riemann-Hilbert Probleme auf, siehe [43,44]. Aus diesem Grund wollen
wir Modiﬁkationen dieses Verfahrens vorstellen, die ein besseres Konvergenzverhalten auf-
weisen. Neben dem Verfahren von Wegmann gibt es noch weitere Mo¨glichkeiten zur Lo¨sung
nichtlinearer Riemann-Hilbert Probleme. Dabei interpretiert man das Problem als eine nicht-
lineare singula¨re Integralgleichung, wobei der Hilbert-Operator involviert ist. Zur Lo¨sung
dieser Integralgleichung verwendet man dann unter anderem Kollokationsmethoden. Als ein
Beispiel wollen wir die Arbeit [32] nennen.
Die Gliederung der Arbeit ist wie folgt. Kapitel 2 fu¨hrt Bezeichnungen ein und fasst die
Grundlagen zusammen, die wa¨hrend der Arbeit beno¨tigt werden. Wir beginnen mit der Vor-
stellung von Splines und ihren Eigenschaften. Anschließend betrachten wir das Konzept einer
Multiskalenanalyse na¨her und geben die Spline-Wavelets an, die innerhalb der Arbeit ver-
wendet werden. Danach werden Darstellungen des Hilbert-Operators auf der reellen Achse
und auf dem Kreis entwickelt, die fu¨r die Berechnung der Hilbert-Transformation der Wave-
lets nu¨tzlich sind. Abschließend stellen wir die Riemann-Hilbert Probleme und ihre Lo¨sbar-
keit na¨her vor. Im Kapitel 3 wird dann detailliert auf die schnelle numerische Auswertung
des Hilbert-Operators eingegangen. Zu Beginn pra¨sentieren wir Algorithmen zur Bestim-
mung der Hilbert-Transformation der Spline-Wavelets. Im Anschluß widmen wir uns der
Auswertung des Hilbert-Operators sowohl auf einem gleichma¨ßigen Gitter als auch ungleich-
ma¨ßigen Gittern und geben die Komplexita¨t des Verfahrens an. Danach werden adaptive
Strategien vorgestellt, die schrittweise ein Gitter konstruieren, was beispielsweise die Verzer-
rungen bei der konformen Abbildung gut wiedergeben kann. Den Abschluß von Kapitel 3
bilden numerische Ergebnisse unserer Algorithmen. Im folgenden Kapitel 4 werden sowohl
analytische als auch numerische Methoden pra¨sentiert, die zur Lo¨sung von Riemann-Hilbert
Problemen herangezogen werden ko¨nnen. Wir beginnen dabei mit sogenannten expliziten
Riemann-Hilbert Problemen und betrachten danach Riemann-Hilbert Probleme, deren Ziel-
kurven durch eine Funktion parametrisiert werden. Im Anschluß untersuchen wir Riemann-
Hilbert Probleme mit Zielkurven, die durch die Nullstellen einer Funktion beschrieben werden
ko¨nnen. Anhand von Beispielen werden die beschriebenen Verfahren getestet und mit den
theoretischen Resultaten verglichen.
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2 Grundlagen
Wichtige Resultate, die in der Arbeit von Bedeutung sind, werden in diesem Kapitel zu-
sammengefasst. Wir beginnen mit der Vorstellung der verwendeten Funktionenra¨ume. Im An-
schluß fu¨hren wir Splines mit ihren Eigenschaften ein, da sie zur Konstruktion der Wavelets
beno¨tigt werden. Anschließend beschreiben wir das Konzept einer Multiskalenanalyse und
geben die Spline-Wavelets an, die wir wa¨hrend der Arbeit verwenden werden, sowie wichtige
Eigenschaften. Nach einem kleinen Abschnitt zu zirkulanten Matrizen widmen wir uns der
Hilbert-Transformation sowohl auf der reellen Achse als auch auf dem Kreis. Wir pra¨sen-
tieren wichtige Eigenschaften und geben Darstellungen des Hilbert-Operators an, die spa¨ter
zur Auswertung der Hilbert-Transformation der Spline-Wavelets herangezogen werden. Zum
Schluß stellen wir Riemann-Hilbert Probleme und ihre Lo¨sbarkeit vor.
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2.1 Ra¨ume von Funktionen auf ℝ, 핋 und in 픻
Wir stellen zu Beginn die Funktionenra¨ume vor, die in der Arbeit von Bedeutung sind, und
geben einige bekannte Resultate an. Fu¨r Beweise und weiter gehende Informationen verwei-
sen wir auf [7, 17,24,39,49,52].
Mit 퐶 (푋) und 퐶푛 (푋) bezeichnen wir die linearen Ra¨ume der auf 푋 stetigen beziehungs-
weise 푛-mal stetig (reell) diﬀerenzierbaren komplexwertigen Funktionen. Soweit es sich um
normierte Ra¨ume handelt, seien diese mit den u¨blichen Normen versehen.
Fu¨r 1 ≤ 푝 < ∞ seien 퐿푝 (ℝ) und 퐿푝 (핋) die Lebesgue-Ra¨ume der auf der reellen Achse ℝ
beziehungsweise auf der Einheitskreislinie 핋 zur 푝-ten Potenz summierbaren komplexwertigen
Funktionen,
퐿푝 (ℝ)
⎧⎨⎩푓 : ℝ→ ℂ : ∥푓∥퐿푝(ℝ)
⎡⎣∫
ℝ
∣푓 (푥)∣푝 d푥
⎤⎦ 1푝 <∞
⎫⎬⎭ ,
퐿푝 (핋)
⎧⎨⎩푓 : 핋→ ℂ : ∥푓∥퐿푝
⎡⎣∫
핋
∣푓 (푡)∣푝 ∣d푡∣
⎤⎦ 1푝 <∞
⎫⎬⎭ .
Die Ra¨ume 퐿2 (ℝ) und 퐿2 (핋) sind Hilbert-Ra¨ume mit den Skalarprodukten
⟨푓, 푔⟩
∞∫
−∞
푓 (푥) 푔 (푥)d푥,
⟨푓, 푔⟩
∫
핋
푓 (푡) 푔 (푡) ∣d푡∣ .
Die Fourier-Transformierte ℱ (푓) einer auf ℝ stetigen Funktion 푓 mit kompaktem Tra¨ger
wird durch
ℱ (푓) (휉) 1√
2휋
∞∫
−∞
푓 (푥) e−i휉푥d푥
deﬁniert. Wegen der Formel von Parseval-Plancherel
∥ℱ (푓)∥퐿2(ℝ) = ∥푓∥퐿2(ℝ)
kann die Fourier-Transformation ℱ stetig zu einem unita¨ren Operator auf 퐿2 (ℝ) fortgesetzt
werden.
Die Fourier-Koeﬃzienten von 푓 ∈ 퐿푝 (핋) werden mit 푓ˆ푛 bezeichnet und sind durch
푓ˆ푛 =
1
2휋
∫
핋
푓 (푡) 푡−푛 ∣d푡∣ (2.1)
14 Frank Martin
Kapitel 2
gegeben. Fu¨r 푓 ∈ 퐿2 (핋) gilt die Parsevalsche Gleichung
∥푓∥2퐿2 = 2휋
∞∑
푛=−∞
∣∣∣푓ˆ푛∣∣∣2
und die Fourier-Reihe ∞∑
푛=−∞
푓ˆ푛푡
푛, 푡 ∈ 핋, (2.2)
konvergiert in 퐿2 (핋) gegen 푓 .
Fu¨r 푘 ∈ ℕ bezeichnet 푊 푘2 (ℝ) den Sobolev-Raum aller Funktionen auf ℝ, deren verall-
gemeinerte Ableitungen D푠푥푓
d푠
d푥푠 푓 der Ordnungen 푠 = 1, . . . , 푘 in 퐿2 (ℝ) liegen. Eine a¨qui-
valente Deﬁnition ist
푊 푘2 (ℝ) {푓 ∈ 퐿2 (ℝ) : 휉푠ℱ (푓) (휉) ∈ 퐿2 (ℝ) fu¨r 푠 = 0, . . . , 푘} .
Mit der Norm
∥푓∥푊푘2 (ℝ) ∥푓∥퐿2(ℝ) +
∥∥∥D푘푥푓∥∥∥
퐿2(ℝ)
wird 푊 푘2 (ℝ) zu einem Banachraum.
Die Sobolev-Ra¨ume 푊 푘2 (핋) von Funktionen auf der Einheitskreislinie werden mit Hilfe der
Fourier-Koeﬃzienten (2.1) deﬁniert,
푊 푘2 (핋)
{
푓 ∈ 퐿2 (핋) :
∞∑
푛=−∞
(
1 + ∣푛∣2
)푘 ∣∣∣푓ˆ푛∣∣∣2 <∞} .
Fu¨r auf 핋 deﬁnierte Funktionen 푓 bezeichne D푓 ihre verallgemeinerte Ableitung nach dem
Polarwinkel,
D푓
(
ei휏
) − i d
d휏
푓
(
ei휏
)
.
Geho¨rt die Funktion 푓 zu 푊 푘2 (핋), so liegen die Ableitungen D푠푓 der Ordnungen 푠 = 1, . . . , 푘
in 퐿2 (핋) und
∥푓∥푊푘2
(
∥푓∥2퐿2 +
∥∥∥D푘푓∥∥∥2
퐿2
) 1
2
ist eine Norm auf 푊 푘2 (핋). A¨quivalente Normen sind durch
∥푓∥퐿2 + ∥D푓∥퐿2 + . . .+
∥∥∥D푘푓∥∥∥
퐿2
und [ ∞∑
푛=−∞
(
1 + ∣푛∣2
)푘 ∣∣∣푓ˆ푛∣∣∣2]
1
2
gegeben, siehe [24, Satz 4.13] und [52, Satz 7.5].
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Die Transformation 푓˜(휏) := 푓(ei휏 ) vermittelt eine bijektive Zuordnung zwischen Funktionen 푓
auf der Kreislinie 핋 und 2휋-periodischen Funktionen 푓˜ auf der reellen Achse ℝ. Die perio-
dischen Sobolev-Ra¨ume 푊 푘2 [0, 2휋] entstehen aus 푊
푘
2 (핋) durch Identiﬁkation der Funktionen
푓 und 푓˜ . Analog werden die periodischen Sobolev-Ra¨ume 푊 푘2 [푎, 푏] auf einem beliebigen Inter-
vall [푎, 푏] deﬁniert. Speziell wa¨hlen wir als weitere Repra¨sentanten von 핋 die Intervalle [−휋, 휋]
und
[−12 , 12]. Wenn es aus dem Kontext hervorgeht, um welches Intervall es sich handelt, so
bezeichnen wir diese Ra¨ume einfach mit 푊 푘2 .
Neben Funktionen auf ℝ und 핋 betrachten wir auch Funktionen in der komplexen Einheits-
kreisscheibe 픻 {푧 ∈ ℂ : ∣푧∣ < 1}, wobei insbesondere harmonische und holomorphe Funk-
tionen eine wichtige Rolle spielen werden.
Zur Deﬁnition des harmonischen Hardy-Raumes ℋ2 (픻) betrachten wir in 픻 harmonische
Funktionen 푤 : 픻→ ℂ, deﬁnieren fu¨r 0 ≤ 푟 < 1 die Funktionen 푤푟 auf 핋 durch
푤푟 (푡) 푤 (푟푡) , 푡 ∈ 핋,
und setzen
ℋ2 (픻)
{
푤 : 픻→ ℂ : 푤 harmonisch und ∥푤∥ℋ2 sup
0≤푟<1
∥푤푟∥퐿2 <∞
}
.
Funktionen 푤 in ℋ2 (픻) sind im allgemeinen nicht stetig auf die abgeschlossene Kreisscheibe
fortsetzbar, sie besitzen aber Randwerte in einem allgemeineren Sinn. Zu deren Deﬁnition
betrachten wir sogenannte Stolzsche Sektoren,
푆 (푡, 훼)
{
푧 ∈ 픻 : ∣∣arg (1− 푡푧)∣∣ < 훼, ∣푧 − 푡∣ < cos훼} , 0 < 훼 < 휋
2
, 푡 ∈ 핋.
Existiert fu¨r einen Punkt 푡 ∈ 핋 und jeden Winkel 0 < 훼 < 휋2 der Grenzwert
푤∗(푡) := lim
푧→푡
푧∈푆(푡,훼)
푤 (푧) ,
so ist dieser unabha¨ngig von 훼 und wird nichttangentialer Randwert von 푤 in 푡 genannt.
Einen wichtigen Zusammenhang zwischen Funktionen aus ℋ2 (픻) und Funktionen aus 퐿2 (핋)
stellt der Satz von Fatou dar.
Satz 2.1 (Fatou) [28, S. 11] Jede Funktion 푤 ∈ ℋ2 (픻) besitzt fast u¨berall auf 핋 nicht-
tangentiale Randwerte. Die zugeho¨rige Randfunktion 푤∗ liegt in 퐿2 (핋) und es gilt
∥푤∗∥퐿2 = ∥푤∥ℋ2 .
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Umgekehrt kann jede Funktion 푓 ∈ 퐿2 (핋) mit Hilfe der Poissonschen Integralformel
P푓 (푧)
1
2휋
∫
핋
Re
푡+ 푧
푡− 푧 푓 (푡) ∣d푡∣ , 푧 ∈ 픻,
in 픻 zu einer harmonischen Funktion in ℋ2 (픻) fortgesetzt werden, deren (nichttangentiale)
Randfunktion mit 푓 u¨bereinstimmt.
Der holomorphe Hardy-Raum 퐻2 (픻) ist der (abgeschlossene) Unterraum von ℋ2 (픻), der aus
allen in 픻 holomorphen Funktionen besteht.
Der Satz von Fatou gilt natu¨rlich fu¨r 퐻2 (픻) ebenfalls, allerdings ist nicht jede Funktion
푓 ∈ 퐿2 (핋) Randfunktion einer holomorphen Funktion, wie die Beispiele 푓(푡) = 푡−푘 mit 푘 ≥ 1
zeigen.
Wir bezeichnen mit 퐻2 (핋) den abgeschlossenen Unterraum von 퐿2 (핋), der von allen Rand-
funktionen holomorpher Funktionen aus 퐻2 (픻) gebildet wird. Weil die Zuordnung der Rand-
funktion nach dem Satz von Fatou normerhaltend ist, ko¨nnen die holomorphen Hardy-Ra¨ume
퐻2 (픻) in 픻 und 퐻2 (핋) auf 핋 miteinander identiﬁziert werden.
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2.2 Splines
In diesem Kapitel fu¨hren wir die erforderlichen Bezeichnungen fu¨r Splines ein und geben
einen U¨berblick u¨ber wichtige Eigenschaften und Ergebnisse. Fu¨r weiter reichende Details
und Informationen verweisen wir auf [7, 9, 50].
Mit 풫푛 bezeichnen wir die Menge aller Polynome vom Grad ho¨chstens 푛 und 퐶−1 (ℝ) sei der
lineare Raum der auf ℝ stu¨ckweise stetigen Funktionen.
Alle in dieser Arbeit betrachteten Splines sollen der im Folgenden beschriebenen Klasse an-
geho¨ren.
Deﬁnition 2.2 Es sei Δ = (푥푘)푘∈ℤ mit . . . < 푥−1 < 푥0 < 푥1 < . . . eine endliche oder
abza¨hlbare Zerlegung von ℝ ohne Ha¨ufungspunkte und 푚 ∈ ℕ0. Eine Funktion 푓 : ℝ → ℝ
heißt Spline vom Grad 푚 zur Zerlegung Δ, wenn gilt:
1. 푓 ist 푚− 1 mal stetig diﬀerenzierbar, 푓 ∈ 퐶푚−1 (ℝ).
2. Die Restriktion von 푓 auf jedes der Intervalle [푥푘, 푥푘+1) ist ein Polynom vom Grad
ho¨chstens 푚, d.h. 푓 ∣[푥푘,푥푘+1) ∈ 풫푚.
Die Menge aller Splines vom Grad 푚 zur Zerlegung Δ bezeichnen wir mit 풮푚 (Δ). Fu¨r Δ = ℤ
setzen wir 풮푚 = 풮푚 (ℤ).
Wir fu¨hren die Bezeichnungen
푥+ max (0, 푥) , 푥
푚
+ (푥+)
푚 , 푚 ≥ 2,
ein. Dann bilden die Funktionen
{1, . . . , 푥푚} ∪ {(푥− 푥푘)푚+ : 푘 = −푁 + 1, . . . , 푁 − 1} (2.3)
eine Basis fu¨r 풮푚,푁 (Δ) bezu¨glich der Zerlegung Δ = (푥푘)푘∈ℤ ( [9, S. 82] und [50, Satz 3.3.2]).
Dabei ist 풮푚,푁 (Δ) der Unterraum von Funktionen 푓 ∈ 풮푚 (Δ), so dass die Restriktionen
푓 ∣(−∞, 푥−푁+1) und 푓 ∣[푥푁−1,∞)
von 푓 Polynome in 풫푚 sind. Somit besitzt jede Funktion 푓 ∈ 풮푚,푁 (Δ) eine eindeutige
Darstellung als Linearkombination der Funktionen (2.3). Die Basisfunktionen (푥− 푥푘)푚+ sind
unbeschra¨nkt und geho¨ren nicht zu 퐿2 (ℝ).
Eine besser geeignete Basis fu¨r 풮푚 wird von den B-Splines푁푚 (푥− 푘) der Ordnung푚 erzeugt.
Diese Funktionen 푁푚 sind (endliche) Linearkombinationen der (푥− 푘)푚+ mit 푘 ∈ ℤ und
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ko¨nnen rekursiv deﬁniert werden. Dazu sei 푁0 die charakteristische Funktion des Intervalls
[0, 1),
푁0 (푥)
⎧⎨⎩
1, 0 ≤ 푥 < 1
0, sonst
.
Fu¨r 푚 ≥ 1 setzen wir
푁푚 (푥) = 푁푚−1 ∗푁0 (푥) , 푚 = 1, 2, . . . .
Dabei ist die Faltung 푓 ∗ 푔 zweier Funktionen 푓 und 푔 durch
(푓 ∗ 푔) (푥)
∞∫
−∞
푓 (푡) 푔 (푥− 푡) d푡
deﬁniert. Zur Existenz von 푓 ∗ 푔 gilt
Satz 2.3 [7, S. 5] Es sei 푓, 푔 ∈ 퐿2 (ℝ) und 푔 habe einen kompakten Tra¨ger. Dann existiert
(푓 ∗ 푔) (푥) fast u¨berall und 푓 ∗ 푔 ∈ 퐿2 (ℝ) mit
∥푓 ∗ 푔∥퐿2(ℝ) ≤ ∥푓∥퐿2(ℝ) ∥푔∥퐿1(ℝ) .
Aus der rekursiven Deﬁnition der B-Splines lassen sich viele Eigenschaften ableiten, von denen
einige im na¨chsten Satz zusammengefasst sind, vergleiche [9, S. 85-87].
Satz 2.4 Der B-Spline 푁푚 der Ordnung 푚 besitzt die folgenden Eigenschaften:
1. supp푁푚 = [0,푚+ 1].
2. 푁푚 (푥) > 0 fu¨r 0 < 푥 < 푚+ 1.
3.
∞∑
푘=−∞
푁푚 (푥− 푘) = 1 fu¨r alle 푥 ∈ ℝ.
4. Die B-Splines 푁푚 und 푁푚−1 sind durch die Identita¨t
푁푚 (푥) =
푥
푚− 1푁푚−1 (푥) +
푚− 푥
푚− 1푁푚−1 (푥− 1)
verbunden.
5. Die Funktion 푁푚 ist symmetrisch bezu¨glich des Mittelpunktes ihres Tra¨gers:
푁푚
(
푚+ 1
2
+ 푥
)
= 푁푚
(
푚+ 1
2
− 푥
)
, 푥 ∈ ℝ.
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Das Funktionensystem {푁푚 (푥− 푘) : 푘 ∈ ℤ} bildet nicht nur eine Basis fu¨r 풮푚, sondern es
ist sogar eine Riesz-Basis im Sinne der folgenden Deﬁnition.
Deﬁnition 2.5 Eine Funktion 휓 ∈ 퐸 ⊆ 퐿2 (ℝ) generiert eine Riesz-Basis von 퐸, wenn die
beiden Bedingungen erfu¨llt sind:
1. die lineare Hu¨lle von {휓 (⋅ − 푘) : 푘 ∈ ℤ} ist dicht in 퐸 und
2. es existieren positive Konstanten 퐴 und 퐵 mit 0 < 퐴 ≤ 퐵 <∞, so dass
퐴
(∑
푘∈ℤ
∣푐푘∣2
)
≤
∥∥∥∥∥∑
푘∈ℤ
푐푘휓 (⋅ − 푘)
∥∥∥∥∥
2
퐿2(ℝ)
≤ 퐵
(∑
푘∈ℤ
∣푐푘∣2
)
fu¨r alle (푐푘)푘∈ℤ ∈ ℓ2
{
(푑푘)푘∈ℤ :
∑
푘∈ℤ
∣푑푘∣2 <∞
}
gilt.
Im weiteren sei 푉 푚0 die Abschließung von 풮푚 ∩ 퐿2 (ℝ) in 퐿2 (ℝ). Das bedeutet, 푉 푚0 ist der
kleinste abgeschlossene Unterraum von 퐿2 (ℝ), der 풮푚 ∩ 퐿2 (ℝ) entha¨lt.
Satz 2.6 [9, S. 90] Fu¨r jedes 푚 ∈ ℕ0 generiert der B-Spline 푁푚 eine Riesz-Basis im Un-
terraum 푉 푚0 von 퐿2(ℝ). Es existieren also positive Konstanten 퐴푚 und 퐵푚, so dass
퐴푚
(∑
푘∈ℤ
∣푐푘∣2
)
≤
∥∥∥∥∥∑
푘∈ℤ
푐푘푁푚 (⋅ − 푘)
∥∥∥∥∥
2
퐿2(ℝ)
≤ 퐵푚
(∑
푘∈ℤ
∣푐푘∣2
)
fu¨r alle (푐푘) ∈ ℓ2 gilt, mit
퐵푚 = 1, 푚 ≥ 0
퐴푚 =
⎧⎨⎩
1, 푚 = 0
1
(2푚+1)!
푚∏
푘=1
(1+휆푘)
2
∣휆푘∣ , 푚 ≥ 1
.
Dabei sind 휆1, . . . , 휆푚 die ersten 푚 betragsma¨ßig kleinsten Nullstellen des sogenannten Euler-
Frobenius Polynoms
퐸2푚+1 (푧) (2푚+ 1)!푧
푚
푚∑
푘=−푚
푁2푚+2 (푚+ 1 + 푘) 푧
푘.
Bislang haben wir nur Splines mit der Knotenmenge ℤ untersucht. Allgemeiner betrachten
wir die Ra¨ume 풮푗푚
{
푓
(
2푗 ⋅) : 푓 ∈ 풮푚} von Splines zur Knotenmenge 2−푗ℤ, 푗 ∈ ℤ. Weil
jede Spline-Funktion zur Knotenmenge 2−푗ℤ auch ein Spline zur Knotenmenge 2−휈ℤ ist,
solange 푗 < 휈, bekommen wir eine Kette
. . . ⊆ 풮−1푚 ⊆ 풮0푚 ⊆ 풮1푚 ⊆ . . . (2.4)
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von Spline-Ra¨umen. Die Funktionen
{
2
푗
2푁푚
(
2푗푥− 푘) : 푘 ∈ ℤ} bilden eine Riesz-Basis fu¨r
푉 푚푗
{∑
푘∈ℤ
푐푘2
푗
2푁푚 (2푗 ⋅ −푘) : (푐푘)푘∈ℤ ∈ ℓ2
}
mit den gleichen Konstanten wie fu¨r den Fall 푉 푚0 . Wegen 풮0푚 ⊆ 풮1푚 la¨ßt sich die Funktion
푁푚 als Linearkombination von
√
2푁푚 (2 ⋅ −푘), 푘 ∈ ℤ, darstellen:
푁푚 (푥) =
∞∑
푘=−∞
ℎ푘
√
2푁푚 (2푥− 푘) . (2.5)
Die Koeﬃzienten ℎ푘 der Darstellung (2.5) lauten
ℎ푘 =
⎧⎨⎩
√
2 2−(푚+1)
(
푚+1
푘
)
, 0 ≤ 푘 ≤ 푚+ 1
0, sonst
. (2.6)
Mit Hilfe der beiden letzten Eigenschaften lassen sich Spline-Wavelets konstruieren, was im
nachfolgenden Kapitel beschrieben wird.
Zum Abschluß des Abschnittes untersuchen wir das folgende Interpolationsproblem. Gegeben
seien natu¨rliche Zahlen 푗 ∈ ℕ, 푚 ∈ 2ℕ0 + 1 und eine Funktion 푓 ∈ 푊 푘2 [0, 1] mit 푘 < 푚+ 1.
Gesucht ist eine Funktion 푠 ∈ 풮푗푚 mit den Eigenschaften
푠
(
푙
2푗
)
= 푓
(
푙
2푗
)
, 푙 = 0, . . . , 2푗 − 1
푠 (푙 + 1) = 푠 (푙) , 푙 ∈ ℤ.
Dazu beno¨tigen wir die 1-periodischen Versionen der Funktionen 푁푚
(
2푗 ⋅) und deﬁnieren
휑푚 (푥) =
∞∑
푘=−∞
푁푚
(
2푗 (푥+ 푘)
)
.
Auf Grund des kompakten Tra¨gers von 푁푚 ist die Summe endlich und die Funktionen 휑푚
sind wohl deﬁniert. Als Ergebnis bekommen wir nun
Satz 2.7 [21], [35, S. 44] Sei 푓 ∈푊 푘2 [0, 1], 푘 ∈ ℕ, und
푠 (푥) =
2푗−1∑
푛=0
푎푛2
푗
2휑푚
(
푥− 푛
2푗
)
(2.7)
mit
푠
(
푙
2푗
)
= 푓
(
푙
2푗
)
, 푙 = 0, . . . , 2푗 − 1.
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Dann gilt fu¨r 0 ≤ 푟 ≤ 푘 < 푚+ 1 mit 푘 > 12 und 푟 < 푚+ 12
∥푓 − 푠∥푊 푟2 ≤ 퐶2
푗(푟−푘) ∥푓∥푊푘2 .
Die Konstante 퐶 ha¨ngt dabei von 푚, 푟 und 푘 ab und ist unabha¨ngig von 푗 und 푓 .
Die Koeﬃzienten 푎푛 aus (2.7) ko¨nnen durch das Gleichungssystem
2푗−1∑
푛=0
2
푗
2휑푚
(
푙 − 푛
2푗
)
푎푛 = 푓
(
푙
2푗
)
, 푙 = 0, . . . , 2푗 − 1,
bestimmt werden. Dabei ist die Koeﬃzientenmatrix
(
2
푗
2휑푚
(
푙−푛
2푗
))2푗−1,2푗−1
푛=0,푙=0
zirkulant und das
Gleichungssystem la¨ßt sich dadurch schnell lo¨sen, siehe auch Kapitel 2.4. Erga¨nzend ist in [5]
ein Algorithmus mit Komplexita¨t 풪 (2푗) zur Bestimmung der Koeﬃzienten 푎푛 angegeben.
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2.3 Wavelets
In diesem Abschnitt sollen einige Grundlagen der Multiskalenanalyse vorgestellt werden, die
sich in den letzten zwanzig Jahren zu einem wichtigen Werkzeug der angewandten Mathe-
matik entwickelt hat. Speziell geben wir die Multiskalenanalyse an, die von den Splines 푁푚
generiert wird. Ausfu¨hrliche Darstellungen ﬁndet man beispielsweise in [9, 10,14,31].
Eine Multiskalenanalyse besteht aus einer Kette geschachtelter Ra¨ume
. . . ⊆ 푉−2 ⊆ 푉−1 ⊆ 푉0 ⊆ 푉1 ⊆ 푉2 ⊆ . . . (2.8)
mit
∪
푗∈ℤ
푉푗 = 퐿2 (ℝ) ,
∩
푗∈ℤ
푉푗 = {0} ,
welche die folgenden beiden Bedingungen erfu¨llt:
(A) 푓 (푥) ∈ 푉0 ⇔ 푓
(
2푗푥
) ∈ 푉푗 ,
(B) Es existiert eine Skalierungsfunktion 휑 ∈ 푉0, so dass die Menge {휑 (푥− 푘) : 푘 ∈ ℤ}
eine orthonormale Basis von 푉0 ist.
Deﬁnieren wir 휑푗,푘 (푥) 2
푗
2휑
(
2푗푥− 푘), so bildet fu¨r jedes 푗 das System {휑푗,푘}푘∈ℤ eine or-
thonormale Basis fu¨r 푉푗 . Wegen 휑 ∈ 푉0 ⊆ 푉1 = span {휑1,푘 : 푘 ∈ ℤ} erfu¨llt die Funktion 휑
eine Skalierungsgleichung
휑 (푥) =
∞∑
푘=−∞
ℎ푘
√
2휑 (2푥− 푘) . (2.9)
Die Koeﬃzienten ℎ푘 werden Filterkoeﬃzienten genannt. Aufgrund der Orthonormalita¨t von
휑0,푘 genu¨gen sie der Bedingung
∑
푘∈ℤ
ℎ푘ℎ푘+2푛 =
⎧⎨⎩
1, 푛 = 0,
0, 푛 ∕= 0
.
Das mit der Multiskalenanalyse verknu¨pfte orthogonale Wavelet ist dann deﬁniert durch
휓 (푥) =
∑
푘∈ℤ
푔푘
√
2휑 (2푥− 푘) , (2.10)
mit den Filterkoeﬃzienten
푔푘 = (−1)푘 ℎ−푘+1.
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Das System 휓푗,푘 (푥) 2
푗
2휓
(
2푗푥− 푘), 푗, 푘 ∈ ℤ, bildet dann eine orthonormale Basis fu¨r
퐿2 (ℝ). Ferner ist die Menge 푊푗 span {휓푗,푘 : 푘 ∈ ℤ} das orthogonale Komplement von 푉푗
in 푉푗+1.
Der Orthoprojektor P푗 auf die Menge 푉푗 fu¨r eine Funktion 푓 ∈ 퐿2 (ℝ) ist durch
P푗푓 (푥) =
∑
푘∈ℤ
⟨푓, 휑푗,푘⟩휑푗,푘 (푥)
gegeben und der Detail-Operator Q푗 wird durch Q푗 = P푗+1 − P푗 deﬁniert. Aus den Skalie-
rungsgleichungen (2.9), (2.10) und den Orthogonalita¨tsbeziehungen folgt
⟨푓, 휑푗,푘⟩ =
∑
푛∈ℤ
ℎ푛−2푘⟨푓, 휑푗+1,푛⟩,
⟨푓, 휓푗,푘⟩ =
∑
푛∈ℤ
푔푛−2푘⟨푓, 휑푗+1,푛⟩.
(2.11)
Beide Formeln in (2.11) haben die Form einer diskreten Faltung, gefolgt von einem “down-
sampling” (nur jeder zweite Eintrag wird beno¨tigt). Der Ausdruck (2.11) zeigt auf, wie
man die gro¨bere Projektion P푗 aus der feineren P푗+1 berechnen kann, sowie die “Diﬀerenz-
Information” zwischen beiden Projektionen. Umgekehrt bekommen wir aus P푗 und Q푗 die
Projektion P푗+1. Mit (2.9), (2.10) und P푗+1 = P푗 + Q푗 erhalten wir
⟨푓, 휑푗+1,푘⟩ =
∑
푛∈ℤ
[⟨푓, 휑푗,푛⟩⟨휑푗,푛, 휑푗+1,푘⟩+ ⟨푓, 휓푗,푛⟩⟨휓푗,푛, 휑푗+1,푘⟩]
=
∑
푛∈ℤ
[ℎ푘−2푛⟨푓, 휑푗,푛⟩+ 푔푘−2푛⟨푓, 휓푗,푛⟩] .
(2.12)
Das Schema (2.12) besteht aus zwei diskreten Faltungen mit einem vorhergehenden “up-
sampling”. Wir betrachten die Koeﬃzienten ⟨푓, 휑푗,푛⟩ beziehungsweise ⟨푓, 휓푗,푛⟩ als eine Folge,
deren ungerade Eintra¨ge Null sind. Wir setzen 푎푗,푘 ⟨푓, 휑푗,푘⟩ und 푏푗,푘 ⟨푓, 휓푗,푘⟩ und wie-
derholte Anwendung von (2.11) liefert uns die diskrete Wavelet-Transformation:
푎푗,푘 → 푎푗−1,푘 → 푎푗−2,푘 → . . .
↘ ↘ ↘
푏푗−1,푘 푏푗−2,푘 . . .
Eine Verallgemeinerung von orthonormalen Wavelet-Basen sind die biorthogonalen Wavelet-
Basen. Die Multiskalenanalyse wird etwas komplizierter als im orthogonalen Fall. Hauptsa¨ch-
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lich haben wir jetzt zwei Folgen von Ra¨umen
. . . ⊆ 푉−2 ⊆ 푉−1 ⊆ 푉0 ⊆ 푉1 ⊆ 푉2 ⊆ . . . ,
. . . ⊆ 푉˜−2 ⊆ 푉˜−1 ⊆ 푉˜0 ⊆ 푉˜1 ⊆ 푉˜2 ⊆ . . . .
(2.13)
Mit 푊푗 bezeichnen wir den Komplementa¨rraum von 푉푗 in der Menge 푉푗+1 mit der Eigen-
schaft 푊푗 ⊥ 푉˜푗 . Analog deﬁnieren wir den Raum 푊˜푗 . Die Komplementa¨rra¨ume 푊푗 und
푊˜푗 sind nicht mehr zwingend orthogonal zu 푉푗 bzw. 푉˜푗 wie zuvor, stattdessen gelten die
Orthogonalita¨tsrelationen
푊푗 ⊥ 푉˜푗 und 푊˜푗 ⊥ 푉푗 . (2.14)
Wir bekommen also zwei duale Basen {휓푗,푘 : 푗, 푘 ∈ ℤ} und
{
휓˜푗,푘 : 푗, 푘 ∈ ℤ
}
, die durch Di-
latation und Translation von zwei Funktionen 휓 und 휓˜ erzeugt werden. Neben dem Wavelet
휓 und dem dualen Wavelet 휓˜ gibt es die Skalierungsfunktion 휑 und die duale Skalierungs-
funktion 휑˜. Wegen 푉0 +푊0 = 푉1 haben wir die Skalierungsgleichungen
휑 (푥) =
∑
푘
ℎ푘
√
2 휑 (2푥− 푘) ,
휓 (푥) =
∑
푘
푔푘
√
2 휑 (2푥− 푘)
(2.15)
und analog fu¨r 휑˜ und 휓˜:
휑˜ (푥) =
∑
푘
ℎ˜푘
√
2 휑˜ (2푥− 푘) ,
휓˜ (푥) =
∑
푘
푔˜푘
√
2 휑˜ (2푥− 푘) .
Die folgenden Bedingungen garantieren, dass die Funktionen 휓 und 휓˜ zwei duale Riesz-Basen
mit (2.14) bilden, vergleiche [10]:
(C1) Die Folgen (ℎ푘)푘∈ℤ und
(
ℎ˜푘
)
푘∈ℤ
sind reell und nur endlich viele Glieder sind von Null
verschieden.
(C2)
∑
푛∈ℤ
ℎ푛ℎ˜푛+2푘 =
⎧⎨⎩
1, 푘 = 0
0, 푘 ∕= 0
(C3)
푔푘 = (−1)푘+1 ℎ˜−푘+1 und 푔˜푘 = (−1)푘+1 ℎ−푘+1 (2.16)
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(C4) Fu¨r die Fourier-Transformation von 휑 und 휑˜ gelte: Es existiere 퐶, 휀 > 0 mit
∣ℱ (휑) (휉)∣ ≤ 퐶 (1 + ∣휉∣)− 12−휀
∣ℱ (휑˜) (휉)∣ ≤ 퐶 (1 + ∣휉∣)− 12−휀
(C5) Fu¨r 휑 und 휑˜ ist die Orthogonalita¨tsbedingung
∫
휑 (푥) 휑˜ (푥− 푘) d푥 =
⎧⎨⎩
1, 푘 = 0
0, 푘 ∕= 0
erfu¨llt.
Fu¨r weitere Information verweisen wir auf [10,14]. In beiden Arbeiten ist auch eine Mo¨glich-
keit zur Konstruktion von ℎ˜푘 angegeben ausgehend von den Filterkoeﬃzienten ℎ푘. Dabei
mu¨ssen die Bedingungen (C4) und (C5) im Spezialfall genauer untersucht werden.
Im Kapitel 2.2 haben wir gesehen, dass die Spline-Ra¨ume 풮푗푚 die Kette (2.4) bilden. Da
풮푗푚 ⊈ 퐿2 (ℝ) betrachten wir nicht direkt die Ra¨ume 풮푗푚, sondern den Abschluß von
풮푗푚∩퐿2 (ℝ) in 퐿2 (ℝ) und bezeichnen diese Menge mit 푉 푚푗 und bekommen eine analoge Kette
fu¨r die Ra¨ume 푉 푚푗 . Mit Hilfe der Koeﬃzienten ℎ푘 aus (2.6) lassen sich die Filterkoeﬃzienten
ℎ˜푘 konstruieren, so dass die Bedingungen (C1) - (C5) erfu¨llt sind, und wir dadurch eine
biorthogonale Wavelet-Basis fu¨r 퐿2 (ℝ) bekommen. Die Vorgehensweise ist in [10] beschrie-
ben. Es stellt sich heraus, dass unendlich viele Mo¨glichkeiten vorhanden sind. Dazu fu¨hren
wir einen weiteren Parameter 푚˜ ∈ ℤ, 푚˜ ≥ 푚, ein, so dass die Summe 푚 + 푚˜ gerade ist.
Wir bezeichnen das entsprechende Wavelet mit 푚,푚˜휓 , das duale Wavelet mit 푚,푚˜휓˜ und die
duale Skalierungsfunktion mit 푚,푚˜휑˜. Die Skalierungsfunktion 푚휑 ist in diesem Fall nicht der
B-Spline 푁푚 sondern der zentrierte B-Spline 푚휑 (푥) 푁푚
(
푥+ 푚+12
)
. In Tabelle 2.1 sind
die Filterkoeﬃzienten ℎ푘 und ℎ˜푘 fu¨r einige Werte von 푚 und 푚˜ aufgelistet. In Abbildung 2.1
ist der Graph von 1,푚˜휓 fu¨r verschiedene Werte von 푚˜ dargestellt.
푚 ℎ푘√
2
푚˜ ℎ˜푘√
2
1 14 ,
1
2 ,
1
4 1 −18 , 14 , 34 , 14 ,−18
3 3128 ,− 364 ,−18 , 1964 , 4564 , 1964 ,−18 ,− 364 , 3128
3 116 ,
1
4 ,
3
8 ,
1
4 ,
1
16 3 − 5256 , 564 ,− 1256 ,−38 , 35128 , 3532 , 35128 ,−38 ,− 1256 , 564 ,− 5256
Tabelle 2.1: Koeﬃzienten ℎ푘 und ℎ˜푘
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1휑
−1 0 1
−12
0
1
2
1
1,1휓
−1 0 1 2
−12
0
1
2
1
1,3휓
−2 −1 0 1 2 3
−12
0
1
2
1
1,5휓
−3−2−1 0 1 2 3 4
−12
0
1
2
1
Abbildung 2.1: Graph der Funktionen 1휑, 1,1휓, 1,3휓 und 1,5휓
Nachfolgend untersuchen wir Approximationseigenschaften des Projektors P푗
P푗푓 (푥)
∑
푘∈ℤ
⟨푓,푚,푚˜휑˜푗,푘⟩푚휑푗,푘 (푥)
fu¨r 푓 ∈푊 푠2 (ℝ). Wegen 푚,푚˜휓 ∈푊 푠2 (ℝ), 0 ≤ 푠 < 푚+ 12 , verschwinden die Integrale
∞∫
−∞
푥푘푚,푚˜휓˜ (푥) d푥 = 0, 푘 = 0, . . . ,푚,
siehe auch Kapitel 8.3.3 und Satz 5.5.1 aus [14], und folglich haben wir
P푗
(
푥푘
)
= 푥푘, 푘 = 0, . . . ,푚.
Man sagt, die Funktion 푚휑 erfu¨llt die Strang-Fix -Bedingung der Ordnung 푚. Somit haben
wir
Satz 2.8 [8] Fu¨r 푓 ∈푊푚2 (ℝ) gilt
∥푓 − P푗푓∥퐿2(ℝ) ≤ 퐶2−푗푚 ∥푓∥푊푚2 (ℝ) .
Ist sogar 푓 ∈푊푚+12 (ℝ), so haben wir
∥푓 − P푗푓∥퐿2(ℝ) ≤ 퐶2−푗(푚+1) ∥푓∥푊푚+12 (ℝ) .
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Allgemeiner bekommen wir fu¨r 푓 ∈푊 푠2 (ℝ), 0 < 푠 < 푚+ 12 , nach [11] beziehungsweise [30, S.
261]
∥푓 − P푗푓∥푊 푟2 (ℝ) ≤ 퐶2
−푗(푠−푟) ∥푓∥푊 푠2 (ℝ) , 0 ≤ 푟 < 푠.
Weiterhin erhalten wir wegen der Skalierungsgleichung (2.5), Satz 2.6 und 푚휑 ∈ 푊 푠2 (ℝ),
0 ≤ 푠 < 푚 + 12 , mit [11] und [30, S. 260], dass die 푊 푟2 -Norm der Funktion 푓 ∈ 푊 푟2 (ℝ),
0 ≤ 푟 < 푠, mit der Darstellung
푓 (푥) =
∑
푘∈ℤ
푎푗0,푘푚휑푗0,푘 (푥) +
∞∑
푗=푗0
∑
푘∈ℤ
푏푗,푘푚,푚˜휓푗,푘 (푥)
a¨quivalent zu
∥푓∥2,푟
⎛⎝∑
푘∈ℤ
∣푎푗0,푘∣2 +
∞∑
푗=푗0
22푗푟
∑
푘∈ℤ
∣푏푗,푘∣2
⎞⎠ 12
ist. Es existieren also positive Konstanten 푐푟 und 퐶푟 mit
푐푟 ∥푓∥22,푟 ≤ ∥푓∥2푊 푟2 (ℝ) ≤ 퐶푟 ∥푓∥
2
2,푟 .
Als na¨chstes geben wir eine Multiskalenanalyse fu¨r die periodischen Ra¨ume speziell 퐿2
[−12 , 12]
mit Hilfe der B-Splines an. Dazu periodisieren wir die Skalierungsfunktionen 푚휑, 푚,푚˜휑˜ und
die Wavelets 푚,푚˜휓, 푚,푚˜휓˜. Um die Bezeichnungen etwas zu vereinfachen, lassen wir bei den
periodischen Wavelets die Parameter 푚 und 푚˜ weg und geben nur in speziellen Fa¨llen den
Wert der Parameter an. Wir setzen
휑푗,푘 (푥)
∞∑
푛=−∞
푚휑푗,푘 (푥+ 푛) ,
휓푗,푘 (푥)
∞∑
푛=−∞
푚,푚˜휓푗,푘 (푥+ 푛)
und deﬁnieren wegen 휑푗,푘+2푗 = 휑푗,푘 beziehungsweise 휓푗,푘+2푗 = 휓푗,푘
푉푗 span {휑푗,푘 (푥) : 푘 = 0, . . . , 2푗 − 1},
푊푗 span {휓푗,푘 (푥) : 푘 = 0, . . . , 2푗 − 1}.
Aufgrund der Eigenschaften der B-Splines aus Satz 2.4 gilt fu¨r 푗 ≤ 0
휑푗,푘 (푥) ≡ 1 und 휓푗,푘 (푥) ≡ 0.
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Analog verfahren wir mit den dualen Funktionen 푚,푚˜휑˜ und 푚,푚˜휓˜. Jede Funktion
푓 ∈ 퐿2
[−12 , 12] besitzt nun die eindeutige Darstellung
푓 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥) (2.17)
mit den Wavelet-Koeﬃzienten
푎푗0,푘 = ⟨푓, 휑˜푗0,푘⟩, 푘 = 0, . . . , 2푗0 − 1,
푏푗,푘 = ⟨푓, 휓˜푗,푘⟩, 푘 = 0, . . . , 2푗 − 1; 푗 = 푗0, . . . .
Weiterhin bleiben alle Aussagen des aktuellen Abschnitts, welche fu¨r Funktionen und Ra¨ume
u¨ber ℝ formuliert worden sind, gu¨ltig fu¨r Funktionen und Ra¨ume u¨ber das periodische
Intervall, wenn wir die Summation u¨ber 푘 ∈ ℤ durch die Summation 푘 = 0, . . . , 2푗 − 1
und die Ra¨ume 퐿2 (ℝ) und 푊 푠2 (ℝ) durch 퐿2
[−12 , 12] beziehungsweise 푊 푠2 [−12 , 12] ersetzen.
Zusammenfassend haben wir:
∙ Die Systeme {휑푗0,푘 : 푘 = 0, . . . , 2푗0 − 1} ∪ {휓푗,푘 : 푘 = 0, . . . , 2푗 − 1; 푗 = 푗0, . . .} und{
휑˜푗0,푘 : 푘 = 0, . . . , 2
푗0 − 1} ∪ {휓˜푗,푘 : 푘 = 0, . . . , 2푗 − 1; 푗 = 푗0, . . .} bilden eine Riesz-
Basis fu¨r 퐿2
[−12 , 12].
∙ Deﬁnieren wir fu¨r 푓 ∈푊 푠2
[−12 , 12], 0 < 푠 < 푚+ 12 , den Operator
P푗푓 (푥)
2푗−1∑
푘=0
⟨푓, 휑˜푗,푘⟩휑푗,푘 (푥) ,
so gilt
∥푓 − P푗푓∥푊 푟2 ≤ 퐶2
−푗(푠−푟) ∥푓∥푊 푠2 , 0 ≤ 푟 < 푠. (2.18)
∙ Fu¨r eine Funktion 푓 ∈ 푊 푠2
[−12 , 12], 0 ≤ 푠 < 푚 + 12 , mit der Darstellung (2.17) ist die
푊 푠2 -Norm a¨quivalent zu
∥푓∥2,푠
⎛⎝2푗0−1∑
푘=0
∣푎푗0,푘∣2 +
∞∑
푗=푗0
22푗푠
2푗−1∑
푘=0
∣푏푗,푘∣2
⎞⎠ 12 . (2.19)
Folglich existieren Konstanten 푐푠 und 퐶푠 mit
푐푠 ∥푓∥22,푠 ≤ ∥푓∥2푊 푠2 ≤ 퐶푠 ∥푓∥
2
2,푠 . (2.20)
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2.4 Zirkulante Matrizen
In diesem Kapitel stellen wir die fu¨r die Arbeit relevanten Details zu zirkulanten Matrizen
vor. Weitere Informationen ko¨nnen beispielsweise in [15] nachgelesen werden.
Eine Matrix 퐴 ∈ ℂ푛×푛 heißt zirkulant, wenn jeder Zeilenvektor relativ zum daru¨berliegenden
Zeilenvektor zyklisch um einen Eintrag nach rechts verschoben ist. Die Matrix 퐴 ist also
zirkulant, wenn ein Vektor a = (푎0, . . . , 푎푛−1)⊤ ∈ ℂ푛 existiert, so dass gilt
퐴 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푎0 푎푛−1 푎푛−2 ⋅ ⋅ ⋅ 푎1
푎1 푎0 푎푛−1 ⋅ ⋅ ⋅ 푎2
푎2 푎1 푎0 ⋅ ⋅ ⋅ 푎3
...
. . .
...
푎푛−1 푎푛−2 푎푛−3 ⋅ ⋅ ⋅ 푎0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Die Multiplikation eines Vektors x = (푥0, . . . , 푥푛−1)⊤ ∈ ℂ푛 mit einer zirkulanten Matrix
lautet dann wie folgt
푛−1∑
푗=0
푎푙−푗푥푗 , 푙 = 0, . . . , 푛− 1,
wobei wir den Vektor a zyklisch erweitern. Dies entspricht gerade einer diskreten Faltung.
Damit la¨ßt sich mittels der diskreten Fourier-Transformation eines Vektors
c = (푐0, . . . , 푐푛−1)⊤ ∈ ℂ푛
푐ˆ푘 =
1
푛
푛−1∑
푙=0
푐푙e
−2휋i 푘푙
푛 , 푘 = 0, . . . , 푛− 1,
das Gleichungssystem
퐴x = b
mit der zirkulanten Matrix 퐴 ∈ ℂ푛×푛 und dem Vektor b = (푏0, . . . , 푏푛−1)⊤ ∈ ℂ푛 eﬃzient
lo¨sen. Wenden wir die diskrete Fourier-Transformation auf b an, so bekommen wir
푏ˆ푘 =
1
푛
푛−1∑
푙=0
푏푙e
−2휋i 푘푙
푛 =
1
푛
푛−1∑
푙=0
푛−1∑
푗=0
푎푙−푗푥푗e−2휋i
푘푙
푛
=
1
푛
푛−1∑
푗=0
푥푗
푛−1∑
푙=0
푎푙−푗e−2휋i
푘푙
푛 =
1
푛
푛−1∑
푗=0
푥푗e
−2휋i 푘푗
푛
푛−1−푗∑
푙=−푗
푎푙e
−2휋i 푘푙
푛
= 푛푥ˆ푘 ⋅ 푎ˆ푘. (2.21)
Mittels der inversen diskreten Fourier-Transformation eines Vektors cˆ = (푐ˆ0, . . . , 푐ˆ푛−1)⊤ ∈ ℂ푛
푐푙 =
푛−1∑
푘=0
푐ˆ푘e
2휋i 푘푙
푛 , 푙 = 0, . . . , 푛− 1,
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erhalten wir die Lo¨sung x durch
푥푙 =
1
푛
푛−1∑
푘=0
푏ˆ푘
푎ˆ푘
e2휋i
푘푙
푛 .
Die Fourier-Matrix
F
1√
푛
(
e−2휋i
푘푙
푛
)푛,푛
푘=0,푙=0
diagonalisiert somit die zirkulante Matrix 퐴.
Mittels der schnellen Fourier-Transformation FFT la¨ßt sich die Lo¨sung mit einer Komplexita¨t
von 풪 (푛 log 푛) fu¨r eine Vielzahl von 푛 ∈ ℕ bestimmen.
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2.5 Die Hilbert-Transformation auf ℝ
Fu¨r eine Funktion 푓 ∈ 퐿2 (ℝ) ist der Hilbert-Operator Hℝ : 퐿2 (ℝ) → 퐿2 (ℝ) auf der reellen
Achse ℝ deﬁniert durch
Hℝ푓 (푦)
1
휋
∞∫
−∞
푓 (푥)
푥− 푦d푥. (2.22)
Das singula¨re Integral ist als Cauchyscher Hauptwert
Hℝ푓 (푦) =
1
휋
lim
휀→+0
∫
∣푦−푥∣≥휀
푓 (푥)
푥− 푦d푥
zu verstehen. Einige wichtige Eigenschaften von Hℝ sind im folgenden Satz zusammengestellt.
Satz 2.9 1. Der Hilbert-Operator Hℝ ist dilatations- und translationsinvariant; d.h. fu¨r
푓 ∈ 퐿2 (ℝ) ist
푔 (푥) 푓 (휎푥) ⇒ Hℝ푔 (푦) = Hℝ푓 (휎푦) ,
ℎ (푥) 푓 (푥− 푎) ⇒ Hℝℎ (푦) = Hℝ푓 (푦 − 푎) .
2. Sei 푓 ∈ 퐿2 (ℝ). Fu¨r die Fourier-Transformation von Hℝ푓 gilt
ℱ (Hℝ) (휉) = i sgn (휉)ℱ (푓) (휉) .
3. Ist 푓 ∈푊 12 (ℝ), so haben wir
D푥Hℝ푓 = HℝD푥푓,
d.h. Diﬀerentiation und der Hilbert-Operator Hℝ sind vertauschbar. Ebenso lassen sich
Integration und Anwendung des Hilbert-Operators Hℝ vertauschen.
4. Der Operator Hℝ : 푊
푘
2 (ℝ)→푊 푘2 (ℝ), 푘 ∈ ℕ0, ist beschra¨nkt mit ∥Hℝ∥ = 1.
5. Seien 푓, 푔 ∈ 퐿2 (ℝ) und 푔 habe einen kompakten Tra¨ger. Dann gilt
Hℝ (푓 ∗ 푔) = (Hℝ푓) ∗ 푔.
6. Fu¨r 푓 ∈ 퐿2 (ℝ) mit kompaktem Tra¨ger haben wir mit 푔 (푥) 푥푓 (푥)
Hℝ푔 (푦) =
1
휋
∞∫
−∞
푓 (푥) d푥+ 푦Hℝ푓 (푦) .
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Beweis : Die erste Behauptung la¨ßt sich durch Einsetzen einfach veriﬁzieren.
Die Aussagen 2. bis 4. sind bekannte Resultate und sind zum Beispiel in [7, S. 311 und 329]
und [27, Kapitel 4.8 und Kapitel 5.2] zu ﬁnden.
zu 5. Nach Satz 2.3 existiert sowohl 푓 ∗ 푔 als auch (Hℝ푓) ∗ 푔 und sind Elemente von 퐿2 (ℝ).
Anwendung der Fourier-Transformation auf Hℝ (푓 ∗ 푔) liefert
ℱ (Hℝ (푓 ∗ 푔)) (휉) = i sgn (휉)ℱ (푓 ∗ 푔) (휉)
= i sgn (휉)ℱ (푓) (휉) ⋅ ℱ (푔) (휉)
= ℱ (Hℝ푓) (휉) ⋅ ℱ (푔) (휉)
= ℱ ((Hℝ푓) ∗ 푔) (휉) .
Die Behauptung folgt nun, da die Fourier-Transformation eine Isomorphie von 퐿2 (ℝ)
ist.
zu 6. Da 푓 einen kompakten Tra¨ger hat, ist 푔 ∈ 퐿2 (ℝ). Wir berechnen Hℝ푔 direkt und
gelangen zu
Hℝ푔 (푦) =
1
휋
∞∫
−∞
푥푓 (푥)
푥− 푦 d푥 =
1
휋
∞∫
−∞
(푥− 푦 + 푦) 푓 (푥)
푥− 푦 d푥
=
1
휋
∞∫
−∞
푓 (푥) d푥+
1
휋
∞∫
−∞
푦푓 (푥)
푥− 푦 d푥
=
1
휋
∞∫
−∞
푓 (푥) d푥+ 푦Hℝ푓 (푦) .
#
Wir beno¨tigen die Hilbert-Transformation Hℝ hauptsa¨chlich fu¨r Splines vom Grad 휅, die
einen kompakten Tra¨ger besitzen. Dazu betrachten wir zuna¨chst ein Polynom, das auf einem
Intervall [푎, 푏] deﬁniert ist,
푓 (푥) = 휒[푎,푏] (푥)푥
푘
mit der charakteristischen Funktion
휒퐼 (푥) =
⎧⎨⎩
1, 푥 ∈ 퐼
0, sonst
.
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Als Ergebnis bekommen wir
휋Hℝ푓 (푦) =
푏∫
푎
푥푘
푥− 푦d푥 =
푏∫
푎
(푥− 푦 + 푦)푘
푥− 푦 d푥
=
푏∫
푎
(
푘−1∑
푙=0
(
푘
푙
)
(푥− 푦)푘−푙−1 푦푙 + 푦
푘
푥− 푦
)
d푥
=
푘−1∑
푙=0
(
푘
푙
)
1
푘 − 푙
(
(푏− 푦)푘−푙 − (푎− 푦)푘−푙
)
+ 푦푘 ln
∣∣∣∣ 푏− 푦푎− 푦
∣∣∣∣ . (2.23)
Um eine explizite Darstellung der Hilbert-Transformation Hℝ fu¨r einen Spline vom Grad 휅
mit kompaktem Tra¨ger zu gewinnen, untersuchen wir die Momente von Funktionen und damit
zusammenha¨ngende Eigenschaften der Hilbert-Transformation Hℝ.
Deﬁnition 2.10 Fu¨r jede Funktion 푓 ∈ 퐿2 (ℝ) bezeichne 푀푘(푓) das Moment der Ordnung
푘 ∈ ℕ0 durch
푀푘 (푓)
∞∫
−∞
푥푘푓 (푥) d푥,
sofern das entsprechende Integral konvergiert.
Eine wichtige Rolle spielen Funktionen mit verschwindenden Momenten. Das folgende Lemma
beschreibt solche Funktionen mit Hilfe von Ableitungen.
Lemma 2.11 Sei 푓 ∈ 퐿2 (ℝ) mit kompaktem Tra¨ger. Dann gilt
푀푘 (푓) = 0 fu¨r 푘 = 0 . . . , 휇− 1.
genau dann, wenn eine Funktion 푔 ∈푊휇2 (ℝ) mit kompaktem Tra¨ger und D휇푥푔 = 푓 existiert.
Beweis : Wir beginnen mit dem Fall, dass die Momente 푀푘 (푓) , 푘 = 0, . . . , 휇−1, verschwin-
den. Wir deﬁnieren
퐹 (푥)
푥∫
−∞
푓 (푦) d푦.
Folglich gilt 퐹 ∈ 푊 12 (ℝ) mit D푥퐹 = 푓 . Die Funktion 퐹 besitzt wegen 푀0 (푓) = 0 einen
kompakten Tra¨ger. Weiter ist
푀푘 (퐹 ) =
∞∫
−∞
푥푘퐹 (푥) d푥 =
1
푘 + 1
푥푘+1퐹 (푥)
∣∣∣∞
−∞
−
∞∫
−∞
1
푘 + 1
푥푘+1푓 (푥) d푥 = 0
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fu¨r 푘 = 0, . . . , 휇−2. Wiederholte Anwendung liefert die Funktion 푔 ∈푊휇2 (ℝ) mit kompaktem
Tra¨ger und D휇푥푔 = 푓 .
Umgekehrt sei 푔 ∈푊휇2 (ℝ) mit kompaktem Tra¨ger und 푓 = D휇푥푔. Wegen
∞∫
−∞
푥푘D푙푥푔 (푥) d푥 = 푥
푘D푙−1푥 푔 (푥)
∣∣∣∞
−∞
−
∞∫
−∞
푘푥푘−1D푙−1푥 (푥) d푥
fu¨r 푙 = 1, . . . , 휇 und 푘 = 1, . . . , 푙 − 1 und
∞∫
−∞
D푙푥푔 (푥) d푥 = D
푙−1
푥 푔 (푥)
∣∣∣∞
−∞
= 0, 푙 = 1, . . . , 휇,
folgt 푀0 (푓) = . . . = 푀휇−1 (푓) = 0. #
Fu¨r periodische Funktionen deﬁnieren wir die Momente, indem wir u¨ber ein Periodenintervall
anstelle von ℝ integrieren. Analog erhalten wir
Lemma 2.12 Sei 푓 ∈ 퐿2 (핋) mit kompaktem Tra¨ger. Dann gilt
푀푘 (푓) = 0 fu¨r 푘 = 0 . . . , 휇− 1.
genau dann, wenn es eine Funktion 푔 ∈푊휇2 (핋) mit kompaktem Tra¨ger und
D휇푔
(
ei휏
)
= 푓
(
ei휏
)
gibt.
Mit Hilfe der Momente von 푓 la¨ßt sich eine asymptotische Entwicklung von Hℝ푓(푦) fu¨r große
Werte von 푦 angeben. Es gilt
Satz 2.13 Fu¨r eine Funktion 푓 ∈ 퐿2 (ℝ) mit kompaktem Tra¨ger haben wir
Hℝ푓 (푦) = − 1
휋
푛−1∑
푘=0
푀푘 (푓)
푦푘+1
+푅푛 (푓, 푦)
mit
푅푛 (푓, 푦) = 풪
(
1
푦푛+1
)
, 푦 → ±∞.
Beweis : Der Tra¨ger von 푓 mo¨ge im Intervall [−휎, 휎] liegen. Mit Hilfe der Taylor-Entwicklung
von 1푥−푦 bezu¨glich 푥 um 푥0 = 0
1
푥− 푦 = −
1
푦
− 1
푦2
푥− . . .− 1
푦푛
푥푛−1 +
(−1)푛
(휉 (푥)− 푦)푛+1푥
푛,
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mit 0 < ∣휉 (푥)∣ < 푥 ≤ 휎 bekommen wir fu¨r ∣푦∣ > 휎 mit Deﬁnition 2.10
Hℝ푓 (푦) =
1
휋
휎∫
−휎
푓 (푥)
푥− 푦d푥
=
1
휋
휎∫
−휎
[
−1
푦
− 1
푦2
푥− . . .− 1
푦푛
푥푛−1 +
(−1)푛
(휉 (푥)− 푦)푛+1푥
푛
]
푓 (푥) d푥
= − 1
휋
푛−1∑
푘=0
푀푘 (푓)
푦푘+1
+
1
휋
휎∫
−휎
(−1)푛 푥푛푓 (푥)
(휉 (푥)− 푦)푛+1 d푥︸ ︷︷ ︸
=푅푛(푓,푦)
.
Die Asymptotik von 푅푛 (푓, 푦) ergibt sich aus der Abscha¨tzung
∣푅푛 (푓, 푦)∣ ≤ 1
휋
휎∫
−휎
∣푥∣푛 ∣푓 (푥)∣
∣푦 − 휉 (푥)∣푛+1 d푥
≤ 1
휋
1
(∣푦∣ − 휎)푛+1
휎∫
−휎
∣푥∣푛 ∣푓 (푥)∣ d푥
≤ 1
휋
∥푓∥퐿2(ℝ)
(∣푦∣ − 휎)푛+1
⎛⎝ 휎∫
−휎
푥2푛d푥
⎞⎠ 12
=
√
2 ∥푓∥퐿2(ℝ)
휋
√
2푛+ 1
휎−
1
2
(
휎
∣푦∣ − 휎
)푛+1
.
#
Wir kehren zu den Splines zuru¨ck. Sei 퐼 [푎, 푏] ein beliebiges Intervall und 푥0 푎 < 푥1 <
. . . < 푥휆−1 < 푥휆 푏 eine Unterteilung des Intervalls 퐼, welche wir zu einer Zerlegung Δ =
(푥푘)푘∈ℤ von ganz ℝ fortsetzen. Gegeben sei nun ein Spline 휙 ∈ 풮휅 (Δ), 0 ≤ 휅 < 휆, mit den
Eigenschaften
(C1) 휙 (푥) ≡ 0 fu¨r 푥 ∈ ℝ∖퐼,
(C2) die Momente 푀0 (휙) , . . . ,푀휇−1 (휙) von 휙 mit 휇 ∈ ℕ0 verschwinden.
Bemerkung: Die Bedingung (C2) fu¨r 휇 = 0 besagt, dass 푀0 (휙) von Null verschieden ist.
Die Funktion 휒 (푥) 휙(휅) (푥) ist dann stu¨ckweise konstant mit 휒 (푥) = 푐˜푘 fu¨r 푥 ∈ [푥푘, 푥푘+1).
Wir setzen 푐˜−1 = 푐˜휆 = 0 und bekommen nach (2.23) fu¨r die Hilbert-Transformation Hℝ휒
휋Hℝ휒 (푦) =
휆−1∑
푘=0
푐˜푘 (ln ∣푥푘+1 − 푦∣ − ln ∣푥푘 − 푦∣) =
휆∑
푘=0
(−푐˜푘 + 푐˜푘−1)︸ ︷︷ ︸
푐푘
ln ∣푦 − 푥푘∣
=
휆∑
푘=0
푐푘 ln ∣푦∣+
휆∑
푘=0
푐푘 ln
∣∣∣∣1− 푥푘푦
∣∣∣∣ .
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Aus Satz 2.13 folgt Hℝ휒 (푦)→ 0 fu¨r 푦 → ±∞ und somit haben wir
휆∑
푘=0
푐푘 = 0 und
휋Hℝ휒 (푦) =
휆∑
푘=0
푐푘 ln
∣∣∣∣1− 푥푘푦
∣∣∣∣ . (2.24)
Durch Anwendung von Lemma 2.11 sehen wir, dass die Momente 푀0 (휒) , . . . ,푀휇+휅−1 (휒)
von 휒 verschwinden. Nach Satz 2.13 verha¨lt sich Hℝ휒 asymptotisch wie 풪
(
1
푦휇+휅+1
)
. Mit
Hilfe der Taylor-Reihe
ln (1 + 푦) =
∞∑
푘=1
(−1)푘+1 푦
푘
푘
erha¨lt man aus dieser Eigenschaft das Gleichungssystem
푐0푥
1
0 + 푐1푥
1
1 + . . . + 푐휆푥
1
휆 = 0,
푐0푥
2
0 + 푐1푥
2
1 + . . . + 푐휆푥
2
휆 = 0,
...
...
...
푐0푥
휇+휅
0 + 푐1푥
휇+휅
1 + . . . + 푐휆푥
휇+휅
휆 = 0
fu¨r die Koeﬃzienten 푐0, . . . , 푐휆. Zusammen mit der Gleichung
휆∑
푘=0
푐푘 = 0 bekommen wir
휇+ 휅+ 1 Gleichungen. Durch Normalisierung von 푐0 = −1 gelangen wir zu dem Gleichungs-
system ⎛⎜⎜⎜⎜⎜⎜⎝
1 1 . . . 1
푥11 푥
1
2 . . . 푥
1
휆
...
...
...
...
푥휇+휅1 푥
휇+휅
2 . . . 푥
휇+휅
휆
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
푐1
푐2
...
푐휆
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎝
1
푥0
...
푥휇+휅0
⎞⎟⎟⎟⎟⎟⎟⎠ .
Ist 휇+휅+1 = 휆, so ist die Koeﬃzientenmatrix eine Vandermonde-Matrix und somit regula¨r.
Dadurch erhalten wir die Koeﬃzienten 푐1, . . . , 푐휆. Fu¨r die Hilbert-Transformation Hℝ von 휙
integrieren wir die Darstellung (2.24) 휅-mal, da Integration und der Hilbert-Operator Hℝ
nach Satz 2.9 vertauschbar sind. Mit
휆∑
푘=0
푐푘 = 0 und
∫
푥푘 ln푥d푥 =
1
푘 + 1
푥푘+1 ln ∣푥∣ − 1
(푘 + 1)2
푥푘+1, 푘 ∈ ℕ0,
bekommen wir
휋Hℝ휙 (푦) =
휆∑
푘=0
푐푘
휅!
(푦 − 푥푘)휅 ln ∣푦 − 푥푘∣ . (2.25)
Damit haben wir gezeigt:
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Satz 2.14 Sei 휆, 휅, 휇 ∈ ℕ mit 휇+휅+1 = 휆. Weiter sei das abgeschlossene Intervall 퐼 [푎, 푏]
und eine Zerlegung Δ = (푥푘)푘∈ℤ von ℝ mit 푥0 = 푎 und 푥휆 = 푏 gegeben. Dann existiert genau
ein normierter Spline 휙 ∈ 풮휅 (Δ) mit den Eigenschaften (C1) und (C2). Weiterhin ist die
Hilbert-Transformation von 휙 durch (2.25) gegeben.
Folgerung: Gegeben sei das Intervall 퐼 [0, 휆+ 1] und die Zerlegung ℤ von ℝ. Dann besitzt
der eindeutig bestimmte Spline 휙 ∈ 풮휅 aus Satz 2.14 die Darstellung
휙 (푥) = 퐶D휇푥푁휆 (푥)
mit einer Konstanten 퐶 ∈ ℝ und dem B-Spline 푁휆.
Beweis : Der B-Spline 푁휆 erfu¨llt die Eigenschaft (C1) und es gilt 푀0 (푁휆) ∕= 0. Auf Grund
von Lemma 2.11 verha¨lt sich die Hilbert-Transformation Hℝ von D
휇
푥푁휆 (푥) wie
1
푦휇+1
. Wegen
der Eindeutigkeit des normierten Splines 휙 aus Satz 2.14 folgt die Behauptung. #
Der Satz 2.14 gibt einen Zusammenhang zwischen dem Grad 휅 des Splines, der Anzahl der
Momente 휇, die verschwinden, und der Gro¨ße des Tra¨gers 휆 an. Außerdem liefert der Beweis
eine Mo¨glichkeit zur Berechnung der Hilbert-Transformation Hℝ des Splines.
Die Asymptotik der Hilbert-Transformation Hℝ eines Splines mit Grad 휅 zur Zerlegung Δ ist
also bereits durch die Anzahl der Zerlegungspunkte im Tra¨ger des Splines und die Anzahl der
verschwindenden Momente eindeutig bestimmt. Will man umgekehrt einen Spline vom Grad
휅 konstruieren, dessen Hilbert-Transformation Hℝ ein bestimmtes Verhalten zeigt, so ist die
“Gro¨ße des Tra¨gers” (abgesehen von Skalierungen) von dieser Asymptotik bereits festgelegt.
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2.6 Die Hilbert-Transformation auf 핋
Nachdem im vorhergehenden Kapitel der Hilbert-Operator auf der reellen Achse vorgestellt
worden ist, wollen wir jetzt das Pendant fu¨r periodische Funktionen kennenlernen.
Deﬁnition 2.15 Fu¨r 푓 ∈ 퐿2 (핋) ist der Hilbert-Operator H deﬁniert durch
H푓
(
ei휏
) 1
2휋
휋∫
−휋
cot
푠− 휏
2
푓
(
ei푠
)
d푠. (2.26)
Der Operator H ist wieder ein singula¨rer Integraloperator und somit als Cauchyscher Haupt-
wert zu verstehen. Die Auswertung des Hilbert-Operators H auf den trigonometrischen Funk-
tionen ergibt
H : sin 푘휏 7→ cos 푘휏 (푘 ∈ ℕ) ,
H : cos 푘휏 7→ − sin 푘휏 (푘 ∈ ℕ0) .
(2.27)
Damit erhalten wir den Hilbert-Operator fu¨r die Funktionen 푡푘, 푡 ∈ 핋 und 푘 ∈ ℤ:
H : 푡푘 7→ i sgn 푘 푡푘,
wobei wir sgn 0 gleich Null setzen. Ist die Fourier-Reihe der Funktion 푓 ∈ 퐿2 (핋)
푓 (푡) =
∞∑
푘=−∞
푓ˆ푘푡
푘
gegeben, so lautet die Hilbert-Transformation H nun
H푓 (푡) =
∞∑
푘=−∞
i sgn 푘 푓ˆ푘푡
푘.
Man beachte die Analogie zwischen der Berechnung von Hℝ und H. Der na¨chste Satz faßt
einige weitere Eigenschaften zusammen, siehe auch [7, S. 334ﬀ] und [27, S. 295 und 307].
Satz 2.16 1. Der Operator H : 푊 푘2 (핋) → 푊 푘2 (핋), 푘 ∈ ℕ0, ist ein beschra¨nkter linearer
Operator mit
∥H∥ = 1.
2. Der Hilbert-Operator ist translationsinvariant, d.h. fu¨r 푓 ∈ 퐿2 (핋) gilt
푔
(
ei휏
)
푓
(
ei(휏−푠)
)
⇒ H푔 (ei휏) = H푓 (ei(휏−푠)) .
3. Diﬀerentiation und der Hilbert-Operator H sind vertauschbar.
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4. Die Funktion 푓 = 푢 + i푣 ∈ 퐿2 (핋) mit reellen Funktionen 푢 und 푣 ist genau dann
Randfunktion einer holomorphen Funktion 푤 aus 퐻2 (픻), wenn die Funktionen 푢 und
푣 folgender Beziehung genu¨gen:
푢 = H푣 + 푢 (0) , 푣 = −H푢+ 푣 (0) .
Dabei sind
푢 (0) =
1
2휋
휋∫
−휋
푢
(
ei휏
)
d휏, 푣 (0) =
1
2휋
휋∫
−휋
푣
(
ei휏
)
d휏
die Mittelwerte der Funktionen 푢 und 푣.
5. Fu¨r die periodische Faltung von 푓 ∈ 퐿2 (핋) und 푔 ∈ 퐿1 (핋)
(푓 ∗ 푔) (ei휏) 1
2휋
휋∫
−휋
푓
(
ei푠
)
푔
(
ei휏−푠
)
d푠, 휏 ∈ [−휋, 휋] ,
haben wir
H (푓 ∗ 푔) = (H푓) ∗ 푔.
Bemerkung: Punkt 4 von Satz 2.16 gibt eine Charakterisierung der Funktionen 푓 aus dem
holomorphen Hardy-Raum auf 핋.
Bemerkung: Der Hilbert-Operator H ist nicht mehr dilatationsinvariant, was Auswirkungen
auf die Berechnung von H휑 haben wird.
Um einen Zusammenhang zwischen den beiden Hilbert-Operatoren Hℝ und H herzustellen,
nehmen wir uns eine Funktion 푓 ∈ 퐿2 (핋) her und deﬁnieren
푓˜ (푥)
⎧⎨⎩
푓
(
ei푥
)
, 푥 ∈ [−휋, 휋]
0, sonst
(2.28)
und untersuchen Hℝ푓˜ . Wir deﬁnieren H푘 : 퐿2 (핋)→ 퐶푠 (−휋, 휋) fu¨r 푘 ≥ 1 und 푠 ∈ ℕ0 durch
H푘푓 (푦) Hℝ푓˜ (푦 + 2휋푘) + Hℝ푓˜ (푦 − 2휋푘) .
Wir bekommen
Lemma 2.17 Der Operator H푘 : 퐿2 (핋) → 퐶푠 (−휋, 휋) ist fu¨r 푘 ≥ 2 und 푠 ∈ ℕ0 beschra¨nkt
mit
∥H푘∥ ≤ 퐶 (푠) 1
(푘 − 1)2 .
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Beweis : Wir berechnen fu¨r 푓 ∈ 퐿2 (핋)
∥H푘푓∥2퐶푠 = ∥H푘푓∥2퐿2 +
∥∥D푠푦H푘푓∥∥2퐿2 .
Dazu betrachten wir zuna¨chst fu¨r 푦 ∈ [−휋, 휋]
D푙푦H푘푓 (푦) =
d푙
d푦푙
⎛⎝ 1
휋
∞∫
−∞
푓˜ (푥)
푥− 푦 − 2휋푘d푥+
1
휋
∞∫
−∞
푓˜ (푥)
푥− 푦 + 2휋푘d푥
⎞⎠ .
Der Tra¨ger von 푓˜ ist laut Deﬁnition das Intervall [−휋, 휋] und folglich sind die Funktionen
1
푥−푦−2휋푘 und
1
푥−푦+2휋푘 fu¨r 푘 ≥ 2 beschra¨nkte beliebig oft diﬀerenzierbare Funktionen. Somit
la¨ßt sich Diﬀerentiation und Integration vertauschen und wir erhalten
D푙푦H푘푓 (푦) =
1
휋
휋∫
−휋
푙!푓
(
ei푥
)
(푥− 푦 − 2휋푘)푙+1 d푥+
1
휋
휋∫
−휋
푙!푓
(
ei푥
)
(푥− 푦 + 2휋푘)푙+1 d푥
=
푙!
휋
휋∫
−휋
푓
(
ei푥
)( 1
(푥− 푦 − 2휋푘)푙+1 +
1
(푥− 푦 + 2휋푘)푙+1
)
d푥. (2.29)
Fu¨r 푙 = 0 ist
H푘푓 (푦) =
1
휋
휋∫
−휋
푓
(
ei푥
) 2 (푥− 푦)
(푥− 푦)2 − 4휋2푘2 d푥
und wir bekommen mit ∣푥− 푦∣ ≤ 2휋
∥H푘푓∥2퐿2 ≤
1
휋2
휋∫
−휋
⎛⎝ 휋∫
−휋
∣∣푓 (ei푥)∣∣ 2 ∣푥− 푦∣∣∣∣(푥− 푦)2 − 4휋2푘2∣∣∣d푥
⎞⎠2 d푦
≤ 1
휋2
16휋2
(4휋2푘2 − 4휋2)2
휋∫
−휋
2휋
휋∫
−휋
∣∣푓 (ei푥)∣∣2 d푥d푦
≤ 4휋−2 1
(푘2 − 1)2 ∥푓∥
2
퐿2
.
Ist 푙 = 푠, so folgt aus ∣푥− 푦∣ ≤ 2휋 und 푘 ≥ 2
∣푥− 푦 ± 2휋푘∣ ≥ 2 (푘 − 1)휋.
Damit gelangen wir mittels (2.29) zu
∣∣D푠푦H푘푓 (푦)∣∣ ≤ 푠!휋
휋∫
−휋
∣∣푓 (ei푥)∣∣ ( 1
(2 (푘 − 1)휋)푠+1 +
1
(2 (푘 − 1)휋)푠+1
)
d푥
=
푠!
2푠휋푠+2
1
(푘 − 1)푠+1
휋∫
−휋
∣∣푓 (ei푥)∣∣ d푥. (2.30)
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Wir erhalten weiter
∥∥D푠푦H푘푓∥∥2퐿2 ≤ 푠!222푠휋2푠+4 1(푘 − 1)2푠+2
⎛⎝ 휋∫
−휋
∣∣푓 (ei푥)∣∣d푥
⎞⎠2 휋∫
−휋
d푦
≤ 푠!
2
22푠휋2푠+4
1
(푘 − 1)2푠+2 2휋
휋∫
−휋
d푥
휋∫
−휋
∣∣푓 (ei푥)∣∣2 d푥
=
푠!2
22푠−2휋2푠+2
1
(푘 − 1)2푠+2 ∥푓∥
2
퐿2
.
Schließlich haben wir
∥H푘푓∥퐶푠 ≤ ∥푓∥퐿2
(
2휋−1
1
푘2 − 1 +
푠!
2푠−1휋푠+1
1
(푘 − 1)푠+1
)
≤ ∥푓∥퐿2
2
휋
1
(푘 − 1)2
(
1 +
푠!
2푠휋푠
)
.
Damit haben wir bekommen
∥H푘∥ ≤ 2
휋
(
1 +
푠!
2푠휋푠
)
︸ ︷︷ ︸
퐶(푠)
1
(푘 − 1)2 .
#
Folgerung: Fu¨r 푓 ∈ 퐿2 (핋) mit kompaktem Tra¨ger und 푀0 (푓) = . . . = 푀휇−1 (푓) = 0 gilt∣∣D푠푦H푘푓 (푦)∣∣ = 풪 (푘−휇−푠−1) , 푘 →∞.
Beweis : Nach Lemma 2.12 existiert eine Funktion 푔 ∈푊휇2 (핋) mit 푓 = D휇푔. Durch Satz 2.9
lassen sich Diﬀerentiation und der Hilbert-Operator Hℝ vertauschen und die Aussage folgt
aus (2.30). #
Folgerung: Fu¨r 푓 ∈ 퐿2 (핋) konvergiert die Reihe
∞∑
푘=2
H푘푓 (2.31)
in jedem Raum 퐶푠 (−휋, 휋), 푠 ∈ ℕ0.
Der na¨chste Satz liefert uns den Zusammenhang zwischen den Operatoren H푘 und dem
Hilbert-Operator H auf dem Kreis 핋.
Satz 2.18 Fu¨r eine Funktion 푓 ∈ 퐿2 (핋) und der Funktion 푓˜ deﬁniert durch (2.28) gilt
H푓
(
ei푦
)
= Hℝ푓˜ (푦) + H1푓 (푦) +
∞∑
푘=2
H푘푓 (푦) . (2.32)
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Beweis : Mit Hilfe der Darstellung (2.29) von H푘 fu¨r 푙 = 0 bekommen wir auf Grund der
Konvergenz von
∞∑
푘=2
H푘푓 in 퐶
푠 (−휋, 휋)
∞∑
푘=2
H푘푓 (푦) =
∞∑
푘=2
1
휋
휋∫
−휋
푓 (푥)
2 (푥− 푦)
(푥− 푦)2 − 4휋2푘2 d푥
=
1
휋
휋∫
−휋
푓 (푥)
∞∑
푘=2
2 (푥− 푦)
(푥− 푦)2 − 4휋2푘2 d푥.
Unter Verwendung der Reihen-Darstellung der Kotangens-Funktion
휋 cot휋푧 =
1
푧
+
∞∑
푘=1
2푧
푧2 − 푘2 (2.33)
gelangen wir zu
∞∑
푘=2
H푘푓 (푦) =
휋∫
−휋
(
1
2휋
cot
푥− 푦
2
− 1
휋
1
푥− 푦 −
1
휋
2 (푥− 푦)
(푥− 푦)2 − 4휋2
)
푓 (푥) d푥
=
1
2휋
휋∫
−휋
cot
푥− 푦
2
푓 (푥) d푥− 1
휋
휋∫
−휋
푓 (푥)
푥− 푦d푥−
1
휋
휋∫
−휋
푓 (푥)
2 (푥− 푦)
(푥− 푦)2 − 4휋2 d푥
= H푓
(
ei푦
)−Hℝ푓˜ (푦)−H1푓 (푦) .
#
Bemerkung: Die Darstellung des Hilbert-Operators H im Satz 2.18 la¨ßt sich wie folgt in-
terpretieren: Sei Per der Operator, der einer Funktion 푔 ∈ 퐿2 (ℝ) mit kompaktem Tra¨ger die
Periodisierung
Per 푔 (푥)
∑
푘∈ℤ
푔 (푥+ 2휋푘)
zuordnet. Satz 2.18 besagt dann
HPer 푓˜ = PerHℝ푓˜ ,
wobei die Periodisierung auf der rechten Seite im Sinne eines Hauptwertes zu verstehen ist.
Im Folgenden wollen wir eine Darstellung von H mit Hilfe der Momente 푀푙
(
푓˜
)
gewinnen
analog zu der Darstellung im Satz 2.13. Wir erhalten
Satz 2.19 Fu¨r 푓 ∈ 퐿2 (핋) mit kompaktem Tra¨ger und 푓˜ aus (2.28) gilt die Darstellung
H푓
(
ei푦
)
= Hℝ푓˜ (푦)− 1
휋
∞∑
푙=0
푀푙
(
푓˜
)
휁 (푙 + 1, 푦)
fu¨r den Hilbert-Operator H mit den Funktionen
휁 (푙, 푥)
∞∑
푘=1
[
1
(푥+ 2휋푘)푙
+
1
(푥− 2휋푘)푙
]
. (2.34)
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Beweis : Da der Tra¨ger von 푓˜ kompakt ist, existieren alle Momente 푀푙
(
푓˜
)
von 푓˜ . Somit
bekommen wir mittels Satz 2.13 und (2.32)
H푓
(
ei푦
)
= Hℝ푓˜ (푦) +
∞∑
푘=1
(
Hℝ푓˜ (푦 + 2휋푘) + Hℝ푓˜ (푦 − 2휋푘)
)
= Hℝ푓˜ (푦) +
∞∑
푘=1
⎡⎣− 1
휋
∞∑
푙=0
푀푙
(
푓˜
)
(푦 + 2휋푘)푙+1
− 1
휋
∞∑
푙=0
푀푙
(
푓˜
)
(푦 − 2휋푘)푙+1
⎤⎦ .
Wir vertauschen die Summationsreihenfolge und gelangen zu
H푓
(
ei푦
)
= Hℝ푓˜ (푦)− 1
휋
∞∑
푙=0
푀푙
(
푓˜
) ∞∑
푘=1
[
1
(푦 + 2휋푘)푙+1
+
1
(푦 − 2휋푘)푙+1
]
= Hℝ푓˜ (푦)− 1
휋
∞∑
푙=0
푀푙
(
푓˜
)
휁 (푙 + 1, 푦) .
Sei [−푎, 푎] ⊂ [−휋, 휋] der Tra¨ger von 푓˜ . Die Abscha¨tzung
∣∣∣푀푙 (푓˜)∣∣∣ ≤ 푎∫
−푎
∣∣∣푓˜ ∣∣∣ ∣푥∣푙 d푥 ≤ √2√
2푙 + 1
푎푙+
1
2 ∥푓∥퐿2
und
∞∑
푘=1
∣∣∣∣∣ 1(푦 + 2휋푘)푙+1 + 1(푦 − 2휋푘)푙+1
∣∣∣∣∣ ≤
⎧⎨⎩
1
휋 , 푙 = 0
2
휋푙+1
(
1 + 12푙
)
, 푙 > 0
zeigt die absolute Konvergenz der Reihe
∞∑
푙=0
푀푙
(
푓˜
) ∞∑
푘=1
[
1
(푦 + 2휋푘)푙+1
+
1
(푦 − 2휋푘)푙+1
]
fu¨r jedes 푦 ∈ [−휋, 휋], was die Vertauschung der Summationsreihenfolge legitimiert. #
Die Funktionen 휁 (푙, 푥) aus Satz 2.19 sind Summen der verallgemeinerten Zeta-Funktion und
ko¨nnen explizit angegeben werden. Mit Hilfe der Kotangens-Entwicklung (2.33) erha¨lt man
휁 (1, 푥) =
1
2
cot
푥
2
− 1
푥
.
Durch wiederholte Diﬀerentiation ergibt sich
휁 (푙, 푥) = (−1)푙−1 1
(푙 − 1)!
1
2
D푙−1푥
(
cot
푥
2
)
− 1
푥푙
, 푙 = 1, 2, . . . .
Einige der Funktionen 휁 (푙, 푥) sind in Tabelle 2.2 explizit angegeben. Von besonderem In-
teresse sind die Funktionen 휁 (2푙 + 1, 푥), 푙 ∈ ℕ0. Der na¨chste Satz faßt einige Eigenschaften
zusammen.
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푙 1 2 3
휁 (푙, 푥) 12 cot
푥
2 − 1푥 14
(
1 + cot2 푥2
)− 1
푥2
1
8 cot
푥
2
(
1 + cot2 푥2
)− 1
푥3
Tabelle 2.2: Funktionen 휁 (푙, 푥)
Satz 2.20 Fu¨r die Funktionen 휁 (2푙 + 1, 푥), 푙 ∈ ℕ0, gilt
1. 휁 (2푙 + 1,−푥) = −휁 (2푙 + 1, 푥),
2. 휁 (2푙 + 1, 푥) ist monoton fallend auf [−휋, 휋],
3. 휁 (2푙 + 1,−휋) = 휋−2푙−1.
Beweis :
zu 1. Nach Deﬁnition von 휁 (2푙 + 1, 푥) haben wir
휁 (2푙 + 1,−푥) =
∞∑
푘=1
[
1
(−푥+ 2휋푘)2푙+1 +
1
(−푥− 2휋푘)2푙+1
]
=
∞∑
푘=1
[
− 1
(푥− 2휋푘)2푙+1 −
1
(푥+ 2휋푘)2푙+1
]
= −휁 (2푙 + 1, 푥) .
zu 2. Wir diﬀerenzieren die Funktion 휁 (2푙 + 1, 푥) und bekommen
휁 ′ (2푙 + 1, 푥) =
∞∑
푘=1
[
−2푙 − 1
(푥+ 2휋푘)2푙+2
+
−2푙 − 1
(푥− 2휋푘)2푙+2
]
= − (2푙 + 1)
∞∑
푘=1
[
1
(푥+ 2휋푘)2푙+2
+
1
(푥− 2휋푘)2푙+2
]
.
Alle Summanden sind positiv und somit ist 휁 ′ (2푙 + 1, 푥) ≤ 0. Folglich ist 휁 (2푙 + 1, 푥)
monoton fallend.
zu 3. Wir berechnen
휁 (2푙 + 1,−휋) =
∞∑
푘=1
[
1
(−휋 + 2휋푘)2푙+1 +
1
(−휋 − 2휋푘)2푙+1
]
= 휋−2푙−1
∞∑
푘=1
[
1
(2푘 − 1)2푙+1 −
1
(2푘 + 1)2푙+1
]
.
Die letzte Reihe ist eine Teleskop-Reihe mit Summe 1.
#
Die numerische Auswertung des Hilbert-Operators H wird dann na¨her im Kapitel 3 beschrie-
ben.
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2.7 Riemann-Hilbert Probleme
Riemann-Hilbert Probleme sind Randwertaufgaben der Funktionentheorie und werden erst-
mals in der Dissertation [38] von Riemann erwa¨hnt. Gesucht ist eine holomorphe Funktion 푤
in einem Gebiet 퐺, dessen Randwerte auf ∂퐺 im Sinne von nichttangentialen Grenzwerten
bestimmte Randbedingungen erfu¨llen. Wir unterscheiden dabei lineare Randbedingungen und
den nichtlinearen Fall. Im Folgenden werden wir uns ausschließlich mit dem Fall 퐺 = 픻
befassen und stellen bekannte Resultate vor. Dabei folgen wir den Ausfu¨hrungen in [44]. Fu¨r
weitere Informationen und Beweise der Aussagen verweisen wir auf [44,48].
2.7.1 Lineare Riemann-Hilbert Probleme
Wir beginnen mit dem einfachsten Fall. Fu¨r eine gegebene Funktion 푐 ∈ 퐿2 (핋) suchen wir
eine holomorphe Funktion 푤 = 푢+ i푣 ∈ 퐻2 (픻), dessen Randfunktion auf 핋 die Bedingung
Re (푤 (푡)) = 푐 (푡) , 푡 ∈ 핋,
erfu¨llt. Die Lo¨sung dieses Problems kann mit Hilfe des Hilbert-Operators H explizit angegeben
werden. Nach Satz 2.16 ist die Lo¨sung durch
푤 (푡) = 푐 (푡)− i (H푐 (푡) + 푑) , 푑 ∈ ℝ,
gegeben. Dieses einfache Beispiel zeigt bereits, dass die Lo¨sung nicht eindeutig bestimmt ist.
Allgemeiner betrachten wir die Randbedingung
Re
(
푓 (푡)푤 (푡)
)
= 푐 (푡) , 푡 ∈ 핋, (2.35)
mit einer stetigen Funktion 푓 : 핋→ ℂ, 푓 (푡) = 푎 (푡) + i푏 (푡), 푡 ∈ 핋. Ausgeschrieben lautet die
Bedingung (2.35)
푎 (푡)푢 (푡) + 푏 (푡) 푣 (푡) = 푐 (푡) , 푡 ∈ 핋.
Wir suchen also eine im Einheitskreis 픻 holomorphe Funktion 푤, so dass die Werte der
Randfunktion fu¨r fast alle 푡 ∈ 핋 auf den Geraden
푎 (푡)푥+ 푏 (푡) 푦 = 푐 (푡) , 푡 ∈ 핋,
liegen. Um dieses Problem zu lo¨sen, setzen wir voraus, dass die Funktion 푓 auf 핋 nicht
verschwindet und betragsma¨ßig gleich eins fu¨r alle 푡 ∈ 핋 ist. Weiterhin sei die Windungszahl
wind 푓 von 푓 um den Ursprung Null. Unter den Voraussetzungen an die Funktion 푓 ko¨nnen
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wir einen stetigen Zweig des Arguments von 푓 wa¨hlen und bezeichnen die Funktion mit
휙 ∈ 퐶 (핋). Somit besitzt die Funktion 푓 die Gestalt
푓 (푡) = ei휙(푡).
Als na¨chstes deﬁnieren wir die Funktion 푤˜ (푡) = exp
(−H휙 (푡) + i (휋2 − 휙 (푡)))푤 (푡) und be-
kommen mittels
Re
(
푓 (푡) exp
(
H휙 (푡) + i
(휋
2
− 휙 (푡)
))
exp
(
−H휙 (푡) + i
(휋
2
− 휙 (푡)
))
푤 (푡)
)
= 푐 (푡) ,
Re
(
i exp (H휙 (푡))푤˜ (푡)
)
= 푐 (푡) ,
Re (−i exp (H휙 (푡)) 푤˜ (푡)) = 푐 (푡) ,
Im (exp (H휙 (푡)) 푤˜ (푡)) = 푐 (푡)
ein lineares Riemann-Hilbert Problem fu¨r 푤˜. Nach Satz 2.16 ist die Lo¨sung fu¨r dieses Problem
durch
푤˜ (푡) = 푑+ H
(
푐
exp (H휙)
)
(푡) + i
푐 (푡)
exp (H휙 (푡))
mit 푑 ∈ ℝ gegeben. Schließlich erhalten wir fu¨r 푤
푤 (푡) = −i exp (H휙 (푡) + i휙 (푡)) 푤˜ (푡) .
Damit haben wir teilweise gezeigt:
Satz 2.21 Sei 푐 ∈ 퐿2 (핋) und 푓 = ei휙 ∈ 퐶 (핋) und wind 푓 = 0. Dann ist die Lo¨sungsmenge
des linearen Riemann-Hilbert Problems (2.35) in 퐻2 (핋) der aﬃne Unterraum
{푤푑 = 푤0 (푑+ 푤˜) : 푑 ∈ ℝ} mit den Funktionen
푤0 (푡) = −i exp (H휙 (푡) + i휙 (푡)) ,
푤˜ (푡) = H
(
푐
∣푤0∣
)
(푡) + i
푐 (푡)
∣푤0 (푡)∣ .
Es bleibt zu zeigen, dass die Funktionen 푤푑 in 퐻2 (핋) liegen und dass es keine weiteren
Lo¨sungen geben kann. Details dazu beﬁnden sich in [44, Kapitel 1.7].
Eine Aussage u¨ber die Regularita¨t der Lo¨sung liefert der na¨chste Satz.
Satz 2.22 [44, S. 26] Mit 푤푑 bezeichnen wir die Lo¨sung des linearen Riemann-Hilbert Pro-
blems (2.35) aus Satz 2.21. Unter den Voraussetzungen von Satz 2.21 gilt:
Wenn 푓, 푐 ∈푊 푘2 (핋) mit 푘 ∈ ℕ, so ist 푤푑 ∈푊 푘2 (핋).
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Satz 2.21 zeigt, dass bei der Lo¨sung des linearen Riemann-Hilbert Problems (2.35) eine
freiwa¨hlbare reelle Konstante 푑 auftritt. Durch eine zusa¨tzliche Nebenbedingung kann der
Wert von 푑 festgesetzt werden. In Anwendungen treten dabei vorwiegend die folgenden Be-
dingungen auf:
푤 (1) = 푊 = 푈 + i푉, 푊 ∈ ℂ bzw. 푈, 푉 ∈ ℝ, (2.36)
훼푢 (1) + 훽푣 (1) = 훾, 훼, 훽, 훾 ∈ ℝ, (2.37)
훼푢 (0) + 훽푣 (0) = 훾, 훼, 훽, 훾 ∈ ℝ. (2.38)
Bedingung (2.36) ist nur dann sinnvoll, wenn die Lo¨sung 푤푑 im Punkt 푡 = 1 stetig ist und
der Punkt 푊 mit der Randbedingung
푎 (1)푈 + 푏 (1)푉 = 푐 (1)
vereinbar ist. Unter diesen Voraussetzungen ist die eindeutige Lo¨sung von (2.35) und (2.36)
durch Satz 2.21 gegeben mit
푑 =
푊
푤0 (1)
− 푤˜ (1) . (2.39)
Die Nebenbedingung (2.37) fu¨hrt zu einer eindeutigen Lo¨sung, falls
푎 (1)훽 − 푏 (1)훼 ∕= 0,
und der entsprechende Wert fu¨r 푑 ist durch (2.39) gegeben mit 푊 = 푈 + i푉 und
푈
푐 (1)훽 − 푏 (1) 훾
푎 (1)훽 − 푏 (1)훼,
푉
푎 (1) 훾 − 푐 (1)훼
푎 (1)훽 − 푏 (1)훼.
Da die Lo¨sung im Nullpunkt verschwinden kann, ist es im Allgemeinen nicht mo¨glich, die
Nebenbedingung (2.38) zu erfu¨llen. Eine notwendige und hinreichende Bedingung ist
훽 cos 훿 − 훼 sin 훿 ∕= 0,
wobei 훿 durch
훿
1
2휋
2휋∫
0
휙
(
ei휏
)
d휏
deﬁniert ist. Um den dazugeho¨rigen Wert 푑 zu bestimmen, berechnen wir die Werte von 푤0
und 푤˜ im Nullpunkt. Wir bekommen
푤0 (0) = −i exp (H휙 (0) + i휙 (0)) = −i exp (i훿) = sin 훿 − i cos 훿,
푤˜ (0) = i휂
i
2휋
2휋∫
0
푐
(
ei휏
)
exp
(−H휙 (ei휏)) d휏.
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Dabei bezeichnet H휙+ i휙 nicht nur die Randfunktion, sondern auch die holomorphe Fortset-
zung der Funktion in den Einheitskreis 픻. Schließlich gelangen wir zu
푤푑 (0) = (sin 훿 − i cos 훿) (푑+ i휂) ,
was zu
푑 =
휂 (훼 cos 훿 + 훽 sin 훿)− 훾
훽 cos 훿 − 훼 sin 훿 (2.40)
fu¨hrt.
Abschließend befassen wir uns mit dem Fall, dass die Windungszahl von 푓 nicht verschwindet.
Wir beginnen mit 휅 = wind 푓 > 0.
Satz 2.23 Sei 푓 = ei휙 ∈ 퐶 (핋) und 휅 = wind 푓 > 0. Dann besitzt das lineare Riemann-
Hilbert Problem (2.35) fu¨r jedes 푐 ∈ 퐿2 (핋) eine Lo¨sung 푤 ∈ 퐻2 (핋) und die homogene
Gleichung besitzt 2휅+ 1 reell linear unabha¨ngige Lo¨sungen.
Beweis : Wir deﬁnieren 푔 (푡) = 푓 (푡) 푡−휅 und 푃 (푧) = 푐0 +푐1푧+ . . .+푐휅−1푧휅−1 mit beliebigem
푐푘 ∈ ℂ. Da wind 푔 = 0 besitzt das Problem
Re
(
푔 (푡)푤˜ (푡)
)
= 푐 (푡)− Re
(
푓 (푡)푃 (푡)
)
(2.41)
nach Satz 2.21 stets eine Lo¨sung 푤˜ mit frei wa¨hlbarem Parameter. Fu¨r die Funktion
푤 (푧) = 푧휅푤˜ (푧) + 푃 (푧) bekommen wir
Re
(
푓 (푡)푤 (푡)
)
= Re
(
푓 (푡)푡휅푤˜ (푡) + 푓 (푡)푃 (푡)
)
= Re
(
푓 (푡) 푡−휅푤˜ (푡)
)
+ Re
(
푓 (푡)푃 (푡)
)
= 푐 (푡)− Re
(
푓 (푡)푃 (푡)
)
+ Re
(
푓 (푡)푃 (푡)
)
= 푐 (푡) .
Also lo¨st die Funktion 푤 das Ausgangsproblem und verfu¨gt insgesamt u¨ber 2휅+ 1 freie reelle
Parameter. Die Koeﬃzienten 푐0, . . . 푐휅−1 liefern dabei 2휅 reelle Parameter und ein Parameter
tritt bei der Lo¨sung des Problems (2.41) auf. Tatsa¨chlich besitzt jede Lo¨sung diese Form. Ist
푤 eine Lo¨sung des Ausgangsproblems, so wa¨hlen wir das Polynom 푃 so, dass 푤 − 푃 eine
휅-fache Nullstelle in 푧 = 0 hat. Dann ist
푤˜ (푧) = 푧−휅 (푤 (푧)− 푃 (푧))
Lo¨sung des Problems (2.41). #
Im Falle von 휅 = wind 푓 < 0 erhalten wir
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Satz 2.24 Sei 푓 = ei휙 ∈ 퐶 (핋) und 휅 = wind 푓 < 0. Dann besitzt das homogene lineare
Riemann-Hilbert Problem (2.35) nur die Lo¨sung 푤 ≡ 0. Das inhomogene Problem ist fu¨r
푐 ∈ 퐿2 (핋) in 퐻2 (핋) genau dann lo¨sbar, wenn die Bedingungen
2휋∫
0
푐˜
(
ei휏
)
ei푘휏d휏 = 0, 푘 = 0, . . . , ∣휅∣ − 1
mit den Funktionen 푐˜ (푡) 푐 (푡) exp
(
−H휙˜ (푡)
)
und 휙˜ (푡) arg (푡−휅푓 (푡)) erfu¨llt sind.
Beweis : Wir untersuchen das lineare Riemann-Hilbert Problem
Re
(
푓 (푡)푤 (푡)
)
= Re
⎛⎝푓 (푡) 푡−휅 푡−휅푤 (푡)︸ ︷︷ ︸
=:푤˜
⎞⎠ = 푐 (푡) .
Wegen wind 푓 (푡) 푡−휅 = 0 ist 푤 Lo¨sung des linearen Riemann-Hilbert Problems (2.35) genau
dann, wenn 푤˜ Lo¨sung des Problems
Re
(
푓 (푡) 푡−휅푤˜ (푡)
)
= 푐 (푡) (2.42)
ist und 푤˜ eine ∣휅∣-fache Nullstelle im Punkt 푧 = 0 hat. Die Lo¨sung von (2.42) ist nach
Satz 2.21 explizit bekannt. Die Bedingung, dass 푤˜ eine ∣휅∣-fache Nullstelle im Punkt 푧 = 0
besitzt, ist a¨quivalent zum Verschwinden der Fourier-Koeﬃzienten 푐0, . . . , 푐−휅−1 von 푤˜. Dies
stimmt mit dem im Satz angegebenen Bedingungen u¨berein. #
Zum Schluß deﬁnieren wir den sogenannten Riemann-Hilbert Operator
R푓 : 퐻2 (핋)→ 퐿2 (핋) , 푤 (푡) 7→ Re
(
푓 (푡)푤 (푡)
)
mit einer stetigen Funktion 푓 , welche oftmals auch als Symbol des linearen Riemann-Hilbert
Problems bezeichnet wird. Der Operator R푓 ist linear und beschra¨nkt. Mittels der Sa¨tze 2.21,
2.23 und 2.24 bekommen wir
dim ker R푓 = max (0, 2휅+ 1) ,
codim im R푓 = max (0,−2휅− 1) .
Dabei ist 휅 die Windungszahl von 푓 um den Ursprung. Somit gilt fu¨r den Index des Operators
R푓
index R푓 dim ker R푓 − codim im R푓 = 2휅+ 1.
Der Index von R푓 ist also mit geometrischen Eigenschaften des Symbols 푓 verknu¨pft.
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2.7.2 Nichtlineare Riemann-Hilbert Probleme
Beim linearen Riemann-Hilbert Problem (2.35) haben wir gesehen, dass die Randwerte der
Funktion 푤 auf Geraden liegen sollen. Allgemein fordern wir jetzt, dass 푤 (푡) fu¨r 푡 ∈ 핋 auf
einer beliebigen Kurve 푀푡 in ℂ liegt. Die Kurven 푀푡 bezeichnen wir als Zielkurven und die
Menge
푀
∪
푡∈핋
{푡} ×푀푡 ⊆ 핋× ℂ
als Zielmannigfaltigkeit. Fu¨r eine Funktion 푓 auf 핋 deﬁnieren wir die Spur von 푓 durch
tr 푓 {(푡, 푓 (푡)) : 푡 ∈ 핋} .
Damit la¨ßt sich das nichtlineare Riemann-Hilbert Problem wie folgt formulieren:
Sei {푀푡} eine Familie von Kurven in der komplexen Ebene. Finde alle Funktionen 푤, die in
픻 holomorph und auf 픻 stetig sind, so dass die Randbedingung
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋, bzw. tr 푤 ⊆푀 (2.43)
erfu¨llt ist.
Fu¨r Funktionen 푤, die in 픻 holomorph und auf 픻 stetig sind, notieren wir 푤 ∈ 퐻∞ ∩퐶. Die
Randfunktion der holomorphen Funktion soll also beschra¨nkt und stetig sein.
Wir unterscheiden Riemann-Hilbert Probleme mit geschlossenen und mit nicht geschlossenen
Zielkurven. Genauer reden wir von Riemann-Hilbert Problemen vom Typ A und schreiben
푀 ∈ 풜, falls 푀 sich in der Form
푀 = {(푡, 휇 (푡, 푠)) : 푡, 푠 ∈ 핋}
mit der Funktion 휇 : 핋 → ℂ darstellen la¨ßt. Die Funktion 휇 soll dabei die folgenden
Bedingungen erfu¨llen:
(A1) 휇 ∈ 퐶1 (핋2),
(A2) 0 < 1퐶 ≤ ∣D휎휇∣ ≤ 퐶,
(A3) 휇푡 : 핋→ ℂ, 푠 7→ 휇 (푡, 푠) ist fu¨r jedes 푡 ∈ 핋 injektiv.
Mit D휏휇 (푡, 푠) und D휎휇 (푡, 푠) sind die partiellen Ableitungen der Funktion (휏, 휎) 7→ 휇
(
ei휏 , ei휎
)
bezu¨glich 휏 und 휎 ausgewertet im Punkt (푡, 푠) =
(
ei휏 , ei휎
)
gemeint. Der Prototyp eines
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Riemann-Hilbert Problems vom Typ A ist das Problem der konformen Abbildung von 픻
auf ein einfach zusammenha¨ngendes Gebiet 퐺 mit stetig diﬀerenzierbare, Rand ∂퐺, indem
wir 푀푡 ∂퐺 fu¨r 푡 ∈ 핋 setzen. Fu¨r die Existenz einer Lo¨sung des Riemann-Hilbert Problems
vom Typ A spielt die Geometrie der Mannigfaltigkeit 푀 eine große Rolle. Aus diesem Grund
unterteilen wir Riemann-Hilbert Probleme vom Typ A nochmals in drei Klassen. Dazu deﬁ-
nieren wir das Innere von 푀 als die beschra¨nkte Komponente von 핋 × ℂ∖푀 in 핋 × ℂ und
bezeichnen dies mit int 푀 . Das Riemann-Hilbert Problem 푀 ∈ 풜 geho¨rt zur Klasse ℛ der
regula¨ren Probleme, wenn eine Funktion 푤푀 ∈ 퐻∞ ∩ 퐶 mit
tr 푤푀 ⊆ int 푀
existiert. Wir schreiben dann 푀 ∈ ℛ. Um die Lo¨sungen regula¨rer Probleme zu charakteri-
sieren, beno¨tigen wir die Deﬁnition der Windungszahl einer Funktion um die Mannigfaltig-
keit 푀 .
Deﬁnition 2.25 Sei 푀 ∈ 풜 eine Zielmannigfaltigkeit und 푓 eine stetige Funktion auf 핋 mit
tr 푓 ⊆푀 . Die Windungszahl von 푓 um 푀 ist durch
wind푀 푓 wind (푓 −푚)
deﬁniert, wobei 푚 ∈ 퐶 (핋) eine beliebige Funktion mit tr 푚 ⊆ int 푀 ist.
Der na¨chste Satz liefert uns die Lo¨sbarkeit regula¨rer Riemann-Hilbert Probleme vom Typ A.
Satz 2.26 [44, Satz 2.5.1] Sei 푀 ∈ ℛ und 푤푀 ∈ 퐻∞ ∩ 퐶 mit tr 푤푀 ⊆ int 푀 . Dann gilt:
(i) Fu¨r beliebige Punkte 푡0 ∈ 핋 und 푊0 ∈ 푀푡0 existiert genau eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶
mit wind푀 푤 = 0, welche die Randbedingung
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋, (2.44)
und die Nebenbedingung
푤 (푡0) = 푊0 (2.45)
erfu¨llt.
(ii) Fu¨r 푛 ∈ ℕ, 푡0 ∈ 핋, 푊0 ∈ 푀푡0 und paarweise verschiedene Punkte 푧1, . . . , 푧푛 ∈ 픻
existiert genau eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶 mit wind 푤 = 푛, welche die Interpolations-
bedingungen
푤 (푧푘) = 푤푀 (푧푘) , 푘 = 1, . . . , 푛,
und die Bedingungen (2.44), (2.45) erfu¨llt.
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Bemerkung: Es gibt also keine Lo¨sung mit einer negativen Windungszahl um 푀 und die
Lo¨sungen mit Windungszahl 0 u¨berdecken die Zielmannigfaltigkeit 푀 schlicht.
Die Zielmannigfaltigkeit 푀 ∈ 풜 geho¨rt der Klasse der singula¨ren Probleme an, 푀 ∈ 풮, wenn
sie nicht regula¨r ist und es eine Funktion 푤푀 ∈ 퐻∞ ∩ 퐶 mit
tr 푤푀 ⊆ clos int 푀
gibt. Dabei bezeichnet clos den topologischen Abschluß einer Menge. Die Lo¨sbarkeit solcher
Probleme unterscheidet sich stark von denen der regula¨ren Probleme.
Satz 2.27 [44, Satz 2.5.3] Sei 푀 ∈ 풮. Weiterhin sei die Funktion 푤푀 ∈ 퐻∞ ∩ 퐶 mit
tr 푤푀 ⊆ clos int 푀 . Dann gilt:
(i) Die Funktion 푤푀 ist die einzige Lo¨sung des Riemann-Hilbert Problems
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋.
(ii) Die Windungszahl von 푤푀 um 푀 ist negativ.
Ist das Problem 푀 ∈ 풜 weder regula¨r noch singula¨r, so schreiben wir 푀 ∈ 풩 .
Satz 2.28 [44, Satz 2.5.4] Sei 푀 ∈ 풩 . Dann existiert keine Funktion 푤 ∈ 퐻∞ ∩ 퐶, welche
das Riemann-Hilbert Problem
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋,
lo¨st.
Neben Riemann-Hilbert Problemen vom Typ A sprechen wir von Riemann-Hilbert Problemen
vom Typ B, wenn die Zielmannigfaltigkeit 푀 die Darstellung
푀 = {(푡, 휇 (푡, 푠)) : 푡 ∈ 핋, 푠 ∈ ℝ}
besitzt und die Funktion 휇 die folgenden Bedingungen erfu¨llt:
(B1) 휇 ∈ 퐶1 (핋× ℝ),
(B2) 0 < 1퐶 ≤ ∣D푠휇∣ ≤ 퐶,
(B3) 휇푡 : ℝ→ ℂ, 푠 7→ 휇 (푡, 푠) ist fu¨r jedes 푡 ∈ 핋 injektiv,
(B4) die Grenzwerte
lim
푠→±∞D푠휇 (푡, 푠) =: 휇
± (푡) , lim
푠→±∞D푡휇 (푡, 푠) 푠
−2 = 0
existieren gleichma¨ßig bezu¨glich 푡.
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Wir schreiben dann 푀 ∈ ℬ. Beispiele fu¨r Riemann-Hilbert Probleme vom Typ B sind lineare
Riemann-Hilbert Probleme mit stetig diﬀerenzierbaren Funktionen 푎, 푏 und 푐. Die Lo¨sung
dieser Probleme ist wieder stark von der Geometrie der Mannigfaltigkeit 푀 abha¨ngig. Dazu
deﬁnieren wir den Index von 푀 :
ind 푀 2 wind 휇+.
Damit gelangen wir zu
Satz 2.29 [44, Satz 2.6.2] Sei 푀 ∈ ℬ. Dann gilt:
(i) Wenn ind 푀 < 0 existiert ho¨chstens eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶 von
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋. (2.46)
(ii) Sei ind 푀 = 0 und 푡0 ∈ 핋, 푊0 ∈ 푀푡0 beliebig. Dann existiert genau eine Lo¨sung
푤 ∈ 퐻∞ ∩ 퐶 von (2.46), welche die Anfangsbedingung
푤 (푡0) = 푊0 (2.47)
erfu¨llt.
(iii) Falls ind 푀 = 2푛 > 0 ist, dann existiert fu¨r beliebige Punkte 푡0 ∈ 핋,푊0 ∈ 푀푡0,
푊1, . . . ,푊푛 ∈ ℂ und paarweise verschiedene Punkte 푧1, . . . , 푧푛 ∈ 픻 genau eine Lo¨sung
푤 ∈ 퐻∞ ∩ 퐶 von (2.46) und (2.47), welche die zusa¨tzlichen Interpolationsbedingungen
푤 (푧푘) = 푊푘, 푘 = 1, . . . , 푛,
erfu¨llt.
Riemann-Hilbert Probleme vom Typ B besitzen eine orientierte Zielmannigfaltigkeit. Das
Gegenstu¨ck sind Riemann-Hilbert Probleme vom Typ C. Wir notieren 푀 ∈ 풞, wenn die
Mannigfaltigkeit
푀˜
{
(푡, 푤) ∈ 핋× ℂ : (푡2, 푤) ∈푀}
zur Klasse ℬ geho¨rt, aber 푀 selbst nicht. Der Index
ind 푀
1
2
ind 푀˜
ist immer ungerade. Fu¨r die Lo¨sung von Riemann-Hilbert Problemen vom Typ C bekommen
wir
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Satz 2.30 [44, Satz 2.7.1] Sei 푀 ∈ 풞. Dann gilt:
(i) Wenn ind 푀 ≤ −1 existiert ho¨chstens eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶 des Riemann-Hilbert
Problems
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋. (2.48)
(ii) Ist ind 푀 = −1, dann besitzt (2.48) genau eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶.
(iii) Wenn ind 푀 = 2푛 − 1 ≥ 1 ist, dann existiert fu¨r paarweise verschiedene Punkte
푧1, . . . , 푧푛 ∈ 픻 und beliebige Punkte 푊1, . . . ,푊푛 ∈ ℂ genau eine Lo¨sung 푤 ∈ 퐻∞ ∩ 퐶
von (2.48), welche die Interpolationsbedingungen
푤 (푧푘) = 푊푘, 푘 = 1, . . . , 푛,
erfu¨llt.
Zum Abschluß geben wir eine Aussage u¨ber die Regularita¨t der Lo¨sung an.
Satz 2.31 [44, Satz 2.8.1] Sei 푘 ∈ ℕ und die Mannigfaltigkeit 푀 geho¨rt entweder zur Klasse
풜, ℬ oder 풞. Weiterhin sei 푤 ∈ 퐻∞∩퐶 die Lo¨sung des Riemann-Hilbert Problems tr 푤 ⊆ 푀 .
Fu¨r die Funktion 휇, welche die Zielmannigfaltigkeit repra¨sentiert, gelte 휇 ∈ 퐶푘 (핋2) be-
ziehungsweise 휇 ∈ 퐶푘 (핋× ℝ). Dann ist 푤 ∈푊 푘2 (핋).
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3 Wavelet-Methoden fu¨r die Hilbert-Transformation
In diesem Kapitel widmen wir uns der Berechnung der Hilbert-Transformation H mit Hilfe
von Wavelets. Dabei verwenden wir sowohl die periodischen als auch die nicht periodischen
biorthogonalen B-Spline Wavelets, deren Filter-Koeﬃzienten in Tabelle 2.1 gegeben sind. Da
die Skalierungsfunktion 휑 der B-Spline der Ordnung푚 ist und wegen der Skalierungsgleichung
(2.15), ist das Wavelet 휓 ein Spline vom Grad 푚. Wir beschra¨nken uns auf den Fall, dass 푚
ungerade ist. Fu¨r eine 1-periodische Funktion 푢 aus 푊 푠2
[−12 , 12], 푠 ∈ ℕ0 und 푠 ≤ 푚, ist ihre
Wavelet-Darstellung durch
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥)
gegeben. Da der Hilbert-Operator H in 푊 푠2 nach Satz 2.16 linear und beschra¨nkt ist, bekom-
men wir fu¨r die Hilbert-Transformation
H푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘H휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘H휓푗,푘 (푥) . (3.1)
Aus diesem Grund widmen wir uns der eﬃzienten Berechnung von H휑 und H휓.
Anschließend bescha¨ftigen wir uns mit der Berechnung von (3.1) sowohl auf einem gleich-
ma¨ßigen als auch ungleichma¨ßigen Gitter. Danach stellen wir eine Mo¨glichkeit vor, welche
die Hilbert-Transformation adaptiv berechnet. Zum Schluss beurteilen wir dieses Verfahren
und geben einige numerische Ergebnisse an.
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3.1 Hilbert-Transformation der Wavelets auf ℝ und 핋
Sowohl die Skalierungsfunktion 푚휑 als auch das zugeho¨rige Wavelet 푚,푚˜휓, wobei 푚 + 푚˜
gerade ist, ist ein Spline vom Grad 푚 zur Knotenmenge ℤ beziehungsweise 2−1ℤ. Betrachten
wir das Intervall 퐼 =
[−푚+12 , 푚+12 ] und die Unterteilung ℤ von ℝ, so erkennen wir, dass die
Funktion 푚휑 die Bedingungen (C1) und (C2) aus Kapitel 2.5 mit 휇 = 0 erfu¨llt. Demzufolge
ist 푚휑 der Spline aus Satz 2.14. Somit verha¨lt sich die Hilbert-Transformation Hℝ von 푚휑
nach Satz 2.13 asymptotisch wie 1푦 .
Desgleichen untersuchen wir die Funktion 푚,푚˜휓. Der Tra¨ger von 푚,푚˜휓 ist
퐼 =
[
−푚+푚˜2 , 푚+푚˜2 + 1
]
und wir setzen Δ = ℤ ∪ {12} als Zerlegung von ℝ. Folglich ist
mit den Bezeichnungen aus Kapitel 2.5 휅 = 푚 und 휆 = 2 + 푚 + 푚˜. Um die Anzahl der
Momente 푀푘
(
푚,푚˜휓
)
zu bestimmen, die verschwinden, betrachten wir die Momente von 푚휑.
Auf Grund der Symmetrie 푚휑 (푥) = 푚휑 (−푥) folgt
푀2푙+1 (푚휑) = 0, 푙 ∈ ℕ0.
Die restlichen Momente bezeichnen wir mit 푎푙 푀2푙 (푚휑), 푙 ∈ ℕ0. Tabelle 3.1 zeigt die ersten
sieben Werte von 푎푙 fu¨r 푚 = 1 und 푚 = 3. Fu¨r die Momente von 푚휑1,푘 bekommen wir jetzt
fu¨r 푙 ∈ ℕ0 und 푘 ∈ ℤ (wir deﬁnieren 00 1)
푀푙 (푚휑1,푘) =
∫
ℝ
푥푙푚휑 (2푥− 푘)d푥 =
∫
ℝ
(
푦 + 푘
2
)푙
푚휑 (푦)
d푥
2
= 2−푙−1
푙∑
푗=0
(
푙
푗
)
푘푙−푗
∫
ℝ
푦푗푚휑 (푦)d푦
= 2−푙−1
⌊ 푙
2
⌋∑
푗=0
(
푙
2푗
)
푘푙−2푗푎푗 .
푚 푎0 푎1 푎2 푎3 푎4 푎5 푎6
1 1 16
1
15
1
28
1
45
1
66
1
91
3 1 13
3
10
17
42
31
45
15
11
5461
1820
Tabelle 3.1: Momente 푎푙
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Da das Wavelet 푚,푚˜휓 die Skalierungsfunktion (2.15) erfu¨llt, folgt schließlich
푀푙
(
푚,푚˜휓
)
=
∑
푘∈ℤ
√
2푔푘푀푙 (푚휑1,푘)
= 2−푙−1
⌊ 푙
2
⌋∑
푗=0
(
푙
2푗
)
푎푗
∑
푘∈ℤ
√
2푔푘푘
푙−2푗
mit den Filter-Koeﬃzienten 푔푘 aus Tabelle 2.1 und (2.16). Es ist also ausreichend zu pru¨fen,
wann ∑
푘∈ℤ
푔푘푘
푙 = 0.
Wir erhalten ∑
푘∈ℤ
푔푘푘
푙 = 0
fu¨r 푙 = 0, . . . , 푚˜. Demzufolge ist 휇 = 푚˜ + 1 und es gilt 휅 + 휇 + 1 = 푚 + 푚˜ + 2 = 휆. Damit
entspricht 푚,푚˜휓 dem Spline aus Satz 2.14 und die Hilbert-Transformation Hℝ 푚,푚˜휓 fa¨llt wie
푦−푚˜−2. Dies rechtfertigt auch die Verwendung der biorthogonalen B-Spline Wavelets, da sie
in gewissem Sinn optimal fu¨r die Berechnung der Hilbert-Transformation sind.
Wir beginnen mit der Berechnung von Hℝ. Es ist ausreichend, die Hilbert-Transformation von
푚휑 zu berechnen, da der Hilbert-Operator Hℝ dilatationsinvariant ist und die Wavelets 푚,푚˜휓
der Skalierungsgleichung (2.15) genu¨gen. Dies kann mit Hilfe von (2.25) und fu¨r große Werte
mit Satz 2.13 geschehen. Die Darstellung in Satz 2.13 la¨ßt sich aber verbessern, indem wir
ausnutzen, dass die ungeraden Momente von 푚휑 verschwinden. Wir bekommen fu¨r ∣푦∣ > 푚+12
Hℝ 푚휑 (푦) = − 1
휋
∞∑
푙=0
푎푙
푦2푙+1
(3.2)
mit den Momenten 푎푙, welche zum Teil in Tabelle 3.1 aufgelistet sind. Das Verhalten der
Momente 푎푙 la¨ßt sich durch
∣푎푙∣ ≤ 2
푚+1
2∫
0
∣∣∣푚휑 (푥)푥2푙∣∣∣ d푥
≤ 2
⎛⎜⎝
푚+1
2∫
0
∣푚휑 (푥)∣2 d푥
⎞⎟⎠
1
2
⎛⎜⎝
푚+1
2∫
0
푥4푙d푥
⎞⎟⎠
1
2
≤ 2√
4푙 + 1
(
푚+ 1
2
)2푙+ 1
2
(3.3)
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abscha¨tzen. Ist 푦 > 푚+12 , so bekommen wir fu¨r (3.2) eine geometrische Reihe als konvergente
Vergleichsreihe.
Der periodische Hilbert-Operator H kann fu¨r periodische Splines im allgemeinen nicht explizit
angegeben werden. Man bekommt dabei sogenannte Polylogarithmus-Funktionen
Li푛 (푧) =
∞∑
푘=1
푧푘
푘푛
.
Aus diesem Grund verwenden wir die Darstellung von H aus Satz 2.19 und fu¨hren somit
die Berechnung von H휑푗,0 und H휓푗,0, 푗 ∈ ℕ, auf die Auswertung von Hℝ 푚휑푗,0 zuru¨ck. Die
numerischen Aspekte werden im folgenden Kapitel behandelt.
59 Frank Martin
Kapitel 3
3.2 Numerische Berechnung von der Hilbert-Transformation der Wavelets
Zur Auswertung von H휓푗,0 und H휑푗,0 verwenden wir die Darstellung des Hilbert-Operators H
aus Satz 2.18. Dazu betrachten wir fu¨r 퐽 ∈ ℕ mit 퐽 > 푗 das gleichma¨ßige Gitter 푥푙 푙2퐽 ,
푙 = −2퐽−1, . . . , 2퐽−1 − 1, auf dem Intervall [−12 , 12]. Um die Formel (2.32) anwenden zu
ko¨nnen, skalieren wir die Funktionen 휓푗,0 und 휑푗,0 mit dem Faktor
1
2휋 und gelangen so zu
dem gleichma¨ßigen Gitter 푦푙 2휋푥푙, 푙 = −2퐽−1, . . . , 2퐽−1 − 1, auf dem Intervall [−휋, 휋], was
einem gleichma¨ßigen Gitter auf 핋 entspricht. Die Funktionen 푚휑푗,0 und 푚,푚˜휓푗,0, 푚 ist der
Grad des Splines und 푚˜ gibt die Anzahl der verschwindenden Momente an, genu¨gen der
Skalierungsgleichung (2.15). Weiterhin ist der Hilbert-Operator Hℝ dilatationsinvariant. Aus
diesen Gru¨nden genu¨gt es , die Werte von Hℝ 푚휑 auf dem Gitter 2
푗+1−퐽 푙, 푙 ∈ ℤ, zu berechnen.
Aus der Symmetrie Eigenschaft 푚휑 (푥) = 푚휑 (−푥) folgt
Hℝ 푚휑 (0) = 0
und
Hℝ 푚휑 (−푦) = 1
휋
∞∫
−∞
푚휑 (푥)
푥+ 푦
d푥 = − 1
휋
−∞∫
∞
푚휑 (−푥)
−푥+ 푦 d푥
= − 1
휋
∞∫
−∞
푚휑 (푥)
푥− 푦 d푥 = −Hℝ 푚휑 (푦) .
Folglich ist es ausreichend, Hℝ 푚휑 an den Stellen 2
푗+1−퐽 푙, 푙 ∈ ℕ, auszuwerten. Wir un-
terteilen die Punkte in 3 Abschnitte. Der Erste 퐼1
{
2푗+1−퐽 푙 : 푙 = 1, . . . , 2 (푚+ 1) 2퐽−푗
}
entha¨lt die Punkte, die sich in der Na¨he des Tra¨gers von 푚휑 beﬁnden. Zum dritten Be-
reich 퐼3
{
2푗+1−퐽 푙 : 푙 = 4 (푚+ 1) 2퐽−푗 + 1, . . .
}
geho¨ren die entfernten Punkte. Der letz-
te Bereich 퐼2
{
2푗+1−퐽 푙 : 푙 = 2 (푚+ 1) 2퐽−푗 + 1, . . . , 4 (푚+ 1) 2퐽−푗
}
umfasst die restlichen
Punkte.
Wir beginnen mit 퐼2. Da die Funktion 푚휑 die Bedingungen (C1) und (C2) erfu¨llt, besitzt die
Hilbert-Transformation Hℝ von 푚휑 nach Kapitel 2.5 die Gestalt
Hℝ 푚휑 (푦) =
푚+1
2∑
푘=−푚+1
2
푐푘
휋푚!
(푦 − 푘)푚 ln ∣푦 − 푘∣ . (3.4)
Die Koeﬃzienten ergeben sich aus der stu¨ckweise konstanten Funktion 푚휑
(푚) und sind fu¨r
푚 = 1 und 푚 = 3 in Tabelle 3.2 aufgelistet. Die Punkte 푘 = 1, . . . , 푚+12 liegen nicht in 퐼2
und somit ko¨nnen wir Hℝ 푚휑 auf 퐼2 explizit berechnen.
60 Frank Martin
Kapitel 3
푐−2 푐−1 푐0 푐1 푐2
푚 = 1 0 −1 2 −1 0
푚 = 3 −1 4 −6 4 −1
Tabelle 3.2: Koeﬃzienten 푐푘 fu¨r (3.4)
Bemerkung: Man kann nachweisen, dass die Koeﬃzienten aus Tabelle 3.2 betragsma¨ßig mit
den Binomialkoeﬃzienten u¨bereinstimmen.
Fu¨r 퐼1 ist die Darstellung (3.4) genauer zu untersuchen, denn es treten fu¨r 푘 = 1, . . . ,
푚+1
2
Summanden der Form “0 ⋅ ∞” auf. Wegen
lim
푥→0
푥 ln푥 = 0 (3.5)
ko¨nnen wir die Funktionswerte von Hℝ 푚휑 an den Stellen 푘 = 1, . . . ,
푚+1
2 dennoch berechnen.
Fu¨r die restlichen Punkte aus 퐼1 haben wir teilweise einen Summanden, welcher das Produkt
aus einer kleiner Zahl mit einer großen Zahl ist, was bei der Auswertung Probleme hervorrufen
kann. Um dies zu vermeiden, nutzen wir die Skalierungsgleichung (2.15) fu¨r 푚휑 und wenden
die Hilbert-Transformation Hℝ an. Nach Satz 2.9 erhalten wir
Hℝ 푚휑 (푦) =
∑
푘
ℎ푘
√
2Hℝ 푚휑 (2푦 − 푘) . (3.6)
Sind die Funktionswerte von Hℝ 푚휑 auf ℤ bekannt, so lassen sich mittels (3.6) die Werte auf
2−1ℤ durch
Hℝ 푚휑
(
2−1푙
)
=
∑
푘
ℎ푘
√
2Hℝ 푚휑 (푙 − 푘) , 푙 ∈ ℤ,
berechnen, was einer diskreten Faltung entspricht. Dies la¨ßt sich schrittweise fortfu¨hren und
wir gelangen somit zu den Funktionswerten von Hℝ 푚휑 auf 2
−푗ℤ. Nachdem wir die ganzzah-
ligen Werte aus 퐼1 mit Hilfe von (3.4) bestimmt haben, ko¨nnen wir auf diese Art und Weise
die Werte von Hℝ푚휑 auf 퐼1 berechnen. Dabei mu¨ssen wir die Symmetrie von Hℝ 푚휑 beachten
und gegebenenfalls auf bereits berechnete Werte aus 퐼2 zuru¨ckgreifen.
Da die Menge 퐼3 die Punkte entha¨lt, die entfernt von dem Tra¨ger von 푚휑 liegen, nutzen wir
die Darstellung (3.2) von Hℝ 푚휑. Zum Abschneiden der Reihe (3.2) benutzen wir das folgende
Lemma.
Lemma 3.1 Fu¨r 푦 ∈ 퐼3 und 푛 ∈ ℕ la¨ßt sich der Reihenrest von (3.2) abscha¨tzen durch∣∣∣∣∣
∞∑
푙=푛
푎푙
푦2푙
∣∣∣∣∣ ≤ 퐶 (푚) 64−푛.
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Beweis : Mittels (3.3) gelangen wir fu¨r 푦 ∈ 퐼3 zu∣∣∣∣∣
∞∑
푙=푛
푎푙
푦2푙
∣∣∣∣∣ ≤
∞∑
푙=푛
∣∣∣∣ 푎푙푦2푙
∣∣∣∣ ≤ ∞∑
푙=푛
2√
4푙 + 1
(
푚+ 1
2
)2푙+ 1
2 (
4 (푚+ 1) 2퐽−푗
)−2푙
≤ 2
(
푚+ 1
2
) 1
2
∞∑
푙=푛
(
2퐽+3−푗
)−2푙
= 2
(
푚+ 1
2
) 1
2 (
2퐽+3−푗
)−2푛 1
1− 4푗−퐽−3
≤ 2
(
푚+ 1
2
) 1
2 (
43
)−푛 1
1− 4−3 = 2
(
푚+ 1
2
) 1
2 64
64− 1︸ ︷︷ ︸
퐶(푚)
64−푛. (3.7)
#
Nach Lemma 3.1 beno¨tigen wir ho¨chstens die ersten 9 Momente 푎푙 zur Berechnung von Hℝ 푚휑,
um eine Genauigkeit von 10−16 zu erreichen. Bislang ist aber die Menge 퐼3 unbeschra¨nkt.
Das liegt daran, dass wir bisher die gesamte Reihe (2.32) betrachtet haben. Indem wir die
Reihe (2.32) abschneiden, erreichen wir, dass die Menge 퐼3 beschra¨nkt wird, da nicht die
kompletten Werte von Hℝ 푚휑 auf 2
푗+1−퐽ℤ beno¨tigt werden. Um den Fehler beim Abschneiden
zu kontrollieren, nutzen wir die Fernentwicklung von Hℝ aus Satz 2.13. Das Ergebnis lautet
Lemma 3.2 Sei 푛 ∈ ℤ und 푚,푚˜휓 das in Kapitel 2.3 deﬁnierte Wavelet. Dabei ist
푚 ∈ 2ℕ0 + 1 der Spline-Grad und 푚˜ ∈ ℕ die Anzahl der verschwindenden Momente. Wei-
terhin sei 휎 = 2휋
(
푚+푚˜
2 + 1
)
und 푗 ∈ ℕ so groß gewa¨hlt, dass 휎
2푗
< 휋 ist. Dann gilt fu¨r
∣푦∣ ≤ 휋 ∣∣∣∣∣
∞∑
푘=푛+1
H푘휓푗,0 (푦)
∣∣∣∣∣ ≤ 퐶 (푗, 푚˜)(2푛− 1− 휎2푗휋)−푚˜−1 .
Beweis : Im Kapitel 3.1 haben wir gesehen, dass die Momente 푀0
(
푚,푚˜휓
)
, . . . ,푀푚˜
(
푚,푚˜휓
)
von 푚,푚˜휓 verschwinden. Mit der im Beweis von Satz 2.13 gezeigten Abscha¨tzung fu¨r 푅푚˜+1
bekommen wir fu¨r ∣푦∣ > 휎
2푗
∣∣Hℝ 푚,푚˜휓푗,0 (푦)∣∣ ≤
√
2
∥∥
푚,푚˜휓
∥∥
퐿2(ℝ)
휋
√
2푚˜+ 3
2
푗
2휎−
1
2
(
휎
2푗 ∣푦∣ − 휎
)푚˜+2
. (3.8)
Die Bedingung 휎
2푗
< 휋 garantiert, dass der Tra¨ger von 푚,푚˜휓푗,0 komplett im Intervall [−휋, 휋]
liegt. Fu¨r den Fehler beim Abschneiden der Reihe (2.32) erhalten wir nun mit ∣푦∣ ≤ 휋 und
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퐶
√
2∥푚,푚˜휓∥퐿2(ℝ)
휋
√
2푚˜+3
휎−
1
2∣∣∣∣∣
∞∑
푘=푛+1
H푘휓푗,0 (푦)
∣∣∣∣∣ ≤
∞∑
푘=푛+1
(∣Hℝ휓푗,0 (푦 + 2푘휋)∣+ ∣Hℝ휓푗,0 (푦 − 2푘휋)∣)
≤ 2 푗2퐶
∞∑
푘=푛+1
[(
휎
2푗 ∣푦 + 2푘휋∣ − 휎
)푚˜+2
+
(
휎
2푗 ∣푦 − 2푘휋∣ − 휎
)푚˜+2]
≤ 22 푗2퐶
∞∑
푘=푛+1
(
휎
2푗 (2푘휋 − ∣푦∣)− 휎
)푚˜+2
≤ 22 푗2퐶
( 휎
2푗휋
)푚˜+2 ∞∑
푘=푛+1
[
(2푘 − 1)− 휎
2푗휋
]−푚˜−2
≤ 22 푗2퐶
( 휎
2푗휋
)푚˜+2 ∞∫
푛
(
2푥− 1− 휎
2푗휋
)−푚˜−2
d푥
= 퐶2
푗
2
( 휎
2푗휋
)푚˜+2 1
푚˜+ 1︸ ︷︷ ︸
퐶(푗,푚˜)
(
2푛− 1− 휎
2푗휋
)−푚˜−1
. (3.9)
#
Mit Hilfe von Lemma 3.2 la¨ßt sich die Anzahl der Summanden ermitteln, um eine vorge-
gebene Genauigkeit 휀 zu erreichen. Damit ko¨nnen wir dann die Menge 퐼3 einschra¨nken. Im
Falle von H휑푗,0 ko¨nnen wir die Abscha¨tzung (3.9) nicht verwenden, da wir formal 푚˜ = −1
setzen mu¨ssen und fu¨r diesen Wert konvergiert das Integral in (3.9) nicht. Aus diesem Grund
verwenden wir nicht die Reihe (2.32) fu¨r H휑푗,0 sondern die Darstellung von H aus Satz 2.19.
Aus der Symmetrie-Eigenschaft 푚휑 (푥) =푚 휑 (−푥) folgt, dass die Momente 푀2푘+1 (푚휑) von
푚휑 fu¨r 푘 ∈ ℕ0 verschwinden, siehe auch (3.2). Somit untersuchen wir die Darstellung
H휑푗,0
(
ei푦
)
= Hℝ 푚휑푗,0 (푦)− 1
휋
∞∑
푘=0
푀2푘 (푚휑푗,0) 휁 (2푘 + 1, 푦) . (3.10)
von H휑푗,0. Die Werte Hℝ 푚휑 (푦푙) berechnen wir wie oben beschrieben. Fu¨r die Reihe
∞∑
푘=0
푀2푘 (푚휑푗,0) 휁 (2푘 + 1, 푦)
benutzen wir die explizite Darstellung der Funktionen 휁 (2푘 + 1, 푦) und den Momenten
푀2푘 (푚휑푗,0) = 2
−(2푘+ 12)푗푎푘 mit den Momenten 푎푘 aus Tabelle 3.1. Der Fehler beim Ab-
schneiden ergibt sich aus
Lemma 3.3 Fu¨r 푛 ∈ ℕ und 푗 ∈ ℤ ist der Reihenrest von (3.10) fu¨r den B-Spline 푚휑푗,0 vom
Grad 푚 ∈ 2ℕ0 + 1 gegeben durch∣∣∣∣∣
∞∑
푘=푛
푀2푘 (푚휑푗,0) 휁 (2푘 + 1, 푦)
∣∣∣∣∣ ≤ 퐶 (푗,푚)
(
푚+ 1
2푗+1휋
)2푛
.
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Beweis : Nach Satz 2.20 und (3.3) erhalten wir∣∣∣∣∣
∞∑
푘=푛
푀2푘 (푚휑푗,0) 휁 (2푘 + 1, 푦)
∣∣∣∣∣ ≤
∞∑
푘=푛
2−(2푘+
1
2)푗 ∣푎푘∣ ∣휁 (2푘 + 1, 푦)∣
≤ 2− 푗2
∞∑
푘=푛
2−2푘푗
2√
4푘 + 1
(
푚+ 1
2
)2푘+ 1
2
휋−2푘−1
≤ 22− 푗2
√
푚+ 1
2
1
휋
∞∑
푘=푛
(
푚+ 1
2푗+1휋
)2푘
=
2
휋
√
푚+ 1
2푗+1
1
1− ( 푚+1
2푗+1휋
)2︸ ︷︷ ︸
퐶(푗,푚)
(
푚+ 1
2푗+1휋
)2푛
. (3.11)
#
Mit Hilfe von Lemma 3.3 la¨ßt sich die Anzahl der beno¨tigten Summanden bestimmen, um
eine vorgegeben Genauigkeit 휀 zu realisieren. Die numerische Auswertung der Funktionen
휁 (2푘 + 1, 푦) um den Nullpunkt ist schwierig, da man die Diﬀerenz großer Zahlen bilden muss.
Aus diesem Grund wollen wir die Berechnung von 휁 (2푙 + 1, 푦) um den Nullpunkt vermeiden.
Dazu wollen wir die Skalierungsgleichung (2.15) von 푚휑 benutzen. Da der Hilbert-Operator H
aber nicht dilatationsinvariant ist, ko¨nnen wir ihn nicht direkt auf (2.15) anwenden. Ein
Ausweg stellt das na¨chste Lemma dar.
Lemma 3.4 Sei 푚 ∈ 2ℕ0 + 1 der Grad des B-Splines 푚휑 und 푗 ∈ ℤ mit (푚+1)2푗+1 < 12 . Fu¨r die
Hilbert-Transformation erhalten wir die folgende modiﬁzierte Skalierungsgleichung
H휑푗,0 (푦) =
∑
푘
ℎ푘
(
H휑푗,0
(
2푦 − 푘
2푗
)
−H휑푗+1,0
(
푦 − 푘
2푗+1
− 휋
))
(3.12)
mit den Filter-Koeﬃzienten ℎ푘 aus Tabelle 2.1.
Beweis : Wir erhalten
2휋H휑푗+1,0 (푡) =
휋∫
−휋
cot
푠− 푡
2
휑푗,0 (2푠) d푠 =
2휋∫
−2휋
cot
푠
2 − 푡
2
휑푗,0 (푠)
d푠
2
=
2휋∫
−2휋
cot
푠−2푡
2
2
휑푗,0 (푠)
d푠
2
.
Unter Verwendung der Identita¨t
cot
푥
2
= 2 cot푥+ tan
푥
2
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bekommen wir weiter
2휋H휑푗+1,0 (푡) =
2휋∫
−2휋
cot
푠− 2푡
2
휑푗,0 (푠) d푠+
2휋∫
−2휋
tan
푠− 2푡
4
휑푗,0 (푠)
d푠
2
=
2휋∫
−2휋
cot
푠− 2푡
2
휑푗,0 (푠) d푠+
휋∫
−휋
tan
푠− 푡
2
휑푗,0 (2푠) d푠
=
2휋∫
−2휋
cot
푠− 2푡
2
휑푗,0 (푠) d푠−
휋∫
−휋
cot
푠− (푡− 휋)
2
휑푗,0 (2푠) d푠.
Somit haben wir
H휑푗+1,0 (푡) = H휑푗,0 (2푡)−H휑푗+1,0 (푡− 휋) . (3.13)
Demnach ko¨nnen wir den Hilbert-Operator H auf (2.15) anwenden und gelangen zu
H휑푗,0 (푦) =
∑
푘
ℎ푘
(
H휑푗,0
(
2푦 − 푘
2푗
)
−H휑푗+1,0
(
푦 − 푘
2푗+1
− 휋
))
.
#
Liegt der Punkt 푦 in der Na¨he des Nullpunktes, so beﬁndet sich der Punkt 푦− 푘
2푗+1
−휋 in der
Umgebung des Punktes −휋 und H휑푗+1,0
(
푦 − 푘
2푗+1
− 휋) kann durch (3.10) berechnet werden.
Mit Hilfe von (3.12) ko¨nnen wir nun die Werte von H휑푗,0 (푦) in der Na¨he der Null bestimmen,
ohne dass wir die Funktionen 휁 (2푘 + 1, 푦) an diesen Stellen explizit auswerten mu¨ssen.
Zusammenfassend haben wir: Gegeben seien die Parameter 푚, 푚˜ ∈ ℕ, so dass 푚+ 푚˜ ∈ 2ℕ0,
das Level 푗, die Feinheit 1
2퐽
des Gitters und die Genauigkeit 휀 der Rechnung. Zur Berechnung
von H휓푗,0 verfa¨hrt man wie im Algorithmus 1 beschrieben.
Fu¨r die Berechnung von H휑푗,0 geht man wie im Algorithmus 2 vor.
Die Abbildung 3.1 zeigt einige Beispiele der Hilbert-Transformation H fu¨r einige Wavelets
und den Skalierungsfunktionen 1휑 und 3휑.
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Algorithmus 1 : Berechnung von H휓푗,0
Eingabe: 푗 . . . Level
퐽 . . . feines Level
푚 . . . Regularita¨t des B-Splines
푚˜ . . . Anzahl der verschwindenden Momente
휀 . . . Genauigkeit der Rechnung
Schritt 1: Berechne die Anzahl 푛 der Summanden fu¨r (2.32), so dass der Fehler (3.9)
kleiner als 휀 ist, und ermittle die Mengen 퐼1, 퐼2 und 퐼3.
Schritt 2: Bestimme die Werte Hℝ 푚휑
∙ auf der Menge 퐼2 durch die Darstellung (3.4) von Hℝ 푚휑,
∙ auf der Menge 퐼1 ∩ ℕ durch (3.4) unter Beachtung von (3.5) und fu¨r 퐼1∖ℕ
u¨ber (3.6) unter Verwendung der Symmetrie Hℝ 푚휑 (−푦) = −Hℝ 푚휑 (푦) und
den berechneten Werten auf der Menge 퐼2,
∙ auf der Menge 퐼3 durch die Fernentwicklung (3.2) von Hℝ 푚휑, wobei die
Anzahl der Summanden in der Reihendarstellung durch (3.7) bestimmt wird.
Schritt 3: Berechne Hℝ 푚,푚˜휓푗,0 auf [−휋 − 2휋푛, 휋 + 2휋푛] mittels
Hℝ 푚,푚˜휓푗,0 (푦) =
∑
푙
푔푙Hℝ 푚휑
(
2푗+1푦 − 푙) .
Schritt 4: Bilde die Summe (2.32).
Ausgabe: Funktionswerte H휓푗,0 in den Punkten
푙
2퐽
, 푙 = −2퐽−1, . . . , 2퐽−1 − 1
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Algorithmus 2 : Berechnung von H휑푗,0
Eingabe: 푗 . . . Level
퐽 . . . feines Level
푚 . . . Regularita¨t des B-Splines
휀 . . . Genauigkeit der Rechnung
Schritt 1: Berechne die Anzahl 푛 der Summanden fu¨r (3.10) nach (3.11).
Schritt 2: Ermittle die Werte von Hℝ 푚휑푗,0 auf dem Intervall [−휋, 휋] wie im
Algorithmus 1, Schritt 2 beschrieben.
Schritt 3: Bilde die abgeschnittene Summe (3.10), wobei die Punkte in der Na¨he des
Nullpunktes nicht beru¨cksichtigt werden.
Schritt 4: Mit Hilfe von (3.12) berechne die Werte von H휑푗,0 fu¨r die Punkte in der
Na¨he der 0. Dabei werte die beno¨tigten Daten von H휑푗+1,0 mittels (3.10) aus.
Ausgabe: Funktionswerte H휑푗,0 in den Punkten
푙
2퐽
, 푙 = −2퐽−1, . . . , 2퐽−1 − 1
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휑푗,0 und H휑푗,0 fu¨r 푚 = 1
−0.5 0 0.5
−1
−12
0
1
2
1
휑푗,0 und H휑푗,0 fu¨r 푚 = 3
−0.5 0 0.5
−1
−12
0
1
2
1
휓푗,0 und H휓푗,0 fu¨r 푚 = 1 und 푚˜ = 1
−0.5 0 0.5
−1
−12
0
1
2
1
휓푗,0 und H휓푗,0 fu¨r 푚 = 3 und 푚˜ = 3
−0.5 0 0.5
−1
−12
0
1
2
1
휓푗,0 und H휓푗,0 fu¨r 푚 = 1 und 푚˜ = 5
−0.5 0 0.5
−1
−12
0
1
2
1
휓푗,0 und H휓푗,0 fu¨r 푚 = 3 und 푚˜ = 5
−0.5 0 0.5
−1
−12
0
1
2
1
Abbildung 3.1: Hilbert-Transformation H휓푗,0 und H휑푗,0 fu¨r das Level 푗 = 4 und Diskre-
tisierung 퐽 = 8
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3.3 Berechnung des Hilbert-Operators auf gleichma¨ßigen Gittern
Mit Hilfe der Hilbert-Transformation H der Wavelets 휓푗,0 und der Skalierungsfunktion 휑푗,0
wollen wir eine Methode entwickeln, um den Hilbert-Operator H fu¨r eine Funktion
푢 ∈ 푊 푠2
[−12 , 12] auf einem gleichma¨ßigen Gitter zu bestimmen. Fu¨r 퐽 ∈ ℕ betrachten
wir das Gitter 풢 = { 푙
2퐽
: 푙 = −2퐽−1, . . . , 2퐽−1 − 1} auf [−12 , 12]. Zuerst interpolieren wir die
Funktion 푢 auf dem Gitter 풢 mit den periodisierten B-Splines 휑퐽,푘, 푘 = 0, . . . , 2퐽−1. Satz 2.7
gibt den Fehler bei der Interpolation an. Als Ergebnis bekommen wir eine Funktion
푢˜ (푥) =
2퐽−1∑
푘=0
푎퐽,푘휑퐽,푘 (푥)
mit
푢 (푥) = 푢˜ (푥) , 푥 ∈ 풢.
Die Koeﬃzientenmatrix 퐴
(
휑퐽,푘
(
푙
2퐽
))2퐽−1,2퐽−1−1
푘=0,푙=−2퐽−1 ∈ ℝ2
퐽×2퐽 zur Bestimmung der Koeﬃ-
zienten 푎퐽,푘, 푘 = 0, . . . , 2
퐽 − 1, ist zirkulant und wegen des Tra¨gers [−푚+1
2퐽+1
, 푚+1
2퐽+1
]
von 휑퐽,0
du¨nn besetzt. Nach Kapitel 2.4 lassen sich die Koeﬃzienten 푎퐽,푘 schnell und eﬃzient zum
Beispiel mit Hilfe der FFT und der inversen FFT berechnen. Durch wiederholte Anwendung
der Wavelet-Zerlegung (2.11) gelangen wir zu der Darstellung
푢˜ (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
퐽−1∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥) (3.14)
von 푢˜ mit 푗0 < 퐽 . Wir wenden den Hilbert-Operator H an und, da H linear und beschra¨nkt
ist, bekommen wir
H푢˜ (푥) =
2푗0−1∑
푘=0
푎푗0,푘H휑푗0,푘 (푥) +
퐽−1∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘H휓푗,푘 (푥) . (3.15)
Nach Kapitel 3.2 ko¨nnen wir H휑푗0,0 und H휓푗,0, 푗 = 푗0, . . . , 퐽−1, auf dem Gitter 풢 berechnen.
Da der Hilbert-Operator H nach Satz 2.16 translationsinvariant ist, kennen wir auch H휑푗0,푘,
푘 = 0, . . . , 2푗0 − 1, und H휓푗,푘, 푘 = 0, . . . , 2푗 − 1. Wir fassen alle Werte zu der Matrix
ℋ
⎡⎢⎢⎢⎣
∣ ∣ ∣
H휑푗0,푘
(
푙
2퐽
)
H휓푗0,푘
(
푙
2퐽
) ⋅ ⋅ ⋅ H휓퐽−1,푘 ( 푙2퐽 )
∣ ∣ ∣
⎤⎥⎥⎥⎦ ∈ ℝ2퐽×2퐽 (3.16)
zusammen. Dabei ist 푙 = −2퐽−1, . . . , 2퐽−1 − 1 der Zeilenindex und 푘 = 0, . . . , 2푗 − 1 der
(entsprechende) Spaltenindex. Fassen wir die Wavelet-Koeﬃzienten zu einem Vektor
w [ 푎푗0,푘 ∣ 푏푗0,푘 ∣ ⋅ ⋅ ⋅ ∣ 푏퐽−1,푘 ]⊤ (3.17)
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zusammen, so ergeben sich die Werte der Hilbert-Transformation H푢˜ auf 풢 aus der Matrix-
Vektor-Multiplikation
ℋw.
Die Matrix ℋ ist vollbesetzt und wir haben somit eine Komplexita¨t von 풪 (22퐽) zur Aus-
wertung dieser Multiplikation, was sehr aufwendig ist, wenn 퐽 sehr groß ist. Um dies zu
optimieren, untersuchen wir das Verhalten von H휓푗,0. Anhand von Abbildung 3.1 erkennen
wir, dass die Hilbert-Transformation H der Wavelets 휓푗,0 gut lokalisiert ist. Genauer haben
wir
Satz 3.5 Gegeben sei 푚, 푚˜ ∈ ℕ0, so dass 푚 + 푚˜ gerade ist, sowie das zugeho¨rige Wavelet
푚,푚˜휓 (skaliert mit dem Faktor
1
2휋 ) und die Periodisierung 휓푗,0 von 푚,푚˜휓푗,0. Dann gilt fu¨r
휎
2푗
< ∣푦∣ ≤ 휋
∣∣∣D푘푦H휓푗,0 (푦)∣∣∣ ≤ 퐶2 푗2 2푗푘 ( 휎2푗 ∣푦∣ − 휎
)푚˜+2+푘
, 푘 = 0, . . . ,푚,
mit 휎 = 2휋
(
푚+푚˜
2 + 1
)
.
Beweis : 1. Wir beginnen mit dem Fall 푘 = 0. Benutzen wir die Darstellung (2.32) und die
Abscha¨tzung (3.8), so gelangen wir fu¨r 휎
2푗
< 푦 ≤ 휋 zu
∣H휓푗,0 (푦)∣ ≤
∣∣Hℝ 푚,푚˜휓푗,0 (푦)∣∣+ ∞∑
푘=1
∣H푘휓푗,0 (푦)∣
≤
∞∑
푘=−∞
2
푗
2
√
2
∥∥
푚,푚˜휓
∥∥
퐿2(ℝ)
휋
√
2푚˜+ 3
휎−
1
2︸ ︷︷ ︸
퐶
4
(
휎
2푗 ∣푦 + 2휋푘∣ − 휎
)푚˜+2
≤2 푗2 퐶
4
⎧⎨⎩
(
휎
2푗푦 − 휎
)푚˜+2
+
∞∫
0
(
휎
2푗 (푦 + 2휋푥)− 휎
)푚˜+2
d푥+
+
(
휎
2푗 (2휋 − 푦)− 휎
)푚˜+2
+
−1∫
−∞
(
휎
2푗 (−푦 − 2휋푥)− 휎
)푚˜+2
d푥
⎫⎬⎭
=2
푗
2
퐶
4
{(
휎
2푗푦 − 휎
)푚˜+2
+
1
2휋2푗 (푚˜+ 1)
휎푚˜+2
(2푗푦 − 휎)푚˜+1
+
+
(
휎
2푗 (2휋 − 푦)− 휎
)푚˜+2
+
1
2휋2푗 (푚˜+ 1)
휎푚˜+2
(2푗 (2휋 − 푦)− 휎)푚˜+1
}
.
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Wegen 2휋 − 푦 ≥ 푦 > 0 und 푦 ≤ 휋 ergibt sich weiter
∣H휓푗,0 (푦)∣ ≤ 2
푗
2
퐶
2
{(
휎
2푗푦 − 휎
)푚˜+2
+
1
2휋2푗 (푚˜+ 1)
휎푚˜+2
(2푗푦 − 휎)푚˜+1
}
≤ 퐶2 푗2
(
휎
2푗푦 − 휎
)푚˜+2
und damit die Behauptung fu¨r 푘 = 0.
2. Ist 푘 > 0, so vertauschen wir nach Satz 2.16 die Diﬀerentiation und den Hilbert-Operator H.
Mittels Lemma 2.12 verschwinden die Momente 푀0
(
D푘푥휓푗,0
)
, . . . , 푀푚˜+푘
(
D푘푥휓푗,0
)
von D푘푥휓푗,0.
Die Behauptung ergibt sich dann aus einer analogen Abscha¨tzung wie oben. #
Durch die Lokalisierung der Funktionen H휓푗,0 ist es mo¨glich, die Matrix ℋ zu komprimieren,
indem wir H휓푗,0 mit einer Fensterfunktion 휂 multiplizieren. Dabei soll die Funktion 휂 den
folgenden Eigenschaften genu¨gen:
휂 (푥) = 1 fu¨r −퐵 ≤ 푥 ≤ 퐵,
휂 (푥) ∈ (0, 1) fu¨r 퐵 < ∣푥∣ < 퐵˜,
휂 (푥) = 0 fu¨r 퐵˜ ≤ ∣푥∣
(3.18)
mit 퐵, 퐵˜ ∈ ℕ und 퐵˜ > 퐵. Zur Konstruktion solcher Funktionen siehe [51, S. 95]. Wir
schreiben
휂푗,푘 (푥) = 휂
(
2푗푥− 푘) .
Die Periodisierung von 휂푗,푘 mit Periode 1
∞∑
푛=−∞
휂푗,푘 (푥+ 푛)
bezeichnen wir wieder mit 휂푗,푘. Der Abschneidefehler ergibt sich aus
Lemma 3.6 Sei 푚, 푚˜ ∈ ℕ0 mit 푚+ 푚˜ ∈ 2ℕ0 und 푚,푚˜휓 das zugeho¨rige Wavelet sowie 휓푗,0
die Periodisierung von 푚,푚˜휓푗,0. Die Funktion 휂 ∈푊 푠2 (ℝ), 푠 ∈ ℕ0 mit 0 ≤ 푠 < 푚+ 12 , besitze
die Eigenschaften (3.18). Dann haben wir fu¨r 2휎 < 퐵 < 퐵˜ < 2푗−1
∥(1− 휂푗,0) H휓푗,0∥푊 푠2 ≤ 2
푗푠퐶
(
휂, 푠,퐵, 퐵˜,푚, 푚˜
)( 휎
퐵 − 휎
)푚˜+ 3
2
mit 휎 = 푚+푚˜2 + 1.
Beweis : Wir beginnen mit
∥(1− 휂푗,0) H휓푗,0∥2퐿2 =
1
2∫
− 1
2
∣(1− 휂푗,0 (푥)) H휓푗,0 (푥)∣2 d푥.
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Wegen 1−휂푗,0 (푥) = 0 fu¨r 푥 ∈
[−퐵
2푗
, 퐵
2푗
]
teilen wir die Integration auf die Intervalle
[
−12 ,− 퐵˜2푗
]
,[
− 퐵˜
2푗
,−퐵
2푗
]
, 퐼1
[
퐵
2푗
, 퐵˜
2푗
]
und 퐼2
[
퐵˜
2푗
, 12
]
auf. Um die Formeln etwas zu vereinfachen, setzen
wir
푞
휎
퐵 − 휎 ,
푞˜
휎
퐵˜ − 휎 ,
휂푘 =
퐵˜∫
퐵
∣∣∣∣ d푘d푥푘 [1− 휂] (푥)
∣∣∣∣2 d푥, 푘 = 0, . . . , 푠.
Auf dem Intervall 퐼1 bekommen wir dann nach Satz 3.5∫
퐼1
∣(1− 휂푗,0 (푥)) H휓푗,0 (푥)∣2 d푥 ≤ 2푗퐶2
(
휎
2푗 퐵
2푗
− 휎
)2(푚˜+2) ∫
퐼1
∣∣1− 휂 (2푗푥)∣∣2 d푥
≤ 2푗퐶2푞2(푚˜+2)
퐵˜∫
퐵
∣1− 휂 (푥)∣2 d푥
2푗
= 퐶2푞2(푚˜+2)휂0.
Auf Grund von 1− 휂푗,0 (푥) = 1 fu¨r 푥 ∈ 퐼2 und Satz 3.5 haben wir∫
퐼2
∣(1− 휂푗,0 (푥)) H휓푗,0 (푥)∣2 d푥 ≤ 2푗퐶2
∫
퐼2
(
휎
2푗푥− 휎
)2(푚˜+2)
d푥
= 2푗퐶2
−1
2푚˜+ 3
휎2−푗
(
휎
2푗푥− 휎
)2푚˜+3 ∣∣∣
퐼2
≤ 퐶2휎푞˜2푚˜+3.
Fu¨r die restlichen beiden Intervalle erhalten wir eine analoge Abscha¨tzung. Somit gelangen
wir mit 퐵 < 퐵˜ und 푞 < 1 zu
∥(1− 휂푗,0) H휓푗,0∥퐿2 ≤
√
2퐶푞푚˜+
3
2
√
휂0 + 휎.
Als na¨chstes scha¨tzen wir ∥D푠푥 [(1− 휂푗,0) H휓푗,0]∥퐿2 ab und bekommen mit Leibniz’ Formel∥∥∥D푠푥 [(1− 휂푗,0) H휓푗,0] ∥∥∥
퐿2
=
∥∥∥∥∥
푠∑
푘=0
(
푠
푘
)
D푠−푘푥 [1− 휂푗,0] D푘푥H휓푗,0
∥∥∥∥∥
퐿2
≤
푠∑
푘=0
(
푠
푘
)∥∥∥D푠−푘푥 [1− 휂푗,0] D푘푥H휓푗,0∥∥∥
퐿2
=
푠∑
푘=0
(
푠
푘
)⎛⎜⎝
1
2∫
− 1
2
∣∣∣D푠−푘푥 [1− 휂푗,0] (푥) D푘푥H휓푗,0 (푥)∣∣∣2 d푥
⎞⎟⎠
1
2
.
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Mittels Satz 3.5 erhalten wir auf dem Intervall 퐼1 wie oben∫
퐼1
∣∣∣D푠−푘푥 [1− 휂푗,0] (푥) D푘푥H휓푗,0 (푥)∣∣∣2 d푥 ≤ 22푗푠퐶2푞2(푚˜+2+푘)휂푠−푘.
Wegen 휂푗,0 (푥) = 0 auf 퐼2 ist D
푠−푘
푥 [1− 휂푗,0] ≡ 0 fu¨r 푘 = 0, . . . , 푠− 1. Somit bleibt fu¨r 퐼2 nur
der Summand 푘 = 푠 u¨brig. Nach Satz 3.5 ist wie oben∫
퐼2
∣D푠푥H휓푗,0 (푥)∣2 d푥 ≤ 22푗푠퐶2휎푞˜2(푚˜+푠)+3.
Die beiden restlichen Intervalle lassen sich analog abscha¨tzen. Summation liefert schließlich
auf Grund von 푞˜ < 푞 < 1
∥D푠푥 [(1− 휂푗,0) H휓푗,0]∥퐿2 ≤
푠∑
푘=0
(
푠
푘
)√
22푗푠퐶푞푚˜+푘+2
√
휂푠−푘 +
√
22푗푠퐶
√
휎푞˜푚˜+푠+
3
2
≤
√
22푗푠퐶푞푚˜+
3
2
(
푠∑
푘=0
(
푠
푘
)√
휂푠−푘 +
√
휎
)
.
Damit ist
∥(1− 휂푗,0) H휓푗,0∥푊 푠2 ≤ ∥(1− 휂푗,0) H휓푗,0∥퐿2 + ∥D
푠
푥 [(1− 휂푗,0) H휓푗,0]∥퐿2
≤ 2푗푠 퐶˜
√
2퐶
(
√
휂0 + 휎 +
푠∑
푘=0
(
푠
푘
)√
휂푠−푘 +
√
휎
)
︸ ︷︷ ︸
퐶(휂,푠,퐵,퐵˜,푚,푚˜)
푞푚˜+
3
2 .
#
Mit Hilfe der Fensterfunktion 휂 approximieren wir den Hilbert-Operator.
Deﬁnition 3.7 Fu¨r eine Funktion 푢 aus 푊 푠2
[−12 , 12] mit ihrer Wavelet-Darstellung
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥)
und einer Fensterfunktion 휂 ∈푊 12
[−12 , 12] mit den Eigenschaften (3.18) deﬁnieren wir
H˜푢 (푥)
2푗0−1∑
푘=0
푎푗0,푘H휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휂푗,푘H휓푗,푘 (푥) . (3.19)
Fu¨r den Fehler erhalten wir
Satz 3.8 Sei 푢 ∈ 푊 푠2
[−12 , 12] mit 0 ≤ 푟 < 푠 < 푚 + 12 und 푟 < 푠 − 12 . Unter den Voraus-
setzungen von Lemma 3.6 gilt∥∥∥(H− H˜)푢∥∥∥
푊 푟2
≤ 퐷
(
휂, 푠,퐵, 퐵˜,푚, 푚˜
)( 휎
퐵 − 휎
)푚˜+ 3
2
∥푢∥푊 푠2 .
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Beweis : Mit Lemma 3.6, (2.20) und 푞 휎퐵−휎 ist∥∥∥(H− H˜)푢∥∥∥
푊 푟2
≤
∞∑
푗=푗0
2푗−1∑
푘=0
∣푏푗,푘∣ ∥(1− 휂푗,푘) H휓푗,푘∥푊 푟2
≤
∞∑
푗=푗0
2푗−1∑
푘=0
∣푏푗,푘∣ 2푗푟퐶
(
휂, 푠,퐵, 퐵˜,푚, 푚˜
)
푞푚˜+
3
2
≤ 퐶
(
휂, 푠,퐵, 퐵˜,푚, 푚˜
)
푞푚˜+
3
2
⎛⎝ ∞∑
푗=푗0
2푗−1∑
푘=0
22푗푠 ∣푏푗,푘∣2
⎞⎠ 12 ⎛⎝ ∞∑
푗=푗0
2푗−1∑
푘=0
22푗(푟−푠)
⎞⎠ 12
≤ 퐶
(
휂, 푠,퐵, 퐵˜,푚, 푚˜
)
푐−1푠 2
푗0(푟−푠+ 12)
√
1
1− 22(푟−푠)+1︸ ︷︷ ︸
퐷(휂,푠,퐵,퐵˜,푚,푚˜)
푞푚˜+
3
2 ∥푢∥푊 푠2 . #
Wir kehren zu der Matrix ℋ zuru¨ck und wa¨hlen uns den Parameter 퐵 ∈ ℕ so, dass der Fehler
in Satz 3.8 in der Gro¨ßenordnung des Interpolationsfehlers liegt. Anschließend konstruieren
wir die Fensterfunktion 휂 mit Hilfe des Parameters 퐵 und bilden
H˜휓푗,0 (푥) = 휂푗,0 (푥) H휓푗,0 (푥) , 푗 = 푗0, . . . , 퐽 − 1.
Im Anschluß fassen wir die Werte auf dem Gitter 풢 zu der komprimierten Form der Matrix
ℋ zusammen:
ℋ˜ :=
⎡⎢⎢⎢⎣
∣ ∣ ∣
H휑푗0,푘
(
푙
2퐽
)
H˜휓푗0,푘
(
푙
2퐽
) ⋅ ⋅ ⋅ H˜휓퐽−1,푘 ( 푙2퐽 )
∣ ∣ ∣
⎤⎥⎥⎥⎦ ∈ ℝ2퐽×2퐽 . (3.20)
In Abbildung 3.2 ist die Matrix ℋ˜ fu¨r 푗0 = 8 und 퐽 = 12 dargestellt, wobei die von Null
verschiedenen Werte farbig sind. Der rote Anteil gibt gerade die Werte von H휑푗0,푘 an, der
voll besetzt ist. Die Anzahl der Eintra¨ge, die von Null verschieden sind, betra¨gt
2퐽
(
2푗0 +
(
2퐵˜ + 1
)
(퐽 − 푗0)
)
.
Somit besitzt die Auswertung der Matrix-Vektor-Multiplikation ℋ˜w eine Komplexita¨t von
풪 (퐽2퐽) (3.21)
und wir erhalten dadurch eine schnelle Mo¨glichkeit zur Berechnung der Funktionswerte von
H푢 auf dem Gitter 풢.
Bemerkung: Zur Berechnung der Matrix ℋ˜ beno¨tigen wir nur die Werte von H휓푗,0 auf dem
Intervall
[
− 퐵˜
2푗
, 퐵˜
2푗
]
. Dies kann man bei der Berechnung von H휓푗,0 durch den Algorithmus 1
mit beru¨cksichtigen.
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Abbildung 3.2: Matrix ℋ˜
Abschließend wollen wir noch eine andere Mo¨glichkeit zur Berechnung von H푢 fu¨r 푢 ∈ 푊 푠2
diskutieren. Wegen H푢 ∈푊 푠2 besitzt die Hilbert-Transformation von 푢 die Darstellung
H푢 (푥) =
2푗0−1∑
푘=0
푎ˆ푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏ˆ푗,푘휓푗,푘 (푥) (3.22)
mit
푎ˆ푗0,푙 = ⟨H푢, 휑˜푗0,푙⟩
=
2푗0−1∑
푘=0
푎푗0,푘⟨H휑푗0,푘, 휑˜푗0,푙⟩+
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘⟨H휓푗,푘, 휑˜푗0,푙⟩,
푙 = 0, . . . , 2푗0 − 1,
푏ˆ휈,푙 = ⟨H푢, 휓˜휈,푙⟩
=
2푗0−1∑
푘=0
푎푗0,푘⟨H휑푗0,푘, 휓˜휈,푙⟩ +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘⟨H휓푗,푘, 휓˜휈,푙⟩,
푙 = 0, . . . , 2푗0 − 1, 푗 = 푗0, . . . .
Wir fassen die Skalarprodukte ⟨H휑푗0,푘, 휑˜푗0,푙⟩, ⟨H휓푗,푘, 휑˜푗0,푙⟩, ⟨H휑푗0,푘, 휓˜휈,푙⟩ und ⟨H휓푗,푘, 휓˜휈,푙⟩
zu einer Matrix zusammen. Durch das Verhalten von H휓푗,푘 la¨ßt sich diese Matrix wieder
komprimieren. Die Struktur der Matrix, die dabei entsteht, ist in Abbildung 3.3 zu sehen. Fu¨r
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Abbildung 3.3: Matrix fu¨r Entwicklung von H in Wavelets
na¨here Informationen verweisen wir auf die Arbeiten [2–4]. Bei dieser Vorgehensweise erhalten
wir die Wavelet-Darstellung von H푢. Um die Funktionswerte von H푢 zu bestimmen, mu¨ssen
wir (3.22) auswerten. Aufgrund des kompakten Tra¨gers von 휑푗0,0 und 휓푗,0, 푗 = 푗0, . . ., ist dies
eﬀektiv und schnell mo¨glich. Das Problem besteht aber in der Berechnung der Skalarprodukte
⟨H휑푗0,푘, 휑˜푗0,푙⟩, ⟨H휓푗,푘, 휑˜푗0,푙⟩, ⟨H휑푗0,푘, 휓˜휈,푙⟩ und ⟨H휓푗,푘, 휓˜휈,푙⟩, da die dualen Funktionen 휑˜ und
휓˜ nicht explizit gegeben sind. Außerdem sind Superpositionsoperatoren, wie zum Beispiel
exp (H푢), fu¨r uns von Interesse. Deswegen ist es vorteilhafter, die Funktionswerte von H푢 zu
bestimmen und nicht die Wavelet-Darstellung von H푢.
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3.4 Berechnung des Hilbert-Operators auf ungleichma¨ßigen Gittern
Bevor wir uns der Auswertung des Hilbert-Operators H auf einem ungleichma¨ßigen Gitter
widmen, beschreiben wir zuna¨chst die Struktur und den Aufbau eines solchen ungleichma¨ßi-
gen Gitters, wie wir sie betrachten wollen.
Wir wa¨hlen zwei Parameter 푗0, 퐽 ∈ ℕ mit 푗0 < 퐽 . Dabei entspricht der Parameter 푗0 dem
groben Level und 퐽 dem feinen Level. Das feine Gitter
ℱ퐽
{
푙
2퐽
: 푙 = −2퐽−1, . . . , 2퐽−1 − 1
}
entha¨lt alle mo¨glichen Punkte, die in Frage kommen. Wir ordnen dem Gitter ℱ퐽 die Index-
menge
ℐℱ
{
푙 : 푙 = −2퐽−1, . . . , 2퐽−1 − 1}
zu. Jedem Punkt 푥 aus ℱ퐽 kann man eindeutig einen Index 푙 aus ℐℱ zuweisen und umgekehrt.
Anhand des Index 푙 kann man auch das Level bestimmen, zu welchem der Punkt 푥 geho¨rt.
Wir sagen der Gitterpunkt 푥 = 푎2−푗 mit 푎, 푗 ∈ ℤ und 푗0 ≤ 푗 ≤ 퐽 geho¨rt zum Level 푗 und
jeder Punkt, der zum Level 푗 geho¨rt, la¨ßt sich automatisch auch zu allen Levels 푗 + 1, . . . , 퐽
zuordnen. Ist 푥 = 푎2−푗 mit 푎 ∈ 2ℤ + 1, so geho¨rt der Punkt 푥 zum Level 푗 aber nicht zum
Level 푗 − 1. Wir nennen die Darstellung 푥 = 푎2−푗 normalisiert, wenn 푎 ∈ 2ℤ+ 1 und 푗 > 푗0
oder 푎 ∈ ℤ und 푗 = 푗0 ist. Analog deﬁnieren wir den normalisierten Index 푙 = 푎2퐽−푗 ∈ ℤ.
Haben wir einen Gitterpunkt 푥 ∈ ℱ퐽 mit dem entsprechenden Index 푙 = 푎2퐽−푗 mit 푗 > 푗0
gegeben, so ordnen wir diesem Index die beiden Indizes
푙−
푎− 1
2
2퐽−푗+1 und 푙+
푎+ 1
2
2퐽−푗+1
beziehungsweise die entsprechenden Punkte
푥−
푎− 1
2
2−푗+1 und 푥+
푎+ 1
2
2−푗+1 (3.23)
zu. Die Punkte 푥− und 푥+ geho¨ren zum Level 푗 − 1 und sind gerade so gewa¨hlt, dass 푥 der
Mittelpunkt von 푥− und 푥+ ist. Damit deﬁnieren wir die Gitter, auf dem wir den Hilbert-
Operator H auswerten wollen.
Deﬁnition 3.9 Ein Gitter 풢 ⊆ ℱ퐽 heißt zula¨ssig, wenn gilt
1. fu¨r das grobe Gitter 풢푗0
{
푙
2푗0
: 푙 = −2푗0−1, . . . , 2푗0−1 − 1} gilt 풢푗0 ⊆ 풢,
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2. ist 푥 ∈ 풢, so folgt, dass 푥− ∈ 풢 und 푥+ ∈ 풢.
Die zugeho¨rige zula¨ssige Indexmenge bezeichnen wir mit ℐ (풢). Falls das Gitter bekannt ist,
so schreiben wir auch kurz ℐ.
Abbildung 3.4 zeigt sowohl den Ausschnitt eines zula¨ssigen Gitters als auch eines nicht zula¨ssi-
gen Gitters, da die rot dargestellten Gitterpunkte ( ) nicht vorhanden sind.
Abbildung 3.4: zula¨ssiges (oben) und nicht zula¨ssiges (unten) Gitter
Ein gegebenes zula¨ssiges Gitter 풢 unterteilen wir auf die einzelnen Levels. Zu der Menge
풢푗 mit 푗0 < 푗 ≤ 퐽 fassen wir alle Punkte aus 풢 zusammen, die zum Level 푗 geho¨ren aber
nicht zum Level 푗 − 1. Die Kardinalita¨t der Menge 풢푗 bezeichnen wir mit 푁푗 . Da das grobe
Gitter 풢푗0 zu 풢 geho¨rt, besitzt 풢 eine Darstellung als disjunkte Vereinigung
풢 =
퐽∪
푗=푗0
풢푗 (3.24)
mit der Kardinalita¨t
푁 ∣풢∣ =
퐽∑
푗=푗0
푁푗 .
Zur Berechnung der Hilbert-Transformation H auf einem ungleichma¨ßigen Gitter 풢 verwen-
den wir die Matrix ℋ˜ aus (3.20), wobei wir nur die Zeilen betrachten, die zu dem Gitter 풢
geho¨ren. Dazu beno¨tigen wir die Wavelet-Koeﬃzienten der Funktion 푢 ∈푊 푠2 , deren Hilbert-
Transformation wir berechnen wollen. Da die Funktionswerte nur auf dem Gitter 풢 gegeben
sind, brauchen wir ein Verfahren zur Bestimmung dieser Koeﬃzienten. In diesem Zusammen-
hang untersuchen wir die Inverse der Matrix 퐴
(
휑푗,푘
(
푙
2푗
))2푗−1,2푗−1
푘=0,푙=0
∈ ℝ2푗×2푗 , welche bei
der Interpolation auf dem gleichma¨ßigen Gitter 푙
2푗
, 푙 = 0, . . . , 2푗 − 1, auftritt. Dabei ist 휑푗,0
der periodische skalierte B-Spline vom Grad 푚 ∈ 2ℕ0 + 1. Die Matrix 퐴 ist zirkulant und
auf Grund des Tra¨gers
[−푚+1
2푗+1
, 푚+1
2푗+1
]
von 휑푗,0 du¨nn besetzt. Anhand von (2.21) erkennen wir,
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dass die Inverse 퐴−1 wiederum zirkulant ist. Im Gegensatz zu 퐴 ist 퐴−1 fu¨r 푚 > 1 nicht mehr
du¨nn besetzt. Mit Hilfe der ersten Zeile a von 퐴 und ihrer diskreten Fourier-Transformation
aˆ bekommen wir durch die inverse diskrete Fourier-Transformation von 1aˆ die Eintra¨ge der
ersten Zeile a¯ von 퐴−1. Fu¨r die Eintra¨ge von a¯ erhalten wir
Lemma 3.10 Sei 푚 = 3 und 퐴 =
(
휑푗,푘
(
푙
2푗
))2푗−1,2푗−1
푘=0,푙=0
∈ ℝ2푗×2푗 mit dem periodischen ska-
lierten kubischen B-Spline 휑푗,0. Fu¨r die erste Zeile a¯ = (푎¯0, . . . , 푎¯2푗−1) von 퐴−1 gilt
푎¯푙 =
√
3
(√
3− 2
)푙
+
퐵2푟
22푟푗(2푟)!
D푟푥푓푙 (휉) , 푟 ≥ 1, 푙 = 0, . . . , 2푗−1,
푎¯2푗−1−푙 = 푎¯푙+1, 푙 = 0, . . . , 2
푗−1 − 1,
mit den Funktionen 푓푙 (푥) =
3 cos(2휋푥푙)
2+cos 2휋푥 , den Bernoulli-Zahlen 퐵2푟 und 0 < 휉 < 1.
Beweis : Wir setzen 푛 = 2푗 und berechnen die diskrete Fourier-Transformation der ersten
Zeile von 퐴
휑ˆ푘
1
푛
푛−1∑
푙=0
휑 (푙) e−2휋i
푙푘
푛 .
Fu¨r 푚 = 3 ist
휑 (0) =
2
3
, 휑 (1) =
1
6
,
휑 (푛− 1) = 1
6
, 휑 (푙) = 0, 푙 = 2, . . . , 푛− 2.
Dadurch bekommen wir
휑ˆ푘 =
1
푛
(
2
3
+
1
3
cos 2휋
푘
푛
)
.
Wir beginnen mit einer na¨herungsweisen Berechnung der Werte 푎¯푙 und geben anschließend
eine Fehlerabscha¨tzung. Nach (2.21) und dem Residuensatz ist (fu¨r b = (1, 0, . . . , 0))
푎¯푙 =
1
푛
푛−1∑
푘=0
1
푛휑ˆ푘
e2휋i
푘푙
푛 =
1
푛
푛−1∑
푘=0
3e2휋i
푘푙
푛
2 + cos 2휋 푘푛
≈
1∫
0
3e2휋i푥푙
2 + cos 2휋푥
d푥 =
3
2휋
2휋∫
0
cos 푙푥+ i sin 푙푥
2 + cos푥
d푥
=
3
2휋i
∫
∣푧∣=1
푧푙
1
2푧
2 + 2푧 + 12
d푧 =
6
2휋i
∫
∣푧∣=1
푧푙(
푧 + 2−√3) (푧 + 2 +√3)d푧
= 6 res
(
푧푙
푧2 + 4푧 + 1
,−2 +
√
3
)
= 6 lim
푧→−2+√3
(
푧 + 2−
√
3
) 푧푙
푧2 + 4푧 + 1
=
√
3
(√
3− 2
)푙
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fu¨r 푙 = 0, . . . , 푛2 . Auf Grund der Symmetrie von 휑ˆ푘 und der Exponentialfunktion haben wir
푎¯푙 =
1
푛
푛−1∑
푘=0
3 cos
(
2휋 푘푙푛
)
2 + cos 2휋 푘푛
,
√
3
(√
3− 2
)푙
=
1∫
0
3 cos (2휋푥푙)
2 + cos 2휋푥
d푥.
Somit ist 푎¯푙 eine Approximation des Integrals
1∫
0
푓푙 (푥) d푥 mittels der Rechteckregel. Da der
Integrand 푓 periodisch ist, stimmt die Rechteckregel mit der Trapezregel u¨berein. Nach der
Euler-Maclaurin Formel [50, Satz 4.3] folgt schließlich
푎¯푙 −
√
3
(√
3− 2
)푙
=
퐵2푟
푛2푟(2푟)!
D푟푥푓푙 (휉) , 푟 ≥ 1.
Die zweite Aussage des Lemmas folgt aus der Symmetrie von 휑 (푙), 푙 = 0, . . . , 푛 − 1, be-
ziehungsweise 휑ˆ푘, 푘 = 0, . . . , 푛 − 1, und den Eigenschaften der inversen diskreten Fourier-
Transformation. #
Nach dem letzten Lemma sind die Eintra¨ge von a¯ gut lokalisiert, so dass wir die Matrix
퐴−1 komprimieren ko¨nnen und eine du¨nn besetzte zirkulante Matrix 퐴∗ mit Bandstruktur
erhalten.
Im Folgenden stellen wir eine Methode zur Berechnung der Wavelet-Koeﬃzienten auf einem
ungleichma¨ßigen Gitter vor. Dazu nehmen wir uns ein zula¨ssiges Gitter 풢 mit der Aufteilung
(3.24) und dazugeho¨rigen Funktionswerten 푢 (푥), 푥 ∈ 풢, einer Funktion 푢 ∈ 푊 푠2 her. Wir
beginnen mit der Berechnung der Koeﬃzienten 푎˜푗,푘, 푘 = 0, . . . , 2
푗 − 1, 푗 = 푗0, . . . , 퐽 , nach
Algorithmus 3.
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Algorithmus 3 : Bestimmung der Koeﬃzienten 푎˜푗,푘
Eingabe: 푗0 . . . grobes Level
퐽 . . . feines Level
푚 . . . Regularita¨t des B-Splines
풢 . . . Gitter
푢 ∈푊 푠2
Schritt 0: Setze 푗 = 푗0.
Schritt 1: Deﬁniere 푢 (푥) 0 fu¨r 푥 ∕∈ 풢푗 und fasse die Funktionswerte 푢
(
푙
2푗
)
,
푙 = −2푗−1, . . . , 2푗−1 zu einem Spaltenvektor u zusammen. Anschließend
bestimme die Koeﬃzienten 푎˜푗,푘, 푘 = 0, . . . , 2
푗 − 1, durch 2− 푗2퐴∗u.
Schritt 2: Aktualisiere die Funktionswerte 푢 (푥), 푥 ∈ 풢, durch
푢 (푥) = 0, 푥 ∈ 풢푗 ,
푢 (푥) = 푢 (푥)−
2푗−1∑
푘=0
푎˜푗,푘휑푗,푘 (푥) , 푥 ∈
퐽∪
휈=푗+1
풢휈 .
Schritt 3: Erho¨he 푗 um eins und gehe zu Schritt 1 solange 푗 ≤ 퐽 .
Ausgabe: Koeﬃzienten 푎˜푗,푘, 푗 = 푗0, . . . , 퐽 , 푘 = 0, . . . , 2
푗 − 1
Bemerkung: Entha¨lt das Gitter 풢푗 im Schritt 1 von Algorithmus 3 sa¨mtliche Punkte,
die zum Level 푗 geho¨ren, so invertieren wir die Matrix 퐴 nicht direkt, sondern lo¨sen das
Gleichungssystem mit Hilfe einer 퐿푈 -Zerlegung oder der schnellen Fourier-Transformation.
Das Ergebnis von Algorithmus 3 ist eine Funktion 푢˜ mit der Darstellung
푢˜ (푥) =
퐽∑
푗=푗0
2푗−1∑
푘=0
푎˜푗,푘휑푗,푘 (푥) ,
welche die Werte 푢 (푥), 푥 ∈ 풢, approximiert. Um die Wavelet-Darstellung zu erhalten, gehen
wir wie im Algorithmus 4 beschrieben vor.
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Algorithmus 4 : modiﬁzierte Wavelet-Zerlegung
Eingabe: Koeﬃzienten 푎˜푗,푘, 푗 = 푗0, . . . , 퐽 , 푘 = 0, . . . , 2
푗 − 1
푗0 . . . grobes Level
퐽 . . . feines Level
푚 . . . Regularita¨t des B-Splines
푚˜ . . . Anzahl der verschwindenden Momente des Wavelets
Schritt 0: Setze 푗 = 퐽 .
Schritt 1: Fu¨hre eine Wavelet-Zerlegung der Koeﬃzienten 푎˜푗,푘 von 푗 nach 푗 − 1 aus
mit Hilfe der Filterkoeﬃzienten ℎ˜푛 und 푔˜푛 aus Tabelle 2.1 und (2.16)
푎ˆ푗−1,푘 =
∑
푛
ℎ˜푛−2푘푎˜푗,푛, 푘 = 0, . . . , 2푗−1 − 1,
푏푗−1,푘 =
∑
푛
푔˜푛−2푘푎˜푗,푛, 푘 = 0, . . . , 2푗−1 − 1.
Schritt 2: Aktualisiere die Koeﬃzienten 푎˜푗−1,푘 mittels
푎˜푗−1,푘 = 푎˜푗−1,푘 + 푎ˆ푗−1,푘, 푘 = 0, . . . , 2푗−1 − 1.
Schritt 3: Erniedrige 푗 um eins und gehe zu Schritt 1 solange 푗 ≥ 푗0 + 1.
Ausgabe: Wavelet-Koeﬃzienten 푎ˆ푗0,푘, 푘 = 0, . . . , 2
푗0 − 1, und 푏푗,푘, 푗 = 푗0, . . . , 퐽 − 1,
푘 = 0, . . . , 2푗 − 1
Damit haben wir eine Mo¨glichkeit, die Wavelet-Koeﬃzienten auf einem zula¨ssigen Gitter 풢 zu
berechnen, und ko¨nnen dadurch die Hilbert-Transformation H auf dem Gitter 풢 oder einem
anderen zula¨ssigen Gitter 풢˜ mit Hilfe der Matrix ℋ˜ bestimmen.
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3.5 Eﬀektivita¨t
In Kapitel 3.4 haben wir ein Verfahren zur Auswertung des Hilbert-Operators H auf einem
zula¨ssigen Gitter 풢 vorgestellt. In diesem Abschnitt wollen wir die Komplexita¨t dieser Vor-
gehensweise untersuchen.
Wir beginnen mit dem Algorithmus 3 zur Bestimmung der Koeﬃzienten 푎˜푗,푘. Schritt 1 be-
steht aus einer Matrix-Vektor-Multiplikation, wobei 푁푗 ∣풢푗 ∣ Eintra¨ge des Vektors u von
Null verschieden sind und die Matrix 퐴∗ eine zirkulante Bandstruktur besitzt. Bezeichnen wir
die Bandbreite mit 푏, so la¨ßt sich die Matrix-Vektor-Multiplikation mit
(
푏+ 푏2
)
푁푗 Rechen-
operationen realisieren und wir erhalten dadurch 2푁푗 + 1 + 푏 von Null verschiedene Koef-
ﬁzienten 푎˜푗,푘.
Fu¨r die Aktualisierung der Funktionswerte im Schritt 2 des Algorithmus beno¨tigen wir zur
Berechnung einer Summe
2푗−1∑
푘=0
푎˜푗,푘휑푗,푘 nur 푚+ 1 Multiplikationen und 푚 Additionen, da der
Tra¨ger
[−푚+1
2푗+1
, 푚+1
2푗+1
]
von 휑푗,0 kompakt ist. Insgesamt mu¨ssen wir
퐽∑
푘=푗+1
푁푘 Funktionswerte
berechnen. Folglich la¨ßt sich dies mit
(2푚+ 1)
퐽∑
푘=푗+1
푁푘
Operationen erreichen. Summation von 푗0 bis 퐽 liefert schließlich mit 푁 ∣풢∣ =
퐽∑
푗=푗0
푁푗
퐽∑
푗=푗0
⎡⎣3
2
푏푁푗 + (2푚+ 1)
퐽∑
푘=푗+1
푁푘
⎤⎦ ≤ 3
2
푏푁 + (2푚+ 1) (퐽 − 푗0 + 1)푁
und somit eine Komplexita¨t von 풪 (퐽푁) zur Bestimmung der Koeﬃzienten 푎˜푗,푘,
푘 = 0, . . . , 2푗 − 1, 푗 = 푗0, . . . , 퐽 .
Als na¨chstes untersuchen wir den Algorithmus, der aus den Koeﬃzienten 푎˜푗,푘 die Wavelet-
Koeﬃzienten 푎ˆ푗0,푘, 푏푗,푘 bestimmt. Dazu bezeichnen wir mit 푛ℎ und 푛푔 die Filterla¨nge der
Koeﬃzienten ℎ˜푘 beziehungsweise 푔˜푘 aus Tabelle 2.1 und (2.16). Weil 2푁푗+1+푏 Koefﬁzienten
푎˜푗,푘 von Null verschieden sind, erfordert die Zerlegung im Schritt 1 von Algorithmus 4 von 푗
zu 푗 − 1 (푛ℎ + 푛ℎ2 + 푛푔 + 푛푔2 ) (2푁푗 + 1 + 푏) Rechenoperationen und 2푁푗 + 1 + 푏 + 푛ℎ Koef-
ﬁzienten 푎ˆ푗−1,푘 verschwinden nicht. Die Aktualisierung der Koeﬃzienten 푎˜푗−1,푘 beno¨tigt somit
2푁푗 + 1 + 푏+ 푛ℎ Additionen. Summieren wir von 푗0 bis 퐽 ergibt das
3 (푛ℎ + 푛푔)푁 + 2푁 + (퐽 − 푗0 + 1)
(
(1 + 푏)
3
2
(푛ℎ + 푛푔) + 1 + 푏+ 푛ℎ
)
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Operationen und damit eine Komplexita¨t von 풪 (푁).
Zum Abschluß haben wir die Auswertung des Hilbert-Operators auf dem Gitter 풢˜ mit
푁˜ =
∣∣∣풢˜∣∣∣. Dazu fassen wir die Wavelet-Koeﬃzienten 푎˜푗0,푘, 푏푗,푘 zu dem Vektor w aus (3.17)
zusammen und multiplizieren mit der Matrix ℋ˜ aus (3.20). Dies ist nach (3.21) mit einer
Komplexita¨t von 풪 (퐽2퐽) realisierbar. Da wir die Funktionswerte aber nicht auf dem gesam-
ten feinen Gitter ℱ퐽 beno¨tigen, betrachten wir nur die Zeilen, die zu dem Gitter 풢˜ geho¨ren.
Damit reduziert sich die Aufwand auf 풪
(
퐽푁˜
)
.
Insgesamt erhalten wir ein Verfahren zur Bestimmung des Hilbert-Operators H von einem
zula¨ssigen Gitter 풢 auf ein zula¨ssiges Gitter 풢˜ mit einer Komplexita¨t 풪
(
퐽
(
푁 + 푁˜
))
, wobei
푁 = ∣풢∣ die Anzahl der Gitterpunkte von 풢, 푁˜ =
∣∣∣풢˜∣∣∣ die Anzahl der Gitterpunkte von 풢˜
und 퐽 das feinste Level ist.
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3.6 Berechnung des Hilbert-Operators auf adaptiven Gittern
Kapitel 3.4 gibt uns die Mo¨glichkeit der Auswertung des Hilbert-Operators H auf einem
zula¨ssigen Gitter 풢. Es bleibt die Frage, wie man ein solches Gitter schrittweise konstruieren
kann, so dass der Fehler zwischen der Funktion und seiner Interpolation auf dem Gitter klein
ist. Dazu stellen wir zwei Verfahren vor, die na¨her erla¨utert werden. Die erste Variante beginnt
mit dem feinen Gitter und entfernt Gitterpunkte dort, wo sich die Funktion gutartig verha¨lt.
Das zweite Verfahren startet mit dem groben Gitter und fu¨gt sukzessive neue Punkte hinzu.
3.6.1 Von Fein zu Grob
Zur Konstruktion eines zula¨ssigen Gitters 풢 betrachten wir die Funktion 푢 ∈푊 푠2
[−12 , 12] und
ihre Wavelet-Darstellung
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥) .
Jedem Wavelet 휓푗,푘 ordnen wir eine Menge von Punkten zu. Der Tra¨ger von 휓푗,푘 ist[
−푚+푚˜
2푗+1
, 푚+푚˜
2푗+1
+ 1
2푗
]
+ 푘
2푗
. Wie immer beschreibt 푚 ∈ 2ℕ0 + 1 den Grad des Splines und
푚˜ ∈ ℕ die Anzahl der verschwindenden Momente. Dabei ist zu beachten, dass der Tra¨ger
außerhalb des Intervalls
[−12 , 12] liegen kann. Da die Funktionen 휓푗,푘 1-periodisch sind, be-
trachten wir die Tra¨ger und die Gitterpunkte modulo 1 und identiﬁzieren sie mit Teilmengen
des Intervalls
[−12 , 12). Fu¨r 푥 ∈ ℝ bezeichne 푥 mod 1 die Zahl 푦 ∈ [−12 , 12) mit 푥 − 푦 ∈ ℤ.
Analog verfahren wir mit den Tra¨gern. Die Punktmenge
퐼푗,푘
{
−푚+ 푚˜
2푗+1
+
푘
2푗
+
푙
2푗+1
mod 1 : 푙 = 0, . . . , 2 (푚+ 푚˜+ 1)
}
ordnen wir dem Wavelet 휓푗,푘 zu. Anschließend wa¨hlen wir eine Menge
퐼 ⊆ {(푗, 푘) : 푘 = 0, . . . , 2푗 − 1, 푗 = 푗0, . . . , 퐽} von Wavelets und bilden
풢 = 풢푗0 ∪
⎛⎝ ∪
(푗,푘)∈퐼
퐼푗,푘
⎞⎠ . (3.25)
Das Gitter 풢 ist aber nicht notwendigerweise zula¨ssig. Ist dies der Fall, so fu¨gen wir entspre-
chende Punkte hinzu, so dass das Gitter 풢 zula¨ssig wird. Diese Punkte sind gerade sukzessive
die Punkte 푥− von 푥 = −푚+푚˜2푗+1 + 푘2푗 mod 1 beziehungsweise 푥+ von 푥 = 푚+푚˜2푗+1 + 12푗 + 푘2푗
mod 1 fu¨r (푗, 푘) ∈ 퐼, welche in (3.23) deﬁniert sind.
Zur Wahl der Menge 퐼 dient der na¨chste Satz.
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Satz 3.11 Gegeben sei die Funktion 푢 ∈푊 푠2 mit der Darstellung
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
퐽−1∑
푗=푗0
2푗−1∑
푘=0
푏푗,푘휓푗,푘 (푥) .
Wir deﬁnieren fu¨r 휀 > 0
푏˜푗,푘 :=
⎧⎨⎩
푏푗,푘, ∣푏푗,푘∣ ≥ 훿푠 (푗) := 휀√
퐶푠2
(2푠+1)
푗
2
√
퐽−푗0
0, sonst
(3.26)
mit der Riesz-Konstante 퐶푠 aus (2.20) und
푢˜ (푥)
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
퐽−1∑
푗=푗0
2푗−1∑
푘=0
푏˜푗,푘휓푗,푘 (푥) .
Dann gilt fu¨r 0 ≤ 푠 < 푚+ 12
∥푢− 푢˜∥푊 푠2 ≤ 휀.
Beweis : Wir haben mit (2.20)
∥푢− 푢˜∥2푊 푠2 ≤ 퐶푠
퐽−1∑
푗=푗0
22푗푠
2푗−1∑
푘=0
∣∣∣푏푗,푘 − 푏˜푗,푘∣∣∣2
≤ 퐶푠
퐽−1∑
푗=푗0
22푗푠
2푗−1∑
푘=0
훿푠 (푗)
2
= 퐶푠
퐽−1∑
푗=푗0
22푗푠2푗훿푠 (푗)
2
= 퐶푠
퐽−1∑
푗=푗0
22푗푠2푗
휀2
퐶푠2(2푠+1)푗 (퐽 − 푗0)
= 휀2
#
Mittels des “Threshold” 훿푠 (푗) aus (3.26) bauen wir die Menge 퐼 auf. Wir betrachten dazu
die Wavelet-Koeﬃzienten 푏푗,푘, 푘 = 0, . . . , 2
푗 − 1, 푗 = 푗0, . . . , 퐽 − 1, der Funktion 푢 ∈ 푊 푠2 . Ist
∣푏푗,푘∣ ≥ 훿푠 (푗), so fu¨gen wir (푗, 푘) der Menge 퐼 hinzu. Anschließend erweitern wir die Menge
퐼 so, dass das zugeho¨rige Gitter 풢 zula¨ssig ist. In Abbildung 3.5 ist dieses Vorgehen fu¨r das
Testbeispiel
푢2 (푡) = Re
(
i ln
(
1− 푝푡
1 + 푝푡
))
, 푡 ∈ 핋,
mit 푝 = 0.97 dargestellt. Der Balken gibt dabei die Verteilung der Gitterpunkte an. Je dunkler
der Bereich, desto mehr Punkte beﬁnden sich in diesem Abschnitt. An diesem Beispiel sehen
wir, dass an den Stellen, wo die Funktion eine große Ableitung besitzt, mehr Gitterpunkte
vorhanden sind als in dem Bereich, wo die Funktion nahezu konstant ist.
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휏
푢2
휋 2휋
−1
0
1
Abbildung 3.5: Graph der Funktion 푢2 und Verteilung der Gitterpunkte
3.6.2 Von Grob zu Fein
Wir stellen jetzt ein Verfahren vor, dass ausgehend von dem groben Gitter 풢푗0 ein zula¨ssiges
Gitter 풢 konstruiert. Dazu wa¨hlen wir die Parameter 푗0, 퐽 , 푚 und 푚˜ mit 푗0 < 퐽 und
푚+ 푚˜ ∈ 2ℕ0 und betrachten eine Funktion 푢 ∈푊 푠2 . Dabei ist 푚 der Grad des verwendeten
B-Splines und 푚˜ die Anzahl der verschwindenden Momente des entsprechenden Wavelets.
Dann gehen wir wie im Algorithmus 5 beschrieben vor.
Algorithmus 5 liefert nicht fu¨r jede Funktion 푢 das gewu¨nschte Ergebnis. Ein Beispiel dafu¨r
ist die Funktion
푢
(
푙
2퐽
)
=
⎧⎨⎩
1, fu¨r 푙 = 1
0, sonst
.
Der Tra¨ger von 푢 verschwindet auf dem groben Level und dadurch sind alle Wavelet-Koef-
ﬁzienten im ersten Durchlauf sa¨mtlich Null und das Ausgangsgitter stimmt mit dem groben
Gitter wieder u¨berein.
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Algorithmus 5 : adaptive Berechnung der Hilbert-Transformation H
Eingabe: 푗0 . . . grobes Level
퐽 . . . feines Level
푚 . . . Regularita¨t des B-Splines
푚˜ . . . Anzahl der verschwindenden Momente
휀 . . . Genauigkeit
푢 ∈푊 푠2
Schritt 0: Setze 풢 { 푙
2푗0
: 푙 = −2푗0−1, . . . , 2푗0−1 − 1}.
Schritt 1: Fu¨ge den Punkt 푥 ∈ ℱ퐽 dem Gitter 풢 hinzu, wenn gilt 푥− ∈ 풢 und 푥+ ∈ 풢.
Schritt 2: Werte die Funktion 푢 auf dem Gitter 풢 aus und berechne die
Hilbert-Transformation H푢. Bestimme die Wavelet-Koeﬃzienten w푢 und wH푢
von 푢 beziehungsweise H푢 auf dem Gitter 풢.
Schritt 3: Konstruiere das neue Gitter 풢 anhand der Wavelet-Koeﬃzienten w푢 und
wH푢 durch (3.25).
Schritt 4: Fahre fort mit Schritt 1.
Ausgabe: zula¨ssiges Gitter 풢 und die Werte von H푢 auf 풢
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Aus diesem Grund versuchen wir die Funktionen zu charakterisieren, fu¨r die der Algorithmus
ein angemessenes Ergebnis liefert. Als eine erste Charakterisierung betrachten wir
Deﬁnition 3.12 Die Funktion 푢 ∈ 퐿2
[−12 , 12] heißt 푞-balanciert, wenn die Wavelet-Koef-
ﬁzienten 푏푗,푘 von 푢 die Bedingungen
∣푏푗,푘∣2 ≤ 푞
2
1
2푀 + 1
푙=⌊ 푘
2
⌋+푀∑
푙=⌊ 푘
2
⌋−푀
∣푏푗−1,푙∣2 , 푗 = 푗0 + 1, . . . ,
푘 = 0, . . . , 2푗 − 1,
(3.27)
erfu¨llen.
Bemerkung: Die Konstante 푀 in Deﬁnition 3.12 ist von dem betrachteten Wavelet 휓
abha¨ngig. Sie wird so gewa¨hlt, dass sich der Tra¨ger von 휓푗,푘 mit den Tra¨gern von 휓푗−1,푙,
푙 = ⌊푘2⌋ −푀, . . . , ⌊푘2⌋ + 푀 , schneidet. In Tabelle 3.3 sind die Werte fu¨r 푚 = 1 und 푚 = 3
aufgefu¨hrt.
푚 푀
1 ⌊3푚˜+94 ⌋
3 ⌊3푚˜+154 ⌋
Tabelle 3.3: Werte des Parameters 푀
Die Bedingung (3.27) sichert, dass sich große Wavelet-Koeﬃzienten auf dem Level 푗 lokal
auch in großen Wavelet-Koeﬃzienten auf dem gro¨beren Level 푗 − 1 widerspiegeln. Die Hoﬀ-
nung besteht darin, dass dadurch alle entsprechenden Koeﬃzienten der Funktion 푢 durch
das Gitter wiedergegeben werden. Das Problem mit der Bedingung (3.27) ist aber folgen-
dermaßen. Bezeichnet 푢ˆ die Funktion, welche die Funktion 푢 wa¨hrend des Algorithmus auf
dem aktuellen Gitter interpoliert, so a¨ndern sich die entsprechenden Wavelet-Koeﬃzienten
im Verlauf des Algorithmus, da durch Hinzunahme eines neuen Levels und der entsprechen-
den Koeﬃzienten 푎˜푗,푘 auf Grund der Wavelet-Zerlegung alle vorher berechneten Koeﬃzienten
korrigiert werden. Somit ist es schwierig zu erkennen, wie sich die berechneten Koeﬃzienten
zu deren exakten Werten verhalten. Außerdem kann man Beispiele von Funktionen angeben,
die auf dem groben und dem na¨chst feineren Gitter verschwinden, aber die Bedingung (3.27)
erfu¨llen, es sei denn 푞 ist hinreichend klein. Damit ist es mo¨glich, Beispiele zu konstruieren,
so dass der Fehler zwischen der Funktion 푢 und dem Ergebnis des Algorithmus beliebig groß
wird.
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Aus diesen Gru¨nden suchen wir nach einer alternativen Charakterisierung von Funktionen, fu¨r
welche der Algorithmus ein akzeptables Ergebnis liefert. Bei na¨herer Untersuchung des Algo-
rithmus erkennt man, dass sich die Koeﬃzienten 푎˜푗,푘 bei stu¨ckweise linearer Interpolation auf
dem aktuellen Gitter nicht a¨ndern. Deshalb untersuchen wir fu¨r 푚 = 1 das Funktionensystem
{
휑푗0,푘 : 푘 = 0, . . . , 2
푗0 − 1} ∪ {휑푗,2푘+1 : 푗 = 푗0 + 1, . . . ; 푘 = 0, . . . , 2푗−1 − 1} (3.28)
und die Darstellung der Funktion 푢 durch
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘휑푗,2푘+1 (푥) . (3.29)
In Abbildung 3.6 sind die Graphen des Funktionensystems (3.28) dargestellt. Wir bekommen
0 2−푗0
휑푗0,0 휑푗0,1 휑푗0,2 휑푗0,3
푗0
0 2−푗0
휑푗0+1,1 휑푗0+1,3 휑푗0+2,5 휑푗0+1,7
푗0 + 1
0 2−푗0
푗0 + 2
Abbildung 3.6: Funktionensystem (3.28)
Satz 3.13 Sei 푚 = 1. Das Funktionensystem (3.28) bildet eine Riesz-Basis von 푊 12
[−12 , 12].
Besitzt 푢 ∈푊 12
[−12 , 12] die Darstellung (3.29), so folgt
∥푢∥2푊 12 ≤ 퐶
⎛⎝2푗0−1∑
푘=0
∣푎푗0,푘∣2 +
∞∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎠ ,
∥푢∥2푊 12 ≥ 푐
⎛⎝2푗0−1∑
푘=0
∣푎푗0,푘∣2 +
∞∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎠ .
Beweis : Wir beginnen mit dem endlichen System
{
휑푗,2푘+1 : 푗 = 푗0 + 1, . . . , 퐽 ; 푘 = 0, . . . , 2
푗−1 − 1}
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und ordnen diese Funktionen wie folgt,
휑푗0+1,1, 휑푗0+2,1, 휑푗0+2,3, 휑푗0+3,1, . . . 휑퐽,2퐽−푗0−1,
휑푗0+1,3, 휑푗0+2,5, 휑푗0+2,7, 휑푗0+3,9, . . . 휑퐽,2퐽−푗0+1−1,
. . . . . . . . .
휑푗0+1,2푗0−1, 휑푗0+2,2푗0+2−3, 휑푗0+2,2푗0+2−1, 휑푗0+3,2푗0+3−7, . . . 휑퐽,2퐽−1.
Wir beginnen mit einer Funktion 휑푗0+1,푘 des Levels 푗0 + 1 und wa¨hlen alle Funktionen 휑푗,푘
beginnend mit dem Level 푗0 +2, die mit 휑푗0+1,푘 einen gemeinsamen Tra¨ger besitzen. In dieser
Reihenfolge geben wir den obigen Funktionen die neue Bezeichnung 푓푘, 푘 = 1, . . . , 2
퐽−1−2푗0 .
Im na¨chsten Schritt normieren wir die Funktionen 푓푘 bezu¨glich der 푊
1
2 -Norm. Nach einer
einfachen Rechnung erhalten wir
Δ2푗 ∥휑푗,푘∥2푊 12 = 2
(
1
3
+ 22푗
)
, 푗 = 푗0 + 1, . . . ,
und deﬁnieren 푒푘
푓푘
Δ푗
, wobei wir 푗 entsprechend der Deﬁnition von 푓푘 wa¨hlen. Anschließend
betrachten wir die Gram-Matrix 퐺 = (⟨푒푘, 푒푛⟩+ ⟨D푥푒푘,D푥푒푛⟩)2
퐽−1−2푗0 ,2퐽−1−2푗0
푘=1,푛=1 und bekom-
men auf Grund der obigen Nummerierung und des kompakten Tra¨gers von 휑 die folgende
Gestalt von 퐺
퐺 =
⎛⎜⎜⎜⎜⎜⎜⎝
퐺1 0 ⋅ ⋅ ⋅ 0
0 퐺2 ⋅ ⋅ ⋅ 0
...
...
. . .
...
0 0 ⋅ ⋅ ⋅ 퐺2푗0
⎞⎟⎟⎟⎟⎟⎟⎠
mit 퐺푙 = (⟨푒푘, 푒푛⟩+ ⟨D푥푒푘,D푥푒푛⟩)푙(2
퐽−푗0−1),푙(2퐽−푗0−1)
푘=(푙−1)(2퐽−푗0−1)+1,푛=(푙−1)(2퐽−푗0−1)+1. Da sich die Funk-
tionen 푒푘 und 푒푘+2퐽−푗0−1 nur um eine Verschiebung unterscheiden, haben wir 퐺1 = 퐺푙,
푙 = 2, . . . , 2푗0 . Somit genu¨gt es, die Eigenwerte von 퐺1 zu bestimmen, um die Eigenwerte
von 퐺 zu erhalten. Na¨here Untersuchungen der Matrix 퐺1 zeigen, dass nur die erste Zeile
(beziehungsweise erste Spalte) vollbesetzt ist und deswegen die Zeilensumme am gro¨ßten ist.
Da die Funktionen D푥푒푘 orthogonal zueinander sind (Haar-System), bekommen wir fu¨r die
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Eintra¨ge der ersten Zeile von 퐺1 außerhalb der Hauptdiagonalen
⟨휑푗0+1,1, 휑푗,2푘+1⟩ =
√
2
3(푗0+1)
√
2
3푗
(2푘 + 1) , 푗 = 푗0 + 2, . . . , 퐽,
푘 = 0, . . . , 2푗−푗0−2 − 1,
⟨휑푗0+1,1, 휑푗,2푗−푗0−1−2푘−1⟩ =
√
2
3(푗0+1)
√
2
3푗
(2푘 + 1) , 푗 = 푗0 + 2, . . . , 퐽,
푘 = 0, . . . , 2푗−푗0−2 − 1.
(3.30)
Summation all dieser Werte liefert unter Beachtung der Normierung
퐽∑
푗=푗0+2
2푗−푗0−1−1∑
푘=0
⟨ 1
Δ푗0+1
휑푗0+1,1,
1
Δ푗
휑푗,2푘+1⟩ =
퐽∑
푗=푗0+2
2
2푗−푗0−2−1∑
푘=0
1
Δ푗0+1Δ푗
√
2
3(푗0+1)
√
2
3푗
(2푘 + 1)
=
퐽∑
푗=푗0+2
2
Δ푗0+1Δ푗
√
2
3(푗0+1)
√
2
3푗
(
2푗−푗0−2 + 2푗−푗0−2
(
2푗−푗0−2 − 1))
=
퐽∑
푗=푗0+2
1
Δ푗0+1Δ푗
√
2
3(푗0+1)
√
2
3푗
22푗−2푗0−3
=
퐽∑
푗=푗0+2
1
Δ푗0+1Δ푗
√
2
푗−푗0−3
=
1
Δ푗0+2
퐽∑
푗=푗0+1
√
2
푗−푗0−3√
2
(
1
3 + 2
2푗
)
≤
√
2
−푗0−3
√
2Δ푗0+1
∞∑
푗=푗0+2
√
2
푗
2푗
=
√
2
−푗0−3
√
2Δ푗0+1
√
2
푗0+2
2푗0+2
1
1−
√
2
2
=
1
2
(
2−√2) 12푗0+1Δ푗0+1 = 12 (2−√2) 12푗0+1√2 (13 + 22푗0+2)
≤ 1
4
(√
2− 1)2−2푗0−2.
Dieser Wert ist unabha¨ngig von 퐽 . Somit liegen die Eigenwerte der Gram-Matrix 퐺 fu¨r jedes
퐽 > 푗0 + 1 nach dem Satz von Gerschgorin im Intervall
[퐴,퐵]
[
1− 1
4
(√
2− 1)2−2푗0−2, 1 + 14 (√2− 1)2−2푗0−2
]
.
Folglich gilt fu¨r 푢 (푥) =
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘
1
Δ푗
휑푗,2푘+1 (푥)
퐴
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
∣푎푗,푘∣2 ≤ ∥푢∥2푊 12 ≤ 퐵
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
∣푎푗,푘∣2
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und damit fu¨r 푢 (푥) =
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘휑푗,2푘+1 (푥)
퐴
∞∑
푗=푗0+1
Δ2푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2 ≤ ∥푢∥2푊 12 ≤ 퐵
∞∑
푗=푗0+1
Δ2푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2 ,
퐴
∞∑
푗=푗0+1
2
(
1
3
+ 22푗
) 2푗−1−1∑
푘=0
∣푎푗,푘∣2 ≤ ∥푢∥2푊 12 ≤ 퐵
∞∑
푗=푗0+1
2
(
1
3
+ 22푗
) 2푗−1−1∑
푘=0
∣푎푗,푘∣2 ,
2퐴
∞∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2 ≤ ∥푢∥2푊 12 ≤ 2퐵
(
1 +
1
3 22푗0
) ∞∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2 .
(3.31)
Fu¨r den groben Anteil
{
휑푗0,푘 : 푘 = 0, . . . , 2
푗0 − 1} untersuchen wir den Winkel zwischen den
Ra¨umen 푉푗0 und
∪
푗>푗0
푉ˆ푗 mit
푉ˆ푗 span
{
휑푗,2푘+1 : 푘 = 0, . . . , 2
푗−1 − 1} .
Dabei deﬁnieren wir den Winkel zwischen zwei Unterra¨ume 퐸 und 퐹 von 푋 durch
∡ (퐸,퐹 ) inf
푒∈퐸,푓∈퐹
arccos
∣⟨푒, 푓⟩푋 ∣
∥푒∥푋 ∥푓∥푋
.
Fu¨r
푓 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) ,
푔 (푥) =
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘휑푗,푘 (푥)
bekommen wir
⟨푓, 푔⟩+ ⟨D푥푓,D푥푔⟩ =
2푗0−1∑
푘=0
∞∑
푗=푗0+1
2푗−1−1∑
휅=0
푎푗0,푘푎푗,휅⟨휑푗0,푘, 휑푗,2휅+1⟩,
da das Funktionensystem
{
D푥휑푗0,푘 : 푘 = 0, . . . , 2
푗0 − 1} ∪ {D푥휑푗,2푘+1 : 푗 = 푗0 + 1, . . . ; 푘 = 0, . . . , 2푗−1 − 1}
orthogonal zueinander steht. Nach der Cauchy-Schwarz-Ungleichung gelangen wir zu
∣⟨푓, 푔⟩+ ⟨D푥푓,D푥푔⟩∣2 ≤
⎛⎝2푗0−1∑
푘=0
∞∑
푗=푗0+1
2푗−1−1∑
휅=0
2−2푗 ∣⟨휑푗0,푘, 휑푗,2휅+1⟩∣2
⎞⎠ ⋅
⋅
⎛⎝2푗0−1∑
푘=0
∣푎푗0,푘∣2
⎞⎠⎛⎝ ∞∑
푗=푗0+1
2푗−1−1∑
휅=0
22푗 ∣푎푗,휅∣2
⎞⎠ .
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Mit Hilfe von Satz 2.6, (3.30) und (3.31) erhalten wir
∣⟨푓, 푔⟩+ ⟨D푥푓,D푥푔⟩∣2 ≤
⎛⎝2 ⋅ 2푗0 ∞∑
푗=푗0+1
2푗−푗0−1−1∑
푘=0
2−2푗
23푗0
23푗
(2푘 + 1)2
⎞⎠ 3 ∥푓∥2퐿2 12퐴 ∥푔∥2푊 12
≤ 1
15
21−푗0
1
퐴
∥푓∥2푊 12 ∥푔∥
2
푊 12
.
Fu¨r 푗0 ≥ 0 folgt mit der Deﬁnition von 퐴
1
15
21−푗0
1
퐴
≤ 2
15
1
1− 1
16(
√
2−1)
< 1.
Somit ist der Winkel zwischen 푉푗0 und
∪
푗>푗0
푉ˆ푗 nach unten durch eine positive Konstante
beschra¨nkt. Die Behauptung folgt nun aus der A¨quivalenz
(1− cos훼)
(
∥푓∥2푊 12 + ∥푔∥
2
푊 12
)
≤ ∥푓 + 푔∥2푊 12 ≤ 2
(
∥푓∥2푊 12 + ∥푔∥
2
푊 12
)
mit 훼 = ∡
(
푉푗0 ,
∪
푗>푗0
푉ˆ푗
)
, (3.31) und (2.20). #
Analog zu (3.27) deﬁnieren wir nun
Deﬁnition 3.14 Sei 푚 = 1 und 푢 ∈푊 12 mit
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘휑푗,2푘+1 (푥) .
Die Funktion 푢 heißt 1-balanciert, wenn die Koeﬃzienten 푎푗,푘 die Bedingungen
∣푎푗,푘∣2 ≤ 1
8
1
2푀 + 1
푙=⌊ 푘
2
⌋+푀∑
푙=⌊ 푘
2
⌋−푀
∣푎푗−1,푙∣2 , 푗 = 푗0 + 2, . . . ,
푘 = 0, . . . , 2푗−1 − 1,
(3.32)
mit 푀 = ⌊3푚˜+94 ⌋ erfu¨llen.
Bemerkung: Der Faktor 18 in (3.32) wurde gerade so gewa¨hlt, dass aus ∣푎푗−1,푙∣ ≤ 훿1 (푗 − 2),
푙 = ⌊푘2⌋ −푀, . . . , ⌊푘2⌋+푀 , die Bedingung ∣푎푗,푘∣ ≤ 훿1 (푗 − 1) folgt. Dabei ist 훿1 (푗) der Thres-
hold aus (3.26) fu¨r 푠 = 1.
Wir a¨ndern den Algorithmus 5 und passen das Gitter nicht anhand der Wavelet-Koeﬃzienten
푏푗,푘 an, sondern mit Hilfe der Koeﬃzienten 푎푗,푘. Dabei verwenden wir die Darstellung (3.25)
und konstruieren die Menge 퐼 nach
(푗, 푘) ∈ 퐼 ⇔ ∣푎푗+1,푘∣ ≥ 훿1 (푗) .
Fu¨r den gea¨nderten Algorithmus bekommen wir
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Satz 3.15 Sei 푚 = 1 und 푢 ∈ 푊 푠2 , 푠 > 1. Weiterhin sei 푢 1-balanciert und 휀 > 0. Dann
existieren positive Konstanten 퐷 und 퐷˜ unabha¨ngig von 휀, so dass der gea¨nderte Algo-
rithmus 5 ein zula¨ssiges Gitter 풢 und eine Funktion 푢ˆ mit
∥푢− 푢ˆ∥푊 12 ≤ 퐷휀,
∥∥∥H푢− H˜푢ˆ∥∥∥
푊 12
≤ 퐷˜휀,
liefert.
Beweis : Sei 푢 ∈푊 푠2 , 푠 > 1, 1-balanciert mit der Darstellung
푢 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
∞∑
푗=푗0+1
2푗−1−1∑
푘=0
푎푗,푘휑푗,2푘+1 (푥) .
Zu Beginn des Algorithmus haben wir das grobe Gitter 풢0 풢푗0 als Startgitter und die
Funktion
푢ˆ0 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) ,
welche die Funktion 푢 auf dem Gitter 풢0 interpoliert. Der Fehler betra¨gt nach Satz 3.13
퐸20 ∥푢− 푢ˆ0∥2푊 12 ≤ 퐶
∞∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2 .
Mit 풢˜1 bezeichnen wir das nach Schritt 1 gebildete Gitter durch Hinzufu¨gen der Mittelpunkte.
Die dazugeho¨rige Funktion, welche die Funktion 푢 auf dem Gitter 풢˜1 interpoliert, bezeichnen
wir mit
푢˜1 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
2푗0−1∑
푘=0
푎푗0+1,푘휑푗0+1,2푘+1 (푥) .
Nach Schritt 2 (Threshold) bekommen wir die Funktion
푢ˆ1 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
2푗0−1∑
푘=0
푎ˆ푗0+1,푘휑푗0+1,2푘+1 (푥)
mit
푎ˆ푗0+1,푘 =
⎧⎨⎩
0, ∣푎푗0+1,푘∣ < 훿1 (푗0)
푎푗0+1,푘, sonst
und das dazugeho¨rige Gitter 풢1. Der Fehler setzt sich zusammen aus
퐸21 ∥푢− 푢ˆ1∥2푊 12
≤ 퐶
⎛⎝22푗0+2 2푗0−1∑
푘=0
∣푎푗0+1,푘 − 푎ˆ푗0+1,푘∣2 +
∞∑
푗=푗0+2
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎠
= 퐶
⎛⎜⎝22푗0+2 ∑
푘∈ℐ0푗0+1
∣푎푗0+1,푘∣2 +
∞∑
푗=푗0+2
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎟⎠
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mit ℐ0푗0+1
{
푘 ∈ ℕ0 : 0 ≤ 푘 ≤ 2푗0 − 1 und 푎ˆ푗0+1,푘 = 0
}
. Allgemein starten wir von dem
(zula¨ssigen) Gitter 풢푖−1 ,1 ≤ 푖 ≤ 퐽 − 푗0, und der dazugeho¨rigen Funktion
푢ˆ푖−1 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
푗0+푖−1∑
푗=푗0+1
2푗−1−1∑
푘=0
푎ˆ
(푖−1)
푗,푘 휑푗,2푘+1 (푥) .
Wa¨hrend des Algorithmus erhalten wir die Gitter 풢˜푖 und 풢푖 mit den entsprechenden Funk-
tionen
푢˜푖 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
푗0+푖∑
푗=푗0+1
2푗−1−1∑
푘=0
푎˜
(푖)
푗,푘휑푗,2푘+1 (푥)
bzw. 푢ˆ푖 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
푗0+푖∑
푗=푗0+1
2푗−1−1∑
푘=0
푎ˆ
(푖)
푗,푘휑푗,2푘+1 (푥) .
Der Fehler betra¨gt
퐸2푖 ∥푢− 푢ˆ푖∥2푊 12
≤ 퐶
⎛⎝ 푗0+푖∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
∣∣∣푎푗,푘 − 푎ˆ(푖)푗,푘∣∣∣2 + ∞∑
푗=푗0+푖+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎠
= 퐶
⎛⎜⎝ 푗0+푖∑
푗=푗0+1
22푗
∑
푘∈ℐ0푗
∣푎푗,푘∣2 +
∞∑
푗=푗0+푖+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎟⎠ .
Dabei ist ℐ0푗
{
푘 ∈ ℕ0 : 0 ≤ 푘 ≤ 2푗−1 − 1 und 푎ˆ(푖)푗,푘 = 0
}
die Menge der Indizes, wo die Ko-
eﬃzienten 푎ˆ
(푖)
푗,푘 von 푢ˆ푖 Null sind. Es sind zwei Fa¨lle mo¨glich, weshalb diese Koeﬃzienten
verschwinden. Der erstes Grund ist, dass die Koeﬃzienten 푎˜
(푖)
푗,푘 betragsma¨ßig kleiner als der
Threshold 훿1 (푗 − 1) sind. Im zweiten Fall sind die Koeﬃzienten “nicht berechnet” worden.
Das heißt, der entsprechende Gitterpunkt geho¨rt nicht zum Gitter 풢˜푖. Dies bedeutet, dass
im vorhergehenden Durchlauf die Koeﬃzienten 푎ˆ
(푖−1)
푗−1,휅 betragsma¨ßig kleiner als der Threshold
훿1 (푗 − 2) waren. Entweder sind die Koeﬃzienten direkt berechnet worden oder die Koeﬃ-
zienten sind nicht berechnet worden, da die entsprechenden Gitterpunkte nicht zum Gitter
geho¨rten. Im letzteren Fall ko¨nnen wir die Argumentation wiederholen bis wir am Anfang
des Algorithmus angekommen sind. Dadurch haben wir
∣푎푗−1,휅∣ ≤ 훿1 (푗 − 2) .
Durch die Bedingung (3.32) gelangen wir dann zu
∣푎푗,푘∣ ≤ 훿1 (푗 − 1) , 푘 ∈ ℐ0푗 .
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푎푗−2,푘
푎푗−1,푘
푎푗,푘
≤ 훿1 (푗 − 3)
≤ 훿1 (푗 − 2)
≤ 훿1 (푗 − 1)
∗ ∗
⋄ ⋄
∗ ≤ 훿1 (푗 − 2)
⋄ ≤ 훿1 (푗 − 1)
Das obige Schema zeigt diese Vorgehensweise nochmals auf. Nach (퐽 − 푗0 − 1) Durchla¨ufen
des Algorithmus bekommen wir ein Gitter 풢퐽−푗0−1 und die Funktion
푢ˆ퐽−푗0−1 (푥) =
2푗0−1∑
푘=0
푎푗0,푘휑푗0,푘 (푥) +
퐽∑
푗=푗0+1
2푗−1−1∑
푘=0
푎ˆ
(퐽−푗0−1)
푗,푘 휑푗,2푘+1 (푥) .
Der Fehler 퐸퐽−푗0−1 setzt sich zusammen aus
퐸2퐽−푗0−1 ≤ 퐶
⎛⎜⎝ 퐽∑
푗=푗0+1
22푗
∑
푘∈ℐ0푗
∣푎푗,푘∣2 +
∞∑
푗=퐽+1
22푗
2푗−1−1∑
푘=0
∣푎푗,푘∣2
⎞⎟⎠ .
Fu¨r den Anteil
퐽∑
푗=푗0+1
22푗
∑
푘∈ℐ0푗
∣푎푗,푘∣2 bekommen wir nach obigen Betrachtungen
퐽∑
푗=푗0+1
22푗
∑
푘∈ℐ0푗
∣푎푗,푘∣2 ≤
퐽∑
푗=푗0+1
22푗
∑
푘∈ℐ0푗
훿1 (푗 − 1)2
≤
퐽∑
푗=푗0+1
22푗
2푗−1−1∑
푘=0
휀2
퐶123(푗−1) (퐽 − 푗0)
≤ 4휀
2
퐶1
.
Der restliche Anteil repra¨sentiert gerade den Interpolationsfehler der Funktion 푢 auf dem
gleichma¨ßigen Gitter ℱ퐽 , gemessen in der 푊 12 -Norm. Dieser kann mit Satz 2.7 abgescha¨tzt
werden und wir wa¨hlen 퐽 so groß, so dass der Fehler kleiner wird als 휀. Damit erhalten wir
insgesamt
퐸퐽−푗0−1 ≤
√
퐶
(
4
퐶1
+ 1
)
︸ ︷︷ ︸
=:퐷
휀.
Die Abscha¨tzung fu¨r die Hilbert-Transformation folgt dann aus Satz 3.8. #
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Bemerkung: Durch die Anpassung des Gitters im dritten Schritt des Algorithmus anhand
der Wavelet-Koeﬃzienten der Funktion 푢 und ihrer Hilbert-Transformation erreichen wir eine
bessere Approximation.
Die Bedingung (3.27) mit den Wavelet-Koeﬃzienten einer Funktion 푢 ist nicht ausreichend,
um Funktionen zu charakterisieren, so dass der Algorithmus 5 ein vernu¨nftiges Ergebnis lie-
fert. Im Gegensatz dazu zeigt Satz 3.15 unter der Bedingung (3.32), dass wir durch den
gea¨nderten Algorithmus 5 ein sinnvolles Resultat erhalten. Die Bedingung (3.32) ist aber
keine Charakterisierung bezu¨glich der Wavelet-Koeﬃzienten sondern in Bezug auf die Ko-
eﬃzienten der Skalierungsfunktion u¨ber die verschiedenen Levels. Außerdem gilt dies nur
fu¨r den linearen Fall. Um Funktionen mittels ihrer Wavelet-Koeﬃzienten zu charakterisie-
ren, ko¨nnte man die folgende Modiﬁkation von (3.27) durchfu¨hren. Fu¨r eine Funktion 푢 mit
Wavelet-Koefﬁzienten 푏푗,푘 stellen wir die Bedingung
1
푛푗
푗+1+푛푗∑
휈=푗+1
1
2푀휈 + 1
∑
푙∈퐼휈
∣푏휈,푙∣2 ≤ 푞
2
1
2푀푗 + 1
∑
푙∈퐼푗
∣푏푗,푙∣2 (3.33)
auf. Die Konstanten 푛푗 , 푀휈 und die Mengen 퐼휈 mu¨ßten dabei so gewa¨hlt werden, so dass man
zeigen ko¨nnte, dass eine Funktion, welche die Bedingung (3.33) erfu¨llt, nicht auf dem Gitter
zum Level 푗 und 푗+1 gleichzeitig verschwinden kann. Dann erha¨lt man ein a¨hnliches Ergebnis
wie Satz 3.15. Der Beweis verla¨uft analog zu dem von Satz 3.15 mit kleinen A¨nderungen. Dies
bedarf aber na¨herer Untersuchungen.
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3.7 Numerische Ergebnisse
Wir beginnen mit der Berechnung der Hilbert-Transformation H der periodischen B-Splines
휑푗,0. Wir vergleichen unser Verfahren mit dem sogenannten Wittich-Operator. Dabei ist der
Wittich-Operator wie folgt deﬁniert.
Gegeben sei ein gleichma¨ßiges Gitter des Intervalls
[−12 , 12] mit Schrittweite 2−퐽 und eine
Funktion 푢 ∈ 퐿2
[−12 , 12]. Wir fassen die Funktionswerte von 푢 auf dem Gitter zu dem Vektor
u zusammen und bilden die diskrete Fourier-Transformation uˆ von u. Anschließend bestim-
men wir
푣ˆ푘 =
⎧⎨⎩
0, 푘 = 0 oder 푘 = 2퐽−1
i푢ˆ푘, 푘 = 1, . . . , 2
퐽−1 − 1
−i푢ˆ푘, 푘 = 2퐽−1 + 1, . . . , 2퐽 − 1
, 푘 = 0, . . . , 2퐽 − 1,
und bekommen durch die inverse Fourier-Transformation von vˆ eine Approximation der
Hilbert-Transformation von 푢.
Die Diﬀerenz zwischen den Werten von H휑푗,0, berechnet zum einen durch den Wittich-
−10−8
0
10−8
−12 0
푚 = 1
−10−12
0
10−12
−12 0
푚 = 3
−10−13
0
10−13
−12 0
푚 = 1
−10−12
0
10−12
−12 0
푚 = 3
Abbildung 3.7: Diﬀerenz von H휑푗,0 berechnet durch den Wittich-Operator und Algorithmus 2
(oben) sowie fu¨r den Algorithmus 2 und die exakten Werte (unten)
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Operator, ausgewertet auf einem gleichma¨ßigen Gitter mit 220 Punkten, und zum anderen
durch den Algorithmus 2, zeigt der obere Teil von Abbildung 3.7. Dabei ist 푗 = 6 und 퐽 = 12
fu¨r den Algorithmus gewa¨hlt worden. Die linke Seite der Abbildung 3.7 zeigt den Fall 푚 = 1
und rechts ist 푚 = 3 zu sehen. Der untere Abschnitt gibt die Diﬀerenz zwischen den Werten
von H휑푗,0 berechnet durch Algorithmus 2 und den exakten Funktionswerten an. Zur Be-
stimmung dieser Werte ist das Integral des Hilbert-Operators explizit mit MATHEMATICA
berechnet worden und auf dem Gitter mit einer Genauigkeit von 16 Stellen ausgewertet
worden. Der Unterschied bei 푚 = 1 zeigt, dass der Wittich-Operator in diesem Fall eine
schlechtere Approximation liefert, obwohl die Diskretisierung bereits sehr fein gewa¨hlt wor-
den ist.
Eine a¨hnliche Darstellung der Diﬀerenz bekommen wir fu¨r die Auswertung der Hilbert-Trans-
formation der Wavelets 휓푗,0 mit Hilfe des Algorithmus 1. Abbildung 3.8 stellt das Ergebnis
fu¨r einige Werte von 푚 und 푚˜ mit 푗 = 6 und 퐽 = 12 dar. Die etwas schlechtere Approxi-
mation fu¨r 푚 = 1 la¨ßt sich wieder auf die schlechte Approximation des Wittich-Operators
zuru¨ckfu¨hren.
−10−8
0
10−8
푚 = 1
푚˜ = 3
−10−8
0
10−8
푚 = 1
푚˜ = 5
−10−12
0
10−12 푚 = 3푚˜ = 3
−10−12
0
10−12 푚 = 3푚˜ = 5
Abbildung 3.8: Diﬀerenz von H휓푗,0 berechnet durch den Wittich-Operator und Algorithmus 1
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푓1
−0.5 0 0.5
−2
−1
0
1
2 푓2
−0.5 0 0.5
−4
−2
0
2
4
푓3
−0.5 0 0.5
−1
0
1
푓4
−0.5 0 0.5
−2
−4
0
4
2
푓5
−0.5 0 0.5
−1
0
1
Abbildung 3.9: Graph von Real- und Imagina¨rteil der Testbeispiele
Als na¨chstes untersuchen wir die Berechnung der Hilbert-Transformation auf dem gleich-
ma¨ßigen Gitter mit Hilfe der Matrix (3.20). Dazu verwenden wir 5 Testbeispiele, die durch
푓0 (푡) =
1− 푝푡
1 + 푝푡
, 푡 ∈ 핋,
푓1 (푡) =
푡+ 푝
1 + 푝푡
− 푝, 푡 ∈ 핋,
푓2 (푡) = i ln 푓0 (푡) , 푡 ∈ 핋
푓3 (푡) = exp (−푓0 (푡))− exp (−1) , 푡 ∈ 핋,
푓4 (푡) = exp (i ln 푓0 (푡))− 1, 푡 ∈ 핋,
푓5 (푡) =
√
1 + 푝푡− 1, 푡 ∈ 핋
mit dem Parameter 푝 ∈ [0, 1] gegeben sind. Abbildung 3.9 zeigt Real- und Imagina¨rteil der
Testbeispiele fu¨r den Wert 푝 = 0.95. Ist 0 ≤ 푝 < 1, so sind diese Funktionen holomorph
fortsetzbar in den Einheitskreis 픻. Wenden wir den Hilbert-Operator H auf den Imagina¨rteil
von 푓푘 an, so bekommen wir nach Satz 2.16 gerade den Realteil von 푓푘. Damit haben wir
eine direkte Vergleichsmo¨glichkeit. In Abbildung 3.10 ist nun der Logarithmus des Fehlers
err
∥∥∥푢− H˜푣∥∥∥
퐿2
(3.34)
fu¨r 푝 = 0.95, 푗0 = 8 und variablen 퐽 zu sehen, wobei 푢 den Real- und 푣 den Imagina¨rteil
der Testbeispiele bezeichnet. Der Logarithmus des Fehlers (3.34) verha¨lt sich anfangs linear,
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퐽
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Abbildung 3.10: Logarithmus des Fehlers (3.34) abha¨ngig von 퐽
was den Interpolationsfehler auf dem gleichma¨ßigen Gitter nach Satz 2.7 widerspiegelt. Der
Betrag des Anstiegs der Regressionsgeraden (dividiert durch log10 2) des linearen Anteils ist
in Tabelle 3.4 aufgelistet. Fu¨r gro¨ßere Werte von 퐽 ist dieser Fehler nahezu konstant, wenn
wir in die Genauigkeit zur Berechnung der Matrix ℋ˜ nach Satz 3.8 gelangen.
푓1 푓2 푓3 푓4 푓5
푚 = 1 2.025 2.016 2.018 2.016 2.011
푚 = 3 4.262 4.253 4.278 4.256 3.934
Tabelle 3.4: Anstieg der Regressionsgeraden auf dem gleichma¨ßigen Gitter
Ein analoges Ergebnis bekommen wir bei der Auswertung des Hilbert-Operators H auf einem
ungleichma¨ßigen Gitter, wenn wir das Gitter mit Hilfe des Threshold aus Satz 3.11 bilden.
Anfangs haben wir den (linearen) Interpolationsfehler und spa¨ter den konstanten Fehler bei
der Berechnung der Matrix ℋ˜ beziehungsweise den Fehler beim Thresholding nach Satz 3.11.
Das Resultat ist fu¨r 휀 = 10−8 in Abbildung 3.11 dargestellt.
Nachfolgend betrachten wir den Fehler (3.34) fu¨r den nicht gea¨nderten Algorithmus 5. Wir
starten mit dem groben Gitter 풢푗0 und konstruieren schrittweise das ungleichma¨ßige Gitter.
Das Ergebnis ist in Abbildung 3.12 zu sehen. Der Unterschied zur Abbildung 3.11 ist minimal.
Dies la¨ßt den Schluß zu, dass der Algorithmus 5 zumindest fu¨r unsere Testbeispiele sowohl
fu¨r 푚 = 1 als auch 푚 = 3 das gewu¨nschte Resultat liefert. Der Fall 푚 = 1 wurde in Satz 3.15
fu¨r das modiﬁzierte Verfahren explizit untersucht.
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Abbildung 3.11: Logarithmus des Fehlers (3.34) auf einem ungleichma¨ßigen Gitter
Die Anzahl der Gitterpunkte des ungleichma¨ßigen Gitters relativ zu dem feinen Gitter ℱ퐽 gibt
Tabelle 3.5 fu¨r einige Werte von 푚 und 푚˜ an. Es ist gut zu erkennen, dass bei Erho¨hung von
푓1 푓2 푓3 푓4 푓5
푚 = 1, 푚˜ = 3 46.1% 100% 99.22% 100% 100%
푚 = 1, 푚˜ = 5 46.38% 100% 99.25% 100% 100%
푚 = 3, 푚˜ = 3 6.74% 14.25% 18.6% 16.88% 5.29%
푚 = 3, 푚˜ = 5 6.78% 14.87% 18.73% 17.04% 5.32%
Tabelle 3.5: prozentualer Anteil der Gitterpunkte des ungleichma¨ßigen Gitters
푚˜, was einem gro¨ßeren Tra¨ger des Wavelets entspricht, der Anteil der Gitterpunkte wa¨chst.
Außerdem beobachtet man, dass das Gitter fu¨r 푚 = 1 zum gro¨ßten Teil noch vollbesetzt
ist. Bei 푚 = 3 stellt sich dagegen eine gute Lokalisierung der Funktion ein. Um dies zu
verdeutlichen, zeigt Abbildung 3.13 die berechneten Gitter zu den einzelnen Testbeispielen
jeweils fu¨r 푚 = 1 und 푚 = 3.
Der Aufwand zur Berechnung der Hilbert-Transformation wird zum gro¨ßten Anteil durch die
Matrix ℋ˜ aus (3.20) bestimmt. Tabelle 3.6 gibt den Anteil der Eintra¨ge an, die von Null
verschieden sind. Dabei ist 푗0 = 8, 퐽 = 15 und 휀 = 10
−8 gewa¨hlt worden.
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푚˜ 1 3 5 7
푚 = 1 28.63% 5.52% 3.05% 2.45%
푚 = 3 - 7.52% 3.98% 2.79%
Tabelle 3.6: prozentualer Anteil der von Null verschiedenen Eintra¨ge von ℋ˜
푚 = 1
퐽
log10 err
9 10 11 12 13 14 15
−8
−7
−6
−5
−4
−3
−9
푚 = 3
퐽
log10 err
9 10 11 12 13 14 15
−10
−9
−8
−7
−6
−5
−11
푓1
푓2
푓3
푓4
푓5
Abbildung 3.12: Logarithmus des Fehlers (3.34) fu¨r den Algorithmus 5
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Abbildung 3.13: ungleichma¨ßiges Gitter der Testbeispiele fu¨r den Algorithmus 5 (oben 푚 = 1
und unten 푚 = 3)
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4 Numerische Lo¨sung nichtlinearer Randwertaufgaben
Kapitel 2.7 hat einen kleinen U¨berblick u¨ber Riemann-Hilbert Probleme gegeben. Ein Spe-
zialfall ist die konforme Abbildung vom Einheitskreis 픻 auf ein beschra¨nktes Gebiet 퐺 mit
glattem Rand ∂퐺. Wegmann stellt in seiner Arbeit [46] eine Methode zur Bestimmung dieser
Abbildung vor. Als ein Beispiel verwendet er die konforme Abbildung auf eine Ellipse. In
Abbildung 4.1 sind die Werte der Randfunktion auf einem gleichma¨ßigen Gitter von 픻 mit
212 Punkten dargestellt. Es ist gut zu erkennen, dass in der Umgebung der Punkte ±4 nur
Re
Im
−4 4
1
−1
Abbildung 4.1: konforme Abbildung auf eine Ellipse
sehr wenige Werte vorhanden sind. Dagegen ha¨ufen sich um ±i sehr viele Funktionswerte an.
Dieses Pha¨nomen wird auch als crowding bezeichnet. Aus diesem Grund ist es sinnvoll, in
den Regionen, in denen sich nur wenige Werte beﬁnden, mehrere Gitterpunkte zu platzieren
und in den restlichen Regionen, das Gitter eventuell noch auszudu¨nnen. Dies motiviert auch
die Auswertung des Hilbert-Operators auf ungleichma¨ßigen Gittern, da dieser bei der Lo¨sung
der linearen Probleme beno¨tigt wird.
Weiterhin besteht ein Problem bei der numerischen Auswertung des Verfahrens von Weg-
mann. Man erkennt, dass sich zu Beginn der Iteration eine quadratische Konvergenz einstellt.
Ist das Problem aber schlecht konditioniert, dann beobachtet man im spa¨teren Verlauf einen
linearen Zuwachs des Fehlers, der die Konvergenz des Verfahrens zersto¨rt. In der spa¨teren
Arbeit [47] von Wegmann modiﬁziert er das Verfahren und zeigt die Konvergenz, falls sich
das Gebiet 퐺 nicht sehr vom Einheitskreis 픻 unterscheidet. Die oben beschriebenen Probleme
treten aber weiterhin auf, wenn das Gebiet 퐺 zu sehr vom Einheitskreis 픻 abweicht.
In [43] beziehungsweise [44, Kapitel 7.1] ist das Verfahren von Wegmann auf Riemann-Hilbert
Probleme u¨bertragen worden. Wie zu erwarten treten auch hier die genannten Probleme
auf. Ebenfalls in [44, Kapitel 7.2] ist basierend auf eine a¨quivalente Operatorgleichung ein
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Newton-Verfahren entwickelt worden. Beide Methoden wollen wir na¨her vorstellen und einige
Modiﬁkationen durchfu¨hren.
Zu Beginn untersuchen wir aber einen speziellen Fall von Riemann-Hilbert Problemen, die
sogenannten expliziten Riemann-Hilbert Probleme.
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4.1 Explizite Riemann-Hilbert Probleme
Wir betrachten das Riemann-Hilbert Problem
푤 (푡) ∈푀푡, ∀ 푡 ∈ 핋,
푢 (0) = 0.
Dabei sind die Zielkurven 푀푡 durch
푀푡 {푢+ i푣 ∈ ℂ : 푣 = 푓 (푡, 푢)}
mit einer Funktion 푓 : 핋×ℝ→ ℝ gegeben. Wir suchen also eine Funktion 푤 (푡) = 푢 (푡)+i푣 (푡),
die Randfunktion einer in 픻 holomorphen Funktion ist, und die Bedingungen
푣 (푡) = 푓 (푡, 푢 (푡)) , 푡 ∈ 핋,
푢 (0) = 0
(4.1)
erfu¨llt. Dieses Problem bezeichnen wir als explizites Riemann-Hilbert Problem.
4.1.1 Lo¨sbarkeit
Satz 2.29 beziehungsweise Satz 2.30 liefert die Existenz einer Lo¨sung 푤 ∈ 퐻∞∩퐶 unter star-
ken Voraussetzungen an die Funktion 푓 . In der Arbeit [42] ist ein Resultat unter schwa¨cheren
Bedingungen angegeben. Dabei wird gefordert, dass die Funktion 푓 eine Ho¨lder-stetige par-
tielle Ableitung ∂푢푓 (푡, 푢) besitzt und die partielle Ableitung nach 푡 beschra¨nkt ist. Dann
bekommen wir eine eindeutige Lo¨sung, welche Ho¨lder-stetig ist. Eine weitere Lockerung der
Voraussetzungen beﬁndet sich in [45], wo verlangt wird, dass die Funktion 푓 die Bedingung
∣푓 (푡, 푢1)− 푓 (푠, 푢2)∣ ≤ 퐶 (∣푡− 푠∣+ ∣푢1 − 푢2∣) , ∀ 푡, 푠 ∈ 핋, 푢1, 푢2 ∈ ℝ,
erfu¨llt. Wieder bekommen wir eine eindeutige Ho¨lder-stetige Lo¨sung. Weiterhin beﬁndet sich
in den Arbeiten [40, 41] ein Ergebnis unter schwa¨cheren Bedingungen. Von der Funktion 푓
wird gefordert, dass sie stetig ist und gleichma¨ßig stetig ist in der zweiten Variablen mit
∣푓 (푡, 푢)∣ ≤ 퐴+퐵 ∣푢∣ , ∀ 푡 ∈ 핋, 푢 ∈ ℝ,
∣푓 (푡, 푢1)− 푓 (푡, 푢2)∣ ≤ 퐴+ ∣푢1 − 푢2∣ , ∀ 푡 ∈ 핋, 푢1, 푢2 ∈ ℝ.
Wir bekommen dann eine eindeutige Lo¨sung im Raum 퐻2 (핋). Dabei ist zu beachten, dass
die Bedingung (4.1) nicht mehr fu¨r alle sondern nur noch fu¨r fast alle 푡 ∈ 핋 erfu¨llt ist. Der
nachfolgende Satz gibt nun ein weiteres Ergebnis unter etwas schwa¨cheren Voraussetzungen
an.
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Satz 4.1 Sei 0 ≤ 푞 < 1 und 푓 : 핋× ℝ→ ℝ mit
∣푓 (푡, 푢1)− 푓 (푡, 푢2)∣ ≤ 푞 ∣푢1 − 푢2∣ , ∀ 푡 ∈ 핋,
푓 (⋅, 푢) ∈ 퐿2 (핋) , ∀ 푢 ∈ ℝ,
gegeben. Dann besitzt das explizite Riemann-Hilbert Problem (4.1) eine eindeutige Lo¨sung in
퐻2 (핋).
Beweis : Wir deﬁnieren den Operator A : 퐿2 (핋)→ 퐿2 (핋) durch
A푢 (푡) H [푓 (⋅, 푢 (⋅))] (푡) . (4.2)
Aus den Voraussetzungen an die Funktion 푓 folgt
∣푓 (푡, 푢)∣ ≤ 푞 ∣푢∣+ ∣푓 (푡, 0)∣ .
Fu¨r 푢 ∈ 퐿2 (핋) bekommen wir mit der Bezeichnung 퐹 (푡) = 푓 (푡, 푢 (푡))
∥퐹∥퐿2 ≤ ∥푞 ∣푢∣+ ∣푓 (⋅, 0)∣∥퐿2 ≤ 푞 ∥푢∥퐿2 + ∥푓 (⋅, 0)∥퐿2 .
Mit Satz 2.16 bildet also der Operator A den Raum 퐿2 (핋) in sich ab. Weiter ist nach Satz 2.16
das explizite Riemann-Hilbert Problem (4.1) wegen 푢 (0) = 0 a¨quivalent zu
푢 (푡) = H푣 (푡) = A푢 (푡) .
Also ist 푢 Fixpunkt von A. Aus Satz 2.16 folgt
∥A푢1 −A푢2∥2퐿2 = ∥H [푓 (⋅, 푢1)− 푓 (⋅, 푢2)]∥2퐿2 ≤ ∥푓 (⋅, 푢1)− 푓 (⋅, 푢2)∥2퐿2
=
∫
핋
∣푓 (푡, 푢1 (푡))− 푓 (푡, 푢2 (푡))∣2 ∣d푡∣
≤ 푞2
∫
핋
∣푢1 (푡)− 푢2 (푡)∣2 ∣d푡∣ = 푞2 ∥푢1 − 푢2∥2퐿2 .
Somit ist der Operator A kontrahierend und wir bekommen die Existenz und die Eindeutigkeit
eines Fixpunktes von A. Weiterhin konvergiert die Folge
푢0 ≡ 0,
푢푛+1 = A푢푛, 푛 = 0, 1, . . . ,
(4.3)
in 퐿2 (핋) gegen den Realteil der Lo¨sung des expliziten Riemann-Hilbert Problems (4.1). Der
Imagina¨rteil ist dann durch 푓 (푡, 푢 (푡)) gegeben. #
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Bemerkung: Die Iteration (4.3) wird der Ausgangspunkt fu¨r ein numerisches Verfahren zur
Lo¨sung expliziter Riemann-Hilbert Probleme sein.
Bemerkung: Bislang haben wir die Zusatzbedingung 푢 (0) = 0 betrachtet. Allgemeiner
ko¨nnen wir die Nebenbedingung 푢 (0) = 푢0, 푢0 ∈ ℝ, untersuchen. Die Betrachtungen verlau-
fen analog wie oben beschrieben, indem wir den Operator A durch
Aˆ (푡) H [푓 (⋅, 푢 (⋅))] (푡) + 푢0
ersetzen.
4.1.2 Konvergenz des diskreten Verfahrens
Um die Konvergenz eines auf (4.3) basierenden diskreten Verfahrens zu untersuchen, stellen
wir sta¨rkere Forderungen an die Funktion 푓 . Die Funktion 푓 mo¨ge die Bedingungen
푓 ∈ 퐶1 (핋× ℝ) ,
∣∂푢푓 (푡, 푢)∣ ≤ 푞 < 1,
∣∂푡푓 (푡, 푢)∣ ≤ 퐶
(4.4)
erfu¨llen. Unter diesen Voraussetzungen an die Funktion 푓 bildet der Operator A, der in (4.2)
deﬁniert wird, sogar den Raum 푊 12 (핋) in sich ab, siehe [1, Kapitel 9.4] oder [44, Kapitel 1.3].
Um den Operator A zu diskretisieren, betrachten wir fu¨r 푛 = 2퐽 , 퐽 ∈ ℕ, das gleichma¨ßige
Gitter 푡푘 e
2휋i 푘
푛 , 푘 = 0, . . . , 푛−1, auf 핋 und deﬁnieren den trigonometrischen Interpolations-
operator L푛 : 푊
1
2 (핋)→푊 12 (핋) durch
L푛푔 (푡) =
푛
2∑
푘=−푛
2
+1
푔ˆ푘푡
푘, 푔 ∈푊 12 (핋) , (4.5)
wobei sich die Koeﬃzienten 푔ˆ푘 aus der diskreten Fourier-Transformation der Funktionswerte
푔 (푡푘), 푘 = 0, . . . , 푛− 1, ergeben. Eine mo¨gliche Diskretisierung von A ist dann durch
A푛푢 (푡) HL푛 [푓 (⋅, 푢 (⋅))] (푡) , 푢 ∈푊 12 (핋) , (4.6)
gegeben. Fu¨r 푢 ∈푊 12 (핋) werten wir also die Funktion 퐹 (푡) 푓 (푡, 푢 (푡)) auf dem Gitter (푡푘)
aus und interpolieren die Funktionswerte durch ein trigonometrische Polynom. Anschließend
wenden wir den Hilbert-Operator an und erhalten nach (2.27) wieder ein trigonometrisches
Polynom. Im Folgenden wollen wir begru¨nden, dass sich die Iteration
푢0 ≡ 0,
푢푘+1 = A푛푢푘, 푘 = 0, 1, . . .
(4.7)
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dem Fixpunkt von A fu¨r hinreichend großes 푛 anna¨hert. Dazu zeigen wir die Existenz einer
Kugel 퐵
{
푢 ∈푊 12 (핋) : ∥푢∥푊 12 ≤ 푅
}
, die invariant unter A푛 ist. In diesem Zusammenhang
untersuchen wir ∥A푛푢∥푊 12 fu¨r 푢 ∈ 퐵 und erhalten nach Satz 2.16 und der Bezeichnung
퐹 (푡) = 푓 (푡, 푢 (푡))
∥A푛푢∥푊 12 = ∥HL푛퐹∥푊 12 ≤ ∥H∥ ∥L푛∥ ∥퐹∥푊 12 .
Mit den Voraussetzungen an die Funktion 푓 bekommen wir
∥퐹∥2푊 12 = ∥퐹∥
2
퐿2
+ ∥D퐹∥2퐿2
≤ (∥푓 (⋅, 0)∥퐿2 + ∥푓 (⋅, 푢)− 푓 (⋅, 0)∥퐿2)2 + ∥∂푡푓 (⋅, 푢) i ⋅+∂푢푓 (⋅, 푢) D푢∥2퐿2
≤ (∥푓 (⋅, 0)∥퐿2 + 푞 ∥푢∥퐿2)2 + (∥∂푡푓 (⋅, 푢)∥퐿2 + 푞 ∥D푢∥퐿2)2
≤ (∥푓 (⋅, 0)∥퐿2 + 푞 ∥푢∥퐿2)2 + (√2휋퐶 + 푞 ∥D푢∥퐿2)2 . (4.8)
Damit gelangen wir fu¨r 푢 ∈ 퐵 mittels Satz 2.16 zu
∥A푛푢∥푊 12 ≤ ∥H∥ ∥L푛∥
√(∥푓 (⋅, 0)∥퐿2 + 푞 ∥푢∥퐿2)2 + (√2휋퐶 + 푞 ∥D푢∥퐿2)2
≤ ∥L푛∥
(
∥푓 (⋅, 0)∥퐿2 +
√
2휋퐶 + 푞 ∥푢∥푊 12
)
≤ ∥L푛∥
(
∥푓 (⋅, 0)∥퐿2 +
√
2휋퐶 + 푞푅
)
= ∥퐿푛∥
(
퐶˜ + 푞푅
)
mit 퐶˜ ∥푓 (⋅, 0)∥퐿2 +
√
2휋퐶. Dabei bezeichnet ∥⋅∥ die Norm des Operators als Abbildung
von 푊 12 (핋) nach 푊 12 (핋). Ist ∥L푛∥ 푞 < 1, so folgt fu¨r 푅 > ∥L푛∥퐶˜1−∥L푛∥푞
∥A푛푢∥푊 12 ≤ 푅.
Also bildet der Operator A푛 die Menge 퐵 in sich ab. Ein analoges Ergebnis erhalten wir fu¨r
den Operator A selbst. Das folgende Lemma zeigt nun, dass die Iterierten von (4.3) und (4.7)
nicht weit auseinander laufen.
Lemma 4.2 Sei A der Operator aus (4.2) und A푛 durch (4.6) deﬁniert. Weiterhin erfu¨lle 푓
die Voraussetzungen (4.4). Weiter betrachten wir die beiden Folgen
푢푘+1 (푡) = A푢푘 (푡) ,
푢˜푘+1 (푡) = A푛푢˜푘 (푡) ,
mit den Startwerten 푢0 (푡) = 푢˜0 (푡) ≡ 0. Dann gilt fu¨r 휀 > 0 und hinreichend großes 푛
∥푢푘 − 푢˜푘∥퐿2 ≤ 훿
휀
1− 푞 .
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Beweis : Wir beno¨tigen fu¨r 푢 ∈ 퐵 die Abscha¨tzung
∥A푢−A푛푢∥퐿2 ≤ 휀.
Dazu untersuchen wir mit der Schreibweise 퐹 (푡) = 푓 (푡, 푢 (푡))
∥A푢−A푛푢∥퐿2 = ∥H퐹 −HL푛퐹∥퐿2 ≤ ∥H∥ ∥I− L푛∥ ∥퐹∥푊 12 ,
wobei ∥⋅∥ die Operatornorm 푊 12 (핋) → 퐿2 (핋) ist. Der Fehler bei der trigonometrischen
Interpolation betra¨gt
∥푔 − L푛푔∥퐿2 ≤
√
4 + 휋2푛−1 ∥푔∥푊 12 , 푔 ∈푊
1
2 (핋) .
Somit folgt nach Satz 2.16 und (4.8) fu¨r 푢 ∈ 퐵
∥A푢−A푛푢∥퐿2 ≤
√
4 + 휋2푛−1
(
∥푓 (⋅, 0)∥퐿2 +
√
2휋퐶 + 푞 ∥푢∥푊 12
)
≤
√
4 + 휋2푛−1
(
∥푓 (⋅, 0)∥퐿2 +
√
2휋퐶 + 푞푅
)
.
Fu¨r 푛 hinreichend groß gelangen wir schließlich zu
∥A푢−A푛푢∥퐿2 ≤ 휀.
Die Aussage des Lemmas folgt nun per Induktion und
∥푢푘+1 − 푢˜푘+1∥퐿2 = ∥A푢푘 −A푛푢˜푘∥퐿2 ≤ ∥A푢푘 −A푢˜푘∥퐿2 + ∥A푢˜푘 −A푛푢˜푘∥퐿2
≤ 푞 ∥푢푘 − 푢˜푘∥퐿2 + 휀 ≤ 푞훿 + 휀
= 훿.
#
Als Folgerung erhalten wir
Satz 4.3 Sei 푢∗ der Fixpunkt des Operators A gegeben durch (4.2) und die Funktion 푓 erfu¨lle
die Voraussetzungen (4.4). Fu¨r 푘 hinreichend groß gilt dann mit den Bezeichnungen aus
Lemma 4.2
∥푢˜푘 − 푢∗∥퐿2 ≤
2휀
1− 푞 .
Beweis : Wir wa¨hlen 푘 so groß, dass
∥푢푘 − 푢∗∥퐿2 ≤ 훿
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ist. Mit Lemma 4.2 haben wir
∥푢˜푘 − 푢∗∥퐿2 ≤ ∥푢˜푘 − 푢푘∥퐿2 + ∥푢푘 − 푢∗∥퐿2 ≤ 2훿 =
2휀
1− 푞 .
#
Zum Abschluß stellen wir eine weitere Mo¨glichkeit zur Diskretisierung des Operators A vor.
Zuna¨chst fu¨hren wir einige Bezeichnungen ein. Mit L˜푛 bezeichnen wir den Interpolations-
operator, der einer Funktion 푔 ∈ 푊 12 (핋) die Spline-Interpolation auf dem gleichma¨ßigen
Gitter (푡푘) zuweist. Die Zuordnung der Spline-Interpolation in die Wavelet-Basis (3.14) nen-
nen wir W. Weiterhin benutzen wir den Operator H˜ aus (3.19). Damit deﬁnieren wir den
Operator A˜푛 durch
A˜푛푢 (푡) L˜푛H˜WL˜푛 [푓 (⋅, 푢 (⋅))] (푡) , 푢 ∈푊 12 (핋) . (4.9)
Die entscheidenden Abscha¨tzungen, die wir treﬀen mu¨ssen, sind∥∥∥A˜푛푢∥∥∥
푊 12
≤ 퐶1
(
퐶2 + 푞 ∥푢∥푊 12
)
,∥∥∥A푢− A˜푛푢∥∥∥
퐿2
≤ 휀
fu¨r 푢 ∈ 퐵 und hinreichend großes 푛. Mit (4.8) und der Bezeichnung 퐹 (푡) = 푓 (푡, 푢 (푡))
bekommen wir fu¨r die erste Abscha¨tzung∥∥∥A˜푛푢∥∥∥
푊 12
≤
∥∥∥L˜푛∥∥∥ (∥∥∥H− H˜∥∥∥ + ∥H∥) ∥W∥ ∥∥∥L˜푛∥∥∥ ∥퐹∥푊 12
≤
∥∥∥L˜푛∥∥∥2 (∥∥∥H− H˜∥∥∥ + 1) ∥W∥ (퐶˜ + 푞 ∥푢∥푊 12 ) .
Dabei ist ∥⋅∥ die Operatornorm 푊 12 (핋) → 푊 12 (핋). Sowohl L˜푛 als auch W sind beschra¨nkte
Operatoren auf 푊 12 (핋). Der Operator W ist sogar eine Isometrie auf 푊 12 (핋) und die Norm
von L˜푛 la¨ßt sich mithilfe von Satz 2.7 bestimmen. Der Ausdruck
∥∥∥H− H˜∥∥∥ ist durch Satz 3.8
gegeben. Damit haben wir die erste Abscha¨tzung erhalten. Fu¨r die zweite Abscha¨tzung haben
wir fu¨r 푢 ∈ 퐵 und (4.8)∥∥∥A푢− A˜푛푢∥∥∥
퐿2
=
∥∥∥(H− L˜푛H˜WL˜푛)퐹∥∥∥
퐿2
≤
(∥∥∥H− L˜푛H∥∥∥ + ∥∥∥L˜푛H− L˜푛H˜∥∥∥ + ∥∥∥L˜푛H˜− L˜푛H˜WL˜푛∥∥∥) ∥퐹∥푊 12
≤
(∥∥∥H− L˜푛H∥∥∥ + ∥∥∥L˜푛H− L˜푛H˜∥∥∥ + ∥∥∥L˜푛H˜− L˜푛H˜WL˜푛∥∥∥)(퐶˜ + 푞푅) .
mit ∥⋅∥ als Operatornorm 푊 12 (핋)→ 퐿2 (핋). Nach Satz 2.7 und 2.16 ist∥∥∥H− L˜푛H∥∥∥ ≤ 퐶1푛−1.
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Mittels Satz 3.8 und der Beschra¨nktheit von L˜푛 ko¨nnen wir den zweiten Term
∥∥∥L˜푛H− L˜푛H˜∥∥∥
beliebig klein machen. Fu¨r den letzten Ausdruck bekommen wir mithilfe von Satz 2.7 und
der Beschra¨nktheit von H˜ und L˜푛∥∥∥L˜푛H˜− L˜푛H˜WL˜푛∥∥∥ ≤ ∥∥∥L˜푛∥∥∥ ∥∥∥H˜∥∥∥ ∥∥∥I−WL˜푛∥∥∥ ≤ 퐶3푛−1.
Insgesamt erreichen wir fu¨r hinreichend großes 푛, dass∥∥∥A푢− A˜푛푢∥∥∥
퐿2
≤ 휀
fu¨r ein vorgegebenes 휀 > 0 gilt. Folglich erhalten wir analog zu Satz 4.3
Satz 4.4 Der Operator A sei durch (4.2) gegeben, wobei die Funktion 푓 die Voraussetzungen
(4.4) erfu¨llt. Weiterhin sei 푢∗ der Fixpunkt von A. Weiter betrachten wir die Iteration
푢푘+1 = A˜푛푢푘, 푘 = 0, 1, . . . ,
푢0 ≡ 0.
(4.10)
Dann gilt fu¨r 휀 > 0 und hinreichend großes 푘 und 푛 die Abscha¨tzung
∥푢푘 − 푢∗∥퐿2 ≤
2휀
1− 푞 .
4.1.3 Numerische Ergebnisse
Wir starten mit dem Beispiel
푓0 (푧) =
푧 + 푎
1 + 푎푧
,
푓 (푡, 푢) = 푝 log (∣푢∣+ 1)− 푝 log (∣ Re 푓0 (푡)∣+ 1) + Im 푓0 (푡)
fu¨r 푝 ∈ [0, 1) und 푎 ∈ [0, 1) und betrachten das explizite Riemann-Hilbert Problem (4.1) unter
der Zusatzbedingung 푢 (0) = 푎. Die exakte Lo¨sung lautet 푤∗ (푡) = 푢∗ (푡)+i푣∗ (푡) = 푓0 (푡). Wei-
terhin erfu¨llt die Funktion 푓 die Voraussetzungen (4.4) mit 푞 = 푝. Zur numerischen Lo¨sung
dieses Problems benutzen wir die beiden Iterationen (4.7) und (4.10). Die Anzahl der Gitter-
punkte betra¨gt dabei 푛 = 215 Punkte. Um eine Aussage u¨ber die Konvergenzgeschwindigkeit
zu treﬀen, messen wir die Norm des Zuwachses
∥푢푘+1 − 푢푘∥22
1
푛
푛−1∑
푙=0
∣푢푘+1 (푡푙)− 푢푘 (푡푙)∣2 . (4.11)
Abbildung 4.2 zeigt den Zuwachs (4.11) fu¨r die Werte 푝 = 0.5 und 푎 = 0.95 sowohl fu¨r
den Operator A푛 als auch A˜푛. Zu erkennen ist sehr gut die lineare Konvergenz beider Ver-
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푘
log10 ∥푢푘+1 − 푢푘∥2
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−4
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A˜푛
Abbildung 4.2: Zuwachs (4.11) fu¨r die Iteration (4.7) (links) und (4.10) (rechts)
fahren. Der Grund hierfu¨r ist die lineare Konvergenz der Fixpunktiteration im Banachschen
Fixpunktsatz, der zum Beweis von Satz 4.1 benutzt wird. Dies u¨bertra¨gt sich auch auf die bei-
den Diskretisierungen (4.6) und (4.9). Aus diesen Werten la¨ßt sich die Kontraktionskonstante
bestimmen, indem wir eine lineare Regression durchfu¨hren und den Anstieg der Geraden zur
Potenz 10 nehmen. Tabelle 4.1 gibt die berechneten Werte als auch den Fehler (4.11) der
Fehler ∥푢푘 − 푢∗∥2 gescha¨tzte Kontraktionskonstante
Iteration (4.7) 6.4581 ⋅ 10−13 0.4828
Iteration (4.10) 8.9811 ⋅ 10−13 0.4770
Tabelle 4.1: Fehler der Iterationen (4.7) und (4.10) sowie Kontraktionskonstante
berechneten Lo¨sung zur exakten Lo¨sung an.
Als na¨chstes untersuchen wir den Fall 푝 = 푎 = 0.7 unter der Zusatzbedingung 푢 (0) = 0.
Die exakte Lo¨sung ist in diesem Fall nicht bekannt. In Abbildung 4.3 ist wieder der Zuwachs
(4.11) fu¨r die beiden Iterationen (4.7) und (4.10) dargestellt. Die Konvergenz beider Iteratio-
nen ist wieder linear. Die berechneten Werte fu¨r die Kontraktionskonstanten sind 0.6820 fu¨r
A푛 beziehungsweise 0.6793 fu¨r A˜푛. Die Lo¨sung ist in Abbildung 4.4 zu sehen.
Abschließend modiﬁzieren wir den Operator A˜푛. Wir starten auf einem gleichma¨ßigen Gitter
mit 푛0 = 2
푗0 Gitterpunkte. Zur Bestimmung des interpolierenden Splines benutzen wir die
Algorithmen 3 und 4. Die Auswertung des Hilbert-Operators H˜ erfolgt unter Zuhilfenahme
von adaptiven Strategien wie sie im Algorithmus 5 beschrieben sind. Der Zuwachs (4.11),
wobei wir nur die zum aktuellen Gitter geho¨renden Punkte verwenden, ist fu¨r 푗0 = 8, 푚 = 3
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푘
log10 ∥푢푘+1 − 푢푘∥2
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푘
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A˜푛
Abbildung 4.3: Zuwachs (4.11) fu¨r den Fall 푎 = 푝 = 0.7
und 푚˜ = 5 in Abbildung 4.5 dargestellt. Ebenfalls wird das resultierende Gitter gezeigt.
Der Verlauf des Zuwachses in Abbildung 4.3 und 4.5 ist nahezu identisch. Ein Vergleich der
Lo¨sungen ergibt, dass die Norm (4.11) der Diﬀerenz der beiden Lo¨sungen 2.47 ⋅ 10−13 be-
tra¨gt, wobei wir nur die Gitterpunkte hinzuziehen, die zum Gitter geho¨ren. Das bedeutet, die
adaptiven Strategien zur Anpassung des Gitters fu¨hren in diesem Beispiel zu vernu¨nftigen
Ergebnissen.
휏휋 2휋
−1
−0.5
0.5
1 푢
푣
Abbildung 4.4: Lo¨sung des expliziten Riemann-Hilbert Problems fu¨r 푝 = 푎 = 0.7
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푘
log10 ∥푢푘+1 − 푢푘∥2
10 20 30 40 50
−8
−6
−4
−2
A˜푛
Abbildung 4.5: Zuwachs (4.11) fu¨r den modiﬁzierten Operator A˜푛 und 푝 = 푎 = 0.7
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4.2 Ein geometrisch motiviertes Newton-Verfahren
In der Arbeit [48] von Wegmann ist eine Methode zur Berechnung der konformen Abbildung
vom Einheitskreis 픻 auf ein beschra¨nktes Gebiet 퐺 vorgestellt worden. Dieses Verfahren wird
in [43] auf Riemann-Hilbert Probleme u¨bertragen. Nachfolgend wird das Verfahren na¨her
vorgestellt und im Anschluß modiﬁziert, so dass die numerische Umsetzung ein stabileres
Konvergenzverhalten zeigt. Zum Abschluß werden einige numerische Ergebnisse pra¨sentiert.
4.2.1 Verfahren
Wir betrachten das Riemann-Hilbert Problem
tr 푤 ⊆푀,
푤 (1) = 푊,
(4.12)
wobei die Zielmannigfaltigkeit 푀 durch
푀 = {(푡, 휇 (푡, 푠)) ∈ 핋× ℂ : 푡 ∈ 핋, 푠 ∈ ℝ}
mit der Funktion 휇 : 핋 × ℝ → ℂ und 푊 ∈ 푀1 gegeben ist. Die Zielmannigfaltigkeit geho¨rt
zur Klasse 풜, falls die Funktion 휇 in 푠 periodisch mit Periode 2휋 ist. Weiterhin soll 푀
zur Klasse ℛ geho¨ren und wir suchen eine Lo¨sung von (4.12) mit wind푀 푤 = 0. Der Fall
wind푀 푤 = 푛 > 0 kann im Anschluß durch einfache Transformationen analog behandelt
werden. Ist 푀 ∈ ℬ, so setzen wir ind 푀 = 0 voraus. Dies ist ebenfalls keine Einschra¨nkung,
da der Fall ind 푀 > 0 durch geeignete Modiﬁkationen auf den Fall ind 푀 = 0 zuru¨ckgefu¨hrt
werden kann. Die Funktion 휇 mo¨ge die Bedingungen (A1)−(A3) beziehungsweise (B1)−(B4)
aus Kapitel 2.7 erfu¨llen. Außerdem sei
wind D푠휇 (⋅, 0) = 0.
Unter all diesen Voraussetzungen besitzt das Problem (4.12) stets eine eindeutige Lo¨sung
in 퐻∞ ∩ 퐶, die wir im weiteren mit 푤∗ bezeichnen werden. Weiterhin folgt aus den Voraus-
setzungen an die Funktion 휇 die Existenz einer stetigen Funktion 푠∗ : 핋 → ℝ mit
푤∗ (푡) = 휇 (푡, 푠∗ (푡)) fu¨r 푡 ∈ 핋.
Das Verfahren zur Lo¨sung des Riemann-Hilbert Problems (4.12) basiert auf eine geometrische
Linearisierung der Mannigfaltigkeit 푀 . Wir starten mit einer Funktion 푠푗 : 핋 → ℝ, so dass
die Bedingung
휇 (1, 푠푗 (1)) = 푊
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푀푡
푓푗 (푡)
D푠휇 (푡, 푠푗 (푡))
푤푗 (푡)
푓푗+1 (푡)
푔푗 (푡)
Abbildung 4.6: Schema zur Lo¨sung des Riemann-Hilbert Problems (4.12)
erfu¨llt ist, und deﬁnieren 푓푗 (푡) = 휇 (푡, 푠푗 (푡)), 푡 ∈ 핋. Es gilt also tr 푓푗 ⊆ 푀 . Anschließend
lo¨sen wir das lineare Riemann-Hilbert Problem
Re
(
푔푗 (푡)푤 (푡)
)
= 푐푗 (푡) ,
푤 (1) = 푊
(4.13)
mit den Funktionen
푔푗 (푡) = −iD푠휇 (푡, 푠푗 (푡)) , 푡 ∈ 핋,
푐푗 (푡) = Re
(
푔푗 (푡)푓푗 (푡)
)
, 푡 ∈ 핋.
Die Lo¨sung bezeichnen wir mit 푤푗 (푡). Die Funktion 푤푗 la¨ßt sich also holomorph in den
Einheitskreis 픻 fortsetzen. Zum Schluß projizieren wir die Werte 푤푗 (푡), 푡 ∈ 핋, auf die Kurven
푀푡, indem wir
푠푗+1 (푡) = 푠푗 (푡) +
푤푗 (푡)− 푓푗 (푡)
i푔푗 (푡)
, 푡 ∈ 핋,
푓푗+1 (푡) = 휇 (푡, 푠푗+1 (푡)) , 푡 ∈ 핋,
setzen. Abbildung 4.6 skizziert diese Vorgehensweise. Diese Prozedur wiederholen wir begin-
nend mit dem Lo¨sen des linearen Riemann-Hilbert Problems (4.13). Dadurch erhalten wir
die beiden Folgen (푓푗) und (푤푗), wobei die Funktionen 푓푗 die Randbedingung tr 푓푗 ⊆ 푀
und die Nebenbedingung 푓푗 (1) = 푊 erfu¨llen und die Funktionen 푤푗 Randfunktionen in 픻
holomorpher Funktionen sind. Das so entstandene Verfahren bezeichnen wir mit ONM fu¨r
ordinary Newton method. Ist die Startna¨herung 푠0 nahe an der exakten Lo¨sung 푠
∗, so ist in
[44, Satz 7.1.4] unter der Bedingung 휇 ∈ 퐶2 (핋× ℝ) gezeigt worden, dass die beiden Folgen
(푓푗) und (푤푗) gegen den gemeinsamen Grenzwert 푤
∗ konvergieren.
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4.2.2 Abgea¨ndertes Verfahren
Die numerische Umsetzung des im Kapitel 4.2.1 beschriebenen Verfahrens, beispielsweise auf
einem gleichma¨ßigen Gitter, erfordert eine diskrete Version des Hilbert-Operators, da er bei
der Lo¨sung der linearen Riemann-Hilbert Probleme (4.13) Anwendung ﬁndet. Dieser ist zum
Beispiel durch den Operator HL푛 gegeben, wobei L푛 der trigonometrische Interpolations-
operator aus (4.5) ist. Die Konvergenz dieser Methode ist im Allgemeinen nicht gesichert.
Abbildung 4.7 zeigt den Zuwachs (4.11) fu¨r die Funktion 푓푗+1 − 푓푗 bei der Bestimmung der
konformen Abbildung von 픻 auf eine Ellipse mit Achsenverha¨ltnis 1 zu 3. Zu erkennen ist
푗
log10 ∥푓푗+1 − 푓푗∥2
4 8 12 16
−6
−4
−2
0
Abbildung 4.7: Zuwachs ∥푓푗+1 − 푓푗∥2 bei der konformen Abbildung auf eine Ellipse
sehr gut die Anfangs quadratische Konvergenz, die anschließende lineare Konvergenz und zum
Schluß der lineare Anstieg des Zuwachses. Gru¨nde hierfu¨r sind zum einen Rundungsfehler und
starke Oszillationen, die wa¨hrend der Iteration auftreten. Auch die explizite Darstellung der
Lo¨sung des linearen Riemann-Hilbert Problems aus Satz 2.21 ist problematisch, da wir die
Exponentialfunktion und das Produkt zweier Funktionen bilden mu¨ssen. Angenommen, die
Funktionen 푤1 und 푤2 geho¨ren zu dem Raum
ℙ푛
{
푝 (푡) =
푛∑
푘=0
푝푘푡
푘 : 푝푘 ∈ ℂ, 푘 = 0, . . . , 푛
}
der diskreten analytischen Funktionen. Sie sind also Randfunktionen holomorpher Funktionen
auf einem gleichma¨ßigen Gitter mit 2푛 Punkten und die negativen Fourier-Koeﬃzienten von
푤1 beziehungsweise 푤2 verschwinden. Dann gilt im Allgemeinen, dass exp푤1 und 푤1 ⋅푤2 nicht
mehr zu ℙ푛 geho¨ren und damit unsere durch die Lo¨sungsdarstellung gefundene Lo¨sung nicht
la¨nger Randfunktion einer holomorphen Funktion ist. Aus diesen Gru¨nden wollen wir zum
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einen eine Modiﬁkation des in Kapitel 4.2.1 beschriebenen Verfahrens vorstellen, zum anderen
eine alternative Mo¨glichkeit angeben, um das lineare Riemann-Hilbert Problem (4.13) zu
lo¨sen.
Wir beginnen mit einer Abwandlung des Verfahrens im Kapitel 4.2.1. Bislang ist das Symbol
des linearen Riemann-Hilbert Problems (4.13) der aktuellen Lo¨sung 푓푗 angepaßt worden. Wir
halten das Symbol nun aber fest und deﬁnieren 푔 (푡) − iD푠휇 (푡, 푠∗ (푡)). Anstelle von (4.13)
lo¨sen wir jetzt das lineare Riemann-Hilbert Problem
Re
(
푔 (푡)푤 (푡)
)
= 푐˜푗 (푡) ,
푤 (1) = 푊
(4.14)
mit der Funktion 푐˜푗 (푡) = Re
(
푔 (푡)푓푗 (푡)
)
. Die Lo¨sung dieses Problems bezeichnen wir mit
푤˜푗 . Die aktualisierte Lo¨sung lautet dann
푠푗+1 (푡) = 푠푗 (푡) +
푤˜푗 (푡)− 푓푗 (푡)
i푔 (푡)
, 푡 ∈ 핋. (4.15)
Der folgende Satz zeigt die lineare Konvergenz des analytischen Verfahrens.
Satz 4.5 Sei 휇 ∈ 퐶2 (핋× ℝ) und 0 < 푞 < 1. Dann existiert ein 휀 > 0, so dass mit den
obigen Bezeichnungen fu¨r alle 푗 ∈ ℕ0 gilt:
∥푠0 − 푠∗∥푊 12 < 휀 ⇒ ∥푠푗+1 − 푠
∗∥푊 12 ≤ 푞 ∥푠푗 − 푠
∗∥푊 12 .
Beweis : Wir folgen dem Beweis in [44, Kapitel 7.1.4] fu¨r die Konvergenz des unvera¨nderten
Verfahrens. Als erstes bekommen wir analog zu Lemma 7.1.5 in [44] die Abscha¨tzung
∥푤˜푗 − 푓푗∥푊 12 ≤ 퐶1 ∥푓푗 − 푤˜푗−1∥푊 12 (4.16)
fu¨r 퐶1 > 0. Aus (4.15) folgt die Darstellung
푤˜푗 (푡)− 푓푗 (푡) = i푔 (푡) (푠푗+1 (푡)− 푠푗 (푡))
und damit
푓푗+1 (푡)− 푤˜푗 (푡) = 휇 (푡, 푠푗+1 (푡))− 휇 (푡, 푠푗 (푡))− i푔 (푡) (푠푗+1 (푡)− 푠푗 (푡)) .
Mit Lemma 1.3.1 aus [44], der Taylorschen Formel und der Deﬁnition von 푔 gelangen wir zu
∥푓푗+1 − 푤˜푗∥푊 12 = ∥휇 (⋅, 푠푗+1)− 휇 (⋅, 푠푗)− i푔 (푠푗+1 − 푠푗)∥푊 12
≤ 퐶2 sup
푠
∥D푠휇 (⋅, 푠)−D푠휇 (⋅, 푠∗)∥푊 12 ∥푠푗+1 − 푠푗∥푊 12 .
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Dabei bilden wir das Supremum u¨ber eine Kugel um 푠∗ mit Radius 훿, welche die beiden
Funktionen 푠푗 und 푠푗+1 enthalten soll. Aus den Voraussetzungen an die Funktion 휇 folgt die
Stetigkeit des Operators
푠 7→ D푠휇 (⋅, 푠) .
Ist 0 < 푟 < 1, so erhalten wir fu¨r hinreichend kleines 훿 die Abscha¨tzung
∥푓푗+1 − 푤˜푗∥푊 12 ≤ 푟 ∥푠푗+1 − 푠푗∥푊 12 . (4.17)
Fu¨r ∥푠푗+1 − 푠∗∥푊 12 < 훿 und ∥푠푗 − 푠
∗∥푊 12 < 훿 haben wir mittels (4.15), (4.16) und (4.17)
∥푠푗+2 − 푠푗+1∥푊 12 ≤ 퐶3 ∥푤˜푗+1 − 푓푗+1∥푊 12 ≤ 퐶3퐶1 ∥푓푗+1 − 푤˜푗∥푊 12
≤ 퐶3퐶1푟 ∥푠푗+1 − 푠푗∥푊 12 .
Indem wir 훿 eventuell verkleinern, erreichen wir
∥푠푗+2 − 푠푗+1∥푊 12 ≤ 푟˜ ∥푠푗+1 − 푠푗∥푊 12 (4.18)
mit 0 ≤ 푟˜ < 12 . Weiterhin ist nach (4.15)
∥푠1 − 푠0∥푊 12 ≤ 퐶3 ∥푤0 − 푓0∥푊 12 ≤ 퐶3
(
∥푤0 − 푤∗∥푊 12 + ∥푤
∗ − 푓0∥푊 12
)
.
Mit Lemma 1.7.5 und 1.8.2 aus [44] haben wir weiter
∥푠1 − 푠0∥푊 12 ≤ 퐶3
(
퐶˜ ∥푤∗ − 푓0∥푊 12 + ∥푤
∗ − 푓0∥푊 12
)
= 퐶3
(
퐶˜ + 1
)
∥휇 (⋅, 푠∗)− 휇 (⋅, 푠0)∥푊 12
≤ 퐶3
(
퐶˜ + 1
)
퐶ˆ︸ ︷︷ ︸
=: 퐶4
∥푠∗ − 푠0∥푊 12 . (4.19)
Wa¨hlen wir nun 휀 < 훿 1−푟˜1−푟˜+퐶4 , so bekommen wir durch wiederholte Anwendung von (4.18)
und (4.19) fu¨r alle 푗 ∈ ℕ0
∥푠푗 − 푠∗∥푊 12 < 훿 und ∥푠푗+2 − 푠푗+1∥푊 12 ≤ 푟˜ ∥푠푗+1 − 푠푗∥푊 12 .
Folglich konvergiert die Folge (푠푗) gegen einen Grenzwert 푠
∗
0. Nach (4.17) besitzen die beiden
Folgen (푓푗) und (푤˜푗) den gleichen Grenzwert 푤
∗
0 (푡) = 휇 (푡, 푠
∗
0 (푡)). Die Funktion 푤
∗
0 erfu¨llt
also die Bedingung (4.12) und ist holomorph fortsetzbar auf 픻. Also stimmt 푤∗0 mit der
eindeutigen Lo¨sung 푤∗ u¨berein. Da 푠∗ stetig ist und wir 푠∗ (1) = 푠푗 (1) = 푠∗0 (1) haben,
erhalten wir 푠∗0 = 푠∗. Die Abscha¨tzung fu¨r 푠푗+1 − 푠∗ folgt aus
∥푠푗+1 − 푠∗∥푊 12 ≤ ∥푠푗+1 − 푠푗+2∥푊 12 + ∥푠푗+2 − 푠푗+3∥푊 12 + . . .
≤ (푟˜ + 푟˜2 + . . .) ∥푠푗+1 − 푠푗∥푊 12 = 푟˜1− 푟˜ ∥푠푗+1 − 푠푗∥푊 12
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und
∥푠푗 − 푠∗∥푊 12 ≥ ∥푠푗+1 − 푠푗∥푊 12 − ∥푠푗+1 − 푠
∗∥푊 12 ≥
(
1− 푟˜
푟˜
− 1
)
∥푠푗+1 − 푠∗∥푊 12
=
1− 2푟˜
푟˜
∥푠푗+1 − 푠∗∥푊 12 ≥
1
푞
∥푠푗+1 − 푠∗∥푊 12 ,
falls 푟˜ ≤ 푞1+2푞 . #
Bemerkung: Im Allgemeinen ist die Funktion 푔 (푡) = 휇 (푡, 푠∗ (푡)), 푡 ∈ 핋, nicht bekannt, da
die exakte Lo¨sung 푤∗ nicht gegeben ist. Aus diesem Grund ersetzen wir die Funktion 푔 durch
푔0 (푡) = −iD푠휇 (푡, 푠0 (푡)) (4.20)
mit der Startna¨herung 푠0. Den so entstandenen Algorithmus nennen wir MNM fu¨r modiﬁed
Newton method. Numerische Experimente zeigen, dass auch dieses Verfahren konvergiert,
solange die Startna¨herung nur nahe an der exakten Lo¨sung liegt. Dies kann durch Kombina-
tion mit einer Homotopiemethode erreicht werden.
Als na¨chstes stellen wir eine weitere Mo¨glichkeit zur Lo¨sung des linearen Riemann-Hilbert
Problems (4.13) neben der expliziten Lo¨sungsdarstellung vor. Dazu betrachten wir das allge-
meine Riemann-Hilbert Problem (2.35) unter der Nebenbedingung 푤 (1) = 푊 . Ist 푓 = 푎+ i푏,
so ist dieses Problem a¨quivalent zu
푎 (푡)푢 (푡) + 푏 (푡) 푣 (푡) = 푐 (푡) , 푡 ∈ 핋,
푤 (1) = 푊.
Wir ko¨nnen also schreiben
푣 (푡) = 퐹 (푡, 푢 (푡)) − 1
푏 (푡)
[푎 (푡)푢 (푡)− 푐 (푡)] . (4.21)
Es handelt sich somit um ein explizites Riemann-Hilbert Problem. Im Allgemeinen sind die
Voraussetzungen von Satz 4.1 nicht erfu¨llt. Notwendig und hinreichend ist die Bedingung
arg (−i푓 (푡)) ∈
[
−휋,−3
4
휋
)
∪
(
−휋
4
,
휋
4
)
∪
(
3
4
휋, 휋
]
, 푡 ∈ 핋. (4.22)
Um die Bedingung (4.22) zu erreichen, deﬁnieren wir die Funktion 휙 (푡) = arg 푓 (푡).
Die Lo¨sung des homogenen Problems Re
(
푓 (푡)푤 (푡)
)
= 0 ist dann durch
푤0 (푡) = −i exp (H휙 (푡) + i휙 (푡)), 푡 ∈ 핋, gegeben, siehe auch Satz 2.21. Wir haben
arg
(
−i푓 (푡)푤0 (푡)
)
= 0.
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Mit der Reihendarstellung
푤0 (푧) =
∞∑
푘=0
푐푘푧
푘
von 푤0 deﬁnieren wir
푤˜0 (푡) =
푛0∑
푘=0
푐푘푡
푘
und wa¨hlen 푛0 so, dass die Funktion 푓˜ 푓 ⋅ 푤˜0 die Bedingung (4.22) erfu¨llt. Das lineare
Riemann-Hilbert Problem
Re
(
푓˜ (푡)푤˜ (푡)
)
= 푐 (푡) , 푡 ∈ 핋,
푤˜ (1) =
푊
푤0 (1)
(4.23)
genu¨gt dann den Voraussetzungen von Satz 4.1 und la¨ßt sich durch die Fixpunktiteration (4.3)
lo¨sen. Dabei mu¨ssen wir den Operator A an die Nebenbedingung 푤˜ (1) = 푊푤0(1) anpassen. Die
Lo¨sung des Ausgangsproblems ist dann auf Grund von
푐 (푡) = Re
(
푓˜ (푡)푤˜ (푡)
)
= Re
(
푓 (푡)푤˜0 (푡) 푤˜ (푡)
)
durch
푤 (푡) = 푤˜0 (푡) 푤˜ (푡) , 푡 ∈ 핋,
gegeben. Zur numerischen Umsetzung, beispielsweise auf einem gleichma¨ßigen Gitter mit 푛
Gitterpunkten, ersetzen wir den Hilbert-Operator H durch HL푛 und bestimmen damit die
Werte von 푤0 auf dem Gitter. Anschließend berechnen wir die Fourier-Koeﬃzienten von 푤0
und testen sukzessive, wie groß wir 푛0 wa¨hlen mu¨ssen, damit die Bedingung (4.22) erfu¨llt ist.
Danach lo¨sen wir das lineare Riemann-Hilbert Problem (4.23) als explizites Riemann-Hilbert
Problem durch die Fixpunktiteration (4.7). Zum Schluß multiplizieren wir die Lo¨sung mit der
Funktion 푤˜0 und erhalten so die Lo¨sung des Ausgangsproblems als ein Polynom vom Grad
ho¨chstens 푛2 + 푛0.
Mit INM fu¨r inexact Newton method bezeichnen wir das Verfahren ONM, wobei wir die
linearen Riemann-Hilbert Probleme (4.13) als explizite Riemann-Hilbert Probleme lo¨sen wie
oben beschrieben.
Abschließend wollen wir anmerken, dass wir beide Vorgehensweisen miteinander kombinieren
ko¨nnen. Das heißt, wir halten das Symbol des linearen Riemann-Hilbert Problems fest und
lo¨sen es als ein explizites Riemann-Hilbert Problem, wobei wir das Symbol vorher gegebenen-
falls a¨ndern mu¨ssen. Wir korrigieren also in jedem Iterationsschritt nur die rechte Seite des
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linearen Riemann-Hilbert Problems und ko¨nnen dadurch die Funktion 푤˜0, die eventuell das
Symbol geeignet dreht, in jeder Iteration festhalten. Dieses Verfahren nennen wir IMNM fu¨r
inexact modiﬁed Newton method.
4.2.3 Numerische Ergebnisse
Wir beginnen mit einem Beispiel vom Typ A. Die Zielmannigfaltigkeit 푀 ist durch die Funk-
tion
휇(1)푝 (푡, 푠) = i sin 2휏 +
1
2푝
ei푠, 푡 = ei휏 ∈ 핋, 푠 ∈ ℝ,
parametrisiert. Fu¨r 0 < 푝 < 1 haben wir 푀 ∈ ℛ und fu¨r 푝 = 1 gilt 푀 ∈ 풮. Wir wa¨hlen
ein gleichma¨ßiges Gitter mit 푛 = 212 Gitterpunkten und lo¨sen das Problem unter der Neben-
bedingung 푤 (1) = 12푝 fu¨r den Wert 푝 = 0.95. Um die Methode MNM anwenden zu ko¨nnen,
beno¨tigen wir eine Startlo¨sung 푠0, die nahe an der exakten Lo¨sung liegt. Dazu lo¨sen wir das
Problem fu¨r 푝 = 0.9 mittels ONM und deﬁnieren 푔0 durch (4.20). Abbildung 4.8 zeigt den
Zuwachs (4.11) fu¨r die Funktion 푓푗+1 − 푓푗 sowohl fu¨r ONM (rot) als auch MNM (blau) und
INM (gru¨n). Weiterhin ist der Zuwachs fu¨r IMNM dargestellt (orange). Zu erkennen ist sehr
푗
log10 ∥푓푗+1 − 푓푗∥2
10 20 30 40 50
−12
−10
−8
−6
−4
−2
0 ONM
MNM
INM
IMNM
Abbildung 4.8: Zuwachs (4.11) fu¨r 푓푗+1 − 푓푗 und Beispiel 휇(1)0.95
gut die lineare Konvergenz, wenn wir das Symbol 푔0 festhalten, was nach Satz 4.5 auch zu
erwarten ist. Außerdem sieht man die Anfangs quadratische Konvergenz wie bei dem nicht
gea¨nderten Verfahren aus Kapitel 4.2.1, wenn wir die Riemann-Hilbert Probleme (4.13) als
explizite Riemann-Hilbert Probleme lo¨sen. Danach bleibt der Zuwachs unvera¨ndert.
Ein weiteres Beispiel ist die konforme Abbildung auf eine Ellipse. Die Zielkurven 푀푡, 푡 ∈ 핋,
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sind also Ellipsen und wir suchen eine Lo¨sung des Riemann-Hilbert Problems mit Windungs-
zahl 1. Unsere Algorithmen funktionieren aber nur bei Lo¨sungen mit Windungszahl 0. Aus
diesem Grund modiﬁzieren wir die Zielmannigfaltigkeit, indem wir die Ellipsen in Abha¨ngig-
keit von 푡 ∈ 핋 drehen. Eine Parametrisierung ist dann durch
휇(2)푝 (푡, 푠) =
1
푡
(
1
1− 푝 cos 푠+ i sin 푠
)
, 푡 ∈ 핋, 푠 ∈ ℝ,
gegeben. Fu¨r 푝 = 0 erhalten wir gerade den Einheitskreis. Wir wa¨hlen den Wert 푝 = 0.65 und
lo¨sen das zugeho¨rige Problem unter der Nebenbedingung 푤 (1) = 11−푝 auf einem gleichma¨ßi-
gen Gitter mit 푛 = 212 Punkten. Um die Funktion 푔0 zu ermitteln, bestimmen wir die Lo¨sung
des Problems fu¨r 푝 = 0.6 mit Hilfe des Verfahrens ONM. Abbildung 4.9 zeigt den Zuwachs
(4.11) fu¨r 푓푗+1 − 푓푗 analog zu Abbildung 4.8. Zu erkennen ist zum einen wieder die lineare
푗
log10 ∥푓푗+1 − 푓푗∥2
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Abbildung 4.9: Zuwachs (4.11) fu¨r 푓푗+1 − 푓푗 und Beispiel 휇(2)0.65
Konvergenz, wenn wir das Symbol der linearen Riemann-Hilbert Probleme festhalten, und
zum anderen die anfangs quadratische Konvergenz, falls wir die Riemann-Hilbert Probleme
als explizite Riemann-Hilbert Probleme lo¨sen. Erho¨hen wir den Wert fu¨r 푝, so a¨ndert sich auch
die Konvergenz der Verfahren. Beispielsweise ist fu¨r 푝 = 0.74 der Zuwachs (4.11) fu¨r 푓푗+1−푓푗
in Abbildung 4.10 dargestellt. Lo¨sen wir die linearen Riemann-Hilbert Probleme als explizites
Riemann-Hilbert Problem, so stellt sich zu Beginn eine lineare Konvergenz ein, die spa¨ter
in einen linearen Anstieg des Zuwachses umschla¨gt. Dagegen konvergiert das Verfahren mit
festgehaltenem Symbol wie gewohnt linear. Dabei haben wir als Startlo¨sung die Lo¨sung des
Problems mit 푝 = 0.7 gewa¨hlt. Wir wollen anmerken, dass das Verfahren fu¨r sich konvergiert,
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푗
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Abbildung 4.10: Zuwachs (4.11) fu¨r 푓푗+1 − 푓푗 und Beispiel 휇(2)0.74
die Lo¨sung aber nicht gut ist, da der betragsma¨ßig gro¨ßte negative Fourier-Koeﬃzient in
der Gro¨ßenordnung 10−2 liegt. Das heißt, die Lo¨sung ist keine gute Approximation fu¨r die
Randfunktion einer holomorphen Funktion.
Im Folgenden wollen wir ein adaptives Verfahren aufbauend auf dem Verfahren MNM vor-
stellen. Um die Funktion 푔0 aus (4.20) zu bestimmen, beno¨tigen wir eine gute Startna¨herung.
Aus diesem Grund betrachten wir eine Familie von Zielmannigfaltigkeiten 푀푝, 푝 ∈ [0, 1], so
dass 푀1 die Ausgangsmannigfaltigkeit darstellt und 푀0 ein einfach zu lo¨sendes Problem ist.
Wir bestimmen sukzessive die Lo¨sung des Problems 푀푝1 und verwenden diese Lo¨sung als
Startna¨herung fu¨r das Problem 푀푝2 , 푝1 < 푝2. Wir gehen dabei wie folgt vor:
Schritt 0: Wa¨hle die Anzahl der Gitterpunkte 푛, einen Startwert 푝0 und eine Schrittweite
Δ푝. Weiterhin sei 푇푂퐿 eine Schranke fu¨r die kleinste erlaubte Schrittweite Δ푝.
Schritt 1: Versuche das Problem 푀푝0 mittels MNM zu lo¨sen. Verwende dabei als Start-
na¨herung die Lo¨sung des vorhergehenden Problems. Falls eine Lo¨sung innerhalb der
Genauigkeit gefunden werden konnte, gehe zu Schritt 2. Sonst gehe zu Schritt 3.
Schritt 2: Setze 푝0 푝0 + Δ푝 und gehe zu Schritt 1, wenn 푝 ≤ 푝푚푎푥 und 푛 ≤ 푛푚푎푥 ist.
Schritt 3: Setze 푝0 = 푝0 −Δ푝 und Δ푝 = Δ푝2 . Ist Δ푝 < 푇푂퐿, so verdoppele die Anzahl der
Gitterpunkte 푛 und bestimme die Werte der zuletzt gefundenen Lo¨sung in den neuen
Gitterpunkten. Außerdem wa¨hle man Δ푝 neu. Gehe zu Schritt 2.
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Bemerkung: Beim ersten Durchgang ist im Allgemeinen noch keine gute Startna¨herung
fu¨r das Problem 푀푝0 bekannt. Aus diesem Grund verwenden wir das Verfahren ONM aus
Kapitel 4.2.1 zur Lo¨sung dieses Problems.
Wenden wir den obigen Algorithmus auf unser Beispiel 휇
(2)
푝 an und wa¨hlen 푛푚푎푥 = 2
20, so
bestimmt dieser Algorithmus die konforme Abbildung auf eine Ellipse mit 푝 = 0.803325. Der
betragsma¨ßig gro¨ßte negative Fourier-Koeﬃzient ist dabei kleiner als 10−6. A¨ndern wir die
Kriterien fu¨r die Konvergenz im ersten Schritt, so erreichen wir einen Wert von 푝 = 0.826738
und der betragsma¨ßig gro¨ßte negative Fourier-Koeﬃzient hat eine Gro¨ßenordnung von 10−2.
Dies entspricht der konformen Abbildung auf eine Ellipse mit Achsenverha¨ltnis 1 zu 5.7716.
Der crowding-Faktor fu¨r dieses Beispiel betra¨gt 835.5841, siehe [48, Kapitel 2, Satz 6].
Als na¨chstes geben wir ein Beispiel an, wo zur Auswertung des Hilbert-Operators adaptive
Strategien verwendet werden, wie sie im Algorithmus 5 beschrieben werden. Als Beispiel
wa¨hlen wir die konforme Abbildung auf eine Ellipse 휇
(2)
푝 mit 푝 =
1
2 . Wir starten mit einem
groben Gitter mit 2푗0 Punkten, wobei 푗0 = 8 gewa¨hlt worden ist. Zur Auswertung des Hilbert-
Operators verwenden wir (3.20). Dabei sind die Wavelet-Koeﬃzienten durch die Algorithmen
3 und 4 gegeben. Das Ergebnis ist in Abbildung 4.11 zu sehen. In der linken Ha¨lfte ist die
Lo¨sung dargestellt und rechts das resultierende Gitter. Die Anpassung des Gitters um die
Punkte 휏 = 0 und 휏 = 휋 ist dabei sehr gut zu erkennen.
휏휋 2휋
−1
1
2
푢
푣
Abbildung 4.11: Gitter und Lo¨sung fu¨r die Ellipse mit 푝 = 12
Zum Abschluß wollen wir anmerken, dass wir das Verfahren MNM da¨mpfen ko¨nnen. Die
aktualisierte Lo¨sung lautet also
푠푗+1 (푡) = 푠푗 (푡) + 휆푗
푤˜푗 (푡)− 푓푗 (푡)
i푔0 (푡)
, 푡 ∈ 핋,
푓푗+1 (푡) = 휇 (푡, 푠푗+1 (푡)) , 푡 ∈ 핋,
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mit 0 < 휆푗 ≤ 1. Die Wahl des Da¨mpfungsparameters 휆푗 kann beispielsweise u¨ber die Be-
dingung
∥ Re푓푗+1 −H Im푓푗+1 − Re푓푗+1 (0)∥퐿2 < ∥ Re푓푗 −H Im푓푗 − Re푓푗 (0)∥퐿2
realisiert werden. Der Verlauf von log ∥푓푗+1 − 푓푗∥2 ist fu¨r das Beispiel der konformen Ab-
bildung auf eine Ellipse mit 푝 = 23 in Abbildung 4.12 dargestellt. Als Startna¨herung ist die
Funktion 푠0
(
ei휏
)
= 휏 gewa¨hlt worden. Abbildung 4.12 zeigt die Konvergenz dieser Vorge-
hensweise, obwohl das Verfahren MNM nicht konvergent ist. Um allgemein die Konvergenz
dieses Verfahrens zu zeigen, werden weitere Untersuchungen beno¨tigt.
푗
log10 ∥푓푗+1 − 푓푗∥2
20 40 60 80 100 120 140
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0
Abbildung 4.12: Zuwachs (4.11) fu¨r 푓푗+1 − 푓푗 und Beispiel 휇(2)2
3
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4.3 Riemann-Hilbert Probleme als Operatorgleichung
In [44, Kapitel 7.2] wird ein nichtlinearer Operator eingefu¨hrt, dessen Nullstelle die Lo¨sung des
nichtlinearen Riemann-Hilbert Problems ist. Mit Hilfe dieses Operators wird ein Algorithmus
zur Lo¨sung von Riemann-Hilbert Problemen entwickelt, der im Folgenden na¨her vorgestellt
werden soll. Anschließend treﬀen wir einige Modiﬁkationen und pra¨sentieren numerische Er-
gebnisse.
4.3.1 Operatorgleichung
Wir untersuchen das nichtlineare Riemann-Hilbert Problem
푤 (푡) ∈푀푡, 푡 ∈ 핋,
푤 (1) = 푈 + i푉
(4.24)
mit 푈 + i푉 ∈푀1. Die Zielkurven 푀푡 sind dabei durch
푀푡 {푢+ i푣 : 푓 (푡, 푢, 푣) = 0} , 푡 ∈ 핋,
gegeben mit einer Funktion 푓 : 핋×ℝ2 → ℂ. Mit 푤∗ = 푢∗+ i푣∗ bezeichnen wir die eindeutige
Lo¨sung von (4.24) mit Windungszahl 0, falls die Zielmannigfaltigkeit vom Typ A ist. Gilt
푀 ∈ ℬ, so setzen wir ind 푀 = 0 voraus. Auf der Menge 푋 푊 12 (핋)×푊 12 (ℝ)×ℝ deﬁnieren
wir nun den Operator F : 푋 → 푋 durch
F (푢, 푣, 휆) (푓 (⋅, 푢, 푣) , 푢−H푣 − 휆,R (푢, 푣)) (4.25)
mit
R (푢, 푣) 훼 (푣 (1)− 푉 )− 훽 (푢 (1)− 푈) ,
훼 D푢푓 (1, 푈, 푉 ) ,
훽 D푣푓 (1, 푈, 푉 ) .
Ist F (푥) = 0 fu¨r 푥 = (푢, 푣, 휆), so lo¨st 푢 + i푣 das Riemann-Hilbert Problem (4.24). Da die
erste Komponente verschwindet, ist die Randbedingung erfu¨llt. Weiterhin ist 푢 + i푣 holo-
morph fortsetzbar, weil die zweite Komponente Null ist. Es gilt also 휆 = 푢 (0). Schließlich ist
die Nebenbedingung wegen R (푢, 푣) = 0 gu¨ltig. Das heißt, die Lo¨sung des Riemann-Hilbert
Problems (4.24) ist Nullstelle von F. Das folgende Lemma fasst einige Eigenschaften von F
zusammen. Es entspricht dem Lemma 7.2.1 aus [44].
Lemma 4.6 Sei 푓 ∈ 퐶푘+1 (핋× ℝ2) mit 푘 ≥ 1 und F durch (4.25) deﬁniert. Dann gilt:
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(i) Der Operator F ist stetig diﬀerenzierbar. Die Ableitung von F im Punkt 푥 = (푢, 푣, 휆)
ist durch
DF (푥)
(
푢˜, 푣˜, 휆˜
)
=
(
푎푢˜+ 푏푣˜, 푢˜−H푣˜ − 휆˜, 훼푣˜ (1)− 훽푢˜ (1)
)
mit 푎 D푢푓 (⋅, 푢, 푣) und 푏 D푣푓 (⋅, 푢, 푣) gegeben.
(ii) Ist 푋0 ⊆ 푋 eine hinreichend kleine Umgebung von 푥∗ (푢∗, 푣∗, 푢∗ (0)), so ist DF (푥)
invertierbar fu¨r alle 푥 ∈ 푋0 und die Inverse DF (푥)−1 ist gleichma¨ßig beschra¨nkt in 푋0.
(iii) Falls 푓 ∈ 퐶푘+2 (푋), dann existiert fu¨r jede beschra¨nkte Teilmenge 푋0 ⊆ 푋 eine positive
Konstante 퐿, so dass fu¨r alle 푥, 푦 ∈ 푋0 gilt
∥DF (푥)−DF (푦)∥ℒ(푋) ≤ 퐿 ∥푥− 푦∥푋 .
Nach dem letzten Lemma ist das Newton-Verfahren
푥푗+1 = 푥푗 −DF (푥푗)−1 F (푥푗) (4.26)
zur Lo¨sung der Gleichung F (푥) = 0 wohl deﬁniert, solange die Startna¨herung und alle
Iterierten in einer Umgebung der Lo¨sung 푥∗ liegen. Um den Operator DF (푥) fu¨r 푥 = (푢, 푣, 휆)
zu invertieren, betrachten wir die Gleichung
DF (푥)
(
푢˜, 푣˜, 휆˜
)
= (푔, ℎ, 휈) .
Weiterhin untersuchen wir das lineare Riemann-Hilbert Problem
푎 (푡) 푢ˆ (푡) + 푏 (푡) 푣ˆ (푡) = 푔 (푡)− 푎 (푡)ℎ (푡) , 푡 ∈ 핋,
−훽푢ˆ (1) + 훼푣ˆ (1) = 휈 + 훽ℎ (1)
(4.27)
mit den Funktionen 푎, 푏 und Konstanten 훼, 훽 aus Lemma 4.6. Ist 푢ˆ+ i푣ˆ Lo¨sung von (4.27),
so deﬁnieren wir
푢˜ (푡) = 푢ˆ (푡) + ℎ (푡) , 푣˜ (푡) = 푣ˆ (푡) , 휆˜ = 푢ˆ (0) .
Wegen
DF (푥)
(
푢˜, 푣˜, 휆˜
)
= (푎 (푢ˆ+ ℎ) + 푏푣ˆ, 푢ˆ+ ℎ−H푣ˆ − 푢ˆ (0) , 훼푣ˆ (1)− 훽푢ˆ (1)− 훽ℎ (1))
= (푔 − 푎ℎ+ 푎ℎ, 푔, 휈 + 훽ℎ (1)− 훽ℎ (1)) = (푔, ℎ, 휈)
ko¨nnen wir das lineare Riemann-Hilbert Problem (4.27) lo¨sen, um den Operator DF (푥) zu
invertieren. Damit bekommen wir eine explizite Vorschrift fu¨r das Newton-Verfahren (4.26).
Eine genaue Beschreibung beﬁndet sich in [44, Kapitel 7.2], wo auch die Konvergenz des
Verfahrens gezeigt worden ist, solange die Startna¨herung nahe an der Lo¨sung liegt.
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4.3.2 Modiﬁkationen des Newton-Verfahren
Die Diskretisierung des Newton-Verfahrens (4.26) zeigt ein besseres Konvergenzverhalten als
das Verfahren ONM aus Kapitel 4.2.1. Wir untersuchen jedoch einige A¨nderungen, die wir
auch auf das Verfahren ONM u¨bertragen ko¨nnen. Wir beginnen mit weiteren Eigenschaften
des Operators F.
Lemma 4.7 Sei 푓 ∈ 퐶푘+2 (핋× ℝ2), 푘 ≥ 1, F durch (4.25) gegeben und 푥∗ ∈ 푋 mit
F (푥∗) = 0. Dann existieren positive Konstanten 휔1, 휔2 und 훿 mit
∥(DF (푥)−DF (푦)) (푥− 푦)∥푋 ≤ 휔1 ∥DF (푦) (푥− 푦)∥2푋 ,∥∥∥DF (푥)−1 (DF (푥)−DF (푦)) (푥− 푦)∥∥∥
푋
≤ 휔2 ∥푥− 푦∥2푋
fu¨r alle 푥, 푦 ∈ 푈훿 (푥∗).
Beweis : Nach Lemma 4.6 existiert ein 훿 > 0 und positive Konstanten 퐿 und 퐶 mit
∥DF (푥)−DF (푦)∥ℒ(푋) ≤ 퐿 ∥푥− 푦∥푋∥∥∥DF (푥)−1∥∥∥
ℒ(푋)
≤ 퐶
fu¨r 푥, 푦 ∈ 푈훿 (푥∗). Damit bekommen wir
∥(DF (푥)−DF (푦)) (푥− 푦)∥푋 =
∥∥∥(DF (푥)−DF (푦)) DF (푦)−1 DF (푦) (푥− 푦)∥∥∥
푋
≤ ∥DF (푥)−DF (푦)∥ℒ(푋)
∥∥∥DF (푦)−1∥∥∥
ℒ(푋)
∥DF (푦) (푥− 푦)∥푋
≤ 퐿 ∥푥− 푦∥푋 퐶 ∥DF (푦) (푥− 푦)∥푋
≤ 퐿퐶
∥∥∥DF (푦)−1 DF (푦) (푥− 푦)∥∥∥
푋
∥DF (푦) (푥− 푦)∥푋
≤ 퐿퐶2 ∥DF (푦) (푥− 푦)∥2푋 .
Fu¨r die zweite Abscha¨tzung erhalten wir∥∥∥DF (푥)−1 (DF (푥)−DF (푦)) (푥− 푦)∥∥∥
푋
≤
∥∥∥DF (푥)−1∥∥∥
ℒ(푋)
∥DF (푥)−DF (푦)∥ℒ(푋) ∥푥− 푦∥푋
≤ 퐶퐿 ∥푥− 푦∥2푋 .
#
Als erstes untersuchen wir das geda¨mpfte Newton-Verfahren
푥푗+1 = 푥푗 + 휆푗Δ푥푗 , 푗 = 0, 1, . . . , (4.28)
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wobei die Schrittweite Δ푥푗 Lo¨sung der Gleichung
DF (푥푗) Δ푥푗 = −F (푥푗)
ist. Wir gelangen zu
Satz 4.8 Sei F durch (4.25) deﬁniert und 푥∗ ∈ 푋 mit F (푥∗) = 0. Ist
0 < 휆푚푖푛 ≤ 휆푗 ≤ 1, ∀ 푗 ≥ 0
so gilt:
(i) Wenn 푓 ∈ 퐶푘+1 (핋× ℝ2), 푘 ≥ 1, dann existiert ein 휀 > 0, so dass fu¨r jedes 푥0 ∈ 푈휀 (푥∗)
mit ∥푥0 − 푥∗∥푋 < 휀 die durch (4.28) deﬁnierte Folge (푥푗) in 푈휀 (푥∗) liegt und
∥푥푗+1 − 푥∗∥푋 ≤ 푞 ∥푥푗 − 푥∗∥푋
mit 1− 휆푚푖푛 < 푞 < 1.
(ii) Wenn 푓 ∈ 퐶푘+2 (핋× ℝ2), 푘 ≥ 1, dann existiert ein 휀 > 0, so dass fu¨r jedes 푥0 ∈ 푈휀 (푥∗)
mit ∥푥0 − 푥∗∥푋 < 휀 die durch (4.28) deﬁnierte Folge (푥푗) in 푈휀 (푥∗) liegt und
∥푥푗+1 − 푥∗∥푋 ≤
(
1− 휆푗 + 휆푗
2
휔2 ∥푥푗 − 푥∗∥푋
)
∥푥푗 − 푥∗∥푋 ,
∥F (푥푗+1)∥푋 ≤
(
1− 휆푗 +
휆2푗
2
∥F (푥푗)∥푋
)
∥F (푥푗)∥푋 .
Beweis : Wir beginnen mit der ersten Aussage des Satzes. Wegen F (푥∗) = 0 haben wir
푥푗+1 − 푥∗ = 푥푗 − 푥∗ − 휆푗DF (푥푗) F (푥푗)
= (1− 휆푗) (푥푗 − 푥∗) +
+ 휆푗DF (푥푗)
−1 (DF (푥∗)−DF (푥푗)) (푥∗ − 푥푗) +
+ 휆푗DF (푥푗)
−1 (F (푥∗)− F (푥푗)−DF (푥∗) (푥∗ − 푥푗)) .
Wir wa¨hlen 훿 > 0 so klein, so dass nach Lemma 4.6 fu¨r alle 푥 mit ∥푥− 푥∗∥푋 < 훿 gilt:∥∥∥DF (푥)−1∥∥∥
ℒ(푋)
≤ 퐶,
∥DF (푥)−DF (푥∗)∥ℒ(푋) ≤ 휀,
∥F (푥)− F (푥∗)−DF (푥∗) (푥− 푥∗)∥푋 ≤ 휀 ∥푥− 푥∗∥푋 .
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Damit erhalten wir
∥푥푗+1 − 푥∗∥푋 ≤ (1− 휆푗 + 2휆푗퐶휀) ∥푥푗 − 푥∗∥푋 .
Ist 휀 ≤ 푞−(1−휆푚푖푛)2퐶 , so bekommen wir, indem wir 훿 eventuell verkleinern,
∥푥푗+1 − 푥∗∥푋 ≤ 푞 ∥푥푗 − 푥∗∥푋 .
Insbesondere liegt die durch (4.28) deﬁnierte Folge (푥푗) in 푈휀 (푥
∗), falls ∥푥0 − 푥∗∥푋 < 휀, und
die Folge konvergiert linear gegen 푥∗.
Als na¨chstes untersuchen wir den zweiten Fall. Wie oben zeigt man, dass die Folge (푥푗) die
Umgebung 푈휀 (푥
∗) nicht verla¨ßt. Indem wir den Iterationsindex weglassen, bekommen wir fu¨r
die erste Fehlerabscha¨tzung nach Lemma 4.7
∥푥+ 휆 Δ푥− 푥∗∥푋 =
∥∥∥푥− 푥∗ − 휆DF (푥)−1 F (푥)∥∥∥
푋
=
∥∥∥DF (푥)−1 (DF (푥) (푥− 푥∗) + 휆 (F (푥∗)− F (푥)))∥∥∥
푋
=
∥∥∥∥∥∥(1− 휆) (푥− 푥∗)− 휆DF (푥)−1
1∫
0
(DF (푥− 푠 (푥− 푥∗))−DF (푥) (푥− 푥∗)) d푠
∥∥∥∥∥∥
푋
≤ (1− 휆) ∥푥− 푥∗∥푋 + 휆
1∫
0
∥∥∥DF (푥)−1 (DF (푥− 푠 (푥− 푥∗))−DF (푥)) (푥− 푥∗)∥∥∥
푋
d푠
≤ (1− 휆) ∥푥− 푥∗∥푋 + 휆
1∫
0
휔2푠
−1 ∥푠 (푥− 푥∗)∥2푋 d푠
=
(
1− 휆+ 휔2
2
휆 ∥푥− 푥∗∥푋
)
∥푥− 푥∗∥푋 .
Mit DF (푥) Δ푥 = −F (푥) haben wir
∥F (푥+ 휆Δ푥)∥푋 =
∥∥∥∥∥∥F (푥) +
휆∫
0
DF (푥+ 푠Δ푥) Δ푥d푠
∥∥∥∥∥∥
푋
=
∥∥∥∥∥∥−DF (푥) Δ푥+
휆∫
0
DF (푥+ 푠Δ푥) Δ푥d푠
∥∥∥∥∥∥
푋
=
∥∥∥∥∥∥
휆∫
0
(DF (푥+ 푠Δ푥)−DF (푥)) Δ푥d푠+ 휆DF (푥) Δ푥−DF (푥) Δ푥
∥∥∥∥∥∥
푋
=
∥∥∥∥∥∥
휆∫
0
(DF (푥+ 푠Δ푥)−DF (푥)) Δ푥d푠+ (1− 휆) F (푥)
∥∥∥∥∥∥
푋
.
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Nach Lemma 4.7 gilt
∥F (푥+ 휆Δ푥)∥푋 ≤ (1− 휆) ∥F (푥)∥푋 +
휆∫
0
∥(DF (푥+ 푠Δ푥)−DF (푥)) Δ푥∥푋 d푠
≤ (1− 휆) ∥F (푥)∥푋 +
휆∫
0
휔1푠
−1 ∥푠DF (푥) Δ푥∥2푋 d푠
= (1− 휆) ∥F (푥)∥푋 +
휔1
2
휆2 ∥F (푥)∥2푋
=
(
1− 휆+ 휔1
2
휆2 ∥F (푥)∥푋
)
∥F (푥)∥푋 .
#
Bemerkung: Die optimale Wahl von 휆푗 wa¨re
휆푗 = min
(
1,
1
휔1 ∥F (푥푗)∥푋
)
.
Da im Allgemeinen die Konstante 휔1 nicht bekannt ist, wa¨hlen wir 휆푗 aus der Menge{
2−푘 : 푘 = 0, 1, . . .
}
, so dass
∥F (푥푗+1)∥푋 < ∥F (푥푗)∥푋 .
Falls 휆푗 = 1 gewa¨hlt werden kann, erhalten wir im zweiten Fall von Satz 4.8 quadratische
Konvergenz.
Als na¨chstes betrachten wir das vereinfachte Newton-Verfahren
푥푗+1 = 푥푗 + Δ푥푗 , 푗 = 0, 1, . . . . (4.29)
Dabei lo¨st Δ푥푗 die Gleichung
DF (푥0) Δ푥푗 = −F (푥푗) .
Wir erhalten
Satz 4.9 Sei 푓 ∈ 퐶푘+1 (핋× ℝ2), 푘 ≥ 1, F durch (4.25) gegeben und 푥∗ ∈ 푋 mit F (푥∗) = 0.
Fu¨r jedes 푞 ∈ (0, 1) existiert ein positives 훿, so dass fu¨r jedes 푥0 mit ∥푥0 − 푥∗∥푋 < 훿 die
durch (4.29) deﬁnierte Folge (푥푗) gegen 푥
∗ konvergiert und der Fehler durch
∥푥푗+1 − 푥∗∥푋 ≤ 푞 ∥푥푗 − 푥∗∥푋
bestimmt werden kann.
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Beweis : Wir wa¨hlen 훿 so klein, so dass DF (푥0) invertierbar ist und fu¨r alle 푥 ∈ 푋 mit
∥푥− 푥∗∥푋 < 훿 und der Bezeichnung 퐶0
∥∥∥DF (푥0)−1∥∥∥ℒ(푋) gilt
∥F (푥)− F (푥∗)−DF (푥∗) (푥− 푥∗)∥푋 ≤
푞
2퐶0
∥푥− 푥∗∥푋 ,
∥DF (푥)−DF (푥∗)∥ℒ(푋) ≤
푞
2퐶0
.
Weiterhin haben wir
푥푗+1 − 푥∗ = 푥푗 − 푥∗ −DF (푥0)−1 (F (푥푗)− F (푥∗))
= DF (푥0)
−1 (F (푥∗)− F (푥푗) + DF (푥0) (푥푗 − 푥∗))
= DF (푥0)
−1 (F (푥푗)− F (푥∗)−DF (푥∗) (푥∗ − 푥푗)) +
+ DF (푥0)
−1 (DF (푥∗)−DF (푥0)) (푥∗ − 푥푗) .
Damit gelangen wir zu
∥푥푗+1 − 푥∗∥푋 ≤ 푞 ∥푥푗 − 푥∗∥푋 .
Folglich bleibt die Folge (푥푗) in der Menge {푥 ∈ 푋 : ∥푥− 푥∗∥푋 < 훿} und konvergiert gegen
푥∗ solange ∥푥0 − 푥∗∥푋 < 훿. #
Zum Abschluß wollen wir ein weiteres Newton-Verfahren angeben. Es handelt sich dabei um
die geda¨mpfte Version von (4.29) und lautet
푥푗+1 = 푥푗 + 휆푗Δ푥푗 . (4.30)
Numerische Experimente zeigen, dass das Verfahren (4.30) konvergiert, obwohl die Methode
(4.29) selbst nicht konvergent ist, da die Startna¨herung zu weit von der Lo¨sung entfernt ist.
4.3.3 Numerische Ergebnisse
Als Beispiel wa¨hlen wir die konforme Abbildung auf eine Ellipse. Da die Lo¨sung Windungs-
zahl 1 besitzt, drehen wir die Ellipsen in Abha¨ngigkeit von 푡 ∈ 핋. Die Funktion 푓 , welche die
Zielkurven 푀푡 parametrisiert, ist dann durch
푓 (1)푝 (푡, 푢, 푣) = (1− 푝)2 푢2 + 푣2 + 푝 (2− 푝) sin2 휏
(
푢2 − 푣2)+ 2푝 (2− 푝) cos 휏 sin 휏 − 1,
푡 = ei휏 ∈ 핋, 푢, 푣 ∈ ℝ,
gegeben. Fu¨r 푝 = 0 erhalten wir wieder den Einheitskreis. Wir lo¨sen das Riemann-Hilbert Pro-
blem (4.24) unter der Zusatzbedingung 푤 (1) = 11−푝 fu¨r den Wert 푝 =
2
3 mittels (4.26), (4.28),
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푗
log10 ∥푓 (⋅, 푢푗 , 푣푗)∥2
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(4.26)
(4.29)
(4.30)
Abbildung 4.13: Zuwachs (4.11) fu¨r das Beispiel 푓
(1)
푝 mit 푝 =
2
3
(4.29) und (4.30) auf einem gleichma¨ßigen Gitter mit 푛 = 212 Punkten. Dabei verwenden wir
HL푛 als Diskretisierung des Hilbert-Operators H. Fu¨r (4.29) wa¨hlen wir als Startna¨herung die
Lo¨sung des Problems fu¨r 푝 = 0.6, die entweder durch ONM oder durch (4.26) bestimmt wird.
Sonst beginnen wir mit 푤0 (푡) ≡ 1. Abbildung 4.13 zeigt den Zuwachs (4.11) fu¨r 푓 (⋅, 푢푗 , 푣푗),
wobei 푢푗 + i푣푗 die aktuelle Lo¨sung wa¨hrend der Iteration ist. Die Werte fu¨r (4.28) sind nicht
mit in Abbildung 4.13 dargestellt, da wa¨hrend der Iteration immer 휆푗 = 1 gewa¨hlt worden
ist und sich somit kein Unterschied zu (4.26) einstellt. Tabelle 4.2 gibt den Fehler fu¨r die
Holomorphie der berechneten Lo¨sung an, das heißt, wie groß der betragsma¨ßig gro¨ßte nega-
tive Fourier-Koeﬃzient ist. Aus Abbildung 4.13 erkennen wir zum einen die quadratische
Verfahren (4.26) (4.29) (4.30)
Fehler Holomorphie 2.1679 ⋅ 10−5 1.3350 ⋅ 10−5 6.5107 ⋅ 10−6
Tabelle 4.2: Fehler Holomorphie
Konvergenz des Newton-Verfahrens (4.26) bis wir die Maschinengenauigkeit erreicht haben.
Des weiteren sehen wir die lineare Konvergenz des vereinfachten Newton-Verfahrens (4.29).
Außerdem beobachten wir die Konvergenz von (4.30), obwohl die Startna¨herung weit von
der tatsa¨chlichen Lo¨sung entfernt ist. Anzumerken ist, dass das Verfahren (4.29) mit der
Startna¨herung 푤0 (푡) ≡ 1 nicht konvergiert. Die Da¨mpfung fu¨hrt die Iterierten in gewisser-
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weise in die “richtige” Richtung.
Abschließend wa¨hlen wir fu¨r das gleiche Beispiel eine andere Diskretisierung des Operators H.
Beginnend mit einem groben Gitter verwenden wir die Darstellung (3.20) zur Bestimmung
der Hilbert-Transformation. Die Wavelet-Koeﬃzienten sind dabei durch Algorithmus 3 und 4
gegeben. Weiterhin nutzen wir adaptive Strategien wie sie im Algorithmus 5 beschrieben sind.
Das resultierende Gitter ist in Abbildung 4.14 mit der entsprechenden Lo¨sung dargestellt. Zu
erkennen ist sehr gut die Anpassung des Gitters um die Werte 휏 = 0 und 휏 = 휋 wie bereits
zu Beginn des Kapitels angesprochen.
휏휋 2휋
−1
1
2
푢
푣
Abbildung 4.14: Gitter und Lo¨sung fu¨r die Ellipse mit 푝 = 23
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5 Zusammenfassung
Die vorliegende Arbeit ist der Auswertung der Hilbert-Transformation mit Hilfe von Wavelets
sowie deren Anwendung zur analytischen und numerischen Lo¨sung nichtlinearer Riemann-
Hilbert Probleme gewidmet.
Zu Beginn werden in Kapitel 2 einige grundlegende Resultate zusammengefasst. Insbesondere
werden die Hilbert-Transformationen auf der reellen Achse und dem Kreis vorgestellt und
deren Eigenschaften beschrieben. Fu¨r den Hilbert-Operator auf ℝ wird im Satz 2.13 eine Dar-
stellung mit Hilfe von Momenten der zu transformierenden Funktion hergeleitet. Anschließend
wird eine explizite Darstellung der Hilbert-Transformation fu¨r Splines mit kompaktem Tra¨ger
angegeben.
Satz 2.18 stellt einen Zusammenhang zwischen der Hilbert-Transformation auf der Kreislinie
핋 und der Hilbert-Transformation periodischer Funktionen auf der reellen Achse her. Satz 2.19
gibt eine alternative Darstellung durch die Hilbert-Transformation auf ℝ, spezielle Funktionen
und die Momente der Funktion an. Beide Darstellungen werden spa¨ter zur Berechnung der
Hilbert-Transformation von Spline-Wavelets herangezogen.
Kapitel 3 beschreibt die numerische Auswertung der Hilbert-Transformation unter Verwen-
dung von Spline-Wavelets. Ein eﬀektives Verfahren zur Berechnung der Hilbert-Transforma-
tion fu¨r diese Wavelets wird in Kapitel 3.2 entwickelt. Die Fehlerabscha¨tzungen in den Lemma-
ta 3.1, 3.2 und 3.3 garantieren, dass die Rechnungen innerhalb einer vorgegebenen Genauig-
keitsschranke ausgefu¨hrt werden. Die Algorithmen 1 und 2 fassen die Vorgehensweise noch-
mals zusammen.
Kapitel 3.3 ist der Auswertung des Hilbert-Operators auf einem gleichma¨ßigen Gitter ge-
widmet. Da die Matrixdarstellung des Hilbert-Operators in der Wavelet-Basis voll besetzt
ist, wird eine Approximation durch schwach besetzte Matrizen vorgeschlagen. Die resultie-
rende Matrixdarstellung des Hilbert-Operators besitzt eine Bandstruktur, welche die Berech-
nung der Hilbert-Transformation auf einem gleichma¨ßigen Gitter mit Komplexita¨t 풪 (푛 log 푛)
ermo¨glicht, wobei 푛 die Anzahl der Gitterpunkte bezeichnet. Der Approximationsfehler wird
in Satz 3.8 bestimmt.
Im darauf folgenden Kapitel werden Verfahren zur Auswertung des Hilbert-Operators auf
ungleichma¨ßigen Gittern entwickelt. Die Berechnung der Wavelet-Koeﬃzienten auf solchen
Gittern wird in den Algorithmen 3 und 4 beschrieben. Das Verfahren ermo¨glicht die Be-
stimmung der Hilbert-Transformation mit einer Komplexita¨t von 풪 (푁 log 푛), wobei 푁 die
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Anzahl der Gitterpunkte und 푛 die Anzahl der Gitterpunkte des feinen Gitters bezeichnet.
Die adaptive Konstruktion ungleichma¨ßiger Gitter wird in Kapitel 3.6 behandelt. Dabei wer-
den zwei Methoden vorgestellt: Das erste Verfahren beginnt mit einem feinen Gitter und
entfernt schrittweise die Punkte, die nicht beno¨tigt werden. Das Auswahlkriterium und der
resultierende Fehler werden in Satz 3.11 angegeben. Das zweite Verfahren startet auf einem
groben Gitter und passt dieses durch sukzessive Verfeinerung in den Regionen an, in denen
die Funktion ein schlechtes Verhalten aufweist. In Satz 3.15 wird nachgewiesen, dass diese
in Algorithmus 5 beschriebene Methode fu¨r eine bestimmte Klasse von Funktionen korrekt
arbeitet und eine vorgegebene Fehlerschranke einha¨lt.
Kapitel 4 behandelt die Lo¨sung nichtlinearer Riemann-Hilbert Probleme. Fu¨r explizite Pro-
bleme werden Lo¨sbarkeitsaussagen formuliert, die in fru¨heren Arbeiten formulierten Voraus-
setzungen an die Parametrisierung der Zielkurven weiter abschwa¨chen. Aus dem Beweis des
Resultats werden zwei diskrete Verfahren zur Lo¨sung expliziter Probleme hergeleitet. Die erste
Methode basiert auf der eﬀektiven Auswertbarkeit des Hilbert-Operators im Fourier-Bereich.
Das zweite Verfahren beruht auf der Berechnung der Hilbert-Transformation in Waveletbasen
nach Kapitel 3.3. Die Konvergenz beider Verfahren wird in Satz 4.3 und Satz 4.4 bewiesen
und durch numerische Experimente besta¨tigt.
Im na¨chsten Abschnitt werden Riemann-Hilbert Probleme betrachtet, deren Zielkurven durch
eine Funktion parametrisiert werden. Zuna¨chst wird ein bekanntes Verfahren vorgestellt, das
auf einer Methode von Wegmann basiert. Die in der Literatur beschriebenen Konvergenz-
probleme des Verfahrens werden diskutiert und durch eine Modiﬁkation des Algorithmus
u¨berwunden. Satz 4.5 zeigt die lineare Konvergenz des modiﬁzierten Verfahrens. Desweiteren
wird eine alternative Herangehensweise zur Lo¨sung linearer Riemann-Hilbert Probleme be-
schrieben. Dabei wird das lineare Riemann-Hilbert Problem als explizites Riemann-Hilbert
Problem interpretiert und mit den Methoden aus Kapitel 4.1 gelo¨st.
Zum Abschluß werden Riemann-Hilbert Probleme untersucht, deren Zielkurven als Nullstellen
einer Funktion gegeben sind. Nach Vorstellung des bekannten Lo¨sungsverfahrens werden zwei
Modiﬁkationen vorgeschlagen. Die erste beinhaltet eine Da¨mpfung des zugrunde liegenden
Newton-Verfahrens. Die zweite A¨nderung betriﬀt die Berechnung des Newton-Schrittes, wobei
die Ableitung des entsprechenden Operators nur fu¨r die Startna¨herung ausgewertet und fu¨r
die weiteren Rechnungen verwendet wird. Die Sa¨tze 4.8 und 4.9 zeigen die Konvergenz beider
Methoden.
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