. Depression occurs at the moment of each presynaptic spike by a fixed amount α. This spike-timing dependent plasticity (STDP) rule was implemented for inhibitory synapses projecting onto excitatory cells. In order to calculate the changes to each W ij , a synaptic trace x i is assigned to each neuron (or spike train, in case of the single cell simulations for Fig. 1, 2, & 3 ). x i increases with each spike x i → x i + 1 and decays otherwise, following
with the time constant τ STDP = 20 ms. The synaptic weight W ij from neuron j to neuron i is updated for every pre-or postsynaptic event such that W ij → W ij + η (x i − α) for presynaptic spikes at time t f j (4) and W ij → W ij + ηx j for postsynaptic spikes at time t f i (5) where η is the learning rate and α = 2 × ρ 0 × τ STDP is the depression factor, and ρ 0 is a constant parameter with units 1/time (see also theoretical analysis below).
Single Cell Simulations

Input Signals & Synapse Tuning
In the first part of the paper, we model the arrival of multiple signals at a single integrateand-fire cell. To mimic sensory input during learning, we constructed 8 independent traces of low-pass filtered, half-wave rectified white noise signals (13, 16, 34) . These input signals s k (t), where k = {1...8} denotes signal identity, were designed as follows:
The raw signalŝ k was drawn fromŝ k (t + dt) = ξ − (ξ −ŝ k (t)) × e − dt τs , where ξ was a random number drawn from a uniform distribution ξ ∈ [−0.5...0.5], dt = 0.1 ms is the simulation time step, and the filter time constant was set to τ s = 50 ms. We then rectifiedŝ k (by setting all negative values to zero), and normalized it to a peak value of 500 Hz×dt (= 0.05).
By design,ŝ k is a signal that is "ON" about 50 % of the time, leading to average pairwise co-activity with a second signalŝ l ,
In order to reduce the number of simultaneously active signals and thus accelerate the establishment of co-tuned inhibition without having to grossly increase the learning rate η, we sparsified each signal by deleting roughly every second activity bump, leading to co-activity values of Ω kl = 0.25 for the sparser signal s k (for details see example code in the technical appendix).
Finally, s k was added to a constant value of 5 Hz×dt (=0.0005), to provide background activity of 5 Hz, and used as a spiking probability for Poisson processes to create 100 excitatory and 25 inhibitory spike trains for each input signal. This led to a total of 1000 independently created spike trains (800 excitatory and 200 inhibitory), divided into 8 groups that shared the same input signal s k . The normalization of input signal traces as discussed above and the resulting maximum spike probability were set to achieve average presynaptic firing rates of 13 Hz with peak firing rates at ∼ 150 Hz for each spike train. To avoid bursting in each spike train we implemented an absolute refractory period of 5 ms once a spike was initiated. Example code in MATLAB R (35) can be found in the technical appendix below.
The resulting input spike trains were delivered to the neuron through synapses with varying strengths ∆g ij =ḡW ij . Excitatory synapses were set to produce tuned input currents with tuning shapes as reported elsewhere (7) . To this end we setḡ E = 140 pS, and adjusted the weight factor W ij to obey the (arbitrary) function W ij = 0.3 + 4 + ξ, where K ∈ {1...8}
(1+(K(j)−P ))
is the group index of the presynaptic synapse j, ξ ∈ [0...0.1] is a noise term, and P = 5 is the position of the peak of the tuning curve, i.e the signal with the strongest synapses. This led to synaptic weights ranging from 42 pS to 210 pS, with an average weight of ∆g E ij = 90 pS, and resulted in PSP amplitudes on the order of ∼0.1 mV ([0.04mV...0.2mV],Ø 0.08mV ) at V rest .
Inhibitory synaptic conductances were initially set toḡ I = 350 pS, so that with W ij = 1, a single inhibitory event ∆g I ij =ḡW ij produced -0.18 mV IPSPs at V rest . At the beginning of a simulation, we set W I ij = 0.1, resulting in dramatically underpowered inhibition.
Unless otherwise noted, the parameters above were left constant throughout all single cell simulations. In places, we used the same realization of the input signals s k for multiple trials (for averaging, Fig. 2 A, B) . We also used step-like stimuli with step sizes between 5 Hz and 50 Hz to map the receptive field properties ( Fig. 2 C-H).
Parameter Values
The variables that determine the dynamics of inhibitory synaptic plasticity (η = 10 −4 , the learning rate, and α = 0.2 (ρ 0 = 5 Hz), the depression factor) were kept fixed unless otherwise noted. To reproduce the temporal dynamics of the experiment (7) discussed in Fig. 3 , we set η = 10 −6 , α = 0.35 (ρ 0 = 8.75 Hz), and increased the average firing rate of the inhibitory spike trains 4 fold in comparison to their excitatory counterparts from 13 Hz to approximately 50 Hz, to adjust the temporal dynamics of depression and potentiation relative to each other. In those simulations, we waited until detailed balance was established by the plasticity mechanism and then switched P , the peak position of the excitatory tuning curve, from P = 5 to P = 3.
Correlation Measure
We used a correlation measure (11, 13, 34) to determine the impact of each input signal on the output. To do this, we calculated firing rate histograms r(t) (PSTH bin size = 5 ms) of the output signals over 100 trials with identical input signals and determined its time-averaged firing rater. The correlation of the histogram with the input signal k is
where the brackets denote an average over time, s k (t) ands k are the firing rate and its average for a given input signal, and σ r , σ s k are the standard deviations of the corresponding firing rates. We define the impact of each signal as C k 2 , which can be interpreted as the total amount of variance of the output firing pattern that can be explained by each input signal.
Recurrent Network Simulations
In the last part of the paper we studied the effect of inhibitory synaptic plasticity in a large recurrent network. To this end, we simulated a network of 8,000 excitatory and 2,000 inhibitory leaky integrate-and-fire neurons, laid out on a 100 × 100 grid. All neurons have random con-nectivity of 2% to the rest of the network. The connectivity remains fixed during a simulation, although the weights of the inhibitory synapses onto excitatory cells can change according to inhibitory plasticity (see below). We chose the specific network because of its publication history (13, 36) and because it is small enough to be studied within reasonable computation times but large enough to avoid boundary effects (37) . Network parameters were chosen in keeping with both general properties of cortical circuits and previous work (13, 34, 37, 38) and can be found in tabular summaries following the standard form (39, 40) below.
Memory Pattern
In addition to the general architecture, we introduced specific patterns into the weight matrix by defining two groups of 28×28 = 784 excitatory neurons as Hebbian assemblies. We strengthened all existing connections between the neurons within each group by a factor of five. We allowed the patterns to overlap by selecting 8 × 8 = 64 neurons to be part of both groups. The synaptic weights between two neurons that both belonged to both patterns was increased by a factor of 5 only once. Additionally we defined a third, control assembly of neurons which did not take part in either pattern. The strength of intra-group synapses of this third pattern remained un-strengthened.
Inhibitory Synaptic Plasticity
We can distinguish between excitatory to excitatory, excitatory to inhibitory, inhibitory to inhibitory and inhibitory to excitatory connections in our network. Only the latter group is plastic. For simplicity, we assume that the structure of the connectivity matrix remains fixed after the network has been initialized. Particularly this means that we will restrict inhibitory plasticity operations to already existing connections. Note however that the weight of an existing connection W ij can decay to zero. For the simulations shown here, we set η = 10 −4 and α = 0.12 (ρ 0 = 3 Hz), unless stated otherwise.
Network Dynamics
To characterize the global state of the network (Fig. S2) we monitored individual spike trains, the population firing rate (the average of firing rates across the network), and the population rate's standard deviation σ Rate , as well as average membrane potentials, and interspike intervals (ISIs). The irregular asynchronous network activity that is thought to mimic cortical dynamics has a roughly constant population firing rate with low spiking correlation values (4) and coefficients of variation of the interspike intervals (ISI CVs) near 1. The ISI CV for a neuron is the ratio of the standard deviation of the ISI distribution and its mean. ISI CV values close to zero indicate regular spiking patterns, values near 1 indicate irregular spiking, and values larger than 1 indicate, in our simulations, burstiness in the firing pattern (1, 41) .
Additionally, we calculated distributions of the spiking correlations (4) and the ISI CVs of neurons in two groups: We collected data from 392 neurons within one memory pattern and an equal number of cells from the control group. ISI CV histograms were calculated as above.
Following Renart et al. (4) we computed the spiking correlation coefficient X ij between spike trains S i (t) and S j (t). We first constructed filtered spike trains F i defined as
in which the spike train S i = f δ(t − t f i ) is convolved with a symmetric bi-exponential kernel K(t) (with
with τ 1 = 50 ms and τ 2 = 4 × τ 1 . The unnormalized covariance V ij = t F i (t)F j (t) over all discrete times t then leads to correlation coefficients
To gain insight into ensemble statistics we calculate ∼38,000 random correlation coefficients between the filtered spiketrains of a given group and plotted them in histograms (Fig. 4) . All values were computed in discrete time with a resolution of dt = 1 ms. The combination of ISI CV and spiking correlations provides a measure of the regularity of individual spike trains and the synchrony of the local network activity as we change the connectivity matrix of the network as described below.
To recall a stored pattern we externally stimulated a subset of neurons within the pattern for 1 second. Stimulated neurons were randomly connected (5% connectivity) to a group of 1000 independent Poisson processes with a mean firing rate of 100 Hz. For all recall experiments we only stimulated a set of neurons that was disjunct to the neurons used for computing the spike train statistics.
Annotated Protocol for Figure 4 & S4
The simulation protocol for Fig. 4 was structured as follows:
Start: t = −1 min: The AI network dynamics of the original network (13) without inhibitory plasticity. This phase serves as a reference and is not shown.
4, A: t = 0 min: Inhibitory to excitatory synapses are turned to 0 efficacy. The network is forced out of the AI regime and begins to fire at high rates. Simultaneously, inhibitory plasticity is turned on.
4, B: t = 60 min: Inhibitory plasticity has restored AI activity.
4, C: t = 60 min, 5 s: The excitatory non-zero weights of the 2 designated memory patterns are increased ad-hoc by a factor of 5. The neurons of the subset begin to exhibit elevated and more synchronized activity.
4, D: t = 120 min: Inhibitory plasticity has successfully suppressed any elevated activity from the pattern and restored the global background state.
4, E: t = 120 min, 5 s: By delivering an additional, 1 s long stimulus as described above to 25% of the cells within one memory pattern, the whole pattern is activated. Activity inside the pattern stays asynchronous and irregular, and the rest of the network, including the other pattern, remains nearly unaffected. S4, F: t = 120 min, 11 s: The other (blue) memory pattern is activated with a stimulus analogous to the one used in Fig. 4 E. S4, G: t = 120 min, 17 s: Both memory patterns respond with elevated AI activity to a stimulus to 25% of the cells, including the cells shared between both patterns.
Mathematical Analysis of Inhibitory Synaptic Plasticity
The goal of this analysis is to provide a mathematical background for the findings presented in the main article. To this end, we study a network of neurons with plastic feedforward inhibition (Fig. S1 ). The analysis is done for linear Poisson neurons, which enables an analytic treatment of most phenomena observed in the simulations. The limitations of the approach are discussed. An excitatory cell population (in black) with firing rate x delivers postsynaptic currents to an inhibitory (grey) and an excitatory (green) population of neurons. The currents are proportional to the strength of the excitatory synapses W E→I and W E→E , respectively. Currents to the excitatory (green) population are delivered with a delay τ E→E . Additionally the excitatory target population receives inhibitory input currents with delay τ I→E . These currents are the product of z, the firing rate of the inhibitory neuron population, and W I→E the synaptic strength of the inhibitory synapses, here subject to plasticity. Consequently, the firing rate y of the excitatory population is determined by the difference of excitatory and inhibitory currents.
Assumptions
Network Architecture
We analyze a network consisting of a population of inhibitory interneurons connected to a single output neuron through plastic synapses with a weight vector W I→E . All neurons are linear Poisson neurons. The input to this network consists of a set of time-dependent analog input signals x(t), which are received by both the output neuron (with a weight vector W E→E ) and the interneurons (weight matrix W E→I ). To allow for the possibility that the input signals arrive at the output neuron and the interneuron with different delays, we introduce a (negative or positive) delay τ E→E in the direct excitatory projection from the input to the output neuron that summarizes the difference in the delays along the two pathways. The main simplifications of the analytical model compared to the simulations are (i) the input x(t) is an analog signal rather than a spike train; (ii) synaptic events are treated as currents rather than as conductance changes; and (iii) the neuron model is linear and Poisson rather than integrate-and-fire. In addition to the simulation results, we show that linear transformations W E→I along the inhibitory feedforward branch of the circuit (Fig. S1 ) have little impact on the establishment of the balance.
Neuron Model
The interneurons and the output neuron are linear Poisson neurons, i.e. they emit action potentials with inhomogeneous firing rates that are given by a linear weighted sum of their input signals. We denote the spikes trains of the output neuron and the interneurons by Y and Z j , respectively. The spike trains are modeled as sums of δ-pulses: We denote the firing rate of the output neuron by ρ Y and those of the interneurons by z j :
where (t) is a kernel (e.g. the inhibitory postsynaptic potential) that describes the time course of the output rate change caused by spike arrival at the synapse from an interneuron. For simplicity, we assume that is normalized such that its integral is equal to one:
For later use, let us also introduce the firing rate of the output neuron that arises after taking the ensemble average over the activity of the interneurons for a given set of input signals: (13) and the correlation between the output neuron and a spike at the interneuron j:
STDP Model
As shown in electrophysiological work in cultures and acute slice (17) (18) (19) (31) (32) (33) , GABAergic synapses can be modified in a Hebbian manner by near-coincident activation of the preand postsynaptic neuron, with a coincidence time window of about 20ms duration. Moreover, presynaptic spikes alone induce a reduction of synaptic efficacy. We model this behavior by a spike-timing dependent (STDP) learning rule, in which the weight change of an inhibitory synapse from interneuron j to an excitatory postsynaptic neuron within a given time window of duration T is determined by:
where L(t) = [2τ STDP ] −1 e −|t|/τ STDP denotes a symmetric learning window with a coincidence time τ STDP , η is a learning rate and ρ 0 is a constant that controls the relative strength of the nonHebbian weight decrease in relation to the Hebbian weight increase. The different normalization of the learning window in eq. 15 to that in eq. 4 and 5 is compensated by a rescaling of the learning rate η.
From STDP to Rate-Based Learning
To derive a rate-based learning rule from the STDP rule we consider the weight change in Eq. 15 and take the ensemble average over the activity of the output neuron Y and the interneurons Z, given the input signals x (42):
Using that the spike trains Z j arise from inhomogeneous Poisson processes with a correlation function
To simplify this expression further, we assume that the characteristic time scale of the correlation functions c j (s) = 1 T y(t)z j (t + s)dt is slower than the coincidence time τ STDP of the learning window. In this case, we can perform a Taylor expansion of the correlation function around s = 0 and neglect terms of order s or higher:
where in the last line we used that the integral over the double-exponential learning window is normalized.
Inserting this expression into Eq. 18 leads to the following simplified expression for the weight dynamics:
Energy Function
The simulations suggest that the learning rule tries to balance excitation and inhibition at any given moment in time and that the neuron aims to maintain a given target firing rate. These findings can be substantiated by a mathematical analysis.
Let us for a moment neglect the delay that is introduced by the synaptic kernel at the inhibitory synapses and set (t) = δ(t). In this case, it can be shown that the learning rule Eq. 23 performs a gradient descent on the following energy function:
where · t denotes a temporal average andz j = z j (t) t is the mean firing rate of interneuron j.
We defer the proof that a gradient descent on this energy function reproduces the learning rule Eq. 23 to section 2.9. Instead we discuss the two terms of the objective function Ψ. The second term, which we denote by Ψ spike in following, arises from spike-spike correlations and plays the role of a cost term that punishes large inhibitory weights for synapses that are active. The effect of the first term is discussed in the following.
Rate Stabilization
The first term of the energy function measures the quadratic deviation of the output firing rate from ρ 0 . Therefore, the constant ρ 0 acts as a target firing rate. The learning rule thus implements a form of homeostatic plasticity that stabilizes the postsynaptic firing rate (43) . This is reflected by the simulations, which show that the postsynaptic firing rate after convergence depends linearly on the strength ρ 0 of the non-Hebbian synaptic depression.
For large numbers of inhibitory synapses and/or high firing rates of the inhibitory neurons, spike-spike correlations can be neglected. The output firing rate is then simply given by y = ρ 0 . This theoretical prediction of the firing rate fits the simulations well (see Fig. 1 G) .
The fact that the firing rate is controlled by a single parameter is advantageous for simulation studies, because it allows to automatically tune a recurrent network to a desired firing rate by simply choosing the appropriate parameters for the learning rule.
Current Balance
The firing rate of the linear output neurons is given by the difference between excitatory input
. Therefore, the first term of the energy function Ψ measures a quadratic error in the balance between excitation and inhibition, corrected by the target firing rate ρ 0 :
In our simulations, the target firing rate is smaller than the excitatory drive: ρ 0 < E(t) (i.e. in the absence of inhibition, the neurons fire at much higher rates than the target rate ρ 0 ). Therefore, the subtraction of the target rate can be seen as a relatively small correction of the excitatory drive:Ẽ(t) ≈ E(t). Then, the first term of the energy function measures the mean square difference between the excitatory and the inhibitory input to the output cell. Minimizing this term corresponds to balancing excitation and inhibition for any given moment in time. Moreover, because the inhibitory input is linear in the inhibitory weights, minimizing the first part of the objective function is mathematically equivalent to a linear regression with the inhibitory weights as parameters and the excitatory inputẼ as a target.
Stimulus Co-Tuning
Intuitively, it is clear that a detailed balance between excitation and inhibition can only be reached if stimulus-evoked excitatory and inhibitory currents are balanced on the level of individual stimuli, i.e. that excitation and inhibition are co-tuned in terms of stimulus selectivity.
To find a mathematical formalization of this intuition, let us assume that the input neurons are ordered according to their stimulus preference along an arbitrary stimulus dimension (e.g. auditory frequency, visual orientation). The excitatory weights W E→E determine the stimulus tuning curve for the excitatory input the output neuron receives.
The expected inhibitory input I(t) the output neuron receives is determined by the indirect propagation of the input activity x i (t) via the interneurons:
The stimulus tuning of the inhibitory input is thus determined by the product (W E→I ) T W I→E of the weights along the indirect inhibitory pathway. Whether excitation and inhibition are cotuned is therefore determined by the relation of the excitatory weights W E→E and the effective inhibitory weight vector (W E→I ) T W I→E .
A perfect balance can only be reached if the information that is propagated along the direct excitatory pathway is available in the activity of the interneurons. If this is not the case, the balance must remain approximate. A way to see if and how the learning rule Eq. 23 tries to approximate the perfect co-tuning is to rewrite the energy function Eq. 24 in terms of the difference of the excitatory and the inhibitory weights. To this end, let us first split the first term of the energy into mean and variance:
If we neglect the delay τ E→E on the direct excitatory pathway for a moment, the output rate is linear in the input and depends on the difference ∆ := W E→E − (W E→I ) T W I→E between the excitatory and the cumulative inhibitory weights:
Inserting this into the energy function yields:
wherex = x t denotes the mean input rate and C := (x −x)(x −x) T t is the covariance matrix of the input.
The second term of this energy function punishes deviations from the global balance, i.e. it aims at a balance of excitation and inhibition on average. The first term is a positive semi-definite quadratic form in the difference of excitation and inhibition. It therefore punishes deviations from a more precise detailed balance, i.e. imbalances between excitation and inhibition on the level of individual inputs. The covariance matrix C of the input introduces a weighting: imbalances along dimensions of high input variance are punished more severely than along low input variance.
The reformulation of the energy function in terms of the excitatory and inhibitory weights shows that inhibitory plasticity seeks to establish a co-tuning of excitation and inhibition. If information is lost along the indirect pathway, the system will establish an approximation that minimizes the squared deviation from the balance, weighted according to the variance in the input.
Effect of Delays
The analysis presented in the last paragraphs neglects transmission and conduction delays. The effect of delays is twofold. Firstly, they can make a balance between of excitatory and inhibitory input to the output neuron impossible, because the two signals arrive at different moments in time. Secondly, they can disturb Hebbian learning, because the correlations between pre-and postsynaptic activity are weakened.
In the presence of delays, there is no energy function for the system dynamics. To identify under which conditions inhibitory plasticity can establish a balance between excitation and inhibition in the presence of delays, we have to consider the stationary solution of the learning dynamics Eq. 23. For clarity, we neglect the term that arises from spike-spike correlations, i.e. we assume that ρ s W I→E j ρ 0 . The fixed point of eq. 23 is then:
and summarize the effect of the synaptic kernel at the inhibitory synapse into a synaptic delay:
By inserting Eqs. 11 and 33 into the stationarity condition Eq. 32, we get
where C(τ ) := x(t)x T (t − τ ) t denotes the time-delayed correlation matrix of the input signals.
Because we are now interested merely in whether delays can disrupt the balance, we assume that the full input information is present in the inhibitory population, i.e. that the weight matrix W E→I has full rank. Then, Eq. 34 can be resolved for the effective inhibitory weights:
The first observation that is consistent with our previous statements on the stimulus co-tuning is that when the delay along the indirect inhibitory pathway is the same as on the direct excitatory pathway τ I→E = τ E→E , the product C −1 (τ I→E )C(τ E→E ) is reduced to the unit matrix. The effective inhibitory weights (W E→I ) T W I→E are then the same as the excitatory weights W E→E , apart from a correction that depends on ρ 0 and maintains the target firing rate.
To get a clearer picture on the effect of delays, let us assume that different input signals are decorrelated and that their autocorrelation function decays exponentially, i.e. that the timedelayed correlation matrix C(τ ) of the input signals has the following simple structure:
where σ and τ c denote the variance and autocorrelation time of the inputs and E is the unit matrix.
With this assumption, the matrix C(τ ) can be inverted analytically and the effective inhibitory weights can be written as a linear combination of the excitatory weights and the (untuned) mean firing rates of the input neurons:
where A and B are the following expressions that depend on the delays in the system
The dependence of the factor A on the delays is worth discussing, because it determines the strength of the inhibitory tuning and because it qualitatively captures the effects observed in the simulations (see also Additional Simulation Results, below).
The key to understanding how A depends on the delays lies in the Hebbian learning rule that controls the inhibitory weights. Because the activity of the output neuron is the difference between excitation and inhibitory inputs, inhibition is strengthened by correlations between the activity of the interneurons and the excitatory drive to the output neuron, while correlations between the activity of the interneurons and the inhibitory drive to the output neuron decrease the weights. The correlation between the activity of the interneurons and the excitatory drive to the output neuron decreases with the difference in the delays along the two excitatory pathways. Therefore, inhibition is weakened with increasing |τ E→E |. Conversely, the delay along the inhibitory pathway decreases the correlation between the activity of the interneurons and the inhibitory drive to the output neuron. Because this correlation limits the growth of the inhibitory weights, the inhibitory weights grow as the delay |τ I→E | increases. The sensitivity of the effective inhibitory weights on the delays depends on the autocorrelation time of the input signals, because this is the time scale that controls by how much the signals can be delayed in time, before the correlation along the respective pathways is lost. Note here also that changing the inhibitory delay between presynaptic spike firing and spike arrival at the synapse for a learning rule that depends on the presynaptic firing time is the same as changing the peak of the learning window L in eq. 15 for a learning rule that depends on presynaptic spike arrival time.
The factor B that controls the untuned contribution to the effective inhibitory weights increases as the inhibitory tuning strength A decreases. This effect is qualitatively confirmed by the simulations (Fig. S2 D) , although the increase in the untuned inhibition is stronger that theoretically predicted. This is due to the limitations of the rate picture that are discussed below.
Discussion
The present theoretical treatment shows that the Hebbian learning rule in inhibitory synapses can be interpreted as a gradient descent on the mean square difference between excitation and inhibition. Although the theory is based on a simple linear picture of a network with feedforward inhibition, it is able to capture the key effects that are observed in the simulations: rate homeostasis, current balance, stimulus co-tuning and the gradual loss of co-tuning with increasing delays along the excitatory pathway.
In a system with balanced excitation and inhibition, the difference between excitatory and inhibitory drive to the output neuron fluctuates around zero. Therefore, the output neuron will frequently encounter a net negative drive. The present linear treatment of the system will therefore often assume biologically implausible negative rates of the output neuron. From this perspective, it is surprising that such a simplified picture captures the key effects present in the simulations. Because the inhibitory weights are subject to a Hebbian learning rule, negative output rates decrease the inhibitory weights, while the more realistic integrate-and-fire neuron used in the simulations simply stops firing and thereby evades Hebbian changes in the inhibitory weights. Thus, the theory systematically underestimates the inhibitory weights. This is most evident in the simulations with delays: If inhibition lags behind excitation, the output neuron receives a period of unbalanced positive input whenever the input neurons start firing (onset transient; (5, 11, 44) ) and, conversely, a period of negative input every time the input neurons stop firing. Because of the output rectification of the integrate-and-fire neuron, the Hebbian learning rule "sees" only the onset transient and increases the inhibitory weights. This effect becomes more prominent with increasing delay (Fig. S2 C, D) .
The mathematical analysis suggests that the effects that are observed in the simulations are not sensitive to details of the STDP learning rule that is used. As long as the integral of the learning window is positive, the rate-based description of the learning dynamics remains the same. Therefore, asymmetric learning windows, as observed for most excitatory synapses, would most likely not change the results qualitatively, as long as the LTP component dominates over LTD.
Theory Appendix: Proof that the learning rule is a gradient descent.
We assume that synaptic transmission at the inhibitory synapse is fast compared to the autocorrelation time of the inhibitory rate variations, so that we can replace the synaptic kernel by a δ-function. Then, the output firing rate y(t) is given by
Consequently, the derivative of the output rate y with respect to the inhibitory weights W I→E j is simply the negative firing rate z j of the inhibitory neuron j:
We can now calculate the partial derivative of the energy function Eq. 24 with respect to the inhibitory weights:
A comparison with Eq. 23 shows that the inhibitory plasticity rule is indeed a gradient descent on the energy function Ψ:
3 Supplementary Simulation Results & Discussion
Single Cell Simulations
Uncorrelated Signals
To investigate the effect of uncorrelated signals on inhibitory tuning we stimulated the single integrate-and-fire neuron we used for Fig. 1, 2 , & 3 with two additional protocols. In the absence of any temporal structure, i.e. if each synapse received a Poisson process with a constant rate, the plasticity rule rapidly established a global balance with identical inhibitory weights for all channels and firing rates close to the target rate ρ 0 (Fig. S2 A) . When we stimulated the cell with temporally structured input as in the main part of the paper, but removed the correlation between excitatory and inhibitory signals, the learning rule could still establish a global balance of all input currents (albeit with higher inhibitory synaptic weights) (Fig. S2 B) , but failed to bring the firing rates to the target rate ρ 0 , because in this scenario some excitatory spikes cannot be balanced since they lack inhibitory partner spikes.
Delayed Signals
Similarly, but much less pronounced, a delay between the excitatory and the inhibitory component of the signals also caused a deviation of the postsynaptic firing rate from the target rate ρ 0 (Fig. S2 C) . The detailed balance of each input channel on the other hand was maintained for delays smaller than or equal to the autocorrelation time of the input signals (50 ms in our simulations): Although the learning rule compensated for the delay between excitation and inhibition through up-regulating the weights of all inhibitory synapses equally, the tuning shape of the excitatory synapse population was maintained (Fig. S2 D) . For delays much larger than the autocorrelation time of the input signals, the correlation between excitation and inhibition is lost, leading to the above case of structured, but uncorrelated (on timescales ≤ 100 ms) input signals ( Fig. S2 B) 
Convergence Times
The convergence time, i.e. the time from the moment the excitation-inhibition balance is disturbed, to when ISP has re-established a detailed balance, is affected by various parameters. Apart from the dependence on the learning rate η, it depends on the pre-and postsynaptic firing rates, the target firing rate ρ 0 as well as on the number of input signals and how often they are co-active. Firstly, pre-and postsynaptic firing rates influence the speed of convergence, simply because learning is spike-based. It is worth noting, moreover, that depending on whether a synapse has to be strengthened or weakened, plasticity is driven by either both preand postsynaptic activity, or by presynaptic activity alone. Therefore learning speed depends on whether the disturbance of the balance introduces an overshoot of excitation or inhibition. Secondly, the target rate ρ 0 plays a role, because the learning rule first establishes and then maintains a global balance with an average firing rate equal to the target rate. The firing rates during the subsequent establishment of the detailed balance thus depend on the target rate, which thereby indirectly influences learning speed. Finally, the maintenance of the global balance during the refinement to the detailed balance implies that the input channels cannot learn independently. The degree of cross-talk between channels depends on how often two or more channels are co-active, which in turn depends on (i) the total number of channels and (ii) the temporal sparseness of their activity.
Because the speed of the balancing process depends on all these parameters, we emphasize that in our fit of the experimental data in Fig. 3 the agreement in the time constant of the rebalancing (which can also be altered by the executing experimenter (11)) is not as important as the agreement in the shape of the rebalancing dynamics: Both in the experimental observations and in the model, the time course of the inhibition-dominated channel is roughly linear (presumably because it is driven by presynaptic spikes alone, and their rate does not change during learning), while the time course of the excitation-dominated channel is roughly exponential (presumably through the dependence on postsynaptic spiking, which decreases as inhibition increases).
Sparse Responses
After inhibitory plasticity has established a detailed balance of excitation and inhibition, neuronal responses to sensory stimulation are sparse, i.e. neurons emit relatively few, and isolated action potentials (Fig. 1) . The main reason for this sparseness is that the inhibitory plasticity rule enforces the neuron to fire at a target rate, which is determined by the parameters of the learning rule (see theory above) and which we choose to be small.
For balanced inputs, the few spikes that are emitted are caused by two effects. Firstly, rapid transients in the input signals cannot be balanced because of the slower response of the inhibitory synapses. This effect is important for rapidly changing input signals. It causes reliable spikes that are locked to input transients and show little trial-to-trial variability in their timing (cf. the onset transient in Fig. 2F of the main text) . Secondly, random fluctuations around the balance of excitation and inhibition can sometimes cause sufficiently large overshoots of excitation to drive the neuron to spike. This effect dominates over the effect of transients when the input changes slowly. Moreover, fluctuation-driven spiking occurs primarily when both excitatory and inhibitory inputs are large, because large inputs cause large fluctuations, and spike times are relatively unreliable, because large fluctuations occur at random times. In our simulations, the input signals change relatively slowly compared to the synaptic time constants (50 ms autocorrelation time vs. 5/10 ms synaptic time constants for excitation/inhibition), so we expect that most spikes are fluctuation-driven.
. . These arguments hold for a detailed balance, which -according to the theory and our simulations -is the target state of the inhibitory learning rule. Whether a detailed balance can be reached, however, depends on whether the information in the excitatory inputs of the neuron is also available in its inhibitory inputs. If the excitatory input current shows a stimulus tuning, for example, the presynaptic inhibitory neurons need to be suitably tuned, as well, in order to allow a detailed balance of excitation and inhibition. If the inhibitory input neurons have no or weaker stimulus tuning (45) , stimulus-dependent changes in the excitatory inputs cannot be balanced out, and the optimal state of the learning rule is a mere global balance. Variability in the tuning of inhibitory neurons could thus be an explanation for the variability in the co-tuning of excitation and inhibition that has been observed in sensory cortices (46) .
The co-tuning precision of excitation and inhibition also has a strong influence on the response patterns of the neurons. In the globally balanced state, neuronal firing is not as sparse as in the case of the detailed balance, because inputs with strong synapses can cause large, unbalanced excitatory currents that dominate postsynaptic activity and can cause bursts of action potentials that last as long as these inputs are activated (Fig. 2B ).
Network Simulations
Additional Network Statistics
To complete the statistics for the network simulations (Fig. 4) , we additionally supply the distributions of inhibitory synaptic weights onto all neurons in the red cell assembly and the black control assembly (see Fig. 4 ), as well as their distributions of firing rates, averaged over 1 s, for each snapshot (Fig. S3 ).
Additional Recall Protocols
Recall of an imprinted pattern in recurrent networks as shown in Fig. 4 was not limited to one assembly, but could also be achieved in the other assembly (Fig. S4 F) , or even in both patterns simultaneously, if cells in both patterns were driven in equal numbers (Fig. S4 G) . Elevated firing rates during recall are a direct consequence of the strengthened excitatory synapses within each assembly (Fig. S5) . When cells that are part of the un-strengthened control assembly are stimulated, the background firing rate of (the other) cells in the control assembly is raised only slightly. The firing rate of the two cell assemblies remains low, decreases slightly even, because these cells receive greater amounts of inhibitory currents through their strengthened synapses. When cells that are part of a cell assembly are stimulated, the average firing rate of the (other) cells in the stimulated assembly increases as a function of the number of stimulated cells. The firing rate in the other pattern tends to decrease because patterns inhibit each other slightly through inhibition that originates from inhibitory cells servicing both patterns (Fig. S5 B, C) . When equal numbers of cells in two separate patterns are driven simultaneously, both assemblies can be activated (Fig. S5 D) .
Driving a subset of cells with an external stimulus is one possibility of changing the balance of excitatory and inhibitory input currents a cell receives. Other possibilities, such as populationselective disinhibition (11) or global changes in synaptic efficacies through the application of a neuromodulator (47) (48) (49) are also conceivable.
. . . 
Stability and Parameter Robustness
To investigate how robustly the AI state emerges in recurrent networks, we repeated the simulation protocol used to create Fig. 4 of the main text for a wide range of network parameters (ḡ EE ,ḡ EI , ρ 0 ). We characterized the network dynamics after the inhibitory synapses converged to their steady state values with various measures extracted from the following 30 s simulation, with plasticity turned off. We used the ISI CV and the standard deviation of the population rate (filter time constant 5ms), σ Rate , to evaluate the regularity and synchrony of the dynamics, and also recorded the average population firing rate to compare the real output firing rate with the target firing rate ρ 0 . We initially verified that the learning rate η had no de-stabilizing effect on the population dynamics of the network in Fig. 4 (Fig. S6) . To restrict the dimensionality of our parameter scan, we subsequently kept the learning rate fixed at η = 1 × 10 −4 and studied the network dynamics as a function of ρ 0 and the excitatory synaptic weightsḡ E =ḡ EI =ḡ EE , in the range of 0.5ḡ to 2.0ḡ (1.5 -6 nS). As illustrated in Fig. S7 , ISI CV and variability of the population rate are robust to changes inḡ E and ρ 0 , and only leave the asynchronous irregular regime when bothḡ E and ρ 0 are large.
To summarize and quantify the results across conditions (naive network or with imprinted assemblies) we used the criterion
as a binary measure of whether or not a respective parameter combination led to AI activity (Fig. S7 B) . The results illustrate that AI activity emerges over a wide parameter range ofḡ E and ρ 0 and only gives way to synchronous activity when both parameters are large (see representative spike rasters in Fig. S7 B) .
Unlike in the feed-forward case, the target rate ρ 0 does not accurately predict the final output firing rate of the network. The observed firing rate is consistently higher than theoretically predicted (Fig. S8) by the simplified linear model. Potential reasons for this are discussed in section 2.8.
To investigate whether instability of the AI state for large excitatory conductances is caused by the increase in excitatory drive to inhibitory population or by the increase in recurrent excitation, we also studied the effects of individual changes to the connection weightsḡ EI andḡ EE (Fig. S9 ). While an increase inḡ EI led to similar network instabilities as observed when both conductances are changed simultaneously (cp. Fig. S7 & S9 A,B) , increases inḡ EE did not strongly affect the dynamical state of the network (Fig. S9 C,D) , indicating that the instability of the AI state arises from a synchronization of the inhibitory population caused by large excitatory drive.
In summary, the ability of inhibitory synaptic plasticity to restore balanced network states was shown to be robust to changes in learning rate as well as excitatory synaptic weights. The ultimately resulting network activity we observed was mainly controlled by the target rate ρ 0 and the excitatory conductance g EI onto the inhibitory population. We expect that the precise transition between AI and non-AI activity states also depends on the external drive, but this was not systematically explored. We conclude that the plasticity mechanism at the inhibitory synapse we put forward provides a powerful mechanism to regulate firing rates and robustly drive spiking recurrent neural networks to the balanced regime where activity is irregular and asynchronous. (Fig. 4) following (39 Table 2 : Simulation parameter summary for the network model (Fig. 4) following (40). 
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