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Metastability for the contact process with two
types of particles and priorities
Mariela Pento´n Machado
Abstract
We consider a symmetric finite-range contact process on Z with
two types of particles (or infections), which propagate according to
the same supercritical rate and die (or heal) at rate 1. Particles of
type 1 can occupy any site in (−∞, 0] that is empty or occupied by a
particle of type 2 and, analogously, particles of type 2 can occupy any
site in [1,+∞) that is empty or occupied by a particle of type 1. We
consider the model restricted to a finite interval [−N + 1, N ] ∩ Z. If
the initial configuration is 1(−N,0] + 21[1,N), we prove that this system
exhibits two metastable states: one with the two species and the other
one with the family that survives the competition.
MSC 2010: 60K35, 82B43.
Keywords: Contact process, percolation.
1 Introduction
The aim of this work is the study of a metastable phenomenon for a stochastic
process that can be interpreted as the time evolution of a population which
has two different species and each of them has a favorable region in the
environment.
A system is considered in a metastable state if it behaves as in a false
equilibrium distribution for a long random time until, abruptly, it gets to
the true equilibrium. Classical examples of this phenomenon include the
behavior of supercooled vapors and liquids, and supersaturated vapors and
solutions. For a detailed discussion on metastability in stochastic processes
and references, see the monographs [2] and [15].
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A specific stochastic process that fits into this situation is the contact
process, introduced by Harris in [9]. It is a simple model for the spread of an
infection, where individuals are identified with the vertices of a given graph
which we may take as Zd. Every infected individual can propagate the in-
fection to some neighbor at rate λ and it becomes healthy at rate 1. This
process presents a dynamical phase transition: there exists a critical value
λc for the infection rate such that if λ is larger than λc, there is a non-trivial
invariant measure µ different from δ∅. On the other hand, when restricted to
a finite volume, this is a finite Markov chain and δ∅ is the only equilibrium
state. Nevertheless, for suitable initial conditions, the restriction of the non-
trivial invariant measure to this finite volume behaves as a metastable state
as described above. This was first proved in [3] for λ sufficiently large and in
the one-dimensional case, where the authors introduced a pathwise point of
view for the study of metastability in stochastic dynamics. The basic idea of
this approach is to study the statistics of each path, performing time averages
along the evolution. This study includes basically two steps, first, it is proved
that the time of extinction rescaled by its mean converges to an exponential
distribution with mean 1. Secondly, they prove the convergence of suitably
rescaled time averages along the evolution to a non-equilibrium distribution.
This last convergence is named thermalization property, and is clearly con-
nected to the unpredictability of the transition out of the ’metastable state’.
In [16] this result was extended to the whole supercritical region. A different
proof of the convergence of the time of extinction rescaled by its mean was
proved in [7], which also describes the asymptotic behavior of the logarithm
of this time. These last results were extended for dimension d ≥ 2 in [12]
and [13], respectively. The thermalization property for the contact process
in dimension d ≥ 2 was proved in [17].
The contact process can be interpreted as the time evolution of a cer-
tain population, where a site is now “occupied” (in correspondence to “in-
fected”) or “empty”(in correspondence to“healthy”). We shall examine the
one-dimensional situation but allow a propagation within distance R > 1.
There are some examples of processes inspired by the contact process that
try to describe what happens if the population is not homogeneous, in the
sense that some individuals have different characteristics. An example is the
process introduced in [8] in which every site in Z can be occupied by particles
of type 1 or 2, but the particles of type 1 have priority throughout the envi-
ronment. We introduce a process in which the priority is no longer spatially
homogeneous; particles of type 1 have priority in (−∞, 0] ∩ Z and particles
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of type 2 in [1,∞) ∩ Z. The process we are interested in is a continuous
time Markov process with state space {0, 1, 2}Z and we denote it by {ζt}t. If
ζt(x) = i, then the site x is occupied at time t by a particle of type i (i=1,2)
and if ζt(x) = 0 at time t, the site x is empty. We denote the flip rates at x
in a configuration ζ ∈ {0, 1, 2}Z by c(x, ζ, ·) and are defined as follows
c(x, ζ, 1→ 0) = c(x, ζ, 2→ 0) = 1,
c(x, ζ, 0→ i) = λ ∑
y: 0<|x−y|≤R
1ζ(y)=i, i = 1, 2,
c(x, ζ, 2→ 1) = λ ∑
y: 0<|x−y|≤R
1ζ(y)=11{x∈(−∞,0]},
c(x, ζ, 1→ 2) = λ ∑
y: 0<|x−y|≤R
1ζ(y)=21{x∈[1,∞)}.
We consider R > 1 and restrict to the supercritical case, where λ > λc =
λc(R). For most of the paper, we consider the initial configuration 1(−∞,0] +
21[1,∞).
In this paper, we prove that if the dynamic is restricted to an interval of
length N , the time of the first extinction for one of the two populations, when
properly rescaled, converges to the exponential distribution as N tends to
infinity. We also prove a result that gives information on the asymptotic order
of magnitude of this time (for the limit in N). Combining this result with
the metastability of the classical contact process, we obtain that, after one of
the species dies out, the surviving species lives during an exponential time.
Since with only one type of particle the process behaves like the classical
contact process, after one of the species dies out the process presents a new
metastable state, which is the standard for the classical contact process.
The paper is organized as follows. In Section 2, we introduce the notation
and state our main results. In Section 3, we define barriers in a finite interval;
this is a central tool in the development of the next sections. In Section 4,
we present a result about the metastability for the classical contact process
in dimension 1 with range R ≥ 1. In Section 5, we prove that the time of
the first extinction in the interval converges to an exponential distribution
as the length of the interval tends to infinity. In Section 6, we prove the
convergence in probability of the logarithm of this time divided by the length
of the interval to a positive constant.
3
2 Settings
In this section, we recall the Harris construction introduced in [9]. Using
this construction, we define the classical contact process. Also, using the
Harris construction, we give another definition of the contact process with two
types of particles and priorities restricted to the interval [−N + 1, N ]1. This
definition provides a precise coupling between the classical contact process
and the contact process with two types of particles and priorities (see Remark
2.1).
In order to define the classical contact process with range R ∈ N and
rate of infection λ > 0, we consider a collection of independent Poisson point
processes on [0,∞)
{P x}x∈Z with rate 1,
{P x→y}{x,y∈Z: 0<|x−y|≤R} with rate λ.
(2.1)
Graphically, we place a cross mark at the point (x, t) ∈ Z × [0,+∞)
whenever t belongs to the Poisson process P x. In addition, we place an
arrow following the direction from x to y whenever t belongs to the Poisson
process P x→y. We denote by H the collection of these marks in Z× [0,∞),
this is a Harris construction (see Figure 1). Given (x, t) ∈ Z × [0,∞), we
denote by Θ(x,t)(H) the Harris construction obtained by shifting H such that
(x, t) is the new origin.
A path in H is an oriented path which follows the positive direction of
time t, it passes along the arrows in the direction of them and does not pass
through any cross mark. More precisely, a path from (x, s) to (y, t), with
0 < s < t, is a piecewise constant function γ : [s, t]→ Z such that:
• γ(s) = x, γ(t) = y,
• γ(r) 6= γ(r−) only if r ∈ P γ(r−)→γ(r)2,
• ∀r ∈ [s, t], r /∈ P γ(r).
In this case, we say that γ connects (x, s) with (y, t). Moreover, if such a
path exists, we write (x, s)→ (y, t).
1We observe that in the introduction we gave a different definition of the contact process
with two types of particles and priorities by defining the rates of flips of the process.
2The notation r ∈ P x→y means that r ∈ (0,∞) is a jump time of the Poisson process
P x→y.
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Figure 1: An example of a Harris construction for R > 1.
For A, B and C subsets of Z and 0 ≤ s < t, we say that A × {s} is
connected with B × {t} inside C, if there exist x ∈ A, y ∈ B and a path
γ connecting (x, s) with (y, t) such that γ(r) ∈ C for all r, s ≤ r ≤ t. We
denote this situation by A× {s} → B × {t} inside C.
To simplify the notation, throughout the paper we identify I ∩ Z with I
for every spatial interval. Also, we identify every configuration ξ in {0, 1}Z
with the subset {x ∈ Z : ξ(x) = 1}.
Given a Harris construction H and a subset A of Z, we define the classical
contact process beginning at time s with initial configuration A as follows
ηAs,t = {x : exists y ∈ A such that (y, s)→ (x, s+ t)}. (2.2)
In the special case of s = 0, we just write ηAt . Furthermore, we define the
time of extinction of ηAt as follows
TA = inf{t > 0 : ηAt = ∅}. (2.3)
If A ⊂ [1, N ], the classical contact process restricted to [1, N ] with initial
configuration A is denoted by
ξA,Nt = {x : exists y ∈ A such that (y, 0)→ (x, t) inside [1, N ]}. (2.4)
For this process, we define the time of extinction as follows
TAN = inf{t > 0 : ξA,Nt = ∅}.
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For the classical contact process in dimension 1 with initial configuration
(−∞, 0], we denote the rightmost infected particle by
r
(−∞,0]
t = max{x : ∃ y ∈ (−∞, 0] such that (y, 0)→ (x, t)}. (2.5)
In [10] it is proved that for R = 1 there exists α > 0 such that
r
(−∞,0]
t
t
−→
t→∞
α almost surely. (2.6)
The above result is obtained using the Subadditive Ergodic Theorem and
monotonicity arguments, and it can be adapted for the case R > 1. This
convergence result will be useful in the next section.
Now we define the contact process with two types of particles and priori-
ties restricted to [−N + 1, N ] using the Harris construction H. For A and B
disjoint subsets of [−N + 1, N ], we denote by {ζA,B,Nt }t the contact process
with two types of particles and priorities restricted to the interval [−N+1, N ],
with initial configuration 1A+21B and the particles of type 1 having priority
in [−N + 1, 0] and the type 2 having priority in [1, N ]. In this case, it is sim-
ple to state the definition of this process in terms of a Harris construction,
since we are dealing with a stochastic process which has ca`dla`g trajectories
with jumps only in the times of the Poisson processes {P x}x∈[−N+1,N ] or
{P y→x}{y,x∈[−N+1,N ]: 0<|x−y|≤R}. Let t be one of those times, two scenarios
are possible:
(1) t ∈ P x for some x. In this case, x is empty at this time and we set
ζA,B,Nt (x) = 0;
(2) t ∈ P y→x for some x and y. If x is occupied by a particle of type i
(i = 1, 2), and x is in the region of priority of this type of particles,
then nothing changes at x. Otherwise, x became occupied by the type
of particle that is in y and we set ζA,B,Nt (x) = ζ
A,B,N
t (y).
We are interested in studying the time in which one of the types of par-
ticles die out and we denote that time by τA,BN .
Remark 2.1. Since the classical contact process and the contact process
with two types of particles and priorities are defined using the same Harris
construction H, both processes are defined in the same probability space. This
coupling will be used in all the work.
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For the sake of clarity, we now introduce several notations. During all the
work we refer to the contact process with two types of particles and priorities
as the two-type contact process. We denote by η1t the classical contact process
in Z with initial configuration Z. We denote by ξ1,Nt the classical contact
process restricted to [1, N ] with initial configuration [1, N ] and denote the
extinction time of this process by T 1N . Furthermore, we denote by ξ
x,N
t the
classical contact process with initial configuration {x} and its extinction time
by T xN . For the initial configuration 1[−N+1,0] + 21[1,N ], we denote the two-
type contact process restricted to [−N + 1, N ] by ζ1,2,Nt and τ1,2N is the time
when one of the types of particles dies out. We stress that, during the paper,
the letters ξ and η refer to the classical contact process and ζ refers to the
two-type contact process.
Now, we are ready to enunciate the main results of this work.
Theorem 2.1. Let βN be such that P(τ1,2N ≥ βN) = e−1, then
lim
N→∞
τ1,2N
βN
= E in Distribution,
where E has exponential distribution with rate 1.
Theorem 2.2. There exists a constant c∞ > 0 depending only on the rate
of infection λ and the range R such that
lim
N→∞
1
N
log τ1,2N = c∞ in Probability.
3 Barriers in finite volume
In this section, we introduce the definition of an N-barrier which is similar
to the notion called descendancy barrier introduced in [1]. The main dif-
ference between these two concepts is that the N -barrier is defined for the
classical contact process in an interval whose length depends on N , while the
descendancy barrier is defined in the whole line. This section is devoted to
establishing some properties of N-barriers and follows closely Section 2.2 of
[1].
The main idea behind the structure we introduce here is to extend for the
classical contact process with range R > 1 the following property that holds
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in the case R = 1: Fix x in [1, N ], D > 0, t ∈ [DN2, 2DN2] and consider the
event
{(x, 0)→ (1, t) inside [1, N ]; (x, 0)→ (N, t) inside [1, N ]}.
By the path crossing property, we have in this event that ξxN(t) = (η
Z
t ∩[1, N ]).
Furthermore, Corollary 1 in [14] establishes that for any D > 0 there is a
constant δ > 0 such that
P((z, 0)→ (y, t) inside [1, N ]) ≥ δ,
for any z, y ∈ [1, N ], t ∈ [DN2, 2DN2] and sufficiently large N . Now, by the
FKG-inequality we have
P((x, 0)→ (1, t) inside [1, N ]; (x, 0)→ (N, t) inside [1, N ]) ≥ δ2,
which implies that there exists ηˆ = δ2 such that
inf
x∈[1,N ]
P(ξxN(t) = (η1t ∩ [1, N ])) > ηˆ > 0. (3.1)
The strong use of the path crossing property to obtain (3.1) restricts this
argument to the case R = 1. In Proposition 3.2 we extend (3.1) to the
classical contact process with range R > 1. For this purpose, we introduce
the definition of an N-barrier. The main tool behind the construction of an
N -barrier is the Mountford-Sweet renormalization introduced in [14], which
we briefly discuss now. To this end, we first recall some notions of oriented
percolation.
Consider Λ = {(m,n) ∈ Z×Z+ : m+n is even }, Ω = {0, 1}Λ and F the
σ-algebra generated by the cylinder sets of Ω. Also, we consider Fn the σ-
algebra generated by the cylinder sets of Ω that depend on points (m, s) ∈ Λ
with s ≤ n.
Given Ψ ∈ Ω, we say that two points (m, k), (m′, k′) ∈ Λ with k < k′
are connected by an open path (according to Ψ) [1], if there exists a sequence
{(mi, ni)}0≤i≤k′−k such that
(m0, n0) = (m, k), (mk′−k, nk′−k) = (m′, k′), |mi+1−mi| = 1, ni = k+i,
with 0 ≤ i ≤ k′ − k − 1 and Ψ(mi, ni) = 1 for all i. If (m, k) and (m′, k′)
are connected by an open path (according to Ψ), we write (m, k) (m′, k′)
(according to Ψ).
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Now, let A, B and C be subsets of Λ. We say that A× {n} is connected
with B × {n′} inside C, if there are m ∈ A and m′ ∈ B such that (m,n) 
(m′, n′) and all the edges of the path are in C. In this case, we writeA×{n} 
B × {n′} inside C.
Given k ≥ 1 and δ > 0, (Ω,F , Pˆ) is a k-dependent oriented percolation
system with closure below δ, if for all r positive
Pˆ(Ψ(mi, n) = 0,∀i 0 ≤ i ≤ r|Fn−1) < δr,
with (mi, n) ∈ Λ and |mi −mj| > 2k for all i 6= j and 1 ≤ i, j ≤ r (see [14],
[1]).
Let Ψ and Ψ′ be two elements of Ω, we say that Ψ ≤ Ψ′ if Ψ(m,n) ≤
Ψ′(m,n), for all (m,n) ∈ Λ. Also, we say that a subset A of {0, 1}Λ is
increasing if Ψ ∈ A and Ψ ≤ Ψ′, then Ψ′ ∈ A. Let Pˆ1 and Pˆ2 be two
measures on F , we say that Pˆ1 stochastically dominates Pˆ2 if Pˆ1(A) ≥ Pˆ2(A)
for all A increasing in F .
The next result follows via the dual-contours methods of Durrett; for
details see [4].
Lemma 3.1. Let Pˆp =
∏
Λ(pδ1 + (1−p)δ0) be the Bernoulli product measure
on Λ. There exist 1 and p0 such that for all p > p0:
inf
x ∈ [1,M ], x even;
y ∈ [1,M ], y +M2 even
Pˆp((x, 0) (y,M2) inside [1,M ]) ≥ 1,
for every M large enough.
The following lemma is a consequence of Theorem 0.0 in [11] and allows us
to extend Lemma 3.1 to k-dependent percolation systems with small closure.
Lemma 3.2. Consider Pˆp the Bernoulli product measure on Λ. For k ∈ N
and 0 < p < 1 fixed, there exists δ > 0 such that if (Ω,F , Pˆ) is a k-dependent
oriented percolation system with closure below δ, then Pˆ stochastically domi-
nates Pˆp.
We now define a measurable map Ψ, with state space Ω, introduced in
[14]. The definition of this map depends on two positive integers Nˆ and Kˆ.
In [14] it is proved that for any δ it is possible to choose Nˆ and Kˆ such that
the law of Ψ is a k-dependent percolation system with closure under δ.
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Let Nˆ and Kˆ be two positive integers. Given m ∈ Z and n ∈ Z+ such
that m+ n is even, we define the following sets
INˆm =
(
mNˆ
2
− Nˆ
2
,
mNˆ
2
+
Nˆ
2
]
∩ Z,
INˆ,Kˆ(m,n) = INˆm × {KˆNˆn},
J Nˆ,Kˆ(m,n) =
(
mNˆ
2
−R, mNˆ
2
+R
)
× [KˆNˆn, KˆNˆ(n+ 1)].
We call the set
INˆ,Kˆ(m,n) ∪ J Nˆ,Kˆ(m,n) ∪ INˆ,Kˆ(m,n+1)
the renormalized box corresponding to (m,n), or just the box (m,n).
We start defining an auxiliary Φ ∈ {0, 1, 2}Λ. Given (m, 0) ∈ Λ, put
Φ(m, 0) = 1 if the following conditions are satisfies
For each interval I ⊂ INˆm−1 ∪ INˆm+1 of length
√
Nˆ ,
it holds I ∩ η1
NˆKˆ
6= ∅; (3.2)
If x ∈ INˆm−1 ∪ INˆm+1 and Z× {0} → (x, KˆNˆ),
then INˆ,Kˆ(m,0) → (x, KˆNˆ);
(3.3)
If (x, s) ∈ J Nˆ,Kˆ(m,0) and Z× {0} → (x, s),
then INˆ,Kˆ(m,0) → (x, s);
(3.4)
{
x ∈ Z : ∃s, t, 0 ≤ s < t ≤ KˆNˆ ,
y ∈ INˆm−1 ∪ INˆm+1 such that (x, s)→ (y, t)
}
⊂
[
mNˆ
2
− 2αKˆNˆ, mNˆ
2
+ 2αKˆNˆ
]
.
(3.5)
put Φ(m, 0) = 0 otherwise. Given (m,n) ∈ Λ with n ≥ 1, put Φ(m,n) = 1 if
1 ∈ {Φ(m− 1, n− 1),Φ(m+ 1, n− 1)}; (3.6)
For each interval I ⊂ INˆm−1 ∪ INˆm+1 of length
√
Nˆ ,
it holds I ∩ η1
Nˆ(n+1)
6= ∅; (3.7)
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If x ∈ INˆm−1 ∪ INˆm+1 and η1KˆNˆn × {KˆNˆn} → (x, KˆNˆ(n+ 1)),
then (η1
KˆNˆn
× {KˆNˆn}) ∩ INˆ,Kˆ(m,n) → (x, KˆNˆ(n+ 1));
(3.8)
If (x, s) ∈ J Nˆ,Kˆ(m,n) and η1KˆNˆn × {KˆNˆn} → (x, s),
then (η1
KˆNˆn
× {KˆNˆn}) ∩ INˆ,Kˆ(m,n) → (x, s);
(3.9)
{
x ∈ Z : ∃s, t, KˆNˆn ≤ s < t ≤ KˆNˆ(n+ 1),
y ∈ INˆm−1 ∪ INˆm+1 such that (x, s)→ (y, t)
}
⊂
[
mNˆ
2
− 2αKˆNˆ, mNˆ
2
+ 2αKˆNˆ
]
.
(3.10)
If (3.6) fails put Φ(m,n) = 2, and in every other case put Φ(m,n) = 0.
Finally, set
Ψ(m,n) =
{
0, if Φ(m,n) = 0
1, otherwise.
(3.11)
We now make several remarks about the conditions in the definition of
Φ. First, equation (3.7) implies that there are many sites on the base of the
boxes (m−1, n) and (m+1, n) which are connected in the Harris construction
with Z × {0}. Second, equation (3.8) yields that if a site at the top of the
box (m,n) is connected in the Harris construction with Z × {0}, then it is
connected with the base of the box (m,n). Third, equation (3.9) guarantees
that if a site in the rectangle J Nˆ,Kˆ(m,n) is connected with Z × {0}, then it is
connected with the base of the box (m,n). Finally, equation (3.10) implies
that every path connecting a site in the box (m,n) with Z×{0} is inside the
rectangle[
mNˆ
2
− 2αKˆNˆ, mNˆ
2
+ 2αKˆNˆ
]
× [KˆNˆn, KˆNˆ(n+ 1)]. (3.12)
The rectangle in (3.12) is called the envelope of the box (m,n).
Additionally, we observe that the constant α in equation (3.10) is as in
(2.6).
The following proposition shows that we can construct Ψ with sufficiently
small closure. Its proof can be found in [14].
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Proposition 3.1. There exist k and Kˆ with the property that, for any δ > 0
there is Nˆ0 such that the law of Ψ is a k-dependent percolation system with
closure under δ for all Nˆ > Nˆ0.
Throughout the paper we fix
* k and Kˆ as in Proposition 3.1;
* p0 as in Lemma 3.1;
* δ = δ(k, p0) as in Lemma 3.2;
* Nˆ0 = Nˆ0(δ, k, Kˆ) as in Proposition 3.1;
* Nˆ > Nˆ0.
We note that these conditions imply that the law of Ψ is a k-dependent
percolation system with closure under δ and it is stochastically larger than
Pˆp0 .
Now, we are ready to introduce the definition of an N -barrier.
Definition 3.1. Consider M = M(N) =
⌊
2(N−2αKˆNˆ)
Nˆ
⌋
and S = S(N) =
KˆNˆM2 + 2.
(a) For x ∈ [1, N ] we say that (x, 0) is an N-barrier if for all y ∈ [1, N ]
such that [1, N ] × {0} → (y, S), we have that (x, 0) → (y, S) inside
[1, N ].
(b) For x ∈ [−N + 1, 0] we say that (x, 0) is an N-barrier if for all y ∈
[−N + 1, 0] such that [−N + 1, 0]×{0} → (y, S), we have that (x, 0)→
(y, S) inside [−N + 1, 0].
(c) For x ∈ [−N + 1, N ] we say that a point (x, t) is an N-barrier if (x, 0)
is an N-barrier in Θ(0,t)(H).
We note that, for large N , M in Definition 3.1 is the largest m such that
the envelope of the box (m, 0) is a subset of [1, N ]× [0,∞).
Our next step is to prove that, for N large enough, the probability of a
point (x, 0) to be an N -barrier is uniformly bounded away from zero (Propo-
sition 3.2 below). To this end, we first introduce some notations.
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Define the following sets
A1 =
[
1,
ıNˆ
2
− Nˆ
2
)
, A2 =
[
ıNˆ
2
− Nˆ
2
,
MNˆ
2
+
Nˆ
2
]
,
A3 =
(
MNˆ
2
+
Nˆ
2
, N
]
,
(3.13)
where
ı = ı(N) =
{ b4αKˆNˆc if M2 + b4αKˆNˆc is even,
b4αKˆNˆc+ 1 if M2 + b4αKˆNˆc is odd, (3.14)
and observe that the collection {Ai}{i=1,2,3} is a partition of the interval [1, N ].
Now, for x ∈ A2 and j such that x ∈ INˆj define
E1= {∀z ∈ INˆj−1∪INˆj ∪INˆj+1, (x, 0)→ (z, 1) inside INˆj−1∪INˆj ∪INˆj+1× [0, 1]};
E2= {Ψ(Θ(0,1)(H)) ∈ ΓM(j)};
E3= ⋂
x,y∈A1∪A3
{P x→y∩(S−1, S] = ∅; P y→x∩(S−1, S] = ∅; P x∩(S−1, S] 6= ∅};
where ΓM is defined as follows
ΓM(j) =
{
(j, 0) (ı,M2) and (j, 0) (M,M2) inside Λ ∩ ([ı,M ]× [0,M2])} .
We use Figure 2 below to describe the event ∩3i=1Ei. Event E1 guar-
antees that every point in INˆj−1 ∪ INˆj ∪ INˆj+1 is connected with (x, 0) inside
INˆj−1∪INˆj ∪INˆj+1×[0, 1]. In the right corner of Figure 2 we represent an example
of how event E1 can occur. Event E2 implies that there are two renormal-
ized paths connecting the box (j, 0) with the boxes (ı,M2) and (M,M2).
These renormalized paths are represented in the figure by the red connected
structure BM (we define BM formally in equation (3.16) below). Finally,
event E3 ensures that there are no particles in the regions A1 × [S − 1, S]
and A3 × [S − 1, S] and this event is represented in the figure with two gray
rectangles at the top.
In the next proposition we prove that for all configuration in ∩3i=1Ei, (x, 0)
is an N -barrier.
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A1 A2 A3S
(ı,M2)
BM
(M,M2)
(j, 0)
(x, 0)
I
Nˆ,Kˆ
(−2,0) I
Nˆ,Kˆ
(0,0)
I
Nˆ,Kˆ
(2,0)
Figure 2: Respresentation of the event ∩3i=1Ei.
Proposition 3.2. There exists ηˆ = ηˆ(λ) > 0 such that for all N large enough
Px((x, 0) is an N-barrier) > ηˆ, (3.15)
for any x ∈
[
−MNˆ
2
− Nˆ
2
, −ıNˆ
2
+ Nˆ
2
]
∪
[
ıNˆ
2
− Nˆ
2
, MNˆ
2
+ Nˆ
2
]
.
Proof. The caseR = 1 was discussed at the beginning of this section. We only
need to observe that for N large enough 3
2Nˆ
N ≤ M ≤ 2
Nˆ
N and Kˆ 9
4Nˆ
N2 ≤
S ≤ Kˆ 4
Nˆ
N2. Therefore, for D = Kˆ 9
4Nˆ
, DN2 ≤ S ≤ 2DN2 and equation
(3.1) implies (3.15).
The case R > 1 is more complicated because the process does not have
the path crossing property. Let us prove this case.
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For a configuration inE2 there exist sequences {mk}0≤k≤M2 and {mˆk}0≤k≤M2 ,
subsets of {ı, . . . ,M}, such that
m0 = mˆ0 = j, mM2 = ı, mˆM2 = M,
and
Ψ(Θ(0,1)(H))(mk, k) = 1 and |mk+1 −mk| = 1 ∀ k ∈ {0, . . . ,M2},
Ψ(Θ(0,1)(H))(mˆk, k) = 1 and |mˆk+1 − mˆk| = 1 ∀ k ∈ {0, . . . ,M2}.
Denote
BM =
⋃
0≤k≤M2
IKˆ,Nˆ(mk,k) ∪ J
Kˆ,Nˆ
(mk,k)
∪ IKˆ,Nˆ(mˆk,k) ∪ J
Kˆ,Nˆ
(mˆk,k)
. (3.16)
From properties (3.8) and (3.9) in the definition of Ψ, it follows that,
in the trajectory of the classical contact process t 7→ ηt(Θ(0,1)(H)), every
occupied site in BM descends from I
Kˆ,Nˆ
(j,0) . By our choice of N and ı, we have
that [
mkNˆ
2
− 2αKˆNˆ, mkNˆ
2
+ 2αKˆNˆ
]
⊂ [1, N ] for all k.
Therefore, the envelopes of the renormalized sites (mk, k) and (mˆk, k) are
subsets of [1, N ]× [0,∞) for all k. Using property (3.10) of the Mountford-
Sweet renormalization, we have that every occupied site in BM is connected
with IKˆ,Nˆ(j,0) by a path entirely contained in [1, N ]× [0,∞).
We observe that BM is a connected union of M
2 segments of length Nˆ
with rectangles of width 2R and height KˆNˆ . Therefore, in Θ(0,1)(H), at time
KˆNˆM2 = S−2 every occupied site in A2 is connected with Z×{0} by a path
that intersects the structure BM and remains in [1, N ] × [0,∞) afterward.
Since every point in BM is connected with I
Kˆ,Nˆ
(j,0) inside [1, N ], we also can
connect every point in A2 × {S − 2} with IKˆ,Nˆ(j,0) inside [1, N ]× [0,∞), in the
construction Θ(0,1)(H).
The event E1 implies that every point in INˆj ×{1} is connected with (x, 0)
in H. Since INˆj × {1} is the base of IKˆ,Nˆ(j,0) , we have that for all y ∈ A2 such
that Z× {0} → (y, S − 1), (x, 0)→ (y, S − 1) inside [1, N ].
Finally, for any realization in E3 there is no mark of infection in the
regions A1 × [S − 1, S] and A3 × [S − 1, S], and also there is no mark of
infection going out or coming in these regions. In particular, for any initial
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configuration at time S there is no particle alive in A1 ∪ A3, and during the
interval of time [S − 1, S] there is no interaction with any exterior region.
Therefore, every occupied site at time S is connected with A2 × {S − 1}
inside A2 and we can conclude that every occupied site in [1, N ] at time S is
connected with (x, 0) inside [1, N ], which is the definition of N -barrier.
Now we proceed to prove that the probability of ∩3i=1Ei is positive. It
is trivial that we can take p˜ > 0 independent of N such that P (E1) ≥ p˜.
Since the event {Ψ(Θ(0,1)(H)) ∈ ΓM(j)} depends on the Harris construction
restricted to Z× [1, S− 1), we have that it is independent of all the marks in
Z× [0, 1). Let us prove that the event {Ψ(Θ(0,1)(H)) ∈ ΓM(j)} has a positive
probability.
Using the FKG-inequality and Lemma 3.1 we have that for all M large
enough
Pˆp0((j, 0) (ı,M2) and (j, 0) (M − 1,M2) inside [ı,M ]) > 12.
By our choice of Ψ, the law of Ψ is stochastically larger than Pˆp0 , therefore
P(Ψ(Θ(0,1)(H)) ∈ ΓM(j)) > 21.
On the other hand, the event E3 depends on marks in the region Z×[S−1, S].
Note that this event has probability
P(E3) =
(
1− e−(Rλ+1)
Rλ+ 1
) ıNˆ
2
− Nˆ
2
(
1− e−(Rλ+1)
Rλ+ 1
)N−MNˆ
2
− Nˆ
2
. (3.17)
Therefore, since N − MNˆ
2
− Nˆ
2
≤ 2αKˆNˆ − Nˆ
2
, we conclude that P(E3) has
a positive lower bound, say β, that does not depend on N . Thus, by the
Markov property, (3.15) holds for ηˆ = p˜21β.
Finally, we observe that for x ∈
[
−MNˆ
2
− Nˆ
2
, −ıNˆ
2
+ Nˆ
2
]
the proof is anal-
ogous.
4 Regeneration for the classical contact pro-
cess
In this section, we present a result about the metastability for the classical
contact process in dimension 1 with range R ≥ 1, which will be called the
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regeneration property. This property was introduced in [12] for the classi-
cal contact process in dimension 2. Roughly, we say that a contact process
regenerates if, with probability close to one, either the process beginning
with a fixed initial configuration is the empty set at a certain time aN or
at this time the infected sites are the same as for the process that begins
with full occupancy. In addition, the probability goes to one when N goes
to infinity uniformly with respect to the initial configuration, and aN is neg-
ligible compared with the extinction time. In the following proposition, we
give a precise statement of the regeneration property for the classical contact
process in dimension 1 and R ≥ 1.
Proposition 4.1. There exist sequences aN and bN that satisfy
(i) There is c > 0 such that
sup
ξ0∈{0,1}[1,N ]
P(ξ1,NaN 6= ξξ0,NaN ;T ξ0N > aN) ≤ cN , (4.1)
for N large enough.
(ii) bN
aN
→∞.
(iii) lim
N→∞
P(T 1N < bN) = 0.
In particular, we have that aN = (KˆNˆM
2 + 3)N and bN = e
c∞
2
N , for a
constant c∞ > 0.
We restrict the proof of this proposition to the case R > 1. The idea for
the classical contact process nearest neighbor (R = 1) is the same, the only
difference is that in this case it is used property (3.1) instead of the object
N -barrier.
Proof of Proposition 4.1. We start by proving item (i). Fix N large enough
such that Proposition 3.2 holds and consider M = M(N) and S = S(N)
given in Definition 3.1, ı = ı(N) as in (3.14) and the interval A2 as in (3.13).
Also, for i ∈ N define
Bi = {∃ x ∈ A2 : ξξ0,Nsi−1+1(x) = 1 and (x, si−1 + 1) is N -barrier},
where si = (S + 1)i and s0 = 0.
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Now, observe that by the Markov property it holds
P(∃ x ∈ A2 such that ξξ0,Nsi−1+1(x) = 1|T ξ0N > si−1) ≥ minx∈[1,N ]P((x, 0)→ A2×{1}).
Furthermore, by the definitions of A2 and ı we have that the left extreme
of the interval A2 is smaller than (b4αKˆNˆc+ 1)Nˆ/2− Nˆ/2. Hence, we can
choose η˜ > 0 independent of N such that
min
x∈[1,N ]
P((x, 0)→ A2 × {1}) ≥ η˜. (4.2)
Moreover, for any ξ ∈ {0, 1}[1,N ] such that ξ 6= ∅ we have that
P(Bk; ξ1,Nsk−1 = ξ) =
∑
ξ˜∩A2 6=∅
P(Bk; ξ1,Nsk−1 = ξ; ξ
1,N
sk−1+1 = ξ˜)
=
∑
ξ˜∩A2 6=∅
P(Bk; ξ1,Nsk−1 = ξ|ξ1,Nsk−1+1 = ξ˜)P(ξ1,Nsk−1+1 = ξ˜)
=
∑
ξ˜∩A2 6=∅
P(Bk|ξ1,Nsk−1+1 = ξ˜)P(ξ1,Nsk−1 = ξ|ξ1,Nsk−1+1 = ξ˜)P(ξ1,Nsk−1+1 = ξ˜)
≥ ηˆP(ξ1,Nsk−1+1 ∩ A2 6= ∅; ξ1,Nsk−1 = ξ)
= ηˆP(ξ1,Nsk−1+1 ∩ A2 6= ∅|ξ1,Nsk−1 = ξ)P(ξ1,Nsk−1 = ξ) ≥ ηˆη˜P(ξ1,Nsk−1 = ξ),
where the third equality is by the Markov property, the first inequality uses
(3.15) and the second one uses (4.2). Therefore
P(Bk|ξ1,Nsk−1 = ξ) ≥ ηˆη˜ (4.3)
and for k ≥ 1 we have that
P( ∩
i≤k
Bci ∩ {T ξ0N > sk−1})
=
∑
ξ 6=∅
P(Bck; ∩
i≤k−1
Bci ∩ {T ξ0N > sk−2}|ξ1,Nsk−1 = ξ)P(ξ1,Nsk−1 = ξ)
=
∑
ξ 6=∅
P(Bck|ξ1,Nsk−1 = ξ)P( ∩i≤k−1B
c
i |ξ1,Nsk−1 = ξ)P(ξ1,Nsk−1 = ξ)
≤ (1− ηˆη˜)P( ∩
i≤k−1
Bci ∩ {T ξ0N > sk−2}),
(4.4)
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where the second equality follows by the Markov property and the inequality
uses (4.3). Now, using (4.4) recursively we obtain that
P( ∩
i≤N
Bci ∩ {T ξ0N > sN−1) ≤ (1− ηˆη˜)N . (4.5)
To conclude the proof, we set c = 1− ηˆη˜, aN = sN and prove the following
inclusion
{ξ1,NaN 6= ξξ0,NaN ;T ξ0N > aN} ⊂
⋂
i≤N
Bci ∩ {T ξ0N > aN}. (4.6)
To do this, first observe that the inclusion (4.6) is equivalent to⋃
i≤N
Bi ∪ {T ξ0N ≤ aN} ⊂ {ξ1,NaN = ξξ0,NaN } ∪ {T ξ0N ≤ aN}. (4.7)
Moreover, observe that to obtain the inclusion (4.7) it is sufficient to prove
that ⋃
i≤N
Bi ∩ {T ξ0N > aN} ⊂ {ξ1,NaN = ξξ0,NaN }. (4.8)
Therefore, we will prove (4.8), which yields (4.6). Take a realization in the
event on the left member of (4.8) and take i such that there exists x satisfying
ξξ0,Nsi−1+1(x) = 1 and (x, si−1 + 1) is an N-barrier. Then, by the definition of
N -barrier we have
∀ y ∈ [1, N ] such that [1, N ] × {si−1 + 1} → (y, si), we have that
(x, si−1 + 1)→ (y, si) inside [1, N ],
which implies that ξ1,Nsi = ξ
ξ0,N
si
and consequently the processes are equal at
time aN . From this, we deduce (4.8). Item (i) now follows from (4.5) and
(4.8).
For item (iii) we use the next result: there exists c∞ > 0 such that
lim
N→∞
1
N
log T 1N = c∞ in Probability. (4.9)
Clearly, by (4.9) if we take bN = e
c∞
2
N item (iii) holds. We discuss the result
(4.9) in Remark 4.1 below.
Item (ii) follows immediately from the choice of aN and bN .
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Remark 4.1. For the nearest neighbor scenario it was shown in [6] that for
any  > 0
lim
N→∞
P
(
1
N
log T 1N > c∞ + 
)
= 0, (4.10)
and in [7] it was proved that
lim
N→∞
P
(
1
N
log T 1N < c∞ − 
)
= 0. (4.11)
Clearly, these results imply (4.9) for R = 1. The proofs of (4.10) and (4.11)
use the fact that there exists cˆ > 0 such that for all t ≥ 0
P(t < T [1,N ] <∞) ≤ e−tcˆ, (4.12)
which was proved in [5]. Formula (4.12) is obtained by the Peierls contour
argument.
When R > 1, we can obtain (4.12) using the same argument except that
the renormalization used in the previous case is replaced by the Mountford-
Sweet renormalization. The other steps of the proof of (4.10) and (4.11) for
the nearest neighbor case are also valid when R > 1.
Once we have the regeneration property, we can get the asymptotic ex-
ponentiality for T 1N/E(T 1N), as in Proposition (1.2) of [12].
Corollary 4.1.
lim
N→∞
T 1N
E(T 1N)
= E in Distribution,
where E has exponential distribution with rate 1.
5 Metastability
In this section, we prove Theorem 2.1. We start by proving a proposition
that will imply that the probability of the event “both types of particles
survive until time a2N but there is no particle of type 2 in [1, N ]× [0, a2N ]”
is exponentially small on N .
Given i ≥ 1 and N , define the following stopping times
Sζ0i = inf{t > (i− 1)a2N : ∃ y ∈ [1, N ], ζζ0,Nt (y) = 2}, (5.1)
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and
Sˆζ0i = inf{t > (i− 1)a2N : ∃ x ∈ [−N + 1, 0], ζζ0,Nt (x) = 1}.
Note that, by the symmetry of the Harris construction, Sˆζ0i and S
ζ0
i have the
same distribution. Therefore, we state the following result only for Sζ0i , but
it will also be valid for Sˆζ0i .
Proposition 5.1. Consider C = {ζ0 ∈ {0, 1, 2}[−N+1,N ] : ∃ x, y ζ0(x) =
1, ζ0(y) = 2}. Then, there exists c, 0 < c < 1, such that
sup
ζ0∈C
P(τ ζ0N > 2N
2a2N ;∃ i 1 ≤ i ≤ N : Sζ0i > ia2N) ≤ 2N2c2N , (5.2)
for all N large enough.
To prove Proposition 5.1 we will need the next lemma.
Lemma 5.1. Let A and B be disjoint subsets of [−N+1, N ]. Given the con-
struction of the two-type contact process with initial configuration ζA,B,N0 =
1A + 21B, we have that ζ
A,B,N
t (x) = 1 if and only if there exists a path γ
connecting A with (x, t) such that ζA,B,Ns (γ(s)) = 1, for all s, 0 ≤ s ≤ t,
where x ∈ [−N + 1, N ] and t > 0.
Proof. (⇐) It is clear.
(⇒) For a given realization of the Harris construction, let m be the num-
ber of the marks of the Poisson processes {P x}x∈[−N+1,N ] and {P x→y}{x,y∈[−N+1,N ]: 0<|x−y|≤R}
that appear before time t. Let ti be the time of the i-th mark, and set t0 = 0
and tm+1 = t. We now proceed by induction on i, 0 ≤ i ≤ m + 1. For i = 0
it is clear that the statement holds for t0 = 0. Suppose that the statement
is valid for i. Then, take y such that ζA,B,Nti+1 (y) = 1. We must find a path β
connecting A× {0} with (y, ti+1) with the desired properties. There are two
possibilities:
1. ζA,B,Nti+1 (y) = ζ
A,B,N
ti (y). In this case, by the induction hypothesis we
have that there is γ connectingA×{0} with (y, ti) such that ζA,B,Ns (γ(s)) =
1, 0 ≤ s ≤ ti, and we define
β(s) =
{
γ(s) 0 ≤ s < ti,
y ti ≤ s ≤ ti+1.
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2. ζA,B,Nti+1 (y) 6= ζA,B,Nti (y). In this case, there is an integer k ∈ [−R,R] \
{0} such that ti+1 ∈ P y+k→y and ζA,B,Nti+1 (y) = ζA,B,Nti (y + k). By the
induction hypothesis we have that there is γ connecting A× {0} with
(y + k, ti) satisfying ζ
A,B,N
s (γ(s)) = 1, 0 ≤ s ≤ ti, and we define
β(s) =

γ(s) 0 ≤ s < ti
y + k ti ≤ s < ti+1
y s = ti+1.
Since in each case, the path β satisfies
ζA,B,Ns (β(s)) = 1, for all s, 0 ≤ s ≤ ti+1,
the proof of the lemma is complete.
Proof of Proposition 5.1. For k ≥ 2 we have that
P(τ ζ0N > Na2N ;S
ζ0
k > ka2N) ≤
∑
ζˆ0∈C
P(τ ζˆ0N > a2N ;S
ζˆ0
1 > a2N)P(Ck = ζˆ0)
= sup
ζˆ0∈C
P(τ ζˆ0N > a2N , S
ζˆ0
1 > a2N).
(5.3)
Thus, to obtain (5.2) it is enough to prove
sup
ζˆ0∈C
P(τ ζˆ0N > a2N ;S
ζˆ0
1 > a2N) ≤ c2N , (5.4)
for some c, 0 < c < 1.
To simplify notation, only throughout the proof, we let ξ2Na2N stand for the
classical contact process restricted to the interval [−N + 1, N ].
Now, we observe that the event inside the probability in (5.4) can be
written as
{τ ζˆ0N > a2N ;S ζˆ01 > a2N} ={τ ζˆ0N > a2N ;S ζˆ01 > a2N ; ξB,2Na2N = ξ1,2Na2N }
∪ {τ ζˆ0N > a2N ;S ζˆ01 > a2N ; ξB,2Na2N 6= ξ1,2Na2N }.
Next, we set B = B(ζˆ0) = {x : ζˆ0(x) = 1} and we claim that
{τ ζˆ0N > a2N ;S ζˆ01 > a2N ; ξB,2Na2N = ξ1,2Na2N } = ∅. (5.5)
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Observe that this claim implies that
{τ ζˆ0N > a2N ;S ζˆ01 > a2N} ={τ ζˆ0N > a2N ;S ζˆ01 > a2N ; ξB,2Na2N 6= ξ1,2Na2N }
⊂ {TB2N > a2N ; ξB,2Na2N 6= ξ1,2Na2N }.
(5.6)
Hence, (5.4) follows from (5.6) and Proposition 4.1 item (i).
Thus, the proof is completed by showing (5.5). For this purpose, it is
enough to show that every realization in {S ζˆ01 > a2N ; ξB,2Na2N = ξ1,2Na2N } is in
{τ ζˆ0N ≤ a2N}. Take x ∈ ξ1,2Na2N and let γ be a path connecting B × {0} with
(x, a2N). For γ we define s
∗ by
s∗ = inf{t : 0 < t ≤ a2N , ζ ζˆ0,2Nt (γ(t)) = 2},
with the usual convention that inf{∅} =∞.
Suppose that s∗ < ∞. Since S ζˆ01 > a2N and ζ ζˆ0,2Ns∗ (γ(s∗)) = 2, we obtain
that γ(s∗) ∈ [−N + 1, 0]. However, by the definition of s∗, we have that
ζ ζˆ0,2Nt (γ(t)) = 1 for all t < s
∗, which implies that γ restricted to [0, s∗] is a
path of particles 1 that infects the site γ(s∗) at time s∗. Since the particles
of type 1 have priority in [−N + 1, 0], we get ζ ζˆ0,2Ns∗ (γ(s∗)) = 1. This is a
contradiction and we conclude that s∗ = ∞, which means ζ ζˆ0,2Nt (γ(t)) = 1
for all 0 ≤ t ≤ a2N . Therefore, ζ ζˆ0,2Na2N (x) = 1 for all x ∈ ξ1,2Na2N .
5.1 Proof of Theorem 2.1
We are now ready to state the regeneration property for the process {ζ1,2,Nt }.
The main idea is to prove that if the two types of particles survive for a
given time polynomial in N , then outside an event with exponentially small
probability we can find two barriers at the same time, one in [−N +1, 0] and
the other in [1, N ], such that the first one is infected by a particle of type 1
and the second by a particle of type 2. Basically, we combine the idea of the
proof of Proposition 4.1 with Proposition 5.1 to obtain the following:
Proposition 5.2. There are sequences cN and dN that satisfy
(i) There exists ν, 0 < ν < 1, such that for N large enough
sup
ζ∈C
P(ζ1,2,NcN 6= ζζ,NcN ; τ ζN ≥ cN) ≤ νN , (5.7)
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(ii) dN
cN
→∞,
(iii) lim
N→∞
P(τ1,2N < dN) = 0,
where C has been defined in Proposition 5.1. In particular, we have that
cN = 2N
2a2N and dN = bN .
Proof. Observe that τ1,2N is stochastically larger than the minimum of two
independent variables with the same law of T 1N . Hence, taking dN = bN ,
defined in Proposition 4.1, item (iii) is immediate.
Now, we take N large enough as in Proposition 3.2 and Proposition 5.1,
M = M(N) and S = S(N) as in Definition 3.1, ı = ı(N) in (3.14), the
interval A2 in (3.13) and we define A4 =
[
−MNˆ
2
− Nˆ
2
, −ıNˆ
2
+ Nˆ
2
]
. Also, for
k ∈ {1, . . . , N}, let sk = k2Na2N ,
Λζ0N,k =
{ ∃ yk ∈ A2, zk ∈ A4 : ζζ0,Nsk (yk) = 2, ζζ0,Nsk (zk) = 1,
and (yk, sk), (zk, sk), are N -barriers
}
,
and
ΛN,k =
{ ∃ yˆk ∈ A2, zˆk ∈ A4 : ζ1,2,Nsk (yˆk) = 2, ζ1,2,Nsk (zˆk) = 1,
and (yˆk, sk), (zˆk, sk) are N -barriers
}
.
To obtain item (i), we first prove the following inclusion
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋃
k=1
Λζ0N,k ∩ ΛN,k ⊂
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N ; ζζ0,N2N2a2N = ζ
1,2,N
2N2a2N
}.
(5.8)
Fix a realization in {τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩ Λζ0N,k ∩ ΛN,k. By the
definition of N -barrier, we have that the points (yk, sk), (yˆk, sk), (zk, sk) and
(zˆk, sk) satisfy:
If y ∈ [1, N ] and [1, N ] × {sk} → (y, sk + S), we have (yk, sk) →
(y, sk + S) inside [1, N ] and (yˆk, sk)→ (y, sk + S) inside [1, N ].
If z ∈ [−N + 1, 0] and [−N + 1, 0] × {sk} → (z, sk + S), we have
(zk, sk)→ (z, sk+S) inside [−N+1, 0] and (zˆk, sk)→ (z, sk+S) inside
[−N + 1, 0].
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Therefore, we can conclude that
ζζ0,Nsk+S = ζ
1,2,N
sk+S
= 2η
[1,N ]
sk,S
in [1, N ]
and
ζζ0,Nsk+S = ζ
1,2,N
sk+S
= η
[−N+1,0]
sk,S
in [−N + 1, 0].
Consequently, we obtain that ζζ0,N2N2a2N = ζ
1,2,N
2N2a2N
, which proves (5.8).
Next, we choose cN = 2N
2a2N and we prove that there exists 0 < ν < 1
such that
P
(
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋂
k=1
(Λζ0N,k ∩ ΛN,k)c
)
≤ νN (5.9)
for all ζ0 ∈ C. To do this, observe that by simple manipulations we have
P
(
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋂
k=1
(Λζ0N,k ∩ ΛN,k)c
)
= P
(
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋂
k=1
((Λζ0N,k)
c ∪ ΛcN,k)
)
≤ P
(
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋂
k=1
(Λζ0N,k)
c)
)
+ P
(
{τ ζ0N > 2N2a2N ; τ1,2N > 2N2a2N} ∩
N⋂
k=1
ΛcN,k
)
.
(5.10)
In order to estimate the last two terms in (5.10), observe that each of them is
less than sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
⋂N
k=1(Λ
ζ0
N,k)
c)
)
, and furthermore we have
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that
sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
(Λζ0N,k)
c)
)
≤ sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∀y ∈ A2 ζζ0,Nsk (y) 6= 2 or (y, sk)
is not an N -barrier
})
+ sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∀z ∈ A4 ζζ0,Nsk (z) 6= 1 or (z, sk)
is not an N -barrier
})
= 2sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∀y ∈ A2 ζζ0,Nsk (y) 6= 2 or (y, sk)
is not an N -barrier
})
,
(5.11)
where the first inequality follows by the definition of the event Λζ0N,k and
the last equality follows by the symmetry of the Harris construction. Then,
replacing (5.11) in (5.10), we obtain that the probability in (5.9) is smaller
than
4 sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∀y ∈ A2 ζζ0,Nsk (y) 6= 2 or (y, sk)
is not an N -barrier
})
.
(5.12)
Now, we will estimate the probability in (5.12). We use Proposition 5.1
for i = 2kN − 1 and we have that
sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∀y ∈ A2 ζζ0,Nsk (y) 6= 2 or (y, sk)
is not an N -barrier
})
≤ 2N2c2N+
sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{
Sζ02kN−1 ≤ sk − a2N ∀y ∈ A2 ζζ0,Nsk (y) 6= 2
or (y, sk) is not an N -barrier
})
.
(5.13)
Thus, it is enough to prove that the last term in the inequality (5.13) is
exponentially small in N . To show this, we first observe that the last term
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in (5.13) is smaller than
I = sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{
Sζ02kN−1 ≤ sk − a2N ; ∀y ∈ A2 ζζ0,Nsk (y) 6= 2
})
+ sup
ζ0∈C
P
(
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{ ∃ y ∈ A2 ζζ0,Nsk (y) = 2 but
(y, sk) is not an N -barrier
})
.
(5.14)
Next, we estimate the first term in (5.14). We define
Dk = {x : ζζ0,NS2kN−1(x) = 2} ∩ [1, N ],
and the event
Ck = {{Dk} × {Sζ02kN−1}9 A2 × {Sζ02kN−1 + 2a2N} inside [1, N ]}.
By the priority of particles of type 2 in [1, N ], we have that
{τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{
Sζ02kN−1 ≤ sk − a2N ; ∀y ∈ A2 ζζ0,Nsk (y) 6= 2
}
⊂ {τ ζ0N > 2N2a2N} ∩
N⋂
k=1
{Sζ02kN−1 ≤ sk − a2N ;Ck}.
Claim 5.1. There exists β > 0 such that for all N large enough
P(Cck|Sζ02kN−1 < sk − a2N) > β.
Proof of Claim 5.1. Fix ξ ∈ {0, 1}[1,N ] and ξ 6= ∅, then we have
P(ξξ0,N2a2N ∩ A2 6= ∅) = P(T ξ0N > 2a2N ; ξξ0,N2a2N ∩ A2 6= ∅)
= P(T ξ0N > 2a2N)− P(T ξ0N > 2a2N ; ξξ0,N2a2N ∩ A2 = ∅).
(5.15)
Using a Peirels contour argument for the oriented k-dependent system with
small closure Ψ, defined in Section 3, it is possible to prove that there exist
β > 0 and a sequence fN linear in N such that
inf
x∈[1,N ]
P(T {x}N ≥ efN ) > 2β, (5.16)
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for N large enough (see [12] Fact (2.2)). Since a2N is of order N
3, the formula
in (5.16) implies that
P(T ξ0N > 2a2N) ≥ 2β. (5.17)
Now, we prove that the last term in (5.15) goes to zero as N goes to
infinity. Observe that
P(T ξ0N > 2a2N ; ξ
ξ0,N
2a2N
∩ A2 = ∅) ≤ P(T ξ0N > 2a2N ; ξξ0,N2a2N 6= ξ1,N2a2N )
+ P(T ξ0N > 2a2N ; ξ
ξ0,N
2a2N
= ξ1,N2a2N ; ξ
ξ0,N
2a2N
∩ A2 = ∅)
≤ cN + P(ξ1,N2a2N ∩ A2 = ∅),
(5.18)
where the second inequality follows by item (i) of Proposition 4.1. Using the
duality of the classical contact process we have
P(ξ1,N2a2N ∩ A2 6= ∅) = P(ξA2,N2a2N 6= ∅).
Observe that the length of A2 is at least lN = N − 2αKˆNˆ −
⌊
4αKˆNˆ
⌋
− 1,
then we obtain
P(ξ1,N2a2N ∩ A2 = ∅) = P(ξA2,N2a2N = ∅) ≤ P(ξ1,lN2a2N = ∅).
From item (iii) of Proposition 4.1 and the fact that lN is linear in N , it
follows that
lim
N→∞
P(ξ1,lN2a2N = ∅) = limN→∞P(T
1
lN
≤ 2aN) = 0.
Thus, for N large enough we have
P(T ξ0N > 2a2N ; ξ
N
2a2N
∩ A2 = ∅) ≤ β.
Moreover, by (5.17) and (5.18), we obtain
P(ξξ0,N2a2N ∩ A2 6= ∅) ≥ β,
for all ξ0 ∈ {0, 1}[1,N ], ξ0 6= ∅. Thus, by the strong Markov property we
obtain the claim.
Now, we return to the first term in (5.14). Since Sζ02kN−1 is larger than
2(kN − 2)a2N , given the information until this time, the event {S2kN−1 ≤
sk − a2N ;Ck} involves information between the times (2kN − 2)a2N and
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(2(k + 1)N − 2)a2N . Therefore, by the strong Markov property and Claim
5.1 we conclude that
P(Cj|{Sζ02jN−1 ≤ sj − a2N} ∩ ∩
1≤k≤j−1
{Sζ02kN−1 ≤ sk − a2N ;Ck})
= P(Cj|{Sζ02jN−1 ≤ sj − a2N}) ≤ 1− β.
Thus, for all j ≥ 1 we have that
P( ∩
1≤k≤j
{Sζ02kN−1 ≤ sk − a2N ;Ck})
≤ (1− β)P( ∩
1≤k≤j−1
{Sζ02kN−1 ≤ sk − a2N ;Ck}).
(5.19)
Then, using (5.19) recursively we obtain that
P( ∩
1≤k≤N
{Sζ02kN−1 ≤ sk − a2N ;Ck}) ≤ (1− β)N . (5.20)
Next, we analyze the second term in (5.14). From the fact that S is of
order N2 and a2N is of order N
3, we get that for N large enough it holds
sk − 2a2N = (2kN − 2)a2N ≤ sk + S ≤ (2(k + 1)N − 2)a2N = sk+1 − a2N .
From these relations, we have that the k-th event in the intersection inside
the probability in the second term of (5.14) involves information within the
interval of time [sk − a2N , sk+1 − a2N ]. Hence, the Markov property and
Proposition 3.2 imply that this probability is less than (1 − ηˆ)N . Thus,
combining this last comment with (5.20) we obtain the desired bound for
(5.14), specifically
I ≤ (1− β)N + (1− ηˆ)N . (5.21)
Finally, we combine the inequality in (5.21) with (5.13), (5.11), (5.10)
and select N large enough such that
4
(
2N2c2N + (1− β)N + (1− ηˆ)N) ≤ (2 max{c2, β, 1− ηˆ})N ,
to obtain (5.9) for ν = 2 max{c2, β, 1− ηˆ}. Therefore, item (i) is proved.
Item (ii) follows immediately from the choice of cN and dN .
Proof of Theorem 2.1. Let βN as in the statement of Theorem 1. We will
prove that
lim
N→∞
∣∣P(τ1,2N > βN(t+ s))− P(τ1,2N > βN t)P(τ1,2N > βNs)∣∣ = 0, (5.22)
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which by the definition of βN will imply
lim
N→∞
P(τ1,2N ≥ βN t) = e−t.
To obtain the limit (5.22), we prove that there exist two positive sequences
hN and h
′
N , both converging to zero when N goes to infinity, such that
P(τ1,2N > βN t)P(τ
1,2
N > βNs)− hN ≤ P(τ1,2N > βN(t+ s)) (5.23)
and
P(τ1,2N > βN(t+ s)) ≤ P(τ1,2N > βN t)P(τ1,2N > βNs) + h′N . (5.24)
We begin by proving equation (5.23). First, we observe that for all positive
t and s we have that
{τ1,2N > βNs; τ1,2,βNsN > βN t; ζ1,2,NβNs = ζ1,2,NβNs−cN ,cN ; ζ1,2,NβNs−cN ,2cN = ζ1,2,NβNs,cN}
⊂ {τ1,2N > βN(t+ s)},
(5.25)
where ζ1,2,Nt,· and τ
1,2,t
N refer to the two-type contact process defined in the
restriction of the Harris construction to Z× [t,∞). In the case t = 0, ζ1,2,N0,·
is the classical contact process and we omit the subscript 0. Observe that
βNs − cN ≥ 0 for all s > 0 since by the definition of βN and cN and items
(ii) and (iii) of Proposition 5.2 we have that βN/cN converges to infinity as
N goes to infinity. By formula (5.25), we obtain that
P(τ1,2N > βNs; τ
1,2,βNs
N > βN t; ζ
1,2,N
βNs
= ζ1,2,NβNs−cN ,cN ; ζ
1,2,N
βNs−cN ,2cN = ζ
1,2,N
βNs,cN
)
≤ P(τ1,2N > βN(t+ s)).
(5.26)
Now, we choose hN as
hN = P(τ1,2N > βNs)P(τ
1,2
N > βN t)
− P(τ1,2N > βNs; τ1,2,βNsN > βN t; ζ1,2,NβNs = ζ1,2,NβNs−cN ,cN ; ζ1,2,NβNs−cN ,2cN = ζ1,2,NβNs,cN ).
Also, we observe that the Markov property implies that
P(τ1,2N > βNs)P(τ
1,2
N > βN t) = P(τ
1,2
N > βNs; τ
1,2;βNs
N > βN t),
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βN (t + s)
βNs
βNs− cN
βNs + cN
Figure 3: A graphic representation of the inclusion (5.25). Blue paths repre-
sent paths of particles 1 and red paths represent particles of type 2.
which gives
hN = P(τ1,2N > βNs; τ
1,2;βNs
N > βN t; ζ
1,2,N
βNs
6= ζ1,2,NβNs−cN ,cN or ζ1,2,NβNs−cN ,2cN 6= ζ1,2,NβNs,cN )
≤ P(τ1,2N > βNs; ζ1,2,NβNs 6= ζ1,2,NβNs−cN ,cN ) + P(ζ1,2,NβNs−cN ,2cN 6= ζ1,2,NβNs,cN ).
(5.27)
Observe that by the Markov property we have that
P(τ1,2N > βNs; ζ
1,2,N
βNs
6= ζ1,2,NβNs−cN ,cN ) ≤ sup
ζ0∈C
Pζ0(τ ζ0N > cN ; ζ
ζ0
cN
6= ζ1,2,NcN )
and
P(τ1,2,βNs−cNN ≥ 2cN ; ζ1,2,NβNs−cN ,2cN 6= ζ1,2,NβNs,cN ) ≤ sup
ζ0∈C
Pζ0(τ ζ0N > cN ; ζ
ζ0
cN
6= ζ1,2,NcN ).
Thus, in (5.27) we have that
hN ≤ 2νN + P(τ1,2N ≤ 2cN).
Therefore, hN converges to zero when N goes to infinity. From this we deduce
(5.23).
31
Now, to prove (5.24) we observe that by the Markov property and (5.7)
we have that
P(τ1,2N > βN(t+ s))
≤ P(τ1,2N > βN t)P(τ1,2N > βNs) + sup
ζ0∈C
P(ζ1,2,NβN t 6= ζζ0,NβN t ; τ ζ0N > βN t)P(τ1,2N > βNs)
≤ P(τ1,2N > βN t)P(τ1,2N > βNs) + νN .
Thus, we can take h′N = ν
N , and the proof is complete.
6 Proof of Theorem 2.2
In this section, we prove Theorem 2.2, which states the asymptotic behavior
of {log τ1,2N }N . Before the proof of the theorem, we present two technical re-
sults. Proposition below is a modification of Proposition 5.2 which is suitable
for our purpose.
Proposition 6.1. There exists 0 < c < 1 such that for every K
sup
ζ0∈C
P(τ ζ0N > 2N
2Ka2N ;@ t ≤ 2N2Ka2N : {x : ζζ0,Nt (x) = 2} ⊂ [1, N ]) ≤ cKN
(6.1)
for N large enough.
Proof. Let sk = k2NKa2N for 1 ≤ k ≤ N . We observe that the same
argument used for the inclusion (5.8) leads to{
τ ζ0N > 2N
2Ka2N ;∃ yk ∈ A2, zk ∈ A4 : ζζ0,Nsk (yk) = 2
ζζ0,Nsk (zk) = 1 and (yk, sk), (zk, sk) are an N -barrier
}
⊂ {{x : ζζ0,Nsk+S(x) = 2} ⊂ [1, N ]}.
(6.2)
To see this, first we fix a configuration in the event on the left member of
(6.2). Now, since (zk, sk) is an N -barrier, we have that if ζ
ζ0,N
sk+S
(x) 6= 0
for a site x ∈ [−N + 1, 0], then (x, sk + S) is connected with (zk, sk) inside
[−N+1, 0] and by the priority of the particles of type 1 in [−N+1, 0]×[0,∞),
we have that ζζ0,Nsk+S(x) = 1. By the same reasoning, we have that if x
′ ∈ [1, N ]
and ζζ0,Nsk+S(x
′) 6= 0, then (x′, sk + S) is connected with (yk, sk) inside [1, N ]
and by the priority of the particles of type 2 in [1, N ]× [0,∞), it holds that
ζζ0,Nsk+S(x) = 2. Summing up, at time sk+S every site occupied in [−N+1, 0] is
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occupied by a particle of type 1 and every site occupied in [1, N ] is occupied
by a particle of type 2, which yields (6.2).
Now, we observe that (6.2) implies⋃
1≤k≤N
{
τ ζ0N > 2N
2Ka2N ; ∃ yk ∈ A2, zk ∈ A4 : ζζ0,Nsk (yk) = 2
ζζ0,Nsk (zk) = 1 and (yk, sk), (zk, sk) are an N -barrier
}
⊂
⋃
0≤t≤2N2Ka2N
{{x : ζζ0,Nt (x) = 2} ⊂ [1, N ]}.
(6.3)
Therefore, to conclude (6.1) it is enough to prove
sup
ζ0∈C
P
(
τ ζ0N > 2N
2Ka2N ∩
KN⋂
k=1
{ ∀y ∈ A2 ζζ0,Nsk (y) 6= 2 or (y, sk)
is not an N -barrier
})
≤ cKN .
(6.4)
We observe that the left member in (6.4) is the same as the left member
of (5.13), with the only difference that in this case we are intersecting KN
events instead of N . Thus, the same procedure used to get the bound cN
for the left member of (5.13) can be applied to obtain (6.4) (see Proposition
5.2).
In the next lemma, we use the following limit
lim
N→∞
1
N
log(P(T [1,N ] <∞)) = −c∞, (6.5)
where c∞ is as in Remark 4.1 and T [1,N ] is defined in (2.3). This result is
proved for R = 1 in Lemma 3 of [7]. Since every step of this proof can be
applied for the case R > 1, we assume (6.5) without proving it.
Lemma 6.1. There exists θ > 0 such that
lim inf
N→∞
1
N
log(P(T [1,N ] < θN)) ≥ −c∞.
Proof. Observe that for any θ > 0
P(T [1,N ] <∞) = P(T [1,N ] < θN) + P(θN < T [1,N ] <∞).
Using (4.12) for t = θN we have
P(T [1,N ] <∞) ≤ e−θNcˆ + P(T [1,N ] < θN). (6.6)
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By (6.5) and (6.6), for all  > 0 there exists an n such that for all N > n
e−(c∞+)N − e−θNcˆ ≤ P(T [1,N ] < θN),
which implies
−(c∞ + )N + log(1 + e−(θcˆ−c∞−)N) ≤ logP(T [1,N ] < θN).
Taking θ > c∞/cˆ, for every  > 0 we have
−(c∞ + ) ≤ lim inf
N→∞
1
N
logP(T [1,N ] < θN).
Proof of Theorem 2.2. First, for a fixed but arbitrary  > 0 we will prove
that
lim
N→∞
P(τ1,2N > kNe
(c∞+2)N) = 0, (6.7)
where kN = 2NK
∗a2N + θN , K∗ =
⌈
2c∞+
log(1/c)
⌉
, a2N is as in Proposition 4.1, θ
is as in Lemma 6.1 and c is as in Proposition 6.1.
To do this, we observe that by the Markov property, for every n ∈ N it
holds that
P(τ1,2N > nkN) ≤ (sup
ζ0∈C
P(τ ζ0N > kN))
n. (6.8)
Now, we observe that by (6.1) for every ζ0 ∈ C we have that
P(τ ζ0N > kN) ≤ cK
∗N+
+ P(τ ζ0N > kN ;∃ t ≤ kN − θN : {x : ζζ0,Nt (x) = 2} ⊂ [1, N ]).
(6.9)
To deal with the probability in the right term of (6.9), we define the following
stopping time
S∗ = inf{t : {x : ζζ0,Nt (x) = 2} ⊂ [1, N ]}.
Using the strong Markov property for this stopping time and the atractive-
ness of the classical contact process we have that for N large enough
P(τ ζ0N > kN ;∃ t ≤ kN − θN : {x : ζζ0,Nt (x) = 2} ⊂ [1, N ])
= P(τ ζ0N > kN ;S
∗ ≤ kN − θN)
≤ P(T [1,N ] > θN) ≤ 1− e−(c∞+)N ,
(6.10)
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where the last inequality use Lemma 6.1. Substituting (6.10) into (6.9) we
obtain that
sup
ζ0∈C
P(τ ζ0N > kN) ≤ cK
∗N + 1− e−(c∞+)N
≤ e−(2c∞+2)N + 1− e−(c∞+)N .
(6.11)
Thus, by (6.8) and (6.11), for N∗ =
⌊
e(c∞+2)N
⌋
we have
P(τ1,2N > kNe
(c∞+2)N) ≤ P(τ1,2N > kNN∗)
≤ (1− e−(c∞+)N + e−(2c∞+2)N)N∗ . (6.12)
By our choice of N∗ we have that the right member of (6.12) converges to
zero when N goes to infinity.
Thus, we have proved (6.7). Now, observe that (6.7) implies
lim
N→∞
P
(
1
N
log(τ1,2N ) > c∞ + 3
)
= 0. (6.13)
Therefore, to conclude the proof of the theorem we only need to state
that for every  > 0
lim
N→∞
P
(
1
N
log(τ1,2N ) < c∞ − 
)
= 0. (6.14)
For this purpose, observe that τ1,2N is stochastically larger than the minimum
of two independent variables with the same law of T 1N . Then, we have that
P
(
1
N
log(τ1,2N ) < c∞ − 
)
≤ P
(
1
N
log(min{T 1N ; T˜ 1N}) < c∞ − 
)
= P(min{T 1N ; T˜ 1N} < e(c∞−)N)
= P(T 1N < e(c∞−)N)2,
(6.15)
where T 1N and T˜
1
N are i.i.d. By (4.11), the limit of the last term in (6.15) is
zero, which implies (6.14).
Clearly, from (6.13) and (6.14) the theorem follows.
In the next remark, we discuss what happens after the first type of particle
dies out. During this remark, we denote by ξA[−N+1,N ](t) the classical contact
process with initial configuration A and TA[−N+1,N ] the time of extinction of
this process. For the special case A = [−N + 1, N ], we write ξ1[−N+1,N ](t) and
T 1[−N+1,N ].
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Remark 6.1. Let T˜ 12N be the time of extinction of both particles, that is
T˜ 12N = inf{t > 0 : ζ1,2,Nt = ∅}.
If we ignore the existence of both types of particles, the dynamic of the process
is the same as the classical contact process. Therefore, T˜ 12N has the same
distribution as T 1[−N+1,N ] and, consequently, Remark 4.1 implies that for  > 0
we have
lim
N→∞
P
(
e(c∞−)2N < T˜ 12N < e
(c∞+)2N
)
= 1. (6.16)
Moreover, observe that after τ1,2N the process behaves like the classical contact
process, since after that time there is only one type of particle. Observe also
that combining (6.16) with Theorem 2.2 we obtain
lim
N→∞
P
(
e(c∞−)2N − e(c∞+)N < T˜ 12N − τ1,2N
)
= 1. (6.17)
Furthermore, after the extinction of one of the types of particle, the sur-
viving type behaves like the classical contact process. Thus, T˜ 12N − τ1,2N has
the same law of TAN[−N+1,N ], where AN = ζ
1,2,N
τ1,2N
. Using (4.1) we have that
lim
N→∞
P(ξANa2N = ξ
1
[−N+1,N ](a2N);T
AN
[−N+1,N ] > a2N) = 0 (6.18)
and by (6.17) and the limit (6.18) we have that
lim
N→∞
P(ξANa2N = ξ
1
[−N+1,N ](a2N)) = 0.
Therefore
lim
N→∞
P(TAN[−N+1,N ] = T
1
[−N+1,N ]) = 1
and by Remark 4.1 we obtain that
lim
N→∞
1
2N
log(T˜ 12N − τ1,2N ) = lim
N→∞
1
2N
log T 1[−N+1,N ] = c∞ in Probability.
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