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Abstract Streaming analysis is widely used in cloud as well
as edge infrastructures. In these contexts, fine-grained appli-
cation performance can be based on accurate modeling of
streaming operators. This is especially beneficial for com-
putationally expensive operators like adaptive stream joins
that, being very sensitive to rate-varying data streams, would
otherwise require costly frequent monitoring.
We propose a dynamic model for the processing through-
put and latency of adaptive stream joins that run with differ-
ent parallelism degrees. The model is presented with pro-
gressive complexity, from a centralized non-deterministic
up to a deterministic parallel stream join, describing how
throughput and latency dynamics are influenced by various
configuration parameters. The model is catalytic for under-
standing the behavior of stream joins against different sys-
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tem deployments, as we show with our model-based au-
toscaling methodology to change the parallelism degree of
stream joins during the execution. Our thorough evaluation,
for a broad spectrum of parameter, confirms the model can
reliably predict throughput and latency metrics with a fairly
high accuracy, with the median error in estimation rang-
ing from approximately 0.1% to 6.5%, even for an over-
loaded system. Furthermore, we show that our model allows
to efficiently control adaptive stream joins by estimating the
needed resources solely based on the observed input load.
In particular, we show it can be employed to enable efficient
autoscaling, even when big changes in the input load happen
frequently (in the realm of seconds).
Keywords Data Stream Processing, Continuous Queries,
Parallel Processing, Computational Modeling, Elastic
Scaling, Model-based Approach
1 Introduction
Data stream processing is widely used for applications with
continuously generated data, to extract information in a con-
tinuous fashion. Such applications include sensor monitor-
ing, automation of industrial facilities, social media and high
frequency trading [2, 36, 15].
In data stream processing, the user-specified queries are
modeled as a commonly acyclic network of operators, to run
continuous processing over the data. Operators are distin-
guished into stateless (e.g., filters) and stateful (e.g., aggre-
gates, joins) ones. The difference between these two types
is on whether the performed computation involves each data
item (i.e., tuple) individually (e.g. a filter operation applied
on each tuple individually) or also some internal state in-
formation as a result of previous tuples (e.g. an aggregate
operation over a set of tuples). Due to the unbounded na-
ture of data streams, it is often the case that stateful opera-
tors are performed on subsets of recent tuples, referred to as
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windows. Among stateful operators are stream joins, which,
roughly speaking, compare the tuples of two input streams,
to identify matches of a predicate. Stream-joins are key op-
erators for solving a variety of important problems (c.f. [12]
and references therein). Because of the computation-intensive
nature of the stream joins [1], since their computation de-
mand grows multiplicative with the stream rates, it is all the
more important to understand and estimate their expected
performance in a system.
Challenges: Knowledge about the expected performance of
stream joins can facilitate the decision of the appropriate
level of parallelism, to ensure Quality of Service (QoS), usu-
ally described in terms of (high) throughput and (low) re-
sponse time, or latency, relative to application, deployment
and input parameters. A rather intuitive approach to have
such knowledge is through monitoring of the system’s per-
formance. However, as also summarized in [11], such mon-
itoring can be intrusive and cause bottlenecks and conse-
quently deteriorate the performance of the system. An alter-
native approach is through
(i) Deployment parameters: Capturing the actual behaviour
of a stream join in a comprehensive and precise way is
challenging, due to complex dependencies between its
configuration and the properties of its deployment. As-
pects of a stream join configurations that influence its
throughput and latency include the windows’ configura-
tion, processing capacity and the degree of parallelism.
(ii) Application parameters: The model should also consider
the application parameters to maintain QoS. For instance,
the potential requirement for determinism (i.e., process-
ing outcome to be independent on the incoming tuples’
interleaving, which may vary significantly in asynchronous
systems) can affect the throughput and latency of stream
joins.
(iii) Input parameters: These include (a) the varying rates
with which the incoming tuples are fed, (b) the number
of distributed sources feeding such tuples, and (c) the un-
derlying data distribution of the tuples (which affects the
probability with which two such tuples are successfully
matched and result in an output tuple).
Performance analysis of stream joins can also assist in
handling dynamic situations. Such situations are the result
of varying rate of incoming data and workload over time.
Knowing the expected performance of stream joins can help
to adapt the level of parallelization with respect to the work-
load and avoid under-provisioning or over-provisioning of
the resources. This is often referred to as vertical scaling
or scaling up, and it is a must, together with scaling down
(i.e., reducing the data volumes, to which stream processing
contributes as well), before scaling out (i.e., utilizing more
nodes), as also emphasized by Gibbons in [16] and by Zhang
et al. in the recent survey [41]. Quoting from the latter,
“Powerful hardware infrastructure provides an
opportunity to improve processing performance within
a single node. To this end, many recent works have
exploited the potential of high-performance stream
processing on a single node [26, 32, 40]1. However,
the important question of how best to use powerful
local nodes in the context of large distributed com-
putation setting still remains unclear.”
Contributions: Here we present a comprehensive and dy-
namic model of stream-joins’ throughput and latency behav-
ior that embraces the aforementioned aspects, focusing on
live systems, where real-time (or near real-time) behaviour
is required. Our model allows for:
1. The evaluation of benefits and cost of features such as
parallelism and determinism, thus providing a gnomon
on which to base decisions.
2. The possibility to have statistics about the performance
of stream join deployments, based only on known pa-
rameters of the deployment and simple input-rate mea-
surements, without the need of instrumenting the code,
as the latter often induces costly overhead.
3. The possibility to obtain information useful in taking de-
cisions about how to adapt processing resources with re-
spect to the workload in order to maintain QoS, based
on the underlying dependencies of features such as de-
terminism and parallelism.
We describe details of the model with progressive com-
plexity, identifying the impact of each of the above aspects
and we build up the equations for complex settings, by ex-
tending the ones of the simpler settings. We also provide
a detailed experimental study comparing the outcome of the
model in connection to an actual running implementation for
a broad spectrum of parameters. The results show agreement
between the model and the exact system behavior, showing
the reliability of the model in predicting the throughput and
the latency with a fairly high accuracy.
In an earlier work, a preliminary version of the presented
results appeared in [19]. The present work refines the model
definition, requirements, applicability and provides an ex-
tended set of results. In particular, building on the above, we
propose a methodology for autoscaling, that utilizes features
of the model in order to adapt the number of processing re-
sources (vertical scaling) according to the workload in an
elastic framework. We show an evaluation of the proposed
method, to highlight its stability and accuracy using both
(i) synthetic data to study the spectrum of the domain as
needed, as well as (ii) real-world, high-fluctuation and high-
rate data in a financial application, showing the possibilities
for adaptive, stable, accurate and efficient control, even un-
der frequent and abrupt changes in the workload.
1 WN: reference indexes are as they appear in the present article)
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The paper is structured as follows. We discuss related
work in Section 2 and introduce preliminary concepts in
Section 3. In Section 4, we describe the assumptions and
notations used in the derivation of the model. The modeling
is developed throughout Section 5. In Section 6, we intro-
duce a control methodology based on the model. The per-
formance of the model and the controller are presented in
Section 7 and 8, respectively. Finally, we conclude our work
in Section 9.
2 Related Work
Given the importance of the topic, there have been several
works which investigate modeling of a specific stream pro-
cessing operator to study the effect on throughput and la-
tency. Analytical studies of stream joins’ throughput can be
found in [13, 39, 18]. Differently from the contributions pre-
sented here, Gedik et al. [13] focus on a centralized execu-
tion only (with the goal of tuning a load shedding scheme);
Wang et al. [39] model throughput for a concrete ad-hoc par-
allelization approach (time-slicing); and finally, Gulisano et
al. [18] provide equations for the throughput of stream joins
but does not account for its time-varying state size and its
evolution over time (the equations have the sole purpose of
estimating the scalability of the proposed parallelization ap-
proach).
Regarding latency, the closest work in spirit is in [37]
where the modeling focuses on a specific stream join (the
original handshake join of [38]) and is intended to show the
considerable latency that the original method incurs and thus
motivate the improvement discussed in [37]. Nevertheless,
the model does not consider distributed data sources, the
latency overhead introduced when enforcing deterministic
processing nor the possibility for a stream join to exceed its
processing quota. A model for the latency cost is also pre-
sented in [33] for the SplitJoin stream join, as well as for
the average latency for 2 consecutive tuples to be compared.
However, the cost for determinism (or respectively a strong
order with dense punctuation) is not taken into account.
Further modeling, which does not cover the throughput
and latency of stream joins under the configuration and de-
ployment characteristics we consider, can be found in [10,
28, 14, 9, 25]. In [10] the memory cost, as in the size of the
join state, is considered for a join model combining window-
based and punctuation-based semantics. A model focusing
on the memory cost can be also found in [28] for the join-
biclique method. The modeling in [14] is leveraged to find
the optimal size of the window but is very specific to the
coupled hardware architecture (Cell processor) and paral-
lelization approach. In [9] the SECRET model analyzes the
execution semantics of stream processing systems. The pa-
per presents technology-independent definitions of stream,
batch, window, time-based window, and window size, relat-
ing these quantities to the semantics of the data streaming
process. In [25], Kang et al. proposed a unit-time-basis cost
model for estimating the time needed for a query to be run to
completion for different join algorithms. The cost model fo-
cuses on the handling of single individual tuples from each
input stream separately.
The work in this paper provides a detailed model for a
stream join that shows what contributes to the throughput
and latency. Furthermore, we study the dependencies be-
tween aspects such as window semantics, possible exceed-
ing of the processing quota, non-deterministic versus deter-
ministic processing, existence of multiple distributed data
sources and centralized versus parallel processing. Finally,
we show how the model can be exploited to control the num-
ber of the resources with respect to the workload.
Considering the adaptation to appropriate number of pro-
cessing resources for an operator at run-time, it is possible to
notice that it involves challenging tasks such as preserving
correctness, providing deterministic execution, and main-
taining QoS. To address the challenges, some of the ear-
lier works proposed reactive strategies based on changes in
monitored performance metrics [17, 6, 20, 15, 29, 5, 24].
In [17, 6, 20], the authors proposed threshold-based rules
based on CPU utilization to automatically adapt the num-
ber of resources. Other works [15, 29, 5, 24] employ more
complex policies to gain more in adaptivity. Gedik et al. [15]
present a heuristic-based algorithm to measure the conges-
tion and react by increasing or decreasing the number of re-
sources only if it affects the throughput. Lohrmann et al. [29]
propose a model-based approach to enforce the latency con-
straints. However, their approach manages only stateless op-
erators. Cardellini et al. [5] extend Apache Storm to sup-
port elasticity at run-time. In a recent work [24], Joker, a
stream processing run-time is developed to adjust the degree
of pipeline and data parallelism in a joint manner. Neverthe-
less, Joker does not consider deterministic execution.
To make a timely decision, proactive approaches have
been getting more attention. De Matteis and Mencagli [8]
propose a model-based proactive method that uses a limited
future time horizon to choose reconfigurations for timely ex-
ecution. This work is further extended in [31] with two dif-
ferent resource usage characteristics to achieve high through-
put and low latency. Similar to [29], De Matteis and Mencagli
use queuing theory to model the stream operator as G/G/1
queue. In a recent work, Cooper et al. [7] model the stream
processing server while using a more advanced queuing sys-
tem to increase the accuracy of the results. However, this
study does not consider QoS requirements and it is not opti-
mized for low latency workload.
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3 Preliminaries
We introduce here stream joins’ semantics along with the
notation used in the remainder of the paper and we discuss
determinism and parallelism aspects of their implementa-
tions, as well as basics about elasticity.
3.1 Stream processing and stream-joins
In data streaming, user-specified queries are modeled as di-
rected acyclic graph (DAG) of streams (carrying informa-
tion) and operators (manipulating such information). Each
stream is an unbounded sequence of tuples t0, t1, . . . sharing
the same schema 〈ts,A1, . . . ,An〉. Given a tuple t, attribute
t.ts represents its creation timestamp while the rest of the at-
tributes are application-related. An operator is the minimum
processing unit that defines at least one input stream (deliv-
ering the tuples to be processed) and one output stream (to
forward the output tuples it produces). To improve the effi-
ciency of an operator in terms of QoS, data parallelization
might be required. In this parallelization method, multiple
instances of an operator (i.e. identical operator copies) are
run in parallel on different parts of the input stream. The
number of instances is called the parallelism degree of the
operator. Moreover, Streams can be distinguished between
physical and logical [17, 18]. A physical stream consists
of tuples from a single source of data (e.g., from another
operator), while a logical stream is a collection of physical
streams delivering the same type of information from mul-
tiple sources (e.g., from multiple operators or multiple in-
stances of an operator).
In a stream join (or simply join in the remainder) tu-
ples are received from two input streams, R and S, and are
compared by evaluating a given predicate. An output tuple
joining R and S tuples is produced for each pair of tuples
from R and S for which the predicate holds. Since the input
streams are unbounded, tuples from each stream are com-
pared only with a finite portion (window WR from stream
R and window WS for stream S) of the opposite stream. In
stream processing, there are two types of windows: Time-
based and tuple-based. Time-based windows are defined to
cover a fixed period of time with respect to the timestamp
attribute of the tuples (e.g., the last 5 minutes). Since the
rates of R and S can vary over time, time-based windows
do not specify the actual number of tuples to be contained
in the window. If this is preferred over a window that spans
a fixed time period, tuple-based windows can be employed
(e.g., to contain the last 100 tuples). In the remainder we re-
fer to a join relying on time-based and tuple-based windows
as time-based join and tuple-based join, respectively.
In [25] the authors describe bounded joins over streams
as a nested-loop procedure (aka in the literature as the 3-step
WR (ΩTime = 30 minutes)
<07:54,3> <08:10,5> <08:22,4> <08:25,3>
<08:02,3> <08:15,1> <08:24,4>
R
S
Output stream
<08:24,4,08:25,3>
WS (ΩTime = 30 minutes)
Fig. 1: Example of a time-based join with ΩTime set to 30
minutes. Tuples from R and S are composed by attributes
〈ts, value〉. A tuple tR from R and a tuple tS from S are
successfully matched if tR.value < tS .value. In the exam-
ple, an incoming tuple from R is matched with the tuples in
WS and one output tuple (joining the schema of R’s and S’
tuples) is produced.
procedure). Based on that, there have been refined defini-
tions, to capture window-based semantics, e.g., [38], com-
monly highlighting the execution-dependencies, as we also
highlight in the next subsection (cf. also [3]). In the follow-
ing we describe the 3-step procedure and in the next subsec-
tion we discuss definitions for deterministic join processing.
Time-based join A time-based window ofΩTime time units
contains all tuples {t|t′.ts − t.ts ≤ ΩTime}, where t′ is
the latest received tuple from stream R or S. As discussed
in [18], the way the window is updated can give different
variants of the 3-step procedure.
Procedure 1 shows the process of comparing each in-
coming tuple with the ones received from the opposite stream
that are not farther than ΩTime time units. Widely-adopted
Stream Processing Engines such as Apache Flink [4] refer
to stream joins that match pair of tuples if such tuples are
no far away from each other more thanΩTime time units (as
done in procedure 1) as interval stream join. This is com-
mon in the scientific literature as well, including multi-way
joins, e.g., [23].
Procedure 1: TimeBasedCrossPurgingJoin(tR)
1 Remove all ti ∈WS : ti.ts < tR.ts−ΩTime;
2 Compare tR with all tS ∈WS ;
3 Add tR to WR;
Figure 1 presents a sample execution for a time-based
join. In the example,ΩTime is set to 30 minutes and it is pre-
sented how the incoming tuple 〈08:25,3〉 is compared with
the tuples stored in WS . In the example, one matching out-
put is produced.
Tuple-based join The 3-step procedure can be leveraged for
tuple-based joins too. A tuple-based window of size ΩTuple
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contains the last ΩTuple tuples received. Procedure 2 imple-
ments the semantics of a tuple-based join.
Procedure 2: TupleBasedJoin(tR)
1 Remove the earliest ti ∈WR if |WR| > ΩTuple;
2 Compare tR with all tS ∈WS ;
3 Add tR to WR;
3.2 Determinism and Parallelism
In the following, for self-containment we provide the defini-
tions and propositions originally presented in [18], regarding
determinism in window-based join processing.
Definition 1 A join implementation is deterministic if, for
any arbitrary pair of executions using it, given the same se-
quences of input tuples, the same sequence of output tuples
is produced, independently of the inter-arrival times of tu-
ples delivered by different physical streams.
The inter-arrival time of tuples plays an important role
in the deterministic execution of a join. Building on the ex-
ample in Figure 1, we observe that tuple 〈08:24, 4〉 is re-
ceived from S before tuple 〈08:25, 3〉. When received, tuple
〈08:24, 4〉 is matched against tuple 〈07:54, 3〉 (in WR) and
an output tuple is produced. If, nevertheless, tuple 〈08:24, 4〉
is received after tuple 〈08:25, 3〉 because of a delay, tuple
〈07:54, 3〉 is prematurely purged and one matching compar-
ison is missed. The following proposition, that uses the fol-
lowed definition, describes how this can be prevented.
Proposition 1 The processing of a sequential join, by means
of the procedure 1 (resp. 2), is deterministic if tuples from R
and S are processed after they are ready and in timestamp-
order.
where a ready tuple is defined as follows:
Definition 2 Let tji be the i-th tuple from timestamp sorted
stream j. tji is ready to be processed when t
j
i .ts ≤ mergets,
where mergets = mink{tkx.ts} is the smallest among the
timestamps in the set of tuples that includes the latest re-
ceived tuple tkx from each timestamp sorted stream k.
Definition 2 assumes the tuples delivered by each phys-
ical stream to be timestamp sorted. This happens when data
sources or other upstream streaming operators produce times-
tamp sorted streams of tuples [18] or when sorting mecha-
nisms (preceding the join itself) such as [27, 22, 38, 37] are
used.
To maintain user QoS requirements, stream processing
operators might need to parallelize processing. This paral-
lelism comes with major challenges especially for stateful
operators (e.g. join) where the the state is required to be par-
titioned onto different CPU cores of a multi-core system or
different nodes of a shared-nothing infrastructure [6]. Sim-
ilarly as in [17], we see that a parallel join implementation
remains deterministic if its processing is equivalent to that
of a sequential one (as in Proposition 1).
Proposition 2 Let JS be a deterministic sequential join and
JP a parallel join sharing the same predicate and window
size ΩTime or ΩTuple. If JP , given the same input R and S
tuples, (1) runs the same set of comparisons run by JS and
(2) produces the same timestamp sorted stream of output tu-
ples, then JP ’s processing is equivalent (and thus determin-
istic) to that of JS .
In the following, we consider the common paralleliza-
tion approach used for time-based and tuple-based joins [37,
18, 38], in which multiple processing units execute the 3-
step procedure running an approximately equal share of the
overall comparisons and seeing a certain portion (possibly
all) of the tuples delivered by R and S. As discussed in
[18, 37, 17], deterministic execution for such parallelization
approach does not only require each processing unit to pro-
cess ready tuples in timestamp order, but also to merge the
output tuples produced by each processing unit into a single
timestamp sorted stream of ready tuples.
3.3 Elasticity
In stream processing, the term elasticity often refers to the
ability of adjusting the processing resources to deliver steady
performance and meet the QoS requirements as the work-
load increases [2]. To provide enough resources to process
the input data streams with a satisfying QoS, a simple solu-
tion is to configure the system to sustain the peak loads. This
solution though is often expensive and wastes resources at
off-peak hours. Thus, an alternative is to change the paral-
lelism degree of the operator (i.e. number of instances run-
ning the operator) with respect to the workload, at run time.
It is important to notice that a key challenge when provi-
sioning and decommissioning threads to a running operator
is how to manage the state that the operator maintains. Be-
cause of this, elastic reconfigurations usually build on appro-
priate monitoring of the cost of threads’ processing tasks and
are coupled with load balancing actions [17]. The cost of a
coupled load balancing and elastic reconfiguration depends
on several factors. An important factor is whether the threads
running the analysis of a stateful operator belong to the same
node or different ones. This is because state transfer proto-
cols (with serialization and deserialization) will be needed
when threads do not share the same memory space [2]. Other
important factors are the semantics of the stateful operator
undergoing such. As discussed in [17], stream joins result
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in expensive elastic configurations. Therefore, many state of
the art frameworks (e.g. Apache Flink and Apache Storm),
only allow elastic reconfigurations for equi-join for which
the streams are first partitioned using a specific attribute of
the tuples (i.e. key) and the predicate function is carried out
for each key, independently.
4 Modeling Goal and Assumptions
In this work, our goal is to define a dynamic model to es-
timate the time-evolving throughput and latency of a time-
based or tuple-based join.
Definition 3 The throughput y represents the number of com-
parisons run by the join, per unit of time.
Definition 4 The latency ` represents the time elapsed be-
tween each output tuple and the latest input tuple that con-
tributes to it.
At this point, it is useful to distinguish two different no-
tions of time that are commonly used in stream processing:
Event time: The time when the event was created. As dis-
cussed in Section 3, each tuple contains an attribute ts show-
ing the timestamp of the tuple. To initialize this attribute, the
system that produces the event tuple, stamps it with the time
of creation. Thus, the name timestamp refers to event time
to show when the event actually happened.
Processing time: The time that is ruled by the internal clock
of the processing system to show when the event is handled.
Processing time is usually relevant for technical purposes,
such as computing throughput and latency.
As we focus on live analysis scenarios, where real-time
or near-real time behaviour is important, in the paper we
consider the following assumptions.
Assumption 1. The event time te and the processing time
tp are assumed to have the same rate of change:
dte
dt
=
dtp
dt
Assumption 1 implies that the two times are evolving
with the same pace, but they can be offset. We consider
that drift and/or jitter for the two times are negligible or that
they can be compensated by suitable clock synchronization
schemes.
Assumption 2. The processing time resolution is higher
than the event time resolution:
∆tp = γ∆te, γ ∈ (0,1]
Assumption 2 implies that two events happening at two
distinct event time instants, can be detected in two distinct
time instants in processing time.
Based on the dynamic behavior of join, both the through-
put and the latency are to be modeled for a given time period
i of duration ∆t time units. We thus refer to yi and `i as the
throughput and latency during the i-th time period, respec-
tively. In the following all the quantities that are functions of
time are indicated with subscript i.
Table 1 and Figure 2 present the main variables that need
to be taken into account in the model.
We introduce also the processing quota Θ ∈ (0,1], that
describes the fraction of the time interval ∆t that is dedi-
cated to the join processing. It will be used for modeling the
overutilization conditions, as described in the next section.
For simplicity, and without loss of generality, we assume
that ∆t equals 1 second (sec) and ΩTime is the same for R
and S when time-based windows are used (similarlyΩTuple
is the same for R and S). This can be easily extended if
different window sizes are allowed for WR and WS for a
time-based or tuple-based join. We also assume that ΩTime
is an integer multiple of ∆t. In Section 5.5, regarding the
case of parallel executions with n processing units, we use
the superscript k to refer to a quantity related to the k-th
processing unit.
R
S
WS
Output stream
WR
|R|
|S|
ri
sisi
j
rji
ωR (depending on ΩTime 
or ΩTuple)
i
ωSi
Time interval i
Δt
Comparison 
(α time units)
Output (every 
σ comparisons, 
β time units)
ci: comparisons 
to be run during 
time interval i
li: average latency 
during time interval i
Fig. 2: Visual representation of the variables of a time-based
or tuple-based join used in our model.
As a use-case for the model, we aim at showing its accu-
racy and usefulness in controlling the elastic configuration
of stream joins without actively monitoring the join opera-
tor. To thoroughly assess our hypothesis, we test the model
with the implementation of ScaleJoin [18] available in the
STRETCH framework [34]. This framework enables fast re-
configuration in a shared memory architecture, while guar-
anteeing determinism and without need for transferring the
states between nodes.
5 The Model
In this section, we build the model for time-based and tuple-
based joins. In a modular fashion, we analyse how the through-
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Variable Description
Model
∆t [sec] Length of the time interval.
Ki [sec] Time required for the join to carry out the work of
time i.
Θ Quota of ∆t Available for the join to carry out the
work at any time i.
wi+h,i [sec] Work that should be carried out at time i but is
postponed to time i+ h.
ρi+h,i [sec] Residual of work that should be carried out at time
i but is still to be done at the end of time i+ h.
Join
WR, WS Windows storing R and S tuples, respectively.
ΩTime [sec] Size of a time-based window.
ΩTuples [tup] Size of a tuple-based window.
ωRi , ω
S
i [tup] Tuples in WR and WS at time i, respectively.
α [sec/comp] Time to perform a comparison.
σ [tup/comp] Selectivity (# tuples produced per comparison).
β [sec/tup] Time to output a tuple.
oi [tup/sec] Output tuples’ rate at time i.
ni Number of processing units at time i.
Variable Description
Input
R, S Logical input streams.
|R|, |S| Number of physicalR and S streams, respectively.
ri, si [tup/sec] Arrival rates of logical streams R and S at time i,
respectively.
rji , s
j
i [tup/sec] Arrival rate of the j-th physical stream R or S at
time i, respectively.
Output
ci [comp] Number of comparisons that needs to be per-
formed due to tuples that arrived at time i.
yi [comp] Throughput, number of comparisons performed at
time i.
`ini [sec] Latency incurred to process input tuples determin-
istically at time i.
`
join
i [sec] Latency incurred to match input tuples and pro-
duce output tuples at time i.
`outi [sec] Latency incurred to produce output tuples deter-
ministically at time i.
`i [sec] Overall latency, given by the sum of `ini , `
join
i and
`outi .
Table 1: List of main variables used to model the throughput and latency behavior of time-based and tuple-based joins.
put and latency behaviors described by the model depend on
whether the join is (i) experiencing load that is exceeding or
not its processing quota, (ii) enforcing deterministic execu-
tion or not, (iii) being fed by one physical R stream and one
physical S stream or multiple physical streams and (iv) be-
ing run in a centralized or parallel fashion. We describe the
model in detail in steps, identifying the impact of each of
the above aspects and modularly building up the equations
for complex settings, by extending the ones of the simpler
settings.
The following gives a high-level view of how the estima-
tions are made using the proposed model’s approach, while
Table 2 presents the different setups taken into account in
the remainder of the section.
The overall latency by a streaming join operator for tu-
ples in timeslot i is estimated through three different con-
tributing components, namely:
`i = `
in
i + `
join
i + `
out
i (1)
where `join is the latency introduced by the actual execution
of the join (estimated in Sections 5.1, 5.2 and 5.5), `ini is
the contribution related to the deterministic execution of the
join (estimated in Section 5.3 and 5.4) and `outi is the contri-
bution related to the parallel execution when determinism is
required (estimated in Section 5.5).
The throughput is expressed as the number of compar-
isons in timeslot i and it is estimated through the offered
load in the system during timeslot i, estimated in the re-
spective sections, being also a factor of the latency estima-
tions. Notice that here we do not need to distinguish dif-
ferent terms, since it is the total amount of work done in
the timeslot that matters and this is an aggregate metric, in
contrast to the latency., which may differ between different
tuples.
Sec 5.1 Sec 5.2 Sec 5.3 Sec 5.4 Sec 5.5
Possibly ex-
ceeding the
processing
quota
7 3 7 7 7
Determinism 7 7 3 3 3
Multiple
physical
streams
7 7 7 3 3
Parallel exe-
cution
7 7 7 7 3
Table 2: Setup of the join modeling in Sections 5.1-5.5.
5.1 Centralized, non-deterministic join fed by single
physical streams, not exceeding the processing quota
In this first section, we model a centralized non-deterministic
join that is fed by exactly one physicalR and one physical S
stream. In order to compute its throughput (Definition 3), we
begin by modeling the number of tuples contained in win-
dows WR and WS at time interval i, namely ωRi and ω
S
i .
As we mentioned in Section 3, time-based windows define a
concrete period of time but do not specify how many tuples
they contain. The latter can be computed as the sum of the
rates in the last ΩTime time units:
ωRi =
i∑
h=i−ΩTime
rh∆t, ω
S
i =
i∑
h=i−ΩTime
sh∆t (2)
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On the other hand, tuple-based windows define a concrete
number of tuples, but can span an arbitrarily long period of
time. They can be modeled as:
ωRi =
{∑i
h=0 rh∆t, if
∑i
h=0 rh∆t < ΩTuple
ΩTuple, otherwise
ωSi =
{∑i
h=0 sh∆t, if
∑i
h=0 sh∆t < ΩTuple
ΩTuple, otherwise
(3)
Notice that their size is fixed to ΩTuple as soon as ΩTuple
tuples have been received from each logical stream.
Given ωRi and ω
S
i (both measured in tup), we can com-
pute the total number of comparisons ci to be run by the join
during time interval i (measured in comp). Each incoming
tuple fromR is compared with all the tuples in windowWS .
Similarly, each incoming tuple from S is compared with all
the tuples in window WR. Hence, we can calculate the new
comparisons that are introduced in the workload of the join
at time interval i as:
ci =
(
ωSi ri + ω
R
i si
)
∆t (4)
Notice that the same equation applies both for time-based
and tuple-based joins. The timeKi (measured in sec) needed
to run all the comparisons introduced at time interval i, is
then
Ki = ci (α+ σβ) (5)
and the assumption that the join does not exceed its process-
ing quota translates to
Ki ≤ Θ∆t (6)
If Ki ≤ Θ∆t, the total number of comparisons yi that
are performed in the time interval i coincides with ci. That
is, yi = ci.
4α+β
8α+2β
12α+3β
16α+4β
R
S
WS
Output 
stream
WR
output
(takes β) 
comparison 
(takes α) 
tuple
Legend
Fig. 3: Sample execution showing how an incoming tuple
from R is compared against the tuples in WS and the result-
ing latency for the output tuples. In the example, σ is equal
to 0.25 (i.e., one out of four comparisons results in an output
tuple).
The latency (Definition 4), is computed based on the out-
put tuples produced during the time interval. As exemplified
in Figure 3 for an incoming tuple from R (the discussion
holds for tuples from S too), on average σ of the ωSi compar-
isons will result in an output tuple. Before being produced,
each output tuple’s latency grows proportionally to the num-
ber of comparisons run for the preceding tuples stored in the
window and the production of output tuples. In the example,
the first output tuple incurs a latency of 4α + β, the second
output tuple incurs a latency 8α+ 2β, and so on.
The sum of all the latency values can be computed as:
σωSi∑
m=1
m
(α
σ
+ β
)
=
(α
σ
+ β
) σωSi (σωSi + 1)
2
(7)
Given that we are interested in modeling the average
of (7) with respect to the produced σωSi output tuples, then:
`join
σωSi
=
1
σωSi
((α
σ
+ β
) σωSi (σωSi + 1)
2
)
=
(
σωSi + 1
) · (α+ σβ)
2σ
(8)
Equation 8 defines the average latency experienced by tuples
produced upon reception of a tuple from stream R. Simi-
larly, `join
σωRi
, represents the average latency experienced by
tuples produced upon reception of a tuple from stream S.
The overall latency can be then estimated as the weighted
average for the tuples received during the time interval, which
leads to:
̂`join
i =
ri
ri + si
`join
σωSi
+
si
ri + si
`join
σωRi
. (9)
The latency is computed as per (1), with `joini =
̂`join
i and the
other two terms equal to zero, since we are here considering
no determinism, and no parallelism. The `joini term will be
slightly different in the case of a join exceeding its process-
ing quota (as described in the next section) and this justifies
the “hat” notation.
5.2 Centralized, non-deterministic join fed by single
physical streams, possibly exceeding the processing quota
In this section we investigate how the model presented in
the previous section can be extended in the case of a join
exceeding its processing quota. That is, when for some time
interval i, the time needed to run the comparisons ci exceeds
the available one:
Ki > Θ∆t (10)
In order to compute the actual amount of work that is per-
formed in a time interval ∆t, we shall introduce some quan-
tities. Let us denote with ρi+h,i, the residual work that is still
to be done at the end of time i + h, due to the comparisons
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of time i. We can define the work performed at time i + h,
due to the comparisons of time i as:
wi+h,i =

Ki − ρi,i, h = 0
ρi+h−1,i − ρi+h,i, h > 0
0, h < 0
(11)
Assuming that the tuples are processed in FIFO order, at a
generic time i + h, the residual work ρi+h,i that is left to
perform due to the comparisons of time i can be computed
as the residual work ρi+h−1,i that was left at time instant
i+ h− 1, minus the budget of time that can be used at time
i+h to perform the comparisons of time i The budget of time
can be computed as the whole time interval ∆t multiplied
by the quota Θ minus the time that is needed to perform the
comparisons of timem < i, that are still pending. Formally:
ρi+h,i =

(
Ki −
(
Θ∆t−∑i−1m=0 wi+h,m))+ h = 0(
ρi+h−1,i −
(
Θ∆t−∑i−1m=0 wi+h,m))+ h > 0
0 h < 0
(12)
0 1
1
2 3 4 5 6 7 8
Ki
i
0 1
1
2 3 4 5 6 7 8
wi+1,i
w0,0 w1,1
w2,2 w3,2
w4,2
w4,3
w5,3
w5,4
w6,4
w6,5
w6,6
w6,7
i
1
0 1 2 3 4 5 6 7 8
i
ρi+1,i
ρ2,2
ρ3,3
ρ3,2
ρ4,3
ρ4,4
ρ5,4
ρ5,5
1
0 1 2 3 4 5 6 7 8
i
li
0.3 0.2
2.1
1.3
1.1
0.2 0.3
0.3
0.3 0.2 0.3
1.0 1.0
0.1
0.9
0.4
0.6
0.5
0.2
0.3
1.1
0.1
1.3
0.6
1.1
0.5
0.3
0.001 0.001 0.001 0.001
1.000 1.101
1.401
1.201
Fig. 4: Sample execution showing the values Ki, ρi+h,i,
wi+h,i and `ini . The processing quota 1 is exceeded during
the time intervals 2, 3 and 4. In the example, ̂`joinm is equal to
0.001 sec ∀m.
where (x)+ = max(x,0).
Defining the total work performed at the end of time i
as:
wi =
i∑
m=0
wi,m (13)
we can compute the latency as:
`joini =
i∑
m=0
wi,m
wi
(̂`join
m + (i−m)∆t
)
(14)
where ̂`joinm is the latency computed as (9). Notice also that
when the processing quota is not exceeded, (14) and (9) co-
incide.
Finally, the number of comparisons performed at time i
can be computed using these estimations. In particular:
The number of comparisons performed at time i, is esti-
mated through:
yi =
i∑
m=0
wi,m
α+ σβ
=
wi
α+ σβ
(15)
with wi,m, wi calculated as in (11) and (13), respectively.
As shown by the sample execution presented in Figure 4,
the effect of exceeding the processing quota is disruptive for
the latency observed by the join. Adaptive frameworks for
stream joins can prevent such disruptive effects by changing
the parallelism degree of a stream join while the latter is be-
ing executed. We discuss in the following sections how the
model can be extended to enforce deterministic processing
as well as leveraging parallel execution.
5.3 Centralized, deterministic join fed by single physical
streams, not exceeding the processing quota
Let us now consider that the centralized join processes tu-
ples deterministically. As we discussed in Section 3, incom-
ing tuples from streams R and S cannot be processed in an
arbitrary order (i.e., as soon as they are fed to the join) but
need to be processed in timestamp order once ready (Defi-
nition 2).
When enforcing a deterministic execution, we do not al-
ter the number of comparisons yi run by the join during time
interval i, but we expect to observe a higher latency, because
of the time each input tuple waits to become ready. As we
can observe with the help of Figure 5, the time needed for a
tuple from R to become ready depends on the rate rs with
which tuples are received at S and vice-versa.
In the example, 6 tuples are fed from stream R and 10
tuples are fed from stream S. Being pR and pS the peri-
ods with which R and S tuples are received and εR and εS
(with εR < εS , without loss of generality) introduced since
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S
R
Δt
εR
εS
εS-εR
pR+εR-εS
pR+εR-(p
S+εS)
2pS+εS-(p
R+εR)
2pR+εR-(2p
S+εS)
...
The behavior repeats periodically 
for each hyper-period...
pR
pS
Hi
in
Fig. 5: Example showing the dependencies and latency forR
and S tuples to become ready. An arrow between two tuples
implies the first becomes ready once the second is received.
R and S streams are not perfectly aligned in a real system,
we can observe that the first tuple received from R at εR
becomes ready as soon as the first tuple from S is received,
thus incurring a latency of εS − εR time units. The first and
second tuples from S, on the other hand, become ready as
soon as the second tuple from R is received, thus observ-
ing a latency of pR + εR − εS and pR + εR − (pS + εS),
respectively. Generalizing this behavior, after a certain time
interval, the latency pattern becomes periodical, as we dis-
cuss in the following. Considering the current arrival rates ri
and si, and pRi = 1/ri and p
S
i = 1/si, one can compute the
current hyper-period Hi of the arrivals as the least common
multiple of the two periods:
H ini = LCM
(
pRi ,p
S
i
)
(16)
Over a hyper-period, the cumulative latency for stream
R’s tuples due to the misalignment of arrival time of the
tuples is then:
`R,ini =
H ini ri−1∑
m=0
(
pSi
⌈
mpRi + εR
pSi
⌉
+ εS −
(
mpRi + εR
))
(17)
where dxe is the ceiling operator for a real number x. Anal-
ogously one can define `S,ini , for stream S.
The contribution of the latency `ini given `
R,in
i and `
S,in
i ,
can be then computed as the average latency experienced by
all the considered tuples in the hyper-period:
`ini =
`R,ini + `
S,in
i
H ini (ri + si)
. (18)
5.4 Centralized, deterministic join fed by multiple physical
streams, not exceeding the processing quota
Expanding on Section 5.3, we now assume tuples can be
delivered by multiple physical R and S streams. That is,
we show how the model can account for multiple physi-
cal streams with rates r(1)i , r
(2)
i , . . . ,r
(|R|)
i , and s
(1)
i , s
(2)
i ,
Φ1
Δt
ε1
ε3
ε3-ε1
p1+ε1-ε3
p2+ε2-ε3
p3+ε3-(p
1+ε1)
ε2
...
Hini
Φ2
Φ3
Fig. 6: Dependencies and latency observed for the incoming
tuples given the R and S rates in Figure 5 but now assuming
one physicalR stream and two physical S streams. An arrow
between two tuples implies the first becomes ready once the
second is received.
. . . ,s(|S|)i . As for before, we expect this to have a repercus-
sion on the latency term `ini .
We denote with ri and si the sums of the incoming tuples
for each logical stream, that can be computed as:
ri =
|R|∑
j=1
r
(j)
i , si =
|S|∑
j=1
s
(j)
i (19)
The number of tuples that fall in the considered window can
be just computed as per (2) (for time-based joins), or as
per (3) (for tuple-based joins), and the number of compar-
isons yi as per (4). The contribution to the latency `
join
i is not
affected, and can then be computed as per (14). However,
the contribution to the latency introduced by determinism
must be generalized as follows. Let the set of all the rates
of the physical streams be Φi = {r(1)i , r(2)i , . . ., r(|R|)i , s(1)i ,
s
(2)
i , . . ., s
(|S|)
i }. The latency of the j-th physical stream in
Φ with rate φ(j)i and period p
j
i , can be computed as:
`j,ini =
H ini φ
(j)
i −1∑
m=0
max
x 6=j
(
pxi
⌈
mpji + εj
pxi
⌉
+ εx −
(
mpji + εj
))
(20)
Intuitively, the equation chooses for each tuplem from stream
j in the hyper-period the stream x whose first tuple coming
after m is farther from m than any other physical stream.
The overall contribution is then the average with respect
to the total amount of tuples in the hyper-period:
`ini =
1
H ini (ri + si)
|Φi|∑
j=1
`j,ini . (21)
Figure 6 shows the dependencies and latency observed
for the incoming tuples given the R and S rates in Figure 5
but assuming R tuples are delivered by one physical stream
while S tuples are delivered by two.
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5.5 Parallel, deterministic join fed by multiple physical
streams, not exceeding the processing quota
We now consider the case in which there are ni ≥ 1 process-
ing units at time i. We assume each processing unit runs a
fair share of the overall comparisons by comparing each in-
coming tuple with approximately 1/ni of the previous tuples
stored in WR or WS . At the same time, we assume all pro-
cessing units observe all the tuples delivered by streams R
and S (the model can be easily adapted if a portion different
from 1/ni or only a portion of streams R and S is observed
by each processing units, as in the case of [17]).
The total number of comparisons cki for the processing
unit k at time i can be computed as:
cki =
(
ωRi
ni
si +
ωSi
ni
ri
)
∆t. (22)
The total number of comparisons to be processed by ni pro-
cessing units is:
ci =
ni∑
k=1
cki =
(
ωRi si + ω
S
i ri
)
∆t, (23)
and does not change with respect to the non parallel case.
As for Equation 1, the terms contributing to the latency
are:
1. The latency introduced by the determinism, as per (18),
that is not affected by the number of processing units.
2. The latency introduced by the join, that can be computed
as per (14), with ̂`joini computed as the average latency
among the processing units, as:
̂`join
i =
1
ni
ni∑
k=1
ri
ri + si
`k,join
σωSi
ni
+
si
ri + si
`k,join
σωRi
ni
(24)
where `k,join
σωSi
and `j,join
σωRi
are computed based on (8).
3. The latency introduced by the synchronization of the
output tuples `outi .
This last term, can be computed similarly to (20), con-
sidering that each output tuple should be forwarded by the
join in timestamp order once ready to enforce deterministic
processing. We must observe, nevertheless, that the output
tuples produced by a processing unit over a certain time in-
terval, yki σ/∆t, when being more than the received input tu-
ples ri+si, are not forwarded with a steady period 1/yki σ, but
rather in bursts upon the reception of each incoming ready
tuple.
Based on this observation, we define the output rate of
each processing unit as oki = min(y
k
i σ/∆t, ri + si), which
let us approximate a constant rate for the output stream pro-
duced by each processing unit. The hyper-period of the out-
put tuple is then Houti = LCM(1/oki ) = 1/oi (i.e., the period
itself). A processing unit k introduces a latency of:
`k,outi =
Houti oi−1∑
m=0
max
x 6=k
(
px
⌈
mpk + εk
px
⌉
+ εx − (mpk + εk)
)
= max
x 6=k
(
px
⌈
εk
px
⌉
+ εx − εk
)
(25)
The average latency can thus be computed as:
`outi =
1
ni
ni∑
k=1
`k,outi (26)
6 Model-based Autoscaling Methodology
To show the usefulness of the model’s estimations in real-
time decision making regarding processing resources (au-
toscaling), we present how a controlling method based on it.
The goal of the controller is to adjust the number of threads
in a system based on the computational load (i.e., the com-
parisons to be performed). Such a number given by the con-
troller should be big enough to run in parallel the overall
work, without exceeding the available processing quota, while
maintaining the desired QoS (i.e. high throughput and low
latency).
The proposed model suggests an approach that allows
to balance the trade-off between pure reactive reconfigu-
rations (that could use latency measurements which might
imply reconfigurations that are too late to be useful) and
proactive ones (that could use predictions of the workload,
which might be too hard to make, especially for very abrupt
changes); the spirit of the model is such that it enables to
react to even small changes in the input, in a way that can
keep the effect on the performance (latency, throughput, uti-
lization) at appropriate QoS levels.
For ease of explanation, we distinguish the functionality
of the controller into two parts: reporting and computing.
In the reporting part, the streams that deliver input tuples
to the operator, report the total number of comparisons for a
time interval ∆t, as shown in equation 4 and repeated here
for ease of reference:
cRi = riω
S
i ∆t
cSi = siω
R
i ∆t
⇒ ci = cRi + cSi
Note that equation 2 and 3 can be used to update ωi for
time-based or tuple-based windows, respectively.
In the computing part, the controller computes the actual
amount of work (considering also the accumulated work left
from before) with respect to the reports and consequently
decides on the efficient degree of parallelism for the oper-
ator. To compute the actual amount of work at time i, the
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controller sums up all comparisons that had been done be-
fore i, and subtracts it from the total number of comparisons
that have been reported so far. It then divides the result by
∆t to compute, the number of comparisons that need to be
performed at time i. Formally:
ai =
i∑
h=0
ch −
i−1∑
h=0
yh
∆t
(27)
In the equation, the term yi is the number of comparisons
performed at time i (i.e. throughput) and can be computed
as:
yi =
∆t
α+ σβ
ni (28)
where ni is the number of processing threads that were ac-
tive at time i.
Knowing the actual work per ∆t that needs to be carried
out at time i, the controller needs to estimate the maximum
work capacity per∆t using ni threads to check if the current
degree of parallelism is efficient or it demands reconfigura-
tion. Being ΘU the upper threshold of the quota we do not
want to exceed (for avoiding the severe penalties of under-
provisioning of processing capacity, cf. Section 4), the up-
per bound (UB) on the overall computational work to be
performed with n threads can be computed as:
UBn = ΘU × ∆t
α+ σβ
n (29)
Accordingly, we define a lower threshold of the quota we
do not want to go below, ΘL (for purposes of avoiding over-
provisioning and associated costs), and compute the lower
bound (LB) for n threads as:
LBn = ΘL × ∆t
α+ σβ
(n− 1) (30)
Note that the lower threshold of n threads is computed
based on the capacity of n−1 threads to prevent oscillation.
The controller thus decides the number of threads, ni, is not
enough if
ai ≥ UBni
or, alternatively, too big if
ai < LBni
If α, β, and σ are constants, to facilitate the computation
part of the controller, a lookup table can be built at the start
time to keep the upper and lower bound of the total amount
of computations for different number of threads. In this way,
in case of a need for reconfiguration, the controller checks
the capacity of different number of threads in the lookup
table and returns the appropriate number of threads with re-
spect to the actual work. Algorithm 1 presents the pseudo
code for the main loop of the controller to achieve autoscal-
ing.
Algorithm 1: Main control loop for autoscaling
1 compute ai (eq. 27)
2 n = ni
3 get UBn and LBn from the lookup table
4 if ai ≥ UBn then
5 for n′ = n+ 1 . . . capacity do
6 get UBn′ from the lookup table
7 if aj < UBn′ then
8 provision n′ − n threads
9 return
10 if ai < LBn then
11 for n′ = n− 1 . . . 1 do
12 get LBn′ from the lookup table
13 if aj ≥ LBn′ then
14 decommission n− n′ threads
15 return
7 Experimental Validation of the Model
In this section, we study how the proposed model reflects
the behavior of a join operator. In this regard, we imple-
mented a simulator of the join operator based on the model
and compare its result with the one running an actual join
implementation. The experiments are run under the param-
eters used for the analysis in Section 5 for both the model
and the running implementation.
Evaluation setup
We run the experiments on a server equipped with a 2.0 GHz
Intel Xeon E5-2650 (16 cores over 2 sockets) and 64 GB
of memory. The 3-step procedure introduced in Section 3
is implemented in Java and run with Java version 1.7.0 95
(IcedTea 2.6.4). Each processing unit runs the 3-step proce-
dure with a dedicated thread. Extra dedicated threads are in-
stantiated to inject input tuples into the input queues shared
by the processing units, to collect the output tuples produced
by the processing units (once ready) and to maintain the
statistics later matched against the model. The model sim-
ulator has been implemented in Python. 2 The presented re-
sults are averaged over 10 runs for each experiment. In the
following graphs, besides the throughput and latency evolu-
tion, we quantify the absolute percentage error between the
model and the implementation with a box-plot.
Evaluation benchmark
We evaluate our model using the common benchmark also
used by CellJoin [14], Handshake joins [38, 37] and Scale-
Join [18]. In the benchmark we run, R tuples are composed
2 The code for the Java implementation and the Python simula-
tor can be found at https://github.com/dcs-chalmers/
Join_Model.
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Fig. 7: Behavior of the logical streams R’s and S’ rates during each experiment.
by attributes 〈ts,x,y〉, where x is of type int and y is of
type float. S tuples are composed by attributes 〈ts,a,b,c,d〉,
where a,b,c,d are of types int, float, double and bool.
A tuple 〈ts,x,y,a,b,c,d〉 is outputted for each pair of tuples
tR, tS such that:
tR.x ≥ tS .a− 10 AND tR.x ≤ tS .a+ 10 AND
tR.y ≥ tS .b− 10 AND tR.y ≤ tS .b+ 10
We draw values for attributes x, y, a, b from a uniform dis-
tribution in the interval [1,200]. Approximately 1 out of each
100 comparisons results in an output tuple, on average (i.e.,
σ = 0.01). The values for α and β used by the simulator are
measured and averaged during the implementation run for
each experiment.
The time-based join defines a window size ΩTime of 60
seconds while the tuple-based join defines a window size
ΩTuple of 8400 tuples. The sizes have been chosen so that
during the initial phase of each experiment the time-based
join and the tuple-based join observe the same number of
tuples in their windows WR and WS and allow for their be-
haviors to be compared.
Behavior of the logical streams R and S
Figure 7 presents the rates for streams R and S and their
sum. Each experiment is 25 minutes long and composed of
5 parts of 5 minutes each. The different behaviors observed
in each part have been chosen to stress the model under dif-
ferent circumstances:
Part A: both streams observe the same constant rate of 140
tup/sec.
Part B: both streams observe a constant but distinct rate
(150 tup/sec for R and 160 tup/sec for S) with both
aligned and non-aligned peaks appearing at different po-
sitions. Each peak lasts 30 seconds and increases R’s
rate by 100 tup/sec and S’ rate by 80 tup/sec.
Part C: streams R and S follow triangle shapes with oppo-
site phases that sum up to a constant rate.
Part D: R and S rates follow a sinusoidal pattern with dif-
ferent periodicities.
Part E: streams R and S observe again constant rates with
peaks (both non-aligned and aligned) but now negative
for stream R.
7.1 Centralized non-deterministic join fed by single
physical streams, not exceeding the processing quota
As in Section 5.1, we consider in this subsection that deter-
ministic processing is not enforced, only one R and S phys-
ical stream deliver tuples and that the execution never ex-
ceeds the quota. The expected throughput is given by Equa-
tion 4 while the latency by the term in Equation 9.
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Fig. 8: Throughput for centralized, non-deterministic time-
based and tuple-based joins fed by one physical R stream
and one physical S stream and not exceeding the processing
quota.
Figure 8 presents the throughput in millions of com-
p/sec for the time-based and tuple-based join, respectively.
The throughputs observed for the implementation and the
model match perfectly and their behavior resembles that of
the overall incoming rate (Figure 7). While the throughput
is the same for the time-based join and the tuple-based join
during part A, it can be observed that the throughput for the
time-based join is then more fluctuating than the one for the
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time-based join. That is expected, given that a varying rate,
for a time-based window, does not only result in a varying
number of incoming tuples to compare (Equation 4) but also
in a varying number of tuples in windows WR and WS to be
compared with (Equation 2).
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Fig. 9: Latency for centralized, non-deterministic time-
based and tuple-based joins fed by one physical R stream
and one physical S stream and not exceeding the processing
quota.
Figure 9 presents the evolution of the latency over time.
In this case too, the values reported by the model and the im-
plementation match, despite some minor fluctuations and a
slightly higher latency (up to approximately 0.03 ms) caused
by other tasks in the running environment of the prototype
(e.g., the operating system) which are not captured by the
model and result in a median percentage error between 6%
and 7%. For both the time-based and tuple-based joins the
latency increases in the first 60 seconds since windows WR
and WS are being filled. Once the windows are full for the
tuple-based join, the observed latency remains overall con-
stant. This does not happen for the time-based join, since the
varying rates result in a varying number of tuples contained
in WR and WS . As it can be observed for the time-based
join, the latency behavior resembles the one of the overall
ri + si rate, which is expected, given that the number of
comparisons performed upon reception of a tuple depends
on the rates observed so far (Equation 4).
7.2 Centralized non-deterministic join fed by single
physical streams, exceeding the processing quota
In this section, we evaluate the join modeled in Section 5.2
by choosing a quota Θ that is exceeded by the execution of
the time-based and tuple-based joins. As we show in the fol-
lowing, exceeding the processing threshold has a disruptive
effect on the latency. For this reason, we set the quota to ap-
proximately 0.04 since such value is only exceeded during
the peaks appearing in part B on R’s and S’ rates (between
second 300 and 600).
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Fig. 10: Throughput for centralized, non-deterministic time-
based and tuple-based joins fed by one physical R stream
and one physical S stream that exceed the processing quota.
Figure 10 shows the behavior of the throughput during
part B (when the processing quota is exceeded). Also in this
case the implementation and the model behaviors match. As
expected, for both the time-based and the tuple-based join,
the throughput is truncated in correspondence of the highest
peaks. The latency behavior (modeled by Equation 14) is
presented in Figure 11 (in logarithmic scale to better appre-
ciate it). As shown by the matching curves of the model and
the implementation (which also in this case show a median
percentage error of 6%, approximately), the latency changes
from a fraction of millisecond to whole seconds, thus incur-
ring an increase of 4 orders of magnitude, in correspondence
with the truncated peaks. This gives evidence of the disrup-
tive effect observed for the latency when the join load ex-
ceeds its available quota. In the remainder of the evaluation,
we chose a quota that is not exceeded so that the order of
magnitude of the different latency terms contributing to the
overall latency (Equation 1) is closer and can be thus com-
pared.
7.3 Centralized deterministic join fed by single physical
streams, not exceeding the processing quota
In this section, we follow the model described in Section 5.3,
which enforces determinism for the centralized join. Since
in this model the throughput is not modified (Equation 4),
we only discuss the joins’ latency. With respect to the latter,
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Fig. 11: Latency for centralized, non-deterministic time-
based and tuple-based joins fed by one physical R stream
and one physical S stream that exceed the processing quota.
we expect to observe an increase due to the introduction of
the term `ini (Equation 18). Figure 12 presents the latency be-
havior. Given Equation 1, the latency is composed by terms
`ini and `
join
i . As it can be observed, term `
in
i dominates over
term `joini and makes the behavior of both the time-based and
the tuple-based joins practically equivalent, also resulting
in a median percentage error lower than 1%. The increase
due to determinism is of one order of magnitude, from 0.15
ms to 4 ms, approximately. Notice that the latency behavior
of term `ini is opposite to that of the overall incoming rate
ri + si. This is as expected, since an increasing rate (resp.
decreasing rate) results in a lower time (resp. longer time)
for each incoming tuple to become ready (Definition 2), as
modeled by Equation 18.
7.4 Centralized deterministic join fed by multiple physical
streams, not exceeding the processing quota
We relax in this section the assumption that exactly one
physical R and S streams are delivering tuples to the time-
based and tuple-based joins. In the experiment, we define 3
physical streams for logical stream R, each delivering 1/3
of ri, and 2 physical streams for logical stream S, each de-
livering 1/2 of si, for a total of 5 physical input streams. As
discussed in Section 5.4, the latency term `ini is now mod-
eled as in Equation 21. Figure 13 presents the evolution of
the latency for the time-based and tuple-based join. As it can
be seen, the behavior resembles the one in Figure 12 but is
shifted up to approximately 15 ms. In these experiments, the
mis-alignment between the various physical input streams
(modeled by the  variables in Equation 20) can result in
the model correctly estimating the join behavior but slightly
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Fig. 12: Latency for centralized, deterministic time-based
and tuple-based joins fed by one physical R stream and one
physical S stream and not exceeding the processing quota.
overestimating its absolute value. The mismatch results in a
median percentage error of 5%, approximately.
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Fig. 13: Latency for centralized, deterministic time-based
and tuple-based joins fed by multiple physical R and S
streams and not exceeding the processing quota.
7.5 Parallel deterministic join fed by multiple physical
streams, not exceeding the processing quota
In this section, we consider a parallel execution of the join
(i.e., with n > 1). As modeled in Section 5.5, the execu-
tion of the 3-step procedure by multiple processing units in
parallel has 2 consequences on the overall latency. On one
hand, the term `joini decreases because each processing unit
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maintains less tuples and consequently observes a lower la-
tency in scanning them (Equation 24). On the other hand,
the term `outi is introduced because of determinism, since tu-
ples produced by each processing unit are forwarded only
when ready. How the total latency `i behaves for a parallel
execution depends on which of the two terms dominates the
other.
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Fig. 14: Latency for parallel, deterministic time-based and
tuple-based joins fed by multiple physical R and S streams
and not exceeding the processing quota.
Figure 14 shows the result for n set to 3 processing units.
As it can be observed, we experience a further increase in
the overall latency of approximately 2.5 ms. This is because
the term `outi dominates over the term `
join
i , as shown in Fig-
ure 14, where the behavior of the 3 components `ini , `
join
i and
`outi is presented (in logarithmic scale) for the time-based and
tuple-based join. As it can be seen, term `joini is approxi-
mately six times smaller than the one previously observed
in Figure 9. At the same time, the latency introduced by `outi
is two orders of magnitude greater than the one of `joini . As a
result, the overall latency grows. Also in this case, the mis-
alignment between the multiple physical input streams and,
in this case, the one between the physical output streams of
each processing unit can result in the model correctly esti-
mating the latency’s behavior but slightly overestimating or
underestimating its absolute value. The median percentage
error is measured between 3% and 5%, approximately.
7.6 Summary and reflections on the results
Besides noticing the accuracy of the model with varying pa-
rameters, we can make the following observations:
– The results in Section 7.4 highlight an important aspect:
the need for properly provisioned operators feeding a
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Fig. 15: Detail for the different latency terms for parallel, de-
terministic time-based and tuple-based joins fed by multiple
physical streams and not exceeding the processing quota.
join. While resorting to over-provisioning for an oper-
ator to prevent it from exceeding its processing quota
might seem an intuitive way of coping with the load
and observing low latency, the model can quantify the
non-negligible price this strategy incurs, especially for
an over-provisioned application in which load peaks are
observed sporadically.
– The results in Section 7.5 (Figures 14 and 15) highlight
a second important aspect: the need for properly pro-
visioned joins. As for the upstream operator feeding a
join, resorting to over-provisioning to avoid a join from
exceeding its processing quota might seem an intuitive
way of coping with the load and observe low latency,
but this holds only as long as the higher number of pro-
cessing units and the improvement over `joini is higher
than the price introduced by `outi .
8 Experimental Evaluation of Model-Based Autoscaling
In this last section, we evaluate the usage of the model, in
particular the performance of the model as a controller in
adjusting the number of processing threads with respect to
the input rate in real system execution scenarios, employing
the methodology presented in Section 6.
As explained in Section 4, to test the controller we need
a framework which enables reconfiguration at run time. For
that, we use STRETCH [34], an elastic framework that sup-
ports the adaptation of the number of threads while pro-
viding a deterministic behavior of the stream join operator.
Such parallelism gives each processing thread an exclusive
access to a portion of an operator state while allowing to ef-
ficiently change ownership of such portions at runtime for
elastic reconfigurations.
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To perform fast reconfiguration and meet the QoS re-
quirements, STRETCH requires timely detection of the need
for reconfiguration. Meeting this requirement is especially
challenging when there is an abrupt change in the input rate
and consequently, a sudden change in the amount of work
that needs to be done. Recall that the model proposed here
suggests an approach that allows to balance the trade-off be-
tween pure reactive reconfigurations and proactive ones, en-
abling to react to even small changes in the input, as needed.
To study this property in more detail, in addition to the pri-
mary benchmark presented earlier in this section, we eval-
uate the usefulness of the model-based controller using a
second benchmark based on a set of real data that manifests
such changes. The controller is implemented and integrated
with STRETCH in Java. 3
8.1 Experiment setup
All experiments are run with Java version 13.0.2 on a 2.10
GHz Intel(R) Xeon(R) E5-2695 CPU with 2 sockets, each
having 18 cores. Using the benchmark that was used to eval-
uate the model’s accuracy of estimating latency and through-
put, we design 5 different experiments, all having sliding
time-based window with size 60 seconds (i.e., ΩTime =
60), an upper threshold of the quota we do not want to ex-
ceed equal to 0.8 (i.e., ΘU = 0.8), and a lower threshold
of the quota we do not want to go below equal to 0.7 (i.e.,
ΘL = 0.7). Each experiment is 20 minutes long and con-
sists of several sequential phases in which data tuples are in-
jected with constant rate, randomly chosen from the range
[500, 8000] tup/sec. Moreover, the length of each phase
is at least 100 and at most 300 seconds. The range of the
phases’ length is chosen based on the window size so that
there is enough time during each phase to fill the window
with the new input rate. The transition between phases is by
an abrupt change in the input rate to stress timely reconfig-
uration.
For all experiments, we measure throughput and latency
while monitoring the number of threads running the process
and the corresponding CPU usage. Furthermore, to see the
effect of the reconfiguration time on latency, we measured
the time difference between the moment that the controller
generates a command asking for a change in the number of
threads and the moment that the configuration is applied on
the system. The figures presented in the following, show the
measurements of a representative execution out of the ones
conducted, to keep the illustration uncluttered. Details about
the additional experiments are shown in Appendix A. We
also provide plots showing the performance metrics when
3 The code for the Java implementation can be found at https:
//github.com/dcs-chalmers/Join_Model_Control.
used with real data and we discuss those in a separate sub-
section.
8.2 Elasticity properties
Figure 16(a) shows the sequence of the input rate through-
out the experiment. To maintain QoS (i.e., high throughput
and low latency), the controller adjusts the number of pro-
cessing threads with respect to this input rate. As shown in
Figure 16(b), when the input rate increases, new processing
threads are added to sustain the higher input rate. Likewise,
in case of a decrease in the rate, unnecessary threads are
removed to utilize resources, without affecting throughput
and latency. The number of comparisons per second (i.e.,
throughput) that are carried out in the experiment is shown
in Figure 16(c). In this figure, the highlighted region indi-
cates the upper and lower bound of computational capacity
at each moment for the corresponding number of processing
threads using Equations (29) and (30), respectively. As can
be seen, when the workload exceeds the upper bound or falls
short of the lower bound, the controller proceeds in apply-
ing reconfigurations. Figure (d) shows the average latency
per second (timeslot) throughout the experiment. There are
a few spikes in the latency which are associated to abrupt
changes in the input rate. However, as shown in Figure 16(d),
the controller keeps the average latency in the whole ex-
periment around 20 milliseconds and prevents system sat-
uration. Moreover, as shown in the zoomed-in view of this
figure, spikes are handled within 10 seconds. Finally, to val-
idate the controller’s decision, we monitor CPU usage for
different threads which are active in the processing. Fig-
ure 16(e) shows the average CPU usage percentage through-
out the experiment. As indicated in the figure, by adjusting
the number of threads, the controller keeps the CPU usage
around 84% for active processing threads, essentially utiliz-
ing well the processing resources chosen by the model.
8.3 Stability, Accuracy, Settling time, Overshooting
properties
We also discuss the proposed model-based control method-
ology, in terms of properties known as SASO [21], in par-
ticular (i) Stability (the reconfigurations do not oscillate),
(ii) Accuracy (satisfy the QoS objectives), (iii) Settling time
(Reach to the stable configuration quickly), and (iv) Over-
shooting (avoid overestimating the configuration to meet the
desired QoS).
As a baseline to compare against, we need the maximum
sustainable rate for different number of threads. This can be
done by enabling a flow control mechanism in STRETCH
while having high-rate streams; this procedure can essen-
tially set the input rate to the maximum sustainable based
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Fig. 16: Results of adjusting the number of processing
threads with respect to the input rate for synthetic data.
on the capacity of the processing threads, for the possible
choices of static number of threads, while keeping the through-
put high and latency low.
Figure 17 indicates the maximum rate averaged over 5
different runs for the current benchmark using flow control
mechanism, for increasing number of processing threads.
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Fig. 17: Maximum sustainable input rate for various number
of threads while maintaining the desired QoS.
To analyse the SASO properties, Figure 18 shows zoomed-
in views of Figure 16 at the time instants when the input rate
increases (at 290 seconds) and decreases (at 440 seconds).
We consider a transition duration starting at the moment that
input rate changes until the window size is exceeded (rect-
angular highlighted area in Figure 18). Out of the transi-
tion duration, we show the baseline by extracting the desired
number of processing threads for the specific input rate from
Figure 17. Within the transition duration, the desired num-
ber of threads changes gradually. This is because the new
rate affects the amount of computations gradually until the
window is filled with tuples coming with the new rate.
As shown in Figure 18, the controller follows the choice
of the appropriate number of threads as indicated through
the baseline. When there is a change in the rate, the con-
troller re-configures the number of threads step by step as
the workload changes gradually affected by the new rate.
When the window size is passed and the window is filled
with the correct and stable number of tuples, the configu-
rations stabilize as well. The controller also requires a du-
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Fig. 18: SASO properties in case of reconfiguration
ration equal to the window size to adjust the efficient num-
ber of threads and stabilize the reconfigurations, which in-
dicates the low settling time. Moreover, the reconfigurations
do not violate QoS (maximizing throughput while maintain-
ing low latency); the latter shows that the the accuracy prop-
erty is satisfied. In some cases, however, the controller over-
estimates or underestimates the exact number of required
threads. This is because the controller does not get any feed-
back from the system and it works only based on the model
with constant values of α, β, and σ. Nevertheless, the max-
imum overshoot after settling is ±4 threads in all experi-
ments.
8.4 Complementing with real-world data study
In this section, to evaluate the usefulness of the control method-
ology further, we study its performance in adjusting the re-
sources for a frequently changing data rate. In this regard,
we use NYSE group reference data provided by the NYSE
Market Data reporting authority4, containing all trades reg-
istered in the NYSE and NASDAQ markets on the 30th of
July, 2018. One major characteristic of this data is the abrupt
and very frequent changes of the incoming rate. This use-
case examines correlations of the trades of the 10 biggest
companies of the day. When looking into the characteristics
of the data stream that these trades generate, we see it has
minimum rate 0 tup/sec and maximum rate in the order of
8000 tup/sec. We compose tuples by attributes:
〈ts, id, T radePrice,AveragePrice〉
where id is type of string and shows the unique id of the
company, TradePrice is type of int and shows the price
4 ftp://ftp.nyxdata.com/
of the trade, AveragePrice is type of int and showing the
average trade price of the corresponding company for the
previous day. In this experiment tR and tS have the same
schema. Furthermore, the schema of the output tuple is:
〈ts, r id, r price, s id, s price〉
where r id, r price, s id, s price are tR.id, tR.T radePrice,
tS .id and tS .T radePrice, respectively.
For the predicate function, we study the hedging (or neg-
ative correlation) of the stock prices among the companies
in the experiment. Stock hedging is analogous to an insur-
ance policy which reduces the risks of losses by investing in
an opposite options. In other words, hedging intends to off-
set the potential losses or gains in a companion investment.
Hence, the predicate function first computes the normalized
distance of the stock price for each tuple with respect to its
average price and then compare it with the other tuples. The
normalized distance ND of tuple t is computed as:
NDt =
t.T radePrice− t.AveragePrice
t.AveragePrice
Consequently, the join results to an output tuple if:
tS .id 6= tR.id AND − 1.05 ≤ NDtS
NDtR
≤ −0.95
Figure 19 shows the results of running the hedge pred-
icate for the financial data. As shown in the full view, al-
though the data is big and contains six hours of trade reports,
much of the time the processing can be carried out by a small
number of threads, which also emphasizes the need for ad-
justing processing threads at runtime to utilize the resources.
At some points the input rate changes rapidly which shows
the potential need to adjust the resources. The zoomed-in
view of Figure 19 highlights the results for the time interval
in which the highest peak of the input rate occurs.
Figure 19(a) indicates the input rate with the highest
peak ∼ 7600tup/sec. Figure 19(b) shows the correspond-
ing number of threads which are adjusted by the controller
to sustain the input rate. As shown in this figure, once the in-
put rate increases, the controller provisions more processing
threads to the join operator in order to maintain QoS. Fur-
thermore, once the input rate decreases and consequently the
amount of work that needs to be performed decreases, the
controller utilizes the resources by decommissioning unnec-
essary threads. The corresponding throughput and latency
are also shown in Figure 19(c) and (d), respectively. As shown
in Figure 19(d), the controller keeps the latency low (aver-
age latency is 21 milliseconds for the zoomed-in view and
1 millisecond for the whole experiment) by frequently pro-
visioning or decommissioning with respect to the changes
in the input rate. As indicated in the figure, every latency
spike in the experiment is handled in less than 5 seconds.
Moreover, the average CPU usage of the active threads is
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Fig. 19: Results of adjusting the number of processing threads to maintain QoS for NYSE market data. The zoomed-in view
indicates the details of the experiment where the input rate is the highest (a). It also shows adjusted number of processing
threads (b) and corresponding throughput (c), latency (d), and average CPU usage (e).
shown in Figure 19(e) where the average usage is 28%. The
low average CPU usage is the result of the low computa-
tional work required in large part of experiment. As shown
in the figure, once the input rate increases, the CPU usage
increases as well, to the level needed in order to have good
resource utilization.
9 Conclusions
In this paper, we presented a model that describes how the
throughput and latency of stream joins evolve over time based
both on the operator’s configuration and its deployment char-
acteristics. Our model covers a wide spectrum of configura-
tion options and deployment characteristics: the possibility
for the stream join to exceed its processing quota, its non-
deterministic versus deterministic execution, the existence
of multiple physical streams delivering its input tuples, and
its centralized versus parallel execution. The model iden-
tifies the impact of each of the above aspects and studies
its contribution to the overall throughput and latency in a
modular fashion. The presented model can be useful to tune
applications leveraging stream joins and study their perfor-
mance analytically or in simulation before they are deployed
(rather than just empirically once deployed). The accuracy
of the model is also validated checked through an extensive
empirical evaluation.
Moreover, the model can be also leveraged to replace
the empirical measurements and heuristics (which can fail
in capturing challenging dependencies, such as the ones de-
scribed in this work, between determinism and parallelism)
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in online adaptive schemes. To demonstrate this, as part of
this work, we investigated the design of a model-based con-
troller for the vertical scaling of the stream join operator.
The results show how the adoption of such model can en-
able proactive actions in presence of large variations of the
incoming input rates. While most of the autoscaling strate-
gies proposed in the literature focus on reactive approaches,
proactive adaptations are necessary to avoid overloads, as
well as to maintain QoS levels. The lack of timely actions,
can lead to serious consequences, especially when dealing
with real-time and safety critical applications. On the other
hand, purely proactive approaches that are based on the pre-
diction of the incoming workload can be less effective due
to the difficulty to predict sudden changes in the system. The
model presented herein, introduces an approach that allows
to balance this trade-off, since it reacts based on the changes
of the inputs (and not on the changes of the latency, hence
trying to avoid overload situations beforehand), but it fore-
casts the required resources based on the current input rate.
The resulting controller enables the autoscaling strategy to
react to even small changes of the input, in a way to keep
the effect on the performance (latency, throughput, utiliza-
tion) at the appropriate QoS level.
Interesting future directions include extending the model
towards covering worst-case scenarios and tail-latency ef-
fects, as well as extending the validation against join im-
plementations in major stream processing engines. While
the used join implementation is a parallelization of the 3-
step procedure [25] (which is also the case for [14, 18, 38,
37]), extending and validating the model against alternative
stream joins is another interesting direction, especially with
respect to hardware-aware designs. Nevertheless, we expect
factors like determinism to be the dominant costs with re-
spect to latency.
Furthermore, analytical models for more operators may
provide a complete modeling framework for the analysis and
simulation of complex data streaming applications. In par-
ticular, studying different deployments and setups of real-
world streaming applications may be conducted prior to the
actual deployment, in a simulation environment.
Finally, the presented model can be exploited for the de-
sign of further autoscaling strategies in combination with
more sophisticated workload prediction techniques [30, 35].
A Appendix: Additional Experimental Results
Figure 20 presents results of adjusting the number of processing threads
using the proposed model-based control methodology for 4 more dif-
ferent experiments, running synthetic data.
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