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Los conceptos de Inteligencia Artificial (Siste-
mas Inteligentes / SI) se desarrollan en las 
aulas universitarias argentinas desde inicios de 
los ´80. En esta comunicación se presentan: [i] 
la ocurrencia de temas de SI en los contenidos 
mínimos definidos por la Resolución 786/09 
del Ministerio de Educación, [ii] como estos 
contenidos se han incluido en distintas asigna-
turas de la Licenciatura en Sistemas en la Uni-
versidad Nacional de Lanús; y [iii] como los 
contenidos desarrollados en las distintas 
asignaturas se articulan vertical y horizontal-
mente unos con otros. 
Palabras claves: Inteligencia Artificial, Siste-
mas Inteligentes (SI), SI en Resolución 786/09 
del Ministerio de Educación, articulación hori-




Hace 60 años en Dartmouth College (New 
Hampshire, EEUU) se desarrolló una 
Conferencia que más tarde se conocería como 
Dartmouth Summer Research Project on 
Artificial Intelligence. Esta conferencia fue 
convocada por John McCarthy (Dartmouth 
College), Marvin Minsky (Harvard 
University), Nathaniel Rochester (IBM 
Corporation) y Claude Shannon (Bell 
Telephone Laboratories); y en ella se acuño el 
termino Inteligencia Artificial. La conferencia 
propone: 
“…proceder sobre la base de la conjetura que 
cada aspecto del aprendizaje o cualquier otra 
característica de la inteligencia puede, en 
principio, ser descrito con tanta precisión que 
puede fabricarse una máquina para simularlo.  
Se intentará averiguar cómo fabricar máquinas 
que utilicen el lenguaje, formen abstracciones y 
conceptos, resuelvan las clases de problemas 
ahora reservados para los seres humanos, y 
mejoren por sí mismas…”  
En 1980 se incorpora “Inteligencia Artificial” 
como asignatura electiva en el plan de carrera 
de Computador Científico [Factorovich, 
2003]; y el plan de carrera 1986 de 
Licenciatura en Análisis de Sistemas contaba 
con “Inteligencia Artificial” como electiva 
[UBA, 1986]. Los contenidos usuales por más 
de 30 años como asignatura electiva han sido: 
representación de conocimiento en lógica, 
motores de inferencia, estrategias de control, 
métodos irrevocables y tentativos, métodos 
desinformados e informa-dos, algoritmos de 
búsqueda en espacios de estados en 
profundidad y en achura, programa-ción en 
lógica. 
En 1996 por iniciativa de la Dirección del 
Departamento de Computación de la Facultad 
de Ingeniería de la Universidad de Buenos 
Aires se crea la asignatura electiva 
“Introducción a los Sistemas inteligentes”, con 
el propósito de disponer de un dispositivo que 
le permitiera a los estudiantes poner el foco en 
las aplicaciones de las tecnologías de los 
sistemas inteligentes sin descuidar sus 
fundamentos [Feldgen, 1996]. Se buscaba que 
los estudiantes fueran capaces de identificar 
las técnicas y métodos de la Teoría de 
Sistemas Inteligentes necesarias para la 
resolución de problemas de procesamiento de 
información. 
El objetivo de la primera versión de esa 
asignatura fue:  
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“…Que los estudiantes tengan los elementos 
conceptuales necesarios para diseñar y 
conducir el proceso de implementación de los 
módulos informáticos asociados a las técnicas 
de la Teoría de Sistemas Inteligentes señaladas 
durante el proceso de identificación…” 
Y desarrollaba los siguientes contenidos:  
“…Introducción al Aprendizaje Automático, 
Introducción a las Redes Neuronales, Introduc-
ción a los Algoritmos Genéticos, Sistemas Inte-
ligentes Autónomos, Introducción a Sistemas 
Expertos…”  
En más de 35 años de historia de la enseñanza 
de Inteligencia Artificial, el rol de los 
contenidos en la temática como parte de las 
aurículas de carreras de Informática en 
Argentina ha ido variando.  
En este contexto, esta comunicación recoge la 
temática de Inteligencia Artificial / Sistemas 
Inteligentes en la Currícula de Licenciatura en 
Sistemas (Sección 2), relata la presencia de 
temas afines en las Asignaturas de la Currícula 
de Licenciatura en Sistemas de la Universidad 
Nacional de Lanús (sección 3), y analiza la 
propuesta de articulación de temas de sistemas 
inteligentes en distintas asignaturas en dicha 
carrera (sección 4), se presentan ejemplos de 
ejercicios de articulación entre las asignaturas 
sobre la temática de sistemas inteligentes 
(sección 5), finalizando con algunas 
conclusiones provisorias (sección 6). 
 
 Sistemas Inteligentes en la 
Currícula de Licenciatura en 
Sistemas 
 
La Resolución 786/09 del Ministerio de 
Educación establece dentro de los contenidos 
curriculares básicos para la Licenciado en 
Sistemas los siguientes: 
 Área Teoría de la Computación: 
- Fundamentos de Inteligencia Artificial 
Simbólica y No-simbólica 
 Área Algoritmos y Lenguajes 
- Paradigma Funcional 
- Paradigma Lógico 
 Área Ingeniería de Software, Bases de Datos 
y Sistemas de información: 
- El Proceso de software. Ciclos de vida del 
software 
- Minería de datos 
- Administración y Control de proyectos 
La tradición académica de los últimos 20 años 
marca como temas a abordar dentro de los 
“Fundamentos de Inteligencia Artificial Sim-
bólica y No-simbólica” a contenidos vincula-
dos a Aprendizaje Automático, Redes Neuro-
nales, Sistemas Expertos, y Sistemas Inteligen-
tes Autónomos Por otra parte, los temas de 
Algoritmos Genéticos han quedado vinculados 
a problemas de optimización.  
A su vez una concepción moderna del área de 
Ingeniería de Software, Bases de Datos y 
Sistemas de información debería incluir: 
 Procesos y metodologías vinculados al 
desarrollo de sistemas expertos (p.ej.: Meto-
dología IDEAL) o proyectos de explotación 
de información/datos (p.ej.: CRISP-DM), con 
énfasis en aspectos de administración y con-
trol de este tipo de proyectos. 
 Ciclos de Vida para proyectos de explotación 
de información/datos como el propuesto en 
[Chapman et al., 2000], y para la construc-
ción de sistemas expertos como el modelo en 
espiral tronco-cónico propuesto en [Alonso et 
al., 1996]. 
 Algoritmos de aprendizaje automático y 
redes neuronales que se utilizan para Minería 
de datos [Witten y Frank, 2005; Bigus, 
1996]. 
 
 Temas de Sistemas Inteligentes 
en Asignaturas de la Licenciatura 
en Sistemas (UNLa) 
 
El desarrollo de la currícula en la Licenciatura 
en Sistemas de la Universidad Nacional de 
Lanús aborda el tema de Sistemas Inteligentes 
a través de tres asignaturas obligatorias: 
Conceptos y Paradigmas de Lenguajes de 
Programación (5to cuatrimestre), Ingeniería de 
Software III (7mo cuatrimestre) y Fundamentos 
de Teoría de la Computación (8vo cuatrimes-
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tre); y dos electivas: Sistemas Basados en 
Conocimiento (8vo cuatrimestre) y Tecnologías 
de Explotación de Información (10mo cuatri-
mestre). 
En la asignatura “Paradigmas de Lenguajes de 
Programación” [UNLa, 2016a] se define como 
uno de sus objetivos: 
“…Que el estudiante aprecie las diferencias 
entre los paradigmas de programación lógica, 
funcional e imperativa…” 
Y prevé en la unidad sobre “Paradigmas de 
Lenguajes” el desarrollo de los siguientes con-
tenidos:  
“…Descripción de lenguajes: funcional, lógi-
co…” 
En la asignatura “Ingeniería de Software III” 
[UNLa, 2016b] se define como uno de sus 
objetivos:  
“…que el estudiante desarrolle las habilidades 
en el manejo de las herramientas conceptuales 
orientadas a la gestión con base metodológica 
de distintos tipos de proyectos software, en par-
ticular la de los Sistemas Basados en Conoci-
miento y los de Sistemas de Explotación de 
Información…”.  
Y prevé en la unidad sobre “Seguimiento y 
Evaluación de Proyectos” el desarrollo de los 
siguientes contenidos:  
“…La necesidad de abordajes metodológicos para 
el seguimiento y evaluación de proyectos. Metodo-
logía Métrica. Introducción. Gestión de Proyectos. 
Plan de Sistemas de Información. Fase 1: Análisis 
de Sistemas. Fase 2: Diseño de Sistemas. Fase 3: 
Construcción de Sistemas. Fase 4: Implantación de 
Sistemas. Metodología IDEAL. Fase de identifica-
ción de la tarea. Fase de desarrollo de prototipos. 
Fase de construcción del sistema integrado. Fase de 
mantenimiento perfectivo. Fase de transferencia 
tecnológica. Metodología CRISP-DM. Fase de 
entendimiento del negocio. Fase de entendimiento 
de los datos. Fase de preparación de los datos. Fase 
de modelado. Fase de evaluación. Fase de desa-
rrollo…” 
En la asignatura “Fundamentos de Teoría de la 
Computación” [UNLa, 2016c] se define como 
uno de sus objetivos:  
“…introducir al estudiante en la base teórica 
de los sistemas inteligentes…”  
Y prevé en la unidad sobre “Fundamentos 
Teóricos de Sistemas Inteligentes” el desarro-
llo de los siguientes contenidos:  
“…Fundamentos de Inteligencia Artificial Simbólica 
y No-Simbólica. Formalismos de representación de 
conocimiento. Lógica de primer orden. Enfoque 
sintáctico y semántico. Teoría de la demostración. 
Técnicas de prueba. Estructura de las pruebas 
formales. Principio de resolución de Robinson. 
Teoría de Aprendizaje Automático: Algoritmos 
TDIDT de Quinlan. Teoría de Redes Neuronales: 
Algoritmo BP, Algoritmo SOM. Teoría de Sistemas 
Inteligentes Autónomos. Teoría de Redes Bayesia-
nas. Teoría de Algoritmos Genéticos. Teoría de 
Sistemas de Producción: Formalismos no matemá-
ticos de representación del conocimiento…” 
La asignatura electiva “Sistemas Basados en 
Conocimiento” [UNLa, 2016d] tiene los 
siguientes objetivos: 
“…[i] Que el estudiante se familiarice con el 
abordaje metodológico del desarrollo de los 
sistemas basados en conocimiento, [ii] Que el 
estudiante desarrolle la capacidad de  construir 
un sistema basado en conocimiento…” 
Y desarrolla las siguientes Unidades con los 
contenidos que se detallan: 
“…ESTUDIO DE VIABILIDAD DE UN SSEE: 
Estudio de Viabilidad. Identificación de Problema. 
Método de Calculo de Viabilidad. Lista de Pondera-
ción para Evaluar Aplicaciones de Sistemas Exper-
tos. Ejemplo Integrador.  
EDUCCIÓN DE CONOCIMIENTO: Adquisición 
del Conocimiento. Introducción. Proceso de Adqui-
sición de Conocimientos. Extracción de Conoci-
mientos. Educción de Conocimiento. Técnicas para 
Educción de Conocimientos. Adquisición de Conoci-
mientos para Equipo de Expertos. Ejemplo Integra-
dor. 
CONCEPTUALIZACIÓN DE UN SSEE: Conceptua-
lización. Introducción. Objetivo de la Conceptua-
lización. Etapas de la Conceptualización. Modeliza-
ción de los Conocimientos Fácticos. Modelización 
de los Conocimientos Estratégicos. Modelización de 
los Conocimientos Tácticos. Generación del Modelo 
Dinámico.  
FORMALIZACION DE UN SSEE: Formalización. 
Implementación. Introducción. Representación de 
los Conocimientos. Marcos. Guiones. Representa-
ción del Conocimiento de Control. Ejercicio Inte-
grador. 
 
EVALUACIÓN DE UN SSEE: Evaluación de 
sistemas basados en conocimientos. Importancia de 
la Evaluación de los SSEE. Problemas de la Eva-
luación de SSEE. El Concepto de Evaluación. 
Elementos de la Evaluación. Evaluación de los 
SSEE. Verificación de la BC. Validación de la BC. 
Valoración de la Usabilidad. Valoración de la 
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Utilidad. Procedimiento de Evaluación para 
SSEE…”. 
La asignatura electiva “Tecnologías de Explo-
tación de Información” [UNLa, 2016e] tiene 
los siguientes objetivos: 
"...[i] Que el estudiante se familiarice con los 
conceptos básicos de la explotación de infor-
mación, las tecnologías asociadas y su aplica-
ción a la inteligencia de negocios, [ii] Que el 
estudiante comprenda el uso de metodologías 
para proyectos de explotación de información, 
[iii] Que el estudiante experimente el uso de 
herramientas para explotación de información 
en casos de inteligencia de negocios..." 
Y desarrolla las siguientes Unidades con los 
contenidos que se detallan: 
“…INTRODUCCIÓN EXPLOTACIÓN DE IN-
FORMACIÓN: Conceptos de Explotación de Infor 
mación. Descubrimiento de conocimientos. Tareas 
realizadas por un sistema de Explotación de Informa 
ción.  
METODOLOGÍA DE EXPLOTACIÓN DE 
INFORMACIÓN: Entendimiento del negocio: com 
prensión estática del negocio. Evaluación de los 
objetivos del negocio. Medios, expectativas y restric 
ciones para alcanzar los objetivos meta técnicas. 
Metodología de Explotación de Información: intro-
ducción. Definición del contexto de los proyectos. 
Ciclo de vida de un proyecto de explotación de 
información. Fases de desarrollo. Metodologías de 
educción de requisitos para proyecto de explotación 
de información. 
TECNOLOGÍAS PARA EXPLOTACIÓN DE 
INFORMACIÓN: Algoritmos de Inducción. La 
familia TDIDT. Construcción de los árboles de 
decisión. Poda de los árboles generados. Redes 
Neuronales. Conexiones entre neuronas. Función de 
transferencia o activación. Regla de aprendizaje. 
Topología de las redes neuronales. Redes Backpro-
pagation. El modelo de Kohonen: SOM. Redes 
Bayesianas. Aprendizaje paramétrico: Variables no 
observadas. Aprendizaje estructural, mejora estruc-
tural. Técnicas de gestión. Viabilidad de Proyectos 
de Explotación de Información. Estimación de 
Esfuerzos de Proyectos de Explotación de Informa-
ción. Factores de Análisis. Formalismos de Modela-
do. Modelado del Dominio. Modelado del Problema 
de Negocio. Derivación del Proceso de Explotación 
de Información…” 
 
Análisis de Articulación de Temas 
de Sistemas Inteligentes entre las 
Asignaturas 
 
La articulación de temas de Sistemas Inteli-
gentes entre las asignaturas se sintetiza en la 
Figura 1. 
El primer acercamiento de los estudiantes con 
la temática de sistemas inteligentes se produce 
en el quinto cuatrimestre en la asignatura 
“Conceptos y Paradigmas de Programación” 
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Figura 1. Articulación de Temas de Sistemas Inteligentes entre Asignaturas 
cuando se les presenta el Lenguaje Prolog 
como paradigma de la programación lógica o 
declarativa. La introducción del concepto del 
motor de inferencia que el lenguaje Prolog 
tiene embebido, es la primera noción de 
sistemas inteligentes que se articula con los 
paradigmas de la Inteligencia Artificial 
Simbólica [Gómez-Pérez y Montes, 1997] en 
la asignatura “Fundamentos de Teoría de la 
Computación”. En cuanto a Lisp (paradigma 
de lenguaje funcional) se sostiene como el 
lenguaje en el cual históricamente se 
implementaron las primeras versiones de 
Prolog [Colmerauer y Roussel, 1996]. 
El segundo acercamiento de los estudiantes 
con la temática de sistemas inteligentes se 
produce en el séptimo cuatrimestre en la 
asignatura “Ingeniería de Software III” cuando 
en le contexto de Metodologías de Ingeniería 
del Conocimiento exploran herramientas de 
desarrollo de sistemas expertos [Harmon et al., 
1988; Riley, 1991], explícitamente utilizan 
motores de inferencia. 
El tercer acercamiento también se da en la 
asignatura “Ingeniería de Software III” cuando 
en el marco de Metodologías de Desarrollo de 
Proyectos de Explotación de Información 
[García-Martínez et al., 2015], se les presentan 
técnicas de minería de datos [Michalski et al., 
1998]  vinculadas a conceptos de sistemas 
inteligentes como: Algoritmos TDIDT [Quin-
lan, 1986; 1990], Redes Neuronales de Retro-
propagación [Hecht-Nielsen, 1989], Mapas 
Autorganizados [Kohonen, 1995; Alahakoon 
et al., 2000], Redes Bayesianas [Heckerman et 
al., 1995], y Algoritmos Genéticos [Goldberg, 
2006; Goldberg y Holland, 1988].  
El cuarto acercamiento se presenta en la asig-
natura “Fundamentos de Teoría de la Compu-
tación” cuando se empalman con Inteligencia 
Artificial Simbólica los temas: [i] represen-
tación de conocimiento presentado en Ingenie-
ría del Conocimiento dentro de la asignatura 
“Ingeniería del Software III” y [ii] razona-
miento automático (motor de inferencia) 
presentado en Programación Lógica dentro de 
la asignatura “Conceptos y Paradigmas de 
Lenguajes”  y en herramientas de desarrollo de 
sistemas expertos como Clips [Riley, 1991]. 
Por otra parte se empalman con Inteligencia 
Artificial Sub-simbólica la profundización de 
los temas: [i] Redes Neuronales de Retro-pro-
pagación, [ii] Mapas Autorganizados, [iii] Re-
des Bayesianas, y [iv] Algoritmos Genéticos; 
presentados en Ingeniería Proyectos de 
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Explotación de Información de la asignatura 
“Ingeniería del Software III”. 
La currícula de la Licenciatura en Sistemas 
prevé acercamientos adicionales a los Sistemas 
Inteligentes a través de dos asignaturas elec-
tivas: Ingeniería del Conocimiento y Tecnolo-
gías de Explotación de Información. 
 
 Ejemplos de Ejercicios de 
Articulación entre las Asignaturas 
sobre Sistemas Inteligentes  
 
El Ejemplo 1 presenta un ejercicio de articula-
ción entre el tema “lenguaje Prolog” de la 
asignatura “Conceptos y Paradigmas de Pro-
gramación”, y el tema “Autómatas” de la asig-
natura “Fundamentos de Teoría de la Compu-
tación”. 
 
Ejemplo 1. Ejercicio de articulación entre “Prolog” y 
“Autómatas”. 
El Ejemplo 2 presenta un ejercicio de articula-
ción entre el tema “Formalismos de Modelado 
de Conocimiento” de la asignatura “Ingeniería 
de Software III”, y el tema “Modelado de 
Conocimiento para Sistemas Basados en 
Conocimiento (SSBBCC)” de la asignatura 
“Sistemas Basados en Conocimiento”. 
 
Ejemplo 2. Ejercicio de articulación entre “Formalismos de 
Modelado de Conocimiento” y  “Modelado de Conocimiento 
para SSBBCC” 
El Ejemplo 3 presenta un ejercicio de articula-
ción entre el tema “lenguaje Prolog” de la 
asignatura “Conceptos y Paradigmas de Pro-
gramación”, y el tema “Implementación de 
Sistemas Basados en Conocimiento” de la 




Ejemplo 3. Ejercicio de articulación entre “Lenguaje Prolog” 
e  “Implementación de Sistemas Basados en Conocimiento”. 
El Ejemplo 4 presenta un ejercicio de articula-
ción entre el tema “Algoritmos de Aprendizaje 
Automático” de la asignatura “Fundamentos 
de Teoría de la Computación”, y el tema 
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“Tecnologías de Minería de Datos” dentro del 
tema “Proceso de Descubrimiento de Reglas 
de Comportamiento” de la asignatura “Tecno-
logías de Explotación de Información”. 
 
Ejemplo 4. Ejercicio de articulación entre “Algoritmos de 
Aprendizaje Automático” y “Tecnologías de Minería de 
Datos” dentro del tema “Proceso de Descubrimiento de Reglas 
de Comportamiento”. 
 
 Conclusiones  
 
La Inteligencia Artificial, es una subdisciplina 
Informática que ya lleva más de 60 años de 
desarrollo. A principios de los `90, se 
comenzaron a generar aplicaciones informá-
ticas industriales y comerciales con módulos 
de Inteligencia Artificial embebidos que 
resolvían problemas asociados a los sistemas 
de información que administraban. Por 
extensión a estos módulos se los llamó 
Sistemas Inteligentes. 
Un Sistema Inteligente intenta simular el 
comportamiento de un humano para resolver 
una tarea que por artefactos de software 
tradicionales sería muy complejo. La ventaje 
de los Sistemas Inteligentes sobre los sistemas 
convencionales, es que los primeros  se basan 
en el manejo de incertidumbre, o en sentido 
estricto de la teoría de sistemas de informa-
ción, pueden trabajar con datos incompletos y 
erróneos en tasas mayores a las técnicas 
tradicionales.  
El desarrollo de Sistemas Inteligentes utiliza 
un conjunto de técnicas y tecnologías que 
deben ser estudiadas en detalle para su 
comprensión y posterior inclusión en una 
aplicación que las utilice. Se identifica la 
necesidad de sistematizar el uso de estas 
tecnologías en un mapa de relaciones que las 
vincule con el tipo de problemas que 
resuelven.  
En este contexto en esta comunicación se ha 
presentado la temática de Inteligencia Artifi-
cial / Sistemas Inteligentes en la Currícula de 
Licenciatura en Sistemas en la normativa 
ministerial, se ha descripto la inclusión de 
temas afines en las Asignaturas de la Currícula 
de Licenciatura en Sistemas de la Universidad 
Nacional de Lanús, se ha analizado la 
propuesta articulación de temas de Sistemas 
Inteligentes en distintas asignaturas en dicha 
carrera, y se han presentado ejemplos de 
ejercicios de articulación de la temática de 
Sistemas inteligentes entre las asignaturas 
consideradas. 
Como futura línea de trabajo se busca la 
consolidación de la temática de Sistemas 
Inteligentes como una de las opciones de 
Trabajo Final de Licenciatura en Sistemas con 
énfasis en Sistemas Basados en Conocimiento, 
Proyectos de Explotación de Información 
basados en Sistemas Inteligentes, y Desarrollo 
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