to be solved for t > 0 and x in some interval _ with appropriate boundary conditions. An example of such a system of conservation laws is given by the Euler equations of compressible gas dynamics for which f(u) = vu + (0,p, vp)T
and u = (p, q,p), p is density, q is momentum, v is velocity, and p is the pressure. 
to be solved for t > 0, (x, y) E _, some compact set, with appropriate boundary conditions.
The fluxes are f(u) = vxu + (O,p, O, vxp) T and g(u) = v_u+(0, O,p, v_q) T, respectively, where u = (p, q_, %, e) T. In numerical experiments, we approximate the solution of equations (1) or (4) by using point values. That is, u(xj,t '_) is approximated by u_, given a regular triangulation of the domain _l. In this paper, only a line by line discretization will be considered, restricting the shape of domain _ to regions which can be mapped onto squares or rectangles.
The TVD time discretization performed is the one introduced in [6, 7] . The method is explicit and relatively easy to program. Such algorithms can be briefly described as follows:
i-1 u "+i/'_ = Y:_[ai.s u "+k/m + _,,_AtL(u'_+k/")], 2. If v"+i/m has spuriousoscillations Then we correct it using the filter:
where F is the numerical operator that uses the same time discretization algorithm as the basic scheme together with a high uniform ENO type filter in evaluating numerical fluxes.
• End For.
We define high order 2p th approximations as follows:
• Second Order:
• Fourth Order: 
i=-_+1
For the time discretization, we consider the TVD Runge-Kutta type idea introduced in [6, 7] , that is
• For second order method:
u"+' = _lu"+_/_ + _u" + A_L(u "+_/_). 03)
• For Third order method:
(15)
• Higher order methods of this type are described in [6] up to sixth order.
The filter step changes the centered differencesspatialapproximation to the more stable ENO approximation of fluxes.As building block, we use eitherthe Roc scheme (see [10,7]) which admits expansion shocks at sonic points or the Local Lax-Friedrichs decomposition of the fluxesat such points, see [7] .Both building blocks first decide on the initial stencil that respectsthe local characteristic directionand then evaluate the polynomial interpolant using an adaptative stencil.This stencilis chosen in order to minimize derivativesof the interpolatingpolynomial. The algorithm for computing the numerical fluxesin the filtering step is preciselythe algorithm 2.3, in [7] . Furthermore, in order to still get a globally conservative scheme, backward and forward correctionsarc performed. This lead to these four possibleapproximations of u_ +qm afterthe filtering step: "j+l12""j+l12" At sonic points, we replace the Roe building block by the LLF decomposition of the fluxes. Also, instead of natural divided differences of the fluxes, we apply the formula (2.11a) and (2.11b) of [7] in each field taking" l; these two different times has rotated by an angle exceeding some preset value < I 1.
In numerical computations, spatial derivatives of u; +i/'_ are evaluated using backward or forward derivatives, so that the change of the normal is described via this formula:
where the 4-tests are performed to detect fast transition locations for Ui+l/2 or ui-1/2, respectively, and A+u_ '+x = q-(ui+l -u_) are for the forward and backward differences. n n then the If this inequality is satisfied with the value of the parameter -T < a < T For Is. = 1, ..., Nj Do , j = 1, ..., nd:
• Compute the normal to the surface at time T '_+(_-l)/m and T '_+qm, and test whether the directional change of the normals exceeds the angle a: -End For.
• End For. We now extend Example I to two dimensions. 3) . Moreover, the error is distributed within more grid points as the order of the space discretization increases. This is in agreement with the fact that the width of the stencil increases with the order of accuracy. Table 6 describes the order of accuracy in L 1 and
L°°norms for the (3-2), (3-4), and (3-6) filtering methods. 
Examples V:
In these examples, we study the smearing of contact discontinuities for one and two dimen- For the one dimensional problem, the transition is plotted in the set of figures (5.1.1), (5.1.2), and (5.1.3) for the (3-2), (3-4), and (3-6) FM, respectively. In all cases, the jump transition is localized within a few mesh points. However, as expected, the numerical solution near the contact discontinuities is better approximated for the highest (sixth) order method.
In particular, the small oscillations that appear near the contact discontinuities for the second and fourth order methods, are no longer there for the sixth order method. Also, the small oscillations will disappear as Boon as the value of the parameter cos a is not less than 0.9.
Moreover, the transition from the upper to the lower parts of the numerical solution is better resolved for high order methods (fourth and sixth order), whereas the transition tends to be smeared for the second order method.
In the next set of plots, the two dimensional problem is investigated. (1) and (4) are studied with these sets of initial conditions:
• One dimensional Euler:
-We consider the initial condition given in the example 8 of [7] . That is, we take: p = 3.857143, q = 2.629369,p = 10.3333333 when x < -4
-If e = 0. we get a pure Mach 3 shock moving to the right. Following [7] in example 8, we take e = 0.2 in the numerical experiment.
• Two dimensional Euler:
-We consider the initial condition given in the example 9 of [7] . That is, we consider a Mach 8 shock located at x = -1 moving to the right into the state
--cos 8r cos (xkrcoaOr + yk,. sin 0r), P, 2 and 8r n In order to have positive pressure during the calculawhere kr = _ = _.
tions, we used a parameter cos a = 0.1 _ a __ 0.9-_.
The results for the one dimensional problem are shown in the set of figures (6.1.1), • (3.1)(3-2)FM:
• (3.2)(3-4)FM:
• (3.3)(3-6)FM:
• (3.4)(3-2)FM:
• (3.5)(3-4)FM:
Local Error .10 -3 For Burgers' Equation (t = 0.1).
Local Error .10 -5 For Burgers' Equation (4 = 0.1).
Local Error .10 -8 For Burgers' Equation (t = 0.1). Figure  ( 3.7.1).
• (3.7.3) (3-4)FM: Solution Wave of Burgers' Equation at time t = 1., 2., 3. with Initial Condition ul = -2, ur = 2 plus ±10 -3 noise.
• (3. • (4.1) (3-2)FM: Local Error For 2D Burgers' Equation (t = 0.1).
• (4.2) (3-4)FM: Local Error For 2D Burgers' Equation (4 = 0.1).
• ( • (5.1.2) (3-4)FM: Linear 1D Equation-Contact Discontinuity at time t = 1.1.
• (5.1.3) (3-6)FM: Linear 1D EquationContact Discontinuity at time t = 1.1.
• (5.2.1) (3-2)FM: Linear 2D EquationContact Discontinuity at time t = 1.1.
• (5.2.2) (3-2)FM: Linear 2D EquationError Plot and ContourContact Discontinuity at time _ = 1.1.
• (5.3.1) (3-4)FM: Linear 2D EquationContact Discontinuity at time t = 1.1.
• (5. • (6.1.1) (3-2)FM: 1D Euler Equations _ = 0.2.
• (6.1.2) (3-4)FM: 1D Euler Equations c = 0.2.
• (6.1.3) (3-6)FM: 1D Euler Equations c = 0.2.
• 
