From this it can be concluded that the coarse (<30 Hz) sequential correlation structure over time gives rise to the exactly timed patterns present in the recorded spike trains. Because the coarse temporal structure predicts the fine temporal structure, the information carried by the fine temporal structure must be completely redundant with that carried by the coarse structure. Thus, the existence of precisely timed spike patterns carrying stimulus-related information does not imply control of spike timing at precise time scales.
years, it has been shown that modulation of the firing rate with about 25 ms precision carries information that is not available from the total number of spikes across the whole response. It has been proposed that patterns of exactly timed (1 ms precision) spikes, such as repeating triplets or quadruplets, might carry information that is not available from knowing about spike count and rate modulation. A model using the spike count distribution, the low-pass filtered PSTH (bandwidth below 30 Hz), and, to a small degree, the interspike interval distribution predicts the numbers and types of exactly-timed triplets and quadruplets that are indistinguishable from those found in the data.
From this it can be concluded that the coarse (<30 Hz) sequential correlation structure over time gives rise to the exactly timed patterns present in the recorded spike trains. Because the coarse temporal structure predicts the fine temporal structure, the information carried by the fine temporal structure must be completely redundant with that carried by the coarse structure. Thus, the existence of precisely timed spike patterns carrying stimulus-related information does not imply control (Kjaer et al., 1994; Golomb et al., 1997; Panzeri, Treves, 1996 (Kjaer et al., 1994; Golomb et al., 1997; Panzeri, Treves, 1996; Victor, Purpura, 1996 (Heller et al., 1995) . Including this slow variation in the response accounts for about 25% more information than that in the response strength alone (Optican, Richmond, 1987; Richmond et al., 1990; Tovee et al., 1993; Heller et al., 1995; Victor, Purpura, 1996) .
The latency of a response, that is, the delay with which a change in the stimulus elicits a change in firing rate, is considered a particularly important feature of rate modulation. Gawne et al (1996) showed that the latency is strongly related to the contrast or luminance of the stimulus. Recently, we confirmed this result with other stimuli, including gratings ( Fig. 3) In a provocative speculation, a proposal has been made that particular types of spike pattems across neurons might play a critical role in higher brain functions, such as the perception of objects (Abeles, 1991; Lestienne, Strehler, 1987; Lestienne, Tuckwell, 1998; vonder Malsburg, Schneider, 1986 The numbers of precisely timed patterns found in the spike trains that were generated using these models have failed to match the numbers in experimentally observed spike trains. This result has led researchers to reject their models and to tentatively conclude that at least some precisely timed spike patterns are determined by the stimulus condition (Abeles et al., 1993; Aertsen et al., 1991; Zhang et al., 1997; Lestienne, Strehler, 1987; Lestienne, Tuclwell, 1998; Prut et al., 1998) . It is possible, however, to retain the assumption of stochasticity and to conclude instead that the models of spike time distributions are not adequate. Lestienne et al (1986) . Instead of assuming that the process generating spikes was Poisson, however, which would lead to a Poisson spike count distribution, the spike counts were forced to match those observed in the experimental data because, as pointed out above, the Poisson distribution fits the data poorly. If, for example, the data had six spikes in a trial, an artificial train with six spikes was generated (Fig. 4) .
Recently Berry and Meister (1998) Fig. 4 : Spike count matched model. Spike trains are generated so that there is one simulated spike train to match each train in the data, with the spike count in the simulated train being forced to be equal to the corresponding train in the data. The top panel shows the average spike density plot for the responses of one V supragranular compex cell aligned at the time of stimulus onset. This is integrated over the whole period to give the curve in the lower panel. This integrated spike probability density function is then used to generate simulated spike trains using a uniform random number generator. The number of spikes needed is chosen from the number of spikes in the recorded data. In this example, six spikes were needed, so six random numbers would be chosen, placed on the ordinate and mapped through the cumulative spike density function as shown to generate the simulated spike train indicated by the dots at the bottom. For illustration here, six numbers separated by equal intervals were used. After transformation through the cumulative probability function the intervals are no longer equal. Using this procedure places the spikes stochastically due to the random numbers. However, the probability density function averaged across many examples will be indistinguishable from that in the upper panel.
each comaining the same number of trials as our recorded data, we found, on average, exactly the abovementioned number of significant tests. This result is consistent with the hypothesis that triplets of each type arise by chance. Figure 6 illustrates the dangers of multiple comparisons. The top panel shows the number of triplets of each type in the experimental data. The four panels below show the number of triplets of each type in four different sets of data that were simulated using the spike count matched model. Three model rtms have peaks that are as large as the largest peak found in the data. Thus, although to think that the large peak from the data must be significant is tempting, we must exercise caution because a stochastic model leads to equally large peaks. If we accept the high peaks in the data as significant, we must also accept the high peaks in the simulations as significant, yet we know that the latter were generated by a stochastic process that is directly related to the spike count.
The results show that matching the spike count distribution is critical for matching the numbers of precisely-timed patterns in the data. The reason for this can be seen by examining the relation between the firing rate and the number of repeating triplets. When the firing rate is high, the number of triplets increases very rapidly (Fig. 5C). A B
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200. Berry, Meister, 1998; Bradley et al., 1987; Britten et al., 1993; Buracas et al., 1998; Gershon et al., 1998; Lee et al., 1998; Levine, Troy, 1986; Reich et al., 1997; Snowden et al., 1992; Tolhurst et al., 1983; Victor, Purpura, 1996; Vogels et al., 1989) . A correlation between time bins, such as that observed in Heller et al (1995) , shows that the Poisson assumption cannot be correct.
We conclude that the spike trains are consistent with a stochastic process generating all the spikes, and that serial correlation on a broad time scale (spike count distribution and PSTH) can give rise to the fine temporal structures seen in the data. In another context, Brody (1998) has shown that slow correlations in spike counts between pairs of neurons can give rise to narrow cross-correlogram peaks (a type of precise correlation). Thus, the existence of structure at fine time scales does not imply control at fine time scales. Accounting for the influence of correlations over long periods on precisely timed patterns of any type found in spike trains is always necessary. When the fine temporal structure is predicted from the coarse temporal structure, it can carry no unique information and then, for assessing the information carried, only the coarse structure need be described. The results may be useful for interpreting the significance of precisely timed patterns of spikes across neurons for information processing.
