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Asymptotic Optimality of the Binomial-Exhaustive
Policy for Polling Systems with Large Switchover Times
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Abstract
We study an optimal-control problem of polling systems with large switchover times, when
a holding cost is incurred on the queues. In particular, we consider a stochastic network with a
single server that switches between several buffers (queues) according to a pre-specified order,
assuming that the switchover times between the queues are large relative to the processing
times of individual jobs. Due to its complexity, computing an optimal control for such a
system is prohibitive, and so we instead search for an asymptotically optimal control. To
this end, we first solve an optimal control problem for a deterministic relaxation (namely, for
a fluid model), that is represented as a hybrid dynamical system. We then “translate” the
solution to that fluid problem to a binomial-exhaustive policy for the underlying stochastic
system, and prove that this policy is asymptotically optimal in a large-switchover-time scaling
regime, provided a certain uniform integrability (UI) condition holds. Finally, we demonstrate
that the aforementioned UI condition holds in the following cases: (i) the holding cost has (at
most) linear growth, and all service times have finite second moments; (ii) the holding cost
grows at most at a polynomial rate (of any degree), and the service-time distributions possess
finite moment generating functions. Our proofs that the UI condition holds in these two cases
may be of an independent interest.
1 Introduction
A polling system is a queueing network in which a single server attends multiple queues ac-
cording to a pre-specified routing mechanism. This class of models has been extensively
studied since the 1950’s, starting with Mack (1957), Mack et al. (1957), and have been em-
ployed in numerous application settings, such as computer-communication (Bux 1981), pro-
duction (Federgruen and Katalan 1996, Olsen 1999), inventory-control (Winands et al. 2011),
transportation (Altman et al. 1992, Van den Broek et al. 2006) and healthcare (Cicin-Sain et al.
2001, Vlasiou et al. 2009). We refer to Takagi (1988), Levy and Sidi (1990), Takagi (1991,
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1997), Vishnevskii and Semenova (2006), Boon et al. (2011a,b), Borst and Boxma (2018) for
comprehensive reviews of the relevant literature.
Exact analysis of polling systems is in general prohibitively hard; Resing (1993) argues
that, unless the switching policy has a certain branching property, the system is not amenable
to exact analysis. However, even for those “branching-type” policies, results are typically
expressed via multi-dimensional transforms that can be hard to analyze. Thus, despite being
among the most extensively studied class of stochastic networks (it is estimated in Boon et al.
(2011b) that over a thousand papers have been dedicated to these systems), little is known
about how to optimally control polling systems, except for special cases, such as the two-queue
system in Hofri and Ross (1987), a symmetric cost structure in Levy et al. (1990), Liu et al.
(1992), or a limited control problem that is solved for a subset of the queues in Matveev et al.
(2016), Duenyas and Van Oyen (1996), Van der Mei and Levy (1997). As will be seen below,
due to the dimensionality and the switching dynamics of the queue process, finding an optimal
control is a difficult problem even for deterministic polling systems.
Scalings of the Switchover Times. To achieve analytical simplification, it is sometimes
assumed that the server’s switchover times are instantaneous. This assumption is reasonable
to make when those switchover times are sufficiently small relative to the service times, and
the total traffic intensity is not too close to 1. (If the system is nearly critical, then even
small deviations from the “ideal” modeling assumptions can have substantial negative im-
pacts on the performance; see the discussion in (Perry and Whitt 2016, Section 9).) How-
ever, switchover times are often quite large, and sometimes can even be considered to be of a
larger order of magnitude than the service durations, see, e.g., Nahmias and Rothkopf (1984),
Federgruen and Katalan (1994), Olsen (2001), Winands et al. (2011). In such cases, one can
turn the analytical disadvantage of having switchover times into an advantage by taking limits
as those switchover times increase without bound. (This approach is analogous to the one in
which the switchover times are assumed to be instantaneous, which is in turn tantamount to
taking limits as the switchover times decrease to 0.) This large-switchover-times asymptotic
approach was taken in Olsen (2001), Van der Mei (1999), Winands (2007, 2011) to approxi-
mate stationary performance measures, and was identified as an important future direction in
Boon et al. (2011a), Borst and Boxma (2018). The same approach is taken here to solve an
optimal-control problem in an appropriate asymptotic sense that will be explained below.
1.1 Optimal Control of Stochastic Networks
A standard approach in the stochastic-network literature to solving optimal-control problems
follows an asymptotic scheme that was first proposed by Harrison (1988). This approach can
be roughly summarized as follows: (I) formulate and solve a Brownian control problem (BCP)
inspired by a heavy-traffic approximation for the system; (II) “translate” the resulting optimal
Brownian control to a control for the stochastic system; and (III) prove that the control for the
system is asymptotically optimal in an appropriate sense.
In this paper, we follow the main line or reasoning of the above scheme, but with im-
portant differences. First, instead of a BCP, we solve a fluid-control problem (FCP) related
to the stochastic control problem. Moreover, an important step in solving the BCP in Harri-
son’s scheme involves solving an equivalent workload formulation that is rigorously achieved
for the controlled stochastic system by showing that state-space collapse (SSC) holds asymp-
totically, namely, that the limit diffusion process is confined to a subspace having a lower
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dimension than that of the prelimit; see, e.g., Harrison et al. (1997). Under fluid scaling, SSC
corresponds to sliding motion of the fluid limit on a lower-dimensional manifold, as explained
in (Perry and Whitt 2016, Section 1). For a specific example, see Atar et al. (2011), which
considers the problem of asymptotically minimizing long-run average costs in an overloaded
many-server fluid regime. (There is customer abandonment with rate θi in queue i, keeping the
system stable despite being overloaded.) The proposed cµ/θ priority rule induces asymptotic
SSC in the stationary fluid model, because all the queues that receive service, except the one
with the smallest cµi/θi parameter, are asymptotically null in stationarity; see Equation (18) in
this reference. However, SSC does not occur in our setting, because all the queues increase at
fixed rates (their respective arrival rates) during the switchover times, which are non-negligible
in the fluid time scale. In particular, under the large-switchover-times asymptotic, there is no
reduction in the dimensionality of the limiting process, implying that the dynamics of the fluid
limits are necessarily discontinuous. (In fact, the fluid limits may not even exhibit continu-
ous dependence on their initial condition, and so do not adhere to the classical definition of
well-posed dynamical systems.)
In ending we remark that asymptotic SSC can occur in polling systems if the switchover
times are small relative to the time scaling used to derive the limiting process. Such SSC
follows from the averaging principles that are proved in Coffman Jr et al. (1995) for polling
systems with zero switchover times, and in Coffman Jr et al. (1998) for systems with positive
switchover times that do not scale in the limit (i.e., are negligible asymptotically). We refer to
(Perry and Whitt 2013, Section 4) for a rigorous discussion on the relation between stochastic
averaging principles and SSC.
The Optimal-Control Problem. We consider the (asymptotically) optimal-control prob-
lem for a polling system in which the server moves among the different queues in a fixed order
that is specified by a table, with the objective of minimizing a long-run average holding cost on
the queue process. In this setting, a dynamic control is a state-dependent server-routing policy
which determines when the server should switch away from its current queue to the next queue
in the table.
Since solving the optimal-control problem is prohibitively hard, we seek a control that is
optimal in an appropriate asymptotic sense. To this end, we consider a sequence of systems
under a functional weak law of large numbers (FWLLN) scaling, and analyze the resulting fluid
limits as solutions to a hybrid dynamical system (HDS).1 We then identify an optimal fluid
control for the HDS, which we “translate” to a control for the underlying polling system. In
particular, the control we propose is the well-known binomial-exhaustive policy whose specific
control parameters are taken directly from the optimal fluid control; see Sections 2 and 5.2 for
more details. Finally, we prove that the binomial-exhaustive policy (with the fluid-optimal
control parameters) is asymptotically optimal under the fluid scaling, in that it asymptotically
achieves a lower bound on the long-run average cost.
The proof of asymptotic optimality requires that the sequence of cumulative holding costs
incurred over a table cycle in stationarity is uniformly integrable (UI). We demonstrate that the
UI condition holds in two important cases: (i) when the holding cost is linear and the service
times have finite second moments; and (ii) when the holding cost grows at most at a polynomial
rate (of any degree), and all service times have finite moment generating functions (m.g.f.). In
either case, the proof of UI builds on showing the existence of finite moments for the queue
process. The proof that the UI condition holds in these two cases is of independent interest, due
1We use the acronym HDS for both singular and plural forms (system and systems).
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to the extensive literature on numerical algorithms to compute moments for the queue process,
even when those moments are not known to exist (as in the case of the binomial-exhaustive
policy).
1.2 Conventions About Notation
We list here general mathematical notation that is used throughout the paper. Model-specific
notation is summarized in Appendix D.
All the random variables and processes are defined on a single probability space (Ω,F , P ).
We write E to denote the expectation operator, and EP when we want to emphasize that the
expectation is with respect to a specific probability measure P. We let R, Z and N denote the
sets of real numbers, integers and strictly positive integers, respectively, Z+ := N ∪ {0}, and
R+ := [0,∞). For k ∈ N, we let R
k denote the space of k-dimensional vectors with real
components, and denote these vectors with bold letters and numbers; in particular, we write
1 := (1, . . . , 1) for the vector of 1’s. We let Dk denote the space of right-continuous Rk-
valued functions (on arbitrary finite time intervals) with limits everywhere, endowed with the
usual Skorokhod J1 topology; see Chapter 11 of Whitt (2002). We let D := D
1. We use Ck
(and C := C1) to denote the subspace ofDk of continuous functions. It is well-known that the
J1 topology relativized to C
k coincides with the uniform topology on Ck, which is induced by
the norm
||x||t := sup
0≤u≤t
‖x(u)‖,
where ||x|| denotes the usual Euclidean norm of x ∈ Rk. We use “⇒” to denote weak conver-
gence of random variables in Rk, and of stochastic processes over compact time intervals.
For f : Rk → [0,∞), g : Rk → [0,∞) and a ∈ Rk+ ∪ {∞} we write f(x) = O(g(x)) as
x→ a if lim supx→a f(x)/g(x) <∞, and f(x) = o(g(x)) if limx→a f(x)/g(x) = 0.
Given a sequence of random variables {Xn : n ≥ 1} and a sequence of non-negative real
numbers {an : n ≥ 1}, we write Xn = Op(a
n) if ||Xn||/an is stochastically bounded, i.e.,
for any ǫ > 0, there exist finite M,N ∈ N such that P (||Xn||/an > M) < ǫ for all n ≥ N .
We write Xn = op(a
n) if ||Xn||/an converges to zero in probability, and Xn = Θp(a
n) if
Xn is Op(a
n) but not op(a
n). We write that a sequence of stochastic processes {Xn : n ≥ 1}
is Op(a
n), op(a
n), and Θp(a
n) if the corresponding property holds for ‖Xn‖t.
For x, y ∈ R, we write x ∧ y := max{x, y}, x ∨ y := min{x, y}, and x+ := max{x, 0}.
For a function x ∈ D, x(a−) denotes the left-hand limit at a, i.e., x(a−) := limt→a− x(t) is
the left-hand limit at the point a. For a vector v ∈ Rℓ, ℓ ∈ N, we use dim(v) to denote the
dimension of v; namely, dim(v) = ℓ.
We use a “bar” to denote fluid-scale quantities: X¯n := Xn/n for a sequence of random
variables {Xn : n ≥ 1}, and X¯n(t) := Xn(nt)/n, t ≥ 0, if the {Xn : n ≥ 1} is a sequence
of processes.
1.3 Organization of the Paper
The rest of the paper is organized as follows. In Section 2 we introduce the model, the main
results, and a roadmap for our approach to proving those result. In Section 3 we consider a de-
terministic relaxation (a fluid model) to the optimal control problem, which is characterized as
the set of solutions to an HDS. It is also shown that the fluid model is related to the sequence
of stochastic systems via functional weak laws. In Section 4 we analyze the FCP, propose
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an optimal fluid control, and establish important qualitative properties of the fluid model un-
der this control. In Section 5 we relate the proposed fluid control to the binomial-exhaustive
policty. In Section 6 we prove that the binomial-exhaustive policy is asymptotically optimal in
our setting. Section 7 is dedicated to the proofs of the main theorems. We conclude in Section
8. Complementary proofs appear in the appendix.
2 Problem Formulation and the Main Theorem
We consider a polling system with K queues numbered 1, . . . ,K. Customers (or jobs) arrive
at queue k ∈ K := {1, ...,K} according to a Poisson process with rate λk > 0, and wait for
their turn to be served in a buffer with infinite capacity (so that no customers are blocked).
We refer to customers who arrive to queue k as class-k customers. The service times for
class-k customers are independent and identically distributed (i.i.d.) random variables with
mean 1/µk < ∞. At this point, we do not impose any other assumptions on the service time
distributions (other than assuming that they all have finite means), but further assumptions on
the existence of higher moments will be needed to prove the aforementioned UI condition.
We denote by Sk a generic random variable that has the service time distribution of class-k
customers.
A single server visits the queues periodically according to a fixed order specified by a table.
In particular, the table consists of I stages, I ≥ K , and the queue to be served at each stage is
defined by a polling function p : I → K, for I := {1, . . . , I}, where p(i) is the queue attended
(polled) by the server at stage i, and (p(i), i ∈ I) is the table. Note that a queue may appear
more than once in a table, in which case that queue is attended by the server in two or more
nonconsecutive stages. We refer to each such attendance as a visit (of the server to the queue).
We refer to the starting time of a visit as a polling epoch and the ending time of a visit as a
departure epoch (of the server from the queue). A table cycle is the time elapsed between two
consecutive polling epochs of stage 1 (the first visit to queue p(1)) in I . The table is said to
be cyclic if all the queues appear in the table exactly once (so that the server visits each queue
exactly once in a table cycle), in which case K = I .
For i ∈ I , we assume that the switchover time of the server from stage i to stage i+ 1 is a
random variable Vi with mean si := E[Vi] < ∞, that is independent of all other random vari-
ables and processes in the system. We let s :=
∑
i∈I si denote the total expected switchover
time incurred within a table cycle, and assume that s > 0.
For a given table, the switching policy (the control) is the set of rules specifying when the
server should switch from each stage to the next. Note that if a queue is visited more than once
in the table, then the control may prescribe a different switching rule for each visit. In addition,
we allow the switching policy to induce an augmented table in which the queues appear in a
periodic pattern that is an L multiple of the pattern of the basic table, for some integer L ≥ 2.
We refer to a switching policy inducing an L-cycle augmented table as an L-cycle control, and
denote the set of stages in that augmented table by IL := {1, ..., IL}. We refer to the original
table (p(i), i ∈ I) as the basic table and to a corresponding control, whose switching rules are
repeated after I stages, as a one-cycle control.
A server cycle is the time elapsed between two consecutive polling epochs of stage 1 in
IL. Thus, a server cycle in an L-cycle control consists of L table cycles (and the server cycle
is equal to the table cycle under a one-cycle control). Under an L-cycle control, an ℓth table
cycle is time elapsed between stage 1 + (ℓ − 1)I and stage 1 + ℓI in the augmented table,
for 1 ≤ ℓ ≤ L. (That is, the time it takes the server to complete the ℓth basic table within
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the augmented table.) Further, we let the polling function p : IL → K map a stage in the
augmented table to the queue being visited at that stage. The corresponding augmented table
is given by (p(i), i ∈ IL). The expected total switchover time in a corresponding server cycle
is then sL.
For concreteness, consider a polling system with three queues (K = 3) visited according to
the basic table (1, 2, 3, 2, 3). The basic table contains five stages (I = 5): queue 2 is visited in
stages 2 and 4, and queue 3 is visited in stages 3 and 5. Hence, p(1) = 1, p(2) = p(4) = 2 and
p(3) = p(5) = 3. Under a one-cycle control (L=1), the basic and L-cycle augmented table,
as well as table and server cycles, are all equivalent notions. In contrast, under a two-cycle
control (L = 2), the augmented table is given by (1, 2, 3, 2, 3; 1, 2, 3, 2, 3), so that queue 1 is
visited twice, and queues 2 and 3 are each visited four times during a server cycle, which now
consists of two table cycles. Of course, by a two-cycle control we mean that the switching rule
of queue p(i) is different than the rule of queue p(i+ 5), for at least one i ∈ {1, . . . , 5}.
Remark 2.1. The term “basic table” typically suggests that the order at which the server visits
the queues has no repeated pattern. It may therefore seem artificial to consider augmented
tables withL ≥ 2 consecutive repetitions of the basic table. However, one cannot rule out at the
outset the possibility that an L-cycle control, for some L > 1, is better (reduces the cost) than
a one-cycle control. Further, by considering L-cycle controls we can prove in some important
special cases that the asymptotically optimal one-cycle control is the overall asymptotically
optimal control.
Let ρk := λk/µk denote the traffic intensity corresponding to queue k, and let
ρ :=
∑
k∈K
λk/µk.
We assume that ρ < 1, so that the system can be stabilized in the sense that there exist service
policies under which the queue process admits a stationary distribution (Fricker and Jaibi 1994,
Boon et al. 2011b). We note that the system is stable under the binomial-exhaustive policy if
and only if ρ < 1.
Let U (0) := 0, and for m ≥ 1, let U (m−1) denote the beginning of the mth server cycle
(end of the (m − 1)st server cycle), where without loss of generality, we take time 0 to be
a polling epoch of stage 1. Let A
(m)
i and D
(m)
i , i ∈ I
L, denote the polling and departure
epochs of stage i during the mth server cycle. Then, B
(m)
i := D
(m)
i − A
(m)
i is the busy time
at stage i in the mth server cycle. Lastly, let T (m) be the length of the mth server cycle, i.e.,
T (m) = U (m) − U (m−1) and T (m) =
∑
i∈IL(B
(m)
i + V
(m)
i ), where V
(m)
i
d
= Vi. Under a
given switching policy π, we denote by Qπ,k(t) the number of customers in queue k at time t,
k ∈ K, and let Qπ(t) := (Qπ,k(t), k ∈ K), t ≥ 0.
The Optimal Control Problem. Let ψ : RK+ → R+ denote the holding cost, so that
ψ(Q(t)) is the cost incurred at time t when the state of the queue is Q(t). We assume that ψ
is non-negative, non-decreasing and continuous. Our goal is to find an asymptotically optimal
control π within a family Π of admissible controls (See Definition 2.1 below and Section 5),
that minimizes the following expected long-run average costs
lim inf
t→∞
1
t
E
[∫ t
0
ψ (Qπ(u)) du
]
and lim sup
t→∞
1
t
E
[∫ t
0
ψ (Qπ(u)) du
]
. (2.1)
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Let
Q˜π(m) := Qπ(U
(m)), m ≥ 0. (2.2)
The service policies we consider are state-dependent controls that may depend on the value
of Q˜π(m), such that the process Q˜π := {Q˜π(m) : m ≥ 0} is a discrete-time Markov chain
(DTMC) (see Lemma 5.1 below), and is therefore regenerative whenever it is positive recur-
rent (as must be the case under an optimal policy); we refer to this DTMC as the embedded
DTMC. We remark that under the (asymptotically) optimal control we propose (the binomial-
exhaustive policy), the embedded DTMC is ergodic; see Fricker and Jaibi (1994).
The Family of Admissible Controls. We say that a switching control is non-idling if the
server does not idle while attending a non-empty queue, and in addition, it switches immedi-
ately to the next queue in the table if it empties the attended buffer. On the other hand, if the
server finds a buffer empty upon its polling epoch, then we allow it to wait for work to arrive.
This latter event is asymptotically null, because the server always finds a queue upon arrival to
a buffer in the fluid limits, and thus has no impact on our asymptotic analysis. Let {Ft : t ≥ 0}
denote the σ-algebra generated by the queue process.
Definition 2.1 (admissible control). A switching control is admissible if
(i) The policy is non-idling.
(ii) For i ∈ IL, m ≥ 1, the number of customers served during the busy time at the ith
stage in themth server cycle conditional on Q(A
(m)
i ) is independent of FA(m)i
.
(iii) The policy is non-anticipative.
It is significant that the set of admissible controls contains a wide range of controls stud-
ied in the literature. For example, the family of branching-type controls, which includes the
exhaustive, gated, binomial-exhaustive, binomial-gated, Bernoulli-type policies (Resing 1993,
Levy 1988, 1989a), limited-type policies (Boxma 1986, Szpankowski and Rego 1987), and
base-stock policies (Federgruen and Katalan 1996) are all Markov. More generally, all the
policies studied in Fricker and Jaibi (1994) are admissible policies. In particular, the policies
considered in Fricker and Jaibi (1994) satisfy the three requirements in Definition 2.1, in addi-
tion to a certain stochastic-monotonicity condition that we do not impose; see Section 2 in this
reference.
The Binomial-Exhaustive Policy. Let Qp(i)(A
(m)
i ) denote the number of customers in
queue p(i) upon its polling epoch in the mth server cycle, i ∈ IL, m ≥ 1. The binomial-
exhaustive policy, which was proposed in Levy (1988), is fully characterized by two parame-
ters: an integer L, that specifies the number of table cycles contained in a server cycle, and a
vector r = (r1, . . . , rIL) ∈ [0, 1]
IL, whose component ri is the “success probability” of the
binomial random variable corresponding to stage i ∈ IL. Note that, if
∑
{i∈IL:p(i)=k} ri = 0,
then queue k does not receive any service, and therefore explodes. We therefore consider r to
be an element in the set
R :=

r ∈ [0, 1]IL :
∑
{i∈IL:p(i)=k}
ri > 0 for all k ∈ K

 . (2.3)
Definition 2.2 (binomial-exhaustive policy). For (L, r) ∈ N × R, i ∈ IL and m ≥ 1, con-
ditional on the event {Qp(i)(A
(m)
i ) = N}, N ∈ Z+, the number of customers that the server
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leaves behind at the departure epoch of queue p(i) is N − Y
(m)
i (N, ri), where Y
(m)
i (N, ri)
is a binomial random variable with parameters N and ri, which is independent of all other
random variables and processes.
The binomial-exhaustive policy can equivalently be described as one in which the server
performs an independent Bernoulli trial for each customer in the queue at stage i, having
“success probability” ri. If the outcome of that trial is a “success,” then the server serves that
customer as well as all of the new arrivals during the service duration of that customer. Thus,
the server attends the queue polled at stage i in the mth server cycle for Y
(m)
i (N, ri) busy
periods of anM/G/1 queue having arrival rate λp(i) and service rate µp(i).
2.1 The Large-Switchover-Time Asymptotic Regime
To carry out our asymptotic analysis, we consider a sequence of systems indexed by n ≥ 1,
and append a superscript n to all random variables and processes that scale with n. Let V ni
denote the switchover time from stage i in system n. Under the large-switchover-time scaling,
we keep λk and µk fixed (they do not scale with n), and impose the following assumptions on
the sequence of switchover times.
Assumption 1. V¯ ni := V
n
i /n⇒ si as n→∞. Further, E [V
n
i ] = nsi for all i ∈ I .
Wemake two remarks: First, we allow V ni = op(n) for some, but not all, i ∈ I , so that si =
0, but s > 0. Second, the latter part of Assumption 1 can be easily relaxed to E [V ni ] /n→ si as
n→∞. However, this relaxation comes at the expense of more cumbersome notation in some
proofs, and has no practical significance (for the actual stochastic system under consideration).
Under the large-switchover-time scaling, the server spends Θp(n) time switching, so that
the queues at polling epochs are also of order Θp(n), namely, the queue process is strictly
positive in fluid scale. Recall that fluid-scaled quantities (random variables, processes and
parameters) are denoted with a bar, e.g., Q¯nπn(t) := Q
n
πn(nt)/n. Let
C¯nπn(t) :=
1
t
∫ t
0
ψ
(
Q¯nπn(u)
)
du,
where πn is the control employed in the nth system (and is allowed to depend on n).
We say that a sequence of controls π˜∗ := {π˜
n
∗ : n ≥ 1} is asymptotically optimal if
lim sup
n→∞
lim sup
t→∞
E
[
C¯nπ˜n∗ (t)
]
≤ lim inf
n→∞
lim inf
t→∞
E
[
C¯nπn(t)
]
, (2.4)
for any other sequence of admissible controls π := {πn : n ≥ 1}.
Remark 2.2. Since we seek an effective control for a given stocahstic system, the sequence π˜∗
of asymptotically optimal controls should be considered to be a single control whose parame-
ters may depend on n. For example, if a threshold-type control is exercised, then the control
parameters (the thresholds) must increase linearly with n in order to appear in the fluid limits.
Hence, there is no abuse of terminology in saying that a control (as opposed to a sequence
of controls) is asymptotically optimal. On the other hand, the elements of π are allowed to
change arbitrarily with n.
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2.2 Summary of Main Results
Our main result establishes that the binomial-exhaustive policy, with properly selected param-
eters (L∗, r∗), is asymptotically optimal (among the set of admissible controls) for a large
family of cost functions ψ. The specific control parameters (L∗, r∗) are computed by solving
a corresponding FCP, as will be explained below, and are referred to as the optimal (control)
parameters. We thus denote the sequence of binomial-exhaustive policies by π∗. Note that
the same control parameters (L∗, r∗) are used for all n ≥ 1; in particular, the same control is
considered for all the systems along the sequence. This property of the asymptotically optimal
control we propose is attractive, because applying the control in a given system can be done
directly, without any engineering considerations which are often needed in order to determine
the size of the control parameters for the specific system.
To formally state our main result, let T¯ n := T n/n, where T n is the length of the stationary
server cycle in the nth system, which is finite w.p.1 when the embedded DTMC is positive
recurrent. For each n ≥ 1 and control πn, let
Ψ¯nπn :=
∫ T¯n
0
ψ(Q¯nπn(u))du (2.5)
denote the cumulative fluid-scaled cost under πn over a stationary server cycle, namely, when
Q¯nπn(0) is distributed according to a stationary distribution of the embedded DTMC. Let
(L∗, r∗) be the optimal FCP parameters, and c∗ be the optimal objective value of the FCP.
In addition, let πn∗ be the binomial-exhaustive policy with these parameters (which are fixed
along the sequence). The following theorem is the main result of the paper.
Theorem 1. If {Ψ¯nπn∗ : n ≥ 1} is UI, then for any sequence of admissible controls π,
lim inf
n→∞
lim inf
t→∞
C¯nπn(t) ≥ limn→∞
lim
t→∞
C¯nπn∗ (t) = c∗ w.p.1. (2.6)
Proof. The result follows from Theorems 4 and 5 in Section 6.
The next corollary is a simple consequence of Theorem 1.
Corollary 2.1. If {Ψ¯nπn∗ : n ≥ 1} is UI, then π∗ satisfies (2.4), i.e., it is asymptotically optimal.
Proof. It follows from (2.6) by applying Fatou’s Lemma twice that
lim inf
n→∞
lim inf
t→∞
E
[
C¯nπn(t)
]
≥ E
[
lim
n→∞
lim
t→∞
C¯nπn∗ (t)
]
= c∗.
Moreover, for each n ≥ 1, the embedded DTMC Q˜πn∗ is ergodic by (Fricker and Jaibi 1994,
Proposition 1), so that C¯nπn∗ (t) converges to a deterministic finite value w.p.1 as t → ∞ (see
(7.28) in Section 7.2 for a characterization of this constant). Since C¯nπn∗ (t) is continuous in t, it
holds that E
[
supt≥0 C¯
n
πn∗
(t)
]
<∞. Thus,
lim
n→∞
lim
t→∞
E
[
C¯nπn∗ (t)
]
= lim
n→∞
E
[
lim
t→∞
C¯nπn∗ (t)
]
= c∗,
where the first equality follows from the dominated convergence theorem, and the second
equality follows from (2.6) and the fact that lim
t→∞
C¯nπn∗ (t) is a constant w.p.1.
To apply Theorem 1 (and Corollary 2.1) we must (i) compute the fluid-optimal control
parameters (L∗, r∗), which are also the parameters of the binomial-exhaustive policy π
n
∗ for
all n ≥ 1, and (ii) establish that the UI condition holds. We now discuss these two conditions,
starting with the latter.
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The UI Condition in Theorem 1. Theorem 2 below provides sufficient conditions for
{Ψ¯nπn∗ : n ≥ 1} to be UI, whenever the next assumption holds.
Assumption 2. The following two conditions hold for all i ∈ I .
(i) E
[
etV
n
i
]
<∞ for all t ≥ 0 and n ≥ 1.
(ii) E
[
(V¯ ni )
ℓ
]
→ sℓi as n→∞ for all ℓ ≥ 2.
Recall that Sk denotes a generic random variable having the service time distribution of
the class-k customers, k ∈ K.
Theorem 2. For p ≥ 1, let ψ(x) = O(‖x‖p). Under Assumption 2, {Ψ¯nπn∗ : n ≥ 1} is UI if
either of the following two conditions holds for all k ∈ K.
(i) p > 1, and for some ǫ > 0, E
[
etSk
]
<∞ for all t ∈ (−ǫ, ǫ).
(ii) p = 1, and E
[
S2k
]
<∞.
Proof. See Section 7.3.
As an immediate corollary to Theorems 1 and 2, we obtain that π∗ is asymptotically optimal
under either one of the assertions in Theorem 2.
We remark that the condition that the second moments of the service times are finite when
p = 1 is also necessary in order for the desired UI to hold. This claim follows from the proof
of Lemma B.6 in Appendix B.4; see, in particular, Equations (B.35)–(B.37) in the proof of this
lemma. Thus, for cost functions that grow at most at a linear rate, π∗ is asymptotically optimal
if and only if E
[
S2k
]
<∞ for all k ∈ K.
The Optimal Control Parameters. Solving the FCP in order to compute the optimal
control parameters (L∗, r∗) is not always feasible, because it requires optimizing over the
table structure (within the infinite set of all possible augmented tables) simultaneously with
optimizing the parameters. Nevertheless, in addition to solving the FCP on a case-by-case
basis, it can also be solved in certain general settings, such as the setting of Proposition A.1
in Appendix A.2. The most important case for which we can solve the FCP is that of cyclic
basic tables, when the cost function ψ is separable convex, namely, is of the form ψ(x) =∑K
k=1 ψk(xk), for x = (x1, . . . , xK), where ψk : R+ → R+ is convex for each k ∈ K. In
this setting, we prove that the exhaustive policy, under which the server empties the queues in
all visits, is fluid optimal. In particular, the fluid-optimal control parameters in this case are
(L∗, r∗) = (1,1), where 1 is the unit vector in R
K
+ ; See Proposition 4.1. See also Corollary
6.1 for the corresponding asymptotic optimality result.
We also consider a restricted optimal-control problem for cases in which the FCP cannot be
solved. In the restricted problem, we optimize the control parameters for a finite set of values
of L (including the case L = 1). Unlike the FCP, the restricted FCP (RFCP) can always be
solved, and the corresponding binomial-exhaustive policy is then asymptotically optimal under
the same conditions in Theorem 2, although among a smaller family of admissible controls;
see Definition 5.2 in Section 5.1.1 and Theorem 6 in Section 6.2.
2.3 Roadmap to the Proof of Theorem 1
We now describe the main steps in the proof of Theorem 1. We emphasize that the description
here is provided for guidance, and is not meant to be fully rigorous. In addition, the proof
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scheme outlined below is for the general case, in which we optimize over all possible aug-
mented tables. The aforementioned restricted problem follows a similar procedure, except that
the family of admissible controls is smaller for that latter problem.
(I) Formalizing an FCP (Section 4.1.1). We begin by solving an FCP corresponding to
the control problem for the stochastic system. To this end, we consider a deterministic polling
system, following the same basic table as the stochastic system, in which the stochastic arrival
and service processes are replaced by deterministic continuous processes with the same rates
λk and µk, k ∈ K. In that deterministic counterpart, the queue process Q is replaced by a fluid
model q := {q(t) : t ≥ 0}, whose dynamics are determined by its initial condition and the
switching policy.
We then seek a fluid control that minimizes the long-run average cost. Let qφ(t) denote
the value of the fluid queue at time t under control φ, for φ in some appropriate family of
admissible fluid controls. To apply the asymptotic-optimization framework, we want qφ to be
related toQπ via a FWLLN. Now, as will be shown in the proof of Theorem 4, all possible fluid
limits for Qπ in stationarity are “almost periodic” in the sense that each such limit is arbitrarily
close to a periodic equilibrium (PE).2 (A fluid model qe is a PE if qe(t+τ) = qe(t) for all t ≥ 0,
for some τ > 0; see Definition 3.1.) Thus, optimizing the long-run average cost is equivalent
to first optimizing over all possible PE, and then finding a control that guarantees convergence
of the fluid model to the optimal PE. In particular, we can take the set of admissible fluid
controls, denoted by Φ, to be the set of all controls under which the fluid model converges to a
PE, so that the FCP reduces to
inf
φ∈Φ
lim
t→∞
1
t
∫ t
0
ψ(qφ(u))du =
1
τ∗
∫ τ∗
0
ψ(q∗(u))du,
where q∗ is the optimal PE and τ∗ is its period.
(II) Solving the FCP (Section 4.2). From the description of step (I), solving the FCP
consists of two components: first, we need to identify an optimal PE q∗, and second, we need
to design a control φ∗ ∈ Φ such that qφ∗ converges in an appropriate sense (see Definition 3.3)
to q∗. These two components are interconnected, because we have quite some flexibility in how
we characterize the optimal PE. In particular, the orbit of any PE qe is a loop (a closed curve) in
RK+ , which (since the dynamics of the fluid model are deterministic between switching epochs)
is fully characterized by specifying the server’s departure epochs during that server cycle. A
fluid control φ is then a switching rule that produces the desired trajectory qe whenever the
initial point is on that PE’s trajectory, and is in Φ if it guarantees the desired convergence. (The
main difficulty in establishing that a control φ∗ is optimal is in establishing that it is an element
of Φ.)
The fluid control φ∗ we propose prescribes reducing queue p(i) by a fixed proportion ri of
its size at the polling epoch. Specifically, letting the value of the fluid queue polled at stage
i be qp(i)(a
(m)
i ) at the polling epoch, the server will switch away from that queue when its
value reaches (1 − ri)qp(i)(a
(m)
i ), i ∈ I
L, m ≥ 1. We refer to this control as stage-based
proportion reduction (SB-PR), and to the SB-PR control with the optimal parameters (L∗, r∗)
as the optimal SB-PR.
2We use the acronym PE for both singular and plural forms, i.e., periodic equilibrium and periodic equilibria.
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(III) Proving asymptotic optimality (Section 6). The translation step of the optimal
SB-PR to the binomial-exhaustive policy is straightforward, and was discussed above. To
prove that the binomial-exhaustive policy with parameters (L∗, r∗) is asymptotically optimal,
we first show (in Theorem 4) that the limiting holding cost of any sequence of admissible
controls is lower bounded by the optimal fluid cost. We then prove that under the conditions
in Theorem 2, the binomial-exhaustive policy with the optimal SB-PR parameters achieves the
lower bound asymptotically as n→∞; see Theorem 5.
3 The Fluid Model
To formulate the FCP, we start by constructing a fluid model for the polling system. To this end,
we consider a deterministic polling system having the exact same system’s topology and basic
table as the stochastic system, but in which arrivals and service completions occur continuously
and deterministically at rates λk and µk, k ∈ K, respectively. Let q(t) denote the fluid content
at time t, and for i ∈ IL and m ≥ 1, let a
(m)
i , d
(m)
i and b
(m)
i denote the polling epoch,
departure epoch, and the busy time of stage i during the mth server cycle. Let u(m−1) be the
time at which themth server cycle begins, and τ (m) be the length of themth server cycle. For
the following, we write q instead of qφ to simplify the notations whenever the control is fixed,
and refer to q as the “queue” or “fluid content” interchangeably.
Let k = (i ∈ IL : p(i) = k) denote the vector of ordered stages at which queue k is
visited in a server cycle, so that queue k is visited a total of dim(k) times over a server cycle.
Then the fluid queue over the first server cycle satisfies
qk(t) = qk(0) + λkt− µk
dim(k)∑
j=1
∫ t
0
1[
a
(1)
kj
, d
(1)
kj
)(s)ds, k ∈ K, t ∈ [u(0), u(1)).
Since the fluid model is time-invariant, it can be described inductively via its dynamics over one
server cycle; in particular, the dynamics of qk over the time interval [u
(m−1), u(m)), namely,
during themth server cycle, can be described by
qk(t) = qk(u
(m−1)) + λk(t− u
(m−1))− µk
dim(k)∑
j=1
∫ t
u(m−1)
1[
a
(m)
kj
, d
(m)
kj
)(s)ds, (3.1)
for t ∈ [u(m−1), u(m)), k ∈ K, m ≥ 1.
3.1 The Fluid Model as a Hybrid Dynamical System
Note that the values of b
(m)
i , a
(m)
i and d
(m)
i are determined by the state of q and the control, and
are therefore not available a-priori (those values must be computed on the fly). It is therefore
more useful to represent q as a solution to a differential equation. To achieve such a represen-
tation, let z(t) denote the location of the server at time t: we write z(t) = i if the server is
actively serving queue p(i) at time t, and z(t) = ⊖i if the server is switching from stage i to
stage i+ 1 at time t (with i+ 1 := 1 for i = IL). We let
Z := {1, . . . , IL,⊖1, . . . ,⊖IL} (3.2)
denote the state space of the server-location process z.
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If a control depends only on the state of the queue process q and the location of the server,
then we should keep track of the state of the process (q, z) in order to determine the values of
the switching times. However, since q is a “surrogate” for the stochastic process Q, and since
we consider controls under which {Q˜(m) : m ≥ 0} (defined in (2.2)) is a DTMC, we also
allow the control to depend on the value of the fluid queue at the last polling epoch prior to t,
i.e., on q(a(t)), where
a(t) := max {a
(m)
i ≤ t : i ∈ I
L,m ≥ 1}.
Thus, we consider the process
x(t) := (q(t), q(a(t)), z(t)), t ≥ 0, (3.3)
taking values in RK+ ×R
K
+ ×Z . Note that x in (3.3) is a hybrid of the fluid-content process q,
which has a continuous state space, and the server-location process z, which has a finite state
space, and is therefore an HDS. (In fact, x is a slight generalization of standard HDS due to
the additional processes q(a(t)).) Then x is a solution to the following state equations.
q˙(t) = f(z(t))
z(t) = g(q(t), q(a(t−)), z(t−)),
a(t) = h(q(t), q(a(t−)), z(t−)),
(3.4)
where f : Z → RK , g : RK+ ×R
K
+ ×Z → Z , and h : R
K
+ ×R
K
+ ×Z → R
K
+ are the functions
specified below.
First, the function f determines the dynamics of the queues, which change at the polling
and departure epochs of each stage. Thus, for each k ∈ K, f is defined via
fk(q(t), z(t)) =
{
λk − µk if z(t) = i and p(i) = k
λk otherwise.
The functions g and h are determined by the control; to characterize these function, we define
a service function φi : R
K
+ → R+ mapping the queue length at the polling epoch of stage i to
the immediate busy time of the server;
φi(q(a
(m)
i )) := b
(m)
i , i ∈ I
L, m ≥ 1. (3.5)
The non-idling property we impose implies that
b
(m)
i ≤ q(a
(m)
i )/(µp(i) − λp(i)), i ∈ I
L, m ≥ 1.
Indeed, the expression on the right-hand side of the above inequality is the time at which
the fluid queue that is attended by the server hits state 0 if the server keeps processing work
continuously.
Now, the function g characterizing the location of the server as follows:
(i) If z(t−) = i and qp(i)(t) = qp(i)(a(t−))− (µp(i) − λp(i))φi (q(a(t−))), define
js := min{j ≥ i : s(j mod IL) > 0}
jφ := min{j > i : φ(j mod IL) (q(a(t−))) > 0}.
(a) If js < jφ, then g(q(t), q(a(t−)), z(t−)) = ⊖(js mod IL).
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(b) Otherwise, g(q(t), q(a(t−)), z(t−)) = (jφ mod IL).
(ii) If z(t−) = ⊖i and qp(i+1)(t) = qp(i+1)(a(t−)) + λp(i+1) (φi (q(a(t−))) + si), define
js := min{j > i : s(j mod IL) > 0}
jφ := min{j > i : φ(j mod IL) (q(a(t−))) > 0}.
(a) If js < jφ, then g(q(t), q(a(t−)), z(t−)) = ⊖(js mod IL).
(b) Otherwise, g(q(t), q(a(t−)), z(t−)) = (jφ mod IL).
(iii) Otherwise, g(q(t), q(a(t−)), z(t−)) = z(t−).
Lastly, the function h updates the most recent polling epoch according to
h(q(t), q(a(t−)), z(t−)) ={
t if z(t−) = ⊖i and qp(i+1)(t) = qp(i+1)(a(t−)) + λp(i+1) (φi (q(a(t−))) + si)
a(t−) otherwise.
3.2 Qualitative Behavior of the HDS
Our qualitative analysis of the HDS relies on fundamental concepts defined in this section.
Definition 3.1 (PE). A solution xe to the HDS (3.4) is a PE if there exists τ > 0 such that
xe(t+ τ) = xe(t) for all t ≥ 0. The smallest such τ is called the period.
Note that a solution xe is a PE if and only if the orbit of qe, namely, the image of qe in R
K
+ ,
is a loop. Thus, we will henceforth refer to the queue component qe as a PE.
Definition 3.2 (L-cycle PE). A solution xe to the HDS (3.4) is an L-cycle PE if xe(t+ τL) =
xe(t) for all t ≥ 0, where τL is its cycle length spanning L table cycles.
Clearly, the cycle length τL of a PE is an integer product of the period of that PE. It follows
from basic flow-balance equations that the cycle length of L-cycle PE satisfies
τL = sL/(1− ρ). (3.6)
To see this, observe that the server must be working a fraction ρ of the time, and is therefore
switching between stages for a fraction 1− ρ of the time. Since the total switchover time over
L table cycles is sL, it holds that τL(1− ρ) = sL, from which (3.6) follows.
Stable PE. The purpose of the fluid-optimal control is to steer every possible trajectory q
to a desired PE q∗. It is significant that convergence of trajectories to a PE cannot occur in the
Lyapunov sense, i.e., it does not hold that ‖q(t)− qe(t)‖ → 0 as t→∞ for a trajectory q that
converges to the PE qe. Instead, convergence of q to the PE qe is said to hold if the orbit of q in
RK+ “spirals” towards the closed orbit of qe. Recall that, without loss of generality, u
(0) = 0,
namely, the beginning of the first server cycle is time 0. Similarly, we take u
(0)
e = 0 for a PE
xe.
Definition 3.3 (convergence to a PE). A solution x to the HDS (3.4) is said to converge to a
PE xe if ||q(u
(m) + ·)− qe(·)||t → 0 asm→∞, for all t > 0.
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A PE qe may be of several types; if any other trajectory in some neighborhood of qe con-
verges to it, then qe is called a stable limit cycle. (It is unstable if the trajectories in its neigh-
borhood are “spirling” away from it, and semi-stable if some trajectories in its neighborhood
converge, while other are repelled.) For our optimality result, we require a stronger stability
property to hold.
Definition 3.4 (global limit cycle). A PE qe of the HDS is said to be a global limit cycle if all
the trajectories of the HDS converge to qe.
In ending we remark that determining the number of limit cycles of a dynamical system is
in general a hard problem, even in the classical setting of dynamical systems with continuous
vector fields. (For planar systems with a polynomial vector field of degree greater than 1, this
is part of Hilbert’s 16th open problem, which is still unsolved.) Further, HDS of the form
(3.1) can exhibit chaotic behavior, and in particular, possess infinitely many PE, none of which
is a limit cycle, even when the continuous-state process q is of a dimension as low as 3; see
Chase et al. (1993). In contrast, the fluid model (and limit) under our proposed SB-PR control
will be shown to possess a global limit cycle (which is necessarily unique).
3.3 Fluid Limits and Their Relation to the Fluid Model
Whereas the fluid model is derived for deterministic polling systems, the fluid limits, namely,
the subsequential limits of the sequence of fluid-scaled queue processes, may not be determin-
istic under an arbitrary sequence of controls. A FWLLN holds, and the resulting fluid limit is
deterministic, under an extra regularity condition; see Proposition 3.1 below. Since the deter-
ministic fluid model is the basis for solving the FCP and deriving the asymptotically optimal
control, it is significant that the FWLLN holds for the binomial-exhaustive policy.
Consider the stochastic polling system, and let Z(t) denote the location of the server at
time t, defined on the same state space Z in (3.2); that is, Z is the stochastic counterpart of the
server-location process z in the fluid model. For t ≥ 0, let
A(t) := max{A
(m)
i ≤ t : i ∈ I
L, m ≥ 1}. (3.7)
We define the state-process (of the stochastic system)
X(t) := (Q(t), Q(A(t)), Z(t)), t ≥ 0,
where we removed π from the notation to simply it.
Let Pk := {Pk(t) : t ≥ 0} denote the Poisson arrival process to buffer k, and let Sk :=
{Sk(t) : t ≥ 0} denote the potential service process in buffer k, namely, Sk(t) would be the
number of class-k service completions by time t if the server were to process work from queue
k continuously during [0, t). In particular,
Sk(t) := sup

m ≥ 1 :
m∑
j=1
S
(j)
k ≤ t

 ,
where {S
(j)
k : j ≥ 1} is a sequence of i.i.d. random variables distributed like Sk. Then for
k ∈ K,
Qk(t) = Qk(0) + Pk(t)− Sk

 ∞∑
m=1
dim(k)∑
ℓ=1
∫ t
0
1[
A
(m)
kℓ
,D
(m)
kℓ
)(u)du

 , t ≥ 0. (3.8)
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Now, consider the sequence of stochastic systems under the large-switchover-time scaling.
For the nth system, let A
(m),n
i and D
(m),n
i denote, respectively, the polling and departure
epoch of stage i in the mth server cycle, i ∈ IL, m ≥ 1. The corresponding fluid-scaled
server-switching epochs (arrival and departure epochs to and from the queues) are given by
A¯
(m),n
i := A
(m),n
i /n and D¯
(m),n
i := D
(m),n
i /n. Analogously to (3.7), we denote the most
recent polling epoch prior to time t in system n via
An(t) := max{A
(m),n
i ≤ nt : i ∈ I
L, m ≥ 1}, t ≥ 0.
The fluid-scaled state-process is given by
X¯n(t) := (Q¯n(t), Q¯n(A¯n(t)), Z(nt)), t ≥ 0,
where Q¯n(t) := Q(nt)/n and A¯n(t) := An(t)/n (there is no spacial scaling of the process
Z(nt)).
For k ∈ K and n ≥ 1, define Snk (t) := S(nt), P
n
k (t) := Pk(nt), S¯
n
k (t) := S
n
k (nt)/n and
P¯nk (t) := P(nt)/n. Then the representation (3.8) for the queue in the nth system becomes
Qnk(t) = Q
n
k(0) + P
n
k (t)− S
n
k

 ∞∑
m=1
dim(k)∑
ℓ=1
∫ t
0
1[
A¯
(m),n
kℓ
,D¯
(m),n
kℓ
)(u)du

 , t ≥ 0. (3.9)
Lemma 3.1 (tightness). If {Q¯n(0) : n ≥ 1} is tight in RK+ , then {Q¯
n : n ≥ 1} is C-tight in
DK , and the sample paths of its subsequential limits are of the form (3.1).
It is significant that, for i ∈ I and m ≥ 1, the time epochs u(m), a
(m)
i and d
(m)
i of a
subsequential limit of Q¯n may be random variables, in which case that limit q is stochastic.
However, Lemma 3.1 states that, even in this case, the evolution of a stochastic limit q between
any two consecutive server-switching epochs is deterministic, and is characterized in (3.1).
Proof of Lemma 3.1. Fix T > 0. Due to the scaling of the switchover times in Assumption
1, the number of server switchings in system n over the time interval [0, nT ) is finite w.p.1
as n → ∞. Hence, the sequence of fluid-scaled server-switching epochs is tight in [0, T ). In
particular, any subsequence of the sequences {A¯
(m),n
kℓ
: n ≥ 1} and {D¯
(m),n
kℓ
: n ≥ 1} in
(3.9) has a further converging sub-subsequence (for allm and kℓ for which there are infinitely
many elements of these sequences in [0, T )). Now, the indicator functions in the time-changed
service process in (3.9) are fixed at the value 0 or at 1 between any two consecutive server-
switching epochs, so that Q¯nk is a continuous mapping of its primitives between any two such
switching epochs. It follows from (Whitt 2002, Theorem 13.6.4) that any subsequence of
{Q¯nk : n ≥ 1} for which all the server-switching epochs in [0, T ) converge, converges in D
K
to qk in (3.1) as n→∞.
It follows immediately from the proof of Lemma 3.1 that if the sequences of fluid-scaled
server-switching epochs converge in [0, T ) for all T > 0, then Q¯nk ⇒ qk inD
K as n→∞, for
qk in (3.1). In fact, since the dynamics of the queues are deterministic between any two server-
switching epochs, convergence of the server departure times implies that the server arrival
times also converge. We therefore have the following FWLLN.
Proposition 3.1 (FWLLN). Assume that Q¯n(0)⇒ q(0) in RK+ as n→∞. If D¯
(m),n
i ⇒ d
(m)
i
in RK+ for all m ≥ 1 and i ∈ I
L, then Q¯n ⇒ q in DK as n → ∞, where each element qk,
k ∈ K, of the vector process q satisfies (3.1).
Note that if q(0) and d
(m)
i are deterministic for all m ≥ 1 and i ∈ I
L, then the fluid limit
q is the unique solution to an HDS of the form (3.1).
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4 The Fluid Control Problems
In this section we formally define the FCP, whose solution is an optimal fluid control for the
family of all augmented tables, and the restricted problem—the RFCP, whose solution is an
optimal fluid control for a finite set of augmented tables.
The FCP. For the FCP, we consider the set Φ of controls for which the following holds for
each control φ ∈ Φ:
(i) There exists a unique solution qγφ := {q
γ
φ(t) : t ≥ 0} to the HDS (3.4) under φ for any
initial condition γ ∈ RK+ .
(ii) Any solution qγφ converges to a limit cycle as t→∞.
For γ ∈ RK+ , let
Cφ(γ) := inf
φ∈Φ
lim
t→∞
1
t
∫ t
0
ψ(qγφ(u))du.
Definition 4.1 (fluid optimal control). We say that φ∗ is fluid-optimal if Cφ∗(γ) ≤ Cφ(γ) for
all φ ∈ Φ uniformly in γ.
The following lemma, whose proof appears in Section 4.3, motivates searching for an
“optimal PE”, namely, a PE that achieves the lowest possible time-average cost over its cycle
length among all possible PE, and then devising a control ensuring that that PE is a global limit
cycle.
Lemma 4.1. For φ ∈ Φ and γ ∈ RK+ , let q
γ
φ denote the unique solution to the HDS when
control φ is exercised and when qγφ(0) = γ. Let q
γ
e denote the limit cycle to which q
γ
φ converges,
and τγe denote its cycle length. Then
lim
t→∞
1
t
∫ t
0
ψ(qγφ(u))du =
1
τγe
∫ τγe
0
ψ(qγe (u))du.
Due to Lemma 4.1, the FCP is concerned with finding a control φ∗ that achieves the optimal
long-run average c∗, where
c∗ := inf
φ∈Φ
Cφ(γ) := inf
φ∈Φ
lim
t→∞
1
t
∫ t
0
ψ(qγφ(u))du, for all γ ∈ R
K
+ . (4.1)
In turn, to solve the FCP, we seek a control φ∗ ∈ Φ under which there exists a global limit
cycle q∗, such that
1
τ∗
∫ τ∗
0
ψ(q∗(u))du ≤
1
τe
∫ τe
0
ψ(qe(u))du (4.2)
holds for any other PE qe (whose cycle length is τe). Note that both τ∗ and τe in (4.2) are
allowed to have any possible value of τL in (3.6), so that we are effectively optimizing the PE
over all possible augmented tables.
Solving the FCP. We start by identifying closed curves in RK+ which are possible solution
to the HDS (namely, they can be obtained as a PE under some control). We refer to each
such closed curve qe as a PE-candidate, and treat it as a mapping from [0, τe] to R
K
+ (where
qe(0) = qe(τe)). We then optimize over all possible PE-candidates in order to find an optimal
PE-candidate q∗ for which (4.2) holds. Finally, we design an optimal control φ∗ ∈ Φ under
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which the optimal PE-candidate q∗ is a global limit cycle for the HDS, so that (4.1) holds for
any solution qγφ to (3.4) with initial condition γ ∈ R
K
+ .
We emphasize two points: (i) We do not rule out the possibility that, in general, the infi-
mum c∗ is not achievable via a PE-candidate, namely, that there exists no PE-candidate whose
time-average cost over the cycle length is c∗. (However, we are unaware of such pathological
examples; we do not study this problem due to its impracticability, as explained in the next
point.) (ii) Computing a PE-candidate for which c∗ is attained is not always practically feasi-
ble, due to the need to optimize the table structure among all the possible augmented tables.
(Hence, proving that a given problem is well-posed may also be impractical.)
As was mentioned in Section 2.2, solving the FCP is possible for specific systems or in
specific settings; see for example the setting in Proposition A.1 in Appendix A.2. The most
important case for which the FCP can be solved is when the cost function is separable convex
(including linear), and the basic table is cyclic; see Proposition 4.1 and Corollary 6.1 for the
corresponding asymptotic-optimality result.
Remark 4.1 (On the set Φ). It is significant that the set of fluid limits is larger than the set
of possible fluid models under Φ. In particular, fluid limits under a sequence of admissible
controls can be non-stable, in the sense that they do not converge to a limit cycle, and can
also be stochastic. Thus, Φ is smaller than the set of possible controls for the fluid limits.
However, Theorem 4 in Section 6 proves that c∗ in (4.1) is a lower bound on the achievable
costs asymptotically (as n→∞), so that, it is sufficient to search for control in Φ.
The RFCP. When solving the FCP in (4.1) is not feasible, one can instead optimize among
all L-cycle PE for L in some finite subset N ⊂ N, e.g., L ∈ N = {1, . . . ,M}, whereM ≥ 1
is a finite integer. To this end, we consider the RFCP, whose goal is to find cN , where
cN := min
L∈N
inf
φ∈ΦL
Cφ(γ) := min
L∈N
inf
φ∈ΦL
lim
t→∞
1
t
∫ t
0
ψ(qγφ(u))du, for all γ ∈ R
K
+ , (4.3)
where ΦL ⊂ Φ is the set of all the controls under which any solution to the HDS (3.4) con-
verges to an L-cycle limit cycle. Correspondingly, for each L ∈ N we seek an optimal L-cycle
PE-candidate qL∗ such that the inequality
1
τL
∫ τL
0
ψ(qL∗ (u))du ≤
1
τL
∫ τL
0
ψ(qLe (u))du,
holds for any other L-cycle PE qLe . The solution to the RFCP is then
qN := min
L∈N
qL∗ .
The procedure for solving the RFCP is similar to that of solving the FCP: We start by comput-
ing an optimal PE-candidate for each L ∈ N , and take the one with the lowest time-average
cost over the cycle length to be the optimal PE-candidate for the RFCP. Letting LN denote
the number of table cycles contained in the cycle length of qN , we then design a control φN
under which qN is a global limit cycle for the HDS. Unlike the FCP (4.1), solving the RFCP is
always feasible, because computing an optimal PE-candidate qL∗ for any fixed L, and therefore
computing qN , is straightforward.
In ending we remark that L = 1 should always be an element of N , not only because it
corresponds to the basic table, but also because the period of an L-cycle PE can be smaller
than τL, i.e., the period might be τL2 < τL, with L being divisible by L2. In particular, an
optimal L-cycle PE with L > 1 may have period τ1.
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4.1 Computing an Optimal PE-Candidate
We now discuss the first step in solving the FCP and RFCP, namely, characterizing an optimal
PE-candidate.
4.1.1 Optimal PE-Candidates for the FCP
Let Q denote the set of all PE-candidates (of all possible cycle lengths τL, L ≥ 1). When a
solution to the FCP (4.1) exists, an optimal PE-candidate for this FCP solves the optimization
problem
min
qe∈Q
1
τL
∫ τL
0
ψ(qe(u)) du. (4.4)
Let qexh denote the one-cycle PE under the exhaustive policy in which the server empties
the queue it attends and then switches to the next queue in the table (the existence of such a PE
is established in Lemma 4.3 below). Recall that ψ is separable convex ifψ(x) =
∑
k∈K ψk(xk)
for x ∈ RK+ , and ψk is convex for each k ∈ K.
Proposition 4.1. If the basic table is cyclic and ψ is separable convex, then qexh is a solution
to (4.4).
Proof. See Appendix A.1.
Whereas qexh is not a solution to (4.4) in general, as we show below, it is easy to see that
each queue must be emptied at least once in a PE-candidate that solves (4.4). In particular, for
q∗,k denoting the kth component process of a solution q∗ to (4.4), and τ∗ denoting the period
(or cycle length) of q∗, it must hold that q∗,k(tk) = 0, for some tk ∈ [0, τ∗), k ∈ K. To see
this, observe that a PE-candidate is completely determined by its initial condition and the busy
times (bi, i ∈ I
L). Consider a PE-candidate q
(1)
e in which the kth queue, denoted by q
(1)
e,k , is
such that q
(1)
e,k(t) > 0 for all t ∈ [0, τe), where τe is the period of q
(1)
e,k . We can construct a
PE-candidate q
(2)
e that has lower cost than q
(1)
e by taking
q
(2)
e,k(0) := q
(1)
e,k(0) − min
t∈[0,τ∗)
q
(1)
e,k(t), q
(2)
e,ℓ (0) := q
(1)
e,ℓ (0) for ℓ 6= k, ℓ ∈ K,
and giving q
(2)
e the same busy times (bi, i ∈ I
L) of q
(1)
e,k . Then q
(2)
e (t) < q
(1)
e (t) for all t ∈
[0, τe), and the same inequality holds for the corresponding costs, because ψ is nondecreasing.
4.1.2 Optimal PE-Candidates for the RFCP
LetQL denote the set of all PE-candidates having cycle length τL. To solve the RFCP in (4.3),
we solve for the optimal L-cycle PE-candidate for each L ∈ N , taking the one that gives
the overall minimal cost as the solution. To this end, we consider the following optimization
problem.
min
qLe ∈Q
L
1
τL
∫ τL
0
ψ(qLe (u)) du, for some (fixed) L ≥ 1. (4.5)
Unlike (4.4), problem (4.5) always admits solution.
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Lemma 4.2. For any fixed L ∈ N, the optimization problem (4.5) admits a solution qLe .
The proof of the lemma builds on Lemmas 4.3 and 4.4 which are stated below, and is
therefore relegated to Section 4.3.
An analogous result to Proposition 4.1 holds for general cost functions when L = 1, due
to the aforementioned fact that, in an optimal PE-candidate, each queue must be exhausted at
least once. We therefore have:
Proposition 4.2. If the basic table is cyclic, then qexh is a solution to (4.5) with L = 1.
Finally, to demonstrate that qexh is not an optimal PE-candidate in general, consider a
system with three queues and basic (non-cyclic) table (1, 2, 3, 2, 3). We take λk = 2, µk = 8,
sk = 2 for k = 1, 2, 3, and ψ to be linear with c1 = c2 = 1, and consider N = {1}. (We
remark that the solution remains unchanged when we optimize over larger values of L; we
conjecture that the optimal one-cycle PE-candidate also solves (4.4).) If c3 > 4, then it is
optimal to not exhaust q2 at stage 2. Moreover, the proportion of fluid processed at stage 2 is
decreasing to 0 as c3 increases. It is easy to explain why q2 is not exhausted in one of its visits.
Specifically, as the holding cost of q3 increases, it becomes more and more advantageous to
keep this queue smaller at the expense of making q2 larger. This can be achieved while keeping
q2 (and its corresponding holding cost) bounded, because q2 is visited twice, so the server has
an opportunity to exhaust it in a server cycle.
4.2 The SB-PR Control
Consider an L-cycle PE-candidate qLe , and let ri denote the proportion by which the queue
polled in stage i ∈ IL is reduced. In particular, with ai and di denoting, respectively, the
polling epoch and departure epoch of stage i,
ri :=


qL
e,p(i)
(ai)−qLe,p(i)(di)
qL
e,p(i)
(ai)
if qLe,p(i)(ai) > 0
0 otherwise
, i ∈ IL. (4.6)
Clearly, one can always represent a PE-candidate via parameters (L, r), where r := (ri, i ∈
IL) is a vector whose component ri is defined in (4.6). The following lemma shows that the
reverse is also true; its proof is deferred to Section 4.3. For a given system, recall R in (2.3)
and that Q is the set of all PE-candidates.
Lemma 4.3. For any (L, r) ∈ N×R, there exists a unique L-cycle PE-candidate qLe such that
(4.6) is satisfied. In particular, the function qLe 7→ (L, r) is a bijection between Q and N×R.
Lemma 4.3 motivates our proposed SB-PR control, which will be shown to be fluid optimal
in Theorem 3 below.
Definition 4.2 (SB-PR control). Let (L, r) ∈ N × R. The SB-PR control with parameters
(L, r) has the service function
φi(q) = riqp(i)/(µp(i) − λp(i)), i ∈ I
L,
for φi in (3.5). In particular, at each stage i, the server reduces the polled queue to a proportion
1− ri of its value at the polling epoch of this stage.
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Let (L∗, r∗) denote the SB-PR control parameters corresponding to a solution to (4.4) (and
optimal PE-candidate for the FCP), and for N ⊂ N, let (LN , rN ) denote the SB-PR control
parameters corresponding to a solution to (4.5) (an optimal PE-candidate for the RFCP).
Theorem 3 (optimality of SB-PR). SB-PR with parameters (L∗, r∗) is a solution to the FCP
(4.1). Similarly, SB-PR with parameters (LN , rN ) is a solution to the RFCP (4.3).
The proof of Theorem 3 relies on the following lemma, which establishes, in particular,
that any PE-candidate is a bona-fide PE under the corresponding SB-PR control, and that this
PE is a global limit cycle.
Lemma 4.4 (global stability of SB-PR). Let qLe be an L-cycle PE-candidate, and let r be the
corresponding vector of ratios defined for qLe via (4.6). Then q
L
e is a global limit cycle for the
HDS (3.4) under SB-PR with parameters (L, r).
Proof of Lemma 4.4. For the HDS under SB-PR with parameters (L, r) ∈ N × R, define
the operator Γi : R
K
+ → R
K
+ , i ∈ I
L, mapping the queue length at the polling epoch of
stage i to that at the polling epoch of stage i + 1. Note that during the busy time of stage
i, queue p(i) decreases at rate µp(i) − λp(i), and any other queue k 6= p(i) increases at rate
λk. If q is the queue length at the polling epoch of stage i, then the busy time at stage i
lasts for riqp(i)/(µp(i) − λp(i)) units of time, which is the time it takes to reduce queue p(i)
to (1 − ri)qp(i). During the switchover time from stage i to stage i + 1, each queue k ∈ K
increases at rate λk, and the switching takes si unit of time.
For i ∈ IL, let
Γi(q) := Aiq + Bi,
where Ai is theK ×K square matrix and Bi ∈ R
K are given by
Ai :=
p(i)th column



1 0 · · · λ1
ri
µp(i)−λp(i)
· · · 0 0
0 1 · · · λ2
ri
µp(i)−λp(i)
· · · 0 0
...
...
. . .
...
. . .
...
...
0 0 · · · 1− ri · · · 0 0 p(i)th row,
...
...
. . .
...
. . .
...
...
0 0 · · · λK−1
ri
µp(i)−λp(i)
· · · 1 0
0 0 · · · λK
ri
µp(i)−λp(i)
· · · 0 1
Bi :=


λ1si
...
λp(i)−1si
λp(i)si
λp(i)+1si
...
λKsi


,
so that
Aiq :=


q1 + λ1
riqp(i)
µp(i)−λp(i)
...
qp(i)−1 + λp(i)−1
riqp(i)
µp(i)−λp(i)
(1− ri)qp(i)
qp(i)+1 + λp(i)+1
riqp(i)
µp(i)−λp(i)
...
qK + λK
riqp(i)
µp(i)−λp(i)


.
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Let Γ′ := ΓIL ◦ ... ◦ Γ1 be the composition operator over one server cycle, namely, the
operator mapping the value of the queue at the beginning of a server cycle to its value at the
beginning of the subsequent server cycle. Then
Γ′(q) = A′q + B′
for
A′ := AIL · · · A1 and B
′ :=
IL−1∑
i=1

 IL∏
j=i+1
Aj

Bi + BIL.
Since each of the operators Γi, i ∈ I
L, is affine and positively invariant, the same is true
for Γ′. (An affine operator is positively invariant if it maps RK+ into itself; see (Matveev et al.
2016, p.10).) By Lemma 5.1 in Matveev et al. (2016), if ̺(A′) < 1, where ̺(A′) denotes
the spectral radius of the matrix A′, then the positively invariant affine operator Γ′(q) is a
contraction mapping in RK+ .
Hence, we next show that ̺(A′) < 1. To this end, observe that A′ does not depend on the
switchover times, so that if the switchover times in the system are changed, but the arrival and
service rates are kept fixed, then the matrix A′ remains unchanged. In particular, the matrix
A′ does not change if the switchover times in the system under consideration are modified to
si = 0 for all i ∈ I
L, with all other parameters remaining unchanged.
Consider an auxiliary system that has the same parameters as the system under considera-
tion, except that (si, i ∈ I
L) = 0, and denote its queue process by qa := {qa(t) : t ≥ 0}. Let
W (t) :=
∑
k∈K q
a
k(t)/µk denote the total workload in this auxiliary system at time t. Since all
the switchover times are null, the server is busy at all times in the setW+ := {t : W (t) > 0},
so that
W˙ (t) =
∑
ℓ∈K,ℓ 6=k
λℓ
µℓ
+
λk − µk
µk
= ρ− 1 < 0, t ∈W+.
Now,A′ is a non-negative square matrix, and so by the Perron-Frobenius theorem (e.g., (Meyer
2000, Chapter 8.3)), it has a maximal eigenvalue which is strictly positive. This implies that
̺(A′) > 0, and that the eigenvector v associated with ̺(A′) has strictly positive components.
Hence, the eigenvector v is a legitimate state for the queue process qa.
Take qa(0) = v. Then, at the end of the first server cycle, we have qa(u(1)) = A′v =
̺(A′)v, with the second equality holding because v and ̺(A′) are the associated eigenvec-
tor and eigenvalue of A′. In addition, the workload in the system changes from W (0) =∑
k∈K vk/µk to W (u
(1)) =
∑
k∈K ̺(A
′)vk/µk. Since the workload process W is strictly
decreasing, it holds that
̺(A′)
∑
k∈K
vk
µk
<
∑
k∈K
vk
µk
,
so that ̺(A′) < 1, from which it follows that Γ′ is a contraction mapping in RK . In turn, under
SB-PR (with any control parameters (L, r) ∈ N×R), there exists a global limit cycle for the
HDS3 (3.4) if (and only if) ρ < 1.
As a consequence of Lemmas 4.1 and 4.4, we also have the following corollary, which in
turn, implies the statement of Theorem 3.
3It is easily seen that the global limit cycle under SB-PR for a system with zero switchover times is trivial, namely,
a fixed point; in particular, the limit cycle for this system is the origin.
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Corollary 4.1. Let qLe be an L-cycle PE-candidate with ratios r in (4.6). Then, under SB-PR
with parameters (L, r), it holds that
lim
t→∞
1
t
∫ t
0
ψ(q(u))du =
1
τL
∫ τL
0
ψ(qLe (u))du,
for any solution q to the HDS (3.4).
Proof of Theorem 3. The proof follows immediately from Corollary 4.1 by taking the SB-PR
control parameters to be (L∗, r∗) for the FCP, or (LN , rN ) for the RFCP.
4.3 Proofs of Lemmas 4.1, 4.2 and 4.3
Proof of Lemma 4.1. Recall that u(m−1) is the beginning epoch of the mth server cycle, and
let T (m) := u(m) − u(m−1) denote the length of the mth server cycle of qγφ. Since q
γ
e is the
limit cycle for qγφ, it follows that for any fixed ǫ > 0, there exists Nǫ ≥ 1, such that, for all
m ≥ Nǫ,
‖qγφ(u
(m−1) + ·)− qγe (·)‖t < ǫ for all t > 0, |T
(m) − τγe | < ǫ, (4.7)
and ∣∣∣∣∣
∫ u(m)
u(m−1)
qγφ(s)ds−
∫ τγe
0
qγe (s)ds
∣∣∣∣∣ < ǫ.
Since the PE qγe is bounded (componentwise), (4.7) implies that q
γ
φ is also bounded. Due to the
continuity of ψ, qγe and q
γ
φ, the composites ψ ◦ q
γ
e and ψ ◦ q
γ
φ are uniformly continuous over
any compact time interval. It follows that for any ǫ > 0, there existsMǫ ≥ Nǫ such that for all
m ≥Mǫ, ∣∣∣∣∣
∫ u(m)
u(m−1)
ψ(qγφ(s))ds −
∫ τγe
0
ψ(qγe (s))ds
∣∣∣∣∣ < ǫ. (4.8)
LetM(t) := max{m ≥ 1 : u(m) ≤ t}. Then
1
t
∫ t
0
ψ(qγφ(s))ds =
1
t
M(t)∑
m=1
∫ u(m)
u(m−1)
ψ(qγφ(s))ds +
1
t
∫ t
u(M(t))
ψ(qγφ(s))ds.
Since 0 ≤ t − u(M(t)) ≤ T (M(t)+1) and T (M(t)+1) is bounded by virtue of (4.7), the second
term on the right-hand side of the equality above converges to 0 as t→∞. Now, for all t large
enough, it holds thatM(t) > Mǫ, so that
1
t
M(t)∑
m=1
∫ u(m)
u(m−1)
ψ(qγφ(s))ds =
1
t
Mǫ−1∑
m=1
∫ u(m)
u(m−1)
ψ(qγφ(s))ds +
1
t
M(t)∑
m=Mǫ
∫ u(m)
u(m−1)
ψ(qγφ(s))ds.
For fixed ǫ > 0, Mǫ is fixed, so that the first term in the right-hand side of the equality
converges to 0 as t→∞. Applying (4.8) for the second term gives that for t large enough, we
get that
1
t
M(t)∑
m=Mǫ
∫ u(m)
u(m−1)
ψ(qγφ(s))ds ≤
M(t)
t
1
M(t)
M(t)∑
m=Mǫ
(∫ τγe
0
ψ(qγe (s))ds + ǫ
)
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=
M(t)
t
M(t)−Mǫ
M(t)
(∫ τγe
0
ψ(qγe (s))ds + ǫ
)
≤
(
1
τγe − ǫ
+ o(1)
)(∫ τγe
0
ψ(qγe (s))ds + ǫ
)
→
1
τγe − ǫ
(∫ τγe
0
ψ(qγe (s))ds + ǫ
)
as t→∞.
In the second inequality above, we have used the fact that
t
M(t)
=
1
M(t)

Mǫ−1∑
m=1
T (m) +
M(t)∑
m=Mǫ
T (m) +
(
t− u(M(t))
)
=
1
M(t)
M(t)∑
m=Mǫ
T (m) + o(1)
≥
M(t)−Mǫ
M(t)
(τγe − ǫ) + o(1)→ τ
γ
e − ǫ as t→∞.
We can similarly show that
lim
t→∞
1
t
M(t)∑
m=Mǫ
∫ u(m)
u(m−1)
ψ(qγφ(s))ds ≥
1
τγe + ǫ
∫ τγe
0
ψ(qγe (s))ds− ǫ,
and so the statement follows by taking ǫ→ 0.
Proof of Lemma 4.2. Let ei,j denote the time elapsed between the departure epoch of stage i
and the polling epoch of stage j in qLe , i, j ∈ I
L, namely,
ei,j :=
{
si +
∑j−1
ℓ=i+1(sℓ + bℓ) if i < j
si +
∑IL
ℓ=i+1(sℓ + bℓ) +
∑i−1
ℓ=1(sℓ + bℓ) if i ≥ j,
with
∑ℓ2
ℓ=ℓ1
(sℓ + bℓ) := 0 for ℓ1 > ℓ2. Then an L-cycle PE-candidate q
L
e necessarily satisfies
the following systems of equations
qLk (akj )(1− rkj) + λkekj ,kj+1 = q
L
k (akj+1), j = 1, ..., dim(k), k ∈ K, (4.9)
where kdim(k)+1 := k1. Since the L-cycle PE-candidate parameterized by r is unique by virtue
of Lemma 4.3, the linear system (4.9) admits a unique solution. Hence, solving (4.9) at all pos-
sible value of r ∈ R for the corresponding PE gives the entire constraint set of (4.5), because
for given (L, r), qLe is determined by the solution to (4.9), (q
L
e,k(akj ), j = 1, ..., dim(k), k ∈
K). Thus, (4.5) can be reformulated equivalently as follows.
min
r∈R
1
τL
∫ τL
0
ψ(qLe (u)) du
s.t. qLe,k(akj )(1 − rkj ) + λkekj ,kj+1 = q
L
e,k(akj+1), j = 1, ..., dim(k), k ∈ K
qLe is determined by
(
qLe,k(akj), j = 1, ..., dim(k), k ∈ K
)
.
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Now, as was explained in Section 4.1.1, each queue in an optimal PE-candidate must be emp-
tied at least once within a server cycle, and so the vector r corresponding to an optimal PE-
candidate is an element of the set
R′ :=

r ∈ [0, 1]IL :
∑
{i∈IL:p(i)=k}
ri ≥ 1 for all k ∈ K

 .
Note that R′ is a compact subset of the (non-compact) set R in (2.3).
Finally, since (4.9) is a system of linear equations for a given r, its unique solution (qLe,k(akj ), j =
1, ..., dim(k), k ∈ K), is continuous in r. It follows that, for a given ǫ > 0, there exists a
δ > 0, such that for all r1, r2 ∈ R
′ and their corresponding PE-candidates q
L,(1)
e , q
L,(2)
e , if
||r1 − r2|| < δ, then |ψ(q
L,(1)
e (u))− ψ(q
L,(2)
e (u))| < ǫ for all u ∈ [0, τL), so that∣∣∣∣ 1τL
∫ τL
0
ψ(qL,(1)e (u))du −
1
τL
∫ τL
0
ψ(qL,(2)e (u))du
∣∣∣∣ < ǫ.
Thus, we established an equivalent formulation for problem (4.5), in which the objective func-
tion is continuous over the compact constraint setR′. It follows from Weierstrass theorem that
a global minimum exists.
Proof of Lemma 4.3. It follows from the proof of Lemma 4.4 that under SB-PR with parame-
ters (L, r) ∈ N ×R, the HDS converges to a global limit cycle. Thus, an L-cycle PE qLe that
satisfies (2.3) exists. Moreover, this PE is a global limit cycle, and is therefore the unique PE
characterized via (L, r). The statement of the lemma follows, because a PE is a PE-candidate
by definition.
5 Translating SB-PR to the Stochastic System
As discussed in Section 1, for the stochastic system, we translate SB-PR with control param-
eters (L, r) to the binomial-exhaustive policy with the same control parameters. To show that
the binomial-exhaustive policy with the optimal fluid-control parameters is asymptotically op-
timal (among an appropriate set of controls, depending on whether we solve the FCP or the
RFCP), we first establish general results for admissible policies. Recall that, for a control π,
Q˜π is the embedded process defined via (2.2). The proof of the following lemma follows from
the proof of (Fricker and Jaibi 1994, Proposition 1), and is thus omitted.
Lemma 5.1. Q˜π is a homogeneous, aperiodic DTMC for any admissible control π.
We remark that the controls considered in Fricker and Jaibi (1994) are assumed to satisfy
a certain stochastic monotonicity property, in addition to the conditions in our definition of
admissible controls. Thus, the set of controls in this reference is smaller than ours. However,
that extra stochastic-monotonicity property does not determine the Markov property of the
embedded process Q˜π; see the proof of (Fricker and Jaibi 1994, Proposition 1).
Definition 5.1. We say that a control π is stable if Q˜π is absorbed in a positive recurrent class,
regardless of its initial distribution.
It follows from Lemma 5.1 that, for a stable control π,
Qπ(m)⇒ Q˜π(∞) asm→∞,
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where Q˜π(∞) is a random variable distributed according to a stationary distribution of the
DTMC Q˜π. By flow-balance arguments, see, e.g., Boon et al. (2011b), the length of a station-
ary server-cycle over an L-cycle augmented table TL has mean
E [TL] = Ls/(1− ρ), for L ≥ 1.
Clearly, only stable controls are relevant for our (asymptotic) control-optimization prob-
lem. However, we note that the stability region of a given control, namely, the set of values
of the service and arrival rates for which the system is stable, can be hard to characterize;
see Takagi (1988). The most general characterization of the stability region we are aware of
was developed in Fricker and Jaibi (1994) (under the aforementioned stochastic-monotonicity
property).
5.1 Sequences of Admissible Controls
We say that a sequence π = {πn : n ≥ 1} of controls is admissible if πn is an admissible
policy for each n ≥ 1, and denote the family of all such sequences by Π. For n ≥ 1 and
U (0),n := 0, let U (m),n denote the beginning of the (m + 1)st server cycle of the nth system,
m ≥ 0. Then, for π ∈ Π,
Q˜nπn(m) := Q¯
n
πn(U¯
(m),n), m ≥ 0,
is a DTMC for all n ≥ 1 by Lemma 5.1. If, in addition, the control is stable for each n ≥ 1,
then there exists a stationary distribution for each of the DTMCs in the sequence, and we say
that π is stable.
For the queue process in stationarity, the server-cycle length T nL (when the control is de-
signed for an L-cycle augmented table) has mean nsL/(1− ρ), and for T¯ nL := T
n
L/n,
E
[
T¯ nL
]
= sL/(1− ρ), (5.1)
which is equal to the equilibrium cycle length τL in any L-cycle PE of the fluid model.
In order for a sequence of controls π ∈ Π to be asymptotically optimal, it must be stable
and the sequence of corresponding stationary distributions {Q˜nπn(∞) : n ≥ 1} must be tight
in RK+ . However, we remark at the outset that, even if π is stable and {Q˜
n
πn(∞) : n ≥ 1} is
tight, there is no guarantee that there exists a global limit cycle for any of the resulting fluid
limits, because the limits as n→∞ and as t→∞ need not commute.
5.1.1 L-Cyclic Controls for the Restricted Problem
As is the case for the unrestricted problem, for a sequence of controls to be asymptotically op-
timal with respect to the restricted optimal-control problem, that sequence must be stable, and
the corresponding sequence of stationary distributions must be tight. The difference between
the two versions of the optimal-control problem is that, in the restricted problem, we have fixed
values of table cycles L which we target.
Let qe denote a PE for a fluid limit when the sequence of controls is a stable sequence π,
and when Q˜nπn(0)
d
= Q˜nπn(∞). (The fact that a fluid limit for such a sequence exists follows
from Lemma 3.1 because the sequence of initial distribution is stationary, and is assumed to
be tight, for the reason described above.) From the asymptotic perspective, there is clearly
no point in considering L-cycle controls which give rise in the limit to PE that have a period
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that does not divide τL. (We always allow the period of an L-cycle PE to be smaller than the
cycle length.) Thus, when searching for an L-cycle asymptotically optimal control, we should
only consider sequences of controls that give rise to L-cycle PE. More generally, when solving
the restricted problem over a set N ⊂ N, we should only consider sequences of admissible
controls that give rise to L-cycle PE for L ∈ N . Thus, we consider the following family of
controls.
Definition 5.2. A sequence of admissible controls π ∈ Π is said to be L-cyclic if any fluid
limit of {Q¯nπn : n ≥ 1} with initial condition Q¯
n
πn(0)
d
= Q˜nπn(∞), n ≥ 1, is an L-cycle PE.
We denote the subset of L-cyclic controls by ΠL.
5.2 SB-PR and the Corresponding Binomial-Exhaustive Policy
For the binomial-exhaustive policy, a FWLLN holds if the sequence of initial conditions con-
verges weakly, as the next corollary to the FWLLN in Proposition 3.1 shows.
Corollary 5.1 (FWLLN under binomial-exhaustive). Let {Qn : n ≥ 1} denote a sequence of
queues where, for each n ≥ 1, the system operates under the binomial-exhaustive policy with
the same parameters (L, r) ∈ N×R. If Q¯n(0)⇒ q(0) in RK+ , then Q¯
n ⇒ q in DK , where q
is the fluid queue process under SB-PR with parameters (L, r) and initial condition q(0).
Proof. We verify that the condition in Proposition 3.1 holds under SB-PR, namely, D¯
(m),n
i ⇒
d
(m)
i in R+ as n → ∞, for all m ≥ 1 and i ∈ I
L. To this end, consider the first departure
epoch, which is also the first busy time of the server at stage 1 in the first server cycle, i.e., time
D¯
(1),n
1 = B¯
(1),n
1 , for n ≥ 1. Under the binomial-exhaustive policy, all the arrivals to queue
k ∈ K during the service time of a customer from that same queue are served as well, and
so the total service time of each served customer and all the arrivals during his service time is
distributed like a busy period in anM/G/1 queue that has arrival rate λk and service rate µk.
For each stage i ∈ IL and the corresponding queue p(i), denote by Θ
(ℓ)
p(i) the busy period
“generated” by the service of the ℓth served customer in this queue. Let {Y
(ℓ)
i : ℓ ≥ 1} be
a sequence of i.i.d. Bernoulli r.v.’s with success probability ri. We use Yi and Θp(i) to denote
corresponding generic random variables. Then
B¯
(1),n
1 =
1
n
Qn
p(1)
(0)∑
ℓ=1
Θ
(ℓ)
p(1)
Y
(ℓ)
1 ⇒ qp(1)(0)E
[
Θp(1)Y1
]
as n→∞,
and due to the independence of Θp(1) and Y1,
B¯
(1),n
1 = D¯
(1),n
1 ⇒ qp(1)(0)E
[
Θp(1)
]
E [Y1] = r1qp(1)(0)/(µp(1) − λp(1)) = d
(1)
1 , (5.2)
where the weak convergence holds as n → ∞. Furthermore, the length of queue p(1) at the
end of the busy time is given by
Q¯np(1)(D¯
(1),n
1 ) = Q¯
n
p(1) (0)−
1
n
Qn
p(1)
(0)∑
ℓ=1
Y
(ℓ)
1 ⇒ qp(1)(0)− qp(1)(0)r1 = qp(1)(d
(1)
1 ) as n→∞.
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It follows from the FWLLN for the Poisson process and (5.2) that, for all k 6= p(1),
Q¯nk(D¯
(1),n
1 )⇒ qk(d
(1)
1 ) = qk(0) + λkb
(1)
1 as n→∞,
and that
Q¯(D¯
(1),n
1 + V¯
(1),n
1 )⇒ q(d
(1)
1 + s1) as n→∞.
Continuing with the same line of arguments gives D¯
(m),n
i ⇒ d
(m)
i as n → ∞, for all m ≥ 1,
i ∈ IL, as required.
The FWLLN under the binomial-exhaustive policy remains to hold if the condition that
the initial queue converges is replaced with the condition that the initial distribution of the
queue is equal to its stationary distribution at the beginning of a server cycle. In this case, the
resulting fluid limit is the global limit cycle (the unique PE) under the corresponding SB-PR
control. This result, stated formally in the following lemma, will be employed in the proofs of
our main theorems.
Lemma 5.2 (interchange of limits). Let {Qn : n ≥ 1} denote a sequence of queues where,
for each n ≥ 1, the system operates under the binomial-exhaustive policy with the same pa-
rameters (L, r) ∈ N × R. Then for any real-valued, continuous, and bounded function f on
RK+ ,
lim
m→∞
lim
n→∞
E
[
f
(
Q˜n(m)
)]
= lim
n→∞
lim
m→∞
E
[
f
(
Q˜n(m)
)]
= f (qe(a1)) , (5.3)
where qe is the PE under SB-PR with parameters (L, r). In particular, if Q¯
n(0)
d
= Q˜n(∞) for
all n ≥ 1, then Q¯n ⇒ qe inD
K as n→∞.
Proof. The key to the proof is the fact that
E
[
Q¯n(A¯n1 )
]
= qe(a1) for all n ≥ 1.
This latter equality, which is proved in Lemma 7.3 in Appendix C, implies that
sup
n
E
[
Q¯n(A¯n1 )
]
<∞.
It follows from Markov’s inequality that {Q¯n(A¯n1 ) : n ≥ 1} is UI, and thus tight in R
K
+ . Since
Q¯n(0) = Q¯n(A¯n1 ) by definition, {Q¯
n(0) : n ≥ 1} is tight. Further, {Q¯n(U (m),n) : m ≥ 0}
is a stationary sequence, so that, since An1 = U
(0),n, we have convergence along subsequences
Q¯n(U (m),nk) ⇒ Q¯(0) as k → ∞, for all m ≥ 0. Note that, conditional on Q¯(0), the fluid
limit Q¯ is deterministic, and converges to the global limit cycle qe as t→∞, regardless of the
realized value of Q¯(0).
Assume, in order to arrive at a contradiction, that there exists a set E ( RK , with qe(a1) /∈
E, such that P (E) > 0, where P denotes the probability distribution of Q¯(0). Due to the
convergence of Q¯(t) to qe as t→∞, there exists anm0, such that ‖Q¯(U¯
(m))− qe(u
(1))‖ < ǫ
w.p.1 for allm ≥ m0 and for any ǫ > 0. It follows that, for allm large enough, Q¯(U¯
(m)) /∈ E.
Since this holds for all the trajectories Q¯ with Q¯(0) ∈ E, it follows that E is a set of transient
states, contradicting the stationarity of {Q¯(U¯ (m)) : m ≥ 0}. Thus, P (E) = 0, and in turn,
Q¯(0) = qe(a1) w.p.1. This latter equality holds for all converging subsequences of {Q¯
n(0) :
n ≥ 1}, and so it holds for the sequence itself, namely, Q¯n(0)⇒ qe(a1) as n→∞, implying
(5.3). This, together with the FWLLN in Corollary 5.1 when Q¯n(0)
d
= Q¯n(∞), n ≥ 1, implies
that Q¯n ⇒ qe in D
K as n→∞.
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6 Asymptotic Optimality of Binomial-Exhaustive
In this section we consider the global optimal-control problem, which is the subject of Theorem
1 and the corresponding FCP, and the restricted optimal-control problem.
6.1 Asymptotic Optimality for the Global Problem
Theorems 4 and 5 below imply Theorem 1. Recall that c∗ is the optimal objective value of the
FCP.
Theorem 4 (asymptotic lower bound). lim inf
n→∞
lim inf
t→∞
C¯nπn(t) ≥ c∗ w.p.1, for any π ∈ Π.
Proof. See Section 7.1.
RecallΨnπn∗ in (2.5), and that π
n
∗ is the binomial-exhaustive policy with the same parameters
(L∗, r∗) for all n ≥ 1, where (L∗, r∗) are the optimal FCP parameters.
Theorem 5 (asymptotic optimality). If {Ψ¯nπn∗ : n ≥ 1} is UI, then
lim
n→∞
lim
t→∞
C¯nπn∗ (t) = c∗ w.p.1.
Proof. See Section 7.2.
The following is an immediate corollary to Theorems 4 and 5 (alternatively, to Theorem
1), Corollary 2.1, Proposition 4.1, and Theorem 2.
Corollary 6.1. Assume that Assumption 2 holds and that the basic table is cyclic. Then the
exhaustive policy is asymptotically optimal under either of the following:
(i) For some p ≥ 1, ψ(x) = O(||x||p) and is separable convex, and in addition, there exists
an ǫ > 0 such that E
[
etSk
]
<∞ for all t ∈ (−ǫ, ǫ) and for all k ∈ K.
(ii) ψ(x) = O(||x||), and in addition, E
[
S2k
]
<∞ for all k ∈ K.
6.2 Asymptotic Optimality for the Restricted Problem
Recall that LN is the number of table cycles contained in one server cycle of qN , and that
rN is the vector of proportion reductions at each stage in qN . Let πN := {π
n
N : n ≥ 1}
denote the sequence of binomial-exhaustive policies with parameters (LN , rN ). We then have
the following asymptotic optimality result for the restricted class of admissible controls. The
proof of this result follows similar lines of arguments to those in the proofs of Theorems 4 and
5, and is therefore omitted.
Theorem 6 (asymptotic optimality for the restricted problem). For all π ∈
⋃
L∈N
ΠL it holds
that
lim inf
n→∞
lim inf
t→∞
C¯nπn(t) ≥ cN w.p.1,
for cN in (4.3). If, in addition, {Ψ¯
n
πnN
: n ≥ 1} is UI, then
lim
n→∞
lim
t→∞
C¯nπnN
(t) = cN w.p.1.
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Following the same lines of arguments as in Corollary (2.1), Theorem 6 implies that if
{Ψ¯nπnN
: n ≥ 1} is UI, then πN is asymptotically optimal among the restricted class of admis-
sible controls. In particular, (2.4) holds. This, together with Theorem 2, implies the following
corollary.
Corollary 6.2. Suppose that ψ(x) = O(||x||p), for some p ≥ 1, and that Assumption 2 holds.
If, for some ǫ > 0, E
[
etSk
]
< ∞ for all t ∈ (−ǫ, ǫ) and for all k ∈ K, then the binomial-
exhaustive policy with parameters (LN , rN ) is asymptotically optimal among
⋃
L∈N
ΠL.
6.3 Summary of Established Asymptotic Optimality Results
We summarize the conditions and results of Corollaries 6.1 and 6.2 in Table 1.
Corollary 6.1 (i) Corollary 6.1 (ii) Corollary 6.2
Admissible controls Π Π
⋃
L∈N Π
L
Cost function polynomial growth
and separable convex
linear growth polynomial growth
Basic table cyclic cyclic general
Service time distributions finite m.g.f.’s second moments finite m.g.f.’s
Optimal control (L, r) = (1,1)
(exhaustive)
(L, r) = (1,1)
(exhaustive)
binomial-exhaustive with
parameters (LN , rN )
Table 1: Established asymptotic optimality results
7 Proofs of the Main Results
In this section we prove Theorems 4 and 5 (from which Theorem 1 follows), and Theorem 2.
Some technical results which are employed in the following proofs are proved in the appendix.
7.1 Proof of Theorem 4
To establish Theorem 4, it is sufficient restrict attention to sequences of admissible controls
π ∈ Π under which the corresponding sequences of embedded stationary DTMC’s {Q˜nπn(∞) :
n ≥ 1} are tight. Note that set of such controls π is not empty due to Lemma 5.2. Take
Q˜nπn(0)
d
= Q˜nπn(∞) for each n ≥ 1. Then {Q¯
n
πn(0) : n ≥ 1} is tight, so that {Q¯
n
πn : n ≥ 1}
is C-tight in DK by Lemma 3.1.
To decrease the notational burden, we fix a sequence of admissible controls π and a corre-
sponding converging subsequence of {Q¯nπn : n ≥ 1}, but we remove the subscript π
n from the
notation, and denote the converging subsequence by a superscript ℓ. For example, Q¯ℓ := Q¯nℓ
denotes the fluid-scaled queue process in system nℓ, ℓ ≥ 1, operating under the control π
nℓ in
the converging subsequence of {Q¯nℓπnℓ : ℓ ≥ 1}.
Let Q¯ denote the limit of {Q¯ℓ : ℓ ≥ 1}, and let αℓ denote the stationary distribution of
the corresponding embedded DTMC {Q˜ℓ(m) : m ≥ 0}. Since each process in the pre-limit
is stationary, the limit {Q˜(m) : m ≥ 0} of this subsequence of DTMCs is also stationary; we
denote the corresponding stationary distribution by α. For r ≥ 0, let B(r) denote a ball in
RK+ with positive α-measure, namely, α(B(r)) ∈ (0, 1], and let B
o = (Bo1 , . . . B
o
K) denote
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the center of this ball. Note that we do not rule out the case where r = 0, which is tantamount
to B(r) being a point in RK+ and the limiting distribution α having a point mass on B
o.
Due to the weak convergence of {Q˜ℓ : ℓ ≥ 1} to Q˜, we have
lim
ℓ→∞
P
(
Q˜ℓ(0) ∈ B(r)
)
= P
(
Q˜(0) ∈ B(r)
)
, (7.1)
so that
lim
ℓ→∞
αℓ(B(r)) = α(B(r)) > 0.
It follows from (7.1) that αℓ(B(r)) > 0 for all ℓ large enough, so that {Q˜ℓ(m) : m ≥ 0}
must return to B(r) infinitely often for any such ℓ. Similarly, there are infinitely manym’s for
which Q˜(m) ∈ B(r). Let
N ℓr := inf{m ≥ 1 : Q˜
ℓ(m) ∈ B(r)} and Nr := inf{m ≥ 1 : Q˜(m) ∈ B(r)}.
Then for
αℓr(·) := P
(
Q˜ℓ(0) ∈ · | Q˜ℓ(0) ∈ B(r)
)
and αr(·) := P
(
Q˜(0) ∈ · | Q˜(0) ∈ B(r)
)
,
(7.2)
we have
lim
ℓ→∞
Eαℓr [N
ℓ
r ] = lim
ℓ→∞
1
αℓ (B (r))
=
1
α(B(r))
= Eαr [Nr] . (7.3)
Define the following first return times to B(r)
R¯ℓr := inf{U¯
(m),ℓ > 0 : Q¯ℓ(U¯ (m),ℓ) ∈ B(r)}
R¯r := inf{U¯
(m) > 0 : Q¯(U¯ (m)) ∈ B(r)}.
(7.4)
The next lemma is proved in Section 7.1.1.
Lemma 7.1. The subsequence {R¯ℓr : ℓ ≥ 1} in (7.4) is UI and satisfies R¯
ℓ
r ⇒ R¯r. Hence,
Eαℓr
[
R¯ℓr
]
→ Eαr
[
R¯r
]
as ℓ→∞.
Observe that the trajectory of Q¯ over one return time (from time 0 to R¯r) is “nearly peri-
odic” for small r, in the sense that both Q¯(0) and Q¯(R¯r) are in B(r), although the return time
R¯r may increase as r decreases. The next lemma, whose proof is given in Section 7.1.1 below,
provides an upper bound on the value of R¯r, and formalizes the observation that Q¯ is “nearly
periodic,” by proving that it can be made arbitrarily close to a PE-candidate. To emphasize
the fact that that PE-candidate depends on the realization of Q¯, and therefore on the sample
point ω ∈ Ω (where Ω is the underlying sample space), we make explicit the dependence on ω
by adding it to the notation when needed. For example, we write Q¯(ω, ·) for the sample path
{Q¯(t) : t ≥ 0} and R¯r(ω) for the realization of the random variable R¯r corresponding to ω.
Lemma 7.2. There exist constants d1, d2 > 0 such that the following hold.
(i)
∣∣R¯r − τNr ∣∣ ≤ d1r w.p.1.
(ii) There exists a set E ⊆ Ω, with P (E) = 1, such that, for each ω ∈ E, there exists an
Nr(ω)-cycle PE-candidate q
ω for which
||Q¯(ω, ·)− qω||R¯r(ω)∨τNr(ω) ≤ d2r. (7.5)
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Consider the set E in Lemma 7.2, and fix ω ∈ E. Assume that R¯r(ω) ≥ τNr(ω); similar
arguments to those below hold for the case R¯r(ω) < τNr(ω).
Clearly, (7.5) implies that
max
k∈K
|Q¯k(ω, t)− q
ω
k (t)| ≤ d2r for all t ∈ [0, R¯r(ω)]. (7.6)
Now, ||Q¯(ω, 0) −Bo|| ≤ r because Q¯(ω, 0) ∈ B(r), so that
max
k∈K
Q¯k(ω, 0) ≤ max
k∈K
Bok + r.
Then (7.5) implies that
max
k∈K
qωk (0) ≤ max
k∈K
Bok + r + d2r,
and in turn, for all t ∈ [0, R¯r(ω)],
max
k∈K
qωk (t) ≤ max
k∈K
qωk (0) + max
k∈K
{λk(1− ρk)}τNr(ω)
≤ max
k∈K
Bok + r + d2r +max
k∈K
{λk(1− ρk)}τNr(ω).
(7.7)
Together with (7.6), (7.7) implies that for all t ∈ [τNr(ω), R¯r(ω)],
1
τNr
max
k∈K
Q¯k(ω, t) ≤
1
τNr(ω)
(
max
k∈K
Bok + r + 2d2r
)
+max
k∈K
{λk(1− ρk)}
≤
1
τ1
(
max
k∈K
Bok + r + 2d2r
)
+max
k∈K
{λk(1− ρk)}
= d3r + d4,
(7.8)
where d3 and d4 are the following constants (that do not depend on ω)
d3 :=
1
τ1
(1 + 2d2) and d4 :=
1
τ1
max
k∈K
Bok +max
k∈K
{λk(1− ρk)}.
Thus, for any ω ∈ E, it holds that
max
k∈K
∣∣∣∣∣ 1R¯r(ω)
∫ R¯r(ω)
0
Q¯k(ω, u)du −
1
τNr(ω)
∫ τNr(ω)
0
qωk (u)du
∣∣∣∣∣
= max
k∈K
∣∣∣∣∣ 1R¯r(ω)
(∫ τNr (ω)
0
Q¯k(ω, u)du+
∫ R¯r(ω)
τNr(ω)
Q¯k(ω, u)du
)
−
1
τNr(ω)
∫ τNr(ω)
0
qωk (u)du
∣∣∣∣∣
≤ max
k∈K
(
1
τNr(ω)
∫ τNr(ω)
0
|Q¯k(ω, u) − q
ω
k (u)|du+
1
τNr(ω)
∫ R¯r(ω)
τNr(ω)
Q¯k(ω, u)du
)
≤ d2r + (d3r + d4) d1r, (7.9)
where the last inequality follows from (7.6), statement (i) in Lemma 7.2, and (7.8). It follows
from (7.9) that, for any ǫ > 0, there exists rǫ > 0 (that does not depend on ω), such that for all
r < rǫ,
max
k∈K
∣∣∣∣∣ 1R¯r(ω)
∫ R¯r(ω)
0
Q¯k(ω, u)du −
1
τNr(ω)
∫ τNr(ω)
0
qωk (u)du
∣∣∣∣∣ < ǫ. (7.10)
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Since qω is bounded, (7.5) implies that Q¯(ω, ·) is bounded as well. Therefore, due to
the continuity of ψ, qω, and of the sample path Q¯(ω, ·), the composite functions ψ ◦ qω and
ψ ◦ Q¯(ω, ·) are both uniformly continuous over compact time intervals. It therefore follows
from (7.10) that for any δ > 0, there exists an ǫ > 0 and a corresponding rǫ > 0, such that∣∣∣∣∣ 1R¯r(ω)
∫ R¯r(ω)
0
ψ(Q¯(ω, u))du −
1
τNr(ω)
∫ τNr(ω)
0
ψ(qω(u))du
∣∣∣∣∣ < δ, for all r ∈ (0, rǫ),
so that
1
R¯r(ω)
∫ R¯r(ω)
0
ψ(Q¯(ω, u))du > cω − δ ≥ c∗ − δ, (7.11)
where
cω :=
1
τNr(ω)
∫ τNr(ω)
0
ψ(qω(u))du
is the time-average holding cost of qω, and is necessarily no smaller than c∗ by the definition
of the latter term. Hence, due to the regenerative structure of Q¯ℓ for all ℓ ≥ 1, we have
(considering the random elements, and thus dropping ω from the notation)
lim inf
ℓ→∞
lim
t→∞
C¯ℓ(t) = lim inf
ℓ→∞
lim
t→∞
1
t
∫ t
0
ψ
(
Q¯ℓ(u)
)
du
= lim inf
ℓ→∞
Eαℓr
[∫ R¯ℓr
0 ψ
(
Q¯ℓ(u)
)
du
]
Eαℓr
[
R¯ℓr
] w.p.1 by renewal-reward theorem
≥
lim inf
ℓ→∞
Eαℓr
[∫ R¯ℓr
0 ψ
(
Q¯ℓ(u)
)
du
]
lim sup
ℓ→∞
Eαℓr
[
R¯ℓr
]
=
lim inf
ℓ→∞
Eαℓr
[∫ R¯ℓr
0 ψ
(
Q¯ℓ(u)
)
du
]
Eαr
[
R¯r
] by Lemma 7.1
≥
Eαr
[
lim inf
ℓ→∞
∫ R¯ℓ
rℓ
0 ψ
(
Q¯ℓ(u)
)
du
]
Eαr
[
R¯r
] by Fatou’s lemma
=
Eαr
[(
1
R¯r
∫ R¯r
0 ψ
(
Q¯(u)
)
du
)
R¯r
]
Eαr
[
R¯r
]
>
Eαr
[
(c∗ − δ)R¯r
]
Eαr
[
R¯r
] on the event E by (7.11)
= c∗ − δ.
Note that the second equality above holds regardless of whether Eαℓr
[∫ R¯ℓr
0 ψ
(
Q¯ℓ(u)
)
du
]
<
∞ because ψ is nonnegative; see, e.g., Theorem 2.2.1 and the corresponding remark on p.42
in Tijms (2003). The result follows because δ is arbitrary
7.1.1 Proofs of the Auxiliary Results in the Proof of Theorem 4
Proof of Lemma 7.1. The weak convergence in the statement follows from the continuous
mapping theorem applied to the first passage time (Whitt 2002, Theorem 13.6.4). To prove the
33
convergence of the means, let Q¯ℓ(0) be distributed according to αℓ, and Q¯(0) be distributed
according to α, for αℓ and α in (7.2).
The length of the return time R¯ℓr consists of the total time the server spends serving each
queue k, k ∈ K, plus the total switchover time in N ℓr table cycles. Let G
ℓ
k denote the number
of customers served at queue k over the time interval [0, R¯ℓr], and G¯
ℓ
k := G
ℓ
k/ℓ. It holds that
Q¯ℓk(0) + P¯
ℓ
k

1
ℓ
K∑
ν=1
Gℓν∑
j=1
S(j)ν +
1
ℓ
Nℓr∑
ν=1
I∑
i=1
V
(ν),ℓ
i

− G¯ℓk = Q¯ℓk(R¯ℓr), k ∈ K, (7.12)
where
R¯ℓr =
1
ℓ
K∑
ν=1
Gℓν∑
j=1
S(j)ν +
1
ℓ
Nℓr∑
ν=1
I∑
i=1
V
(ν),ℓ
i .
Since Q¯ is stationary, both Q¯ℓ(0) and Q¯ℓ(R¯ℓ) are distributed according to αℓr, so that
Eαℓr
[
Q¯ℓk(0)
]
= Eαℓr
[
Q¯ℓk(R¯
ℓ
r)
]
, k ∈ K.
Thus, taking expectations in (7.12) and applying Wald’s equation give
Eαℓr
[
G¯ℓk
]
= λk
(
K∑
ν=1
1
µν
Eαℓr
[
G¯ℓν
]
+ Eαℓr
[
N ℓr
]
s
)
, k ∈ K.
It follows that Eαℓr
[
G¯ℓk
]
= λks1−ρEαℓr
[
N ℓr
]
, so that
Eαℓr
[
R¯ℓr
]
=
s
1− ρ
Eαℓr
[
N ℓr
]
, k ∈ K. (7.13)
Similar flow equation holds for the subsequential limit process Q¯. Since the sample paths
of Q¯ are of the form (3.1) by Lemma 3.1, the process Q¯ satisfies
Q¯k(t) = Q¯k(0) + λkt− µkB¯k(t), t ≥ 0, k ∈ K,
where B¯k := {B¯k(t) : t ≥ 0} is of the form
B¯k(t) =
∫ t
0
bk(u)du, (7.14)
for a piecewise-constant function bk : R+ → {0, 1}. Then, by definition of R¯r, we have
Q¯k(R¯r) = Q¯k(0) + λkR¯r − µkB¯k(R¯r), k ∈ K, (7.15)
where R¯r =
∑K
k=1 B¯k(R¯r)+ N¯rs. As both Q¯k(0) and Q¯k(R¯r) are distributed according to α,
it holds that Eαr
[
Q¯k(0)
]
= Eαr
[
Q¯k(R¯r)
]
, and therefore
λkEαr
[
K∑
ν=1
B¯ν(R¯r) +Nrs
]
= µkEαr
[
B¯k(R¯r)
]
, k ∈ K.
In turn, Eαr
[
B¯k(R¯r)
]
= ρks1−ρEαr [Nr], so that
Eαr
[
R¯r
]
=
s
1− ρ
Eαr [Nr] , k ∈ K. (7.16)
Since Eαℓr
[
N ℓr
]
→ Eαr [Nr] as ℓ → ∞ by (7.3), it follows from (7.13) and (7.16) that
Eαℓr
[
R¯ℓr
]
→ Eαr
[
R¯r
]
as ℓ → ∞, and the result follows. Finally, since R¯r ≥ 0 and R¯
ℓ
r ≥ 0
for all ℓ ≥ 1w.p.1, the sequence {R¯ℓr : ℓ ≥ 1} is UI by Theorem 5.4 in Billingsley (1968).
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Proof of Lemma 7.2. We prove the two assertions of the lemma separately.
Proof of (i). By (7.15) and the fact that ‖Q¯(R¯r) − Q¯(0)‖ ≤ 2r, it holds that for each
k ∈ K,
−2r ≤ −µkB¯k(R¯r) + λkR¯r ≤ 2r, (7.17)
so that∑
k∈K
(−2r/µk + ρkR¯r) ≤
∑
k∈K
B¯k(R¯r) ≤
∑
k∈K
(2r/µk + ρkR¯r) w.p.1. (7.18)
Since R¯r is the total length of the Nr table cycles, it equals the total time the server spends
switching, which is equal to sNr, and the total time it spends serving in each of the queues.
Hence,
R¯r = sNr +
∑
k∈K
B¯k(R¯r).
It then follows from (7.18) that
sNr +
∑
k∈K
(
−2r/µk + ρkR¯r
)
≤ R¯r ≤ sNr +
∑
k∈K
(
2r/µk + ρkR¯r
)
so that
−2r
∑
k∈K
1
µk
≤ (1− ρ)R¯r − sNr ≤ 2r
∑
k∈K
1
µk
,
and employing (3.6) gives
−
2r
1− ρ
∑
k∈K
1
µk
≤ R¯r − τNr ≤
2r
1− ρ
∑
k∈K
1
µk
. (7.19)
Taking d1 := 2(1 − ρ)
−1
∑
k∈K 1/µk proves the first part of the lemma.
Proof of (ii). We show that (7.5) holds w.p.1, so that the event E in the statement exists.
To this end, we fix ω ∈ Ω, and prove the result by constructing aNr(ω)-cycle PE-candidate q
ω
such that (7.5) holds for the sample path Q¯(ω, ·). To simplify the notation, the values of all the
random elements (variables and processes) below are assumed to be realizations corresponding
to that fixed ω, although we remove it from the notation (except for the PE-candidate qω we
construct).
For the limiting process Q¯, let B¯
(m)
kj
, j = 1, ..., dim(k), m = 1, ..., Nr , denote the busy
time spent serving queue k at stage kj in themth server cycle. By definition,
B¯k(R¯r) =
Nr∑
m=1
dim(k)∑
j=1
B¯
(m)
kj
, k ∈ K,
for B¯k in (7.14). It follows from (7.17) and (7.19) that for k ∈ K,
−
2r
µk
+ ρk
(
τNr −
2r
1− ρ
∑
k∈K
1
µk
)
≤ B¯k(R¯r) ≤
2r
µk
+ ρk
(
τNr +
2r
1− ρ
∑
k∈K
1
µk
)
,
so that, for δk := B¯k(R¯r)− ρkτNr , it holds that
|δk| ≤ 2r
(
1
µk
+
ρk
1− ρ
∑
k∈K
1
µk
)
, k ∈ K. (7.20)
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The proof proceeds by explicitly constructing qω . To this end, we first characterize a
Nr-cycle closed-curve in R
K , denoted by Q¯′, whose trajectory is sufficiently close to the
sample path of Q¯ (corresponding to the sample point ω). However, that closed curve Q¯′ is
not necessarily a PE-candidate, as its components may achieve negative values. We then show
that only a small perturbation of the trajectory Q¯′, such that the perturbed trajectory remains
sufficiently close to Q¯, produces a bona-fide Nr-cycle PE-candidate q
ω.
To construct Q¯′, we first take Q¯′(0) := Q¯(0), and then specify the busy times of Q¯′, such
that Q¯′(τNr) = Q¯
′(0). (We treat Q¯′ as a queue process, similarly to our treatment of the fluid
models. Thus, by “busy times” of Q¯′k we mean the times at which the kth component of Q¯
′ is
decreasing.) This can be easily achieved by solving flow balance equations which equate the
“inflow” to Q¯′ over the Nr table cycles, which occurs at a constant rate λk throughout, to the
“outflow” over the Nr table cycles, which occurs at constant rate −µk only during the busy
times. Let (B¯
′(m)
kj
, j = 1, ..., dim(k),m = 1, ..., Nr) denote those busy times of Q¯
′
k.
(1) For queue k with δk < 0, we take B¯
′(1)
k1
:= B¯
(1)
k1
+ |δk|; and B¯
′(m)
kj
:= B¯
(m)
kj
, for
j = 1, ..., dim(k), m = 1, ..., Nr , and j+m > 2. Thus, except for its first busy time, all other
busy times of Q¯′k are equal to those of Q¯k.
(2) For queue k with δk > 0, we take B¯
′(mˆ)
k
jˆ
:= B¯
(mˆ)
k
jˆ
− δk for some jˆ ∈ {1, ..., dim(k)}
and mˆ ∈ {1, ..., Nr}with B¯
(mˆ)
k
jˆ
≥ δk . (Such jˆ and mˆ exist for sufficiently small r due to (7.18)
and (7.19).) and as B¯
′(m)
kj
:= B¯
(m)
kj
for j = 1, ..., dim(k), m = 1, ..., Nr , j 6= jˆ, and m 6= mˆ.
Thus, Q¯′k and Q¯k have the same busy times, except for one busy time, which is shorter for Q¯
′
k
by δk.
(3) For queue k with δk = 0, we take B¯
′(m)
kj
:= B¯
(m)
kj
for all j = 1, ..., dim(k) and
m = 1, ..., Nr . In particular, Q¯
′
k and Q¯k have the same busy times.
Observe that the busy times of Q¯′ satisfy the flow balance at all queues, i.e.,
Nr∑
m=1
dim(k)∑
j=1
B¯
′(m)
kj
= ρkτNr k ∈ K.
so that Q¯′(τNr) = Q¯
′(0). In addition, we will show that
||Q¯− Q¯′||R¯r∨τNr ≤
(
2rK
1− ρ
∑
k∈K
1
µk
)
max
k∈K
{µk} . (7.21)
However, before proving (7.21) we show that we can use this inequality to construct a PE-
candidate qω as in the statement of the lemma. To this end, let
qω := Q¯′ +∆ for ∆ :=
(
2rK
1− ρ
∑
k∈K
1
µk
)
max
k∈K
{µk} . (7.22)
Since Q¯ ≥ 0, it follows from (7.21) that qω ≥ 0, and since Q¯′ is a closed curve in RK , so
is qω. Finally, qω clearly satisfies the fluid model equations (3.1), and is therefore a bona-fide
PE-candidate. Combining (7.21) and (7.22) gives
||Q¯− qω||R¯r∨τNr ≤
(
4rK
1− ρ
∑
k∈K
1
µk
)
max
k∈K
{µk} ,
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so that (7.5) follows by setting d2 :=
(
4K
1−ρ
∑
k∈K
1
µk
)
maxk∈K {µk}.
To finish the proof of the lemma, it remains to justify (7.21). To this end, note that Q¯′ and
Q¯ follow identical trajectories from initialization until some busy time differs, namely, when
B¯
′(m)
ℓj
6= B¯
(m)
ℓj
, for some ℓ ∈ K, j ∈ {1, ..., dim(k)}, and m ∈ {1, ..., Nr}. By construction,
|B¯
′(m)
ℓj
− B¯
(m)
ℓj
| = |δℓ|. Since queue k in either process decreases at rate µk − λk during the
busy times, and increases at rate λk everywhere else, it holds that
||Q¯k − Q¯
′
k||D¯(m)
ℓj
∨D¯
′(m)
ℓj
= |δℓ|µk, k ∈ K, (7.23)
where D¯
′(m)
ℓj
(alternatively, D¯
(m)
ℓj
) is the departure epoch immediate after the busy time B¯
′(m)
ℓj
(alternatively, B¯
(m)
ℓj
) in Q¯′ (alternatively, Q¯). Then (7.23) implies that
||Q¯− Q¯′||
D¯
(m)
ℓj
∨D¯
′(m)
ℓj
≤ |δℓ|max
k∈K
{µk} . (7.24)
After that departure epoch (i.e., D¯
′(m)
ℓj
for Q¯′, and D¯
(m)
ℓj
for Q¯), the trajectories of Q¯′ and
Q¯ increase and decrease at the same rate over the same time intervals, until another busy
time differs, i.e., B¯
′(mˆ)
ℓˆ
jˆ
6= B¯
(mˆ)
ℓˆ
jˆ
, for some ℓˆ ∈ K (ℓˆ 6= ℓ), jˆ ∈ {1, ..., dim(ℓˆ)}, and mˆ ∈
{1, ..., Nr}. Following similar arguments as above, the second difference in the busy times can
further enlarge the distance between Q¯′ and Q¯ (from time zero to the departure epoch after the
busy time in consideration) component wise by a maximum of (|δℓ| + |δℓˆ|)maxk∈K {µk}. In
particular, define
Q˜′ := Q¯′ −
(
Q¯′(D¯
(m)
ℓj
∨ D¯
′(m)
ℓj
)− Q¯(D¯
(m)
ℓj
∨ D¯
′(m)
ℓj
)
)
. (7.25)
(Note that Q˜′ is the trajectory “shifted” from Q¯′, so that Q˜′(D¯
(m)
ℓj
∨ D¯
′(m)
ℓj
) = Q¯(D¯
(m)
ℓj
∨
D¯
′(m)
ℓj
).) It holds that
sup
t∈ [D¯
(m)
ℓj
∨D¯
′(m)
ℓj
, D¯
(mˆ)
ℓˆ
jˆ
∨D¯
′(mˆ)
ℓˆ
jˆ
]
max
k∈K
|Q¯k(t)− Q˜
′
k(t)| ≤ (|δℓ|+ |δℓˆ|)maxk∈K
{µk} . (7.26)
This fact in (7.26), together with (7.24) and (7.25), gives
sup
t∈ [D¯
(m)
ℓj
∨D¯
′(m)
ℓj
, D¯
(mˆ)
ℓˆ
jˆ
∨D¯
′(mˆ)
ℓˆ
jˆ
]
max
k∈K
|Q¯k(t)− Q¯
′
k(t)| ≤ (2|δℓ|+ |δℓˆ|)maxk∈K
{µk} . (7.27)
Since the right-hand side of (7.27) is larger than that of (7.24), we have that
||Q¯− Q¯′||
D¯
(mˆ)
ℓˆ
jˆ
∨D¯
′(mˆ)
ℓˆ
jˆ
≤
(
2|δℓ|+ |δℓˆ|
)
max
k∈K
{µk} .
The same arguments continue to the end of the Nrth server cycle. Therefore,
||Q¯− Q¯′||R¯r∨τNr ≤
∑
k∈K
K|δk|max
k∈K
{µk}
≤ K
∑
k∈K
2r
(
1
µk
+
ρk
1− ρ
∑
k∈K
1
µk
)
max
k∈K
{µk} by (7.20)
=
(
2rK
1− ρ
∑
k∈K
1
µk
)
max
k∈K
{µk} .
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7.2 Proof of Theorem 5
Consider a sequence of systems operating under the sequence of binomial-exhaustive policies
π∗, each with parameters (L∗, r∗). For each n ≥ 1, let M¯
n(t) := max{m ≥ 1 : U¯ (m),n ≤ t}.
Then
lim
t→∞
C¯nπn∗ (t) = limt→∞
1
t
∫ t
0
ψ(Q¯nπn∗ (u))du
= lim
t→∞
∑M¯n(t)
m=1
∫ U¯ (m),n
U¯ (m−1),n ψ(Q¯
n
πn∗
(u))du +
∫ t
U¯ (M¯n(t)),n ψ(Q¯
n
πn∗
(u))du∑M¯n(t)
m=1 T¯
(m),n + (t− U¯ (M¯n(t)),n)
= lim
t→∞
1
M¯n(t)
∑M¯n(t)
m=1
∫ U¯ (m),n
U¯ (m−1),n ψ(Q¯
n
πn∗
(u))du + 1
M¯n(t)
∫ t
U¯ (M¯
n(t)),n ψ(Q¯nπn∗ (u))du
1
M¯n(t)
∑M¯n(t)
m=1 T¯
(m),n + 1
M¯n(t)
(t− U¯ (M¯n(t)),n)
=
Eαn
[
Ψ¯nπn∗
]
Eαn
[
T¯ nL∗
] w.p.1, (7.28)
for Ψ¯nπn∗ in (2.5), where the last equality follows because the embedded DTMC converges to
its unique stationary distribution αn, and because the second terms on both the numerator and
denominator converge to 0 w.p.1. Indeed, Q¯nπn∗ (∞) is bounded and 0 ≤ t − U¯
(M¯n(t)),n ≤
T¯
(M¯n(t)+1),n
L∗
<∞ w.p.1 by virtue of (5.1).
Lemma 5.2, the continuity of ψ and the continuous mapping theorem imply that
Ψ¯nπn∗ ⇒
∫ τ∗
0
ψ(q∗(u))du in R as n→∞.
Thus, since Eαn
[
T¯ nL∗
]
= τ∗ for all n ≥ 1, due to (3.6) and (5.1), the assumed UI of {Ψ¯
n
πn∗
:
n ≥ 1} and (7.28) give
lim
n→∞
lim
t→∞
C¯nπn∗ (t) = limn→∞
1
τ∗
Eαn
[
Ψ¯nπn∗
]
=
1
τ∗
∫ τ∗
0
ψ (q∗(u)) du = c∗ w.p.1.
7.3 Proof of Theorem 2
Throughout this section, we consider a sequence of systems operating under the binomial-
exhaustive policy with control parameters (L, r) ∈ N×R for each system n, and its fluid limit
q (established in Corollary 5.1). We denote the unique PE (the global limit cycle) of that fluid
limit by qe.
Before proving Theorem 2, we state two technical lemmas—Lemma 7.3 and Lemma 7.4
below—which are key to the proof of the theorem; the proofs of these two lemmas appear in
Appendix C. Recall that, if Q¯n is stationary for each n ≥ 1, then Q¯n ⇒ qe inD
K as n→∞ by
Lemma 5.2. Lemma 7.3 establishes results for the convergence of moments and cross moments
of the stationary queue at the polling epochs, while Lemma 7.4 establishes results concerning
the convergence of the moments for the sequence of busy times. Of course, we must first know
that the aforementioned moments exist (under the conditions of Theorem 2) for the stochastic
system. Unfortunately, despite there being a relatively rich literature that is concerned with
computational algorithms for moments of performance measures under different controls, in-
cluding the binomial-exhaustive control, we are unaware of results that establish the existence
of those moments. See, e.g., Swartz (1980), Ferguson (1986), Sarkar and Zangwill (1989),
38
Levy (1989b), Konheim et al. (1994), Choudhury and Whitt (1996). In the appendix, we close
this theoretical gap in the literature by proving the required moment-existence theorems in the
setting of Theorem 2.
Lemma 7.3. Assume that Q¯n(0)
d
= Q˜n(∞), so that the process Qn is stationary, for all n ≥ 1.
Then
(i) E
[
Q¯nk(A¯
n
i )
]
= qe,k(ai) for all n ≥ 1, k ∈ K, i ∈ I
L.
(ii) If (a) E
[
S2k
]
< ∞ for all k ∈ K, (b) E
[
(V ni )
2
]
< ∞ for all i ∈ IL, n ≥ 1, and (c)
E
[
(V¯ ni )
2
]
→ s2i as n → ∞ for all i ∈ I
L, then E
[
Qnk(A
n
i )Q
n
j (A
n
i )
]
< ∞ for all
n ≥ 1 and
lim
n→∞
E
[
Q¯nk(A¯
n
i )Q¯
n
j (A¯
n
i )
]
= qe,k(ai)qe,j(ai), for all k, j ∈ K, and i ∈ I
L.
(iii) If (a) for each k ∈ K, there exists ǫk > 0 such that E
[
etSk
]
< ∞ for all t ∈ (−ǫk, ǫk),
(b) E
[
etV
n
i
]
<∞ for all t ∈ R+, i ∈ I
L, n ≥ 1, (c) E
[
(V¯ ni )
ℓ
]
→ sℓi as n→∞ for all
ℓ ≥ 3, i ∈ IL, then E
[
Qnk(A
n
i )
ℓ
]
<∞ for all n ≥ 1 and
lim
n→∞
E
[
Q¯nk(A¯
n
i )
ℓ
]
= (qe,k(ai))
ℓ for all ℓ ≥ 3, k ∈ K, and i ∈ IL.
Recall (see Section 5.2) that, for each stage i, Θ
(ℓ)
p(i) denotes the busy period “generated” by
the service of the ℓth served customer in queue p(i) (which is the queue being polled at stage
i).
Lemma 7.4. Assume that Q¯n(0)
d
= Q˜n(∞), so that Qn is stationary, for all n ≥ 1, and
consider the corresponding sequence of busy times {Bni : i ∈ I
L, n ≥ 1} (over a generic
stationary server cycle). Then
(i) E
[
B¯ni
]
= riqe,p(i)(ai)E
[
Θp(i)
]
for all n ≥ 1, i ∈ IL.
(ii) If (a) E
[
S2k
]
< ∞ for all k ∈ K, (b) E
[
(V ni )
2
]
< ∞ for all i ∈ IL, n ≥ 1, and (c)
E
[
(V¯ ni )
2
]
→ s2i as n→∞ for all i ∈ I
L, then E
[(
B¯ni
)2]
<∞ for all n ≥ 1 and
lim
n→∞
E
[(
B¯ni
)2]
→
(
riqe,p(i)(ai)E
[
Θp(i)
])2
, for all i ∈ IL.
(iii) If (a) for each k ∈ K, there exists ǫk > 0 such that E
[
etSk
]
< ∞ for all t ∈ (−ǫk, ǫk),
(b) E
[
etV
n
i
]
<∞ for all t ∈ R+, i ∈ I
L, n ≥ 1, (c) E
[
(V¯ ni )
ℓ
]
→ sℓi as n→∞ for all
ℓ ≥ 3, i ∈ IL, then E
[(
B¯ni
)ℓ]
<∞ for all n ≥ 1 and
lim
n→∞
E
[(
B¯ni
)ℓ]
=
(
riqe,p(i)(ai)E
[
Θp(i)
])ℓ
for all ℓ ≥ 3, i ∈ IL.
Proof of Theorem 2. We prove that the two assertions in the theorem hold for the binomial-
exhaustive policy under any control parameters (L, r) ∈ N × R, and so, in particular, for
(L∗, r∗).
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Proof of (i). Since ψ(x) = O(||x||p) for some p > 1, there exist x0 ∈ R+ and M ∈ R+
such that for all x with maxk∈K xk ≥ x0, we have
ψ(x) ≤M ||x||p ≤M(K(max
k∈K
xk)
2)
p
2 ≤MK
p
2
∑
k∈K
xpk. (7.29)
LetM ′ := MK
p
2 , and x0 := (x0, ..., x0) ∈ R
K
+ . For system n, by (7.29) and the fact that ψ is
non-decreasing, Ψ¯n(L,r) satisfies
Ψ¯n(L,r) =
∫ T¯nL
0
ψ(Q¯n(u))du
≤
∫ T¯nL
0
(
ψ(x0)1{maxk∈K Q¯nk (u)<x0}
+
(
M ′
∑
k∈K
(Q¯nk(u))
p
)
1{maxk∈K Q¯nk (u)≥x0}
)
du
≤ T¯ nLψ(x0) +
∫ T¯nL
0
(
M ′
∑
k∈K
(Q¯nk(u))
p
)
du.
(7.30)
We start by showing that {T¯ nLψ(x0) : n ≥ 1} is UI. To do this, note that the steady-state
cycle length T¯ nL can be represented as T¯
n
L =
∑
i∈IL
(
B¯ni + V¯
n
i
)
. Similar derivation to that of
(5.2) gives
B¯ni ⇒ riqe,p(i)(ai)E
[
Θp(i)
]
as n→∞. (7.31)
and, by Lemma 7.4 (i),
E
[
B¯ni
]
= riqe,p(i)(ai)E
[
Θp(i)
]
for all n ≥ 1. (7.32)
Since B¯ni ≥ 0 for all n ≥ 1, the two convergence in (7.31) and in (7.32) imply together that
the sequence {B¯ni : n ≥ 1} is UI; see, e.g., Theorem 5.4 in Billingsley (1968). Together
with the fact that {V¯ ni : n ≥ 1} is UI by Assumption 1, we get that {T¯
n
L : n ≥ 1}, and thus
{T¯ nLψ(x0) : n ≥ 1}, is UI.
We next prove that the second term in the right-hand side of (7.30) is UI. To this end, let
B˜ni denote the busy time if the exhaustive policy is employed at stage i, when the initial queue
length at the corresponding polling epoch, the arrival process to the queue, and the service
times of all customers served during Bni remain unchanged, so that B¯
n
i ≤ B˜
n
i w.p.1 for all
n ≥ 1. Then
M ′
∫ T¯nL
0
∑
k∈K
(Q¯nk (u))
p du = M ′
∑
i∈IL
∫ A¯ni +B¯ni +V¯ ni
A¯ni
∑
k∈K
(Q¯nk(u))
p du
≤M ′
∑
i∈IL
(
B¯ni + V¯
n
i
)∑
k∈K
(
Q¯nk(A¯
n
i ) + P¯
n
k (B¯
n
i + V¯
n
i )
)p
≤M ′
∑
i∈IL
(
B˜ni + V¯
n
i
)∑
k∈K
(
Q¯nk(A¯
n
i ) + P¯
n
k (B˜
n
i + V¯
n
i )
)p
,
(7.33)
where the first inequality is due to the omission of the service process at stage i.
We next show that, for any ℓ ≥ 1,
sup
n≥1
E
[(
B˜ni + V¯
n
i
)ℓ]
<∞, (7.34)
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and
sup
n≥1
E
[(
Q¯nk(A¯
n
i ) + P¯
n
k (B˜
n
i + V¯
n
i )
)ℓ]
<∞, (7.35)
from which it follows that, for any ǫ > 0,
sup
n≥1
E
[(
B˜ni + V¯
n
i
)1+ǫ (
Q¯nk(A¯
n
i ) + P¯
n
k (B˜
n
i + V¯
n
i )
)p(1+ǫ)]
<∞
by virtue of Ho¨lder’s inequality, so that the sequence of bounds in (7.33) is UI.
The inequality in (7.34) follows directly from the fact that B˜ni and V¯
n
i are independent,
and both are uniformly bounded in n. Indeed, supn E[(B˜
n
i )
ℓ] < ∞ by Lemma 7.4 (i)–(iii),
and supn E[(V¯
n
i )
ℓ] <∞ by Assumption 2. To prove (7.35), note that
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(7.36)
where the equality holds the the Binomial Theorem, and the inequality follows from Ho¨lder’s
inequality, for α > 1 and 1/α+ 1/β = 1.
Let
{·
·
}
denote the Stirling numbers of the second type, and recall that, for a Poisson
random variable Y with mean ν it holds that E[Y N ] =
∑N
j=1
{N
j
}
νj , for N ∈ N. Thus,
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(7.37)
Plugging (7.37) into (7.36), we get
E
[(
Q¯nk(A¯
n
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n
k (B˜
n
i + V¯
n
i )
)ℓ]
≤
ℓ∑
j=0
(
ℓ
j
)
E
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Q¯nk(A¯
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jβ
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+ o(1)
) 1
β
,
which is uniformly bounded in n due to Lemma 7.3 (i)–(iii), Lemma 7.4 (i)–(iii), Assumption
2, and the independence of B˜ni and V¯
n
i . Thus, (7.35) holds.
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Proof of (ii). For x ∈ RK , let f(x) =
∑K
k=1 ckxk. Since ψ(x) = O(f(x)), there exist
x0 ∈ R+ andM ∈ R+, such that for all x withmaxk∈K xk ≥ x0,
ψ(x) ≤Mf(x) = M
∑
k∈K
ckxk.
As in (7.30), this implies that
Ψ¯n(L,r) =
∫ T¯nL
0
ψ(Q¯n(u))du ≤ T¯ nLψ(x0) +
∫ T¯nL
0
(
M
∑
k∈K
ckQ¯
n
k(u)
)
du. (7.38)
Since {T¯ nLψ(x0) : n ≥ 1} was shown to be UI in the proof of part (i) above, we need only
to show that the sequence corresponding to the second term on the right-hand side of (7.38) is
UI. Similarly to the derivation of (7.33), we can upper bound the second term as
∫ T¯nL
0
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We next show that the sequence corresponding to each term in the right-hand side of (7.39) is
UI. First, by Lemma 5.2, Q¯nk(A¯
n
i ) ⇒ qe,k(ai) in R+ as n → ∞. In addition, it follows from
(7.31) (setting ri = 1) that
B˜ni ⇒ qe,p(i)(ai)E
[
Θp(i)
]
as n→∞, (7.40)
so that, by Slutsky’s theorem,
Q¯nk(A¯
n
i )B˜
n
i ⇒ qe,k(ai)qe,p(i)(ai)E
[
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]
as n→∞. (7.41)
Now,
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]
as n→∞ by Lemma 7.3 (ii).
(7.42)
It follows from (7.41), (7.42), and the fact that both Q¯nk(A¯
n
i )B˜
n
i and qe,k(ai)qe,p(i)(ai)E
[
Θp(i)
]
are non-negative, that the sequence {Q¯nk(A¯
n
i )B˜
n
i : n ≥ 1} is UI; see, e.g., (Billingsley 1968,
Theorem 5.4)).
Second, Q¯nk(A¯
n
i ) and V¯
n
i being independent implies that
E
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Q¯nk(A¯
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i )V¯
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[(
Q¯nk(A¯
n
i )
)2]
E
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.
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Because E
[(
V¯ ni
)2]
<∞ under Assumption 2, and E
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Q¯nk(A¯
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)2]
<∞ given E
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<∞
by Lemma 7.3 (ii), the second moment of Q¯nk(A¯
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i is finite, implying that {Q¯
n
k (A¯
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i )V¯
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n ≥ 1} is UI.
Lastly, for P¯nk (B˜
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i )(B˜
n
i + V¯
n
i ), note that B˜
n
i ⇒ qe,p(i)(ai)E
[
Θp(i)
]
by (7.40), and
V¯ ni ⇒ si as n→∞. By FWLLN for Poisson processes, we have
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By Slutsky’s theorem, P¯nk (B˜
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Next, the expectation of P¯nk (B˜
n
i + V¯
n
i )(B˜
n
i + V¯
n
i ) satisfies
E
[
P¯k(B˜
n
i + V¯
n
i )(B˜
n
i + V¯
n
i )
]
=E
[
E
[
P¯k(B˜
n
i + V¯
n
i )(B˜
n
i + V¯
n
i )
∣∣B˜ni + V¯ ni ]]
=E
[
λk(B˜
n
i + V¯
n
i )
2
]
→λk
(
qe,p(i)(ai)E
[
Θp(i)
]
+ si
)2
as n→∞,
(7.44)
where the limit follows from Lemma 7.4 (i)–(ii) and Assumption 2. Since both the pre-limit
and limit in (7.43) are non-negative, Theorem 5.4 in Billingsley (1968), (7.43) and (7.44) imply
that {P¯nk (B˜
n
i + V¯
n
i )(B˜
n
i + V¯
n
i ) : n ≥ 1} is UI, and in turn, so is {Ψ¯
n
(L,r) : n ≥ 1}.
8 Summary and Future Research
We considered the optimal-control problem of polling systems with large switchover times.
Under the large-switchover-time scaling, we established that the binomial-exhaustive policy,
with properly chosen control parameters, is asymptotically optimal. Those optimal control
parameters are computed by solving an FCP for a related deterministic relaxation, which is de-
scribed via an HDS, and arises as the fluid limit for a sequence of stochastic systems operating
under the corresponding binomial-exhaustive policy. For the important special case in which
the basic table is cyclic and the cost function is separable convex and has at most a polynomial
growth, we showed that the exhaustive policy is asymptotically optimal.
The analytical tools in this paper can be useful in characterizing asymptotically optimal
controls in other settings. For example, the Stochastic Economic Lot Scheduling Problem
(SELSP), can be modeled as a polling system in which backlogged demand implies that the
buffer content can be negative; see, e.g., Federgruen and Katalan (1996). Further, the stability
region of the fluid model for polling systems is easier to characterize than that of the underlying
stochastic system, and can therefore be used to study the stability of stochastic polling systems
under controls that do not adhere to the conditions in Fricker and Jaibi (1994).
A Solving the FCP
In section A of the appendix we prove Proposition 4.1 from the main paper. In Section A.2 we
consider the class of non-cyclic basic tables in which one queue appears more than once, and
show that the exhaustive policy is fluid optimal (solves the FCP) for this class as well, when
the cost is separable convex.
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A.1 Proof of Proposition 4.1
The proof of Proposition 4.1 involves approximating ψ with piecewise linear functions. Since
ψ is assumed to be separable convex, each of its components ψk is an increasing convex func-
tion mapping R+ into itself, and can therefore be approximated over any compact interval by
piecewise linear functions of the form
pk(x) =


p
(1)
k x if α
(1)
k ≤ x < α
(2)
k
p
(2)
k x if α
(2)
k ≤ x < α
(3)
k
...
p
(Nk−1)
k x if α
(Nk−1)
k ≤ x < α
(Nk)
k
p
(Nk)
k x if α
(Nk)
k ≤ x.
(A.1)
where 0 ≤ p
(1)
k < p
(2)
k · · · < p
(Nk)
k in R+ and 0 = α
(1)
k < α
(2)
k · · · < α
(Nk)
k in R+. We refer
to {α
(ℓ)
k : 1 ≤ ℓ ≤ Nk} as the irregular points (of pk), since pk is differentiable everywhere
except at those points, and to {p
(ℓ)
k : 1 ≤ ℓ ≤ Nk} as the coefficients of pk.
The next lemma is the key to proving Proposition 4.1; its proof appears in Section A.1.1
below. We say that f : RK+ → R+ is separable and piecewise linear if for x ∈ R
K
+ , f(x) =∑K
k=1 fk(xk) and each fk is a piecewise linear function, mapping R+ into itself.
Lemma A.1. If the basic table is cyclic and ψ is separable and piecewise linear (in addition
to being nondecreasing and continuous), then qexh solves (4.4).
Proof of Proposition 4.1. Fix L ∈ N. For any L-cycle PE-candidate qLe with cycle length τL,
the trajectory of queue k is bounded from below by 0 and from above byMk :=
1
2 (1−ρk)λkτ
2
L,
so that
||ψk(q
L
e,k)||τL ≤ ψk (Mk) , k ∈ K.
Hence, for any ǫ > 0, there exist piecewise linear functions pk and hk, both mapping R+ to
itself, such that for all y ∈ [0, ψk (Mk)],
0 < pk(y)− ψk(y) < ǫ/K and 0 < ψk(y)− hk(y) < ǫ/K, k ∈ K.
Let p, h : RK+ → R+ be defined for x ∈ R
K
+ via p(x) :=
∑
k∈K pk(xk) and h(x) :=∑
k∈K hk(xk). It follows that
0 <
1
τL
∫ τL
0
p(qLe (u))du −
1
τL
∫ τL
0
ψ(qLe (u))du < ǫ,
and
0 <
1
τL
∫ τL
0
ψ(qLe (u))du−
1
τL
∫ τL
0
h(qLe (u))du < ǫ.
Consider two L-cycle optimization problems, denoted by Pp and Ph, which replace the objec-
tive function ψ in problem (4.5) with p and h, respectively. Since qexh is optimal for both Pp
and Ph by Lemma A.1 and ǫ is arbitrary, qexh is a solution to L-cycle optimization problem
(4.5). As the latter statement holds for all L ∈ N, qexh is a solution to the global optimization
problem (4.4).
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A.1.1 Proof of Lemma A.1
For each k ∈ K, let ψk be in the form of (A.1), with irregular points {α
(ℓ)
k : 1 ≤ ℓ ≤ Nk}
and coefficients {ψ
(ℓ)
k : 1 ≤ ℓ ≤ Nk}, for some Nk ∈ N. Fix L ∈ N. To show that qexh is a
solution of the L-cycle optimization problem (4.5), we consider a relaxed problem, in which
each queue is optimized without consideration of all other queues. To this end, for each k ∈ K,
we consider the following relaxation to (4.5):
min
qL∈QL
1
τL
∫ τL
0
ψk(q
L
k (u)) du. (A.2)
Note that we have K different optimization problems of the form (A.2)—one for each k ∈ K.
For each of these K optimization problems, let qLe,k denote the kth component of a solution to
the problem (A.2). The closed curve qLe := (q
L
e,k, k ∈ K) necessarily gives a lower bound for
the optimal objective value in the L-cycle optimization problem (4.5). (However, qLe needs not
be an element of QL, as it may not be a bona-fide L-cycle PE-candidate.) The statement of
the lemma will therefore follow by proving that qexh, which is a feasible solution to (4.5), is a
solution to (A.2) for each k ∈ K.
Fix k ∈ K. For ψ
(0)
k := 0, let
h
(ℓ)
k := ψ
(ℓ)
k − ψ
(ℓ−1)
k , 1 ≤ ℓ ≤ Nk.
The objective function in (A.2) satisfies
1
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0
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k
(s)≥α
(Nk)
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}
]
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h
(1)
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k (s)1{qL
k
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(1)
k
}
+ h
(2)
k q
L
k (s)1{qL
k
(s)≥α
(2)
k
}
+ · · ·+ h
(Nk)
k q
L
k (s)1{qL
k
(s)≥α
(Nk)
k
}
]
ds
=
1
τL
Nk∑
ℓ=1
h
(ℓ)
k
∫ τL
0
qLk (s)1{qLk (s)≥α
(ℓ)
k }
ds.
Then for
A(ℓ)
(
qLk
)
:=
∫ τL
0
qLk (s)1{qLk (s)≥α
(ℓ)
k }
ds, 1 ≤ ℓ ≤ Nk,
(A.2) is equivalent to
min
qL∈QL
1
τL
Nk∑
ℓ=1
h
(ℓ)
k A
(ℓ)
(
qLk
)
s.t. A(ℓ)
(
qLk
)
=
∫ τL
0
qLk (s)1{qLk (s)≥α
(ℓ)
k }
ds, 1 ≤ ℓ ≤ Nk.
(A.3)
Now, A(ℓ)(qLk ) can be further partitioned into L sub-areas over each table cycle. In particular,
let
a(ℓ,m)
(
qLk
)
:=
∫ u(m)
u(m−1)
qLk (s)1{qLk (s)≥α
(ℓ)
k }
ds, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk,
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where u(m−1) denotes the beginning epoch of the mth table cycle. (To facilitate the notation
henceforth, the superscript (m) in u(m) is an index for table cycles of qL over the cycle length
[0, τL]. This is different from the convention elsewhere in the paper, e.g., in (3.1), where (m)
was indexing server cycles.) We can then write
A(ℓ)
(
qLk
)
=
L∑
m=1
a(ℓ,m)
(
qLk
)
, 1 ≤ ℓ ≤ Nk,
so that (A.3) can be equivalently written as
min
qL∈QL
1
τL
Nk∑
ℓ=1
h
(ℓ)
k
L∑
m=1
a(ℓ,m)
(
qLk
)
s.t. a(ℓ,m)
(
qLk
)
=
∫ u(m)
u(m−1)
qLk (s)1{qL
k
(s)≥α
(ℓ)
k
}
ds, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk.
(A.4)
For
τ (ℓ,m)(qLk ) :=
∫ u(m)
u(m−1)
1
{qL
k
(s)≥α
(ℓ)
k
}
ds, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk,
we have that
a(ℓ,m)
(
qLk
)
≥
1
2
(1− ρk)λk
(
τ (ℓ,m)(qLk )
)2
, (A.5)
and
L∑
m=1
τ (ℓ,m)(qLk ) ≥M
(ℓ), (A.6)
where
M (ℓ) := max
{
τL − L
(
α
(ℓ)
k
λk
+
α
(ℓ)
k
µk − λk
)
, 0
}
.
Adding the inequalities in (A.5) and (A.6) to the constraints of problem (A.4) does not change
its feasible region, and yields the following equivalent formulation
min
qL∈QL
1
τL
Nk∑
ℓ=1
h
(ℓ)
k
L∑
m=1
a(ℓ,m)
(
qLk
)
s.t. a(ℓ,m)
(
qLk
)
=
∫ u(m)
u(m−1)
qLk (s)1{qL
k
(s)≥α
(ℓ)
k
}
ds,
τ (ℓ,m)(qLk ) =
∫ u(m)
u(m−1)
1
{qLk (s)≥α
(ℓ)
k }
ds,
a(ℓ,m)
(
qLk
)
≥
1
2
(1− ρk)λk
(
τ (ℓ,m)(qLk )
)2
, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk
L∑
m=1
τ (ℓ,m)(qLk ) ≥M
(ℓ), 1 ≤ ℓ ≤ Nk. (A.7)
Next, let
τ := (τ (ℓ,m), 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk) and a := (a
(ℓ,m), 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nkk).
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We consider the following relaxed problem by dropping the first three constraints in problem
(A.7)
min
τ ,a
1
τL
Nk∑
ℓ=1
h
(ℓ)
k
L∑
m=1
a(ℓ,m)
s.t. a(ℓ,m) ≥
1
2
(1− ρk)λk
(
τ (ℓ,m)
)2
, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk
L∑
m=1
τ (ℓ,m) ≥M (ℓ), 1 ≤ ℓ ≤ Nk.
(A.8)
It follows from observation (and can be verified by solving the Karush-Kuhn Tucker equations)
that the solution to problem (A.8), denoted by (τ ∗,a∗), has elements
τ
(ℓ,m)
∗ = M
(ℓ)/L and a
(ℓ,m)
∗ =
1
2
(1− ρk)λk
(
τ
(ℓ,m)
∗
)2
, 1 ≤ m ≤ L, 1 ≤ ℓ ≤ Nk.
Note that problem (A.8) is a relaxation of problem (A.7) because for any feasible solution
(τ ,a) to (A.8), there does not necessarily exist a corresponding qL ∈ QLk such that, for all
1 ≤ m ≤ L and 1 ≤ ℓ ≤ Nk,
a(ℓ,m) =
∫ u(m)
u(m−1)
qLk (s)1{qL
k
(s)≥α
(ℓ)
k
}
ds and τ (ℓ,m) =
∫ u(m)
u(m−1)
1
{qL
k
(s)≥α
(ℓ)
k
}
ds. (A.9)
Hence, if there exists a qLe ∈ Q
L
k such that (A.9) holds for (τ ∗,a∗), then q
L
e is a solution to
(A.7).
Let qexh,k denote the trajectory of queue k in qexh. (Note that qexh ∈ Q
L
k .) It can be verified
that (A.9) indeed holds for (qexh,k, τ ∗,a∗), namely, for all 1 ≤ m ≤ L and 1 ≤ ℓ ≤ Nk,
a
(ℓ,m)
∗ =
∫ u(m)
u(m−1)
qexh,k(s)1{qexh,k(s)≥α
(ℓ)
k
}
ds and τ
(ℓ,m)
∗ =
∫ u(m)
u(m−1)
1
{qexh,k(s)≥α
(ℓ)
k
}
ds.
Thus, qexh solves (A.7), and therefore also the equivalent problem (A.2). In turn, qexh is a
solution to the L-cycle optimization problem (4.5). Since the arguments hold for each L ∈ N,
qexh is optimal to (4.4).
A.2 Solving the FCP for a Class of Non-Cyclic Basic Tables
In the proof of Lemma A.1, we optimize the trajectory of each queue individually, ignoring
all other queues. The optimal trajectories for the individual-queue optimization problems are
then shown to be achieved simultaneously for allK component queues in qexh—the PE under
the exhaustive policy—so that the exhaustive policy is fluid optimal. When the basic table is
non-cyclic, the optimal trajectory for each queue separately may not be achievable under any
possible PE-candidate, so that finding an optimal solution to the FCP becomes significantly
harder. In this section, we extend the result regarding the fluid-optimality of qexh to a particular
class of non-cyclic basic tables, where exactly one queue is polled more than once. Specifically,
we prove the following result.
Proposition A.1. If the basic table has exactly one queue that is polled more than once, and if
ψ is separable convex, then qexh is a solution to (4.4).
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Proof. We prove the claim for linear ψ; following similar steps as in the proof of Proposition
4.1, the result can be generalizable to piecewise linear functions, and then to separable convex
cost functions. Denote by k˜ the queue that appears more than once in the basic table.
Fix L ∈ N. For each queue k ∈ K, consider the optimization problem (A.2). For queue
k 6= k˜, k ∈ K, the same arguments used in the proof of Lemma A.1 can be applied to show
that any feasible solution qL to (A.2) in which qLk is exhausted (reaches 0 upon the server’s
departure epoch) is optimal. In what follows, we will show that the same claim holds for
queue k˜, from which it follows that qexh solves the L-cycle optimization problem (4.5).
Consider qL ∈ QL. Following the same reasoning as in Section 4.1.1, we can assume that
qL has queue k˜ exhausted at least once over [0, τL]. For ease of exposition, we shall assume
without loss of generality that qL
k˜
(0) = 0 and the server has just exhausted queue k˜ at time
0. (That is, we take qL
k˜
to be the last queue in the augmented table, and the server starts by
switching away from queue k˜.) To avoid introducing new notation, let k := {i ∈ I : p(i) = k}
denote the vector of ordered stages at which queue k is visited in a table cycle (as opposed to
server cycle in the rest of the paper). In addition, let a
(m)
k˜j
and d
(m)
k˜j
denote, respectively, the
jth polling and jth departure epochs in queue k˜ in themth table cycle. (Similar as in the proof
of Lemma A.1, the superscript (m) here indexes table cycles as opposed to server cycles.) Let
ξ
(m)
k˜j
:= a
(m)
k˜j
− d
(m)
k˜j−1
, 1 ≤ j ≤ dim(k˜), 1 ≤ m ≤ L, (A.10)
for d
(1)
k˜0
:= 0, and d
(m)
k˜0
:= d
(m−1)
k˜
dim(k˜)
ifm ≥ 2.
Define the sets
Ik˜j := {i ∈ I : k˜j−1 < i < k˜j}, 1 ≤ j ≤ dim(k˜),
where k˜0 := 0. Then Ik˜j contains all the stages between the (j − 1)st and the jth polling
epochs of queue k˜ during a table cycle, j = 1, ..., dim(k˜). Since all the queues except for
queue k˜ are polled exactly once during a table cycle, each element in Ik˜j corresponds to a
unique queue, so that the set
Kk˜j :=
{
p(i) : i ∈ Ik˜j
}
,
which contains all the queues that are polled between the (j − 1)st and the jth polling epochs
of queue k˜ in a table cycle, has the same cardinality as Ik˜j . Since q
L
k˜
(0) = qL
k˜
(τL), the total
busy time over [0, τL] at queue k must be equal to ρkτL. Thus,
L∑
m=1
ξ
(m)
k˜j
=
∑
k∈K
k˜j
ρkτL, 1 ≤ j ≤ dim(k˜). (A.11)
The statement of the proposition follows from the following two assertions.
Assertion (i): For any q(1) ∈ QL, there exists q(2) ∈ QL such that the k˜th component of
q(2) is exhausted in each visit, and
1
τL
∫ τL
0
ψk˜(q
(2)
k˜
(s)) ds ≤
1
τL
∫ τL
0
ψk˜(q
(1)
k˜
(s)) ds. (A.12)
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Assertion (ii): For any qL ∈ QL for which queue k˜ is exhausted in each visit, it holds that
1
τL
∫ τL
0
ψk˜(qexh,k˜(s)) ds ≤
1
τL
∫ τL
0
ψk˜(q
L
k˜
(s)) ds.
Assertions (i) and (ii) imply together that qexh is an optimal solution to problem (A.2), and in
turn, solves problem (4.5). Since this is true for all L ∈ N, qexh also solves problem (4.4), and
is therefore an optimal PE-candidate for the FCP. Thus, it remains to prove Assertions (i) and
(ii), which we do next.
Proof of Assertion (i). We will use the following notation: For ℓ = 1, 2, and k ∈ K, let
a
(ℓ,m)
kj
and d
(ℓ,m)
kj
denote the jth polling and departure epochs associated with q
(ℓ)
k in the mth
table cycle, 1 ≤ j ≤ dim(k), 1 ≤ m ≤ L. Then, as in (A.10), ξ
(ℓ,m)
kj
:= a
(ℓ,m)
kj
− d
(ℓ,m)
kj−1
. Also
define
b
(ℓ,m)
kj
:= d
(ℓ,m)
kj
− a
(ℓ,m)
kj
, for ℓ = 1, 2,
so that ξ
(ℓ)
k := (ξ
(ℓ,m)
kj
, 1 ≤ j ≤ dim(k), 1 ≤ m ≤ L) is the vector of inter-visit times to q
(ℓ)
k ,
and b
(ℓ)
k := (b
(ℓ,m)
kj
, 1 ≤ j ≤ dim(k), 1 ≤ m ≤ L) is the vector of busy times corresponding
to q
(ℓ)
k .
To construct q(2), we first construct its element qk˜ by taking q
(2)
k˜
(0) := q
(1)
k˜
(0) = 0,
ξ
(2)
k˜
:= ξ
(1)
k˜
, and exhausting queue k˜ in each of its visits. Then q
(2)
k˜
(t) ≥ 0 for all t ∈ [0, τL]
and, in addition, it follows from (A.11) that the total inter-visit time between visits to q
(2)
k˜
over
[0, τL] is
dim(k˜)∑
j=1
L∑
m=1
ξ
(2,m)
k˜j
=
dim(k˜)∑
j=1
L∑
m=1
ξ
(1,m)
k˜j
=
dim(k˜)∑
j=1
∑
k∈K
k˜j
ρkτL = (1− ρk˜)τL.
Since queue k˜ is exhausted during each visit to q
(2)
k˜
, the total busy time the server spends
serving queue k˜ must be ρk˜τL. Therefore, q
(2)
k˜
(0) = q
(2)
k˜
(τL) = 0.
Next, for each k 6= k˜, we take b
(2)
k := b
(1)
k , ensuring that the “flow balance equation” is
satisfied for queue k, because the server serves this queue for a total time of ρkτL over [0, τL].
Observe that this choice of busy times does not violate the construction of q
(2)
k˜
because
K∑
k 6=k˜,k=1
dim(k)∑
j=1
L∑
m=1
b
(2,m)
kj
=
dim(k˜)∑
j=1
L∑
m=1
ξ
(2,m)
k˜j
and ξ
(2)
k˜
= ξ
(1)
k˜
.
To complete the construction of q
(2)
k , let q
(2)
k (0) := τLµk, ensuring that q
(2)
k (t) ≥ 0 for all
t ∈ [0, τL]. Thus, q
(2)
k is a closed curve in R+ for k 6= k˜. Since the same is true for q
(2)
k˜
, q(2)
is an L-cycle PE-candidate, that is fully determined by the initial condition q(2)(0) and busy
times (b
(2)
k , k ∈ K). Lastly,
q
(ℓ)
k˜
(t) = q
(ℓ)
k˜
(0) + λk˜t− µk˜
L∑
m=1
dim(k˜)∑
j=1
∫ t
0
1[
a
(ℓ,m)
k˜j
,d
(ℓ,m)
k˜j
)(s)ds, t ∈ [0, τL]. (A.13)
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By the construction, the third term in (A.13) of q
(2)
k˜
is larger than the corresponding term of
q
(1)
k˜
for all t ∈ [0, τL]. Hence, (A.12) follows since ψ is non-decreasing.
Proof of Assertion (ii). Take qL ∈ QL in which k˜ is exhausted in each of its visits. For
each 1 ≤ j ≤ dim(k˜) and 1 ≤ m ≤ L, let
qL
k˜
(j,m) :=
{
qL
k˜
(t) : d
(m)
k˜j−1
≤ t < d
(m)
k˜j
}
and τk˜(j,m) := d
(m)
k˜j
− d
(m)
k˜j−1
.
Since the segment qL
e,k˜
(j,m) of qL begins and ends at state 0, it follows from basic flow-
balance equations that
τk˜(j,m) = ξ
(m)
k˜j
/(1− ρk˜).
Let ak˜(j,m) denote the area under the segment qk˜(j,m), i.e.,
ak˜(j,m) :=
∫ d(m)
k˜j
d
(m)
k˜j−1
qL
k˜
(s)ds =
1
2
(1− ρk˜)λk˜
(
τk˜(j,m)
)2
. (A.14)
It follows from (A.11) and flow-balance equations for queue k˜ that, for 1 ≤ j ≤ dim(k˜),
L∑
m=1
τk˜(j,m) =
L∑
m=1
ξ
(m)
k˜j
/(1 − ρk˜) =
1
1− ρk˜
∑
k∈K
k˜j
ρkτL. (A.15)
For each 1 ≤ j ≤ dim(k˜), let ℓk˜(j) :=
1
1−ρ
k˜
∑
k∈K
k˜j
ρkτL, and consider the following
optimization problem
min
y(j)∈RL+
L∑
m=1
1
2
(1− ρk˜)λk˜(ym(j))
2 s.t.
L∑
m=1
ym(j) = ℓk˜(j). (A.16)
By the Cauchy–Schwarz inequality, it holds that
L
L∑
m=1
(ym(j))
2 ≥
(
L∑
m=1
ym(j)
)2
=
(
ℓk˜(j)
)2
,
so that the solution to problem (A.16) is given by y∗(j) := (ℓk˜(j), . . . , ℓk˜(j))/L ∈ R
L
+.
For τ k˜(j) := (τk˜(j,m), 1 ≤ m ≤ L), it follows from (A.15) that τ k˜(j) is feasible to
problem (A.16), whose objective value is equal to
∑L
m=1 ak˜(j,m) by (A.14). Thus,
1
τL
∫ τL
0
qL
k˜
(s)ds =
1
τL
dim(k˜)∑
j=1
L∑
m=1
ak˜(j,m)
≥
1
τL
dim(k˜)∑
j=1
L∑
m=1
1
2
(1− ρk˜)λk˜(y
∗
m(j))
2
=
1
τL
dim(k˜)∑
j=1
1
2L
(1− ρk˜)λk˜(ℓk˜(j))
2.
(A.17)
Assertion (ii) then follows from the fact that the time-average queue length of qexh,k˜ achieves
the right-hand side of (A.17), and the corresponding cost function ψk˜ is linear.
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B Moments under the Binomial-Exhaustive Policy
In this appendix, we establish supporting results for the proofs of Lemmas 7.3 and 7.4. The
proofs of these two lemmas appear after this appendix in Appendix C. Specifically, in Ap-
pendix B.1 we employ the buffer occupancy approach (Takagi 1986) to establish a recur-
sive characterization of the multi-dimensional probability generating function (p.g.f.) for the
number in system at the polling epochs under the binomial-exhaustive policy. Based on that
p.g.f., in Appendix B.2 we develop sufficient conditions (the existence of the m.g.f.’s for the
service- and switchover-time distributions) for the existence of all moments. In Appendix B.3
we demonstrate that the first moments (whose existence is guaranteed by the stability of the
binomial-exhaustive policy) are equal to the fluid queue at the polling epochs in the PE in-
duced by the SB-PR with the same parameters. In Appendix B.4, we relax the condition on the
m.g.f.’s of the service- and switchover-time distributions, and show that the second moments
of the steady-state queue length exist if the service- and switchover-time distributions possess
finite second moments. Later in Appendix C we apply results derived in this appendix to the
sequence of systems under the large-switchover-time scaling in order to prove Lemmas 7.3
and 7.4.
As we mentioned in Section 7.3, the buffer occupancy approach has been applied in a
variety of settings, e.g., cyclic systems with zero switchover times (Cooper and Murray 1969,
Cooper 1970), cyclic systems with nonzero switchover times (Eisenberg 1972, Konheim and Meister
1974, Rubin and De Moraes 1983, Swartz 1980, Takagi 1986), and random, non-cyclic polling
systems (Kleinrock and Levy 1988)). Nevertheless, there is not much work concerning the ex-
istence of moments for the steady-state queue length (except for some special cases, Takagi
(1986) and Levy (1989b)).
B.1 P.g.f. of the Steady-State Queue Length
Consider a system operating under the binomial-exhaustive policy with parameters (L, r) ∈
N × R. Let Rˆi, i ∈ I
L, denote the Laplace-Stieltjes transform (LST) of the switchover time
distribution when the server switches away from stage i, and let θˆk, k ∈ K, denote the LST
of the busy period of anM/G/1 corresponding to queue k that has arrival rate λk and service
rate µk. All LSTs are defined with real (non-complex) exponents.
Consider the system in steady state, and let Ai denote a generic polling epoch of stage
i ∈ IL, and let
Fi(z1, ..., zK) := E
[
K∏
k=1
z
Qk(Ai)
k
]
, i ∈ IL,
denote the joint p.g.f. for Q at time Ai. Let the marginal p.g.f. for Qk at time Ai be
Gi,k(u) := E
[
uQk(Ai)
]
= Fi(1, ..., 1, u, 1, ..., 1), k ∈ K, i ∈ I
L, (B.1)
where u is the kth argument for the joint p.g.f. Fi. Let z := (z1, ..., zK).
Given the p.g.f.’s, we can retrieve the moments of the steady-state queue length whenever
the moments exist. In particular, let
fi(k) :=
[
∂Fi(z1, ..., zK )
∂zk
]
z=1
, k ∈ K, i ∈ IL
fi(k, ℓ) :=
[
∂2Fi(z1, ..., zK)
∂zk∂zℓ
]
z=1
, k, ℓ ∈ K, i ∈ IL.
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Note that Fi and Gi,k are related via
fi(k) = G
(1)
i,k (1), fi(k, k) = G
(2)
i,k (1), k ∈ K, i ∈ I
L,
where G
(1)
i,k (1) and G
(2)
i,k (1) are, respectively, the first and second derivative of Gi,k at u = 1.
Then
E [Qk(Ai)] = fi(k), k ∈ K, i ∈ I
L
E [Qk(Ai) (Qk(Ai)− 1)] = fi(k, k), k ∈ K, i ∈ I
L
E [Qk(Ai)Qj(Ai)] = fi(j, k), j, k ∈ K, j 6= k, i ∈ I
L.
Let w : IL × N → IL be the function which retrieves the stage index in the augmented
table j steps backward given that the server is currently at stage i, i.e.,
w(i, j) =
{
i− (j mod IL) if (j mod IL) < i
IL− (j mod IL− i) if (j mod IL) ≥ i.
(B.2)
Correspondingly, p(w(i, j)) is the queue visited at stage w(i, j).
Throughout the paper, we assumed (without loss of generality), that time 0 is a polling
epoch of queue 1. We now drop this assumption, as we need to analyze the transforms when
initializing the queue process at a polling epoch for each stage.
Lemma B.1. For all i ∈ IL we have that
Fi (z1, ..., zK) =
∞∏
j=1
Rˆw(i,j)
[
y(j−1)
]
, (B.3)
where, with initial conditions z(0) = z and y(0) =
∑K
k=1 (λk − λkzk),
z
(j)
ℓ =
{
z
(j−1)
ℓ for ℓ 6= p(w(i, j))
(1− rw(i,j))z
(j−1)
ℓ + rw(i,j)θˆℓ
[
y(j−1) −
(
λℓ − λℓz
(j−1)
ℓ
)]
for ℓ = p(w(i, j))
y(j) = y(j−1) + λp(w(i,j))
(
z
(j−1)
p(w(i,j)) − z
(j)
p(w(i,j))
)
.
(B.4)
Furthermore,
lim
m→∞
z(m) = 1, lim
m→∞
y(m) = 0, and lim
m→∞
Rˆw(i,m)
[
y(m−1)
]
= 1, i ∈ IL.
Note that y(j) := y(j)(z, i) for all j ≥ 0, though we remove the dependence on z and i
from the notation to simplify the writing.
Proof. Let time 0 be a polling epoch of some queue. Let Fi,m denote the p.g.f. of the joint
queue length at the polling epoch of stage i, m stages after time 0; in particular, we take the
stage at time 0 be w(i,m), for w defined in (B.2). (Recall that, unlike the convention thus
far, the system is not initialized at a polling epoch of stage 1.) In what follows, we derive Fi,
the p.g.f. of the steady-state queue length at the polling epoch of stage i, by characterizing the
p.g.f. Fi,m and sending m to infinity.
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Let Ai(m) and Di(m) denote, respectively, the polling and departure epochs of stage i
after the server has completed m visits since time 0. We emphasize the distinction of Ai(m)
andDi(m) here from A
(m)
i andD
(m)
i , which denote the polling and departure epochs of stage
i in the mth server cycle, respectively. To relate Fi,m to Fi+1,m+1, we first note that each of
the class-p(i) customers found at the polling epoch Ai(m) independently “generates” a busy
period Θp(i) with probability ri, and generates 0 service duration with probability 1 − ri. If a
busy period is generated for a customer, then the joint p.g.f. for the number of arrivals at the
other queues (other than queue p(i)) is given by
θˆp(i)

 K∑
k=1,k 6=p(i)
(λk − λkzk)

 .
If a customer is not selected to be served (i.e., a busy period is not generated), then it remains
at the current queue and there are no corresponding arrivals since the service time of that
customer is taken to be 0. Hence, each of the customers found at the polling epoch of stage i
is replaced in an i.i.d. manner by a random population having p.g.f.
(1− ri)zp(i) + riθˆp(i)

 K∑
k=1,k 6=p(i)
λk(1− zk)

 .
It follows that at time Di(m), the joint p.g.f. for Q(Di(m)) satisfies
E
[
K∏
k=1
z
Qk(Di(m))
k
]
=E



(1− ri)zp(i) + riθˆp(i)

 K∑
k=1,k 6=p(i)
(λk − λkzk)




Qp(i)(Ai(m)) K∏
k=1,k 6=p(i)
z
Qk(Ai(m))
k


=Fi,m

z1, ..., zp(i)−1, (1− ri)zp(i) + riθˆp(i)

 K∑
k=1,k 6=p(i)
(λk − λkzk)

 , zp(i)+1, ..., zK

 .
(B.5)
Now, the joint p.g.f. for the number of arrivals during the switchover time from stage i to
stage i+ 1 is given by
Rˆi
[
K∑
k=1
(λk − λkzk)
]
. (B.6)
Since the events during the time interval [Ai(m),Di(m)) are independent of all events in the
time interval [Di(m), Ai+1(m+1)], the joint p.g.f. forQ at time Ai+1(m+1), i.e., the polling
epoch of stage i+ 1, is given by the product of (B.5) and (B.6). Namely, form ≥ 1,
F(i+1 mod IL),m+1 (z1, ..., zK ) = Rˆi
[
K∑
k=1
(λk − λkzk)
]
×
Fi,m

z1, ..., zp(i)−1, (1− ri)zp(i) + riθˆp(i)

 K∑
k=1,k 6=p(i)
(λk − λkzk)

 , zp(i)+1, ..., zK

 .
(B.7)
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Now, using (B.7) recursively m times, we have
Fi,m (z1, z2, ..., zK) =
m∏
j=1
Rˆw(i,j)
[
K∑
k=1
(
λk − λkz
(j−1)
k
)]
Fw(i,m),0(z
(m)), (B.8)
where z(0) = z, and the elements of z(j), for j ≥ 1, are
z
(j)
ℓ =
{
z
(j−1)
ℓ for ℓ 6= p(w(i, j))
(1− rw(i,j))z
(j−1)
ℓ + rw(i,j)θˆℓ
[∑K
k=1,k 6=ℓ
(
λk − λkz
(j−1)
k
)]
for ℓ = p(w(i, j)).
Note that Fw(i,m),0 in (B.8) is the p.g.f. of the initial queue length, namely,
Fw(i,m),0 (z1, ..., zK) = E
[
K∏
k=1
z
Qk(0)
k
]
.
Letting y(j) :=
∑K
k=1
(
λk − λkz
(j)
k
)
for j ≥ 0, retrieves (B.3) and (B.4). The p.g.f. Fi,m
converges to the p.g.f corresponding to the steady-state distribution of the queue as m → ∞
due to the stability of the binomial-exhaustive policy. Since the steady-state limit is inde-
pendent of the initial distribution, it must hold by (B.8) that Fw(i,m),0
(
z(m)
)
→ 1, so that
z(m) → 1 asm→∞. As a result, y(m) → 0 and Rˆw(i,m)
[
y(m−1)
]
→ 1 asm→∞.
B.2 Sufficient Conditions for Existence of All Moments
We now prove that, if the service-time distribution at each queue has an m.g.f. that is finite
in some neighborhood of zero, then the steady-state queue length distribution at the polling
epochs has finite moments of all orders. Recall that Sk is a generic random variable distributed
according to the service time distribution at queue k, and Ai is the polling epoch of stage i in
stationarity, k ∈ K, i ∈ IL.
Theorem 7. Assume that the following two conditions hold:
(a) For each k ∈ K, there exists ǫk > 0, such that E
[
etSk
]
<∞ for all t ∈ (−ǫk, ǫk).
(b) E
[
etVi
]
<∞ for all t ≥ 0 and i ∈ IL.
Then E
[
Q (Ai)
ℓ
]
<∞ for all ℓ ≥ 1 and i ∈ IL.
In the proof of Theorem 7 we will state auxiliary lemmas which are proved in Section B.2.
However, before giving the proof of this theorem, we state the following lemma, whose proof
also appears in Section B.2.
Lemma B.2. Under the conditions of Theorem 7, it holds for {y(j) : j ≥ 0} in (B.4), that
Fi (z1, ..., zK) ≤
∏
ℓ∈IL
E
[
e−
∑∞
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
for i ∈ IL.
Proof of Theorem 7. Since E
[
etVℓ
]
< ∞ for all t > 0 and ℓ ∈ IL by assumption, the bound
in Lemma B.2 is meaningful (finite) if
∑∞
j=0 y
(j) > −∞. We will show that the latter sum is
finite for some z by proving that (i) y(j) < 0 for all z > 1 and for all j ≥ 0, and that (ii) there
exists some z > 1 such that
∑∞
j=0 y
(j) > −∞.
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To establish (i) and (ii), we first introduce an equivalent characterization of the y(j)’s. Let
y(j) ∈ RK+ be the vector whose kth element is y
(j)
k := λk−λkz
(j)
k . Note that y
(j) is the sum of
the elements in y(j), namely, y(j) =
∑K
k=1 y
(j)
k . The recursion calculating the y
(j)’s in (B.4)
can be equivalently written as
z
(j)
k =
{
z
(j−1)
k for k 6= p(w(i, j))
(1− rw(i,j))z
(j−1)
k + rw(i,j)θˆk
[∑
ℓ∈K,ℓ 6=k y
(j−1)
ℓ
]
for k = p(w(i, j)),
y
(j)
k = λk − λkz
(j)
k
y(j) =
K∑
k=1
y
(j)
k ,
(B.9)
where z
(0)
k = zk and y
(0)
k = λk − λkzk for all k ∈ K. It follows from (B.9) that for j ≥ 1,
y
(j)
k = y
(j−1)
k for k 6= p(w(i, j))
y
(j)
k = λk − λk

(1− rw(i,j))z(j−1)k + rw(i,j)θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ




= λk − λkz
(j−1)
k + λkrw(i,j)z
(j−1)
k − λkrw(i,j)θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ


= λk − λkz
(j−1)
k + λkrw(i,j)z
(j−1)
k − λkrw(i,j) − λkrw(i,j)

θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ

− 1


= (1− rw(i,j))(λk − λkz
(j−1)
k )− λkrw(i,j)

θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ

− 1


= (1− rw(i,j))y
(j−1)
k − λkrw(i,j)

θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ

− 1

 for k = p(w(i, j)).
(B.10)
Proof of (i). Let z > 1. To see y(j) < 0 for all j ≥ 0, note that y
(0)
k = λk − λkz
(0)
k < 0 for all
k ∈ K. Then, θˆk
[∑
ℓ∈K,ℓ 6=k y
(0)
ℓ
]
> 1 for k = p(w(i, 1)). By (B.10),
y
(1)
k = y
(0)
k < 0 for k 6= p(w(i, 1))
y
(1)
k = (1− rw(i,1))y
(0)
k − λkrw(i,1)

θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(0)
ℓ

− 1

 < 0 for k = p(w(i, 1)).
We can then use the arguments inductively to show that y
(j)
k < 0 for all k ∈ K and j ≥ 2.
Thus, y(j) =
∑
k∈K y
(j)
k < 0 for all j ≥ 0.
Proof of (ii). By Proposition 4.2 in Nakayama et al. (2004), there exists ζk > 0 such that
E
[
etΘk
]
<∞ for all t ∈ [−ζk, ζk]. For k ∈ K and t ∈ [−ζk/2, ζk/2],
etΘk = 1 + Θkt+
1
2
Θ2k e
ξΘk t2, w.p.1, (B.11)
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for some ξ ∈ [0, t] by Taylor’s expansion, where the term 12Θ
2
ke
ξΘkt2 is the Lagrange form of
the remainder. Since ξ ≤ t ≤ ζk/2, we have
etΘk ≤ 1 + Θkt+
1
2
Θ2ke
1
2
ζkΘkt2.
Taking expectation on both sides of (B.11) and applying Ho¨lder’s inequality gives
E
[
etΘk
]
≤ 1 + E [Θk] t+
1
2
E
[
Θ4k
] 1
2 E
[
eζkΘk
] 1
2
t2. (B.12)
TakeMk := E
[
Θ4k
] 1
2 E
[
eζkΘk
] 1
2 , and note thatMk < ∞ by the choice of ζk. Let α > 0
be such that
ρk +
∑
ℓ∈K,ℓ 6=k
ρℓ(1 + α) < 1 for all k ∈ K. (B.13)
The existence of such α is guaranteed by the fact that ρ < 1.
Let
ζ := min
k∈K
{
ζk/2 ∧
2E [Θk]α
Mk
}
.
Now for t ∈ [−ζ, ζ], it holds that
1
2
E
[
Θ4k
] 1
2 E
[
eζkΘk
] 1
2
t2 =
1
2
Mkt
2 ≤
1
2
Mk
2E [Θk]α
Mk
|t| = E [Θk]α|t|, k ∈ K. (B.14)
Plugging (B.14) into (B.12), we get that for t ∈ [−ζ, ζ],
E
[
etΘk
]
≤ 1 + E [Θk] t+ E [Θk]α|t|, k ∈ K. (B.15)
Applying (B.15) to (B.10), we see that for k ∈ K, if −ζ ≤
∑
ℓ∈K,ℓ 6=k y
(j−1)
ℓ < 0, then
θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ

 = E [e−Θk∑ℓ∈K,ℓ 6=k y(j−1)ℓ ]
≤ 1− E [Θk]
∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ − E [Θk]α
∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ
= 1− E [Θk] (1 + α)

 ∑
ℓ∈K,ℓ 6=k
y
(j−1)
ℓ

 .
(B.16)
Based on the recursion in (B.10) and motivated by the upper bound constructed in (B.16),
we consider the following recursion
y¯
(j)
k = y¯
(j−1)
k for k 6= p(w(i, j))
y¯
(j)
k = (1− rw(i,j))y¯
(j−1)
k + λkrw(i,j)E [Θk] (1 + α)

 ∑
ℓ∈K,ℓ 6=k
y¯
(j−1)
ℓ


= (1− rw(i,j))y¯
(j−1)
k + λkrw(i,j)
1
µk − λk
(1 + α)

 ∑
ℓ∈K,ℓ 6=k
y¯
(j−1)
ℓ


= (1− rw(i,j))y¯
(j−1)
k + rw(i,j)
ρk
1− ρk
(1 + α)

 ∑
ℓ∈K,ℓ 6=k
y¯
(j−1)
ℓ

 for k = p(w(i, j)),
(B.17)
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where y¯
(0)
k = y
(0)
k = λk − λkzk, for k ∈ K.
For ℓ ∈ IL, let M¯ℓ denote theK×K matrix whose p(ℓ)th row has 1− rp(ℓ) for the p(ℓ)th
entry, and rp(ℓ)ρp(ℓ)(1 + α)/(1 − ρp(ℓ)) in all the other entries of this row; for row k 6= p(ℓ),
the kth row is the vector uk that has 1 in the kth entry and 0 elsewhere; see Example B.1 below
for a concrete representation of this matrix for a system with a cyclic basic table with L = 1
and K = 3.
It follows from (B.17) that y¯(j) can be derived via sequential multiplication of matrices
M¯ℓ, ℓ ∈ I
L. In particular, define the K ×K matrix
M¯(i) := M¯w(i,IL)M¯w(i,IL−1) · · · M¯w(i,1).
It holds that
y¯(j) := y¯(j)(i) = M¯w(i,j) M¯w(i,j−1) · · · M¯w(i,1) y¯
(0)
= M¯w(i,j mod IL) M¯w(i,(j mod IL)−1) · · · M¯(i)
⌊j/(IL)⌋ y¯(0),
where, for x ∈ R, ⌊x⌋ is the largest integer that is smaller than x (the floor function).
Next, let y˜(j) := (y˜
(j)
k , k ∈ K), where
y˜
(j)
k := y¯
(j)
k /ρk, k ∈ K, j ≥ 0. (B.18)
Let M˜ℓ be theK×K matrix whose p(ℓ)th row has 1−rp(ℓ) for the p(ℓ)th entry, and rp(ℓ)ρk(1+
α)/(1 − ρp(ℓ)) for entry k 6= p(ℓ), k ∈ K; for row k 6= p(ℓ), the kth row is equal to uk. (The
construction of the M˜ℓ matrices is also illustrated in Example B.1.) Similar to M¯(i), define
M˜(i) := M˜w(i,IL)M˜w(i,IL−1) · · · M˜w(i,1). By construction,
y˜(j) = M˜w(i,j) M˜w(i,j−1) · · · M˜w(i,1) y˜
(0)
= M˜w(i,j mod IL) M˜w(i,(j mod IL)−1) · · · M˜(i)
⌊j/(IL)⌋ y˜(0).
(B.19)
For k ∈ K define
dk(i) := min
{
j ≥ 1 : p(w(i, j)) = k, rw(i,j) > 0
}
,
namely, w(i, dk(i)) is the last stage in the augmented table, prior to stage i, that the service
ratio of queue k is strictly positive. (When all the service ratios of all stages are strictly pos-
itive, w(i, dk(i)) is simply the last visit to queue k prior to stage i.) Since, for the binomial-
exhaustive policy r ∈ R, it holds that dk(i) ≤ IL. Let (A)∑
k
denote the sum of the entries in
the kth row of the matrix A.
Lemma B.3. For each k ∈ K, it holds that(
M˜w(i,ℓ) M˜w(i,ℓ−1) · · · M˜w(i,1)
)
∑
k
≤ 1, for all ℓ ≥ 1.
Furthermore, (
M˜w(i,ℓ) M˜w(i,ℓ−1) · · · M˜w(i,1)
)
∑
k
< 1, for all ℓ ≥ dk(i).
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Now, select z > 1 (sufficiently close to 1) such that
y˜
(0)
k = y¯
(0)
k /ρk = (λk − λkzk)/ρk ≥ −ζρk/K, for each k ∈ K. (B.20)
By the characterization of y˜
(j)
k in (B.19) and Lemma B.3, together with the fact that each
element in the matrices M˜ℓ, ℓ ∈ I
L, is non-negative, it holds that y˜
(j)
k ∈ [−ζρk/K, 0) for all
k ∈ K and j ≥ 0. Thus, y¯
(j)
k ∈ [−ζ/K, 0) for all k ∈ K and j ≥ 0 by (B.18). It follows that
y¯(j) :=
∑
k∈K
y¯
(j)
k ∈ [−ζ, 0), for all j ≥ 0. (B.21)
The next lemma shows that for the choice of z in (B.20), the y¯
(j)
k ’s calculated according to
the new recursion in (B.17) is a lower bound for the y
(j)
k ’s calculated according to the original
recursion in (B.10).
Lemma B.4. For z > 1 such that (B.20) holds, we have y¯
(j)
k ≤ y
(j)
k < 0, for all k ∈ K and
j ≥ 0.
By Lemma B.4, claim (ii) follows if we show that
∑∞
j=0 y¯
(j) > −∞, which is equivalent
to
∑∞
j=0 y˜
(j) > −∞ by (B.18). To this end, we group elements in the sequence {y˜(j) : j ≥ 0}
into IL subsequences. For ℓ ∈ IL, the ℓth subsequence is defined as {y˜(j) : (j mod IL) =
ℓ− 1, j ≥ 0}. Without loss of generality, consider the first subsequence {y˜(j) : (j mod IL) =
0, j ≥ 0}. By (B.19), this subsequence can be equivalently represented as
{y˜(j) : (j mod IL) = 0, j ≥ 0} = {M˜(i)n y˜(0) : n ≥ 0}.
We will show that the partial sum of this subsequence converges, namely,
lim
n→∞
n∑
j=0, (j mod IL)=0
y˜(j) = lim
n→∞
n∑
j=0, (j mod IL)=0
M˜(i)n y˜(0) > −∞. (B.22)
Note that (B.22) holds if and only if ̺(M˜(i)) < 1, where ̺(M˜(i)) is the spectral radius of
M˜(i). To this end, consider the matrix norm || · ||∞ defined as follows
||M˜(i)||∞ := max
k∈K
(M˜(i))∑ k.
By Lemma B.3 and the fact that dk(i) ≤ IL, it holds that ||M˜(i)||∞ < 1, so that ̺(M˜(i)) ≤
||M˜(i)||∞ < 1. Hence, we have the convergence result in (B.22). The same lines of reasoning
can be applied to the rest IL− 1 subsequences to show that
∑
ℓ∈IL
lim
n→∞
n∑
j=0, (j mod IL)=ℓ−1
y˜(j) > −∞,
which in turn implies that
∑∞
j=0 y¯
(j) > −∞, and
∑∞
j=0 y
(j) > −∞.
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B.2.1 Proofs of the Auxiliary Results in the Proof of Theorem 7
Proof of Lemma B.2. Let ℓ ∈ IL. The lemma follows if we show that
∞∏
j=1,w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
≤ E
[
e−
∑∞
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
.
To this end, note from (B.10) and the proof for claim (i) that for any z > 1, we have y(j) < 0
for all j ≥ 0. By the assumption that E
[
etVℓ
]
< ∞ for all t > 0 and (Schmidt 2003, p.2), we
get
E
[
e−y
(0)Vℓ
]
E
[
e−y
(1)Vℓ
]
≤ E
[
e−y
(0)Vℓe−y
(1)Vℓ
]
.
Let n ≥ 1. For the induction hypothesis, suppose that
n∏
j=1,w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
≤ E
[
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
. (B.23)
Then,
n+1∏
j=1, w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
=
n∏
j=1, w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
E
[
e−y
(n)Vℓ
]
≤ E
[
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
E
[
e−y
(n)Vℓ
]
≤ E
[
e
−
∑n+1
j=1, w(i,j)=ℓ
y(j−1)Vℓ
]
,
where the first inequality follows from (B.23), and the second inequality follows from (Schmidt
2003, p.2), together with the fact (implied again by the assumption E
[
etVℓ
]
<∞ for all t > 0)
that
E
[(
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
)2]
<∞ and E
[(
e−y
(n)Vℓ
)2]
<∞.
We have shown by induction that
n∏
j=1, w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
≤ E
[
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
for all n ≥ 1.
Sending n to infinity gives
lim
n→∞
n∏
j=1,w(i,j)=ℓ
E
[
e−y
(j−1)Vℓ
]
≤ lim
n→∞
E
[
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
= E
[
lim
n→∞
e−
∑n
j=1, w(i,j)=ℓ y
(j−1)Vℓ
]
,
where the interchange of limit and expectation in the second line is justified by the monotone
convergence theorem.
Proof of Lemma B.4. Note from (B.10) and the proof for claim (i) that for z > 1, we have
y(j) < 0 for all j ≥ 0. First, it follows by construction that y¯
(0)
k = y
(0)
k < 0 for all k ∈ K.
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Then, let k = p(w(i, 1)). Given y(0), y(1) is calculated as
y
(1)
ℓ = y
(0)
ℓ for ℓ 6= k
y
(1)
k = (1− rw(i,1))y
(0)
k − λkrw(i,1)

θˆk

 ∑
ℓ∈K,ℓ 6=k
y
(0)
ℓ

− 1

 .
Since (B.21) holds by the choice of z in (B.20), and since y¯(0) < 0, we have
−ζ <
∑
ℓ∈K,ℓ 6=k
y¯
(0)
ℓ =
∑
ℓ∈K,ℓ 6=k
y
(0)
ℓ < 0,
so that θˆk
[∑
ℓ∈K,ℓ 6=k y
(0)
ℓ
]
<∞. Using the upper bound in (B.16), we get
y
(1)
k ≥ (1− rw(i,1))y
(0)
k − λkrw(i,1)

−E [Θk] (1 + α) ∑
ℓ∈K,ℓ 6=k
y
(0)
ℓ


= (1− rw(i,1))y
(0)
k + rw(i,1)
ρk
1− ρk
(1 + α)

 ∑
ℓ∈K,ℓ 6=k
y
(0)
ℓ


= y¯
(1)
k .
(B.24)
For ℓ 6= k, we have y
(1)
ℓ = y
(0)
ℓ = y¯
(0)
ℓ = y¯
(1)
ℓ . Thus, y¯
(1)
k ≤ y
(1)
k < 0 for all k ∈ K.
Now, let k = p(w(i, 2)). By (B.21) (implied by the choice of z in (B.20)) and the fact that
y¯(1) ≤ y(1) < 0, we have
−ζ <
∑
ℓ∈K,ℓ 6=k
y¯
(1)
ℓ =
∑
ℓ∈K,ℓ 6=k
y
(1)
ℓ < 0,
so that θˆk
[∑
ℓ∈K,ℓ 6=p(w(i,2)) y
(1)
ℓ
]
<∞. Similarly to (B.24), we have
y
(2)
ℓ = y
(1)
ℓ for ℓ 6= k
y
(2)
k ≥ (1− rw(i,2))y
(1)
k + rw(i,2)
ρk
1− ρk
(1 + α)

 ∑
ℓ∈K,ℓ 6=k
y
(1)
ℓ

 = y¯(2)k .
For ℓ 6= k, we have y
(2)
ℓ = y
(1)
ℓ ≥ y¯
(1)
ℓ = y¯
(2)
ℓ . Thus, y¯
(2)
k ≤ y
(2)
k < 0 for all k ∈ K. The same
argument can be applied inductively, and the claim follows.
Proof of Lemma B.3. By construction,
(
M˜w(i,1)
)
∑
p(w(i,1))
= 1− rw(i,1) +
∑
k∈K, k 6=p(w(i,1))
rw(i,1)
ρk(1 + α)
1− ρp(w(i,1))
= 1− rw(i,1)
1− ρp(w(i,1)) −
∑
k∈K,k 6=p(w(i,1)) ρk(1 + α)
1− ρp(w(i,1))
≤ 1,
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where the inequality follows from the choice of α in (B.13), and holds strictly if r(w(i, 1)) > 0.
In addition,
(
M˜w(i,1)
)
∑
k
= 1, for k 6= p(w(i, 1)), k ∈ K.
Now, consider the matrix product M˜p := M˜w(i,2)M˜w(i,1). For k 6= p(w(i, 2)), k ∈ K,
the kth row of M˜w(i,2) is equal to uk (the unit vector). Thus, the kth row of M˜p is identical
to that of M˜w(i,1), for all k 6= p(w(i, 2)), k ∈ K. Now, for the p(w(i, 2))th row, we have(
M˜p
)
∑
p(w(i,2))
= (1− rw(i,2))
(
M˜w(i,1)
)
∑
p(w(i,2))
+
∑
k∈K, k 6=p(w(i,2))
rw(i,2)
ρk(1 + α)
1− ρp(w(i,2))
(
M˜w(i,1)
)
∑
k
≤ 1− rw(i,2) +
∑
k∈K, k 6=p(w(i,2))
rw(i,2)
ρk(1 + α)
1− ρp(w(i,2))
= 1− rw(i,2)
1− ρp(w(i,2)) −
∑
k∈K,k 6=p(w(i,2)) ρk(1 + α)
1− ρp(w(i,2))
≤ 1,
where the first inequality follows from
(
M˜w(i,1)
)
∑
k
≤ 1 for all k ∈ K, and the second
inequality again follows form the choice of α in (B.13).
We can extend the arguments by considering multiplying matrix M˜w(i,3) to M˜p, and the
proof continues inductively. Importantly, for k ∈ K, the kth row sum of the resulting matrix be-
comes strictly less than 1 when multiplying M˜w(i,dk(i)) to M˜w(i,dk(i)−1)M˜w(i,dk(i)−2) · · · M˜w(i,1).
Moreover, the kth row sum of M˜w(i,ℓ)M˜w(i,ℓ−1) · · · M˜w(i,1) is maintained strictly less than 1
for all ℓ ≥ dk(i).
Example B.1 (construction of M¯ℓ and M˜ℓ). In the case of cyclic basic table with L = 1 and
K = 3, the matrices M¯ℓ, ℓ = 1, 3, are
M¯1 =

1− r1 r1
ρ1(1+α)
1−ρ1
r1
ρ1(1+α)
1−ρ1
0 1 0
0 0 1

 , M¯3 =

 1 0 00 1 0
r3
ρ3(1+α)
1−ρ3
r3
ρ3(1+α)
1−ρ3
1− r3

 .
In addition, the matrices M˜ℓ, ℓ = 1, 3, are
M˜1 =

1− r1 r1
ρ2(1+α)
1−ρ1
r1
ρ3(1+α)
1−ρ1
0 1 0
0 0 1

 , M˜3 =

 1 0 00 1 0
r3
ρ1(1+α)
1−ρ3
r3
ρ2(1+α)
1−ρ3
1− r3

 .
B.3 Characterization of the First Moment
Lemma B.5. It holds that E [Q(Ai)] = qe(ai) for all i ∈ I
L, where qe is the PE under SB-PR
with parameters (L, r).
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Proof. Following (B.7), for systems in steady state, the p.g.f. Fi+1 is related to Fi via
F(i+1 mod IL) (z1, ..., zK ) = Rˆi
[
K∑
k=1
(λk − λkzk)
]
×
Fi

z1, ..., zp(i)−1, (1− ri)zp(i) + riθˆp(i)

 K∑
k=1, k 6=p(i)
(λk − λkzk)

 , zp(i)+1, ..., zK

 ,
(B.25)
where we omit the “transient time index” m in the subscript.
From (B.25), we establish the following system of ILK equations for
(
fi(k), i ∈ I
L, k ∈ K
)
in (B.26) and (B.27) below. In particular, taking derivative of (B.25) with respect to zk and
evaluating it z = 1, we get
fi+1(k) =

 ∂
∂zk
Rˆi

 K∑
j=1
(λj − λjzj)




z=1
+ fi(k)(1 − ri) = siλk + (1− ri)fi(k),
(B.26)
if k = p(i); and
fi+1(k)
=

 ∂
∂zk
Rˆi

 K∑
j=1
(λj − λjzj)




z=1
+ fi(k)− fi(p(i))riλkθˆ
(1)
p(i)

 K∑
j=1,j 6=p(i)
(λj − λjzj)


z=1
= siλk + fi(k)− fi(p(i))riλkθˆ
(1)
p(i)
[0]
= siλk + fi(k) + fi(p(i))riλk
1
µp(i)(1− ρp(i))
, if k 6= p(i). (B.27)
The last equality in (B.27) utilizes the fact that for anM/G/1 queue, we have
−θˆ
(1)
k [0] =
E [Sk]
1− ρi
=
1
µk(1− ρk)
, for all k ∈ K.
With a change of variable defined by gi(k) := fi(k)/µk for k ∈ K and i ∈ I
L, we get
from (B.26) and (B.27) that
fi+1(k)
1
µk
= siλk
1
µk
+ (1− ri)fi(k)
1
µk
, if k = p(i),
fi+1(k)
1
µk
= siλk
1
µk
+ fi(k)
1
µk
+ fi(p(i))riλk
1
µp(i)(1− ρp(i))
1
µk
, if k 6= p(i).
Therefore,
gi+1(k) = siρk + (1− ri)gi(k), if k = p(i),
gi+1(k) = siρk + gi(k) + gi(p(i))riρk
1
1− ρp(i)
, if k 6= p(i).
(B.28)
For i ∈ IL, let gi := (gi(k), k ∈ K) ∈ R
K
+ . By (B.28), gi+1 can be derived from gi via an
operator Ti : R
K
+ → R
K
+ with the affine relationship
gi+1 = Ti(gi) = Ai gi + Bi,
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where Ai is anK ×K matrix and Bi ∈ R
K
+ . By (B.28), matrix Ai is characterized as follows:
For j = p(i), row j has value 1− ri at the p(i)th entry, and value 0 at all the other entries. For
j ∈ K, j 6= p(i), row j has value riρj/(1 − ρp(i)) at the p(i)th entry, value 1 at the jth entry,
and value 0 at all the other entries. By inspection, Ai is identical to the transpose of matrix
M˜i defined in the proof of Theorem 7.
Consider applying the operator Ti successively. In particular, the composition Ti+1 ◦Ti(gi)
maps gi to gi+2, and so forth. Then the operator composed over one server cycle T :=
Tw(i,1) ◦Tw(i,2) ◦ · · · ◦Tw(i,IL)(gi) maps gi to gi, namely, gi is a fixed point of T . By the same
derivation for M˜ as in the proof of Theorem 7, for A := AiAw(i,1) · · · Aw(i,IL−1), its spectral
radius ̺(A) < 1. Since T is an affine operator mapping from RK+ to R
K
+ , it follows from
Lemma 5.1 in Matveev et al. (2016) that T is a contraction map in RK+ , and possesses a unique
fixed point (i.e., gi), which in turn implies that (B.26) and (B.27) admit a unique solution (in
RILK+ ). We can also verify that (qe,k(ai), k ∈ K, i ∈ I
L) solves (B.26) and (B.27). Therefore,
it must be the case that E [Q(Ai)] = qe(ai) for all k ∈ K and i ∈ I
L.
B.4 Sufficient Conditions for the Existence of the Second Moment
Lemma B.6. If E
[
S2k
]
< ∞ for all k ∈ K, and if E
[
V 2i
]
< ∞ for all i ∈ IL, then
E [Qj(Ai)Qk(Ai)] <∞ for all i ∈ I
L and j, k ∈ K.
Proof. Utilizing the recursive structure in (B.25) for systems in steady state, we establish a
system of K2IL equations for
(
fi(j, k), i ∈ I
L, j, k ∈ K
)
. In particular, taking the partial
derivative of (B.25) with respect to zj , zk and evaluating at z = 1, we get
fi+1(j, k)
=
[
∂
∂zj
[(
∂
∂zk
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
])
×
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK


+ Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]
×
∂
∂zk
Fi

z1, ..., zp(i)−1, (1− ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK






z=1
=
[
∂2
∂zj∂zk
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
+
[
∂
∂zk
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
×

 ∂
∂zj
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
+
[
∂
∂zj
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
×
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
 ∂
∂zk
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
+

 ∂2
∂zj∂zk
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
.
(B.29)
There are four summands in the last equation of (B.29), and we characterize each of them as
follows.
For now, suppose j 6= p(i), k 6= p(i). First,[
∂2
∂zj∂zk
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
= λjλkE
[
V 2i
]
. (B.30)
Second,[
∂
∂zk
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
×

 ∂
∂zj
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
= λksi
(
fi(j) + fi(p(i))riθˆ
(1)
p(i) [0] (−λj)
)
= λksifi(j) + λjλksifi(p(i))riE
[
Θp(i)
]
. (B.31)
Third,[
∂
∂zj
Rˆi
[
K∑
ℓ=1
(λℓ − λℓzℓ)
]]
z=1
×

 ∂
∂zk
Fi

z1, ..., zp(i)−1, (1 − ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
= λjsi
(
fi(k) + fi(p(i))riθˆ
(1)
p(i) [0] (−λk)
)
= λjsifi(k) + λjλksifi(p(i))riE
[
Θp(i)
]
.
(B.32)
Fourth,
 ∂2
∂zj∂zk
Fi

z1, ..., zp(i)−1, (1− ri)zp(i) + riθˆp(i)

 K∑
ℓ=1,ℓ 6=p(i)
(λℓ − λℓzℓ)

 , zp(i)+1, ..., zK




z=1
= fi(j, k) + fi(p(i), k)ri θˆ
(1)
p(i) [0] (−λj) + fi(p(i), j)ri θˆ
(1)
p(i) [0] (−λk)
+ fi(p(i), p(i))r
2
i
(
θˆ
(1)
p(i) [0]
)2
(−λj)(−λk) + fi(p(i))riθˆ
(2)
p(i) [0] (−λj)(−λk)
= fi(j, k) + λjfi(p(i), k)riE
[
Θp(i)
]
+ λkfi(p(i), j)riE
[
Θp(i)
]
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+ λjλkfi(p(i), p(i))r
2
i E
[
Θp(i)
]2
+ λjλkfi(p(i))riE
[
Θ2p(i)
]
. (B.33)
Plugging in (B.30)-(B.33) into (B.29), we have for j 6= p(i), k 6= p(i),
fi+1(j, k) = λjλkE
[
V 2i
]
+ λksifi(j) + λjλksifi(p(i))riE
[
Θp(i)
]
+ λjsifi(k) + λjλksifi(p(i))riE
[
Θp(i)
]
+ fi(j, k) + λjfi(p(i), k)riE
[
Θp(i)
]
+ λkfi(p(i), j)riE
[
Θp(i)
]
+ λjλkfi(p(i), p(i))r
2
i E
[
Θp(i)
]2
+ λjλkfi(p(i))riE
[
Θ2p(i)
]
.
(B.34)
Then, using the fact that for anM/G/1 queue,
E
[
Θp(i)
]
= −θˆ
(1)
p(i)
[0] =
E
[
Sp(i)
]
1− ρp(i)
, E
[
Θ2p(i)
]
= θˆ
(2)
p(i)
[0] =
E
[
S2p(i)
]
(1− ρp(i))3
,
we get from (B.34) that for j 6= p(i), k 6= p(i),
fi+1(j, k) = λjλkE
[
V 2i
]
+ λksifi(j) + λjλksifi(p(i))ri
E
[
Sp(i)
]
1− ρp(i)
+ λjsifi(k) + λjλksifi(p(i))ri
E
[
Sp(i)
]
1− ρp(i)
+ fi(j, k) + λjfi(p(i), k)ri
E
[
Sp(i)
]
1− ρp(i)
+ λkfi(p(i), j)ri
E
[
Sp(i)
]
1− ρp(i)
+ λjλkfi(p(i), p(i))r
2
i
(
E
[
Sp(i)
]
1− ρp(i)
)2
+ λjλkfi(p(i))ri
E
[
S2p(i)
]
(1− ρp(i))3
. (B.35)
Similarly, we get the following systems of equations for fi+1(j, k) for j = p(i) 6= k, and
for j = p(i) = k. The case where k = p(i) 6= j follows by symmetry.
For j = p(i) 6= k,
fi+1(j, k) = λp(i)λkE
[
V 2i
]
+ λksifi(p(i))(1 − ri)
+ λp(i)sifi(k) + λp(i)λksifi(p(i))ri
E
[
Sp(i)
]
1− ρp(i)
+ fi(p(i), k)(1 − ri) + λkfi(p(i), p(i))ri(1− ri)
E
[
Sp(i)
]
1− ρp(i)
.
(B.36)
For j = p(i) = k,
fi+1(j, k) = λp(i)λp(i)E
[
V 2i
]
+ 2λp(i)sifi(p(i))(1 − ri) + fi(p(i), p(i))(1 − ri)
2. (B.37)
The derivation of (B.36) and (B.37) is similar to that of (B.35) and thus omitted.
Let Fi be a K × K matrix whose elements are fi(j, k), i ∈ I
L, j, k ∈ K. Specif-
ically, whenever the second moments of queue length exist, the (k, k)th element of Fi is
E [Qk(Ai) (Qk(Ai)− 1)], and the (j, k)th element is E [Qj(Ai)Qj(Ai)] for j 6= k. The affine
system defined by (B.35) - (B.37) calculates Fi+1 from Fi. In particular, these equations can
be viewed as a transformation Ti : R
K×K
+ → R
K×K
+ , such that Fi+1 = Ti (Fi), i ∈ I
L.
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For the following, take without loss of generality that i = 1. (The same arguments hold for
all i ∈ IL\{1}.) Let T : RK×K+ → R
K×K
+ be the composition T := TIL ◦ TIL−1 ◦ · · · ◦ T1.
Then, since the system is in steady state, T (F1) = F(IL+1) mod IL = F1, so that F1 is a fixed
point of T . We will show next that T is a contraction map and possesses a unique fixed point.
Further, the unique fixed point F1 can be acquired by successively applying T to any initial
condition.
Note that we can express fi+1(j, k) as
fi+1(j, k) =
∑
ℓ,m
fi(ℓ,m)wi(ℓ,m, j, k) + bi(j, k), (B.38)
where wi(ℓ,m, j, k) is said to be the weight of fi(ℓ,m) in the element fi+1(j, k), and bi(j, k)
is the sum of all the constant terms in the corresponding equation from (B.35) - (B.37). Specif-
ically, by (B.35) - (B.37), we have
fi+1(j, k) =


fi(j, k) + λjfi(p(i), k)ri
E[Sp(i)]
1−ρp(i)
+ λkfi(p(i), j)ri
E[Sp(i)]
1−ρp(i)
+λjλkfi(p(i), p(i))r
2
i
(
E[Sp(i)]
1−ρp(i)
)2
+ bi(j, k), for j 6= p(i), k 6= p(i)
fi(p(i), k)(1 − ri) + λkfi(p(i), p(i))ri(1− ri)
E[Sp(i)]
1−ρp(i)
+ bi(j, k),
for j = p(i) 6= k
fi(p(i), p(i))(1 − ri)
2 + bi(j, k), for j = p(i) = k.
(B.39)
To aid the analysis, we apply a substitution of variable
gi(j, k) :=
1
µjµk
fi(j, k), b
′
i(j, k) :=
1
µjµk
bi(j, k), i ∈ I
L, j, k ∈ K.
Analogously to Fi, let Gi be a K ×K matrix whose elements are gi(j, k), i ∈ I
L, j, k ∈ K.
Similarly to Ti, let T
′
i : R
K×K
+ → R
K×K
+ be the transformation such that Gi+1 = T
′
i (Gi),
i ∈ IL. Let T ′ := T ′IL ◦ T
′
IL−1 ◦ · · · ◦ T
′
1 , so that T
′(G1) = G(IL+1) mod IL = G1.
Dividing both sides of (B.39) by µjµk yields
1
µjµk
fi+1(j, k) =


1
µjµk
fi(j, k) +
1
µjµk
λjfi(p(i), k)ri
E[Sp(i)]
1−ρp(i)
+ 1µjµk λkfi(p(i), j)ri
E[Sp(i)]
1−ρp(i)
+ 1µjµkλjλkfi(p(i), p(i))r
2
i
(
E[Sp(i)]
1−ρp(i)
)2
+ 1µjµk bi(j, k),
for j 6= p(i), k 6= p(i)
1
µjµk
fi(p(i), k)(1 − ri) +
1
µjµk
λkfi(p(i), p(i))ri(1− ri)
E[Sp(i)]
1−ρp(i)
+ 1µjµk bi(j, k), for j = p(i) 6= k
1
µjµk
fi(p(i), p(i))(1 − ri)
2 + 1µjµk bi(j, k),
for j = p(i) = k,
and
gi+1(j, k) =


gi(j, k) + gi(p(i), k)ri
ρj
1−ρp(i)
+ gi(p(i), j)ri
ρk
1−ρp(i)
+gi(p(i), p(i))r
2
i
ρjρk
(1−ρp(i))2
+ b′i(j, k), for j 6= p(i), k 6= p(i)
gi(p(i), k)(1 − ri) + gi(p(i), p(i))ri(1− ri)
ρk
1−ρp(i)
+ b′i(j, k),
for j = p(i) 6= k
gi(p(i), p(i))(1 − ri)
2 + b′i(j, k), for j = p(i) = k.
(B.40)
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We thus arrive at the following analogue of (B.38)
gi+1(j, k) =
∑
ℓ,m
gi(ℓ,m)w
′
i(ℓ,m, j, k) + b
′
i(j, k), i ∈ I
L, j, k ∈ K.
where w′i(ℓ,m, j, k) is the weight of gi(ℓ,m) in the element gi+1(j, k) in (B.40). The total
weight of gi(ℓ,m) in the matrixGi+1 is given by
∑
j,k
w′i(ℓ,m, j, k) =


1, for ℓ 6= p(i),m 6= p(i)
ri
ρ−ρp(i)
1−ρp(i)
+ (1− ri),
for ℓ = p(i) andm 6= p(i), or ℓ 6= p(i) andm = p(i)
(1− ri)
2 + 2
∑
k 6=p(i) ri(1− ri)
ρk
1−ρp(i)
+
∑
j 6=p(i),k 6=p(i) r
2
i
ρjρk
(1−ρp(i))2
,
for ℓ = p(i),m = p(i).
(B.41)
Note from the second and third lines in (B.41) that
ri
ρ− ρp(i)
1− ρp(i)
+ (1− ri) = 1− ri
1− ρ
1− ρp(i)
,
and
(1− ri)
2 + 2
∑
k 6=p(i)
ri(1− ri)
ρk
1− ρp(i)
+
∑
j 6=p(i),k 6=p(i)
r2i
ρjρk
(1− ρp(i))2
=
(
ri
ρ− ρp(i)
1− ρp(i)
+ (1− ri)
)2
=
(
1− ri
1− ρ
1− ρp(i)
)2
,
both of which are equal to 1 if ri = 0 and strictly smaller than 1 if ri > 0. Since the service
ratios r ∈ R, it follows from (B.41) that the total weight of g1(ℓ,m) strictly decreases through
the application of T ′ = T ′IL ◦ T
′
IL−1 ◦ · · · ◦ T
′
1 . Given this “contraction” property of the total
weight of each element g1(ℓ,m) through T
′, we can apply the same arguments as in Levy
(1989b) (specifically, Lemma 3.2 and Theorem 3.4) to show that T ′ is indeed a contraction
map.
The derivation above establishes that if E [Qj (Ai)Qk (Ai)] < ∞ for all i ∈ I
L and
j, k ∈ K, then F1 is the unique fixed point of the operator T . We next verify the premise of
the aforementioned claim. When considering the transformation in (B.35) - (B.37), we assume
that the system is in steady state, namely, F1 is a fixed point of the operator T . Indeed, (B.35)
- (B.37) and T also apply to systems in transiency, as can be seen in the proof of Lemma B.1.
In particular, let the superscript (m) be the index of the mth server cycle, and let F
(m)
i denote
the cross moment matrix of the queue length at the polling epoch of stage i in the mth server
cycle. Given F
(m)
1 , T (F
(m)
1 ) = F
(m+1)
1 for all m ≥ 1. Since T is a contraction map, F
(m)
1
converges through successive application of T . The same holds for all F
(m)
i , i ∈ I
L\{1}, and
their corresponding operators T (i) : RK+ → R
K
+ such that T (i)(F
(m)
i ) = F
(m+1)
i . (Note that
T (1) ≡ T .) In other words, for any initial queue length, E
[
Qj(A
(m)
i )Qk(A
(m)
i )
]
converges
to a proper finite value asm→∞. By Fatou’s lemma, it holds that
lim
m→∞
E
[
Qj(A
(m)
i )Qk(A
(m)
i )
]
≥ E
[
lim inf
m→∞
Qj(A
(m)
i )Qk(A
(m)
i )
]
= E [Qj (Ai)Qk (Ai)] , i ∈ I
L, j, k ∈ K.
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C Proofs of Lemmas 7.3 and 7.4
In this subsection, we apply the general results from Appendix B to prove Lemmas 7.3 and
7.4. Recall that we consider a sequence of systems, each operating under the binomial-
exhaustive policy with the same parameters (L, r) ∈ N × R. For the nth system, we denote
by Fni (z1, ..., zK) the joint p.g.f. of Q
n at time Ani , namely,
Fni (z1, ..., zK) := E
[
K∏
k=1
z
Qn
k(A
n
i )
k
]
, i ∈ IL.
C.1 Proof of Lemma 7.3
Take z ∈ [0, 1]K .
Proof of (i). Let k ∈ K and i ∈ IL, and note that E [Qnk(A
n
i )] < ∞ for each n ≥ 1 due to
the stability of the system under the binomial-exhaustive policy. Since the switchover times do
not affect the derivation of y(j) and z
(j)
k in (B.4), k ∈ K, j ≥ 0, we have that, by Lemma B.1,
Fni (z1, ..., zK ) =
∞∏
j=1
Rˆnw(i,j)
[
y(j−1)
]
=
∞∏
j=1
E
[
e
−y(j−1)V n
w(i,j)
]
. (C.1)
Then
E [Qnk(A
n
i )] =
[
∂Fni (z1, ..., zK)
∂zk
]
z=1
=
∞∑
j=1

∂E
[
e
−y(j−1)V n
w(i,j)
]
∂zk
∞∏
ℓ 6=j
E
[
e
−y(ℓ−1)V n
w(i,ℓ)
]
z=1
(C.2)
=
∞∑
j=1

E
[
∂e
−y(j−1)V n
w(i,j)
∂zk
]
∞∏
ℓ 6=j
E
[
e
−y(ℓ−1)V n
w(i,ℓ)
]
z=1
(C.3)
=
∞∑
j=1
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1
. (C.4)
The justification for equalities (C.2) and (C.3) is relegated to Section C.1.1 below. It follows
from (C.4) that
E
[
Q¯nk(A¯
n
i )
]
=
1
n
∞∑
j=1
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1
= E [Qk(Ai)] = qe,k(ai),
where the last two equalities follow from Lemma B.5 for the unscaled stochastic system, which
is tantamount to taking n = 1 in the sequence of systems.
Proof of (ii). That E
[
Qnk(A
n
i )
2
]
< ∞ for all k ∈ K, i ∈ IL (and n ≥ 1) follows from
Lemma B.6. We first characterize E
[
Qnk(A
n
i )
2
]
via the p.g.f. ofQnk(A
n
i ), and then characterize
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the limit of the cross moments. Taking the partial derivative of (C.1) with respect to zk twice
gives[
∂2 (Fni (z1, ..., zK))
∂z2k
]
z=1
=
∞∑
j=1

 ∂
∂zk

E
[
∂e
−y(j−1)V n
w(i,j)
∂zk
]
∞∏
ℓ 6=j
E
[
e
−y(ℓ−1)V n
w(i,ℓ)
]


z=1
=
∞∑
j=1

 ∂
∂zk
E
[
∂e
−y(j−1)V n
w(i,j)
∂zk
]
+ E
[
∂e
−y(j−1)V n
w(i,j)
∂zk
]
∞∑
ℓ 6=j
∂
∂zk
E
[
e
−y(ℓ−1)V n
w(i,ℓ)
]
z=1
(C.5)
=
∞∑
j=1

E [(−V nw(i,j))2]
([
∂y(j−1)
∂zk
]
z=1
)2
− sw(i,j)n
[
∂2y(j−1)
∂z2k
]
z=1

 (C.6)
+
∞∑
j=1
∞∑
ℓ 6=j
(
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1
)(
−sw(i,ℓ)n
[
∂y(ℓ−1)
∂zk
]
z=1
)
.
Above, equality (C.5) involves differentiating an infinite product, which is justified similarly
to the proof that equality (C.2) holds; equality (C.6) involves interchanging the order of tak-
ing derivative and expectation, which follows from similar bounding arguments employed to
derive equality (C.3); see Section C.1.1 below. Then
E
[
Qnk(A
n
i )
2
]
=
[
∂Fni (z1, ..., zK)
∂zk
]
z=1
+
[
∂2Fni (z1, ..., zK)
∂z2k
]
z=1
= E [Qnk(A
n
i )] +
∞∑
j=1

E [(−V nw(i,j))2]
([
∂y(j−1)
∂zk
]
z=1
)2
− sw(i,j)n
[
∂2y(j−1)
∂z2k
]
z=1


+
∞∑
j=1
∞∑
ℓ 6=j
(
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1
)(
−sw(i,ℓ)n
[
∂y(ℓ−1)
∂zk
]
z=1
)
.
Under the switchover-time scaling, it holds that
E
[
Q¯nk(A¯
n
i )
2
]
=
1
n
E
[
Q¯nk(A¯
n
i )
]
+
1
n2
∞∑
j=1

E [(−V nw(i,j))2]
([
∂y(j−1)
∂zk
]
z=1
)2
− sw(i,j)n
[
∂2y(j−1)
∂z2k
]
z=1


+
1
n2
∞∑
j=1
∞∑
ℓ 6=j
(
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1
)(
−sw(i,ℓ)n
[
∂y(ℓ−1)
∂zk
]
z=1
)
.
→
∞∑
j=1
(
−sw(i,j)
[
∂y(j−1)
∂zk
]
z=1
)2
+
∞∑
j=1
∞∑
ℓ 6=j
(
−sw(i,j)
[
∂y(j−1)
∂zk
]
z=1
)(
−sw(i,ℓ)
[
∂y(ℓ−1)
∂zk
]
z=1
)
as n→∞
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=
 ∞∑
j=1
−sw(i,j)
[
∂y(j−1)
∂zk
]
z=1


2
= qe,k(ai)
2,
where the second-to-last equality is justified by the fact that each summand on its left-hand
side is non-negative. Indeed, it can be observed from the derivation of y(j), e.g., in (B.10), that
∂y(j)/∂zk ≤ 0 for all j ≥ 0.
For k 6= j, k, j ∈ K, a similar derivation can be applied to get that
E
[
Q¯nk(A¯
n
i )Q¯
n
j (A¯
n
i )
]
→ qe,k(ai)qe,j(ai) as n→∞.
Proof of (iii). That E
[
Qn (Ani )
ℓ
]
<∞ for all ℓ ≥ 3 and i ∈ IL is established in Theorem
7. For any ℓ ≥ 3, it follows from similar lines of derivation as in the proofs of Assertions (i)
and (ii) above that
E
[
Q¯nk(A¯
n
i )
ℓ
]
=
1
nℓ

 ∞∑
j=1
−sw(i,j)n
[
∂y(j−1)
∂zk
]
z=1


ℓ
+ o(1)→ (qe,k(ai))
ℓ as n→∞.
C.1.1 Proofs of the Auxiliary Results in the Proof of Lemma 7.3
Proof of equality (C.2). Let Υi,m : [0, 1]
K → R+ be defined as
Υi,m(z) :=
m∏
j=1
E
[
e
−y(j−1)V n
w(i,j)
]
,
for y(j)’s calculated recursively from z in (B.10). Observe that y(j) ≥ 0 for all j ≥ 0 for
z ≤ 1. Since V nw(i,j) ≥ 0 w.p.1 for all j ≥ 0, we have
E
[
e
−y(j−1)V n
w(i,j)
]
∈ (0, 1] for all j ≥ 0,
so that
Υi,m(z) ≥ Υi,m+1(z) for allm ≥ 1.
Since {Υi,m : m ≥ 1} is a monotone sequence of continuous functions that converge
pointwise to Fi over the compact set [0, 1]
K by (B.3), the converges also holds uniformly over
this set by Dini’s theorem. Thus,
∂Fni (z1, ..., zK)
∂zk
=
∂
∏∞
j=1 E
[
e
−y(j−1)V n
w(i,j)
]
∂zk
by (B.3)
=
∞∑
j=1
∂E
[
e
−y(j−1)V n
w(i,j)
]
∂zk
∞∏
ℓ 6=j
E
[
e
−y(ℓ−1)V n
w(i,ℓ)
]
,
where the second equality follows from the uniform convergence of Υi,m to Fi.
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Proof of equality (C.3). From the derivation of y(j) in (B.10), we observe that ∂y(j)/∂zk is
continuous in z over [0, 1]K and thus attains a maximum. Let
M(j, k) := max
z∈ [0,1]K
{∣∣∣∣∂y(j−1)∂zk
∣∣∣∣
}
, j ≥ 1.
Then for all z ∈ [0, 1]K ,∣∣∣∣∂e
−y(j−1)V n
w(i,j)
∂zk
∣∣∣∣ =
∣∣∣∣− V nw(i,j)∂y(j−1)∂zk
∣∣∣∣ ≤M(j, k)V nw(i,j).
Since E
[
M(j, k)V nw(i,j)
]
<∞, it follows from the dominated convergence theorem that
∂E
[
e
−y(j−1)V n
w(i,j)
]
∂zk
= E
[
∂e
−y(j−1)V n
w(i,j)
∂zk
]
.
C.2 Proof of Lemma 7.4
Proof of (i). Let {Y
(j)
i : j ≥ 1} be a sequence of i.i.d. Bernoulli random variables with
success probability ri, indicating whether or not the jth customer at stage i is served. If
Y
(j)
i = 1, then a busy period Θ
(j)
p(i) is “generated” that is equal in distribution to the busy
period of anM/G/1 queue corresponding to queue k (that has arrival rate λk and service rate
µk). Let θ˜i be the LST of a generic random variable Θp(i)Yi (where we drop the superscript
(j) for individual customers), namely,
θ˜i(u) := E
[
e−uΘp(i)Yi
]
.
Then, the LST of B¯ni is given by
φˆ(z) = E
[
e−zB¯
n
i
]
= E
[
e
− z
n
∑Qnp(i)(Ani )
j=1 Θ
(j)
p(i)
Y
(j)
i
]
= E
[
E
[
e
− z
n
∑Qnp(i)(Ani )
j=1 Θ
(j)
p(i)
Y
(j)
i
] ∣∣∣∣Qnp(i) (Ani )
]
= E
[
θ˜i
[ z
n
]Qn
p(i)(A
n
i )
]
= Gni,p(i)
(
θ˜i
[ z
n
])
, (C.7)
for Gni,p(i)(z) := E
[
z
Qn
p(i)(A
n
i )
]
, which is analogous to the marginal p.g.f. Gi,k defined in
(B.1) (now for the nth system).
For ℓ ≥ 1, let G
n(ℓ)
i,p(i) and θ˜
(ℓ)
p(i) denote the ℓth order derivative of G
n
i,p(i) and θ˜p(i), respec-
tively. Then
E
[
B¯ni
]
= (−1)
[
G
n(1)
i,p(i)
(
θ˜p(i)
[ z
n
])
θ˜
(1)
p(i)
[ z
n
] 1
n
]
z=0
= E
[
Q¯np(i)
(
A¯ni
)]
E
[
Θp(i)Yi
]
= qe,p(i)(ai)riE
[
Θp(i)
]
for all n ≥ 1,
(C.8)
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where the last equality follows from Lemma 7.3 and the independence of Θp(i) and Yi. Note
that E
[
Q¯np(i)(A¯
n
i )
]
<∞ in the second line of (C.8) by the stability of the system.
Proof of (ii). Taking the second derivative of (C.7) gives
E
[(
B¯ni
)2]
=
[
G
n(2)
i,p(i)
(
θ˜p(i)
[ z
n
])(
θ˜
(1)
p(i)
[ z
n
])2 1
n2
+G
n(1)
i,p(i)
(
θ˜p(i)
[ z
n
])
θ˜
(2)
p(i)
[ z
n
] 1
n2
]
z=0
=
(
E
[(
Q¯np(i)
(
A¯ni
))2]
−
1
n
E
[
Q¯np(i)
(
A¯ni
)])
E
[
Θp(i)Yi
]2
+
1
n
E
[
Q¯np(i)
(
A¯ni
)]
E
[(
Θp(i)Yi
)2]
→
(
qe,p(i)(ai)riE
[
Θp(i)
])2
as n→∞,
(C.9)
where the convergence follows from Lemma 7.3 and the independence of Θp(i) and Yi. Note
that E
[
Q¯np(i)
(
A¯ni
)2]
<∞ in the third line of (C.9) is also implied by Lemma 7.3.
Proof of (iii). Continuing differentiating the LST φˆ, we get
E
[(
B¯ni
)ℓ]
= (−1)ℓ
[
G
n(ℓ)
i,p(i)
(
θ˜p(i)
[ z
n
])(
θ˜
(1)
p(i)
[ z
n
])ℓ 1
nℓ
]
z=0
+ o(1)
=
1
nℓ
E
[
Qnp(i) (A
n
i )
(
Qnp(i) (A
n
i )− 1
)
· · ·
(
Qnp(i) (A
n
i )− ℓ+ 1
)]
E
[
Θp(i)Yi
]ℓ
+ o(1)
= E
[(
Q¯np(i)
(
A¯ni
))ℓ]
E
[
Θp(i)Yi
]ℓ
+ o(1)
→
(
qe,p(i)(ai)riE
[
Θp(i)
])ℓ
as n→∞. (C.10)
Note that E
[
Qnp(i) (A
n
i )
j
]
< ∞ for all 1 ≤ j ≤ ℓ is needed for (C.10) to be well-defined,
which is implied by Lemma 7.3.
D Summary of Paper-Specific Notation
Letters in alphabetical order
• A(t) := sup{A
(m)
i : A
(m)
i ≤ t, i ∈ I
L, m ≥ 1}, t ≥ 0 – the most recent polling epoch
prior to time t
• A
(m)
i , i ∈ I
L,m ≥ 1 – polling epoch of stage i in themth server cycle
• B
(m)
i := D
(m)
i −A
(m)
i , i ∈ I
L,m ≥ 1 – busy time of the server at stage i in themth server
cycle
• C := limt→∞
1
t
∫ t
0 ψ(Q(u))du – long-run average holding cost for the stochastic queue pro-
cess whenever the limit exists
•D
(m)
i , i ∈ I
L,m ≥ 1 – departure epoch of stage i in themth server cycle
• Fi(z1, ..., zK) := E
[
Πk∈Kz
Qk(Ai)
k
]
, i ∈ IL – p.g.f. for the steady-state joint queue length
at the polling epoch of stage i
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• Gi,k(z) := E
[
zQk(Ai)
]
, k ∈ K, i ∈ IL – marginal p.g.f. for the steady-state queue length of
queue k at the polling epoch of stage i
• I := {1, ..., I} – set of stages
• IL := {1, ..., IL} – set of stages in an L-cycle augmented table
• K := {1, ...,K} – set of queues
• k :=
(
i ∈ IL : p(i) = k
)
– vector of ordered stages at which queue k is polled in a server
cycle
• kj , j ∈ {1, ..., dim(k)} – the jth element of k
• Pk, k ∈ K – Poisson arrival process of class-k customers
• p : I → K – polling function, such that p(i) is the queue polled at stage i
• (p(i), i ∈ I) and (p(i), i ∈ IL) – basic table and the corresponding L-cycle augmented
table
• Q(t) := (Q1(t), ..., QK(t)), t ≥ 0 – continuous-time joint queue length process for the
stochastic system
• Q˜(m) := Q(U (m)), m ≥ 0 – embedded DTMC associated with Q at the beginning epoch
of the (m+ 1)st server cycle
• Q˜(∞) – a generic random variable distributed according to a stationary distribution of the
DTMC Q˜
• Q – set of all PE-candidates of all possible cycle length τL, L ≥ 1
• QL – set of all L-cycle PE-candidates of cycle length τL
• Rˆi, i ∈ I
L – LST of the switchover time distribution from stage i to stage i+ 1
• R :=
{
r ∈ [0, 1]IL :
∑
{i∈IL:p(i)=k} ri > 0 for all k ∈ K
}
– set of service ratios under
which each queue is served under the SB-PR
• Sk, k ∈ K – a generic random variable having the service-time distribution of class-k cus-
tomers
• Sk, k ∈ K – potential service process of class-k customers
• s :=
∑
i∈I si – expected total switchover time over a table cycle
• si, i ∈ I – expected switchover time from stage i to i+ 1
• T (m) := U (m) − U (m−1), m ≥ 1 – length of the mth server cycle (for both the fluid and
stochastic systems)
• TL, L ≥ 1 – length of a stationary server cycle under an L-cycle control
• U (m),m ≥ 0, (with U (0) := 0) – beginning epoch of the (m+ 1)st server cycle
• Vi, i ∈ I – a generic random variable having the switchover time distribution from stage i to
stage i+ 1
• X(t) := (Q(t), Q(A(t)), Z(t)), t ≥ 0 – system-level stochastic process consisting of the
queue length at time t, the queue length at the most recent polling epoch prior to time t, and
the server location at time t
• Z(t) ∈ {1, ..., IL,⊖1, ...,⊖IL}, t ≥ 0 – location of the server at time t for the stochastic
system
• Z := {1, ..., IL,⊖1, ...,⊖IL} – state space of the server-location process (for both the fluid
and stochastic systems)
Greek letters in the order of appearance in the paper
• ρ :=
∑
k∈K ρk =
∑
k∈K λk/µk – overall traffic intensity of the system
• ψ : RK+ → R+ – holding cost function
• Ψ¯n :=
∫ T¯n
0 ψ(Q¯
n(u))du, n ≥ 1 – fluid-scaled cumulative cost over a stationary server cy-
cle, that is, when Q¯n(0) is distributed according to the stationary distribution of the embedded
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DTMC Q˜n(∞)
• π∗ := {π
n
∗ : n ≥ 1} – sequence of SB-PR controls with the same parameters (L∗, r∗) for
each n ≥ 1
• τL = sL/(1− ρ), L ≥ 1 – cycle length of an L-cycle PE-candidate; in particular, a solution
xe to the HDS (3.4) is an L-cycle PE if xe(t+ τL) = xe(t) for all t ≥ 0
• Φ – set of all fluid controls under which any (unique) solution to the HDS (3.4) converges to
a limit cycle
• ΦL, L ≥ 1 – set of all fluid controls under which any (unique) solution to the HDS (3.4)
converges to an L-cycle limit cycle
• πN := {π
n
N : n ≥ 1} – sequence of SB-PR controls with the same parameters (LN , rN )
for each n ≥ 1
• Θk, k ∈ K – a generic random variable distributed according to the busy period when queue
k is served
• θˆk(·), k ∈ K – LST of the busy period when queue k is served
Other notation in groups
• (for the fluid scaling) A¯
(m),n
i , B¯
(m),n
i , C¯
n, D¯
(m),n
i , Q¯
n, T¯ (m),n, U¯ (m−1),n, i ∈ IL,m ≥
1, n ≥ 1, t ≥ 0 – fluid-scaled quantities of , A
(m)
i , B
(m)
i , C,D
(m)
i , Q(t), T
(m), U (m−1) for
the nth stochastic system, where the server cycle index m is dropped for stochastic steady-
state quantities
• (for the fluid model) a
(m)
i , b
(m)
i , c, d
(m)
i , q(t), u
(m−1), i ∈ IL,m ≥ 1, t ≥ 0 – fluid counter-
parts of A
(m)
i , B
(m)
i , C , D
(m)
i , Q(t), U
(m−1), where the server cycle index m is dropped for
fluid equilibrium quantities
• (for the FCP) c∗, L∗, q∗, r∗, π∗ – optimal objective value of the FCP, number of table cycles
contained in the period of q∗, solution to the FCP, optimal service ratios that parameterize q∗,
SB-PR with control parameters (L∗, r∗)
• (for the RFCP) cN , LN , qN , rN , πN – optimal objective value of the RFCP, number of table
cycles contained in the cycle length of qN , solution to the RFCP, optimal service ratios that
parameterize qN , SB-PR with control parameters (LN , rN )
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