We study optimal control problems for semilinear elliptic equations subject to control and state inequality constraints. Both boundary control and distributed control problems are considered with boundary conditions of Dirichlet or Neumann type. By introducing suitable discretization schemes, the control problem is transcribed into a nonlinear programming problem. Necessary conditions of optimality are discussed both for the continuous and the discretized control problem. It is shown that the recently developed interior point method LOQO of (35) is capable of solving these problems even for high discretizations. Four numerical examples with Dirichlet and Neumann boundary conditions are provided that illustrate the performance of the algorithm for di erent types of controls including bang{bang controls.
Introduction
Discretization techniques are well established and as will be demonstrated they provide efficient methods for solving optimal control problems with control and state constraints. Through discretization the optimal control problem is transcribed into a nite{dimensional nonlinear programming problem (NLP{problem). Optimal control problems have thus been a stimulus to develop optimization codes for large{scale NLP{problems. Several discretization approaches for solving control problems with ODE's may be found e.g. in (1; 5; 6; 11; 23; 33) . In most approaches, the underlying NLP{method is either an SQP{method or an Interior Point Method.
In this paper, we study discretization techniques for solving nonlinear optimal control problems with control and state constraints. A combination of both Neumann and Dirichlet boundary conditions is admitted while the control enters the system either as boundary or distributed control. For this rather general class of elliptic control problems, the theory of necessary conditions has not yet been fully developed. For special classes necessary optimality conditions have been derived in (4; 14; 15; 16; 21; 22; 24; 26; 27) for boundary controls and in (3; 7; 8; 9; 12; 13; 20; 21; 25; 26; 27; 34) for distributed controls. In section 2 we present a formal statement of rst order necessary conditions for the general elliptic problem. In particular, a more detailed discussion is given for bang{bang and singular controls. These conditions turn out to be consistent with their counterparts for the discretized problem obtained from the Kuhn{Tucker conditions (section 3). The main focus is on the numerical solution of control and state constrained problems and on the veri cation of the optimality conditions. Further numerical examples may be found in (28; 29) .
In section 3, we discuss a full discretization approach in which both control and state variables are discretized. The resulting large{scale NLP{problem solved subsequently may contain up to 80,000 variables. Two applications are considered in section 4, one to a heat-conduction problem with boundary control and mixed boundary conditions. This example was also chosen such that it yields a convex quadratic programming (QP) problem in its discretized form permitting comparison to a pure QP solver in addition to more classical approaches as SQP and augmented Lagrangian techniques. The second application is from population dynamics. It leads to a quadratically constrained nonconvex QP. A distributed control function is sought which maximizes the pro t of harvesting a biological species. The problems are formulated as AMPL (18) scripts and several optimization codes were applied. In particular, the interior point code LOQO (35) successfully and e ciently solved all problems. In both applications also a case with bang{bang control is solved which is especially remarkable in the distributed control example for which we are not aware of another instance in the literature. It needs to be stressed that more nonlinear formulations of these or other applications can be treated in the same way. The code LOQO was designed to solve general nonconvex NLP problems. For a comparison with other codes on several classes of optimization problems, see the benchmarks of (31 However, in the sequel we restrict the discussion to the operator A = which simplifies the form of the necessary conditions and the numerical analysis.
An optimal solution of problem (2.1){(2.6) will be denoted by u and y . The active sets for the inequality constraints (2.5), (2.6) are defined by J(C) := f x 2 ? j C(x; u(x)) = 0 g ; J(S) := f x 2 j S(x; y(x)) = 0 g : (2. 7)
The following regularity conditions are supposed to hold, C u (x; u(x)) 6 = 0 8 x 2 J(C) ; S y (x; y(x)) 6 = 0 8 x 2 J(S) :
Here and in the following, partial derivatives are denoted by subscripts.
First order necessary conditions for the rather general problem (2.1){(2.6) are not yet available in the literature. The main di culty results from the Dirichlet condition (2.4) which prevents solution from being sufficiently regular. First order necessary conditions for problems with linear elliptic equations ? y(x) + y(x) = 0 and pure Neumann conditions may be found in Casas (14) , Casas et al. (15; 16) . A weak formulation for linear elliptic equations and Dirichlet conditions is due to Bergounioux, Kunisch (4) .
We shall present rst order conditions in a form that can be derived at least in a purely formal way. This form will turn out to be consistent with the first order conditions of Kuhn{Tucker for the discretized elliptic control problem in section 3. ? q(x) + q(x) d y (x; y(x)) + f y (x; y(x)) + +S y (x; y(x)) = 0 on ; (2.9) @ q(x) ? q(x)b y (x; y(x); u(x)) + g y (x; y(x); u(x)) = 0 on ? 1 ; (2.10) q(x) = 0 on ? 2 ; (2.11) minimum condition for x 2 ? 1 : g u (x; y(x); u(x)) ? q(x) b u (x; y(x); u(x)) + (x) C u (x; u(x)) = 0 ; (2.12) minimum condition for x 2 ? 2 :
k u (x; u(x)) + @ q(x) a u (x; u(x)) + (x) C u (x; u(x)) = 0 ; (2.13) complementarity conditions:
(2.14)
The adjoint equations (2.9){(2.11) are understood in the weak sense, cf. Casas et al. (16) . According to Bourbaki (10) , Chapter 9, the regular Borel measure appearing in the adjoint equation (2.9) has the decomposition = dx + s s ; (2.15) where dx represents the Lebesgue measure and s is singular with respect to dx ; the functions ; s are measurable on . The problem of obtaining the decomposition (2.15) explicitly is related to the di culty of determining the structure of the active set J(S) . In section 3, we shall make an attempt to approximate the measure by the multipliers of the discretized control problem.
In many applications, the cost functional (2. Hence in case = 0 , the so{called switching function is given by the adjoint function q(x) on the boundary ? 1 resp. by the outward normal derivative @ q(x) on the boundary ? 2 . The isolated zeros of the switching function are the switching points of a bang{bang control; cf. the example in section 4.1.
Distributed Control Problem
Here the problem is to determine a distributed control function u 2 L 1 ( ) that minimizes the functional and mixed control{state inequality constraints resp. pure state inequality constraints, C(x; y(x); u(x)) 0 ; for x 2 ; 
It is straightforward to obtain analogous control laws for tracking functionals similar to (2.16).
Discretization and optimization techniques
The discussion of discretization schemes is restricted to the standard situation where the domain is the unit square = (0; 1) (0; 1) : The purpose of this section is to develop discretization techniques by which the boundary control problem (2.1){(2.6) and the distributed control problem (2.25){(2.30) are transformed into a nonlinear programming problem (NLP-problem) of the form
The functions F h ; G h and H are su ciently smooth and are of appropriate dimension. The upper subscript h denotes the dependence on the stepsize. The optimization variable z will comprise both the discretized state and control variables.
The form (3.1) will be achieved by solving the elliptic equation (2.2) We shall first discuss discretization schemes for the boundary control problem and will then only indicate the necessary modifications to obtain schemes for the distributed control problem. The control and state inequality constraints (2.5) and (2.6) yield the inequality constraints C(x ij ; u ij ) 0 for (i; j) 2 I(?) :
S(x ij ; y ij ) 0 for (i; j) 2 I( ) ; (3.8) Observe that the inequality constraints do not depend on the meshsize h . Later on, this fact will require a scaling of the Lagrange multipliers. Finally, the discretized form of the cost function (2.1) is Associate Lagrange multipliers q = (q ij ) (i;j)2I( ? 1 ) , = ( ij ) (i;j)2I(?) and = ( ij ) (i;j)2I( ) with the equality constraints (3.3) and (3.6) resp. the inequality constraints (3.7) and (3. Observing q i0 = 0 and the approximation (3.5) of the normal derivative, the minimum condition (2.13) holds with the substitutions @ q(x i0 ) ?q i1 =h ; (x i0 ) i0 =h : The control and state inequality constraints (2.29) and (2.30) yield the inequality constraints C(x ij ; y ij ; u ij ) 0 ; 8 (i; j) 2 I( ) : (3.21) S(x ij ; y ij ) 0 ; 8 (i; j) 2 I( ) ; (3.22) Note again that these inequality constraints do not depend on the meshsize h . The discretized form of the cost function (2.25) is Here as in (3.12), the undefined multipliers are set to q ij = 0 8 (i; j) 2 ? 2 ; (3.26) in accordance with the Dirichlet condition (2.35). We deduce from equations (3.25) 
Optimization codes and modeling environment
For the numerical solution of all problems considered in the following section a combination of the AMPL (18) algebraic modeling language and the interior point solver LOQO (35) proved to be both convenient and powerful. In order to make the formulation of mathematical optimization problems generic and independent of both the actual solver used and the programming language it is written in, modeling languages were developed. AMPL provides interfaces to a large number of solvers, both commercial and free-for-research codes. We used the following codes for our numerical study: LANCELOT (17), MINOS (32), SNOPT (19) , the convex QP{solver BPMPD (30) , and LOQO (35) . LOQO grew out of an interior point LP optimizer to a convex QP and very recently to a general NLP solver implementing an interior point approach. Although the code is currently still being perfected it proved to be very e cient for the solution of large-scale nonlinear problems in the benchmarks of (31). It was thus chosen for the following computations. Another feature that makes AMPL attractive and that was exploited is its automatic di erentiation capability. Only functions for objective and constraints need to be provided.
Numerical examples
We consider elliptic problems with the following specifications: the domain is the unit square = (0; 1) (0; 1) , the cost functional is of tracking type (2.16) in the boundary control case, and the control and state constraints are box constraints of the form (2.17) or (2.39).
A boundary control example
In this section an example from heat conduction is chosen to demonstrate the viability of the proposed approach. It is meant to be typical for practical problems that have to be solved in industrial and other applications. A mathematical description of the problem is as follows. The underlying boundary value problem is Laplace's equation on the unit square, corresponding to no internal heat sources, coupled with mixed boundary conditions, namely homogeneous Neumann conditions on x 2 = 0, or no heat ux across this boundary, a heat ux proportional to the temperature at the boundaries x 1 = 0 and x 1 = 1, while the solution is controlled on x 2 = 1. The control function is to be found such that the temperature in the central subsquare of length 0:5 is as close as possible to a given function y d = 1 in the L 2 {norm. In the first version of the problem a multiple of a regularizing boundary integral over the control function is added to the objective functional, while without this a bang-bang control may be expected in the second version. To complete the problem de nition upper and lower bounds of 10 respectively 0 are imposed on both state and control. The NLP{problem to be solved is given by (3.3){(3.9). It is a linearly constrained convex quadratic program.
Case > 0 : The following table lists the results for four di erent optimization packages with an AMPL interface and one, BPMPD, which was applied after translating the AMPL le into extended MPS format. For a reference to AMPL, the codes, and the MPS format as well as for other benchmarks, see (31) . An asterisk denotes failure, while otherwise the CPU seconds on a Linux-PC with 450MHz PII and 512 MB are listed. The optimization problem of the largest instance has 32; 757 variables and 32; 578 constraints. A probable reason for the failures of SNOPT and MINOS is the near linear independence of the equality constraints which causes an increasing ill{conditioning with growing N. The optimal control and adjoint variable for the weight = 0:005 are shown in Figure 1 . It is instructive to discuss the necessary conditions (2.19){ ( Table 2 lists the results for the ve optimization packages used in Table 1 . The adjoint equation agrees with equation (4.3). The optimal control shown in Figure 4 is bang{bang. Accordingly, the minimum condition (2.24) yields which is confirmed by Figure 4 .
A distributed control example
In this section we consider an optimal control problem for a semilinear elliptic equation of logistic type which was studied in Leung, Stojanovic (25; 34 : (4.13) For the sake of reference the data were chosen as in (25) For this case the computational approach of (25) is not valid. Additionally, bound and state constraints were chosen: u 1 = 1:7, u 2 = 2, (x) = 7:1. Both types of bounds become active. The optimal control and state are shown in Figure 6 . The reader may verify that the control law (4.12) is satisfied. The state variable attains its upper bound at the two points x 1 = (0:21; 0:99); x 2 = (0:99; 0:21) near the boundary. It has to be noted that this example leads to a dif cult nonlinear optimization problem which is not a QP anymore but a quadratically constrained quadratic program. Thus, the QP solver BPMPD is not applicable. For testing the local optimality of the computed solution, second{order su cient conditions would need to be evaluated. To the best of our knowledge for this class of elliptic problems the literature does not provide a veri able set of such conditions. A practical test could be devised by checking the positive de niteness of the projected Hessian of the Lagrangian. This test will be part of our future work.
In the following tables an asterisk denotes failure and an "m" that the available memory was exceeded. The fact that made the previous problem and those in (28; 29) di cult for SQP{based methods, namely the near linear dependence of the constraints, here the discretized boundary value problem, which exhibits increasing ill{conditioning for growing N, is even more pronounced through the homogeneous Neumann conditions resulting in singular constraints. The largest instance has 79; 998 variables and 40; 397 constraints in the NLP problem. These results were obtained on a HP9000-K260 with 256MB. To confirm that a bang-bang control can occur in this problem the case M = 0, K = 1, u 1 = 2, u 2 = 6, (x) = 4:8 was solved. The optimal control and state are shown in Figure 7 . Both the control and the state constraints become active. The adjoint variable and the switching curves q(x) = 1 displayed in Figure 8 admit a verification of the control law (4.13). While the CPU times for N = 200 are excessive, the accuracy for N = 100 should be sufficient elliptic state constrained optimal control problems, SIAM J. Control Optim.
35 (1997) 1524-1543.
