Adaptive Rate of Convergence of Thompson Sampling for Gaussian Process
  Optimization by Basu, Kinjal & Ghosh, Souvik
ANALYSIS OF THOMPSON SAMPLING FOR GAUSSIAN
PROCESS OPTIMIZATION IN THE BANDIT SETTING
By Kinjal Basu and Souvik Ghosh
LinkedIn Corporation
We consider the global optimization of a function over a con-
tinuous domain. At every evaluation attempt, we can observe the
function at a chosen point in the domain and we reap the reward
of the value observed. We assume that drawing these observations
are expensive and noisy. We frame it as a continuum-armed ban-
dit problem with a Gaussian Process prior on the function. In this
regime, most algorithms have been developed to minimize some form
of regret. Contrary to this popular norm, in this paper, we study
the convergence of the sequential point xt to the global optimizer x∗
for the Thompson Sampling approach. Under some assumptions and
regularity conditions, we show an exponential rate of convergence to
the true optimal.
1. Introduction. Let f : X → R be an unknown function defined on a
compact set X ⊂ Rd. We are interested in solving the global maximization
problem and obtaining the global maximizer
x∗ = argmax
x∈X
f(x).
For simplicity, we assume that x∗ is unique, i.e. the function f has a unique
global maximizer. We further assume that the space X is continuous. Such
optimization problems are common in scientific and engineering fields. Ex-
amples include learning continuous valuation models (Eric, Freitas and Ghosh,
2008), automatic gait optimization for both quadrupedal and bipedal robots
(Lizotte et al., 2007), choosing the optimal derivative of a molecule that best
treats a disease (Negoescu, Frazier and Powell, 2011), tuning Hamiltonian
based Monte Carlo Samplers (Wang, Mohamed and de Freitas, 2013), etc. A
good survey of the problem in practical machine learning applications is pre-
sented in Snoek, Larochelle and Adams (2012). We were motivated to study
this problem with the application of ranking multiple items on a webpage
so as to optimize a diverse range of business metrics like user engagement
and revenue from advertisements. In our example, the function f(x) is a
utility function composed of various business metrics and x are parameters
or knobs that control the relative frequency of different types of items we
show on the webpage.
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Throughout this paper, we assume that function evaluations are noisy.
At every attempt, we choose x ∈ X and observe y = f(x) + , where  are
independent errors in each observation with  ∼ N(0, σ2) and σ2 is unknown
(but fixed). In many applications, y is the reward reaped with every attempt
and the goal is to maximize reward over time. This naturally leads to explore-
exploit type of algorithms and regret analysis for such algorithms. In some
applications, exploration is expensive and it is desirable to completely move
to the exploitation stage after a while. With that motivation, we study the
convergence of the explore-exploit algorithms.
Global optimization of such functions is close to impossible without any
further assumption on f . A common assumption is a Gaussian Process (GP)
prior on the function f , which ensures a degree of smoothness of f . This
assumption helps formulate algorithms such as GP-UCB and its variants
for explore-exploit. Many such variants have been well studied Auer, Cesa-
Bianchi and Fischer (2002); Garivier and Cappe´ (2011); Herna´ndez-Lobato,
Hoffman and Ghahramani (2014); Kaufmann, Cappe´ and Garivier (2012);
Lai, Tze Leung and Robbins, Herbert (1985); Maillard et al. (2011). Some
theoretical properties are also known for such algorithms (Srinivas et al.,
2010, 2012). The main idea is to optimize an acquisition function to find the
next point where we evaluate the function. Most analysis of such algorithms
give an upper bound to the average cumulative regret,
(1)
RT
T
=
1
T
T∑
t=1
(f(x∗)− f(xt)) .
We focus on an approach known as Thompson Sampling (TS). Although
this is an old idea dating back to Thompson (1933), there has been con-
siderable attention in the recent past (Bijl et al., 2016; Granmo, 2010;
May and Leslie, 2011). Several studies have shown good empirical evidence
of TS (Chapelle and Li, 2011) and more recently, theoretical proofs have
been obtained for the multi-arm bandit setting and some generalizations.
Agrawal and Goyal (2012) showed for the first time that TS achieves loga-
rithmic expected regret for the stochastic multi-armed bandit problem. The
same authors (Agrawal and Goyal, 2013a) provided a near-optimal bound of
O(
√
NT log T ) for expected regret of TS for the N− armed bandit problem.
Agrawal and Goyal (2013b) gave further results on contextual multi-armed
bandits with linear payoffs. Analysis for the infinite armed bandit on a con-
tinuous space was missing, until Russo and Van Roy (2014) gave an overview
of how to bound the regret by drawing an analogy between TS and Upper
Confidence Bound (UCB) algorithms.
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In this paper, we study a success metric which is different from regret or
expected regret. All previous analyses of TS have tried to bound the average
cumulative regret. However, in many practical situations, we would also like
to know how fast xt → x∗ as the number of steps increases, and not just how
fast the average regret decays. Our motivating example is the problem of
ranking news items on a social network feed. A social network feed typically
comprises of different types of items that come from different sources or
systems. There is typically an algorithm (blender) that blends the different
items together and tries to optimize for various business metrics like user
engagement and revenue. The different systems are often updated indepen-
dently and the blender has to adapt to find the optimal blending parameters
after a system has been modified or improved. Systems like these typically
handle a large throughput and work under strict latency constraints. It is
advisable to turn off processes that are not absolutely necessary. In our case,
we want to stop the exploration if and when the points xt have converged
to x∗. In order to answer this question, we would need to know the rate of
convergence for xt → x∗. The answer to this question is the main focus of
this paper. To the best of our knowledge, this is the first result that proves
the exponential rate of decay for an infinite-armed bandit where there is a
dependency structure between the utility of each arm. The main result is
stated in Theorem 1. Under some assumptions, we can show an exponential
rate of convergence of xt to x∗. The main idea of the proof relies on breaking
down the continuous domain into discrete regions and bounding the error
on each discrete region, which can then be combined by the union bound.
The rest of the paper is organized as follows. In Section 2 we formally
introduce the problem, the Thompson Sampling algorithm and the main
result. We describe some preliminary results in Section 3 and prove the main
result in Section 4. Simulation studies are shown in Section 5 which highlight
the convergence without the explicit assumptions required for the proof.
We discuss some generalizations and concluding remarks in Section 6. The
proofs of all preliminary and supporting results in the given supplementary
material.
2. Thompson Sampling Algorithm and The Main Result. We
consider the problem of sequentially maximizing a black box function f :
X → R, where X is a compact proper subset of Rd. At every stage t we can
sample xt ∈ X and observe yt, where yt|xt ∼ N(f(xt), σ2).
2.1. Gaussion Processes and Kernel Functions. To solve the global op-
timization problem, we need sufficient smoothness assumptions on f . This
is enforced by modeling f as a sample from a Gaussian Process (GP) with
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mean 0 and kernel k(x,x′). For any x = (x1, . . . ,xn), let f denote the
vectorized version of the function values obtained at the n points. That is,
f = (f(x1), . . . , f(xn))
T . Then, f is multivariate normal with mean 0 and
covariance K, where Ki,j = k(xi,xj). We assume that k is a Mercer kernel
on the space X with respect to the uniform measure on X . That is, we can
write k as,
k(x,x′) =
∞∑
i=1
λiψi(x)ψi(y),
where (λi)i∈N is a sequence of non-negative, non-increasing numbers, which
are summable and (ψi)i∈N are a collection of mutually orthonormal functions
with respect to the L2 norm on X . We can consider λi’s to be the eigenvalues
corresponding to the eigenfunctions ψi. A common example of a kernel is
the Gaussian RBF-kernel, which can be parametrized by η, i.e.
kη(x,x
′) = ζ2 exp
(
−1
2
d∑
i=1
(xi − x′i)2
`2i
)
,
with η = (ζ, `1, . . . , `d). See Minh, Niyogi and Yao (2006) for more details
on Mercer’s Theorem, kernel smoothing and many other examples.
2.2. Thompson Sampling. Suppose Dt denotes the data we have till it-
eration t − 1 and Ft denotes the posterior of the maximizer of f given Dt.
The Thompson Sampling approach samples a new data point xt at iteration
t from Ft. We observe the data yt = f(xt) + t, where t ∼ N(0, σ2) and
update Dt+1 = Dt ∪{(xt, yt)}. We initialize the process by assuming a non-
informative prior on the distribution of the maximizer, i.e., F0 = U(X ), the
uniform distribution on X . We stop the procedure when the variance of the
distribution of Ft becomes considerably small and we return x∗ = mode(Ft)
as the estimate of the global maximizer of f .
In some cases, especially when σ2 is large, this process might converge
to a local optimum. Since we sample xt from Ft, we might get stuck in
one place and not explore the entire space. To ensure the convergence to
the global maximum, we consider an ξ-greedy approach. That is, with some
probability ξ > 0, we explore the entire region X uniformly at every stage t.
Thus, we sample xt ∼ Ft with probability 1− ξ and we sample xt ∼ U(X )
with probability ξ. We state the detailed steps in Algorithm 1.
2.3. Estimation of Hyper-Parameters. There are several methods known
in literature for estimating the hyper parameters in this set up. We focus
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on the maximum a posteriori (MAP) estimation. For other methods see
Vanhatalo et al. (2012). Here we use,
{ηˆt, σˆt} = argmax
η,σ
p(η, σ|Dt) = argmin
η,σ
(− log p(Dt|η, σ)− log p(η, σ)) ,
where p(·) denotes the likelihood function. For the Gaussian RBF kernel
we can write the marginal likelihood given the parameters, p(Dt|η, σ) =∫
p(y|f , σ)p(f |x, η)df in a closed form,
log p(Dt|η, σ) = C − 1
2
log
∣∣Kη + σ2I∣∣− 1
2
yT
(
Kη + σ
2I
)−1
y,
where y denotes the vectorized version of our observed function values.
Since this function is easily differentiable, we can find the optimum using
any gradient descent algorithm (Boyd and Vandenberghe, 2004). In situ-
ations where, a closed form expression cannot be found, we can resort to
Laplace Approximations or EP’s marginal likelihood approximation (Van-
hatalo et al., 2012).
Note that the MAP estimator converges to the maximum likelihood esti-
mator as we sample more and more points. Moreover, since the maximum
likelihood estimator (MLE) is a consistent estimator, we assume that the
regularity conditions hold such that ηt → η∗ and σt → σ∗ almost surely
(Lehmann and Casella, 2006), where η∗, σ∗ denotes the true optimal param-
eters.
Remark. Although the usual result for consistency of the MLE only
gives us convergence in probability, it is not hard to see that if we follow the
proof in Lehmann and Casella (2006) we can get almost sure convergence
under the extra condition that,
sup
θ∈Θ
∥∥∥ˆ`(x|θ)− `(θ)∥∥∥ a.s.−−→ 0,(2)
where `, ˆ` denotes the expected log-likelihood function and its estimate, and
θ is the parameter of interest.
2.4. Sampling from the Posterior Distribution of the maximizer. We fol-
low the approach in Section 2.1 of Herna´ndez-Lobato, Hoffman and Ghahra-
mani (2014) to sample from the distribution of the maximum given the data
Dt. For sake of the proof of convergence, we choose a different feature map
than what is used in Herna´ndez-Lobato, Hoffman and Ghahramani (2014).
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Given any Mercer kernel kη, there exists a feature map φ(x) such that,
kη(x,x
′) = φ(x)Tφ(x′) where
φ(x) = (
√
λ1ψ1(x),
√
λ2ψ2(x), . . .)
T
Note that for any given ηt, we can identify the eigenvalue sequence (λ
t
i)i∈N.
If it has infinite non-zero eigenvalues then we can pick a large enough trun-
cation point m∗. Otherwise, if it has finitely many positive eigenvalues, pick
mt to be the largest integer such that λ
t
mt > 0. That is,
mt = min
{
m∗,max
{
m ∈ N|λtm > 0
}}
(3)
This enables us to approximate the kernel as
kηt(x,x
′) ≈ φt(x)Tφt(x′)
where
φt(x) =
(√
λt1ψ
t
1(x),
√
λt2ψ
t
2(x), . . . ,
√
λtmtψ
t
mt(x)
)T
.(4)
Since f is modeled as a sample from a Gaussian process, we can write
f(·) = φ(·)Tθ, where θ ∼ N(0, I). Thus, to draw a sample from Ft, we draw
a random function f t(·) = φt(·)Tθt, where φt is given by (4) and θt is a
random vector drawn from the posterior distribution of θ|(Dt, φt), i.e.
(5) θt ∼ θ|(Dt, φt) = N
(
A−1ΦTy, σ2tA
−1)
where A = ΦTΦ + σ2t I and
ΦT = [φt(x0), . . . , φt(xt−1)].(6)
This f t(·) is an approximation to the true f after observing the data Dt.
Thus, we get argmaxx∈X φt(x)Tθt ∼ Ft.
Remark. In theory, we can start with a kernel which has a known or-
thonormal expansion in which case, it is easy to identify these functions
φt. Sometimes in practice, if we do not know the exact form of these or-
thonormal functions, we can use the spectral decomposition of the matrix
Kt×t = ΦΦT . There are many algorithms readily available to identify the
top mt eigenvalues and eigenvectors of a symmetric matrix. We refer the
reader to Parlett (1998) and Yuan and Zhang (2013) for more details.
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Algorithm 1 Thompson Sampling for Infinite-Armed Bandits
1: Input : Function f , Kernel kη, Domain X , Parameter ξ
2: Output : x∗, the global maximum of f
3: Sample x0 uniformly from X
4: Observe y0 = f(x0) + , where  ∼ N(0, σ2).
5: Put D1 = {(x0, y0)}
6: for t = 1, 2, . . . do
7: Estimate the hyper-parameters ηt, σt using Dt as given in Section 2.3.
8: Sample a random function φ according to (4) corresponding to kηt
9: Sample θt from θ|(Dt, φ) according to (5)
10: xt =
{
argmaxx∈X φ(x)
Tθt w. p. 1− ξ
U(X ) w. p. ξ
11: Observe yt = f(xt) + , where  ∼ N(0, σ2).
12: Set Dt+1 = Dt ∪ {(xt, yt)}
13: Break from the loop when xt chosen as the maximizer of φ(x)Tθt converges to x∗.
14: end for
15: Return x∗
2.5. Main Result. The main aim of the paper is to prove the exponential
rate of convergence for the Thompson Sampling approach from Algorithm
1. We need some further assumptions and regularity conditions to achieve
that.
Assumption 1. Let φt be the feature map for kηt. Then, there exists a
θ∗t with ‖θ∗t ‖ ≤
√
tM and δ0(t) ≤ c∗/
√
t such that,
lim
t→∞
1
δ0(t)
sup
x∈X
∣∣f(x)− φt(x)Tθ∗t ∣∣ ≤ 1
almost surely. Here M and c∗ are positive constants.
The above assumption says that outside of a measure zero set, for large
enough t we have, supx∈X
∣∣f(x)− φt(x)Tθ∗t ∣∣ < δ0(t). It gives a bound on the
difference of f and the projection of f on the column space of the feature
map from the kernel. If the kernel hyperparameters η can be learned well,
then this assumption intuitively holds.
Assumption 2. The kernel must belong to either of the following two
classes.
(a) Bounded eigen functions. For this class of kernels, there exists an M
such that
|ψi(x)| ≤M for all i.
An example of this is when ψi form a sine basis on X = [0, 2pi] (Braun,
2006).
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(b) Bounded kernel functions. For this class of kernels, there exists an M
such that
k(x,x) ≤M <∞ for all x ∈ X
A very typical example in this class is the RBF kernel, or the squared
exponential kernel. All shift-invariant kernels fall in this category.
Assumption 3. All eigenfunctions are Lipschitz continuous. That is,
there exists a B such that for all x,y ∈ X ,
|ψi(x)− ψi(y)| ≤ B‖x− y‖ for all i.
Most common kernels usually have continuous eigenfunctions with bounded
derivatives and hence are Lipschitz. For a thorough list and more examples
see Minh, Niyogi and Yao (2006).
With these assumptions we can now state our main result.
Theorem 1. Let f be a smooth continuous function on a compact set
X having a global unique maximum at x∗. Then, under Assumptions 1 - 3,
for any  > 0, if we follow the Thompson Sampling procedure as given in
Algorithm 1, there exists a T such that for all t > T ,
P (‖xt − x∗‖ > ) ≤ C exp(−ct),
where xt is the maximizer at step t, and C, c are positive constants.
2.6. Remarks on Theorem 1. Theorem 1 gives us an explicit rate of con-
vergence of xt to x∗. However, it does not characterize how fast we realize
this rate in practice since it holds for large enough t. The function structure
plays an important role in determining this time. We show a simple simu-
lation example in Section 5 to see this decay rate as a function degenerates
into a flat function.
3. Preliminaries. We now state some preliminary results, which will
be used throughout the rest of the proof. For the rest of the paper, we denote
the changing constant as c. Also, throughout the paper we make statements
for Algorithm 1 under the Assumptions 1 - 3 without explicitly stating it
every time. The first result gives a bound on the minimum and maximum
eigenvalues of the matrix A/t.
ANALYSIS OF THOMPSON SAMPLING 9
Lemma 1. Let A = ΦTΦ + σ2t I, where Φ is defined (6). Then,
lim
t→∞λmin
(
A
t
)
≥ ξc > 0 a. s.,
and
lim
t→∞λmax
(
A
t
)
≤ ξC + α(1− ξ) + 1 <∞ a. s.,
where α = kη(x,x) and C, c are constants.
Remark. Note that, Lemma 1 and Assumption 1 make almost sure
statements. If we denote our probability space by (Ω,F ,P), then, through-
out the rest of this paper, we only work over those set of ω ∈ Ω where the
statements in Lemma 1 and Assumption 1 hold.
As a corollary to Lemma 1 we can show upper bounds to much more
complicated matrix forms involving A. Two such results, which will be used
later are as follows.
Lemma 2. There exists a constant c > 0 such that for large enough t,
λmax
((
A
t
)−1 ΦTΦ
t
(
A
t
)−1)
≤ c.
Lemma 3. The following bounds hold:
(a)
∥∥A−1ΦTΦ− I∥∥ ≤ c/t
(b)
∥∥A−1ΦT∥∥ ≤ C/√t
where c, C are constants and ‖·‖ denotes the spectral norm of the matrix.
Before we introduce the next result, let us introduce some more notation
that we use throughout the proofs. Let us define δ as the minimum difference
in the function values between the optimal and any x which is at least 
distance away from the optimal. Formally,
δ := inf
x:‖x−x∗‖>
f(x∗)− f(x).(7)
We know that δ > 0 since f has an unique maximum.
The following result quantifies that if f can be approximated well, then
there is a positive difference between f(x∗) and f(x) for any x which is at
least  distance away from the optimal x∗. Formally, we show the following.
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Lemma 4. Given  > 0, for any x such that ‖x− x∗‖ >  and large
enough t, (
φt(x∗)− φt(x))T A−1ΦTf ≥ δ
2
> 0.
Our last preliminary result shows a concentration bound on Chi-square
random variables, which will be needed for subsequent proofs.
Lemma 5. Let Z ∼ χ2m. Then for any δ > 0,
P (Z > m+ δ) ≤ exp
(
−1
2
(
δ +m+
√
2δm+m2
))
.
We set one last notation that we use in the proofs below. By Lemma 1
and Lemma 2, for large enough t we have,
(8)
λmin
(
A
t
)
≥ c1
λmax
((
A
t
)−1 ΦTΦ
t
(
A
t
)−1)
≤ c2
where c1 and c2 are constants. Furthermore, using Lemma 3 and Assump-
tion 1 we can write,
‖A−1ΦTf‖ = ‖A−1ΦTΦθ∗ − δ0(t)A−1ΦT1‖
= ‖θ∗ +Eθ∗ − δ0(t)A−1ΦT1‖
≤ ‖θ∗‖+ ‖Eθ∗‖+ ‖δ0(t)A−1ΦT1‖
≤ ‖θ∗‖ (1 + ‖E‖) + δ0(t)
√
t‖A−1ΦT ‖
≤ √c3t(9)
where E = A−1ΦTΦ− I.
4. Proof of Theorem 1.
4.1. Outline. The main idea of the proof relies on breaking down the
continuous domain into small regions and bounding the errors on each re-
gion, which are then combined using the union bound. To bound the error
on each small region, we compare the function values at a single point within
the region and bound the error appropriately. In order to first compare the
function values at a single point, we rely on the following Lemma.
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Lemma 6. For any x such that ‖x− x∗‖ > , any 0 < ′ ≤ δ/4, for t
large enough
P
(
φt(x∗)Tθt < φt(x)Tθt + ′
) ≤ 2 exp(−ct)
where δ is defined as in (7) and c is positive constants that depends on .
Once we have this control, in order to bound the supremum in the sub-
region, we a use a truncation argument. We truncate on
∥∥θt∥∥ and bound
the probability of
∥∥θt∥∥ exceeding the truncation value. This is done, using
the following result.
Lemma 7. For any δ > 0 and t large enough, let
Lt :=
√
σ2t
(mt
t
+ δ
)( 1
c1
+
1
c2
)
+ c3t,
where c1, c2, c3 are defined in (8) and (9). Then,
P
(∥∥θt∥∥ > Lt) ≤ 2 exp(−δt
2
)
.
Finally, we show that we can appropriately choose the number of discrete
sub-regions such that the union bound converges, which will be enough for
the proof. The details are now given below.
4.2. Proof. We begin by observing that for any  > 0,
P (
∥∥xt − x∗∥∥ > ) = P ( sup
x∈B(x∗)
φt(x)Tθt < sup
x∈X\B(x∗)
φt(x)Tθt
)
≤ P
(
φt(x∗)Tθt < sup
x∈X\B(x∗)
φt(x)Tθt
)
,
where B(x∗) denotes a ball of radius  around x∗. Now since X \ B(x∗)
is a compact set, and a metric space with respect to the Euclidean norm,
we can cover it with an -Net Vershynin (2010). Specifically, for any t > 0,
there exists a subset Nt of X \ B(x∗) such that given any x ∈ X \ B(x∗),
there exists a y ∈ Nt such that ‖x− y‖ < t. Moreover, it is known that
|Nt | ≤
(
3
t
)d
.
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For simplicity, let {xi}Nti=1 denotes the set of points in the t-Net. Thus, we
can write,
P (
∥∥xt − x∗∥∥ > ) ≤ P (φt(x∗)Tθt < max
i=1,...,Nt
sup
x∈Bt (xi)
φt(x)Tθt
)
Now for any x ∈ Bt(xi), we have∥∥φt(x)− φt(xi)∥∥2 = mt∑
j=1
λtj
[
ψtj(x)
2 + ψtj(xi)
2 − 2ψtj(x)ψtj(xi)
]
=
mt∑
j=1
λtj
(
ψtj(x)− ψtj(xi)
)2
≤
mt∑
j=1
λtjB
2 ‖x− xi‖2 ≤ C22t
where first inequality follows using the Lipschitz condition for ψtj and the
last inequality follows since mt is finite and each λ
t
j is positive. Thus, for
any δ > 0, from Lemma 7 choosing
Lt =
√
σ2t
(mt
t
+ δ
)( 1
c1
+
1
c2
)
+ c3t = O
(√
t
)
and letting
∥∥θt∥∥ ≤ Lt, we get,∥∥(φt(x)− φt(xi))Tθt∥∥ ≤ ∥∥θt∥∥∥∥φt(x)− φt(xi)∥∥ ≤ CLtt.
Thus conditioning on
∥∥θt∥∥ ≤ Lt, we get,
sup
x∈Bt (xi)
φt(x)Tθt ≤ φt(xi)Tθt + CLtt.
Using this we get,
P (
∥∥xt − x∗∥∥ > )
≤ P
(
φt(x∗)Tθt < max
i=1,...,Nt
φt(xi)
Tθt + CLtt
)
+ P (
∥∥θt∥∥ > Lt)
≤
Nt∑
i=1
P
(
φt(x∗)Tθt < φt(xi)Tθt + CLtt
)
+ P (
∥∥θt∥∥ > Lt)
≤ 2 |Nt | exp(−ct) + 2 exp
(
−δt
2
)
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where the first inequality follows by conditioning on
∥∥θt∥∥ ≤ Lt, the second
from the union bound and the last inequality by using Lemmas 6 and 7.
To satisfy Lemma 6 we choose t = δ/16CLt. This gives us,
|Nt | ≤
(
3
t
)d
=
(
48CLt
δ
)d
= O
(
t
d
2
)
.
Now, since d is finite, |Nt | grows to infinity much slower than exponential.
Hence, we get for some positive constants C, c and t large enough,
P (
∥∥xt − x∗∥∥ > ) ≤ C exp(−ct) + 2 exp(−δt
2
)
.
Finally, since the choice of δ was arbitrary, we have for constants C, c,
P (
∥∥xt − x∗∥∥ > ) ≤ C exp(−ct)
This concludes the proof of Theorem 1.
5. Simulation Study. We have proved an exponential rate of conver-
gence for the ξ-greedy Thompson Sampling algorithm, under some assump-
tions. Since Assumption 1 is hard to verify, we show a simulation study on a
univariate and bivariate function to empirically validate that it usually holds
in practice. Moreover, we present a different simulation study to capture how
the structure of the function affects its rate of convergence as explained in
Section 2.6.
5.1. Assumption Validation. In order to empirically validate Assump-
tion 1, we present two different examples. Throughout this study, we have
considered the kernel to be the RBF-kernel, which satisfies all the regularity
conditions. Moreover, we have taken a batch approach, where at each stage
instead of drawing a single xt, we draw 30 points from the distribution of
the maximum. This is done to increase the exploration part of the algorithm
while keeping the running time constant.
For the 1-dimensional example, we consider a bimodal function which
is a mixture of two Gaussian probability density functions. Specifically, we
choose,
f1(x) =
5√
2pi
exp
(
−(x− 2)
2
2
)
+
10√
2pi
exp
(
−(x− 5)
2
2
)
,
which has a local maximum at 2 and a global maximum at 5. We consider
a similar function in a 2-dimensional space as well. In particular we pick,
f2(x) =
5
2pi
exp
(
−1
2
‖x− µ1‖2
)
+
10
2pi
exp
(
−1
2
‖x− µ2‖2
)
,
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where µ1 = (2, 2) is the local maximum and µ2 = (5, 5) is the global maxi-
mum. Since in practice we usually have a high variance in the observations,
we add Gaussian random errors with σ ∈ [0.1, 5] to both the functions while
observation the data. Figure 1 shows the univariate function, along with
the 95% confidence bands for the sampling error. It also shows a sample of
points obtained when using different standard deviations in the error gen-
eration mechanism.
−5
0
5
10
0 2 4 6
x
f(x
) +
 ep
sil
on StdDev
0.2
1
3
Fig 1: f1(x) with some observed realizations.
Note that, as the error increases, it becomes increasingly hard to identify
the true function. Although here we have only shown three different values
of σ, we work with a wider range and the results are shown in the subsequent
figures. Figure 2 shows the bivariate function f2(x). For simplicity, we do
not add the confidence bands and sample points in the figure. However, here
too we work with a wide range of the error.
Our setup does not artificially enforce the assumption on the function,
but we still observe an exponential rate of convergence. Figure 3 and 4 show
the decays in the relative squared error for each of the different standard de-
viations. Specifically, we plot 2 log10((xt−x∗)/x∗) vs iteration t. For smaller
σ, we see very quick convergence for both of the example functions. As the
errors increase we see that the algorithm takes a longer time to converge,
but it is still exponential in t. This phenomenon is common to both the
one and the two-dimensional example. The sudden spikes in the error plot
are because of the iterations where we do random sampling instead of sam-
pling from the maximum. Moreover, we notice that in general, the number
of iterations required to converge for a 2-dimensional function is larger than
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Fig 2: 2-dimentional function f2(x)
that for a 1-dimensional case, especially when the errors increase in the
observations.
To get a better idea of the algorithm in practice, we show Figure 5. It
captures the distribution of the maximum across different iterations when
we have σ = 5. We see that as the iterations increase, we inch closer and
closer to the Dirac delta measure at x∗. At each stage, sampling from the
probability measure brings us closer to the true maximum while allowing
some room to explore.
These examples show that without explicit assumptions on the function
we converge to the true global maximum even when there is a large level
of noise in the data. Thereby strengthening the heuristic that we only need
Assumption 1 for the rigorous proof.
5.2. Function Structure. Although we have seen an exponential rate of
decay, it is a difficult problem to characterize how quickly we start to see that
rate of decay, since it depends on the structure of the underlying function.
To observe how the decay rate actually changes in practice, we consider the
simple example of the following one dimensional function, where β acts as
16 K. BASU AND S. GHOSH
Cutoff
−4
−3
−2
−1
0
0 25 50 75 100
Iterations
lo
g 
(R
ela
tiv
e
 S
qu
ar
e 
Er
ro
r) StdDev
0.1
0.2
0.5
1
3
5
Fig 3: Decay rate for different σ for function f1(x)
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Fig 4: Decay rate for different σ for function f2(x)
a scale weight.
fβ(x) = β exp
(
−(x− 5)
2
8
)
This is an unimodal function with a global maximum at 5 and as we decrease
the value of β the function becomes more and more flat. Figure 6 shows this
behavior across different value of β. While trying to estimate the maximum
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Fig 5: Sequence of estimated distributions of the maximum across iterations
for σ = 5 when trying to estimate the maximum of f1(x). A similar figure
is seen for the bivariate function, f2(x) as well.
0.00
0.25
0.50
0.75
1.00
0.0 2.5 5.0 7.5 10.0
x
f(x
) =
 
βe
xp
 −
(x
−
5)2 8
  ScaleWeights(β)
5
2
1
0.5
0.1
Fig 6: The change in function fβ(x) as β decreases.
of each of the above functions, we keep a constant error rate of σ = 0.1. In
this setup, we observe the decay rate as shown in Figure 7. Given, a fixed
error rate σ, the rate slows down as the function becomes more and more
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flat.
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Fig 7: Error decay for function fβ(x) as β decreases.
6. Conclusion. We have proved an exponential rate of convergence for
the ξ-Greedy Thompson Sampling Algorithm in the case of an infinite armed
bandit with a Gaussian Process prior on the reward. As far as we know, this
is the first result which quantifies the rate of decay of the sequential point xt
to the true optimal x∗. Although we have proved the result where at every
stage we are sampling only one point, it should be easy to generalize to more
points and we leave it as a future work. While actually running the algorithm
in practice, we can repeat steps 8-11 of Algorithm 1 to sample more points
at every stage as done throughout our simulations in the Section 5. By doing
so, we can explore the function better in parallel within the same running
time as a single point evaluation. The simulation study under this regime
shows quick convergence as well as the fact that the assumptions are not
too restrictive. This novel proof technique that we have presented here, can
be now used to solve a variety of problems and opens up a new direction of
research. Using this technique explicit convergence rates can be shown for
most of the UCB type algorithms. We leave such generalizations as future
work.
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7. Appendix. We collect the proofs of all the preliminary and support-
ing Lemmas here.
Proof of Lemma 1. We begin with the lower bound. Observe that,
λmin
(
A
t
)
= λmin
(
ΦTΦ
t
+
σ2t I
t
)
≥ λmin
(
ΦTΦ
t
)
= λmin
(
1
t
t−1∑
i=0
φt(xi)φt(xi)T
)
We separate out the sum into cases where xi ∼ U(X ) and where xi is gen-
erated as the maximizer. Using a simple ordering of the x and appropriate
change of notation we have,
λmin
(
A
t
)
≥ λmin
1
t
tξ∑
i=1
φt(xi)φt(xi)T +
1
t
t∑
i=tξ+1
φt(xi)φt(xi)T

≥ ξλmin
(
1
tξ
tξ∑
i=1
φt(xi)φt(xi)T
)
= ξλ(mt)
(
Kmttξ
)
(10)
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where λ(mt) denotes the mt -th largest eigenvalue and K
mt
tξ is the tξ × tξ
matrix, whose (i, j) entry is the mt level approximation of kηt . That is,[
Kmttξ
]
i,j
=
1
tξ
kmtηt (xi,xj) =
1
tξ
mt∑
`=1
λt`ψ
t
`(xi)ψ
t
`(xj).
Now note that using the finite sample error bounds from Braun (2006) we
have,
λ(mt)
(
Kmttξ
)
≥ λtmt (1− C(tξ,mt)) .
Now from the results in Braun (2006) if the kernel has bounded eigenfunc-
tions, i.e., |ψi(x)| ≤M , we have probability larger than 1− 1,
C(tξ,mt) < M
2mt
√
2
tξ
log
mt(mt + 1)
1
.
On the other hand, if the kernel is bounded, i.e. k(x,x) ≤ M then with
probability larger than 1− 1
C(tξ,mt) < mt
√
2M
tξλtmt
log
2mt(mt + 1)
1
+
4M
3tξλtmt
log
2mt(mt + 1)
1
Choosing 1 = 
∗/t1+δ for some δ > 0, we see that in both cases,
C(tξ,mt) = O
(√
log t
t
)
Thus, if we denote an event as,
Et =
{
λ(mt)
(
Kmttξ
)
≥ λtmt
(
1− c
√
log t
t
)}
Then, P (Ect ) ≤ ∗/t1+δ and hence,
∑∞
t=1 P (E
c
t ) < ∞. Thus, by the Borel
Cantelli Lemma, P (Ect occurs infinitely often ) = 0. Thus, outside a set of
measure zero, for any ω ∈ Ω, and exists a t(ω) such that for all t > t(ω),
λ(mt)
(
Kmttξ
)
≥ λtmt
(
1− c
√
log t
t
)
.
Now for large enough t, λtmt → λm∗ > 0, where λm∗ is the m∗ largest
eigenvalue of the optimal kernel kη∗ . If, kη∗ has finitely many positive eigen-
values, then m∗ denotes the smallest positive value. Otherwise m∗ is some
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finite large integer. Moreover, the multiplier term can be bounded by a con-
stant c∗. Thus, outside a set of measure zero, for any ω ∈ Ω, there exists a
t(ω) such that for all t > t(ω)
λ(mt)
(
Kmttξ
)
≥ c∗λm∗ .
Hence, there exists a constant c such that
lim
t→∞λmin
(
A
t
)
> ξc > 0 almost surely.
Similarly for the upper bound, we see for t large enough,
λmax
(
A
t
)
= λmax
 ξ
tξ
tξ∑
i=1
φt(xi)φt(xi)T +
1− ξ
t(1− ξ)
t∑
i=tξ+1
φt(xi)φt(xi)T +
σ2t
t
I

≤ λmax
(
ξ
tξ
tξ∑
i=1
φt(xi)φt(xi)T
)
+ λmax
 1− ξ
t(1− ξ)
t∑
i=tξ+1
φt(xi)φt(xi)T
+ 1.
(11)
where we have used σ2t /t ≤ 1 for large t. This is because for large t, σt → σ∗
by the consistency of the maximum likelihood estimator. Now consider the
second term.
λmax
 1− ξ
t(1− ξ)
t∑
i=tξ+1
φt(xi)φt(xi)T
 = 1− ξ
t(1− ξ) max‖x‖=1
t∑
i=tξ+1
xTφt(xi)φt(xi)Tx
≤ 1− ξ
t(1− ξ) max‖x‖=1
t∑
i=tξ+1
‖x‖2‖φt(xi)‖2 ≤ (1− ξ)α
where we have used the Cauchy-Schwarz inequality and the regularity con-
ditions on the kernel which gives us,
‖φt(xi)‖2 = kmtηt (xi,xi) ≤ kηt(xi,xi) = α for all i.
Lastly, to control the first term we have
λmax
(
1
tξ
tξ∑
i=1
φt(xi)φt(xi)T
)
= λ(1)
(
Kmttξ
)
.
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Similar to the above proof and using the results from Braun (2006), we have
with probability larger than 1− ∗/t1+δ,
λ(1)
(
Kmttξ
)
≤ λt1
(
1 + c
√
log t
t
)
Applying the Borel-Cantelli Lemma, we have outside a set of measure zero,
for any ω ∈ Ω, there exists a t(ω) such that for all t > t(ω)
λ(1)
(
Kmttξ
)
≤ λ1c˜∗
where λ1 denotes the maximum eigenvalue of the optimal kernel kη∗ . Thus,
there exists a constant C, such that
lim
t→∞λmax
(
A
t
)
≤ ξC + α(1− ξ) + 1 almost surely,
which completes the proof of the lemma. 
Proof of Lemma 2. Observe that,
λmax
((
A
t
)−1 ΦTΦ
t
(
A
t
)−1)
≤ λmax
(
A
t
)−1
+ λmax
[(
A
t
)−1
E
]
where E = ΦTΦA−1−I. Now, it is easy to see that E is a negative definite
matrix. Let ξt1 ≥, . . . ,≥ ξtmt denote the eigenvalues of ΦTΦ/t. Thus, using
the spectral expansion there exists orthonormal eigenvectors ui such that,
ΦTΦA−1 =
ΦTΦ
t
(
A
t
)−1
=
mt∑
i=1
ξti
ξti + σ
2
t /t
uiu
T
i 4
mt∑
i=1
uiu
T
i = I.
where A 4 B implied, B −A is positive definite. Thus, we get that E is
negative definite. Therefore, using this and Lemma 1 we have
λmax
((
A
t
)−1 ΦTΦ
t
(
A
t
)−1)
≤ λmax
(
A
t
)−1
− λmin
[
−
(
A
t
)−1
E
]
≤ λmax
(
A
t
)−1
≤ c
where we have used the result that for two positive definite matrices A,B,
λmin(AB) ≥ λmin(A)λmin(B) > 0. This completes the proof of the Lemma.

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Proof of Lemma 3. As in the proof of Lemma 2, let ξt1 ≥, . . . ,≥ ξtmt
denote the eigenvalues of ΦTΦ/t. Thus, using the spectral decomposition,
∥∥∥∥∥
(
A
t
)−1 ΦTΦ
t
− I
∥∥∥∥∥ =
√√√√√λmax
((A
t
)−1 ΦTΦ
t
− I
)T ((
A
t
)−1 ΦTΦ
t
− I
)
=
√√√√λmax [(ΦTΦ
t
(
A
t
)−1
− I
)((
A
t
)−1 ΦTΦ
t
− I
)]
=
√√√√λmax(ΦTΦ
t
(
A
t
)−2 ΦTΦ
t
− Φ
TΦ
t
(
A
t
)−1
−
(
A
t
)−1 ΦTΦ
t
+ I
)
=
√√√√λmax [ mt∑
i=1
((
ξti
ξti + σ
2
t /t
)2
− 2ξ
t
i
ξti + σ
2
t /t
+ 1
)
uiuTi
]
=
√
max
i=1,...,mt
(
1− ξ
t
i
ξti + σ
2
t /t
)2
.
Now for each i, and large enough t, it easily follows from Lemma 1 that the
eigenvalues ξti are bounded. Specifically,
0 < c ≤ λmin(ΦTΦ/t) ≤ ξti ≤ λmax(ΦTΦ/t) ≤ C <∞.
and σt → σ∗ almost surely by the consistency of the maximum likelihood
estimator. Thus, we get for some constant c and large enough t,∥∥∥∥∥
(
A
t
)−1 ΦTΦ
t
− I
∥∥∥∥∥ = ‖A−1ΦTΦ− I‖ ≤ ct
which completes the first result. To prove the second result, note that using
Lemma 2,
‖A−1ΦT ‖ =
√
λmax(ΦA−1A−1ΦT ) =
√
λmax(A−1ΦTΦA−1)
=
√√√√1
t
λmax
((
A
t
)−1 ΦTΦ
t
(
A
t
)−1)
≤ c√
t
,
which completes the proof. 
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Proof of Lemma 4. Using Assumption 1 and Lemma 3 observe that,
‖uTA−1ΦTf − uTA−1ΦTΦθ∗‖ ≤ ‖u‖‖A−1ΦT ‖‖f −Φθ∗‖
≤ 2√αtδ0(t)‖A−1ΦT ‖
≤ cδ0(t),
where we have used,
‖u‖2 = ‖φt(x∗)− φt(x)‖2 ≤ (‖φt(x∗)‖+ ‖φt(x)‖)2 ≤ 4α(12)
and ‖φt(x)‖2 = kmtηt (x,x) ≤ kηt(x,x) = α. Thus we get,
uTA−1ΦTf ≥ uTA−1ΦTΦθ∗ − cδ0(t)
= uTθ∗ − uTEθ∗ − cδ0(t).(13)
We can now bound each of the terms on the right hand side of (13). Note
that using Lemma 3,
‖uTEθ∗‖ ≤ ‖u‖‖E‖‖θ∗‖ ≤ 2√αcM 1√
t
.(14)
Combining all the above bounds and using Assumption 1 we have for large
enough t,
uTA−1ΦTf ≥ uTθ∗ − c
(
1√
t
+ δ0(t)
)
≥ f(x∗)− f(x)− c
(
1√
t
+ δ0(t)
)
≥ δ − c
(
1√
t
+ δ0(t)
)
≥ δ
2
where the last inequality follows for large enough t since δ0(t) is a decreasing
function of t. This completes the proof. 
Proof of Lemma 5. The result follows as an consequence of Lemma 1
from Laurent and Massart (2000). 
Proof of Lemma 6. For any ′ < δ/4 and for any x such that ‖x−x∗‖ >
, we have
P
(
φt(x∗)Tθt < φt(x)Tθt + ′
)
= Eφt,Dt
(
P
(
φt(x∗)Tθt < φt(x)Tθt + ′
∣∣∣∣φt, Dt)) .
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For notational simplicity we hide the variables we are conditioning on, specif-
ically, φt, Dt. Moreover, let v denote φ
t(x) − φt(x∗). Under this simplified
notation, let us define X = vTθt, which, given φt, Dt, follows N(µ, γ
2) with
µ = vTA−1ΦTy and γ2 = σ2t vTA−1v. Thus, we have
E
(
P
(
vTθt > −′)) ≤ E (exp(−(µ+ ′)2
2γ2
))
+ P (µ+ ′ > 0)(15)
where the last inequality follows by conditioning on the sign on µ + ′ and
appropriately applying the tail bound for Gaussian random variables. Now,
we separately consider the two terms in (15). For the first term, conditioning
on x0, . . . ,xt−1 and φt define,
ζ =
µ+ ′
γ
∣∣∣∣{xi}t−1i=0, φt ∼ N(µ˜, σ˜2) where
µ˜ =
vTA−1ΦTf + ′
σt
√
vTA−1v
and σ˜2 =
vTA−1ΦTΦA−1v
vTA−1v
where f = (f(x0), . . . , f(xt−1))T . Thus using the above notation we can
write the first term as
E
(
exp
(
−(µ+ 
′)2
2γ2
))
= Ex,φt
(
E
(
exp
(
− σ˜
2
2
ζ2
σ˜2
)))
= Ex,φt
(
1√
1− 2τ exp
(
λτ
1− 2τ
))
where the last equality follows from the moment generating function of a
non-central chi-squares distribution with non-centrality parameter λ = µ˜2
and τ = −σ˜2/2. Thus, we have,
E
(
exp
(
−(µ+ 
′)2
2γ2
))
= Ex,φt
(
1√
1 + σ˜2
exp
( −σ˜2µ˜2
2(1 + σ˜2)
))
≤ Ex,φt
(
exp
( −σ˜2µ˜2
2(1 + σ˜2)
))
.
To give a lower bound to σ˜2, observe that
σ˜2 ≥ λmin
(
A−1ΦTΦA−1
)
λmax (A−1)
= λmin
(
A−1ΦTΦA−1
)
λmin (A)
= λmin
(
A−1
t
ΦTΦA−1
)
λmin
(
A
t
)
= λmin
(
A
t
−1
E +
A
t
−1)
λmin
(
A
t
)
≥
[
λmin
(
A
t
−1)
+ λmin
(
A
t
−1
E
)]
λmin
(
A
t
)
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where E = ΦTΦA−1 − I. From the proof of Lemma 3, E is a negative
definite matrix. Thus, we can write,
σ˜2 ≥
[
λmin
(
A
t
−1)
− λmax
(
−A
t
−1
E
)]
λmin
(
A
t
)
Moreover, using the results in Bhatia (2013),
λmax
(
−A
t
−1
E
)
≤ λmax
(
A
t
−1)
λmax(−E)
Thus, we have,
σ˜2 ≥ λmin
(
A
t
−1)
λmin
(
A
t
)
− λmax (−E) =
λmin
(
A
t
)
λmax
(
A
t
) − λmax (−E)
Now using Lemma 1 and Lemma 3, there exists a c1, c2 and c3 such that for
large enough t,
λmax(−E) ≤ c
1
t
, λmin
(
A
t
)
≥ c2 and λmax
(
A
t
)
≤ c3
Thus, for large enough t there exists a c4 > 0 such that
σ˜2 ≥ c4.
Denoting, c = 1/(2 + 2/c4) we have
E
(
exp
(
−(µ+ 
′)2
2γ2
))
≤ Ex,φt
(
exp
(−cµ˜2)) .
To give a lower bound to µ˜2, we separately bound the numerator and the
denominator. Using Lemma 4 we can give a lower bound to numerator of
µ˜2. Specifically, for large enough t we get(
vTA−1ΦTf + ′
)2
=
∣∣uTA−1ΦTf − ′∣∣2 ≥ δ2
16
,
where u = −v = φt(x∗) − φt(x). We now give an upper bound on the
denominator of µ˜2. Note that using (12)
‖v‖2 = ‖u‖2 ≤ 4α,
Hence we have,
σ2t
t
vT
(
A
t
)−1
v ≤ 4ασ
2
t
t
λmax
(
A
t
)−1
≤ c
t
.
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where the last inequality follows from Lemma 1 and the consistency of σt
to σ∗, for large enough t. Combining the bounds for the numerator and the
denominator we get for some constant c,
E
(
exp
(
−(µ+ 
′)2
2γ2
))
≤ Ex,φt (exp (−ct))
= exp (−ct)
Using a very similar proof technique as above, we can show,
P (µ+ ′ > 0) ≤ exp (−ct) .
Here we use c as a generic constant. Thus, there exists a c such that for
large enough t, we have
P
(
φt(x∗)Tθt < φt(x)Tθt + ′
) ≤ 2 exp(−ct).
This completes the proof of the lemma. 
Proof of Lemma 7. Let µφt,Dt = A
−1ΦTy, Σφt,Dt = σ
2
tA
−1 and
Lt =
√
σ2t
(mt
t
+ δ
)( 1
c1
+
1
c2
)
+ c3t.
Then,
P
(‖θt‖ > Lt) ≤ P (‖θt‖2 > L2t )
= EDt,φt
(
P
(
‖θt‖2 − ‖µφt,Dt‖2 > L2t − ‖µφt,Dt‖2
∣∣∣∣∣Dt, φt
))
≤ EDt,φt
(
P
(
‖θt − µφt,Dt‖2 > L2t − ‖µφt,Dt‖2
∣∣∣∣∣Dt, φt
))
≤ EDt,φt
(
P
(
‖θt − µφt,Dt‖2Σ−1
φt,Dt
> λmin(Σ
−1
φt,Dt
)
(
L2t − ‖µφt,Dt‖2
) ∣∣∣∣∣Dt, φt
))(16)
Now, we condition on
‖µφt,Dt‖2 ≤ c3t+
(mt
t
+ δ
) σ2t
c2
.(17)
ANALYSIS OF THOMPSON SAMPLING 29
Using (17) we have,
λmin(Σ
−1
φt,Dt
)
(
L2t − ‖µφt,Dt‖2
) ≥ λmin(Σ−1φt,Dt)(mt + δt)σ2tc1t
=
t
σ2t
λmin
(
A
t
)
(mt + δt)σ
2
t
c1t
≥ mt + δt.
Plugging this into (16) and using Lemma 5 we get,
P
(‖θt‖ > Lt) ≤ exp(−δt
2
)
+ P
(
‖µφt,Dt‖2 ≥ c3t+
(mt
t
+ δ
) σ2t
c2
)
(18)
Similar to the above analysis if we let µφt = A
−1ΦTf , Σφt = σ2tA−1ΦTΦA−1
and
L˜2t = c3t+
(mt
t
+ δ
) σ2t
c2
then
P
(
‖µφt,Dt‖2 ≥ L˜2t
)
≤ EXt−1,φt
(
P
(
‖µφt,Dt − µφt‖2Σ−1
φt
> λmin
(
Σ−1φt
)(
L˜2t − ‖µφt‖2
) ∣∣∣∣∣Xt−1, φt
))(19)
Now note that using Lemma 2 and (9) we have for large enough t,
λmin(Σ
−1
φt )
(
L˜2t − ‖µφt‖2
)
=
1
σ2t λmax (A
−1(ΦTΦ)A−1)
(mt
t
+ δ
) σ2t
c2
≥ mt + δt
This gives us,
P
(
‖µφt,Dt‖2 ≥ L˜2t
)
≤ exp
(
−δt
2
)
.(20)
Using the (18) and (20) for large enough t we get,
P
(
‖θt‖ >
√
σ2t
(mt
t
+ δ
)( 1
c1
+
1
c2
)
+ c3t
)
≤ 2 exp
(
−δt
2
)
.
which completes the proof of the Lemma. 
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