.-The migrating motor complex (MMC) is a cyclic motor pattern with several phases enacted over the entire length of the small intestine. This motor pattern is initiated and coordinated by the enteric nervous system and modulated by extrinsic factors. Because in vitro preparations of the MMC do not exist, it has not been possible to determine the intrinsic nerve circuits that manage this motor pattern. We have used computer simulation to explore the possibility that the controlling circuit is the network of AH/Dogiel type II (AH) neurons. The basis of the model is that recurrent connections between AH neurons cause local circuits to enter a high-firing-rate state that provides the maximal motor drive observed in phase III of the MMC. This also drives adjacent segments of the network causing slow migration. Delayed negative feedback within the circuit, provided by activity-dependent synaptic depression, forces the network to return to rest after passage of phase III. The anal direction of propagation is a result of slight anal bias observed in projections of AH neurons. The model relates properties of neurons to properties of the MMC cycle: phase III migration speed is governed by neuron excitability, MMC cycle length is governed by the rate of recovery of synaptic efficacy, and phase III duration is governed by duration of slow excitatory postsynaptic potentials in AH neurons. In addition, the model makes experimental predictions that can be tested using standard techniques. neural networks; recurrent excitation; synaptic depression; enteric nervous system; waves in neural tissue; motor pattern generation THE SMALL INTESTINE SHOWS a remarkable motor pattern, known as the migrating motor complex (MMC), which consists of several phases of motor activity played out over hours of time and meters of space (10, 11, 40) . Three phases of the MMC are usually recognized. Phase I is characterized by near quiescence. Phase II has intermittent, apparently random, stationary contractions that are weaker than the phase III contractions, and either occur in stationary clusters at slow-wave frequency or propagate rapidly over short distances like peristaltic contractions. Phase III is a slowly moving region of strong contractile activity with contractions occurring at slow-wave frequency. This can start as proximally as the stomach and terminate as distally as the terminal ileum. The propagation speed of phase III, in guinea pig, varies from 17.5 cm/min in the duodenum to 4.1 cm/min in the ileum (13). The duration is ϳ4 min and is roughly constant along the length of the intestine. In humans, cycle length varies markedly both within and between individuals (median value, 100 min). The duration of human phase III is consistently shorter, it propagates faster in the proximal intestine, and only ϳ10% reach the terminal ileum with many complexes dying out in the distal ileum (22). Individual contractions within phase III occur at slow-wave frequency (34) and are presumably myogenic. Nevertheless, the entire interdigestive cycle is initiated and coordinated by the enteric nervous system (ENS) with the extrinsic innervation having a strong modulatory effect (18, 32, 33, 35) . The neural circuits coordinating this motor pattern are unknown, and most of the previous literature has used purely phenomenological descriptions without attempting to define the underlying neurophysiological mechanisms.
THE SMALL INTESTINE SHOWS a remarkable motor pattern, known as the migrating motor complex (MMC), which consists of several phases of motor activity played out over hours of time and meters of space (10, 11, 40) . Three phases of the MMC are usually recognized. Phase I is characterized by near quiescence. Phase II has intermittent, apparently random, stationary contractions that are weaker than the phase III contractions, and either occur in stationary clusters at slow-wave frequency or propagate rapidly over short distances like peristaltic contractions. Phase III is a slowly moving region of strong contractile activity with contractions occurring at slow-wave frequency. This can start as proximally as the stomach and terminate as distally as the terminal ileum. The propagation speed of phase III, in guinea pig, varies from 17.5 cm/min in the duodenum to 4.1 cm/min in the ileum (13) . The duration is ϳ4 min and is roughly constant along the length of the intestine. In humans, cycle length varies markedly both within and between individuals (median value, 100 min). The duration of human phase III is consistently shorter, it propagates faster in the proximal intestine, and only ϳ10% reach the terminal ileum with many complexes dying out in the distal ileum (22) . Individual contractions within phase III occur at slow-wave frequency (34) and are presumably myogenic. Nevertheless, the entire interdigestive cycle is initiated and coordinated by the enteric nervous system (ENS) with the extrinsic innervation having a strong modulatory effect (18, 32, 33, 35) . The neural circuits coordinating this motor pattern are unknown, and most of the previous literature has used purely phenomenological descriptions without attempting to define the underlying neurophysiological mechanisms.
Propagation and initiation of phase III depends on the ENS so this network of neurons must sustain firing in excitatory motor neurons in broad bands that migrate slowly along the intestine. This firing pattern depends on the neural circuitry within the ENS; that is, the projections and connections between different functional classes of enteric neurons. The guinea pig ileum is the only species and region for which a full accounting of enteric neurons has been made (see Ref. 4 for a review). In guinea pig ileum, functional classes of neurons are interneurons, motor neurons, and AH/Dogiel type II neurons. Interneurons project up to 10 mm orally or 5-70 mm anally with little circumferential spread and appear to form feed forward networks. Both excitatory and inhibitory motor neurons project short distances circumferentially and longitudinally to the smooth muscle. AH/Dogiel type II neurons have recently been identified as intrinsic primary afferent neurons (IPANs) (1, 24) and have several processes that typically project 5-10 mm in both circumferential directions and 0.5-1 mm in longitudinal directions (5) . These neurons form synapses with nearby AH/Dogiel type II and transmission through these synapses is by slow excitatory postsynaptic potentials (EPSPs) (25) . Therefore, they form local circuits with recurrent excitation ("driver circuits") and may also act as interneurons (46) .
Although interneurons have projections compatible with a role in migration of phase III activity, a simple argument (see RESULTS) , based on axonal projection length, propagation speed, and time between initiation of a postsynaptic event and subsequent action potential firing, shows that myenteric interneurons will propagate signals too rapidly to reproduce the observed slow speed of phase III propagation. The same argument applied to AH/Dogiel type II neurons suggests they are ideally placed to propagate a signal at the speed of phase III migration. We therefore propose that activity propagating through the network of AH/Dogiel type II neurons forms the basis of slow phase III migration. Transmission between neurons is excitatory, which means that positive feedback within the local recurrent connections will drive the network into a high-firing-rate state. When a section of network is in this state, it can drive adjacent sections into the same state, thus generating propagation (see Fig. 1A ). High firing will cause depression of synaptic efficacy, reduction of positive feedback, and a return to the quiescent state (see Fig. 1B ). Anal projections of these neurons are slightly longer than oral projections (5), so this will confer an oral-anal bias in signal propagation.
The aim of the study was to use a computational model to determine the conditions required for the existence of phase III-like activity, i.e., slowly migrating, full facilitation of circular muscle contractility in the network of AH/Dogiel type II neurons and to determine how the properties of neurons affect this particular aspect of network behavior. We used numerical simulation of neural networks with anatomically realistic numbers of neurons, realistic patterns of connections, and plausible neuronal and synaptic dynamics (43, 44 ) with a simple model of activity-dependent depression included in the model of synaptic transmission. The overall model produces slowly moving waves (segments of full facilitation) of neural activity that have several features in common with initiation, propagation, and timing of phase III. It should be stressed that the model does not address the behavior of individual smooth muscle contractions, because slow-wave activity is not part of the present model. Consequently, our use of the word "wave" refers exclusively to neural network activity. By varying parameters in the model, we examined how synaptic and neuronal dynamics and patterns of connections between neurons affected resulting motor patterns. The model is consistent with several observations of interdigestive motility and has made several experimentally testable predictions.
MATERIALS AND METHODS
Methods were previously described in detail (3, 42, 43) and in particular (44) . Numbers are expressed as means Ϯ SD and are drawn 5 .0 Ϯ 2.3 mm in the circumferential direction and 0.7 Ϯ 0.8 mm in the longitudinal direction with the center of the region located 0.05 Ϯ 0.8 mm anal to the cell body that recreates the observed anal projection bias. These connection numbers encompass those seen in the myenteric plexus of the guinea pig ileum (5) . Networks with 4.9 Ϯ 4.0 connections are referred to as low connectivity networks and those with 8.3 Ϯ 7.4 connections are high-connectivity networks. Simulated networks were 25 mm in the oral/anal direction and 5 mm in the circumferential direction and contained ϳ5,000 neurons. Network activity is reported as action potential rate per 1-mm circumferential strip and per 100-ms time bin.
The neuron model is based on a leaky-integrate-and-fire model (3, 12, 44) so action potentials are generated when the membrane potential crosses a defined threshold. AH/Dogiel type II neurons transmit to each other by slow EPSPs (25) that have a time course from tens to hundreds of seconds (2, 28) and a nonlinear voltage response. Slow EPSPs are modeled by a set of equations that reproduce this nonlinear response (2) . Parameters of the equations are chosen to reproduce EPSPs with time courses within physiological ranges. Duration of slow EPSPs was varied by factors of EPSP ⑀ {1,2,3} relative to the values previously used (43, 44) , giving durations of 12, 24, and 38 s, respectively, in response to 10 synaptic events in 1 s. Increasing the synaptic input, while holding other parameters constant, increases the rate of rise of the slow EPSP, increases the membrane potential for submaximal events, and increases the duration of a slow EPSP but does not alter the maximum depolarization that can be achieved. Synaptic input was varied by changing the number of connections between neurons, as described above.
In this study, the synaptic strength, s, was subject to activitydependent synaptic depression according to the following model
where s 0 is the resting synaptic strength, ti is the presynaptic spike times, s is the rate of recovery, and ␦(t) is the Dirac delta function that describes an idealized pulse. The term ⌬␦(t-ti)s means that at spike time ti the strength is instantaneously changed to ⌬s. For example, if ⌬ ϭ 0.9, the synaptic strength is reduced by 10% at each spike. Between spikes, the synaptic strength recovers to s 0 exponentially with time constant s. For long duration spike trains, the synaptic strength will reach an equilibrium value that depends on ⌬ and s.
Because there is no information available regarding the magnitude of ⌬ and s, these parameters were varied systematically as part of the study. This model is deliberately simple to keep the number of parameters to a minimum, but at the same time reproduces qualitative features of activity-dependent synaptic depression. These neurons also display a prominent afterhyperpolarizing potential (AHP) after the action potential (16) that is in turn suppressed by the slow EPSP (14) . The AHP and its suppression by the slow EPSP was included in most experiments by using a previously described model (43, 44) .
Input to AH/Dogiel type II neurons is by large, slow EPSPs coming from other AH/Dogiel type II neurons and by activation of axon terminals in the mucosa (1) or by the activation of mechanosensitive mechanisms in neurites within the myenteric plexus (24) . Activation of terminals is detected in the cell body as antidromic action potentials that appear as proximal process potentials (PPPs) and generate somatic action potentials if the membrane is sufficiently depolarized. Responses to physiological perturbations of the intestinal wall were used as exogenous inputs to the AH/Dogiel type II neural network. Model PPPs were just large enough to evoke action potentials in resting neurons. Stimuli were applied by playing random trains of PPPs, with constant average frequency, into neurons in the central 5 ϫ 5 mm section of the network. The strength of the stimulus is reported as the average PPP frequency per neuron.
Simulations were undertaken in purpose-developed parallel software (41) written in the C and Python programming languages. The differential equations describing neuron dynamics were integrated by using a third order, explicit, adaptive, Runge-Kutta method (37) . Typical simulations required several hours to tens of days of processor time on a high performance computer. Because of the long-run time, the number of runs was limited. Software is freely available by contacting the authors.
RESULTS

Preliminary Analysis
Network propagation speed. Speed of propagation of a wave through a neural network, V, is given approximately by
where v a is the axonal propagation speed, is average time for the synaptic input to drive the membrane potential to threshold (regardless of the type of EPSP), and L is the average projection length. There are several subclasses of descending interneurons in the guinea pig ileum with projections ranging from 5-70 mm (7) . Using the shortest projection length of L ϭ 5 mm, v a ϭ 200 mm/s (39), and ϭ 1,000 ms (45), then V ϭ 5 mm/s. This is fast compared with the observed propagation speed of 0.8 mm/s in guinea pig ileum (13) . On the other hand, the average oral-anal projection distance of AH/Dogiel type II neurons is ϳ0.4 mm on average (5), and with ϭ 1,000 ms (28) this gives V ϭ 0.4 mm/s. Thus propagation within the AH/Dogiel type II neuron network is consistent with current knowledge. Network stability and propagation. Because of excitatory transmission between AH/Dogiel type II neurons and their recurrent connections, these networks have substantial positive feedback (43, 44) . This is so strong that any activity in the network, for example the result of a small stimulus, will drive firing until all neurons are firing at their maximum rate. Furthermore, the network will remain in this high-firing-rate state after the stimulus is removed, and so it is not biologically useful. In our previous studies (43, 44) , we showed that negative feedback in the form of AHPs or inhibitory postsynaptic potential (IPSPs) can remove the high-firing-rate state and allow the network to return to rest in the absence of input. However, networks with AHP or IPSP negative feedback cannot support stable signal propagation in which stable means that the signal can propagate with constant amplitude over indefinite distances. Consider activity in a small section of a network of Dogiel/type II neurons. If the signal is to propagate over long distances, then the activity in one section must drive the activity in the adjacent section to the same level. Because of the reciprocal circumferential connections, input into the driving section is greater than input into the adjacent section. If there is also negative feedback controlling firing within the circuit, then locally the network cannot drive itself to a firing rate greater than the input firing rate. Thus the firing rate will be less in each subsequent section and the signal will decay with distance. This conclusion was supported by extensive numerical simulations of networks with AHPs or IPSPs by using previously described models (44) .
Therefore, for the network to support propagation of a phase III episode, negative feedback must be delayed so that the network can temporarily enter a high-firing-rate state and then return to rest. In the following, delayed feedback is provided by activity-dependent synaptic depression described by Eq. 1 and this model is illustrated in Fig. 1B .
Network Simulations
Numerical simulations were performed on networks 25 mm in the longitudinal direction and 5 mm in the circumferential direction and where stimuli were applied in the central 5 mm. Neurons in these networks had parameters similar to those previously reported (43, 44) except that synapses displayed activity-dependent synaptic depression. In most experiments, and unless otherwise noted, an AHP was present in neurons, and this was suppressed to 1/1,000th of its resting value by synaptic excitation (residual AHP). This degree of suppression means that these networks are bistable in the absence of synaptic depression and so are able to enter the high-firing-rate state, a necessary condition for activity to propagate into adjacent areas of the network. In some networks, the AHP was completely absent, even in neurons at rest. We characterized the properties of all networks in terms of the synaptic depression parameters: ⌬ (that determines the relative change in synaptic efficacy after an action potential), s (half-life of recovery of synaptic efficacy), EPSP (relative slow EPSP duration), presence or absence of a residual AHP, and number of connections between neurons and stimulus.
Network behaviors could be placed into three broad categories. In the first, the network lacked excitability and activity did not propagate out of the stimulus region. In the second, activity propagated out of the stimulus region, and traveled to both oral and anal ends of the simulated network. However, these networks were highly excitable and continued to fire at a high rate indefinitely; once in this state, the network cannot change its firing rate up or down and so cannot perform any useful function. The third category of behavior is illustrated in Fig. 2 . In this case, activity also propagates out of the stimulus region but the neurons outside the stimulus region return to the quiescent state after a period of firing. In other words, these networks support localized temporal and spatial regions of a "propagating organized imbalance" or waves (36) .
The relationship among the parameters EPSP , s , and ⌬, and the category of behavior is plotted in Fig. 3 . For example, when EPSP ϭ 1, all networks with s in the range of 20 to 40 s and ⌬ in the range of 0.9 to 0.95 showed the first type of behavior; no activity propagated out of the stimulus region. When EPSP ϭ 2, waves were possible for most values of s and ⌬ tested. On the other hand, when EPSP ϭ 3, most networks were bistable (44) and showed only the second type of behavior. The difference between bistable networks and those that supported waves was not distinct. Some networks, with parameters that made them highly excitable, showed behavior that was intermediate between the two. In these networks, the few millimeters either side of the stimulus did not return to the quiescent state after passage of the first wave, whereas further from the stimulus region, the network displayed isolated waves.
Properties of Waves
Data in this section were generated in networks in which the stimulus was constant in the central 5-mm section of the network and EPSP ϭ 2, which meant that slow EPSPs lasted 24 s in response to 10 synaptic events in 1 s.
In networks that supported waves, their peak amplitude at each location in the network showed little dependence on any of the parameters that were varied in this study, although in some cases, the first wave was slightly larger than subsequent waves. As can be seen in Fig. 2 , there was some variation in the amplitude of network activity along the longitudinal axis. This was due to variation in the number of convergent synapses along the simulated network, rather than, for instance, the variation in neuron density. In regions in which the network displayed highest activity, neurons were firing near 20 Hz, which is the highest firing rate of the simulated neurons.
Propagation speed of the first wave to emerge from the stimulus region varied from 0.18 to 0.72 mm/s in the oral direction and 0.37 to 1.1 mm/s in the anal direction. Anterograde waves were always faster than retrograde waves. Propagation speed increased when the network was made more excitable by increasing ⌬ toward 1, decreasing the relative change in synaptic efficacy per action potential, or increasing the number of connections. On the other hand, when other parameters were held constant, increasing s (the time constant of synaptic recovery) decreased propagation speed only slightly. When multiple waves emerged from a region receiving a constant stimulus, the first wave was usually faster than subsequent waves. For example, for the case of ⌬ ϭ 0.95 and s ϭ 50 s, the speed of the first wave propagated at 0.72 mm/s and the speed of subsequent waves was 0.55 mm/s. This is because synapses had not completely recovered their efficacy after the passage of the first wave, effectively lowering the excitability of the network. Propagation speeds for the first anally directed wave for various values of s , ⌬, and network connectivity are shown in Fig. 4 . In many cases, waves continued to emerge periodically from the stimulus region, propagating either in both directions or only in the anal direction, while the stimulus was maintained. Periods ranged from 70-230 s for anally directed waves and 110-230 s for orally directed waves. In some cases, waves propagating in both directions emerged simultaneously; otherwise, orally directed waves had longer periods. Parameters with the strongest influence on periodicity were the synaptic recovery time constant s and the stimulus strength. For example, when ⌬ ϭ 0.95 and s ϭ 40 s, the period of anterograde waves was 230 s, when the stimulus was 0.1 Hz, and the period was 80 s, when the stimulus was 0.5 Hz or 2 Hz. Increasing s increased the period between waves for the same stimulus; however, at some point, only a single wave would emerge from the stimulus region. For example, this was the case when ⌬ ϭ 0.95 and s ϭ 60 s, although the simulation lasted 3,000 s.
The duration of anally directed waves was always greater than the duration of orally directed waves and was independent of stimulus strength. Increasing excitability of the network by increasing ⌬, decreasing s , increasing the number of connections, or removing the AHP, increased wave duration. Some of these data are summarized in Fig. 5 .
Number of Connections Between Neurons
Networks with different numbers of connections between neurons were generated so that results can be generalized to other regions and species. In one network, there were 8.3 Ϯ 7.4 connections per neuron and in the other, 4.9 Ϯ 4.0 connections per neuron. A number of runs were carried out with networks that differed only in the number of connections. Networks with more connections had faster propagation speeds. When networks showed periodically, emerging waves increasing the number of connections decreased the period, and when only one wave emerged during a simulation, increasing the number of connections restored periodically emerging waves.
Effect of AHP
At rest, AH/Dogiel type II neurons display a prominent AHP after the action potential (16) , and although the underlying current is suppressed during slow EPSPs (14) , it may affect firing during the near-quiescent phases of wave activity. Completely removing the AHP from neurons, even at rest, increased network excitability, but had only a small effect on wave properties. In some cases, periodically emerging waves could be recovered from networks with large values of s . For example, when ⌬ ϭ 0.95, s ϭ 80 s, and neurons had AHPs, only a single wave emerged from the stimulus region in 300 s of simulation. Removing the AHP caused another anterograde and a retrograde wave to emerge after 93 and 110 s, respectively. When s was increased to 120 s, a second anterograde wave emerged after 445 s.
Effect of Slow EPSP Duration on Waves
AH/Dogiel type II neurons display slow EPSPs with durations that range from seconds (28) to minutes (6) to hours (9) . Increasing the slow EPSP duration while keeping other parameters constant made the network bistable in most cases. However, when this did not occur, wave duration was increased considerably. For example, when ⌬ ϭ 0.95 and s ϭ 40 s, increasing EPSP from 2 to 3 increased wave duration from 25 to 74 s and when ⌬ ϭ 0.925 and s ϭ 60 s, increasing EPSP from 2 to 3 increased wave duration from 23 to 61 s. Waves with EPSP ϭ 3 were robust in other parts of s and ⌬ parameter space, and these had durations greater than waves with the lower values of the slow EPSP duration.
Different Stimulus Protocols
In networks in which multiple waves emerged from the stimulus region, initial increases in s increased the period between waves. However, once a certain point was reached, further increases in s elicited only a single wave from the stimulus region, even when the simulation was many times longer than s .
The stimulus used for the previous data was constant in time, which is not physiologically realistic, so we performed four simulations in which the stimulus consisted of regular brief pulses to mimic sensory input from random or spontaneous events. An example from a run using this protocol is illustrated in Fig. 6 in which 2 Hz average PPP input is applied to every neuron in the central 5 mm of the simulated network for 5 s every 500 s, and other parameters were s ϭ 1,000 s, ⌬ ϭ 0.95, and EPSP ϭ 2. Anterograde waves emerge on every second stimulus giving a period of 1,000 s, and a second retrograde wave also emerged after 3,000 s. When s ϭ 2,000 s with other parameters the same, only a single wave emerged from the stimulus region. When s ϭ 80 s and 10-s pulses were used, a retrograde and anterograde wave emerged from the stimulus region at each stimulus.
DISCUSSION
The key finding of the present study is that the network of AH/Dogiel type II neurons may be the circuit that initiates and coordinates the MMC phenomenon. This is the simplest circuit that might account for this motor pattern and we have identified three groups of parameters that decisively affect behavior of the system and may be subject to physiological modulation: parameters that affect network excitability, rate of synaptic recovery, and duration of slow EPSP. It is important that parameters must be within an interrelated range of values for two reasons: 1) to provide a high-firing-rate state able to generate both the maximal motor drive characteristic of phase III, enabling propagation; and 2) to enable the network to return to the quiescent state characteristic of phase I. When parameters are within this range, network excitability determines phase III migration speed and has a small effect on the interval between phase III. Synaptic recovery half life has a major effect on the interval between phase III episodes. When the stimulus is constant, the interval between phase III episodes is limited to a few hundred seconds (Figs. 2 and 5) , however, when the stimulus is not constant, the interval between phase III episodes can be arbitrarily controlled by the synaptic recovery time (Fig. 6) . Duration of each wave is controlled by duration of slow EPSP. It is likely that increased motor activity of phase II occurs as synapses recover, and the network becomes more excitable and is in a position to drive other motor patterns in response to sensory input, although this was not explicitly simulated in our model.
Waves of neural firing have a distinct anal bias in that anally directed waves are always faster and usually more common than orally directed waves. The only asymmetry in the network is the slight anal bias of projections along the oral-anal axis, so this must be the cause of the consistent anal propagation of the MMC. Waves that are all or nothing mean that their properties are independent of the stimulus once the stimulus is large enough to generate a wave. Most building blocks of the model closely match known physiology; however, an important component of the model is "delayed negative feedback," which is required to bring network firing back to rest after the passage of a wave. The most likely candidate for this is activity-dependent synaptic depression. Little is known about synaptic plasticity in the ENS, but there are some mechanisms that might lead to synaptic plasticity of the form used in this model. Time scales for synaptic recovery that are relevant to the model we are proposing are around 100-200 min corresponding to an inter-phase III interval of 140 min in guinea pig (13) . Both neurokinin-1 and -3 receptors are present on AH/Dogiel type II neurons and have been shown to internalize in the presence of transmitter candidates (20, 27, 38) , and neurokinin-1 receptors return to the surface on a timescale of 120-180 min (20) . Other potential sources of plasticity include presynaptic inhibition at muscarinic receptors (29, 30) mediated by acetylcholine that is released by AH/Dogiel type II neurons (21) . More speculatively, transmitter may deplete in synapses during the long periods of high firing (47) , and, because tachykinins require transport from the soma, this may cause a slow recovery period of the type required for the model. Predictions of the model are consistent with several observations. First, initiation of phase III is highly variable both in location and time, even within individuals (22) . In the proposed model, there is no specific "clock" that initiates the next phase III; rather it is triggered by a spontaneous event in a region in which synapses have recovered sufficiently to allow propagation. The random nature of the trigger provides the variability in both time and location. Because proximal regions of the network recover earlier, this is the region in which the next event is most likely to initiate. This predicts that distally initiated events are correlated with a longer interval since the previous event. The anal bias of AH/Dogiel type II neuron projections naturally explains the propensity of phase IIIs to propagate anally; however, numerical simulations show oral waves are also possible. Normally these will not be seen, because anal waves are much more likely, but if the network is hyperexcitable, a phase III-like event can propagate orally, and this is seen in some pathological conditions (19) .
Transit of phase III is blocked by close interarterial perfusion of atropine (32) that blocks excitatory transmission to the muscle (15) . This might be interpreted to mean that mechanical feedback from the muscle is required for phase III migration, because a purely neurogenic wave should propagate through the region of atropine perfusion. An alternative explanation for the blockade of phase III transit is that atropine may interfere with synaptic transmission (31) or synaptic depression (30) by blocking pre-or postsynaptic muscarinic receptors and move the network into a parameter regimen in which propagation is not possible.
The fundamental prediction of the model is that networks of AH/Dogiel type II neurons support signal propagation over large distances. This should be testable by using standard preparations and electrophysiological techniques (e.g., Ref. 16 ). We are aware of only a single report (17) of responses seen in AH/Dogiel type II neurons to longitudinally distant stimuli, and latencies were not reported. In typical electrophysiological studies, the mucosa is removed for several millimeters from the site of impalement, but it is now recognized that the mucosa has a profound effect on enteric neuron excitability (23) . Furthermore, the speed of propagation anticipated for these networks in the ileum means that the latency of the response would be tens of seconds, rather than the hundreds of milliseconds seen for S neurons, and long latency events may not have been correlated with the stimulus. Thus this prediction remains to be adequately tested. Another prediction of the model is based on the observation that there is a decreasing gradient of phase III propagation speed along the intestine (13) , and this suggests there is a gradient in the properties of the AH/Dogiel type II neurons along the intestine. In the model, propagation is always faster in the anal direction because of the longer anal projections of the AH/Dogiel type II neurons. Thus the model predicts that a systematic reduction in the bias of projections will lead to a systematic reduction in the propagation speed. This is straightforward to test using standard immunohistochemical techniques (5). Alternatively, excitability of AH/Dogiel type II neurons may decrease distally through a number of mechanisms. Examples of such mechanisms are that slow EPSPs may have slower rise times, or shorter durations or membrane currents may lead to reduced firing. A proportion of AH/Dogiel type II neurons in the duodenum lack an AHP (8) and so these networks may be more excitable than their counterparts in the ileum. A better understanding of the mechanisms that lead to slower propagation and eventual extinction of phase III in the ileum are potentially important, because this function will markedly affect both the fluid load on the colon and the time available for such functions as bile acid reuptake. Our model provides a theoretical framework to experimentally approach this potentially important function.
In conclusion, we propose that the intrinsic circuits coordinating the MMC are those circuits formed by the recurrent connections of AH/Dogiel type II neurons. These neurons are now known to be IPANs (1, 24) ; however, it has been speculated for some time that they have a role in coordinating intestinal reflexes (46) . We describe a few important parameters that will be decisive for the behavior of this patterngenerating system and propose how these predictions can be tested experimentally. There is growing evidence that neurons have roles in more than one motor pattern (26) , thus it is likely that these circuits play a major role in many intestinal motor patterns and have a pivotal role in switching between motor patterns.
