Abstract. 1-dimensional hamiltonian with ionization energy (ξ) is shown to be exactly the same with the total energy from the standard harmonic oscillator hamiltonian, with the harmonic oscillator potential, mω 2 x 2 /2. Commutation relations for the ladder operators, energy at the n th state and the expectation value for the potential are analyzed and shown to be consistent with the principle of ξ. We also derive 1-dimensional wave functions for Dirac delta (−αδ(x)) potential and with V (x) = 0. Formal justifications are given as to why the total energy in ξ based Fermi-Dirac statistics is exactly the same with the standard Fermi-Dirac statistics. Energy levels and Bohr radius of a Hydrogen atom are also shown to be consistent with the ionization energy concept.
Introduction
In a typical condensed matter system, there are 10 23 particles strongly interacting with their neighbors. Therefore, their universal collective behavior is of paramount interest as compared with the microscopic details of each particle and the potential that surrounds it. This universal collective behavior being the focal point in this paper arises out of Anderson's arguments in More is Different. [1] If one were to start with the standard hamiltonian, then the method, be it First Principle, analytical and/or numerical, to produce viable wave function using potential energy (V (x)) with consistent results tends to be tedious and laborious.
Here, the 1D harmonic oscillator hamiltonian is proposed to be rewritten in a new physical form, and is called as the ionization energy (ξ) based hamiltonian (H(ξ)). This new form does not violate the energy conservation since its total energy is exactly the same with the standard hamiltonian, that consists of V (x) and kinetic energy (E kin ) terms. Unlike in the standard hamiltonian, V (x) and E kin in H(ξ) are coupled, and both are functions of ξ, as will be shown in the sections to come. Subsequently, we will formally justify the total energy considered statistically in ξ based Fermi-Dirac statistics (iFDS) is also exactly the same, as compared with the total energy in the standard Fermi-Dirac statistics. This total-energy issue is important in order to analytically justify why iFDS is equivalent to the standard FDS. The advantage of using iFDS is that it gives accurate semi-quantitative predictions directly on doping-related carrier density and electronic polarization namely, in the normal state of high-T c cuprate superconductors [2] , titanate ferroelectrics [3] and ferromagnets [4] . The standard definition for the ionization energy is the energy needed to remove an electron from an atom to r → ∞. However, the ξ is defined here as equal to the energy needed to ionize an atom or ion in a crystal such that the electron is excited to a distance r. H(ξ) is applied to a Hydrogen atom in order to derive the energy levels and the Bohr radius, as well as to check the consistency of H(ξ).
Hamiltonian as a function of ionization energy
The 1 dimensional hamiltonian of mass m moving in the presence of potential, V (x) is given by (after making use of the linear momentum operator,p = −i ∂ 2 /∂x 2 ).
E denotes the total energy. Proposition 1. We define,
such that ±ξ is the energy needed for a particle to overcome the bound state and the potential that surrounds it. E kin and E 0 denote the total energy at V (x) = 0 and the energy at T = 0, respectively, i.e., E kin = kinetic energy. In physical terms, ±ξ := E kin − E 0 + V (x). ξ is the ionization energy.
Proof. At temperature, T = 0 and
Hence, from Eq. (1) with V (x) = 0 and T = 0, the total energy can be written as
Remark 1. Therefore, for an electron to occupy a higher energy state, N from initial state, M is more probable than from initial state,
certain T is satisfied. As for a hole to occupy a lower state M from initial state N is more probable than to occupy state L if the condition
Again, at T = 0 and from ±ξ = E kin − E 0 + [V (x) = 0], we obtain the total energy
Therefore, Remark 1 can be rewritten as Remark 2. For an electron to occupy a higher energy state, N from initial state, M is more probable than from initial state,
As for a hole to occupy a lower state M from initial state N is more probable than to occupy state
Remark 3. From Eq. (5), the total energy is given by E = E 0 ± ξ, and this is not an approximation.
Proof. Assume a solution for Eq. (5) at n = 0 state (ground state) in the form of ϕ n=0 (x) = C exp[−ax 2 ] in order to be compared with [5] the standard harmonic oscillator wave function,
Therefore, we obtain ln ϕ(x) = ln C − ax 2 ln e,
∂ϕ(x) ∂x = −2ax and
On the other hand, we can rewrite Eq. (5) to get
E and E 0 in a given system range from +∞ to 0 for electrons and 0 to −∞ for holes that eventually explains the ± sign in ξ. Using Eqs. (1), (5), (7) and (8), we obtain a =
and C =
. Consequently,
Now, we compare Eq. (10) with Eq. (6). In doing so, we can show that the ground state energy,
Expectation value for V(x)
Proposition 3. Using Eqs. (1), (2) and (5), the potential energy is also given in terms of E 0 ± ξ. Example 1. From Eq. (10) the harmonic oscillator Schrodinger equation can be shown as
Therefore, the potential energy is given by
Proof. From Eq. (13), we can writê
Therefore, the ladder operator can be written as
A is a factor that will be derived to prove Proposition 3.
Since the commutation relation [5] , [x,p] = i , then
Using Eq. (14), we get
Consequently, we can show that
Applying the condition [5] for the ground state, ϕ n=0 such that
will lead us to
Recall that E 0 is the energy at T = 0 and E n=0 denotes the energy at n = 0 state. Finally, utilizing Eqs. (22) and (20), we obtain
Subsequently, we find that (using Eqs. (21) and (23))
we find
As a result of this, we can write a + ϕ n = (n + 2A 2 K ) 1/2 ϕ n+1 and
We can rearrange Eq. (16) to get
As a consequence, (from Eqs. (16) and (25))
From Eq. (23), we know that
the other half is due to kinetic energy [5] . Putting Eqs. (26) and (27) together leaves us with
. Hence, the commutation relation given in Eq. (17) can be rewritten as
As a result of this, indeed the potential energy is given in terms of E 0 ± ξ from Eq. (27)
Wave functions and the ladder operator
We can employ Eq. (24) to arrive at the normalized wave function,
Where (from Eqs. (15) and substituting
Hence, it is clear from Eq. (30) and (31) that the energy parameter, ω has been parameterized in accordance with the identity derived in Eq. (11). As a matter of fact, a ± can be shown to be a ± = ∓ ip + mωx / √ 2m ω, using Eqs. (11) and (31). Alternatively, the iFDS wave function at the nth state can also be derived by using the Hermite polynomials (H n (ζ)) based wave function, derived from the recursion formula as given below [5] ϕ n (x) = mω π
Where, ζ = (mω/ ) 1/2 x. Using Eqs. (6) and (10), we find
Finally, the iFDS wave function at the nth state can also be shown as
(E 0 ± ξ) .
Infinite square-well potential
Here, the hamiltonian given in Eq. (5) is applied in a free-electron system, by considering a free-particle of mass m moving in 1-dimension of an infinite square well (width = a). Therefore, Eq. (5) can be solved generally, to give
obtains C = 2/a. Finally, the normalized wave function,
Applying the boundary conditions for free-electrons,
1/2 n = nπ/a. Note here that the condition, V (x) = 0 that leads to the free-electron concept also implies the square well potential equals zero anywhere between 0 and a (0 < x < a), and this will stay true for as long as a ≫ 2r e where r e denotes an electron's radius. Eventually, one arrives at
Obviously, one can also obtain the exact form of Eq. (34) from the 1D time-independent Schrödinger equation with V (x) = 0 and k n = nπ/a. [5] 6. Dirac delta potential As a matter of fact, there can be many general solutions for Eq. (5) with V (x) = 0 and these solutions can be derived in such a way that they can be compared, term by term with known wave functions. For example, If V (x) = −αδ(x), then we need a solution in the form of ϕ(x) = C exp[−iax] and the associated iFDS wave function can be derived as
Using Eq. (7), we find a = 2m
Term by term comparison between Eq. (37) and [5] 
gives the bound state energy, E 0 ± ξ = −mα 2 /2 2 after making use of Eq. (8) and
iFDS and its distribution functions
Both FDS and iFDS are for the half-integral spin particles such as electrons and holes. Its total wave function, Ψ has to be antisymmetric in order to satisfy quantum-mechanical symmetry requirement. Under such condition, interchange of any 2 particles (A and B) of different states, ψ i and ψ j (j = i) will result in change of sign, hence the wave function for Fermions is in the form of
The negative sign in Eq. (38) that fulfils antisymmetric requirement is actually due to one of the eigenvalue of exchange operator, [5] P = −1. The other eigenvalue, P = +1 is for Bosons. C A and C B denote all the necessary cartesian coordinates of the particles A and B respectively. Equation (38) is nothing but Pauli's exclusion principle. The one-particle energies E 1 , E 2 , ..., E m for the corresponding oneparticle quantum states q 1 , q 2 , ..., q m can be rewritten as (E 0 ± ξ) 1 , (E 0 ± ξ) 2 , ..., (E 0 ± ξ) m , after making use of Eq. (5). Note here that, E 0 + ξ = E electrons and E 0 − ξ = E holes . Denoting n as the total number of particles with n 1 particles with energy (E 0 ± ξ) 1 , n 2 particles with energy (E 0 ± ξ) 2 and so on implies that n = n 1 + n 2 + ... n m . As a consequence, the number of ways for q 1 quantum states to be arranged among n 1 particles is given as
Now it is easy to enumerate the total number of ways foruantum states (q = q 1 + q 2 + ... + q m ) to be arranged among n particles, which is
The most probable configuration at certain T can be obtained by maximizing P (n, q) subject to the restrictive conditions
The method of Lagrange multipliers [5] can be employed to maximize Eqs. (40), (41) and (42). Hence, a new function, F (x 1 , x 2 , ...µ, λ, ...) = f + µf 1 + λf 2 +... is introduced and all its derivatives are set to zero
As such, one can let the new function in the form of
After applying Stirling's approximation, ∂F /∂n i can be written as
Thus, the Fermi-Dirac statistics based on ionization energy is simply given by
By utilizing Eq. (46) and taking exp[µ + λ(E 0 ± ξ)] ≫ 1, one can arrive at the probability functions for electrons and holes respectively as
The parameters µ and λ are the Lagrange multipliers. = h/2π, h = Planck constant and m is the charge carriers' mass. Note that E has been substituted with 2 k 2 /2m. In the standard FDS, Eqs. (47) and (48) are simply given by,
. Equation (41) can be rewritten by employing the 3D density of states' (DOS) derivative, dn = V k 2 0 dk 0 /2π 2 , Eqs. (47) and (48), that eventually give
The respective solutions for Eqs. (49) and (50) are
Note that Eqs. (51) and (52) simply imply that µ e (iF DS) = µ(T = 0) + λξ and µ h (iF DS) = µ(T = 0) − λξ. In fact, µ(F DS) need to be varied accordingly with doping, on the other hand, iFDS captures the same variation due to doping with λξ in which, µ(T = 0) is fixed to be a constant (independent of T and doping). Furthermore, using Eq. (42), one can obtain
Again, Eq. (53) being equal to Eq. (54) enable one to surmise that the total energy considered in FDS and iFDS is exactly the same. Quantitative comparison between Eq. (54) and with the energy of a 3D ideal gas, E = 3nk B T /2, after substituting Eq. (51) into Eq. (53) will enable one to determine λ = 1/k B T .
Energy levels of a Hydrogen atom
The radial equation of a Hydrogen atom is given by [5] 
After employing Eq. (8), Eq. (55) can be rewritten as
(56) Equation (56) can be readily solved [5] to obtain the principal quantum number, n 2n = me
a B denotes the Bohr radius and ǫ 0 is the permittivity of space. Using Eq. (8) again, one obtains the energy levels of a Hydrogen atom
The standard way of writing the Hydrogen atom's energy levels (E n ) are, E n=1 = −13.60eV , E n=2 = −3.40eV , E n=3 = −1.51eV , E n=4 = −0.85eV and so on [5] .
Proposition 4.
(E 0 ± ξ) n can be rewritten in terms of the standard E n where, −(E 0 ± ξ) n = −E n Proof.
= −E m+1 (59) Equation (59) can be used to calculate (E 0 ± ξ) n .
−(E
Consequently, energy levels for a Hydrogen atom can be written exactly, either as (E 0 ± ξ) n or E n The motivation for writing the energy levels = (E 0 ± ξ) n instead of E n is to derive iFDS and subsequently to predict electronic transport properties of magnetic and electronic materials at different doping and temperature semi-quantitatively with minimum computational complexities.
Conclusions
In conclusion, formal proofs are given in which, the 1D hamiltonian with ionization energy gives the exact total energy, potential energy and the wave function as compared with the 1D harmonic oscillator hamiltonian. Which in turn, justifies why the total energy considered in iFDS is exactly the same, as compared with the standard FDS. Energy levels as functions of ionization energy are also derived for a Hydrogen atom in which, exact and consistent results are obtained, as compared with the standard energy levels.
