A dynamic bandwidth assignment protocol is proposed that demonstrates impartial and highly efficient bandwidth arrangement for gigabit-capable passive optical networks. In particular the novel algorithm automatically modifies the assigned bandwidth per optical network unit to support quality of service and service level agreement according to maximum network capacity and users' queuing status. Network simulation results have demonstrated superior mean packet delay performance achieving a tenfold reduction of packet delay at high network load when compared to other dynamic bandwidth assignment algorithms.
grant packets, according to the report packets send by each ONU to notify the OLT about their buffer queuing status. To avoid the accumulation of "waiting time" associated with the report and grant packets polling times, an interleaved polling scheme with adaptive cycle time (IPACT) [3] has been proposed for ethernet-PONs (EPONs) to overlap multiple polling requests in time. Although intended for EPON applications the interleaved polling scheme can be directly applied to allocate bandwidth in GPON architectures, being also of tree topology, by readjusting the time to transmit the grant packets from the OLT to each ONU and redesigning the frame format.
Consequently IPACT can utilize bandwidth more efficiently than constant time-slot PONs [3] , and therefore it has been used to develop other EPON dynamic bandwidth assignment (DBA) algorithms, some examples of which are the dynamic credit distribution [4] , guaranteed minimum bandwidth [5] , two-layer bandwidth allocation [6] and Intra-ONU bandwidth allocation schemes [7] . What all these approaches have in common is that ONUs are assigned to a single service level and same aggregate data rates. However, the GPON standard [2] defines multiple data rates and the internet service providers (ISPs) in practice, assign multi-service levels according to customers' requirements. This paper proposes a novel DBA scheme for GPON which achieves QoS at three different types of service levels and diverse network throughputs.
Initially it dynamically assigns to each ONU a guaranteed minimum bandwidth from the overall network capacity to satisfy their basic service requirements. Consequently, the OLT will apportion any unused bandwidth to ONUs according to their buffer queuing status. Therefore, following probable variations in network capacity, the OLT will be capable of readjusting the guaranteed minimum and unused bandwidths among ONUs to comply with subscriber contracts.
Proposed algorithm:
The OLT is designed to provide ONUs with three service levels, denoted by t, at different weights W t to represent the priority of accessing the network. As a result service level one for example will acquire the lowest weight which will reflect the amount of time slots it will occupy in one polling cycle. To simulate practical network conditions, these weights are selected in order to comply with the NTT VDSL service plans corresponding to 50, 70 and 100Mbit/s for service levels with weights 2, 3, and 4 respectively 
where k is the number of ONUs comprising the network and N t is the number of ONUs subscribed to service level t.
In the probability that in each polling cycle only a fraction of ONUs use their entire guaranteed minimum bandwidth, the algorithm in the second stage will proportionally assign the unused bandwidth to the ONUs whose requirement 
The new algorithm which is designed to grant network users with diverse service levels improved performance is called the dynamic minimum bandwidth (DMB) scheme. capacity. This is due to the fact that when the maximum network capacity has been reached, the ONUs with higher requirement in bandwidth are allocated most of the available network bandwidth in priority.
Network modeling and simulation results:
Finally, Fig. 3 shows the simulated network packet delay response for the assigned service levels. It becomes apparent from the plot that when each ONU's offered load is greater than half its maximum capacity, total user requirement in bandwidth exceed the network capacity. Therefore for increasing values of network load, the OLT will proportionally allocate most of 
