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THE VISCOSITY METHOD FOR THE HOMOGENIZATION OF SOFT
INCLUSIONS
KI-AHM LEE AND MINHA YOO
Abstract. In this paper, we consider periodic soft inclusions Tε with periodicity
ε, where the solution , uε, satisfies semi-linear elliptic equations of non-divergence
in Ωε = Ω \ Tε with a Neumann data on ∂Ta . The difficulty lies in the non-
divergence structure of the operator where the standard energy method based
on the divergence theorem can not be applied. The main object is developing a
viscosity method to find the homogenized equation satisfied by the limit of uε,
called as u, as ε approaches to zero. We introduce the concept of a compatibility
condition between the equation and the Neumann condition on the boundary
for the existence of uniformly bounded periodic first correctors. The concept of
second corrector has been developed to show the limit, u, is the viscosity solution
of a homogenized equation.
1. Introduction
1.1. Let Ω be a bounded and connected domain in Rn with a smooth boundary.
We are going to define a perforated domain Ωε by removing a ε-periodic balls out
of Ω. For each m ∈ Zn, let Ba(m) be a ball with center m and radius 0 < a < 12 . Let
Ta :=
⋃
m∈Zn
Ba(m),
Tε := εTa,
and
Ωε = Ω \ Tε.
The homogenization of partial differential equations in a perforated domain
with Dirichlet or Neumann boundary value has been studied by many authors.
Please refer [JKO] and [CL] for details.
In this paper, we will consider the generalization of the following soft inclusions
where the diffusion coefficients are zero on the holes:
(1.1.1)

4uε = f (x) in Ωε
∂uε
∂ν
= 0 on ∂Tε
uε = ϕ(x) on ∂Ω \ ∂Tε.
In [JKO], they show that uε converges to u0 weakly in H1(Ω)(strongly in L2(Ω)),
and that the limit u0 satisfies
(1.1.2)
ai jDi ju0 = θ f (x) in Ωu0 = ϕ(x) on ∂Ω
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for some constant matrix (ai j) where θ =
∫
[0,1]n
χTa . Their method relies on the
energy estimates and compensated compactness to pass the limit in the weak
formulation. Such energy method cannot be applicable to nonlinear equations of
non-divergence type since the solutions may have different order of energies, [CL],
even though they satisfy equations in the same class.
In this paper, we are going to develop a viscosity method to find the homoge-
nization process of the following semi-linear equation of non-divergence type:
(Pε)

L
(
D2uε,uε, x, xε
)
= f
(
x, xε
)
in Ωε
G
(
Duε(x), xε
)
= 0 on ∂Tε
uε = ϕ(x) on ∂Ω \ ∂Tε
where L
(
D2uε,uε, x, xε
)
= ai j
(
x
ε
)
Di juε + c
(
uε, x, xε
)
, G
(
Duε(x), xε
)
= bi
(
x
ε
)
Diuε(x) and
ϕ ∈ C2(Ω). And the equation satisfies the following conditions.
Conditions I:
(i) L is uniformly elliptic: there are positive constants 0 < λ ≤ Λ < ∞ such that
λ|ξ|2 ≤ ai j(y)ξiξ j ≤ Λ|ξ|2
for all ξ ∈ Rn and for all y ∈ Rn.
(ii) bi(y) satisfies the uniform oblique condition: there is a uniform constant µ
satisfying 0 < µ ≤ b(y) · ν < ∞. And, for the convenience, we also assume
‖b‖L∞ ≤ 1.
(iii) ai j(y), bi(y), c(r, x, y) and f (x, y) are periodic in y-variable: for every m ∈ Zn,
we have
ai j(y) = ai j(y + m), bi(y) = bi(y + m), c(r, x, y) = c(r, x, y + m) and f (x, y) = f (x, y + m).
(iv) c(0, x, y) = 0 and c(r, x, y) is non-increasing with r variables.
(v)
‖ai j‖Cα(Rn\Ta) + ‖bi(a ·)‖C1,α( 1a (Rn\Ta)) ≤ Λ and,
‖c(r, x, ·)‖Cα(Rn\Ta) + ‖ f (x, ·)‖Cα(Rn\Ta) is bounded
for every (r, x) ∈ R ×Rn.
(vi) f and c are uniformly continuous with respect to y variable. That is, for any
given x0 ∈ Ω and r0 ∈ R,
lim
x→x0
sup
y∈Rn
∣∣∣ f (x, y) − f (x0, y)∣∣∣ = 0 and lim
(r,x)→(r0,x0)
sup
y∈Rn
∣∣∣c(r, x, y) − c(r0, x0, y)∣∣∣ = 0
Throughout this paper, we always assume the conditions I above.
1.2. Main Theorems. Our first theorem concerns about the existence of compati-
bility constant for Neumann Problem.
Theorem 1.2.1 (Compatibility Condition). Consider the equation defined as follow:
(1.2.1)
ai j(y)Di jv(y) = f (y) in Rn \ Tabi(y) (ξi + Div(y)) + γ = g(y) on ∂Ta.
Assume that
‖ai j‖Cα(Rn\Ta) + ‖bi(a ·)‖C1,α( 1a (Rn\Ta)) ≤ Λ
HOMOGENIZATION OF SOFT INCLUSIONS 3
and ‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta) is bounded. Then, for any given ξ ∈ Rn, there is a unique
constant γ = γ(ξ; (ai j), bi, f , g, a) that makes the equation (1.2.1) has a soution v.
Definition 1.2.2.
(i) We are going to call γ(ξ; (ai j), bi, f , g, a) a compatibility constant of the equation
(1.2.1).
(ii) Now suppose that f = g = 0. If γ = γ((ai j), bi) = 0 for all ξ ∈ Rn and the size of halls
a, then we call (ai j) and bi (or the equation (Pε)) satisfies the compatibility condition.
We remark that Laplace equation equipped the Neumann boundary condition
satisfies the compatibility condition. We will show it in chapter 3.
Now let us introduce our main theorem:
Theorem 1.2.3 (Main Theorem). Let uε be a viscosity solution of (Pε). Suppose that
our equation satisfies the conditions I and
(1) the equation (Pε) satisfies the compatibility condition,
(2) uε is bounded uniformly on ε, and u∗ = u∗ on the ∂Ω where u∗ and u∗ is same in
definition 6.1.1.
(3) 0 < a ≤ a0 for uniform constant a0 in theorem 5.2.1.
Then, there exists an uniformly elliptic operator L. And uε, solution of (Pε), converges to
u, solution of the equation (1.2.2), uniformly.
(1.2.2)
L(D2u,u, x) = 0 in Ωu = ϕ(x) on ∂Ω.
We will use the condition (3) to prove the uniformly ellipticity of L. Hence it can
be dropped if ai j = I(Laplace case) and bi(y) = νi(Neumann boundary case). See
chapter 5. And the condition (2) can be dropped if we can construct a barrier at
any boundary points. We will show that such a barrier exists if Ω satisfies exterior
sphere condition in chapter 6.
Corollary 1.2.4. Let uε be the solution of the equation (Pε). Assume that (Pε) satisfies all
of the conditions (1) -(6), condition (3) in theorem 1.2.3 and the compatibility condition.
Assume also that Ω satisfies an exterior sphere condition. then uε converges uniformly to
u0 which is the solution of (1.2.2).
Corollary 1.2.5. Let uε be the solution of the equation (1.1.1) with the condition (vi).
Then uε converges uniformly to u0 which is the solution of (1.1.2) if the domain Ω satisfies
an exterior sphere condition.
Finally, we develop the following estimate. It tells us that uε is almost Lipschitz
continuous.
2. Existence and Regularity
2.1. We begin by recalling the definition of viscosity solutions. It is a definition
of viscosity solution defined in [CIL].
Definition 2.1.1. For a given function u defined on Ω,
(1) the superdifferential D2,+u(x) of order 2 at x ∈ Ω is defined by
D2,+u(x) = {(p,M) ∈ Rn × Sn : u(x + h) ≤ u(x)+ < p, h >
+
1
2
〈Mh, h〉 + o(|h|2) as x + h ∈ Ω and h→ 0}
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(2) the subdifferential D2,−u(x) of order 2 at x ∈ Ω is defined by
D2,−u(x) = {(p,M) ∈ Rn × Sn : u(x + h) ≥ u(x)+ < p, h >
+
1
2
< Mh, h > +o(|h|2) as x + h ∈ Ω and h→ 0}
(3) D
2,+
u(x) is the set of those points (r, p,M) ∈ R×Rn×Sn to which there corresponds
a sequence {(xn, pn,Mn)} ∈ Ω×Rn×Sn such that (pn,Mn) ∈ D2,+u(xn) for n ∈N
and such that xn → x, u(xn)→ r, pn → p, and Mn →M as n→∞.
(4) D
2,−
u(x) is the set of those points (r, p,M) ∈ R×Rn×Sn to which there corresponds
a sequence {(xn, pn,Mn)} ∈ Ω×Rn×Sn such that (pn,Mn) ∈ D2,−u(xn) for n ∈N
and such that xn → x, u(xn)→ r, pn → p, and Mn →M as n→∞.
Definition 2.1.2. For a given nonlinear equation that is defined in bounded domain Ω,
(2.1.1)
F(D2u,Du,u, x) = f (x) in ΩG(Du,u, x) = g(x) on ∂Ω
(1) an upper semi-continuous u is a viscosity sub-solution of (2.1.1) ifF(M, p,u(x), x) ≥ 0 for x ∈ Ω, (p,M) ∈ D
2,+
u(x)
F(M, p,u(x), x) ≥ 0 or G(p,u(x), x) ≤ 0 for x ∈ ∂Ω, (p,M) ∈ D2,+u(x).
(2) an lower semi-continuous u is a viscosity super-solution of (2.1.1) ifF(M, p,u(x), x) ≤ 0 for x ∈ Ω, (p,M) ∈ D
2,−
u(x)
F(M, p,u(x), x) ≤ 0 or G(p,u(x), x) ≥ 0 for x ∈ ∂Ω, (p,M) ∈ D2,−u(x)
(3) u is called a viscosity solution of (2.1.1) if u is called a viscosity super- and
sub-solution of (2.1.1).
We employ the comparison principle given at [CIL].
Lemma 2.1.3 (Comparison Principle).
Let v+e and v−ε be viscosity super- and sub-solutions of (Pε) respectively for given ε < 1.
Then v+ε (x) ≥ v−ε (x) in Ω.
The following existence theorem for the viscosity solution can be found at [CIL].
Lemma 2.1.4 (Existence).
There is a unique viscosity solution uε of (Pε).
We finish this section by introducing more intuitive concept of viscosity solution
that is equivalent the definition above if our solution u is in C1 near the boundary:
Definition 2.1.5. Let x ∈ Ω for some bounded Ω. Then a continuous function u is the
viscosity super(sub)-solution of the equation (2.1.1) at x if φ ∈ C2(Ω) touches u by below
at x, then
F(D2φ(x),Dφ(x), φ(x), x) ≤ (≥) f (x).
Lemma 2.1.6. Suppose that u is a continuous viscosity super-solution(sub-solution) of
(2.1.1) at all interior point of Ω. Suppose also that u is C1 near the ∂Ω. Then u is a
viscosity super-solution(sub-solution) of (2.1.1) if
G(Du,u, x) ≥ (≤)0.
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3. Compatibility Condition
In this section, we are going to define the compatibility condition and investigate
their properties.
3.1. Existence and Regularity of Periodic Viscosity Solution. Before introducing
the compatibility condition, we are going to find the (periodic) viscosity solution
of the following equation defined on Rn \ Ta:
(3.1.1)
ai j(y)Di jvε(y) = f (y) in Rn \ Tabi(y)Divε(y) + ε2vε(y) = g(y) on ∂Ta.
We assume that all the functions ai j, f , bi and g are periodic in y variable. Assume
also that ai j is uniformly elliptic with elliptic constant λ and Λ and bi(y)νi ≥ µ
for µ > 0 in condition (ii). Then, we will prove the comparison for the viscosity
solution of (3.1.1) .
Lemma 3.1.1 (Comparison Principle). Let v+ and v− be continuous, bounded and
periodic viscosity super and sub-solution of the equation (3.1.1) respectively. Then we have
v+ ≥ v−.
Proof. First, assume that v+ and v− are in C2. If the conclusion is not true, there
exists y0 ∈ Rn \ Ta such that v+(y0) < v−(y0). Now we add a positive constant
c > 0 so that v+(y) + c > v−(y) and then decrease c until v+(y) + c touches v−(y). Set
c1 = min{c > 0 : v+(y) + c ≥ v−(y) for all y}. Then, from the assumption, c1 > 0
and hence we can find y1 ∈ Rn \ Ta such that v+(y) + c1 touches v−(y) at y1 from
above . In other words,
v+(y) + c1 ≥ v−(y) for all y ∈ Rn \ Ta
v+(y1) + c1 = v−(y1).
First let us consider the case when y1 ∈ ∂Ta. Then, from v−(y1) = v+(y1) + c1 and
v−(y) ≥ v+(y) + c1, we have
0 ≥ bi(y1)Div−(y1) + ε2v−(y1)
≥ bi(y1)Div+(y1) + ε2v+(y1) + ε2c1
= ε2c1 > 0,
which is a contradiction. Hence y1 is not on the boundary. Therefore y1 is supposed
to be an interior point of Rn \ Ta.
Hence, y0 the touching point, should be in the interior of Rn \ Ta. But, it also
impossible because v+ +c0 also be a viscosity super solution of (3.1.1) and the super
solution v+ + c0 cannot touch the sub-solution v− by above at any interior point.
So, v+ ≥ v− on Rn \ Ta.
The case v+ is lower semicontinuous and v− is upper-semicontinuous can be
proved by the usual viscosity argument. See chapter 3 in [CC]. 
From the comparison, we directly prove the existence of the solution of equation
(3.1.1).
Lemma 3.1.2. Suppose that there exist a periodic bounded continuous (viscosity) super-
solution h+ and a sub-solution h− of the equation of equation (3.1.1). Then, there exists the
unique periodic viscosity solution vε of (3.1.1) located between h+ and h−.
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Proof. We first define v = inf{h : h is periodic, bounded viscosity super-solutions }.
Then, v is well defined because of h+ and h−. And, we also prove that v is a viscosity
solution by applying the argument in [CIL]. Finally, from the definition,
v(y) = inf{h(y) : h is peroicid, bounded viscosity solution of (3.1.1) }
= inf{h(y + m) : h is peroicid, bounded viscosity solution of (3.1.1) }
= v(y + m)
for all m ∈ Zn. 
Lemma 3.1.3. For each ε > 0, there exists the solution vε of the equation (3.1.1) satisfying
‖ε2vε‖L∞(Rn\Ta) ≤ C(‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta))
for some constant C = C(n,Λ, λ, µ, a).
Proof. For given f and g, let v1 be the solution of the equation (3.1.1) when g = 0 and
v2 be the solution of (3.1.1) when f = 0. Then, if we have ‖ε2v1‖ ≤ C(n,Λ, λ, µ, a)| f |∞
and ‖ε2v2‖ ≤ C(n,Λ, λ, µ, a)|g|∞, the conclusion comes from the linearity of the
equation. So, we consider the case g = 0 first. We may assume that | f |∞ = 1
without losing generality.
Select a ball B = Ba(0) which is a component of Ta and a unit cube Q of Rn with
center 0. Set
h = − 1|x|α +
1
aα
≥ 0.
By the direct calculation, we can obtain
ai j(y)Di jh(y) ≤ M+(D2h(y)) ≤ −α 1|x|α+2 (Λ(α − 1) + λ(n − 1)) in R
n \ Ba
whereM+(M) = ∑ei>0 Λei + ∑ei≤0 λei and ei are eigenvalues of M.
Select a large α = α(n, λ,Λ) so thatM+(D2h(y)) ≤ 0. and define
h˜(y) =
1
β
h(y).
where β(α) = −α 1√
nα+2
(Λ(α − 1) + λ(n − 1)).
Then, we have
ai j(y)Di j˜h(y) ≤ −1 in Q \ Ba.
From Dh˜(y) = − α
βaα+1
· ν on the boundary ∂Ba, we get
bi(y)Di˜h = bi(y)
α
βaα+1
νi ≥ − α
βaα+1
.
Now we define
δ =
α
βaα+1
and,
v+ = min
m∈Zn (˜h(y −m)) +
1
ε2
δ.
Then, because of the shape of h˜, ai j(y)Di jv+(y) ≤ −1 in the viscosity sense for all
interior points ofRn\Ta and, on the boundary, G(Dv+, y)+ε2v+ ≥ −δ+δ = 0 on ∂Ta.
Therefore v+ is a periodic viscosity super-solution, and we can observe that −v+ be
a viscosity sub-solution. Hence, by the lemma 3.1.2, there is a periodic viscosity
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solution vε of the equation (3.1.1) between a sub-solution −v+ and a super-solution
v+ > 0. In addition, we have
−
(
ε2
1
aα
+ δ
)
≤ −ε2v+ ≤ ε2vε ≤ ε2v+ ≤ ε2 1aα + δ
and
‖ε2vε‖L∞(Rn\Ta) ≤ C(n, λ,Λ, µ, a).
For general f , consider the function
v
‖ f ‖L∞(Rn\Ta) and apply the above estimate, we
can get the conclusion. And, if f = 0, then ε2vε = ±‖g‖L∞(Rn\Ta) become a super and
sub-solutions so, we can deduce that ‖ε2v2ε‖L∞(Rn\Ta) ≤ ‖g‖L∞(Rn\Ta). 
Lemma 3.1.4. Let vε be the solution of (3.1.1) and
vˆε(y) = vε(y) − min
y∈Rn\Ta
vε(y).
Then we have
osc
Rn\Ta
vε = osc
Rn\Ta
vˆε ≤ C
(
‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta)
)
for a uniform constant C = C(n, λ,Λ, µ, a).
Proof. For small δ > 0, Ta+δ be a set of balls with radius a + δ instead of balls
with radius a. Let S∗ = supRn\Ta+δ vˆε, I∗ = infRn\Ta+δ vˆε, S0 = supRn\Ta vˆε = osc vˆε,
I0 = infRn\Ta vˆε = 0 and γε = miny∈Rn\Ta ε2vε(y).
Then vˆε satisfies
(3.1.2)
ai j(y)Di jv̂ε(y) = f (y) in Rn \ Tabi(y)Div̂ε + ε2v̂ε(y) = g(y) − γε on ∂Ta.
Let Q be a unit cell of Rn \ Ta which is punctured by a ball Ba(y0). We may assume
that y0 = 0. Since vˆε is nonnegative and Q \ Ta+δ is contained in Rn \ Ta, we can
apply the Harnack estimate (in [CC]) on v̂ε in Q \ Ta+δ, and hence we have
sup
Q\Ta+δ
v̂ε ≤ C1
(
inf
Q\Ta+δ
v̂ε + ‖ f ‖L∞(Rn\Ta)
)
for some C1 which depend only on n, λ, Λ, a and δ. And hence, from the periodicity,
we have
S∗ ≤ C1
(
I∗ + ‖ f ‖L∞(Rn\Ta)
)
.
Let v+ = −K
2
(|y|2 − (a + δ)2) + S∗ for some K > 0. Then we have
ai j(y)Di jv+ ≤ −nλK in Ba+δ \ Ta
v+ ≥ S∗ ≥ vˆε on ∂Ba+δ
and
bi(y)Div+ + ε2v+ = Kay · ν + ε2v+(y)
≥ Kaµ + ε2v+(y)
≥ Kaµ
on ∂Ba.
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Then, if we select K =
1
nλ
‖ f ‖L∞(Rn\Ta) + 1aµ
(
‖g‖L∞(Rn\Ta) + |γε|
)
, v+ is a super
solution in Ba+δ \ Ba. So, a comparison principle tells us v+ ≥ vˆε in Ba+δ \ Ta and
hence
S0 ≤ −K2 (a
2 − (a + δ)2) + S∗.
So, by choosing δ properly between 0 and 12 − a, we have S0 ≤ S∗ + C2K for some
constant C2(a) > 0. Similarly, We can obtain I0 ≥ I∗ − C2K.
Combine these three results. Then we can conclude
S0 ≤ S∗ + C2K
≤ C1(I∗ + ‖ f ‖L∞(Rn\Ta)) + C2K
≤ C1(I0 + C2K) + C1‖ f ‖L∞(Rn\Ta) + C2K
≤ C
(
‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta) + |γε|
)
where C depends only on n, λ,Λ, µ and a. Finally, applying lemma 3.1.3 to get
|γε| ≤ C
(
‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta)
)
, we get the conclusion. 
Now, we are discussing the regularity of vε. The regularity of viscosity solution
of bounded domain has been developed by many authors. Especially, we will use
the results in [CC], [LT] and [GT] to get the regularity of vε. Let us assume that
‖ai j‖Cα(Rn\Ta) + ‖bi(a ·)‖ 1
a (C1,α(Rn\Ta)) ≤ Λ and ‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta) is bounded. Let
Q be a cell of Rn. We may assume that the center of Q and Ba is 0. By applying the
interior estimate in [CC], v̂ε is C2 at every interior points and hence for some open
set Q˜ which is contained in Rn \ Ta and containing ∂Q, and
‖̂vε‖C2,α(Q˜) ≤ C
(
‖̂vε‖L∞(Q\Ba) + ‖ f ‖Cα(Q\Ba)
)
≤ C
(
‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta)
)
where C is a constant depending only on n, λ, Λ and a. Let φ(y) be a function
which has same value with v̂ε in Q˜. Then, v̂ε satisfies
ai j(y)Di jv̂ε(y) = f (y) in Q \ Ba
bi(y)Div̂ε + ε2v̂ε(y) = g(y) − γε on ∂Ba
v̂ = φ on ∂Q.
So, from the [LT], v̂ε is C2,α in Q \ Ba (hence in Rn \ Ta) and, from the a priori
estimate in [GT], we have the C2,α estimate
(3.1.3)
‖̂vε‖C2,α(Rn\Ta) ≤ C
(
‖̂vε‖L∞(Rn\Ta) + ‖φ‖C2,α(Rn\Ta) + ‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta)
)
≤ C
(
‖̂vε‖L∞(Rn\Ta) + ‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta)
)
≤ C
(
‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta)
)
In summary, we have
Lemma 3.1.5. Let v is the (viscosity) solution of the equation (3.1.1) with ‖ai j‖Cα(Rn\Ta) +
‖bi(a ·)‖C1,α( 1a (Rn\Ta)) ≤ Λ and ‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta) < ∞. Then v is in C2,α(Rn \ Ta)
for some α and we have
(3.1.4) ‖̂vε‖C2,α(Rn\Ta) ≤ C
(
‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta)
)
.
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3.2. The existence and uniqueness of γ. In this section, we are going to prove the
theorem 1.2.3 by applying previous subsection. First, for fixed ξ ∈ Rn, consider
the following approximated equation
(3.2.1)
ai j(y)Di jvε = f (y) in Rn \ Tabi(y) (ξi + Divε) + ε2vε = g(y) on ∂Ta.
For each ε, we have the periodic viscosity solution vε = vε(y; ξ) of (3.2.1) by
lemma 3.1.3.
Lemma 3.2.1. For each ε > 0, there exists vε satisfying (3.2.1) and we have
‖ε2vε‖L∞(Rn\Ta) ≤ C(n,Λ, λ, µ, a)
(
‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta) + |ξ|
)
.
Actually, we just need the result when f = g = 0. But, in this section, we can
consider more general case( f and g are not identically 0) because it does not effect
on the result. The following is about the oscillation of v̂ε.
Lemma 3.2.2. Let vε be the solution of the equation (3.2.1) and
vˆε(y) = vε(y) − min
y∈Rn\Ta
vε(y).
Then we have
osc
Rn\T1
vˆε ≤ C(n,Λ, λ, µ, a)
(
‖ f (·)‖L∞(Rn\Ta) + ‖g(·)‖L∞(Rn\Ta) + |ξ|
)
.
Proof. Let γε = miny∈Rn\Ta ε2vε(y).
Then vˆε satisfies
(3.2.2)
ai j(y)Di jv̂ε(y) = f (y) in Rn \ Tabi(y)Div̂ε + ε2v̂ε(y) = g(y) − γε − bi(y)ξi on ∂Ta.
Now apply lemma 3.1.4 and then we can get the conclusion. 
We can also obtain the estimate of v̂ε by lemma 3.2.2 and lemma 3.1.5.
Lemma 3.2.3. Suppose that ai j, f , bi and g satisfies the condition in lemma 3.1.5. Then,
we have
‖̂vε‖C2,α(Rn\Ta) ≤ C
(
‖ f ‖Cα(Rn\Ta) + ‖g‖C1,α(Rn\Ta) + |ξ|
)
where C is depending only on n, λ, Λ and a.
Proof.
‖bi(·)‖C1,α(Rn\Ta) ≤ 1a1+αΛ
|γε| ≤ C(n,Λ, λ, µ, a)
(
‖ f ‖L∞(Rn\Ta) + ‖g‖L∞(Rn\Ta) + |ξ|
)
from the condition (v) in chapter 1 and lemma 3.2.2, ‖g(·) − γε − bi(·)ξi‖C1,α(Rn\Ta)
is bounded. Hence we can apply lemma 3.1.5 to v̂ε of (3.2.2) and we can get the
estimate. 
Lemma 3.2.3 and 3.2.1 tells us that ‖̂vε‖C2,α + ‖ε2vε‖L∞ is bounded uniformly on
ε. So, from Arzela-Ascoli theorem, we can deduce that there is a v ∈ C2(Rn \ Ta),
γ ∈ R, and a subsequence {ε j} where v̂ε j converges v in C2(Rn \ Ta) and ε2vε → γ
uniformly.
And if we take j→∞, then v ∈ C2,α and α satisfy the equation (1.2.1).
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Proposition 3.2.4. If ai j, f , bi and g satisfies the condition in lemma 3.1.5 then, we always
find γ = γ(ξ; (ai j), (bi), f , g, a) and v = v(y; ξ) ∈ C2,α which satisfy the equation (1.2.1).
Lemma 3.2.5 (Uniqueness of γ). Let γ be given as 3.2.4. Then such γ is unique.
Proof. Let v1(y) and v2(y) be two solutions of the equation (1.2.1) with correspond-
ing to constants γ1 and γ2 respectively. And, to obtain a contradiction, assume that
γ1 and γ2 are not same. We may assume that γ1 < γ2 without losing generality.
Since v1 and v2 are bounded, we can find a constant c such that v1 + c touches v2
by above at y0 ∈ Rn \ Ta. Suppose that y0 is a interior point, then (v1 + c)− v2 has a
local minimum at y0. but since (v1 + c)−v2 is a solution of ai j(y)Di j((v1 + c)−v2) = 0,
(v1 + c)− v2 cannot have its minimum at interior point because of the strong maxi-
mum principle. So y0 cannot be in the interior of Rn \ Ta. Suppose that y0 ∈ ∂Ta.
Then, G(ξ + D(v1 + c), y) + γ2 ≤ G(ξ + Dv2, y) + γ2 ≤ g(y) but,
G(ξ + D(v1 + c), y) + γ2 = G(ξ + Dv1, y) + γ2 = g(y) − γ1 + γ2 > g(y).
So we get a contradiction and hence γ1 should be the same with γ2. 
Proof of theorem 1.2.1. From proposition 3.2.4, there exist γ that makes the equa-
tion 1.2.1 has a solution v. And by lemma 3.2.5, such a γ is unique. 
Remark 3.2.6. We can define a compatibility constant even the operator and boundary
condition are nonlinear. More precisely, For given operator F(M, y) and boundary condition
G(p, y), and a vectorξ ∈ Rn, there is a constantα and a periodic function v(y) ∈ C2(Rn\Ta)
satisfying the equation
(3.2.3)
F(D2v, r, x0, y) = f (x0, y) in Rn \ TaG(ξ + Dv, y) + γ = g(x0, y) on ∂Ta.
if the operator satisfies the conditions in [LT]. The proof is quite similar.
3.3. Examples satisfying the compatibility condition. As we told in the intro-
duction, the Laplace equation and the Neumann boundary condition satisfies the
compatibility condition. Let Q be a one cell of Rn \ Ta having center 0 and v is a
solution satisfying the following equation:4v = 0 in R
n \ Ta
∂v
∂ν
+ γ = 0 on ∂Ta.
Then, by using divergence theorem, we have
0 =
∫
Q\Ta
4vdx =
∫
∂Q
∂v
∂ν
dσx +
∫
∂(Ta∩Q)
∂v
∂ν
dσx
= 0 +
∫
∂(Ta∩Q)
−ξ · ν − γdσx
= −γ
∫
∂(Ta∩Q)
dσx
= −γ|∂(Ta ∩Q)|.
Hence, γ should be 0.
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Moreover, the operator satisfying the symmetric condition ai j(−y) = ai j(y) and
bi(−y) = −bi(y) Then, we can show that (ai j) and bi satisfies the compatibility
condition.
Proposition 3.3.1. Let vε be the solution of equation (3.2.1). Assume that ai j and bi
satisfies ai j(−y) = ai j(y) and bi(−y) = −bi(y) and the condition in lemma 3.1.5. Then,
vε(y) = −vε(−y) and hence ai j and bi satisfies the compatibility condition.
Proof. Let v˜ε = −vε(−y). Then Dv˜ε = Dvε(−y) and D2v˜ε = −D2vε(−y). Apply it to
the equation (3.2.1). Then,ai j(y)Di jv˜ε(y) = −ai j(−y)Di jvε(−y) = 0 in Rn \ Tabi(y) (ξi + Div˜ε(y)) + ε2v˜ε(y) = −bi(−y) (ξi + Divε(y)) − ε2vε(y) = 0 on ∂Ta.
It tells us that v˜ε is also a solution of equation (3.2.1) and hence vε(y) = v˜ε(y) =
−vε(−y) by comparison (lemma 3.1.1. From above, vε cannot be nonnegative or
nonpositive unless vε = 0 identically. So, we can conclude
‖vε‖∞ ≤ osc vε ≤ C|ξ|
because of lemma 3.2.2 and hence ε2vε converges to 0. 
4. First Corrector
In this section, we are going to define the first corrector from the heuristic cal-
culation and investigate their existence and regularity by using results in previous
section.
4.1. Existence and Regularity. Let us consider the asymptotic expansion of uε at
x0 ∈ Ω. In other words, suppose that uε has the following asymptotic expansion.
uε = u0 + εv
(x
ε
; ξ
)
+ ε2wε
(x
ε
)
+ o(ε2).
If u0 is regular, then it is quite similar to the second polynomial P(x) = 12 (x −
x0)tM(x − x0) + p · (x − x0) + u0(x0) near x0 ∈ Ω. So, we will identify u0 with P(x).
Finally, define ξ = ξ(x) = M(x − x0) + p to simplify the notation. Then, by the
calculation, we have first and second derivatives:
Duε(x) = M · (x − x0) + p + Dyv + εM ·Dξv + εDwε
(x
ε
)
+ o(ε),
D2uε(x) = M +
1
ε
D2yv + (
∑
l
MilDy j Dξl v) + (
∑
l
Dξl Dyi vM
l j)
+ εMD2ξvM + D
2wε
(x
ε
)
+ o(1).
From (Pε), we have
(4.1.1)
ai j(y)
(
M + 1εD
2
yv + · · · + D2wε
)i j
+ c(r, x, y) = f (x, y) + o(1)
bi(y) ·
(
M · (x − x0) + p + Dyv + εM ·Dξv + εDwε
)i
= o(ε)
We can observe that, at a first line of the equation, there is one 1ε order term. So,
if v and wε exists and regular enough, then v should satisfy ai j(y)Di jv(y) = 0 in the
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interior of Ωε. And, on the boundary, there are three 1-order terms M · x, p, and
Dyv. Hence we could find a equation for v:
(4.1.2)
ai j(y)Di jv(y; ξ) = 0 in Rn \ Tabi(y) · (ξ + Dv(y; ξ))i = 0 on ∂Ta
As we discuss before, there is a periodic solution v of the equation above if (ai j)
and bi(or, our main equation (Pε)) satisfies the compatibility condition.
Since the equation (4.1.2) is linear, v( xε , ξ) is linear with respect to ξ. that is, if
vi is the solution of the equation (4.1.2) with ξ = ei, then v
(
x
ε , ξ
)
= vi
(
x
ε
)
ξi. We are
going to deduce the properties of v from vi. We note that the solution of (Pε) is
not unique since v(y) + c is a solution of v(y) is a solution. So, we assume that vi
is the solution of the equation (4.1.2) when ξ = ei satisfying vi is nonnegative and
minRn\Ta vi = 0.
From lemma 3.1.4 and lemma 3.1.5, the C2 norm of vi is bounded by constant
which is depend on the size of holls a. The following lemmas concerns about the
relation between that constant C and a.
Lemma 4.1.1. Let v be the periodic solution of the equation (4.1.2) with minRn\Ta vi = 0
and assume that a is small enough. Then we have
osc
Rn\Ta
vi = max
Rn\Ta
vi ≤ C · a.
where C = C(n, λ,Λ, µ).
Proof. We are going to assume i = 1 without losing generality. Let Q be a unit cell
of Rn whose center is 0 and Ba = Q
⋂
Ta. Without losing any loss of generality, we
may assume that the center of Q and Ba is 0. Then, since v1 satisfies
(4.1.3)
ai j(y)Di jv1(y) = 0 in Rn \ Tabi(y) · (e1 + Dv1(y))i = 0 on ∂Ta,
the maximum and minimum should be achieved at a boundary point from the
maximum principle (in [GT]). So,
S0 = sup
Rn\Ta
v1 = sup
∂Ta
v1 = sup
∂Ba
v1
I0 = inf
Rn\Ta
v1 = inf
∂Ta
v1 = inf
∂Ba
v1.
By the definition of v1, v1 is nonnegative and I0 = 0. Let S1 = sup∂B2a v
1,
I1 = inf∂B2a v
1 and
h+ = − 1
aµ
(|y|2 − (2a)2) + S1.
Then, h+ satisfies
ai j(y)Di jh+ ≤ −2nλ
aµ
≤ 0 in B2a \ Ba
bi(y)Dih+ = bi(y)
(
2
µ
ν
)i
= 2 ≥
(
bi(y)ei1
)
≥ bi(y)Div1(y) on ∂Ba
h+ ≥ v1 on ∂B2a,
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and then we have
S0 = max
B2a\Ba
v1 ≤ max
B2a\Ba
h+ = S1 +
a
2µ1
from the comparison. Similarly, we can show
I0 ≥ I1 − a2µ.
Let v˜(z) = v1(az). Then v˜ is nonnegative and satisfies
ai j(az)Di jv˜(z) = 0 in B3(0) \ B1(0)
whenever a < 16 .
By applying the Harnack estimate (in [CC]) on v˜ in B3, we have
sup
∂B2(0)
v˜ ≤ C(n, λ,Λ) inf
∂B2(0)
v˜,
which implies S1 ≤ C(n, λ,Λ)I1.
Now combining these three results, we have
S0 ≤ S1 + a2µ ≤ C(n, λ,Λ)I1 +
a
2µ
≤ C(n, λ,Λ)
(
I0 +
a
2µ
)
+
a
2µ
≤ C(n, λ,Λ, µ)a.

Lemma 4.1.2 (Interior estimate of Dv). Let vi(y) be the solution of the equation (4.1.2)
with ξ = ei. And suppose that the coefficient functions (ai j) and bi satisfies ‖ai j‖Cα(Rn\Ta) +
‖bi(a ·)‖C1,α( 1a (Rn\Ta)) ≤ Λ. Then, we have the following estimate
d(y)|Dvi(y)| + d(y)2|D2vi(y)| + min (d(y1), d(y2))2+α
∣∣∣D2vi(y1) −D2vi(y2)∣∣∣
|y1 − y2| ≤ Ca
where C = C(n, λ,Λ, µ) is the same as in 4.1.1 and d(y) = d(y,Ta) is a distance between y
and Ta. In particular,
|Dvi(y)| + a|D2vi(y)| + a1+α
∣∣∣D2vi(y1) −D2vi(y2)∣∣∣
|y1 − y2| ≤ C
if y, y1, y2 ∈ ∂B2a.
Proof. It follows from lemma 4.1.1 and the standard interior C2,α estimate(See
chapter 6 of [GT]). 
Lemma 4.1.3 (Global estimaete of Dv). Let vi(y) be the solution of the equation (4.1.2)
with ξ = ei. And suppose that the coefficient functions (ai j) and bi satisfies ‖ai j‖Cα(Rn\Ta) +
‖bi(a ·)‖C1,α( 1a (Rn\Ta)) ≤ Λ. Then, we have
(4.1.4) ‖Dvi(y)‖L∞(Rn\Ta) ≤ C1
where C1 = C1(n, λ,Λ, µ) > 0.
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Proof. Let Q be a unit cell of Rn whose center is 0 and Ba = Ba(0) = Q ∩ Ta. We
will show supQ\Ba |Dvi| is bounded. From lemma 4.1.2, |Dvi| in bounded in Q \ B2a,
so we just need to show that the gradient is bounded in B2a \ Ba. Let us define the
scaled function v˜ =
1
a
vi(az). Then v˜ satisfies the following equation
ai j(az)Di jv˜(z) = 0 in B2 \ B1
bi(az)
(
ei + Dv˜(z)
)i
= 0 on ∂B1
v˜ε = φ(z) on Q \ B2.
where φ(z) =
1
a
vi(az).
Since [ai j(a ·)]Cα(B2\B1) = aα[ai j(·)]Cα(B2a\Ba), [ai j(a ·)]Cα(B2\B1) + [bi(a ·)]C1,α(B2\B1) ≤ Λ.
Additionally, since [φ]C2,α(∂B2) is bounded independently on a from lemma 4.1.2, we
have the following estimate
[v˜]C2,α(B2\B1) ≤ C(n,Λ, λ, µ)
(
[bi(a ·)]C1,α(∂B2) + [φ]C2,α(∂B2)
)
≤ C1(n,Λ, λ, µ)
by using the estimate in [GT]. Especially, |Dv˜(z)| = |Dvi(y)| is bounded by C1
whenever y ∈ B2a \ Ba. 
5. Second Corrector and Uniformly Ellipticity of L
In this section, we define the effective equation L by finding the second corrector.
And, we prove two important properties of L: the uniform ellipticity and continuity
of the effective equation L. Throughout this section, we assume that (Pε) satisfies
the compatibility condition and condition I in chapter 1 hold.
5.1. The Existence of Second Corrector and Effective Equation. Let us define V(y)
as a Rn-valued function whose components are vi(y) and ξ = ξ(x) = M(x − x0) + p
for a given vector p ∈ Rn and a symmetric matrix M. Additionally, let us define a
matrix Z(y,M) as
(5.1.1) Zi j(y,M) =
∑
l
MilD jvl(y) +
∑
l
Divl(y)Ml j.
From lemma 4.1.3, we can deduce the following lemma.
Lemma 5.1.1. For any given a symmetric matrix M and a point y inRn \Ta, the following
estimate holds: ∣∣∣Z(y,M)∣∣∣ ≤ C(n, λ,Λ, µ)‖M‖.
Now, let us apply v(y, ξ) = V(y) · ξ(x) to the equation (4.1.1) . Then we have the
following:
(5.1.2)
ai j(y)
(
M + Z(y,M) + D2wε(y)
)
i j
+ c(r, x, y) = f (x, y) + o(1)
bi(y) ·
(∑
l Milvl + Diwε
)
= o(1).
We note that our second corrector wε should satisfy the above equation. We add
the auxiliary term −ε2wε to the interior equation and ε2wε to the boundary equa-
tion to guarantee the existence of second corrector. Then, we have the following
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equation about y variable for fixed x = x0 and r = r0 .
(5.1.3)−ε2wε(y) + ai j(y)
(
M + Z(y,M) + D2wε(y)
)
i j
+ c(r0, x0, y) = f (x0, y) in Rn \ Ta
bi(y) ·
(∑
l Milvl + Diwε(y)
)
+ ε2wε(y) = 0 on ∂Ta
From lemma 5.1.1 Z(y,M) is bounded. So, the equation (5.1.3) is well defined.
And, by adding the auxiliary term, we can find a bounded viscosity solution for
each ε and we also can prove the comparison principle like Lemma 3.1.1. Since
the proof of comparison principle is similar to that of lemma 3.1.1, we just state it
without proof.
Lemma 5.1.2. (Comparison) Suppose that w+ is a super-solution of (5.1.3) and w− is a
sub-solution of (5.1.3) for fixed M, a, r0, x0 and ε. Then we have
w+ ≥ w−.
Lemma 5.1.3. For each M, a, r0, x0 and ε, there is a periodic solution wε(y; M, r0, x0) of
the equation (5.1.3) satisfying
‖ε2wε‖L∞(Rn\Ta) ≤ C
(
‖M‖ + ‖c(r0, x0, ·)‖L∞(Rn\Ta) + ‖ f (x0, ·)‖L∞(Rn\Ta)
)
where C is a constant depending only on n, λ, Λ, µ and a.
Proof. For fixed a, let us define
K = nΛ
∑
i j
(
‖M‖ + ‖Zi j(·,M)‖∞ + ‖c(r0, x0, ·)‖∞ + ‖ f (x0, ·)‖∞ + 2‖V‖∞‖M‖
)
.
Then, from lemma 5.1.1 and 4.1.1, we have
(5.1.4)
K ≤ C(n, λ,Λ)
‖M‖ + ∑
i j
‖Zi j(·,M)‖∞ + ‖c(r0, x0, ·)‖∞ + ‖ f (x0, ·)‖∞ + 2‖V‖∞‖M‖

≤ C(n, λ,Λ, µ)
(
‖M‖ + ‖c(r0, x0, ·)‖L∞(Rn\Ta) + ‖ f (x0, ·)‖L∞(Rn\Ta)
)
.
And, from the definition of K, w+ = 1ε2 K and w
− = − 1ε2 K are super and sub-solution
of (5.1.3) respectively. So, from the similar reason in lemma 3.1.1, we can find the
solution wε of (5.1.3) which satisfies
‖ε2wε‖L∞(Rn\Ta) ≤ C(n, λ,Λ, µ)
(
‖M‖ + ‖c(r0, x0, ·)‖L∞(Rn\Ta) + ‖ f (x0, ·)‖L∞(Rn\Ta)
)
.

Lemma 5.1.4. The solution wε of the equation (5.1.3) satisfies
(5.1.5) osc wε ≤ C
(
‖M‖ + ‖c(r0, x0, ·)‖L∞(Rn\Ta) + ‖ f (x0, ·)‖L∞(Rn\Ta)
)
.
where C depends only on n, λ, Λ and µ.
Proof. Let f˜ (y) = f (x0, y) + ε2wε(y) − ai j(y) (M + Z(y,M))i j − c(r0, x0, y) and g˜(y) =
bi(y) ·Milvl(y) − ε2 minRn\Ta wε. Then ŵε = wε −minRn\Ta wε satisfies the following
equation: ai j(y)Di jŵε(y) = f˜ (y) in Rn \ Tabi(y)Diŵε(y) + ε2ŵε(y) = g˜(y) on ∂Ta.
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From lemma 5.1.1, lemma 5.1.3 and lemma 4.1.1, we have
(5.1.6) | f˜ (y)| + |g˜(y)| ≤ C(n, λ,Λ, µ)
(
‖M‖ + ‖c(r0, x0, ·)‖L∞(Rn\Ta) + ‖ f (x0, ·)‖L∞(Rn\Ta)
)
.
We note that f˜ and g˜ are bounded uniformly on 0 < ε ≤ 1. Therefore, the
oscillation of wε is bounded because of lemma 3.1.4. 
Let σε = minRn\Ta ε2wε and ŵε = wε − 1ε2 σε. Then, ŵε = wε − 1ε2 σε satisfies−ε2ŵε(y) + ai j(y)Di jŵε(y) = f̂ (y) in Rn \ Tabi(y)Diŵε(y) + ε2ŵε(y) = ĝ(y) on ∂Ta
where f̂ (y) = f (x0, y) + σε − ai j(y) (M + Z(y,M))i j − c(r0, x0, y)
and ĝ(y) = bi(y) ·Milvlε(y) − σε.
From proposition 3.2.4, vl(y) is inC1,α(Rn \Ta) and hence Z(y,M) is inCα(Rn \Ta)
for fixed M, r0, and x0. And then from the condition (v) in chapter 1, | f̂ |Cα + |ĝ|C1,α
is bounded uniformly on ε. So, we have C2,α estimate for ŵε.
Corollary 5.1.5. Let ŵε(y) = ŵε(y,M, r, x0) be the solution of the equation of (5.1.3)
which satisfies the condition (v) (in condition I). Then, ‖ŵε(y)‖C2,α is bounded uniformly
on ε for given any M, r and x0.
The proof of corollary above is almost same as that of lemma 3.1.5. So we omit
the proof.
Corollary 5.1.6. There is a unique limit of ε2wε as ε→ 0.
Proof. From lemma 5.1.3 and lemma 5.1.4, there exists a subsequence εk such that
ε2kwεk converges to a constant σ. And, from similar argument in lemma 3.2.5, σ
should be same even though we change the subsequence because of the uniform
C2,α estimate of ŵε. That implies ε2ŵε converges to σ. 
Definition 5.1.7. L(M, r0, x0) is the limit of ε2wε(y) for fixed M, r0 and x0.
We prove later that the limit equation of uε satisfies the equation L(M, r, x) = 0
in chapter 6. Usually, it is called as an Effective equation.
5.2. Uniformly Ellipticity and Continuity of L. We will end this section by prov-
ing two important properties of L, uniformly ellipticity and continuity.
Theorem 5.2.1. Assume the conditions in condition I hold and the equation (Pε) satisfies
the compatibility condition. Then, there is a positive real number a0 depending only
on n, λ, Λ and µ such that if the size of hole a is less than or equal to a0, then L is
uniformly elliptic. In other words, there is a positive constant λ = λ(a0) satisfying
L(M + N, r, x) ≥ L(M, r, x) + λ‖N‖ for any symmetric matrix M and positive matrix N.
Proof.
We will show L(M + N, r0, x0) − L(M, r0, x0) ≥ λ‖N‖ for any given M, N, r0, and
x0. Actually, it is equivalent to prove ε2wε(y; M + N, r0, x0) − ε2wε(y; M, r0, x0) ≥
λ‖N‖ + o(1). So, we first define w˜ε = wε(y; M + N, r0, x0) − wε(y; M, r0, x0). Then, w˜ε
satisfies the following equation.
(5.2.1)
−ε2w˜ε(y) + ai j(y)Di jw˜ε(y) = −ai j(y)
(
N + Z(y,N)
)
i j in R
n \ Ta
bi(y)Diw˜ε(y) + ε2w˜ε(y) = −bi(y)Ni jv j(y) on ∂Ta.
HOMOGENIZATION OF SOFT INCLUSIONS 17
We will construct a (viscosity) sub-solution hε(y) such that ε2hε converges to a
positive constant. We consider the case ‖N‖ = 1 because the general result can be
obtained by scaling. To construct a sub-solution, we need to estimate the righthand
side of the equation. First, from lemma 5.1.1, |Z(y,N)|L∞ ≤ ‖N‖|DyVε(·, x0)|∞. Hence
we have
ai j(y)
(
Ni j + Zi j(y,N)
)
≤ −λ‖N‖ + Λ‖N‖
∑
i j
|Div j| + o(1)
for all y ∈ Rn \ Ta.
So, for small ε, we have
ai j(y)
(
Ni j + Zi j(y,N)
)
≤ −2λ
3
+ Λ
∑
i j
|Div j|.
From lemma 4.1.3,
∑
i j |Div jε| is bounded uniformly on a. More precisely,
Λ
∑
i j
|Div j| ≤ n2ΛC1
where C1 is a constant in lemma 4.1.3 that depends only on n, λ, Λ, and µ.
Secondly, from lemma 4.1.2,
∑
i j |Div j(y)| is small if y is far from the boundary.
More precisely, for any given a, if the size of halls a is less than or equal to
a0 = min
{
λ
12n2ΛC
,
1
2
}
a, then we have
Λ
∑
i j
|Div j(y)| ≤ n
2ΛC2a
d(y,Ta)
≤ 2n
2ΛC2a0
a/2
≤ λ
3
where d(y,Ta) is a distant between y and Ta and the constant C2 is same in lemma
4.1.2.
Finally, from lemma 4.1.1, we have
bi(y)Ni jv j(y) ≥ −C3a
where C3 is a constant which is independent of ε and a.
Now we are ready to define the barrier. Let us define the function h as follow.
h(y) =

K
2
(|y| + a)2 ,if 0 ≤ |y| ≤ a
β
2
(
|y| − 10K
β
a
)2
+
2K − βa22
(
1 − 10K
β
)2 ,if a ≤ |y|
We will select K, β, and a later. Then, the function h is continuous and twice
differentiable except the points on ∂Ba. And from the calculation, we haveai j(y)Di jh(y) ≥ nλK if a < |y| < aai j(y)Di jh(y) ≥ −nΛβ if a < |y|.
And, on the boundary ∂Ba, we have
bi(y)Dh(y) = −bi(y)K (a + a) ν ≤ −Kaµ.
If we choose K bigger than β, then our function h(y) has sharp edge on ∂Ba, and
hence there are no second order polynomials touching h(y) by above at any points
18 KI-AHM LEE AND MINHA YOO
on ∂Ba. Select β =
λ
3nΛ
, K =
nΛC1
λ
+
3C3
µ
+ 1 + β. Then, K > β and,
(5.2.2)

ai j(y)Di jh(y) ≥ nλK ≥ n2ΛC1 ≥ −2λ3 + Λ
∑
i j
|Div jε| if a < |y| < a,
ai j(y)Di jh(y) ≥ −nΛβ ≥ −λ3 ≥ −
2λ
3
+ Λ
∑
i j
|Div jε| if a < |y|.
And, on the boundary, we have
(5.2.3) bi(y)Dh(y) ≤ −Kaµ ≤ −3C3a.
Finally, select a satisfying
10K
β
a < 1 and λ = C3a. Then, h′(r) < 0 if r ≥ 1 and
hence
hε(y) = max
m∈Zn
h(y −m) + 1
ε2
λ
is a sub-solution of equation (5.2.1) for small ε > 0 from (5.2.2) and (5.2.3).
And, from lemma 5.1.2, we have
ε2w˜ε ≥ ε2hε(y) ≥ ε2 max
m∈Zn
h(y −m) + λ→ λ as ε→ 0.
That is
L(M + N, r0, x0) − L(M, r0, x0) ≥ λ > 0.

Remark 5.2.2. If ai j(y) = δi j(Laplace equation), c(r, x, y) = 0 and bi(y) = νi(Neumann
boundary condition) in equation (5.1.3), then we can prove the uniform ellipticity even the
size of hall a is large because we can use the divergence theorem. Let Q be a one cell whose
center is 0 and punctured by a ball Ba(0). We identify ε2wε(y; M, r0, x0) with L(M, r0, x0)
because the error between them is of order o(ε). Then, we have the followng by using the
divergence theorem:
|Q \ Ba|L(M, r0, x0) =
∫
Q\Ba
L(M, r0, x0)dy =
∫
Q\Ba
ε2wε(y)dy
=
∫
Q\Ba
tr(M) +
∑
i
Zii(y,M) + 4wε + c(r0, x0, y) − f (x0, y)dy
= |Q \ Ba|tr(M) +
∫
Q\Ba
∑
i
MilDivlεdx + 4wεdy + 〈c〉 − 〈 f 〉
= |Q \ Ba|tr(M) +
∫
∂Ba
∑
i
Mil(vlε(y) − vlε(0))νi + Diwενidσy + 〈c〉 − 〈 f 〉
= |Q \ Ba|tr(M) − |∂Ba|L(M, r, x0) + 〈c〉 − 〈 f 〉
where 〈c〉 = ∫Q\Ba c(r0, x0, y)dy and 〈 f 〉 = ∫Q\Ba f (x0, y)dy. So, we have the explicit
formula of L(M, r0, x0):
L(M, r0, x0) =
|Q \ Ba|
|Q \ Ba| + |∂Ba| tr(M) +
1
|Q \ Ba| + |∂Ba|
(〈c〉 − 〈 f 〉)
And the uniform ellipticity comes automatically from above formula.
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Proposition 5.2.3. Assume the conditions in condition I and the equation (Pε) satisfies
the compatibility condition. Then,
(1) L(M, r, x) is continuous with respect to r and x variables.
(2) L(M, r, x) is non-incresing with r variable.
Proof.
(1) We will show that L is continuous with x variable for fixed M, r. And we
omit the proof of the continuity with r because that is quite similar to the
proof of continuity with x. Now, suppose that M, r are fixed. And let
f˜ (x, y) = f (x, y) − c(r, x, y), and
g˜(y) = −bi(y) · (MV(y))i .
Then, the equation for second corrector can be modified to−ε2wε(y)ai j(y)Di jwε(y) = f˜ (x, y) in Rn \ Tabi(y)Diwε(y) + ε2wε(y) = g˜(y) on ∂Ta
For the simplicity of notation, we define wε(y; x) = wε(y; M, r, x) and
w˜ε(y) = wε(y, x1) − wε(y, x2) for some x1, x2 ∈ Ω. Then, w˜ε(y) satisfies the
following equation:
(5.2.4)
−ε2w˜ε(y) + ai j(y)Di jw˜ε(y) = f˜ (x1, y) − f˜ (x2, y) in Rn \ Tabi(y)Diw˜ε(y) + ε2w˜ε(y) = 0 on ∂Ta.
Since f and c are continuous uniformly on y,
| f (x1, y) − f (x2, y)| + |c(r, x1, y) − c(r, x2, y)| ≤ σ(|x1 − x2|)
where σ : R+ → R+ is a nondecreasing function with limr→0+ σ(r) = 0.
Hence, |ε2w˜ε| ≤ σ(|x1 − x2|) because of lemma 5.1.3. And the conclusion
comes by taking limit on both side.
(2) It can be shown by using similar argument above and the comparison
principle.

6. Homogenization
6.1. Proof of theorem 1.2.3. In this section, we are going to prove the limit of
solutions satisfies the homogenized equation. First, assume that uε is bounded
uniformly on ε. Then we can define the limit of uε in the following way.
Definition 6.1.1. Define u∗ and u∗ as follow:
(6.1.1)
u∗(x) = lim
ε→0 inf{uε′ (xε′ ) : xε′ ∈ Bε′ (x) ∩Ωε′ , 0 < ε
′ ≤ ε}
u∗(x) = lim
ε→0 sup{uε′ (xε′ ) : xε′ ∈ Bε′ (x) ∩Ωε′ , 0 < ε
′ ≤ ε}.
We will prove that u∗ is a super-solution of the equation of the effective equa-
tion(equation 1.2.2). And the lower semi-continuity of u∗(upper semi-continuity
of u∗) comes from a similar argument as in [CIL].
Now we are going to prove our main theorem.
Proof of theorem 1.2.3.
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Suppose that u∗ is not a viscosity super-solution. Then, there is a second polynomial
P(x) touches u∗(x) from below at x0 ∈ Ω such that there exists R0 satisfying u∗(x) ≥
P(x) in BR0 (x0) and u∗(x0) = P(x0) and L(D2P(x0),P(x0), x0) ≥ 6η > 0.
For the simplicity, suppose that x0 = 0 and u∗(x0) = 0. Set Pδ(x) = P(x) − δ|x|2.
Then, since BR(0) \ Tε is compact for any given 0 < R ≤ R0, we can find x̂(ε) ∈
BR(0) \ Tε which satisfies
(6.1.2) uε (̂x(ε)) − Pδ (̂x(ε)) = min
BR(0)\Tε
(
uε(x) − Pδ(x))
)
.
From the definition of u∗, there is a subsequence {(εn, xn)} ∈ (0, 1] × Ω which
converges to (0, 0) satisfying xn ∈ Ωεn and
(6.1.3) lim
n→∞uεn (xn) = u∗(0).
Set A = {εn}. Since xn ∈ BR(0) and BR(0) is compact, We can find a subsequence
of {̂xn = x̂(εn)}which converges to some y ∈ BR(0) as εn → 0. And hence we assume
that limn→0 uεn (xn) = u∗(0) and x̂(εn)→ y.
Since uεn (̂xn) − Pδ (̂xn) ≤ uεn (xn) − Pδ(xn) from the definition of x̂n, by taking limit
infimun on both side, we have
(6.1.4)
u∗(y)−Pδ(y) ≤ lim inf
n→∞
(
uεn (̂xn) − Pδ (̂xn)
)
≤ lim inf
n→∞
(
uεn (xn) − Pδ(xn)
)
≤ u∗(0)−Pδ(0) = 0.
But, by the definition of Pδ, we have
δ|y|2 ≤ u∗(y) − P(y) + δ|y|2 = u∗(y) − Pδ(y) ≤ u∗(0) − Pδ(0) = 0.
Therefore δ|y|2 ≤ 0 and hence y = 0. That implies the sequence {̂xn} converges to 0
(not as a subsequence). And, from above inequality, we also conclude that
(6.1.5) lim inf
n→∞ uεn (̂xn) = u∗(0)
Let δ1 = 1. Since the sequence {̂x(εn); εn ∈ A} related with δ1 converges to 0
as n → ∞, we can find ε1 ∈ A and x̂(ε1) satisfying ε1 ≤ 12 and x̂(ε1) ∈ B R2 (0).
After setting δ2 = 12 , we also find ε2 ∈ A and x̂(ε2) satisfying ε2 ≤ min
(
ε1, 122
)
and
x̂2(ε2) ∈ B R
22
. In this way, we can obtain a sequence (δk, εk, xk = x̂(εk, δk)) satisfying
(1) {εk} is a subsequence of A,
(2) δk → 0, εk → 0, and xk → 0 as k→∞, and
(3) uεk (x) ≤ Pk(x) and uεk (xk) = Pk(xk) in BR(0) where Pk(x) = Pδk (x) − Pδk (xk) +
uεk (xk).
Let Qk(x) = Pk(x) − K(η)2
(
|x|2 − R
2
2
)
for a given K ≤ 1. Then, from |xk| ≤ R2 , Qk
satisfies,
Qk(xk) = Pk(xk) − K2
(
|xk|2 − R
2
2
)
≥ uεk (xk) + KR
2
8
and
Qk(x) = Pk(x) − K2
(
R2 − R
2
2
)
≤ uεk (x) − KR
2
4
on ∂BR(0).
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Let P(x) =
1
2
xtMx + px + u∗(0), Mk = D2Qk = M − 2δkI − K(η)I and ξk = ξk(x) =
DQk(x) = Mx + p− 2δkx−K(η)x = ξ(x)− 2δkx−K(η)x. We note that ξk(0) = ξ(0) = p.
Now, let us define the first and second corrector as follow.
vk
( x
εk
, ξk
)
= V
( x
εk
)
ξk(x)
wk
( x
εk
)
= wεk
( x
εk
; Mk,Qk(x0), x0
)
And, define
Q˜k(x) = Qk(x) + εkvk
( x
εk
, ξk
)
+ ε2kŵk
( x
εk
)
where ŵk
( x
εk
)
= wk
( x
εk
)
−miny∈Rn\Ta wk (y).
We will show that Q˜k(x) is a sub-solution in a ball BR(0) if we choose R and K
properly. First, let us check the boundary condition on BR(0) ∩Ωε.
bi
( x
εk
)
DiQ˜k(x) = bi
( x
εk
) (
ξik(x) + Div
l
( x
εk
)
ξlk(x) + εkM
li
(
vl
( x
εk
)
+ Diwk
( x
εk
)))
= −εkε2kwk
( x
εk
)
= −εk
(
L(Mk,Qk(x0), x0) + o(εk)
)
From the continuity of L, L(Mk,Qk(x0), x0) converges to L
(
M,
KR2
4
, 0
)
since Mk →
M and Qk(x0) =
KR2
4
. And L
(
M,
KR2
4
, 0
)
is positive if we choose K and R small
enough since L(M, 0, 0) is positive. Hence we have bi
(
x
εk
)
DiQ˜k(x) ≤ 0 for sufficiently
large k.
Now we are going to apply Q˜k to our main equation (Pε). From the calculation,
we have
D2Q˜k(x)Mk +
1
εk
D2vl
( x
εk
)
+ Z
( x
εk
,Mk
)
+ D2wk
( x
εk
)
.
Apply it to the equation (Pε). Then we have
ai j
( x
εk
)
D2Q˜k + c
(
Q˜k(x), x,
x
εk
)
− f
(
x,
x
εk
)
= ε2kwk
( x
εk
)
−
(
c
(
Qk(x0), x0,
x
εk
)
− f
(
x0,
x
εk
))
+ c
(
Q˜k(x), x,
x
εk
)
− f
(
x,
x
εk
)
.
From the definition of Qk(x),
|Qk(x) −Qk(x0)| ≤ |P(x) − P(x0)| + δk|x|2 + K2 |x|
2
≤ ‖M‖R2 + |p|R + δkR2 + K2 R
2
whenever x ∈ BR(x0). Hence we can make |Qk(x) −Qk(x0)| small by choosing R(η)
small enough.
And, from lemma 4.1.1 and 5.1.4,∣∣∣∣Q˜k(x) −Qk(x)∣∣∣∣ ≤ εk|vk|∞ + ε2k |ŵk|∞
≤ Cεk
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for some constant C which is uniform on ε and k. Hence it is smaller than η if k is
large enough.
From those two calculations, |Qk(x) −Qk(x)| satisfies the following by small R
and large k. ∣∣∣∣∣c (Q˜k(x), x, xεk
)
− c
(
Qk(x0), x,
x
εk
)∣∣∣∣∣ ≤ η
Similarly, because of the continuity of c and f with x variable,∣∣∣∣∣c (Qk(x0), x, xεk
)
− c
(
Qk(x0), x0,
x
εk
)∣∣∣∣∣ ≤ η∣∣∣ f (x, y) − f (x0, y)∣∣∣ ≤ η
Hence, from the continuity of L, we have
ai j
( x
εk
)
D2Q˜k + c
(
Q˜k(x), x,
x
εk
)
− f
(
x,
x
εk
)
≥ L(Mk,Qk(x0), x0) − 3η + o(εk)
≥ L
(
M,
KR2
4
, 0
)
− 4η
≥ η + o(εk)
≥ 0
for large k.
In summary, Q˜k(x) is a sub-solution of equation (Pε) in BR(x0) for large k and
Q˜k(x) ≤ Pk(x) ≤ uεk (x) on ∂BR \ Tε. Hence, from the comparison, we have
Q˜k(x) ≤ uεk (x)
in BR \ Tε. Substitute xk instead of x to above equation and take limit on both
side. Then, we have
u∗(0) +
KR2
4
≤ u∗(0).
That is a contradiction. So, L(D2P(x0),P(x0), x0) is nonpositive and hence u∗ is a
super-solution at any point in Ω. By using similar argument, we can show u∗ is a
sub-solution of the equation (1.2.2) in Ω. From the second assumption, u∗ = u∗ on
∂Ω. So, u∗ ≥ u∗ from the comparison principle. Finally, since u∗ ≤ u∗ because of the
definition of u∗ and u∗, we conclude
u∗ = u∗ in Ω.

6.2. Construction of barriers when Ω is convex. In this section, we are going to
construct a barrier to show u∗ = u∗ on the ∂Ω. At first, we are going to prove that
the condition (2) in 1.2.3 holds if Ω is convex.
Lemma 6.2.1. Let uε be the solution of the equation (Pε). Assume that the equation (Pε)
satisfies the condition I and compatibility condition and the size of halls a is less than or
equal to a0 where a0 is same with the constant in theorem 5.2.1. Assume also that Ω is
convex. Then uε is bounded uniformly on ε. Moreover, for any given x0 ∈ ∂Ω, we can
find a barrier functions h+ε and h−ε which is bounded uniformly on ε and satisfying
(6.2.1)
h−ε (x) ≤ uε(x) ≤ h+ε (x) in Ω∣∣∣h+ε (x0) − h−ε (x0)∣∣∣ ≤ Cε for some C which is uniform on ε.
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Proof. For the simplicity we assume that x0 = 0 and ϕ(x0) = ϕ(0) = 0 and Ω is
contained in a half space xn ≥ 0. We also assume that | f (x, y)|∞ ≤ 1 and ‖ϕ‖C2(Ω) ≤ 1
since the general case can be obtained by scaling.
Let vi be the solution of equation (4.1.2) when ξ = ei with minRn\Ta vi = 0. Let V
be a vector whose i-th component is vi(y).
Since ‖ϕ‖C2(Ω) ≤ 1, ϕ(x) ≤ ϕ(x0) + Dϕ(x0) · x +
1
2
|x|2. Choose R = diam(Ω)
and define P(x) = Dϕ(0) · x + 1
2
|x|2 + K
2
(
R2 − |xn − R|2
)
for some K. Define also
R0 = R +
R2
2
, and ξ(x) = DP(x) = Dϕ(0) + x − K (xnen − R) where en is the
n-th stanadard unit vector defined in Rn. We finally define Pε(x) = P(x) +
εV
(x
ε
)
ξ(x) + ε2ŵε
(x
ε
; I − KEn,−R0, 0
)
+ C1ε where C1 = C1(K) is a constant sat-
isfying ‖V‖L∞(Rn\Ta)|ξ(x)|∞ ≤ C1 and En is a matrix with defined by En = en(en)t. By
adding C1ε, Pε ≥ − supx∈Ω
(
Dϕ(0) · x + 1
2
|x|2
)
≥ −
(
R +
R2
2
)
= −R0 in Ω and Pε ≥ ϕ
on ∂Ω.
Then, from the calculation, we have
DPε(x) = ξ(x) + DV
(x
ε
)
ξ(x) + ε(I − KEn)V
(x
ε
)
+ εDwε
(x
ε
)
D2Pε(x) = (I − KEn) + 1εDV
(x
ε
)
ξ(x) + (I − KEn)DV
(x
ε
)
+ D2wε
(x
ε
)
Now, apply it to our main equation, then we have
(6.2.2)
L
(
D2Pε(x),Pε(x), x,
x
ε
)
= ai j
(x
ε
)
Di jPε(x) + c
(
Pε(x), x,
x
ε
)
= ai j
(x
ε
) (
(I − KEn) + 1εDV
(x
ε
)
ξ(x) + (I − KEn)DV
(x
ε
)
+ D2wε(
x
ε
)
)
i j
+ c
(
Pε(x), x,
x
ε
)
≤ ai j
(x
ε
) (
(I − KEn) + (I − KEn)DV
(x
ε
)
+ D2wε
(x
ε
))
i j
+ c
(
−R0, x, xε
)
= ε2wε(y; I − KEn,−R0, 0) +
(
c
(
−R0, x, xε
)
− c
(
−R0, 0, xε
))
+ f
(
0,
x
ε
)
.
By the theorem 5.2.1,
(6.2.3)
ε2wε(y; I − KEn,−R0, 0) ≤ L(I − KEn,−R0, 0) + o(ε)
≤ nΛ − λK
2
+ L(0,−R0, 0)
if ε is small enough. From the definition, we can easily deduce that |L(0,−R0, 0)| ≤
‖ f (x, y)‖L∞(Ω×(Rn\Ta)) + ‖c(−R0, x, y)‖L∞(Ω×(Rn\Ta)). And hence if we choose
K =
2nΛ + 6‖ f (x, y)‖L∞(Ω×(Rn\Ta)) + 6‖c(−R0, x, y)‖L∞(Ω×(Rn\Ta))
λ
,
then,
L
(
D2Pε(x),Pε(x), x,
x
ε
)
≤ f
(
x,
x
ε
)
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for every x ∈ Ωε. And, at the boundary,
bi
(x
ε
)
DiPε(x) = bi
(x
ε
) (
ξ(x) + DV
(x
ε
)
ξ(x) + ε(I − KEn)V
(x
ε
)
+ εDwε
(x
ε
))
i
= εbi
(x
ε
) (
(I − KEn)V
(x
ε
)
+ Dwε
(x
ε
))
i
= −ε2wε
(x
ε
)
≥ 0
Finally, since Pε(x) ≥ ϕ(x) on ∂Ω, Pε is a super-solution of (Pε) and hence uε ≤ Pε
on Ωε. And the uniform boundedness comes from the fact that ε ≤ 1, and C1 and
ŵε is bounded uniformly on ε.
Let h+ε = Pε. Then, h+ε (x) ≥ uε(x) in Ω and h+ε (x0) = h+ε (0) ≤ P(0) + Cε = ϕ(0) + Cε.
By using similar argument, we can construct h−ε having properties h−ε (x) ≤ uε(x) in
Ω and h−ε (x0) ≥ ϕ(0) − Cε. And such h+ε and h−ε satisfy (6.2.1). 
Corollary 6.2.2. Let uε be the solution of equation (Pε) and assume all the conditions in
lemma 6.2.1. Then, for any given boundary point x0,
u∗(x0) = ϕ(x0) = u∗(x0).
Proof. From lemma 6.2.1, there is a function h+ε satisfying 0 ≤ h+ε (x) − uε(x) ≤ Cε
in Ω for some constant C which is uniform on ε. And from the definition of
h+ε in lemma 6.2.1, h+ε converges to P(x) uniformly. So, u∗(x) ≤ P(x) and hence
u∗(x0) ≤ P(x0) = ϕ(x0). Similarly, we can show u∗(x0) ≥ ϕ(x0). Finally, since
u∗(x0) ≤ u∗(x0), u∗(x0) = ϕ(x0) = u∗(x0). 
6.3. Construction of barriers for the non-convex domain. In this section, we
construct a barrier to show u∗ = u∗ on ∂Ω for non-convex domain Ω. Throughout
this section, we don’t assume that Ω is convex. Instead, we assume that Ω has a
exterior sphere condition. In the other words, for given any x0 on ∂Ω, there is a ball
Br(x1) ⊂ Rn\Ω satisfying {x0} ⊂ Br(x1) ∩Ω. Let us also define the set of functions:
A =
{
f (x, y) ∈ C(Ω ×Rn) :
∣∣∣ f (x1, y) − f (x2, y)∣∣∣ ≤ σ(|x1 − x2|) for all y ∈ Rn \ Ta}
for some nondecreasing function σ satisfying σ(0+) = 0. We note that f satisfying
(Condition I) is in A. So, for given any f (x, y) in A, we may find −L(0, 0, x). We
define f = −L(0, 0, x). In other words, f (x) is the limit of −ε2wε(y) and wε is the
solution of the following equation for given f (x, y):
(6.3.1)
−ε2wε(y) + ai j(y)Di jwε(y) = f (x, y) in Rn \ Tabi(y)Diwε(y) + ε2wε(y) = 0 on ∂Ta
Lemma 6.3.1. Suppose that f (x, y) = 1 identically. Then, f is a positive constant which
depends only on n, λ, Λ, and the size of holls a.
Proof. It is enough to prove −1 is a negative constant. Let Q be a subset of Rn \ Ta
having the shape in the picture and y0 =
(1
2
,
1
2
, · · · , 1
2
)
be a point in Q. We can
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[ht]
Figure 1. The shape of Q
choose Q that has a C2 boundary. Let h1 be the solution of the following equation:
ai j(y)Di jh1(y) = 0 in Q \ B 1
3
(y0)
h1(y) = 0 on ∂Q
h1(y) = 1 on ∂B 1
3
(y0)
Then, from the regularity theory of viscosity solution in [LT] and Hopf’s lemma(lemma
3.4 in [GT]), h1 satisfies the following:
h1 is in C2
(
Q \ B 1
3
(y0)
)
0 ≤ h1 ≤ 1 in Q \ B 1
3
(y0)
Dh1 = |Dh1|ν and |Dh1| ≤ c2 on ∂B 1
3
(y0)
Dh1 = −|Dh1|ν and |Dh1| ≥ c1 on ∂Q
where c1 and c2 are positive constants depending only on n, λ, Λ and µ. Now
extend h1 = 0 outside of Q and h1 =
K
2
(∣∣∣∣∣13
∣∣∣∣∣2 − |y − y0|2) in B 13 (y0). Hence, if we
choose K ≥ 3(c2 + 1), then h1 satisfiesai j(y)Di jh1 ≥ −nΛK in Rn \ Tabi(y)Dih1 ≤ −µc1 on ∂Ta ∩ ∂Q
(in the viscosity sense) since the sharp edge on ∂Q ∪ ∂B 1
3
(y0) does not allow any
second polynomial to touch h1 from above on ∂Q ∪ ∂B 1
3
(y0).
So, the function hε =
1
2nΛK
sup
k∈Zn
h1(y− k) + 1
ε2
µc1
4nΛK
is a sub-solution of equation
(6.3.1) for small ε. Hence the solution wε of (6.3.1) with f (x, y) = −1 should be larger
than hε by lemma (6.3.1). Now we get the conclusion since −ε2hε ≤ − µc14nΛK < 0.

Lemma 6.3.2. For given any φ ∈ C(Ω) and f ∈ A, there is a function g(x) ∈ C(Ω)
satisfying
f + g = φ(x)
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Proof. By above lemma, there is a positive constant c0 such that 1 = c0. From the
definition of f , if f is independent on y, then f (x) = f (x) for each fixed x ∈ Ω. From
this and the linearity of the equation (6.3.1), f (x) = c0 f (x) for all f ∈ C(Ω). Now let
us define g(x) as follow:
g(x) =
φ(x) − f (x)
c0
.
Then, g(x) is continuous since f (x) and φ(x) is continuous and,
f (x, y) + g(x) = f + g = f +
(
φ(x) − f
)
= φ(x).

Let x0 be a point on ∂Ω. We assume that Ω has exterior sphere condition.
So, there exists a ball Br(x1) such that Br(x1) ∩ Ω = {x0}. We may assume that
x1 = 0 without any loss of generality. Since Ω is bounded, we can find a large
ball O containing Ω and Br(0). Extend c(r, x, y) and f (x, y) when x ∈ O and hence
L˜(M, r, x) = L(M, r, x) − f (x) also defined on O.
Lemma 6.3.3. Assume that L˜ is uniformly elliptic. Then, there is a function h ∈ C2(O)
satisfying the following: 
L˜(D2h, h, x) ≤ − (‖ f ‖∞ + 1) on Ω
h ≥ ϕ on ∂Ω
h(x0) = ϕ(x0).
Proof. We may assume that ϕ is defined in O since it can be easily extended. Let
h(x) = ϕ(x) +
(
− K|x|α +
K
rα
)
outside the ball Br(0). Then, by defining h(x) properly
inside the ball Br, we may assume that h is in C2 in O. And, from the definition,
the second and third statement are true for all α > 0 and K > 0. So, we get the
conclusion by choosing α and K large enough. 
Let us define the function g˜ = L˜(D2h, h, x) onO. Then, from proposition 5.2.3 and
lemma 6.3.3, g˜ is continuous and, by lemma 6.3.2, there is a continuous function
g(x) satisfying the following:
f (x, y) + g(x) = g˜(x)
for any given f ∈ A.
Lemma 6.3.4. Let g be the function defined as above for given f ∈ A. Then, g(x) ≤ 0.
Proof. From the definition and the comparison, | f˜ | ≤ | f |∞. And from the con-
struction of h, g˜ ≤ −(| f |∞ + 1) By combining those two inequalities, we have
g(x) =
g˜(x) − f (x)
c0
≤ 0. 
Now consider the equation
L(D2vε, vε, x) = f
(
x, xε
)
+ g(x) in O
bi
(
x
ε
)
Divε(x) = 0 on ∂Tε ∩ O
vε = h(x) on ∂O \ Tε
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where h is same in lemma 6.3.3 and g is same in lemma 6.3.4.
Since O is convex, if we assume all the conditions in the theorem 1.2.3 except
(2), then vε converges to v˜ uniformly and v˜ satisfies the equation˜L(D2v˜, v˜, x) = g˜ on Ov˜ = h on ∂O.
And hence, h(x) = v˜ because of the comparison. Let us defineτ(ε) = supx∈O |vε(x)−
h(x)|. Then, from the uniform convergence, τ(ε)→ 0 as ε→ 0. And, from the defi-
nition of h,
uε(x) ≤ h(x) ≤ vε(x) + τ(ε) on ∂Ω.
Since vε is a super-solution in Ω, we have the following by comparison:
uε(x) ≤ vε(x) + τ(ε) ≤ h(x) + 2τ(ε) for x ∈ Ω.
By taking ∗ on both side, we can conclude the following
u∗(x0) ≤ h∗(x0) = h(x0) = ϕ(x0).
Similarly, we can show u∗(x0) ≥ ϕ(x0). Hence we get the following:
Lemma 6.3.5. Let uε is the solution of equation (Pε). Assume that the equation (Pε)
satisfies the condition I and the compatibility condition. Suppose also that L˜ is uniformly
elliptic. Then, u ∗ (x) = u∗(x) on ∂Ω if Ω satisfies an exterior sphere condition.
Proof of corollary 1.2.4 and corollary 1.2.5.
It follows immediately from theorem 1.2.3 and lemma above. 
7. Discrete Gradient Estimate
7.1. In this section,we develop the following uniform estimates. Those two esti-
mate tell us about the shape of uε. It turns out that uε is almost Lipschitz continuous
with an error of ε order. Let us consider the following equation:
(7.1.1)

ai j
(x
ε
)
Di juε(x) + c
(
uε,
x
ε
)
= f
(
x, xε
)
in Ω \ Tε
bi
(x
ε
)
Diuε(x) = 0 on Ω ∩ ∂Tε
uε = ϕ on ∂Ω \ Tε
We note that the function c is independent on x variable. It is only difference
between above equation and the main equation (Pε). Throughout this section,
we assume that the function c(r, y) and f (x, y) is differentiable with respect to r
and x variable respectively. Additionally, we assume that Ω is convex and all the
assumptions in chapter 1.
Lemma 7.1.1 (Discrete Gradient Estimate). Let uε be the solution of above equation
and, the size of holes a is smaller than a0 where a0 is same in theorem 5.2.1. Then,
for given direction e = ek, |4εe uε(x)| is bounded uniformly on ε. That is, there exist
C = C(n, λ,Λ, µ, ‖ f ‖∞) and
(7.1.2) |4εe uε(x)| = |uε(x + εe) − u(x)|ε ≤ C
for every x ∈ Ωε ∩ (εe + Ωε).
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Proof. Let Ω˜ε = Ω
⋂
(εe + Ω), Ω˜ε = Ω˜ε \ Tε and U = uε(x + εe) − uε(x)ε for given e
where e = ei is a i-th standard unit vector inRn. Then, since uε(x) and uε(x + εe) are
solutions, we have
ai j
(x + εe
ε
)
Di juε(x + εe) + c
(
uε(x + εe),
x + εe
ε
)
= f
(
x + εe,
x + εe
ε
)
ai j
(x
ε
)
Di juε(x) + c(uε(x),
x
ε
) = f
(
x,
x
ε
)
.
Since ai j
(x + εe
ε
)
= ai j
(x
ε
)
, c
(
uε(x + εe),
x + εe
ε
)
= c
(
uε(x + εe),
x
ε
)
and f
(
x + εe,
x + εe
ε
)
=
f
(
x + εe,
x
ε
)
, we have
ai j
(x
ε
)
Di jU(x) +
c
(
uε(x + εe), xε
)
− c(uε(x), xε )
ε
=
f
(
x + εe, xε
)
− f
(
x, xε
)
ε
.
Because c is differentiable in r variable and f is differentiable in x variables, by the
mean value theorem, we can find r∗ = r∗(x, ε, e) and x∗ = x∗(x, ε, e) which satisfies
ai j
(x
ε
)
Di jU(x) + cr
(
r∗,
x
ε
)
U = De f
(
x∗,
x
ε
)
where x ∈ Ω˜ε. And from the boundary condition of uε(x) and uε(x+εe), bi
(x
ε
)
DiU(x) =
0 on ∂Tε
⋂
Ω˜ε.
Now we are going to prove the boundedness of U on ∂Ω˜ε \ Tε. Let x be a point
in Ω˜ε \ Tε. Since x ∈ Ω˜ε \ Tε, x ∈ ∂Ω or x + εe ∈ ∂Ω. We assume x ∈ ∂Ω since the
other case is similar. Let h+ε and h−ε be functions satisfying (6.2.1). Then, we have
U(x) =
uε(x + εe) − uε(x)
ε
≤ h
+
ε (x + εe) − h−ε (x)
ε
≤ h
+
ε (x + εe) − h+ε (x)
ε
+
h+ε (x, e) − h−ε (x)
ε
= A1 + A2
By (6.2.1), A2 is bounded and, by the definition of h+ε , A1 is bounded. So, U(x) is
bounded above. And it also bounded below by using similar argument.
In summary, U satisfies
ai j
(x
ε
)
Di jU(x) + cr
(
r∗,
x
ε
)
U = De f
(
x∗,
x
ε
)
in Ω˜ε
bi
(x
ε
)
DiU(x) = 0 on ∂Tε
⋂
Ω˜ε
|U| is bounded on ∂Ω˜ε \ Tε.
It can be shown from the comparison if there is a super-solution which is
bounded uniformly on ε, then we are done. Let h+ = supx∈∂Ω˜ε\Tε U(x) + Pε(x)
where Pε(x) is same in lemma 6.2.1. Then, we can show that h+ is a super solution
for large K. Hece U is bounded uniformly on e since h+ is bounded uniformly on
ε. 
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Remark 7.1.2. U is also bounded when Ω satisfies the uniform exterior sphere condition.
And the proof is similar to the proof of case Ω is convex.
Lemma 7.1.3 (ε-Flatness). Let uε be the viscosity solution of (7.1.1). And suppose all the
conditins in lemma 7.1.1 are satisfied. Then, there is a constant C > 0 which is independent
of ε satisfying
|uε(x1) − uε(x2)| ≤ Cε
for every x1, x2 contained in a same ε-cell of Tε ∩Ω.
Proof. Let u˜ε(y) = uε(εy). Then u˜ε satisfies
ai j(y)Di ju˜ε(y) = ε2[ f (εy, y) − c(u˜ε(εy), y)] in 1εΩ \ Ta
bi(y)Diu˜ε(y) = 0 on 1εΩ
⋂
∂Ta
u˜ε = 0 on ∂ 1εΩ \ Ta.
Let Q be an unit cell with center 0 in Rn and let Ba = Ba(0) be the intersection
between Q and Ta. If Q ∩ ∂
(
1
εΩ
)
is nonempty, then we can prove the lemma
by the barriers ±hε in lemma 7.1.1. So, we will assume that Q ⊂
(
1
εΩ
)
\ Ta and
Q ∩ ∂
(
1
εΩ
)
= ∅.
Let Q1 =
(
−3
2
,
3
2
)n
be a cuve in Rn. We note that Q ⊂ Q1 and Q1 \ Ba ⊂ Rn \ Ta
for small a. First, let u˜∗ = u˜ε − inf Q1u˜ε then,ai jDi ju˜∗ = ε2( f (εy, y) − c(u˜ε(εy), y) in Q1 \ Tabi(y)Diu˜∗ = 0 on Q1 ⋂ ∂Ta
Let S0 = supQ1\Ta u˜
∗, I0 = infQ1\Ta u˜∗ = 0, S1 = supQ\Ta u˜
∗ and I1 = infQ\Ta u˜∗ = 0.
since we know that uε is bounded, fε = ε( f (εy, y) − c(u˜ε(εy), y) is bounded and
small if ε is small enough. From the similar reason to lemma 3.1.4, we have
S1 ≤ C(n, λ,Λ)(I1 + ε‖ fε‖∞).
So, if ε ≤ ε0 for some ε0, then we have
S1 ≤ C(n, λ,Λ)(I1 + ε).
And from the discrete estimate, we have
|u˜∗(x) − u˜∗(y)| = |uε(εx) − uε(εy)| ≤ Cε.
From this, we have
S0 ≤ S1 + Cε
0 = I0 ≥ I1 − Cε.
Combining these result, we have
S1 ≤ Cε
where C is a constant which is uniform on ε. 
The ε-Flatness and Discrete Gradient Estimate will give us Global Lipschitz
Estimate with ε-error.
Theorem 7.1.4 (Global ε-Lipschitz Estimate). There is uniform constants C > 0 such
that
|uε(x) − uε(y)| ≤ C(|x − y| + ε)
for x, y ∈ Ωε.
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