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Abstract 
This research entailed the development of resonant dielectric sensors that utilising alternating 
electric fields at microwave frequencies. Characterisation and identification of biological samples is 
currently an expensive and time consuming procedure due to the extreme variation of seemingly 
similar biological systems. The work describes the development of resonant dielectric sensors for 
five distinct applications. The aim of the research was to develop non-invasive, affordable and 
compact dielectric spectroscopy sensors that may be used in-situ to characterise organic and 
biological systems. The suitability of using dielectric spectroscopy to a number of applications has 
been investigated. This is to address disadvantages of conventional laboratory analysis such as 
lengthy, costly and labour intensive assessment methods that require intermittent sampling and/or 
off site analysis. The research is structured into a series of progressive stages (work packages) that 
integrate and culminate into feasible inline analytical procedures that can quickly, safely and 
inexpensively assess a specified variable in organic and biological systems. Overall, a number of 
sensors using electromagnetic radiation at microwave frequencies were developed that have proven 
to be sensitive and extremely versatile to a number of detection and monitoring applications. 
Miniaturisation of microwave generation and analysis circuits will enable the sensors to be 
incorporated into feasible compact devices for in situ analysis of the analyte in question. 
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Chapter 1. Introduction 
The research aims to address the issue of lengthy and sometimes unnecessary laboratory tests. On-
site and/or online analyses of industrial processes and medical diagnostics could introduce a 
significant reduction in cost to industry and medical fields. Current analyses utilises lengthy 
procedure that often need to occur off site a specialised facilities requiring a lot of specialised staff, 
using highly specialised equipment. Although these procedures can be extremely precise there exists 
a niche for more economically viable alternatives that can rapidly determine the safety, quality or 
state of a sample. This may either serve as a conclusive result or an indicator for subsequent analysis 
which would result in less laboratory analysis. 
1.1. Research Aim 
The aim of the research was to develop non-invasive, affordable and compact dielectric 
spectroscopy sensors to characterise organic and biological systems. The suitability of using 
dielectric spectroscopy to a number of applications will be investigated. This is to address 
disadvantages of conventional laboratory analysis such as lengthy, costly and labour intensive 
assessment methods such as HPLC and bacterial culturing. The research is structured into a series of 
progressive stages (work packages) that integrate and culminate into feasible inline analytical 
procedures that can quickly, safely and inexpensively assess a specified variable in organic and 
biological systems. The sensors developed in this research are resonant structures designed to 
operate in the microwave frequencies of the electromagnetic spectrum differentiating sample based 
upon dielectric characteristics. 
Dielectric spectroscopy has been found to be one of the most informative tools for defining the 
resistance and capacitance of biological material [1-6]. Coplanar sensor development and fabrication 
provided a means of reducing the physical size of the resonant structure while simultaneously 
significantly reducing production expenses. Incorporation of the sensor into a fluidic device 
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presented a means of increasing analyte-sensor interaction and measurement repeatability. A fluidic 
device also serves as a platform for the development of sample pre-treatment, handling and sorting. 
Notably, microwave radiation is non-ionising, utilising (at most) one-tenth the power required for 
transmission by a typical modern day mobile phone. Therefore, while the use of EM waves often 
raises safety concerns, there is a good argument to say that the method is safe, or at least no worse 
than what we are already subjected to on a daily basis. 
The research comprises of applying the sensors to five distinct applications as follows. 
The detection of neoplasmic tumours (application 1) still represents a clinical challenge to the 
medical industry. The quantification of neutral lipids in biological cells may be used as a marker for 
the presence of neoplasmic tumour development. This was achieved using yeast samples in which 
the lipid composition can be controlled and easily manipulated. Analysis of the lipid profile of 
biological cells is currently a lengthy procedure involving numerous extraction and analytical 
methodologies. The lipid profile of specific cells can yield important information of the health of the 
individual specifically to neoplasm and inflammation. The research proposes a novel minimally -
invasive analytical technique that can quickly and effectively calculate the lipid content of biological 
cells based upon dielectric characteristics. 
Olive oil adulteration is currently a significant problem faced by European food safety industry. 
Adding adulterants to olive oil constitutes fraud and having serious implications upon the economy 
of producing countries and public health. Analysis currently focuses upon the composition of the 
fatty acids that make up the oil. Gas and liquid chromatography is currently employed as a precise 
means of accomplishing this. However, the methodology requires specialist equipment that needs 
qualified professionals to operate with a lengthy turn around period. This research proposes a novel 
sensor that can rapidly detect small differences in the composition of the oil (application 2). This 
could be combined with miniaturised circuits to produce a handheld analysis device that can be used 
in the field to instantly test olive oils for adulterants which is currently unavailable to food standard 
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authorities. The experiments consisted of analysing vegetable oils from different sources to see if 
they could be differentiated. 
Diseased livestock currently represent a significant cost to the agricultural industry. Disease 
epidemics can result in the loss of livelihoods and decimate a countries economy. Early detection of 
disease in livestock can significantly reduce the risk of a disease becoming endemic and reduce 
vaccination and treatment expenditure. This consequently reduces the impact and therefore cost of 
individual and epidemic disease. Currently there are no commercially available wearable sensors for 
livestock that are able to assess the health of the animal. A non-invasive sensor designed for the 
quantification of lactate in the blood of cows is developed (application 3). This sensor was applied to 
a model cow artery under the surface of the skin. The research develops a wearable sensor that can 
be incorporated into a collar mountable device to operate as part of a wireless sensor network when 
used in tandem with other collars. 
Bacterial contamination of stored water represents a risk to health and wellbeing. This risk becomes 
significant when improper water treatment results in a build up of bacteria in the water delivery 
system. A sensor was designed that can be incorporated into water delivery systems to detect the 
presence of Pseudomonas, a water dwelling bacteria (application 4). The results show the presence 
of Pseudomonas can be detected using the experimental procedure. Water borne bacteria 
constitute a considerable risk in potable water when suitable storage procedures are not rigorously 
adhered to. Currently Legionella and Pseudomonas outbreaks are only detected upon a group of 
people becoming ill with the infection. There are no devices available that monitor the quality of 
water as it leaves storage tanks present in large buildings. This research proposes a device that can 
be incorporated into water supply pipes to monitor bacterial content of the water. 
During cranial and spinal surgical procedures there is an inherent risk of hypoxia if pressure is 
exerted upon the cerebrospinal fluid. To reduce the risk of this occurring, a spinal tap is inserted to 
relieve any pressure that is applied. However, important information pertaining to the oxygen 
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saturation of the spinal cord can be obtained through analysis of the exuded CSF. Therefore a sensor 
was designed that can be incorporated in line with the spinal tap to analyse the lactate content 
which can be used as a marker of hypoxia in the spinal cord (application 5). Currently there are no 
analytical means of establishing the level of oxygenation in real time of the spinal cord. The 
development of a novel analytical procedure such as this would substantially reduce the risk of 
paraplegia occurrence. Synthetic cerebrospinal fluid was analysed to assess the lactate 
concentration at physiological ranges. The results indicate the experimental procedure is capable of 
detecting abnormal levels of lactate associated with hypoxia.  
1.2. Research objectives 
The aim of the research will be fulfilled by the research objectives:- 
 Investigate current dielectric spectroscopy techniques used to differentiate organic and 
biological material. 
 Design and evaluate the suitability of dielectric spectroscopy sensor configurations using 
computational simulation. 
 Implement and evaluate the proposed analysis methodology of using resonant dielectric 
sensors to assess the characteristics of biological samples. 
 Incorporate the dielectric spectroscopy sensor into a fluidic device (omitting applications 2 
and 3) that allows online sensing of the intended analyte. 
 Programme an interface to control parameters of the experimental equipment and 
subsequently acquire and analyse the resulting data. 
 Documentation and statistical analysis of experimental results. 
The novelty of the work will originate from the conformation of microwave dielectric spectroscopic 
sensors and their application in differentiating biological cells based upon neutral lipid content, the 
differentiation of vegetable oils extracted from different sources, the non-invasive detection of 
lactate levels in bovine blood, the quantification of pseudomonas in drinking water and the 
detection of abnormal concentrations of lactate in cerebrospinal fluid. 
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The research resulted in a number of journal, book chapter and conference publications as detailed 
in the appendix (Appendix 1. Publications resulting from the research). 
 
1.3. Chapter overview 
1.3.1. Chapter 2 - Dielectric relaxation and electromagnetic theory 
The underlying theory and scope of the interaction of biological material and electromagnetic 
radiation in the microwave frequency range is discussed. The relevance of dielectric dispersions and 
how this is related to the chemical composition and structure of biological samples is also discussed. 
Different techniques and methodologies of established dielectric spectroscopy and their applicability 
are also explored. 
1.3.2. Chapter 3 - Literature review 
The requirement and background of sample analysis is outlined with the current methods of 
analysis. This chapter is divided into five distinct sections which individually assess the need for 
analysis and the problem it is detecting or quantifying. Strengths and deficiencies of current 
analytical methods are detailed followed by current research activities for the stated analytical 
purpose. A review of the literature related to the dielectric characteristics of the sample is also 
conducted. 
1.3.3. Chapter 4 - Equipment and software 
This chapter details the equipment used in the research as to avoid repetition. Methods for sensor 
simulation and fabrication techniques are included along with details pertaining to the signal 
generation and analysis equipment (vector network analyser). The customised software used to 
interact with the VNA is also detailed with the software used to conduct statistical analysis of the 
data. 
1.3.4. Chapter 5 - Coplanar sensor development 
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This chapter documents the sensor development process in detail. Initially a simple patch antenna 
was designed that was improved so as to increase the electrical length of the sensor concurrently 
reducing the resonant frequency of the sensor while retaining the sensor dimensions. The sensor 
was validated using neutral lipid positive and negative cell cultures at a number of concentrations to 
determine which sensor was most sensitive to the analyte. This was verified using statistical analysis 
between the lipid positive and lipid negative samples. 
1.3.5. Chapter 6 - Experimental Results 
Chapter six is divided into sections that contain the experimental results relating to each application. 
Section one of chapter six details the results of experiments utilised to develop and verify the 
application of dielectric sensors to the quantification of neutral lipids within cells. Initially samples 
were analysed using a resonant cavity and the small perturbation technique. A number of 
developments to the coplanar sensor were then carried out to incorporate the sensor into a fluidic 
device which was characterised over time and temperature. The finalised experimental methodology 
was then used to assess the neutral lipid composition of cells. Section two of the chapter details the 
use of a resonant cavity and the small perturbation technique to assess the dielectric characteristics 
of different vegetable oils. An interdigitated capacitive coplanar sensor was then used to verify the 
quality of vegetable and olive oils. Section three demonstrates the applicability of dielectric coplanar 
sensors to non-invasively quantify the lactate composition of bovine blood in a major bovine blood 
vessel through a layer of epidermis and hair. This was done by pumping bovine blood containing 
physiological concentrations of lactate through a fabricated model of a cow blood vessel. This may 
be used as a marker pertaining to the overall health of the cow. Section four details the use of the 
fluidic cell to determine the concentration of Pseudomonas bacteria found in ill managed water 
storage systems. Section five presents the results of using the fluidic apparatus to determine the 
lactate concentration of cerebrospinal fluid which is exuded during cranial surgery and may be used 
as a marker to detect hypoxia of the brain during the procedure. 
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1.3.6. Chapter 7 - Conclusions and future work 
Chapter seven summarises the results of the project. This chapter also explores the future potential 
of the work and possible developments to complement what has already been accomplished. 
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Chapter 2. Dielectric relaxation and electromagnetic theory 
The electromagnetic (EM) spectrum has a frequency range from 0 to 1023Hz. This starts at DC, a non-
oscillating current and voltage; and goes through the radio, microwave, THz, infra-red, visible light, 
ultra-violet, X-ray and gamma frequencies. The differing characteristics of electromagnetism are due 
to how waves behave at different frequencies and how materials act in different ways to waves of 
different frequency. Consider a comparison between the properties of a conductive metal and 
borosilicate glass at low radio frequencies, visible light and X-ray. A metal will transmit low radio 
frequencies while reflecting and absorbing frequencies of visible light and X-rays. Conversely, glass 
will insulate low radio frequencies, while mostly transmitting visible light and X-rays. It is these 
differing properties of materials at differing frequencies that forms the fundamental of the sensor 
principle. 
This vast difference in the behaviour of electromagnetism at differing frequencies has led to a 
number of methods being developed to analyse and quantify these properties at different 
frequencies. However, these methods are interlinked based upon time, power and wavelength. For 
any given frequency (time) of an oscillating field there is a wavelength (length), and energy level 
(power). 
Amplitude refers to the magnitude of the wave and which can be voltage or current. At any specific 
point the amplitude is equal to the maximum amplitude multiplied by the sine of the corresponding 
angle. Therefore, at 0° and 180°, the amplitude is zero. At 90° and 270° the amplitude is at maxima 
and minima respectively. Frequency is the number of cycles; that is a full waveform per second. The 
units are Hertz (Hz) named after the German physicist Heinrich Hertz who empirically expanded 
Maxwell’s equations. 
The speed of light in a vacuum (299,792,458 m/s) is used as a standard from which length and time 
can be derived. 
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 Equation 2.1 
 where λ is wavelength of one full cycle, f is the frequency of cycles in one second and c is the speed 
of light [7]. Therefore, the time of one cycle is inversely proportional to frequency and proportional 
to wavelength. However, it is important to remember that the speed of light changes depending on 
the media through which it is propagating. Therefore, when reasoning theory it may be more 
suitable to represent a cycle time as degrees or 2π instead of a fixed frequency. 
Energy is introduced based upon frequency and Planck’s constant resulting in the minimum value of 
energy that can be transferred at this frequency. 
         Equation 2.2 
where, E is photon energy and h is Planck’s constant (4.135667 x 10-15 electron Volts) [7]. Planck’s 
constant specifies the amount of energy each waveform is capable of delivering as a function of 
frequency. The energy at a fixed point will be proportional to the frequency of the waveform 
propagating through that point. As frequency is inversely proportional to wavelength, increasing 
frequency will decrease wavelength resulting in more waveforms passing through the fixed point; 
increasing the energy density. At frequencies above approximately 3 PHz (UV) the energy is 
sufficient enough to liberate an electron from atoms and overcome covalent bonds to create ions 
leading to the term ionising radiation. At frequencies below 3 PHz the energy is insufficient to break 
bonds leading to the term non-ionising radiation. However, non-ionising radiation carries enough 
energy to attract and repulse ions, rotate molecules and excite electrons into higher energy states. 
Figure 2.1 shows the electromagnetic spectrum, associated frequencies and applications in the radio 
frequency and microwave frequency ranges. 
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Figure 2.1. The electromagnetic spectrum. Increasing frequency corresponding to an increase in energy 
potential [8]. 
However, electromagnetism consists of an electric component and a magnetic component each with 
separate but interrelated phenomena. Electric fields result from the magnitude of a charge while 
magnetic fields are generated by the movement of charge. 
2.1. Standing waves, resonance and radiation 
Calculating electromagnetic fields requires the use of lengthy computational simulations derived 
using software, such as High Frequency Simulation Software (HFSS, Ansys, USA), which has only 
become readily accessible in recent decades [9-13]. 
At frequencies where wavelength becomes a significant factor in the propagation of the wave in the 
circuit, the phase and subsequent reactance must be considered. The electrical length (EL) of a 
circuit is the physical length of a material as a function of wavelength as seen below (Equation 2.3) 
[14-16]. However, this equation is only applicable in a vacuum. 
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 Equation 2.3 
Generally, if electrical length is less than 0.05 it may be considered electrically short. Below this 
frequency, simple circuit theory is applicable but above this frequency where circuits are considered 
electrically long, an understanding of RF techniques and electromagnetic radiation is required. Basic 
circuit theory is not applicable due to waveforms reflecting at boundaries or irregularities of the 
transmission line causing standing waves inducing resonance [17-19]. At higher frequencies circuit 
component contain parasitic inductance and capacitance sometimes causing significant drops in 
voltage as a result of spurious radiation [20]. However, in the case of antennas these characteristics 
are precisely those that are required. Electrically long circuits result in antennas and the generation 
of electromagnetic radiation. 
Radiation is the emission of energy in a wave form and is associated with an oscillating electrical and 
magnetic field that sustain each other and support propagation. Moving electrical currents produce 
an electric (E) and magnetic (H) field that oscillate perpendicular to the direction of wave 
propagation (transverse) and at right angles to each other (orthogonal) illustrated in Figure 2.2 [21]. 
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Figure 2.2. Electric field (E) and magnetic field (B) [21]  
Electromagnetic radiation increases the resistance of the transmission line. However, instead of the 
energy being converted into heat which is the case in ohmic resistance, energy is converted into 
electromagnetic radiation. Radiation from an AC source radiates energy in two characteristic spatial 
regimes, near-field and far field. Near field radiation, also known as the reactive field and storage 
field occurs in close proximity to the source. In the near field, absorption of the radiation may 
feedback affecting the impedance of the sensor. This is in contrast to far field radiation that cannot 
feedback and effect the impedance of the sensor. 
Measurement of the near field radiation is inherently difficult as any instrument inserted into the 
field interacts with the source changing the resultant field. Near field radius may be calculated using 
the formula below. 
 
  
 
  
 Equation 2.4 
where R is the radius of the field and A is the area of the antenna [7]. 
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The sensors used in this study are designed to operate in the microwave region which comprises 
wavelengths 1 mm to 1 m corresponding to frequencies 300 MHz to 300 GHz [22-24]. At these 
frequencies high frequency theory may be used in addition to conventional circuit theory. Instead of 
lumped impedance and reactance being used to describe circuits, reflected and transmitted power 
become more applicable as elements appear to be distributed [25]. Reflected and transmitted 
power are presented as scattering parameters (s-parameters) plotted in the frequency domain or on 
a specialised polar plot called a smith chart which plots complex impedance. In a linear two port 
system port 1 reflection, port 2 reflection and port 1 to 2 transmission would be represented as S11, 
S22 and S21 respectively (Figure 2.3.). 
 
Figure 2.3. A model linear two port system [25]. 
A smith chart is a polar plot designed to aid in the impedance matching of transmission lines [26]. 
Smith charts are most commonly used to display the complex impedance of a transmission line 
plotted on the complex coefficient plane. 
2.2. Dielectric theory 
A material that can be polarised by an applied electric field is known as a dielectric. An external 
electric field applied to a material causes an amount of the electrical energy to be stored through an 
interaction with the molecular and structural properties of the material. The electric field subjects 
charged particles to a net electric force displacing them from average random orientation. Removing 
the external electric field allows the charged particles to return to their random orientation, in turn 
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releasing a charge. The ability of the material to store energy in this way is described as the 
permittivity (ε), usually expressed as a product of the permittivity of free space (ε0) [27]. 
The permittivity of a material derives from its chemical state and structure; molecular composition 
and formation; and atomic valance. The permittivity is a measure of various polarisation phenomena 
that occur at different frequency ranges of oscillating electric fields. Dipolar polarisation is induced in 
molecules with an inherent dipole moment (orientation polarisation) [28]. An external electric field 
causes such molecules to rotate over a time period proportional to dipole moment and local 
viscosity. Dipole moment describes the separation of positive and negative charges on a molecule 
yielding the overall polarity. For example water has a dipole moment of 1.85 Debye length arising 
from the angle and valance of the covalent bond formed between oxygen and two hydrogen atoms 
[29]. This is in contrast to carbon dioxide which has a dipole moment of 0 D due to the molecule 
being centro-symmetric [30]. 
 
 
                            
 
Figure 2.4. Net dipole moment of water and carbon dioxide. 
Because there is a lag between the dipolar polarisation and the applied oscillating field, dispersions 
exist whereby the molecule does not have sufficient time to fully align to the oscillating electric field 
at higher frequencies. This process is known as dielectric relaxation and occurs in the microwave 
region of the electromagnetic spectrum. Oscillating electric fields exceeding this frequency no longer 
polarise the molecular polarity of the material. 
Dielectric relaxation is often represented as permittivity as a function of frequency. A number of 
mathematical models have been developed by Debye, Cole and Cole [31], Cole and Davidson [32, 
33]; and Havriliak and Negami [34] to explain relaxation phenomena of different materials. The 
simplest form of relaxation is described by Debye’s equation (Equation 2.5) [35]. 
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 Equation 2.5 
Debye relaxation is a dielectric response of an ideal, non-interacting population of dipoles when 
exposed to an alternating external electric field [35]. This model was introduced by the Dutch born 
physicist Peter Debye. 
However, Debye relaxation does not explain all relaxation phenomena and as a result has been 
modified to suit a number of materials in different states. These include Cole-Cole, Cole-Davidson 
and Havriliak-Negami relaxation which will be described below. 
Debye’s original equation was improved by K.S. Cole and R.H. Cole by introducing an empirical 
parameter 0 < α < 1 (Equation 2.6). When α = 0 the equation reduces to the Debye equation. 
 
        
  
           
 Equation 2.6 
The Cole-Cole equation above is valid for materials that exhibit a uniform, symmetrical distribution 
of relaxation times. However many relaxation phenomena have been discovered to not be 
symmetrical such as synthetic polymers. Cole and Davidson accounted for this non-uniform 
distribution by introducing an asymmetry parameter 0 < β < 1 (Equation 2.7). Again when β = 0 the 
equation reverts to the Debye equation. 
 
        
  
        
 Equation 2.7 
The next development of the equation came from Havriliak and Negami. They proposed combining 
the Cole-Cole and Cole-Davidson equation (Equation 2.8). Therefore in this equation when α = 0 the 
formula reverts to the Cole-Davidson equation. Equally when β = 0 the equation reverts to the Cole-
Cole equation. 
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 Equation 2.8 
The complex plane plots as calculated from the formulas above demonstrate the effect of the 
different parameters  
 
Figure 2.5. Complex plane plots of Debye (a), Cole-Cole (b), Davidson-Cole (c) and Havriliak-Negami (d) 
relaxation types as calculated from the equations above [35]. 
Generally, the permittivity of a material decreases as a function of frequency but plateaus in a series 
of stages known as dispersions (Figure 2.6). Each step reflects the relaxation of different polarisation 
phenomena. 
 
Figure 2.6. Idealised dispersions of real permittivity associated with biological material [36]. 
Dielectric spectroscopy quantifies permittivity of the material in the complex form. The complex 
permittivity is composed of the real and imaginary permittivity represented by the equation 
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 Equation 2.9 
where ε* is the complex permittivity, ω is the angular frequency (ω = 2πf), σ* the conductivity and j 
represents the imaginary unit (j =    ). Conductivity is sometimes represented as ĸ. The real and 
imaginary parts of the complex permittivity relate to the energy stored and lost respectively. In an 
ideal relaxation process, ε’ will decrease as ε’’ peaks. This phenomenon can be seen in Figure 2.7 
[35]. 
 
log. frequency (Hz) 
Figure 2.7 a. Real permittivity and conductivity plotted against log. frequency. b. Imaginary permittivity plotted 
against log. frequency. 
The permittivity a material is more commonly quantified as the relative permittivity whereby the 
permittivity of the material is calculated relative to the permittivity of free space as below. 
 
  
   
  
  
  
             
  
    
     
   
Equation 2.10 
 
Where ε*r is the relative permittivity, ε0 is the permittivity of free space which is equal to 8.8541878 
x 10-12 F/m , ε’r is the real part of the relative permittivity and ε’’r is the imaginary part of the relative 
permittivity. 
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2.3. Dielectric spectroscopy 
Dielectric spectroscopy characterises the dielectric properties of a material under test (MUT) as a 
function of frequency. It is based upon the interaction of an externally applied electric field with the 
electric dipole relaxation moment of the MUT expressed in terms of real and imaginary permittivity. 
A wide variety of techniques have been developed that are based upon measuring the capacitance 
and conductance of the MUT as a function of frequency. The resulting dielectric spectra are 
interpreted to analyse and differentiate different MUT. The technique uses only a small amount of 
power in the microwave region (approx. 1 mW). It is therefore non-destructive and non-ionising. 
One method utilises a rectangular waveguide with the MUT inserted into the enclosed space. The 
waveguide is connected to the reflection and transmission ports of a VNA (Figure 2.8). The VNA 
generates a frequency sweep which passes to the antenna present in the waveguide. This converts 
the electrical signal into a propagating electromagnetic wave. Some of the wave reflects back to the 
source while the remainder transmits through the MUT and waveguide. When the material 
dependent cut-off frequency is reached, the wave will propagate through the MUT where it is 
detected by the second antenna and is returned to the VNA through its transmission port. The VNA 
displays the amount of the signal which is reflected as S11 parameters and transmitted as S21 
parameters which can be interpreted to calculate permittivity. The dielectric constant, dielectric loss 
and loss tangent of a MUT can be calculated using the following equations [11]. 
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Equation 2.12 
 
      
   
  
 
Equation 2.13 
Chapter 2 - Dielectric relaxation and electromagnetic theory 
40 
where ε’ and ε’’ are the dielectric constant and dielectric loss respectively, fc and fs are the resonant 
frequencies of the empty cavity and loaded cavity respectively, Vs and Vc are the volumes of the 
sample and cavity respectively and Qc and Qs are the quality factors of the empty cavity and the 
loaded cavity respectively. Although this method is relatively straightforward, it also has limitations. 
When materials with high losses are being measured, it can become difficult to correctly asses the 
cut off frequency of the waveguide due to so much of the signal being attenuated. Also, the 
assessment of permittivity is limited to the physical dimensions of the waveguide and therefore 
limited to a number of frequencies. 
 
Figure 2.8. Experimental setup of a rectangular waveguide and VNA. 
Another method used for measuring the electrical permittivity of a material is utilisation of an open 
ended coaxial cable or probe. The probe consists of an inner conductor and an outer conductor 
separated by a dielectric (Figure 2.9). 
Chapter 2 - Dielectric relaxation and electromagnetic theory 
41 
 
Figure 2.9. Schematic of a coaxial probe. 
The dielectric is usually constructed of a stable material such as borosilicate glass so as to avoid 
damage when measuring the dielectric characteristics of caustic or high temperature substances. 
When a signal is passed down the probe, an electric field is generated between the inner and outer 
conductor which propagates to the terminus. Inserting the MUT into the electric field changes the 
reflection coefficient of the signal from which the dielectric characteristics can be calculated using 
the equation below. 
 
             
           
          
 Equation 2.14 
where Y0 is the characteristic admittance of the probe  and Γ is the reflection coefficient. Permittivity 
may then be calculated from the equation 
                        
            Equation 2.15 
using a computational iterative procedure. It is important that the MUT is in full contact with the 
end of the probe so as no air gaps are present when a measurement is being performed. A number 
of commercially available kits are available to standardise this process such as the Agilent Dielectric 
Probe Kit (Agilent Technologies, USA) (Figure 2.10) [37-40]. 
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Figure 2.10. Agilent High Temperature Dielectric Probe. 
Although less standardised than waveguides and probes, resonant sensors present an attractive 
method for measuring a material’s dielectric characteristics. A resonant sensor is an antenna like 
structure whose impedance changes as the permittivity of the MUT changes. Some simple structures 
have mathematical models which determine the permittivity of an MUT at the resonant frequency. 
However, some resonant structures are too complex for a mathematical model to be formulated to 
calculate the permittivity of the MUT from the response of the resonant structure. In these cases, it 
is possible to estimate the permittivity from the sensor response using a calibration curve either 
utilising simulation software to identify a response which is associated with the permittivity of the 
MUT or similarly, use samples with known dielectric characteristics to compile the calibration curve. 
Although many configurations of resonant structures exist, a simple example of a resonant structure 
is a coplanar ring antenna. As the permittivity of the MUT increases, the resonant frequency of the 
ring decreases. With this simple configuration of sensor it is relatively simple to calculate the MUT 
permittivity from the response of the sensor using the formula below. 
    
 
        
 Equation 2.16 
where c is the speed of light, εeff is the effective permittivity, r is the ring’s outer radius and f is the 
resonant frequency of the structure. However, using this technique the permittivity is only able to be 
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calculated at the primary resonant mode. The methods above only represent some of the available 
dielectric sensors. All have advantages and disadvantages such as stability, ease of design and 
physical size. 
The microwave dielectric sensors developed in this research are electrically resonant. Resonant 
structures are very efficient at detecting tiny biological interactions [41, 42]. This is due to the 
inherent high quality factor yielding high resolution measurements [43]. 
2.4. Chapter 2 Summary 
The underlying theory and scope of the interaction of biological material and electromagnetic 
radiation in the microwave frequency range is discussed. The relevance of dielectric dispersions and 
how this is related to the chemical composition and structure of biological samples is also discussed. 
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Chapter 3. Literature review 
Sensors are devices that can measure a physical quantity and convert it into a form that can be 
interpreted by an observer or an instrument. This measurand may be converted into another 
physical property or into a signal that relates to the measured parameter. Sensors come in an 
enormous variety of forms. They appear in all manners and areas of life such as nature, domestic 
life, industrial applications and scientific research. Consider the eye which has evolved to gather 
electromagnetic radiation in the visible spectrum and convert it into an electrochemical signal in a 
nerve axon that directly relates to different frequencies of light. However, interpretations of 
brightness, temperature and humidity, for example, are subjective and can differ between 
individuals and so more precise methods of measuring were needed. Early sensing methods relied 
upon a physical change in a material relative to that of the property being measured were read out 
on an analogue scale. One example of this is the thermometer. Early methods in ancient Greece and 
later developed by Galileo Galilei linked the volume of air in an enclosed space acting upon a 
container of water to temperature [44]. This was improved into a device that linked the volume of 
mercury in an enclosed tube. One important development of sensors was the understanding that a 
scale linked to a standard was needed to compare independent measurements [45]. Two of the 
earliest temperature scales are Celsius and Fahrenheit which use the triple point of water and the 
freezing point of brine respectively as a standard on which to base the scale [46]. This allowed 
thermometer manufacturers and users to standardise temperature measurement allowing 
reproducibility, repeatability and standardisation to scientific and industrial processes worldwide; 
ultimately contributing to the progress of the industrial revolution. 
There is also need for criteria by which sensors are described and judged. These are made up of an 
array of calculated characteristics that relate to the performance of the sensor. This allows different 
sensors to be compared against each other, quantifying the suitability of the sensor when measuring 
the intended measurand [47]. These criteria include:- 
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 Sensitivity – is a measurement of how the sensor response changes as a result of how much 
the measured quantity changes. 
 Dynamic range - the maximum amount of analyte detectable minus the minimum amount of 
analyte detectable. 
 Precision - the ability of the sensor to reproduce the output value when the analyte is 
unchanged. 
 Resolution - the smallest change in analyte that causes a detectable change in output. 
 Accuracy - the greatest difference between the actual value and the measured value in 
relation to a known reference standard. 
 Linearity - measured as non-linearity is the deviation of the output response of the sensor 
across the range of measurable analyte concentrations. This deviation may change across the 
measurable range and can be quantified as a percentage of non-linearity. 
As the research addresses multiple sensing applications the project will incorporate research, 
methodologies and principles from a range of scientific disciplines including food science, 
pathological biochemistry, microbiology, electrical engineering and theoretical physics. 
3.1. Quantification of neutral lipids in biological cells 
Lipid is a term that encompasses an array of hydrophobic or amphiphilic molecules that include 
sterols, glyceride based molecules, fatty acids, waxes and vitamins [48]. However as glycerol based 
molecules are of primary interest to this work, lipids will be used to define triacylglycerols and their 
derivatives. The main biological functions of lipids are biological membranes, energy storage and 
signalling. Triacylglycerols are formed from a glycerol back bone ester bound to three fatty acids 
(Figure 3.1) while diacylglycerides have two fatty acid chains. Phospholipids incorporate a phosphate 
group and a simple organic molecule (Figure 3.1). Biological membranes are formed by the unique 
polarity of phospholipids while triacylglycerols are used for energy storage due to high energy value. 
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Figure 3.1. The chemical structure of triacylglycerol and phospholipids. 
Neoplasia, translated as “new growth” from Greek, is defined as the abnormal proliferation of cells. 
Neoplasia often initiates as damage to DNA which can occur as a result of many different routes (e.g. 
radiation, chemical, thermal). This has the effect of changing the sequence, structure and quantity of 
proteins that are synthesised from the DNA. The result is a modified biochemical pathway which 
interacts in an abnormal way with its intended or indeed unintended target. However, due to the 
tight regulation of cell proliferation and apoptosis, it may take up to 50 separate gene mutations to 
result in neoplasia. Consequently, cellular developments that lead to uncontrolled cellular 
proliferation are extremely complex and vary for each individual occurrence. 
DNA damage is considered to be the primary underlying cause of malignant neoplasms. DNA 
damage may arise naturally or through exposure to exogenous agents such as tobacco smoke, viral 
infections and UV radiation. This process may be compounded by deficient DNA repair genes which 
may be hereditary or damaged as above. When expression of DNA repair genes is diminished, 
damage accumulates in cells at an elevated rate than normal. This leads to an increase in cell 
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mutations which can affect potentially any signalling pathway altering cell phenotype, a number of 
which are shown in Figure 3.2. 
 
Figure 3.2. Molecular mechanisms of cancer. 
Once enough DNA damage has occurred further mutations are also likely due to genome instability. 
These further mutations can include chromosome rearrangement, alteration of nucleic acid 
sequences and chromosome addition/deletion. Neoplasia may also result from epigenetic 
modifications. These are alterations to cell genome that do not involve DNA nucleotide resequencing 
such as deficient DNA transcription proteins. 
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Neoplasm usually initiates with a mutation that inactivates tumour suppressor genes or over 
activation of oncogenes. Tumour suppressor genes inhibit cell survival and proliferation. Conversely, 
oncogenes promote cell growth and proliferation (Figure 3.3). 
 
Figure 3.3. Schematic of proliferative and apoptosis signal transduction pathways. 
Notably, a protein called tumour protein 53 (p53) is crucial to the regulation of the cell cycle as a 
tumour suppressor and has even been called “the guardian of the genome” [49]. p53 has the ability 
to activate DNA repair proteins, suspend the cell cycle and initiate apoptosis should the damage be 
beyond repair. Should the p53 gene (TP53) be damaged, tumour suppression will be significantly 
diminished. Inheriting a dysfunctional TP53 gene will likely result in the formation of neoplasia in 
early adulthood due to uncontrolled cell proliferation [50]. 
As genetic mutations accumulate the cells begin to behave in an abnormal manner having local and 
systematic effects. This is due to the competitive environment created by the uncontrolled 
proliferation of cells. As mutated cells compete for space and resources, any mutations that lead to a 
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competitive advantage over the other cells will become more prevalent as described in Darwinian 
evolution. This is called somatic evolution of cancer and leads to the development of “the hallmarks 
of cancer” [51]. These are:- 
1. Self-generated growth signalling 
2. Loss of sensitivity to anti-growth signalling 
3. Inability to complete apoptosis 
4. Limitless proliferation 
5. Sustained angiogenesis, and 
6. Tissue invasion and metastasis. 
Localised symptoms arise due to the mass of the tumour and/or its ulceration. As the tumour 
enlarges it may put pressure on surrounding tissues and organs, disrupting normal function. 
Ulceration occurs when the tumour breaks through normal layers of tissue causing an open wound 
which may involve the production of blood and pus which can further disrupt normal function. The 
tumour may then go on to displacing normal functioning cells from which the tumour originated. 
Systematic conditions originate either as abnormal signalling or metastasis. Abnormal signalling that 
has an effect that is not localised to the cancerous cells are called paraneoplastic syndromes. These 
are mediated by hormones or cytokines released by tumour cells or immune cells as a response to 
the tumour. The effects are extremely varied dependent upon the origin, site of gene mutation and 
level of metastasis. Hypercalcaemia is prevelant in lung, breast, renal and ovarian cancers due to the 
associated tumour excessively secreting parathyroid hormone-related protein (PTHrP) [52]. 
Polymyositis (inflammation of the muscle) occurs in non-Hodgkin lymphoma, lung and bladder 
cancers [53]. Polycythaemia (increased RBC blood volume proportion) develops in renal, cerebellar 
and hepatic cancers due to excessive production of the hormone erythropoietin [52]. 
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Systematic effects also occur in the form of metastasis, the spread of cancer from one site to 
another (Figure 3.4). Metastasis develops in a number of consecutive stages which leads to a 
malignant phenotype. This allows cells to enter and exit the circulatory system, known as 
intravasation and extravasation respectively. This means that metastasis is marked by the presence 
of circulating tumour cells which provides a diagnostic marker for cancer staging. When malignant 
cells extravasate they continue proliferating causing a secondary tumour made up of the cell type 
from the origin. Metastatic tumours of tend to seed particular organs of the body dependent on the 
origin due to the need for a location with similar characteristics. For example, colon cancer usually 
metastasises to liver while prostate has a tendency to metastasise to the bone. However, local 
lymph nodes are especially susceptible to secondary tumours. 
 
Figure 3.4. Stages of metastasis, Reduction of adhesion to neighbouring cells (a), migration of the cells through 
the stroma layer (b) and into the vessel (intravasation) (c). Metastatic cells may bind to vascular receptors (d) 
or bind to platelets (e) protecting them from the immune system. Metastatic cells then extravasate from the 
bloodstream (f) before adhereing to cells in the secondary site (g) [54]. 
Metastasis is very common in the later stages of cancer development. Cancer staging is assessment 
method used to classify the phase and extent of cancer progression. The tumour, lymph node and 
metastasis (TNM) staging system is a widely used assessment method. It may be based upon the 
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pathologic or clinical information defined by a small “p” or “c” before the stage code. This method 
uses the following criteria to classify development into codes such as pT2N1M0 or cT4N2M1. 
 T: mass and local invasion of the primary tumour 
o Tx – unable to evaluate tumour 
o Tis – tumour in situ 
o T0 – no signs of tumour 
o T1, T2, T3 and T4 – size and extension of primary tumour 
 N: the extent of spread to local lymph nodes 
o Nx – unable to evaluate lymph nodes 
o N0 - no signs of tumour cells in lymph nodes 
o N1 – regional lymph node metastasis 
o N2 – tumour spread to some non-local lymph nodes 
o N3 – tumour spread to numerous and distant lymph nodes 
 M: the presence of metastasis 
o M0 – no metastasis to distant sites observed 
o M1 – metastasis to distant organ beyond regional lymph nodes. 
This method is used by medical professionals to plan treatment, indicate prognosis, evalumate 
treatment and to compare cancers from different individuals. The criteria and classification has 
varied over time and is subject to change as in light of recent discoveries. It is managed by the 
International union against cancer (UICC) and the American joint committee on cancer (AJCC) [55]. 
The incidence of malignant neoplasms or cancer has continued to rise for the past four decades and 
significantly contributes to population morbidity and mortality [56]. Neoplasms occur when cell 
proliferation exceeds cell apoptosis (naturally initiated cell death) which results in the formation of a 
tumour or increased blood cell volume depending on the origin of the cancerous cell [57]. Tumours 
can be difficult to identify in the early phase due to being asymptomatic with noticeable symptoms 
not arising until later development [58]. The earlier a neoplasm is identified the less invasive, simpler 
and cheaper treatments become resulting in increased patient comfort and prognosis [59-66] 
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Although the benefits of detecting neoplasmic cells early are evident [64-70], current diagnostic 
processes can be expensive, invasive and may carry their own health risks. There are two main 
routes of cancer detection in the U.K. which comprise of health screening programmes (i.e. Breast, 
Cervical and Bowel) and referral by a health professional (e.g. General Practitioner, Dentist) [71]. 
Population screening has been extremely successful in lowering the incidence of late stage breast 
[72] and cervical [73] cancer but is restricted to detecting the specific type and site of cancer as well 
as requiring specialised facilities, laboratory, staff and transport. 
Breast screening comprises of women aged between 50 and 70 years old being invited to attend 
appointments for a mammogram every three years. A mammogram utilises X-rays to detect the 
presence of cancer in the mammary tissue. However, some growths are not detected by this 
method, particularly those that are less than 1cm in diameter and those located in the upper outer 
quadrant. The patient is also exposed to ionising radiation every three years which research suggests 
may itself induce cancer [74]. 
Cervical screening entails women aged between 25 and 64 attending appointments every three 
years up to the age of 49 and every five years thereafter. The test used is called a cervical smear, 
otherwise known as a Pap test, where cells are collected from the endocervical canal and sent to 
clinical laboratories for histopathological assays. It is estimated that screening has reduced breast 
and cervical cancer mortality rates by 30-40% [72] and up to 80% [73] respectively . 
Other than the established screening programmes, cancer detection can be an overdue procedure in 
that a patient will consult a GP about a condition that is already causing symptoms. The cancer may 
also be detected in the course of a patient being diagnosed or treated for an alternative clinical 
condition [71]. At this time the cancer may have progressed to a later stage cancer which in turn 
reduces quality of life and increased mortality for the patient, but also poses difficulties and added 
expense in treatment. 
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Figure 3.5. One year mortality rate (%) by detection route and age group. Breast cancer, England, 2007 [71]. 
This is demonstrated in Figure 3.5 which illustrates the one year survival rate of women diagnosed 
with breast cancer through a range of detection routes. As can be seen, the prognosis for breast 
cancer detected by screening is in stark contrast to those cancers diagnosed through emergency 
presentation. This is compounded by 23% of all cancers being detected through the emergency 
route, while only 3% are detected by screening programmes [71]. 
The proposed methodology will operate through the analysis of cellular lipid content, specifically 
neutral triacylglycerols stored within lipid droplets. Upregulated lipogenesis is a frequent phenotype 
of various neoplasmic cells. Increased lipid droplet formation has been described in several types of 
cancer including but not exclusively cervical [75], brain [76], and colon [77]. Although some aspects 
of lipid droplet biogenesis and formation remain in question, upregulation and modification of 
lipogenic enzymes and signalling proteins have been associated with the accumulation of newly 
formed lipids and consequently lipid droplets [78, 79]. Proteins and pathways which have been 
thoroughly established as being involved in neoplasmic development and progression localise in the 
membrane of lipid droplets indicating a role in intracellular signalling. Such signalling pathways 
include PI3K, ERK1, ERK2, p38, PKC and caveolin [80-82]. 
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The current methods for assessing the lipid profile of a cell or sample are lengthy, require specialised 
facilities and are subject to calculation induced error caused by some lipids being bound to proteins. 
The assay consists of hydrolysing the fatty acids from the glycerol back bone employing lipase 
enzymes. The resulting glycerol is then quantified using colourimetric assays whereby an enzyme, 
usually glycerol kinase or glycerol triphosphate oxidase, reacts with the molecule producing 
hydrogen peroxide. This combined with a peroxidise results in a measurable colour change [83]. 
However, the drawbacks of this method are the inclusion of any free glycerol molecules already 
present in the blood and the patient having to fast for up to 12 hours before the test [84]. It is 
currently employed as a marker of cardiovascular risk and metabolic diseases. Low density lipids 
(LDLs) and very low density lipids (VLDLs) can be calculated as a result of this and other tests. This 
test is currently the “gold standard” used in laboratories around the world and therefore is the 
benchmark to which the product of this research will be compared. 
Currently there are no point-of-care diagnostic assays that are commercially available to indicate 
neoplasmic growth. This research proposes a novel diagnostic strategy that can detect a tumour in 
the body from any origin which will be detailed below. 
The synthesis of neutral triacylglycerols can be formally divided into two phases. The first step 
involves the formation of diacylglycerols (Figure 3.6) while the second phase is an acylation reaction 
adding a fatty acid chain to DAG to form TAG (Figure 3.7). 
Acetyl-CoA and its derivative acyl-CoA are important coenzyme involved in the metabolism of cells. 
It is produced by aerobic cellular respiration and is fed into the citric acid cycle [85-87]. However, 
when there is a surplus of energy acetyl-CoA and malonyl-CoA are used to produce fatty acids [88]. 
Therefore these molecules serve as the crossroads between glucose derived metabolism and 
lipogenic pathways, i.e. synthesising triacylglycerols from blood sugars. 
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Figure 3.6. Pathways responsible for the formation of diacylglycerol. DAG: diacylglycerol; DHAP: 
dihydroxyacetone phosphate; FFA: free fatty acids; G3P; Glycerol-3-phosphate; lyso-PtdOH: lysophosphatidic 
acid; PL: phospholipid; X; alcohol molecule; Pi-X; alcohol phosphate [89, 90]. 
 
Figure 3.7. Synthesis and degradation of triacylglycerols. Diacylglycerol is acylated with either Acy-CoA or a 
phospholipid yielding triacylglycerol. Degradation of TAG yields free fatty acids (FFA) and DAG. 
Lipids contribute essential and varied functions in cells most obvious of which is energy storage and 
the principle constituent of cell membranes. It has been found that lipids play important roles in cell 
signalling. However, all of these roles are important to cells which undergo neoplasmic 
transformation, progression and metastasis. Under normal circumstances, most cells store small 
amounts of TAGs in organelles called lipid droplets (lipid bodies, adiposomes). Lipid droplets are lipid 
rich cytoplasmic organelles formed by neutral triglyceride centre encapsulated by a monolayer of 
phospholipids (Figure 3.8) [91, 92]. Lipid droplets are the main organelle involved in neutral lipid 
storage in eukaryotic cells and although nearly absent in most non-adipocyte cells, increased volume 
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and numbers of lipid droplets are observed in cancer cells in vitro and in vivo [77]. Pathways that 
regulate lipid droplet formation and their interaction with tumour development are currently under 
close examination. It was once thought that lipid droplets were to do with storage and lipid 
trafficking, it is now well established that lipid droplets are highly regulated organelles involved in 
cell proliferation, metabolism and neoplasmic processes. 
 
Figure 3.8. The structure and molecular composition of lipid droplets. Left, Fluorescent staining of a cell with 
triacylglycerols (red) and lipid droplet associated proteins (green). Centre, triacylglycerol core encapsulated by 
phospholipids monolayer and lipid droplet associated proteins. Right, triacylglycerol molecule. 
The prevailing hypothesis of lipid droplet formation is that they are derived from the endoplasmic 
reticulum (ER) (Figure 3.9). The process involves accumulation of neutral lipids within the lipid 
bilayer membrane of the ER before budding off into the cytoplasm surrounded by a phospholipid 
monolayer derived from the ER membrane [92-94]. In this process the lipid droplets incorporate 
proteins from the ER that lack trans-membrane domains [95]. 
A number of well-regulated signalling pathways have been linked to lipid droplet formation in 
neoplasmic cells. This is suggested by the induction of lipid droplets by cis-unsaturated but not 
triggered by saturated fatty acids indicative of formation involving more than incorporating 
exogenous lipids [96-98]. Moreover, stimulation with cytokines and hormones induces receptor 
mediated lipid droplet formation in the absence of exogenous lipids [99-103]. Inflammatory 
mediators such as platelet activating factor (PAF) acting via G-protein linked pathways are potent 
inducers of lipid formation [104, 105]. 
 
Chapter 3 - Literature review 
57 
 
Figure 3.9. Budding model of lipid droplet formation [106]. Neutral lipid anabolic enzymes localise in the 
endoplasmic reticulum (ER) (A). TAGs and sterol esters accumulate between the phospholipid bilayer (B). This 
forms micro-droplets (C, D) which bud off when a critical mass is reached (E).  
Due to cellular mutations and/or abnormal cell to cell signalling, the metabolism of the cell is altered 
resulting in TAGs being accumulated in lipid droplets [107-110]. Depending on the mutations that 
lead to neoplasm, a lipid droplet can constitute a significant sum of cell volume. Hence, the cell 
concentration of TAG is an excellent indicator or biomarker of cell metabolism and proliferative 
state. Lipid droplet accumulation also occurs in a range of cells that relate to specific conditions of 
infection, inflammation and metabolic diseases which increases the possible scope of the research in 
diagnostic applications [111]. 
Upregulated lipogenesis is a frequent phenotype of various neoplasmic cells. Increased lipid droplet 
formation has been described in several types of cancer including but not exclusively cervical [75], 
brain [76], and colon [77]. Although some aspects of lipid droplet biogenesis and formation remain 
in question, upregulation and modification of lipogenic enzymes and signalling proteins have been 
associated with the accumulation of newly formed lipids and consequently lipid droplets [78, 79]. 
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The specific function of lipid droplets in cancer is closely linked to the proliferation and metabolism 
of a cell. A number of signalling proteins have been found to collect within lipid droplets suggesting a 
clear role for this organelle as a site of intracellular signalling. Moreover, proteins and pathways 
which have been thoroughly established as being involved in neoplasmic cell transformation, 
development, progression and metastasis localise in the membrane of lipid droplets indicating a role 
in intracellular signalling. 
Such signalling pathways include PI3K, ERK1, ERK2, p38, PKC and caveolin [80-82, 112-114]. The MAP 
kinases ERK1, ERK2, and p38 are crucial enzymes in the activation of cPLA2, the enzyme that 
exclusively hydrolyses arachidonic acid from glycerophospholipids. The close proximity of ERK1, 
ERK2 and cPLA2 on lipid droplets may contribute to efficient phosphorylation in response to stimuli 
[115]. PI3K regulatory and catalytic subunits are also compartmentalised to lipid droplets in 
lymphoma cells and neutrophils [80]. Although more research is needed on the precise role of 
kinases present in lipid droplets, the available evidence indicate kinase mediated signalling on lipid 
droplets is active in neoplasmic cells. 
Lipid droplets have also been implicated as sites of ribosomal translation and protein synthesis 
involved in the regulation of neoplasmic cells [116-118]. Ribosomes were found to be present within 
the neutral lipid core in human lymphoma, neutrophils and eosinophils [116]. Proteomic analysis of 
lipid droplets has also identified translation initiation factors in a hepatoma cell line [119]. 
Early insights into the role of lipid droplets in cell proliferation were provided by studies into yeast, 
suggestive of a direct link between cell cycle regulation and lipid droplet formation indicating cyclin-
dependent phosphorylation of tgl4 mobilising lipid droplets to participate in membrane synthesis 
[120]. This research takes advantage of the lipid metabolism pathways of cancer cells and rapidly 
proliferating yeast cells being significantly comparable [121-124]. The six original hallmarks required 
for a normal cell to transform into a cancerous cell were discussed earlier in this section. In the latest 
revision of their work, the authors expanded the list of required modifications for cancer 
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development [125]. These are the ability to evade the immune system, chromosome abnormalities, 
inflammation and of significance to this research abnormal metabolic pathways. 
In both yeast and mammalian cells glucose uptake is an important control step of glycolytic pathway 
[126]. In vivo, glucose is one of the main substrates consumed by tumours [127]. This is caused by 
the overexpression of glucose transporters within the lipid bilayer membrane. Accordingly, the 
genes coding for glucose transporters (GLUT1 and GLUT3) have been found to be overexpressed in 
tumour cells [128-130]. Yeast cells in their natural environment are subjected to fluctuations of 
glucose concentration. As a consequence they’re glucose transporter expression profile must be 
highly adaptable in response to glucose availability [131]. In conditions of low availability only high 
affinity forms of glucose transporter are expressed, while low affinity forms are expressed as 
availability increases [132]. By controlling the glucose concentration in vitro, yeast cells can be 
manipulated to mimic tumour glycolytic pathways [133, 134]. Glycolysis provides the precursors for 
many pathways in yeast and tumour cells supporting proliferation including glycerol for 
triacylglyeride synthesis [135]. 
Pyruvate metabolism is a substrate in oxidative and fermentative pathways in eukaryotic cells. This 
intermediate can be reduced, oxidised, undergo carboxylation or decarboxylation. The inhibition of 
pyruvate oxidation in yeast cells may be used to explain glucose induced repression of oxidative 
metabolism [136] and model the Warburg effect in tumour cell [137]. 
The lipid content of cells can be used as a marker pertaining to cell and systematic pathology [111]. 
Accumulation of lipid droplets within specific cells of the body is repeatedly observed in non-
adipocytic cells such as leukocytes (white blood cells), epithelial cells and hepatic cells in neoplasmic 
(cancerous), infectious and inflammatory conditions. 
A test apparatus that could rapidly quantify the lipid droplets in specific isolated cells and is cost 
effective might be used to reveal conditions that would previously have been missed by current 
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pathological examinations. In recent years, there has been a shifting priority toward early detection 
of neoplasmic conditions through screening programs and public awareness of detectable signs and 
symptoms. There is a great deal of evidence which stresses the importance of early cancer detection 
or ‘down-staging’ in the eventual prognosis and survival rate of such conditions [58, 138-140]. In 
addition to the benefit to patient prognosis, the financial implications of early detection and 
treatment have also been found to be beneficial to the efficiency and cost of a nation’s healthcare 
and healthcare insurance sectors [141-143]. 
The proposed system uses microwave dielectric spectroscopy at microwave frequencies to 
distinguish cells based upon the dielectric characteristics of cells which changes due to biochemical 
and structural variations which can be linked to specific cell phenotypes. The specific phenotype of 
interest in this research is that of lipogenic cells which has the effect of increasing cell size, lipid 
bilayer membrane surface area, neutral lipid concentration and lipogenic protein expression. These 
compositional and structural differences affect the amount of energy that can be temporarily stored, 
defined as capacitance, in the sample when a non-uniform electric field is applied. 
This research project proposes a novel approach to differentiate biological cells based upon the total 
concentration of lipids held within organelles called lipid droplets. Lipid accumulation within cells is 
significant as it may serve as a marker pertaining to the metabolism and oncologic state of the cell 
and organism. This is accomplished through the use of sensors which emit electromagnetic radiation 
in the radio frequency and microwave frequency ranges. The electromagnetic fields interact with the 
biological cells yielding a measurable result. Experiments conducted so far have indicated that 
solutions of numerous different lipid suspensions at different concentrations can be differentiated 
based upon the dielectric characteristics of the sample. The research is currently progressing to 
miniaturise and incorporate the sensor into a test bed which allows cell samples in microtitre plates 
to be assessed. The capabilities of different sensors to differentiate cell samples can then be 
assessed and compared in a stable and repetitive method. Furthermore, a specific type of cell may 
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be isolated from samples using antibodies which are immobilised on the microtitre well internal 
surfaces. This progressively works towards the overall aim of producing a method that can isolate 
specific cells from blood samples which can then be assessed to serve as a detection tool for 
neoplasia. There is also scope for the technique in assessing numerous other cells that are 
associated with a disease state. Another aspect open to this research is a dielectric study of the 
specific cell types that are to be tested. This will aid in the design of the sensor, ensuring the 
frequencies the senor is sensitive to is also selective to the cellular characteristic that is to be 
measured. 
The aim of this research is to design, implement and incorporate a sensor capable of differentiating 
neoplasmic and lipid accumulating cells from nominally functioning biological cells based upon the 
amount of lipid accumulated by biological cells. Lipid accumulation is significant in disease states as 
research has revealed some types of neoplasia to induce the expression of genes which increase the 
amount of lipids stored by cells [111, 144, 145]. This research proposes that lipid accumulation 
within cells may be used as a metabolic marker and therefore analytical tool for the detection of 
cancer. The methods used for detecting such characteristics are electromagnetic sensors within the 
microwave and radio frequencies range. This sensor will then be incorporated into a working 
methodology that may be easily tailored for point-of-care settings. 
3.1.1. Considerations of detecting neoplasmic growth using dielectric spectroscopy 
Dielectric spectroscopy analysis of cellular material is dependent upon polarisation processes that 
occur across a frequency range of Hz up to the lower THz region (Figure 2.6). Biological cells exhibit a 
characteristic decrease in permittivity as a function of increasing frequency known as dispersions 
[36, 146-149], details of which are noted below. 
 α dispersion is related to the adjacent flow of ions across the cell surface. 
 β dispersion (also known as interfacial or Maxwell-Wagner interaction) is associated with the 
build-up of ions at the cell surface leading to polarisation across cell membranes. 
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 δ and γ dispersions are associated with molecular and sub-molecular rotations, predominantly 
bound and unbound water. 
Dielectric spectroscopy techniques differentiate biological cells based upon dispersions occurring at 
shifted frequencies dependent on biological characteristics, such as cell morphology and 
composition. An increase in organelle size or numbers will result in increased membrane surface 
area, increasing the polarisable material susceptible to Maxwell-Wagner polarisation. In addition, 
compositional variations of ionic and water content of the cytoplasm will cause variation of 
relaxation frequencies. Many different dielectric spectroscopy techniques have been developed in 
an array of cancer diagnostic applications. 
The appeal of dielectric spectroscopy as an analytical tool has resulted in a plethora of medical 
applications. The approach varies dependent on the site and type of cancer from characterising 
isolated individual cells to non-invasive in-vivo imaging techniques [150-152]. One of the most 
promising applications of dielectric spectroscopy the author has encountered presents a novel 
method for malignancy of the mammillary tissue or breast cancer [151]. The method generates 3D 
risk maps generated using a machine learning method. This approach uses a transmitter of 16 mm2 
located on the surface of the skin propagating a signal frequency of 6 GHz (Figure 3.10). A grid of 16 
(4 x 4) receivers were arranged and located 3 mm above the skin which are used to gather the 
transmitted signal. Utilising a computational support vector machine classification technique a risk 
probability map is generated from the complex amplitude of the electric field intensity as 
demonstrated in Figure 3.11. 
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Figure 3.10. The configuration of a transmitter and receivers on the breast tissue. The patient is in the supine 
position [151]. 
 
 
Figure 3.11. Risk probability maps generated using the SVM microwave approach. The actual tumour location is 
outlined with a white square [151]. 
Probability maps demonstrate that the region around the tumour location can be clearly 
differentiated from unaffected mammary tissue using this approach.  
Techniques have been developed to detect, differentiate and determine the contents of cell samples 
based upon their electrical characteristics. Electric substrate impedance sensing (ESIC) is a method 
used to determine the phenotype of cells. In ESIC, cells adhere and spread across electrodes. This 
forms an insulating layer that inhibits the flow of current from the electrode to the suspending 
media. Confluent cell layers fully insulate the electrodes forcing the current to flow through the cells 
revealing information about the cell membrane and cytoplasm [2]. 
ECIS has been used to identify osteogenically differentiated mesenchymal stem cells in 2D and 3D 
cultures [153]. In the 2D cell culture methodology, stem cells are cultured directly upon electrodes 
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linked to an impedance analyser (Figure 3.12). The electrodes were pre treated with foetal bovine 
serum for 2 hours to improve cell adhesion. Cells were analysed between the frequency range 100 
Hz to 1 MHz after 4 days of culturing. 
 
Figure 3.12. Experimental setup for monitoring 2D cell layers (A). Schematic drawing of direct electrode cell 
interaction (B) [153]. 
 
Figure 3.13. Resistance of differentiated (blues) and non-differentiated (red/orange) mesenchymal cells as a 
function of culture time. The differentiation to osteogenic cells is highlighted by the blue arrows [153]. 
 
The second approach formulated by Hildebrandt, C. et al involves analysing the cells in a 3D matrix 
contained within a fluidic cell as seen in Figure 3.14. The main part of this apparatus is a glass 
capillary tube (300 µm diameter) with integrated electrodes at each capillary end. 8 randomly 
selected cells for each condition (osteogenic, non-differentiating and necrotic) are precisely 
positioned within the capillary tube suspended in culture media using a cell tram pump. The 
electrodes are connected to an impedance analyser generating a signal in the frequency range from 
100 Hz to 1 MHz. 
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Figure 3.14. Capillary based microfluidic cell for impedance measurement with integrated electrodes (A). 
Schematic drawing of capillary measurement setup [153]. 
The impedance of osteogenic differentiated cells was significantly higher than that of non-
differentiated and necrotic cells especially in the lower order frequencies. At frequencies around 100 
kHz there is no significant difference between non-differentiated and necrotic cells (Figure 3.15).  
 
Figure 3.15. Impedance spectra of osteogenic stem cells (blue), non-differentiated cells (red) and necrotic cells 
(yellow) with standard deviation error bars [153]. 
 
This paper has shown that cells of different phenotype can be differentiated by their electrical 
characteristics. The experimental apparatus also demonstrates that dielectric spectroscopy is a 
suitable method for non-invasive continuous cell differentiation. 
Ron, A. et al. utilised a Teflon substrate oblong parallel plate capacitor (15 x 10 mm) with a 
separation of 5mm which enclosed the cell samples [154]. A guard electrode charged with the same 
potential as the fed electrode was employed to cancel out the effects of stray capacitance between 
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the two measurement electrodes. Dielectric measurement between the electrodes was conducted 
using an impedance analyser over a frequency range of 100 Hz up to 100 MHz. This electrode 
arrangement was used to monitor the effect of cell membrane binding molecules lectin and SEC13 
on MBA and MDCK cells. Cells were cultured in a Dulbecco’s Modified Essential Media (DMEM) 
supplemented with serum and antibiotics at a temperature of 37 °C in 5 % CO2. 
Figure 3.16 show the dielectric spectra of MBA and MDCK cells treated with lectin and SEC13 
respectively. SEC13 stimulates an increase in cytoplasmic protein while lectin binds to the surface of 
the cell membrane. This induces a change in the conductivity of the cell cytoplasm and the 
permittivity of the cell membrane respectively. This is evident in Figure 3.16 (a) where the dielectric 
constant for lectin treated cells is higher than that for non-treated cells which is concurrent with an 
increase in capacitance. Figure 3.16 (c) demonstrates a higher conductivity for cells treated with 
SEC13 than those which have not. Therefore this experiment has confirmed that both cell 
membrane permittivity and cytoplasmic constituents affect the dielectric characteristics of the 
sample which can be detected using dielectric spectroscopy. 
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Figure 3.16. The spectra for MBA and MDCK cell suspensions. (a) Dielectric and conductivity of MBA and MBA-
lectin suspensions. (b) Spectra of MDCK and MDCK-SEC13 suspensions. (c) High frequency spectra of MDCK and 
MDCK-SEC13 suspensions. (d) Loss spectra of MBA and MBA-lectin suspensions. (e) Loss spectra of MDCK and 
MDCK-SEC13 suspensions [154]. 
Dalmay, C et al. [41] use dielectric spectroscopy at microwave frequencies to distinguish between 
different cell types. Due to the resonant nature of the sensor, it is highly efficient at detecting tiny 
biological interactions. The experimental device is composed of a two half wavelength planar micro-
strip resonators coupled together through interdigitated comb capacitor (Figure 3.17) which may be 
electrically modelled as an RLC circuit (Figure 3.18). 
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Figure 3.17. Two pole filter based EM biosensor configuration [41]. 
 
Figure 3.18. Electrical model of the sensor configuration [41]. 
This configuration is inspired by a two pole filter topology resulting in S-parameters that resemble 
that of a series RLC circuit filter (Figure 3.19). This configuration also results in the propagation of 
two semi quasi resonant modes. One which is sensitive to perturbations of cells within the coupling 
area (14.5 Ghz) and the other which is insensitive that can be used as a reference mode (16.5 GHz). 
 
Figure 3.19. The S-parameters (S11 and S21) of the filter based EM sensor. Note the effect of capacitive loading 
(a) and resistive loading (b) on the sensitive mode (14.5 GHz) and the insensitive mode (S21) [41]. 
The frequencies of the two modes were calculated from Equation 3.1 and Equation 3.2 below. Due 
to the propagation of the two different modes, resonance occurs at slightly different frequencies. 
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The first mode mainly relies on electric coupling through the coupling region while the second 
couples through mutual inductance. It is this that makes the second mode insensitive due to 
biological samples having relatively low permeability. 
 
    
 
           
 Equation 3.1 
 
    
 
         
 
Equation 3.2 
where fm is the magnetic coupling mode, fe is the electrically coupling mode, Cv is coupler 
capacitance and M is mutual inductance. 
The configuration was fabricated on a fused silica substrate for its low loss properties and 
transparency to visible light allowing optical observation of cell deposition. The electrodes were gold 
plated due to its biocompatibility and low loss performance in the GHz frequency region. The 
electrodes were patterned using a Cr/Au electroplating technique. Su8 photoresist is used to create 
a a chamber on top of the interdigitated capacitor ensuring the cells only adhere in areas where the 
electric field is uniform (Figure 3.20). 
 
Figure 3.20. Individual cells deposited in the interdigitated capacitor coupling region of the sensor. Simulation 
of the sensors indicates the region of uniform electric field [41]. 
The experimental apparatus was applied to distinguish adhering tumourous glial cells and non-
adherent stem cells. This means that the glial cells will adhere and grow on the biosensor contrary to 
stem cells which require to be fixed to the coupling area. To avoid the high losses associated with a 
cell culture media, measurements were conducted with the media removed in open air. However , 
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this presented difficulties in making time stable, reproducible measurements. To solve this  cells 
were fixated a low concentration paraformaldehyde solution (4 %). This fixation step freezes the 
cells in a stable state for the measurement duration. Figure 3.21 demonstrates the effect of loading 
the sensor with a single glial cell with the reflected sensitive peak shifting 20 Mhz with 0.5 dB 
attenuation. Figure 3.22 show the result of fixating stem cells onto the sensor resulting in a 100 MHz 
shift and 0.5 dB attenuation. 
 
Figure 3.21. Measured S-parameters spectra for unloaded and glial cell loaded sensor [41]. 
 
Figure 3.22. Measured S-parameters spectra for before and after fixed stem cell deposition [41]. 
Although the cell lines used in this experiment cannot be directly compared it nevertheless confirms 
that non-invasive dielectric spectroscopy is a viable method for distinguishing cells physiological 
state. This paper also shows that dielectric spectroscopy at microwave frequencies can be applied to 
differentiate biological samples. However, this paper interestingly suggests that RLC microwave 
resonant filters can be utilised as functional high sensitivity sensors. 
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One interesting application uses dielectric spectroscopy to analyse the quality, quantity and motility 
of sperm [155]. The authors utilise a rectangular cavity coupled with the small perturbation 
technique to analyse the dielectric characteristics of sperm samples at approximately 2.4 GHz. They 
found that the conductivity of semen increases as a function of frequency indicating the samples are 
lossy at higher frequencies (Figure 3.23). The conductivity is also greater for high motile samples of 
sperm and lower conductivity for dead sperm samples. 
 
Figure 3.23. Measured conductivity of sperm samples at 3 different frequencies in the MHz range [155]. 
This paper effectively demonstrates that physical characteristics can be deduced from the dielectric 
characteristics of the sample. 
3.2. Differentiation of edible vegetable oils 
It was identified through journal and news articles that there is a need for a fast and cost effective 
method for olive oil quality verification in the food industry. Olive oil production has significant 
economic importance for Mediterranean and other olive oil producing countries. For example, in 
2009 Greece produced 370,000 tons of olive oil worth an estimated 800 million Euros [156]. The 
International Olive Council has established quality standards to which olive oil must meet and in turn 
monitor occurrences of adulteration [157]. The European Union (EU) has also defined specific 
criteria for categorising olive oils and for assessing quality. Extra virgin olive oil must be extracted by 
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purely mechanical means without refinement and with a free acidity not exceeding 0.8 % v/v. 
Because of the high market value of extra virgin oil adulterants such as seed oils (corn, sunflower, 
rapeseed, soybean and walnut) and low quality olive pomace oils are added to increase yield [158-
160]. The practice became so endemic in the late 1990s that a specialised task force was established 
by the EU anti-fraud office [161] with one EU official commenting that olive oil adulteration is 
“comparable to cocaine trafficking, with none of the risks” [162, 163]. At the 2012 meeting of the 
Agriculture Council of the EU, an action plan for the olive oil production and supply chain within the 
EU was agreed [164]. As part of this action plan, the implementation of strict anti-fraud controls that 
required specific tests to be conducted assessing the quality of olive oils was reinforced. The “global 
method for the detection of extraneous vegetable oils in olive oils” as specified by the International 
Olive Council [165] and sanctioned by the EU [164] is achieved using gas chromatography and liquid 
chromatography. 
These expensive analytical techniques make extensive use of reagents; require specialised facilities 
such as laboratories and a number of trained personnel. Crucially, analysis cannot be carried out in-
situ resulting in a delay in ascertaining the quality of the olive oil. The EU action plan for the olive oil 
sector addresses these issues by requiring the inclusion of research programmes which facilitate the 
detection of olive oil adulterants [164]. It is therefore evident that there is a demand for alternative 
measures of olive oil quality to supplement the established detection methodologies which can 
affordably be incorporated into the olive oil production and supply chain. 
Olive oil and vegetable oil are predominantly composed of a category of lipids called triacylglycerols. 
Lipids are a broad group of naturally occurring hydrophobic and amphiphilic molecules. 
Triacylglycerols are formed from a glycerol back bone ester bound to three fatty acids (Figure 3.24). 
The glycerol backbone is a small polyol molecule having three hydroxyl groups (OH) which may react 
with the carboxyl groups (COOH) of three fatty acids to form triacylglycerols. Fatty acids are carboxyl 
acids with different lengths of long amphiphilic tails composed of an even number of carbon atoms 
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[166-168]. The covalent bonds between carbon molecules may either be saturated (single bond) or 
unsaturated (double bond). Additionally, there may be a single or multiple double bonds present in 
the amphiphilic chain called mono-unsaturated and poly-unsaturated respectively. This leads to a 
wide variation of possible fatty acids and an even wider range of triacylglycerols. An example of a 
saturated (stearic acid), mono-unsaturated (oleic acid) and poly-unsaturated (linoleic acid) are given 
in Figure 3.24. 
 
Figure 3.24. A triacylglycerol molecule composed of a glycerol backbone esterified to three fatty acid chains. 
Triacylglycerols derived from different plants contain different varieties of fatty acids in different 
combinations and positions on the triacylglycerol molecule. Olive oils are predominantly composed 
of oleic and palmitic acids while sunflower oils are primarily composed of linoleic acids. A detailed 
list of vegetable oil composition may be seen below in Table 3.1 [169]. 
TABLE 3.1. FATTY ACID COMPOSITION OF VEGETABLE OILS AS DETERMINED BY LEE ET AL. [169] 
 Fatty acid composition (%) 
Vegetable Oils Palmitic 
C16:0 
Stearic 
C18:0 
Oleic 
C18:1 
Linoleic 
C18:2 
Linolenic 
C18:3 
Olive Oil 10.60 - 12.84 2.98 – 3.66 73.60 – 74.86 10.12 – 10.21 0.46 – 0.67 
Rapeseed Oil 3.98 – 4.78 2.02 – 2.50 60.43 – 61.24 20.63 – 23.27 9.50 – 11.65 
Sesame Oil 8.72 – 11.67 4.69 – 5.23 36.00 – 39.12 45.80 – 47.77 0.32 – 1.51 
Soybean Oil 7.00 – 10.15 1.86 – 4.07 25.47 – 58.91 22.80 – 52.35 8.83 – 9.43 
 
HPLC and other chromatography techniques used in the EU to assess the quality of olive oil is able to 
detect the presence of high linoleic vegetable oils such as soybean, rapeseed and sunflower oil. 
Some high oleic oils such as hazelnut and olive pomace oil are also detectable using this method. The 
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detection range depends upon the type of olive oil and adulterant vegetable oil. However, the 
technique is unable to identify the adulterant oil only indicating if the olive oil is genuine [165]. 
The oil is first purified using solid phase extraction on silica gel cartridges. The composition of 
triacylglycerol is determined by reverse phase high performance liquid chromatography (HPLC) with 
propionitrile as the mobile phase. HPLC differentiates fatty acid species based upon the length and 
polarity of their amphiphilic chains. Fatty acids species are then detected using a refractive index 
detector. The second analytical technique firstly involves preparing fatty acid methyl esters (FAMEs) 
by methylation by cold solution of potassium hydroxide in methanol. The esters are then analysed 
by capillary gas chromatography using high polar columns using the same principle as HPLC. The 
theoretical composition of the triacylglycerol is calculated from the fatty acid composition using a 
computer program. Several algorithms are generated from theoretical and empirical HPLC and LC 
triacylglycerol compositions which are then compared to a database of genuine olive oils. 
Numerous novel analytical methods have emerged which supplement the detection of olive oil 
adulteration in the production and supply chain such as nuclear magnetic resonance (NMR) [170-
174], infra-red (IR) [175-177], ultra-violet (UV) [178-182], Raman spectroscopy [183-186] and more 
recently genetic evaluation of the oil using polymerase chain reaction (PCR) analysis [187-191]. 
NMR spectroscopy has been used to detect and quantify adulterants of olive oil. Šmejkalová et al. 
apply NMR spectroscopy to measure the diffusion coefficient of various olive, sunflower, soybean, 
hazelnut and peanut oils (Figure 3.25). The minimum amount of hazelnut and peanut oil 
adulteration that could be detected was 30 % while adulteration by sunflower and soybean oil was 
detected as low as 30 % [174]. 
IR spectroscopy has also been applied to detect adulterants in olive oil. The differing chain length 
and positional patterns of fatty acids of triacylglycerol molecules are reflected in the absorbance of 
IR wavelengths of electromagnetic radiation [176]. Tay et al. describe the use of mid-infrared to 
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differentiate extra virgin olive oils from other vegetable oil (Figure 3.26) [192]. Furthermore, Maggio 
et al. utilise mid-infrared to quantify the concentration of vegetable oil adulterant in extra virgin 
olive oils (Figure 3.27) [176]. 
 
 
Figure 3.25. NMR spectra of extra virgin olive oil (EVOO), hazelnut oil (HO), peanut oil (PO), sunflower oil (SuO) 
and soybean oil (SoO)at 900 MHz [174].  
Fluorescence spectroscopy has been used to differentiate virgin olive oil from other vegetable oils. 
This technique analyses the intensity of fluorescence of triacylglycerol molecules when excited by 
electromagnetic UV light [179, 193]. Plotting fluorescence intensity as a function of excitation 
frequency resulted in a characteristic spectrum for each vegetable oil (Figure 3.28.). 
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Figure 3.26. IR spectra of extra virgin olive oils and vegetable oils [192] 
 
Figure 3.27. IR spectra of extra virgin olive oil samples with 0, 10, 20 and 40 % of high linoleic sunflower oil, 
canola oil, pomace olive oil and high oleic sunflower oil [21]. 
However, NMR spectroscopy is expensive, time consuming with the results needing a significant 
amount of interpretation. Despite IR spectroscopy being relatively cheap and easily adapted to 
different applications, it requires extensive sample preparation limiting the ability to be incorporated 
into online analysis. UV is ionising radiation which requires specialised UV light sources, UV 
transparent sample holders and cannot differentiate substances if they absorb similar wavelengths. 
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Figure 3.28. Fluorescence spectra of virgin olive oil (A), olive pomace oil (B), corn oil (C), sunflower oil (D), 
soybean oil (E), rapeseed oil (F) and walnut oil (G) [179]. 
Raman spectroscopy utilises laser light that interacts with the electron clouds of atoms present in 
the material which results in the detected energy of the laser light being shifted. When applied to 
olive oil adulteration detection, the technique is focused upon a band of 1441 cm-1 which is 
equivalent to that of the normalised vibration band of CH2. Raman spectroscopy is a promising 
technique as it is simple and does not require any sample processing [194]. 
Utilisation of PCR analysis detects variations in both coding and non-coding regions of DNA 
originating from both the nucleus and chloroplast. Several papers document how to fingerprint olive 
oil DNA, determining its origin [195-200]. The presence of adulterants was assessed by Wu et al. 
with an olive oils specific gene coding for the membrane intrinsic protein PIP [201]. Zhang et al. 
found that the gene MT3-B can differentiate olive oil from palm oil [202]. However, it was Spaniolas, 
Bazakos, Awad and Kalaitzis who identified a highly polymorphic region of chloroplast gene trnL 
intron that can differentiate eight of the ten oil-producing species [203]. This lab-on-a-chip system 
combined PCR analysis with a capillary electrophoresis technology enabling onsite detection of 
adulteration. Wu et al. uses a similar combination of PCR and capillary electrophoresis to 
differentiate DNA profiles of seven oil species [204]. Despite the technique being extremely 
sensitive, precise and specific, it requires sample preparation and expensive reagents. 
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Dielectric spectroscopy has emerged as a non-destructive, relatively cost effective, portable method 
of detecting vegetable adulterants in olive oil. The electronics and data handling hardware can easily 
be incorporated into a handheld device that can rapidly and effectively differentiate oils based upon 
their dielectric characteristics. This part of the research will focus on developing a sensor capable of 
detecting the standard of olive oils and differentiating different vegetable oils that could be 
incorporated into a handheld device. 
3.2.1. Considerations of detecting adulterants in olive oil using dielectric spectroscopy 
Dielectric spectroscopy provides a rapid non-destructive analytical technique based upon the 
dielectric response of the material to electromagnetic fields. The convenience of the method in this 
regard has lead to its application in evaluating food quality, notably quantifying food moisture 
content [205-207]. Several methods relating the dielectric properties of a food to compositional 
variations in the molecular structure have been developed [208-210]. 
Ragni et al. (2012) describe a capacitive instrument consisting of a variable capacitor used as a probe 
to determine the water content of olive oils [211]. The capacitive probe is a modified variable plate 
capacitor consisting of 22 interacting plates which can be manually rotated as to modify the total 
plate surface area of the capacitor (Figure 3.29). Measurement of the capacitance of the oil was 
carried out at 500 Hz, 2 kHz, 8 kHz, 32 kHz, 128 kHz and 512 kHz. The capacitance was then 
calculated using Error! Reference source not found.. 
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Figure 3.29. Variable plate capacitor and instrumental setup of the olive oil water content methodology [211]. 
 
Figure 3.30 shows the linear relationship between water content and capacitance of the olive oils. R2 
values representing linearity was calculated at 0.818. Figure 3.31 details the correlation between 
monounsaturates of the oil and calculated capacitance with a R2 value of 0.627. 
 
Figure 3.30. Correlation between capacitance and water content at 8 kHz [211]. 
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Figure 3.31. Correlation between mono-unsaturated fatty acids and capacitance at 2 kHz [211]. 
The paper demonstrates that capacitive techniques are capable of calculating extremely low 
moisture content of olive oils (0.03 – 0.13 %) and the monounsaturated fatty acid composition at 
frequencies in the low kHz region (2 and 8 kHz). This could potentially be used as a method for olive 
oil adulteration detection. 
Cataldo et al. (2010) detail a probe which mimics a coaxial cable that is filled with oil as the dielectric 
material that operates a frequency of 1 GHz [212]. The probe is fabricated out of brass with 
dimensions chosen resulting in a characteristic impedance of 50 Ω so as to minimise impedance 
mismatch (Figure 3.32). Measurements are performed using time domain reflectrometry (TDR). In 
this way, reflected power resulting from impedance mismatch is recorded as a function of time 
instead of frequency. The authors suggest that this reduces the cost and size of the measurement 
and analysis circuitry. 
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Figure 3.32. Configuration of the coaxial probe and experimental setup [212]. 
Figure 3.33 shows the S11 parameters of olive and castor oils. The relaxation frequency was 
calculated for each oil which is presented in Figure 3.34. 
  
Figure 3.33. Comparison between the reflected s-parameters of olive oil (left) and castor oil (right) [212]. 
The authors attribute the dielectric response of the oils to the acidity and therefore quality of the oil. 
In this way adulterants of olive oil may be identified. However, the probe construction represents a 
significant cost due to being made of copper and the system in its current state cannot be 
incorporated into an inline monitoring system. 
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Figure 3.34. Comparative results of averaged values for relaxation frequencies of vegetable oils with error bars 
(95 % confidence level) [212]. 
3.3. Detection of disease states in cattle by quantification of blood serum lactate 
Domesticated cattle or Bos primigenius are bred and reared as livestock for dairy products, meat and 
traditionally as draft animals. Beef and dairy exports can constitute a significant amount of GDP for 
countries with a climate that can sustain pasture for cattle grazing. For example, New Zealand 
exported dairy products to the value of 8.38 billion New Zealand dollars from approximately 4.2 
million dairy cows in the year ending June 2007 [213]. There were a further 4.39 million beef cattle 
in the same year. The profitability of this agricultural economy is heavily dependent on maintaining 
healthy and disease free animals. For example, in the 2001 foot and mouth outbreak in the United 
Kingdom, over 4.2 million cattle were slaughtered for disease control purposes causing a 60 % fall in 
revenue for the UK agricultural sector [214]. Real time monitoring of cattle health could reduce the 
impact of such epidemics in the future by providing an early warning of ill health in cattle herds. 
Interest in real-time wearable wireless health monitoring systems has increased in recent years as 
wireless technologies, such as Wi-Fi and Bluetooth circuits have become sufficiently miniaturised 
and economically viable. Sardini and Serpelloni (2010) have developed a wearable belt for the 
monitoring of electrocardiogram derived heart rate, body temperature, respiratory rate and three 
axis position and movement in convalescing patients. Data is collated on the belt before being 
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wirelessly transmitted to a base station connected to the internet for remote health monitoring 
[215]. 
Wearable health monitoring sensors can be integrated into wireless sensor networks providing an 
appealing non-invasive real time monitoring system able to operate over wide, open spaces. 
Therefore the prospect of applying wireless sensor networks for the monitoring of cattle herd 
location, behaviour and health is extremely promising. Huircán et al. present a ZigBee-based wireless 
sensor network for monitoring the location of grazing cattle using the programming protocol to 
estimate distances between nodes and the base stations [216].Hiroaki and Takaaki incorporated GPS 
into collars for accurate cattle location to monitor grazing habits [217]. However, power constraints 
of sensor nodes limit the number of functions that may be incorporated into a remote health 
monitoring device. Therefore there is a need for small, non-invasive low power sensors that are 
capable of measuring an appropriate analyte that is an informative gauge of cattle health. 
A number of sensors have been developed to non-invasively assess various physiological analytes of 
the blood. Due to the sensor signal needing to penetrate the skin without causing any damage low 
power, non-ionising radiation must be used. The sensor must also be miniaturised as to be wearable, 
inconspicuous and be integrated into a collar or similar assembly in a way that does not stress or 
limit the movement of the cattle. Saptari and Youcef-Toumi describe a near-infrared device for 
sensing blood glucose concentrations by measuring the absorption of glucose at a wavelength of 
2257 nm [218, 219]. Solanki et al. similarly describe an optical reflectrometry device for blood 
glucose monitoring [220]. However, these sensors require relatively high amounts of power to 
operate, limiting the operability period. There are also security concerns over passing such data over 
a non-encrypted wireless data network. 
Blood glucose concentration is also prone to periodic variations as food is consumed, metabolised to 
glucose which is stored in the liver. This natural physiological variation reduces the applicability of 
blood glucose concentration as a marker for disease states. Lactate, as a major metabolite of 
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glycolytic activity, may be used as a marker for the assessment of metabolic, cardiovascular and 
respiratory stress induced by excessive exercise [221-223], infectious disease [224-226], dehydration 
[227, 228] and pregnancy [229] in mammals. Bovine serum lactate concentrations vary from 0.06 – 
2.2 mmol/ L (5.0 – 20.0 mg/dL) [230].  
Dielectric spectroscopy presents an attractive sensing method due to low power and high 
penetration characteristics associated with millimetre wavelengths [35, 231]. Dielectric spectroscopy 
coplanar sensors provide an unobtrusive solution as the sensors are small and can be constructed on 
thin flexible substrates that flex with movements of the cows skin.  
This part of the research aims to assess the effectiveness of coplanar resonant structures applied to 
dielectric spectroscopy to non-invasively detect physiologically high concentrations of lactate in 
bovine blood. The sensor therefore needs to be capable of differentiating small changes in the 
permittivity of blood due to lactate concentration. Blood is made up of a suspension of different 
cells, proteins, saccharides, hormones and other dissolved molecules in water the permittivity of 
which is a result of these constituents. However, microwave sensors are able to measure one 
specific parameter in and environment in which several parameters may change [232]. Microwave 
circuits are also small, relatively inexpensive and low power. 
3.3.1. Considerations of detecting disease states in cattle utilising dielectric spectroscopy 
Semenov et al. (2012) demonstrate the feasibility of dielectric spectroscopy at microwave 
frequencies for assessing tissue oxygenation however, this requires the sensor be in direct contact 
with the brachial artery while the animal is under anaesthesia [233]. Malinin (2012) developed a 
proof of concept prototype for non-invasive monitoring of blood glucose in diabetic patients using 
impedance measurements at kHZ and MHz frequencies. The device is incorporated into a wrist 
bracelet mounted electrodes [234]. The system however relies upon feedback from the subject 
regarding eating and insulin injections to compute blood glucose concentrations from impedance 
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measurements so as to learn a typical response. However, this potentially introduces error regarding 
the patient forgetting to enter an event or entering the wrong event into the system. 
 
Figure 3.35. The prototype non-invasive blood glucose monitoring system with bracelet mounted electrode 
configuration [234]. 
Although the prototype system that could monitor blood glucose concentrations (Figure 3.36) 
average error was in the range of 15 – 20 % which the authors attributed to inconsistent contact 
between the sensor and the surface of the skin due to subject movement. The system also had to 
incorporate temperature reading in the calculations, compensating for temperature dependent 
impedance changes. 
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Figure 3.36. The predicted results plotted against the actual blood glucose concentration for more than 100 
subjects [234]. 
However, blood glucose concentration is prone to periodic variations as food is consumed, 
metabolised to glucose which is stored in the liver. This natural physiological variation reduces the 
applicability of blood glucose concentration as a marker for disease states. Lactate, as a major 
metabolite of glycolytic activity, may be used as a marker for the assessment of metabolic, 
cardiovascular and respiratory stress. 
Lactate is a conjugate base of lactic acid (Figure 3.37) and is an alpha hydroxide acid that plays a role 
in a number of biochemical processes. When in solution a proton may be lost from the carboxyl 
group generating a lactate ion with a molecular charge on the carboxyl group. It is this charge that 
allows the measurement of lactate in solution by dielectric spectroscopy. Lactate concentration will 
have affect upon the conductivity and permittivity of the solution [235]. 
 
Figure 3.37. A ball and stick diagram of lactic acid. 
 
Thomas et al. (2012) have developed an enzymatic lactate sensor fabricated on a polymer substrate 
moulded into a contact lens for non-intrusive healthcare monitoring [236]. The sensor relies upon 
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the selective enzyme lactate oxidase which converts lactate to pyruvate in the presence of oxygen 
yielding hydrogen peroxide. A sufficient applied potential applied to a platinum electrode (working 
electrode) will result in oxidisation of hydrogen peroxide yielding electrons which yields electrons 
which complete the circuit to a second electrode (reference electrode). The current is directly 
proportional to the amount of lactate oxidised by the enzyme. A counter electrode is included as a 
current drain to the working electrode. This configuration allows for a stable reference voltage 
between the working and reference electrode (Figure 3.38). 
 
Figure 3.38. Sensing structure (left) and completed contact lens (right) of lactate sensor. The arrows indicate 
the working electrode (WE), reference electrode (RE) and the counter electrode (CE) [236]. 
Artificial tear solutions were prepared from phosphate buffer solution and lactic acid with 
measurements conducted at room temperature. The sensor was introduced into a beaker of the 
solution while measurements were conducted. Figure 3.39 details the results which show a 
correlation between current and lactate concentration of the solutions. 
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Figure 3.39. Measured sensor current as a function of lactate concentration of the tear film [236]. 
The sensors have a quick response time (35 s) with sufficient resolution within the physiological 
range of lactate concentrations. The sensors are functional at temperatures comparable to the 
surface of the eye and have a stable response over 24 hours. The enzyme element of the sensor 
gives the sensor specificity which is an important feature of this sensor. 
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3.4. Quantification of Pseudomonas aeruginosa 
The opportunity arose to assess the use of the apparatus as a method to rapidly analyse biological 
samples for infection of bacteria. Pseudomonas aeruginosa PA01 (ATCC 15692) was used for this 
experiment. This bacterium is gram-negative, motile, rod-shaped, and it is recognised as an 
emerging opportunist pathogen of significant clinical interest [237-241]. During infection, it enters 
the host’s bloodstream and competes for iron. P. aeruginosa produces siderophores, low molecular 
weight compounds that allow the organism to sequester the host’s iron with high affinity [242, 243]. 
Siderophore isolation has recently been characterised [244-246]. Siderophore production is directly 
linked to the organism’s virulence. Also regulation of exotoxin A is iron dependent [247-249]. Upon 
infection, P. aeruginosa colonises the lungs of patients suffering from cystic fibrosis (CF), producing 
an extracellular polysaccharide that attaches to bronchial mucus and thus causing obstruction of the 
respiratory system. Although more infant and children with CF survive to adult life, P. aeruginosa is 
the primary cause of morbidity and mortality in such cases [239, 250, 251]. It can also infect critical 
organs and the results can be fatal. P. aeruginosa is notoriously resistant to antibiotic treatments 
and it is difficult to eradicate [252-255]. Due to the nature of P. aeruginosa, it is important that rapid 
and early biomedical diagnostic techniques are developed in order to detect it early in its 
development, therefore enhancing the chance and rate of patient recovery. For example, it is one of 
the main species of pathogenic bacteria commonly found in burn wound infections [255-258]. It is 
also found in human skin flora and associated with virulence factors for the suspected lysis of 
healthy eukaryotic cells and tissue matrices upon infection. 
Transmission of Pseudomonas can occur through many routes [259-262]. However, a frequent 
transmission vector is the contamination of drinking water that has been stored in a holding tank 
[263-268]. Pseudomonas can thrive in relatively nutrient poor environments at a range of different 
temperatures [269]. Pseudomonas is one species of bacteria that contributes to the formation of 
bio-films that adhere to surfaces containing most bacteria [270, 271]. However, disruption of the 
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film can result in sections of the bio-film to become dislodged resulting in bacterial contamination of 
the water supply [272]. Contaminated water can transmit Pseudomonas to people and food through 
the following ways. 
 Direct contact with the contaminated water through: 
o Ingestion (drinking and washing food with contaminated water) 
o Bathing 
o Contact with an open wound 
 Inhalation of micro-droplets produced by some taps 
 Washing surgical equipment or cooking utensils with contaminated water 
 Indirect contact arising from physical contact with professionals and workers who have 
washed their hands with contaminated water. 
It is generally accepted that contamination only results from a failure in the recommended control 
measures (temperature control and water treatment regimes) [273-275]. In contrast, the original 
source of Pseudomonas is less well understood. Given the variety of possible origins, facility 
managers are may carry out risk assessment of their particular practices in reducing contamination 
risk and minimising microbial inoculation of the transmission vectors noted above [276, 277]. 
Detection of Pseudomonas strains is conventionally carried out using selective culture and staining 
methodologies. These techniques are still the cornerstone of bacteriological differentiation in 
healthcare and food industries [278].  
To this end, this experiment aims to evaluate the performance of coplanar sensors excited at 
microwave frequencies to detect significant presence P. aeruginosa. 
3.4.1. Considerations of quantifying bacterial cells using dielectric spectroscopy 
Li et al. (2011) describe capacitive immuno-sensor for in-situ sensitive detection of E.coli [279]. The 
methodology takes advantage of high affinity anti-E. coli antibodies immobilised onto the surface of 
a quartz crystal substrate gold plated electrode. Dielectric measurements were taken over 1 Hz to 
100 kHz. Capacitance, real and imaginary impedance were recorded by the experimental setup. As 
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E.coli culture is passed over the sensor, the antibodies selectively capture the cells adding 
capacitance to the sensor circuit as demonstrated in Figure 3.40. 
 
Figure 3.40. Linear realationship of between capacitance of the immuno-sensor (µF) and logarithmic 
concentrations of E. Coli. (CFU / ml) at a frequency of 1Hz [279]. 
3.5. Quantification of lactate in cerebrospinal fluid 
The opportunity arose to assess the lactate content of cerebral spinal fluid (CSF) as a marker of 
hypoxia in surgical patients. Routine analytical tests performed on CSF include those for protein, 
glucose, differential cell counts and differential microbiological culture. The most common clinical 
test of CSF is microscopic staining for the detection of meningitis causing bacteria which inflame the 
meninges. Other analytical procedures may be performed on CSF to exclude other infectious [280], 
inflammatory [281] or neoplastic diseases [282, 283] affecting the central nervous system. Other 
conditions which may be differentially diagnosed using CSF include subarachnoid haemorrhage [284, 
285], hydrocephalus [286, 287] and intracranial hypertension [288]. 
Patients who undergo cerebrospinal surgeries have an inherent risk of paraplegia. This is caused by 
an increase in cerebrospinal fluid pressure in turn applying pressure upon the arteries that supply 
blood to the spinal cord. To reduce the risk of this occurring, a lumbar puncture is performed and a 
pressure valve fitted which enables CSF to be expelled should the pressure rise above a determined 
threshold. At the moment any CSF expelled would normally be discarded as biological waste, but this 
bodily fluid contains specific markers that may be used to identify the onset of paraplegia in 
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patients. This notion that CSF might harbour such important information is supported by Williams et 
al. [289], who observed that lactate concentration in CSF increased with the risk of patient 
paraplegia. As noted in chapter 3.3, lactate concentration is closely correlated to glycolytic activity 
and oxygen availability. One would normally expect to see physiological levels of lactate in blood 
around 1 mmol·/ L; in pathology this may rise to 10-15 mmol·/ L, or higher in the case of exercise 
[289]. In this case, previous work has demonstrated that EM wave techniques are sensitive to 
changes in lactate concentration in the order of 0-20 mmol·/ L, which adds weight to support the use 
of the electromagnetic sensing technique proposed in this work for point-of-care diagnostics. It is 
thought that the use of EM sensors for the purpose of monitoring lactate concentrations in CSF will 
provide an affordable and rapid diagnostics tool to aid in the treatment of patients by surgeons 
therefore improving the prognosis of such surgery. 
CSF is composed of proteins, cells and electrolytes similar to that of blood serum which occupies the 
subarachnoid space between the arachnoid mater and the pia mater [290]. It is primarily produced 
in the choroid plexus of the brain with the remainder being exuded from blood vesicles and 
ventricular walls. The CSF serves four main functions of buoyancy, cushioning, homeostasis and 
regulation of intracranial pressure. 
3.5.1. Considerations of quantifying lactate concentrations in cerebrospinal fluid using dielectric 
spectroscopy 
Cerebrospinal fluid is mainly composed of water (94 - 96 %) with the inclusion of proteins, some cells 
and electrolytes [290]. The concentration of lactate will have an effect on the conductivity and 
permittivity of the CSF as noted in chapter 3.3.1. 
It has been found that normal and pathologically anomalous CSF samples exhibit distinct dielectric 
properties [291]. However, there are a very limited number of publications that pertain to the effect 
of lactate concentration in CSF. Nevertheless, the interest of this work is a change of CSF lactate 
concentration from basal levels at the start of the surgical procedure. Therefore a variation from 
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initial measurements as the surgery commences is sufficient to detect an increase in lactate 
concentration. 
Lonnappan, A. et al. (2006) present data on the dielectric characteristics of CSF samples using the 
cavity perturbation technique [291]. The study uses a cavity operating at 2.68 GHz. At these 
frequencies the overwhelming factor influencing the dielectric properties of the sample are that of 
bound water which relax in the δ dispersion discussed in Chapter 2.3 . The journal article reports 
that abnormal CSF has a higher dielectric constant and lower conductivity than normal CSF. This is 
attributed to higher glucose and protein concentrations in abnormal CSF. The article concludes with 
acknowledgment that microwave dielectric spectroscopy has the potential to be used for the clinical 
analysis of CSF based upon the permittivity and conductivity of the sample. 
3.6. Chapter 3 Summary 
The requirement and background of sample analysis is outlined with the current methods of 
analysis. This chapter is divided into five distinct sections which individually assess the need for 
analysis and the problem it is detecting or quantifying. Strengths and deficiencies of current 
analytical methods are detailed followed by current research activities for the stated analytical 
purpose which is summarised in Table 2.1. A review of the literature related to the dielectric 
characteristics of the sample is also conducted. 
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TABLE 2.1. SUMMARY OF THE APPLICATION, CURRENT METHODOLOGIES, WEAKNESSES OF 
CURRENT METHODOLOGIES 
Application Current 
Methodologies 
Weaknesses of 
current methodology 
How weaknesses will 
be addressed 
Quantification of 
neutral lipids in 
biological cells. 
Laboratory analysis 
using enzyme linked 
spectrophotometry. 
Lengthy analysis 
requiring multiple 
solvents and expensive 
enzymes. Specialised 
facilities consisting of 
laboratory and 
qualified staff are also 
required. 
Non-invasive analysis 
not requiring any 
solvents or substrates 
or specialised facilities. 
Differentiation of 
vegetable oils 
Laboratory analysis 
using chromatography 
methodologies. 
Lengthy analysis 
required using 
expensive 
chromatography 
equipment resulting in 
intermittent sample 
analysis of olive oil. 
In-situ analysis of oil 
samples not requiring 
any solvents or 
specialised facilities 
consequently yielding 
an instant result of 
olive oil quality. 
Detection of disease 
states in cattle. 
Physical examination 
and laboratory 
investigation upon 
identifying an illness. 
Physical symptoms 
need to occur before 
illness is identified 
which need to be 
verified by a qualified 
veterinarian. 
In-situ real time 
analysis of cattle 
health pre-empting 
illness in cattle herds. 
Quantification of 
Pseudomonas 
aeruginosa. 
Laboratory analysis 
using selective culture 
medias. 
Widespread illness 
needed in population 
before the 
transmission vector is 
investigated and 
identified. 
In-situ real time 
detection of bacterial 
contamination of 
drinking water. Can be 
incorporated into a 
device that stops 
water flow if 
contamination is 
detected. 
Quantification of 
lactate in 
cerebrospinal fluid. 
No current 
methodology for 
analysis of lactate in 
cerebrospinal fluid. 
 Real time feedback to 
surgeons who can take 
corrective action 
should hypoxia occur 
reducing the risk of 
paraplegia. 
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Chapter 4. Equipment and software 
4.1. High frequency simulation software (HFSS) 
Due to the nature of electromagnetic propagation, for some resonant structures it is extremely time 
consuming to estimate resonant characteristics from equations and difficult to account for complex 
conformations of sensor geometry. It is therefore necessary to employ specialised computer 
software which uses Maxwells’ equations to simulate the EM characteristics of materials and 
structures. High frequency simulation software (Ansys, USA) is software designed for simulation at 
microwave frequencies that uses a finite element method combined with an automatic adaptive 
measuring technique. This provides a mesh that is conformal with the 3-D model and the nature of 
the electromagnetic characteristics. This type of software enables circuit, component and antenna 
design functions such as modelling, simulation, analysis and optimisation. This may be displayed as 
scattering parameters (S, impedance and admittance), visualises 3-D electromagnetic fields as well 
as generating near and far field radiation plots (Figure 4.1). 
  
Figure 4.1. Example of E-field and radiation plot generation. 
This software was exclusively used in this research to simulate coplanar sensor configurations and 
specific details of simulations will be provided where appropriate. 
4.2. Vector network analysers 
A vector network analyser is a piece of electrical equipment that can measure electrical 
characteristics of electrical networks. A VNA test system consists of a source, a signal separation 
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device, a receiver and a display. In a two port system, the analyser applies a signal that is then 
transmitted through or reflected off the test device to the transmission and reflected ports 
respectively. The signals are then applied to receivers for measurement comparing them with the 
generated signal generated by the source. 
Instead of oscilloscopes that measure the power response of circuits over a frequency range, a 
vector network analyser also measures the voltage and current phase. The two main methods of 
displaying this information are s-parameters which display magnitude in the frequency domain and 
polar smith charts which display complex reflected coefficient and complex impedance. 
4.2.1. Hewlett-Packard (Agilent) 8720 ET 
The VNA primarily used in this research is a Hewlett Packard (Agilent Technologies, USA) Vector 
Network Analyser 8720ET and is used unless otherwise stated (Figure 4.2). This model has two ports 
and is capable of generating a high resolution swept or continuous RF signal from 50 MHz to 20 GHz 
while analysing the reflected and transmitted parameters of the circuit between the two ports with 
a resolution of 1 Hz. The VNA is able to measure and display signal magnitude, phase and delay of 
the reflected and transmitted power. A block diagram of the network analyser is show in Figure 4.3. 
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Figure 4.2. Hewlett Packard (Agilent) 8720 ET. 
 
Figure 4.3. A simple schematic of the HP 8720 ET VNA. 
Frequency accuracy and phase measuring capability is achieved by phase locking to a highly stable 
crystal oscillator. The test set provides signal-separation and the test ports which connect to the 
device under test. Some of the transmitted signal is routed through input R where it is sampled by a 
phase detection loop and fed back to the source. The reflected signal is routed from port 1 to the A 
input of the receiver and the transmitted power to the B input of the receiver. 
The receiver contains three sampler mixers for R, A and B inputs which feed the signals into the 
analogue-to-digital converter where they are converted into a digital signal where amplitude and 
phase are measured simultaneously. The microprocessor performs all additional functions such as 
error correction, averaging, scaling, formatting, and marker functions. The microprocessor also 
RF Signal 
Source 
Test Set 
Receiver Display 
DUT 
  
Phase Lock 
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allows the VNA to be controlled by the front panel or via the general purpose interface bus (GPIB) 
interface. The formatted data is the displayed on the monitor or acquired by GPIB interface. The 
VNA is also capable of converting the measured s-parameter data into the equivalent complex 
impedance (Z), admittance (Y) or inverted s-parameters (1/S). 
The VNA was remotely controlled by PC via GPIB using custom programs written in LabVIEW 
(Appendix 1.1). 
4.3. Chapter 4 Summary 
This chapter details the equipment used in the research as to avoid repetition. Methods for sensor 
simulation and fabrication techniques are included along with details pertaining to the signal 
generation and analysis equipment (vector network analyser). The customised software used to 
interact with the VNA is also detailed with the software used to conduct statistical analysis of the 
data. 
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Chapter 5. Coplanar sensor development 
Due to the physical size and subsequent use of resources of cavity resonators (i.e. large hollowed out 
metal blocks), a smaller and cheaper method of assessing the dielectric characteristics of samples 
was pursued. A number of methods were reviewed but coplanar sensors were chosen due to their 
low profile, ease of fabrication, straightforward to feed with a microwave signal, narrow bandwidth, 
can be incorporated with other circuit elements and have acceptable radiation properties. Coplanar 
sensors were also chosen due to the structure only interacting with samples very close (< 1 mm) to 
the patterned surface as determined by simulation [292, 293]. However, coplanar sensors have 
disadvantages such as less well understood characteristics, interference from external radiation 
sources and difficulty in deriving standardised results for permittivity. The design process was 
iterative, where each design was studied for pros and cons with the next design prototype designed 
accordingly. 
The resonant frequency of a patch antenna may be estimated by the equation 
 
    
 
   
  
 
  
  Equation 5.1 
where f0 is the primary resonant frequency of the structure, c is the speed of light, εr is the relative 
permittivity of the substrate and L is length of the transmission path. From this it can be deduced 
that a substrate with a high permittivity allows for smaller antenna design at a fixed resonant 
frequency. However, coplanar resonant structures have fringing fields due to the open end nature of 
the patch. To account for this the fringing length must be incorporated into the equation so as to 
yield the effective length of the structure [294, 295]. 
 
    
 
    
  
 
  
  Equation 5.2 
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where Le is the effective length. The bandwidth of the resonant structure is directly proportional to 
substrate thickness and indirectly proportional to the permittivity of the substrate where thinner 
and high permittivity substrates decrease bandwidth. 
The use of a shorting wall or pin is a well-known method for reducing the physical size of microwave 
resonant structures. Adding a shorting post makes a micro-strip antenna act like a quarter 
wavelength structure reducing physical size by half. 
Meandering the length of the patch is also an effective method of reducing the physical size of 
resonant structures. In the case of a rectangular patch, several narrow slits may be inserted into 
non-radiating edges having the effect of lengthening the current path. 
A number of coplanar sensors were researched in the literature to find a suitable conformation with 
desirable characteristics of narrow bandwidth and low electrical length to physical size ratio. Initially 
work focused upon understanding the effects on electrical length and attenuation of different micro 
strip structures such as rings, interdigitated fingers, loops and coupling gaps. Below are a number of 
designs that were investigated to understand the effect of different coplanar configurations (Figure 
5.1). 
 
Figure 5.1. A number of coplanar PCB based resonant sensors. 
Following this, a more rigorous development pathway was established to identify the effects of 
interdigitated fingers and loops. The initial design chosen was a circular patch which was fed by a 
strip connected to the SMA connector, sometimes known as a lollipop patch due to the resulting 
pattern. 
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Although the radiation characteristics of this resonant structure were well defined, the resonant 
frequency was too high to interact with the target β-dispersion (MHz range). In an effort to reduce 
the resonant frequency, the patch sensor was shorted to the earth as previously described in the 
literature [296, 297]. The next step involved splitting the patch into two segments and incorporating 
capacitive fingers to increased interaction with the material under test. Parallel to this, a ring was 
incorporated into the design in place of shorting the patch through the substrate to increase 
fabrication reliability. These two concepts were then combined to form a sensor with capacitance 
and inductance which reduced the resonant frequency of the sensor to the lower end of the 
microwave frequency range. 
SMA connectors were used to connect the resonant structures to the VNA via coaxial cable. SMA is a 
very common, popular and readily available connector, which is used to connect micro-strips. The 
connector used is a 50 Ω probe with a central conductor extended to connect to the micro-strip 
element. Depending on the size of the pattern or substrate, the connector dimensions may be 
different [49]. Molex 50 Ω edge mount connectors (RS, U.K.) were used in this work, as they are 
designed to excite a printed circuit horizontally thus minimising discontinuities and therefore 
source/load mismatch. 
At each stage of development the overall dimensions remained constant as did the micro-strip feed 
width and patch diameter. Each was designed to be affixed to 3D printed wells with a diameter of 
that of the patch which would hold the sample above the sensor (Figure 5.2). These were fabricated 
from ABS plastic and had a floor thickness of 0.5 mm. 
The suitability of each sensor was assessed by measuring the difference in resonant frequency for 
lipid positive and lipid negative yeast cell samples within the well. A “good” sensor was one whose 
resonant frequency shifted significantly with the change in lipid positive and negative yeast cell 
samples i.e. high sensitivity. 
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Figure 5.2. Schematic of the 3D printed ABS sample well. 
5.1. Development of sensor SD-1 
The initial design was a coplanar circular monopole half-wave antenna comprising of a circular disc 
fed by a micro-strip waveguide backed by a ground plane (Figure 5.3). This design was chosen due to 
its predictable nature and ease of design (i.e. symmetrical). The size of the sensor was dictated by 
the size of wells on 6 x 4 microtitre plates. The coplanar structure is routed from copper laminate fr4 
substrate (εr = 4.35) of 1.4 mm thickness. The total dimensions of the substrate are 25 mm (width) 
by 35 mm (length). Using Equation 5.1 and Equation 5.2 the effective resonant frequency of the 
circular patch was designed to be approximately 5 GHz. The coplanar structure was characterised 
using Ansoft HFSS. 
Figure 5.4 shows the electric field magnitude of SD-1 at its fundamental mode. It can be seen that 
the propagated field results from fringe fields as a result of the circular patch acting as a vertically 
enclosed cavity with boundaries formed by the copper laminate. The vertical boundaries around the 
circumference of the circular patch are loosely alike to that of a fully enclosed cavity. But because of 
the undefined boundary the field extends the outer periphery to some degree. 
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Figure 5.3. Schematic of sensor SD-1 in Eagle PCB software. 
 
Figure 5.4 demonstrates the concept of a partially enclosed cavity with electric field minimum and 
maximum at the centre and periphery respectively. It may be noted that there is significant field 
intensity at the patch feed by the micro-strip waveguide as a result of impedance mismatching. 
 
Figure 5.4. Electric field of sensor SD-1 at fundamental mode with a simulated frequency of 5.15 GHz and phase 
of 0 degrees. 
Slots were introduced into the patch along the feed axis as a method of impedance matching (Figure 
5.5) and were investigated using Ansoft HFSS software. 
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Figure 5.5. Schematic of SD-1 with added slots along the feed line to match sensor impedance to source. 
The length of the slots into the circular patch greatly affects the impedance of the sensor. This allows 
the sensor to be easily tuned to match the impedance of the source [298] This was demonstrated in 
HFSS simulation software (Figure 5.6). 
 
Figure 5.6. S11 parameters of SD-1 with impedance matching slots of variable length (mm). 
The HFSS simulations suggest that slots of 5.5 mm closely match the sensor impedance to that of the 
source. 
The implemented sensor was then tested using lipid accumulating and non-accumulating yeast 
cultures. Yeast cells of the genus Lipomyces Starkeyi were cultured under different conditions to 
alter the cell phenotype. When cultured in carbon rich / nitrogen limiting media, the cells 
accumulate neutral triacylglycerols due to the abundance of carbon. In contrast, when cultured in 
nitrogen rich / carbon limiting media the cells use up any neutral triacylglycerols present as a carbon 
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source. Cells were cultured over 5 days at 30 °C in specified media in an rotary incubation chamber 
at 150 rpm. Error bars represent the range of measured results. 
 
Figure 5.7. S11 resonant frequency (GHz) of SD-1 sensor interacting with yeast cell samples as a function of cell 
concentration (cells/ml). 
Introducing the samples into the well shifts the resonant frequency of the sensor to approximately 
5.7 GHz. From Figure 5.7 it may be seen that there is very little difference in the sensor resonant 
frequency between the lipid positive and lipid negative yeast culture samples. This was due to the 
electric field intensity being greatest at the periphery of the patch and not interacting with the 
sample. However, lipid positive samples induced the structure to resonate at a lower frequency than 
lipid negative cultures. 
5.2. Development of sensor SD-2 
In an effort to reduce the resonant frequency of the sensor, a shorting post of 1 mm diameter was 
added to the circular patch (Figure 5.8). This modified the half-wave coplanar antenna into a 
quarter-wave coplanar antenna theoretically reducing resonant frequency. This also has the effect of 
only having one radiating edge as fringe fields caused by coupling are eliminated. This is 
demonstrated in Figure 5.9. 
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Figure 5.8. Schematic of sensor SD-2 in Eagle PCB software. 
However, the position of the shorting post plays an important role in the characteristics of the 
structure and so was investigated using Ansoft HFSS software. For each position of the shorting post 
it is also necessary to carry out impedance matching using the slot method as with SD-1 (Figure 
5.10). 
 
 
Figure 5.9 Electric field of sensor SD-2 at fundamental mode with a simulated frequency of 2 GHz and phase of 
0 degrees. 
From the data produced by the simulations the optimum combination of shorting post configuration 
and impedance matching slots is 2 mm and 13.5 mm respectively. 
Shorting Post 
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 (a)
  
(b)
   
(c)
  
Figure 5.10. Simulated S11 parameters of sensor SD-2 with the shorting post 0 mm (a), 1 mm (b) and 2 mm (c) 
from the boundary of the circular patch. The length of the slots are varied (mm) to match the impedance for 
each shorting post configuration. 
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The implemented sensor was then assessed using lipid accumulating and non-accumulating lipids as 
described in section 5.1. 
 
Figure 5.11. S11 resonant frequency (GHz) of SD-2 sensor interacting with yeast cell samples as a function of 
cell concentration (cells/ml). 
Shorting the patch has the effect of reducing the resonant frequency of the structure to 
approximately 1.93 GHz when the samples are situated in the well. As may be seen in Figure 5.11, 
SD-2 also performs much better at differentiating the lipid positive and lipid negative yeast samples 
than SD-1 with a difference of 0.7 MHz in resonant frequency between the two samples at a cell 
concentration of 1 x 107, above the range of error. This is due to the electric field radiating around 
the circumference of the patch. Increasing cell concentration results in lowering the resonant 
frequency indicating an increase in capacitance. The presence of lipid droplets in the yeast cells 
further increases the capacitance of the sample additionally reducing the resonant frequency. The 
greatest shift of resonant frequency between the two culture conditions was seen at a cell 
concentration of 10 x 107. 
5.3. Development of sensor SD-3 
For SD-3, interdigitated capacitive fingers were introduced into the design with the structure 
shortened as in SD-2 (Figure 5.12). Capacitive sensors have been utilised in many sensing 
applications in recent years [299-303]. Introducing interdigitated fingers into the structure creates 
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an interaction zone in the centre of the patch where electric field is at a maximum caused by the 
coupling between the two halves of the patch. 
 
Figure 5.12. Schematic of sensor SD-3 in Eagle PCB software. 
 
Figure 5.13 demonstrates the electric field propagated by the structure and within the fr4 substrate. 
It may be seen that coupling fields between the interdigitated fingers creates an electric field with 
which the sample may interact. However, the dimensions of the distance of separation of the two 
interdigitated halves influence the characteristics of the sensor and so were investigated using 
Ansoft HFSS software. 
 
Figure 5.13. Electric field of sensor SD-3 at fundamental mode with a simulated frequency of 2.45 
GHz and phase of 0 degrees. 
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Figure 5.14. Simulated S11 parameters of sensor SD-3 with varied coupling gap (mm). 
Figure 5.14 demonstrates the characteristic of the sensor when the coupling distance between the 
two halves of the capacitor is varied. Simulation of the S11 parameters and the smith chart indicate 
that the best performing SD-3 sensor to be one that is separated by 0.8 mm. The coupling distance 
of a capacitor is highly correlated to the amount of energy that may be stored which is 
demonstrated by Error! Reference source not found.. Increasing the distance between the capacitor 
lectrodes decreases the capacitance stored. Therefore, it may be construed that at lower separation 
distances, there is too much capacitance to achieve impedance matching and above 0.8 mm there is 
too little as correlated in Error! Reference source not found.. 
The implemented sensor was then assessed using lipid accumulating and non-accumulating lipids as 
described in section 5.1. 
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Figure 5.15. S11 resonant frequency (GHz) of SD-3 sensor interacting with yeast cell samples as a function of 
cell concentration (cells/ml). 
As may be seen in Figure 5.15, the interdigitated fingers of SD-3 increase the sensitivity of the sensor 
to differentiate lipid positive and lipid negative samples. Increasing cell numbers results in increased 
capacitance caused by the presence of cells, lowering the resonant frequency of the structure. This 
equates to a sensitivity of 22.3 and 32.9 kHz/cell x 106 for lipid positive and negative cells 
respectively. Again, lipid positive samples result in shifting the resonant peak to lower frequencies 
than that for lipid negative samples indicating increased capacitance. However, introducing the 
sample shifts the resonant frequency of the structure to between 2.25 and 2.26 GHz, higher than 
that of SD-2 and above that of the target frequency of the β dispersion. The greatest shift of 
resonant frequency between the two culture conditions was seen at a cell concentration of 10 x 106. 
5.4. Development of sensor SD-4 
In order to reduce the resonant frequency of the sensor the capacitance introduced in SD-3 would 
be balanced by induction produced by a ring encircling the patch. To achieve this, the short post was 
replaced by shorting the patch with a micro-strip ring routed to the earth terminals of the SMA 
connector (Figure 5.16). In this manner, inconsistencies caused by soldering of the shorting post 
during prototype fabrication seen in SD-2 and SD-3 were also removed. 
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Figure 5.16. Schematic of sensor SD-4 in Eagle PCB software 
 
Figure 5.17. Electric field of sensor SD-4 at fundamental mode with a simulated frequency of 2.67 GHz and 
phase of 0 degrees. 
Figure 5.17 shows the electric field at the fundamental mode of SD-4. With this configuration the 
electric field is closely associated with the coupling gap between patch and ring elements. The size of 
the coupling gap between the ring and patch influences the characteristics of the sensor. This 
variable was investigated using Ansoft HFSS. 
Figure 5.18 demonstrates the simulated characteristics of the sensor when the coupling distance 
between the ring and central circular patch is varied. Simulation of the S11 parameters and the smith 
chart indicate that the best performing SD-4 sensor to be one that is separated by 0.2 mm. 
Interpretation of the simulation data suggests that smaller separation distances improve the quality 
factor of the sensor. Introducing an inductive element into the design shifts the resonant frequency 
of the sensor to approximately 2.3 GHz when the sample is present, not too dissimilar a frequency to 
that of SD-3. 
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Figure 5.18. Simulated S11 parameters of sensor SD-4 with varied coupling gap (mm). 
 
Figure 5.19. S11 resonant frequency (GHz) of SD-4 sensor interacting with yeast cell samples as a function of 
cell concentration (cells/ml). 
Figure 5.19 demonstrates lipid positive and lipid negative yeast cultures being differentiated at log 
concentration of cells. Again, it can be seen that increasing cell concentration decreases the 
resonant frequency of the sensor with lipid positive cultures further reducing the frequency. 
Sensitivity was calculated at 33.7 and 33.3 kHz / cells x106 for lipid positive and negative cultures 
respectively. The greatest shift of resonant frequency between the two culture conditions was seen 
at a cell concentration of 10 x 106.  
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5.5. Development of sensor SD-5 
Sensor 5 incorporated elements from the above sensors into a single resonant structure (Figure 
5.20) by splitting the patch of SD-4 with the interdigitated design of SD-3. 
 
Figure 5.20. Schematic of sensor SD-5 in Eagle PCB software. 
Figure 5.21 demonstrate the electric field propagated by the structure and within the fr4 substrate. 
It may be seen in Figure 5.21 that coupling fields between the interdigitated fingers and between the 
patch and shorting ring creates an electric field with which the sample may interact. 
 
Figure 5.21. Electric field of sensor SD-5 at fundamental mode with a simulated frequency of 0.9 GHz and phase 
of 0 degrees. 
However the coupling gaps of the element play a major role in the determination of its 
characteristics therefore these were investigated using Ansoft HFSS. Figure 5.22 demonstrates the 
simulated characteristics of the sensor when the coupling distance between the capacitor fingers is 
varied. Simulation of the S11 parameters and the smith chart indicate that the best performing SD-5 
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sensor to be one that is separated by 0.5 mm. It was found that the coupling distance between the 
central patch and the inductive ring in this design had no effect upon the simulated impedance of 
the sensor. Introducing an capacitive fingers into the design of SD-4 shifts the resonant frequency of 
the sensor to approximately 0.795 GHz when the sample is present. This is due to the matching of 
reactive elements (i.e. capacitance and inductance) of the sensor as stated in Equation 5.1. 
 
Figure 5.22. Simulated S11 parameters of sensor SD-5 with varied capacitor coupling gap (mm). 
 
Figure 5.23. S11 resonant frequency (MHz) of SD-5 sensor interacting with yeast cell samples as a function of cell 
concentration (cells/ml). 
Figure 5.23 shows the resonant frequency of the structure for each of the samples. Again, increased 
cell concentration and increased lipid concentration results in a lower resonant frequency than that 
for lower cell concentrations and lipid negative cell samples. Sensitivity to cell numbers was 
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calculated at 1.555 and 2.323 MHz / cell x 106 for lipid positive and lipid negative cultures 
respectively. Although SD-5 proved less adept at differentiating between lipid positive and lipid 
negative cell samples, the desired frequency for the sensor was attained. The greatest shift of 
resonant frequency between the two culture conditions was seen at a cell concentration of 10 x 107. 
5.6. Chapter 5 Summary 
This chapter documents the sensor development process in detail. Initially a simple patch antenna 
was designed that was improved so as to increase the electrical length of the sensor concurrently 
reducing the resonant frequency of the sensor while retaining the sensor dimensions. The sensor 
was validated using neutral lipid positive and negative cell cultures at a number of concentrations to 
determine which sensor was most sensitive to the analyte. This was verified using statistical analysis 
between the lipid positive and lipid negative samples. 
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Chapter 6. Experimental Results 
6.1. Quantification of neutral lipids in biological cells 
Initially a resonant cavity and the small perturbation technique were utilised to calculate the 
dielectric characteristics of TAG micelles suspended in an ionic media. Resonant coplanar sensors 
were then developed and analysed upon the ability to differentiate TAG droplet positive and TAG 
droplet negative yeast cells. Concurrently, fabrication processes for fluidic cells were investigated 
and implemented to assess applicability and suitability. The final stages combined the developed 
coplanar sensor with the fluidic device. The resonant coplanar structure was optimised to allow the 
analyte to flow through the sensor. The final system was then characterised for suitability to 
quantifying lipid composition in yeast cells suspended in an ionic media and subsequently in 
defibrinised blood. 
6.1.1. Micelle quantification 
A logarithmic suspension of TAG was carried out in YEPD media. Olive oil was chosen due to the fatty 
acid composition while YEPD media was chosen to model a biological ionic media. YEPD was 
prepared to the following protocol: 10 g/ L of yeast extract, 20 g/ L of bacto-peptone and 20 g/ L of 
dextrose diluted in distilled water. Log suspensions were prepared in the following concentrations: 
100, 10, 1 and 0.1 (v/v %) ready for impedance measurement. 
Before measurement, the tube to be sampled would be vortex a number of times until an 
adequately homologous suspension was achieved. The VNA would scan the frequency range in 1 
second sweeps, carrying out and averaging 10 sweeps. 
Chapter 6 - Experimental Results 
118 
 
Figure 6.1. S21 parameters of olive oil in concentrations (v/v %) 100, 50, 10, 5, 1 and 0.5. S21 frequency ranges 
from 1.5 to 1.9 GHz. 
Figure 6.1 shows the S21 parameters of select differing concentrations of Olive Oil suspended in YEPD 
(Table 6.1). It can be seen that as the concentration of olive oil increases, the resonant frequency of 
the sample increases or shifts to the right. The total frequency shift between 100% media and 100% 
oil is 0.62 MHz in the S11 parameters and 12.31 MHz for the S21 parameters. It can be seen that as 
the concentration of YEPD media decreases, the shift becomes less prominent resulting in the 
concentration curve seen in Figure 6.2. The intensity of the detected parameters, reflected and 
transmitted, varies by 9 dBm and 8 dBm respectively. Sensitivity of the resonant cavity to the olive 
oil was calculated at 0.12 MHz per percent of olive oil. 
 
Figure 6.2. Graph showing the effect of olive oil concentration against S21 parameter resonant frequency shift. 
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TABLE 6.1. THE EFFECT OF OLIVE OIL CONCENTRATION ON S21 RESONANT FREQUENCY. 
TABLE 6.2. CALCULATED DIELECTRIC CHARACTERISTICS OF TAG MICELLE SAMPLES 
 
  
Olive oil concentration (% v/v) Average frequency shift (MHz) Standard deviation 
0.1 0.31 0.94 
1 0.6 0.35 
10 1.19 0.62 
100 12.31 0.42 
TAG (% v/v) ε' (ω) ε'' (ω) tan δ 
100 3.004 0.063 0.021 
50 10.106 0.612 0.059 
40 17.658 1.423 0.080 
35 18.215 1.635 0.090 
32.5 19.423 1.650 0.085 
30 20.078 1.714 0.085 
27.5 21.138 1.844 0.087 
25 22.992 2.066 0.090 
22.5 23.434 2.110 0.090 
20 24.585 2.190 0.089 
17.5 25.336 2.206 0.087 
15 25.489 2.247 0.088 
12.5 25.118 2.217 0.088 
10 26.028 2.345 0.090 
5 26.269 2.480 0.094 
2.5 26.256 2.441 0.093 
1 26.588 2.441 0.093 
0.75 26.504 2.453 0.093 
0.5 27.024 2.549 0.094 
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Figure 6.3 shows the relative dielectric constant and dielectric loss of olive oil suspensions (Table 
6.2). As the concentration of TAG increases within the suspension, both the dielectric constant and 
dielectric loss decrease with TAG concentration. 
 
Figure 6.3. Graph showing a decrease in relative dielectric constant and dielectric loss as a function of olive oil 
concentration. 
In Figure 6.4 the dielectric loss was plotted against the relative dielectric constant representing the 
complex permittivity. As the concentration of lipid droplet increases and the YEPD media inversely 
decreases, the permittivity of the sample decreases. Detailed results may be seen in Table 6.2. 
 
Figure 6.4. Plot of relative dielectric constant against dielectric loss to represent complex permittivity. Each 
data point indicates a concentration of olive oil suspension with oil concentration decreasing as the complex 
permittivity increases. 
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When the oil mixtures are agitated, the oil does not dissolve into the YEPD media. Instead the 
hydrophobic oil converges into lipid droplets resulting in a colloidal sample. At lower frequencies 
(~MHz region) charge builds up at the interface of the separate phases known as the Maxwell-
Wagner effect and is responsible for the β-dispersion [8]. At the frequency of this experiment 
however it is likely that the major influence to relative complex permittivity is attributable to the 
organic and ionic content of the YEPD media. The media contains a combination of molecules 
necessary for yeast culture namely carbohydrates (sugars), amino acids (protein) and minerals (salt). 
Such molecules are well known to interact in aqueous solution, lowering the relaxation frequency of 
the water molecules into roughly the lower GHz frequency range [15]. This loss of polarisation is 
known as the δ dispersion attributable to the rotation of molecular side chains and bound water 
(Figure 2.6). Increasing the proportion of media increases the amount of material that can be 
polarised increasing the amount of energy that can be stored by the sample. 
The instability of the samples under test is currently the largest source of error. After agitation, as 
the sample is introduced to the cavity the lipid droplets begin to converge into larger droplets until 
the lipid begins to separate into a different phase resting on the YEPD media. This results in the lipid 
droplet surface area being lower than the newly agitated suspension. As this process occurred, a 
decrease in the frequency perturbation was noted signifying a decrease in permittivity. Therefore, it 
is possible that a change to the β dispersion, due to the decreasing lipid droplet surface area, may 
contribute to the complex permittivity of the sample at this frequency. Acquiring data periodically 
from agitation to phase separation could be carried out to investigate the consequence of a 
changing droplet surface area. Stabilisation of the lipid droplets using phospholipids would improve 
the homogeneity of the suspensions also improving measurement repeatability. The use of 
phospholipids would also result in droplets that further resemble intracellular lipid droplets. Volume 
calculation of the sample and cavity also contributes to calculation error [11]. Precise measurement 
and documentation of the frequency shift and Q-factor by the VNA and data handling software 
reduced measurement error. 
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6.1.2. Lipid positive – lipid negative Lipomyces yeast culture differentiation 
A sensor was designed to initially assess the suitability of using coplanar resonant structures to 
assess the lipid quantity of cells. The final sensor design was not used for this experiment as it was 
carried out during the sensor development phase. Therefore, an early variation of the finalised 
sensor design (SD-5) was used. 
Yeast cells of the genus Lipomyces were cultured in Carbon rich and Nitrogen rich medias as 
described by A. Anschau, et al. [304]. Following culture and cell concentration normalisation, 2ml 
samples (n=10) were dispensed into 24 well microtitre plates ready for dielectric measurement. A 
water bath was employed to maintain the samples at 25 °C. 
Measurements were made through a custom PCB based inter-digitated resonant structure 
designated RB04 (Figure 6.5 and Figure 6.6).The VNA was set to generate a signal between 3.2 and 
3.5 GHz over 1601 data points for 10 linear frequency sweeps and calculate the S11 (reflection) 
parameters. 
 
Figure 6.5. Simulated surface current of the PCB based resonant structure. 
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Figure 6.6. Realised PCB based resonant structure. 
The resonant structure was mounted into a platform which would hold one well of the microtitre 
plate above the resonant structure. The plate could then be adjusted to position any of the other 
wells over the sensing area (Figure 6.7). In this way the electromagnetic field of the resonant 
structure could consistently interact with the sample under test. 
 
Figure 6.7. Microtitre plate mounted upon the platform. The resonant structure may be seen in place below 
wells A4 (A) and C6 (B). 
The calculated S-parameters for lipid positive and lipid negative cell cultures are presented in Figure 
6.8. The molecular and structural composition of cells, interactions between molecules, interfaces 
between substrates and the frequency employed must be considered as to the contribution to the 
dielectric qualities of the samples under test. 
A
. 
B
. 
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Figure 6.8. S11 Parameters of the resonant PCB structure when exposed to an empty microtitre plate (air) and 
when Lipomyces cell cultures are in place. 
It may be seen that lipid negative cultures has the effect of shifting the resonant frequency of the 
structure 1.07 MHz more than the lipid positive cultures. It may also be seen that signal loss is 
greater in the lipid positive culture than the lipid negative culture. 
TABLE 6.3. STATISTICAL ANALYSIS OF RESONANT FREQUENCY OF LIPID POSITIVE AND NEGATIVE BY 
ONE WAY ANOVA. 
 
DF Sum of Squares Mean Square F Value Prob>F 
Model 1 2.05E+12 2.05E+12 2.91381 0.1099 
Error 14 9.85E+12 7.04E+11 
  Total 15 1.19E+13 
    
Statistical analysis of the resonant frequency by one way ANOVA found the shift in frequency 
between lipid positive and lipid negative cells not to be significant (p > 0.05). 
This experiment has shown that lipid positive and lipid negative yeast cell cultures can be 
distinguished based on the electromagnetic properties of the samples using the coplanar resonant 
structure RTB04. The presence of lipid droplets causes a frequency shift indicating a change in 
dielectric constant and loss of the samples at this frequency range.  
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6.1.3. Saline concentration quantification 
To test the bonding properties and suitability of the fluidic cell the system was employed to 
differentiate saline concentration in water. Saline was used as it is an easily differentiated sample 
using dielectric spectroscopy due to the ionic content of the saline drastically changing the 
conductivity of the sample. The use of PMMA was utilised due to its ability to be chemically bonded, 
easily handled and easily routed. A capacitive interdigitated resonant structure consisting of 8 
interdigitated electrode pairs with a resonant frequency of approximately 1.14 GHz was used for this 
experiment (Figure 6.9). 
 
Figure 6.9. Picture of the resonant structure used in this experiment consisting of 8 interdigitated finger pairs. 
The VNA was set to generate a frequency range of 1 to 1.3 GHz over 1601 data points. The saline 
solutions were mixed and pumped through the fluidic cell using the Perkin-Elmer HPLC pump. The 
experimental setup may be seen below (Figure 6.10.). 
Figure 6.11 shows the resonant frequency and quality factor of the sensor as a function of saline 
concentration. It may be observed that the resonant frequency of the sensor decreases 
proportionally with the saline concentration. Sensitivity of the experimental setup was calculated at 
0.23 MHz per percent of sodium chlorine composition. 
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Figure 6.10. Experimental setup of the preliminary fluidic cell. 
 
Figure 6.11. Resonant frequency (GHz) and quality factor (arbitrary) as a function of saline concentration (% 
w/v). 
This experiment has shown that saline concentration can be distinguished using this methodology. 
However, several issues were identified from previous elements of the study such as limited 
analyte/radiation interaction, issues with fluidic cell bonding reproducibility and the frequency of the 
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sensor. The final configuration of fluidic cell and microwave coplanar resonant sensor were designed 
with these considerations in mind. 
6.1.4. The finalised experimental fluidic apparatus 
The finalised fluidic cell (FC) was fabricated from Poly(methyl methacrylate) (PMMA) rectangular 
rods. Two symmetrical halves were prepared by taping threads for the attachment of inlet and 
outlet nuts and ferrules. The coplanar sensor would then be positioned between the two halves 
(Figure 6.12). To increase the sensor interaction with the sample, the coplanar resonant structure 
was designed so the sample flows through the substrate. 
 
Figure 6.12. Fluidic cell configuration demonstrating the coplanar sensor (centre), taped threads and channels 
that lead to the measurement reservoir. 
Incisions were milled through the substrate and ground plane at positions of highest electric field as 
indicated by simulation. The sensor was held in place by rubber o-rings ensuring a water tight seal 
around the measurement reservoir. The fluidic cell would then be connected to a quaternary pump 
(Perkin Elmer, Series 200) (Figure 6.13). 
Sample Inlet Sample Outlet 
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Figure 6.13. Photograph of the experimental setup, including quaternary pump, vector network analyser and 
sensor system. 
The coplanar sensor comprises of tin plated copper laminated fr4 PCB which is patterned as seen in 
Figure 6.14. The fr4 substrate is milled so the solution flows through the capacitive fingers and 
inductive loop which are the areas of highest electric field, increasing the interaction of the EM field 
and the analyte sample. As seen in sensor development, the coupling gaps between the capacitive 
fingers influences the characteristics of the sensor. However, milling the substrate in the final sensor 
design proved to be troublesome and severely reduced the integrity of the capacitive interdigitated 
fingers. This constrained the width of the capacitive fingers to 1 mm. Therefore, the variables of the 
sensor needed careful consideration and was investigated using HFSS resulting in the finalised 
sensor design. 
 
Figure 6.14: Schematic of the fluidic cell sensor with (left) and without (right) ground plane (blue). 
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This design was chosen in order to minimise losses and interferences which might occur from 
external sources, and also due to the fact that they can be made suitably small in order to be 
embedded within fluidic cell structures. Co-planar devices are well known for exhibiting this vital 
property, and therefore in this application offer a great deal of control in relation to how the sensor 
responds to analyte materials. In particular, the sensor is constructed to ensure that only a small 
area is sensitive to dielectric change, which enhances significantly its robustness for the 
aforementioned use. In addition, and as demonstrated in Figure 6.15, the electric field created by 
the sensor is dissipated significantly within 2 mm of its surface. 
The sensor is constructed in-house using an end mill process. An FR4 epoxy substrate is used which 
is coated on both sides with a 35 μm copper layer. After the milling process, the copper is tin plated, 
and a side mount SMA connector is attached to provide connectivity to a VNA. 
 
Figure 6.15. Simulation of fluidic cell coplanar sensor at a frequency of 0 
 
Figure 6.16. Simulated electric field (magnitude) of the finalised sensor at a frequency of 0.65 GHz and phase 
angle of 0, 45, 90, 135 and 180 degrees (left to right). The radiation pattern of the electric field suggests the 
field is elliptically polarised. 
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Figure 6.17. Simulated electric field (vector) of the finalised sensor at a frequency of 0.65 GHz and phase angle 
of 0, 45, 90, 135 and 180 degrees (left to right). The radiation pattern of the electric field suggests the field is 
elliptically polarised. 
 
The optimal configuration as suggested during simulation of the sensor was then fabricated (Figure 
6.18). 
 
Figure 6.18: Image of the fabricated fluidic cell EM sensor. 
6.1.5. Water absorption 
One feature of note with the sensor, namely with the substrate material chosen, was the effect of 
water absorption. Over a period of time, the sensor substrate could be observed to absorb water, 
which was evident as drift in the sensor output signal. Fr4 is fibreglass reinforced epoxy laminate and 
is well known for absorbing liquids [305-308]. This was easily compensated however by allowing a 
significant pre-experimental period where the sensing system was exposed continuously to 
deionised water for a period > 40 hours. 
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The experimental setup and distilled water were encased in an incubator and allowed to stabilise at 
30 °C. After temperature stabilisation a quaternary pump was activated pumping the distilled water 
from a reservoir through the fluidic cell and back to the reservoir until the resonant peak had 
sufficiently stabilised. The pump rate was fixed at a rate of 2ml / min. The sensor was connected to 
the VNA and set to generate a frequency sweep of 0.05 to 1 GHz over 1601 data points. Ten sweeps 
were performed and averaged for each measurement. A custom LabVIEW programme was utilised 
to initiate the sweeps at a set time interval of 60 seconds and gather the S11 parameters and the 
peak frequency data. 
 
Figure 6.19: Resonant frequency change over 85 hours, indicating resonant frequency stabilisation after 45 
hours. 
After this time, the change in sensor output as a result of drift during a single experiment (i.e. 
maximum change is 6.17×104 Hz). This drift could be compensated during manufacture, and would 
not be a feature of any sensor used for in-situ measurements. This could also be resolved with the 
use of water resistant substrates namely PTFE. Figure 6.19 shows the variation of sensor output over 
time, with the largest change in resonant frequency apparent within the first 20 hours of operation. 
After this time the sensor output stabilises significantly, with small variations being accounted for by 
small changes (± 2 °C) in the laboratory temperature as a result of the thermostat controlled heating 
and ventilation system. 
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6.1.6. Temperature effects 
An experiment was designed to investigate the effect of temperature on the resonant frequency of 
the system. A temperature range of 15 °C to 65 °C was investigated. The fluidic cell was contained 
together with a sample of circulating distilled water within a temperature controlled incubator. The 
distilled water was pumped from the reservoir through the fluidic cell using a quaternary pump and 
recycled back into the reservoir for a continuous period of 40 hours. At the beginning of the 
experiment the apparatus and sample were all at ambient temperature. The incubator was then set 
at 65 °C for a period of 20 hours before being deactivated and left to cool for a further 20 hours. The 
sensor was connected to the VNA and set to generate a frequency sweep of 0.05 to 1 GHz over 1601 
data points. Ten sweeps were performed and averaged for each measurement. A custom LabVIEW 
programme was utilised to initiate the sweeps at a set time interval of 60 seconds and gather the S11 
parameters and the peak frequency data. 
 
Figure 6.20: Resonant frequency shift as a result of temperature change, indicating instability over 45°C. 
Figure 6.20 details the rise in frequency over the temperature range 15°C to 65°C. It may be noted 
that the resonant frequency shifts consistently with temperature up to approximately 60 °C. Above 
this temperature the resonant frequency becomes highly unstable. The frequency returns to a stable 
profile below this temperature and steadily returns to the initial frequency in close correlation with 
the decreasing temperature. 
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This experiment demonstrates the impact of temperature on resonant frequency. The effect was 
calculated between the temperatures of 20 °C and 60 °C to be an average of 1.83 MHz per 1 °C. This 
reiterates the need to carefully control the temperature of experiments including the analyte sample 
and apparatus. This also suggests that if the temperature is unable to be sufficiently controlled the 
ambient temperature could be monitored and be included into the analysis process as the result is 
highly correlated to this factor. 
6.1.7. Lipomyces lipid droplet quantification 
The experimental setup was assessed for its ability to distinguish the lipid content of biological cells. 
Two Lipomyces cell cultures were prepared in nitrogen limiting media (NLM) and carbon limiting 
media (CLM) as described in section 5.1. On days 4, 5 and 6 samples of the cultures were prepared 
ready for measurement (n = 10). Samples were centrifuged at 600 G and 10 °C for 5 minutes. Cell 
numbers and supporting media were normalised for each culture and day at 4 x 109 cell density and 
re-suspended in phosphate buffer solution (85 % w/v). 
The analyte was pumped through the FC using a Perkin Elmer series 200 quaternary pump at a flow 
rate of 0.1 ml/min and pressure of <20 PSI. The sensor used in this study was bedded in using 
distilled water and later with phosphate buffer solution (85 % w/v). The analyte solutions and FC 
were housed in an incubation chamber and maintained at temperature of 25 °C. The sensor was 
connected to the VNA and set to generate a frequency sweep of 0.05 to 1 GHz over 1601 data 
points. Ten sweeps were performed and averaged for each measurement. A custom LabVIEW 
programme (as described in section 0) was utilised to initiate the sweeps and acquire the S11 
parameters and the peak frequency data. 
Figure 6.21 shows the resonant frequency of the sensor when interacting with lipid accumulating 
and non-accumulating Lipomyces cell suspensions on day 3, 4 and 5 of culture. The resonant 
frequency of the structure increases by 6.1 MHz over the measurement period from 320.7 MHz on 
day 3 to 226.8 MHz on day 6. Conversely, the resonant frequency for non-accumulating cultures 
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decreases from 318.8 MHz on day 3 to 318.0 MHz on day 6 and varies by 0.8 MHz. On day 6 the total 
difference in resonant frequency between the two culture conditions was 8.8 Mhz. Table 6.4 details 
the results of statistical analysis by means of two way ANOVA of the experimental results. The 
results indicate the resonant frequency of lipid accumulating and lipid non-accumulating is 
significantly different to a significance of 95 %. 
 
Figure 6.21: Resonant frequency of the sensor (MHz) as a result of accumulating lipid concentration in NLM 
cultures and lipid negative CLM cultures. 
TABLE 6.4. STATISTICAL ANALYSIS OF RESULTS LIPID CULTURES BY TWO WAY ANOVA  
 
DF Sum of Squares Mean Square F Value P Value 
Day 2.0000E+00 5.90E+16 2.95E+16 4.14505 0.02738 
Culture Condition 1.0000E+00 3.61E+16 3.61E+16 5.06653 0.03307 
Error 2.6000E+01 1.85E+17 7.12E+15 -- -- 
Corrected Total 29 3.22E+14 -- -- -- 
 
It may be seen in lipid accumulating cultures the resonant frequency increases as neutral TAGs are 
accumulated within the cells while the resonant frequency decreases over the experiment period. 
These frequency shifts in lipid accumulating cultures may be associated with increasing lipid 
concentration which is accumulated between days 3 and 5 of culture [309, 310]. Between 
measurement on days 3 and 4 the resonant frequency increases sharply which is linked to the 
exponential accumulation phase of the cultures. The transition into the stationary phase is 
demonstrated by a relatively small increase in frequency between days 4 and 5 in lipid accumulating 
Chapter 6 - Experimental Results 
135 
cell cultures. Conversely in non-accumulating cultures the resonant frequency increases slightly 
between days 3 and 4 which could be because of a small amount of lipid accumulation. However, on 
the 6th day the resonant frequency drops which is due to the Lipomyces cells metabolising the stored 
carbon after depleting that found in the growth media. 
This experiment has shown that the experimental apparatus can distinguish cells based upon the 
concentration of neutral TAG found within the cells in lipid droplets as modelled by Lipomyces 
cultures. 
6.1.8. Lipomyces cell quantification in a complex cell suspension 
The experimental setup was assessed for its ability to distinguish differing numbers of biological cells 
in a complex media. Lipomyces cell cultures were prepared in CLM and NLM media as described in 
section 5.1. On days 5 samples of the cultures were prepared ready for measurement (n = 10). 
Samples were centrifuged at 600 G and 10 °C for 5 minutes. Cell numbers and supporting media 
were normalised at 1 x 106, 1 x 107 and 1 x 108 cell density and re-suspended in defibrinised bovine 
blood. 
The analyte was pumped through the FC using a Perkin Elmer series 200 quaternary pump at a flow 
rate of 0.1 ml/min and pressure of <20 PSI. The sensor used in this study was bedded in using 
distilled water and later with phosphate buffer solution (85 % w/v). The analyte solutions and FC 
were housed in an incubation chamber and maintained at temperature of 25 °C. The sensor was 
connected to the VNA and set to generate a frequency sweep of 0.05 to 1 GHz over 1601 data 
points. Ten sweeps were performed and averaged for each measurement. A custom LabVIEW 
programme was utilised to initiate the sweeps and acquire the S11 parameters and the peak 
frequency data. 
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Figure 6.22. Resonant frequency of the sensor (MHz) as a result of cell concentration in defibrinised bovine 
blood. 
Figure 6.22 shows the resonant frequency of the sensor when interacting with lipid accumulating 
and non-accumulating Lipomyces cell suspensions at differing concentrations. The resonant 
frequency of the structure increases by 1.2 MHz from 297.2 MHz when cell concentration is at 1 x 
106 to 298.4 MHz at 1 x 108 in lipid accumulating cells. The resonant frequency for non-accumulating 
cultures increases from 295.3 MHz when cell concentration is at 1 x 106 to 297.0 MHz when cell 
concentration is at 1 x 108 and varies by 1.7 MHz. Table 6.5 details the results of statistical analysis 
by means of two way ANOVA of the experimental results. The results indicate the resonant 
frequency of the sensor is significantly different to a significance of 95 % between cell 
concentrations for both lipid accumulating and non-accumulating cells. 
TABLE 6.5. STATISTICAL ANALYSIS OF RESULTS LIPID CULTURES BY TWO WAY ANOVA 
 
DF Sum of Squares Mean Square F Value P Value 
Cell Concentration 2 1.23E+13 6.13E+12 99.77429 6.35E-13 
Culture Condition 1 1.60E+13 1.60E+13 259.6961 4.77E-15 
Error 26 1.60E+12 6.15E+10 -- -- 
Corrected Total 29 2.98E+13 -- -- -- 
 
It may be seen in lipid accumulating cultures that the resonant frequency increases as cell 
concentration increases which is mirrored by increasing resonant shift in non-accumulating cultures. 
These frequency shifts in both cultures are associated with increasing cell concentrations. This 
experiment has shown that the experimental apparatus can distinguish cell numbers in a complex 
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media based upon the increase in biological membranes meaning more energy may be stored within 
the sample. 
6.1.9. Coplanar sensor substrate experimentation 
The suitability of an alternative substrate for the sensor construction was investigated. 
Polytetraflouroethylene (PTFE) was selected due to its water absorption characteristics. PTFE is non-
reactive and is therefore widely used as a non-stick coating in a number of applications. PTFE is also 
highly hydrophobic as a result of the high electronegativity of the fluorine. Therefore PTFE is unable 
to absorb water or water containing substances making it an ideal material for this application which 
requires direct exposure of the substrate to the analyte sample. Using PTFE as a substrate increased 
the resonant frequency of the sensor to 469 MHz when dry as a result of PTFE having a relative 
dielectric permittivity of 2.1, lower than that of Fr4. The stability of the sensor was then investigated 
by pumping deionised water through the sensor for a period until which the sensor resonant 
frequency fully stabilised. 
The experimental setup and distilled water were encased in an incubator and allowed to stabilise at 
30 °C. After temperature stabilisation a quaternary pump was activated pumping the distilled water 
from a reservoir through the fluidic cell and back to the reservoir until the resonant peak had 
sufficiently stabilised. The pump rate was fixed at a rate of 2ml / min. The sensor was connected to 
the VNA and set to generate a frequency sweep of 0.05 to 1 GHz over 1601 data points. Ten sweeps 
were performed and averaged for each measurement. A custom LabVIEW programme was utilised 
to initiate the sweeps at a set time interval of 60 seconds and gather the S11 parameters and the 
peak frequency data. 
After this time, the change in sensor output as a result of drift during the experiment was 60 MHz. 
This drift could be compensated during manufacture, and would not be a feature of any sensor used 
for in-situ measurements. Figure 6.23 shows the variation of sensor output over time, with the 
largest change in resonant frequency apparent within the first 24 hours of operation. After this time 
Chapter 6 - Experimental Results 
138 
the sensor output stabilises significantly, with small variations being accounted for by small changes 
(± 2 °C) in the laboratory temperature as a result of the thermostat controlled heating and 
ventilation system. 
 
Figure 6.23. Resonant frequency change over a period of 70 hours demonstrating the change in electrical 
characteristics of the substrate as water is pumped through the sensor. 
Despite the hydrophobic characteristics of PTFE a significant change in the resonant frequency of the 
sensor occurred over a period of 24 hours of water being pumped through the sensor. This suggests 
that there are other elements affecting the performance of the sensor. As small variations in 
temperature of the experimental setup were present throughout the experiment, this effect may be 
ruled out. Therefore, variations in the composition of the water analyte used for this experiment are 
likely to be responsible for the shift observed. Water oxygenation as a result of the pumping 
apparatus is a possible factor that could influence the characteristics of the sensor. Another 
possibility is the slow incorporation of residues present within the pumping apparatus accumulating 
in the deionised water. Although every precaution is taken to thoroughly decontaminate the pump 
after every use, it is possible that small amounts of salts and other hydrophilic compounds remain in 
the mechanism of the pump. 
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However the experiment proved that PTFE is a suitable substrate for future experiments and 
sensors, providing a non-reactive hydrophobic material for sensor fabrication. The dielectric 
characteristics of PTFE can easily be accounted for in the design of future sensors. 
6.2. Differentiation of edible vegetable oils 
6.2.1. Dielectric characteristics of vegetable oils as calculated by the small perturbation technique 
Initially, different vegetable oils were differentiated using a resonant cavity and the dielectric 
characteristics calculated using the small perturbation technique. Commercially available nut, seed 
and fruit oils were used to see if they could be differentiated using resonant dielectric spectroscopy. 
Oils extracted from several types of plants were selected due to their triacylglycerol content. The oils 
selected were extracted from groundnut, olive, rapeseed and sunflower seed. 
Measurements were made through a custom fabricated aluminium cylindrical resonating cavity, 
designed and constructed in house (Figure 6.25). The cavity has a diameter of 130 mm and a height 
of 20 mm with resonant mode TM010 at ~1.75 GHz (Figure 6.24). 
 
Figure 6.24. Image and simulation of the cavity used to assess the dielectric characteristics. Simulation is shown 
with mode TM010 electric field. 
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After purchase, oils were stored in a cool dry location out of direct sunlight to reduce the rate of 
degradation [311-313]. For each type of vegetable oil, 4 ml of oil was measured into NMR tubes 
(Wilmad NMR tubes 5mm) sourced from Sigma Aldrich, UK ready for impedance measurements. Five 
samples of each oil were prepared and measured. The NMR tubes were then introduced to the 
geometric centre of the cavity where the electric field is at maximum intensity. The VNA was set to 
generate a signal between 1.5-1.8 GHz over 1601 data points and calculate S11 (reflection) and S21 
(transmission) parameters. The VNA conducted 10 sweeps per measurement averaging the 
attenuation at each frequency step. The experimental setup may be seen in Figure 6.25. The S-
parameters were gathered on a PC using custom LabVIEW programmes detailed in section 0. 
 
Figure 6.25. Image of the experimental set-up. 
Figure 6.26 and Figure 6.27 shows the S11 and S21 parameters respectively of vegetable oils as a 
function of frequency. Introducing oil samples into the cavity reduced the resonant frequency of the 
principal mode by approximately 16.5 MHz for both the reflected and transmission s-parameters. 
The resonant peak seen in the reflected and transmission s-parameters of the oils show little 
variation in frequency shift or change in attenuation. 
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Figure 6.26. S11 parameters of olive oil, sunflower oil, grapeseed oil, groundnut oil and air for a frequency range 
of 1.65 to 1.75 GHz. 
  
Figure 6.27. S21 parameters of olive oil, sunflower oil, grapeseed oil, groundnut oil and air for a frequency range 
of 1.65 to 1.75 GHz. 
The small perturbation technique, as described in Chapter 2.3 using Equation 2.11, Equation 2.12 
and Equation 2.16, was used to determine the dielectric characteristics of the sample. The calculated 
results may be seen below (Table 6.6). 
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TABLE 6.6. THE DIELECTRIC CHARACTERISTICS OF DIFFERENCE VEGETABLE OILS AS CALCULATED BY 
THE SMALL PERTURBATION TECHNIQUE AT 1.75 GHZ. 
 
 
 
Groundnut oil, which is relatively low in mono-unsaturates (16%), has a relative dielectric constant 
of 2.991 while grapeseed oil with comparatively higher concentrations of mono-unsaturates (53%) 
has a dielectric constant of 3.014. This is in agreement with literature that reports an increase in 
dielectric constant as the proportion of mono-unsaturated TAG increases [13]. 
This experiment proved that differing conformations of TAG can be distinguished based on the 
electromagnetic properties of the samples which are apparent in the frequency shift and therefore 
dielectric constant and losses of the samples at this frequency range. Yet the molecular and 
structural composition, interactions between molecules, interfaces between substrates and the 
frequency employed must be considered as to the contribution to the dielectric qualities of the 
samples under test. 
6.2.2. Differentiation of olive oils using a capacitive coplanar resonant sensor 
Because of this, a number of olive oils of differing quality were compared using coplanar resonant 
structure. A coplanar sensor would reduce the physical size and resources needed for the olive oil 
adulteration sensor. For this experiment, a number of commercially available olive oils of differing 
quality were the used. High quality extra virgin olive oil (Fillipo Berio Gusto Fruttato) is mechanically 
extracted from mature ripened olives resulting in increased chlorophyll and carotenoid content 
[314]. Regular extra virgin olive oil (Fillipo Berio extra virgin olive oil) is mechanically extracted from 
freshly ripened olives resulting in a lower concentration of chlorophyll. Lower quality olive (Don 
Mario olive oil) consists of a combination of mechanically and refined olive oils resulting even lower 
Vegetable Oil ε' (ω) ε'' (ω) tan δ 
Grapeseed 3.014 0.073 0.024 
Groundnut 2.991 0.066 0.022 
Olive 3.004 0.063 0.021 
Sunflower 3.005 0.069 0.023 
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concentrations of chlorophyll. Lastly refined olive oil extracted from olive fruit by chemical methods 
is used which contains no chlorophyll. 
The sensor used in this experiment was of an interdigitated finger capacitor arrangement as seen in 
Figure 6.28. The sensor is small and consists of 3 pairs of interdigitated electrodes of 0.4 mm width 
and a length of 3.6 mm. 
 
Figure 6.28. Interdigitated electrode with a fundamental frequency of 8.6 GHz. 
20 µl of oil was placed directly upon the electrode surface. 5 samples of each oil were measured. 
After each measurement the oil was removed and the sensor surface cleaned with an ethanol/water 
90/10 % (v/v) mixture. The VNA was set to generate a signal between 6 – 7.5 GHz over 1601 data 
points and calculate S11 (reflection) parameters. The VNA conducted 10 sweeps per measurement 
averaging the attenuation at each frequency step. The experimental setup may be seen in Figure 
6.29. The S-parameters were gathered on a PC using custom LabVIEW programmes detailed in 
section 0. 
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Figure 6.29. Experimental setup of coplanar sensor for olive oil quality validation. 
 
Figure 6.30. S11 parameters of the olive oil samples. 
It can be seen in Figure 6.30. that the resonant frequency of the sensor changes when interacting 
with different types of olive oil with a total variance of 205 MHz. This is due to the differences in the 
chemical composition of the olive oil. The fatty acid composition as stated by the manufacturers is 
stated below. 
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TABLE 6.7. THE MANUFACTURER, TYPE AND COMPOSITION OF OLIVE OILS ASSESSED USING 
IMPEDANCE SPECTROSCOPY. 
Manufacturer/type Lipid 
(g/ml) 
Saturated 
(g/ml) 
Monounsaturates 
(g/ml) 
Polyunsaturated (g/ml) 
Filippo Berio Gusto Fruttato 91.3 15.5 66.1 9.7 
Filippo Berio Extra Virgin 91.3 15.1 66.2 10.0 
Don Mario Olive Oil 91.4 13.2 66.7 8.5 
ASDA Refined Olive Oil 91.4 13.1 66.9 9.2 
 
However, one parameter that is not listed in the manufacturers’ nutritional values is the moisture, 
chlorophyll, carotenoid and polyphenol content of the oil. These constituents are thought to play a 
major role in the permittivity of lipids [212]. 
The experiment shows that olive oils of differing quality have characteristic spectra providing a clear 
identification methodology. Using a database of previously measured olive oil standards, the quality 
of the measured oil could be determined. 
6.3. Quantification of lactate in bovine blood 
This section of the research is concerned with designing a non-invasive sensor for the detection of 
lactate in bovine blood. Defibrinised bovine blood was used spiked with differing concentrations of 
lactic acid (Sigma Aldrich, U.K.). An experimental apparatus was fabricated to model an artery under 
the surface of a cow’s epidermis. In this fashion the sensor would have to penetrate the skin and 
artery to interact with the bovine blood. 
 
Figure 6.31. Fabricated resonant sensor applied to non-invasive lactate measurements. 
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The sensor used, designated RTB04, was a previously used in Section 6.1.2. It consists of two 
interdigitated semi-circular patch electrodes which are encircled by an earthed ring (Figure 6.31). 
The cow artery was modelled using silicone tubing fed through polyethylene foam over which 15 
cm2 of cow hide with a thickness of approximately 8 mm sourced from a local butcher was affixed 
(Figure 6.32). 
 
Figure 6.32. Silicone tubing in PE foam covered in cow hide to simulate jugular and supportive tissue. 
Using a peristaltic pump, defibrinised bovine blood was pumped from a reservoir through the 
apparatus and back to the reservoir which was contained within an incubator set at 55°C to ensure 
the temperature of the blood running through the apparatus was approximately the bovine basal 
temperature of 38°C (Figure 6.33). A number of bovine blood solutions were prepared using lactic 
acid to the concentrations 64, 32, 16, 8, 4, 2, 0.5 and 0 mM. Each concentration of lactate was 
measured a total of 7 times. Measurements were carried out from low to high lactate concentration 
with the blood was pumped out of the apparatus after each measurement. 
The coplanar resonant structure RTB04 was held in place above the simulated vein and connected to 
the VNA. The VNA was set to generate a signal between 1.5 – 2.5 GHz over 1601 data points and 
calculate S11 (reflection) parameters. The VNA conducted 10 sweeps per measurement averaging the 
attenuation at each frequency step. The S-parameters were gathered on a PC using custom LabVIEW 
programmes detailed in section 0. 
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Figure 6.33. The experimental apparatus consisting of a peristaltic pump, incubator, VNA and model cow 
(clockwise from bottom-left). 
 
Figure 6.34. S11 parameters of bovine defibrinised blood with differing concentrations of lactate (mM). 
Figure 6.34 shows the S11 parameters of bovine blood spiked with differing concentrations of lactate. 
It may be seen that as lactate concentration increases the resonant frequency of the sensor 
decreases and the attenuation increases. This is more clearly demonstrated in Figure 6.35 which 
plots the peak frequency of the sensor against lactate concentration. 
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Figure 6.35. Average resonant frequency of the sensor (GHz) as a function of logarithmic bovine blood lactate 
concentration (mM). Error bars represent standard deviation. Linearity was calculated at r
2
 = 0.941. 
From these graphs it may be seen that the maximum shift and attenuation between lactate 
concentration of 0 and 64 mM was 5 MHz with a linearity r2 of 0.941. Sensitivity of the sensor was 
calculated at 0.571 MHz / 0.1 mM of lactate. The resonant frequency associated with lactate 
concentration were found to be significantly different upon one way ANOVA statistical analysis (p = 
0) (Table 6.8). 
TABLE 6.8. ONE WAY ANOVA STATISTICAL ANALYSIS RESULTS. 
 
DF 
Sum of 
Squares 
Mean 
Square F Value Prob>F 
Model 7 1.89E+14 2.70E+13 931.8111 0 
Error 32 9.26E+11 2.89E+10 
  Total 39 1.90E+14 
    
This experiment has shown that differing concentrations of lactate in bovine blood may be remotely 
and non-invasively differentiated using microwave spectroscopy. The physical size of the sensor will 
allow it to be easily incorporated into a collar to fit cattle. Consistent interaction of the sensor with 
the area of skin over the artery is essential to reproducibility of the measurement. 
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6.4. Quantification of Pseudomonas aeruginosa 
This part of the research demonstrates the novelty in the application of coplanar resonant sensors, 
excited at microwave frequencies, to the detection of P. aeruginosa. The experimental setup used 
was that previously developed in section 6.1.4 (Figure 6.36). 
  
Figure 6.36. Overview of the experimental setup. Quaternary pump and vector network analyser (left). Fluidic 
cell embedded coplanar sensor system (right). 
The culture method of P. aeruginosa is that stated in the journal paper resulting from this 
experiment [315]. P. aeruginosa was inoculated into 50 ml of sterile nutrient broth (NB) and 
incubated for 24 hours at 37 °C in an orbital culture chamber at 250 rpm. Following incubation, the 
optical density (OD) was measured as 550 nm (OD550). The arbitrary spectrophotometry 
measurement at OD550 of the culture was 1.74. For the purposes of experiment, this culture sample 
was diluted to an OD550 of 1.0 to ensure there was sufficient quantity of bacteria for measurment, 
and also to prevent clogging of the fluidic system since P. aeruginosa is particularly known for its 
adherent properties. For the purposes of comparison with other techniques, a 1.0 OD550 reading was 
found, via a filtration method, to be equivalent to 0.583 g/L. In other works where the units CFU·m/L 
are used, 0.6 OD550 is typically approximated to 1 x 108 CFU·m/L. Using this approximation, the 
original sample here contained 16.7×108 CFU·m/L. 
In order to verify growth of the bacteria, it was grown on glass at 30 °C for 48h. A sample of P. 
aeruginosa biofilm was treated with 1% gluteraldehyde, washed twice with distilled water and left in 
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air to dehydrate for 24h. The sample was then coated using a gold sputter coater (Emitech K550X) at 
25 mA for 2.5 min, giving a thickness of 12 nm. It was then examined under a scanning electron 
microscope (FEI Quanta 200 ESEM) with the result shown in Figure 6.37. 
 
Figure 6.37. SEM micrographs of P. aeruginosa biofilms grown on glass. 
The bacterial culture and a sterile nutrient broth were fed to a quaternary pump (Perkin Elmer), 
which was used to introduce samples to the fluidic cell. The cell OD550 ranged from 0.025 to 1.0, in 
the following dilutions: 0.025, 0.1, 0.25, 0.5, 0.75 and 1.0. The nutrient broth acted as a diluting 
media. The experimental work was repeated 6 times alternating between high-low and low-high 
concentrations. Between each repetition the fluidic cell was cleaned with deionised water in order 
to eliminate possible contamination, and to remove any cell build up or clogging. Each individual 
measurement took approximately 3 minutes. 1 minute was allowed for the system to be flooded 
with the analyte and a further 2 minutes stabilisation time. A low pumping speed (2 ml/min) was 
selected to minimise the build-up of air in the fluidic cell resulting from turbulent analyte flow, 
particularly in the area of the sensor. The resonant coplanar sensor was connected via a SMA 
connector and coaxial lead to an Agilent Technologies (Hewlett Packard) 8720 ET VNA to allow 
measurements to be taken. The instrument was set to generate a signal between 100 MHz and 1 
GHz over 1601 data points for 10 linear frequency sweeps and calculate the S11 (reflected signal) 
parameters. The sensor had a fundamental resonance at approx. 292 MHz when the fluidic cell was 
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loaded with nutrient broth. Data (peak frequency and Q-factor) was collected at this frequency using 
bespoke LabView software detailed in section 0 for later analysis. 
 
Figure 6.38. Plot of average resonant peak with changing P. aeruginosa optical density. Error bars indicate the 
standard deviation of the measurements. Linearity calculated at r
2
 of 0.993.  
 
Figure 6.39. Plot of average Q-factor with changing P. aeruginosa optical density. Error bars indicate the 
standard deviation of the measurement. Linearity calculated at r
2
 0.994. 
Results from the data collected at the sensor resonant peak of approximately 292 MHz are shown in 
Figure 6.38 and Figure 6.39 for peak and Q-factor shift respectively. Results from all 6 concentration 
repetitions, low-high and high-low, were averaged and error bars show the range of readings at each 
concentration. As evidenced in Figure 6.38 and Figure 6.39, there is a clear relationship between 
sensor response and OD550 and therefore concentration of P. aeruginosa. Even more encouraging is 
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the near linear relationship demonstrated with both sets of results. In Figure 6.38, the linear best fit 
line has an r2 value of 0.993, while in Figure 6.39 r2 is 0.994. Sensor resonant frequency was 
calculated to have a sensitivity of 0.4 MHz/0.1 OD at a wavelength of 550 nm. Furthermore, the 
sensor has been demonstrated to have a good level of repeatability. In the range over which the 
sensor was tested (OD550 0.025-1.0), the resonant peak shifted by 3.8 MHz and the Q-factor changed 
by 0.222. Therefore, the maximum percentage error, over the tested range can be calculated to be 
20.4% (peak) and 18.5% (Q-factor). 
By way of comparison with previous works, where information is available, the sensor has 
demonstrated a linear operating range of OD550 0.025-1.0. In addition, the resolution of the sensor 
has been demonstrated to be at least OD550 0.075. Importantly, the proposed technique gives a real-
time response and has the ability of instantaneous diagnostics of presence and concentration of P. 
aeruginosa. The repeatability of measurements and reusable nature of the sensor makes this 
technique a welcome cost effective tool for clinical use. The proposed solution would not require 
specialist medical training and therefore could be carried out by non-experts such as technicians, 
nurses, etc. In addition, the system could potentially be made portable for use by emergency service 
providers, when combined with hardware to replace the VNA used in this work, as demonstrated by 
the authors in previous work [316]. This would be possible by selecting a particular frequency of 
interest at which P. aeruginosa show a response, and therefore allows its concentration to be 
determined. Importantly, other types of bacteria may be more sensitive to other frequencies. Based 
on this the proposed EM sensor technique has the unique capability of not only determining the 
type of the bacteria present in the analyte, but also provides tool for real-time quantitative 
assessment which is vital for early medical diagnostics. 
6.5. Quantification of lactate in cerebrospinal fluid 
The sensor is embedded in a bespoke fluidic cell constructed of PMMA, which has a HPLC compatible 
inlet and outlet ports in order to allow fluid to pass through the cell and come into contact with the 
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sensor device itself. Although this setup represents a laboratory environment system, it is feasible 
that a fluidic cell such as this could be placed in-line with a spinal tap, or similar depending on the 
application, and thus the CSF analyte could easily be introduced to the sensor during a surgical 
procedure. 
In order to test the capability of this sensor system, the work involves the use of a synthetic CSF, 
comprising deionised water combined, in varying quantities, with L-(+)-Lactic acid solution (Sigma-
Aldrich, 27714). In particular, the following concentrations (mmol/ L) were measured: 0, 0.2, 0.4, 1, 
1.6, 2, 4, 10 and 20. The experimental work was repeated 6 times and an average of the results 
taken. Between each repetition the fluidic cell was cleaned with deionised water in order to 
eliminate possible contamination. The sensor response, after cleaning, returned to its original 
baseline output when flooded with deionised water which is promising in terms reliability and 
robustness for long term use. A quaternary pump (Perkin Elmer) was used to introduce samples to 
the fluidic cell, and this was used to mix the lactic acid and deionised water to the concentrations 
previously detailed. The deionised water and lactate solutions were stored in an incubator at 30 °C, 
and feed tubes between the solutions and fluidic cell were kept short to minimise temperature loss. 
Each measurement took 3 minutes; 1 minute was allowed for the system to be flooded with the 
analyte and a further 2 minutes settling time was allowed. A low (2 ml/min) pumping speed was 
selected to minimise the build-up of air in the fluidic cell resulting from turbulence, particularly in 
the area contacted by the sensor. In the real world, this speed could easily be emulated in-situ 
although the speed of pumping itself has been found to have little direct effect on the response of 
the sensor beyond issues with air build-up. 
Dielectric measurements were performed using an Agilent Technologies (Hewlett Packard) 8720 ET 
VNA. The instrument was set to generate a signal between 100 MHz and 1 GHz over 1601 data 
points for 10 linear frequency sweeps and calculate the S11 (reflected signal) parameters. Data was 
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collected using bespoke LabView software (section 0) and later analysed. The complete 
experimental setup is shown in Figure 6.40. 
 
Figure 6.40. Overview of the experimental setup, including quaternary pump, vector network analyser and 
sensor system. 
The S11 measurements taken during the experimental work were used in order to identify change 
which occurred due to the varying concentration of lactic acid. Two resonant peaks where noted as 
responding to the change in lactate concentration. When water was present in the cell, these peaks 
were at approximately 394 MHz and 573 MHz; the latter however was found to give more 
pronounced response to lactate and so results for the fundamental resonance only are presented in 
this paper. 
In Figure 6.41, the response of the sensor is shown as captured from the VNA, with the shift in 
reflected S11 parameters clearly demonstrated. In Figure 6.42, the sensor response is shown in the 
form of a calibration curve over the full range of concentrations tested. Deionised water is used as a 
background reading against which all other readings are normalised; thus the results emphasise the 
change in response of the sensor at the indicated frequency. The sensor shows a logarithmic 
response, with the greatest sensitivity shown up to concentration levels of 2 mmol/ L. From Figure 
6.42 it is clear that there is a good correlation (r2 = 0.98) between the sensor response and the 
lactate concentration. Sensor sensitivity to lactate was calculated at 0.5425 MHz per mmol/L. 
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Figure 6.41. Illustrating the shift in peak frequency at approx. 394 MHz for 0 and 20 mmol/ L concentrations of 
lactate. 
 
Figure 6.42. The shift in peak frequency at approximately 394 MHz with different concentrations of lactic acid, 
with good correlation between results and the logarithmic best fit curve (r
2 
> 0.98). Note that results have been 
normalised against a background sample of deionised water only. 
This methodology and results are an important step forward for this work, which has for a number 
of years been under development for real-time CSF analysis. The method would be simple to 
implement and not require any significant change to current surgical procedure. While previous 
work has shown the potential for electromagnetic wave techniques (e.g. cavities and planar 
structures), this shows a technique which could be applied in-line to current spinal tap procedures. 
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Longevity may not be a pressing concern in the healthcare field, as it is likely the sensor system 
would be single use due to potential biohazard risks. However, in other applications long term use of 
the sensor would certainly be preferable, and the authors are looking to apply this technique in 
other areas including water quality monitoring, industrial process monitoring and for biomedical 
screening. 
This experiment suggests that the apparatus is versatile and so the response of the sensor to other 
analyte solution types and concentrations is being explored and a database of these microwave 
signature spectra being compiled, which can later be used for online process control in a broad 
range of industrial applications in the wastewater industry, chemical and pharmaceutical production 
lines. 
The system demonstrates an improvement over previous work by the research group [317, 318], 
and is a step toward achieving the goal of a truly online system for the indication of lactate level in a 
patient under-going a procedure such as surgical or endovascular aneurysm repair. The paper 
demonstrated sensitivity of the sensor system to varying levels of lactic acid, in the range 0 to 
20 mmol/ L in a deionised water solution. The measured results (i.e. resonant peak shift) at 394 MHz 
from the electromagnetic wave sensor show an excellent correlation with the varying concentration. 
Further work in this area will consider other background media (e.g. blood), in addition to other 
potential applications in the biomedical, process and water industries where real-time monitoring of 
various fluidic analyte materials is becoming ever more necessary. 
6.6. Chapter 6 Summary 
Chapter six is divided into sections that contain the experimental results relating to each application. 
Section one of chapter six details the results of experiments utilised to develop and verify the 
application of dielectric sensors to the quantification of neutral lipids within cells. Initially samples 
were analysed using a resonant cavity and the small perturbation technique. A number of 
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developments to the coplanar sensor were then carried out to incorporate the sensor into a fluidic 
device which was characterised over time and temperature. The finalised experimental methodology 
was then used to assess the neutral lipid composition of cells. Section two of the chapter details the 
use of a resonant cavity and the small perturbation technique to assess the dielectric characteristics 
of different vegetable oils. An interdigitated capacitive coplanar sensor was then used to verify the 
quality of vegetable and olive oils. Section three demonstrates the applicability of dielectric coplanar 
sensors to non-invasively quantify the lactate composition of bovine blood in a major bovine blood 
vessel through a layer of epidermis and hair. This was done by pumping bovine blood containing 
physiological concentrations of lactate through a fabricated model of a cow blood vessel. This may 
be used as a marker pertaining to the overall health of the cow. Section four details the use of the 
fluidic cell to determine the concentration of Pseudomonas bacteria found in ill managed water 
storage systems. Section five presents the results of using the fluidic apparatus to determine the 
lactate concentration of cerebrospinal fluid which is exuded during cranial surgery and may be used 
as a marker to detect hypoxia of the brain during the procedure. 
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Chapter 7. Conclusions and future work 
The project aimed to develop resonant microwave dielectric sensors for biomedical and industrial 
applications. The research objectives, which are re-stated below for clarity, will be discussed below 
with specific chapters for each of the application areas. The research aims were: 
 Investigate current dielectric spectroscopy techniques used to differentiate organic and 
biological material. Chapter 2 and 3 discuss the theory surrounding dielectric spectroscopy, 
different dielectric spectroscopy techniques and their application in each of the application 
areas. It was found that a number of resonant structures may be utilised for these applications 
however development of coplanar sensors was chosen due to their physical size, economical 
cost and electrical characteristics which made them the most suitable for the applications 
covered by the research. 
 Design and evaluate the suitability of dielectric spectroscopy sensor configurations using 
computational simulation. Chapter 5 documents the development of the resonant dielectric 
sensors used in the project. Each development stage improves the sensors desired 
characteristics (frequency, quality factor) to yield a resonant microwave frequency sensor that 
is sensitive to biological analytes. 
 Implement and evaluate the proposed analysis methodology of using resonant dielectric 
sensors to assess the characteristics of biological samples. Chapter 6 documents the 
experimental procedure used to verify the application of the sensors designed in chapter 5. 
The developed sensors were shown to be sensitive to their target analyte which was 
demonstrated through experimentation and statistical analysis of the results. 
 Incorporate the dielectric spectroscopy sensor into a fluidic device (omitting applications 2 
and 3) that allows online sensing of the intended analyte. A number of materials were 
investigated as to their suitability for fluidic cells. PMMA was chosen as a material and a fluidic 
cell devised that can incorporate the designed sensor which is documented in Chapter 6. The 
fluidic cell allowed the direct in-line measurement of analytes in a cost effective manner while 
increasing sensor-analyte interaction. 
 Programme an interface to control parameters of the experimental equipment and 
subsequently acquire and analyse the resulting data. A LabVIEW programme was designed 
and implemented that permitted quick configuration and facilitated the acquisition of data 
from the VNA. This is documented in Appendix 2. 
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7.1. Quantification of neutral lipids in biological cells 
The suitability of microwave dielectric spectroscopy to assess the neutral lipid content of biological 
cells was investigated. Primarily, suspensions of vegetable oils were assessed to investigate the 
effect of varying neutral lipid concentration using the small cavity perturbation technique. The 
technique proved successful in non-invasively differentiating cell samples with differing 
compositions of neutral lipid. 
Following this, development started on a resonant patch to replace the large and expensive 
resonant cavity. A number of progressive modifications were made to a simple circular patch with 
the sensor performance analysed for cell differentiation suitability after each modification step. The 
footprint of the resonant structure was successfully reduced to 3.4 % of the resonant cavity and 0.15 
% of the total volume using this technique while also propagating a primary resonant mode of a 
lower frequency than that of the resonant cavity to interact with Maxwell-Wagner polarisation 
phenomena. Reducing the frequency of the resonant mode was achieved by introducing reactive 
impedance elements into the structure in the form of capacitive interdigitated fingers and an 
inductive ring. 
The final resonant structure was used to quantify the neutral lipid content of yeast cell cultures. The 
final sensor design incorporated into the fluidic apparatus proved successful in differentiating lipid 
positive and lipid negative cell cultures. The total difference in measured resonant frequency 
between the two culture conditions on day 6 was 8.8 MHz. This would be sufficient enough for a 
circuit embedded power meter to differentiate the sensor response as a result of the differing 
conditions. The sensor also proved successful at detecting different concentrations of yeast cells in 
blood with a total average difference in resonant frequency of 1.42 MHz. This fulfils the objective of 
proving the applicability of dielectric spectroscopy to differentiate cell samples based upon the 
neutral lipid composition of biological cells using coplanar sensors of novel conformation. This 
element of the research resulted in a number of publications as detailed in the appendix. 
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Future work regarding this project would involve the use of leukocytes as the analyte for the sensor. 
Optimisation steps would be needed to ensure the sensor is sensitive to the new cell type. Cells 
could be captured from a complex media such as blood in the sensing area of the sensor using a 
monoclonal immunoglobulin serotype sensitive to the target cell line immobilised to the sensor 
surface. Although this would mean the sensors would be single use, the cost of such sensors would 
be inexpensive enough to justify such a methodology. Broadband analysis of the cells immobilised 
using immunoglobulin would be required to investigate the effects of immobilisation and the 
sensors redesigned to a frequency sensitive to cell binding. 
7.2. Differentiation of edible vegetable oils 
The dielectric characteristics of different vegetables were determined using the cavity perturbation 
technique. It was found that different oils had different dielectric characteristics due to the 
concentration of mono-unsaturated fatty acids present in the different oils. Following this a coplanar 
interdigitated capacitive sensor was designed and used to differentiate the different oils. The sensor 
proved successful in differentiating the vegetable oils of differing quality as a result of the mono-
unsaturated composition. This reveals that dielectric spectroscopy can be used as an affordable 
technique for in-situ analysis of olive oil quality removing the need for laboratory analysis using 
expensive chromatography techniques. This element of the research resulted in a number of 
publications as detailed in the appendix. The sensor used in this experiment could easily be 
incorporated into a small mobile hand-held device for the in-situ determination of olive oil quality. 
Future work would focus upon designing a compact battery powered circuit capable of generating 
and analysing electromagnetic radiation in the microwave frequencies using a voltage controlled 
oscillator. The circuit would also incorporate a user interface and display to read out the result. 
7.3. Detection of disease states in cattle 
A coplanar resonant sensor was used to non-invasively determine the lactic acid content of sub-
dermal intravenous blood. The developed sensor proved successful in determining lactic acid 
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concentration at physiological levels which could be used as an indicator of ill health in cattle. The 
sensor had a sensitivity of 0.571 MHz / 0.1 mM of lactate concentration and linearity (r2) of 0.941. 
The experiments conducted indicate that dielectric spectroscopy is effective in non-invasively 
monitoring the health of cattle using lactate as a marker. Due to the small size of the novel coplanar 
sensor, it could easily be incorporated into a collar with the analytical circuitry needed to interpret 
the sensor data and transmit the result as part of a wireless sensor network that would monitor the 
health of individual cows and the overall heard. Additionally GPS circuitry could be incorporated into 
the collar providing additional data to better understand herd habits and grazing characteristics. 
Future work would focus upon this element of the system. 
7.4. Quantification of Pseudomonas aeruginosa 
A novel resonant electromagnetic patch sensor system for the real-time detection and quantification 
of Pseudomonas aeruginosa was developed. It employs a bespoke planar sensor embedded within a 
microfluidic cell structure which allows instantaneous assessment of bacteria concentration in the 
range of OD550 25 × 10-3 - 1.0, which is comparable with other currently reported techniques. 
Sensitivity was calculated at 0.4 MHz / 0.1 OD at a wavelength of 550 nm with linearity (r2) of 0.994. 
However, the proposed system is reusable, cost efficient and has the potential to be developed into 
a novel cost effective device for installation into a water supply network. 
This work has successfully proven the concept that novel electromagnetic sensor embedded into a 
fluidic cell is an attractive technique capable of providing real-time information on the composition 
of the CSF. In previous work [318] a microwave cavity technique was used to perform offline 
measurements of lactate suspended in a phosphate buffered saline (PBS) solution, since this is 
considered more representative of blood than deionised water. Due to the added conductivity of the 
media, it is proposed that this is a far more challenging environment for the sensor to operate in. 
Therefore further work with this sensor will consider the use of both PBS and blood background 
media spiked with similar concentrations of lactate as demonstrated in this paper in order to 
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determine a more realistic idea on the sensitivity of this sensor for the intended application. An 
important aspect however is that the purpose of this sensor is not for precise quantification of 
lactate in blood, but rather to determine if the level is too high. This alone would indicate if there is 
some underlying issue with the patient; a precise value would not be necessary to a surgeon in 
theatre. If the sensor indicates the elevated lactate level, its exact value could later be determined 
using standard laboratory procedures. 
This element of the research resulted in a number of publications as detailed in the appendix. This 
novel device would stop the flow of water if bacterial contamination was detected. As the cost of 
the sensor and support analytical circuitry is relatively low, installation of such devices could easily 
be justified in large installations such as hospitals and food processing plants as a failsafe to water 
management procedures. Future work would focus upon developing such a device that can be 
incorporated into the outlet of a water storage tank similar to that found in such installations. 
7.5. Detection of lactate in cerebrospinal fluid 
The suitability of the fluidic device embedded resonant coplanar sensor to the lactate concentration 
of cerebrospinal fluid was analysed. Currently no device or methodology exists that can measure this 
in real time. Such a device would provide an extremely useful real-time analytical technique for the 
monitoring of cerebral oxygenation during cranial surgery. The coplanar sensor of novel 
conformation proved to be successful in significantly quantifying physiological concentrations of 
lactate in cerebrospinal fluid to a sensitivity of 0.5425 MHz per mmol/L of lactate and linearity (r2) of 
0.98. This element of the research resulted in a number of publications as detailed in the appendix. 
Future work would focus upon incorporating the sensor with the support circuitry and a GUI so the 
information could be read by surgeons and support staff in real time. In all the methodology is a 
novel approach to a problem that faces surgeons daily when carrying out cranial operations. 
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7.6. Future work 
A number of opportunities and research pathways are available to further explore the sensing 
capabilities of the methodology developed as part of this project. The coplanar sensors used as part 
of this project rely upon the perturbation of the principle resonant frequency. Due to the size of the 
coplanar sensors, it would be possible to combine a number of coplanar sensors into a fluidic device 
that target different dispersions of a samples dielectric relaxation profile allowing further 
characterisation of the sample. Alternatively, the coplanar sensor could be configured so as the 
resonant modes of the sensor target the different dispersions of the sample. 
There also exist a number of applications that dielectric spectroscopy is well suited to. These include 
the characterisation of dairy products and the characterisation of meat products. The characteristics 
detected could be the water content of milk, cheese, raw meats and cooked meats. The water 
content of such products is closely linked to quality and shelf life of the products. Characteristics 
which are closely linked to water content, such as bacteria and fat composition could also be 
monitored using dielectric spectroscopy. Pollutants in waste water which alter the relaxation 
frequency of water molecules could also be detected using this technique allowing continuous 
measurement of waste water flows and alerting water companies when a pollutant is detected. This 
would ensure the rapid action from the water companies and stop the pollutant entering the water 
system. 
7.7. Research Overview 
In the process of this research, a number of important sensing applications have been developed to 
address issues in a number of healthcare and industrial sectors. The research shows that dielectric 
spectroscopy can be used effectively in a wide range of fields and purposes to differentiate samples 
based upon a target analyte. Additionally, a number of novel coplanar sensors have been designed, 
developed and modified to fit each purpose showing the proficiency and versatility of the technique. 
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Interestingly, future work may focus upon any of the above applications to develop a novel final 
product that could be used for the intended purpose. 
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1.1 LabVIEW control software 
LabVIEW (National Instruments, USA) is data flow, graphic based system design software that can be 
used to control instruments, manipulate data and express results. It uses a dataflow programming 
tool called G. Execution of programs is governed by the structure of graphical block diagrams that 
represent a function or task interconnected to form a chain of data. 
LabView was used to control the HP8720 ET VNA throughout the research using a laptop PC 
(Toshiba, Japan) installed with a VXI driver via GPIB-USB interface controller (NI GPIB-USB-HS, 
National Instruments, USA). Commands were sent through this interface using Virtual Instrument 
Software Architecture (VISA). In this way sequences of processes can be combined into a single 
program increasing efficiency and standardising measurement methodologies. 
Using this type of interface allowed the VNA to be controlled using commands that are derived from 
the purpose of the function they control. For example, to set the start frequency at 500 MHz the 
command is “STAR 500 MHz”. To set the marker at the centre of the frequency sweep the command 
“MARKCENT” would be used. 
The first program created to control the VNA incorporated all of the functions the VNA can carry out 
into a single interface (Figure 0.1 and Figure 0.2). 
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Figure 0.1. LabVIEW Interface for configuring the HP 8720 ET VNA. 
 
Figure 0.2. LabVIEW programming for above interface incorporating sub Vis. 
 
With the basics of VISA programming established, a program was written that could conduct several 
frequency sweeps, storing the s-parameters for each sweep in a comma separated file (.csv) for 
initial data interpretation (Figure 0.3 and Figure 0.4). This program also gathered data on the centre 
frequency, bandwidth and quality factor of the peak or trough. 
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Figure 0.3. LabView interface for setting up multiple frequency sweeps and recording the subsequent marker 
and sweep data. 
 
Figure 0.4. Block diagram of the programming that enables multiple frequency sweeps, collection and 
amalgamation of data. 
 
The next development of this program incorporated automatic readings taken at a set time interval 
indefinitely until the program is stopped (Figure 0.5). The data generated was also made to include a 
time stamp from which the measurement time could be accurately derived (Figure 0.6). 
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Figure 0.5. LabView interface for setting up multiple frequency sweeps at a variable time interval and recording 
the subsequent marker and sweep data. 
 
Figure 0.6. Block diagram of the programming that enables multiple frequency sweeps at a variable time 
interval, collection and amalgamation of data. Note the conversion of LabVIEW time stamp to a Microsoft 
compatible time stamp in the left-centre of the diagram. 
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1.2 PCB routing methodology 
After coplanar resonant structures were simulated and optimised a number of sensors were 
implemented as part of this research. When a sensor design was finalised after simulation, the micro 
strip patterns were input into specialised PCB design software, EAGLE PCB design software (CadSoft, 
Germany). The software provides an interface for designing the schematics of PCB based circuits.  
 
Figure 0.7. A typical PCB layout as seen in CadSoft EAGLE. 
The sensor configuration was then converted into a vector based plotter file (.plt) by the software 
for interpretation by ABViewer (CadSoft, Germany) which is used to finalise the .plt file that will be 
used by the PCB router. 
 
1.3 Statistical software 
Data generated from simulations and experiments were primarily handled in Office Excel (Microsoft, 
USA). The statistical analysis program used for this research is OriginPro (OriginLab, USA). This 
software generates publication-quality graphs, performs data analysis, data interpretation and 
statistical analysis.
1.4 Sensors developed 
Sensor Schematic Characteristics 
B1.1 
 
Ring sensor 
3.8 GHz 
 
B3.0 
 
Interdigitated capacitive 
sensor 
1.4 GHz 
B4.0 
 
Two-port capacitive sensor 
with inductive ring 
2.9 GHz 
B4.1 
 
Two-port capacitive sensor 
with inductive ring 
1.6 GHz 
B10.0 
 
Rectangle patch antenna 
6.5 GHz 
OK-8 
 
Interdigitated capacitive 
sensor 
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RTB-1 
 
5.15 GHz 
RTB-2 
 
1.9 GHz 
RTB-3 
 
2.45 GHz 
RTB-4 
 
2.65 GHz 
RTB-5 
 
0.9 GHz 
RTB-FINAL 
 
0.95 GHz 
RTB-through 
 
1.3 GHz 
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5.7 GHz 
 
 
4.0 GHz 
 
 
4.35 GHz 
 
 
3.8 GHz 
 
 
Unstable resonant peaks 
 
 
0.8 GHz 
 
 
0.55 GHz 
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LC-01 
 
Unstable 
LC-03 
 
0.07 GHz 
LC-04 
 
0.02 GHz 
 
