In dynamic flow networks, every vertex starts with items (flow) that need to be shipped to designated sinks. All edges have two associated quantities: length, the amount of time required for a particle to traverse the edge, and capacity, the number of units of flow that can enter the edge in unit time. The goal is to move all the flow to the sinks. A variation of the problem, modelling evacuation protocols, is to find the sink location(s) that minimize evacuation time, restricting the flow to be confluent. Solving this problem is NP-hard on general graphs, and thus research into optimal algorithms has traditionally been restricted to special graphs such as paths, and trees.
Introduction
Dynamic flow networks were introduced by Ford and Fulkerson in [17] to model flow over time. The network is a graph G = (V, E). Vertices v ∈ V have initial weight w v which is the amount of flow starting at v to be moved to the designated sinks. Each edge e ∈ E has both a length d(e) and a capacity c(e) associated with it. d(e) denotes the time required to travel between the endpoints of the edge; c(e) is the amount of flow that can enter e in unit time. If all the c(e)s have the same value, the graph is said to have uniform capacity. The general problem is to move all flow from its initial vertices to sinks, minimizing designated metrics such as maximum transport time.
Dynamic flow problems differ dramatically from standard network flow ones because the introduction of capacities leads to congestion effects that arise when flow reaching an edge e needs to wait before entering e.
A vast literature on dynamic flows exists; see e.g., [2, 16] . Dynamic flows can also model evacuation problems [19] . In this setting, vertices can represent rooms of the building, edges represent hallways, sinks are locations that are emergency exits and the goal is to design a routing plan that evacuates all the people in the shortest possible time. In the simplest version, the sinks are known in advance. In the sink-location version, the problem is to place sinks that minimize the evacuation time.
Evacuation is best modelled by confluent flow, in which all the flow that passes through a particular vertex must merge and travel towards the same destination. In the example above, confluence corresponds to an exit sign in a room pointing "this way out", that all evacuees passing through the room must follow.
Min-cost confluent flows are hard to construct in both the static and dynamic cases [13, 15, 23] ; Even finding a constant factor approximate solution in the 1-sink case is NP-Hard.
Research on exactly solving the sink-location problem has therefore been restricted to special simpler classes of graphs such as paths and trees. On paths, the problem can be solved in time min(O(n + k 2 log 2 n), O(n log n)) with uniform capacities, and in time min(O(n log n + k 2 log 4 n), O(n log 3 n)) when edges have general capacities [8] . The 1-sink problem on trees can be solved in O(n log 2 n) time [22] . [19, 7] decrease this to O(n log n) on trees with uniform capacities. For the k-sink problem on trees, [11] solves the problem in O(nk 2 log 5 n) time, and the same authors reduced the time to O(max(k, log n)kn log 4 n) in [12] . This result holds for general capacities; a log-factor can be shaved off in the uniform capacity setting.
Robust optimization [20] permits introducing uncertainty into the input. One way of modelling this is for the input not to specify an exact value w i denoting the initial supply at vertex i but instead to only specify a range [w − i , w + i ] within which w i is constrained to fall. Any possible input satisfying all the vertex range constraints is a (legal) scenario. In this setting, the goal is to choose a center (sink-location) that provides a reasonable evacuation time for all possible scenarios. More formally, the objective is to find a center x that minimizes regret over all possible scenarios, where regret is the maximum difference between the time required to evacuate the scenario to x and the optimal evacuation time for the scenario. Such minmax regret settings have been studied for many combinatorial problems [1] including k-median [5, 10] and k-center [4, 25, 9] . As the regret problem generalizes the basic optimization version of the problem, exact regret algorithms tend to be restricted to simple (non NP-hard) graph settings, e.g., on paths and trees.
The 1-sink minmax regret problem on a path with uniform capacities is solved by [14] in time O(n log 2 n). This was reduced to O(n log n) by [24, 18] , and further to O(n) by [7] . For k = 2, [21] proposed an O(n 3 log n) algorithm which was later [7] reduced to O(n log 4 n) and then O(n log 3 n) [3] . For general k, [3] gave two algorithms, one running in O(nk 2 log k+1 n) and the other in O(n 3 log n).
The 1-sink minmax regret problem on uniform capacity trees can be solved in O(n log n) time [19, 7] . [6] gives a O(n 2 ) algorithm for the 1-sink minmax regret problem on a uniform capacitycycle.
All of the results quoted assume uniform capacity edges. This paper derives a O(n 4 log n) algorithm to calculate min-max regret for general capacities on a path. We believe this is the first polynomial time algorithm for min-max regret for the general capacity problem in any graph topology. The second note following Theorem 11 provides some intuition as to why the general capacity problem is harder than the uniform one. Theorem 1. The 1-sink minmax regret location problem with general capacities on paths can be solved in O(n 4 log n) time.
The paper is organized as follows. Section 2 introduces the formal problem definition and some basic properties. Section 3 is the theoretical heart of the paper; in Theorem 10 it derives the existence of a restricted set of scenarios, the two-varying scenarios, that is guaranteed to include at least one worst-case scenario for every input. Section 4 then shows how minimizing regret over the two-varying scenarios implies Theorem 1 if the minimum value of a certain set of special functions can be evaluated quickly. Sections 5 and 6 describe how, given certain facts about upper envelopes on lines, those special functions can be evaluated quickly. Finally, Section 7 proves the facts about upper envelopes. The paper concludes in Section 8 with a short description of possible improvements and extensions.
Note: Similar to the center problem, the sink-location problem has two versions; in the discrete version all sinks (centers) must be placed on a vertex. In the continuous version, sinks (centers) may be placed on edges as well. The version treated in this paper is explictly the continuous one but, with straightforward modifiations, the main results, including Theorem 1, can be shown to hold in the discrete case as well.
Preliminaries

Dynamic Confluent Flows on Paths
See Figure 1 . The formal input to the Dynamic Confluent Flow on a Path problem is a path P = (V, E) with V = {v 0 , v 1 , . . . , v n } and E = {e 0 , e 1 , . . . , e n−1 } where e i = (v i , v i+1 ).
x 0
w i is the initial amount of (flow) items located on v i . Θ L (P, x : s) is the time required to evacuate all items to the left of point x to x. Θ R (P, x : s) is the time required to evacuate all items to the right of point x to x.
• Each edge e i has associated length
, which is the time required to travel between v i and v i+1 . P is embedded on the line by placing vertex v i at location x i where x 0 = 0 and, ∀i ≥ 0
x ∈ P will denote any point, not necessarily a vertex, on the segment [0, x n ].
• Each edge e i also has an associated capacity c i = c(v i , v i+1 ), denoting the amount of flow that can enter e i in unit time.
• Scenario s = (w 0 (s), w 1 (s), .., w n (s)). w i (s) denotes the amount of flow initially starting at vertex v i in scenario s. This flow needs to travel to a sink, x ∈ P, where it will be evacuated.
. The basic problem is to find the location of the sink x ∈ P that minimizes the total evacuation time of all flow to x. If the capacities are unbounded, this reduces to the standard 1-center problem. If capacities are bounded, congestion can arise when too much flow wants to enter an edge. This can occur in many different ways. As an example, if flow is moving from left to right and c i−1 > c i , then flow enters v i from e i−1 faster than it can leave v i to continue onto e i . The congestion is caused by excess flow waiting at v i until it can enter v i .
Given a path P = (V, E), lengths d i , capacities c i and scenario s, the time needed to evacuate all the flow from the left of x, i.e., in [0, x), to x is denoted by Θ L (P, x : s). The time needed to evacuate all the flow from the right of x, i.e., in (x, x n ], to x is denoted by Θ R (P, x : s). The time needed to evacuate all of the flow to x is the maximum of the left and right evacuation times:
The formulae for the left and right evacuation times require a further definition:
Note: c(x, x ) is the minimum-capacity of edges on the path connecting x and x .
The formulae for Θ L (P, x : s), and Θ R (P, x : s) are
For later use, we rewrite this for the different cases of x being a vertex and x on an edge:
1. If x = x j for some j, then
We also need the following observations Corollary 4. Assume W 0,n > 0.
• Let t = min{i : W 0,i > 0}. Then Θ L (P, x : s) = 0 for x ≤ x t and Θ L (P, x : s) is a monotonically increasing function of x for x ≥ x t .
• Let t = max{i : W i,n > 0}. Then Θ R (P, x : s) = 0 for x ≥ x t and Θ R (P, x : s) is a monotonically decreasing function of x for x ≤ x t .
• Θ L (P, x : s) and Θ R (P, x : s) are piecewise linear and continuous everywhere except, possibly, at the vertices x j .
• Θ L (P, x : s) is left continuous at x j and Θ R (P, x : s) is right continuous at x j , i.e., The analysis will need the following basic concepts and observations: LCV(x : s), (resp. RCV(x : s)) is the vertex at which the maximum value that defines the left (resp. right) evacuation cost is achieved. In the case of ties in achieving the maximum, arg max will choose LCV(x : s) (resp. RCV(x : s)) to be the maximizing index i closest to x.
From Corollary 4, Θ L (P, x : s) and Θ R (P, x : s) are, respectively, monotonically increasing and decreasing nonnegative functions in [x 0 , x n ] (except, respectively, for an interval at their start and finish where they might be identically zero). Thus, from Equation (1), Θ(P, x : s) first monotonically decreases in x, reaches a minimum and then monotonically increases in x.
The discussion preceding the definition and the fact that Θ L (P, x : s) and Θ R (P, x : s) are continuous everywhere except, possibly, at the points x i , implies the following: This optimal sink is unique because Θ(P, x : s) is a unimodal function of x.
By standard binary searching techniques,
The evaluation of f (x i ) for some x i ∈ I will be denoted as a "query".
Then the unique index i such that x * ∈ [x i , x i+1 ) or the fact that x * = x n can be found using O(log n) queries.
For later use, the following will also be needed. 
exists, it is also a unimodal function in I.
Proof. First suppose that f and g are both unimodal functions with x * f , x * g being, respectively, the unique minimum locations of of f and g. Set h = max(f (x), g(x)).
Without loss of generality assume x * f ≤ x * g . Then h(x) is monotonically decreasing for x < x * f and monotonically increasing for
and h is unimodal with modex.
Repeating this process yields that for any three unimodal functions f (x), g(x), u(x), the function max (f (x), g(x), u(x)) is also unimodal.
Now suppose that f max (x) is not unimodal. Then there exist 3 points
. Then there exists three functions f 1 , f 2 , f 3 in the set {f z : z ∈ Z} satisfying f max (x i ) = f (x i ) for i = 1, 2, 3. But this contradicts the fact that max (f 1 (x), f 2 (x), f 3 (x)) is also unimodal.
Regret
One method for capturing uncertainty in the input is the min-max regret viewpoint. In this, the vertex weights are not fully specified in advance. Instead, a range of weights [w − i , w + i ] in which w i (s) must lie is specified. A specific assignment of weights to the vertices is a legal scenario. The set of all possible legal scenarios is the Cartesian product of all possible ranges for the weights.
Definition 6. Let i, j satisfy 0 ≤ i ≤ j ≤ n and α, β ≥ 0.
• Let s be a scenario. Set s −i,−j (α, β) and s −i (α) to be the unique scenarios satisfying
Note that in some proofs, we will have i = j. In those cases, it will be required that α = β so that s −i,−j (α, β) = s −i (α). • Set s i,j to be the scenario satisfying
• For any fixed i, j, the corresponding set of two-varying scenarios is
In all the definitions that follow, input path P = (V, E), is considered as fixed and given. 
This is the difference between evacuation time to x and the optimal evacuation time. 
The goal is to find x ∈ P such that R OP T (P ) = R max (P, x). Proof. (1) follows from Observation 1 and the fact that subtracting a constant from a unimodal function leaves a unimodal function.
Technical Observations for later use
(2) follows from (1) and Lemma 5. The continuity of R(P, x : s) follows directly from the continuity of Θ(P, x : s); the continuity of R max (P, x) follows from the continuity of R(P, x : s).
The following technical lemma will be needed later for the correctness of the algorithm. Lemma 7. Let < r and f , f r , g and g r be constants satisfying
For all x ∈ [ , r], define
Note that f (x) (resp. g(x)) is continuous everywhere except possiby at the endpoint x = (resp.
Then min x∈[ ,r] h(x) exists and
Proof. Technically, because h(x) might not be continuous at , r, only the existence of inf x∈[ ,r] h(x) is known. Proving the lemma requires also proving that min x∈[ ,r] h(x) also exists. From the definitions,
Sinceh is a continuous bounded function in [ , r], Y = min x∈[ ,r]h (x) exists, so X also exists.
In both the cases, we have shown that inf x∈[ ,r] h(x) = X and that the infimum is achieved at
The later proof of Lemma 21 will also require the following simple corollary:
From Corollaries 3 and 4, Equation (8) is satisfied. Also from Corollary 3, for x ∈ (x k , x k+1 )
The proof of the Corollary then follows directly from Lemma 7.
Illustration of the three possible worse-case scenarios that can occur in Case A in Theorem 10. In all three cases, Θ(P, x) is the time for evacuation from the left. CV (x : s) is the index of the critical vertex in the evacuation from the left. x OP T is the location of the optimal sink (that minimizes evacuation time). In case A1a, i = j while in case A1b, i < j but w j (s) = w + j . In both A1 scenarios, x j is the critical vertex and x j ≤ x OP T ≤ x. In case 2, the critical vertex can be anywhere between x j and x and
Reduction to scenarios with two varying weights
As the scenario space S is infinite, it is impossible to calculate R max (P, x) directly from Equation (5) . To sidestep this, the standard approach, e.g., [14, 24, 18, 7] , for the uniform capacity case has been to first reduce the scenario space to a finite set of possible worst-case scenarios.
As the first step in this direction for general capacities, we start with a lemma describing the effect of changing weights of a single vertex in a scenario.
Definition 11. Let s ∈ S. s ∈ S is obtained from s by the operation SHIFT(i, j, δ) by setting
Lemma 9. Let s ∈ S be obtained from s ∈ S by applying a valid SHIFT(i, j, δ) operation.
(a) If i < j and x j ≤ x, then Θ(P, x : s ) ≤ Θ(P, x : s).
Proof. We prove (a). The proof of (b) is symmetric. Consider the formula in Lemma 2. For every k,
The proof of the Lemma follows immediately.
Given a set of scenarios S ⊆ S, vertex x i is varying in S if w i (s) not constant for all s ∈ S . In the full set S of all possible scenarios, all the vertices might be varying. The important observation will be that, when considering sets of worst-case scenarios, it suffices to consider subsets in which only two vertices are varying and the rest have fixed weights, i.e., the sets S i,j .
Theorem 10. Let x ∈ P. There exists a worst case scenario s for x, such that s ∈ S i,j for some i < j and at least one of the following conditions is true. See Figure 3 .
(A) Θ(P, x : s) = Θ L (P, x : s) and
Proof. Let s be a worst-case scenario for x. We apply a series of transformations to s, converting it to s * , maintaining the property that at each step, the currently constructed scenario remains a worst-case scenario for x. The final constructed scenario s * will satisfy the conditions of the theorem. Without loss of generality, assume that Θ(P, x : s) = Θ L (P, x : s) ≥ Θ R (P, x : s). We prove that a worst-case s satisfying (A) exists. The proof for (B) when Θ(P, x : s) = Θ R (P, x : s) will be totally symmetric.
First note that if x < y, then by the monotonicity of both Θ L (P, y : s) and Θ R (P, y : s) in y, 
This yields
Thus, s is also a worst case scenario for x. Henceforth, we may assume that w i (s) = w − i for i > k.
As long as there exists a i, j, δ that permits a valid shift operation, apply SHIFT(i, j, δ), i < j ≤ k. Utilize the rule of always choosing the smallest i that currently has more than w − i flow and largest j that currently has less than w + j flow. When applying the shift to i, j, choose the largest possible δ that maintains validity. Then, either w i is set to w − i or w j is set to w + j . This process must therefore conclude after at most k shift operations. Denote the final resulting scenario by s . This construction is pushing units of flow to the right, towards k. Thus by construction, it must end in one of the following two cases
The constructed scenarios are then of type A1a or A1b after setting j = k. Note that this implies
To prove that this set of operations indeed preserves the worst-case property, first note that, by construction, W 0,t (s ) = W 0,t (s) for all t ≥ j. In particular, this implies that W 0,j (s ) = W 0,j (s). Since j = k = LCV(x : s), from the definition of g j (x, s),
Set y = x OP T (s ) and j = LCV(x : s ). (A-priori, it is possible that j = j or y = y .) From Lemma 9(a) and the assumption y ≥ x k = x j ,
Thus, from Equations (9) and (10),
so s is also a worse-case scenario for x.
To complete the proof of Case 1 for s , it suffices to show that j = j and y = y . Note that 
so y = y.
Furthermore, the second equality and the fact that W 0,t (s ) = W 0,t (s) for all t ≥ j immediately implies that j = LCV(x : s ) = LCV(x : s) = j.
First apply SHIFT(i, j, δ), i < j ≤ u if there exists a i, j, δ that permits a valid operation, using the same rule as in Case-1. By the same argument as in Case 1, these shifts can be shown to terminate after a finite number of steps. Let s be the resulting scenario. Note that after completing these shifts, one of the following two situations must occur:
Next, apply SHIFT(j, i, δ), y ≤ x i < x j ≤ x k if there exists a i, j, δ that permits a valid operation. Now use the rule of always choosing the smallest i that currently has less than w + i flow and largest j that currently has more than w − j flow. Again, always choose the largest possible δ valid for the i, j pair. These operations also terminate after a finite number of steps. After the termination of this seconds set of shifts, the new resulting scenario s satisfies
Combining this with the fact that,
Set y = x OP T (s ) and k = LCV(x : s ). The proof that s is also a worst-case scenario for x is similar to that in Case 1. By construction, W 0,t (s ) = W 0,t (s) for all t ≥ k. In particular, this implies that W 0,k (s ) = W 0,k (s). Since k = LCV(x : s),
Both types of shifts (to the right and to the left) applied above satisfy the conditions in Lemma 9((a) and (b)) with respect to y = x OP T . Applying Lemma 9 and applying the same argument following Equation (9) yields that Equation (11) is correct for this case as well.
The exact same arguments as in Case-1 then show that s is a worst-case scenario for x, y = y and k = k completing the proof of Case 2 after setting i = p and j = q. Note that
These correspond, respectively, to Cases A1a and B1a of Theorem 10. Now set
These correspond, respectively, to Cases A1b, A2, B1b and B2 of Theorem 10.
Next, define
Definition 13. For x ∈ P define Plugging into the formulas given in Definitions 12 and 13 immediately shows that R max (P, x) ≥ G(x). The proof that R max (P, x) ≥ H(x) is similar. Theorem 10 shows that R max (P, x) is achieved by one of the cases that G(x) and H(x) are enumerating, proving correctness.
The minimization ranges in Definition 12. We note that the definitions of G j and G i,j could be modified without affecting validity. More explicitly, the range "y : x j ≤ y ≤ x n " in their inner minimizations could be replaced by "y : x j ≤ y ≤ x" to more closely mirror the statement of Theorem 10. Theorem 11 would remain correct under this replacement. The longer ranges are used to simplify the statements of the later evaluation procedures. A similar replacement of "y : x 0 ≤ y ≤ x i " with "y : x ≤ y ≤ x i " could be made in the definitions of H i and H i,j .
Comparison to the uniform capacity case. It is instructive at this point to compare the result above to what is known in the uniform capacity case.
For the uniform capacity case on paths, it is known [14, 24, 18, 7] that the set of s 0,0 (w − 0 , w − 0 ) ( i.e., all w − i s) and the scenarios s 0,j (w + 0 , w + j ) or s j,n (w + j , w + n ) for some j provide the worst-case scenarios for all the sinks. This implies the existence of a simple O(n) sized set of worst-case scenarios, all structurally independent of the actual input values. The existence of this set is the cornerstone of the fast (best case O(n) [7] ) algorithms for this problem. Similar structural results hold for the worst-case scenarios for the uniform-capacity minmax regret k-sink on a path [3] problem and one sink on a tree problem [7] .
In contrast, in the general capacities case, no such simple finite set of worst-case scenarios seem to exist. Theorem 10 reduces the search space of worst-case scenarios substantially, but not to a finite set.
We now study some properties of the functions G(x) and H(x) that will be useful later.
Lemma 12.
2. Let 0 ≤ u < n. Then
Proof. Let x ∈ (x u , x u+1 ) and s ∈ S ij . From Lemma 2 and corollary 3, Directly plugging in the formulas from Definition 12 yields, for all x ∈ (x u , x u+1 ),
(1.) then follows from the definition of G(x) and H(x). Similarly, from Lemma 2 and corollary 3, for every s ∈ S i,j , we get
Plugging these formulas into the definitions again yields
proving the left side of (2.). Note that the difference between the first and second lines is the extension of the ranges on which the maximum is taken.
The proof of the right side of (2.), that
The next section uses the structural information provided by this section to derive a O(n 4 ) procedure for finding a worst case scenario for x.
The Algorithm
Theorem 11 and lemma 12 permit efficient calculation of R OP T (P ).
Lemma 13. Let U (n) be the time required to calculate H(x i ) and G(x i ) for any x i ∈ P. Then R OP T (P ) can be calculated in O(U (n) log n) time.
Proof. First note that, from Theorem 11,
Let x * be the sink location such that R OP T (P ) = R max (P, x * ). From Lemma 6, R max (P, x) is a unimodal function, so, from Observation 2, the unique index u satisfying x u ≤ x * ≤ x u+1 can be found using O(log n) queries, where a query is the evaluation of R max (P, x i ) for some x i ∈ P. Thus, u can be found in O(U (n) log n) time.
After the conclusion of this process, u,
where δ = x − x u and so, from Theorem 11,
Since min x∈[xu,xu+1]h (x) can be computed in an additional O(1) time, this completes the proof. Section 6 will prove the following
Together with Definition 13 and Theorem 11, plugging into Lemma 13, this immediately implies the main result of this paper:
Theorem 1 The 1-sink minmax regret location problem with general capacities on paths can be solved in O(n 4 log n) time. That is, R OP T (P ) can be calculated in O(n 4 log n) time.
Upper Envelopes, Good Functions and the Key Technical Lemma
The preceding sections developed the combinatorial results needed to understand the structure of the one-sink minmax regret problem and developed an O(n 4 log n) time algorithm for solving the problem. The algorithm's running time (Theorem 1) depended upon the correctness of Theorem 14. The remainder of the paper will prove Theorem 14.
The first part of this section reviews some properties of upper envelopes. The second part uses those to prove Lemma 21, the key technical lemma. Section 6 explains how Lemma 21 implies Theorem 14. • For 1 ≤ j ≤ t, let j , r j be such that j ≤ r j and for j < t, r j ≤ j+1 .
Let I j be one of the four intervals
The points j { j , r j } are the critical points of f .
Note: if f (x) is piecewise linear, the definition implies that that if rj = j+1 and Ij is closed from the right and Ij+1 is closed from the left, then mjrj + bj = mj+1rj + bj+1. In particular, if all of the Ij are closed and ∀j < n, rj = j+1, then f is a continuous piecewise-linear function.
• Let f j (x) = m j x + b j , 1 ≤ j ≤ t be a set of lines. Their upper envelope is the function
For simplicity, the sequel will use the following terminology:
• f (x) is a good function, if it is a continuous piecewise linear function of size O(n) with all the slopes m j ≥ 0.
• f (x) is a positive function, if it is a good function with all of the slopes m j > 0.
Furthermore, we will say that a piecewise-linear function restricted to some interval is known if its critical points and associated linear functions given in sorted order are known. Constructing a piecewise-linear function f will mean knowing f. • Then f (x) is a continuous piecewise-linear function of size at most m over the reals.
• Let I = [ , r] be an interval. Then there exists a sequence of m ≤ m indices, 1 ≤ i 1 < i 2 < · · · < i m ≤ m and a sequence of m + 1 critical points = q 0 < q 1 < · · · < q m = r such that
We will later use the following simple lemma. The following useful facts are straightforward to prove and are collected together for later use. time. If f and g are both good, then h is also good; if at least one of f and g are also positive, then h is also positive.
Define h
if α ∈ (I ∪ I ) \ I Then h 1 , h 2 can be constructed in O(n) time. Furthermore, suppose h 1 (resp h 2 ) is continuous. Then if f and g are both good, h 1 (resp. h 2 ) is also good. If f and g are both positive, then h 1 (resp. h 2 ) is also positive. 4. Let c 1 be a constant and c 2 > 0 be a constant. Define f 1 (α) = f (α − c 1 ) and f 2 = c 2 f (α).
Then, f 1 and f 2 are good functions that can be constructed in O(n) time. Furthermore, if f is positive then f 1 and f 2 are positive.
The two main utility lemmas we will need are given below and proven later in Section 7. 
Then M (α) is a good function that can be constructed in O(n) time. Then
is a good function that can be constructed in O(n) time.
The Key Technical Lemma
We now use the properties of upper envelopes introduced in the previous subsection to prove Lemma 21, the key technical lemma of the paper.
First, we start with defining the upper envelope functions that underlie the sink evacuation problem.
Definition 16. Let i, j be indices and s any scenario. For an index t, set d t,j = |x j − x t |. Define
Observation 4. For fixed indices t ≤ j and scenario s,
We now note that the evacuation functions of s −i (α) are upper envelopes of lines in α. ( 1 c(xj ,xt) ) appear in nondecreasing order as t decreases (increases).
Since the maximum of two upper envelopes with nonnegative slopes is an upper envelope with nonnegative slope,
is also an upper envelope with nonnegative slope. It can be constructed in O(n) further time through a simple merge of the left and right upper envelopes.
Lemma 19 implies that all three functions are good functions. They are not necessarily positive functions because it is possible that they might be constant. It is also possible that for small enough α, the functions are constant, but, after passing some threshold value of α, they are monotonically increasing.
The tools above enable proving further technical lemmas that will be needed. Proof. Set s = s i,j (0, 0) and
where the second equality on each line come from the fact that i ≤ k ≤ j. Then
From Definition 16 and Lemma 19, LUE i,k (α 1 : s) and RUE j,k (α 2 : s) are both good positive functions. The proof follows immediately by applying Lemma 17. Proof. Let y ∈ (x k , x k+1 ). Recall, from Corollary 3,
This permits writing
Since LUE i,k+1 (α : s) and RUE i,k (α : s) are known good positive functions in α, f L (α) and f R (α) are also good positive functions and can be constructed in O(n) time. Now, for ∀y ∈ [x k , x k+1 ] (note that this is a closed interval), define
By definition
Because C is piecewise linear, it is uniformly continuous in [x k , x k+1 ] × B and thus, by the
where D(α) exists and is continuous. 
is a good function over the interval [a 1 , a 2 ] that can be constructed in O(n) time.
Proof. Without loss of generality assume k < j (the other direction is symmetric), and choose any index i ≤ k. Note that s −j (α) = s i,j (w i (s), α) . Then a 1 , a 2 ), so the proof follows from Lemma 21.
The proof of Theorem 14
This section shows how Lemma 21 permits evaluating each of the 6 functions in Theorem 14 in O(n 2 ) time, proving Theorem 14.
Recall the definition of s i,j (α 1 , α 2 ) from Definition 6. Sets = s i,j (0, 0). Note that if
is a linear function in α = α 1 + α 2 . Also note that this function is well-defined for all α ≥ 0. We now go through the first three functions, one by one.
Lemma 23 (Evaluation ofḠ i,j (x)). Fix 0 ≤ i < j ≤ n and x ∈ [x 0 , x n ] such that x j < x. Then
Θ(P, y : s) .
For all
Proof. (1) follows from a simple manipulation of the definition ofḠ i,j (x).
For (2), note that from Equation (19),
Since i,j (P : α) be as introduced in Lemma 21 with (a 1 ,
i,j (P : α) . i,j (x) can then be calculated in O(n) additional time. This completes the proof of (2).
(3) follows directly from (1) and (2).
Proof. (1) follows from a simple manipulation of the definition of G i,j (x).
For (2), set s = s i,j (0, w + j ). Note that s i,j (α, w + j ) = s −i (α). Next, set
Let M (3) follows directly from (1) and (2). (ii) Examining (α 1 , α 2 ) ∈B(α) for which at least one of conditions (C 1 )-(C 4 ) hold:
If (α 1 , α 2 ) ∈ B(α) and α i , i = 1, 2 is fixed then α 3−i = α − α i is also fixed. In particular defining M (i) k (α), i = 1, 2, 3, 4 as below yields
Note that the ranges of M (1) , M (2) , M (3) , M (4) , are, respectively, [
By construction, each M (i) is, respectively, a witness for condition (C i ). From Lemma 16 (3) and (4) each of these M (i) , i = 1, 2, 3, 4 is a good function that can be constructed in O(n) time. Note that, while good, they might not be positive since in each case, one of the f (α), g(α) being inserted into the definition in Lemma 16 (3) is a constant function.
(iii) Examining (α 1 , α 2 ) ∈B(α) for which condition (C 5 ) holds:
• From Lemma 16 (1), both f −1 L (t) and f −1 R (t) are good positive functions that can be constructed in O(n) time.
denote the range of M (5) . Note that
. From Lemma 16 (2) , g(t) is a good positive function that can be constructed in O(n) time. Set h(α) = g −1 (α). From Lemma 16 (1) , h(α) is also a good positive function that can be constructed in O(n) time.
• Equation (21) then implies
The facts above imply
is a good positive function that can be constructed in O(n) time. Furthermore, M (5) is a witness to condition (C 5 ).
(iv) Completing the proof From Claim (*) every (α 1 , β 1 ) ∈B(α) must satisfy at least one condition (C i ), i = 1, 2, 3, 4, 5,. We have seen that each M (i) , i = 1, 2, 3, 4, 5 is a witness to condition C i . Thus
Furthermore, the M (i) , i = 1, 2, 3, 4, 5 are all good functions (with different domains) that can be constructed in O(n) time. Since M (α) is continuous, from Lemma 16 (3), M (α) is also a good function that can be constructed in O(n) time.
Proof of Lemma 18
Proof. See Figure 4 .
In what follows, it is assumed that α ∈ [a 1 + b 1 , a 2 + b 2 ]. By the continuity of f L and f R and the compactness of B, M (α) is well-defined and continuous.
Label the critical points of f L in [a 1 , a 2 ] as α L 1 < α L 2 < · · · < α L t−1 and set α L 0 = a 1 and α L t = a 2 . The intervals I L k = [α L k−1 , α L k ] partition [a 1 , a 2 ] (note that the subintervals overlap at the critical points). Let m L k , β L k be such that
By the conditions of the lemma,
For fixed α, further define
Multiple applications of Lemma 16 show that M (i) i = 3, 4, 5, 6 are all positive good functions that can be constructed in O(n) time. From Claims 1 and 2, if (y, α 1 , α 2 ) ∈ T (α) satisfies condition (C i ) for i = 3, 4, 5, 6, then M (α) = M (i) (α). Thus M (i) i = 3, 4, 5, 6 are witnesses for condition (C i ).
We now consider when a candidate triple (y, α 1 , α 2 ) ∈ T (α) satisfies condition (C 7 ). We first derive properties that will permit constructing this witness function quickly. 
. We prove (A). The proof of (B) is symmetric. From Claim 2 and (y, α 1 , α 2 ) not satisfying (C 1 ) and (C 2 ), we have y = y(α 1 , α 2 ) and < y < r. From (y, α 1 , α 2 ) not satisfying any of (C 3 ) − (C 6 ), we can find small enough that
Thus, from Claims 1 and 2,
.
To see (i), note that if if α 2 > α R s−1 , then for small enough > 0,
contradicting the fact that (y, α 1 , α 2 ) is a candidate triple. Thus, m R s ≤ m L k+1 . To see (ii), note that if α 2 < α R s , then for small enough > 0,
This implies that if m R s < m L k , We prove (A). The proof of (B) is symmetric. Suppose that (y, α 1 , α 2 ) ∈ T (α) satisfies condition (C 7 ) with α 1 = α L k . If α 2 ∈Ȋ R s , then by Claim 3(A)(iii), I R s ⊆ I L k and the claim is correct. Otherwise, α 2 is a critical point, i.e., α 2 = α R s for some s. Claims 3(A) (i) and (ii) then imply
If m L k ≤ m R s then α 2 ∈ I R s ⊆ I L k and the claim is correct. Otherwise m R s < m L k ≤ m R s+1 and α 1 ∈ I L k ⊆ I R s and the claim is correct. The decomposition above permits constructing a compact function to witness condition (C 7 ). It will match each critical point of f L (α) (f R (α)) to its associated interval in f R (α) (f L (α)).
Before continuing, we introduce the following useful notation.
It would be elegantly convenient for the later proof if the α L k + I R s with s ∈ R L k were all disjoint. Unfortunately, this is not true. The best that can be proven is the next claim (which suffices for our purposes). 
where the functions have value ∞ outside their specified domains. Further set
Then M (7) (α) is a piecewise linear function with positive slopes that is a witness to condition (C 7 ) and can be built in O(n) time.
To prove this claim, first note that by definition, ∀α, M (7) (α) ≥ M (α). Now, let (y, α 1 , α 2 ) be a candidate triple for α that satisfies condition (C 7 ). This implies that either α 1 = α L k for some k, α 2 = α R s for some s or both at once. Assume that α 1 = α L k and set α 2 = α − α 1 . From Claim 4 and Claim 2, one of the following two events must occur. To continue, note that by construction, k ≤ k+1 , r k ≤ r k+1 and, from Claim 5, r k−1 < k+1 .
Set H L 1 (α) = h L 1 (α). Now assume that H L j is known. We will build H L j+1 from H L j . There are two possible cases.
In the first case, r j < j+1 . Then D j < I j+1 so we can just concatenate I j+1 (along with the associated function information of h L j+1 (α)) to the end of D j . This takes O(|R L j+1 | + 1) time. In the second case, r j ≥ j+1 . First note that, since 
A similar argument shows that H R (α) can also be built in O(n) time and has O(n) critical points. Thus, the piecewise linear function M (7) (α) with its critical points in sorted order can be built in O(n) time. Since both H L (α) and H R (α) have O(n) critical points, M (7) (α) does as well.
Furthermore, since all the individual h L k (α) and h R s (α) have positive slopes, M (7) (α) does as well. This completes the proof of Claim 6. Claim 7: Suppose (y, α 1 , α 2 ) ∈ T (α) satisfies condition (C 8 ). Then there exists another (y , α 1 , α 2 ) ∈ T (α) that satisfies at least one of the conditions (C 1 ) − (C 7 ).
Because (y, α 1 , α 2 ) does not satisfy any of conditions (C 1 ) − (C 7 ), α 1 is not a critical point of f L , α 2 is not a critical point of f R and l < y(α 1 , α 2 ) < r since otherwise, either (l, α 1 , α 2 ) or (r, α 1 , α 2 ) ∈ T (α) and we are done. Furthermore, there exist k, s and > 0 such that Since at least one of facts (a)-(f) is true, this constructs a candidate triple for (y(α 1 + , α 2 − ), α 1 − , α 2 + ) ∈ T (α) that satisfies at least one of conditions (C 1 ) − (C 7 ), thus proving Claim 7.
Claim 8: M (α) is a good function that can be constructed in O(n) time. From Claim 7, for every α, there exists a candidate triple for α that satisfies at least one of conditions (C 1 ) − (C 7 ). We have already seen that, for each i = 1, . . . 7, M (i) (α) is a witness to condition (C i ). Thus M (α) = min 1≤i≤7 M (i) (α).
Each M (i) (α), i ≤ 6 is a good function that can be built in O(n) time. From Claim 6, M (7) (α) is a piecewise linear function of size O(n) that can be built in O(n) time (it might not be good since it might not be continuous). Thus, from Lemma 16, M (α) is a piecewise linear function that can be built in O(n) time, all of whose slopes are positive.
M (α) being good follows from the continuity of M (noted at the start of the proof).
Conclusion and Possible Extensions
This paper provided an O(n 4 log n) time algorithm for solving the 1-sink location minmax regret problem on a dynamic path network with general capacities. To the best of our knowledge, this is the first polynomial time algorithm for solving any sink location minmax regret problem with general capacities for any type of graph and any number of sinks.
While polynomial, this running time is quite high and an obvious direction for future research would be to speed it up. One possible approach would be to note that Section 4 shows that the problem can be solved in O(U (n)n 2 log n) time where U (n) is the time required to calculate G i,j (x) and the other functions introduced in Definition 12. The second half of the paper, Sections 6 and 7, develop a machinery for proving that U (n) = O(n 2 ).
Any improvement to U (n) would improve the algorithm. We note without details that an even more intricate analysis than that presented here could evaluate G i,j (x) and G j (x) in O(n) rather than O(n 2 ) time. This analysis uses amortization to show that not only is M (u) i (x) a good function of size O(n) for each u, but the full M i (x) has size O(n) as well (the analysis presented in this paper only shows that M i (x) has size O(n 2 )). Straightforward modifications of Lemmas 24 and 25 would then evaluate G i,j (x) and G j (x) in O(n) time.
The reason that this approach can not (yet) be used to derive a better bound on U (n) is that the amortization argument strongly uses the fact that M i (x) is a piecewise linear function of only one varying parameter. This permits showing that the different M i (x) is not composed of many pieces. The amortization argument fails for M i,j (x) though, because M i,j (x) is fundamentally a piecewise linear function in two varying parameters. Thus, it would not be possible to use this to prove that U (n) = O(n).
This failure does highlight that a possible method of improving the algorithm would be developing a different approach to showing that M i,j (x) has size O(n). An O(n) time construction of M i,j (x) (it is unknown whether this is possible) would immediately imply that U (n) = O(n) and lead to an O(n 3 log n) time algorithm.
It would also be interesting to try to solve the k-sink location minmax regret problem on a dynamic path with general capacities for any k > 1. The corresponding algorithms [21, 7, 3] in the uniform capacity case strongly utilized the combinatorial structure of worst case solutions that were independent of the actual scenario weight values. Because the worst case scenarios in the general capacity case are dependent on the actual weight values, those techniques can not be easily transferred.
Similarly, it would also be interesting to try to solve the 1-sink location minmax regret problem on a dynamic tree with general capacities. The corresponding regret problem with uniform capacities [19, 7] used the fact that the optimization (not regret) problem on a tree with uniform capacities could be transformed to a path problem. This reduction is no longer valid in the general capacity case and so those techniques can also not be easily transferred here.
