Recently, some studies have been made on accurate mathematical representation of numerical data by polynomial curve. Some formulae have been derived, for representation of numerical data by polynomial curve, from some of the existing formulae for numerical interpolation. Moreover, some methods have been composed of for the same purpose. This paper describes an overview of the developments of these methods/formulae for representing numerical data on a pair of variables by a polynomial curve.
Introduction:
The problems of interpolation, extrapolation, forecasting/projection etc. are solved, in many situations, by fitting a mathematical curve to the available numerical data on variable(s) under study. The fitting of a mathematical curve to numerical data is nothing but an approximate representation of the data by the curve in the sense of minimization of error. Recently, some studies have been made on accurate mathematical representation of numerical data by polynomial curve. Some formulae have been derived, for representation of numerical data by polynomial curve, from some of the existing formulae for numerical interpolation. Moreover, some methods have been composed of for the same purpose.
Interpolation, which is the process of computing intermediate values of a function from the set of given values of the function [Erdos & Turan (1938) ; Hummel (1947) formula [Erdos & Turan (1938) ; Whittaker & Robinson (1967a) ; Nasrin (2010) Interpolation formula [Erdos & Turan (1938) ; Hummel (1947) ; Jardan (1965) ; Whittaker & Robinson (1967a) ; Kendall (1989) ; Kincard & Ward (1991) ; Endre & David (2003) ; Jan (2004) et al]. Later on one method has been constructed by Chakrabarty (2016a Chakrabarty ( , 2016b Chakrabarty ( , 2016c for representing a given set of numerical data on a pair of variables by a suitable polynomial. The method based on two numerical operations namely finite difference operation and ratio operation [Gertrude(1954) ; Herbert (1962) ; Jordan (1965) ; Dokken & Lyche (1979) ; Fred (1979) ; Jeffreys & Jeffreys (1988) ; Lee (1989) ; Chwaiger (1994) ; De Boor (2003) ; Endre & David (2003) ; Floater (2003) et al]. In another study, two methods have been composed by Das & Chakrabarty (2016e , 2016f ) for the same purpose. The two methods are based on the inversion of a square matrix. The first one is based on matrix inversion from Cayley-Hamilton theorem [Cayley (1858 [Cayley ( , 1889 ; Hamilton (1853 Hamilton ( , 1862 Hamilton ( , 1864a Hamilton ( , 1864b et al] while the second one is on matrix inversion by elementary transformation of matrix [Cayley (1858 [Cayley ( , 1889 Hamilton (1889) et al] . This paper describes an overview of the developments of these methods/formulae for representing numerical data on a pair of variables by a polynomial curve with numerical examples in order to show the application of the methods/formulae developed.
Method/Formula for Representation of Numerical Data by Polynomial Curve:
Let us consider a function y = f (x) and let 0 = ( 0 ) , 1 = ( 1 ) , 2 = ( 2 ) , ……………………… , = ( ) be the values of y = f(x) corresponding to the values 0 , 1 , ( 2 , ………………………… , of x.
Then, ( 0 , 0 ), ( 1 , 1 ), ( 2 , 2 )…………………………… ( , ) be the set of (n + 1) pairs of values of x and y.
1. Formula Obtained from Newton's Forward Interpolation Formula:
Let the values of the independent variable x be at equal interval h i.e.
1.1) [Erdos & Turan (1938) ; Whittaker & Robinson (1967a) ; Nasrin (2010) et al].
This formula can be expressed as
where 
where
……. (-1) n C n ( 0 1 2 3 …………. −2 + 0 1 2 3 …………. −1 ) ,
-…………………………. (-1) n C n ( 0 1 2 3 …………. −3 + 0 1 2 3 …………. −2 + 0 1 2 3 …………. −1 ) ,
A n = C n .
Equation (2.1.3), with the coefficients
as defined above, is one formula for representing a given set of numerical data on a pair of variables by a suitable polynomial .
Note:
The formula is applicable for representing a given set of numerical data on a pair of variables by a suitable polynomial when the given values of the independent variable are at equal interval.
An Example of Application of the Formula
Example (2.1. Here,
Finite Forward Difference Table Now, C 0 = f( 0 ) = 548159652 This polynomial yields,
which are identical with the corresponding observed values.
Formula Obtained from Newton's Backward Interpolation Formula:
Newton's backward interpolation formula is a
(2.2.1)
A n = C n Equation (2.2.3), with the coefficients
as defined above, is another formula for representing a given set of numerical data on a pair of variables by a suitable polynomial .
Note:
The formula is applicable for representing a given set of numerical data on a pair of variables by a suitable polynomial when the given values of the independent variable are at equal
interval.
An Example of Application of the Formula
Example (2.2.1): Let us represent the data, given in the Example (2.1.1), by a polynomial curve applying the formula just derived. Table   X f 
Finite Backward Difference
3. Formula Obtained from Newton's Divided Difference Interpolation Formula:
Newton's divided difference formula is described by
where divided difference is defined by Herbert (1962) ; Whittaker & Robinson (1967a , 1967b ; De Boor (2003) et al].
Now, divided difference interpolation formula, described by equation (2.1), can be expressed as
2 -
where as defined above, is another formula for representing a given set of numerical data on a pair of variables by a suitable polynomial .
Note: For the applicability of the formula for representing a set of numerical data on a pair of variables by a suitable polynomial it is not necessary that the values of the independent variable should be at equal interval.
An Example of Application of the Formula
Example (2.3.1): Let us represent the data, given in the Example (2.1.1), by a polynomial curve applying the formula just derived. This polynomial yields,
Divided Difference Table
which are also identical with the corresponding observed values.
4. Formula Obtained from Lagrange's Interpolation Formula:
Lagrange's interpolation formula is described by Now, Lagranges interpolation formula, described by equation (2.1), can be expressed as 
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The expression (2.4.2) can be written as
This can further be expressed as 
Also,
Again , Therefore, the polynomial that can represent the given numerical data is
This polynomial yields,
which are also identical with the corresponding observed values. The objective is to represent these n points by a polynomial of the form
where 0 , 1 , 2 , 3 , …………… , are parameters.
In this study, two operators namely difference operator (denoted by ∆) and radio operator (denoted by R [ . : .] have been used in the derivation of the method aimed at.
The operator ∆ has been defined with respect to the suffix variable as
while the operator R[ . : .] has been defined as
Since the (n + 1) points pass through the curve therefore, = 0 + 1 + 2 2 + 3 3 + …………….. + n , (2.5.4) (i = 0 , 1 , 2 , 3 , …………. , n). 
This yield
(i = 0 , 1 , 2 , 3 , …………. , n -1).
This yield,
i.e.
(2) = 2 + 3 3 (2) + ………….. + n (2) (2.5.6) where
(i = 0 , 1 , 2 , 3 , …………. , n -2).
This yield
i.e. 
(i = 0 , 1 , 2 , 3 , …………. , n -3).
At the k th step, one can obtain that
Continuing the process, one can arrive at the (n 1)
i.e. (n -1) = ̶ 1 + n (n -1) (2.5.9) where (n -1) = R[∆ (n -2) : ∆ n -1 (n -2)]
(i = 0 , 1).
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At the n th step, one obtain that 
An Example of Application of the Method
Example (2.5.1): Let us represent the data, given in the Example (2.1.1), by a polynomial curve applying the formula just derived.
It is wanted to represent these data by a polynomial curve of degree four defined by equation The values of the function y = f(x) corresponding to the obse4rved values of x yielded by this polynomial curve are as follows:
These values are found to be identical with the corresponding observed values.
6. Method Based on Matrix Inversion by Cayley-Hamilton Theorem:
Since the (n + 1) points
lie on the polynomial curve described by
therefore,
In order to obtain the polynomial we are to solve this n equations for the n unknown coefficients a 0 , a 1 , ………….., a n .
Now solving these equations for the coefficients, the polynomial can be obtained.
International Journal of Electronics and Applied Research (IJEAR), Vol.3 Issue 2, December, 2016
In order to solve the equations it is to be noted that the equations in (2.1) can be expressed as By Caley-Hamilton theorem, + + + ………………………..+ = 0 (2.6.8) [Cayley (1858 [Cayley ( , 1889 ; Hamilton (1853 Hamilton ( , 1862 Hamilton ( , 1864a Hamilton ( , 1864b et al].
Therefore,
Thus in order to find out it is required to find out the characteristic polynomial and the characteristic equation of A.
By algebraic expansion, the characteristic polynomial of the matrix 
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A n = can be obtained as
An Example of Application of the Formula:
The following table shows the data on total population of India corresponding to the years: These are identical with the corresponding observed values.
7. Method Based on Matrix Inversion by Elementary Transformation:
Now solving these equations for the parameters, the polynomial can be obtained.
In order to solve the equations it is to be noted that the equations in (2.1) can be expressed as In order to find out C, it is required to find out 1 .
To find out 1 one can apply Gauss Jordan method which is based on elementary row transformation of matrix [Cayley (1858 [Cayley ( , 1889 Hamilton (1889) et al].
Elementary Transformations (Operations) are the following operations on matrix:
(i) Interchange of two rows & two columns 
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(ii) Multiplication of (each element of) a row or column by a non zero number k.
The multiplication of ith row by k is denoted by k
The multiplication of jth column by k is denoted by k (iii) Addition of k times the elements of a row(or column) to the corresponding elements of another row (or column) , k ≠ 0
The addition of k times the j th row to the i th row is denoted by + k
If a matrix B is obtained from a matrix A by one or more E operation then B is said to be equivalent to A and is denoted by A ~ B.
The matrix obtained from the identity matrix I of order n by applying it to any one of the Eoperations (elementary operations) is called an elementary matrix.
Gauss Jordan method of finding of 1 can be summarized as follows:
The elementary row (not column) operations which reduce a square matrix A to the unit matrix,
give the inverse matrix 1
Working rule:
To find the inverse of A by E-row operations, we write A and I side by side and the same operations are performed on both. As soon as A is reduced to I , I will reduce to 1
An Example of Application of the method:
Conclusion:
The methods/formulae developed in the studies discussed here can be suitably used to represent a given set of numerical data on a pair of variables by a polynomial. The degree of the polynomial is one less than the number of pairs of observations.
The polynomial that represents the given set of numerical data can be used for interpolation at any position of the independent variable lying within its two extreme values.
The methods/formulae discussed here can be suitably applied in inverse interpolation also.
These can be further applied in extrapolation with reasonable accuracy at a point with in a small interval outside of the range of the given values of the independent variable.
It has already been mentioned that in case of the interpolation by the existing formulae, if it is wanted to interpolate the values of the dependent variable corresponding to a number of values of the independent variable by a suitable existing interpolation formula then it is required to apply the formula for each value separately and thus the numerical computation of the value of the dependent variable based on the given data are to be performed in each of the cases. The methods/formulae developed in these studies have rescued from these repeated numerical computations from the given data. 
