Remote sensing data from waveform lidar sensors supply the complete profile of the backscattered signal. This characteristic opens interesting new frontiers for the study of land cover because, in addition to range measurements, further physical properties of objects may be derived through analysis of the return impulse. This paper's intent is to assess the state of the art in waveform signal processing aimed at land cover interpretation. We start with a description of GLAS data structure and follow with a review of specific signal processing techniques that can be applied. Conclusions discuss the state of the art methods from the perspective of practical applications.
Introduction
Image analysis for land cover classification has been a widely used application of remote sensing methods for extracting information of interest for land management and decision support [Bartholome and Belward, 2005] . Remote sensors which use Light Detection and Ranging (LiDAR) technology have increased the amount and value of the information that can be collected relative to three-dimensional structure and geometry of objects on the earth surface thanks to an accurate but irregular representation by georeferenced 3D point clouds [Baltsavias, 1999] . The first lidar sensors mounted on airborne or satellite supports where designed in the 1970's and provided single return 1D profiles along nadir direction. Since 2004, new ALS commercial systems called full-waveform lidar have appeared with the ability to record the complete waveform of the backscattered signal. Thus, in addition to range measurements, further physical properties of objects included in the diffraction cone may be derived with an analysis of the backscattered waveforms . The backscattered waveforms' shape can be considered a signature which is determined by the interaction between the emitted signal and the intercepted surfaces which give an imprint to the waveform in the diffraction cone. The amount of penetration of the impulse is a further advantage which can be used to distinguish high vegetation over impenetrable surfaces such as bare ground or urban environments. Waveform lidar systems have been initially developed for bathymetric purposes in the 1980s; Topographic devices appeared in the mid-1990s with experimental systems and have been commercially available for a few years. Full-waveform topographic lidar systems mainly differ in footprint size, pulse energy and frequency. The EOS ICESat mission by NASA launched the GLAS full-waveform sensor with the scientific objective to discern ice sheet elevation, sea ice roughness and thickness, cloud and atmospheric properties, land topography, vegetation canopy heights, ocean surface topography, and surface reflectivity [Brittingham and Lee, 2005] . Its use for land cover assessment has been increasingly utilized for vegetation mapping and canopy characterization Simard et al., 2008] , vegetation height estimates [Rosette et al., 2008] , vertical structure of forests , and biomass estimation [Baccini et al., 2008; Boudreau et al., 2008] . There is increasing need for comprehensive and reliable information on land cover and land cover dynamics which has led to the development of several global land cover datasets derived from satellite Earth observation [Neumann et al., 2007] . Determining what waveform signal processing methods can significantly extract information on land cover can be a first step to useful exploitation of GLAS data.
The GLAS data
The Geoscience Laser Altimeter System (GLAS) is a full waveform digitizing lidar system on board the Ice, Cloud and land Elevation Satellite (ICESat). It has a nominal footprint size of ~65 m that acquires backscattered signal usually at nadir along orbital direction at a spacing of ~175 m. A consistent dataset is acquired with samples of all of the Earth's surface (Fig. 1 ) on a near circular and near polar 91-day orbit with a 33-day repeat cycle [NSIDC, 2009a] . It mounts two laser sensors which use ~532 nm and ~1064 nm laser impulses respectively for atmospheric aerosol and earth surface studies.
Data products
Data is delivered at different levels of processing. GLAS Level 1 Standard Data Products provide input to the Level 2 data products generation. Each level has several sub-products which differ by the type of elements provided, by temporal resolution, by spatial coverage, and by granule size. Each data product is also assigned to a scientific discipline class as reported on Table 1 . Land cover assessment can make use of elements found in some of the sub-products' datasets which have variables which are suitable. Table 2 summarizes the elements which are directly or indirectly influenced by land surface and thus potentially contain information which can be included in a model for land cover classification. Namely we can see that GLAS01, GLAS05 and GLAS14 store most of that kind of information. The data is delivered in granules, which are product-specific data packets which have different size, spatial and temporal coverage depending on the product considered. Each granule file is uniquely identified with a 23 character long string which reports file attributes with a standard nomenclature. It is not the scope of this document to discuss in depth the GLAS data format; Brittingham and Lee [2005] data product specification document thoroughly covers formats and structure with detailed descriptions and explanations. GLAS granules are delivered as files with an ASCII text header followed by fixed-length binary records which have numeric data in one, two or four byte-long integers or real numbers. Specific flags are assigned when data is absent or damaged. Each record has a unique ID and represents a one-second interval which contains forty laser impulses; therefore each record holds forty laser signals, each of which have a vector matrix of n samples (n=544 for land laser) of the backscattered long waveform . In the following paragraphs the variable names in italics relate to nomenclature found in GLAS data product specifications. GLAS01 product provides with level1A data, among which the variable i_rng_wf stores arrays of counts of the returning impulse waveform as one byte (0-255) integers (see Fig. 2 ). Its suggested use is for study of detailed surface characteristics which cannot be fully expressed in the derived products with waveform parameterization (GLAS05 and GLAS12-15). It is required for testing algorithms for calculating surface elevations and characteristics. GLAS05 is derived from processing of lower level products and stores range corrections and computations made from analysis of waveform data and parameterization of the waveform. These parameters are used for production of the next level products (GLAS06 and GLAS12-15).
The GLAS14 product provides up to six peaks extracted by fitting the waveform with Gaussian decomposition method. The peaks are parameterized by values reporting the total number of peaks -i_numPk, the centroid range increment -i_gpCntRngOff, the amplitude of gaussians -i_Gamp, the area under gaussians -i_Garea and the sigma of gaussians -i_Gsigma. The first is self explanatory, the last three describe the shape of the peak. Amplitude and sigma give peak height and "thickness" respectively (see Fig. 3 ). 
Software for data management and processing
Tools for reading GLAS data and converting it to text are available at ICESat National Snow and Ice Data Center project website [NSIDC, 2009b] . These tools are in IDL language therefore the user has to download the free IDL Virtual machine. In this study, in order to manage the data and assess signal processing steps, a specific software was developed in C++ programming language. The reason for the creation of this software was to provide a intuitive graphical user interface, to have tools for spatial filtering of the data using a geographic window thus avoiding dealing with all data at once, and to convert GLAS data in a tabular format where each line represents the backscattered signal of a diffraction cone. The user can drag and drop GLAS data files which the software assigns to a product number and version; the header can be viewed and all data variables available for that specific product are printed in a selectable list (see Fig. 4 respectively top right and bottom right frame). The user can then choose which data he wants to export, how many records to read and what geographic area he wants to consider. 
GLAS signal data
The projection of the diffraction cone on theoretical flat ground surface would have an elliptical shape with minor and major axis around 52 m and 95 m. The energy of the pulse is maximum at center of ellipse, and decreases with distance from center (1/e 2 , 13.5%) [Harding and Carabajal, 2005] . The horizontal geolocation accuracy of the ICESat footprints is 3.7 m. The waveform is digitized in 544 nanoseconds over land area and 200 nanoseconds over sea or ocean. That means that the waveform can acquire a height of up to 81.6 m over land and 30 m over sea with the vertical resolution of 15 cm since speed of light travels 30 cm in one nanosecond.
Methods for Waveform Signal processing
The returning waveform is the result of the convolution of the transmitted waveform and surface response with an amount of background noise [eq. 1].
( ) ( ) ( ) y t s t h t 1 m ) = 6 @ y(t) = received waveform corresponds to a convolution of the s m (t) = transmitted waveform and h(t) = the surface response Information is to be extracted from modeling the surface response in order to correlate it to surface characteristics. The modeling is possible because of signal interaction with surface objects which cause a discriminating imprint in the waveform. Pre-processing steps such as normalization and smoothing of the signal help increase accuracy of the extraction of parameterization information from the signal.
Signal interaction with land surface
Reflective objects on earth's surface which are embraced by the diffraction cone have different geometries and different reflectance characteristics which insert their "imprint" when reflecting the signal return shape (Fig. 5) . We can divide reflecting surfaces in two groups, ground and above ground. Bare ground is the DTM, which influences pulse shape with its topographic characteristics: slope, roughness and distribution and variation of heights inside the laser diffraction cone give different imprint on the return pulse ( Fig. 5 and 6 ). Above ground objects can be buildings, low and high vegetation and other man-made artifacts. Buildings effect laser waveform differently depending on their height and size compared to the size of the laser diffraction cone and on the percent of laser spot area reaching the ground versus hitting the building. High vegetation has a different effect depending on tree density, structure and vegetation phase. Comparative studies on leaf-on and leaf-off situation have shown that a significant correlated difference can be detected on the pulse shape [Duong et al., 2006a] . Forest structure therefore clearly impacts on laser signal depending on canopy density, multi-layer cover vs. single-layer cover and tree size distribution. Mallet and Bretar [2009] have specifically documented the behavior of small-footprint and large-footprint lidar over building and vegetation covers, showing that differences are to be found in the scale and position of diffraction cone in respect to the object.
Preprocessing: normalization and smoothing
The first step for analysis is a normalization of signal total energy by dividing single voltage responses by the total received energy so that the integral of the waveform is equal to one [eq. 2]. The total energy is not constant between returning waveforms, thus normalization allows comparison of absolute pulse shape. The total energy information can be used as another discriminator separately from shape. Background noise is a source of error to be removed by using a smoothing filter. A common method is to use a low pass Gaussian filter with a kernel width described in terms of the Full Width at Half Maximum ) criteria instead of the usual sigma (σ) of the normal Gaussian distribution.
An approach can be a 5 nm window thus analyzing five of the 544 signal's samples at a time. Initial peak detection can be done during kernel application by assuming that if the signal is higher than three times the noise's standard deviation for at least 5 ns then a peak has been found and a waveform interval including the pulse will be accepted for further processing [Jutzi and Stilla, 2006] . Another approach documented by Jutzi and Stilla [2006] is to apply a Wiener smoothing filter to the normalized waveform. The Wiener filter is also called least squares filter because it minimizes the mean squared error between the uncorrupted surface function and the estimated surface function and is generally used for removal of white background noise.
H(f) = uncorrupted surface function, Ĥ(f) = estimated surface function. Once normalized and smoothed, the signal can be parameterized by Gaussian decomposition directly or can before be further processed by waveform deconvolution.
Waveform deconvolution
Since the return signal is the result of a convolution between surface reflectance and transmitted pulse, the inverse process can make the surface response independent from transmitted pulse, improving separation of reflecting surfaces [Neuenschwander, 2008] . To efficiently do this the pulse equation [1] is transformed in the frequency domain yielding a simple multiplication operation:
Due to noise, the direct de-convolution could be very arduous, thus a noise reduction process like a Wiener or least-squares filter is advisable: where δ is the noise factor.
After processing, a Gaussian decomposition can be applied to parameterize the deconvolved waveform [Jutzi and Stilla, 2006; Neuenschwander, 2008] .
Gaussian decomposition
After a first peak detection is done with local maximum criteria, the newfound peaks can be interpreted as modes of potential waveforms. To parameterize waveforms an approach can be to model a Gaussian distribution by fitting the data [7] : 
Applications to land cover classification
Examples in literature of applications of waveform signal analysis for earth surface interpretation is not numerous because this technology has only in the last decade become approachable, thanks to decrease in costs for sensor components and increase in data quality and computing speed/memory which is necessary to process the large amounts of data that characterize waveform output. The ICE Sat mission supplies precise measurements of land topography and vegetation canopy heights [Zwally et al., 2002] thus providing with precious data for land cover interpretation. Many methods have been tested for vegetation cover interpretation, because signal shape is influenced by vertical structure distribution in the volume between first and last return peak. A lot of research focuses on methods for separating the influence of vegetation and terrain morphology in their contribution to characterizing the shape of the return pulse. "�nmixing mixtures" is crucial for the assessment of vegetation types [Harding and Carabajal, 2005] . Chauve et al. [2007 Chauve et al. [ , 2009 ] have investigated refinement of peak detection methods to increase accuracy of vegetation cover classification (forest stands), while Xi et al. [2008] use models of characteristic radiative transmission of vegetation to infer its density. Pirotti et al. [2010] make some considerations on morphological waveform indices to correlate the waveform shape to terrain structure and cover type. Morphological classification of 3D terrain using waveform integrated with classic land cover classification from satellite images can increase accuracy of results . A specific application of waveform signal processing for land cover analysis has been carried out by Duong et al. [2006b] assessing waveform difference between urban, high vegetation, bare ground and water classes with 75% accuracy from the confusion matrix derived from comparison with the CORINE land cover database 2000. These classes can be distinguished not only by waveform analysis, but also using total energy (water has lower values), number of peaks (bare ground has one peak whereas urban or high vegetation has multimodal waveforms), and lastly the relative modal position to distinguish urban from vegetation. Furthermore the sigma value of the waveform is correlated to canopy density; dense canopy results in lower sigma values due to a more decisive backscatter effect compared to a less dense -more "porous" canopy cover. A more specific approach could be to use the return signal as signature and applying segmentation clustering routines to differentiate subclasses using intra-class variance.
Steps for analysis have been discussed, and can be summarized in a flowchart represented on Figure 7 . Depending on the use of GLAS14 or GLAS01 data products analysis can make use of already parameterized waveform or on raw return signal information respectively (Fig.7) . Taking the CORINE land cover classification as reference, the first classification step would be to divide areas according to artificial surfaces, agricultural lands, forest and seminatural areas, humid areas and water. Classes potentially obtainable from GLAS waveform classification would differ somewhat from the pure CORINE levels, because, for example, it is not possible to directly distinguish artificial vegetated areas from natural vegetated areas with only waveform data. For further classification a contextual and/or a multi-disciplinary (hyperspectral image analysis) approach can be used [Bretar et al., 2008] .
Conclusions
Research on waveform analysis for remote sensing applications dates back to this past decade; before that period factors such as low data availability, high costs and developmentstage quality of sensors concurred on driving remote sensing operators and researchers towards other data formats. Waveform sensors are now more commonly used because those characteristics have improved and because parallel development of processors and computer memory make storing and elaboration of this data advantageous. The references found in literature on the relationship between geometric/radiometric surface parameters and pulse shapes have been analyzed in respect to potential utilization for land cover classification. Promising results based on correlation between general land cover classes and return pulse characteristics make waveform data an important source of information. Slope and topography effects resemble closely vegetation responses, therefore terrain morphology must be accounted for, either by modeling or filtering. For this reason the implementation of a set of libraries reporting standard waveform parameters for different bare-ground topographic classes can certainly pay-off in terms of future applications. This information can be used for classification of land cover using waveform data with a DTM. The DTM can be used to simulate the potential response in bare-ground condition and comparing the result with the actual backscatter signal can help to isolate non-bare-ground objects. GLAS data is available to public and can potentially be used for large-scale land cover classification. Future work will follow on a controlled dataset for assessment of classification results using CORINE, as well as more in depth study on biomass estimation, vertical structure modeling of vegetation.
