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A CLASS OF CONSERVED SURFACE LAYER INTEGRALS
FOR CAUSAL VARIATIONAL PRINCIPLES
FELIX FINSTER AND JOHANNES KLEINER
DECEMBER 2018
Abstract. In the theory of causal fermion systems, the physical equations are
obtained as the Euler-Lagrange equations of a causal variational principle. Studying
families of critical measures of causal variational principles, a class of conserved
surface layer integrals is found and analyzed.
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1. Introduction
In the theory of causal fermion systems, which is a recent approach to fundamental
physics, the physical equations are obtained by minimizing the so-called causal action
under variations of a measure. Causal variational principles were introduced in [4] as
a generalization of this causal action principle (see [5] or the survey article [9]). In the
meantime, causal variational principles have been studied in various situations, and
the mathematical setup has been further extended (see [11] for a recent introduction).
In general terms, in a causal variational principle one minimizes an action S of the
form
S(ρ) =
ˆ
F
dρ(x)
ˆ
F
dρ(y) L(x, y) (1.1)
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under variations of the measure ρ, keeping the total volume ρ(F) fixed (for more details
see Section 2 below). The support of the measure is referred to as
space-time M := suppρ .
In this setting, the usual integrals over hypersurfaces in space-time are undefined.
Instead, one considers so-called surface layer integrals, being double integrals of the
form ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y) (· · · ) L(x, y) , (1.2)
where Ω is a subset of M and (· · · ) stands for a differential operator acting on the
Lagrangian. The structure of such surface layer integrals can be understood most easily
in the special situation that the Lagrangian is of short range in the sense that L(x, y)
vanishes unless x and y are close together. In this situation, we get a contribution to
the double integral (1.2) only if both x and y are close to the boundary ∂Ω. With this
in mind, surface layer integrals can be understood as an adaptation of surface integrals
to the setting of causal variational principles (for a more detailed explanation see [10,
Section 2.3]).
Surface layer integrals were first introduced in [10] in order to formulate Noether-
like theorems for causal variational principles. In particular, it was shown that there
is a conserved surface layer integral which generalizes the Dirac current in relativistic
quantum mechanics (see [10, Section 5]). More recently, in [11] another conserved
surface layer integral was discovered which gives rise to a symplectic form on the
solutions of the linearized field equations (see [11, Sections 3.3 and 4.3]). The present
paper is devoted to a systematic study of conserved surface layer integrals. We find a
class of conserved surface layer integrals IΩm parametrized by a parameter m = 1, 2, . . .
(see Theorem 3.1). These surface layer integrals are obtained by considering families of
critical points of the causal variational principle. They can be rewritten as multilinear
functionals on the space Jlin ∩ Jtest of solutions of the linearized field equations (see
Theorem 3.10). In the case m = 1, the resulting surface layer integrals have the same
structure as those in the Noether-like theorems in [10] (see Corollary 3.11). In the
case m = 2, anti-symmetrizing the bilinear functional in its two arguments u, v ∈
Jlin ∩ Jtest gives the symplectic form (see Corollary 3.12). Symmetrizing in these
arguments, on the other hand, gives rise to a new conserved surface layer integral of
the following form (see also Corollary 3.13):
Theorem 1.1. (symmetric bilinear form on jets) Given a compact set Ω ⊂M , if
the regularity assumptions (r1) and (r2) on page 6 are satisfied, then the bilinear form
(., .)Ω : (J
lin ∩ Jtest)× (Jlin ∩ Jtest)→ R
(u, v)Ω =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
×
(
∇1,u∇1,v + 2∇1,S∆2[u,v] −∇2,u∇2,v − 2∇2,S∆2[u,v]
)
L(x, y)
(1.3)
satisfies the relation
(u, v)Ω =
ˆ
Ω
(
∇1,u∇1,v
ν
2
+∇S∆2[u,v] ν
)
dρ(x) . (1.4)
Here the jets u and v are pairs of a real-valued function on M and a vector field on F
along M ; more precisely,
u = (a, u), v = (b, v) ∈ C∞(M,R)⊕ C∞(M,TF)
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(where by C∞(M, .) we denote functions which have a smooth extension to F; for
details see the explanation after (2.5) below). Moreover, ∇u denotes a jet derivative,
which is a linear combination of multiplication and directional derivative,
∇uℓ(x) := a(x) ℓ(x) +
(
Duℓ
)
(x) . (1.5)
The indices in ∇1,u or ∇2,u indicate on which argument of the Lagrangian the jet
derivative acts. We always use the convention that these “partial jet derivatives” do
not act on jets contained in other derivatives, so that for example for a constant ν (for
details see Section 2),
∇1,u∇1,v ν = a(x) b(x) ν .
The linearized field equations for a jet v read (for details see Section 3.2)
∇u
(ˆ
M
(
∇1,v +∇2,v
)
L(x, y) dρ(y)−∇v
ν
2
)
= 0 ,
to be satisfied on M for all test jets u in the jet space Jtest (see (2.8) and Definition 3.5
or [11, Section 4.2]). The space of solutions of the linearized field equations is denoted
by Jlin. Next, ∆2 is the quadratic correction to the field equations (3.19), and S is a
Green’s operator (see Definition 3.24; a basic introduction will be given in Section 2).
The surface layer integral (1.3) corresponds to a surface term, whereas the right side
of (1.4) involves an integral over Ω and is therefore a volume term. If the jets u, v
and S∆2[u, v] have no scalar components, then the volume term vanishes, thereby
giving a conservation law for the surface layer integral (see Corollary 3.13).
This paper is structured as follows. In Section 2 we provide the necessary pre-
liminaries and collect all the assumptions which enter our constructions. Section 3
contains our main results. In Section 3.1 we prove a general theorem which yields
conserved quantities and illustrate it in the example of symmetry transformations.
This theorem involves a two-parameter family of solutions of the weak EL equations.
In Section 3.2 we compute the surface layer integrals for a two-parameter family con-
structed from m solutions of the linearized field equations (see Theorem 3.10), using
perturbative methods as developed in [7]. In Section 3.4 we discuss the dependence of
the bilinear form (1.3) on the choice of the Green’s operator S. This freedom changes
the bilinear form only modulo a conserved surface layer integral IΩ1 (see Example 3.14).
More generally, modifying the Green’s operators in IΩm changes the surface layer in-
tegrals only by multiples of IΩl with l < m (see Theorem 3.15). In Section 4 our
constructions are illustrated by computing the surface layer integrals in the example
of the lattice system introduced in [11, Section 5]. Finally, in Section 5 we explain the
physical implications of our results and give a brief outlook.
2. Preliminaries
We consider the lower semi-continuous setting as introduced in [11, Section 2]. Thus
let F be a (possibly non-compact) smooth manifold and ρ a Radon measure on F
(i.e. a regular Borel measure with ρ(K) < ∞ for any compact K ⊂ F, where by a
measure we always mean a positive measure; for an introduction see for example [14]
or [1]), referred to as the universal measure. Moreover, we are given a non-negative
function L : F × F → R+0 (the Lagrangian) with the following properties:
(i) L is symmetric: L(x, y) = L(y, x) for all x, y ∈ F.
4 F. FINSTER AND J. KLEINER
(ii) L is lower semi-continuous, i.e. for all sequences xn → x and yn′ → y,
L(x, y) ≤ lim inf
n,n′→∞
L(xn, yn′) .
We assume that ρ satisfies the following technical assumption:
(iii) The function L(x, .) is ρ-integrable for all x ∈ F, giving a lower semi-continuous
and bounded function on F.
If the total volume ρ(F) is finite, the causal variational principle is to minimize the
action (1.1) under variations of the measure ρ (which do not need to satisfy (iii)),
keeping the total volume ρ(F) fixed (volume constraint). If ρ(F) is infinite, however, it
is not obvious how to implement the volume constraint, making it necessary to proceed
as follows: Let ρ˜ be another Borel measure on F with the properties∣∣ρ˜− ρ∣∣(F) <∞ and (ρ˜− ρ)(F) = 0 (2.1)
(where |.| denotes the total variation of a measure; see [14, §28] or [15, Section 6.1]).
Then the difference of the actions as given by(
S(ρ˜)− S(ρ)
)
=
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
F
dρ(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y) +
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y)
(2.2)
is well-defined (for details see [11, Lemma 2.1]). The measure ρ is said to be aminimizer
of the causal action if the difference (2.2) is non-negative for all ρ˜ satisfying (2.1),(
S(ρ˜)− S(ρ)
)
≥ 0 .
We now state the Euler-Lagrange (EL) equations as derived in [11, Lemma 2.3] (by
adapting [13, Lemma 3.4] to the non-compact setting).
Lemma 2.1. (The Euler-Lagrange equations) Let ρ be a minimizer of the causal ac-
tion. Then for a suitable value of the real parameter ν, the function ℓ defined by
ℓ(x) :=
ˆ
F
L(x, y) dρ(y)−
ν
2
: F → R (2.3)
satisfies the equation
ℓ|supp ρ ≡ inf
F
ℓ = 0 . (2.4)
We remark that ν can be understood as the Lagrange multiplier describing the volume
constraint; see [5, §1.4.1].
The EL equations are analyzed most conveniently in the so-called jet formalism,
which we now review (for more details see [11]). By C∞(M,R) we denote all real-
valued functions on M which have a smooth extension to F. Likewise, by
Γ = C∞(M,TF) (2.5)
we denote the smooth vector fields on F along M (thus every u ∈ Γ is the restriction
of a smooth vector field on F to M). We define the jet space on M as the vector space
J :=
{
u = (a, u) with a ∈ C∞(M,R) and u ∈ Γ
}
. (2.6)
Moreover, we let Γdiff be those vector fields for which the directional derivative of the
function ℓ exists,
Γdiff =
{
u ∈ C∞(M,TF)
∣∣ Duℓ(x) exists for all x ∈M} .
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We introduce the space of differentiable one-jets by
J
diff := C∞(M,R)⊕ Γdiff ⊂ J (2.7)
and choose a linear subspace Jtest of the form
J
test = Ctest(M,R)⊕ Γtest ⊂ Jdiff , (2.8)
where the vector space of the scalar component Ctest(M,R) is assumed to be nowhere
trivial in the sense that
for all x ∈M there is a ∈ Ctest(M,R) with a(x) 6= 0 . (2.9)
For a jet u = (a, u) ∈ Jdiff we define ∇u as the linear combination of scalar multiplica-
tion and directional derivative (1.5). Then the EL equations (2.4) imply the so-called
weak EL equations (for details see [11, Section 4.1])
∇uℓ|M = 0 for all u ∈ J
test . (2.10)
The purpose of introducing Jtest is that it gives the freedom to restrict attention to
the portion of information in the EL equations which is relevant for the particular
application in mind. For example, if one is interested only in the macroscopic dynamics,
one can choose Jtest to be composed of jets which disregard microscopic fluctuations
of ℓ.
We finally point out that the weak EL equations (2.10) do not hold only for mini-
mizers, but also for critical points of the causal action. With this in mind, all methods
and results of this paper do not apply only to minimizers, but more generally to critical
points of the causal variational principle.
3. A Class of Conserved Surface Layer Integrals
3.1. Conservation Laws for Families of Solutions. In this section we derive a
class of conservation laws for families of solutions of the weak EL equations. We
let ρ˜s,t with s, t ∈ (−δ, δ) be a two-parameter family of universal measures of the form
ρ˜s,t = (Fs,t)∗
(
fs,t ρ
)
, (3.1)
where fs,t and Fs,t are smooth functions on M ,
f ∈ C∞
(
(−δ, δ)2 ×M,R+
)
and F ∈ C∞
(
(−δ, δ)2 ×M,F
)
(3.2)
(where smooth on M again means that there exists a smooth extension to F), which
are trivial at s = t = 0,
f0,0 ≡ 1 , F0,0 = 1 . (3.3)
(The star in (3.1) denotes the push-forward measure, defined for a subset U ⊂ F and
a measure µ on F by ((Fs,t)∗µ)(U) = µ(F
−1
s,t (U)); see for example [1, Section 3.6].)
Moreover, we assume that every measure ρ˜s,t satisfies the weak EL equations (2.10).
Since the jets (2.8) used for testing are defined on the support of the corresponding
measure, the variation of ρ also entails a variation of the test space Jtest. We denote
the test space corresponding to the measure ρ˜s,t by J˜
test
s,t , i.e.
J˜tests,t ⊂
{
u = (a, u) with a ∈ C∞(M˜s,t,R) and u ∈ C
∞(M˜s,t, TF)
}
,
where M˜s,t := supp ρ˜s,t is the support of the varied measure. We write the weak EL
equations (2.10) for the measure ρ˜s,t as
∇1,u˜(Fs,t(x))
(ˆ
M
L
(
Fs,t(x), Fs,t(y)
)
fs,t(y) dρ(y)−
ν
2
)
= 0 for all u˜ ∈ J˜tests,t , (3.4)
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to be evaluated pointwise for all x ∈ M . Here the notation ∇1,u˜ clarifies that the
derivative acts on the first argument of the Lagrangian. On the constant ν/2 it acts
by multiplication with the scalar component,
∇1,u˜(Fs,t(x)) ν = ∇u˜(Fs,t(x)) ν = a
(
Fs,t(x)
)
ν ,
where we again denote the components by u = (a, u). Without loss of generality we
can keep ν fixed when varying the measure. Note that, being defined on M˜ , the jet u˜
can be evaluated at x ∈M only after composing it with Fs,t. In order to rewrite this
equation in a way where x and y are treated in a more symmetric way, we multiply (3.4)
by the function fs,t(x). Again using our convention that the derivative ∇1,u˜ acts only
on the first argument of the Lagrangian L, the function fs,t(x) commutes with ∇1,u˜.
We thus obtain
∇1,u˜(Fs,t(x))
(ˆ
M
L
(
xs,t, ys,t
)
dρ(y)−
ν
2
fs,t(x)
)
= 0 for all u ∈ J˜tests,t , (3.5)
where we introduced the notation
L
(
xs,t, ys,t
)
:= fs,t(x) L
(
Fs,t(x), Fs,t(y)
)
fs,t(y) . (3.6)
We note that in [11, Section 4] a slightly different method was used where we tested
with jets onM . The method here is more general and has the advantage that, as will be
explained at the beginning of Section 3.2, it fits together better with the description in
terms of linearized solutions in Section 3.2 as well as with the perturbative description
in Section 3.5.
In the next theorem we derive a family of integral identities, parametrized by an
integer m = 1, 2, . . . which describes the order of differentiation of the Lagrangian. For
technical simplicity, we impose the following regularity assumptions:
(r1) For all p, q ∈ {0, 1} with p+q = 1 and all x ∈M , the following partial derivatives
exist, are ρ-integrable and may be interchanged with the integral:ˆ
M
∂ps′∂
q
s∂
m−1
t L
(
xs+s′,t, ys,t
)∣∣∣
s′=s=t=0
dρ(y)
= ∂ps′∂
q
s∂
m−1
t
ˆ
M
L
(
xs+s′,t, ys,t
)
dρ(y)
∣∣∣
s′=s=t=0
.
(3.7)
(r2) The jet u˜(t) defined by
u˜(t) = ∂s
(
fs,t, Fs,t
)∣∣
s=0
is in J˜test0,t for all t ∈ (−δ, δ) . (3.8)
Theorem 3.1. Let m ∈ N. Assume that the functions f and F satisfy (3.2) and (3.3)
as well as the regularity assumptions (r1) and (r2). Moreover, assume that the mea-
sures ρ˜s,t given by (3.1) satisfy the weak EL equations (3.5) for all s and t (for jet
spaces J˜tests,t chosen in agreement with (2.8) and (2.9)). Then for every compact Ω ⊂M ,
the following expression vanishes:
IΩm :=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∂1,s − ∂2,s
)(
∂1,t + ∂2,t
)m−1
L
(
xs,t, ys,t
)∣∣∣
s=t=0
(3.9)
−
ν
2
ˆ
Ω
∂s∂
m−1
t fs,t(x)
∣∣∣
s=t=0
dρ(x) = 0 . (3.10)
Here the indices of the symbols ∂1,s, ∂2,s, . . . again indicate that the derivatives act
only on the first or second argument of L(xs,t, ys,t), respectively (note that, in contrast
to the derivative ∇1,u˜, the partial derivative ∂1,s acts also on the factor fs,t in (3.6)).
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Before giving the proof, we briefly explain the structure and significance of this
result. The double integral (3.9) is a surface layer integral (1.2) and can thus be
interpreted as a surface term. The summand (3.10), on the other hand, is a volume
term. Therefore, the general structure of the above equation relating a surface term
to a volume term resembles the Gauß divergence theorem. In many applications, the
volume term vanishes. Then, considering the situation that Ω exhausts the region
between two surfaces which extend to spatial infinity (as explained in the introduction
of [11]; see [11, Figure 1]), the surface layer integral does not depend on the choice
of the surfaces, thus giving rise to a conservation law. If the volume term is non-
zero, the above theorem still gives quantitative information on how the surface layer
integral depends on the choice of the surface. In cases where the volume term has
a physical interpretation, this gives insight into the dynamics of the system (similar
to the inhomogeneous Maxwell equations in integral form). Moreover, an identity
relating a surface to a volume term is very useful for getting estimates similar to
energy estimates for hyperbolic PDEs [2].
Proof of Theorem 3.1. Using (2.9), we conclude that the term in brackets in (3.5)
vanishes, i.e. ˆ
M
L
(
xs,t, ys,t
)
dρ(y)−
ν
2
fs,t(x) = 0
for all s, t ∈ (−δ, δ) and all x ∈ M . Since the right hand side is smooth in t and s
by (3.2), we can take k := m− 1 derivatives in t and one derivative in s to obtainˆ
M
(
∂1,s + ∂2,s
)(
∂1,t + ∂2,t
)k
L
(
xs,t, ys,t
)
dρ(y)−
ν
2
∂s∂
k
t fs,t(x)
∣∣∣
s=t=0
= 0 , (3.11)
where we exchanged differentiation and integration with the help of the regularity
assumption (r1). We next consider the weak EL equation (3.5), evaluated at s = 0
with the jet u˜ := ∂s
(
fs,t, Fs,t
)∣∣
s=0
. Assumption (r2) assures that this is jet is in J˜test0,t .
Using that
D1,u L
(
F0,t(x), F0,t(y)
)
= ∂1,s L
(
Fs,t(x), Fs,t(y)
)∣∣∣
s=0
,
the weak EL equation (3.5) can be written asˆ
M
∂1,s L
(
xs,t, ys,t
)
dρ(y)−
ν
2
∂s fs,t(x)
∣∣∣
s=0
= 0 ,
valid for all t. We now differentiate k times with respect to t, multiply by two and
subtract (3.11). We thus obtainˆ
M
(
∂1,s − ∂2,s
)(
∂1,t + ∂2,t
)k
L
(
xs,t, ys,t
)
dρ(y)−
ν
2
∂s∂
k
t fs,t(x) = 0 .
Integrating the last equation over Ω givesˆ
Ω
dρ(x)
ˆ
M
dρ(y)
(
∂1,s − ∂2,s
)(
∂1,v + ∂2,v
)k
L
(
xs,t, ys,t
)
=
ν
2
ˆ
Ω
∂s∂
k
v fs,t(x) dρ(x) .
(3.12)
Since the integrand is anti-symmetric in its arguments x and y, we also haveˆ
Ω
dρ(x)
ˆ
Ω
dρ(y)
(
∂1,s − ∂2,s
)(
∂1,v + ∂2,v
)k
L
(
xs,t, ys,t
)
= 0 .
Subtracting this equation from (3.12) gives the result. 
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Example 3.2. (Symmetry transformations) We now illustrate the above theorem
in the example of families of measures obtained by applying symmetry transformations.
Thus, specializing the setting in [10, Section 3.1], we let F be a smooth one-parameter
family of diffeomorphisms
F ∈ C∞
(
(−δ, δ) × F → F
)
with F0 = 1 and F−s = F
−1
s .
We assume that F is a symmetry of the Lagrangian in the sense that1
L
(
x, Fs(y)
)
= L
(
F−s(x), y
)
for all s ∈ (−δ, δ) and x, y ∈ F . (3.13)
Moreover, we let ρ be a solution of the weak EL equations (2.10) and consider the
family of measures (ρ˜s,t)s,t∈(−δ,δ) given by
ρ˜s,t := (Fs)∗ρ
(note that there is no t-dependence). The symmetry assumption (3.13) implies that the
weak EL equations (3.5) are satisfied for every measure ρ˜s,t (if the jet spaces J˜
test
s,t are
identified by the symmetry transformation). If the regularity assumptions (r1) and (r2)
on page 6 hold, Theorem 3.1 applies. Choosing m = 1, we obtain the conservation law
0 =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∂1,s − ∂2,s
)
L
(
Fs(x), Fs(y)
)∣∣∣
s=0
=
d
ds
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Fs(x), y
)
− L
(
F−s(x), y
))∣∣∣
s=0
.
This equation agrees with the Noether-like theorem for a continuously differentiable
symmetry of the Lagrangian in [10] (see [10, Theorem 3.3] and later generalizations in
the same paper). We conclude that the Noether-like theorem for a symmetry of the
Lagrangian found in [10] is a corollary of the conservation laws found in Theorem 3.1.
♦
3.2. Formulation in Terms of Linearized Solutions. In order to work out ap-
plications of Theorem 3.1, one must construct families of solutions of the weak EL
equations (3.5). We now explain how this can be accomplished. Our main result will
be to rewrite the conserved surface layer integral of Theorem 3.1 as an m-multilinear
form on solutions of the linearized field equations (see Theorem 3.10). Our results
rely on the perturbation expansion for critical measures as developed in [7]. In or-
der to make the present paper self-contained, we recall the basics of the perturbation
expansion and work out the combinatorial details in Appendix A.
In order to keep the setting as simple as possible, we always perform Taylor ex-
pansions in components in given charts. Therefore, for any x ∈ M we choose a chart
of F around x and work in components xα. Also, we always write the mapping Fs,t(x)
in (3.1) and vector fields on F along M in this chart and expand componentwise. For
ease in notation, we usually omit the index α from now on. But one should keep in
mind that from now on we always work in suitably chosen charts.
Following [7], we also introduce other jet spaces needed below. First, we define a
convenient version of a dual of Jtest.
1This is a slightly stronger assumption than in [10], where we merely assume that (3.13) holds
for x, y ∈ M . We need the stronger assumption because a necessary criterion for the weak EL
equations (3.5) to hold is that term in brackets in (3.5) vanishes identically on M . In [10], however,
we merely used that the derivative of the term in brackets vanishes on M .
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Definition 3.3. We denote the continuous global one-jets of the cotangent bundle
restricted to M by J∗ := C0(M,R)⊕C0(M,T ∗F). We let (Jtest)∗ be the quotient space
(Jtest)∗ := J∗
/{
(g, ϕ) ∈ J∗
∣∣ g(x) a(x) + 〈ϕ(x), u(x)〉 = 0
for all u = (a, u) ∈ Jtest and x ∈M
}
,
where 〈., .〉 denotes the dual pairing of T ∗xF and TxF.
Here, we have taken the quotient in order to avoid dual jets which are trivial on Jtest.
We next specify the space of jets which can be used for varying the measure ρ.
The basic idea is to define differentiability of the jets by corresponding differentiability
properties of the Lagrangian:
Definition 3.4. For any ℓ ∈ N0 ∪ {∞}, the jet space J
ℓ ⊂ J is defined as the vector
space of jets with the following properties:
(i) For all y ∈M and all x in an open neighborhood of M , the directional derivatives(
∇1,v1 +∇2,v1
)
· · ·
(
∇1,vp +∇2,vp
)
L(x, y) (3.14)
(computed componentwise in charts around x and y) exist for all p ∈ {1, . . . , ℓ}
and all v1, . . . , vp ∈ J
ℓ.
(ii) The functions in (3.14) are ρ-integrable in the variable y, giving rise to locally
bounded functions in x. More precisely, these functions are in the space
L∞loc
(
L1
(
M,dρ(y)
)
, dρ(x)
)
.
(iii) Integrating the expression (3.14) in y over M with respect to the measure ρ, the
resulting function (defined for all x in an open neighborhood of M) is continuously
differentiable in the direction of every jet u ∈ Jtest.
Working in charts also makes it possible to identify the tangent spaces at different
points simply by identifying the components. In particular, we use this method in
order to identify u˜(Fs,t(x)) with a jet u(x). We choose the jet space J˜
test
s,t such that
under this identification it coincides with Jtest. Then the family of EL equations (3.5)
simplifies to
∇1,u
(ˆ
M
L
(
xs,t, ys,t
)
dρ(y)−
ν
2
fs,t(x)
)
= 0 for all u ∈ Jtest . (3.15)
We point out that by our conventions, the derivative ∇1,u acts on the first argument
of the Lagrangian L and on the constant ν, but the factor fs,t(x) is not differentiated.
We extend our conventions for partial derivatives and jet derivatives as follows:
◮ Partial and jet derivatives with an index i ∈ {1, 2}, as for example in (3.14), only
act on the respective variable of the function L. This implies, for example, that
the derivatives commute,
∇1,v∇1,uL(x, y) = ∇1,u∇1,vL(x, y) . (3.16)
◮ The partial or jet derivatives which do not carry an index act as partial derivatives
on the corresponding argument of the Lagrangian. This implies, for example, that
∇u
ˆ
F
∇1,v L(x, y) dρ(y) =
ˆ
F
∇1,u∇1,v L(x, y) dρ(y) .
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We point out that, in contrast to the method and conventions used in [11], our con-
ventions have the major benefit that jets are never differentiated.
In preparation, we need to define the notion of solutions of the linearized field
equations (for details see [11, Section 4.2]). For ℓ ∈ N and v1, . . . , vℓ ∈ J
ℓ, we define
∆ℓ
[
v1, . . . , vℓ
]
(x) :=
1
ℓ!
( ˆ
M
(
∇1,v1 +∇2,v1
)
· · ·
(
∇1,vℓ +∇2,vℓ
)
L(x, y) dρ(y)
−
ν
2
b1(x) · · · bℓ(x)
)
,
(3.17)
where the bi denote the scalar components of vi, and where the space-time point x
can be chosen in a neighborhood of M ⊂ F. According to the assumptions in Defi-
nition 3.4, the derivatives and the integral in (3.17) exist, and the resulting function
is continuously differentiable in the direction of any u ∈ Jtest. Therefore, the func-
tion ∆ℓ
[
v1, . . . , vℓ
]
can be identified with a dual jet w∗ ∈ (Jtest)∗ (see Definition 3.3),
where the dual pairing with a jet u ∈ Jtest is given by
〈u,w∗〉(x) := ∇u∆ℓ
[
v1, . . . , vℓ
]
(x) . (3.18)
Using this identification, the operator ∆ℓ in (3.17) gives rise to a mapping
∆ℓ : J
ℓ × · · · × Jℓ︸ ︷︷ ︸
ℓ factors
→ (Jtest)∗ .
Using the abbreviation
∆ := ∆1 ,
the linearized field equations can be written as in the next definition (cf. [11, eq. (4.19)]).
Definition 3.5. A jet w ∈ J1 is a solution of the linearized field equations if it
satisfies the equation
〈u,∆w〉 = 0 for all u ∈ Jtest . (3.19)
The vector space of all linearized solutions is denoted by Jlin ⊂ J1.
For clarity, we point out that the equation in (3.19) is understood pointwise as
〈u,∆w〉(x) = 0 for all x ∈M .
Thus the linearized field equations are equations in space-time M .
The connection to families of solutions of the EL equations is obtained as follows.
Suppose that the family of measures ρ˜s,t as defined by (3.1) satisfies the EL equa-
tions (3.15) for all s and t (this entails that, as explained before (3.15), we identify the
jet spaces Jtests,t with J
test componentwise in our charts). Then differentiating (3.15)
with respect to s or t at s = t = 0, one sees that the corresponding jets given by
∂s(fs,t, Fs,t)|s=t=0 and ∂t(fs,t, Fs,t)|s=t=0
are solutions of the linearized field equations (3.19). In other words, our family is
described linearly in s and t by two solutions of the linearized field equations. Likewise,
the higher s-and t-derivatives of (3.15) involve the operator ∆ℓ with ℓ > 1. Setting
these higher derivatives to zero gives rise to equations which can be solved iteratively
using the perturbation theory as developed systematically in [7]. We now recall how
this perturbation expansion works. For clarity, we denote the expansion parameter
by λ. In our situation, λ can be thought of as describing the the size of s and t.
This could be made precise by setting s = λsˆ and t = λtˆ with parameters sˆ and tˆ
which are of the order one. Then the limit s, t → 0 would correspond to taking
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the limit λ → 0. For ease in notation, we avoid the hats and simply take λ as a
formal parameter which is used as a book-keeping device in order to keep track of the
different orders in perturbation theory. As we shall see, the conserved surface layer
integral IΩm will involve the perturbation expansion only up to the m
th order. With
this in mind, it is unproblematic to work with formal power expansions in λ, and the
convergence of the perturbation series is not an issue. But one should keep in mind
that our construction involves the assumption that there exists a family (fs,t, Fs,t)
which satisfies the regularity assumptions (r1) and (r2) on page 6. These assumptions
go beyond a perturbative treatment (for the description on the level of formal power
expansions see Section 3.5 below).
Thus for the function fs,t we make the power ansatz
fs,t(x) =
∞∑
p=0
λp f
(p)
s,t (x) with f
(0)
s,t (x) = 1 . (3.20)
For the expansion of Fs,t, on the other hand, we choose a chart around x and write Fs,t(x)
in components as (F (x)α)α=1,...,m. Then we expand Fs,t componentwise,
Fs,t(x)
α =
∞∑
p=0
λp F
(p)
s,t (x)
α with F
(0)
s,t (x)
α = xα . (3.21)
The choices of f
(0)
s,t and F
(0)
s,t ensure that for λ = 0, the measure ρ˜ in (3.1) coincides
with the unperturbed measure ρ. For ease in notation, we shall omit the index α in the
expansion of F (x). But one should keep in mind that the expansion of F (x) always
involves the choice of a chart around x.
It is preferable to write the function fs,t in the family of measures (3.1) as
fs,t = exp cs,t with c ∈ C
∞
(
(−δ, δ)2 × F,R
)
. (3.22)
where the expansion of cs,t in λ is denoted similar to (3.20) by
cs,t(x) =
∞∑
p=0
λp c
(p)
s,t (x) with c
(0)
s,t (x) = 0 .
We write the expansion coefficients again with jets,
(
cs,t, Fs,t
)
(x) = (0, x) +
∞∑
p=1
w
(p)
s,t (x) . (3.23)
In the next lemma we expand the formula in Theorem 3.1 in powers of λ.
Lemma 3.6. Let m ∈ N. If (3.22) and (3.23) is the perturbation expansion of a
family of measures (3.1) which satisfies the weak EL equations (3.5) and respects the
regularity assumptions (r1) and (r2), then for every compact Ω ⊂M and every p ≥ 0,
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we have
0 = IΩm,(p) :=
p∑
ℓ=1
1
(ℓ− 1)!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∑
k1, . . . , kℓ ≥ 0
with k1+···+kℓ=m−1
(
m− 1
k1 . . . kℓ
)
×
(ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂s∂
k1
t w
(q1)
s,t
−∇
2,∂s∂
k1
t w
(q1)
s,t
)
×
(
∇
1,∂
k2
t w
(q2)
s,t
+∇
2,∂
k2
t w
(q2)
s,t
)
· · ·
(
∇
1,∂
kℓ
t w
(qℓ)
s,t
+∇
2,∂
kℓ
t w
(qℓ)
s,t
)
L(x, y)
−
ν
2
ˆ
Ω
(
∂s∂
k1
t c
(q1)
s,t ) · · · (∂
kℓ
t c
(qℓ)
s,t
)
dρ(x)
)∣∣∣∣
s=t=0
.
In order not to distract from the main ideas, the proof of this combinatorial lemma is
given in Appendix A.
The higher order expansion terms in (3.20) and (3.21) can be expressed in terms of
the linearized solutions using the Green’s operator of the linearized field equations, as
we now explain (for the existence of Green’s operators see [2]).
Definition 3.7. A linear mapping S : (Jtest)∗ → J∞∩Jtest is referred to as a Green’s
operator if
∆S v = −v for all v ∈ (Jtest)∗ . (3.24)
Similar as is the case for hyperbolic partial differential equations or in relativistic
physics, the Green’s operators as defined here are not unique, because adding a lin-
earized solution to the Green’s operator gives another Green’s operator. Consequently,
there is a freedom in the choice of Green’s operator to every order on perturbation
theory. We denote the corresponding choice by S(p). We thus obtain
w
(p)
s,t = S
(p)E(p) , (3.25)
where
E(p)(x) =
p∑
ℓ=2
E
(p)
ℓ (x) (3.26)
E
(p)
ℓ (x) =
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∆ℓ
[
w
(q1)
s,t , . . . ,w
(qℓ)
s,t
]
(x) . (3.27)
As shown in detail in [7], this perturbation expansion gives rise to families of solutions
of the linearized field equations.
We now specify the dependence on the parameters s and t. For w
(1)
s,t we simply take
a linear combination of two solutions of the linearized field equations,
w
(1)
s,t := s u+ t v with u, v ∈ J
lin ∩ Jtest . (3.28)
Computing the nonlinear corrections w
(p)
s,t via (3.25), we obtain a two-parameter family
of solutions of the weak EL equations. Setting t = 0, we denote the pth order correction
to v by v(p) := w
(p)
s,t |s=0. The next lemma gives a connection between t-derivatives of
w
(q)
s,t and the jets v
(k).
Lemma 3.8. For q ≥ 1, we have
∂kt w
(q)
s,t
∣∣
s=t=0
= k! v(k)δq,k for k ≥ 0.
CONSERVED SURFACE LAYER INTEGRALS 13
Proof. We proceed inductively in q. The statement holds for q = 1 by (3.28). For the
induction step q − 1→ q, we expand w(q) according to (3.25), (3.26) and (3.27) as
∂kt w
(q)
s,t
∣∣
s=t=0
= S(q)
q∑
ℓ=2
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=q
∂kt ∆ℓ
[
w
(q1)
s,t , . . . ,w
(qℓ)
s,t
]
(x)
∣∣
s=t=0
where ∆ℓ, using the notation
∇
w
(qℓ)
s,t
:= ∇
1,w
(qℓ)
s,t
+∇
2,w
(qℓ)
s,t
,
is given by
∆ℓ
[
w
(q1)
s,t , . . . ,w
(qℓ)
s,t
]
(x)
=
1
ℓ!
( ˆ
M
∇
w
(q1)
s,t
· · · ∇
w
(qℓ)
s,t
L(x, y) dρ(y)−
ν
2
c
(q1)
s,t (x) · · · c
(qℓ)
s,t (x)
)
.
(3.29)
Note that here, qi < q for i = 1, ..., ℓ, making it possible to apply the induction
hypothesis. This gives
∂kt ∇w(q1)s,t
· · · ∇
w
(qℓ)
s,t
∣∣
s=t=0
= k!
∑
k1, . . . , kℓ ≥ 0
with k1+···+kℓ=k
∇
v(k1)
· · · ∇
v(kℓ)
δk1,q1 . . . δkℓ,qℓ
and similarly in the second term in (3.29). The inequalities q1, ..., qℓ ≥ 1 imply that in
the last sum we get contributions only if k1, ..., kℓ ≥ 1. Combining the above equations
proves the induction step. This concludes the proof. 
Lemma 3.9. The jet w
(q)
s,t can be written as a sum, where each summand contains q
factors w
(1)
s,t .
Proof. We again proceed by induction in q. In the case q = 1, there is nothing to
prove. Thus assume that the statement holds for all q = 1, . . . , q˜ − 1. Then we can
expand w(q˜) according to (3.25), (3.26) and (3.27) to obtain
w
(q˜)
s,t = S
(q˜)
q˜∑
ℓ=2
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=q˜
∆ℓ
[
w
(q1)
s,t , . . . ,w
(qℓ)
s,t
]
(x)
where ∆ℓ is given by (3.29). Using the induction hypothesis concludes the proof. 
After these preparations, we can reformulate Theorem 3.1 in terms of linearized
solutions.
Theorem 3.10. Given m ∈ N, let w
(1)
s,t be as in (3.28) and w
(q)
s,t be the corresponding
non-linear correction terms (3.25)–(3.27). If the resulting family satisfies the regularity
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assumptions (r1) and (r2) on page 6, then for every compact Ω ⊂M , we have
0 = IΩm :=
m−1∑
ℓ=0
(m− 1)!
ℓ!
∑
q1, . . . , qℓ+1 ≥ 1
with q1+···+qℓ+1=m
1
(q1 − 1)!
×
(ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂s∂
(q1−1)
t w
(q1)
s,t |s=t=0
−∇
2,∂s∂
(q1−1)
t w
(q1)
s,t |s=t=0
)
×
(
∇1,v(q2) +∇2,v(q2)
)
· · ·
(
∇1,v(qℓ) +∇2,v(qℓ)
)
L(x, y)
−
ν
2
ˆ
Ω
(
∂s∂
(q1−1)
t c
(q1)
s,t |s=t=0
)
b(q2) · · · b(qℓ) dρ(x)
)
, (3.30)
where we again denote the components of the jets by v = (b, v).
Proof. Using Lemma 3.8 and Lemma 3.6 gives
IΩk+1,(p) =
p∑
ℓ=1
k!
(ℓ− 1)!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∑
k1 ≥ 0
with k1+q2+···+qℓ=k
1
k1!
( ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
× (∇
1,∂s∂
k1
t w
(q1)
s,t
−∇
2,∂s∂
k1
t w
(q1)
s,t
) (∇1,v(q2) −∇2,v(q2)) · · · (∇1,v(qℓ) +∇2,v(qℓ))L(x, y)
−
ν
2
ˆ
Ω
(
∂s∂
k1
t c
(q1)
s,t ) b
(q2) · · · b(qℓ) dρ(x)
)∣∣∣
s=t=0
The condition of the second summation implies that
k1 = k − (q2 + . . .+ qℓ) = k − p+ q1 ≥ 0 .
Lemma 3.9 implies that ∂s∂
k1
t w
(q1)
s,t 6= 0 only if q1 = k1 + 1. Thus, I
Ω
k+1,(p) 6= 0 only
if m = k + 1 = p. Changing the summation parameter from ℓ to ℓ˜ := ℓ − 1 gives the
result. 
3.3. Corollaries and Discussion. We now discuss the implications of Theorems 3.1
and 3.10 in different situations. We will see that some of the resulting conservation
laws were discovered earlier in [10] and [11]. But we will also find new conservation
laws, such as Theorem 1.1 in the introduction. As before, we work with jets denoted
by u = (a, u) and v = (b, v).
We begin with the simplest case m = 1. In this case, in (3.30) the dependence on v
drops out and, with the help of (3.28), we obtain
IΩ1 (u) =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂sw
(1)
s,t
−∇
2,∂sw
(1)
s,t
)
L(x, y)
−
ν
2
ˆ
Ω
∂sc
(1)
s,t (x)
∣∣∣∣
s=t=0
dρ(x)
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇1,u −∇2,u
)
L(x, y)−
ν
2
ˆ
Ω
a(x) dρ(x) . (3.31)
The last integral is not a surface layer integral but a volume term. For this reason, IΩ1
in general does not give rise to a conservation law. But it does if the scalar component
of u vanishes:
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Corollary 3.11. (The functional IΩ1 ) Assume that the jet u is a solution of the
linearized field equations whose scalar component vanishes, i.e.
u = (0, u) ∈ Jlin ∩ Jtest .
Then, setting m = 1, Theorem 3.1 gives rise to the conserved surface layer integral
IΩ1 (u) =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
D1,u −D2,u
)
L(x, y) . (3.32)
This conservation law is reminiscent of the Noether-like theorems in [10], cf. Exam-
ple 3.2. Indeed, if u is an infinitesimal generator of a symmetry of the Lagrangian (3.13),
the conservation of IΩ1 (u) reduces to these Noether-like theorems. In particular, we
thus recover current conservation and the conservation of energy-momentum for Dirac
wave functions (see [10, Sections 5 and 6]). However, the conservation law (3.32) goes
beyond the Noether-like theorems because it holds without any symmetry assumptions
for any solution of the linearized field equations whose scalar component vanishes.
Choosing m = 2 in (3.30), and denoting b(1) = b and v(1) = v in accordance
with (3.28), we obtain
IΩ2 (u, v) =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂s∂tw
(2)
s,t
−∇
2,∂s∂tw
(2)
s,t
)
L(x, y)
∣∣∣
s=t=0
−
ν
2
ˆ
Ω
∂s∂tc
(2)
s,t (x)
∣∣∣
s=t=0
dρ(x)
+
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂sw
(1)
s,t
−∇
2,∂sw
(1)
s,t
)(
∇1,v +∇2,v
)
L(x, y)
∣∣∣
s=t=0
−
ν
2
ˆ
Ω
(
∂sc
(1)
s,t (x)
)
b(x) dρ(x)
∣∣∣
s=t=0
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇
1,∂s∂tw
(2)
s,t
−∇
2,∂s∂tw
(2)
s,t
)
L(x, y)
∣∣∣
s=t=0
−
ν
2
ˆ
Ω
∂s∂tc
(2)
s,t (x)
∣∣∣
s=t=0
dρ(x)
+
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇1,u −∇2,u
)(
∇1,v +∇2,v
)
L(x, y)
−
ν
2
ˆ
Ω
a(x) b(x) dρ(x) , (3.33)
where the term ∂s∂tw
(2)
s,t is given in second order perturbation theory by
∂s∂tw
(2)
s,t
∣∣
s=t=0
= S(2) ∂s∂t∆2
[
w
(1)
s,t ,w
(1)
s,t
]∣∣
s=t=0
= 2S(2)∆2
[
u, v
]
, (3.34)
which is symmetric in u and v in view of (3.16). Anti-symmetrizing in u and v, the
second order term as well as the term involving ν drop out.
Corollary 3.12. (The functional IΩ2 anti-symmetrized) Theorem 3.10 gives rise
to the conserved surface layer integral
σΩ(u, v) :=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇1,u∇2,v −∇1,v∇2,u
)
L(x, y) . (3.35)
This is precisely the symplectic form as found in [11] (cf. [11, Section 3.3]).
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We next symmetrize IΩ2 in its arguments u and v. Then (3.33) simplifies to
1
2
(
IΩ2 (u, v) + I
Ω
2 (v, u)
)
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇1,u∇1,v + 2∇1,S(2)∆2[u,v]
−∇2,u∇2,v − 2∇2,S(2)∆2[u,v]
)
L(x, y)−
ˆ
Ω
(
a(x) b(x) + 2∇S(2)∆2[u,v]
)ν
2
dρ(x) .
(3.36)
This expression vanishes according to Theorem 3.10. We thus obtain Theorem 1.1 in
the introduction, where we replaced the symbol S(2) by S and used that, according to
our convention explained before (3.16),(
∇1,u∇1,v
ν
2
)
(x) = a(x) b(x)
ν
2
.
As in the above example for m = 1, the last integral in (3.36) is a volume term. In
order to obtain a conservation law, we need to assume that the scalar component of
at least one jet vanishes, i.e.
u = (0, u) or v = (0, v) . (3.37)
Moreover, we need to assume that the Green’s operator gives no scalar component,
i.e.
S(2)∆2[u, v] = (0, w) with w ∈ Γ . (3.38)
Under these additional assumptions, we obtain:
Corollary 3.13. (The functional IΩ2 symmetrized) If (3.37) and (3.38) hold,
Theorem 3.10 gives rise to the conserved surface layer integralˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
D1,uD1,v + 2∇1,S∆2[u,v]
−D2,uD2,v − 2∇2,S∆2[u,v]
)
L(x, y) .
It is worth noting that, in contrast to the symplectic form of Corollary 3.12, the
conserved surface layer integral involves a nonlinear correction term.
3.4. Dependence on the Green’s Operators. According to Theorem 3.10
and (3.25), the functionals IΩm depend on the choice of the Green’s operators S
(p).
At first sight, this freedom might be surprising because conserved physical quantities
like currents or energy-momentum are canonically defined and do not involve any ar-
bitrariness. In this section we will analyze what this arbitrariness means. In short,
the answer is that different choices of the Green’s operators correspond to taking dif-
ferent linear combinations of conserved quantities. Before working out this statement
systematically, we give a simple example.
Example 3.14. We return to the functional IΩ2 as considered in the above Corol-
laries 3.12 and 3.13. Clearly, this functional depends on the choice of the Green’s
operator S(2), because the jet w
(2)
s,t in (3.33) is given by
w
(2)
s,t =
(
c
(2)
s,t , w
(2)
s,t
)
= S(2)∆2
(
w
(1)
s,t ,w
(1)
s,t
)
.
As explained after Definition 3.7, Green’s operators are unique only up to solutions of
the linearized field equations. Therefore, we can modify S(2) according to
S(2) → S(2) +K(2) , (3.39)
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where K(2) : (Jtest)∗ → Jlin ∩ Jtest maps to the linearized solutions. Then, according
to (3.33) and (3.34),
IΩ2 (u, v)→ I
Ω
2 (u, v)− 2
ˆ
Ω
∇K(2)∆2[u,v]
ν
2
dρ(x)
+ 2
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∇1,K(2)∆2[u,v] −∇2,K(2)∆2[u,v]
)
L(x, y)
= IΩ2 (u, v) + 2 I
Ω
1
(
K(2)∆2[u, v]
)
.
Therefore, the functional IΩ2 is modified by the functional I
Ω
1 , evaluated for the lin-
earized solution K(2)∆2[u, v]. ♦
We next analyze the dependence on the Green’s operators systematically. We denote
the conserved surface layer integrals IΩm expressed in terms of linearized solutions u, v ∈
Jlin ∩ Jtest by IΩm(u, v) (see Theorem 3.10 and (3.28)). Clearly, these conserved surface
layer integrals depend on the choice of the Green’s operators. In generalization of (3.39)
we now modify the Green’s operator of order q ∈ {2, 3, . . .} by
S(q) → Sˆ(q) := S(q) +K(q) with K(q) : (Jtest)∗ → Jlin ∩ Jtest , (3.40)
leaving all the other Green’s operators unchanged,
Sˆ(ℓ) = S(ℓ) for all ℓ 6= q . (3.41)
We denote the conserved surface layer integrals corresponding to the modified Green’s
operators by IˆΩm(u, v).
Theorem 3.15. Modifying the Green’s operators according to (3.40) and (3.41), the
conserved surface layer integrals for k ∈ N0 transform according to
IˆΩk+1(u, v) =
k∑
ℓ=0
(
k
ℓ
)(
d
dt
)k−ℓ
IΩℓ+1
(
u+q tq−1K(q)E(q)(u, v, . . . , v),
v+ tq−1K(q)E(q)(v, v, . . . , v)
)∣∣∣
t=0
,
(3.42)
where we consider the inhomogeneity of the qth order in perturbation theory (see (3.26))
as a symmetric q-linear functional on the linearized solutions,
E(q) : (Jlin ∩ Jtest)× · · · × (Jlin ∩ Jtest)︸ ︷︷ ︸
q factors
→ (Jtest)∗ .
Proof. It is convenient to combine all the conserved surface layer integrals of Theo-
rem 3.1 in a generating functional IΩt , being defined as the formal power series
IΩt =
∞∑
k=0
tk
k!
IΩk+1
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
∂1,s − ∂2,s
)
L
(
xs,t, ys,t
)∣∣∣
s=0
−
ν
2
ˆ
Ω
∂sfs,t(x)
∣∣∣
s=0
dρ(x) .
This surface layer integral depends on a two-parameter family of critical measures ρ˜s,t.
In Section 3.2 we expressed this family in terms of linearized solutions u and v (see
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Theorem 3.10 and (3.28)). We denote the above generating functional expressed in
terms of the linearized solutions by
IΩ(u, tv) :=
∞∑
k=0
tk
k!
IΩk+1(u, v) . (3.43)
The individual surface layer integrals are recovered by differentiating,
IΩk+1(u, v) =
dk
dtk
IΩ(u, tv)
∣∣∣
t=0
.
Moreover, we denote the formal perturbation expansion for linearized solutions com-
pactly by P, i.e.
P : Jlin ∩ Jtest → J∞ ∩ Jtest , w(1) 7→
∞∑
p=1
w(p)(x) .
Then the family of solutions ws,t constructed in Section 3.2 can be written as
ws,t = P(s u+ t v) .
The corresponding objects defined for the modified Green’s operators are denoted by
an additional hat.
We now consider a family of critical measures ρs,t corresponding to the modified
perturbation expansion Pˆ(s u+ tv). Assume that this family of nonlinear solutions can
also be expressed in terms of the unmodified Green’s operators by
Pˆ(s u+ tv) = P
(
s us,t + t vs,t
)
,
where us,t and vs,t are families of linearized solutions which depend on the parameters s
and t,
us,t, vs,t ∈ J
lin ∩ Jtest
(these families will be constructed in detail below). Then
IˆΩk+1(u, v) =
dk
dtk
IˆΩ(u, tv)
∣∣∣
t=0
=
dk
dtk
IΩt
∣∣∣
t=0
. (3.44)
On the other hand, expressing IΩt in terms of the unmodified perturbation expansion,
we can fix the parameters s and t of the subscripts and expand only in the prefactor t,
IΩt = I
Ω
(
u0,t, t v0,t
) (3.43)
=
∞∑
ℓ=0
tℓ
ℓ!
IΩℓ+1
(
u0,t, v0,t
)
.
Using this relation in (3.44) gives
IˆΩk+1(u, v) =
dk
dtk
∞∑
ℓ=0
tℓ
ℓ!
IΩℓ+1
(
u0,t, v0,t
)∣∣∣
t=0
=
k∑
ℓ=0
(
k
ℓ
)(
d
dt
)k−ℓ
IΩℓ+1
(
u0,t, v0,t
)∣∣∣
t=0
. (3.45)
It remains to compute the families of linearized solutions us,t and vs,t. We expand in
powers of su+tv. Clearly, up to the order q−1 in perturbation theory, the perturbation
expansions with and without hat coincide. To the order q, the modification of the
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Green’s operator can be compensated by changing the linearized solutions. Indeed,
according to (3.40) and (3.25), by choosing
s us,t + t vs,t = s u+ t v+K
(q)E(q)
(
su+ tv, . . . , su+ tv︸ ︷︷ ︸
q factors
)
(3.46)
we can arrange that the perturbation expansions coincide up to the order q. Since to
every order higher than q, the Green’s operators again coincide (3.41), the perturbation
expansions with and without hat coincide to all orders. We conclude that the families
of linearized solutions us,t and vs,t must satisfy (3.46) as a formal power series in s
and t. This leads us to
u0,t = u+ q K
(q)E(q)(u, tv, . . . , tv) and v0,t = v+ t
q−1K(q)E(q)(v, . . . , v)
(where for convenience we chose ∂svs,t|s=0 = 0). Using these formulas in (3.45) gives
the result. 
The proof of this theorem also explains how the relation between different con-
servation laws comes about: Different perturbation expansions give different ways of
describing nonlinear solutions in terms of linearized solutions. Visualizing the nonlin-
ear solution space as a (possibly infinite-dimensional) manifold, different perturbation
expansions can be regarded as different local charts. The derivatives with respect to
the parameters s and t correspond to directional derivatives computed in the charts.
Higher directional derivatives are no tensors, meaning that when transforming them
from one chart to another, derivatives of the transformation mappings come into play.
This is how the transformation law (3.42) can be understood from a differential geo-
metric perspective.
3.5. Perturbative Description. In the applications, the perturbation expansion is
usually treated as a formal power expansion in a real parameter λ, which can be
interpreted as the coupling constant (for details see [7] and the application to the
bosonic Fock space description in [8]). We now specify the regularity assumptions
for the jets which seem sufficiently general for most applications and ensure that the
conditions (r1) and (r2) on page 6 are satisfied to every order in perturbation theory.
Definition 3.16. The jet space Jtest is surface layer regular of order m ∈ N
if Jtest ⊂ Jm and if for all u, v ∈ Jtest and all p ∈ {1, . . . ,m} the following condi-
tions hold:
(i) The directional derivatives
∇1,u
(
∇1,v +∇2,v
)p−1
L(x, y) (3.47)
exist.
(ii) The functions in (3.47) are ρ-integrable in the variable y, giving rise to locally
bounded functions in x. More precisely, these functions are in the space
L∞loc
(
L1
(
M,dρ(y)
)
, dρ(x)
)
.
(iii) The u-derivative in (3.47) may be interchanged with the y-integration, i.e.ˆ
M
∇1,u
(
∇1,v +∇2,v
)p−1
L(x, y) dρ(y) = ∇1,u
ˆ
M
(
∇1,v +∇2,v
)p−1
L(x, y) dρ(y) .
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Note that this is similar to Definition 3.4. The main structural difference is that
we now demand that the u-derivative in (3.47) exists for all x and y, whereas in
Definition 3.4 (iii) were merely demand that the y-integral is differentiable.
Proposition 3.17. Assume that Jtest is surface layer regular. Then, treating the
perturbation expansion as a formal power expansion and choosing a fixed jet space for
testing (i.e. Jtests,t = J
test for all s and t), then the regularity conditions (r1) and (r2)
on page 6 are satisfied to every order in perturbation theory.
Proof. According to our assumptions on the Green’s operators, the jets w(p) are all
in Jtest (cf. (3.25) and Definition 3.7). Therefore, the condition (3.8) holds to every
order in perturbation theory, proving that (r2) holds. In order to prove (r1), we first
note that the s- and t-derivatives in (3.7) (which act on both arguments of L) can be
obtained as the contributions of orderm−1+q to a perturbation expansion. Therefore,
restricting attention to this order in perturbation theory, we obtain automatically that
the integrals and the derivative commute, i.e.
∂qs∂
m−1
t
ˆ
M
L
(
xs,t, ys,t
)
dρ(y)
∣∣∣
s=t=0
=
ˆ
M
∂qs∂
m−1
t L
(
xs,t, ys,t
)∣∣∣
s=t=0
dρ(y) .
Computing the integrand perturbatively, we obtain a sum of terms of the form as
in (3.14). Therefore, the integral is well-defined according to the assumptions (i)
and (ii) in Definition 3.4. Moreover, in the case p = 1, we may use the assumptions (i)
and (iii) in Definition 3.16 to take the u-derivative and to interchange it with the
integral. This concludes the proof. 
4. Example: A Lattice System
We now illustrate the previous constructions in a detailed example introduced in [11,
Section 5]. In this example, the minimizing measure is supported on a two-dimensional
lattice in Minkowski space. The dynamical degrees of freedom are an S1-valued field on
the lattice. The Euler-Lagrange equations for this field give the discrete wave equation
on the lattice.
After recalling the definition of the model, we construct the Green’s operators.
Computing the surface layer integrals of Corollaries 3.11 and Theorem 1.1, we find
that I1 vanishes identically, whereas I2 gives rise to a non-trivial conserved quantity
(the symplectic form in Corollary 3.12 was already computed in [11, Section 5.4]).
4.1. Definition. Let (R1,1, 〈., .〉) be two-dimensional Minkowski space. Denoting two
space-time points by x = (x0, x1) and y = (y0, y1), the inner product takes the form
〈x, y〉 = x0y0 − x1y1 .
Let F be the set
F = R1,1 × S1 .
We denote points in x ∈ F by x = (x, xϕ) with x ∈ R1,1 and xϕ ∈ [−π, π). Next, we
let A be the square
A = (−1, 1)2 ⊂ R1,1 .
Moreover, given ε ∈ (0, 14 ), we let I be the the following subset of the interior of the
light cones,
I =
{
x ∈ R1,1
∣∣ 〈x, x〉 > 0 and |x0| < 1 + ε} .
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Let f : R1,1 → R be the function
f(x) = χBε(0,1)(x) + χBε(0,−1)(x)− χBε(1,0)(x)− χBε(−1,0)(x) ,
where χ is the characteristic function and Bε(x
0, x1) denotes the open Euclidean ball
of radius ε centred around (x0, x1) ∈ R2 ≃ R1,1. Finally, we let V : S1 → R be the
function
V (ϕ) = 1− cosϕ .
Given parameters δ > 0, λI ≥ 2 and
λA ≥ 2λI + ε , (4.1)
the Lagrangian L is defined by
L(x, y) = λA χA(x− y) + λI χI(x− y) + V (x
ϕ − yϕ) f(x− y)
+ δ χBε(0,0)(x− y) V (x
ϕ − yϕ)2 .
(4.2)
The following results have been proven in [11, Section 5].
Lemma 4.1. [11, Lemma 5.1] The function L(x, y) is non-negative and satisfies the
conditions (i) and (ii) on page 3.
We introduce a measure ρ supported on the unit lattice Z := Z2 ⊂ R1,1 ⊂ F by
ρ =
∑
x∈Z
δ(x,0) , (4.3)
where δ(x,xϕ) denotes the Dirac measure at (x, x
ϕ) ∈ F.
Lemma 4.2. [11, Lemma 5.2] The measure ρ satisfies the condition (iii) on page 4.
Clearly, the support of ρ is given by
M := suppρ = Z × {0} ⊂ F . (4.4)
Lemma 4.3. [11, Lemma 5.3] The measure (4.3) satisfies the EL equations (2.4) if
the parameter ν in (2.3) is chosen as
ν = 2λA + 4λI . (4.5)
We remark that the measure ρ is a local minimizer of the causal action as defined
in [11, Proposition 4.10]; see [11, Corollary 5.5].
4.2. The Jet Spaces. We next determine the jet spaces. Recall that in (2.5), the
smooth vector fields on M were defined as those vector fields which can be extended
smoothly to F. In our setting of a discrete lattice (4.4), this is the case for every vector
field. Thus the jet space (2.6) can be written as
J =
{
u = (a, u) with a : M → R and u : M → TF
}
.
We denote the vector component by u = (u0, u1, uϕ). In order to determine the
differentiable jets, we recall from the the proof of [11, Lemma 5.3] that{
ℓ(x, xϕ) = δ V (xϕ)2 if x ∈ Z
ℓ(x, xϕ) ≥ λA + δ V (x
ϕ)2 if x /∈ Z ,
where ℓ is defined as in (2.3). Hence the differentiable jets (2.7) are given by
Jdiff =
{
u = (a, u) with a : M → R and u = (0, 0, uϕ) :M → TF
}
. (4.6)
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We choose
Jtest = Jdiff ,
which implies that
(Jtest)∗ =
{
v = (b, v) with b :M → R and v = (0, 0, vϕ) : M → T ∗F
}
.
The proof of [11, Proposition 5.6] shows that v = (b, v) ∈ J1 as in Definition 3.4 consist
of an arbitrary scalar component b and the vector component
v(x) =
(
v, vϕ(x)
)
,
where v is a constant vector in R1,1 and vϕ : M → R is an arbitrary function. Since
the derivative in direction of the constant vector vanishes, the resulting term reads(
∇1,v +∇2,v
)
L(x, y) =
(
b(x) + b(y) + vϕ(x) ∂xϕ + v
ϕ(y) ∂yϕ
)
L(x, y) .
Our convention (3.16) implies that the jet derivatives in (3.14) act on L(x, y) but not
on the other jets. Since L(x, y) is smooth in xϕ and yϕ, it follows that the conditions
for v being an element of Jℓ for ℓ > 1 are not stronger than for the case ℓ = 1. Hence
we conclude that
Jl = J1 for all l ∈ N0 ∪ {∞} .
Finally, the solutions of the linearized field equations (3.19) are characterized in the
following proposition. We use the notation et := (1, 0) ∈ R
1,1.
Proposition 4.4. [11, Proposition 5.6] The linearized solutions Jlin of Definition 3.5
consist of all jets v = (b, v) ∈ J with the following properties:
(A) The scalar component b :M → R satisfies the equation
λA b(x, 0) + λI
(
b(x+ et, 0) + b(x− et, 0)
)
= 0 .
(B) The vector component v : M → TF consists of a constant vector v ∈ R1,1 and
a function vϕ :M → R, i.e.
v(x) =
(
v, vϕ(x)
)
, (4.7)
where the function vϕ satisfies the discrete wave equation on Z,∑
y∈Z
f(x− y) vϕ(y, 0) = 0 . (4.8)
4.3. The Green’s Operators. In this section we determine the Green’s operators
according to Definition 3.7 and analyze the regularity assumptions (r1) and (r2) on
page 6. For u = (a, u) ∈ Jtest and v = (b, v) ∈ J∞, according to (3.17) and (3.18) the
linearized field equations read
〈u,∆v〉|x =
(
λA + 2λI
)
a(x) b(x) + λA a(x) b(x) + λI
(
a(x) b(x+ et)
+ a(x) b(x− et)
)
− uϕ(x)
∑
y∈Z
vϕ(y) f(x− y)− a(x) b(x)
ν
2
. (4.9)
Hence, denoting the scalar and vector components of Sv by (sb, sv) and using (4.5),
the defining equation for the Green’s operator (3.24) reads
λA a(x) sb(x) + λI
(
a(x) sb(x+ et) + a(x) sb(x− et)
)
− uϕ(x)
∑
y∈Z
svϕ(y) f(x− y)
!
= −〈u, v〉|x = −a(x) b(x)− u
ϕ(x)vϕ(x) (4.10)
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for all u ∈ Jtest and v ∈ (Jtest)∗. Choosing u = (a, 0) ∈ Jtest with arbitrary a, we have
λA sb(x) + λI
(
sb(x+ et) + sb(x− et)
)
= −b(x) . (4.11)
Choosing u = (0, u) ∈ Jtest with arbitrary u, (4.10) yields∑
y∈Z
svϕ(y) f(x− y) = vϕ(x) .
(4.12)
We conclude that in our example, the Green’s operator (3.24) does not mix the
scalar and vector components of (Jtest)∗. It may give rise to a constant component
(0, Sv0, Sv1, 0) ∈ J∞ which, however, drops out of (4.9) because ∆ maps constant
components of J∞ to zero. We use the freedom in the choice of Green’s operators (cf.
Section 3.4) to arrange that Sv0 = 0 = Sv1.
According to (4.12), the vector component of a Green’s operator is a Green’s oper-
ator of the discrete wave equation (as usual, one can choose for example the advanced
or retarded Green’s operator). The scalar component of the Green’s operator, on the
other hand, can be computed by a discrete Fourier transformation. Since in (4.11) all
functions are evaluated for the same value of x1, we can solve this equation for any
fixed x1 and omit this variable. For the dependence on x0 we employ the plane-wave
ansa¨tze
sb(x0) = a(ω) e−iωx
0
+ a(ω) eiωx
0
, b(x0) = b(ω) e−iωx
0
+ b(ω) eiωx
0
with frequency ω ∈ [0, π]. We thus obtain the equation
a(ω) = −
b(ω)
λA + 2λI cosω
.
In view of (4.1), the denominator is strictly positive, giving a unique solution a(ω).
Hence the scalar component of the Green’s operator is given by
sˆ(ω) = −
(
λA + 2λI cosω
)−1
. (4.13)
We next evaluate the regularity conditions (r1) and (r2) on page 6.
Lemma 4.5. The conditions (r1) and (r2) are satisfied for the families generated by
linearized solutions u, v ∈ Jlin if u, v have vanishing constant vector component (cf.
Proposition 4.4),
u = 0 = v (4.14)
and if we choose
Jtests,t = J
diff , (4.15)
for all s, t.
Proof. Let u = (a, u), v = (b, v) ∈ Jlin with u and v as in (4.7) such that (4.14)
holds. Define w
(1)
s,t as in (3.28). Since, by definition of S, its image is in J
∞, it follows
that all non-linear corrections w
(2)
s,t ,w
(3)
s,t , . . . are in J
∞. Furthermore, by the above
choice of S concerning constant components (v0, v1), the non-linear correction terms
have vanishing constant components as well. It follows that (3.23) consists of a scalar
component and a vector component in direction of vϕ. Thus the resulting family (3.1)
consists of functions f and F as described in (3.2), but where F is constant except
for the S1 direction. Together with the smoothness of the Lagrangian (4.2) in the S1-
directions xϕ and yϕ, this implies that all partial derivatives in (3.7) exist. Moreover,
these partial derivatives are ρ-integrable because by the choice of ρ in (4.3) and the
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bounded support of L(x, .), the ρ-integration reduces to a finite sum. Therefore, the
partial derivatives commute with integration, so that (r1) holds.
The condition (r2) holds because, by the property of F mentioned in the last para-
graph, the jet u(t) as defined in (3.8) is an element of Jdiff (given by (4.6)) and hence,
due to the choice (4.15), it is also an element of Jtest0,t . 
4.4. The Conserved Quantities. We are now in a position to study the corollaries
to our main theorem discussed in Section 3.3.
4.4.1. The Functional IΩ1 . We consider Corollary 3.11. Thus let v ∈ J
lin ∩ Jtest have
vanishing scalar component, i.e. v = (0, v) with v as in (4.7) and v = 0. The corre-
sponding derivative reads
D1,v L(x, y)
∣∣
xϕ=0=yϕ
= −D2,v L(x, y) = v
ϕ(x)
d
dxϕ
(
V (xϕ − yϕ) f(x− y)
+ δ χBε(0,0)(x− y) V (x
ϕ − yϕ)2
)∣∣
xϕ=0=yϕ
= 0 .
Thus IΩ1 (v), as defined in (3.32), vanishes identically for any Ω ⊂M .
4.4.2. The Functional IΩ2 Anti-Symmetrized. Next, we consider Corollary 3.12. Define
Nt =
{
x ∈ Z
∣∣x0 = t} with t ∈ Z
and let ΩNt be the past of Nt, i.e.
ΩNt =
{
x ∈ Z
∣∣x0 ≤ t} . (4.16)
As noted in before, (3.35) is exactly the symplectic form σΩ(u, v) derived in [11]. Thus
we have:
Proposition 4.6. [11, Proposition 5.8] If we choose Jtest as the jets with spacelike
compact support,
Jtest =
{
u ∈ Jdiff
∣∣ suppu|Nt is a finite set for all t ∈ Z} ,
the conserved functional (3.35) is given by
σΩNt (u, v) = λI
∑
x∈Nt
(
a(x) b(x+ et)− a(x+ et) b(x)
)
+
∑
x∈Nt
(
uϕ(x+ et) v
ϕ(x)− uϕ(x) vϕ(x+ et)
)
,
(4.17)
where again et := (1, 0) ∈ R
1,1.
Note that the second sum (4.17) is the usual symplectic form associated to a discrete
version of the wave equation on R1,1, cf. Remark 5.9 in [11].
4.4.3. The Functional IΩ2 Symmetrized. We finally compute the surface layer integral
of Corollary 3.13 and Theorem 1.1. We first determine ∆2[u, v]. For simplicity, we
restrict attention to the case (3.37) of vanishing scalar components.
Proposition 4.7. If u = (0, u), v = (0, v) ∈ Jlin, then the scalar component of ∆2[u, v]
is given by the function
∆2[u, v](x) =
1
2
∑
y∈Z
vϕ(y)uϕ(y)f(x− y) , (4.18)
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whereas the vector component vanishes.
Proof. Equation (3.17) gives
∆2[u, v](x) =
1
2
( ∑
y∈M
(
∇1,v +∇2,v
)(
∇1,u +∇2,u
)
L(x, y) −
ν
2
a(x) b(x)
)
=
1
2
∑
y∈M
(
D1,v +D2,v
)(
D1,u +D2,u
)
L(x, y)
=
1
2
∑
y∈M
(
vϕ(x)
d
dxϕ
+ vϕ(y)
d
dyϕ
)(
uϕ(x)
d
dxϕ
+ uϕ(y)
d
dyϕ
)
L(x, y)
=
1
2
∑
y∈M
(
vϕ(x)uϕ(x)
d2
d(xϕ)2
+
(
vϕ(x)uϕ(y) + vϕ(y)uϕ(x)
) d
dxϕ
d
dyϕ
+ vϕ(y)uϕ(y)
d2
d(yϕ)2
)
L(x, y) ,
where we again used the conventions introduced in Section 3.2. The second derivative
of the Lagrangian (4.2) reads
d2
d(xϕ)2
L(x, y) = f(x− y) cos(xϕ − yϕ) + δ χBε(0,0)(x− y)
·
(
2 sin(xϕ − yϕ)2 + 2 (1− cos(xϕ − yϕ)) cos(xϕ − yϕ)
)
.
(4.19)
Evaluated for x, y ∈M , this gives
d2
d(xϕ)2
L(x, y)
∣∣
xϕ=0=yϕ
= f(x− y) .
For x ∈M , we thus have
∆2[u, v](x) =
1
2
∑
y∈Z
(
vϕ(x)uϕ(x)− vϕ(x)uϕ(y)− vϕ(y)uϕ(x) + vϕ(y)uϕ(y)
)
f(x− y)
=
1
2
∑
y∈Z
(
vϕ(y)uϕ(y)− vϕ(x)uϕ(y)− vϕ(y)uϕ(x)
)
f(x− y) ,
where in the second step we have used that∑
y∈Z
f(x− y) = 0 .
According to Proposition 4.4, vϕ and uϕ satisfy the discrete wave equation (4.8). Thus
the last two terms in (4.20) vanish, giving
∆2[u, v](x) =
1
2
∑
y∈Z
vϕ(y)uϕ(y)f(x− y) . (4.20)
According to (3.18), for w = (1, 0) ∈ Jtest, the scalar component is given by
∇w∆2[u, v](x) = ∆2[u, v](x) ,
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proving the first claim of the proposition. In order to determine the vector component,
we evaluate (4.19) for y ∈M but x arbitrary,
d2
d(xϕ)2
L(x, y)
∣∣
0=yϕ
= f(x− y) cos(xϕ) + δ χBε(0,0)(x− y)
·
(
2 sin(xϕ)2 + 2 (1− cos(xϕ)) cos(xϕ)
)
,
which implies that
d3
d(xϕ)3
L(x, y)
∣∣
0=yϕ
= −f(x− y) sin(xϕ) + δ χBε(0,0)(x− y)
×
(
4 sin(xϕ) cos(xϕ) + 2 sin(xϕ) cos(xϕ)− 2 (1 − cos(xϕ)) sin(xϕ)
)
and
d3
d(xϕ)3
L(x, y)
∣∣
xϕ=0=yϕ
= 0 . (4.21)
Since ∆2 takes values in (J
test)∗, its vector component merely has an S1-component,
which we denote by (∆2[u, v])
ϕ(x). It is given by
(∆2[u, v])
ϕ(x) =
d
dxϕ
(∆2[u, v])
=
d
dxϕ
1
2
∑
y∈M
(
vϕ(x)uϕ(x)
d2
d(xϕ)2
+ (vϕ(x)uϕ(y)
+ vϕ(y)uϕ(x))
d
dxϕ
d
dyϕ
+ vϕ(y)uϕ(y)
d2
d(yϕ)2
)
L(x, y) .
By our conventions, all derivatives act only on L(x, y). But (4.21) implies that the
resulting third derivatives of L(x, y) vanish on M . It follows that
(∆2[u, v])
ϕ(x) = 0 for x ∈M ,
proving the second claim of the proposition. 
In the following, we abbreviate the scalar Green’s operator (4.13) applied to the scalar
component of ∆2[u, v] as given in (4.18) by
s(x) := s∆2[u, v](x) .
Proposition 4.8. Assume that jets u, v ∈ Jlin∩Jtest have vanishing scalar components,
that the conditions (4.14) and (4.15) hold, and that the regularity assumptions (r1)
and (r2) on page 6 are satisfied. Then, choosing Ω as in (4.16), the bilinear form (., .)Ω
of Theorem 1.1 is given by
(u, v)ΩNt =
∑
x∈Nt+1
(
uϕ(x) vϕ(x)− 2λI s(x)
)
−
∑
x∈Nt
(
uϕ(x) vϕ(x)− 2λI s(x)
) (4.22)
and satisfies the relation
(u, v)ΩNt = ν
∑
x∈ΩNt
s(x) . (4.23)
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Proof. According to Section 4.3, the Green’s operators do not mix the scalar and vector
components. Proposition 4.7 implies that the vector component of S∆2[u, v] vanishes,
giving for the bilinear form (1.3)
(u, v)Ω =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
D1,uD1,v −D2,uD2,v + 2s(x)− 2s(y)
)
L(x, y)
=
∑
x∈Ω
∑
y∈M\Ω
(
uϕ(x) vϕ(x) ∂2xϕ − u
ϕ(y) vϕ(y) ∂2yϕ + 2s(x)− 2s(y)
)
L(x, y)
=
∑
x∈Ω
∑
y∈M\Ω
(
uϕ(x) vϕ(x)− uϕ(y) vϕ(y)
)
f(x− y)
+ 2
∑
x∈Ω
∑
y∈M\Ω
(
s(x)− s(y)
)
L(x, y) ,
where we again used our conventions for jet derivatives. Choosing again Ω = ΩNt as
in (4.16), the second to last term gives∑
x∈Nt
∑
y∈Nt+1
(
uϕ(x) vϕ(x)− uϕ(y) vϕ(y)
)
f(x− y)
=
∑
x∈Nt+1
uϕ(x) vϕ(x)−
∑
x∈Nt
uϕ(x) vϕ(x) ,
whereas the last term gives
2
∑
x∈ΩNt
∑
y∈M\ΩNt
(
λA χA(x− y) + λI χI(x− y)
)
= 2λI
∑
x∈ΩNt
∑
y∈M\ΩNt
(
s(x)− s(y)
)
χI(x− y)
= 2λI
( ∑
x∈Nt
s(x)−
∑
x∈Nt+1
s(x)
)
.
We thus obtain (4.22). For general compact Ω, the right hand side of (1.4) is given byˆ
Ω
s(x) ν dρ(x) = ν
∑
x∈Ω
s(x) ,
giving (4.23). 
5. Physical Applications and Outlook
We now briefly explain the physical significance of the obtained surface layer in-
tegrals and give an outlook on the applications. From the class of conservation laws
found in Theorem 3.1, the surface layer integrals IΩ1 and I
Ω
2 have a direct physical
significance. Indeed, a special case of the surface layer integral IΩ1 appears in the
Noether-like theorems [10]. More generally, the fact that (3.31) vanishes gives a con-
nection between a surface layer integral involving the jet u and the space-time integral
of the scalar component of u. One application we have in mind uses the analogy to
general relativity where the ADM mass, giving the total mass content of the universe,
is defined by a surface integral near spatial infinity. In the limiting case of Newtonian
gravity, this surface integral coincides with the spatial integral of the mass density.
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Also in Witten’s proof of the positive mass theorem, the ADM mass is expressed in
terms of a spatial integral, in this case of derivatives of the Witten spinor. In view
of these analogies, it seems an interesting project to explore whether the conservation
law for IΩ1 gives rise to a concept of total mass of a causal fermion system. As a first
step, we plan to analyze static causal fermion systems [12].
The surface layer integral IΩ2 gives rise to both the symplectic form σΩ in (3.35) (as
introduced earlier in [11]) and the surface layer inner product (., .)Ω in (1.3). In [6]
these surface layer integrals were computed in detail for Dirac sea configurations in
Minkowski space, with Ω chosen as the past of a Cauchy surface t = const. The
key result is that for jets describing an electromagnetic field, the symplectic form
agrees with the symplectic form of classical field theory, whereas the surface layer
inner product is positive definite and gives the scalar product obtained by frequency
splitting as used in the usual field quantization procedure. For jets describing Dirac
wave functions, on the other hand, the surface layer inner product is again positive
definite, whereas the symplectic form reproduces the complex structure of the Hilbert
space of Dirac solutions. In view of these results, the surface layer IΩ2 gives rise to a
scalar product on the jet space of linearized solutions and endows this space with the
complex structure used in quantum theory.
In [8], the connection to bosonic quantum field theory is worked out in the setting
of causal variational principles, again based on the surface layer integral IΩ2 . In [8,
Section 3.3] it is shown with a rescaling technique that the volume term in (1.4)
can be arranged to vanish. We thus obtain a scalar product (., .) on the linearized
solutions which is time independent. Since the volume term of IΩ2 vanishes when
anti-symmetrizing, the symplectic form is also time independent. We thus obtain two
conserved bilinear forms: the scalar product (., .) and the symplectic form σ(., .). As
shown in [8, Section 3], combining these two bilinear forms gives rise to a complex
structure on the linearized solutions. Describing the nonlinear interaction perturba-
tively (as developed in [7]), this complex structure also induces a complex structure
on a corresponding Fock space F , and the dynamics can be described by a linear time
evolution on F∗⊗F (see [8, Sections 4 and 5.2]). The usual unitary time evolution on
a complex Fock space is obtained in the so-called holomorphic approximation (see [8,
Section 5.3]).
Since all these constructions make essential use of the surface layer integral IΩ2 , it is
fair say that the results of the present paper explain why the dynamics of critical points
of causal variational principles can be described by a linear time evolution on complex
Fock spaces. We thus obtain a close relation to and a surprising generalizations of
concepts of quantum field theory.
The next step in working out the connection to quantum field theory is to include
fermionic fields [3]. Clearly, this cannot be done in the setting of causal variational
principles, but one must consider instead the causal action principle for causal fermion
systems [5]. Again, the resulting constructions will be based on the conservation law
for IΩ2 established here.
Appendix A. Combinatorics of the Perturbation Expansion
We now give the proof of Lemma 3.6. In order to facilitate reading, we give the de-
tails of the combinatorics. We note that a more compact proof, where the perturbation
series is rewritten with exponentials, is given in [7, Proof of Lemma 4.1].
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Proof of Lemma 3.6. Our task is to expand the functional IΩm in Theorem 3.1 in powers
of λ. We first note that (3.22) implies that
f (p) =
1
p!
dp
dλp
ec(λ)
∣∣∣
λ=0
=
1
p!
dp
dλp
∞∑
ℓ=0
1
ℓ!
(c(λ))ℓ
∣∣∣
λ=0
=
1
p!
p∑
ℓ=1
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
(
p
q1 · · · qℓ
)
q1! c
(q1) · · · qℓ! c
(qℓ)
=
p∑
ℓ=1
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
c(q1) · · · c(qℓ) ,
(A.1)
where in the second step we used that c(0) = 0 in order to truncate the summation
over l as well as the general Leibniz rule for differentiable functions.
We next perform the perturbation expansion of the Lagrangian. To this end,
we first expand it in a Taylor series in both arguments. In the following formula,
(D1,F (x)−x)L(x, y) and (D2,F (y)−y)L(x, y) again denote the partial derivatives of L(., .)
acting on the first and second argument, in direction of F (x)−x and F (y)−y, respec-
tively. According to our general convention (3.16), these partial derivatives do not act
on the arguments F (x)− x or F (y)− y of other derivative, but merely on L. We thus
obtain
L
(
F (x), F (y)
)
=
∞∑
a=0
1
a!
∞∑
b=0
1
b!
(
D1,F (x)−x
)a(
D2,F (y)−y
)b
L(x, y)
=
∞∑
k=0
∑
a, b ≥ 0
a+b=k
1
a! b!
(
D1,F (x)−x
)a(
D2,F (y)−y
)b
L(x, y)
=
∞∑
k=0
1
k!
(
D1,F (x)−x +D2,F (y)−y
)k
L(x, y) ,
where the second step consists merely of a reordering of summation indices, and where
in the last step we used the generalized binomial theorem. Taking the qth derivative
with respect to λ and evaluating at λ = 0, the general Leibniz rule yields
1
q!
dq
dλq
L
(
F (x), F (y)
)∣∣∣
λ=0
=
1
q!
q∑
k=0
1
k!
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
(
q
q1 · · · qk
)
× q1!
(
D1,F (q1) +D2,F (q1)
)
· · · qk!
(
D1,F (qk) +D2,F (qk)
)
L(x, y)
=
q∑
k=0
1
k!
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
(
D1,F (q1) +D2,F (q1)
)
· · ·
(
D1,F (qk) +D2,F (qk)
)
L(x, y) ,
where in the first step we used the equation (D1,F (0)(x)−x)L(x, y) = 0 in order to
truncate the summation over k. Moreover, differentiating the expansion (3.21) gives
dqi
dλqi
(
D1,F (x)−x +D2,F (y)−y
)
= qi!
(
D1,F (qi) +D2,F (qi)
)
.
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We remark that the term for k = 0 only contributes if q = 0. Using again the general
Leibniz rule, we have
1
p!
dp
dλp
f(x) L
(
F (x), F (y)
)
f(y)
=
∑
l, r, q ≥ 0
with l+r+q=p
f (l)(x) f (r)(y)
1
q!
dq
dλq
L
(
F (x), F (y)
)∣∣∣
λ=0
.
The factors f (l)(x) f (r)(y) can be calculated similar to (A.1),∑
l, r ≥ 0
with l+r=L
f (l)(x) f (r)(y) =
∑
l, r ≥ 0
with l+r=L
1
l!
dl
dλl
ec(x)
1
r!
dr
dλr
ec(y)
∣∣∣
λ=0
=
1
L!
dL
dλL
ec(x)+c(y)
∣∣∣
λ=0
=
1
L!
dL
dλL
∞∑
a=0
1
a!
(c(x) + c(y))a
∣∣∣
λ=0
=
1
L!
L∑
a=0
1
a!
∑
l1, . . . , la ≥ 1
with l1+···+la=L
(
L
l1 · · · la
)
l1!
(
c(l1)(x) + c(l1)(y)
)
· · · la!
(
c(la)(x) + c(la)(y)
)
=
L∑
a=0
1
a!
∑
l1, . . . , la ≥ 1
with l1+···+la=L
(
c(l1)(x) + c(l1)(y)
)
· · ·
(
c(la)(x) + c(la)(y)
)
.
Combing the above formulas, we obtain
1
p!
dp
dλp
f(x) L
(
F (x), F (y)
)
f(y)
=
∑
l, r, q ≥ 0
with l+r+q=p
q∑
k=0
1
k!
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
× f (l)(x) f (r)(y)
(
D1,F (q1) +D2,F (q1)
)
· · ·
(
D1,F (qk) +D2,F (qk)
)
L(x, y)
=
p∑
q=0
∑
l, r ≥ 0
with l+r=p−q
q∑
k=0
1
k!
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
× f (l)(x) f (r)(y)
(
D1,F (q1) +D2,F (q1)
)
· · ·
(
D1,F (qk) +D2,F (qk)
)
L(x, y)
=
p∑
q=0
p−q∑
a=0
1
a!
q∑
k=0
1
k!
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
∑
l1, . . . , la ≥ 1
with l1+···+la=p−q
×
(
c(l1)(x) + c(l1)(y)
)
· · ·
(
c(la)(x) + c(la)(y)
)
×
(
D1,F (q1) +D2,F (q1)
)
· · ·
(
D1,F (qk) +D2,F (qk)
)
L(x, y)
=
p∑
l=0
∑
a, k ≥ 0
a+k=l
1
a! k!
∑
l1, ..., la, q1, . . . , qk ≥ 1
with l1+...+la+q1+···+qk=p
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×
(
c(l1)(x) + c(l1)(y)
)
· · ·
(
c(la)(x) + c(la)(y)
)
×
(
D1,F (q1) +D2,F (q1)
)
· · ·
(
D1,F (qk) +D2,F (qk)
)
L(x, y) , (A.2)
where in the last step we argued as follows. Note that for a given value of (a, k), in
the second-to-last line, the sum over q gives (p − (a + k)) terms since ℓi, qi ≥ 1. The
sum over these (p− (a+ k)) terms reads
p−a∑
q=k
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
∑
l1, . . . , la ≥ 1
with l1+···+la=p−q
· · ·
=
p∑
q=0
∑
q1, . . . , qk ≥ 1
with q1+···+qk=q
∑
l1, . . . , la ≥ 1
with l1+···+la=p−q
· · · =
∑
l1, ..., la, q1, . . . , qk ≥ 1
with l1+...+la+q1+···+qk=p
· · · ,
where in the second step we used that extending the range of q does not change the
terms which are summed over, because the conditions ℓi, qi ≥ 1 exclude those terms
for fixed k and a. It remains to sum over the different values of (a, k), which is most
conveniently done via
p∑
ℓ=0
∑
a, k ≥ 0
a+k=ℓ
· · · ,
giving the result of the calculation (A.2).
Next, we use the definition of w(p) in (3.23). We have∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∇1,w(q1)∇1,w(q2) · · · ∇1,w(qℓ)L(x, y)
=
∑
q1, . . . , ql ≥ 1
with q1+···+qℓ=p
(c(q1)(x) +D1,F (q1))(c
(q2)(x) +D1,F (q2)) · · · (c
(qℓ)(x) +D1,F (qℓ))L(x, y)
=
∑
a, k ≥ 0
a+k=ℓ
(
ℓ
a k
) ∑
l1, ..., la, q1, . . . , qk ≥ 1
with l1+...+la+q1+···+qk=p
c(l1)(x) · · · c(la)(x)D1,F (q1) · · ·D1,F (qk)L(x, y) .
The last step can be understood as follows. In order to get from the second line to the
third line, from every bracket (c(qi)(x) +D1,F (qi)) we choose either c
(qi)(x) or D1,F (qi) .
The order of the appearance of the derivatives does not matter because, as explained
after (A.1), the derivatives all act on the first argument of L(x, y) and not on each
other nor on the c(qi)(x). Furthermore, the actual value of qi does not matter because
we sum over all qi. Thus every term in the second line is characterized by how many
c(qi)(x) appear (denote this number be a) and by how many D1,F (qi) appear (we denote
this number be k), giving rise to the sum over a and k in the last line. The binomial
coefficient gives the correct combinatorial factor, corresponding to the number of ways
that, disregarding ordering, we can choose a (respectively k) terms from l terms.
The same argument as in the last paragraph can be applied to terms (∇1,w(qi) +
∇2,w(qi)) instead of∇1,w(qi) , giving exactly the terms appearing in the last term in (A.2).
Thus the pth order in the perturbation expansion of the integrand of (3.9) can be
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expressed as
1
p!
dp
dλp
f(x) L
(
F (x), F (y)
)
f(y)
=
p∑
ℓ=0
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
(∇1,w(q1) +∇2,w(q1)) · · · (∇1,w(qℓ) +∇2,w(qℓ))L(x, y) .
(A.3)
The remaining task is to distribute the s- and t-derivatives in Theorem 3.1. Since
the term for ℓ = 0 in (A.3) only contributes if p = 0 and thus, according to (3.20)
and (3.21), does not have a dependence on s or t, the summation over ℓ does not need
to include the case ℓ = 0. We thus obtain(
∂1,s − ∂2,s
)(
∂1,t + ∂2,t
)k 1
p!
dp
dλp
fs,t(x) L
(
Fs,t(x), Fs,t(y)
)
fs,t(y)
∣∣∣
s=t=0
=
p∑
ℓ=1
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
(
∂1,s − ∂2,s
)(
∂1,t + ∂2,t
)k
× (∇
1,w
(q1)
s,t
+∇
2,w
(q1)
s,t
) · · · (∇
1,w
(qℓ)
s,t
+∇
2,w
(qℓ)
s,t
)L(x, y)
∣∣∣
s=t=0
=
p∑
ℓ=1
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∑
k1, . . . , kℓ ≥ 0
with k1+···+kℓ=k
(
k
k1 . . . kℓ
) (
∂1,s − ∂2,s
)
× (∇
1,∂
k1
t w
(q1)
s,t
+∇
2,∂
k1
t w
(q1)
s,t
) · · · (∇
1,∂
kℓ
t w
(qℓ)
s,t
+∇
2,∂
kℓ
t w
(qℓ)
s,t
)L(x, y)
∣∣∣
s=t=0
=
p∑
ℓ=1
1
(ℓ− 1)!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∑
k1, . . . , kℓ ≥ 0
with k1+···+kℓ=k
(
k
k1 . . . kℓ
)
× (∇
1,∂s∂
k1
t w
(q1)
s,t
−∇
2,∂s∂
k1
t w
(q1)
s,t
) · · · (∇
1,∂
kℓ
t w
(qℓ)
s,t
+∇
2,∂
kℓ
t w
(qℓ)
s,t
)L(x, y)
∣∣∣
s=t=0
.
Note that the summation over k1, ..., kℓ needs to include the cases ki = 0 because in
general w
(p)
s,t |s=0=t 6= 0 (see (3.23)). For the integrand in (3.10), using (A.1), we obtain
for the pth order
∂s∂
k
t f
(p)(x)
∣∣∣
s=t=0
=
p∑
ℓ=1
1
ℓ!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∂s∂
k
t
(
c(q1) · · · c(qℓ)
)∣∣∣
s=t=0
=
p∑
ℓ=1
1
(ℓ− 1)!
∑
q1, . . . , qℓ ≥ 1
with q1+···+qℓ=p
∑
k1, . . . , kℓ ≥ 0
with k1+···+kℓ=k
(
k
k1 . . . kℓ
)(
∂s∂
k1
t c
(q1)) · · · (∂kℓt c
(qℓ)
)∣∣∣
s=t=0
.
This gives the result. 
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