where μ σ is a Haar measure on F*/kery, and f σ is the character of second degree on X, associated to σ. Here a -[" £] is the matrix representation of σ in the decomposition X = V + V*. This formula is known and already present in Weil's paper when γ = 0 or when γ is an isomorphism. The extension of its validity for all σ enables us to show that it is possible to define the projective representation in a unique way for each choice of symplectic basis. Let β\,... , e n , e\, ... , e* be a symplectic basis of X such that e\, ... , e n {e\,... , e*) is a basis of V (V*). Let W be the finite subgroup of Sp(X) consisting of all σ such that {ei, e*}σ c {±ei, ±ef} for each /. Then one has the well-known Bruhat decomposition Sp(X) = PWP, where P is the stabilizer of F*. Then it is shown that it is possible to make consistent choices of the Haar measures μ σ so that (1) ζ{p\σp2) = ζ(Pι)ζ{^)ζ(p2) f°Γ all Pup 2 e P and (2) ξ( σι σ 2 ) = ξ(σ ι )ζ(σ 2 ) for all σ Ϊ9 σ 2 e W. Moreover all such are determined. Among these there is one choice σ -• r{σ) called the standard model which in addition satisfies nonnegativity properties similar to those of the Fourier Transform. All this is done in §3 and the main result is stated in Theorem 3.6. For the standard model the multiplier or the 2-cocycle c(σ\, ai) is explicitly described in §4, Theorem 4 in terms of the Leray invariant, i.e. c(P\ ? Gi) is the Weil index of the Leray invariant of the Lagrangian subspaces V*, F*σ^" 1 , F*σi. This formula generalizes one given by Weil when o\, σi, β\ 02 belongs to the big Bruhat cell. Finally we find normalizing constants m(σ) such that r~(σ) = m(σ)r(σ) is metaplectic, i.e. the associated multiplier is ±1 valued. An explicit formula for the multiplier c~(σ\, ai) of r is given in Theorem 5.1. This generalizes a result of Kubota. In fact the formula given reduces to that of Kubota when dimX = 2. Although Moore [18] has described the cohomology groups, the explicit formula for the multiplier given here appears to be new.
Preliminaries on symplectic geometry are discussed in §2. Here the Leray invariant (= an isometry class of a certain inner product space) of an ordered triplet of Lagrangian subspaces is defined. The main result here is Theorem 1 which shows that the Sp(X)-orbits of an ordered triplet of Lagrangian subspaces are parametrized by the various dimensions and the Leray invariant. Theorem 2 gives an application of this to the structure of Sρ(X). This theorem is used in the computation of the multipliers. Weil in his paper [16] , introduced a constant γ(f) for each nondegenerate character of second degree. We call this constant the Weil index of /. The definition and properties of the Weil index, its relation to the Hubert and Hasse symbols and various known computations of the Weil index are collected together in the appendix.
There is a large literature on the subject. For further references see the recent books of Guillemin and Stemberg [6] and Wallach [17] for the real case and Gelbart [4] for SL2 and p-adic case and Gerardin [5] for the case of finite fields. Part of the results of the paper were obtained when the author was visiting Tata Institute, Bombay, the Indian Statistical Institute, New Delhi, and the Forschungsinstitut of E. T. H., Zurich during 1977-78. The author would like to express his thanks for their hospitality and support. The author is also indebted to C. Moreno for many stimulating conversations.
Postscript: This paper was written in 1978 and widely circulated at that time. For various reasons it has not been published. Since this paper is referred to in many published papers, it was felt that its publication is still desirable. No attempt has been made to update the references since they are too numerous. Instead we refer the reader to the books of G. Folland [19] and G. Lion and M. Vergne, [20] and also [21] .
Preliminaries on symplectic geometry.
2.1. Let k be a field and X a symplectic vector space over k, i.e. X is a finite dimensional ^-vector space with a non-degenerate bilinear form x, y -> (JC , y) , which is symplectic, or {x, x) = 0 for all x E X. If X and Y are symplectic vector spaces, a fc-linear isomorphism of X and y which preserves the symplectic structures is called a symplectomorphism. Let Sp(X) denote the group of symplectomorphisms of X onto itself. A subspace I of I is said to be isotropic if for all /, j with 1 < /, j < n. The following lemma and its consequence will repeatedly be used in this section (for proof see Bourbaki [1] Proof of (2) . Let X = X! + X 2 = ^1 + *2 be the decompositions of Lemma 2 for the pairs L\, L and L 2 , L respectively. Now dimXi = 2dimL Π L\ = 2dimL Π L 2 = dim 7i. Thus there exists a symplectomorphism σ\ of Xi into Y\ which takes LdX\ to LnFi. Let σ 2 be a symplectomorphism of X 2 onto I2 which takes LπX 2 to LΠ Y 2 . If σ = diag(σi, ^2), then σ e PL and L\σΓ)L = L 2 Γ\L. The result now follows from the first part. D 2.3. Let L\, L2, £3 be Lagrangian subspaces which are pairwise transversal. Then by Lemma 3 there exists a unique u e NL such that L 2 w = L3. Let w be represented by the matrix in the decomposition X = L 2 + L\. Since w is symplectic one has that, for x, y e L2,
is a symmetric bilinear form on L 2 . Since L3 = {x + x /?: x E L 2 }, the transversality of L 2 and L3 implies that /? is injective or the symmetric bilinear form is nondegenerate. DEFINITION 
Here -q is the isometry class of the symmetric bilinear form (-Q), if q is the isometry class of Q. (
Proof. Note first that the statement (2) above implies that L, n Xj is a Lagrangian subspace of Xj and a property is said to hold for L/'s on Xj , if the same holds for L; n Xj. Now to prove the lemma, let X = γ x + γ 2 Proceeding in the same way and applying Lemma 5 to Y2 repeatedly we get the result. D Our next object is to show that the isometry class is invariantly defined. For this we recall the technique of passing to the quotient XM (see Leray [8] , or Guillemin and Sternberg [6] ). Let M be a totally isotropic subspace of X and let XM = M L jM. Then XM becomes a symplectic vector space with the symplectic form defined as
LM is clearly a totally isotropic subspace of XM . By dimension considerations one verifies that LM is actually a Lagrangian subspace of XM (see one of the above cited references).
Them M is a totally isotropic subspace and moreover the images [LI)M in XM are pairwise transversal. Moreover
where the symplectic subspace X4 is the one introduced in Lemma 2.8. (
Proof. The necessity of the conditions being clear we consider sufficiency. Let X = ΣXj = ΣX'j be the decompositions of X associated by Lemma 6 to the triples L/ and L\ respectively. Then it is easy to see that
From this it is clear that dimX ; = dimXj for 0 < j < 4. It is easy to see from the defining properties of the decomposition in Lemma Let the map σ: X -• X, be defined by σ|X 7 = σ y . Then σ e Sp(X) and L/(7 = L\ for / = 1, 2, 3. This completes the proof. D
From the above theorem the following corollary is immediate. 
The condition that σ is symplectic now gives that S = B and £/ = e[ for all z. It is then clear that σ = % τ^ where 5*2 = 5 and 5Ί = {i: e f = -1}. The rest of the statements follow easily from this.
REMARK. If W s is the subgroup of Sp(Xs) corresponding to the data, X$ = Vs + Vg and the symplectic basis {eι, e*, i € S} then W s is just the group obtained by restricting W to the subspace Xs.
The P-double cosets. From now on we write
Thus in the decomposition X = V + V*, the elements of P and N have the matrix representations of the form
respectively. The following lemma is known. It describes the P double cosets in Sp(Λf).
Then Sρ(X) = |JΩ 7 . Each Ω 7 is a single double coset of P. Moreover
. Since P is the stabilizer of V*, it is clear that PΩ ; P = Ω 7 . Now suppose σ\, (72 G Ω 7 . Then from Lemma 2.3, it follows that V*σ\p = F*σ2 for some p eP. Thus σγpσ^1 stabilizes F* and also in P. Thus σi G PojP, i.e. Ω 7 is a single P-double coset. For the last part note that dim K* Π F*σ = dim F* Π F*σ" 1 and
This completes the proof. ( 
Let j\ = dim F* n K*σ!, 72 = dim F* n F*σ 2 and j = dim F* n K*σiσ 2 , Jo = dim F* n F*σi Π F*σ 2 -1 . Choose a partition £ 0 , -, ^4 of {1, 3, ... , n) with Jo, j-h> 7i-7o, 72-70, Λ + 27Ό-(71+72+7) elements respectively. Let Xi = X Bι and l^ = V B ., ^* = V£ m . Let /? be a nondegenerate symmetric map of V4 onto V£ . In the decomposition X = Σ X x -9 let κ\, κ 2 be defined as follows:
where the diagonal components belong to Sp(Z/) respectively and τ as a diagonal component is to be understood as τ restricted to the appropriate Sp(X/).
3 and dim L/ n L y = dim L\ Π L^ , for all /, 7 . If we now choose the map /? such that the isometry class of (x,x /?) on F 4 is equal to q(L\, L 2 , L 3 ), then by Theorem 1 3 there exists p eP, such that 3.1. Throughout the rest of the paper we assume that (1) F is a selfdual locally compact field, i.e. F is either a finite field or a nondiscrete locally compact field, (2) chari 7 φ 2. It should be noted that in §2, the field F was allowed to have characteristic 2. It is possible to generalize the results of this section also to the case of char/c = 2, although the representation obtained is not of the symplectic group, but of the pseudosymplectic group. For simplicity of presentation we shall assume however that char/ 7 φ 2. We fix the following notation: X is a symplectic vector space over if 5Ί Π5 2 = (see for instance Bruhat [2] ). The Fourier transforms 3% ^{) are defined as:
Jv s v; for all φ e S*(V S ), ψ e ^{Vg).
The Haar measures dy s , d v * being dual to each other is equivalent to saying that ^s*^φ = φ°, g = ψ° where φ°(x) = φ(-x), ψ° being defined similarly.
3.2.
We next recall the definition of the projective representation of symplectic groups known as the Segal-Shale-Weil representation. 1 (The basic references are Weil [16] , Shale [15] , Segal [13] ; see Mackey [10] , for a historical survey and also Gelbart [4] , for further references.) Let U = Uy t y denote the projective unitary representation of X in L 2 (V) defined as follows: is exact (see [16] , p. 150). Moreover since we have assumed that chari 7 Φ 2, the exact sequence splits. In fact when char/ 7 Φ 2, the following lemma gives a splitting homomorphism of Sp(X) into Ps(#, F) (see Weil [16] , p. 150). 
for all v + v* eX.
3.3. Our next object is to present an explicit integral formula for the operators ξ σ satisfying (3.6). This is essentially known and in fact Weil himself has given this when the matrix entry γ of σ in (3.6) is either an isomorphism or 0. However for our purposes it is important to do it for all σ. After this work was done, the author came across the paper of Lions [9] , where a related formula for intertwining operators of unitary representations of a real nilpotent group is given. We shall present a proof based on Bruhat decomposition of Sp(X) (see Lemma 2.14) and it would appear that this was the way Weil derived his general formula also. For the meaning of the symbols P = P V *, N = N v * 9 
kery. Then for φ e S^(V), the integral is absolutely convergent and T σ φ e 5^(V). Moreover T σ satisfies the identity T σ U(v + v*)φ = f σ (υ + υ*)U((υ + v*)σ)T o φ for all φ e ^(F). In particular for a suitable choice ofHaar measures μ σ , the map σ -+ T σ is a Weil (projectίve) representation.
Proof. The statement (i) and (2) are straightforward to verify. In fact (i) and (ii) when τ$ = τ is already present in [16] . For a general subset S, note that X -Xs + X$' an d τ s = diag(τ, /) and the formula follows from that for τ. From Bruhat decomposition Lemma 2.14 it follows that operators satisfying the identity (3.6) will leave the Schwartz space invariant.
To prove (3), note the integrand is a well-defined function of the coset x* + kery. For this one has only to check f σ (x + x* + z*) = f σ (x + x*) if z* G ker γ . In fact this is clear from the formula for f σ given in Lemma 3. The following is the main theorem of this section. (
1) r(σ)~ιU(w)r(σ) = f σ (w)U(w-σ) for all w e X, or σ -+ r(σ) is a Weil (projective) representation
for all P\,Pi^P and σ arbitrary. Proof. We use the notation of the lemmas and our first observation is that if the Haar measure μ σ was chosen, then μ Pι σp 2 can be defined as follows: 
Jλf σ
Then from Lemma 3.3 it is clear that the properties (1), (2) and (3) By choosing /?i to be a suitable diagonal matrix, it follows that η(a 2 ) = 1 for all a G F x . This proves the formula (3.10). Conversely if ξ(σ) is defined by (3.10), it is clear that ξ has properties (1), (3) and (4), since all the above arguments are reversible. To prove uniqueness of r( ), suppose £(•) has all the properties (1) to (5) . Then since ξ is a homomorphism on P, η is a trivial character of F* . Thus e 2 = 1 and £(σ) = ε^V(σ ), for σ e Ω 7 . Now the non-negativity condition (5) implies that ε = 1. This completes the proof. Good behaviour of the Weil representation for direct sums of symplectic vector spaces has been noted from the beginning. In terms of the standard model a -• r(σ), this can be formalized as follows. From the definition of Fourier transform it is clear that the statement of the proposition is true when σ e W and σ 7 e Wj for all j. It is clear that the proposition is valid when Oj e Pγ s , for all j. The general case now follows from properties (3) and (4) (1) c{pχθ X p, p~ισ 2 p 2 ) = c(σ x , σ 2 ) for all p,p Ϊ9 p 2 e P and σ λ , σ 2 arbitrary. Here the decomposition of X is = X s >+X$, S* being the complement of S, 5Ί cS", S2CS'. Also /? is nondegenerate on ^ and the isometry class of p is that of the Leray invariant q(V*, F*σ 2 -1 , F*σi). It then follows that
This completes the proof. Proof. In this case the isometry class q(F*, F*σ, F*σ) is the trivial class. Thus c(σ, σ" 1 ) = 1 for all σ. Proof. The formula for C(G\ , CΓ2) follows from the calculation of the Leray invariant given in §2.6. The reader may note there are a large number of papers on the Weil representation of SL(2, F)-see Gelbart [4] and also the references cited there.
Normalization.
It is known that the projective representation r(σ) defines an ordinary representation for the two-fold cover of the group Sp(X). This is equivalent to the statement that one can find normalizing constants m(σ), so that the multiplier for r~(σ) = m(σ)r(σ) is ±1 valued. The object of this section is to construct such a normalization and also compute the multiplier explicitly. The reader may note that previously the existence of such a representation was deduced by an indirect argument (see Weil [16] , § §42-43). An explicit formula for the multiplier given here agrees with that given by Kubota for the case SL(2, F). We begin with some preparation. LEMMA 
There exists a unique map a
such that the following properties hold: The lemma now follows from the consistency of Lemma 3.4. Proof. First we compute (here η = \ and similar decompositions when τ is replaced by τ$. Thus 1 , ηT x y F {η) 21 = y F {{-\) 1 
The results then follow by straightforward computation from (5.1). Proof. This follows from the observation that both the Hubert symbol and the Hasse invariant are equal to 1 in this case.
REMARK. We note here that when dim X = 2, we have
In fact in this case n = 1, so the Hasse invariant is always one and when dim/? Φ 0, / = 0. Also the definition of x(σ) reduces to
when c φθ.
Thus the multiplier agrees with that given by Kubota. In this connection see Kubota [7] , or the exposition in Gelbart [4] . Finally we end this with a proposition due to Weil ([16] , see §44). The proof given will be based on formula (3.10) of Theorem 3.5 and is different from that of Weil. In the next theorem, the first part is due to Weil ([16] , see Theorem 5), and he bases his proof of the quadratic reciprocity law on this theorem. The second part is the main technique by which evaluation of the Weil index is reduced to that of Gauss sums. This is implicit in Weil but explicitly stated and proved in Cartier [3] . A. 3. For the remainder of the Appendix, let F be a self-dual locally compact field with chari 7 Φ 2, i.e. F is either a finite field or a local field. For the material of this part see Weil [16] , Saito [12] , Rallis and Schiffman [11] .
Let η be a nontrivial continuous character of (F, +). For any flEf,we write aη for the character aη: x ^ η(ax). Define Here y(ι/ o Q) is the Weil index of the character of second degree x -• ί/(Q(x)) and it will be shown below that the expression on the right is independent of η. Proof. These are all well-known results, see for instance Serre's book on arithmetic. The part (5) is a famous result of Gauss and Landau's book on elementary number theory has several proof of it. It may be of some interest to mention that another proof of it (actually for any odd integer n) can be given on the basis of (4) For the rest of this section let F be a non archimedean local field with charF φ2, R the ring of integers of F, π a generator of the maximal ideal of R, F the residue field of F. Let 7/ be a nontrivial character of (F, +) and let ordτ/ denote the largest integer m such that η = 1 on π~mR.
Let α(f/) denote the parity of ordί/, i.e. a(η) = 0 or 1 according as ord*/ is even or odd. 
