Multiple cues play a crucial role in image interpretation. A vision system that combines shape, colour, motion, prior scene knowledge and object motion behaviour is described. We show that the use of interpretation strategies which depend on the image data, temporal context and visual goals significantly simplifies the complexity of the image interpretation problem and makes it computationally feasible.
Introduction
In many applications, the ultimate goal of image processing and analysis is image interpretation. The aim of image interpretation is to delineate and identify (label) objects in the image with the view to draw some conclusions about the semantics of the visual data and its significance vis-a-vis an intelligent agent that aspires to benefit from it. Predominantly in the literature, the interpretation is based on a single modality of the data depending on the application concerned e.g. [12, 17, 9] .
Less frequent are the attempts to combine more than one characteristic of the image data to aid interpretation but by no account the cue combination concept is new. Early examples include the work of Hanson and Riseman [7] and Nagao [11] . Their work is representative of a typical blackboard approach where different knowledge sources extract a multitude of image descriptors which are then analysed using a rule based reasoning system to interpret the image content. In [16] and [14] , the authors use simultaneously colour and texture to increase the representational capacity of a single modality. Grimson et al [6] expound on the benefits of using multiple cues to disambiguate complex scenes. They use depth from stereo and colour as attentional mechanisms to identify candidate regions in the image which are then subjected to detailed shape analysis for object recognition purposes. Draper et al [5] have extended the earlier work [7] so as to facilitate the interpretation process using extensive spatial relational models for the 3D environment in which their vision system is operating.
In our recent work in computer vision we have also embarked on an approach which exploits multiple cues to reduce the computational complexity of image interpretation to a manageable level [10] [4] . The term "cue" is understood in a very general sense and can mean also prior knowledge or contextual information whether spatial or temporal. The development is part of a project which aims to demonstrate that the dynamic selection of an appropriate subset of the representations constituting a multifaceted model of each object in the continuous mode of vision system operation is crucial to the computational feasibility of the image interpretation task. Our approach differs from other attempts to exploit multiple cues not only in the extent but also in the scope of cues used and the flexibility of their combination. In other words, cues are not combined in a preprogrammed (fixed) way but rather their combination depends on the goal of interpretation, on the image content and on the stage of interpretation. All three are dynamically changing.
In addition to the usual image properties such as shape, motion and colour, our interpretation scheme is unique in the sense that it uses:
temporal context motion behaviour of objects prior knowledge concerning scene evolution Two types of temporal context are used. The image context encapsulates in the sensory data form the latest stable state of a dynamically changing scene. The scene context extends beyond the field of view of the camera and captures, in scene model terms (position and pose of objects), the temporal evolution of the imaged scene. The image context is used to identify the regions of interest which warrant further analysis. The scene context can be used to generate visual goals which help to limit the size of the model base that needs to be considered in image interpretation.
Motion behaviour provides a cue that is rarely used for interpretation. Yet for some objects it can offer a very characteristic information, which is more powerful than shape, especially when the object size and imaging artifacts (specular reflection) render object shape analysis unreliable. We shall demonstrate the effectiveness of this cue in object recognition.
The third distinguishing feature of our approach is the use, as one of the cues, of the a prior knowledge about the evolution of a dynamic scene. This knowledge is modelled using a grammar. It can be used to generate expectations of visual events and this in turn again reduces the complexity of the image interpretation task. The interpretation process that employs many diverse knowledge sources and exploits multiple cues can be realised only within a framework of a sophisticated vision system that can effectively react to perceptual goals, the sensed data, and any other relevant sources of information and adapts its strategy accordingly. Such a vision system has been developed and its architecture is described in the next section. We then discuss how a grammatical model of scene evolution helps to generate perceptual goals and the associated expectations of visual events that limit the number of object hypotheses that need to be considered in interpretation and thus reducing its complexity. The use of temporal context is discussed in the penultimate section where the combined use of colour and shape analysis provides an efficient method of image interpretation. The use of motion behaviour as a promising approach to object recognition is also illustrated in that section. The paper concludes with a summary of the main findings conveyed.
VISION SYSTEM ARCHITECTURE
In this section we briefly overview the structure and operation of the system. Figure 1 depicts the basic building blocks. Attributed models of objects (shape, colour, texture, mobility) are stored in the (static) object database.
The scene description database contains the internal model of the current state of the surrounding environment (the scene) and of the sensor, ie: list of recognised objects in the scene with info about object 3D pose (in a camera-independent coordinate frame), confidence measure in the object hypothesis, time (of the first/last successful recognition etc.). sensor description (eg. position, intrinsic parameters) illumination description real-time clock
The scene description is dynamic -new information from recognition engines is constantly inserted in the database. Moreover, each entry in the scene description reflects our knowledge about the environment at a given time. Time stamping allows the system to asses the relevance of a piece of information to the current state of the external world. The central controller tunes the operation of the system to the externally defined visual goal by issuing commands to the camera strategy unit, hypothesis manager and individual recognition engines . The camera strategy unit controls parameters of the stereo camera head (position, look point, zoom etc.) in order to acquire images in a way that helps to satisfy the current goal.
Recognition Engines (RE) operate on the input image or on low-level image features implementing atomical recognition and segmentation strategies. Individual recognition engines communicate through hypotheses that correspond to regions of the image or groups of features belonging to the same object. Because we believe that the most efficient strategy for any given object strongly depends on context of the task, there are no predefined strategies for recognition of objects. Instead, each engine estimates the quality of its own hypotheses. The central hypothesis manager maintains a priority queue of hypotheses. High confidence hypotheses from the front of the queue are passed for verification to other knowledge sources. Efficient processing is achieved through the mechanism as computational resources are focused on regions likely to be successfully interpreted. An interpretation strategy thus emerges as a result of a cooperative behaviour. The same priority queue is used for top-down predictions. Projections of objects previously detected can be placed in the priority queue and verified.
The 3D Pose Estimation module combines the information from a number of sources (eg. stereo-based depth map, knowledge about 3D pose of previously detected objects) with the information contained in the hypothesis to establish its 3D pose. The result is inserted in the scene description database by the Object Database Manager.
SCENE EVOLUTION: DESCRIPTION AND MODELLING
The premise behind our approach to scene interpretation is that the world we observe is structured both spatially and temporally. Whereas a spatial order is taken for granted and has been the subject of modelling for computer vision purposes for decades, the role of temporal evolution in scene understanding is much more subtle. Yet if we consider any domain of activity that we may wish to observe, a surprising regularity in the evolutionary structure of scene events is revealed.
In order to illustrate how scene evolution may impact on its understanding let us consider one specific example: a table top breakfast scenario. The word breakfast immediately brings to mind the set of objects that we are likely to encounter when observing a breakfast scene: Cups, saucers, tea or coffee pot, milk jug, cutlery, sugar bowl and a box with cereals. The spatial relations of these objects is determined partly by their functionality and partly by conventional rules. But observing such a scene over a period of time one would also detect a distinct temporal structure. A typical subsampled image sequence capturing and conveying evolutionary order is shown in Figure  2 .
A breakfast scene evolution can be described by a sequence of states which can be static or dynamic. In a dynamic state, one or more objects will be in motion which can be either arbitrary or regular. We are not particularly interested in the actual path through the 3D space a moving object takes. However, a regular motion, e.g. that of a spoon in a cup during stirring, may convey important information about the identity of the object undergoing it. This will be exploited in the next section.
A transition between two consecutive states is an event.
A sequence of events can be conveniently modelled by a grammar in which events are nonterminal symbols and rewrite rules generate other nonterminal symbols. A grammar describing the breakfast scenario has been developed in [8] . Knowledge of the temporal structure allows the parser of the grammar in the central controller to tune the operation of the hypothesis manager (see fig. 1 ) by changing its scheduling strategy to increase priority of hypotheses corresponding to objects participating in predicted events. In the configuration of the interpretation system described in the next section the preferential treatment of the expected visual event leads, on average, to a fivefold decrease in the time spent on interpretation of single image [13] . The improvement is due to the fact that recognition engines with performance linearly dependent on the number of models consider the expected objects first, and thus the average number of computationally expensive verifications is significantly reduced.
CONFIGURATION AND EXPERIMENTS
The cue combination approach was experimentally tested on a number of breakfast scene sequences, each consisting of several hundred images. The system configuration included the following recognition engines: general cylinder RE, motion behaviour RE, colour differencing RE and curvature-based RE.
The colour differencing [18] RE generates segmentation hypotheses by comparing chromaticities in the current image with those of the last static image, ie. an image with no dynamic event. The of use of chromaticity, rather than direct colour values, makes the approach insensitive to changes in the intensity of illumination and allows to discriminate between shadows cast by new objects and changes at locations where new or moving objects occluded the background. In the VAP interpretation module, hypotheses consist, besides auxiliary information, of a simply connected region and a list of interpretations (object labels) with assigned probabilities. The colour differencing scheme is not model-based and its interpretation list contains a wildcard symbol indicating that the interpretation is unconstrained.
The general cylinder RE responds to any recognition hypothesis sent for verification by the hypothesis manager that contains on its interpretation list a rotationally symmetric object. In the breakfast scenario this includes various saucers and cups, the milk jug and the sugar bowl. The method, detailed in [18] exploits the 'planar support' constraint (all static objects in the scene are placed on the tabletop) to compute a signature for indexing in the model database and to approximate the pose of the object. The pose is iteratively refined and the final verification compares backprojected object features and the edge map.
The curvature based RE matches affine invariants computed from triplets of corner points [15] extracted from edge strings and from model images of the object. Initially, every triplet in the images is associated with every model triplet. The tentative correspondences are accepted or rejected by means of an iterative alignment method that uses a gradient descent to obtain a local maximum of overlap between edges and backprojected contours. The method is suitable for articulated objects with stable points of high curvature in conditions where the affine approximation holds.
Several approaches to the recognition of motion behaviour were presented in the literature and a recent survey can be found in [3] . Our motion RE differs in many respects. Firstly, we not only recognise certain motion behaviours, but also use them for scene interpretation. Secondly, our approach to motion analysis is unique in the sense that we use a robust technique to segment motion and extract motion parameters simultaneously [2] . Consequently we can cope with multiple moving object and can handle complex, even non-rigid motions. Moving objects are segmented out and tracked even when a priori information about their colour or shape is not known or the use of colour/shape cues is impractical. Thirdly, we introduce a motion feature space which is extracted from motion trajectories by performing a Fast Fourier Transform in a rectangular window centered around a point moving in time. For each motion event, a similarity function is designed in the motion feature space domain. The event detection is accomplished by thresholding the similarity function. More details can be found in [1] .
With the knowledge sources plugged in, the system processes one frame at a time. Looking at, e.g. frame 44 of the subsampled sequence shown in Figure 3 it is clear that any attempt to interpret the scene content from the edge data would be a very arduous task. In contrast, in our strategy the colour differencing RE compares two consecutive frames to distinguish between stable and dynamic scene states and to detect the regions undergoing change. The computational resources are then directed only to those regions.
During a static state two frames representing the current and previous static states are processed by the colour differencing RE to identify the changed regions as shown in Figure 3 (b) for frame 44. The geometrical REs are then launched to interpret the objects occupying the detected regions. It is apparent that the complexity of the data associated with the regions is considerably reduced in comparison with that of Figure 3 (c). The identity and the pose of the interpreted objects is entered in the scene model data base. A graphical visualisation of the 3D scene model at frame 44 is shown in Figure 4 from different view points.
During a dynamic state the geometrical REs are switched off. Only the pose determination module and the motion RE are switched on. The pose determination process flags the frames where geometric alignment of a moving object with another scene object is detected as this may be significant from the scene evolution point of view. Such a scene event would trigger the generation of a new production of the grammar and of the corresponding visual event prediction (perceptual goal). Simultaneously the motion RE analyses the image sequence during a dynamic scene state for motion patterns. An example below illustrates how a characteristic behaviour of an object may reveal its identity. The computational process is demonstrated on a sequence of 1615 frames. The recognition of a tea-spoon based on shape or colour is very difficult here, due to its relatively small size and specular reflections as can be seen from Figure 5 .
However, the system 'knows' that in this breakfast scenario context a tea-spoon is used for stirring and by detecting stirring activities it can identify the object. Figures  6(a,b) show the velocities in the image plane of the largest object that the tracking algorithm locked onto between frames 750-1050 and 1350-1650 respectively. Stirring Figure 5 : The spoon at a resolution corresponding to an average viewing distance.
took place twice: between frames 901 to 1006 and 1540 to 1615. One can easily notice the periodicity of motion during these intervals 6(a-b). Figure 6(c) shows the values of the stirring similarity function for the whole sequence. The function was designed using a different sequence where the same person was stirring tea, but we have found that it performed well for several people. The design takes into account not only the periodicity of the motion, but also the phase relation between the component velocities in the image plane. The actual detection is performed by simple thresholding of the similarity function 6(c). Since only past values of the velocities can be used for the FFT analysis, events are detected with a delay (curve A), approximately half of the temporal window used (64 frames). However, such a delay can be compensated for (curve B). The procedure can localise motion behaviours in time with good accuracy -the discrepancies were less then 5 frames (e.g. 0.1 sec.). By detecting the stirring action, we gained information concerning the identity of the object used for stirring (spoon), confirmed the identity of the the object located below (e.g. cup -it is not likely that somebody would stir sugar) and learn about the temporal context using the grammar. We currently work on unsupervised extraction of the characteristic motion features from the motion feature space.
This simple illustration of the operation of the vision system demonstrates the computational benefits of using multiple cues for image interpretation. It also demonstrates how the system's processing strategy depends on the scene (image) content, temporal context and prior knowledge.
CONCLUSIONS
Multiple cues play a crucial role in image interpretation. A vision system that combines shape, colour, motion, prior scene knowledge and object motion behaviour has been described. We have shown how the use of interpretation strategies which depend on the image data, temporal context and visual goals significantly simplifies the complexity of the image interpretation problem and makes it computationally feasible. The cue combination approach has been tested on real data with promising results.
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