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The Maxwell action is conformally invariant and classically ignorant of conformally flat metrics.
However, if the vector lives in a disformal metric— as it does if residing upon a moving brane—this
is no longer true. The disformal coupling is then mediated by a Dirac-Born-Infeld scalar field. Here
a systematic dynamical system analysis is developed for anisotropic Bianchi I cosmology with a
massive disformally coupled vector field. Several new fixed points are found, including anisotropic
scaling solutions. The presented formalism here presented can be conveniently applied to general
scenarios with or without extra dimensional motivations. This is illustrated here by performing
a complete analysis with simple assumption that both the potentials and the warp factor for the
brane are (nearly) exponential. In that case, the anisotropic fixed points are either not attractors,
do not describe accelerating expansion or else they feature too large anisotropies to be compatible
with observations. Nonetheless, viable classes of models exist where isotropy is retained due to
rapid oscillations of the vector field, thus providing a possible realisation of disformally interacting
massive dark matter.
I. INTRODUCTION
Higher dimensional theories predict couplings of scalar and vector fields. Already the almost century-old Kaluza-
Klein model featured a scalar-Maxwell coupling φ2F 2. Such a coupling is present in the bosonic sector of supergravity
and can be obtained from various versions of string theories. However, an interaction of different nature emerges
generically in brane-world scenarios where matter resides on a moving brane [1, 2]: this is due to the disformal
relation of the induced metric upon the brane and the gravitational metric in our four dimensions. In string theory,
the D-branes are identified as boundary conditions for the endpoints of the strings described by U(1) gauge fields;
thus it appears very natural to take into account matter on the brane in the form of vector fields [3, 4].
Even though to much lesser extent than the φ2F 2 class of theories [5], disformally coupled vector theories have been
explored in various contexts in cosmology. The property of disformally related metrics having different causal structure
has been exploited in bimetric varying speed of light theories that could provide an alternative to cosmological inflation
[6]. The disformal relation is also necessary in relativistic MOND theories to simulate the bending of light caused by
dark matter [7]. Quite recently the implications of the coupling in the electromagnetic sector were investigated and
interesting phenomenology 1 was uncovered at the level of laboratory experiments and cosmology [10–12]. A disformal
generalisation of the conformal invariance of the Maxwell action was found in [13].
In this paper our purpose is to systematically study the cosmological dynamics of a disformally coupled vector field.
We define a generic class of models that could be explicitly derived from the higher-dimensional set-up wherein the
vector field resides on a moving brane. The scalar field has then a Dirac-Born-Infeld (DBI) action and the precise
form of the coupling to the vector field is determined by the warped extra-dimensional geometry. For generality, we
also allow a mass term for the vector. This breaks the gauge invariance of the Maxwell theory, and, consequently, the
mass can also become a function of the conformal part of the coupling. We then end up with a new well-motivated
scalar-vector theory and take the first steps in exploring its potential for cosmology.
One relevant application of this theory would be vector field models of inflation and dark energy [14]. Although
vectors have been studied in the context of inflationary magnetogenesis [15], their possible role as drivers of inflation
∗Electronic address: tomik@astro.uio.no
†Electronic address: furban@ulb.ac.be
1 In the case of nonrelativistic matter, the coupling is typically screened from local experiments [8] (see [9] on screening the conformal
part of the coupling in a DBI setting).
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2[16] was not actively considered until recently. In the model proposed in [17, 18], a specific non-minimal coupling of
the vector field facilitates its slow rolling. The model as such may present some problematic aspects, in particular
the appearance of anisotropies and instabilities in perturbations [19–22], however, variations of the model such as
its generalisation to and with other p-forms have been explored [23, 24]. With three-forms (i.e., vector fields with
noncanonical kinetic terms) both isotropy and slow roll can be realised quite naturally [25–27], and three-form cos-
mologies have been found to feature viable inflation [28–30], reheating [31], a new mechanism for magnetogenesis
[32, 33] (that however may produce excessive anisotropies [33]) and novel coupled dark energy cosmologies [34, 35].
An interesting possibility is that of vector fields supporting anisotropy during inflation under the guise of “anisotropic
hair” [36–38] which the vectors themselves generate and sustain. Without a mechanism of this sort, one needs to finely
tune the initial conditions for inflation around 60 e-folds before its beginning in order to obtain anisotropic signatures
at the largest scales, of which there appears to be some evidence in the cosmic microwave background radiation (CMB),
see [39, 40] and references to earlier works therein. Such possibilities have motivated the development of perturbation
theory in anisotropic cosmologies [41–44]. In general, the presence of vector fields often translates into the appearance
of observable (possibly anisotropic) signatures in the statistical correlators of cosmological perturbations [45–48].
Indeed, if not responsible for the dynamics of the background, vectors could still act as a curvaton generating the
primordial perturbations [49–52].
Vectors have been also employed as a field theoretical realisation of anisotropic dark energy [53, 54], (see also
[55–59]). Viable generalisations of the models include Horndeski actions for the vector field [60, 61] and nonmetric
theories where the field can be identified with the Weyl vector describing the (nonmetric) property of the spacetime
connection [62]. As an explanation for the large-angle anomalies (CMB), late-time anisotropies associated to imperfect
dark energy can be a more natural starting point than primordial inflationary anisotropies, as the largest angles in the
sky correspond to the present size of the universe and thus the scale of the present acceleration. In this case as well
it is crucial to understand the general dynamical properties of anisotropic models in order to construct a potentially
viable one in which the universe would end up in a late-time accelerating anisotropic attractor
The lay-out of the paper is as follows. In section II we will briefly review the motivation for the models in the extra-
dimensional D-brane scenarios and derive the general covariant equations for the gravity-scalar-vector system in four
dimensions. In the following section III we will then adapt these equations to cosmology and present a very convenient
formalism to analyse the rather complicated system in terms of bounded phase space variables. The closed dynamical
system thus obtained is studied in section IV, where we find the fixed points in two extreme (ultra-relativistic and
weakly warped) regions and calculate the conditions for the existence and stability of each of the points. In section
V we show a few numerical solutions of the system. We then conclude in section VI.
II. THE GENERAL SET-UP
We consider a gravitational system with a vector field Aµ and a scalar field φ. The main and novel feature is that
the vector field lives in the metric gˆµν that is disformally related to the gravitational metric gµν . The relation is given
as
gˆµν = C(φ)gµν +D(φ)φ,µφ,ν , (1)
where C(φ) and D(φ) are the conformal and disformal factors, functions of the scalar field φ, respectively. We use
a comma for (simple or spacetime, which one is which is made clear by the context) partial derivatives, and our
signature is (−,+,+,+). The action we consider is then
S =
∫
d4x
√−g
[
R
16piG
+ p(φ,X)
]
−
∫
d4x
√
−gˆ
[
1
4
gˆαβ gˆγδFαγFβδ +
1
2
m2gˆµνAµAν
]
. (2)
The first piece includes standard Einstein gravity and the scalar with a Lagrangian that depends on the field and its
kinetic term X = −gαβφ,αφ,β/2. For a canonic scalar field one has p = X − V , where V (φ) is the scalar potential (p
is in fact the “pressure” of the field in fluid description). The second piece is a Proca Lagrangian for the vector which
is coupled to the metric (1). The field strength tensor is Fαβ = Aβ,α −Aα,β as usual.
This type of action can be for instance an effective four dimensional reduction of DBI brane scenarios in type
IIA string theory: in that particular case the conformal and disformal factors are related as C = (T3h)
−1/2 and
D = (h/T3)
1
2 , where h(φ) is the warp factor of the higher dimensional geometry with the dimensions of one per
energy density and T3 is the tension of the brane and has the dimension of energy density. The Lagrangian for the
scalar field has the usual DBI form p = (1 − γ−1)/h − V , where γ = (1 − 2hX)−1/2 is the Lorentz factor for the
3movement of the brane. In the following we use the generalised definition
γ ≡
(
1− 2D
C
X
)− 12
, (3)
which encompasses, but is not limited to, the pure DBI example. As the branes are nothing but boundary conditions
for open strings whose endpoints on the brane are described by a U(1) field, taking into account vector field matter
on the DBI brane seems indeed more natural than not to. Any kind of matter living on the brane will also be
by construction disformally coupled to the DBI radion φ from our point of view, as that feels the induced metric
on the brane. Commonly used geometries are the anti-de Sitter approximation h ∼ φ−4 and the exact Klebanov-
Strassler solution; the former can approximate regions sufficiently far from the “tip of the throat” of the spacetime.
In the numerical examples below however, we will adopt a simple exponential ansatz for the warp factor as our
present purpose is to explore the generic dynamical properties of these theories rather than investigate specific stringy
embeddings of the models.
Let us briefly comment on the possible origins of the vector field mass. In type IIB string theory, vector fields can
acquire mass via the familiar Higgs mechanism or via a stringy Stu¨ckelberg mechanism that takes place when the
vector couples to a two-form field in the 4D theory. Such couplings can be present in the Wess-Zumino action, though
in some particular compactifications they are projected out of the spectrum by the action of orientifolds. In general
we however have motivations to allow the vector field to have a mass in the action (2), see [2, 3] for more detailed
discussions.
We can write the action solely in terms of the two fields and the physical metric by eliminating the disformal metric
using (1). Upon employing the useful relations
g˜µν =
1
C
(
gµν + γ2
D
C
φ,µφ,ν
)
,
and
√−g˜ = γ−1C2√−g, the vector portion of the action reads
SA =
∫
d4x
√−g
[
γ−1
(
−1
4
F 2 − 1
2
M2A2
)
+
1
2
γhφ,αφ,β
(
FγαF
γ
β +M
2AαAβ
)]
, (4)
where h ≡ D/C and M2 ≡ Cm2. Note that here h is a generic notation for the ratio h = D/C, but in a warped
brane scenario one has specifically C ∼ D−1 ∼ h− 12 . We see that when the relation between the two metrics is purely
conformal, D = 0 and γ = 1, only the mass gets rescaled by C as it breaks the conformal invariance of the Maxwell
action. Generally, this action is suppressed by the Lorentz boost of the brane movement (3), and a new direction-
dependent contribution appears proportional to gradients of the scalar field. We also note that the conformal part
trivialises if the extra-dimensional geometry is (nearly) flat, whereas the disformal part could still be significant, and
is in this sense more generic.
The field equations that follow from the variation of the action (2) are
Gµν = κ
2
(
TAµν + T
φ
µν
)
, (5)
where the gravitational coupling constant is κ2 ≡ 1/8piG; the stress energy tensor for the scalar field φ is
Tφµν = pgµν + p,Xφ,µφ,ν , (6)
while that of the vector is
γ˜ TAµν = FµγF
γ
ν + gµν
[
γ−2
(
−1
4
F 2 − 1
2
M2A2
)
+
1
2
hφ,αφ,β
(
FγαF
γ
β +M
2AαAβ
)]
+ h
[
1
4
φ,µφ,νF
2 − φ,αφ,βFµαFνβ + φ,γφ,γFµαF αν − φ,µφ,αFαγF γν − φ,νφ,αFαγF γµ
]
+ M2
[
γ−2AµAν +
1
2
hφ,µφ,νA
2 + hφγAγ (φ,µAν + φ,νAµ)
]
+
1
2
γ2h2φ,µφ,νφ
,αφ,β
(
FγαF
γ
β +M
2AαAβ
)
, (7)
where it is convenient to define γ˜ ≡ 1/γ. Owing to the mutual coupling between the two fields, these two are not
separately conserved, but, as it must, ∇µ(Tµνφ + TµνA ) = 0.
4The disformally coupled theory appears rather complicated compared to the familiar Maxwellian vector theory.
However, in concrete physical situations the effects of the coupling can remain quite intuitive. As an example,
consider electromagnetic field residing on the brane. This set-up could be relevant for inflationary magnetogenesis 2.
We would then employ the “gauge” ansatz Aµ = (A0, A¯
T + ∇¯χ) as a test field in flat Friedmann-Lemaˆıtre-Robertson-
Walker (FLRW) geometry written in terms of conformal time τ as ds2 = a2(τ)(−dτ2 + dx¯2), where spatial 3-vectors
are denoted by an overbar. We can remove the longitudinal scalar mode χ by a choosing a suitable gauge, and the
temporal scalar mode A0 turns out to be non-dynamical and decoupled. The transverse vector modes A¯
T associated
to the physical photon particle turn out to have the action
SA =
1
2
∫
dτd3xγδij
(
dATi
dτ
dATj
dτ
+ γ−2ATi ∇¯2ATj
)
, (8)
where ∇¯2 is the Laplacian. In Fourier space the equation of motion is thus
d2AT
dτ2
+ γ−1
dγ
dτ
dAT
dτ
−
(
k
γ
)2
AT = 0 . (9)
The effect of the disformal coupling is to suppress the propagation speed of perturbations by the Lorentz factor, and
in addition there is a scale-independent friction term. It appears that such time-dependent sound speed would be
relevant to magnetogenesis only in the case of decreasing γ, which in the brane world case would correspond to the
brane moving away from the warped region.
In the following we study a more general case, taking into account in addition a possible mass of the vector and the
backreaction of the vector to the spacetime geometry. This consequently means that we have to allow for anisotropic
spacetimes.
III. COSMOLOGY
In order to study the cosmology of the system we choose the metric to be of Bianchi I type, which describes
anisotropic expansion. For simplicity we restrict to the axisymmetric case in which the metric can be parametrised as
ds2 = −dt2 + e2α(t)
[
e2σ(t)
(
dx2 + dy2
)
+ e−4σ(t)dz2
]
. (10)
Here α is the overall isotropic volume expansion (logarithm of the averaged scale factor), and σ describes the
anisotropy: the derivative of α gives the Hubble expansion and the derivative of σ the shear. The cosmological
equations become, an overdot denoting derivative with respect to t,
0 = A¨+ (α˙+ 4σ˙)A˙+ γ−2M2A+ γ2A˙φ˙
(
hφ¨+
1
2
h′φ˙2
)
, (11)
0 =
(
φ¨+ 3α˙φ˙
)
p,X + φ¨φ˙
2p,XX + φ˙
2p,φX − p,φ
+
1
2
γ3e−2α+4σA˙2
[
h
(
γ2φ¨− (α˙+ 4σ˙)φ˙
)
+
1
2
γ2h′φ˙2
]
+
1
2
γe−2α+4σA2
[
hM2
(
γ2φ¨+ (α˙+ 4σ˙)φ˙
)
+
1
2
γ2h′M2φ˙2 + 2MM ′
]
, (12)
0 = 3σ¨ + 9α˙σ˙ − γe−2α+4σA˙2 + γ−1e−2α+4σA2M2 , (13)
0 = 6α¨+ 9α˙2 + 9σ˙2 + 3p+
1
2
γe−2α+4σA˙2 − 1
2
γ−1e−2α+4σA2M2 , (14)
0 = 3α˙2 − 3σ˙2 − p,X φ˙2 + p− 1
2
γ3e−2α+4σA˙2 − 1
2
γe−2α+4σA2M2 . (15)
2 Identifying the vector field on the probe brane with our familiar Maxwell field could be possible, for example if by the end of inflation
the moving brane collided with the stack of branes that can incorporate larger symmetry groups and our standard model. The details
of reheating and indeed obtaining the standard model are in general unsolved problems in string inflationary models and do not concern
us too much here, our purpose a to set up the formalism dynamical analysis; we leave the construction of specific inflationary scenarios
to further studies.
5In this case the (inverse of the) Lorentz factor reads
γ˜ = 1/γ =
√
1− hφ˙2 . (16)
We convert all our equations using the e-folding number α as the time variable in the following. Bear in mind that,
since from this section onwards we do not need and employ any tensor equation, α always refers to the time-dependent
e-folding number, not to be confused with a Lorentz indexl. To set up a convenient phase space, we firstly completely
specify our action by choosing it to be of the DBI type, that is:
p(X,φ) =
1− γ˜(X,φ)
h(φ)
− V (φ) .
With this choice we now define the following variables for the scalar and vector
x =
1√
3γ˜(γ˜ + 1)
κφ,α , y =
√
κ2V
3α˙2
, u =
1√
6
e−α+2σκA , v =
1√
6γ˜
e−α+2σκA,α , M = M
α˙
. (17)
Physically the pair (x, y) represents the scalar field, while (u, v) is associated with the vector; their γ˜ normalisations
are the ones we found make the equations look the most transparent. Notice that M simply tells us how M evolves
compared to the overall expansion rate, and does not encode any direct dynamic effect upon the background geometry.
The derivatives of the metric are described by the shear and the slow-roll parameter
Σ = σ,α ,  = −α¨/α˙2 . (18)
The Friedmann equation (15) then beautifully3 reads
1− Σ2 = x2 + y2 +M2u2/γ˜ + v2/γ˜ , (19)
and the second Friedmann equation (14) constrains , almost as beautifully, as
2 = 3(Σ2 + 1) + 3γ˜x2 − 3y2 − γ˜M2u2 + γ˜v2 . (20)
Finally, to close the system we need to parameterise the slopes of the three φ-dependent functions as
λV =
√
3
2
V,φ
κV
, λh =
√
3
2
h,φ
κh
, λM = 2
√
3
2
M,φ
κM
. (21)
We are then ready to write down the dynamical equations. These come out as follows:
2γ˜2x,α = (1 + 2γ˜)(1− γ˜)
[√
?λhx
2 − x]+ Υ , (22)
y,α =
√
?λV xy + y , (23)
u,α = (2Σ− 1)u+ γ˜v , (24)
v,α = (− 2Σ− 2) v − γ˜M2u , (25)
Σ,α = (− 3) Σ + 2γ˜v2 − 2γ˜M2u2 , (26)
M,α =
√
?λMMx+ M , (27)
where
γ˜γ˜,α = (γ˜
2 − 1) [√?λhx− ]+ (γ˜ − 1)Υ/x ; (28)
notice that we have eliminated h thanks to 3x2h = γ−1 = (1− γ˜)/γ˜. The second derivative of the scalar field appears
in the combination
Υ ≡
√
γ˜ + 1
3γ˜
κφ,αα (29)
=
γ˜
(γ˜ − 1) [v2 +M2u2]− γ˜x2
{√
?x2
[
1− γ˜
γ˜
λh
(
(1 + 2γ˜)γ˜x2 + v2 +M2u2)+ 2γ˜2λV y2 + 2γ˜λMM2u2]
+(1 + γ˜)
[
3γ˜2 − ]x3 + 1− γ˜
γ˜
[
v2
(
4γ˜2Σ2 + γ˜2 + 
)
+M2u2 (4γ˜2Σ2 + γ˜2 − )]x} ,
3 We can embellish further the Friedmann equation by defining u˜ = 1√
6γ˜
e−α+2σκMA and v˜ = 1√
6γ˜3
e−α+2σκA,α so that 1 − Σ2 =
x2 + y2 + u˜2 + v˜2, but we did not find this formulation any more convenient than the one we chose.
6that is manifestly finite in the IR and UV limits. We defined
√
? ≡√γ˜(γ˜ + 1)/2.
There are 5 distinct effective energy contributions to the Friedmann equation (19). We choose to solve away y
assuming it is always positive 4, and the phase space is reduced to a four dimensional one. In the following we shall
consider the ultra-relativistic (γ˜ = 0) and non-relativistic (γ˜ = 1) regimes: one sees immediately from (28) that γ˜ is
fixed at these limits; furthermore, the λh parameter also disappears from the system once γ˜ is settled, as expected.
IV. THE FIXED POINTS IN PHASE SPACE
Lyapunov stability. We identified the fixed points of the system and studied their stability by applying Lyapunov’s
analysis to the linearised system around each point. For completeness, we recall the useful definitions and conditions
for the fixed point ~xf—we collect ~x ≡ (x, y, u, v,Σ,M).
• ~xf is Lyapunov stable if, for every initial condition ~x(0), there exists some ε > 0 such that |~x(t)| < ε for all
t > 0. This is realised if and only if:
◦ every eigenvalue Λi of the linear system lies in the closed left half complex plane—<(Λi) ≤ 0, and
◦ every eigenvalue with zero real part is semisimple, that is, has coinciding algebraic and geometric multi-
plicity.
• ~xf is semistable if limt→∞ ~x(t) exists for all initial conditions ~x(0). This happens when and only when:
◦ ~xf is Lyapunov stable, and
◦ there is no nonzero imaginary eigenvalue—=(Λi) = 0.
• ~xf is asymptotically stable (which we call simply “stable”) if limt→∞ ~x(t) = ~xf for all initial conditions ~x(0).
This is verified once and only once
◦ every eigenvalue Λi lies in the open left half complex plane—<(Λi) < 0.
• ~xf is unstable if it is not Lyapunov stable.
We move on to classify the fixed points of the autonomous system in the two regimes of an ultra-relativistic and
nonrelativistic brane.
A. Ultra-relativistic regime
In the limit γ˜ → 0 we obtain the following closed system
x,α =
1
2
x
v2 +M2u2
[
(2+ 4Σ + 1) v2 + (2− 4Σ− 1)M2u2] , (30)
u,α = (2Σ− 1)u , (31)
v,α = (− 2Σ− 2)v , (32)
Σ,α = (− 3)Σ , (33)
M,α = M . (34)
First of all notice that there is no more reference to the three slopes λV , λh, and λM : the system is independent on
the structure of the scalar functions C(φ), D(φ), and M(φ)—however, the stability properties of this solution depend
on λh as it decides whether, upon smally perturbing the system, γ˜ → 0 or not. The fixed points are: 1) de Sitter
expansion with y = ±1 for any M driven by the potential of the scalar field; 2) kinetic domination with x = ±1
(and everything else set to zero); 3) anisotropic solutions with Σ = ±1. The system ends up in one of these three
stages whenever the warping increases without a bound. These asymptotic regimes themselves are not particularly
interesting, as either the anisotropy is too large or it is completely diluted away by the scalar field.
4 Negative energy density potentials V < 0 could be allowed by extending the analysis to allow imaginary y.
7B. Nonrelativistic regime
The nonrelativistic regime features much richer dynamics. Indeed, in the limit γ˜ → 1 we can cast the autonomous
system as
x,α = (− 3)x− λV y2 − λMM2u2 , (35)
u,α = (2Σ− 1)u+ v , (36)
v,α = (− 2Σ− 2)v −M2u , (37)
Σ,α = (− 3)Σ− 2M2u2 + 2v2 , (38)
M,α = λMMx+ M . (39)
Below we will report the properties of the fixed points. In addition to applying the Lyaponov method to the system
of 5 variables we have checked whether γ˜ = 1 remains stable in these cases. In order to establish this we can perturb
around the value γ˜ = 1: it is then immediate to see that, since in the right hand side of (28) the first term is linear
in (1− γ˜) ≥ 0 (there is no zeroth term), it suffices to study the sign of its coefficient:
(1− γ˜),α ∝
[
(λh + λV )x
2 − 3x+ (λV − λM )2M2u2 + λV v2 + λV Σ2 − λV
]
(1− γ˜) . (40)
For each solution ~xf we need to ensure that this coefficient is negative, which is where λh, thus far apparently waned,
comes back into the game.
1. Isotropic kinetic solution

x = ±1 , y = 0 ,
u = 0 , v = 0 ,
Σ = 0 , M = 0 ,
(41)
 = 3 .
. Comments – This solution is never stable, since one of the eigenvalues is +1.
2. Isotropic scalar domination solution 0

x = −λV /3 , y =
√
1− x2 ,
u = 0 , v = 0 ,
Σ = 0 , M = 0 ,
(42)
 = λ2V /3 .
Existence |λV | ≤ 3
Semistable −√6 ≤ λM ≤ λV ≤ 0 or 0 ≤ λV ≤ λM ≤
√
6
λM ≤ −
√
6 ≤ λV ≤ 0 or 0 ≤ λV ≤
√
6 ≤ λM
Stable λM < −
√
6 < λV < 0 or 0 < λV <
√
6 < λM
γ˜ → 1 (λV + λh)λV > 0
. Comments – This solution degenerates to the previous one when λ2V = 3. It is a well-known accelerating solution
for exponential quintessence. Now however its stability properties depend upon the embedding to the much more
general model.
83. Isotropic scalar domination solution M1

x = 0 , y = 1 ,
u = 0 , v = 0 ,
Σ = 0 , M = any ,
(43)
 = 0 .
Existence |λV | = 0
Lyapunov <√1− 4M2 ≤ 3
Semistable |M| ≤ 1/2
γ˜ → 1 always
. Comments – In this solution, the scalar sits at a minimum of its potential and drives the de Sitter expansion of
the universe. The stability depends upon the ratio of the vector field mass and the de Sitter expansion rate.
4. Isotropic scalar domination solution M2

x = −λV /3 , y =
√
1− x2 ,
u = 0 , v = 0 ,
Σ = 0 , M = any ,
(44)
 = λ2V /3 .
Existence λM = λV and |λV | ≤ 3
Lyapunov |λV | ≤
√
6 and |M| ≥√3λ2V − 18/3√
6 < |λV | ≤ 3
Semistable 0 ≤ |λV | <
√
3 and |M| ≤ (3− λ2V )/6√
3 ≤ |λV | ≤ 3 and
√
3λ2V − 18/3 ≤ |M| ≤ (λ2V − 3)/6
γ˜ → 1 (λV + λh)λV > 0
. Comments – This is a generalisation of the solution IV B 2 for nonzero vector field masses.
5. Anisotropic solution 0

x = ±
√
1− Σ2 , y = 0 ,
u = 0 , v = 0 ,
Σ = any , M = 0 ,
(45)
 = 3 .
Existence |Σ| ≤ 1
Semistable Σ = 1/2 and λV ≤ ∓3
√
2/2 and λM ≤ ∓2
√
3
γ˜ → 1 λhx < 3
. Comments – As the shear of the metric and the kinetic energy of the scalar dilute both as stiff fluid energy
densities, they can co-dominate the energy budget. However the solutions are semi-stable only at a specific point in
the phase space when Σ2 = 1/4 and x2 = 3/4.
96. Anisotropic solution M

x = −3/λV , y = 0 ,
u = 0 , v = 0 ,
Σ =
√
1− 9/λ2V , M = any ,
(46)
 = 3 .
Existence |λV | ≥ 3 and λM = λV
Lyapunov |M| ≤ 1 and √3− 2M−M2 ≤ 1/6|λV | ≤
√
3 + 2M−M2
Semistable |M| = 1− 2√1− 9/λ2V
γ˜ → 1 (λV + λh)λV > 0
. Comments – For these solutions also the universe expands as dominated by a stiff fluid.
7. Anisotropic vector solution A

x = ±
√
3/4 , y = 0 ,
u = any , v = 0 ,
Σ = 1/2 , M = 0 ,
(47)
 = 3 .
. Comments – This solution is never stable, since some eigenvalues are not semisimple. Note that it represents a
variation of the solution IV B 5 allowing for nonzero u, which in turn nails Σ to 1/2.
8. Anisotropic vector solution B

x = − 6λV
λ2V + 12
, y =
√
18(12− λ2V )
λ2V + 12
,
u = ±
√
6− λ2V
3(λ2V − 12)
, v = ±
√
3(6− λ2V )(λ2V − 12)
λ2V + 12
,
Σ = −2 6− λ
2
V
λ2V + 12
, M = 0 ,
(48)
 = 6λ2V /(λ
2
V + 12) .
. Comments – This solution only exists for
√
6 ≤ λV ≤ 2
√
3, but it is never stable, since some eigenvalues are not
semisimple.
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FIG. 1: The model λV = −2 and λh = λM = −3, with x0 = −
√
3/4, y0 = 1/10, u0 = 1/4, v0 = 1/10, M0 = 1/10, and
γ˜0 = 9/10. Left panel: The scalar field evolution. The dashed red line is x, the solid orange line is y. The γ˜ is the thick
dotted blue line and the thick purple line is the total equation of state. Middle panel: The vector field evolution. The dashed
red line is v, the solid orange line is v. The shear Σ is the thick purple line. Right panel: The phase space evolution in the
(u, v) plane.
9. Anisotropic vector solution C

x = −λV
3
3u2 + 1
4u2 + 1
, y =
√
9− λ2V + 9u2[9− λ2V + 2u2(12− λ2V )]
3(4u2 + 1)
,
u = any , v =
u
(4u2 + 1)
,
Σ =
2u2
(4u2 + 1)
, M = ±
√
λ2V − 6 + 3u2(λ2V − 12)√
3(4u2 + 1)
,
(49)
 = λ2V (3u
2 + 1)/3(4u2 + 1) .
Existence λM = λV and
√
6(4u2+1)
3u2+1 ≤ |λV | ≤ 3
√
24u4+9u2+1
18u4+9u2+1
Semistable |u| =
√
λ2V −6
36−3λ2V
γ˜ → 1 (λV + λh)λV > 0
. Comments – For these solutions, the slow roll parameter satisfies  = −λ2V (Σ − 2)/6. For an inflating universe
we require  close to zero, but using the minimum value of λV we obtain  = 2.
V. NUMERICAL SOLUTIONS
In this section we will illustrate the properties of the solutions by plotting a few numerical examples.
We begin with the first anisotropic vector solution A: this solution does not have any stable domain, so, as we see in
Figure 1, despite the initial conditions are quite close to the fixed point, it dynamically decays towards the isotropic
solution 0, where it reaches instead a stable attractor.
In the next example we set λM = −2 with λV = 3 and λh = −1. Once again, the initial conditions were chosen
in order to start almost at the anisotropic fixed point B, but since this solution also is not stable, it will eventually
decay, see Figure 2.
In Figure 3 we instead show the case λV = −2.9 = λM , λh = −1, which is within the stable attractor domain of
the anisotropic fixed point C. Here the asymptotic future attractor will again be a non-relativistic (γ˜ → 1) solution.
The vector will keep oscillating with decaying amplitude, so that neither u nor v are strictly constant.
Finally, in Figure 4 we plot a similar case where λV = −3.2 = λM , λh = −1. The vector field and the shear both
stabilise around non-zero values, leading to anisotropic expansion. However, as is the case for all the solutions we
obtained thus far, it is impossible to have slow-roll inflation and anisotropic hairs at the same time, since the slow-roll
 parameter turns out to always be larger than one.
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FIG. 2: The model λV = 3, λh = −1, λM = −2, with x0 = −6/7, y0 =
√
6/7, u0 = −1/
√
3, v0 = −
√
3/7, M0 = 1/10, and
γ˜0 = 9/10. Left panel: The scalar field evolution. The dashed red line is x, the solid orange line is y. The γ˜ is the thick
dotted blue line and the thick purple line is the total equation of state. Middle panel: The vector field evolution. The dashed
red line is v, the solid orange line is v. The shear Σ is the thick purple line. Right panel: The phase space evolution in the
(u, v) plane.
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FIG. 3: The model λV = −2.9 = λM , λh = −1, with x0 = y0 = u0 = v0 = 1/4, M0 = 1/10, and γ˜0 = 9/10. Left panel: The
scalar field evolution. The dashed red line is x, the solid orange line is y. The γ˜ is the thick dotted blue line and the thick
purple line is the total equation of state. Middle panel: The vector field evolution. The dashed red line is v, the solid orange
line is v. The shear Σ is the thick purple line. Right panel: The phase space evolution in the (u, v) plane.
VI. CONCLUSIONS
We studied the cosmological dynamics of disformally coupled vector fields. We made a spatial ansatz for the vector
field condensate and, in order to accommodate such choice, we picked the anisotropic Bianchi I spacetime, which in-
cludes anisotropic shear, as our cosmological metric. We formulated the equations of motion for the system comprising
a massive Abelian vector and a generic real scalar field in a very convenient autonomous form by carefully choosing the
variables to sweep through the phase space. The relatively cumbersome system becomes fairly manageable, and we
were able to obtain several new fixed points, whose existence and stability properties we then studied systematically.
The models we focussed on are directly motivated by extra-dimensional scenarios in which the vector field resides
on a moving brane. The disformal coupling function is then uniquely given by the warp factor of the extra dimensional
geometry, which in turn depends on the scalar field that describes the location of the brane—the scalar in this setup
comes in a DBI form. For concreteness, we assumed (nearly) exponential forms for both the warp factor and the
scalar field potential, that is, we worked with, in first approximation, constant slopes λV , λM , and λh.
For this particular model, our conclusion is that very generically the shear, which could in principle be supported
by anisotropic stress of the spatial vector field, decays and the metric isotropises towards flat FLRW. In spite of the
fact that several anisotropic fixed points, including scaling solutions, exist in the phase space, they seem not to be of
immediate cosmological relevance because either they are not attractors, or it is not possible to have simultaneously
a slowly rolling vacuum energy driving the expansion, and small shear.
Nevertheless, the vector could still play a cosmological role even in the absence of shear. In particular, we confirmed
in our more generic set-up the oscillating behaviour tha renders a vector field compatible with the FRW symmetries
according to the cosmic vector isotropy theorem [63]. When the rapidly oscillating vector has, on average, a dust-like
equation of state, such models can provide an alternative to dark matter in the form of disformally interacting massive
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FIG. 4: The model λV = −3.2 = λM , λh = −1, with x0 = y0 = u0 = v0 = 1/4, M0 = 1/10, and γ˜0 = 9/10. Left panel: The
scalar field evolution. The dashed red line is x, the solid orange line is y. The γ˜ is the thick dotted blue line and the thick
purple line is the total equation of state. Middle panel: The vector field evolution. The dashed red line is v, the solid orange
line is v. The shear Σ is the thick purple line. Right panel: The phase space evolution in the (u, v) plane.
particles a.k.a. DIMPs [1, 8].
It should be stressed though that our conclusions strictly hold only for the very simplest possibility of constant
or nearly constant parameters λV , λM , and λh, whereas in general these will be functions of the DBI scalar field.
An analysis of more general field-dependent slopes and the construction of specific cosmological applications, such as
models possibly suitable to generate inflationary magnetic fields or anisotropic hair, is left for future studies.
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