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Abstract.
To the spectral curves of smooth periodic solutions of the n-wave equation the points with
infinite energy are added. The resulting spaces are considered as generalized Riemann surfcae.
In general the genus is equal to infinity, nethertheless these Riemann surfaces are similar to
compact Riemann surfaces. After proving a Riemann Roch Theorem we can carry over most of
the constructions of the finite gap potentials to all smooth periodic potentials. The symplectic
form turns out to be closely related to Serre duality. Finally we prove that all non-linear PDE’s,
which belong to the focussing case of the non-linear Schro¨dinger equation, have global solutions
for arbitrary smooth periodic inital potantials.
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1 Introduction
The investigation of the Korteweg-de Vries equation initiated the development of many new
ideas on integrable systems2. A large class of integrable systems was discovered, which turned
out to be closely related to the theory of Riemann surfaces. In 1976 McKean and Trubowitz
[MK-T-1] succeeded to establish a one to one correspondence between periodic smooth solutions
of the Korteweg-de Vries equation and divisors of Riemann surfaces of infinite genus. In 1980
Adler and van Moerbeke [A-vM] and afterwards Reyman and Semenov-Tian-Shansky [R-S-T]
generalized ideas of Krichever [Kr-1]. In the finite dimensional case they showed that the La-
grangian submanifolds are connected components of the Picard group3 of compact Riemann
surfaces. Moreover, the hamiltonian flows turned out to be given by the action of one dimen-
sional subgroups of the Picard group on these Lagrangian submanifolds (see e.g. [R-S-T]). It
was clear that the same is true at least for the so called algebraic geometric solutions of the
corresponding infinite dimensional systems. In consideration of the results of [MK-T-1] and
[MK-T-2] it is natural to expect that this correspondence could be generalized to non-algebraic
geometric solutions. Unfortunately there does not exist a Riemann surface with an infinite
dimensional Picard group. Either the Riemann surface is compact and the corresponding Pi-
card group is finite dimensional, or the Riemann surface is not compact and the corresponding
Picard group is trivial.
McKean and Trubowitz overcame this problem by using another space associated to a
Riemann surface instead of a connected component of the Picard group. The first homology
group has a natural embedding into the dual space of the holomorphic forms. This embedding
may be described by the integration of the holomorphic forms over representative 1-cycles. For
compact Riemann surfaces the Jacobian variety, the connected component of the identity of
the Picard group, is isomorphic to the quotient of the dual space of the holomorphic forms
divided by the first homology group. This quotient turns out to be a compact abelian group.
For Riemann surfaces of infinite genus the natural generalization of this quotient is the dual of
the Hilbert space of holomorphic forms divided by the closure of the first homology group. In
fact, in [MK-T-1] it is proven, that the real part of this quotient is a compact abelian group.
Moreover, this group can be identified with all divisors corresponding to the potentials out
of the isospectral sets. For compact Riemann surfaces it is possible to define the solutions
directly as functions on these compact abelian groups: Multivalued holomorphic functions on
these groups are called theta functions. The Its Matveev formula [I-M] gives solutions of the
Korteweg-de Vries equation in terms of these theta functions. McKean and Trubowitz were
able to construct such theta functions on the infinite dimensional quotient space of square
integrable holomorphic forms divided by the first homology group of some Riemann surface of
infinite genus. In [MK-T-2] the Its Matveev formula is proven even in this situation. Now in
general for Riemann surfaces of infinite genus there are two possibilities: Either we use these
2We commend the review [D-K-N].
3The Picard group of a Riemann surface is defined to be the set of all equivalence classes of holomorphic
line bundles together with the multiplication induced by the tensor product of line bundles. In this article we
will often use divisors to describe line bundles. This is possible if the line bundle admits a meromorphic cross
section. For Riemann surfaces in the correct sense this is always true (see e.g.[Fo, 29.17]). We do not know
whether this is true for the generalized Riemann surfaces considered in this article. But the line bundles we are
interested in admit always meromorphic cross sections.
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theta functions4, or we characterize those divisors, which correspond to the potentials. In the
first approach the correspondence between line bundles and potentials may be omitted. We
choose the second approach, which refers back to the Picard group: Due to Abel’s Theorem
for compact Riemann surfaces the elements of the quotient space of holomorphic forms divided
by the first homology group are in one to one correspondence with the equivalence classes of
divisors of degree zero. The methods of [MK-T-1] and [MK-T-2] suggest a modification of the
equivalence relation in the case of non-compact Riemann surfaces of infinite genus. Only those
meromorphic functions have a divisor equivalent to the zero divisor in this modified sense,
which are bounded in some sense near infinity.
This paper gives a slightly different and more geometric approach to the Picard group of
Riemann surfaces of infinite genus. Similar to the algebraic geometric case we add to the
spectral curve some points corresponding to the value λ = ∞ of the spectral parameter. In
every neighbourhood of the form |λ| > 1/ǫ of these points there are in general infinitely many
branchpoints. Hence the resulting space is not a Riemann surface in the correct sense. Now
we define a base of neighbourhoods of such points, such that in some neighbourhood of these
points there are no branchpoints. Together with the usual topology of the spectral curve this
gives a topology on the resulting space. Typically these neighbourhoods are of the following
form: {
λ−1 ∈ C
∣∣∣∣ |λ−1| < ǫ, |λ−1 − an| > cnǫ for all n ∈ N
}
,
with some ǫ > 0, some sequence (an)n∈N, which converges to zero, and some positive sequence
(cn)n∈N, which converges much faster to zero, than the sequence (|an|)n∈N.
⑦ ④ ✇ t s q q ♣ ⑦④✇tsqq♣
Figure 1
In figure 1 we draw a schematic picture of such a neighbourhood in the 1/λ-plane. Now we call
a function f on such a set holomorphic, if
(i) f is holomorphic on the interior of this set with respect to the usual topology of C,
(ii) f and all derivatives of f extend to continuous functions on the whole set with respect to
the topology defined by these neighbourhoods.
4To the authors knowledge this is done in [F-K-T].
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This definition makes it possible to carry over almost all concepts of the theory of Riemann
surfaces to these generalized Riemann surfaces. For example the sheaves of holomorphic and
meromorphic functions, and the sheaves of holomorphic and meromorphic forms are defined
in a natural way, respectively. Furthermore, the concept of holomorphic line bundles and of
divisors may be generalized to this situation.
These generalized Riemann surfaces turn out to be similar to compact Riemann surfaces,
although they are not compact. For example all global holomorphic functions are constant, and
their Picard groups are very large. A large part of the article will be devoted to an analysis
of these Picard groups. It turns out that the smooth periodic solutions of the generalized
nonlinear Schro¨dinger equation are in one to one correspondence with some part of the Picard
groups.
In some sense the nonlinear Schro¨dinger equation is the simplest case of those integrable
systems, which may be described by some Lax equation or some zero curvature equation5. In
this article we restrict attention to the generalization of the nonlinear Schro¨dinger equation to
semisimple Lie groups introduced in [F-K]. It will not suffice to look at the nonlinear Schro¨-
dinger equation only, because a simple count of dimensions in the infinite dimensional case
suggests that the systems corresponding to higher groups than SL(2,C) are not integrable6.
Indeed, the number of series of integrals are equal to the rank of the group and the number
of fields is equal to the dimension of the group minus the rank of the group. This article
shows that the generalized nonlinear Schro¨dinger equation is quite similar to the nonlinear
Schro¨dinger equation in the case of periodic boundary conditions7. We believe that almost
all methods and results of this paper may be generalized to other integrable systems, as for
example the generalized sine Gordon and the sinh Gordon equation. The case of the two
dimensional Kadomtsev-Petviashvili equation seems to be more complicated. Some of the
ideas of Appendix B may be helpful.
It is possible to modify these methods in order to cover all potentials, which are elements
of some Sobolev spaces, instead of the Fre´chet space of smooth periodic potentials. For this
purpose the topology of the Riemann surface will have to be changed. Furthermore, condition
(ii) of the definition of holomorphic functions on these neighbourhoods described above has to
be replaced by
(ii)’ f and all derivatives up to some fixed order extend to continuous functions on the whole
set.
In this article only the smooth case is covered. Then the resulting Riemann surfaces seem to
be more similar to usual Riemann surfaces.
Let us now give a short summary of the article. In [H-S-S] it is shown that the Floquet
matrix8 may be diagonalized formally by a matrix valued formal power series in λ−1. In the
second section we prove that this power series is an asymptotic expansion of a holomorphic
diagonalization. The domain of this asymptotic expansion is chosen to be as large as possible.
5The nonlinear Schro¨dinger equation is the standard example of [F-T].
6Compare with [B-S].
7On the line this might be different. Then all Riemann surfaces are singular. For higher groups all isospectral
sets may decompose into uncountable many components with respect to the action of the Picard group. Hence
there may be additional integrals of motion (see Example 10.7). Due to Proposition 10.1 this is impossible for
GL(2,C) and SL(2,C).
8This matrix is the same as the monodromy matrix.
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This domain is used in the third section to define the topology of the completed spectral
curve. The resulting space is a Riemann surface in the sense described above. Moreover, we
prove that all global holomorphic functions are constant (Lemma 3.3) and that the total residue
of meromorphic differential forms is zero (Theorem 3.5). Finally the divisor of a meromorphic
function is shown to be an infinite sum of finite divisors of degree zero (Corollary 3.6). With
the exception of a finite part of the divisor each of these finite divisors are located in one of the
domains, which are excluded from the neighbourhoods of points corresponding to λ = ∞ as
described above. Hence the degree of a divisor turns out to be a sequence of degrees of finite
divisors indexed by the excluded domains.
In the fourth section the eigen vectors of the monodromy are shown to define holomorphic
line bundles over this Riemann surface. It turns out that the Riemann surfaces corresponding
to some potentials are singular. This case is treated separately in the tenth section. The degree
of the eigen bundle is determined in Theorem 4.6. Finally it is shown that the Riemann surface
together with the eigen bundle completely determines the potential.
In order to classify all line bundles, which are equivalent to the eigen bundle of some
potential, a Riemann-Roch Theorem for the generalized Riemann surfaces is proven in the
fifth section. A condition on divisors is given, such that the space of global sections is finite
dimensional and the space of holomorphic forms with values in the dual line bundle is finite
dimensional, too (Theorem 5.5). In a general situation all integral divisors of a specified degree
fulfil this condition (Corollary 5.11). Hence the topology defined above essentially determines
the location properties of these divisors.
Now the classification of all eigen bundles of the potentials is given in Theorem 6.6. Further-
more the one to one correspondence between potentials and divisors defines a homeomorphism
with respect to a suitable topology on the set of these divisors.
The seventh section is a short excursion on Darboux coordinates9. These Darboux coor-
dinates are given by the values of the spectral parameter λ and the logarithm of the values
of the Floquet multiplier µ (eigenvalues of the monodromy) at all points of the divisor, which
describes the eigen bundles corresponding to the potentials. In case of the Korteweg-de Vries
equation this was proven in [P-T, Theorem 2.8 and Theorem 3.5]. This book gives a compre-
hensive picture of these coordinates. In the finite dimensional case the analogous result was
recently proven in [A-H-H].
To the authors knowledge the main result of the eighth section is new even in the finite
dimensional case. Theorem 8.5 shows that the symplectic form is given by the Serre duality.
Loosely speaking the tangent space may be identified with the direct sum of the first cohomology
group of the sheaf of holomorphic functions on the spectral curve and the space of holomorphic
forms on the spectral curve. The first summand is naturally isomorphic to the Lie algebra of
the Picard group and therefore also isomorphic to the tangent space along the corresponding
Lagrangian submanifold. The second summand is isomorphic to any maximal isotropic subspace
of the tangent space transversal to the tangent space along the Lagrangian submanifold. Then
the symplectic form defines a non-degenerate pairing between these two spaces. Theorem 8.5
shows that this pairing is the same as the pairing given by Serre duality10. This relation
9In Example 10.3 it is shown that in general they are not global coordinates.
10For compact Riemann surfaces Serre duality is isomorphic to a natural symplectic form of the Riemann sur-
face. In fact, the wedge product and integration over the Riemann surface together defines a natural symplectic
form on the first cohomology group of the deRham complex and the decomposition into the direct sum of the
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might be the central point of the connection between Riemann surfaces and integrable systems.
Theorem 8.5 proves in addition that these systems are completely integrable in a weak sense:
the tangent space along the Lagrangian submanifolds is shown to be maximal isotropic with
respect to the symplectic form.
In the ninth section we formulate a reality condition. In case of the nonlinear Schro¨dinger
equation this yields the self-focussing nonlinear Schro¨dinger equation11. Summing up Corol-
lary 9.11 and Corollary 10.6 leads to the following picture: All isospectral sets are homoemor-
phic to finite unions of groups of the form
(R/Z)Ieffective times a finite dimensional abelian Lie group.
Here Ieffective is some countable set. Moreover, all tangent vectors along the isospectral set
correspond to a hamiltonian flow on this isospectral set. In particular all partial differential
equations, which describe such hamiltonian flows corresponding to local integrals of motion
(see [H-S-S] and [Sch]), are shown to have global solutions12.
In Appendix A we show that the formal power series, which diagonalizes the monodromy,
is Borel summable if and only if the potential is analytic. Hence the asymptotic expansion
of the eigen vectors completely determines the potential (and therefore also the meromorphic
eigenvector function) if and only if the potential is analytic.
In Appendix B we include another reality condition in our approach. In case of the nonlinear
Schro¨dinger equation this gives the non-focussing nonlinear Schro¨dinger equation13. It turns
out that the two reality conditions are related to the two covering maps of the Riemann surface
induced by the spectral parameter and the Floquet multiplier, respectively.
In some footnotes we mark those parts of the article, which may be passed over, if only a
rough comprehension is intended.
2 An asymptotic expansion
Let p be a diagonal matrix p = diagonal(p1, . . . , pn), such that all pi are distinct and let q(x)
be a smooth function into the n × n-matrices, which is periodic with period 1. Let us first
consider the fundamental solution of the auxiliary problem
L · g(x, λ, q) = 0, g(0, λ, q) = 1 ,
with the Lax operator L = d
dx
+ q(x) + λp. The following well known lemma will give us a
power series expansion of g.
Lemma 2.1 Let g(x) be the unique fundamental solution of the homogenous differential equa-
tion (
d
dx
+ a(x)
)
g(x) = 0, g(0) = 1 .
space of hoplomorphic and antiholomorphic forms is a decomposition into Lagrangian subspaces with respect
to this symplectic form. Due to Dolbeault’s Theorem this decomposition of the first cohomology group of the
deRham complex is isomorphic the direct sum of the space of holomorphic forms and the first cohomology group
of the sheaf of holomorphic functions and this isomorphism transforms the symplectic form into Serre duality.
11The methods of [MK-T-1] do not cover this case.
12By pure analytic methods this is proven in [Bo] for some of these partial differential equations.
13The methods of [MK-T-1] can be carried over to this case.
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Then f(x) = g(x) (
∫ x
0 g
−1(t)b(t)dt + f0) is the unique solution of the inhomogeneous differential
equation (
d
dx
+ a(x)
)
f(x) = b(x), f(0) = f0.
We omit the easy proof. ✷
Now we make an ansatz for the fundamental solution g(x) with a(x) = q(x) + pλ.
g(x, λ, q) =
∞∑
0
γn(x, λ, q) (1)
with γ0(x, λ) = exp(−xλp) and
(
d
dx
+ λp
)
γn+1(x, λ, q) = −q(x)γn(x, λ, q).
Due to Lemma 2.1 we obtain the recursion relation
γn+1(x, λ, q) = −
∫ x
0
γ0(x− t, λ)q(t)γn(t, λ, q)dt,
and finally the explicit solution γn(x, λ, q) =
= (−1)n
∫
0≤t1≤...≤tn≤x
γ0(x− tn, λ)q(tn)γ0(tn − tn−1, λ)...q(t1)γ0(t1, λ)dt1...dtn. (2)
On the space of potentials q we make use of the natural scalar product
〈q˜, q〉 = ∫ 10 tr (q˜(t)q∗(t)) dt and the corresponding norm ‖q‖. Although, in the end we are only
interested in smooth periodic potentials, we consider the fundamental solution g for arbitrary q
in the Hilbert space H corresponding to the above scalar product. The space of n×n-matrices
is endowed with the Banach norm of operators of the Hilbert space Cn.
Theorem 2.2 The formal power series (1) for g(x, λ, q) converge uniformly on bounded subsets
of [0, 1]×C×H to the unique solution of the auxiliary problem. For each fixed x and q, g(x, ·, q)
is an entire function.
This result compares with Theorem 1 of [P-T] in the case of Hill’s equation.
Proof: For γ0(x, λ) we start with the obvious bound
‖γ0(x, λ)‖ = exp (x · sup {ℜ(λpi)|i = 1, . . . , n}) .
Inserting this estimate into (2) gives
‖γn(x, λ, q)‖ ≤ ‖γ0(x, λ)‖ 1
n!
(∫ x
0
‖q(t)‖dt
)n
For the last factor we give a bound in terms of ‖q‖ :
∫ x
0
‖q(t)‖dt ≤ sup
{
| 〈q, q˜〉 |
∣∣∣‖ q˜‖2 = x} = ‖q‖√x.
In fact this is true because on the space of n× n-matrices we have
‖A‖ ≤ sup {|tr(AB)| | tr(BB∗) = 1} .
2 AN ASYMPTOTIC EXPANSION 8
Inserting this bound into (1) finally gives
g(x, λ, q) ≤ exp
(
x · sup {ℜ(λpi) | i = 1, . . . , n}+ ‖q‖
√
x
)
.
This shows the convergence of g(x, λ, q). The uniqueness is well known. All summands of the
expansion (1) are entire functions with respect to λ for fixed x and q. Hence g(x, ·, q) is entire,
too. ✷
Now let q˜ be a small perturbation of q : ‖q − q˜‖ < ǫ. Then formula (2) implies
‖γn(x, λ, q)− γn(x, λ, q˜)‖ ≤ nǫ
√
x‖γ0(x, λ)‖ 1
n!
(
(‖q‖+ ǫ)√x
)n−1 ≤
≤ ǫ√x‖γ0(x, λ)‖ 1
(n− 1)!
(
(‖q‖+ ǫ)√x
)n−1
.
This proves the
Corollary 2.3 If q and q˜ satisfy ‖q − q˜‖ < ǫ, the following estimate holds:
‖g(x, λ, q)− g(x, λ, q˜)‖ ≤ ǫ√x‖γ0(x, λ)‖ exp
(
(‖q‖+ ǫ)√x
)
.
✷
Let us now recall, how the fundamental solution transforms under gauge transformations. If
g(x) is the fundamental solution of(
d
dx
+ a(x)
)
g(x) = 0, g(0) = 1
and if h(x) is a differentiable function into GL(n,C), then g˜(x) = h−1(x)g(x)h(0) is the funda-
mental solution of(
d
dx
+ a˜(x)
)
g˜(x) = 0, g˜(0) = 1 with a˜(x) = Ad(h−1(x))a(x) + h−1(x)
dh(x)
dx
.
In the case, in which both a(x) and h(x) are periodic with period 1, the Floquet matrix g(1)
transforms to g˜(1) = Ad(h−1(0))g(1). This shows that whenever a periodic h(x) ‘diagonalizes’
the operator d
dx
+a(x), which means that a˜(x) is a diagonal matrix for all x, then h(0) diagonal-
izes the Floquet matrix g(1). The next theorem from [H-S-S] presents a formal diagonalization
of the foregoing Lax operator. The rest of this sections concerns the analytic content of this
formal diagonalization.
Theorem 2.4 Let q be a smooth periodic potential. Then there exist two series
a1(x), a2(x), . . . of offdiagonal matrices and
b0(x), b1(x), . . . of diagonal matrices, respectively,
such that am+1(x) and bm(x) are differential polynomials in q(x) with derivatives of order m at
most and the following equality for formal power series of λ−1 holds:
L
(
1 +
∞∑
m=1
am(x)λ
−m
)
=
(
1 +
∞∑
m=1
am(x)λ
−m
)(
d
dx
+ pλ+
∞∑
m=0
bm(x)λ
−m
)
. (3)
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In the particular case where q is only M times differentiable, there exists an ǫ > 0 and c > 0,
such that for all |λ|−1 < ǫ, x ∈ [0, 1]
∥∥∥∥∥∥
(
1 +
M+1∑
m=1
am(x)λ
−m
)−1
L
(
1 +
M+1∑
m=1
am(x)λ
−m
)
− d
dx
+ pλ+
M∑
m=0
bm(x)λ
−m
∥∥∥∥∥∥ <
c
|λ|M+1 .
(4)
Proof: We solve inductively the ansatz (3) in all powers of λ−1. For the power λ0 we obtain
the equation
q(x) = [a1(x), p]− b0(x). (5)
Since all diagonal entries of p are distinct, ad(p) is invertible on the space of all offdiagonal
matrices and the equation has a unique solution. For the power λ−M we obtain the equation
daM(x)
dx
+ q(x)aM(x)−
M∑
m=1
am(x)bM−m(x) = [aM+1(x), p] + bM(x). (6)
These equations give inductively a unique solution of (3) with the desired properties. For
fixed M it is obvious that for all λ out of some neighbourhood of infinity and for all x ∈
[0, 1]
(
1 +
∑M
m=1 am(x)λ
−m
)
has a uniformly bounded inverse. On the other hand the solution
of (3) implies that there exists a c˜, such that for the same domain
∥∥∥∥∥∥
(
1 +
M+1∑
m=1
am(x)λ
−m
)−1
L
(
1 +
M+1∑
m=1
am(x)λ
−m
)
− d
dx
+ pλ+
M∑
m=0
bm(x)λ
−m
∥∥∥∥∥∥ <
c˜
|λ|M+1 .
This completes the proof of the theorem. ✷
It was shown in [H-S-S] that these formal power series are convergent, if and only if q(x) is
an algebraic geometric potential. In Appendix A we present a proof that these power series
are Borel summable, if and only if q(x) is an analytic potential. But for general smooth
potentials these power series seem not to be convergent in any sense. Formally these power
series diagonalize the Floquet matrix at λ =∞. We are now going to prove the main statement
of this section that indeed these power series are an asymptotic expansion of the diagonalization
of the Floquet matrix near λ =∞. Later on we will see that in some sense it is even a Taylor
expansion of this diagonalization. Let us first define the domain of the asymptotic expansion.
Definition 2.5 For any l ∈ N0, ǫ ∈ R+ let Ol,ǫ be the set
Ol,ǫ =
{
λ ∈ C
∣∣∣∣∣ |λ|−1 < ǫ, |λ− kπ
√−1| > 1
ǫ(|k|π)l for all k ∈ Z \ {0}
}
14.
For a fixed M times continuously differentiable potential q let exp(pi(λ)) be the i-th eigenvalue
of the Floquet matrix of the Lax operator on the right hand side of (3):
pi,M(λ) = −piλ−
M∑
m=0
λ−m
∫ 1
0
(bm(x))ii dx. (7)
14For l = 0 we will always assume ǫ > 2/π. This ensures that all these sets contain circles around infinity.
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Finally let UM,ǫ be the set given by
UM,ǫ =
{
λ ∈ C
∣∣∣∣∣ pi,M(λ)− pj,M(λ)2 ∈ OM,ǫ for all i 6= j ∈ {1, . . . , n}
}
.
The polynomials pi(λ) and the sets UM,ǫ depend on the potential q. But for large λ, which
corresponds to small ǫ, pi(λ) is nearly equal to piλ. Hence UM,ǫ consists of all sufficient large λ
with the exception of small domains near λ = 2nπ
√−1
pi−pj , n ∈ Z. With the help of (7) it would be
easy to give an asymptotic expansion of the exact localization of these excluded domains. Later
on we will see that in the case of Hill’s equation, this reproduces the well known asymptotic
expansion of the periodic and antiperiodic eigenvalues (compare e.g. [M-W], [Ho] .)
Theorem 2.6 Let q be an M times continuously differentiable periodic potential. Then three
is a holomorphic matrix valued function h on some Ul,ǫ, which diagonalizes the Floquet matrix
g(1, λ, q) for all l ≤ M . Moreover this matrix valued function can be chosen to be of the
form h = 1 + a holomorphic offdiagonal matrix valued function. Then this function h and the
eigenvalues µ1, . . . , µn of the Floquet matrix may be expanded asymptotically and uniformly on
some Ul,ǫ: ∥∥∥∥∥h(λ)−
(
1 +
M−l∑
m=1
am(0)λ
−m
)∥∥∥∥∥ < δ|λ|M−l+1 15,
|µi − exp(pi,M(λ))| < c|λ|M+1 | exp(pi,M(λ))| i = 1, . . . , n,
with some δ, c > 016.
In order to prove this theorem we need some lemmata.
Lemma 2.7 Let B be a diagonal matrix B = diagonal(β1, . . . , βn) such that β1 is the eigenvalue
of maximal length, which implies |β1| = ‖B‖. In addition consider a matrix A of the form
A =
(
a b
c d
)
with respect to the decomposition Cn = C ⊕ Cn−1. Moreover we assume the
following estimates to be valid for some small ǫ > 0, 0 < δ ≤ 1
4
:
‖A−B‖ ≤ ǫ‖B‖ and |β1 − βi| ≥ ǫ
δ
|β1| for all i 6= 1.
Then there exists exactly one eigenvalue α of A obeying the estimate |α− β1| ≤ ǫ|β1|. Further-
more there exists exactly one matrix of the form
(
1 w
v 1
)
, which satisfies
(
a b
c d
)(
1 w
v 1
)
=
(
1 w
v 1
)(
α 0
0 cw + d
)
.
Finally the assumptions imply the following inequalities:
‖v‖ ≤ δ
1− 2δ , ‖w‖ ≤
δ
1− 2δ and
∥∥∥∥∥
(
α 0
0 cw + d
)
−B
∥∥∥∥∥ ≤ ǫ 1− δ1 − 2δ‖B‖.
15Actually we will prove that for all 1 ≤ l ≤ M and all δ > 0 there exists an ǫ > 0, such that this estimate
holds uniformly on Ul,ǫ. Furthermore, for l = 0 this estimate holds with some δ > 0 uniformly on U0,4/π
(compare with footnote 17).
16The rest of this section may be passed over. It contains the proof of this theorem.
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Proof: Set A(z) = B + z(A−B). Now we make the ansatz A(z)v(z) = α(z)v(z), with
α(z) = β1 +
∞∑
k=1
αkz
k, v(z) =
∞∑
k=0
vkz
k, v0 =


1
0
...

 .
For the K-th power of z we obtain the equation: BvK + (A − B)vK−1 = ∑Kk=0 αkvK−k. All
these equations have a unique solution with vt0vK = 0 for all K > 0, αK = v
t
0(B −A)vK−1 and
(B − β11 )vK = (B − A)vK−1 +∑Kk=1 αkvK−k. Using the assumptions we can give bounds for
|αK | and ‖vK‖:
|αK | ≤ ǫ|β1| · ‖vK−1‖ and
‖vK‖ ≤ δ
ǫ|β1|
(
ǫ|β1| · ‖vK−1‖+
K−1∑
k=1
ǫ|β1| · ‖vk−1‖ · ‖vK−k‖
)
≤ δ
K−1∑
k=0
‖vk‖ · ‖vK−k−1‖.
The equation γ(z) = δzγ2(z)+1 has one solution γ(z) = 1/(2δz)
(
1−√1− 4δz
)
with γ(0) = 1.
The Taylor expansion of this function converges on the domain |z| ≤ 1/(4δ) and is bounded on
this domain by |γ(z)| ≤ 2. This proves that α = α(1) and v(1) exist and are bounded by
|α− β1| ≤ 2ǫ|β1|, ‖v(1)− v0‖ ≤ 1
2δ
(
1− 2δ −√1− 4δ
)
.
Let us now improve these estimates. Since α is an eigenvalue of A we have
inf {|α− βi| | i = 1, . . . , n} ≤ ǫ|β1|
Together with |α−β1| ≤ 2ǫ|β1| and |β1−βi| ≥ 4ǫ|β1| for all i = 2, . . . , n this implies |α−β1| ≤
ǫ|β1|. The following ansatz(
a b
c d
)(
1 w
v 1
)
=
(
1 w
v 1
)(
α 0
0 cw + d
)
is equivalent to the three equations
a+ bv = α, aw + b = wcw + wd,
c+ dv = vα
Since α is an eigenvalue of A, v = (α1 − d)−1c is a solution of the two equations involving w.
The third equation is equivalent to(
a b
c d
)(
1 w
0 1
)
=
(
1 w
0 1
)(
α 0
c cw + d
)
and to
(
1 −w
0 1
)(
a b
c d
)
=
(
α 0
c cw + d
)(
1 −w
0 1
)
.
Again since α is an eigenvalue, w = b(d−α1 )−1 is a solution. The assumptions also guarantee
the following three estimates:
‖d− diagonal(β2, . . . , βn)‖ ≤ ǫ|β1|,
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‖diagonal(β2, . . . , βn)v − β1v‖ ≥ ǫ
δ
‖β1v‖ for all v ∈ Cn−1,
‖β11 − α1 ‖ ≤ ǫ|β1|.
This implies ‖dv − αv‖ ≥ ǫ|β1|(1− 2δ)
δ
‖v‖ and furthermore ‖(d− α1 )−1‖ ≤ δ
ǫ(1− 2δ)|β1| .
Therefore ‖v‖ ≤ δ
1− 2δ and ‖w‖ ≤
δ
1− 2δ and finally∥∥∥∥∥
(
α 0
0 cw + d
)
− B
∥∥∥∥∥ ≤ ǫ|β1|+
∥∥∥∥∥
(
0 0
0 cw
)∥∥∥∥∥ ≤ ǫ|β1|
(
1 +
δ
1− 2δ
)
.
All other eigenvalues α′ of A are also eigenvalues of cw + d. Hence they obey the estimate
inf {|α′ − βi|| i = 2, . . . , n} ≤ 32ǫ|β1|, which is a contradiction to |α′ − β1| ≤ ǫ|β1|. This proves
that α is unique. ✷
Lemma 2.8 Let B be the diagonal matrix B = diagonal(β1, . . . , βn) and A another n×n-matrix
such that the following estimates hold for small ǫ, δ ∈ R+ and all i = 1, . . . , n:
∥∥∥∥∥
i∧
(A)−
i∧
(B)
∥∥∥∥∥ ≤ ǫ
∥∥∥∥∥
i∧
(B)
∥∥∥∥∥ and |βi − βj| ≥ ǫδ sup{|βi|, |βj|}.
Then there exists an invertible matrix h of the form 1 + offdiagonal satisfying Ah = h ·
diagonal(α1, . . . , αn) such that the following inequalities are valid:
‖h− 1 ‖ = o(δ) and |αi − βi| = o(ǫ)|βi|.
Proof: First we rearrange lines and columns in a way, such that
∏i
j=1 βj is an eigenvalue of
maximal length of
∧i(B). Then we make use of the last lemma and, furthermore claim that
∥∥∥∥∥
i∧
(cw + d)−
i∧
(diagonal(β2, . . . , βn))
∥∥∥∥∥ = o(ǫ)
∥∥∥∥∥
i∧
(diagonal(β2, . . . , βn))
∥∥∥∥∥ .
In order to prove this claim we note that the matrix
i+1∧ (1− wv)
(
1 w
v 1
)−1 = i+1∧
(
1 −w
−v (1− wv)1 + vw
)
has the form
(
1 ·
· ·
)
with respect to the natural decomposition
∧i+1 (C⊕ Cn−1) ≃ ∧i (Cn−1) ⊕ ∧i+1 (Cn−1). Hence
the matrix
i+1∧ ( 1 −w
−v (1− wv)1 + vw
)(
i+1∧
(A)−
i+1∧
(B)
)
has the form (
α
∧i(cw + d)− β1 ∧i (diagonal(β2, . . . , βn)) ·
· ·
)
.
Finally the bound ∥∥∥∥∥
i∧
(cw + d)−
i∧
(diagonal(β2, . . . , βn))
∥∥∥∥∥ ≤
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≤ 1|β1|
∥∥∥∥∥
i+1∧ ( 1 −w
−v (1− wv)1 + vw
)∥∥∥∥∥ ·
∥∥∥∥∥
i+1∧
(A)−
i+1∧
(B)
∥∥∥∥∥+ |α− β1||β1|
∥∥∥∥∥
i∧
(cw + d)
∥∥∥∥∥
and the last lemma proves the claim. The inductive use of this claim and the last lemma now
proves the lemma. ✷
The assumptions of Lemma 2.8 contain two estimates. In the application we have in mind the
first is just the content of Corollary 2.3, but to ensure the second estimate we need two further
lemmata.
Lemma 2.9 For all δ > 0 and l ∈ N there exists an ǫ > 0, such that for all λ ∈ Ol,ǫ
| sinh(λ)| ≥ 1
δ|λ|l exp (|ℜ(λ)|)
17.
Proof: First we use the following bound from below: | sinh(λ)| ≥ exp (|ℜ(λ)|) | sin (ℑ(λ)) |/2.
To each δ > 0 there exists an ǫ > 0, such that for all
√−1ℑ(λ) ∈ Ol,ǫ | sin (ℑ(λ)) | ≥ 2δ−1|λ|−l,
and therefore the above estimate also holds. On the other hand | sinh(λ)| is again bounded
from below by
| sinh(λ)| ≥ 1
2
(1− exp (−2|ℜ(λ)|)) exp (|ℜ(λ)|) .
Hence the proposed estimate holds also in the domain (1− exp (−2|ℜ(λ)|)) ≥ 2δ−1|λ|−l. The
union of the domains of both kinds clearly contains some Ol,ǫ. ✷
Lemma 2.10 Let β1(λ) and β2(λ) be two functions of the form
β1(λ) = exp
(
p1λ+ polynomial(λ
−1)
)
= exp (p1(λ)) ,
β2(λ) = exp
(
p2λ+ polynomial(λ
−1)
)
= exp (p2(λ))
Then for all δ > 0 and l ∈ N there exists an ǫ > 0, such that for all p1(λ)−p2(λ)
2
∈ Ol,ǫ
|β1(λ)− β2(λ)| ≥ 1
δ|λ|l sup{|β1(λ)|, |β2(λ)|}.
Proof: We have
exp (p1(λ))− exp (p2(λ)) = 2 exp
(
p1(λ) + p2(λ)
2
)
sinh
(
p1(λ)− p2(λ)
2
)
,
sup {| exp (p1(λ)) |, | exp (p2(λ)) |}
∣∣∣∣∣exp
(
−p1(λ) + p2(λ)
2
)∣∣∣∣∣ = exp
(∣∣∣∣∣ℜ
(
p1(λ)− p2(λ)
2
)∣∣∣∣∣
)
.
Hence the last lemma gives for each δ > 0 an ǫ > 0, such that for all p1(λ)−p2(λ)
2
∈ Ol,ǫ
| exp (p1(λ))− exp (p2(λ)) | ≥ exp (sup {ℜ (p1(λ)) ,ℜ (p2(λ))})
δ
∣∣∣∣∣p1(λ)− p2(λ)2
∣∣∣∣∣
−l
.
17This estimate is proven in [P-T, Lemma 2.1] for l = 0, δ = 4 and ǫ = 4/π.
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For p1 − p2 not being zero, there surely exists some neighbourhood of λ = ∞ and some c > 0
such that ∣∣∣∣∣p1(λ)− p2(λ)2
∣∣∣∣∣
−l
≥ c|λ|−l.
This proves the lemma. ✷
Now we are ready to give the Proof of Theorem 2.6: We want to apply Lemma 2.8. Two
estimates are assumed in this lemma. These estimates are shown to be fulfilled one after
another. First we make an observation. If g is the fundamental solution of the differential
equation (
d
dx
+ a(x)
)
g(x) = 0, g(0) = 1 ,
then
∧i(g) is the fundamental solution of the differential equation
(
d
dx
+ d
i∧
(a(x))
)
i∧
(g(x)) = 0,
i∧
(g(0)) = 1 .
Here d
∧i(A) is defined to be (A ∧ 1 ∧ ... ∧ 1 ) + ...+ (1 ∧ 1 ∧ ... ∧A). We also remark that if
‖A−B‖ ≤ ǫ, then ‖d∧i(A)− d∧i(B)‖ ≤ iǫ. If we take the two Lax operators of inequality (4)
in Theorem 2.4 and the i-th exterior powers, respectively, these inequalities ensure the validity
of the assumption of Corollary 2.3 with ǫ = c|λ|−M−1. Corollary 2.3 for its part ensures the first
estimate of the assumption in Lemma 2.8 with ǫ = c|λ|−M−1 for some c > 0 (not necessarily
the same as in Theorem 2.4). Now the second estimate of the assumption of Lemma 2.8 is
guaranteed by Lemma 2.10, if δ in Lemma 2.8 is changed to δc|λ|l−M−1 and the same ǫ as in
Theorem 2.6. Now the first estimate of Lemma 2.8 ensures that the matrix, which diagonalizes
the first Lax operator in the inequality (4) exists and is uniformly bounded by δc|λ|l−M−1 with
some constant c (not necessary the same as above) on the domain of Lemma 2.10. The second
estimate of Lemma 2.8 proves the second estimate of Theorem 2.6. ✷
3 The Riemann surface
In this section we will introduce the Riemann surface corresponding to the Floquet matrix. For
the moment it is defined as the curve given in terms of the eigenvalue equation of the Floquet
matrix
R(λ, µ) = det
(
µ1 − g(1, λ, q)
)
= 0.
After normalization this is an open n-fold covering of the complex plane λ ∈ C and therefore
an open smooth Riemann surface (see for example Theorem 8.9 [Fo] ). We intend to establish
a one to one correspondence between some line bundles and potentials. This construction has
already been carried out in the case of algebraic geometric potentials [Kr-1] , [R-S-T] . On open
Riemann surfaces all line bundles are trivial (Theorem 30.3 [Fo] ), so we have to impose some
decay condition near λ =∞. We want to do this with the help of the asymptotic expansion of
the last section. Indeed, similar to the algebraic geometric case, we may add covering points
of λ =∞ to the Riemann surface, if we concede them an exceptional position. In this section
we want to provide a first impression of this strange behaviour of the Riemann surface near
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λ =∞. It can be summarized in the statement that almost everything holds as in the context
of compact Riemann surfaces.
Definition 3.1 From now on we fix a smooth periodic potential q. Theorem 2.6 shows that for
an arbitrary l ∈ N0 over some Ul,ǫ the Riemann surface is an unbranched n-fold covering, and
that there is a natural way to index the sheets with the numbers i = 1, . . . , n corresponding to
the eigenvalue µi of the Floquet matrix. Each of these sheets can of course uniquely be extended
to those small excluded domains of Ul,ǫ, where only other sheets have branchpoints. To each
extended sheet over a domain near λ = ∞ we add the point λ = ∞ and take the extended
sets of Ul,δ, δ ≤ ǫ, as a base of neighbourhoods of this new point: For each i = 1, . . . , n these
neighbourhoods are the liftings into the i-th sheet of the sets
{
λ ∈ C
∣∣∣∣∣pi,l(λ)− pj,l(λ)2 ∈ Ol,δ for all j 6= i
}⋃ {∞} .
(Compare with Definition 2.5). This base of neighbourhoods of the n covering points over λ =∞
together with the usual topology over C defines the topology τl
18. Because Ol,ǫ is contained in
Om,ǫ for ǫ < 1, l ≤ m, these topologies are ordered: τ0 ⊃ τ1 ⊃ ... . Finally we define τ∞ as the
finest topology, which is coarser than all these topologies. This n-fold covering over C ∪ {∞}
together with the topology τ∞ will be called the Riemann surface Y . Taking the sets Ul,ǫ ∪ {∞}
as a base of neighbourhoods of λ =∞ there is also a sequence of topologies τ0 ⊃ τ1 ⊃ ... ⊃ τ∞
on C ∪ {∞}. The space C ∪ {∞} together with the topology τ∞ will be called X.
Remark 3.2 We will see in the next section that the Riemann surface Y may be an unbranched
covering over some of these excluded domains. For the analytic investigation of the Riemann
surface Y it would be appropriate not to exclude such domains from the neighbourhoods of the
covering points of infinity. But it could happen that a singular Riemann surface, namely with
singularities in such unbranched coverings over excluded domains, corresponds to the potential
q in a way, which is established in the next section. The topology defined above fits in the most
singular case, namely the algebraic curve defined by the equation R(λ, µ) = 0.
Obviously X and Y are Hausdorff spaces, but no topological manifolds. The covering map
π : Y 7→ P1 is continuous, but in general the map π : Y 7→ X is not continuous. A function on
X and Y , respectively is called holomorphic, if it is holomorphic on C and π−1(C), respectively
and if all derivatives of f can be extended continuously to the whole of X and Y , respectively.
Analogously meromorphic functions are meromorphic functions on C and π−1(C), respectively,
such that on some neighbourhood of infinity and π−1(∞) respectively λ−lf is holomorphic for
some l ∈ N. Now it should be evident how to define the sheaves OX and OY of holomorphic
functions and MX and MY of meromorphic functions.
Lemma 3.3 For each open set U of P1, the sections of the sheaf OX restricted to U coincide
with the holomorphic functions on U in the usual sense. In particular H0(X,OX) = C and
H0(Y,OY ) = C.
18For l = 0 we assume that ǫ > 2/π (compare with footnote 14).
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Proof: By the maximum modulus Theorem [Co] the sections of OX restricted to some U and all
their derivatives are continuous with respect to the topology of P1. Hence they are holomorphic
in the usual sense. All holomorphic functions on P1 are constant, so that H
0(X,OX) = C
follows. Due to the same argument all the elementary symmetric functions of a holomorphic
function on Y with respect to the covering π : Y 7→ P1 [Fo] have to be constant and therefore
the holomorphic functions on Y also have to be constant. ✷
This is the first analogy of our Riemann surface with compact Riemann surfaces. Before we
proceed to further analogies, let us join on to the last section.
Lemma 3.4 A function holomorphic on some Ul,ǫ can be extended to a function holomorphic
on Ul,ǫ ∪ {∞}, iff it can be expanded asymptotically uniformly on some UL,δ for each L > l in
the following manner
∣∣∣∣∣f(λ)−
M∑
m=0
amλ
−m
∣∣∣∣∣ < cM|λ|M+1 for all M ∈ N.
Proof: If f is holomorphic on some Ul,ǫ, it has by definition a Taylor expansion at λ =∞. This
Taylor expansion obviously gives an asymptotic expansion of the desired form. Conversely
let f have such an asymptotic expansion. For each λ0 ∈ UL,δ′ with δ′ < δ there is a ball
B(λ−10 , c|λ0|−L−2) =
{
λ
∣∣∣ |λ−1 − λ−10 | < c|λ0|−L−2} inside UL,δ with some c > 0 depending on
L and δ but not on λ0. Now with the help of Cauchy’s estimate [Co] the asymptotic expansion
leads to an asymptotic expansion of f ′ = df
dλ−1
on UL,δ′ of the form
∣∣∣∣∣f ′(λ)−
M∑
m=0
mamλ
−m+1
∣∣∣∣∣ < cMc|λ|M−L+3
and therefore ∣∣∣∣∣f ′(λ)−
M∑
m=0
mamλ
−m+1
∣∣∣∣∣ < c˜M|λ|M−L+3
with some new constants c˜M . This proves that f
′(λ) is continuous with respect to the topology
τL and has an asymptotic expansion similar to f . The repeated application of this claim to
higher and higher derivatives shows that all derivatives can continuously be extended with
respect to all topologies τL. This proves the claim. ✷
There are similar statements about the holomorphic functions on Y with completely analogous
proofs.
We emphasize that the inverse of a meromorphic function is not necessarily also a mero-
morphic function. In fact, the inverse of a meromorphic function would be meromorphic, if we
could exclude that this meromorphic function has a zero of infinite order at infinity or at some
of the covering points of infinity, respectively. However, this is not possible and we will provide
an example of a function with these properties at the end of this section. Now it is quite obvious
that the divisor of an invertible meromorphic function consists of a finite part far away from
infinity, of sequences of finite divisors inside the small excluded domains of the neighbourhood
of infinity and of a finite contribution at infinity. More precisely, to each meromorphic function
there exists a neighbourhood of infinity and π−1(∞) respectively, such that the restriction of
this function to this neighbourhood has poles or zeros at most at infinity. Let us choose a
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subset of this neighbourhood out of the base given above in Definition 3.1, defining a sequence
of excluded domains. In the sequel we will often make some statements about these excluded
domains of this base of neighbourhoods. For this purpose we abbreviate the multiple index
(i, j, k) used in Definition 3.1 by ι :
ι ∈ I, with I = {(i, j, k) | k ∈ Z, i < j ∈ {1, . . . , n}} .
Moreover, the absolute value of ι is defined as |ι| = |(i, j, k)| = |k|. This index will be used as
follows. Given any neighbourhood Ul,ǫ as in Definition 2.5, the index ι = (i, j, k) ∈ I specifies
the excluded domain of Ul,ǫ defined as the union of the i-th and j-th sheet in Y over the set of
λ’s satisfying ∣∣∣∣∣pi,l(λ)− pj,l(λ)2 − kπ
√−1
∣∣∣∣∣ ≤ 1ǫ(|k|π)l .
By definition, if k = 0, the excluded domains form the whole of Y . Excluded domains having
non empty intersection will be identified. Thus the set I does not really label the excluded
domains. For the sake of simplicity we do not use a more precise notation. The actual precise
meaning will be clear from the context.
Holomorphic and meromorphic differential forms on X and Y , respectively, are defined near
infinity as holomorphic and meromorphic functions, respectively, times dλ−1 and otherwise as
usual.
Theorem 3.5 For each meromorphic differential form, the sequence (rι)ι∈I of the correspond-
ing total residues of the excluded domains defines an element of the Fre´chet space
l∞I =
{
(αι)ι∈I
∣∣∣∣∣
∑
ι∈I
|αι| · |ι|l <∞ for all l ∈ N0
}
Hence the total residue is well defined and is equal to zero.
Proof: The sequence of residues of every form ω =
(∑M2
m=M1 amλ
−m
)
dλ is asymptotically equal
to zero for arbitrary integers M1 ≤ M2. If we use the Cauchy integral representation of the
total residue, the asymptotic expansion of the meromorphic differential form analogous to the
asymptotic expansion of Lemma 3.4 shows the convergence of the sequence of total residues to
be faster than any inverse power of |λ|. Since the absolute value of the index ι is bounded by
some constant times the absolute value of λ inside the excluded domain with index ι : |ι| < c|λ|,
the claim about the asymptotic behaviour follows. The last statement is now obvious. ✷
Corollary 3.6 Let f be a meromorphic function, whose inverse is also a meromorphic func-
tion. Then the sequence of total degrees (dι)ι∈I of the excluded domains is asymptotically equal
to zero: dι = 0 for all |ι| ≥ N , with some positive integer N . Therefore the total degree of f is
well defined and is equal to zero.
Proof: Due to the assumption on f, f−1df is a meromorphic differential form. Therefore the
residue of this form is a integer multiple of 2π
√−1 and the claim follows from the preceeding
theorem. ✷
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Remark 3.7 As a consequence of this corollary the equivalence classes of divisors decompose
into components in analogy to the connected components of the Picard group of compact Rie-
mann surfaces. But they are not only labeled by the total degree as in the case of compact
Riemann surfaces: For every divisor, which in general is defined as a cross section of the mul-
tiplicative sheafM∗X/O∗X andM∗Y /O∗Y respectively, there exists a neighbourhood of infinity and
all covering points of infinity, respectively, such that the restriction to this neighbourhood may
have only contributions at infinity and all covering points of infinity respectively. Hence we can
associate to each divisor a sequence of total degrees in the excluded domains indexed by ι ∈ I :
deg : divisors → integer valued sequences indexed by ι ∈ I, D 7→ (degι(D))ι∈I .
If the absolute value of ι is small, degι depends on the choice of Ul,ǫ defining the excluded
domain with index ι. Moreover, as mentioned before, there corresponds only one degree to
excluded domains having a non empty intersection, namely the total degree of the union of these
excluded domains. If degι(D) = degι(D
′) for all |ι| ≥ N , with some positive integer N , the
degrees of D and D′ are called asymptotically equal. If in addition
∑
|ι|≤K degι(D)−degι(D′) = 0
for all K ≥ N we call the degrees of two such divisors asymptotically and totally equal. Hence
the degrees of two linear equivalent divisors D and D′ are asymptotically and totally equal.
Consequently the components of the equivalence classes of divisors are labeled by equivalence
classes of integer valued sequences indexed by ι ∈ I, which are asymptotically and totally equal.
Having exhibited some analogies between our Riemann surfaces X and Y and ordinary com-
pact Riemann surfaces, we will turn to the question whether there actually exist meromorphic
functions with infinitely many poles. Before we answer this question in the next section for the
surface Y , we will now give the answer for the surface X19.
Example 3.8 Let (αi)i∈N and (βi)i∈N be two sequences of C ⊂ X = P1 satisfying the following
conditions:
(i) |αi+1| ≥ |αi|, |βi+1| ≥ |βi|.
(ii) Both sequences have no accumulation points in X.
(iii) For all large i, αi and βi are contained in a common excluded domain.
(iv) |αi|l > i, |βi|l > i for i ≥ I, with some positive integers I and l.
Due to (ii) each excluded domain contains only a finite number of α′s and β ′s. Condition
(iv) ensures that this number is bounded by some power of |λ| with λ being a point in the
excluded domain. In consideration of the topology of X these conditions ensure that the sequence
(αi − βi)i∈N defines an element of the Fre´chet space l∞. Here l∞ is
l∞ =
{
(αι)ι∈N
∣∣∣∣∣
∑
ι∈N
|αι| · |ι|l <∞ for all l ∈ N0
}
Now with help of the well known test of convergence for infinite products [Co] it is straightfor-
ward to prove that f(λ) =
∏
i∈N(λ− αi)/(λ− βi) is a meromorphic function on X.
19These two examples may be passed over.
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Example 3.9 For all ι ∈ I let αι(λ)/βι(λ) be a rational function on P1, which has a zero at
infinity and poles only inside the image under π of the excluded domain corresponding to the
index ι of some Ul,ǫ for all l ∈ N. Let ‖ · ‖l,ǫ,ι be the supremum norm on the boundary of the
domain excluded from Ul,ǫ and corresponding to the index ι. Then it is quite easy to prove that
f(λ) =
∑
ι∈I
αι(λ)
βι(λ)
is a meromorphic function on X, whenever
∑
ι∈I
∥∥∥∥∥αι(λ)βι(λ)
∥∥∥∥∥
l,ǫ,ι
<∞ for all l ∈ N with some ǫ > 0 depending on l.
This even implies that for all l, k ∈ N and the same ǫ as before ∑
ι∈I
∥∥∥∥∥αι(λ)βι(λ)
∥∥∥∥∥
l,ǫ,ι
|ι|k <∞.
Finally we want to present the promised counterexample of a meromorphic function, whose
inverse is not a meromorphic function. Let g(x) be a smooth periodic function, with a Taylor
expansion at x = 0 identically equal to zero. Then the coefficients of the Fourier expansion
g(x) =
∑
j∈Z γj exp
(
2πj
√−1x
)
satisfy the relations
∑
j∈Z j
lγj = 0 for all l ∈ N. Now we define
f(λ) =
∑
j∈Z
γjλ
λ− j =
∑
j∈Z
γj
1− j/λ,
which according to Example 3.9 is a meromorphic function on some appropriately chosen X .
But all derivatives of f at infinity vanish:
f (l)(λ) =
∑
j∈Z
(j)lγjl!
(1− j/λ)l+1 .
Hence the inverse of f is not meromorphic. On the other hand f is not identically zero, if g is
not identically zero. With the choice
g(x) = exp
(
1
(z − 1)2
)
, z = exp
(
2π
√−1x
)
we obtain a meromorphic function f 6= 0, whose inverse is not meromorphic.
4 The dual eigen bundle
In this section we will associate a line bundle E(q) over the Riemann surface Y to the potential
q. This correspondence q 7→ E(q) will be injective, which means that although there are
many potentials, which correspond to the same Riemann surface Y , there is only one, which
in addition corresponds to a given line bundle. Moreover, we will be able even to reconstruct
the potential from the line bundle. This inversion is called the inverse scattering map or the
inverse spectral transform. Indeed, in the case of Hill’s equation for example, the line bundle
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can be described in terms of the corresponding Dirichlet or Neumann eigenvalues; both of them
essentially define equivalent divisors corresponding to the line bundle (for the precise statements
see e.g. [MK-T-1]).
The matrix h(λ) in Theorem 2.6 combines all eigenvectors of the Floquet matrix. Therefore
it can also be used to describe the eigen bundle. But in case the potential has a trivial Taylor
expansion at x = 0, the offdiagonal part of h has a trivial asymptotic expansion at infinity.
This would face us with the problem of poles of infinite order. To avoid this we conjugate the
Lax operator and therefore also the Floquet matrix with the matrix
h0 =
1√
n


1 1 . . 1
1 s . . sn−1
. . . . .
. . . . .
1 sn−1 . . s(n−1)(n−1)


, s a primitive n-th root of unity,
i.e. L 7→ Ad(h0)L, g(1, λ, q) 7→ F (λ, q) = Ad(h0)g(1, λ, q) and h(λ) 7→ h0h(λ).
Lemma 4.1 Both equations
π∗ ((F (λ, q)) v = vµ and (8)
wπ∗ (F (λ, q)) = µw (9)
have solutions being vector valued meromorphic functions v =


v1
...
vn

 , w = (w1, . . . , wn) on
Y. These solutions are unique under the additional normalization condition vi = 1 and wi = 1
for any fixed i = 1, . . . , n.
Proof: From the definition of the Riemann surface we know that det
(
µ1 − F (λ, q)
)
= 0.
Therefore for any λ ∈ C there exist solutions v and w as above with(
µ1 − F (λ, q)
)
v = 0 and w
(
µ1 − F (λ, q)
)
= 0.
Explicitly such solutions v and w can be given in terms of polynomials of the entries of F (λ, q)
and µ. Therefore at least formally we can explicitly write down solutions of the desired form
in terms of rational functions in the entries of F (λ, q) and µ. If the denominator does not
vanish identically, this gives a meromorphic solution on π−1(C). In the proof of Theorem 2.6
it was shown that there exist values of λ, for which all eigenvalues are distinct. This implies
the uniqueness of the solutions of the desired form. Furthermore Theorem 2.6 gives a quotient
of two asymptotic expansions for the solutions. The leading term of the denominator is given
by some entry of h0 and is therefore not zero. Hence we obtain an asymptotic expansion near
infinity of the solutions, guaranteeing the formal solutions on π−1(C) to be meromorphic. Now
Lemma 3.4 proves the claim. ✷
This lemma shows that equations (8) and (9) define holomorphic maps from Y to Pn−1 and
therefore holomorphic line bundles on Y . The line bundles described by v and w are called the
eigen bundle and the transposed eigen bundle of q and denoted by E(q) and Et(q) respectively.
4 THE DUAL EIGEN BUNDLE 21
It is more convenient to work with the corresponding dual bundles E∗(q) and Et
∗
(q). We want
to use divisors to describe these line bundles: Set D(q) to be the negative divisor of v with
v1 = 1 and D
t(q) to be the negative divisor of w with w1 = 1. They are both integral divisors.
In general a divisor of a matrix valued meromorphic function is defined by the highest order
of the poles and by the lowest order of the zeros of all its entries respectively. Finally let us
introduce the sheaf Oq of holomorphic functions on P1 with values in the space of the n × n-
matrices, which commute with F (·, q). Outside of the branchpoints, each diagonalization of F
also diagonalizes every section of Oq. Hence the eigenvalues of sections of Oq can be considered
as holomorphic functions on Y , at least outside the branchpoints, and with the help of [Fo,
Theorem 8.2] everywhere on Y . This establishes a sheaf homomorphism εq : Oq → π∗(OY ) of
sheaves of rings on P1. The map εq is injective, because the diagonalization of F can be used
to invert εq outside of the branchpoints.
Definition 4.2 The potential q is called non-singular, if εq is an isomorphism of sheaves and
singular, if εq is not surjective. If q is singular the image of Oq defines a singular Riemann
surface Y ′ with normalization p : Y → Y ′, such that the following diagram commutes
Y Y ′
P1
p
π π′❅❅❅❘
 
  ✠
✲
and the induced map ε′q : Oq → π′∗(OY ′) is an isomorphism of sheaves. Here OY ′ is the structure
sheaf of Y ′.
The commutative diagram ensures that Y ′ can only have covering points over the same base
point as multiple points. This is in fact the only possibility for singular points: a branchpoint
of the eigenvalues of F , which is removed on Y . But we want to emphasize that there may
exist branchpoints of the eigenvalues of F , which also are removed on Y ′. Hence we have in
general three branching divisors banalytic ≤ beffective ≤ balgebraic on Y . Here the analytic branching
divisor is defined by the branching order of the map π. The effective branching divisor is in
some sense the branching divisor of the singular Riemann surface Y ′. It will be defined in
Section 10. Finally the algebraic branching divisor is defined by the zeros of ∂R(λ,µ)
∂µ
. The
algebraic branching divisor is equal to the effective branching divisor corresponding to the
most singular curve, which is defined by R(λ, µ) = 0. From now, unless stated explicitly, we
restrict ourselves to the simplest case banalytic = beffective = balgebraic. The general case will be
treated in Section 10.
The global sections v1 = 1, v2, . . . , vn and w1 = 1, w2, . . . , wn define sheaf homomorphisms
φv : OnP1 → π∗(OD(q))20, (f1, . . . , fn) 7→
∑n
i=1 fivi
φw : OnP1 → π∗(ODt(q)), (f1, . . . , fn) 7→
∑n
i=1 fiwi.
Theorem 4.3 φv and φw are isomorphisms. In particular v1, . . . , vn and w1, . . . , wn span the
space of global sections of OD(q) and ODt(q), respectively. Moreover, v1, . . . , vn and w1, . . . , wn
are uniquely defined by D(q) and Dt(q), respectively and by their values at all covering points
of infinity.
20For all divisors D the sheaf OD is defined to be the sheaf of meromorphic functions f satisfying locally
(f) ≥ −D.
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Proof: The proof is given for v. It is the same for w. Clearly the image of φv is an Oq module.
Hence it is also an π∗(OY ) module. But OD(q) is generated by v1, . . . , vn as an OY module.
Therefore φv is surjective. At each point λ0 with distinct eigenvalues µ1, . . . , µn of F (λ0, q), the
values of v constitute a basis of Cn. Hence φv is injective in a neighbourhood of such a point.
Then φv is an isomorphism. The values of v at all covering points of infinity are the columns
of h0. There they also form a basis. This verifies the last claim. ✷
The dependence on the values at infinity suggests a modification of the notion of linear equiv-
alence: Modified principal divisors are defined as divisors of meromorphic functions, which are
equal to 1 at all covering points of infinity. This also excludes meromorphic functions with zeros
of infinite order. Geometrically this corresponds to the identification of all the covering points
of infinity and therefore makes Y singular. But for reasons of simplicity we use the notion of
modified linear equivalence. A line bundle in this modified sense is a line bundle on Y together
with an identification of all its fibers over the covering points of infinity. Theorem 4.3 shows
that D(q) is the unique integral divisor, which is modified equivalent to D(q), or equivalently,
that E∗(q) has a unique cross section, which respects the identification over all covering points
of infinity. The v′is are uniquely determined as the quotients of cross sections with specified
values at the covering points divided by this unique cross section.
Counting Lemma 4.4 In the sense of Remark 3.7 the branching divisor b has asymptotically
and totally the degree (2, 2, . . .).
We want to remind the reader that although the number of branchpoints is of course infinite,
this has a precise meaning: All but finitely many branchpoints are pairwise located in excluded
domains indexed by ι ∈ I with the exception of finitely many indices. Furthermore the number
of excluded branchpoints is twice the number of excluded indices.
Proof: The branchpoints are the zeroes of the discriminant of R(λ, µ), considered as a
polynomial in µ. In [P-T] it is shown that Lemma 2.9 is true even for δ = 4, l = 0 and ǫ = 4/π.
Hence Lemma 2.10 is also true for δ = 2, l = 0 and ǫ = 4/π : For λ ∈ O0,ǫ
|exp(p1λ)− exp(p2λ)| ≥ 1
2
sup {|exp(p1λ)| , |exp(p2λ)|} .
On the other hand for |λ| large enough Theorem 2.6 gives:
|µ1 − exp(p1λ)| < c|λ| |exp(p1λ)| and |µ2 − exp(p2λ)| <
c
|λ| |exp(p2λ)| .
These two estimates give for |λ| large enough and λ ∈ O0,ǫ :∣∣∣(µ1 − µ2)2 − (exp(p1λ)− exp(p2λ))2∣∣∣ < |exp(p1λ)− exp(p2λ)|2 .
The same is of course true for µi, µj, i 6= j ∈ {1, . . . , n}. Now Rouche´’s Theorem [Co] proves
the claim. ✷
Any two solutions of (8) and (9) can be used to define a matrix valued meromorphic function
on the Riemann surface Y : P = v(w · v)−1w. If f and g are meromorphic functions on Y ,
and v˜ = vf and w˜ = gw, then v˜(w˜ · v˜)−1w˜ = v(w · v)−1w. Therefore P does not depend on
the special choice of v and w. In the definition of P we may in particular assume that locally
v and w have no poles and zeros. This function P has some nice properties:
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Lemma 4.5 (i) P 2 = P
(ii) Pπ∗(F ) = π∗(F )P = µP
(iii) The sum over the sheets of P is equal to 1 .
(iv) The divisor of P is −b.
Proof: (i) and (ii) directly follow from the definition. Now let v1, . . . , vn and w1, . . . , wn be the
values of v and w, respectively at all the covering points of some λ0 not being a branchpoint:
set µ1, . . . , µn for the distinct eigenvalues of F (λ0, q). The following relations ensure the v
′s
and the w′s to form two bases of Cn : Fvi = viµi, wiF = µiwi. This implies wivj = 0 if
i 6= j, and the v′s and the w′s are therefore up to a factor dual bases of Cn. Hence we have∑n
i=1 v
i(wivi)−1wi = 1 , which proves (iii). The negative divisor of P must be integral, because
P only can have poles. In fact we may assume that v and w have neither poles nor zeroes, and
only the denominator wv can vanish. The proof of (iii) shows that the poles of P are exactly the
branchpoints and even more precisely, that the divisor of P is −b. Indeed considering the proof
of (iii) we know that for y, y′ in a small neighbourhood of some branchpoint y0, the number of
zeros of the function w(y)v(y′), if we fix either y or y′, is equal to the branching order. This
proves (iv). ✷
Theorem 4.6 The divisors D(q) and Dt(q) have asymptotically and totally degree (1, 1, . . .) in
the sense of Remark 3.7. Moreover, if v and w are solutions of (8) and (9) with v1 = 1 = w1,
the following equation for divisors holds:
D(q) +Dt(q) + (w · v) = b. (10)
Finally, the function wv induces an equivalence relation in the modified sense.
Proof: The divisor of v·w is equal to −D(q)−Dt(q). Hence equation (10) is a direct consequence
of (iv) from Lemma 4.5. At each covering point of infinity, w · v is equal to n. This proves the
last statement. Now we claim that D(q) and Dt(q) have asymptotically and totally the same
degree. With this claim the first statement of the theorem follows from Corollary 3.6 and the
counting Lemma21. In order to prove the claim we need another lemma. By π we also denote
the induced homomorphism from the group of divisors of Y into the group of divisors of X .
Lemma 4.7 Let g ∈ GL(n,MX) be the unique solution of gv = wt. Then one has the following
relation between divisors:
(det(g)) = π (D(q))− π
(
Dt(q)
)
.
Proof: Due to Theorem 4.3 the support of the divisor of det(g) is contained in the image of the
union of the support of D(q) and Dt(q) under π. For every meromorphic function f on Y , there
exists a unique n×n-matrix valued function gf on X , such that gfv = vf and gfwt = wtf , and
the determinant of gf is equal to the n-th elementary symmetric function of f with respect to
the covering map π. Theorem 4.3 even shows that the supports of the divisors of det(g) det(gf)
and det−1(gf) det(g) are contained in the image of the union of the support of (f) +D(q) and
21Implicit in Section 5 we will give another proof. In fact, the proof of the implication (i)⇒ (ii) of Theorem 5.5
implies the first statement.
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Dt(q) and the union of the support of D(q) and (f)+Dt(q) respectively. This proves the claim.
✷
Completion of the proof of Theorem 4.6: The function g of the last lemma is a meromorphic
function on X , which is equal to h−10 h
−1t
0 at infinity. Hence there exists a neighbourhood
of infinity, such that | det(g) − 1| < 1 in this neighbourhood. Now Rouche´’s Theorem [Co]
implies that D(q) and Dt(q) have asymptotically and totally the same degree. Indeed, if there
exist disjoint excluded domains, whose images under π have non empty intersection, the n-fold
covering π decomposes near these excluded domains into coverings containing actual only one
excluded domain. The application of the last lemma to each of these coverings proves the claim
even in this case. ✷
Due to equation (10) the equivalence class of one of the divisors D(q) and Dt(q) determines
the other equivalence class. In the remainder of this section we present a way to reconstruct
the potential q from the divisor D(q). This will be done in three steps:
step 1: Theorem 4.3 shows that the sections v1 = 1, v2, . . . , vn of the sheaf OD(q) are uniquely
determined by D(q).
step 2: Theorem 2.4 and Theorem 2.6 enable us to obtain the complete Taylor expansion of
q(x) at the point x = 0 from the asymptotic expansion of v.
step 3: For each x ∈ R/Z, let Tx be the shift by x on the space of potentials: (Txq)(y) = q(x+y).
The Riemann surface Y will not change under the shift and the line bundle E(Txq) will
be described in terms of the line bundle E(q).
The first step has already been carried out.
In the second step we have to restrict the space of potentials:
Assumption 4.8 The diagonal part of the potential is equal to a fixed constant.
This fits with the group theoretical treatment. In fact, with this assumption the space of
potentials forms a coadjoint orbit and therefore possesses a natural symplectic structure. This
observation and a corresponding hamiltonian formulation is well known and can be found in
e.g.[F-T], [Sch].
Equation (5) gives a formula for q(0) in terms of the asymptotic expansion of v. One may
obtain similar formulas for the higher order coefficients of the Taylor expansion of q with the
help of (6). Some details may be found in Appendix A.
Finally we turn to the third step. First we have to ensure that the shift Tx does not change
the Riemann surface. For this purpose let g(x) be the fundamental solution of the differential
equation
(
d
dx
+ a(x)
)
g(x) = 0, g(0) = 1 with some periodic a(x). Then the Floquet matrix of
Txa is given by g(x+1)g
−1(x) = Ad(g(x))g(1). Hence the eigenvalues of the Floquet matrices of
all the Txa coincide. In particular to all the potentials Txq there corresponds the same Riemann
surface. The main tool of this step is given by Floquet theory [Fr]:
If the Floquet matrix g(1) of the above differential equation has a logarithm: g(1) = exp(α),
then the gauge transformation with the periodic differentiable matrix
h(x) = g(x) exp(−xα) transforms a(x) into the constant α. For the application of this obser-
vation in the present context we need a lemma.
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Lemma 4.9 On some neighbourhood of all covering points of infinity, ln(µ) is a meromorphic
function.
Proof: For ǫ small enough, the second estimate of Theorem 2.6 implies an asymptotic expansion
uniformly on UM,ǫ : |ln(µi)− pi,M(λ)| < c|λ|−M−1 with some constant depending on M . Of
course only one branch of ln(µ) satisfies this estimate. Together with Lemma 3.4 this guarantees
the existence of the meromorphic function ln(µ). ✷
Now an easy application of Floquet theory provides solutions of the equations (8) and (9) for
the potential Txq of the form:
v(x, q) = π∗
(
h0g(x, ·, q)h−10
)
v(q)µ−x
w(x, q) = µxw(q)π∗
(
h0g
−1(x, ·, q)h−10
)
.
Here µx is an abbreviation of exp (x · ln(µ)). Now we claim that for all x ∈ R these solutions are
holomorphic vector valued functions on the neighbourhood described in the foregoing lemma,
which take the same values as v(q) and w(q), respectively, at all covering points of infinity. Let
v(Txq) and w(Txq) be the corresponding normalized solutions:
v(Txq) =
v(x, q)
v1(x, q)
w(Tx, q) =
w(x, q)
w1(x, q)
.
Then the functions v1(x, q) and w1(x, q) are the unique solutions of the differential equations
∂v1(x, q)
∂x
= −
((
π∗(h0(pλ+ q(x))h−10 )v(Txq)
)
1
+ ln(µ)
)
v1(x, q), v1(0, q) = 1 and
∂w1(x, q)
∂x
=
((
w(Txq)π
∗(h0(pλ+ q(x))h−10 )
)
1
+ ln(µ)
)
w1(x, q), w1(0, q) = 1, respectively.
These solutions are given by
v1(x, q) = exp−
(∫ x
0
((
π∗(h0(pλ+ q(t))h−10 )v(Ttq)
)
1
+ ln(µ)
)
dt
)
and
w1(x, q) = exp
(∫ x
0
((
w(Ttq)π
∗(h0(pλ+ q(t))h
−1
0 )
)
1
+ ln(µ)
)
dt
)
, respectively.
Now the asymptotic expansion of Theorem 2.6, whose coefficients are calculated in Theorem 2.4,
shows that both functions under the integrals of are holomorphic functions on the neighbour-
hood described in the previous lemma. Furthermore, due to Assumption 4.8 they vanish at all
covering points of infinity. This proves the claim.
The definition of these solutions of the equations (8) and (9) for the potential Txq may be
transformed to
π∗(h0g(x, ·, q)h−10 )v(q) = v(x, q)µxand
w(x, q)π∗(h0g(x, ·, q)h−10 )µxw(q), respectively.
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It is well known that det (g(x, λ, q)) = exp (
∫ x
0 tr (pλ+ q(t)) dt). Hence the map λ → g(x, ·, q)
defines an entire function from C to GL(n,C). Thus the left hand sides define line bundles on
π−1(C) isomorphic to the restriction of E(q) and Et(Txq), respectively. Due to Lemma 4.9, the
function µx is the cocycle of a holomorphic line bundle over Y with respect to the covering
π−1(C) and the neighbourhood given by Lemma 4.9. Let us denote this line bundle by L(x).
Then the foregoing claim implies that
E(q) ≃ E(Txq)⊗ L(x),
Et(Txq) ≃ Et(q)⊗ L(x).
After Theorem 4.3 we introduced a modified notion for line bundles. In order to finish the
reconstruction of the potential out of the line bundle in the modified sense, we remark that
the claim proves these isomorphisms even to be isomorphisms in the modified sense. Since
obviously L∗(x) ≃ L(−x), this proves the
Theorem 4.10 There are two isomorphisms of line bundles in the modified sense for all x ∈ R :
E∗(Txq) ≃ E∗(q)⊗ L(x),
Et
∗
(Txq) ≃ Et∗(q)⊗ L(−x).
✷
For all x ∈ Z, L(x) is trivial, because µ and 1/µ are holomorphic functions on π−1(C). The
line bundles on the right hand sides are well defined for all x ∈ C, but the left hand sides in
general make no sense for x 6∈ R. Only for analytic potentials the line bundles on the left hand
side are defined for some x 6∈ R. This observation provides an idea of the largeness even of
the components of the Picard group H1 (Y,O∗Y ). From Remark 3.7 we recall that the Picard
group has as many components, as there are classes of asymptotically and totally equivalent
integer valued sequences indexed by ι ∈ I. Now we are only interested in a small part of one
component, namely the one corresponding to the sequence (1, 1, . . .). The next section will
provide more details.
5 The Riemann-Roch Theorem
Our next goal is to classify the divisors, which correspond to some potential q. For this purpose
we need as the main tool an appropriate version of the Riemann-Roch Theorem adapted to the
present situation. This is of interest in its own right and the only subject of this section.
We start with a discussion, which will serve as a motivation. On a compact Riemann surface
Y the Riemann-Roch Theorem (see e.g. [Fo]) is given by the relation
dimH0(Y,OD)− dimH1(Y,OD) = 1− g + deg(D),
where g is the genus of Y , and D is any divisor on Y . If Y is an n-fold covering of the
Riemann sphere, with branching divisor b, the genus can be calculated with the help of the
Riemann-Hurwitz formula (see e.g. [Fo]):
g =
deg(b)
2
− n+ 1.
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In our case deg(b) is infinite, and the meaning of the Riemann-Roch Theorem is not clear.
But if there is a finite interpretation of the expression deg(D)− deg(b)/2, then the Riemann-
Roch Theorem still makes sense. Now Theorem 4.6 shows that the divisors, we are interested
in, are exactly of this kind. Also in Theorem 4.3 the dimension of H0
(
Y,OD(q)
)
is calcu-
lated to be equal to n. If we insert this into the Riemann-Roch Theorem, we would obtain
dimH1(Y,OD(q)) = 0. At this point the first difficulty arises: Equation (10) shows that there
exists an exact sequence of homomorphisms of sheaves
0→ OD(q) → Ob → ODt(q)/OY → 0.
If dimH1(Y,OD(q)) were to be equal to zero, the exact cohomology sequence of the short
foregoing exact sequence would imply the short exact sequence:
0→ H0(Y,OD(q))→ H0(Y,Ob)→ H0
(
Y,ODt(q)/OY
)
→ 0.
This means that to any sequence of complex numbers indexed by the points of the divisor
Dt(q), there exists a form which is almost holomorphic and takes these values at the index
points. (i.e. only with poles of order at most two at all covering points of some element of
P1) This can’t be true (see Theorem 9.5). The contradiction is related to the conclusion of
the last section. Indeed, as we explained, we are only interested in an ‘admissible’ part of one
component of the Picard group. Therefore we have to restrict the first cohomology groups to
some ‘admissible’ parts. One way to avoid this difficulty is to rephrase the classical formulation
of the Riemann-Roch Theorem:
dimH0(Y,OD)− dimH0(Y,Ω−D) = 1− g + deg(D),
which due to Serre duality (see e.g. [Fo]) is equivalent to the up-to-date version. There is an
alternative approach, which in some sense compactifies the Riemann surface Y : We use the
inverse image topology of the covering map to calculate the sheaf cohomology. For any sheaf
F on Y define H˜ i(Y,F) = H i(P1, π∗(F)). Clearly H˜0(Y,F) = H0(Y,F). The behaviour of
Cˇech cohomology under refinement (see e.g. [Fo]) shows that H˜1(Y,F) is in fact a subgroup of
H1(Y,F).
Definition 5.1 A divisor D on Y is called of Riemann-Roch type, if
(i) the support of D is contained in π−1(C).
(ii) for some neighbourhood U of infinity in P1, there exist cross sections u1, . . . , un of OD on
π−1(U), such that the map
φu : OnP1 → π∗(OD), (f1, . . . , fn) 7→
∑n
i=1 fiui is an isomorphism of sheaves on U .
The restriction of (i) may be dropped, but then we have to pay attention to the possibility
of zeros of infinite order. On the other hand the condition (i) fits with the modification of
linear equivalence in the last section. From this definition and Lemma 3.3 it is quite obvious
that for each divisor of Riemann-Roch type, π∗(OD) is isomorphic to the sheaf of sections of
a holomorphic vector bundle on P1. In view of the Riemann-Roch Theorem for holomorphic
vector bundles this suggests the following:
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Riemann-Roch Theorem 5.2 Each divisor of Riemann-Roch type D has asymptotic degree
(1, 1, . . .) in the sense of Remark 3.7. Hence deg(D) − deg(b)/2 is a well defined integer.
Moreover both modified cohomology groups are finite dimensional and the following formula is
valid:
dim H˜0(Y,OD)− dim H˜1(Y,OD) = n + deg(D)− deg(b)
2
.
Proof: In condition (ii) we can impose that ui has the same value as vi of Lemma 4.1, with
v1 = 1, at all covering points of infinity. The same argument as used in the proof of Theorem 4.6
shows that the divisors D and D(q) have asymptotically the same degree. If in addition the ui
are even meromorphic on the whole of Y , so that the total degrees of the divisors of the vector
valued function (u1, . . . , un) and of D(q) coincide. But π∗(OD) defines a holomorphic vector
bundle on P1, which always has n independent meromorphic sections [Gu]. Hence we can even
assume that the ui are meromorphic on P1. Now the claim follows from the Riemann-Roch
Theorem for holomorphic vector bundles [Gu]. ✷
From the proof of Lemma 4.5 we conclude that π∗(ODt(q)) is natural isomorphic to the sheaf of
sections of the vector bundle dual to the vector bundle associated to π∗(OD(q)). More generally,
for each divisor D of Riemann-Roch type b−D is also of Riemann-Roch type and the associated
vector bundles are dual to each other. On the other hand the sheaf of holomorphic forms on Y
is isomorphic to the tensor product of Ob with the pullback of the sheaf of holomorphic forms
on P1. Now the Serre duality for holomorphic vector bundles on P1 [Gu] implies Serre duality
for divisors of Riemann-Roch type on Y :
Serre duality Theorem 5.3 For each divisor of Riemann-Roch type D Ω−D corresponds
also to a divisor of Riemann-Roch type D′ ∼ b − D − 2π−1(λ) with some λ ∈ P1. Moreover
there is a natural non-degenerate pairing between H˜0(Y,OD) and H˜1(Y,Ω−D).
✷
The definition of divisors of Riemann-Roch type essentially postpones the main problem,
namely to find sufficiently many divisors of Riemann-Roch type. In the rest of this section
we try to characterize some divisors of Riemann-Roch type through their location. In particu-
lar we are looking for sufficient geometric conditions which in addition are easy to handle.
Let us choose an arbitrary Ul,ǫ. For each ι ∈ I we define π : Yl,ǫ,ι 7→ P1 to be the n-fold
covering, which is obtained from Y after removing all branching points outside of the domain
excluded from Ul,ǫ with index ι. Let Dl,ǫ,ι be the divisor of Yl,ǫ,ι, whose support is contained
in the excluded domain with index ι, and whose restriction to this excluded domain coincides
with the restriction of D to this excluded domain. For large |ι| this definition does not depend
on the choice of Ul,ǫ. If we are only interested in such ι, we will sometimes omit the indices l
and ǫ.
Definition 5.4 A divisor D of Y is called admissible, if
(i) the support of D is contained in π−1(C).
(ii) the direct image sheaf π∗(ODι) is isomorphic to OnP1 for all ι ∈ I, which correspond to ex-
cluded domains in the inverse image of some neighbourhood of infinity under the covering
map π.
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The Riemann-Roch Theorem and the Riemann-Hurwitz formula together ensure deg(Dι) to be
equal to half the branching order of Yι. Hence all admissible divisors have asymptotic degree
(1, 1, . . .). Let D be any admissible divisor. For all sufficiently large ι there exist n unique cross
sections v1,ι, . . . , vn,ι of ODl,ǫ,ι , which take the same values as v1, . . . , vn, with the normalization
v1 = 1, at the covering points of infinity. For all λ outside the domain excluded from Ul,ǫ with
index ι we define the n×n-matrix hl,ǫ,ι(D, λ) as (hl,ǫ,ι(D, λ))i,j = the value of vi,ι at the covering
point in the j-th sheet over λ. Therefore at infinity hl,ǫ,ι(D, λ) is equal to h0. Now we can state
the main theorem of this section.
Theorem 5.5 The following statements are equivalent:
(i) The divisor D is of Riemann-Roch type.
(ii) The divisor D is admissible and
∑
ι ‖hl,ǫ,ι(D, ·)− h0‖l,ǫ,ι < ∞ for all l ∈ N with some ǫ
depending on l.
We defined the norm ‖ · ‖l,ǫ,ι in Example 3.9 as the supremum norm on the boundary of the
domain excluded from Ul,ǫ with index ι. The proof
22 of this theorem is divided into two steps
concerning the two implications. In each step we will first state some lemmata, which are
needed in the following main part of the actual step. Let us begin with the implication (i) ⇒
(ii).
Lemma 5.6 Let D(λ0, R) be the circle {λ ∈ C | |λ− λ0| = R} and let
g : D(λ0, R) → GL(n,C), λ 7→ g(λ) be an analytic map such that ‖g(λ) − 1 ‖ < 1 for
all λ ∈ D(λ0, R). This map g defines a cocycle of the covering {λ ∈ P1 | |λ− λ0| ≤ R} ∪
{λ ∈ P1 | |λ− λ0| ≥ R}. Then the corresponding holomorphic vector bundle on P1 is trivial.
Moreover, the trivialization can be chosen to be in accordance with a given identification of the
fiber over infinity with Cn.
Proof: We remind the reader of the biholomorphic map of P1, which transforms D(λ0, R) into
D(0, 1) and fixes infinity. Let H be the Hilbert space L2(S1,Cn). We have the decomposition
H = H+⊕H− into boundary values of holomorphic maps from the interior of D(0, 1) to Cn and
holomorphic maps defined outside of D(0, 1), which are equal to zero at infinity, respectively.
In [P-S, Proposition (6.3.1)] it is shown that LGL(n,C) is a subgroup of GLres(H+ ⊕ H−).
Moreover it is proven in [P-S, Theorem (8.1.2) and Proposition (8.4.1)] that g admits a Birkhoff
factorization g = g+g−, if g =
(
a b
c d
)
can be written as
(
a− bd−1c b
0 d
)(
1 0
d−1c 1
)
with
respect to the decomposition H = H+⊕H−. Hence the vector bundle is trivial, if d is invertible.
The assumption implies sup
{
‖g(λ)− 1 ‖ | λ ∈ D(0, 1)
}
< 1 and therefore
∥∥∥∥∥
(
a b
c d
)
− 1
∥∥∥∥∥ < 1.
This proves that d is invertible. In the Birkhoff factorization above g− is equal to 1 at infinity,
and the induced trivialization of the vector bundle is in accordance with a given identification
of the fiber over infinity with Cn. ✷
Proof of the implication (i) ⇒ (ii) of Theorem 5.5: Let D be a divisor of Riemann-Roch
type. Then there exist n cross sections v1(D), . . . , vn(D) of OD over the inverse image of a
22The proof of this theorem may be passed over to the first paragraph in front of equation (13).
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neighbourhood of infinity under π, which induce an isomorphism between the direct image sheaf
π∗(OD) and OnP1 . They can be chosen to take the same values as v1, . . . , vn at the covering points
of infinity. On some neighbourhood of infinity in X these cross sections define a holomorphic
n × n-matrix valued function: h(D, λ)i,j = the value of vi(D) at the covering point in the
j-th sheet over λ. Let D(λι, Rι) be any circle around a domain excluded from Ul,ǫ with index
ι, such that all other excluded domains sit outside of this circle. The holomorphic vector
bundle of Lemma 5.6 defined by the cocycle g(λ) = h(D, λ) corresponds to the direct image
sheaf π∗(ODl,ǫ,ι). More precisely, the Birkhoff factorization of h(D, ·) with respect to the circle
D(λι, Rι) is given by h(D, ·) =
(
h(D, ·)h−1l,ǫ,ι(D, ·)h0
)
·
(
h−10 hl,ǫ,ι(D, ·)
)
. Then Lemma 5.6 proves
that the divisor D is admissible, since h−10 h(D, λ) is continuous and equal to the identity matrix
at infinity. Moreover, h(D, λ) has an asymptotic expansion:
∥∥∥∥∥h(D, λ)−
(
h0 +
M∑
m=1
amλ
−m
)∥∥∥∥∥ < cM|λ|M+1 for all M ∈ N uniformly on Ul,ǫ
If ǫ is small enough, then h0 +
∑M
m=1 amλ
−m is a holomorphic map from Ul,ǫ into GL(n,C) and
furthermore
∥∥∥∥(h0 +∑Mm=1 amλ−m)−1
∥∥∥∥ ≤ 2 on this set. Thus we have
∥∥∥∥∥∥
(
h0 +
M∑
m=1
amλ
−m
)−1
h(D, λ)− 1
∥∥∥∥∥∥ <
2cM
|λ|M+1 for all M ∈ N uniformly on Ul,ǫ.
The proof of Lemma 5.6 even shows that
∥∥∥g−(λ)− 1 ∥∥∥ ≤
∥∥∥g(λ)− 1 ∥∥∥
1−
∥∥∥g(λ)− 1 ∥∥∥ for all λ ∈ D(λ0, R).
Hence we obtain the estimate
∥∥∥h−10 hl,ǫ,ι(D, λ)− 1 ∥∥∥l,ǫ,ι ≤ c˜M|λ|M+1
for all M ∈ N and for all indices ι, which correspond to domains excluded from Ul,ǫ. This is
true for all l ∈ N with some ǫ depending on l. This implies (ii).
Now we want to prove the implication (ii) ⇒ (i). Let us first explain the strategy of the
proof. Let D be a divisor with the assumed properties. We will see that there exist unique
cross sections v1(D), . . . , vn(D) of OD over π−1(U), with some neighbourhood U of infinity on
P1 , which takes the same values as v1, . . . , vn at infinity. Their elementary symmetric functions
with respect to the covering map π [Fo] are of the form c+
∑
αi(λ)/βi(λ) as in Example 3.9 at
the end of Section 2. This implies that D is of Riemann-Roch type. To establish this claim we
will use perturbative methods. If we remove all the branchpoints and simultaneously all the
points of the divisor D the resulting surface is isomorphic to (P1)
n and OD becomes isomorphic
to (OP1)n. Thus the claim is trivial in this case. In a first step we deform the Riemann surface
Y to the compact Riemann surface Yι over some neighbourhood of the branchpoints out of one
excluded domain. By Definition 5.4 the space of cross sections of ODι is isomorphic to the space
of cross sections of (OP1)n. These deformations of the Riemann surface Y perturb each other.
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In a second step we present a way to fit together all these deformations. The main tool will
be provided by the elementary symmetric functions, because they determine functions on Y
in terms of functions on P1. It will turn out that these perturbations deform the isomorphism
π∗(ODι) ≃ OP1 into another isomorphism π∗(OD) ≃ OP1.
Let us omit the index ι in the first step. In the next lemma π : Y → P1 is assumed to be
a compact n-fold covering of P1 and D is assumed to be a divisor of Y , such that π∗ (OD) is
isomorphic to On
P1
. If we impose that a cross section of OD takes the values x1, . . . , xn at the
covering points of infinity, this cross section is uniquely defined. Then the elementary symmet-
ric functions of this cross section are rational functions, with poles only at the base points of
the integral part of the divisor. The values at infinity are of course the usual elementary sym-
metric functions of x1, . . . , xn. Hence for every choice of x1, . . . , xn we have rational functions
c1(λ, x1, . . . , xn), . . . , cn(λ, x1, . . . , xn) on P1, such that
fn + fn−1c1(λ, x1, . . . , xn) + ... + cn(λ, x1, . . . , xn) = 0 (11)
defines the unique cross section f of OD, which takes the values x1, . . . , xn at the covering
points of infinity. Each of these elementary symmetric functions has the form
ci(λ, x1, . . . , xn) = ei(x1, . . . , xn) +
αi(λ, x1, . . . , xn)
β(λ)
, (12)
where ei(x1, . . . , xn) is the usual i-th elementary symmetric function of x1, . . . , xn, β(λ) is the
polynomial whose zeroes are given by the base points of the integral part of the divisor and
αi(λ, x1, . . . , xn) are polynomials in λ of degree less than the degree of β(λ), whose coefficients
are homogenous polynomials in x1, . . . , xn.
Deformation Lemma 5.7 Let Y and D fulfil the conditions given above. Let U be an open
subset of P1, which contains a ball of radius R > 0 around all the base points of the integral part
of the divisor. Moreover, let B be a ball contained in the intersection of all balls with radius
R/2 around these base points, and let ‖ · ‖∂B be the supremum norm on the boundary of B.
Moreover, choose some values x1, . . . , xn, such that |xi − xj | > c > 0 for all i 6= j. Assume
‖αi(·, x1, . . . , xn)/β‖∂B to be small enough for all i = 1, . . . , n, and let f1, . . . , fn be functions
on U , such that |fi − xi| < ǫ, with some ǫ < c/4. Then there exists a unique cross section f˜ of
OD over π−1(U), such that the regular parts of the elementary symmetric functions c˜i of f˜ with
respect to the covering π are equal to the usual elementary symmetric functions of f1, . . . , fn :
c˜i = ei(f1, . . . , fn) +
α˜i
β
, with some polynomial α˜i of degree smaller than the degree of β.
On the i-th sheet the section f˜ is moreover assumed to be nearly equal to fi away from the ball
B. In this sense f˜ is a deformation of f1, . . . , fn on the trivial covering P
n
1 → P1.
In order to prove this lemma we need two more lemmata.
Lemma 5.8 Let U be an open subset of P1, which contains a ball of radius R > 0 around some
points λ1, . . . , λn ∈ C. Let Hol(A) be the Banach space of holomorphic functions on U , which
extend continuously to the closure A of U . Then the linear map
Hol(A)→ Hol(A), g 7→ reg
(
g∏d
l=1(λ− λl)
)
is bounded in norm by (2/R)d.
5 THE RIEMANN-ROCH THEOREM 32
Proof: We use induction in d. It is quite obvious that the regular part of g(λ)(λ−λ0)−1∏dl=1(λ−
λl)
−1 is equal to the regular part of g˜(λ)
∏d
l=1(λ− λl)−1, where g˜(λ) = (g(λ)− g(λ0))/(λ− λ0).
This function g˜ extends to a continuous function on A. With the help of the maximum modulus
Theorem [Co] we obtain the bound ‖g˜‖ ≤ ‖g‖2/R. This proves the start of the induction and
also each induction step. ✷
Lemma 5.9 In the situation of the preceeding lemma let B be a ball containing the points
λ1, . . . , λd, which for his part is contained in the intersection of all balls with radius R/3 around
the points λ1, . . . , λd. Again let ‖ · ‖∂B be the supremum norm on the boundary of B. Moreover,
let α be a polynomial of degree less than d, and β(λ) =
∏d
l=1(λ− λl). Then the linear map
Hol(A)→ Hol(A), g 7→ reg
(
g(λ)α(λ)
β(λ)
)
is bounded in norm by 2‖α/β‖∂B.
Proof: The rational function α(λ)/β(λ) can be written as
α(λ)
β(λ)
=
d∑
j=1
γj∏d
l=j(λ− λl)
with γj =
1
2π
√−1
∫
∂B
α(λ)
β(λ)
d∏
l=j+1
(λ− λl)dλ.
Here |γj| is bounded by ‖α/β‖∂B (R/3)d−j+1. The preceeding lemma now gives the estimate
‖gα/β‖ ≤ ‖g‖ ‖α/β‖∂B
∑d
j=1(2/3)
d−j+1 ≤ 2‖g‖ ‖α/β‖∂B. ✷
Proof of the Deformation Lemma 5.7: Let u1, . . . , un be the unique cross sections of OD,
whose matrix of values at all covering points of infinity is equal to the identity matrix. For all
f˜1, . . . , f˜n ∈ Hol(A)n let c˜1, . . . , c˜n be the elementary symmetric functions with respect to the
covering π of f˜ =
∑n
i=1 f˜iui. Due to the last lemma the map
Hol(A)n → Hol(A)n, (f˜1, . . . , f˜n) 7→ (reg(c˜1), . . . , reg(c˜n))
is holomorphic. If f˜1, . . . f˜n are all constant, they are mapped onto the ordinary elementary
symmetric functions of these constants. But on the open subset of Hol(A)n with |f˜i−xi| < 2ǫ,
the map
(f˜1, . . . , f˜n) 7→ the usual elementary symmetric functions of (f˜1, . . . , f˜n)
is invertible, if c is larger than 4ǫ. According to the last lemma the difference of these two
maps is small. Hence we can apply the inverse function Theorem [P-T], and the above map is
invertible for |f˜i − xi| < 2ǫ. This proves the claim. ✷
Now let D be any admissible divisor of Y . As we mentioned before, the surfaces Yl,ǫ,ι and the
divisors Dl,ǫ,ι fit into the situation described in the deformation Lemma whenever |ι| is large
enough. In Example 3.9 we introduced the supremum norm on the boundary of these excluded
domains ‖ · ‖l,ǫ,ι. Let Cι(D, l, ǫ) > 0 be the smallest constant, such that∥∥∥∥∥αi,ι(·, x1, . . . , xn)βι(·)
∥∥∥∥∥
l,ǫ,ι
≤ Cι(D, l, ǫ) for all |x1| ≤ 1, . . . , |xn| ≤ 1 and i = 1, . . . , n.
Proposition 5.10 Let D be an admissible divisor of Y . Then D is of Riemann-Roch type, if∑
ι Cι(D, l, ǫ) <∞ for all l ∈ N with some ǫ > 0 depending on l.
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Proof: Let x1, . . . , xn be complex numbers, such that |xi − xj | > c. First we show that there
exists a unique cross section of OD over the inverse image under π of some neighbourhood
of infinity on P1, which takes the values x1, . . . , xn at all covering points of infinity. For the
elementary symmetric functions of this cross section we make the ansatz:
c˜i(λ, x1, . . . , xn) = ei(x1, . . . , xn) +
∑
ι∈I′
αi,ι(λ)
βι(λ)
(compare with (12) and Example 3.9).
The sum contains only those indices, which correspond to excluded domains over the neigh-
bourhood of infinity on P1. We choose two neighbourhoods Ul,δ, and Ul˜,δ˜, such that for each
index ι ∈ I ′ in the deformation Lemma the closure of U can be chosen to be equal to the image
under π of the excluded domain with index ι of Ul,δ. Also we choose B to be equal to the image
under π of the excluded domain with index ι of Ul˜,δ˜. Taking l˜ > l for granted, this can be
always attained by reducing the neighbourhood of infinity on P1 and thereby the corresponding
set of indices I ′ of excluded domains over this neighbourhood. Now we introduce the Banach
space of sequences of polynomials αi,ι(λ) indexed by i = 1, . . . , n and ι ∈ I ′, such that the
degree of αi,ι is less than the degree dι of βι(λ) from equation (12). The norm is given by
‖(αi,ι(·))‖ =
∑
ι∈I′
sup


∥∥∥∥∥αi,ιβι
∥∥∥∥∥
l,δ,ι
∣∣∣∣∣∣ i = 1, . . . , n

 .
With the help of the deformation Lemma we can now define a map on an open subset of this
Banach space into this Banach space:{
(αi,ι)(i,ι)∈{1,...,n}×I′ | ‖(αi,ι)‖ ≤ ǫ
}
→
{
(αi,ι)(i,ι)∈{1,...,n}×I′
}
, (αi,ι) 7→ (α˜i,ι),
such that for all κ ∈ I ′ the section f˜κ of OD over the excluded domain with index κ, defined
by the elementary symmetric functions c˜j,κ = cj,κ+ α˜j,κ/βκ is the deformation of the section fκ
of On
P1
over the same domain defined by the elementary symmetric functions
cj,κ = ej(x1, . . . , xn) +
∑
ι∈I′\{κ}
αj,ι
βι
.
Now Lemma 5.9 gives the estimate
∥∥∥∥∥ α˜j,κβκ
∥∥∥∥∥
l,δ
≤ Cκ(D, l˜, δ˜) · constant
The constant depends only on c and x1, . . . , xn. The assumption on the divisor implies that∑
κ∈I′ Cκ(D, l˜, δ˜) < ∞. Hence the image of this map is contained in the domain, if the neigh-
bourhood of infinity and the corresponding set of indices I ′ is small enough. The same argu-
ment for arbitrary l ∈ N shows that the elementary symmetric functions c˜j,κ are meromorphic
functions of the form given in Example 3.9. Again Lemma 5.9 shows that
∥∥∥∥∥ α˜j,κβκ −
α˜′j,κ
βκ
∥∥∥∥∥
l,δ
≤
∥∥∥(αi,ι)− (α′i,ι)∥∥∥Cκ(D, l˜, δ˜) · constant
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Again the constant depends only on c and x1, . . . , xn. This map is a contraction, if the neigh-
bourhood of infinity and the corresponding set of indices I ′ is small enough. Due to Picard’s
fix point principle it has a unique fixed point. For such a fixed point the elementary symmetric
functions c˜j,κ do not depend on κ. Therefore they define a section of OD over some neigh-
bourhood of infinity of the desired form. In the proof of the deformation lemma we showed
that near every excluded domain this cross section can be written as f˜ =
∑n
i=1 f˜i,κui,κ, where
u1,κ, . . . , un,κ defines an isomorphism of sheaves OnP1 ≃ π∗(OD) near this excluded domain and
|f˜i−xi| < 2ǫ. Hence we can choose the values x1, . . . , xn for n different cross sections u1, . . . , un
of OD over some neighbourhood of infinity in a way, such that condition (ii) of Definition 5.1
is satisfied. ✷
Proof of the implication (ii) ⇒ (i) of Theorem 5.5: It is quite obvious that the condition (ii)
is equivalent to the assumptions of Proposition 5.10. This concludes the proof of Theorem 5.5.
✷
In the case that n = 2 and that D is an integral divisor, the elementary symmetric functions
in equation (11) of the form given in equation 12 can be calculated explicitly: Let λ1 and λ2
be the two base points of the two branchpoints. Furthermore let the divisor be specified by its
base point λ0 and by a choice of the branch
√
(λ0 − λ1)(λ0 − λ2). Let f be the unique cross
section, which takes the values x1 and x2 at the covering points of infinity. It is given by
f 2 −
(
x1 + x2 +
x1 − x2
λ− λ0
√
(λ0 − λ1)(λ0 − λ2)
)
f +
x1x2 − x1 − x2
λ− λ0
(
x1 − x2
4
(2λ0 − λ1 − λ2) + x1 + x2
2
√
(λ0 − λ1)(λ0 − λ2)
)
= 0. (13)
Now it is easy to see that the condition of Proposition 5.10 is fulfilled in this case. For excluded
domains, which contain only two branchpoints, the compact n-fold covering π : Yι → P1
decompose into one two-fold covering and n− 2 copies of P1. Hence we can estimate Cι(D, l, ǫ)
with the help of equation (13) even in this case.
Corollary 5.11 If all the excluded domains corresponding to one Ul,ǫ have asymptotically no
overlap, then all integral divisors of asymptotic degree (1, 1, . . .) with support inside of π−1(C)
are of Riemann-Roch type.
✷
The case that all domains excluded from Ul,ǫ have asymptotically no overlap is the generic
case. Otherwise the Riemann surfaces Yι are more complicated and may have divisors of degree
equal to half the branching order, such that the corresponding direct image sheaf π∗(OD) is
not isomorphic to OP∞n.
Formula (13) shows that the coefficients of the singular parts of the elementary symmetric
functions are bounded by 4 sup{|λ0 − λ1|, |λ0 − λ2|}. This observation was crucial in the last
proof. These coefficients are bounded on the domain, where all base points of the divisor
and the branchpoints are elements of a bounded subset of C, iff π∗(OD) ≃ OnP1 were to hold
also for singular surfaces Y . But this is no more valid even in the case that n = 2 and that
the support of D contains more than one point: If Y is the singular Riemann surface of two
copies of P1 connected by one double point, and if the divisor consists of two points out of one
copy of P1 with multiplicity 1 and one point out of the other copy of P1 with multiplicity −1,
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π∗(OD) is not isomorphic to OnP1. There exist similar counterexamples for n > 2 and D integral.
These counterexamples suggest a more restrictive assumption on the location of the divisor:
The statement π∗(OD) ≃ OnP1 remains true, if this assumption guarantees that in the limit of
singular Riemann surfaces some of the points of the divisors are deformed into the singular
points. Then it can be proven that the divisors are of Riemann-Roch type.
6 The Jacobian variety
In this section we want to investigate the set of all equivalence classes of line bundles, which
submit to the Riemann-Roch Theorem. The following definition is suggested from the previous
section.
Definition 6.1 Let the Jacobian variety Jacobian(Y ) of Y be the set of all equivalence classes
in the modified sense of integral divisors of asymptotic and total degree (1, 1, . . .) in the sense
of Remark 3.7, which are of Riemann-Roch type.
For every divisor D of asymptotic and total degree (1, 1, . . .), which is of Riemann-Roch type
there exists at least one cross section f of OD, which takes the value 1 at all covering points of
infinity. Hence all such divisors are equivalent in the modified sense to some integral divisor.
Moreover, if there exists only one section f of OD, which is equal to 1 at all covering points of
infinity, D is equivalent in the modified sense to exactly one integral divisor. Such divisors are
called non-special in the modified sense.
Lemma 6.2 For all representatives D of elements of Jacobian(Y ) the following statements are
equivalent:
(i) [D] ∈ Jacobian(Y ) is non-special in the modified sense.
(ii) H˜1
(
Y,OD−π−1(∞)
)
= 0.
(iii) π∗ (OD) ≃ OnP1.
Proof: (i)⇔ (ii): The Riemann-Roch Theorem implies
dim H˜0
(
Y,OD−π−1(∞)
)
= dim H˜1
(
Y,OD−π−1(∞)
)
.
For all elements f of H˜0
(
Y,OD−π−1(∞)
)
, 1 + f is a cross section of OD, which is equal to
1 at all covering points of infinity and all these cross sections are of the form 1 + f , with
f ∈ H0
(
Y,OD−π−1(∞)
)
. Hence (i) and (ii) are equivalent.
(ii)⇔ (iii): π∗(OD) is isomorphic to OD1 ⊕ . . . ⊕ ODn , with some divisors D1, . . . , Dn
of P1
23 such that deg(D1) + . . . + deg(Dn) = 0. Then we have dim H˜
1
(
Y,OD−π−1(∞)
)
=∑n
i=1max{0, deg(Di)}. Hence is (ii) equivalent to deg(Di) = 0 for all i = 1, . . . , n, which is
equivalent to (iii). ✷
Theorem 5.5 suggests to endow Jacobian(Y ) with the topology induced by the infinite sums∑
ι ‖hl,ǫ,ι(D, ·) − hl,ǫ,ι(D′, ·)‖l,ǫ,ι. More precisely, only for large |ι|, hl,ǫ,ι(D, ·) is well defined.
23This shows the Birkhoff factorization (see e.g. [P-S, Proposition (8.11.5)]).
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Hence these sums define semidefinite metrics on the set of all representatives of elements of
Jacobian(Y ). Each representative D decomposes into a finite collection of points of Y and
sequences of divisors in the excluded domains. For the finite collection of points we use the
natural topology induced by the topology of Y . For the sequences of divisors we use the topology
defined by all the sums
∑
ι ‖hl,ǫ,ι(D, ·) − hl,ǫ,ι(D′, ·)‖l,ǫ,ι with l ∈ N and some ǫ depending on
l. These together define a topology on the set of all representatives of Jacobian(Y ). Finally
the topology of Jacobian(Y ) is given by the quotient topology, which is the finest topology
such that the map, which maps the representatives of elements of Jacobian(Y ) 7→ elements of
Jacobian(Y ), is continuous.
Lemma 6.3 For all integral divisors D of asymptotic degree (1, 1, ·) the following statements
are equivalent:
(i)
∑
ι ‖hl,ǫ,ι(D, ·)− h0‖l,ǫ,ι <∞ for all l ∈ N with some ǫ depending on l.
(ii)
∑
ι ‖hl,ǫ,ι(D, ·)− h0‖l,ǫ,ι|ι|k <∞ for any fixed l and ǫ and all k ∈ N.
Proof: All entries of hl,ǫ,ι(D) are meromorphic functions on the compact n-fold covering π :
Yl,ǫ,ι → P1 and at the covering points of infinity equal to the corresponding entries of h0. We
will use the elementary symmetric functions c1, . . . , cn defined by (11) and of the form (12). In
our case the degree d of β(λ) is at most n(n− 1)/2. Now we need another lemma.
Lemma 6.4 Let B ⊂ C ⊂ P1 be a ball containing the points λ1, . . . , λd, which furthermore is
contained in the intersection of all balls of radius r around the points λ1, . . . , λd. Moreover let
A ⊂ C ⊂ P1 be a ball containing the balls with radius R around the points λ1, . . . , λd. Let ‖ · ‖∂B
and ‖ · ‖∂A be the supremum norm on the boundary of B and A respectively. Finally let α(λ) be
a polynomial of degree less than the degree of β(λ) =
∏d
i=1(λ− λi). Then we have the estimate∥∥∥∥∥αβ
∥∥∥∥∥
∂A
≤
∥∥∥∥∥αβ
∥∥∥∥∥
∂B
1− (r/R)d
1− (r/R)
r
R
.
The proof uses the same methods as the proof of Lemma 5.9 ✷
Conclusion of the proof of Lemma 6.3: The foregoing lemma gives an estimate
C ′
∑
ι
‖hι(D, ·)− h0‖l′,ǫ′,ι ≤
∑
ι
‖hι(D, ·)− h0‖l,ǫ,ι |ι|k ≤ C ′′
∑
ι
‖hι(D, ·)− h0‖l+k,ǫ′′,ι
with some constants C ′, l′, ǫ′ and C ′′, ǫ′′ depending only on l, k, ǫ and p. ✷
This lemma shows that we can use as well the sequences from (ii)in the same fashion as we
used the sequences from (i) to define the topology of Jacobian(Y ).
Now let Isospectral(Y ) be the subspace of the Fre´chet space H∞ of smooth periodic poten-
tials q˜, such that det
(
µ1 − F (λ, q˜)
)
= R(λ, µ) = det
(
µ1 − F (λ, q)
)
. In Section 4 we defined
a map:
D(·) : Isospectral(Y )→ Jacobian(Y ), q˜ 7→ [D(q˜)].
We were able to lift the shift to a flow on the image of D : (x, [D(q˜)]) 7→ [D(Txq˜)]. This lifting of
the shift was defined by the property that the action on the corresponding line bundles is given
by the tensor product with L(x). In order to extend this action to the whole of Jacobian(Y ),
let us describe the sheaves π∗(OD) for all [D] ∈ Jacobian(Y ) by cocycles:
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Let U be an open covering of X of the form
U = {U} ∪ {Uι|ι ∈ I}, such that
Covering (i) U is an open neighbourhood of infinity and π−1(U) is an unbranched n-fold
covering of U .
Covering (ii) Uι contains the domain excluded from U with index ι.
Covering (iii) Uι ∩ Uι′ = ∅ if ι 6= ι′.
Then we define the set of cocycles C1(U , π∗(O∗Y )) to be the set of holomorphic functions
gι : U ∩ Uι → GL(n,C), λ 7→ gι(λ), such that
Cocycle (i) for all ι ∈ I there exists some holomorphic map
g+,ι : Uι → GL(n,C), such that g+,ιgι = gιdiagonal(µ1, . . . , µn),
where µi is the restriction of µ to the i-sheet over U ∩ Uι.
Cocycle (ii) For all ι ∈ I det(gι) has trivial winding number around the excluded domain
with index ι (the total residue of the form det−1(gι)d det(gι) on the set Uι is zero).
Cocycle (iii) There exists some K > 0, such that for all |ι| ≥ K gι extends to a holomorphic
function on U ∪X \ Uι, which is equal to h0 at λ =∞.
Cocycle (iv)
∑
ι ‖gι − h0‖l,ǫ,ι <∞ for all l ∈ N with some ǫ depending on l.
Moreover, we endow C1(U , π∗(O∗Y )) with the topology defined by the metrics
d ((gι)ι∈I , (g˜ι)ι∈I) =
∑
ι
‖gι − g˜ι‖l,ǫ,ι
for all l ∈ N with some ǫ depending on l. Condition (i) ensures that the cocycles describe
holomorphic vector bundles over X , which are π∗(O) modules. Such vector bundles are the
direct images of line bundles over Y . Due to condition (i) the asymptotic and total degrees of
these line bundles are equal to (1, 1, . . .) in the sense of Remark 3.7. Finally condition (iii) is
analogous to the assumption (ii) on admissible divisors.
Proposition 6.5 The line bundles defined by these cocycles of C1(U , π∗(O∗Y )) are equivalent
in the modified sense to some element of Jacobian(Y ). Moreover, the corresponding map
C1(U , π∗(O∗Y ))→ Jacobian(Y ) is continuous.
Theorem 6.6 The action of the tensor product with L(x) on holomorphic line bundles induces
a continuous action of R on Jacobian(Y ), which is denoted by
R× Jacobian(Y )→ Jacobian(Y ), (x, [D]) 7→ Tx[D].
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The proof24 of this proposition is similar to the proof of Proposition 5.10. First we need a
lemma analogous to the deformation Lemma.
Lemma 6.7 Let g and g˜ be analytic maps from the circle {λ ∈ C| |λ− λ0| = R} → GL(n,C),
such that ‖g−1 ‖ < 1 and ‖g˜−1 ‖ < 1, respectively. Here the norm denotes the supremum norm
on the circle. Due to Lemma 5.6 both elements of the Loop group admit a Birkhoff factorization
g = g+g+ and g˜ = g˜−g˜+, respectively. Then the following estimate holds:
‖g− − g˜−‖ ≤ 2‖g − g˜‖
(1− ‖g − 1 ‖)(1− ‖g˜ − 1 ‖) .
The proof uses the same arguments as the proof of Lemma 5.6. ✷
Proof of Proposition 6.5: Let f = (f1, . . . , fn) be a n-tuple of invertible holomorphic functions
on U . These functions together define a section of the sheaf O∗Y over π−1(U), where the
restriction of this section to the i-th sheet is given by fi for all i = 1, . . . , n. By abuse of
notation this section is denoted by f = (f1, . . . , fn). Furthermore, let (g˜+,ι)ι∈I be any sequence
of holomorphic functions
g˜+,ι : Uι → GL(n,C), λ 7→ g˜+,ι(λ).
Then the line bundles corresponding to two elements (gι)ι∈I and (g˜ι)ι∈I of C1(U , π∗(O∗Y )) are
equivalent in the modified sense, if
g˜+,ιg˜ι = gιdiagonal(f1, . . . , fn) for all ι ∈ I.
Due to assumption (iii) on the cocycles for large |ι| the Birkhoff factorization around the open
sets Uι determines g˜ι as a function depending only on gι and f = (f1, . . . , fn) :
(h−10 g˜+,ιh0)(h
−1
0 g˜ι) = h
−1
0 gιdiagonal(f1, . . . , fn).
In order to prove the first statement of the proposition it suffices to show that the line bundles
corresponding to the cocycles of C1(U , π∗(O∗Y )) are equivalent in the modified sense to the line
bundles corresponding to some integral divisor D of asymptotic degree (1, 1, . . .) over some open
neighbourhood U− of λ = ∞ of P1. Now we claim that to each cocycle (gι)ι∈I there exists an
invertible holomorphic function f = (f1, . . . , fn) on π
−1(U), which is equal to 1 at all covering
points of infinity, and an element [D] of Jacobian(Y ), such that the Birkhoff factorization of
h−10 gιdiagonal(f1, . . . , fn) is given by g˜+,ιh
−1
0 hι(D) whenever |ι| is large enough. The function
hι(D) was defined ahead of Theorem 5.5. For this purpose we introduce the Banach space of
sequences (fι)ι∈I′ = (f1,ι, . . . , fn,ι))ι∈I′ of holomorphic functions
fι : π
−1 (U ∪ (X \ Uι))→ C,
which are equal to 0 at all covering points of infinity, and the norm
‖(fι)ι∈I′‖ =
∑
ι∈I′
‖fι‖l,ǫ,ι <∞ with some fixed l and ǫ.
The set I ′ contains the indices corresponding to all excluded domains over some neighbourhood
of infinity of P1. For all elements (fι)ι∈I′ of this Banach space, the infinite product
∏
ι(1 + fι)
24This proof may be passed over to Theorem 6.9.
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defines a holomorphic function on U∩Ul,ǫ. With the help of the Birkhoff factorization we define
a map of an open subset of this Banach space into the Banach space
{(fι)ι∈I′|‖(fι)ι∈I′‖ < ǫ} → {(fι)ι∈I′} , (fι)ι∈I′ 7→ (f˜ι)ι∈I′ :
Let g˜+,ι(h
−1
0 g˜ι) = h
−1
0 gιdiagonal

∏
ι′ 6=ι
(1 + f1,ι′), . . . ,
∏
ι′ 6=ι
(1 + fn,ι′)

 .
be the Birkhoff factorization around the set Uι. Then f˜ι is defined as
f˜ι = (f˜1,ι, . . . , f˜n,ι) =
(
1
(g˜ι)1,1
− 1, . . . , 1
(g˜ι)1,n
− 1
)
for all ι ∈ I ′. Now the foregoing lemma shows that the image of this map is contained in its
domain, if I ′ is chosen small enough, and furthermore, that this map is a contraction. Hence
it has an unique fixed point (ffix,ι)ι∈I′. Then there exists an integral divisor D of asymptotic
degree (1, 1, . . .), such that for all ι ∈ I ′ hι(D) solves the following Birkhoff factorization:
g˜+,ιh
−1
0 hι(D) = gι
∏
ι∈I′
(1 + ffix,ι).
In fact, the solution hι(D) of this Birkhoff factorization diagonalizes some g˜+,ι and furthermore,
the first row of this matrix valued holomorphic function is equal to the first row of h0. Then the
i-th column of this function is equal to the restriction of a meromorphic vector valued function
v(D) with v(D)1 = 1 to the i- sheet of the Riemann surface Yι over P1 \ Uι. This proves the
claim. In order to prove the second statement of the proposition it suffices to show that the
fixed point of the map above depends continuously on the cocycle (gι)ι∈I . This is a consequence
of the estimate of the foregoing lemma. ✷
For the proof of Theorem 6.6 we again need a lemma:
Lemma 6.8 There exists some K ≥ 0, such that for all |ι| ≥ K, ln(µ) defines a holomorphic
function on the excluded domain with index ι.
Proof: Obviously ln(µ) defines a multi valued holomorphic function on π−1(C). In Theorem 2.6
it was shown that for all ǫ > 0 there exists some c > 0 such that
|µi − exp(piλ)| < c|λ| | exp(piλ)|
for all λ ∈ U0,ǫ and i = 1, . . . , n. This implies the estimate
∣∣∣ln(µi)− (piλ+ 2niπ√−1)∣∣∣ < c′|λ|
with some constant c′ > 0 and some integers n1, . . . , nn ∈ Z. Now let us extend one branch
corresponding to the integers ni and nj of this function from the boundary of the excluded
domain with index ι = (i, j, k) ∈ I to the interior of this excluded domain. Then the foregoing
estimates on the i-th and j-th sheet imply the following condition:
|ni − nj − k| ≤ 2
ǫ
+
2c′
|λ| .
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If |ι| is large enough this implies ni − nj = k. Due to this condition ln(µ) extends to a single
valued holomorphic function on the excluded domain with index ι. ✷
Proof of Theorem 6.6: The foregoing lemma shows that the Birkhoff factorization of
hl,ǫ,ι(D, ·)diagonal(µx1, . . . µxn)
is given for large |ι| by
g+(·)Ad(exp(2πx
√−1diagonal(n1, . . . , nn)))(h−10 hl,ǫ,ι(D, ·)),
with some holomorphic
g+ : excluded domain with index ι → GL(n,C), λ 7→ g+(λ)
and ni − nj = k. Then Proposition 6.5 proves the claim. ✷
It is quite obvious that the subset of Jacobian(Y ) of all equivalence classes of divisors, which
are non-special in the modified sense, is an open subset of Jacobian(Y ). All equivalence classes
of this subspace have only one integral representative. Moreover, the topology of this subspace
is given directly by the topology of the set of representatives of the elements of Jacobian(Y ).
Now let Jacobian0(Y ) ⊂ Jacobian(Y ) be the subspace Jacobian0(Y ) =
= {[D] ∈ Jacobian(Y ) |Tx[D] is non-special in the modified sense for all x ∈ R} .
This subset is open, too. In fact, let [D] be any element of Jacobian0(Y ). Due to the last
theorem for all x ∈ [0, 1] there exists an open neighbourhood Ux of [D] and an open interval
(x−ǫx, x+ǫx), such that for all (x′, [D′]) ∈ (x−ǫx, x+ǫx)×Ux the divisor Tx′[D′] is non-special
in the modified sense. The open covering {(x− ǫx, x + ǫx) |x ∈ [0, 1]} of the compact interval
[0, 1] has a finite subcovering. Then the intersection of the corresponding open neighbourhoods
Ux is an open neighbourhood of D contained in Jacobian0(Y ). Hence this subset is open.
Theorem 6.9 The map [D(·)] : Isospectral(Y ) → Jacobian(Y ) induces a homeomorphism
between Isospectral(Y ) and Jacobian0(Y ).
Proof25: Theorem 4.6 and Lemma 6.2 shows that D(q) is non-special in the modified sense for
all q ∈ Isospectral(Y ) and Theorem 4.10 implies the relation
[D(Txq)] = Tx[D(q)].
Hence the map
D(·) : Isospectral(Y )→ Divisors(Y ), q 7→ D(q)
induces another map denoted by
[D(·)] : Isospectral(Y )→ Jacobian0(Y ), q 7→ [D(q)].
Due to Lemma 6.2 there exists a map
R× Jacobian0(Y )→ vector valued functions on Y, (x, [D] 7→ v(x, [D]) =


v1(x, [D])
...
vn(x, [D])

 ,
25The rest of this section may be passed over. It contains the proof of this theorem.
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such that
φv(x,[D]) : OnP1 → π∗(OTxD), (f1, . . . , fn) 7→
∑
i
fivi(x, [D])
is an isomorphism and v(x, [D]) takes the same values as the columns of h0 at the covering
points of infinity. The proof of Proposition 5.10 and the preceeding theorem show that all
Taylor coefficients of v(x, [D]) at the covering points of infinity are continuous functions on
R×Jacobian0(Y ), which are periodic in x with period 1. Hence there exists a unique continuous
and in x periodic potential
q : R× Jacobian0(Y )→ n× n-matrices, (x, [D]) 7→ q(x, [D]), such that
π∗(h0(pλ+ q(x, [D]))h−10 )v(x, [D])− v(x, [D]) ln(µ)
is holomorphic on the neighbourhood of Lemma 4.7 and at all covering points of infinity equal
to zero. The diagonal part of q(x, [D]) does not depend on x and [D]. Now let f(x, [D]) be the
first entry of this function:
f(x, [D]) =
(
π∗(h0(pλ+ q(x, [D]))h−10 )v(x, [D])− v(x, [D]) ln(µ)
)
1
.
Then the function
π∗(h0(pλ+ q(x, [D]))h−10 )v(x, [D])− v(x, [D])(ln(µ)− f(x, [D]))
extends to a meromorphic function on Y . Indeed, the function given above is a multi valued
meromorphic function on Y . Then by definition of f this function is single valued and the first
component is equal to zero. Now we claim that v(x, [D]) is differentiable with respect to x and
that the derivative is equal to
∂v(x, [D])
∂x
= π∗(h0(pλ+ q(x, [D]))h
−1
0 )v(x, [D])− v(x, [D])(ln(µ)− f(x, [D])).
One way to prove this claim is to improve Proposition 6.5 and Proposition 5.10 and to show
directly that this function is differentiable with respect to x (see footnote 27). But the proofs
of these two propositions are rather extensive. There is another less tedious way to prove this
claim: We define for all x ∈ R and all λ ∈ U \ {∞} with some neighbourhood U of infinity in
X the function g(x, λ) ∈ GL(n,C) such that
π∗(g(x, ·))v(0, [D]) = v(0, [D])µ−x.
Due to Proposition 6.5 this function has a decomposition g(x, ·) = g+(x, ·)g−(x, ·) into a con-
tinuous function
g+ : R× C → GL(n,C), (x, λ) 7→ g+(x, λ),
which is holomorphic with respect to λ, times a continuous function
g− : R× U → GL(n,C), (x, λ) 7→ g−(x, λ),
which is again holomorphic with respect to λ and equal to 1 for λ =∞, such that26
v(x, [D]) =
π∗(g−(x, ·))v(0, [D])
(π∗(g−(x, ·))v(0, [D]))1 .
26The function (π∗(g−(x, ·))v(0, [D]))1 corresponds to the function
∏
ι(1 + fι) of Proposition 6.5.
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Moreover, define the n× n-matrix valued function
a : R× U → n× n-matrices, (x, λ) 7→ a(x, λ)
such that
a(x, ·)v(x, [D]) = v(x[D]) ln(µ).
Then we saw above that this function has a decomposition
a(x, ·) = a+(x, ·) + a−(x, ·), with
a+(x, λ) = h0(pλ+ q(x, [D]))h
−1
0 and
π∗(a−(x, λ))v(x, [D]) = π
∗(h0(pλ+ q(x, [D]))h
−1
0 )v(x, [D])− v(x, [D]) ln(µ).
Then all these functions satisfy the integral equation
∫ x
0
g+(t, λ)a(t, λ)g−(t, λ)dt = g+(x, λ)g−(x, λ)− g+(0, λ)g−(0, λ),
or more generally27
∫ y
x
g−1+ (x, λ)g+(t, λ)a(t, λ)g−(t, λ)g
−1
− (y, λ)dt = g
−1
+ (x, λ)g+(y, λ)− g−(x, λ)g−1− (y, λ). (14)
Now we need a
Lemma 6.10 Due to the integral equation (14), g+(·, λ) and g−(·, λ) obey the integral equations∫ x
0
a+(t, λ)g
−1
+ (t, λ)dt = 1 − g−1+ (x, λ) and
∫ x
0
a−(t, λ)g−(t, λ)dt = g−(x, λ)− 1 , respectively.
Proof: We define G+,l(x, y, λ) = g
−1
+ (x, λ)·
·
∫
x≤t1≤...≤tl≤y
Ad(g+(t1, λ))(a+(t1, λ)) . . .Ad(g+(tl, λ))(a+(tl, λ))dt1 . . . dtl · g+(y, λ)
and G−,l(x, y, λ) = g−(x, λ)·
·
∫
x≤t1≤...≤tl≤y
Ad(g−1− (t1, λ))(a−(t1, λ)) . . .Ad(g
−1
− (tl, λ))(a−(tl, λ))dt1 . . . dtl · g−1− (y, λ).
Now we claim that for all L ∈ N0 the following equation holds:
g−1+ (x, λ)g+(y, λ)− g−(x, λ)g−1− (y, λ) =
27 It is easy to see that the left hand side is differentiable with respect to x at the point x = y and that the
derivative is equal to a(x, λ). On the other side it is possible to improve Proposition 6.5 and Proposition 5.10
and to show directly that g+ and g− are differentiable with respect to x. Then Lemma 6.10 is an obvious
consequence.
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=
L∑
l=1
G−,l(x, y, λ)−
L∑
l=1
(−1)lG+,l(x, y, λ) +
L∑
l=0
(−1)l
∫ y
x
G+,l(x, t, λ)a(t)G−,L−l(t, y, λ)dt.
In fact, for L = 0 this is just the integral equation (14). Furthermore, this integral equation
implies the equations:
L∑
l=0
(−1)l
∫ y
x
G+,l(x, t, λ)a(t)G−,L−l(t, y, λ)dt =
=
L+1∑
l=0
(−1)l
∫ y
x
G+,l(x, t, λ)a(t)G−,L+1−l(t, y, λ)dt+G−,L+1(x, y, λ)− (−1)L+1G+,L+1(x, y, λ)
for all L ∈ N0. The inductive use of these equations proves the claim. The same arguments as
in Section 2 gives the bounds:
‖G+,l(x, y, λ)‖ ≤ C
l!
and ‖G−,l(x, y, λ)‖ ≤ C
l!
with some constant C > 0 depending on x, y, λ. Hence the sum
∞∑
l=1
G−,l(x, y, λ)−
∞∑
l=1
(−1)lG+,l(x, y, λ)
converges for any fixed x, y, λ. Moreover, the limit of the first sum is holomorphic with respect
to λ for all λ ∈ U \ {∞} and equal to zero for λ =∞. The second sum converges to an entire
function with respect to λ. Then we have
∞∑
l=1
G−,l(x, y, λ) = 1 − g−(x, λ)g−1− (y, λ) for all λ ∈ U, and
−
∞∑
l=1
(−1)lG+,l(x, y, λ) = g−1+ (x, λ)g+(y, λ)− 1 for all λ ∈ C, respectively.
Now let g˜+(·, λ) and g˜−(·, λ) be the unique solutions of the integral equations:∫ x
0
g˜+(t, λ)Ad(g+(t, λ))(a+(t, λ))dt = 1 − g˜+(x, λ) and
∫ x
0
g˜−(t, λ)Ad(g−1− (t, λ))(a−(t, λ))dt = g˜−(x, λ)− 1 , respectively.
These solutions can be given in terms of the infinite sums above:
g˜+(x, λ)g+(x, λ) =
∞∑
l=0
(−1)lG+,l(0, x, λ) and
g˜−(x, λ)g−1− (x, λ) =
∞∑
l=0
G+,l(0, x, λ), respectively.
We have seen above that both infinite sums on the right hand side converge to 1 . Hence
g˜+(x, λ) is equal to g
−1
+ (x, λ) and g˜−(x, λ) is equal to g−(x, λ). This proves the lemma. ✷
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Conclusion of the proof of Theorem 6.9: Lemma 6.10 now implies that g+(x, λ) and g−(x, λ)
are differentiable with respect to x and that the derivatives are given by
∂g+
∂x
(x, λ) = g+(x, λ)a+(x, λ) and
∂g−
∂x
(x, λ) = a−(x, λ)g−(x, λ), respectively.
Then we have
(π∗(g−(x, ·))v(0, [D]))1 = exp
(∫ x
0
f(t, [D])dt
)
.
This shows that
∂v(x, [D])
∂x
= π∗(h0(pλ+ q(x, [D]))h−10 )v(x, [D])− v(x, [D])(ln(µ)− f(x, [D])).
By definition q(x, [D]) and f(x, [D]) are differentiable with respect to x up to the same order
as v(x, [D]). Hence v(x, [D]), f(x, [D]) and q(x, [D]) are smooth functions with respect to x.
Due to the differential equation for g+(x, λ) we have
g+(x, λ) = h0g
−1(x, λ, q(·, [D]))h−10 .
By definition of g(x, λ) this implies
π∗(F (·, q(·, [D])))v(0, [D]) = v(0, [D])µ.
This shows that [D] 7→ q(·, [D]) defines a map Jacobian0(Y ) → Isospectral(Y ), such that the
composition with [D(·)] is the identity map of Jacobian0(Y ). In Section 4 we have already
proven that the composition of D with this map is the identity map of Isospectral(Y ). All
Taylor coefficients of q(x, [D]) with respect to x can be given in terms of the Taylor coefficients
of v(x, [D]) with respect to λ−1 at the covering points of infinity (see Appendix A). Hence the
map
Jacobian0(Y )→ Isospectral(Y ), [D] 7→ q(·, [D])
is continuous. Theorem 2.6, the proof of the implication (i)⇒ (ii) of Theorem 5.5 and Lemma 6.7
prove that the map [D(·)] is continuous, too. This completes the proof. ✷
The map q(x, [D]) is defined even for all (x, [D]) ∈ R × Jacobian(Y ), such that Tx[D] is non-
special in the modified sense. This observation suggests that at least to all [D] ∈ Jacobian(Y ),
such that Tx[D] is non-special in the modified sense for all x in an open dense subset of [0, 1],
there corresponds a potential with singularities. Moreover, it would be natural to establish a
relation between the kind of singularity of the potential q(·, [D]) at the point x and the index
of speciality in the modified sense, which is equal to dim H˜1(Y,OTxD−π−1(∞)).
7 Darboux coordinates
Our next goal is to prove that the dynamical system of the potentials are completely integrable.
In this section we take an excursion to certain Darboux coordinates.
Definition 7.1 Let H0modified(Y,Ω) be the vector space of all meromorphic differential forms,
which have only poles of order at most 1 at all covering points of infinity.
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Due to Theorem 3.5 the sum over the residues at the covering points of infinity of all elements
of H0modified(Y,Ω) is equal to zero. Hence H
0
modified(Y,Ω) is the space of all regular differential
forms on the singular Riemann surface obtained by the identification of all covering points of
infinity of Y to one multiple point (see e.g. [Se]).
For each q ∈ H∞ let TqH∞ be the Fre´chet space of tangent vectors δq at the point q. Due
to Assumption 4.8 the diagonal part of δq is equal to zero. Now let Ωq be the map:
Ωq : TqH∞ → H0modified(Y,Ω), δq 7→
(
1
µ
dµ
dq
(δq)
)
dλ.
Here we set dλ
dq
= 0. Indeed, with this choice the expression 1
µ
dµ
dq
(δq) becomes a holomorphic
function on the complement of the union of all branchpoints and all covering points of infinity
and due to Lemma 4.7 a holomorphic function on some neighbourhood of all covering points
of infinity. Moreover, it is easy to see that this function is a global section of Ob and due
to Assumption 4.8 even a section of Ob−π−1(∞). This shows that Ωq(δq) is an element of
H0modified(Y,Ω). More generally, Ωq(δq) is equal to
(
1
µ
dµ
dq
(δq)
)
dλ−
(
dλ
dq
(δq)
)
dµ
µ
for arbitrary dλ
dq
and dµ
dq
. In fact, let R(λ, µ) = 0 be the equation defining the Riemann surface corresponding to
q. For fixed q we have
∂R
∂λ
dλ+
∂R
∂µ
dµ = 0
and the derivatives with respect to δq obey
∂R
∂λ
dλ
dq
+
∂R
∂µ
dµ
dq
+
∂R
∂q
= 0.
Combining these two equations we obtain
(
1
µ
dµ
dq
(δq)
)
dλ−
(
dλ
dq
(δq)
)
dµ
µ
=

 1
µ
dµ
dq
(dq)− dλ
dq
(δq)
−∂R
∂λ
µ∂R
∂µ

 dλ =
= −
∂R
∂q
(δq)
µ∂R
∂µ
dλ =
∂R
∂q
(δq)
∂R
∂λ
dµ
µ
.
As we mentioned before, with Assumption 4.8 the space of potentials H∞ forms a coadjoint
orbit and therefore possesses a natural holomorphic symplectic structure. Let ω be the 2 form
on H∞ defined by
ω(δq, δq˜) =
∑
i 6=j
∫ 1
0
δqij(x)δq˜ji(x)
pi − pj dx.
With Assumption 4.8 it is quite obvious that ω is a non-degenerate 2 form and extends to a
holomorphic closed non-degenerate 2 form on the Hilbert space H.28
Lemma 7.2 Let q ∈ H∞ be a potential such that the corresponding Riemann surface satisfies
the assumption banalytic = balgebraic. Now let (λ1, µ1) + . . . + (λd, µd) be the local part of the
divisor D in some small open set of Y . After reducing this open set we can always attain
(λ1, µ1) = . . . = (λd, µd). Then the functions
∑d
i=1 λ
k
i (q)µ
l
i(q) extend to holomorphic functions
on some open neighbourhood of q in the Hilbert space H ⊃ H∞ for all k, l ∈ N0.
28Those readers, which are not interested in these Darboux coordinates may pass over the rest of this section.
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Proof: We know already from Theorem 2.2 that g(x, ·, ·) is an entire function on C × H.
Hence v(λ, µ, q) and w(λ, µ, q) defined in Lemma 4.1 with normalization v1(λ, µ, q) = 1 and
w1(λ, µ, q) = 1 are meromorphic functions on C × C × H. Then there exists some 1 ≤ i ≤ n,
such that the local part of the divisor D(q˜) is given by the divisor of 1/vi(·, ·, q˜) for all q˜ in
some open neighbourhood of q. Hence we have
d∑
i=1
λki (q˜)µ
l
i(q˜) =
1
2π
√−1
∫
Γ(q˜)
λkµl
∂vi
∂λ
dλ+ ∂vi
∂µ
dµ
vi
,
where Γ(q˜) is some loop on the Riemann surface Y (q˜) corresponding to the potential q˜ around
the local part of the divisor D(q˜) for all q˜ in some open neighbourhood of q. Now it is easy
to see that the right hand side is holomorphic on some open neighbourhood of q. In fact,
Corollary 2.3 gives an estimate for ‖F (λ, q)− F (λ, q˜)‖ in terms of ‖q − q˜‖, which ensures that
there exists some ǫ > 0, such that the above given formula is valid for all ‖q − q˜‖ < ǫ. ✷
With the next theorem we finish our short excursion to the parametrization of the space of
potentials given by the values of λ and µ at all points of the divisors. It is shown that these
are almost29 global coordinates and, moreover, are Darboux coordinates of the symplectic
manifold. The book [P-T] describes from this point of view Hill’s equation as a completely
integrable system with action angle variables, given by these values of λ and ln(µ) at all points
of the divisor. In fact, in this case the Dirichlet isospectral sets are exactly the Lagrangian
submanifolds defined by the property that the values of λ at all points of the divisor are kept
fixed. The next theorem generalizes the ‘basic’ Theorem 2.8 and Theorem 3.5. It should be
possible to carry over other parts of the beautiful analysis given in that book. After this
theorem we want to return to our isospectral sets.
Theorem 7.3 Let q ∈ H∞ be a potential such that the corresponding Riemann surface fulfills
the assumption banalytic = balgebraic. If q˜ ∈ H∞ is another potential such that the values of λ
and µ at all points of the divisors D(q) and D(q˜) and the corresponding multiplicities are equal
up to permutation of the points, then q = q˜. Moreover these coordinates are almost Darboux
coordinates in the sense that
ω(δq, δq˜) =
∑
i∈D(q)
dλi
dq
(δq)
d ln(µi)
dq
(δq˜)− dλi
dq
(δq˜)
d ln(µi)
dq
(δq).
This means that in terms of these coordinates the symplectic form is given by
ω =
∑
i
dλi ∧ d ln(µi).
Proof30 : Let R(λ, µ, q) = 0 and R(λ, µ, q˜) = 0 be the two defining equations of the Riemann
surfaces corresponding to q and q˜. We claim that R(λ, µ, q˜)/
(
µ∂R(λ,µ,q)
∂µ
)
is a section of the
sheaf Ob−D(q) over π−1(C) of the Riemann surface Y (q) corresponding to q, and moreover, that
this function is bounded uniformly on U0,ǫ for all ǫ > 0 by c/|λ|, with some c > 0. In fact
the divisor of the denominator is equal to b and R(λ.µ, q˜) is assumed to have zeroes at all the
29In Example 10.3 this coordinates fail to be one to one.
30Those readers, which are not interested in this proof may jump to the next section.
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points of D(q). Now let µi(q) and µi(q˜) be the solution of R(λ, µ, q) = 0 and R(λ, µ, q˜) = 0 on
the i-th sheet of some neighbourhood of λ = ∞. Then on the j-sheet of this neighbourhood
R(λ, µ, q˜)/
(
µ∂R(λ,µ,q)
∂µ
)
is equal to
µj(q)− µj(q˜)
µj(q)
∏
i 6=j
µj(q)− µi(q˜)
µj(q)− µi(q) =
µj(q)− µj(q˜)
µj(q)
∏
i 6=j
(
1 +
µi(q)− µi(q˜)
µj(q)− µi(q)
)
.
By definition of U0,ǫ,
∣∣∣ µi(q)
µj(q)−µi(q)
∣∣∣ is bounded on this set. Then Theorem 2.6 shows the claim.
Due to Theorem 4.3 and Theorem 4.6 R(λ, µ, q˜)/
(
µ∂R(λ,µ,q)
∂µ
)
can be written as
∑n
i=1 fi
wi
wv
with
holomorphic entire functions fi on C. Moreover, fi are bounded near λ = ∞ by c/|λ|. Hence
they are all zero, and R(λ, µ, q˜) is zero on the Riemann surface corresponding to q. Then q and
q˜ correspond to the same Riemann surface and due to Section 4 q and q˜ are equal. Now let
qt,t˜ be the potential qt,t˜ = q + tδq + t˜δq˜. Let v(qt,t˜) and w(qt,t˜) be the solutions of Lemma 4.1
with normalization v1(qt,t˜) = 1 = w1(qt,t˜). The function (µt,t˜)
x = exp(x ln(µt,t˜)) is of course a
multivalued function on π−1(C) of the Riemann surface corresponding to qt,t˜. Hence v(x, t, t˜) =
π∗(h0g(x, λ, qt,t˜)h
−1
0 )v(qt,t˜)µ
−x
t,t˜
and w(x, t, t˜) = 1
w(qt,t˜)v(qt,t˜)
µx
t,t˜
w(qt,t˜)π
∗(h0g−1(x, λ, qt,t˜)h
−1
0 ) are
multivalued meromorphic solutions of (8) and (9) corresponding to the potential Txqt,t˜, respec-
tively. With the choice dµ
dq
= 0 the functions ∂v(x,t=0,0)
∂t
, ∂v(x,0,t˜=0)
∂t˜
, ∂w(x,t=0,0)
∂t
and ∂w(x,0,t˜=0)
∂t˜
become multivalued meromorphic functions on the Riemann surface Y corresponding to q. Let
us assume that the matrix p is invertible. Otherwise the transformation p 7→ p+a1 corresponds
to the transformation (λ, µ) 7→ (λ, µ exp(−aλ)) without change of the Riemann surface. Let
κt,t˜ be the meromorphic function −µt,t˜ dλdµt,t˜ of the Riemann surface corresponding to qt,t˜. Theo-
rem 2.6 shows that at the i-th covering point of infinity κt,t˜ is equal to 1/pi. It is quite obvious
that the poles of κ = κ0,0 are the branchpoints of the covering map π
−1(C) → C, induced by
the holomorphic function µ. More precisely, the branching divisor of this covering map is given
by the divisor b− (κ). Now we need two lemmata.
Lemma 7.4 Let P (δq, δq˜) be the form
P (δq, δq˜) = λ
dµ
µ
∫ 1
0
(
∂(κ0,t˜=0w(x, 0, t˜ = 0))
∂t˜
h0ph
−1
0
∂v(x, t = 0, 0)
∂t
−
−∂(κt=0,0w(x, t = 0, 0))
∂t
h0ph
−1
0
∂v(x, 0, t˜ = 0)
∂t˜
)
dx.
With the choice dµ
dq
= 0 P (δq, δq˜) becomes a meromorphic differential form on the Riemann
surface Y with poles only at the branchpoints of the covering map induced by µ and the covering
points of infinity. Furthermore, this form does not depend on the normalization of the solutions
v(0, t, t˜) and w(0, t, t˜) of (8) and (9), respectively, whenever w(0, t, t˜)v(0, t, t˜) = 1. The sum of
residues at the covering points of infinity of P (δq, δq˜) is equal to 2π
√−1ω(δq, δq˜).
Proof: The different values of v(x, t, t˜) and w(x, t, t˜) are obtained by multiplication with
exp(2πkx
√−1) and exp(−2πkx√−1) with k ∈ Z, respectively. An easy calculation shows
that P (δq, δq˜) does not depend on k and therefore is single valued. Let f(t, t˜) be an arbitrary
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smooth function with values in the meromorphic functions on the Riemann surface correspond-
ing to qt,t˜ and set v˜(x, t, t˜) = f(t, t˜)v(x, t, t˜) and w˜(x, t, t˜) = 1/f(t, t˜)w(x, t, t˜). Then we have:
∫ 1
0
∂(κ0,t˜=0w˜(x, 0, t˜ = 0))
∂t˜
h0ph
−1
0
∂v˜(x, t = 0, 0)
∂t
dx−
−
∫ 1
0
∂(κt=0,0w˜(x, t = 0, 0))
∂t
h0ph
−1
0
∂v˜(x, 0, t˜ = 0)
∂t˜
dx−
−
∫ 1
0
∂(κ0,t˜=0w(x, 0, t˜ = 0))
∂t˜
h0ph
−1
0
∂v(x, t = 0, 0)
∂t
dx+
+
∫ 1
0
∂(κt=0,0w(x, t = 0, 0))
∂t
h0ph
−1
0
∂v(x, 0, t˜ = 0)
∂t˜
dx =
=
1
f(0, 0)
∂f(t = 0, 0)
∂t
∂
∂t˜
∫ 1
0
κ0,t˜=0w(x, 0, t˜ = 0)h0ph
−1
0 v(x, 0, t˜ = 0)dx−
− 1
f(0, 0)
∂f(0, t˜ = 0)
∂t˜
∂
∂t
∫ 1
0
κt=0,0w(x, t = 0, 0)h0ph
−1
0 v(x, t = 0, 0)dx.
The function ∂g(x,λ,q)
∂λ
is a solution of the differential equation
(
d
dx
+ q(x) + λp
)
∂g(x, λ, q)
∂λ
+ pg(x, λ, q) = 0,
∂g(0, λ, q)
∂λ
= 0.
Due to Lemma 2.1 ∂g(1,λ,q)
∂λ
is given by
∂g(1, λ, q)
∂λ
= g(1, λ, q)
∫ 1
0
g−1(x, λ, q)pg(x, λ, q)dx.
Hence we have
κt,t˜
∫ 1
0
w(x, t, t˜)h0ph
−1
0 v(x, t, t˜)dx = −κt,t˜w(0, t, t˜)π∗
(
F−1(λ, qt,t˜)
∂F (λ, qt,t˜)
∂λ
)
v(0, t, t˜) =
= −κt,t˜
µt,t˜
dµt,t˜
dλ
= 1.
This shows that P (δq, δq˜) does not depend on the normalization of v(0, t, t˜) and w(0, t, t˜),
whenever w(0, t, t˜)v(0, t, t˜) = 1. Therefore P (δq, δq˜) have poles only at the branchpoints of
the covering map induced by µ and the covering points of infinity. In order to prove the last
statement we claim that at all covering points of infinity P (δq, δq˜) has the same residues as the
form
λdλ
∫ 1
0
∂w(x, t = 0, 0)
∂t
h0ph
−1
0
∂v(x, 0, t˜ = 0)
∂t˜
dx−
λdλ
∫ 1
0
∂w(x, 0, t˜ = 0)
∂t˜
h0ph
−1
0
∂v(x, t = 0, 0)
∂t
dx
as well with the choice ∂µ
∂q
= 0 as with the choice ∂λ
∂q
= 0. The first is true because κdµ
µ
= −dλ
and
dκt,t˜
dt
has a zero of order 2 at all covering points of infinity. The second is true because the
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difference of ∂v
∂t
with the choice dµ
dq
= 0 minus ∂v
∂t
with the choice dλ
dq
= 0 is equal to dv
dλ
∂v
∂t
, where
∂λ
∂t
is taken with the choice dµ
dq
= 0 and similar statements about ∂v
∂t˜
, ∂w
∂t
and ∂w
∂t˜
. In fact, all
these differences have zeroes of order al least 3 at all covering points of infinity. Hence the sum
of the residues at the covering points of infinity of P (δq, δq˜) is equal to the sum of residues at
the covering points of infinity of
dλ
∫ 1
0
∂w(x, t = 0, 0)
∂t
π∗(h0pλh−10 )
∂v(x, 0, t˜ = 0)
∂t˜
dx−
−dλ
∫ 1
0
∂w(x, 0, t˜ = 0)
∂t˜
π∗(h0pλh−10 )
∂v(x, t = 0, 0)
∂t
dx.
Let
∑
denote the sum over all sheets of the covering map π. Then Lemma 4.5 implies
∑∫ 1
0
∂w(x, t = 0, 0)
∂t
π∗(h0pλh−10 )
∂v(x, 0, t˜ = 0)
∂t˜
dx−
−∑∫ 1
0
∂w(x, 0, t˜ = 0)
∂t˜
π∗(h0pλh−10 )
∂v(x, t = 0, 0)
∂t
dx =
=
∫ 1
0
tr
(
h−10
∑ ∂v(x, 0, t˜ = 0)
∂t˜
w(x, 0, 0)h0pλh
−1
0
∑ ∂v(x, t = 0, 0)
∂t
w(x, 0, 0)h0−
−h−10
∑ ∂v(x, t = 0, 0)
∂t
w(x, 0, 0)h0pλh
−1
0
∑ ∂v(x, 0, t˜ = 0)
∂t˜
w(x, 0, 0)h0
)
dx.
Now the asymptotic expansions of v and w in Theorem 2.4 and Theorem 2.6 imply that the lead-
ing term in the asymptotic expansion of
(
h−10
(∑ ∂v(x,t=0,0)
∂t
w(x, 0, 0)
)
h0
)
ij
and
(
h−10
(∑ ∂v(x,0,t˜=0)
∂t˜
w(x, 0, 0)
)
h0
)
ij
is given by 1/λ
δqij
pj−pi and 1/λ
δq˜ij
pj−pi for i 6= j, respectively. Hence the sum of the residues at the
covering points of infinity of P (δq, δq˜)dλ is equal to
−2π√−1∑
i 6=j
∫ 1
0
δq˜ij(x)
pj − pi (pj − pi)
δqji(x)
pi − pj dx = 2π
√−1∑
i 6=j
∫ 1
0
δqij(x)δq˜ji(x)
pi − pj dx.
This completes the proof of the lemma. ✷
Lemma 7.5 Let Q(δq, δq˜) be the form Q(δq, δq˜) =
= −κ
µ
dµ
∫ 1
0
∂λ
∂t
w(x, 0, 0)h0ph
−1
0
∂v(x, 0, t˜ = 0)
∂t˜
dx+
+
κ
µ
dµ
∫ 1
0
∂λ
∂t˜
w(x, 0, 0)h0ph
−1
0
∂v(x, t = 0, 0)
∂t
dx.
With the choice dµ
dq
= 0 Q(δq, δq˜) is a single valued meromorphic differential form on the
Riemann surface Y with poles only at the branchpoints of the covering map induced by µ and
the poles of v(q). If v(qt,t˜) has a simple pole of order 1 at (λ0(t, t˜), µ0(t, t˜)) and if this point is
no branchpoint, the local residue of the form Q(δq, δq˜) at this point (λ0(t, t˜), µ0(t, t˜)) is given by
2π
√−1
(
∂λ0
∂t
∂ ln(µ0)
∂t˜
− ∂λ0
∂t˜
∂ ln(µ0)
∂t
)
.
Moreover, if v(q) has no poles and zeroes at the branchpoints, the total sum of all residues at
the branchpoints of the covering map induced by µ of P (δq, δq˜) +Q(δq, δq˜) is equal to zero.
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Proof: If we multiply v(x, t, t˜) and w(x, t, t˜) by exp(2πkx
√−1) and exp(−2πkx√−1), respec-
tively, again Q(δq, δq˜) does not change. Hence it is single valued. The statement about the
poles is obvious. If f(t, t˜) is locally a holomorphic function such that the divisor of f(t, t˜) is
locally equal to D(qt,t˜),
Q˜(δq, δq˜) = −κ
µ
dµ
∫ 1
0
∂λ
∂t
w˜(x, 0, 0)h0ph
−1
0
∂v˜(x, 0, t˜ = 0)
∂t˜
dx+
+
κ
µ
dµ
∫ 1
0
∂λ
∂t˜
w˜(x, 0, 0)h0ph
−1
0
∂v˜(x, t = 0, 0)
∂t
dx
with v˜(x, t, t˜) = f(t, t˜)v(x, t, t˜) and w˜(x, t, t˜) = w(x, t, t˜)/f(t, t˜) is locally holomorphic. Hence
the residue at (λ0(0, 0), µ0(0, 0)) of Q(δq, δq˜) is equal to the residue of
Q(δq, δq˜)− Q˜(δq, δq˜) =
(
1
f(0, 0)
∂f(0, t˜ = 0)
∂t˜
∂λ
∂t
− 1
f(0, 0)
∂f(t = 0, 0)
∂t
∂λ
∂t˜
)
dµ
µ
.
This residue is equal to
2π
√−1
(
∂λ0
∂t
∂ ln(µ0)
∂t˜
− ∂λ0
∂t˜
∂ ln(µ0)
∂t
)
.
To prove the last statement we first note that P (δq, δq˜) +Q(δq, δq˜) is equal to
∂
∂t˜
λκ0,t˜=0
∫ 1
0
w(x, 0, t˜ = 0)h0ph
−1
0
∂v(x, t = 0, t˜ = 0)
∂t
dx
dµ
µ
−
− ∂
∂t
λκt=0,0
∫ 1
0
w(x, t = 0, 0)h0ph
−1
0
∂v(x, t = 0, t˜ = 0)
∂t˜
dx
dµ
µ
.
Now let (λ0(t, t˜), µ0(t, t˜)) be a branchpoint of order b0 of the covering map induced by µ such
that v(x, t, t˜) has no pole at (λ0, µ0). A local coordinate on the Riemann surface is given by
νb0+1 = µ− µ0. Then we claim that κµdµ
∫ 1
0 w(x, t, t˜)h0ph
−1
0
∂v
∂t
(x, t, t˜)dx has a pole of order 1 at
(λ0, µ0), and the residue of this form is locally equal to the residue of the form
1
2
dµ
µ
d
dt
ln
(
∂R(λ, µ, qt,t˜)
∂λ
)
,
where again the derivative d
dt
is taken with the choice ∂µ
∂q
= 0 :
d
dt
ln
(
∂R(λ, µ, qt,t˜)
∂λ
)
=
Rλt
Rλ
+
Rλλ
Rλ
dλ
dt
.
Here we used the subscript to denote partial derivatives. In order to prove this claim we need
some preparation. The divisor of w(x, t, t˜) is given by −b minus the divisor of v(x, t, t˜). Due
to the assumption beffective = banalytic, w(x, t, t˜) has also no poles and zeroes at (λ0, µ0). Now let
(λ, µ) and (λ′, µ) be two different points of the Riemann surface Y such that the covering map
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induced by µ project them onto the same point µ ∈ C. Let v′ be the value of v at (λ′, µ). Then
we have ∫ 1
0
w(x, t, t˜)h0ph
−1
0 v
′(x, t, t˜)dx =
1
λ− λ′
∫ 1
0
w(x, t, t˜)h0
((
d
dx
+ q(x) + pλ
)
−
(
d
dx
+ q(x) + pλ′
))
h−10 v
′(x, t, t˜)dx = 0.
More generally, let the prime denote the value of the corresponding function at the point with
local coordinates ν ′ and the function without prime denotes this function at the point with local
coordinates ν. We can expand the function
∫ 1
0 κw(x, t, t˜)h0ph
−1
0 v
′(x, t, t˜)dx in a Laurent series in
ν and ν ′ :
∑
l≥−b0,l′≥0 al,l′ν
l(ν ′)l
′
. Since κ has a pole of order b0, we may assume l ≥ −b0. For ν =
ν ′ this function is equal to 1 :
∑
l+l′=L al,l′ = δL,0; and for ν
b0+1 = (ν ′)b0+1, ν 6= ν ′, this function is
equal to zero. With the help of a finite Fourier transformation we obtain al,l′ = 0, if l + l
′ < 0
and a−l,l = 1/(b0 + 1) for l = 0, 1, . . . , b0. The form
∫ 1
0 κw(x, t, t˜)h0ph
−1
0 dv(x, t, t˜)dx has a
Laurent expansion of the form
∑
l≥−b0,l′≥0
l′al,l′νl+l
′−1dν +
∑
l≥−b0,l′≥0
dal,l′ν
l+l′.
The second term vanishes and the first term has a simple pole of the form
∑b0
l=0
l
b0+1
dν
ν
= b0
2
dν
ν
.
Since Rλ(λ, µ, qt,t˜) has a pole of order b0 at (λ0, µ0), this form has the same pole as the form
1
2
d ln(Rλ(λ, µ, qt,t˜). This proves the claim. If v(q) has a no poles and zeroes at the branchpoints
of the covering map induced by µ, the total sum of residues at the branchpoints of the form
P (δq, δq˜) + Q(δq, δq˜) is equal to the sum of residues at the covering points of infinity of the
form
1
2
dµ
µ
(
∂λ
∂t˜
d
dt
(lnRλ)− ∂λ
∂t
d
dt˜
(lnRλ)
)
,
where all derivatives are taken according to the choice dµ
dq
= 0. At the beginning of this section
we showed that dµ
µ
∂λ
∂t
= −Ω(δq) and dµ
µ
∂λ
∂t˜
= −Ω(δq˜) are elements of H0modified(Y,Ω). Since
d
dt
ln(κ) and d
dt˜
ln(κ) has zeroes of order at least 2 at all covering points of infinity, the total sum
of all residues at the branchpoints of P (δq, δq˜) +Q(δq, δq˜) is also equal to the sum of residues
at the covering points of infinity of the form
1
2
Ω(δq˜)
d
dt
ln(Rµ)− 1
2
Ω(δq)
d
dt˜
ln(Rµ),
where all derivatives are taken according to the choice dµ
dq
= 0. Now we claim that this is
also true if the derivatives are taken according to the choice dλ
dq
= 0. In fact, the difference of
d
dt
ln(Rµ) with the choice
dµ
dq
= 0 minus d
dt
ln(Rµ) with the choice
dλ
dq
= 0 is equal to d
dλ
ln(Rµ)
∂λ
∂t
,
where the derivative is taken according the choice dµ
dq
= 0. Hence the derivatives can be taken
according to the choice dµ
dq
= 0 as well as to the choice dλ
dq
= 0. Let us now take all derivatives
according to the choice dλ
dq
= 0.
1
2
Ω(δq˜)
d
dt
ln(Rµ)− 1
2
Ω(δq)
d
dt˜
ln(Rµ) =
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=
1
2
dλ
(
1
µ
dµ
dt˜
(
Rtµ
Rµ
+
Rµµ
Rµ
dµ
dt
)
− 1
µ
dµ
dt
(
Rt˜µ
Rµ
+
Rµµ
Rµ
dµ
dt˜
))
=
=
1
2
Ω(δq˜)
Rtµ
Rµ
− 1
2
Ω(δq)
Rt˜µ
Rµ
.
Now let µi be the value of µ in the i-th sheet over λ. Then
R(λ, µ) =
n∏
i=1
(µ− µi), Rµ =
n∑
j=1
∏
i 6=j
(µ− µi) and Rµt =
n∑
j=1
∑
k 6=j
−dµk
dt
∏
i 6=k,j
(µ− µi).
In the j-th sheet Rµt
Rµ
takes the value
∑
k 6=j
dµj
dt
+ dµk
dt
µk − µi .
∣∣∣ d
dt
ln(µ)
∣∣∣ is bounded on some set U0,ǫ by c|λ|−1. In the beginning of the proof of Theorem 7.3
we used the fact that sup{|µk|, |µj|}/|µk−µj | is bounded on all U0,ǫ. Hence
∣∣∣Rµt
Rµ
∣∣∣ is bounded on
all U0,ǫ by c/|λ|. This implies that the total sum of residues at all branchpoints of the covering
map induced by µ of the form P (δq, δq˜)+Q(δq, δq˜) converges to zero in the sense of Remark 3.7,
if v(q) has no poles at this branchpoints. This completes the proof of Lemma 7.5 ✷
Completion of the proof of Theorem 7.3: It is quite obvious that Q(δq, δq˜) has no poles at
the covering points of infinity. If D(q) has no poles at the branchpoints of the covering map
induced by µ and furthermore is composed only of simple points, the last two lemmata show
that
ω(δq, δq˜) =
∑
i∈D(q)
dλi
dq
(δq)
d ln(µi)
dq
(δq˜)− dλi
dq
(δq˜)
d ln(µi)
dq
(δq),
and that this sum converges. If we look more carefully at the proof, we see that it is also valid
without this restriction. ✷
8 The tangent space of the Jacobian variety
It is known that in the case of the Korteweg-de Vries equation the isospectral sets are not
submanifolds of the space of potentials. Hence we cannot expect that the isospectral sets are
differentiable manifolds with a tangent bundle. Nevertheless we can define a subspace of the
tangent space of the space of potentials, of tangent vectors along the isospectral sets. By abuse
of notation this will be called the tangent space.
Definition 8.1 Let Lq ⊂ TqH∞ be the kernel of the map Ωq : TqH∞ → H0modified(Y,Ω).
In general the map π : Y → X is not continuous. Nevertheless, the holomorphic functions on
π−1(U) are well defined for all open sets U ofX . Hence the direct image sheaf of the holomorphic
functions π∗(O−π−1(∞), Y ) is a well defined sheaf over X . Moreover, there exists a natural
homomorphism H1(Y,O−π−1(∞)) → H1(X, π∗(O−π−1(∞)). Indeed, let Y˜ be the set Y with the
unique coarsest topology containing the topology of Y and the inverse image of the topology
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of X under π. Then there exists a natural inclusion H1(Y,O−π−1(∞)) →֒ H1(Y˜ ,O−π−1(∞)). It
is quite easy to see that each covering of Y˜ has a refinement, such that the first cohomology
group with respect to this refinement is equal to the first cohomology group with respect to
some inverse image of a covering of X . Hence H1(Y˜ ,O−π−1(∞)) and H1(X, π∗(O−π−1(∞))) are
isomorphic. This gives the natural inclusion H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))). In
Section 4 we already indicated that there exists a isomorphism of sheaves over X :
ε−1q : π∗(O)→ Oq, f 7→
∑
Pf,
where
∑
denotes the sum over all sheets of the covering map π. Now let Mn(O−∞) denote the
sheaf of rings of n×n-matrices with values in O−∞ on X and O−∞,q the subsheaf of all matrices,
which commute with F (·, q). Then there exists a natural inclusion O∞,q →֒ Mn(O−∞). Putting
all this together we have the following sequence of homomorphisms:
H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,q)→ H1(X,Mn(O−∞)).
Let v(q) and w(q) be the solutions of (8) and (9) with normalization v1(q) = 1 = w1(q).
Furthermore, let UD be the complement of the support of the divisor D(q) in Y .
Lemma 8.2 For each element c ∈ H1(X,O−∞,q) in the kernel of
H1(X,O−∞,q)→ H1(X,Mn(O−∞))
there exists a section f of OD on π−1(C), such that under the homomorphism
H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,q)
the cocycle [f ] ∈ H1(Y,O−π−1(∞)) induced by f with respect to the covering Y = UD ∪ π−1(C)
is mapped onto c. Moreover, there exists a unique vector valued meromorphic function δv on
Y , with poles only at the poles of v and zeroes at all covering points of infinity and a section
a+ of Mn(O−∞) on C, such that
vf = π∗(a+)v − δv and (δv)1 = 0.
Proof: Since c is an element of the kernel of H1(X,O−∞,q) → H1(X,Mn(O−∞)) there ex-
ists a cochain b ∈ C0(U ,Mn(O−∞)) with some covering U of x, such that δb is a repre-
sentative of c ∈ C1(U ,O−∞,q). For any open set U of U we define on π−1(U) the func-
tion δvU = π
∗(bU )v − v(π∗(bU)v)1. If V is another element of the covering U , on π−1(U ∩
V ) the function δvU − δvV = π∗(bU − bV )v − v(π∗(bU − bV )v)1. Since δb is an element
C1(U ,O−∞,q), π∗(bU − bV )v = v(π∗(bU − bV )v)1. Hence δv is a meromorphic function on
Y with poles only at the poles of v and zeroes at all covering points of infinity. If b is an
element of C0(U ,O−∞,q) the same argument shows that δv = 0. This shows that δv depends
only on the element c of H1(X,O−∞,q). If (λ0, µ0) ∈ Y is a pole of v and U is an element
of the covering such that π−1(U) contains this pole, then the singular part of (π∗(bU)v)1 does
only depend on c. Indeed, if V is another element of the covering, which contains this pole,
π∗(bU − bV )v = v(π∗(bU − bV )1 and (π∗(bU − bV )1 is holomorphic, since δb is an element of
C1(U ,O−∞,q). Hence c defines a unique Mittag Leffler distribution on Y , more precisely, a
global section of the sheaf OD/O. Due to [Fo, Theorem 26.3] there exists a solutionf of this
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Mittag Leffler distribution on π−1(C). The function f on π−1(C) together with the zero function
on UD defines an element of C
0
(
{UD, π−2(C)},OD−π−1(∞)
)
. The coboundary of this element
defines an element of H1(Y,O−π−1(∞)) denoted by [f ]. Now we claim that under the map
H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,q) [f ] is mapped onto c. A representa-
tive of the image of [f ] inH1(X, π∗(O−π−1(∞))) is given by the coboundary of the cochain defined
by the zero section of π∗(O−π−1(∞)) on P1\π(supportD) and the section f of π∗(OD−π−1(∞)) on C.
Now let U∩{C, P1\π(supportD)} be the covering {U ∩ C, U ∩ (P1 \ π(supportD))| U ∈ U}. Then
we define the following element of C0(U∩{C, P1\π(supportD)}, π∗(O−π−1(∞))), which on U∩C is
equal to f−(π∗(bU )v)1 and on U∩P1\π(supportD) equal to zero. The coboundary of this element
is equal to the image of [f ] under H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) minus the image of
c under the isomorphism H1(X,O−∞,q) ≃ H1(X, π∗(O−π−1(∞))). This proves the claim. Finally
we note that by construction of f the function a+ =
∑
Pf−∑ δvw/wv is a section ofMn(O−∞)
on C, and vf = π∗(a+)v − δv. The functions a+ on C and the function a− = −∑ δvw/wv on
P1 \ π(supportD) define an element a of C0 ({C, P1 \ π(supportD)},Mn(O−∞)), such that δa is
equal to the image of [f ] under H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,q).
This completes the proof of the lemma. ✷
Definition 8.3 Let H1q,modified(Y,O) ⊂ H1(Y,O−π−1(∞)) be the vector space of all cocycles in
the kernel of the homomorphism
H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,Txq)→ H1(X,Mn(O−∞))
for all x ∈ [0, 1]31. Furthermore let H˜1q,modified(Y,O) ⊂ H1(Y,O−π−1(∞)) be the preimage under
the homomorphism
H1(Y,O−π−1(∞)) →֒ H1(X, π∗(O−π−1(∞))) ≃ H1(X,O−∞,q)
of the subspace H1(P1,O−∞,q) ⊂ H1(X,O−∞,q).
Lemma 8.4 H˜1q,modified(Y,O) is the same for all q ∈ Isospectral(Y ). Hence we will omit the
index q. Moreover, H˜1modified(Y,O) is contained in H1q,modified(Y,O) for all q ∈ Isospectral(Y ).
Proof: Since H1(P1,Mn(O−∞)) = 0 we can apply the last lemma. Since P1 is compact, we
can calculate the cohomology groups with respect to some finite covering. Moreover, for each
open subset U ⊂ C ⊂ P1, H1(U,O−∞,q) ≃ H1(π−1(U),O) = 0 (see [Fo, 26.1] ). Hence
we can calculate the cohomology group with respect to some covering P1 = U+ ∪ U−, with
U+ ⊂ C ⊂ P1 and some neighbourhood U− of ∞ ∈ P1. To each element c ∈ H1(P1,O−∞,q)
there exists a cochain b ∈ C0 ({U+, U−},Mn(O−∞)), such that δb is a representative of c in
C1 ({U+, U−}O−∞,q). Similar arguments as in the proof of the lemma before show that the
coboundary of the cochain f ∈ C0 ({π−1(U+), π−1(U−)},M), with fπ−1(U+) = (π∗(bU+)v)1 and
fπ−1(U−) = (π
∗(bU−)v)1 is a representative in C
1
(
{π−1(U+), π−1(U−)},O−π−1(∞)
)
of the preim-
age of c under the inclusion H1(Y,O−π−1(∞)) →֒ H1(P1,O−∞,q). Now let q˜ ∈ Isospectral(Y ) be
31With the help of Proposition 6.5 and Theorem 6.6 one can prove that this condition is equivalent for all
x ∈ [0, 1]. Hence we may impose this condition only for x = 0. But in general H1q,modified(Y,O) does not
coincide for all q ∈ Isospectral(Y ). This vector space is the same for all q and q˜, such that E∗(q) ⊗ E(q˜) is an
element of the real part of the Picard group (Compare with Theorem 9.5).
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another potential. Then it is obvious that [f ] corresponds also to an element of H1(P1,O−∞,q˜).
This shows that H˜1q,modified(Y,O) does not depend on q and furthermore, that H˜1modified(Y,O) is
contained in H1q,modified(Y,O). ✷
For compact Riemann surfaces Serre duality gives a non-degenerate pairing between the first
cohomology group of the sheaf of holomorphic functions and the vector space of holomorphic
differential forms. With the help of Lemma 8.2 we can write down the corresponding pairing
between H1q,modified(Y,O) and H0modified(Y,Ω) as an infinite sum: Let [f ] ∈ H1q,modified(Y,O) be
represented by a cocycle of the form defined in Lemma 8.2. Then for all ω ∈ H1modified(Y,Ω)
Res([f ], ω) = −∑Res(fω),
where the sum runs over all poles of f on π−1(C). This is equal to the sum of residues of fω at
all covering points of infinity. But in general this sum does not converge. If [f ] is an element
of H˜1modified(Y,O) of the form defined in Lemma 8.4
Res([f ], ω) = −∑Res (fπ−1(U+)ω)+∑Res (fπ−1(U−ω) ,
where the first sum runs over all poles of fπ−1(U+) on π
−1(U+) and the second sum runs over
all poles of fπ−1(U−) on π
−1(U−). Since −fπ−1(U+) + fπ−1(U−) is holomorphic on π−1(U+ ∩ U−),
we can omit the poles on π−1(U+ ∩ U−). Then the first sum becomes finite and the second
sum converges due to Theorem 3.5. This shows that Res is a well defined pairing between
H˜1modified(Y,O) and H1modified(Y,Ω). Now we can state the main theorem of this section:
Theorem 8.5 (i) There exists an isomorphism of vector spaces dΓq : H
1
q,modified(Y,O) → Lq,
which is uniquely determined by the property that for all [f ] ∈ H1q,modified(Y,O)
∂v
∂q
(dΓq([f ])) = δv,
where δv was defined in Lemma 8.2.
(ii) For all [f ] ∈ H1q,modified(Y,O) and all δq ∈ TqH∞ the following relation holds:
ω (dΓq([f ]), δq) =
1
2π
√−1Res ([f ],Ωq(δq))
and the infinite sum on the right hand converges.
(iii) The pairing Res between H˜1modified(Y,O) and H0modified(Y,Ω) is non-degenerate.
(iv) Lq is a maximal isotropic subspace of TqH∞ with respect to the symplectic form ω.
Proof32: Let [f ] ∈ H1q,modified(Y,O) be a cocycle of the form defined in Lemma 8.2 and
a(x) =
∑
v(Txq)
f
w(Txq)v(Txq)
w(Txq).
32This proof may be passed over.
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Due to the proof of Theorem 4.10 a(x) is equal to h0g(x, ·, q)h−10 a(0)h0g−1(x, ·, q)h−10 . This
implies that
[
a(x), d
dx
+ h0 (pλ+ q(x))h
−1
0
]
= 0. By definition of H1q,modified(Y,O) and due to
Lemma 8.2 there exists for all x ∈ [0, 1] a decomposition a(x) = a+(x)+a−(x), such that a+(x)
is an entire function from C into the n×n-matrices and a−(x) is a meromorphic function on X ,
which vanishes at λ =∞. Then the commutator [a(x), h0(pλ+ q(x))h−10 ] has a decomposition
of the same form and both functions a+(x) and a−(x) are smooth with respect to x. Then we
define
δq(x) =
[
h−10 a+(x)h0,
d
dx
+ pλ+ q(x)
]
=
[
d
dx
+ pλ+ q(x), h−10 a−(x)h0
]
.
This equation shows that δq(x) is an entire function with respect to λ and is holomorphic near
λ =∞. Therefore it does not depend on λ. Moreover, it is a smooth function with respect to
x. Now we claim that δv = −π∗(a−(0))v(q) satisfies the relation
π∗(F (·, q))δv + π∗
(
∂F
∂q
(·, q)(δq)
)
v = δvµ.
Let δv(x) be the multivalued meromorphic function δv(x) = −π∗(a−(x)h0g(x, ·, q)h−10 )vµ−x.
Since a(x) is periodic with respect to x, we have δv = δv(0) = δv(1). Furthermore, δv(x) is a
solution of the differential equation
π∗
(
d
dx
+ h0(pλ+ q(x))h
−1
0
)
δv(x) + δv(x) ln(µ) + π∗
(
h0δq(x)g(x, ·, q)h−10
)
vµ−x = 0.
Due to Lemma 2.1 δv(x) is then equal to
δv(x) = π∗
(
h0g(x, ·, q)h−10
)(∫ x
0
π∗(h0g−1(t, ·, q)δq(t)g(t, ·, q)h−10 )v + δv(0)
)
µ−x.
For x = 1 we obtain the equation
δv = π∗(F (·, q))δvµ−1 + π∗
(
∂F
∂q
(·, q)(δq)
)
vµ−1.
This proves the claim. For each δq ∈ Lq, δv = ∂v∂q (δq) is a solution of this equation. With the
normalization (δv)1 = 0 this equation has only one meromorphic solution, since there are many
λ ∈ C, such that F (λ, q) has n different eigenvalues. This shows that δv corresponding to [f ]
is equal to ∂v
∂q
(δq). It is quite obvious that δq is an element of Lq if and only if
∂v
∂q
(δq)µ− π∗(F (·, q))∂v
∂q
(δq) = π∗
(
∂F (·, q)
∂q
(δq)
)
v − v∂µ
∂q
(δq)
is an element of the form π∗(δF )v, with some entire function δF : C → n× n-matrices. Hence
we have a map dΓq : H
1
q,modified(Y,O)→ Lq. Now we claim that for each vector valued function
δv, which vanishes at all covering points of infinity and furthermore satisfies the relations
δvµ− π∗(F (·, q))δv = π∗(δF )v and (δv)1 = 0
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with some entire function δF : C → n × n-matrices, there exists one and only one element
c ∈ H1(X,O−∞,q) in the kernel of H1(X,O−∞,q) → H1(X,Mn(O−∞)), such that δv is equal
to the corresponding meromorphic function constructed in Lemma 8.2. The relation δvµ −
π∗(F (·, q))δv = π∗(δF )v is equivalent to the relation[∑ δvw
wv
, F (·, q)
]
= δF.
To proceed further we need
Lemma 8.6 Let the following homomorphism of sheaves be an isomorphism:
On
C
→ Oq, (f1, . . . , fn) 7→
n∑
i=1
F i−1(·, q)fi.
Then for all λ0 ∈ C the centralizer of F (λ0, q) is spanned by 1 , F (λ0, q), . . . , F n−1(λ0, q).
Proof: Let R(λ, µ) = det(µ1 −F (λ, q)) = 0 be the eigenvalue equation and let (λ0, µ0) ∈ C2 any
solution of this equation. Then the condition implies that R(λ0, F (λ0, q))(F (λ0, q)− µ01 )−1 33
is not equal to zero. This implies the conclusion of the lemma. ✷
Due to the assumption banalytic = beffective = balgebraic the condition of the foregoing lemma is
fulfilled. Then this lemma and the equation ahead of this lemma imply that in a neighbourhood
of every pole of
∑
δvw/wv there exists a meromorphic section f of π∗(O), such that ∑Pf −∑
δvw/wv is holomorphic on this neighbourhood. Therefore the singular part of
∑ δvw
wv
defines
a Mittag Leffler distribution on π−1(C). Now let f be as in Lemma 8.2 a solution of this
Mittag Leffler distribution on π−1(C). Then vf + δv is a vector valued section of the sheaf
OD(q) over π−1(C). Hence there exists an entire function a+ : C → n × n-matrices such that
vf = π∗(a+)v − δv. Since (δv)1 = 0, we have f = (π∗(a+)v)1 and δv = π∗(a+)v − v(π∗(a+)v)1.
If two elements c and c′ of H1(X,O−∞,q) correspond to the same element δv, the difference
of the two corresponding 0-cochains b and b′ used in the proof of Lemma 8.2 is a cochain
in C0(U ,O−∞,q) and δ(b − b′) = c − c′. Hence they are equal. This proves the claim. In
particular, we have for all δq ∈ Lq a cocycle [f ] ∈ H1(Y,O−π−1(∞)) as in Lemma 8.2, such that
v(q)f = π∗(a+)v(q)− ∂v∂q (δq), with some entire function a+ : C→ n×n-matrices. Let v(x, q) be
the multivalued solution v(x, q) = π∗(h0g(x, ·, q)h−10 )v(q)µ−x of (8) to the potential Txq. Then
we have v(x, q)f =
= π∗
(
h0g(x, ·, q)h−10
(
a+ + h0
∂g(x, ·, q)
∂q
(δq)h−10
)
h0g
−1(x, ·, q)h−10
)
v(x, q)− ∂v(x, q)
∂q
(δq)
and π∗(F (·, Txq))∂v(x, q)
∂q
(δq)− ∂v(x, q)
∂q
(δq)µ = π∗
(
∂F (Txq)
∂q
(Txδq)
)
v(x, q).
Since the solutions of the last equations are unique up to summation of some multiple of
v(x, q), ∂v(x,q)
∂q
(δq) is equal to
∂v(Txq)
∂q
(Txδq)v1(x, q) +
∂v1(x, q)
∂q
(δq)v(x, q).
33The singularity of the function R(λ0, µ)(µ− µ0)−1 at µ = µ0 may be removed. Hence this function should
be considered to be a polynomial of degree n− 1 with respect to µ as well as with respect to F (λ0, q).
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Similar arguments as in Theorem 4.10 show that ∂v(x,q)
∂q
(δq) vanishes at all covering points of
infinity. Hence we have
v(Txq)f − f−(x) = π∗(a+(x))v(Txq)− ∂v(Txq)
∂q
(Txδq), with
a+(x) = h0g(x, ·, q)h−10
(
a+ + h0
∂g(x, ·, q)
∂q
(δq)h−10
)
h0g
−1(x, ·, q)h−10 and
f−(x) = −∂v1(x, q)
∂q
(δq)
v1(Txq)
v1(x, q)
,
which is a single valued meromorphic function on Y and vanishes at all covering points of
infinity. The cocycle represented by f is of course the same as the cocycle represented by
f − f−(x). Therefore the cocycle corresponding to ∂v(Txq)∂q (Txq) does not depend on x. In
particular it is an element of H1q,modified(Y,O). This defines a map
Lq → H1q,modified(Y,O), δq 7→ [f ],
such that δv = ∂v
∂q
(δq) corresponds to [f ] in the sense of Lemma 8.2 and this property determines
a unique isomorphism dΓq : H
1
q,modified(Y,O) → Lq. This proves (i). Now let δq ∈ TqH∞ and
[f ] ∈ H1q,modified(Y,O), where [f ] is of the same form as in Lemma 8.2. Then we define
b−(x) =
∑ ∂v(Txq)
∂q
(Txδq)
1
w(Txq)v(Txq)
w(Txq)
and a(x) =
∑
v(Txq)
f
w(Txq)v(Txq)
w(Txq) = a+(x) + a−(x).
This implies h0dΓ([f ])(x)h
−1
0 =
[
d
dx
+ h0(pλ+ q(x))h
−1
0 , a−(x)
]
and
h0δq(x)h
−1
0 =
[
d
dx
+ h0(pλ+ q(x))h
−1
0 , b−(x)
]
+ v(Txq)
∂µ
∂q
(δq)
w(Txq)v(Txq)
w(Txq),
where the last derivative is taken with respect to the choice dλ
dq
= 0.
Then 2π
√−1ω(dΓ([f ]), δq) is equal to the residue at infinity of the form
dλ
∫ 1
0
tr
(
a−(x)
(
d
2dx
+ h0(pλ+ q(x))h
−1
0
)
b−(x)−
−b−(x)
(
d
2dx
+ h0(pλ+ q(x)h
−1
0
)
a−(x)
)
dx =
= dλ
∫ 1
0
tr
(
b−(x)
(
d
2dx
+ h0(pλ+ q(x))h
−1
0
)
a+(x)−
−a+(x)
(
d
2dx
+ h0(pλ+ q(x)h
−1
0
)
b−(x)
)
dx =
8 THE TANGENT SPACE OF THE JACOBIAN VARIETY 59
= −dλ
∫ 1
0
tr(a+(x)δq(x))dx+ dλ
∫ 1
0
tr

a+(x)∑ v(Txq)
∂µ
∂q
(δq)
w(Txq)v(Txq)
w(Txq)

 dx.
The residue at infinity of the first summand vanishes and the residue at infinity of the second
summand is equal to the residue at infinity of
dλ
∫ 1
0
tr

a(x)∑ v(Txq)
∂µ
∂q
(δq)
w(Txq)v(Txq)
w(Txq)

 dx =∑ fΩq(δq).
Therefore ω(dΓq([f ]), δq) is equal to
1
2π
√−1Res([f ],Ωq(δq)). This proves (ii). To each finite
Mittag Leffler distribution on π−1(C), there exists a solution f on π−1(C), and the corresponding
cocycle [f ] is of course an element of H˜1modified(Y,O). Hence ω ∈ H1modified(Y,Ω) is equal to
zero, if Res([f ], ω) = 0 for all [f ] ∈ H˜1modified(Y,O). On the other hand ω is non-degenerate
and therefore [f ] ∈ H˜1modified(Y,O) ⊂ H1q,modified(Y,O) is equal to zero, if ω(dΓq([f ]), δq) =
1
2π
√−1Res([f ],Ωq(δq)) = 0 for all δq ∈ TqH∞. Then Res is a non-degenerate pairing between
H˜1modified(Y,O) and H0modified(Y,Ω). This implies that δq ∈ Lq, if and only if ω(δq, δq˜) = 0 for
all δq˜ ∈ Lq. This completes the proof of Theorem 8.5 ✷
In the finite dimensional case the last statement of the theorem would imply that the system
is completely integrable. In the infinite dimensional case this is only one possibility to define
the meaning of completely integrable. But there are stronger definitions, which are more
satisfactory. For example one could assume the isospectral sets to be diffeomorphic to some
abelian Lie groups, where the Lie algebras are isomorphic to the tangent space. For compact
Riemann surfaces the first cohomology group of the sheaf of holomorphic functions is the Lie
algebra of the Picard group. If the isospectral sets were to be one connected component of the
Picard group this condition would be fulfilled. In Section 4 we already saw that this is not the
case for Riemann surfaces of infinite genus. Nevertheless we can define some subgroup of the
Picard group, which acts on all divisors of Riemann-Roch type, but this action is not transitive.
Definition 8.7 Let H˜1modified(Y,O∗) be the subgroup of the Picard group in the modified sense,
which consists of cocycles of the form f+/f− on π−1(U+ ∩ U−), where f+ is a meromorphic
function on π−1(U+) and f− is a meromorphic function on π−1(U−), which is equal to 1 at all
covering points of infinity, and P1 = U+∪U− is some open covering of P1, such that U+ ⊂ C ⊂ P1
and U− is some open neighbourhood of infinity.
Similar arguments as in the proof of Lemma 8.4 show that H˜1modified(Y,O∗) is the subgroup of the
Picard group in the modified sense, which is mapped intoH1modified(P1, π∗(O∗)) ≃ H1modified(P1,O∗q)
for all q ∈ Isospectral(Y ). Due to Proposition 6.5 the connected component of the identity of
H˜1modified(Y,O∗) acts on Jacobian(Y ), but neither is Jacobian0(Y ) an invariant subspace under
this action nor is this action transitive.
The exact sequence of sheaves
0→ Z→ O → O∗ → 1,
induces a homomorphism
exp : H˜1modified(Y,O)→ H˜1modified(Y,O∗).
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In some sense H˜1modified(Y,O) is the Lie algebra of H˜1modified(Y,O∗) and this map is the exponen-
tial map. In the next section we introduce a reality condition in order to define a real subgroup
of the Picard group, which acts transitively on the real part of the isospectral sets.
9 A reality condition
In this section we will formulate a reality condition on the space of potentials. The real part of
the Jacobian variety will turn out to be isomorphic to a compact abelian group. For the real
part of the dynamical system we will construct action angle variables. In the simplest case, the
nonlinear Schro¨dinger equation, there are two reality conditions: the non-focussing and the self
focussing nonlinear Schro¨dinger equation. The non-focussing nonlinear Schro¨dinger equation
is an extension of the real Korteweg-de Vries equation and can be treated by the methods of
[MK-T-1]. The reality condition, investigated in this section, in the simplest case turns out to
be the self focussing nonlinear Schro¨dinger equation. In the second Appendix we give a short
introduction to the relation of these two reality conditions using spectral theory.
Assumption 9.1 In this section we always assume that p1, . . . , pn are imaginary.
Definition 9.2 The Fre´chet space of smooth periodic potentials q, which satisfies the reality
condition q∗ = −q is denoted by H∞
R
. In general we will use the subscript R, to denote the
subsets corresponding to this reality condition.
If q ∈ H∞
R
, q(x) + pλ is an element of the Lie algebra u(n,C), for all λ ∈ R. It satisfies the
relation
(q(x) + pλ)∗ = −(q(x) + pλ¯).
Hence g(x, λ, q) and F (λ, q) satisfy the relations
g∗(x, λ, q) = g−1(x, λ¯, q) and F ∗(λ, q) = F−1(λ¯, q), respectively.
Then R(λ, µ) = det(µ1 − F (λ, q)) satisfies the relation:
R
(
λ¯,
1
µ¯
)
= det
(
1
µ¯
1 − F (λ¯, q)
)
= det
(
1
µ
1 − F−1(λ, q)
)
=
=
R(λ, µ)
(−µ)n det(−F (λ, q)) =
R(λ, µ)
(µ)nR(λ, 0)
.
This shows that R(λ, µ) = 0 if and only if R(λ¯, µ¯−1) = 0. Hence the map
θ : Y → Y, (λ, µ) 7→
(
λ¯,
1
µ¯
)
defines an anti-holomorphic involution of the Riemann surface corresponding to q ∈ H∞
R
. Let us
assume in this section that Y corresponds to some q ∈ H∞
R
. We will see later that this implies
the branching divisor of the covering map π to be invariant under the involution θ, in other
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words θ(beffective) = beffective. For every matrix valued meromorphic function or meromorphic
form f let θ∗(f) denote the function or form defined by
θ∗(f)(λ, µ) = f ∗(λ¯, µ¯−1).
By abuse of notation we will denote the natural isomorphism of the group of divisors of Y
induced by θ also by θ.
Theorem 9.3 A potential q ∈ H∞ satisfies the reality condition q∗ = −q if and only if
θ(D(q)) = Dt(q). Moreover, every divisor D of Riemann-Roch type, which obeys the equiv-
alence relation D + θ(D) ∼ b is non-special in the modified sense. In particular
JacobianR(Y ) = {[D] ∈ Jacobian(Y )|D + θ(D) ∼ b in the modified sense}
is contained in Jacobian0(Y ), and Tx acts on this subspace.
Proof: For all q ∈ H∞ we have
g∗(x, λ, q) = g−1(x, λ¯,−q∗), and F ∗(λ, q) = F−1(λ¯,−q∗).
We assumed that R(λ, µ) = 0 if and only if R(λ¯, µ¯−1) = 0. Hence µ is an eigenvalue of F (λ, q),
if and only if µ¯−1 is an eigenvalue of F (λ¯,−q∗). If v is any meromorphic solution of
π∗(F (λ, q))v = vµ,
then it is also a solution of
π∗(F−1(λ, q))v = v
1
µ
,
and θ∗(v) is a solution of
θ∗(v)θ∗(π∗(F−1(λ, q))) = θ∗(v)π∗(F−1
∗
(λ¯, q)) =
= θ∗(v)π∗(F (λ,−q∗)) = θ
(
1
µ
)
θ∗(v) = µθ∗(v).
If q∗ = −q, this implies θ∗(v) = w and Dt(q) = θ(D(q)). Now let Dt(q) be equal to θ(D(q)).
Since θ∗(µx) = µ−x, Theorem 4.10 implies
Dt(Txq) = T−xDt(q) = T−xθ(D(q)) = θ(TxD(q)) = θ(D(Tx)).
Then we have
θ∗(v(Txq)) = w(Txq).
Using the inverse of the map q 7→ D(q), constructed in Section 4, this implies q∗ = −q. Now
let D be any divisor of Riemann-Roch type such that
D + θ(D)− b = (f)
with some meromorphic function f , which is equal to 1 at all covering points of infinity. Due
to our assumption on Y, b is equal to
D(q) + θ(D(q)) + (θ∗(v(q))v(q))
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with some q ∈ H∞
R
. This shows that
θ(b) = b and θ∗(f) = f.
Hence f is real on π−1(R). Then there exists of course some large λ0 ∈ R, such that D
and b have no contributions at all covering points of λ0 and the values of f at this covering
points are positive. Now let g be any cross section of OD−π−1(∞). By definition θ∗(g)gfλ−λ0 dλ is a
meromorphic differential form with poles only at the covering points of λ0. Hence the residue of
this differential form is equal to the sum of the values of 2π
√−1θ∗(g)gf at the covering points
of infinity. Due to Theorem 3.5 this total residue is zero and therefore g is zero at all covering
points of λ0. The same is of course true for all λ
′
0 ∈ [λ0 − ǫ, λ0 + ǫ] with some small ǫ > 0.
Hence g is equal to zero. We proved that
H0(Y,OD−π−1(∞)) ≃ H0(Y,Oθ(D)−π−1(∞)) ≃ 0.
The asymptotic and total degrees of D and θ(D) are equal to half the asymptotic and total
degree of b. Hence they are equal to (1, 1, . . .) in the sense of Remark 3.7. Due to Serre duality
this implies
H˜1(Y,OD−π−1(∞)) ≃ H˜1(Y,Oθ(D)−π−1(∞)) ≃ 0.
Due to Lemma 6.2 this implies that D and θ(D) are non-special in the modified sense. As
mentioned above, θ∗(µx) = µ−x, and therefore the action of Tx on Jacobian(Y ) leaves the
subspace JacobianR(Y ) invariant and JacobianR(Y ) is contained in Jacobian0(Y ). ✷
For compact Riemann surfaces the Jacobian variety is isomorphic to the dual space of all
holomorphic forms modulo the first homology group of the Riemann surface. Here the first
homology group is embedded in the dual space of all holomorphic forms by integration of
forms over 1-chains. On the other hand the Jacobian variety is isomorphic to the connected
component of the Picard group and the dual space of the holomorphic forms is isomorphic
to the Lie algebra of the Picard group. From this point of view the first homology group is
isomorphic to the kernel of the exponential map from the Lie algebras of the Picard group into
the connected component of the identity of the Picard group. We will see that in our case
the same is true, if we restrict ourself to the real part of the Picard group. To do this let us
impose the reality condition on the first homology group of our Riemann surface Y . We saw
already that the real part of the Lie algebra H1modified(Y,O) of the Picard group contains all
cocycles [f ], which are equal to [−θ∗(f)]. The real part of the Picard group H1modified(Y,O∗)
contains all cocycles [f ], which are equal to
[
1
θ∗(f)
]
. The involution θ induces an involution θ#
of H1(π
−1(C), Z). Hence the lattice of real periods of the Jacobian variety is given by
H1,R(π
−1(C), Z) =
{
x ∈ H1(π−1(C), Z)|θ#(x) = −x
}
.
Since the branching divisor beffective is equal to the zeroes of θ
∗(v(q)))v(q), the support of beffective
is contained in π−1(C \ R) and θ(beffective) = beffective. Hence we may build the Riemann surface
π−1(C) out of n copies of C by cutting and gluing along small lines, which connect the points
(λι, µι) of beffective with the corresponding point (λ¯ι, µ¯
−1
ι ) of beffective. Hence we may choose gener-
ators of H1,R(π
−1(C), Z), which are in one to one correspondence with all pairs (λι, µι), (λ¯ι, µ¯−1ι )
of beffective. Since beffective has asymptotic and total degree (2, 2, . . .), we may label such pairs
with the index set I. This shows that H1,R(π−1(C), Z) is isomorphic to ⊕ι∈IZaι, where aι are
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the (asymptotically uniquely defined) generators in the excluded domains with index ι. Let us
now define elements αι ∈ H˜1modified(Y,O), such that
Res(αι, ω) =
∫
aι
ω for all ω ∈ H0modified(Y,Ω).
Let us fix some (λ0, µ0) ∈ π−1(C), which is no branchpoint of the covering map π. Then the
function
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)
is meromorphic on π−1(C) and has only one pole at (λ0, µ0), such that
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0) −
1
λ− λ0
is holomorphic near (λ0, µ0). Then the function
1
2π
√−1
∫
aι
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)dλ0
is holomorphic on the complement of the cycle aι of π
−1(C). For all ω ∈ H0modified(Y,Ω) the
sum of the residues at all covering points of infinity of the product of this function with ω is
equal to
∫
aι
ω. Hence this function defines an element αι of H˜
1
modified(Y,O), such that for all
ω ∈ H0modified(Y,Ω)
Res(αι, ω) =
∫
aι
ω.
Since θ#(aι) = −aι we claim that θ∗(αι) = αι. In fact, we have
θ∗(Rµ(λ, µ)) = − Rµ(λ, µ)
µn−2R(λ, 0)
.
Then the cocycle θ∗(αι) can be represented by the function
− 1
2π
√−1
∫
aι
µn−20
µn
R(λ0, 0)
R(λ, 0)
R(λ0, µ)
(µ−1 − µ−10 )(λ− λ0)Rµ(λ0, µ0)
dλ0 =
=
1
2π
√−1
∫
aι
(
µ0
µ
)n−1
R(λ0, 0)
R(λ, 0)
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)dλ0.
Since (
R(λ0, 0)
R(λ, 0)
− 1
)
R(λ0, µ)
(µ− µ0)(λ− λ0)
is a holomorphic function on π−1(C), the cocycle θ∗(αι) can be represented by the function
1
2π
√−1
∫
aι
(
µ0
µ
)n−1
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)dλ0.
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Since 

(
µ0
µ
)n−1
− 1

 R(λ0, µ)
(µ− µ0)(λ− λ0)
is a holomorphic function on π−1(C), the cocycle θ∗(αι) can be represented by the function
1
2π
√−1
∫
aι
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)dλ0.
This shows that θ∗(αι) is equal to αι. Since
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0) −
1
λ− λ0
is holomorphic near (λ0, µ0), the function
exp
(∫ (λ2,µ2)
(λ1,µ1)
R(λ0, µ)
(µ− µ0)(λ− λ0)Rµ(λ0, µ0)dλ0
)
is on a small open set a solution of the divisor (λ1, µ1) − (λ2, µ2), if (λ1, µ1) and (λ2, µ2) are
elements of this small open set. If we divide the path of integration into small intervals we
see that the same is true for arbitrary (λ1, µ1), (λ2, µ2) ∈ π−1(C). Now let Aι(t) be the line
bundle over Y defined by the cocycle exp(2π
√−1tαι) for all t ∈ C. Then Aι(t) is isomorphic
in the modified sense to the trivial line bundle for all t ∈ Z. For all t ∈ C it is an element of
H˜1modified(Y,O∗) and for all t ∈ R it is even an element of the real part H˜1modified,R(Y,O∗).
The line bundles Aι(t) have another description, which has the advantage that it admits
infinite tensor products. The exact sequence of sheaf homomorphisms
0→ Z→ O → O∗ → 1,
where the homomorphism O → O∗ is defined by f 7→ exp(2π√−1f), induces the long exact
sequence
0→ H0(Y, Z)→ H0(Y,O)→ H0(Y,O∗)→ H1(Y, Z)→
→ H1(Y,O)→ H1(Y,O∗)→ H2(Y, Z)→ . . .
This long exact sequence decomposes into
0→ Z→ O → O∗ → 1 and
0→ H1(Y, Z)→ H1(Y,O)→ H1(Y,O∗)→ H2(Y, Z)→ . . .
For compact Riemann surfaces, H1(Y,O) is isomorphic to the Lie algebra of the Picard group
H1(Y,O∗). From this point of view the kernel of the exponential map of the Lie algebra of the
Picard group into the Picard group is isomorphic to H1(Y, Z). Due to Poincare´ duality this first
cohomology group is isomorphic to the first homology group. Now we use a special covering of
Y , in order to define the elements αι in H
1
modified(Y,O), which correspond to aι ∈ H1(π−1(C), Z).
Let U− be the complement of all the circles (aι)ι∈I in Y and let (Uι)ι∈I be small pairwise disjoint
open tubular neighbourhoods of the circles (aι)ι∈I . The intersection Uι∩U− decomposes into two
connected components. Now let αι ∈ H1modified(Y,O) be the cocycle, which may be represented
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by the element of C1({U−, Uι|ι ∈ I}, Z), which is zero on Uι′∩U− if ι′ 6= ι and on one component
of Uι ∩ U− equal to 1 and zero on the other component. The orientation of aι determines on
which component of Uι ∩ U− the representative of αι vanishes and on which it is equal to 1.
Now exp(2π
√−1αι) is of course a representative of the trivial line bundle in H1modified(Y,O∗).
Moreover, for any sequence (tι)ι∈I ∈ RI∑ι∈I tιαι defines an element of H1modified(Y,O) and
exp
(
2π
√−1∑ι∈I tιαι) defines a line bundle in H1modified(Y,O∗). Therefore the map
(R/Z)I → H1modified(Y,O∗), (tι)ι∈I 7→ ⊗ι∈IAι(tι)
defines a group homomorphism from the compact abelian group (R/C)I into the real part of
the Picard group in the modified sense.
Proposition 9.4 If the excluded domains of some Ul,ǫ have asymptotically no overlap, the ac-
tions of R/Z on JacobianR(Y ) defined by the tensor product with Aι(t) fit together to a continuous
action of the compact group (R/Z)I on JacobianR(Y ).
Proof: We use the same arguments as in the proof of Theorem 6.6. The action of the tensor
product with Aι(t) does not change gι′ if ι
′ 6= ι and |ι|, |ι′| are large enough. On the cocycle gι
this action is given by
gι(t) = Ad
(
exp
(
−2πt√−1diagonal(n1, . . . , nn)
))
gι,
where ni − nj = 1, and all other n’s arbitrary, with ι = (i, j, k). In particular, ‖gι(t) − 1 ‖l,ǫ,ι
does not depend on t. Due to Proposition 6.5 the compact group (R/Z)I then acts continuously
on JacobianR(Y ). ✷
Theorem 9.5 For all q, q˜ ∈ H∞
R
, H1q,modified(Y,O) is equal to H1q˜,modified(Y,O). Furthermore,
there exists a dual basis (ωι)ι∈I , such that for all ωι ∈ H0modified(Y,Ω) the following holds:
(i)
∫
aι′
ωι = δι′ι = Res(αι′, ωι).
(ii) Res([f ], ωι) exists for all [f ] ∈ H1q,modified(Y,O).
(ii) ω =
∑
ι∈I Res(αi, ω)ωι for all ω ∈ H0modified(Y,Ω).
(iv) [f ] =
∑
ι∈I Res([f ], ωι)αι for all [f ] ∈ H1q,modified(Y,O).
Proof34: For large |ι|, the Riemann surface Yι decomposes into a two-fold covering of P1 and
(n− 2) copies of P1. Let βι and β¯ι be the values of λ at the two branchpoints of Yι. Then the
two-fold covering of P1 may be described by
λ =
βι − β¯ι
4
√−1
(
κ− 1
κ
)
+
βι + β¯ι
2
,
where κ ∈ P1 gives the parameterization of the two-fold covering, which is equal to 0 and ∞
at the two covering points of infinity and equal to ±√−1 at the two branchpoints. Now let κι
describe the divisor Dι(q). Then we claim that for all q ∈ H∞R the sequences ||κι| − 1| decreases
34Those readers, who are not interested in this proof may skip to Theorem 9.10.
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faster than every inverse power of |ι|. This is an easy consequence of the following fact: If
v(q) = π∗(g+ι)vι(q) is the Birkhoff factorization of h(D, ·) around the excluded domain with
index ι (see the proof of the implication (i)⇒ (ii) of Theorem 5.5), ‖g+ι−1 ‖l,ǫ,ι decreases faster
than every inverse power of |ι|, and the meromorphic function
θ∗(π∗(g+ι)vι(q)))π∗(g+ι)vι(q)
is locally a solution of the divisor beffective −D(q)− θ(D(q)). In Lemma 8.2 we showed that the
elements of H1q,modified(Y,O) are in one to one correspondence to Mittag Leffler distributions,
or more precisely, global sections of the sheaf OD(q)/O. Asymptotically such sections have the
form cι
κ−κι on the Riemann surface Y .
Lemma 9.6 The sequence (cι)ι∈I corresponds to an element of H1q,modified(Y,O), if and only if∣∣∣(βι − β¯ι)cι∣∣∣ decreases faster than every inverse power of |ι|.
Proof: Let P ι be the value of the function
P
dλ
dκ
= P
(βι − β¯ι)(κ2 + 1)
4
√−1κ2
at the point κι of the divisor D. Since
dλ
dκ
is zero at the branchpoints, this function is holo-
morphic in the excluded domain with index ι, and P ι is well defined. Let us now calcu-
late the meromorphic function Pι on the Riemann surface Yι corresponding to the divisor
Dι : vι is given by
(
1
κ+κι
κ−κι
)
. The transposed divisor bι − Dι admits two global sections(
(κ−κι)(κ−κ−1ι )
2(κ2+1)
, (κ−κι)(κ+κ
−1
ι )
2(κ2+1)
)
. Then Pι is equal to
1
2(κ2 + 1)
(
(κ− κι)(κ− κ−1ι ) (κ− κι)(κ+ κ−1ι )
(κ + κι)(κ− κ−1ι ) (κ+ κι)(κ+ κ−1ι )
)
.
Since |κι| converges to 1 and since the restriction of P to the Riemann surface Yι converges to
Pι, the sequence
∥∥∥ P ι
βι−β¯ι
∥∥∥ is asymptotically bounded by
1
c
≤
∥∥∥∥∥ P ιβι − β¯ι
∥∥∥∥∥ ≤ c with some c > 1.
From the proof of Theorem 8.5 it follows that
δv = π∗
(∑
ι
P ιcι
λ− λι
)
v.
Hence (cι)ι∈I corresponds to an element [f ] of H1q,modified(Y,O) if and only if
∑
ι
P ιcι
λ−λι is a matrix
valued meromorphic function on X . Due to Example 3.8 this is equivalent to the condition
that |cι(βι − β¯ι)| decreases faster than every inverse power of |ι|. ✷
Continuation of the proof of Theorem 9.5: Let ([fι(q)])ι∈I denote the basis of H1q,modified(Y,O)
corresponding to the Mittag Leffler distributions, which vanish outside the excluded domain
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with index ι and in this excluded domain is given by 1
κ−κι as used in the foregoing lemma.
There exists also a dual basis of H0modified(Y,Ω) : Let vι be the value of the function v
dκ
dλ
(λ−λι)
at the point κι. Then we claim that the forms
ωι(q) =
wvι
(λ− λι)wvdλ
are dual to the basis ([fι(q)])ι∈I of H1q,modified(Y,O). Every form ω ∈ H0modified(Y,Ω) can be
written as a meromorphic function times dλ. On the other hand the meromorphic functions
w1, . . . , wn are a basis of the meromorphic functions on Y over the meromorphic functions on
X . Hence every element ω ∈ H0modified(Y,Ω) can be written as a sum
ω =
n∑
i=1
(
wi
wv
π∗(fi)
)
dλ, with meromorphic functions fι on X .
Since ω may only have poles at b, the vector valued function (f1, . . . , fn) can have poles only
at the base points of the divisor D. More precisely, ω must be equal to an infinite sum:
ω =
1
2π
√−1
∑
ι
Res([fι(q)], ω)ωι(q).
On the other hand Lemma 8.2 shows that
[f ] =
1
2π
√−1
∑
ι
Res([f ], ωι(q))[fι(q)]for all [f ] ∈ H1q,modified(Y,O).
This proves the claim.
Lemma 9.7 Let q, q˜ ∈ Isospectral
R
(Y ) and let the excluded domains of Ul,ǫ have asymptotically
no overlap. Then the following estimates hold:
|Res([fι(q)], ωι˜(q˜))| ≤ |βι − β¯ι||λι − λι˜|
with some c > 0 for |ι| and |ι˜| large enough and ι 6= ι˜. For ι = ι˜ we have
1
c
≤ |Res([fι(q)], ωι(q˜))| ≤ c.
Proof: By similar arguments as before ‖vι‖ is asymptotically bounded
1
c
≤ ‖vι‖ ≤ c with some c > 0.
Then on the excluded domain with index ι the form ωι˜(q˜) becomes nearly equal to
(β − β¯ι)α(κ− κ˜ι)(κ− κ˜
−1
ι ) + β(κ− κ˜ι)(κ− κ˜ι)(κ+ κ−1ι )
8
√−1κ2(λ− λι˜)
dκ
with some α, β ∈ C such that 1
c
≤
√
‖α‖2 + ‖β‖2 ≤ c. This implies
|Res([fι(q)], ωι˜(q˜))| ≤ c |βι − β¯ι||λ− λι˜|
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if ι 6= ι˜. Finally, on the excluded domain with index ι the form ωι(q˜) becomes nearly equal to
κ−1dκ. This implies
1
c
≤ |Res([fι(q)], ωι(q˜))| ≤ c for some c ≥ 2π.
✷
Continuation of the proof of Theorem 9.5: If (cι)ι∈I describes an element of H1q,modified(Y,O),
the corresponding element of H1q˜,modified(Y,O) is given by
c˜ι˜ =
∑
ι∈I
1
2π
√−1Res([fι(q)], ωι˜(q˜))cι.
Then the last two lemmata show that H1q,modified(Y,O) and H1q˜,modified(Y,O) are equal.
Lemma 9.8 For all q˜ ∈ H∞
R
and ι 6= ι˜
∣∣∣∣
∫
aι
ωι˜(q˜)
∣∣∣∣ ≤ c |βι − β¯ι||βι − β¯ι˜|
and finally, for ι = ι˜ ∣∣∣∣
∫
aι
ωι˜(q˜)
∣∣∣∣ ≥ 1c .
The proof is similar to the proof of the lemma before. ✷
Continuation of the proof of Theorem 9.5: With this lemma it is obvious that there exists some
K ≥ 0, and a matrix (Mιι˜)ι,ι˜∈I, |ι|,|ι˜|≥K such that
(i)
∑
|ι˜|≥K Mιι˜
∫
aι′
ωι˜(q˜) = διι′ for all |ι|, |ι′| ≥ K.
(ii) |Mιι˜| ≤ c|βι − β¯ι| with some c > 0.
Lemma 9.9 Let ω ∈ H0modified(Y,Ω) be an element such that
∫
aι
ω = 0 for all ι ∈ I. Then ω is
equal to zero.
Proof35: It suffices to proof the statement for a form, which satisfies the relation θ∗(ω) = −ω.
In fact, ω = 1/2(ω + θ∗(ω)) + 1/2(ω − θ∗(ω)) and both forms ω − θ∗(ω) and √−1(ω + θ∗(ω))
fulfil this condition. Moreover, we have
∫
aι
θ∗(ω) =
∫
θ#(aι)
ω = −
∫
aι
ω.
If b ∈ H1(π−1(C), Z), such that θ#(b) = b, the assumption implies
∫
b
θ∗(ω) =
∫
b
ω = −
∫
b
ω.
This shows that
ℜ
(∫
b
ω
)
= 0 for all b ∈ H1(π−1(C), Z).
35Another proof of this lemma can be found in [MK-T-2], which carries over to our situation. In fact, due to
our assumption all elements of H0modified(Y,Ω) can be proven to be square integrable.
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The condition that
∫
aι
ω = 0 for all ι ∈ I implies that the residue of ω at all covering points of
infinity vanishes and therefore ω is holomorphic even at all covering points of infinity. Hence
the function
Y → R, (λ, µ) 7→ ℜ
(∫ (λ,µ)
(∞,∞)
ω
)
is a harmonic function on Y , which vanishes at (∞,∞). Due to the maximum modulus Theorem
for harmonic functions (see [Co]) this function is equal to zero. Hence ω is zero too. ✷
Completion of the proof of Theorem 9.5: With the help of the matrices Mιι˜ introduced above
and the last lemma it follows that there exists a basis of holomorphic forms (ωι)ι∈I , ωι ∈
H0modified(Y,Ω), which fulfil the conditions (i)-(iv) of the theorem. ✷
Theorem 9.10 If the excluded domains of some Ul,ǫ have asymptotically no overlap, the action
of (R/Z)I on any point [D] ∈ JacobianR(Y ) induces a homeomorphism between (R/Z)I and
JacobianR(Y ). Moreover, the holomorphic forms (ωι)ι∈I define an embedding of the real part
H1
R,modified(Y,O) of any H1q,modified(Y,O) onto a subspace of RI , which is mapped under the
exponential map onto (R/Z)I . Finally, the following diagram commutes:
H1
R,modified(Y,O)
H1
R,modified(Y,O∗)
R
I
(R/Z)I
✲
✛
❄
exp
❄
exp(2π
√−1·)
Corollary 9.11 If the excluded domains of some Ul,ǫ have asymptotically no overlap, the
group (R/Z)I acts on Isospectral
R
(Y ) transitively and freely. The action on any potential
q ∈ Isospectral
R
(Y ) induces a homeomorphism between (R/Z)I and Isospectral
R
(Y ). Moreover,
there exists for any q ∈ Isospectral
R
(Y ) an embedding from Lq,R onto a subspace of RI , which
does not depend on q, such that the flow induced by the Lie algebra element in RI corresponding
to some δq ∈ Lq,R is smooth in H∞, and the derivative at t = 0 is equal to δq. This action of
Lq,R on IsospectralR(Y ) is also transitive.
In order to prove this theorem we first need a lemma:
Lemma 9.12 For any two divisors [D], [D˜] ∈ JacobianR(Y ), there exists a sequence of 1-chains
(cι)ι∈I, such that
(i) cι lies inside the excluded domain with index ι of some neighbourhood of infinity.
(ii)
∑
ι∈I ∂cι = D˜ −D.
(iii)
∑
ι∈I
∫
cι
ωι˜ ∈ R for all ι˜ ∈ I.
Proof: There exists a meromorphic function f , which is equal to 1 at all covering points of
infinity such that
(f) = D˜ + θ(D˜)−D − θ(D).
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Asymptotically the equation f = x
x−1 has for all x ∈ [0, 1] in each excluded domain two
solutions. This defines a sequence of 1-chains (cι)ι∈I , which fulfills condition (i) and∑
ι∈I
∂cι = D˜ −D′, with some [D′] ∈ JacobianR(Y ),
such that D′ + θ(D′) = D + θ(D). Moreover, the arguments of the proof of Theorem 9.5 show
that condition (iii) is also fulfilled. It remains to prove the statement for D˜+θ(D˜) = D+θ(D).
In this case there exists a natural sequence (cι)ι∈I of 1-chains, which fulfills condition (i)-(iii):
this sequence is on Yι asymptotically given by
cι : [0, 1]→ Yι, t→ κ(t) = κι
(
κ˜ι
κι
)t
= κι exp
(
t ln
(
κ˜ι
κι
))
,
where ln(κ˜ι/κι) is uniquely defined by −π < ℑ(ln(κ˜ι/κι)) ≤ π. In this case cι can be chosen
to obey the relation θ(cι) = −cι. This and again the arguments of the proof of Theorem 9.5
imply condition (iii). ✷
Proof of Theorem 9.10: Let us fix some [D] ∈ JacobianR(Y ). Due to Proposition 9.4 the action
of (R/Z)I on [D] defines a continuous map (R/Z)I → JacobianR(Y ). On the other hand the last
lemma defines a map
JacobianR(Y )→ RI , [D˜] 7→
(∑
ι∈I
∫
cι
ωι˜
)
ι˜∈I
, with
∑
ι∈I
∂cι = D˜ −D.
Now we claim that the composition of the map JacobianR(Y ) → RI with the natural map
R
I → (R/Z)I is the inverse of the group action on [D] : (R/Z)I → JacobianR(Y ). First we
show that this map does not depend on the choice of (cι)ι∈I . If (c˜ι)ι∈I is another sequence of
1-chains, which fulfills the conditions (i)-(iii) of Lemma 9.12, then
∑
ι∈I
(∫
cι
ωι˜ −
∫
c˜ι
ωι˜
)
∈ Z.
In fact, ∂
∑
ι∈I cι − c˜ι = 0, and
∑
ι∈I
(∫
cι
ω −
∫
c˜ι
ω +
∫
θ(cι)
ω −
∫
θ(c˜ι)
ω
)
= 0.
Hence
∑
ι∈I cι− c˜ι defines an element of H1(Y, Z), which lies in the eigen space with eigenvalue
−1 of the involution θ#. But these elements are of the form ∏ι∈I Zaι. This proves
∑
ι∈I
(∫
cι
ωι˜ −
∫
c˜ι
ωι˜
)
∈ Z.
Hence the map JacobianR(Y ) → RI → (R/Z)I does not depend on the choice of (cι)ι∈I . Then
this map is continuous.
Secondly we prove that the map
(R/Z)I → JacobianR(Y )→ RI → (R/Z)I
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is the identity map. For any element of (R/Z)I there exists an element of (−1/2, 1/2]I, which
is mapped onto this element under the natural map
(−1/2, 1/2]I →֒ RI → (R/Z)I .
Now the multiplication with t ∈ [0, 1] defines a continuous map from 0 to this element of (R/Z)I
and hence also a continuous map [0, 1] → JacobianR(Y ), which is equal to [D] at t = 0 and
equal to any [D˜] in the image of (R/Z)I → JacobianR(Y ) at t = 1. This defines a sequence
(cι)ι∈I of 1-chains, which fulfills condition (i)-(iii) of Lemma 9.12. Lemma 9.6 shows that the
infinitesimal generator of this flow can be considered as an element of H1q,modified(Y,O), and
Theorem 9.10 (iv) shows that the integration over all (ωι˜)ι˜∈I along this path (cι)ι∈I gives back
the original element of (R/Z)I . Hence the map
(R/Z)I → JacobianR(Y )→ RI → (R/Z)I
is the identity map.
Let us finally also prove that the map
JacobianR(Y )→ RI → (R/Z)I → JacobianR(Y )
is the identity map36. Again we want to distinguish between the two cases of the proof of
Lemma 9.12. If D˜ + θ(D˜) is equal to D + θ(D), there exists of course a sequence (Dn)n∈N of
integral divisors of asymptotic and total degree (1, 1, . . .) such that
(i) Dn + θ(Dn) = D + θ(D) for all n ∈ N.
(ii) D −Dn is a finite divisor of degree zero.
(iii) ([Dn])n∈N converges to [D˜].
The divisor D−Dn corresponds to an element of H˜1R,modified(Y,O∗). Moreover it corresponds to
an element of the Lie algebra H˜1
R,modified(Y,O). Theorem 9.5 (iv) implies that for all n ∈ N, [Dn]
is mapped onto [Dn] under the map given above. Hence the same is true for [D˜]. In the other
case there exists a continuous map
[0, 1]→ JacobianR(Y ), t 7→ [D(t)],
which is mapped onto [D] for t = 0 and which is mapped onto [D˜] for t = 1. The derivative
of this map, which was constructed in the proof of Lemma 9.12 is furthermore a map [0, 1]→
H˜1
R,modified(Y,O). This derivative may be integrated due to Lemma 9.6 to a map [0, 1] →
H˜1
R,modified(Y,O). The composition of this map [0, 1] → H˜1R,modified(Y,O) with the exponential
map H˜1
R,modified(Y,O)→ H˜1R,modified(Y,O∗) gives the map
[0, 1]→ H˜1
R,modified(Y,O∗), t 7→ line bundle corresponding to D(t)−D.
36This is equivalent to Abel’s Theorem for those divisors, which obey the reality condition. In general the
analogous statement is more complicated. It can be proven by methods similar to those used in this section.
One half can be proven with the methods of Lemma 9.12 (compare with [MK-T-2, Section 10]).
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Now again Theorem 9.5 implies that for all t ∈ [0, 1], [D(t)] is mapped onto [D(t)] under the
above map. Due to Lemma 9.12 the combination of these two cases cover the general case
and the group action on [D] defines a homeomorphism (R/Z)I ≃ JacobianR(Y ). The rest of
Theorem 9.10 follows from Theorem 9.5. ✷
Corollary 9.11 is a direct consequence of Theorem 9.10. ✷
The assumption in the last two theorems that the excluded domains have asymptotically no
overlap, can be weakened. In fact, the arguments we gave can be used to prove these theorems
in more general cases. But let us indicate, why this assumption must not be dropped. If
p1(λ) − p2(λ) and p1(λ) − p3(λ) are nearly elements of 2π
√−1Z, p2(λ) − p3(λ) of course is
also nearly an element of 2π
√−1Z. In the case n = 3, the Riemann surface Yι corresponding
to the overlapping excluded domain is a three-fold covering of P1 with 6 branchpoints. In the
λ-plane the cuts and branchpoints may be chosen e.g. like in figure 2, where {λi,j, λ¯i,j} are the
branchpoints between the i-th and j-th sheet over P1.
♣
♣
λ1,2
λ¯1,2
♣
♣
λ1,3
λ¯1,3
♣
♣
λ2,3
λ¯2,3
❳❳❳
❳❳❳②
✘✘✘✘✘✘✾
Figure 2.
If for example λ1,2 = λ1,3 the Riemann surface is still non-singular. But if furthermore λ2,3
becomes equal to λ1,2 = λ1,3 as indicated in figure 3, the Riemann surface becomes singular.
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♣
♣
λ1,2 = λ1,3
λ¯1,2 = λ¯1,3
♣
♣
λ2,3
λ¯2,3
✛
✛
Figure 3.
It will be one two-fold covering of P1 and one copy of P1 connected by two ordinary double
points. Such a surface is described by the algebraic equation
R(λ, µ) = (µ− λ)(µ2 − 2µλ− 1) = µ3 − 2µ2λ+ µ(2λ2 − 1) + λ = 0.
Indeed, µ2 − 2µλ − 1 = 0 describes a two-fold covering λ = µ2−1
2µ
, with branchpoints at
(λ1, µ1) = (
√−1,√−1), (λ2, µ2) = (−
√−1,−√−1) and dλ
dµ
= 2(µ
2+1)
µ2
. The real part of the
completion of the generalized Jacobian variety37 of this Riemann surface turns out to decom-
pose into two components: One non-compact three dimensional group isomorphic to R×S1×S1
corresponding to beffective = 3(
√−1,√−1) + 3(−√−1,−√−1) and a compact component iso-
morphic to S1 corresponding to beffective = (
√−1,√−1) + (√−1,√−1). If the assumption
that the excluded domains have asymptotically no overlap is dropped, this example illustrates
that the perturbation of the different Riemann surfaces to each other cannot be estimated.
Furthermore, in that case certain holomorphic forms are not square integrable.
10 The singular case
In this section we want to investigate, how the statements of the foregoing sections can be
generalized to the singular case in the sense of Definition 4.2. Let us fix some equation R(λ, µ) =
0, which describes the curve of eigenvalues corresponding to some potential q ∈ H∞. To this
curve there corresponds a unique normalization Y , which is an n-fold covering of P1, π : Y → P1.
Due to the counting lemma all zeroes of Rµ(λ, µ) can be arranged such that asymptotically and
totally to each element of I there corresponds one pair of zeroes in the excluded domain with
index i ∈ I. In general not all zeroes of Rµ(λ, µ) are indeed branchpoints of the normalization
π : Y → P1. But there always exists some asymptotically and totally unique subset Ianalytic ⊂
I, such that to each element of Ianalytic there corresponds one pair of branch points of the
covering map π : Y → P1. In Section 4 we already mentioned that the algebraic curve defined
by R(λ, µ) = 0 and the normalization Y are the extreme cases of the curves, which really
37This completion of the generalized Jacobian variety is defined in the next section.
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correspond to some potential q˜ ∈ H∞ corresponding to the curve of eigenvalues defined by the
equation R(λ, µ) = 0. Let Oµ be the free sheaf of rings on C ⊂ P1
On
P1
≃ Oµ, (f1, . . . , fn) 7→
n∑
i=1
fiµ
i−1.
Due to the equation R(λ, µ) = 0, Oµ is in fact a sheaf of rings. On the other hand π∗(OY ) also
defines a sheaf of rings on C ⊂ P1. Moreover, since µ is a holomorphic function on π−1(C), Oµ
is a subsheaf of π∗(OY ) and both sheaves contain OP1 as a ring subsheaf. Now let S be the
set of all ring subsheaves, which contain Oµ as a ring subsheaf. To each element of S, there
corresponds a singular Riemann surface Y ′ with normalization p : Y → Y ′, such that the
following diagram commutes and π∗(OY ′) is the corresponding subsheaf in S.
Y Y ′
P1
p
π π′❅❅❅❘
 
  ✠
✲
By abuse of notation we will sometimes identify Y ′ with the corresponding element of S. In
general divisors are defined to be global sections of the sheafM∗/O∗. Hence they define locally
free submodules of the meromorphic functions. By abuse of notation we will use divisors to
define finitely generated submodules of the meromorphic functions: For any singular Riemann
surface Y ′ with normalization p : Y → Y ′ such that the foregoing diagram commutes let the
branching divisor beffective be defined by the property that Obeffective is the OY ′ submodule of
meromorphic functions defined by:
π′∗(Obeffective) =
{
g ∈ π′∗(M)
∣∣∣∣∣
∑
sheets of π′
gf ∈ OP1 for all f ∈ π′∗(OY ′)
}
.
In general Obeffective is not locally free, but the two extreme cases Obanalytic as well as Obalgebraic
are locally free. It is quite easy to see that OY ′ can be reconstructed from the sheaf Obeffective :
OY ′ =
{
f ∈ p∗(OY )|fg ∈ Obeffective for all g ∈ Obeffective
}
.
We will later give an example where S is not a countable set, but for n = 2 the situation is
quite simple:
Proposition 10.1 If n = 2 locally there are only two cases
(i) banalytic = y0, balgebraic = (2m+ 1)y0, m ∈ N
(ii) banalytic = 0, balgebraic = my1 +my2, with π(y1) = π(y2).
In both cases Obeffective is locally free.
In case (i) beffective is of the form beffective = (2m
′ + 1)y0, for 0 ≤ m′ ≤ m.
In case (ii) beffective is of the form beffective = m
′(y1 + y2), for 0 ≤ m′ ≤ m.
10 THE SINGULAR CASE 75
More generally, all finitely generated submodules F of p∗(MY ) are locally free, if
{f ∈ p∗(OY )|fg ∈ F for all g ∈ F} = OY ′ .
Proof: We may assume that R(λ, µ) has the form µ2 = a(λ) with some entire function a(λ).
Hence the equation R(λ, µ) = 0 is locally equivalent to µ2 = (λ − λ0)k. Now there are two
cases:
(i) µ2 = (λ−λ0)2m+1. Then banalytic is equal to π−1(λ0) and balgebraic equal to (2m+1)π−1(λ0).
Moreover, in this case Oµ is generated as an OP1 module by 1 and µ and π∗(OY ) is
generated as an OP1 module by 1 and µ(λ − λ0)−m. For any OP1 module OY ′ , which
is contained in π∗(OY ) and contains Oµ, there exists an integer 0 ≤ m′ ≤ m such that
this module is generated by 1 and µ(λ− λ0)−m′ . The corresponding module Obeffective is
the free OY ′ module generated by µ(λ − λ0)m−m′−1 and the divisor beffective is equal to
beffective = (2m
′ + 1)π−1(λ0).
(ii) µ2 = (λ − λ0)2m+1. Then banalytic = 0 and π−1(λ0) consists of two points y1 and y2.
balgebraic is equal to m(y1 + y2). Again Oµ and π∗(OY ) are generated as OP1 modules
by 1, µ and 1, µ(λ − λ0)−m, respectively. Any OP1 module OY ′ is again generated by
1 and µ(λ − λ0)−m′ , with some 0 ≤ m′ ≤ m. The corresponding module Obeffective is
the free OY ′ module generated by µ(λ − λ0)m−m′−1 and the divisor beffective is equal to
beffective = m
′(y1 + y2).
The same arguments show that all finitely generated submodules F are locally of the same
form as Obeffective with m′ ∈ Z if
{f ∈ p∗(OY )|fg ∈ F for all g ∈ F} = OY ′.
✷
Now we explain the modification of Section 4 in case of singular Riemann surfaces. In that
section we investigated the dual eigen bundle of some potential q. Due to Definition 4.2 the
potential q completely determines the singular Riemann surface, which corresponds to this
potential. In this context we will take for granted that Y ′ corresponds to q, or equivalently
that ε′q : Oq → π′∗(OY ′) is an isomorphism of sheaves. For singular Riemann surfaces the sheaves
OD(q) and ODt(q) have to be defined in a slightly different way: The meromorphic functions on
Y and Y ′ coincide, hence v and w are also meromorphic functions on Y ′. Now let OD(q) and
ODt(q) be the OY ′ submodules of p∗(MY ), which are generated by v1, . . . , vn and w1 . . . , wn,
respectively. Then Theorem 4.6 is still valid. Since the singular Riemann surface Y ′ corresponds
to q, or equivalently ε′q : Oq → π′∗(OY ′) is an isomorphism, f is locally an element of π′(OY ′) if
and only if
∑
sheets of π fP is holomorphic. This implies that the entries of P generate the OY ′
module Obeffective . This generalizes statement (iv) of Lemma 4.5. Lemma 4.5 (i)-(iii) remains
valid. Due to an easy exercise the degree function extends to a unique function
deg : finitely generated submodules of p∗(MY )→ Z,
which obeys the two properties
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(i) If F ⊆ F ′ are two finitely generated submodules of p∗(MY )
deg(F ′)− deg(F) = dimH0(Y ′,F ′/F).
(ii) If D is a divisor of Y ′ in the correct sense, deg(D) = deg(OD).
Moreover the Riemann-Roch Theorem can be generalized to this context:
In fact, let π′ : Y ′ → P1 be a singular n-fold covering over P1 with normalization p : Y → Y ′,
such that the following diagram commutes.
Y Y ′
P1
p
π π′❅❅❅❘
 
  ✠
✲
Let F be any finitely generated OY ′ submodule of p∗(MY ) and Obeffective be defined as above,
then the following relation holds:
dimH0(Y ′,F)− dimH1(Y ′,F) = n+ deg(F)− deg(Obeffective)
2
.
Since π∗(Obanalytic) ⊆ π∗(Obeffective) ⊆ π∗(Obalgebraic) there exists a subset Ieffective of I, which
contains Ialgebraic, such that to each element of Ieffective there corresponds a pair of degrees of
Obeffective . The degree of a finitely generated submodule of p∗(MY ) is a sequence of numbers
indexed by Ieffective in the sense of Remark 3.7. With this modification Theorem 4.6 is valid
also in the general case and relation (10) generalizes to the relation
OD(q) ⊗ODt(q) ≃ Obeffective ,
where the isomorphism is given by multiplication with the function wv. The rest of Section 4
can be carried over to the general case in an obvious way.
In Section 5 the divisor D should be considered in the general case as a finitely generated
submodule of p∗(MY ). Moreover, the branching divisor has to be specified as the module
Obeffective defined above, and the degree of a divisor is in the general case a sequence indexed
by Ieffective and not by I. With this modification Section 5 is also true in the general case. In
particular equation (13) is also true in the singular case λ1 = λ2, and therefore Corollary 5.11
remains valid too.
In the general case Definition 6.1 has to be more precise:
Definition 10.2 The Jacobian variety of a singular Riemann surface Y ′ ∈ S is defined to be
the set of all equivalence classes of finitely generated submodules OD of p∗(MY ) such that
(i) {f ∈ p∗(OY )|fOD ⊂ OD} = OY ′ .
(ii) OD is of Riemann-Roch type.
(iii) OD is integral; this means that OD contains OY ′.
(iv) The asymptotic and total degree of OD is equal to (1, 1, . . .).
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We want to emphasize that this definition is not analogous to the generalized Jacobian variety
defined in [Se]. In fact, we do not assume that OD is locally free38. We will give an example of
such modules, which are not locally free. Such an integral divisor OD is called non-special in
the modified sense, if there exists only one integral divisor, which is equivalent in the modified
sense to OD. Lemma 6.2 is valid also in the general case. Furthermore, Theorem 6.6 holds
even for the Jacobian variety Jacobian(Y ′) of a singular Riemann surface. In the proof of this
theorem the assumption (i) on cocycles, which correspond to line bundles on Y ′ has to be
replaced in the general case by the condition
Cocycle (i)’ for all ι ∈ Ieffective and for all holomorphic sections f of OY ′ over π−1(Uι) there
exists a holomorphic function g+,ι : Uι → n× n-matrices, such that
g+,ιgι = gιdiagonal(f1, . . . , fn),
where fi is the restriction of f to the i-th sheet of π
−1(Uι ∩ U).
In general let Isospectral(Y ′) be the subspace of all potentials, which correspond to the singular
Riemann surface Y ′ in the sense of Definition 4.2. Theorem 6.9 holds in the general case.
The space of all regular forms H0modified(Y
′,Ω) on the singular Riemann surface Y ′ is equal to
the vector space of all sections of Obeffective−π−1(∞) times dλ. This is analogous to the definition
of regular forms in [Se]. Now let q correspond to the singular Riemann surface Y ′. Then the
form 1
µ
∂µ
∂q
(δq)dλ is an element of H0modified(Y
′,Ω) for all δq ∈ TqH∞. In fact, let f be a local
section of π′∗(OY ′). Then af =
∑
sheets of π′ v(q)fw(q) is a holomorphic n × n-matrix valued
function. Moreover, the following relation holds:
∑
sheets of π′
1
µ
∂µ
∂q
(δq)f = tr
(
afF
−1(·, q)∂F (·, λ)
∂q
(δq)
)
.
Hence the left hand side is holomorphic for all local sections of π′∗(OY ′). This shows that in
general Ωq is a map from TqH∞ into H0modified(Y ′,Ω).
The Darboux coordinates of singular potentials are more complicated: For a singular poten-
tial q let D(q) be the sum of the divisor, which is given by the support of the sheaf OD(q)/OY ′
with multiplicity equal to the local dimension of this sheaf, plus the divisor, which is given by
the support of the sheaf Obalgebraic/Obeffective with multiplicity equal to half the local dimension
of this sheaf. Then Lemma 7.2 remains valid. But the first statement of Theorem 7.3 is true
only if OD(q) is a locally free sheaf. In fact, in this case the proof of Theorem 7.3 carries over.
Now we want to give an example, in which the first statement of this theorem is false.
Example 10.3 Let n = 3, p = diagonal(1, 0,−1),
q =

 0 0 a0 0 b
0 0 0


with two constants a and b not depending on x. The corresponding spectral curve is defined by
the equation
R(λ, µ) = (µ− exp(−λ))(µ− 1)(µ− exp(λ)) = 0.
38Our definition is similar to the compactification of the generalized Jacobian variety with the help of torsion
free sheaves (see [DS]).
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It is quite obvious that the normalization Y of this singular Riemann surface is the disjoint union
of three copies of P1. Moreover, ν = ln(µ) is a holomorphic function on this normalization Y .
It is easy to see that the singular Riemann surface Y ′ corresponding to q may be described as
follows:
P1 ∪ P1 ∪ P1 = Y Y˜
P1
p
π π˜❅❅❅❘
 
  ✠
✲
Let Y˜ be the algebraic curve defined by the equation
(ν − λ)ν(ν + λ) = 0
and P1 ∪ P1 ∪ P1 the corresponding normalization. Now the sheaf π∗(OY ) can be identified with
the OP1 module, which is generated by 1, ν/λ, ν2/λ2. Then the direct image of the structure
sheaf of Y ′ is the OP1 module generated by 1, ν, ν2/λ. The degree of Obeffective is equal to 4. The
sheaf OD(q) is generated as an OY ′ module by
1, b
ν
λ
+ (a+ b)
ν2
λ2
,
ν(ν − λ)
2λ− a− 2b.
Hence the first summand of the divisor D(q) defined above is equal to
(0, 1) +
(
a + 2b
2
, exp
(
a+ 2b
2
))
.
The second summand of the divisor does not depend on a and b. This shows that the Darboux
coordinates of these potentials are the same, if the value of a + 2b is the same. Furthermore,
the OY ′ module OD(q) is not locally free at the singular point with λ = 0.
In the eighth section Lemma 8.2 may be extended in the obvious way to the general situation.
Theorem 8.5 and its proof generalizes to the case in which Obeffective is equal to Obalgebraic . The
statements (ii) and (iii) of Theorem 8.5 are valid for all potentials q and the corresponding
possibly singular Riemann surfaces Y ′. The other statements must be replaced by
(iv)’ Let L⊥q be the subspace of TqH∞ of all elements δq, such that the symplectic form of δq
with all elements of Lq vanishes. Then L⊥q is contained in Lq.
(i)’ There exists a homomorphism39 of vector spaces dΓq : H
1
q,modified(Y
′,O) → L⊥q which is
uniquely determined by the property that for all [f ] ∈ H1q,modified(Y ′,O)
∂v
∂q
(dΓq([f ]) = δv,
where δv was defined in Lemma 8.2.
39If n = 2 this homomorphism can be proven to be an isomorphism. In general this is not true, because locally
there may exist additional flows (compare with Example 10.7.) Moreover, in some sense the codimension of the
image of the map dΓq in Lq is equal to the degree of Obalgebraic minus the degree of Obeffective .
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In the ninth section Theorem 9.3 may be generalized in the obvious way.
Theorem 10.4 Let q satisfy the reality condition q∗ = −q. Moreover, assume that the excluded
domains of some Ul,ǫ of the corresponding Riemann surface Y
′ have asymptotically no overlap.
Then this Riemann surface Y ′ has asymptotically no singularities; this means that the effective
branching divisor is asymptotically equal to the analytic branching divisor.
Proof: Due to the assumption that the excluded domains have asymptotically no overlap, over
some neighbourhood U of λ =∞ of P1 the Riemann surface Y ′ can only have ordinary double
points as singular points. More precisely, two points of Y , which are identified in Y ′ must be
covering points of the same λ ∈ C. Since the effective branching divisor beffective is a fixed point
of θ, the value of λ at such an ordinary double point must be real. On the other hand the
equation
beffective = D(q) + θ(D(q)) + (θ
∗(v(q))v(q))
shows that on π−1(R) all multiplicities of beffective are even. This proves that Y ′ has asymptoti-
cally no singular points. ✷
Due to this theorem in the rest of the ninth section the singular Riemann surface Y ′ may be
considered as a non-singular Riemann surface over some neighbourhood U of λ = ∞ of P1
together with finitely many singularities over P1 \ U . Proposition 9.4 and Theorem 9.5 remain
valid, if I is replaced by Ieffective. In general, all statements and proofs of the ninth section
may be extended to the case Obeffective being equal to Obanalytic . Then it is obvious that the
statements of Theorem 9.10 and Corollary 9.11 generalize to:
Theorem 10.5 If the excluded domains of some Ul,ǫ have asymptotically no overlap, the ac-
tion of (R/Z)Ieffective on any point [D] ∈ JacobianR(Y ′) induces a homeomorphism between
(R/Z)Ieffective times finitely many copies of a finite dimensional abelian Lie group and JacobianR(Y ′).
Moreover, the holomorphic forms (ωι)ι∈I define an embedding of the real part H1R,modified(Y,O)
of any H1q,modified(Y,O) onto a subspace of RIeffective , which is mapped under the exponential map
onto (R/Z)Ieffective .
Corollary 10.6 If the excluded domains of some Ul,ǫ have asymptotically no overlap the group
(R/Z)Ieffective times a finite dimensional abelian Lie group acts on each connected component of
Isospectral
R
(Y ′) transitively and freely. Moreover, the action on any potential q ∈ Isospectral
R
(Y )
induces a homeomorphism between the connected components of Isospectral
R
(Y ′) and (R/Z)Ieffective
times a finite dimensional abelian Lie group. Finally, for any q ∈ Isospectral
R
(Y ) there exists
an embedding from L⊥q,R onto a subspace of RIeffective times the Lie algebra of the finite dimen-
sional abelian Lie group mentioned above, and which does not depend on q, such that the flow
induced by the Lie algebra element in RIeffective times the finite dimensional abelian Lie algebra
corresponding to some δq ∈ L⊥q,R is smooth in H∞, and the derivative at t = 0 is equal to δq.
This action of Lq,R on IsospectralR(Y ) is also transitive on the connected components.
✷
From the point of view of Riemann surfaces the union of all the Jacobian varieties
⋃
Y ′∈S
Jacobi(Y ′)
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is the completion of the Jacobian variety of the most singular Riemann surface Yalgebraic, the
algebraic curve defined by the equation R(λ, µ) = 0. In fact, in case of Riemann surfaces of finite
genus this is a compactification of the generalized Jacobian variety (compare with [DS]). The
Jacobian variety of Riemann surfaces of infinite genus is not compact any more. Nevertheless
the generalized Jacobian variety of a singular Riemann surface of infinite genus is a metrizable
space and has a completion. The real part of the Jacobian variety of a Riemann surface
of infinite genus is compact and the real part of the completion of the generalized Jacobian
variety of a singular Riemann surface of infinite genus should be compact too. This space is
homeomorphic to the subspace of all potentials q˜, such that det(µ1 −F (λ, q˜)) = R(λ, µ). From
the point of view of integrable systems, all Lagrangian subspaces decompose into the union
of invariant subspaces under the action of H˜1modified(Yalgebraic,O∗), where Yalgebraic is the most
singular Riemann surface described by the equation R(λ, µ) = 0:
⋃
Y ′∈S
Isospectral(Y ′) =
⋃
Y ′∈S
Jacobian0(Y
′).
Note also that the action of these Lie groups on these subspaces is given by hamiltonian flows.
If this is a countable union, there can’t exist further integrals of motion, which correspond
to additional flows. If n is equal to 2, Proposition 10.1 proves that this is the case. If we
restrict our attention to the real parts of these isospectral sets, there exists a group, which
acts transitively on these components. Furthermore, the real parts of the decompositions of
the Lagrangian subspaces are equal to the real parts of the decompositions of the completion
of the generalized Jacobian variety of Yalgebraic. Finally let us present an example, where S is
not a countable set such that locally some more integrals exist. These additional integrals of
course do not extend to any open set of the symplectic space.
Example 10.7 Let n = 4 40 and p = diagonal(2, 1,−1,−2). We consider the constant poten-
tials 

0 a b c
0 0 d e
0 0 0 f
0 0 0 0

 .
The corresponding action of the finite dimensional Lie group is given by
C
6 × C6 → C6, (t1, . . . , t6)× (a, b, c, d, e, f) 7→ (a˜, b˜, c˜, d˜, e˜, f˜), with
a˜ = exp(t1)a
b˜ = exp(t1 + t2)(b+ (3t4 + 6t6)ad)
c˜ = exp(t1 + t2 + t3)(c+ 4t4(ae + bf) + 4t6(ae− bf) + (12t24 + 4t5 − 12t26)adf)
d˜ = exp(t2)d
e˜ = exp(t2 + t3)(e + (3t4 − 6t6)df)
f˜ = exp(t3)f.
This action decomposes into several orbits with different dimensions:
1. If a 6= 0, d 6= 0, f 6= 0 there is a six dimensional orbit, which is dense.
40There exist more complicated examples for the case n = 3.
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2. If a = 0, d 6= 0, f 6= 0, b 6= 0 or a 6= 0, d 6= 0, f = 0, e 6= 0 there is a five dimensional orbit.
In both cases the fifth flow is trivial.
3. If a 6= 0, d = 0, f 6= 0, b 6= 0, e 6= 0 there is a one dimensional family of four dimensional
orbits. Again the fifth flow is trivial and the fourth and sixth flows may be transformed
into each other. The expression ae/bf is an additional integral of motion.
4. If a = 0, d 6= 0, f = 0, b 6= 0, c 6= 0, e 6= 0 the fourth, the fifth and the sixth flows are
trivial. Hence there is a one dimensional family of three dimensional orbits. The value
of be/dc is an additional integral of motion.
5. Some more orbits of lower dimensions.
Due to the third and fourth case the set S of singular curves corresponding to this spectral curve
R(λ, µ) = (µ− exp(−2λ))(µ− exp(−λ))(µ− exp(λ))(µ− exp(2λ))
is not countable. Let us now consider the third case in some more detail. Like in Example 10.3
we can define the singular Riemann surface with the help of the singular curve Y˜ defined by the
equation
(ν − 2λ)(ν − λ)(ν + λ)(ν + 2λ) = 0.
The normalization of this curve is the four-fold covering P1 ∪ P1 ∪ P1 ∪ P1 of P1:
P1 ∪ P1 ∪ P1 ∪ P1 = Y Y˜
P1
p
π π˜❅❅❅❘
 
  ✠
✲
The OP1 module π∗(OY ) is generated by 1, ν/λ, ν2/λ2, ν3/λ3. Furthermore, the submodule
π′∗(OY ′) is generated by
1, ν, ν2, ν3, (ae− bf)ν
2
λ
− (ae+ bf)ν
3
λ2
.
There exists an additional flow on Isospectral(Y ′) corresponding to the additional integral of
motion. Hence in this case the image of the homomorphism dΓq : H
1
q,modified(Y
′,O) → L⊥q is
not equal to L⊥q .
A Borel summability
In this Appendix we want to prove that equations (5) and (6) establish a one to one correspon-
dence between formal power series
q(x) =
∞∑
l=0
qlx
l + b0, with qn an offdiagonal matrix for all l ∈ N,
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and b0 due to Assumption 4.8 a fixed diagonal matrix, and formal power series
1 +
∞∑
m=1
amλ
−m, with am an offdiagonal matrix for all m ∈ N.
Furthermore, we will show that the formal power series q(x) defines a analytic function in some
neighbourhood of the point x = 0, if and only if the power series
∑∞
m=1 amλ
−m/m! defines an
analytic function in some neighbourhood of λ−1 = 0. Hence the power series
∑∞
m=1 am(x)λ
−m
of Theorem 2.4 is Borel summable at some point x ∈ R if and only if q(·) is analytic at this
point x ∈ R. Moreover, the asymptotic expansion of v near infinity completely determines the
potential q, if and only if q is analytic.
Now let am(x) =
∑∞
l=0 am,lx
l and
∑∞
l=0 bm,lx
l be for all m ∈ N formal power series, such that
am,l are offdiagonal matrices and bm,l are diagonal matrices. The equation
[aM+1(x), p] + bM (x) =
=
daM(x)
dx
+ [a1(x), p]aM(x) + [b0, aM(x)]−
M−1∑
m=1
am(x)bM−m(x) (15)
completely determines all the formal power series aM+1(x) and bM(x) in terms of the power
series a1(x), . . . , aM(x), b1(x), . . . , bM−1(x). The inductive use of these equations determines the
formal power series aM+1(x) and bM (x) for all M ∈ N in terms of the power series a1(x). Then
equation (5)
q(x) = [a1(x), p] + b0
shows that the formal power series
1 +
∞∑
m=0
amλ
−m = 1 +
∞∑
m=0
am(0)λ
−m
is completely determined in terms of the formal power series q(x).
On the other hand the equation
(
d
dx
)L+1
aM (x)−
(
d
dx
)L
bM(x) =
= [a
(L)
M+1(x), p]− [b0, a(L)M (x)]−
L∑
l=0
(
L
l
)(
[a
(l)
1 (x), p]a
(L−l)
M (x) +
M−1∑
M=1
a(l)m (x)b
(L−l)
M−m
)
, (16)
where the superscript denotes formal derivatives with respect to x, determines the (L + 1)-
th derivative of the power series aM(x) and the L-th derivative of the power series bM (x) in
terms of derivatives of order at most L of a1(x), . . . , aM+1(x), b1(x), . . . , bM−1(x). The induc-
tive use of these equations determines all derivatives of the power series a1(x), a2(x), . . . and
b1(x), b2(x), . . . in terms of the power series a1(x), a2(x), . . .. In particular, all derivatives of
the power series a1(x) at the point x = 0 are completely determined by the formal power
series 1 +
∑∞
m=1 am(0)λ
−m. Hence the formal power series q(x) = [a1(x), p] + b0 is completely
determined by the formal power series 1 +
∑∞
m=1 am(0)λ
−m. This shows the one to one corre-
spondence between these two formal power series.
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Now let us assume that q is a holomorphic function for all |x| < Rx and bounded in norm
for all |x| ≤ Rx by some constant C > 0. Due to Cauchy’s estimate [Co] all coefficients are
bounded:
‖ql‖ ≤ C
Rlx
⇐⇒ ‖q(l)(0)‖ ≤ Cl!
Rlx
.
If we define the degree of the l-th derivative of q to be equal to l+1, the recursion formula (15)
shows that aM+1(x) and bM(x) are homogenous differential polynomials of degree M +1. Now
let α > 1 be a real number greater than 1/|pi − pj| for all n ≥ i > j ≥ 1 and let the numbers
(γm)m∈N be defined inductively by
γM+1 = α
(
M
Rx
γM +
M∑
m=1
γmγM+1−m
)
and γ1 = C + ‖ad(b0)‖.
Then the recursion formula (15) implies inductively that
‖aM+1(0)‖ ≤ γM+1 and ‖bM(0)‖ ≤ γM+1.
It is easy to see that
γM+1 ≤M !(C + ‖ad(b0)‖)
((
C + ‖ad(b0)‖+ 1
Rx
)
α
)M
.
This implies that for all
|λ−1| < Rx
α(Rx(C + ‖ad(b0)‖) + 1)
the power series 1 +
∑∞
m=1 am(0)λ
−m/m! defines a holomorphic function.
Now let the real positive numbers α
(L)
M and β
(L)
M satisfy the recursion relations
‖α(L+1)M = ‖ad(p)‖α(L)M+1 + ‖ad(b0)‖α(L)M + β(L)M (17)
β
(L)
M =
L∑
l=0
(
L
l
)(
‖ad(p)‖α(l)1 α(L−l)M +
M−1∑
m=1
α(l)m β
(L−l)
M−m
)
. (18)
Then the inductive use of equation (16) implies that the following estimates hold
‖a(L)M (0)‖ ≤ αLM and ‖b(L−1)M (0)‖ ≤ β(L−1)M for all M,L ∈ N,
whenever ‖aM(0)‖ ≤ α(0)M for all M ∈ N. If 1 +
∑∞
m=1 am(0)λ
−m is Borel summable, we may
assume
‖am(0)‖ ≤ C(m− 1)!
Rm−1λ
with some Rλ > 0 and C > 0. Hence we set
α(0)m =
C(m− 1)!
Rm−1λ
.
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Now we claim that due to the recursion relations (17) and (18) the following estimates hold:
α
(L+1)
M ≤
C(M + L)!
RM−1λ
(‖ad(p)‖
Rλ
+
‖ad(b0)‖
C(2‖ad(p)‖+Rλ) + 1
)L+1 (
C
(
‖ad(p)‖+ Rλ
2
))M+L
β
(L)
M ≤
C(M + L)!
RM−1λ
(‖ad(p)‖
Rλ
+
‖ad(b0)‖
C(2‖ad(p)‖+Rλ + 1
)L (
C
(
‖ad(p)‖+ Rλ
2
))M+L
for all M ∈ N, L ∈ N0. For the proof of the claim we first note that for all L ∈ N0, all 0 ≤ l ≤ L
and all M ∈ N \ {1}
(
L
l
)
M−1∑
m=1
(m+ l − 1)!(M + L−m− l)! ≤ (L− l + 1)(M + L)!
(L+ 1)(L+ 2)
.
For M = 2 this is obvious, and for M > 2 it follows by induction in M . This implies that
L∑
l=0
(
L
l
)
M−1∑
m=1
(m+ l − 1)!(M + L−m− l)! ≤ (M + L)!
2
.
Furthermore, the following estimate is obvious:
L∑
l=0
(
L
l
)
l!(M + L− l − 1)! ≤ (M + L)!.
With these estimates the claim is an easy calculation. This claim directly shows that q(x) =
[a1(x), p] + b0 defines a holomorphic function on some neighbourhood of x = 0 ∈ C, if the
formal power series 1 +
∑∞
m=1 am(0)λ
−m is Borel summable. We want to remark that this
result cannot be proven with the well known theorem of Watson [W-W], which gives an explicit
formula to reconstruct a holomorphic function out of his asymptotic expansion, if the asymptotic
expansion is Borel summable. But there is another way to prove it. In fact, the method of
Segal and Wilson [S-W] to produce solutions of the Korteweg-de Vries equation with the help
of the Birkhoff factorization can be generalized to this situation. In [H-S-S] there was given a
modification of the usual Birkhoff factorization (see e.g.[P-S]) in order to cover more solutions
of the Korteweg-de Vries and nonlinear Schro¨dinger equations. It is possible to go further in
this direction:
- Let L−GL(n,C) be the group of all formal power series
g−(λ) = 1 +
∞∑
m=1
amλ
−m, with n× n-matrices am for all m ∈ N,
such that
∑∞
m=1 amλ
−m/m! defines a holomorphic entire function in λ−1.
- Let L+GL(n,C) be the group of holomorphic entire functions
g+ : C→ GL(n,C), λ 7→ g+(λ) of type 1,
i.e. g+ is asymptotically bounded by
‖g+(λ)‖ ≤ exp(α|λ|) with some α > 0.
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Then the product of elements of L−GL(n,C) with elements of L+GL(n,C) is well defined.
Moreover, let LGL(n,C) be the group of invertible elements
g(λ) =
∑
m∈Z
amλ
m,
such that 1 +
∑−∞
m=−1 amλ
m is an element of L−GL(n,C) and
∑∞
m=0 amλ
m defines an entire
function C→ n× n-matrices of type 1. Then the Birkhoff factorization ([P-S, Theorem 8.1.2])
can be carried over to this modification of the loop group of GL(n,C). With the help of this
Birkhoff factorization one can reconstruct the potential q(·) out of the asymptotic expansion
1 +
∑∞
m=1 am(0)λ
−m defined in Theorem 2.4 (see [H-S-S]).
In [Sch] it is shown that all higher flows of the Korteweg-de Vries and nonlinear Schro¨dinger
equations correspond to the series of hamilton functions, given by the asymptotic expansion of
ln(µ) in terms of λ−1 of Theorem 2.6. Hence the statement of this Appendix is related to a
statement [MK-T-1, Theorem 10.1] of McKean and Trubowitz, which gives a condition for the
spanning of the ‘tangent’ space of the isospectral sets in the sense of Section 8 by all the local
flows.
B Another reality condition
In this Appendix we indicate, how to treat other reality conditions in a fashion similar to
that of Section 9. In the case of the nonlinear Schro¨dinger equation two reality conditions are
known: the so called non-focussing and the self focussing nonlinear Schro¨dinger equation. We
will see that these two reality conditions are related to the two covering maps induced by λ
and µ, respectively. In fact, let us now consider the reality condition corresponding to the
covering map induced by µ. For the nonlinear Schro¨dinger equation this corresponds to the
non-focussing case. The methods of [MK-T-1] can be carried over to this case, but we will give
a different approach.
For this purpose we assume that the matrix p is invertible. Otherwise the transformation
p 7→ pa + 1 corresponds to the transformation (λ, µ) 7→ (λ, µ exp(−aλ)) without change of
the Riemann surface, as mentioned in the proof of Theorem 7.3. In addition we assume that
p1, . . . , pn are imaginary numbers. Then the Lax equation can be written as an eigenvalue
equation (
− d
dx
p−1 − q(x)p−1
)
φ(x) = λφ(x) (19)
for a vector valued function φ(x) =


φ1(x)
.
.
φn(x)

 . With the domain given as the set of absolutely
continuous differentiable functions, such that φ(1) = µφ(0), the operator
L(µ) = −
(
d
dx
p−1 + q(x)p−1
)
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extends to a closed unbounded operator (see e.g. [R-S]) of the Hilbert space L2([0, 1],Cn) of
square integrable functions with the scalar product
〈
φ, φ˜
〉
=
∫ 1
0
φ∗(x)φ˜(x)dx.
Moreover, if |µ| = 1 and (q(x)p−1)∗ = q(x)p−1 this operator is essentially self-adjoint. Hence
we introduce the reality condition
pq + q∗p = 0.
The solution of the eigenvalue equation is given by
φ(x) = pg(x, λ, q)p−1φ(0).
The boundary condition requires φ(0) to be an eigen vector of pg(1, λ, q)p−1 with eigenvalue µ.
Hence the equation
R(λ, µ) = det(µ1 − g(1, λ, q)) = 0
describes the eigenvalues µ of g(1, λ, q) and F (λ, q) depending on λ, as well as the eigenvalues
λ of the unbounded operator L(µ) depending on µ. From the second point of view R(λ, µ) = 0
describes an infinite-fold covering over µ ∈ C \ {0}, such that all covering points of some
µ ∈ C \ {0} fit together to form the spectrum of L(µ). The reality condition implies
L∗(µ) = L
(
1
µ¯
)
for all µ ∈ C \ {0},
since L(µ) is an unbounded operator valued holomorphic function. We leave aside the analytic
aspects of such functions and let us just transform the reality condition into a condition on
g(x, λ, q). Let U(p) be the Lie subgroup of GL(n,C) which fixes the hermitian form defined by
p:
U(p) = {g ∈ GL(n,C)|g∗pg = p}.
The corresponding Lie algebra is given by
u(p) = {a ∈ gl(n,C)|pa+ a∗p = 0}.
Then the reality condition is equivalent to the condition that q(x) + pλ is an element of u(p)
for all real λ. This implies that g(x, λ, q) is an element of U(p) for all real λ. More generally,
the following relation holds:
g∗(x, λ¯, q)pg(x, λ, q) = p for all λ ∈ C.
Hence we have
R
(
λ¯,
1
µ¯
)
= det
(
1
µ¯
1 − g(λ¯)
)
= det
(
1
µ
1 − pg−1(λ)p−1
)
=
= det
(
1
µ
1 − g−1(λ)
)
=
R(λ, µ)
(−µ)n det(g(λ)) =
R(λ, µ)
(µ)nR(λ, 0)
.
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Again we have an antilinear involution of the Riemann surface Y :
θ : Y → Y, (λ, µ) 7→
(
λ¯,
1
µ¯
)
.
Let us now find a condition on the divisors, which is equivalent to the reality condition. For
this purpose we carry over equation (10) to the case of the covering map induced by µ. The
solution of the eigenvalue equation with quasi-periodic boundary conditions is given by
φ(x) = π∗(pg(x, ·, q)h−10 )v.
For the transposed eigenvalue equation
d
dx
ψ(x)p−1 − q(x)p−1ψ(x) = λψ(x) (20)
for a vector valued function ψ(x) = (ψ1(x), . . . , ψn(x)) with boundary condition ψ(1) =
1
µ
ψ(0)
we have the solution
ψ(x) = wπ∗(h0g−1(x, ·, q)).
Hence the analogous operator P of Lemma 4.5 is given by
P : L2([0, 1],Cn)→ L2([0, 1],Cn), χ 7→ Pχ = φ
∫ 1
0 ψ(x)χ(x)dx∫ 1
0 ψ(x)φ(x)dx
.
Similar to Lemma 4.5 we have:
Lemma B.1 (i) P 2 = P.
(ii) L(µ)P = PL(µ) = λP.
(iii)
∑
sheets of the covering map induced by µ P = 1 .
(iv) The divisor of P is equal to −bµ, the branching divisor of the covering map induced by µ.
We only want to indicate the proof of this lemma. The first two statements may be verified
directly. If L(µ) is normal, the statement (iii) is a consequence of the spectral decomposition of
L(µ). Since both sides are meromorphic functions, this implies (iii). In the proof of Lemma 7.4
we used the fact that∫ 1
0
ψ(x)φ(x)dx =
∫ 1
0
wπ∗(h0g−1(x, λ, q)pg(x, λ, q)h−10 )vdx =
= −wF−1(λ, q)∂F (λ, q)
∂λ
v = −1
µ
dµ
dλ
wv.
The divisor of the meromorphic function µ−1 dµ
dλ
is equal to the branching divisor of the covering
map induced by µ minus the branching divisor of the covering map induced by λ. A similar
argument to that in Lemma 4.5 now shows (iv). ✷
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For all matrix valued meromorphic functions f on Y , let θ∗(f) again be the function θ∗(f) =
(f ◦ θ)∗. As we saw above, the reality condition implies
F−1
∗
(λ¯, q) = h0ph
−1
0 F (λ, q)h0p
−1h−10 .
Then we have
θ∗(v)h0ph−10 π
∗(F (·, q)) = θ∗(v)θ∗(π∗(F−1(·, q)))h0ph−10 = µθ∗(v)h0ph−10 .
Thus the reality condition transforms to the relation: w = θ∗(v)h0ph
−1
0 is a solution of (9),
if and only if v is a solution of (8). Of course this is not compatible with the normalization
v1 = 1 = w1. Hence we choose another normalization: For every potential q let φ(x) and ψ(x)
be the unique solutions of (19) with boundary condition φ(1) = φ(0)µ and (20) with boundary
condition ψ(0) = µ−1ψ(1), such that
∑n
i=1 φi(0) =
√
n =
∑n
i=1 ψi(0), respectively. Due to this
normalization φ and ψ can be considered as L2([0, 1],Cn) valued meromorphic functions on Y
with no zeroes. If v and w are the solutions of (8) and (9) with normalization v1 = 1 = w1,
respectively, φ and ψ are given by
φ(x) = π∗(pg(x, ·, q)h−10 )v
1
(h0ph
−1
0 v)1
ψ(x) = wπ∗(h0g−1(x, ·, q)).
Hence the reality condition transforms to the condition
φ(x) = θ∗(ψ(x)) = θ∗(wπ∗(h0g−1(x, ·, q))).
It is obvious that the divisor of ψ is equal to −Dt(q) and the divisor of φ is equal to −D(q)−
((h0ph
−1
0 v)1). This function takes the values p1
√
n, . . . , pn
√
n at the covering points of infin-
ity. Therefore it does not define an equivalence relation in the modified sense. As a direct
consequence of Lemma B.1 we have
(φ) + (ψ) +
(∫ 1
0
ψ(x)φ(x)dx
)
= bµ. (21)
With the normalization given above the function
∫ 1
0 ψ(x)φ(x)dx is equal to
−1
µ
dµ
dλ
wv
(wh0ph
−1
0 v)1
.
This function takes the same value at all covering points of infinity. Hence it defines an equiv-
alence relation in the modified sense. Now we can state a theorem analogous to Theorem 9.3:
Theorem B.2 In general the set of fixed points of the involution θ decomposes into several
connected components41. If a meromorphic function f gives an equivalence relation in the
41In the hyperelliptic case n = 2 it is more convenient to use the antilinear involution (λ, µ) → (λ¯, µ¯). The
number of the connected components of the set of fixed points of both involutions is equal to the genus of
the Riemann surface plus one. Such Riemann surfaces are called M -curves (see e.g. [Kr-2]). Then the reality
condition simplifies to the condition, that the divisor is invariant under this involution.
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modified sense between D + θ(D) and bµ, then on each connected component of the set of fixed
points of the involution θ this function is either non-negative or non-positive. Hence the real
part of the Jacobian variety
JacobianR(Y ) = {[D] ∈ Jacobian(Y )|D + θ(D) ∼ bµ in the modified sense }
decomposes into several connected components being characterized by the sign of f on each
connected component of the set of fixed points of the involution θ. Now let JacobianR,0(Y ) be
the connected component of JacobianR(Y ) corresponding to the case that f is non-negative on the
whole set of fixed points of the involution θ. Then JacobianR,0(Y ) is contained in Jacobian0(Y ),
and Tx acts on this subspace. Moreover, a potential satisfies the reality condition pq + q
∗p = 0
if and only if the inverse of the restriction of the divisor of φ to π−1(C) with the normalization
given above is an element of JacobianR,0(Y ).
The proof is quite similar to the proof of Theorem 9.3. We only indicate the modifications. If
ψ is equal to θ∗(φ) the function
∫ 1
0 ψ(x)φ(x)dx is positive on the set of fixed points of θ, and
the inverse of the restriction of the divisor of φ to π−1(C) is an element of JacobianR,0(Y ). On
the other hand let f be a function, such that (f) gives an equivalence relation in the modified
sense between D + θ(D) and bµ. Then θ
∗(f)/f is a holomorphic function of Y , which is equal
to 1 at all covering points of infinity. Hence θ∗(f) is equal to f and f is real valued on the
set of fixed points of the involution θ. Moreover, f can only have zeroes of even order on this
set. Then f is either non-negative or non-positive on each connected component of this set.
Now let µ0 be any value with |µ0| = 1 and let g be any cross section of OD−π−1(∞). Then the
total residue of the form θ∗(g)gf(µ − µ0)−1dµ converges to zero. This again shows that D is
non-special in the modified sense, if D is an element of JacobianR,0(Y ). The rest of the proof
is the same as the proof of Theorem 9.3. ✷
Finally we want to mention that Theorem 9.3 and Theorem B.2 are related to the following
fact: Let LG,L−G,L+G be the subgroups of LGL(n,C), L−GL(n,C), L+GL(n,C) of elements,
which obey the relation
g∗(λ¯) = g−1(λ) for all λ, with |λ| = 1.
Then the Birkhoff factorization defines a diffeomorphism onto the whole of LG:
L−G× L+G→ LG, (g−, g+) 7→ g−g+.
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