Absolutely calibrated ultraviolet stellar spectra from 3100 Â to the hydrogen absorption edge at 912 Â were obtained on 1977 February 17 by rocket observations above Woomera, Australia. Spectra taken at 15 Â resolution have been compared with the observed fluxes from OAO 2 and with recent model-atmosphere fluxes of Kurucz for five hot stars: y 2 Vel, I Pup, a Eri, ß Cen, and a Vir. The present data give fluxes which are generally lower than those obtained from OAO 2, with the largest deviations of ~207 o between 1400 and 1700 Â. Agreement with the models is good, although the model fluxes are substantially larger than the observed values below 1200 Â. This discrepancy is greater for the higher-temperature stars. Effective temperatures are also determined and are in good agreement with previous results.
I. INTRODUCTION
Ultraviolet spectrophotometry of hot stars has progressed rapidly in recent years in response to the calibration needs of the astronomical community. Measurements based on completely independent laboratory calibration standards are in good agreement from the visible spectral region to 1800 Â in the middle-ultraviolet, but they diverge into two groups which differ by ~257 0 from 1700 Â to 1200 Â (Strongylis and Bohlin 1977) . Below 1200 Â, instrument calibrations extended to wavelengths as short as 950 Â usually have large quoted uncertainties of at least 50%, and model-determined fluxes are often used in calculations to supplement or replace observations. However, present primary calibration standards have quoted uncertainties of no more than ± 107, for the entire ultraviolet, so that in principle ultraviolet spectrophotometry of hot stars with uncertainties less than ±15% is quite possible. In this paper, we report spectrophotometric rocket observations for five hot stars at 15 Â resolution, from 3100 Â to the hydrogen absorption edge at 912 Â, with calibration uncertainties less than 25% below 1200 Â, and less than 157, above. The stars are, in order of observation, y 2 Vel, £ Pup, a Eri, ß Cen, and a Vir. This spectrophotometry is the first, to our knowledge, to 912 Â, although calibrated broad-band measurements have been made before (Troy et al 1975) .
Besides providing absolutely calibrated spectra, these data present an excellent opportunity to compare observation with the Kurucz (1978) model-atmosphere fluxes throughout the vacuum ultraviolet. Agreement between model and observation is found to be good, with large differences occurring only below 1200 Â. Stellar effective temperatures determined by model fitting to the data are reasonably accurate since these stars radiate profusely in the vacuum ultraviolet, but effective temperatures have also been computed by numerical flux integration for comparison.
II. THE EXPERIMENT
The instrument was launched on an Aerobee rocket (NASA 13.124UG) to an altitude of 192 km above Woomera, Australia, at 8:30 UT on 1977 February 17. All program stars were acquired by the STRAP III attitude control system (ACS) and the recovered payload's excellent condition permitted postflight instrument calibrations. The stellar spectra from 900 to 3100 Â were recorded by three spectrometers which scanned adjacent but overlapping spectral ranges. The spectrometers are designated by the spectral region covered: extreme-ultraviolet (EUV) spectrometer for the 900-1240 Â concave grating instrument, far-ultraviolet (FUV) spectrometer for the 1190-1740 Â 1/4 m focal length Ebert-Fastie, and middle-ultraviolet (MUV) spectrometer for the 1700-3100 Â 1/8 m focal length Ebert-Fastie. The important instrument characteristics are outlined in Table 1 . Each spectrometer was at the prime focus of a small telescope mirror which was coated to match the spectrometer optics coating. Both the FUV and MUV telescope mirrors are off-axis paraboloids, and the EUV telescope mirror is spherical. The stellar images provided by these mirrors were less than half the spectrometer slit size in the direction of dispersion. Just prior to launch, the telescope mirrors were individually aligned with the ACS star tracker so that the images fell within 03 of the slit centers. During flight, an aspect camera recorded rocket maneuvers and the acquired star fields. The aspect photographs, taken at a rate of one frame every 10 s, show that the rocket was stabilized to < 1' on each target. Although this slight motion had no effect on the data acquired 884 UV SPECTROPHOTOMETRY OF HOT STARS with either the EUV or the FUV systems, it caused the stellar image from the MUV telescope mirror to be occulted occasionally on the spectrometer entrance slit. The MUV spectral scans affected by rocket motion were detected by both the aspect photographs and the lower spectrometer count rates and were not used to determine stellar fluxes. The instrumental optical alignments were checked immediately after recovery and were found to be unchanged by the flight.
III. INSTRUMENT CALIBRATION
The absolute efficiencies of the spectrometers and telescope mirrors were measured at the Johns Hopkins University on two calibration facilities, one used for calibrations above ~1160Â and the other for calibrations below 1230 Â. The long-wavelength calibration test equipment (CTE), described by Fastie and Kerr (1975) , has an //80 monochromatic beam which can be directed to either the instrument under test or a reference detector. All radiation measured by the reference detector passes through the test instrument entrance slit, which is at the beam focus, and only a small area of the optical surface is calibrated at one time. The efficiency of the complete area is found by averaging the efficiencies calibrated for many separate optical paths. Two light sources, a low-pressure H 2 lamp (Fastie and Kerr 1975) and a Pt-Ne hollow cathode lamp (Mount et al. 1977) , provide line spectra dispersed at a 2 Â resolution by the CTE premonochromator. The reference detectors, EMR 542G and 542F photomultiplier tubes for 1170-1700 Â and 1700-3200 Â, respectively, were calibrated against National Bureau of Standards (NBS) standard photodiodes no. 17195 and no. 17183 (Canfield, Johnstone, and Madden 1973) . The NBS quoted uncertainty for the photodiode calibrations of 1978 July is ± 6% from 1200 to ~ 1700 Â and then increases gradually to ± 107 o at 3100 Â. Error in the calibration transfer from the photodiodes to the FUV and MUV spectrometers is ±67 0 and ±87 OJ respectively. The higher uncertainty at longer wavelengths is due to technical difficulties stemming from instabilities in the CTE reference detector. These errors were determined by repeated calibrations of several rocket instruments used by this laboratory and represent a maximum and not a mean uncertainty. Preflight and postflight calibrations for the FUV and MUV instruments for the present experiment agree to within 37 0 at all wavelengths measured. For an independent postflight calibration above 2400 Â, the MUV spectrometer measured the known brightness of an NBS standard tungsten-strip filament lamp, and the spectrometer efficiencies derived are within 5% of the CTE calibration. The telescope mirror reflectivities, which were determined separately from the spectrometer calibration, have a ±5% uncertainty. Mirror reflectivity and spectrometer efficiency calibrations vary by less than 57> over the optical surfaces and were averaged during calibration. When a reasonable uncertainty of ± 57 0 for the geometrical factors in the overall instrument efficiencies is included, the absolute calibration uncertainty for the FUV spectrometer is ± 107), anc f ±127o-157o f°r ^ MUV spectrometer.
The EUV spectrometer was calibrated in the shortwavelength calibration test facility which employs all reflecting optics and has an NBS AI/AI2O3 photodiode as the reference detector. A flowing discharge lamp with either argon or nitrogen gas provides stable line spectra (57 0 variation during measurement at one wavelength) which are dispersed by a premonochromator at 3 Â resolution. The calibration method is similar to that of the CTE-an//20 monochromatic beam from the premonochromator is alternated between the spectrometer and the reference photodiode. The spectrometer efficiency was found to be uniform to ±57, over the area used. Preflight and postflight calibrations agree to within 67 0 -This spectrometer was also calibrated on the CTE at 1200 Â, and the efficiencies obtained agree to within 107,? even though the instrument sensitivity is a factor of 6 lower than at the 900 Â peak. The EUV telescope mirror reflectivity was measured on a McPherson 1 m monochromator and is uncertain to ± 107)-Since the NBS quoted the absolute uncertainty for the photodiode to be ± 8% for 700-1200 Â, the total EUV instrument absolute uncertainty from 900 to 1250 Â is ±18%. The effective area, defined as the telescope mirror area times reflectivity times the spectrometer sensitivity, is shown in Figure 1 for all three instruments. As an in-flight instrument calibration cross-check, two 50 Â spectral regions, 1190-1240 Â and 1690-1740 Â, were each scanned by a pair of spectrometers. The difference in the stellar fluxes obtained by separate spectrometers is typically less than 5% for both pairs of spectrometers on all target stars, after the data have been corrected for atmospheric and outgassing water-vapor absorption. These absorption corrections will be discussed below. Calibrations performed at least once within a month before and after launch showed no degradation for any spectrometer or mirror during that period of time.
IV. DATA ANALYSIS The photomultiplier signals were pulse-counted and telemetered to ground by a PCM/FM system. Each spectrometer's pulses were summed into 3.2 ms sampling bins, which corresponds to ~0.3Â in the EUV and FUV, and -1.2 Â in the MUV, and data were converted from units of counts per bin to flux units of photons cm _2 s _1 Â~1 by application of the efficiency-and wavelength-calibration data. The wavelength calibration is accurate to better than ± 5 Â, and at 1216 Â the wavelength scale was determined to be correct to ± 1 Â by monitoring the position of the La nightglow on scans between target stars. Data reduction was complicated by molecular absorption in the Earth's atmosphere and in the local rocket environment. Molecular oxygen and nitrogen densities, derived from the Jacchia (1971) 700 K model atmosphere and known photoabsorption cross sections and rocket zenith angles, were used to make the small atmospheric corrections to the data. Since all stellar observations were made at altitudes exceeding 140 km, these corrections were less than 5% for y 2 Vel and a Vir, and were negligible for the other stars. Watervapor outgassing in the local rocket environment, most likely in the spectrometers themselves, was a severe problem for the first program stars, y 2 Vel and £ Pup, especially below 1240 Â. Water-vapor outgassing is a problem for any unevacuated experiment observing below 1200 Â, even if great care is taken to ship in desiccated environments and to purge with dry nitrogen prior to launch, as we did. Reasonably reliable data corrections were made with the altitude profiles for several wavelengths and the semiempirical absorption function (Rottman 1972) ,
where / is the observed flux, I 0 is the actual flux, <j is the H 2 0 photoabsorption cross section, t is the time after launch in s, t Q = 100 s is an arbitrary time before acquisition of the first target, and N and r are adjustable parameters. The water-vapor cross sections were taken from Watanabe and Jursa (1964) , Watanabe and Zelikoff (1953) , and Katayma, Huffman, and O'Brien (1973) , with preference given in the order listed for duplicated measurements. The H a O photoabsorption cross sections are assumed to be known to ± 107 o above 1250 Â and to ± 257 0 below. For each spectrometer, the parameters N and r were adjusted at one wavelength until a fit with the altitudeprofile data was obtained. The parameters were then applied to the data at other wavelengths and adjusted until the count rates were corrected within the statistical uncertainty of the data. These parameters were found to be A = 8.6 x 10 16 cm -3 and r = 72 s for the EUV data, and A = 9.6 x 10 16 cm-3 and t = 80 s for the FUV. The MUV data showed no clear time profile and no water-vapor absorption correction was applied; however, the ~ 107, difference between the FUV and MUV 1720 Â fluxes for y 2 Vel indicate that some small residual correction might be necessary.
The flux calculated for each 3.2 ms sampling bin is
where C(A) is the observed count rate, S(\ -A') is the instrument effective area and slit profile, AA is the spectral bandpass, and ^(A', t) is the photoabsorption coefficient due to atmospheric oxygen and nitrogen and to water vapor. Since the observed count rate is given by
where F(A') is the observed monochromatic stellar flux, the computed flux F(X) is simply the average flux over the spectrometer spectral slit width at the wavelength A. The count rate for each 3.2 ms sampling bin was converted to flux by using the wavelength and time of observation appropriate for that data bin. Counts due to La nightglow were monitored during scans between targets and were subtracted from the data before conversion. For all three spectrometers, corrections were unnecessary for both detector dark counts, which were 1 per 15 s on the ground and 1 per 2 s in flight, and scattered light from the gratings, which was measured in the laboratory to be less than 0.5% per instrument spectral slit width. Individual corrected scans were summed for each star, and the number of scans summed for the EUV, FUV, and MUV spectrometers are given as the last three numbers separated by commas in Table 2 . The average stellar fluxes for 10 Â intervals are listed in Table 3 , and the data summed into sampling intervals with spectral widths of ~7Â, ~4Â, and ~7Â for the EUV, FUV, and MUV, respectively, are plotted in Figures 2-6. In the figures, measurement statistics of 1 <r, assuming l a = \/N, where N is the number of counts in a sampling bin, give 10% uncertainty in the EUV, 1.5% in the FUV, and 2%-3% in the MUV, although exact +1 a statistical error bars are shown in the lower graphs. On the upper curves, the data were summed into 10 Â wide sampling bins and smoothed with a running mean five bins wide, reducing the 1 a uncertainty to 5% in the EUV and to less than l%-2% at longer wavelengths. The error bars on the upper curves give the uncertainty due to calibration-and data-reduction uncertainty alone, which is greatest at wavelengths for which the watervapor absorption cross section is largest: below 970 Â, and in 10-20 Â wide bands at 1020, 1060, 1125, and 1220 Â. The error bars decrease for stars observed later in the flight.
V. COMPARISON WITH MODELS
We compared the reduced data with the most recent stellar models of Kurucz (1978) in order to determine the stellar effective temperatures and the accuracy of the models in the far-ultraviolet where these stellar fluxes are greatest. The models, which are the improved versions of those given by Kurucz, Peytremann, and Avrett (1974) , were normalized at 5500 Â to the monochromatic magnitudes of Davis and Webb (1974) and the absolute calibration of Oke and Schild (1970) . The stellar data are shown in Table 2 . The reddening curve of was adopted to make the reddening corrections to the models from 1100 to 3300 Â. This curve is identical to the "average" curve of Bless and Savage (1972) from 3300 to 1800 Â, and also at 1100Â, but is 5%-10% greater than the Bless and Savage curve at intervening wavelengths. Reddening below 1100Â was extrapolated from this curve and matched to the extrapolation of Troy et al. (1975) at 950 Â. Since the largest E{B -V) for any target star is 0.04, small errors in the curve are not important. The reddened and normalized models were fitted to the data in the spectral range 1200-3100 Â by varying the model effective temperatùres until acceptable agreement was reached.
Effective temperatures were also determined from the total integrated stellar fluxes using the StefanBoltzmann equation and the linear diameters of Hanbury Brown, Davis, and Allen (1974), which agree within a few percent with those found by model fitting to our data. The total flux for each star is the sum of fluxes from four spectral bands: a model flux below 912 Â; the present data, numerically integrated after correction for interstellar reddening, from 912 to 3060 Â; a small model flux from 3060 to 3300 Â; and the flux presented by above 3300 Â. The uncertainties in temperatures found by flux integration include our experimental errors from 912 to 3000 Â, the uncertainties quoted by for the fluxes above 3300 Â, and the uncertainty in the linear diameter as reported by Hanbury Brown et al. The integrated stellar fluxes are given in Table 4 along with the OAO 2 results . The temperatures whose model fluxes are at the experimental error limits of the best-fit stellar flux set the uncertainty in the model-determined temperatures. Observations and the effective temperatures listed in Table 5 are discussed below in the sections on individual stars, which are presented in order of observation. a) y 2 Velorum
The first target star, y 2 Vel (09I+WC8), is an eclipsing binary system with a 78.5 day period (Willis and Wilson 1976) and was observed at a phase of 0.75 for 40 s. Figure 2 shows the spectrophotometric flux in the lower graph, and the smoothed data compared with the best-fit Kurucz model in the upper. Much of the uncertainty in the upper curve is due to the large water-vapor correction applied, especially below 1250 Â. Since the relative temperatures and colors of the 091 star and the fainter WC8 companion 1900-1910-1920-1930-1940-1950-1960-1970-1980-1990-2000-2010-2020-2030-2040-2050-2060 2070-2080 1910 1920 1930 1940 1950 •1960 •1970 •1980 •1990 •2000 -2010 -2020 -2030 -2040 -2050 -2060 -2070 -2080 -2090 - are unknown, the same effective temperature has been assumed for both. Thus, the total flux at all wavelengths is divided between the two components according to their relative visible brightnesses as given by Conti and Smith (1972) . Although a logg of 4.0 was assumed for all program stars except a Eri, for which log g = 3.5 was used, there is only a weak dependence of model flux on logg. The best-fit model effective temperature is 30,700 ± 2000 K after reddening to E(B -V) = 0.04. By flux integration, after correction for reddening, the temperature is also found to be 30,500 ± 1900 K.
b) £ Puppis
The spectrum and model-data comparison of £ Pup (04f), a star with strong P Cygni features which has been classified as 04ef by Conti and Leep (1974) , are shown in Figure 3 . This star was observed for 33 s, and corrections for H 2 0 absorption are still large,
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1.0 ± 0.4\ 8.9 ± 1.8/ 17.2 26.6 24.8 ± 3.4 36.1 ± 18.0 13.1 ± 4.6 19.6 ± 4.1 18.5 ±1.6 22.6 ±11.3 10.7 ± 3.7 16.5 ± 3. ^30% below 1250 Â. The effective temperatures determined by model fitting and by numerical flux integration are 32,400 ± 2000 K, and 31,500 ± 1400 K, respectively. The observed EUV flux is considerably below the model flux when the model is fitted to the data longward of 1200 Â, and this disagreement, while suspect for these first two stars with large corrections, is evident on all program stars.
c) a Eridani
The third target star, a Eri (B3 Vp), was observed for 30 s near rocket apogee. Figure 4 shows the absolute flux data and the 14,200 ± 500 K best-fit model for this coolest of observed stars. By flux integration, T eii is 14,000 ± 350 K. The 1200-1650 Â flux has been compared to the Apollo 17 measurements of Henry et al. (1975) and is lower by 12%. This large flux discrepancy might be explained either by differences between our instrument calibration and that of the Apollo 17 spectrometer or by additional hot stars in the large Apollo 17 instrument field of view. The ratios of our fluxes to the Apollo 17 fluxes would be the same for all stars viewed in common if the flux discrepancy were caused by systematic calibration differences, but the flux ratios differ by ~207 o for the two stars a Eri and a Vir observed by both experiments. Also, a check of the Apollo 17 instrument field of view revealed no needed field-star corrections. The possibility of variability of these two stars, which would account for the differences, is discussed below. d) ß Centauri Figure 5 shows the absolute flux data and models for ß Cen (Bl II), which was observed for 28 s at apogee. The best-fit model is 23,100 ± 1000 K, where E(B -V) = 0.02 has been assumed. The unreddened model flux for 23,100 K is also shown to illustrate the effects of reddening. The only program star observed ) 14200 ± 500 14000 ± 350 14510 ± 390 15800 ± 640 j3 Cen (BUI) 23100 ± 1000 a Vir (Bl IV) 24500 ± 1000 23800 ± 700 23930 ± 840 24000* * R. C. Henry (1978, private communication) .
WAVELENGTH (Â) F IG . 2.-Observed flux of y 2 Vel (photons cm" 2 s^ Â" 1 ) shown at 15 Â resolution (lower graph) and smoothed to ~50Â resolution (upper graph) and compared to a reddened Kurucz model (dashed line) with T G u = 30,700 K. Error bars on the lower curve are ± \ a statistical uncertainty in the observed signal; error bars on the upper curve stand for the absolute calibration uncertainty and do not include the statistical error in the signal. for which Hanbury Brown et al. did not measure an angular diameter was ß Cen. For the model given above and the observed flux, the angular diameter is (1''2 ± 0"1) x 10" 3 . As previously noted, the fit of the model with the data below 1200 Â is quite poor. e) a Virginis Spica (Bl IV), a spectroscopic binary with a j8 Canis Majoris variable as the primary (Shobbrook et al. 1972; Herbison-Evans et al. 1971 ) was observed for 17 s. Henry et al. (1975) deduce that, although A/w 7 = 2.0 for the two stars, the companion provides only about 5% of the system's total ultraviolet flux, an amount comparable to our total measurement uncertainty. Thus, the model flux has been increased by 5% below 3000 Â for a comparison with the observations. The absolute fluxes shown in Figure 6 are higher by ~ 10% than those determined by Henry et al. (1975) in the 1250-1650 Â spectral range. The best-fit model effective temperature is 24,500 ± 1000 K, and flux integration effective temperature is 23,800 ± 700 K. Also shown on the graph are models at ± 1000 K from best-fit to indicate the accuracy of the fit. The error bars on the upper graph are due entirely to calibration error, with negligible datacorrection error. Henry et a/. (1975) obtained 22,300 ± 1400 K, a low temperature which is due to an error in their model flux normalization. With the correct normalization, their data also give approximately 24,000 K.
V. DISCUSSION
Previous spectrophotometry of hot stars includes the observations from OAO 2 (Code and Meade 1976), Apollo 17 (Henry et al. 1975) , TD 1 (Jamar al. 1916) , ANS (Van Duinen al. 1975) , and the rocket experiments of Bohlin, Frimout, and Lillie (1974) , and Stecher (1970) . The measurements covering the widest spectral range have been those of from OAO 2, which covered 1200-3300 Â at ~ 10-20 Â resolution.
A direct comparison of our results with those from OAO 2 is shown in Figure 7 . The large filled circles at 20 Â intervals are the averages of the ratios of the fluxes we observed to those of OAO 2 (Code and Meade 1976) for four stars: I Pup, a Eri, ß Cen, and a Vir. The smaller filled circles at wavelengths below 1200 Â are comparisons between the fluxes of a Vir from our experiment and those from the OAO 2 observations of Bless, Code, and Fairchild (1976) and will be discussed below. The ratios for y 2 Vel have been excluded from the average, because y 2 Vel has a known ultraviolet variability which has been interpreted as the eclipsing of the 09 I component by the stellar wind from the WC8 companion (Willis and Wilson 1976) . The error bars on some circles are the average standard deviation of the mean for the 10 ratios in the 200 Â band centered at that wavelength. Although the deviation is not statistically significant, it indicates the larger flux ratio differences at the shorter wavelengths. The four stars included in the average are all suspected variable stars: I Pup, because it is a rapidly rotating Of star with high-velocity mass ejection and emission which may be analogous to Be stars (Conti and Ebbets 1977) ; a Eri, because it is a Be star with large v sin /; ß Cen, because it is a ß CMa variable with rotational velocity variations and asymmetric lines (Shobbrook and Robertson Ï968) ; and a Vir, because it is ß Cephei variable and has shown ~20% variations in the continuum near 1550 Â (Hutchings and Hill 1977) . Of these four stars, ultraviolet flux variations have been observed for a Vir only. Variation has been sought but not found for £ Pup by a Copernicus survey over an 11 month period, which revealed no significant variation from 1000 to 1420 Â (Morton 1976) . For ß Cen, no flux variations are indicated by visible wavelength observations (Jones and Shobbrook 1974) and by a preliminary survey of the OAO 2 data (Panek and Savage 1976) . The large differences between our flux measurements and those of Henry et al. lead us to believe that a Eri is a variable star. This belief is enhanced by the NASA 13.124/6MO 2 flux ratio curves for individual stars, which all have approximately the same shape as the average, but are displaced relative to each other. The a Eri curve is consistently the lowest by ~10%, while the ß Cen and £ Pup curves are the highest. These latter curves have an average absolute difference of 5% from each other from 1200 to 3060 Â, and neither curve is systematically higher than the other. If £ Pup and ß Cen are assumed to have stable ultraviolet fluxes and a comparison with OAO 2 fluxes consists of only these two stars, then the average ratio with OAO 2 is 1.08 times larger than the four-star average ratio below 1900 Â, and agrees with the four-star average above 1900 Â. The difference between the OAO 2 resolution (~10Â below 1800 Â and 20 Â above) and our 15 Â resolution may be responsible for some of the scatter in the comparison points. Wavelength calibration differences may also account for some of the scatter, since slight shifts in the wavelength assignment can cause large variations in the fluxes compared. Despite these reservations, the average of flux ratios for these four stars provides an adequate description of the differences in the flux calibration between our experiment and OAO 2. Comparisons of other flux calibrations to OAO 2 have been presented by Strongylis and Bohlin (1977) . The ratios of TD 1 to OAO 2 fluxes are also shown in Figure 7 . The shape of the other comparisons with OAO 2 agrees with ours, and our flux ratios differ by 107 o or less with the average flux ratios of Apollo 17, TD 1, ANS, and the rocket data of Strongylis and Bohlin (1977) .
The rapid increase of the NASA 13.124/CM<9 2 flux ratio at 1200 Â appears to be real and not the result of wavelength assignment error because it both occurs in a 60 Â wide band for each star and is approached smoothly by the comparisons on either side. Below 1200 Â, our results are compared to Bless et al. for only one star, a Vir, and the flux ratios shown in Figure 7 every 10 Â may not be the true calibration differences. However, our present fluxes are lower No. 3, 1979 UV SPECTROPHOTOMETRY OF HOT STARS 897 than the OAO 2 fluxes by ~307 o throughout much of this wavelength range, even near 1060 Â where our EUV calibration is most reliable. Our integrated stellar fluxes shown in Table 4 are significantly lower than the OAO 2 results below 1100Â for all stars except a Eri. Between 1100 and 1300 Â, our total fluxes are larger than the OAO 2 values, except for a Eri, while between 1300 and 3300 Â, our total fluxes are less than the OAO 2 fluxes, except for a Vir. Similar conclusions have been drawn by Beeckmans (1977) for the comparison of TD 1 and OAO 2 integrated fluxes. Our integrated flux for a Vir was de-reddened by E{B -V) = 0.02 before numerical integration, whereas assumed no reddening for that star. The fact that we derive the same average ratio of ~ 0.9 from both the comparison of our integrated fluxes to the OAO 2 results and the comparison of our "monochromatic" fluxes to the OAO 2 fluxes in the 1300-3300 Â spectral range indicates that the flux calibration differences in Figure 7 are accurate.
The derived effective temperatures, shown in Table  5 , are in excellent agreement with the determinations of , although they are slightly lower in general. These somewhat smaller values are easily explained by the observed flux below 1150Â being lower than that predicted by the Kurucz models which used in their temperature determinations. A quick review of Figures 2-6 illustrates the discrepancy that exists between observations and models. The model fluxes are ~ 30% larger than the observed fluxes from 950 to 1150Â for the O stars y 2 Vel and £ Pup, although the data-correction uncertainty is large. For the B stars, the earlier the star, the greater the difference between model and observations below 1200 Â. The difference is approximately 15% for a Eri and 60% for a Vir at 1120 Â. It is unlikely that an error in reddening could account for this discrepancy, since the effect is already very apparent at 1100Â, where the reddening curve of is well established. For example, the increase in this reddening curve necessary to force agreement with the data for a Vir is a factor of 2.2 at 1100Â, an unlikely amount. Thus, it seems clear that more line absorption by ionized species must be included in the models below 1200 Â if the model fluxes are to agree as well with observation at shorter wavelengths as they do at longer ones.
The 1482 Â color as a function of (B -V) color is presented in Figure 8 for our program stars. Each star is shown as observed and as unreddened, with the E{B -V) given in Table 2 . Also shown are the unreddened data.of Henry et al. (1975) , the Kurucz model predictions, and the Morton and Adams model curve (1968) . The SAO-Kurucz model has approximately the correct slope, but incorrect (B -V) intercept. Troy et al. (1975) and Henry ^ al. (1975) have already discussed this relationship between model and observation. However, the Kurucz 1482 Â colors plotted against Morton and Adams (1968) Fig. 7. -The average comparison of our monochromatic fluxes to those of OAO 2 (large filled circles) and the ratios of the TD 1 absolute fluxes to those of OAO 2 (crosses). Our average includes the fluxes of four stars : £ Pup, a Eri, ß Cen, and a Vir; the TD 1 ratios are discussed by Beeckmans (1977) . Vertical bars (every 200 Â), the average standard error of the mean for the average ratios of our fluxes to those of OAO 2; small filled circles (below 1200 Â), comparison of our fluxes to the monochromatic fluxes for a Vir alone . 
where is in photons cm" 2 s" 1 Â" 1 . This result is only slightly different from that of Henry et al. (1975) for B stars, and the difference in intercept can be explained partly by the different values of B -V used for a Vir and a Eri. Similarly, Figure 9 shows the 950 Â color as a function of (5 -F) color for our unreddened program stars. Also plotted are the results from Troy et a/. (1975) and from the Kurucz models. Our (m 9b0 -F) 0 data points were determined with our 12 Â resolution data, and may be slightly lower than a true monochromatic 950 Â color for those stars. Once again, the SAO model relation has approximately the correct slope, but the (5 -F) intercept is incorrect. If the (5 -F) versus effectivetemperature values taken from Morton and Adams Fig. 9 .-The ultraviolet (950 Â) -visible color compared with the 5 -F color for the observed stars. Closed circles, unreddened data points; crosses, data points of Troy et al. (1975) . Solid line, model predictions of the SAO models for main-sequence and giant stars; dashed line, flux predictions of the main-sequence SAO models with the T eli versus (B -V) values taken from Morton and Adams (1968) .
are used for the appropriate Kurucz models, a much better fit results.
VII. CONCLUSION
Theoretical model fits to the spectrometric observations of five O and B stars are excellent in the spectral region 1200-3100 Â, but below 1200 Â, a reduction of the model fluxes is required. The effective temperatures derived by total flux integration are slightly lower in general than those determined by model flux fitting because the model fluxes are too large at shorter wavelengths, and the models could not be fitted to the data in spectral regions both above and below 1200 Â. The observed fluxes are in good agreement with previous measurements in the middle-ultraviolet (1700-3100 Â), but favor the calibrations of TD 1 and Apollo 17 in the far-ultraviolet where these absolute fluxes are lower than those of OAO 2. The present observations also provide new flux standards in the 912-1200 Â spectral region which was previously best calibrated by model flux calculations. However, the accuracy of the ultraviolet flux calibrations of standard stars may soon be defined not by the improved photometric accuracy of future experiments but by the inherent stellar ultraviolet variability of hot stars. For the wavelength region below 1200 Â, intrinsic variability of hot stars may preclude establishment of truly standard stars. Thus, while the present stellar spectrophotometry establishes a calibration for ultraviolet fluxes from 912 to 3100 Â, it indicates that a clearer understanding of hot star variability must be obtained before a set of standard ultraviolet stars can be defined for in-flight calibration of present and future space observatories.
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