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１はじめに
最近では,ファジィ推論ルールを調整する方法として,ファジィ推論とニューラルネットワー
ク（NeuralNetwork:ＮＮ）を融合する手法，あるいは遺伝的アルゴリズムやパターン探索法
といった最適化手法を用いてファジィ推論の調整を行う方法など様々な手法が提案されている。
今回，制御対象の入出力データさえ用意すれば，比較的短時間でファジィ推論ルールの
調整を行える，ＮＮの学習機能を用いる手法を取り入れる。しかしこの手法を用いても
制御対象によっては，調整に時間がかかる場合，あるいは調整できない場合がある。この
場合，ファジィ推論ルールの前件部メンバシップ関数（MembershipFunction:MSF）の
数を増やし，それを組み合わせることにより対応することになる。しかし，その場合ＭＳＦ
の組み合わせの数である推論ルール数は，大幅に増加することになり，実用的ではなくな
る。そこで，ファジィ推論ルールの前件部ＭＳＦを従来用いられてきた二等辺三角型ＭＳＦ
から折れ線型ＭＳＦに変更する。これにより，ＭＳＦの形状を柔軟に変更することが可能
になり，一個の推論ルールの表現能力が向上する。よって，二等辺三角型ＭＳＦを用いた
場合と比べて，より短時間でファジィ推論ルールの調整を行うことができる。このように，
ファジイルール的構造を表現できるようなネットワーク構造を構成したり，ファジィ推論
やファジィ制御の計算過程を表現する学習機能を持つＮＮをファジィニューラルネットワー
ク（FuzzyNeuralNetwork:ＦＮＮ）という。
本研究では,この手法を様々な数値例に適応し,シミュレーションによりその有効性を示す。
２折れ線型ＭＳＦを用いたファジィ推論
２．１簡略化ファジィ推論
本研究では，次に示すような後件部出力値が実数値の簡略化ファジィ推論ルールを用いる。
Rulei:ｉｆｒ１ｉｓＡｌｶﾞandjr2isA2‘and…andjMsAmthenyisz(ﾉｶﾞ(i＝１，…,､）（１）
(1)式で，Ａｊ`は前件部MSF，ｚ(ﾉｶﾞは後件部出力値，添字/はルール番号，添字ノは入力変
数の番号を表す。
296 柏原芳章・成久洋之
制御量z/は，各ルールの前件部適応度似iを(2)式で示す代数積で算出し，(3)式で示すよ
うに要素z(ﾉｫの重み仏による重み付き平均（重心演算）によって決定する。
ノLzj＝Ａ１化,)Ａ２化2)…Ａｍｉ(jU猟） （２）
〃
Ｚ/zfz(ﾉ‘
ン＝ｉ=湯 （３）Ｚ仏
ｉ＝１
２．２折れ線型ＭＳＦ
図ｌに従来のファジィ推論ルールでよく用いられてきた二等辺三角型ＭＳＦを示す。こ
れを(4)式のように定式化する。
ＭＨ,脂|庁苧川-M<…汁Ｍ （４），ｏ肋eγzｲﾉヵｅ
折れ線型ＭＳＦは，図１に示す二等辺三角型ＭＳＦの底辺を三角形の頂点αｊｊで分け，
さらに左右の各底辺ｂ１ｊｆ,b2jfを２等分した中点で,折点c1ji,ｃ２ｊｉを設ける。ＭＳＦの頂点αｊｉ
と左右の折点Cljd,C2j‘によって区切られた各領域は直線で構成される。図２にその概形を示
す。この折れ線型ＭＳＦを(5)式のように定型化する。
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図１二等辺三角形ＭＳＦ 図２折れ線型ＭＳＦ
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３ファジィニューラルネットワークによる学習
３１簡略化ファジィ推論のＦＮＮ表現
本手法では,ファジィ推論ルールの調整においてＮＮの学習機能を利用するために,(2)～
(5)式で示されるファジィ推論の各演算をＦＮＮの各機能に割り当て，ファジィ推論の過程
をＦＮＮで表現する。
図３は，入力層１，中間層２，出力層１からなる計４層のＦＮＮである。第２層のユニッ
トは前件部MSF，第３層のユニットは前件部適合度を表している。入力層と中間層のユニッ
トの結合係数と中間層と出力層のユニットの結合係数は,前件部ＭＳＦと後件部実数値を用いる。
３．２学習アルゴリズム
本手法では，ファジィ推論ルールの調整には，ＮＮの学習則である最急降下学習法を用
いる。ここで，学習の対象となるのはＦＮＮにおける入力層と中間層ユニットの結合係数
と中間層と出力層ユニットの結合係数，すなわち推論ルールの前件部ＭＳＦと後件部実数
値である。なお，前件部ＭＳＦの学習は，具体的には図１，２に示すようなＭＳＦの形状
を決定するパラメータの学習である。
最急降下学習法において，学習の方向を決定する評価関数を次に示すように定義する。
Ｅ-＝(,(噂('),x('))-,鱸(，))’（６）
ここで，§は学習回数が/のときのＭＳＦの形状を決定するパラメータ列
入力層 中間層 出力層
図３ファジィニューラルネットの構造
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5(/)＝[α11(/),6111(/),６２u(/),clll(/),c211(/),…,α柳"(/),”"(/),62”"(/),Ｃｌ""(/),c2112"(/)］
であり，二等辺三角型ＭＳＦを用いる場合は，b1jj(/)をｂｊ化）とし，ｂ２ｊｆ(/),cLj`(/),c2ji(/）
はこのパラメータ列に含まれない｡X(，)は,本来連続な変数であるjEjを離散化したものjZj(p）
の，番目の入力列であり，次式で表せる。
X(P)＝い(P),Ｚ２(，),…伽(，)］
ｙ(;(/),ｘ(，))は(3)式のファジィ推論出力であるが,パラメータ列§(/)で決定されたＭＳＦ
をもつファジィ推論ルールが,，番目の入力列ｘ(，)をとったときの推論出力であることを
明示的に示している。〃*(p)はＦＮＮが出力すべき値すなわち学習データであり，，番目
の入力に対する学習すべき出力値であることを明示的に示している。これらは以後，特に
断らない限り，ｙおよびy＊で表す。
(6)式において，ｚ/はＦＮＮの出力値で，〃＊は学習データである。最急降下学習法では，
(6)式で定められた評価関数の値が最も小さくなる方向に逐次的に学習を繰り返し，最適な
解を得る。
次に，折れ線型ＭＳＦの場合の各学習手順において対象となるパラメータの学習式を示す。
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(7)～(12)式で，Ｋｚ,Ｋ６，Ｋb,Ｋ”は学習の刻み幅を決定する学習係数で､ある。
(2)～(6)式から０E/､z(ﾉｶﾞ,0E/Daji,8E/D6lji’0E/D62ji,8E/Dc1j‘,8E/Dc2jiを計算すると,(13)～(18）
のようになる。ここでは入力町が領域
、＝{zjlajf-61j：＜鋤≦αj`-6,j‘/2）
の範囲にある場合についてのみ述べるが，他の範囲についても同様に定義できる。
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灼已、のとき，
器一式ｗ）ゴー１ (13）
鵲一命ｗ)伽,）
ゴー１
８Ｅ耐一三ft77(’－，鱸)伽'１
ゴー１
ぞ;'二7-0
器一命(,γ)(…）［＝１
７$三7-0
－２ｃ１ｊｉ (14）6,ﾉｶﾞAjf(鋤）
2c1ji(－zj＋α"） (1，(6,j`)2Ａ"(鋤）
(1０
2(zj＋6,ｊｊ－ａｊｉ） (17）6,j`AjAjrj）
(18)
となる。従って，(7)～(12)式で示される学習式は次の各式によって具体的に計算できる。
〃`(/＋l)＝〃i(/)－Ｋh,扇ＬＬ(ｙ－"*）
三浬‘
ゴー１
(19）
－２c1j2αj化+1)=α，`(/)-Km→ﾁﾞﾑﾆ(zﾉｰz/*)("i-z/)
囚ノユガ
ピー１
(20）6,ﾉｶﾞAｶﾞ(⑫）
Ｍ/＋1)＝Ｍｔ)－Kb÷-(zノー"*)("ｵｰﾝ）
Ｚ/zd
i＝l
62j化＋1)==b2ji(ｊ)－K6o
c1j‘(t＋1)＝c1j化)一氏÷-(y-z/*)("`－"）
Ｚ仏
ｉ＝l
C2ji(/＋1)＝C2j`(/)￣Ｋｂ０
(21）b,ｉＪｅＡ
⑰
⑪
2(町＋6,ji-czjf）
6,jiAji(必j）
(24）
入力殉が、以外の領域に属する場合についても,同様に(19)～(24)式の各学習式が定義できる。
３．３学習手順
本手法の学習の手順としては，はじめに制御対象の入出力関係存示すデータキＰ細目Ⅶ象の入出力関係を示すデータをＰ組取得
する。そして，ファジィ推論ルールに関するパラメータ（前件部MSF，後件部実数値)の
初期設定を行う。この際，図４に示すように，前件部ＭＳＦはＭＳＦの頂点α”が入力区
間[叩,卿]を〃分割するように設定し,底辺６，j`,62j`は入力空間を十分カバーするように，
また，隣り合うＭＳＦどうしが十分重なり合うように設定する。また，折点の高さＣｌ宛,ｃ２１ｉ
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図４前件部ＭＳＦの初期設定
は0.5に設定する。後件部実数値zUiは全て０に設定する。この場合，〃このファジィ推論
ルールを用意するためには，１個の入力変数jmjに対するＭＳＦは〃個となる。
次に入力データを１組ずつＦＮＮに入力し，ファジィ推論を行い制御量ｙを出力する。
そして，(19)式に示す学習式に従って，後件部実数値zuiの修正を行う。同じ入力データを再
びＦＮＮに入力し，再度ファジィ推論を行う。(20～(23)式に示すような学習式に従って，前
件部ＭＳＦのパラメータの修正を行う。これをＰ組のデータについて行い，次式で示す平
均自乗誤差Ｃｆ（添字/は学習回数を示す）を計算する。
Ｇ=士婁似噂(Ｍ'))-,鰄(，))。閲
平均自乗誤差Ｃｆが,次式で示すように，あらかじめ定められたしきい値６より小さくな
ったとき学習を終了する。
Ｇｄ二８ (2０
この(26）式が満たされないときは，再び最初の入力データの組から学習を繰り返す。
４シミュレーション
本手法を次の各数式に示される５種類の１入力ｌ出力の関数の近似問題に適用し，その
有効性を検討する。
(27）
(28）
(29）
ｙ＝300-100jr
z/＝200(ｚ＋0.1)２
zノー100＋10”-10(ｚ-0.3)２
昨I猛二E1…≧Ｍ
ｇ＝１０s/"(５７m/3)･”(z＋0.1)２
(3０
G1）
シミュレーションの方法としては,はじめに,(27)～(31)式の入力値工を乱数により［-1,1］
の範囲で発生させ，各式を計算し出力値ｙを得る。そして，各々の式において20組の入出
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カデータを取得する。また，出力値ｙは，［0,1]の範囲で正規化する。
そして，３．３節に示した学習の手順に従って，制御対象の入出力関係を表現するように
逐次的に学習を繰り返し，平均自乗誤差があるしきい値８（ここでは，６＝0.001とした）
以下になるまで学習を繰り返す。
学習の結果，（27)～(31)式について，表１に示すような結果が得られた。
表ｌで，二等辺三角型ＭＳＦと折れ線型ＭＳＦを用いた場合を比較する。ここではルー
ル数を〃＝４とした。１入力であるので４個のＭＳＦを構成することになる。（27)，（２０式の
ような比較的単純な関数の近似においては，２種類のＭＳＦについてはほとんど差はない。
しかし，(29～(31)式のような複雑な関数の近似においては，学習回数に差が現れる。特に(30）
式では，折れ線型ＭＳＦを用いた場合は，二等辺三角型ＭＳＦを用いた場合に比べて約６
分の１の学習回数で学習が終了していることがわかる。
図５にＭＳＦの初期設定（二等辺三角型ＭＳＦも折れ線型ＭＳＦも最初はこの形をして
表１学習係数をそろえた場合の学習回数の比較
式 ＭＳＦ 学習係数
Kb,Ｋ６，(Ｋｂ),ＫｉＵ
学習回数
二等辺三角型
折れ線型
2７ 0.1,0.1,1.0
0.1,01,(0.001),1.0
２２’６４｜別７｜棚Ⅳ｜祀仙
2８ 二等辺三角型
折れ線型
1.0,0.1,0.5
1.0,0.1,(0.01),0.5
二等辺三角型
折れ線型
2９ 0.01,0.5,0.3
0.01,0.5,(06),０５
3０ 二等辺三角型
折れ線型
0.02,0.02,0.5
0.02,0.02,(0.05),0.5
0.01,0.5,0.1
0.01,0.5,(0.5),0.1
二等辺三角型
折れ線型
3１
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いる）を示し，図６～10に各式の二等辺三角型MSF，折れ線型MSF，それぞれの入出力
関係を表す図を示す。図６～10の(a)，（b)と表１から折れ線型ＭＳＦの折点でのわずかな値
の変化が学習回数の減少に影響していることがわかる。このように二等辺三角型ＭＳＦに
比べて，折れ線型ＭＳＦを用いた場合，少ない学習回数で終了していることがわかる。（c）
での点線，実線，鎖線はそれぞれ理想値，二等辺三角型，折れ線型の出力値を表している。
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に）入出力関係
図７（２０式のＭＳＦと入出力関係
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c）入出力関係
27)式のＭＳＦと入出力関係図６
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１ １
５おわりに
本論文では，では，ファジィ制御におけるファジィ推論ルールの調整にＦＮＮの学習機能を利
用する方法において，ファジィ推論ルールのＭＳＦを二等辺三角型から折れ線型に変更す
る手法を用いた。ＭＳＦを構成するパラメータを調節することにより，ＭＳＦの形状を柔軟
に変更することが可能となった。これにより，制御対象の入出力関係を柔軟に学習できる
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ｗ３＝0.892908,ｗ４＝-0.00834267
（b）折れ線型ＭＳＦ
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１
ようになった。
今後の課題として，今回使用した簡略化ファジィ推論では，得られたファジィ推論ルー
ルの後件部が実数値であるので，見た目には意味がわかりにくい。よって後件部を実数値
ではなくファジィ集合で表すようにしたい。
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Recently,varioustechniqueshavebeenproposedinordertocombinefuzzyreason‐
ｉｎｇａｎｄｎｅｕｒａｌｎｅｔｗｏｒｋａｓａｗａｙｏｆｔｕｎingfuzzyreasoningruleByusingaproperty
oflearningfunctionofnetwork，wecanconstructafuzzyneuralnetｗｏｒｋ（Fuzzy
NeuralNetworkFNN)whichiscomposedoffuzzystructurehavingtodowithfuzzy
rules、
Inthispaper，wepresentthecharacteristicsofFＮＮｗｈｉｃｈｉｓａｂｌｅｔｏｌｅａｒｎｇｉｖｅｎ
ｍｅｍｂｅrshipfunction(trianglemembershipfunction,piecewisemembershipfunction）
andtocontrolfuzzyprocesses
