We introduce an equivariant version of cyclic cohomology for Hopf module algebras. For any H-module algebra A, where H is a Hopf algebra with S 2 = id H we define the cocyclic module C ♮ H (A) and we find its relation with cyclic cohomology of crossed product algebra A ⋊ H. We define K H 0 (A), the equivariant K-theory group of A, and its pairing with cyclic and periodic cyclic cohomology of C ♮ H (A).
Introduction
In this paper, we introduce equivariant cyclic cohomology of Hopf module algebras based on the action of a Hopf algebra H, where its antipode S satisfies S 2 = id H , on an algebra A. In section 2 and 3 we review some preliminary facts about Hochschild and cyclic (co)homology and Hopf algebras. In section 4 we introduce the space of equivariant n-cochains C n H (A) for an H-module algebra A, where H is a Hopf algebra with S 2 = id H , and we show that they define a cocyclic module structure. In section 5 we find the connection between the cocyclic structure on C ♮ H (A) and the cocyclic structure associated to the crossed product algebra A ⋊ H. In section 6 we define the equivariant K-group K H 0 (A) where H is a cocommutative Hopf algebra and we construct a pairing between this group and the even cyclic and periodic cyclic cohomology group of C ♮ H (A). Cyclic cohomology was introduced by A. Connes in [3] , and extended to an equivariant version by S. Klimek, W. Kondracki and A. Lesniewski in [5] for G-module algebras based on the action of a group G on an algebra A. We remark that the condition S 2 = id H can perhaps be relaxed by introducing a modular pair as in the Connes-Moscovici definition of cyclic cohomology of Hopf algebras [2] . We also note that one can define K H 0 (A), for H not necessarily cocommutative, by working directly with finite projective A-modules equipped with an action of H. The definition of pairing is more involved, however. This will be studied elsewhere.
Hochschild and Cyclic Homology
In this section we collect some preliminary facts about cyclic and Hochschild homologies.
The Simplicial and Cyclic Category ∆ and Λ
Recall [9] that the simplicial category ∆ is a small category whose objects are the finite ordered set [n] = {0 < 1 < 2 · · · < n} for integers n ≥ 0 and whose morphisms are nondecreasing monotone functions.
If A is any category, a simplicial object A in A is a contravariant functor from ∆ to A, that is A : ∆ op → A. This definition is equivalent to giving a sequence of objects A 0 , A 1 , . . . together with face operations ∂ i : A n → A n−1 and degeneracy operators σ i : A n → A n+1 (i = 0, 1, . . . , n), where these operators satisfy the simplicial identities:
Similarly a cosimplicial object A in A is a covariant functor from ∆ to A and giving a cosimplicial object A in A is equivalent to giving a sequence of objects A 0 , A 1 , . . . together with coface operators ∂ i : A n−1 → A and codegeneracy operators σ i : A n+1 → A n (i = 0, 1, . . . , n), where these operators satisfy the cosimplicial identities: A morphism of (co)simplicial objects in A is a natural transformation of functors, so that the category of (co)SA of all (co)simplicial objects in A is just the functor category A ∆ op (A ∆ ). The cyclic category [3] Λ is a small category whose objects are the same as ∆, the finite ordered sets [n] ) and τ n is the cyclic automorphism of the set [n] defined by τ n (0) = n and τ n (j) = j − 1 for j = 0.
By a cocyclic object or cocyclic module A in a category A we mean a covariant functor from Λ to A. Thus a cocyclic object is a cosimplicial object A together with an automorphism τ n of order n + 1 on each A n that satisfies the cosimplicial identities in (2) and the following additional identities, the cocyclic identities:
Similarly, a cyclic object A in a category A is a contravariant functor from Λ to A (A : Λ op → A). This is equivalent to giving a simplicial object A which satisfies the simplicial identities (1) and an extra operator τ n of order n + 1 on each A n which satisfies the cyclic identities as follows:
Hochschild, Cyclic and Periodic Cyclic Homology
To any (co)simplicial object in an abelian category A we associate a (co)chain complex C * (A)(C * (A)) where
is the alternating sum of the (co)face operators
The (co)simplicial identities for
with face and degeneracy operators as follows:
Here m ∈ M and a i are elements of A. These formulas are k-mulitlinear, so ∂ i and σ i are well-defined homomorphisms. The Hochschild homology H * (A, M) of A with coefficients in M is defined to be the k-modules
where M ⊗ A ⊗ * is the associated chain complex given by
Similarly, we obtain a cosimplicial k-module with [n] → Hom k (A ⊗n , M)(Hom (A ⊗0 , M) = M) and coface and codegeneracy operators as follows:
. . , a n ) 0 < i < n f (a 0 , . . . , a n−1 )a n i = n (6)
The Hochschild cohomology H * (A, M) of A with coefficients in M is defined to be the k-modules
Here, Hom k (A ⊗ * , M) is the associated cochain complex
For any (co)cyclic object A in an abelian category A one can construct operators b n :
Here s n : A n−1 → A n (s n : A n → A n−1 ) gives a contracting homotopy for the complex (A, b ′ ), i.e., they satisfy the equation
where
These operators satisfy b 2 = 0, B 2 = 0, bB + Bb = 0. Hence, for any (co)cyclic object A we can construct a bicomplex B * , * (A) (B * , * (A)) as follows:
which corresponds to the following diagrams:
. . .
The cyclic (co)homology of a (co)cyclic object in an abelian category A as the homology of the total bicomplex B * , * (A) (B * , * (A)) by
By removing the restriction p, q ≥ 0 we obtain the periodic bicomplex B P er * , * (B * , * P er ) and the perodic cyclic (co)homology of A is defined as the homology of the product total bicomplex by
It is well-known [3] , [9] that 1. If the the ground ring k contains Q then
Let Φ : A → A ′ be a morphism of (co)cyclic objects. If the induced maps on Hochschild (co)homology are isomorphisms
) ,for all n,then the induced maps on cyclic (co)homology are isomorphisms.
Preliminaries about Hopf Algebras
In this section we give a brief description of some definitions and properties of Hopf algebras. Further information can be found in [6] , [7] .
Hopf Algebras
Let us recall that a Hopf algebra is a unital associative algebra H with unit equipped with a compatible coalgebra structure. This consists of algebra maps ∆ : H → H ⊗ H (the comultiplication), ε : A → k (th counit) and a linear map S : H → H (the antipode) obeying the axioms
Here, µ denotes multiplication in H and η : k → H is the unit map, i.e., η(λ) = λ1 H ∀ λ ∈ k. We adopt Sweedler's sigma notation [6] , namely,we write ∆(h) = h (0) ⊗ h (1) , for any h ∈ H. Here are some of the basic relations in the Hopf algebra (H, µ, η, ∆, ǫ, S)
(where ∆h = h (0) ⊗ h (1) ), (b) The following three statements are equivalent:
A Hopf algebra is commutative if it is commutative as an algebra. It is cocommutative if it is cocommutative as a coalgebra, i.e., if τ • ∆ = ∆, where τ is the twist map (τ (x ⊗ y) = y ⊗ x). If H is a commutative or cocommutative Hopf algebra then S 2 = id H .
Actions
A left action (or representation) of an algebra H is a linear map α :
Instead of constantly writing α, we often denote it simply by " · " . Thus,
We say that V is a left H-module if H acts on V from the left. So any representation of an algebra H on a vector space is equivalent to having an algebra homomorphism ρ : H → End(V ). For a Hopf algebra H and an algebra A, we say that A is an H-module algebra if A is a left H-module and
is an H-module algebra under the following left H-action:
where multiplication on the right is composition.
Proof.
By the same argument, the left adjoint action of a Hopf algebra H on itself which is defined by Ad
For a Hopf algebra H and an H-module algebra A we can construct an algebra, left cross product algebra A ⋊ H built on A ⊗ H with product
and the unit element 1 ⊗ 1. Note: For simplicity of computations, in the following sections we do not use the sum notations " " when we decompose the elements of H by comultiplication ∆.
Equivariant Cyclic Cohomology of
Hopf Module Aglebras
Let (H, µ, η, ∆, ǫ, S) be a Hopf algebra where S 2 = id H and let F (H) be the space of k-linear maps f : H → C. Let A be an H-module algebra and let C n (A, F (H)) denote the linear space of (n + 1)-linear mapping
We define an H-action on C n (A, F (H)) by
where the action on the left is defined in (12) and the action on the right S(h) · g = Ad S(h) (g) is the left adjoint action of H on itself that is defined in the previous section. We define C n H (A) to be the linear space of all Hequivariant f ∈ C n (A, F (H)).
The Cocyclic Structure on C
In this section we define a cocyclic structure on the spaces C n H (A). First we define the cocyclic operator T n on C n H (A) by T n f (a 0 , a 1 , . . . , a n )(g) := f (S(g (0) ) · a n , a 0 , . . . , a n−1 )(g (1) ).
(15)
Therefore T n is an operator on C n H (A). Now we define coface and codegeneracy operators on C n H (A) as follows:
We check that these operators are well defined.
For i = n we see that:
Proof. Since h · 1 = ǫ(h) the proof is obvious. Now we are ready to state the main result of this section. Proof. For the proof we need to check all cosimplicial identities in (2) and cocyclic identities in (3). First we check the cosimplicial identities in (2).
•
) · a n−1 )(S(g (0) ) · a n )a 0 , a 1 , . . . , a n−2 )(g (2) ) = f ((S(g (0) ) · (a n−1 a n ))a 0 , a 1 , . . . , a n−2 )(g (1) ) = ∂ n−1 f (a 0 , a 1 , . . . , a n−1 a n )(g) = (∂ n−1 ∂ n−1 f )(a 0 , . . . , a n )(g).
For j = n and 0 g (0) ) · a n , a 0 , a 1 , . . . , a i a i+1 , . . . , a n−1 )( 1 , a 2 , . . . , a n−1 , a n )(g) a j a j+1 , . . . , a n )(g) = f (a 0 , . . . , a i a i+1 , . . . , a j a j+1 , . . . , a n )(g)
. . , a n )(g).
The other cases 0 ≤ i = j ≤ n − 1, 0 ≤ i < j = n and i = j = n are similar.
• Let f ∈ C n H A). For i = j or i = j + 1 ,we have,
. . , a n , 1)(g) = f (a 0 , . . . , a n )(g).
If i = n + 1 and j = n, 0 , a 1 , . . . , a i , 1, a i+1 , . . . , a n )(g) = f (a 0 , a 1 , . . . , a i , a i+1 , . . . , a n )(g). . . . , a j , 1, a j+1 , . . . , a n )(g) = f (a 0 , . . . , a j , a j+1 , . . . , a n )(g).
• In the case of 0 ≤ i < j ≤ n − 1 we see that:
Similarly for 0 ≤ i < j = n.
• For the case of i > j + 1,
. . , a n )(g) = f (a 0 , . . . , a j , 1, a j+1 , . . . , a i−1 a i , . . . , a n )(g) = (∂ i−1 σ j f )(a 0 , . . . , a n )(g).
And if 1 ≤ j + 1 < i = n + 1, g (0) ) · a n )a 0 , a 1 , . . . , a j , 1, a j+1 , . . . , a n−1 )(g (1) ) = σ j f ((S(g (0) ) · a n )a 0 , a 1 , . . . , a j , a j+1 , . . . , a n−1 )(g (1) ) = (∂ i−1 σ j f )(a 0 , a 1 , . . . , a n )(g).
Now we check cocyclic identities in (3).
• 0 , a 1 , . . . , a n )(g) = ∂ 0 f (S(g (0) ) · a n , a 0 , . . . , a n−1 )(g (1) ) = f ((S (g (0) ) · a n )a 0 , . . . , a n−1 )(g (1) ) = ∂ n f (a 0 , a 1 , . . . , a n )(g).
) · a n , a 0 , . . . , a n−1 )(g (1) ) = f ((S(g (1) ) · a n−1 )(S(g (0) · a n ), a 0 , . . . , a n−2 )(g (2) ) i = n f (S(g (0) ) · a n , a 0 , . . . , a i−1 a i , . . . , a n−2 )(g (1) )
) · (a n−1 a n ), a 0 , . . . , a n−2 )(g (1) ) i = n f (S(g (0) ) · a n , a 0 , . . . , a i−1 a i , . . . , a n−2 )(g (1) ) 1 ≤ i ≤ n − 1 = T n f (a 0 , . . . , a n−2 , a n−1 a n )(g) i = n T n f (a 0 , . . . , a i−1 a i , . . . , a n )(g) 1 g (1) ) · a n ), (S(g (0) ) · 1), a 0 , . . . , a n−1 )(g (2) ) = f (S(g (1) ) · a n , ǫ(g (0) )1, a 0 , . . . , a n−1 )(g (2) ) = f (S (g (0) ) · a n , 1, a 0 , . . . , a n−1 )(g (1) ) = σ 0 f (S(g (0) ) · a n , a 0 , . . . , a n−1 )(g (1) ) = (T n σ 0 f )(a 0 , a 1 , . . . , a n−1 , a n )(g).
)a n , a 0 , . . . , a i , 1, a i+1 , . . . , a n−1 )(g (1) ) 0 ≤ i ≤ n − 1 f (S(g (0) )a n , a 0 , . . . , a n−1 , 1)(g (1) )
)a n , a 0 , . . . , a i , a i+1 , . . . , a n−1 )(g (1) ) 0
)a n , a 0 , . . . , a n−1 )(g (1) )
T n f (a 0 , a 1 , . . . , a n )(g) = f (S(g (0) ) · a n , . . . , a n−1 )(g (1) )
) · a n−1 , S(g (0) ) · a n−1 , S(g (0) ) · a n , . . . , a n−2 )(g (2) ) . . . 0 , a 1 , . . . , a n )(g) = f (S(g (n−1) ) · a 1 , S( (n−2 ) · a 2 , . . . , S(g (0) ) · a n , a 0 )(g (n) ). 0 , a 1 , . . . , a n )(g) 0 , a 1 , . . . , a n )(g (0) ǫ(g (1) )) = f (a 0 , a 1 , . . . , a n )(g).
Thus,
This last identity completes our proof of the theorem .
Connection with The Cocyclic Module
In this section we find a cocyclic map between the cocyclic module,C ♮ H (A), introduced in the previous section and the cocyclic module Hom k ((A⋊H) ♮ , k), associated with the crossed product algebra A⋊H . Here H, is a Hopf algebra where S 2 = id H and A is an H-module algebra.
A Direct Construction
We define the k-linear map ϕ :
Where,
n ) · a n−1 , S(g
and a i ∈ A, g i ∈ H. Now we state the main result of this section. Proof.
• First we show that ϕ commutes with cocylic maps
LHS:
n ) · a n−1 ) (g (2) 0 g
n−1 ).
RHS:
(τ n ϕ n f )(a 0 ⊗ g 0 , . . . , a n ⊗ g n ) =ϕ n f (a n ⊗ g n , a 0 ⊗ g 0 , . . . , a n−1 ⊗ g n−1 )
n−1 ). Thus, ϕ commutes with cocyclic maps.
• Now we show that ϕ commutes with coface operators
0 g
1 · · · g
1 g
2 · · · g
Thus, LHS=RHS.
2 . . . g
1 . . . g
n ) · a n−1 )(g (2) 0 g
n ) and ǫ(g
n so the result is
n g
n−1 ) · a n−1 )(g (2) n g (1) 0 g (2) 1 . . . g (n)
n−1 ) Thus, LHS = RHS and ϕ commutes with coface operators.
• For the last step we show that ϕ commutes with codegeneracies
and we see that LHS=RHS.
The theorem is proved.
we can easily conclude the results. Proof. We see that the maps
. . , a n )(g) define a presimplicial homotopy between θ n ∂ n+1 = α b and θ 0 ∂ 0 = id, so that α b is an isomorphism on Hochschild homology. Hence the Lemma for α b is a consequence of comment 2 of Section 2. In the case of δ b we see that since
the map ̺f (a 0 , a 1 , . . . , a n )(g) = Let H be a cocommutative Hopf algebra and let (H, ρ, V ) and (H, λ, W ), where ρ : H → End(V ) and λ : H → End(W ), be two representations of H on finite dimentional vector spaces V and W. We can easily see that A ⊗ End(V ) is an H-module algebra by the diagonal action
This action is an algebra action since We define P H (A) to be the set of all H-invariant idempotents in all of the algebras A ⊗ End(V ) related to the finite representations (H, ρ, V ). For e, e ′ ∈ P H (A), e ∈ A ⊗ End(V ) and e ′ ∈ A ⊗ End(W ). we define their sum e 1 ⊕ e 2 as e 1 0 0 e 2 . Two H-invariant idempotents e ∈ A ⊗ End(V ) and e ′ ∈ A ⊗ End(W ) are called Murray-Von Neumann equivalent if there exist H-invariant elements γ 1 ∈ A ⊗ Hom k (V, W ) and γ 2 ∈ A ⊗ Hom k (W, V ) such that γ 2 γ 1 = e and γ 1 γ 2 = e ′ . Let S H (A) denote the set os equivalance classes of P H (A) under the Murray-Von Neumann equivalence relation. We define the equivariant K-theory K H 0 (A) as the Grothendieck group of S H (A). If there exists an H-invariant invertible element γ ∈ Hom k (V, W ) ⊗ A such that γeγ −1 = e ′ , we say that e and e ′ are similar and we write e ∼ e ′ . The proof of the following theorem is similar to the case of group actions [8] .
= Ψ n f (a 0 ⊗ v 0 , a 1 ⊗ v 1 , . . . , (a i ⊗ v i )(a i+1 ⊗ v i+1 ), . . . , a n ⊗ v n )(g) = Ψ n f (a 0 ⊗ v 0 , a 1 ⊗ v 1 , . . . , (a i a i+1 ⊗ v i v i+1 ), . . . , a n ⊗ v n )(g) = f (a 0 , . . . , a i a i+1 , . . . , a n )(g (0) )tr(v 0 v 1 . . . v n ρ(g (1) )) = ∂ i f (a 0 , . . . , a n )(g (0) )tr(v 0 v 1 . . . v n ρ(g (1) )) = (Ψ n ∂ i f )(a 0 ⊗ v 0 , a 1 ⊗ v 1 , . . . , a n ⊗ v n )(g).
. . , a n ⊗ v n )(g) = Ψ n f (a 0 ⊗ v 0 , . . . , a i ⊗ v i , 1 ⊗ 1, a i ⊗ v i , . . . , a n ⊗ v n )(g) = f (a 0 , . . . , a i , 1, a i+1 , a n )(g (0) )tr(v 0 v 1 . . . v n ρ(g (1) ) = σ i f (a 0 , . . . , a n )(g (0) )tr(v 0 v 1 . . . v n ρ(g (1) ) = σ i f (a 0 , . . . , a n )(g (0) )tr(v 0 v 1 . . . v n ρ(g (1) ) = (Ψ n σ i f )(a 0 ⊗ v 0 , a 1 ⊗ v 1 , . . . , a n ⊗ v n )(g).
Now we state the main result of this section. We define R(H) to be the space of all invariant functions from H to the ground ring k. So f ∈ R(H) iff f (h · g) = f (h (0) gS(h (1) )) = f (g). If k contans Q we have the following bilinear pairing :
[e], (f ) (g) =
0≤n≤m
( 1 n! )Ψ 2n f 2n (e, e, . . . , e)(g)
where in the last pairing (f ) = (f 2n ) 0≤n≤m is an even periodic cyclic cocycle in B * , * P er (C ♮ H (A)).
