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ABSTRACT
HAOHAN LI: Scheduling Mixed-Criticality Real-Time Systems
(Under the direction of Dr. Sanjoy K. Baruah)
This dissertation addresses the following question to the design of scheduling policies and
resource allocation mechanisms in contemporary embedded systems that are implemented
on integrated computing platforms: in a multitasking system where it is hard to estimate a
task’s worst-case execution time, how do we assign task priorities so that 1) the safety-critical
tasks are asserted to be completed within a specified length of time, and 2) the non-critical
tasks are also guaranteed to be completed within a predictable length of time if no task is
actually consuming time at the worst case?
This dissertation tries to answer this question based on the mixed-criticality real-
time system model, which defines multiple worst-case execution scenarios, and demands a
scheduling policy to provide provable timing guarantees to each level of critical tasks with
respect to each type of scenario. Two scheduling algorithms are proposed to serve this
model. The OCBP algorithm is aimed at discrete one-shot tasks with an arbitrary number
of criticality levels. The EDF-VD algorithm is aimed at recurrent tasks with two criticality
levels (safety-critical and non-critical). Both algorithms are proved to optimally minimize
the percentage of computational resource waste within two criticality levels. More in-depth
investigations to the relationship among the computational resource requirement of different
criticality levels are also provided for both algorithms.
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CHAPTER 1
Introduction
Traditional real-time scheduling theory faces challenges in modern computation-intensive
and time-sensitive cyber-physical embedded systems. Nowadays, real-time embedded comput-
ing systems are widely used in safety-critical environments such as avionics and automobiles.
There are two conflicting trends in the development of these systems. One is that the safety
assurance requirements are increasingly emphasized. Some critical real-time tasks must
never fail to meet their deadlines, even under extremely harsh circumstances. The other
is that more functionalities are implemented on integrated platforms due to size, weight
and power (SWaP) constraints. Therefore, many non-critical real-time tasks will share
and compete for the computational resources with critical tasks. Unfortunately, traditional
real-time scheduling theory cannot provide a balance between these two requirements. The
existing techniques have to reserve unreasonably large amounts of computational resources
to ensure that every real-time task performs correctly under harsh circumstances — even
the non-critical ones. This inefficiency makes it desirable that the assumptions, abstractions
and objectives in traditional real-time scheduling theory be reconsidered, such that these
safety-critical systems will sacrifice neither reliability nor efficiency.
1.1 Overview of Real-Time Systems
Modern embedded systems broadly interact with physical environments, and commonly
require that every input signal is responded to within a predictable length of time. In these
systems, there are two notions of correctness, logical correctness and temporal correctness.
Logical correctness usually means “to generate the correct results”, which is quite commonly
required in general computing systems; temporal correctness usually means “to perform
actions at the required time”, which is an additional main objective in real-time systems.
Real-time systems are defined as systems that provide temporal correctness. In real-time
systems, the temporal predictability, which is often in the form of guaranteeing every task’s
response within strict deadlines, is as important as the performance (how fast an individual
task can complete) or the throughput (how many tasks can be completed over a long period
of time).
In real-time scheduling theory research, the scheduling algorithms that switch tasks and
allocate resources in real-time systems are studied. These algorithms are constructed based
on real-time task models. These models will be introduced in Section 1.3. These models
extract the essential information of the temporal behaviors of the tasks in a real-time system.
The scheduling algorithms must predictably assure a priori that all tasks are completed
by their deadlines, assuming that the tasks follow the specifications in the workload model.
Because these guarantees must be analytically proved before the actual execution of the
system, there are usually two types of algorithms on scheduling:
 Scheduling policies, sometimes called schedulers, are the algorithms that control the
run-time schedule. The scheduling policies will be executed along with real-time tasks,
and make scheduling decisions based on the time and/or the temporal behavior of
real-time tasks. Scheduling policies are generally required to be simple and fast because
they compete with real-time tasks and occupies computational resources.
 Schedulability tests are the algorithms that check before run-time if the deadlines are
guaranteed to be met. Schedulability tests can be complicated and time-consuming if
they can bring in better run-time performance and computational resource efficiency.
It is non-trivial to design schedulability tests, especially for real-time tasks with a
large variance of run-time behaviors because the tests must guarantee that no deadline
is missed in all possible system runs.
This dissertation focuses on a new real-time task model, the mixed-criticality task model.
Section 1.3 will describe the traditional model, the new model, and their differences. The
following chapters in this dissertation will introduce several scheduling algorithms aimed at
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the mixed-criticality system model, while Section 1.5 gives an overview of all these scheduling
algorithms.
1.2 Motivation
The research of scheduling mixed-criticality systems starts from abstracting a realistic
problem — the certification requirement. Many safety-critical embedded systems must pass
certain safety certifications. In the certification processes, the certification authorities, such
as Federal Aviation Administration (FAA), will verify the safety standards within the system,
including the real-time constraints of the safety-critical tasks. It is important to note that
the certification authorities tend to be very conservative in the certification. They require
that the correctness be demonstrated under extremely rigorous and pessimistic assumptions,
which are very unlikely to occur in reality.
Traditional real-time scheduling techniques commonly do not work efficiently on these
certifiable systems. The reason is that the scheduling theory is based on abstract task
models. In these models, the tasks are usually specified by several parameters: the worst-
case execution time, the deadline and the release pattern. The objective is a scheduling
policy with a strong requirement: all deadlines must always be met. In order to fulfill this
requirement, the worst-case execution time (WCET) of a task, which is a parameter that
must be determined beforehand, is required never to be exceeded by the actual execution
time of this task. In practice, determining an exact WCET value for a task is very difficult
and remains an active area of research. Therefore, the WCET parameter used by the
certification authorities is typically a very conservative upper bound that highly exceeds
the true WCET. Moreover, in typical real-time system models, no isolation exists between
tasks in a traditional real-time system because all tasks are treated as equally important.
This implies a task will possibly miss its deadline if another task fails to be bounded by its
own WCET. As a result, in order to prevent any potential deadline miss, very pessimistic
WCET values must be used for all tasks in certifications. This will inevitably cause severe
computational resource waste. Past scheduling techniques that focus on meeting all deadlines
are not able to eliminate this waste.
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Knowing the shortcomings of the traditional models, how do we abstract a certifiable
real-time system, and what kind of scheduling policies do we seek then? The key idea is to
observe that in many applications, the consequence of a deadline miss varies among tasks.
For example, in the RTCA DO-178B avionics software standard, as listed in Table 1.1,
the tasks are divided into five assurance levels, from level A to level E. In the standard, a
failure of a level-A task will have catastrophic results (e.g. causing a crash), while a failure
of a level-E task will have no influence on flight safety. Under these circumstances, it is
reasonable not to presuppose an objective that all low-criticality deadlines are always met.
Therefore, the mixed-criticality real-time system model is proposed by Vestal (Vestal, 2007)
on the basis of a new assumption that only high-criticality deadlines are guaranteed to be
met if high WCET estimations are used, and all deadlines are guaranteed to be met if low
WCET estimations are used. Under this new assumption, only high-criticality tasks will
reserve a large amount of time while several thresholds of possible execution time are also
defined. Low-criticality tasks will be executed only if the execution of high-criticality tasks
execute shorter than a certain threshold. Now when the certification authorities assume
high WCET estimations, the high-criticality tasks will perform correctly; but the system
is still able to perform many real-time functionalities if these high-criticality tasks execute
normally.
1.3 Models for Real-Time Systems and Mixed-Criticality
Systems
In this section, we introduce the models used in real-time systems and mixed-criticality
real-time systems. The models in classic real-time systems will be introduced briefly, while
detailed examples and formalized definitions (Vestal, 2007; Baruah et al., 2010b) will be
given pertaining to models in mixed-criticality real-time systems.
1.3.1 Real-time Jobs and Recurrent Tasks
There are many real-time task models in classic real-time systems, although the principle
remains the same: a piece of code becomes available for execution at a time moment in the
4
Level Failure Condition Interpretation
A Catastrophic Failure may cause a crash.
B Hazardous Failure has a large negative impact on safety or perfor-
mance, or reduces the ability of the crew to operate the
plane due to physical distress or a higher workload, or
causes serious or fatal injuries among the passengers.
C Major Failure is significant, but has a lesser impact than
a Hazardous failure (for example, leads to passenger
discomfort rather than injuries).
D Minor Failure is noticeable, but has a lesser impact than a
Major failure (for example, causing passenger inconve-
nience or a routine flight plan change).
E No effect Failure has no impact on safety, aircraft operation, or
crew workload.
Table 1.1: DO-178B is a software development process standard, Software Considerations
in Airborne Systems and Equipment Certification, published by RTCA, Inc. The United
States Federal Aviation Administration (FAA) accepts the use of DO-178B as a means of
certifying software in avionics applications. RTCA DO-178B assigns criticality levels to
tasks categorized by effects on commercial aircraft.
system, takes a certain amount of time to finish its execution, and is required to finish by
a given time moment. The variety of the task models is derived from the definition of the
manner which the available time, execution time and deadline follow. In this dissertation,
we only consider two kind of real-time task models:
 Real-time jobs. This is the simplest task model. In this model, a job, representing a
piece of code, is available at a specified time, and is required to be finished by another
specified time. These two time instants are known as the release time and the deadline.
They can be expressed in absolute (“wall-clock”) time, or relative time with respect to
a given time instant that is defined as time 0 (usually this time instant is when the
whole system starts working, or the first release time in the system). In either case,
neither of the two time instants will change as time goes on.
 Real-time sporadic tasks. This is the most common recurrent task model. A recurrent
task model uses a finite representation to describe a system that may execute for an
indefinite length of time. A sporadic task represents a piece of code that must be
executed repeatedly. Every time when this piece of code is executed, it is treated as a
new job. Thus a sporadic task releases a job when this piece of code becomes available
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to be (repeatedly) executed. The task will have a parameter, its relative deadline, so
that when a job is released, it will have its deadline as its release time plus the relative
deadline. The jobs cannot be released infinitely frequently — a minimum inter-arrival
time between any two consecutive job releases is specified, and defined as the task’s
period. In a sporadic task system, it is not possible to know the exact release times of
the jobs in this system. However, in any time interval that is no longer than a task’s
period, there can be at most one job release.
In both task models, it is very important to pre-evaluate the amount of time that a
job requires, in order to assure that no job will miss its deadline. This amount of time is
represented by the job’s worst-case execution time (WCET). In this dissertation, we will not
discuss the techniques that are used to evaluate a job’s execution time. We only assume
that this parameter is known for every job, and a job is guaranteed to be completed if it has
been accumulatively executing for its worst-case execution time.
As a summary, a real-time job is specified by three parameters: its release time, its
deadline, and its worst-case execution time; a real-time sporadic task is also specified by
three parameters: its period, its relative deadline, and its worst-case execution time. A
real-time sporadic task can generate infinitely many real-time jobs.
Now we can define the system using the previously described models. We will consider
the systems that consist of only real-time jobs, or only real-time tasks. To fully describe the
properties of a system, we need more terms, which are provided below.
In this dissertation, only preemptive systems are considered. Preemptive means that at
any time, the scheduling policy can suspend the current executing job, and choose another
job (that can be executed) to execute. Though preemption causes context and state saving
and costs additional time in reality, we assume in this dissertation that any additional
time cost has been bounded by the worst-case execution time. Therefore, in our scheduling
polices, we will not analytically limit the number of preemptions (pragmatic limitations may
be applied, however).
All our previous statements assume hard real-time systems, which means that deadlines
can never be missed, or the scheduling policy will be determined as faulty. Soft real-time
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systems, which tolerate deadline miss in certain pre-defined manners, will not be discussed
in this dissertation.
The demand of computational resource is an important property of a system. Load
can be used to describe both real-time jobs and real-time recurrent tasks. It denotes the
maximum fraction of processor time demand of a system over any time interval. Utilization
is used only to describe real-time recurrent tasks. It denotes the overall fraction of processor
time demand of a system. Here the time demand over a given interval means the summation
of the WCETs of the jobs that are released in this interval and is required do be finished in
this interval. The formal definitions can be found in Subsection 1.3.3 and 1.3.4.
1.3.2 Overview of Mixed-Criticality Systems
In this subsection, we introduce the detailed mixed-criticality system model by considering
first an example from the domain of unmanned aerial vehicles (UAVs), used for defense
reconnaissance and surveillance. The functionalities on board such UAVs may be classified
into two levels of criticality:
 Level 1: mission-critical functionalities, concerning reconnaissance and surveillance
objectives, like capturing images from the ground, transmitting these images to a base
station, etc.
 Level 2: flight-critical functionalities: to be performed by the aircraft to ensure its
safe operation.
For permission to operate such UAVs over civilian airspace (e.g., for border surveillance), it
is mandatory that its flight-critical functionalities be certified correct by civilian Certification
Authorities (CAs) such as the US Federal Aviation Administration (FAA), which tend to be
very conservative concerning the safety requirements. However, these CAs are not concerned
with the mission-critical functionalities: these must be validated separately by the system
designers (and presumably the customers — those who will purchase the aircraft). The
latter are also interested in ensuring the correctness of the flight-critical functionalities, but
the notion of correctness adopted in validating these functionalities is typically less rigorous
than the one used by the civilian CA’s.
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This difference in correctness criteria may be expressed by different Worst-Case Execution
Times (WCET) estimates for the execution of a piece of real-time code. In fact, the CA
and the system designers (and other parties responsible for validating the mission-critical
functionalities) will each have their own tools, rules, etc., for estimating WCET; the value
so obtained by the CA is likely to be larger (more pessimistic) than the one obtained by the
system designer. We illustrate via a (contrived) example.
Example 1.1. Consider a system comprised of two jobs: J1 is flight-critical while J2 has
lower mission-critical criticality. Both jobs arrive at time-instant 0, and have their deadlines
at time-instant 10. For i ∈ {1, 2}, let Ci(1) denote the WCET estimate of job Ji as made by
the system designer, and Ci(2) the WCET estimate of job Ji as made by the CA.
As we have stated above, WCET values determined by the CA tend to be larger
than those determined by the system designer. Suppose that C1(1) = 3, C1(2) = 5
and C2(1) = C2(2) = 6. Consider the schedule that first executes J1 and then J2.
 The CA responsible for safety-critical certification would determine that J1 completes
latest by time-instant 5 and meets its deadline. (Note that if the execution time of J1
is 5 then in the worst case it is not possible to complete J2 by its deadline; however,
this CA is not interested in J2; hence the system passes certification.)
 The system designers (and other parties responsible for validating the correctness of
the mission-critical functionalities) determine that J1 completes latest by time-instant
3, and J2 by time-instant 9. Since both jobs complete by their deadlines, the system is
determined to be correct by its designers.
We thus see that the system is deemed as being correct by both the CA and the designers,
despite the fact that the sum of the WCET’s of the jobs at their own criticality levels (6
and 5) exceeds the length of the time window over which they are to execute.
Current practice in safety-critical embedded systems design for certifiability is centered
around the technique of “space-time partitioning”. Loosely speaking, space partitioning
means that each application is granted exclusive access to some of the physical resources
on board the platform, and time partitioning means that the time-line is divided into slots
with each slot being granted exclusively to some (pre-specified) application. Interactions
8
among the partitioned applications may only occur through a severely limited collection of
carefully-designed library routines. This is one of several reservation-based approaches, in
which a certain amount of the capacity of the shared platform is reserved for each application,
that have been considered for designing certifiable mixed-criticality systems. It is known
that reservation-based approaches tend to be pessimistic (in the sense of under-utilizing
platform resource); for instance, a reservation-based approach to the example above would
require that 5 units of execution be reserved for job J1, and 6 units for job J2, over the
interval [0, 10).
1.3.3 Mixed-Criticality Jobs
Although the example that we considered in Section 1.3.2 is characterized by just two
criticality levels, systems may in general have more criticality levels defined. (For instance,
the RTCA DO178-B standard in Table 1.1, widely used in the aviation industry, specifies five
different criticality levels, with the system designer expected to assign one of these criticality
levels to each job. The ISO 26262 standard, used in the automotive domain, specifies four
criticality levels, known in the standard as “safety integrity levels” or SILs.)
Accordingly, the formal model that we use allows for the specification of arbitrarily
many criticality levels. Let L ∈ N+ denote the number of distinct criticality levels in the
mixed-criticality system being modeled.
Definition 1.1. A mixed-criticality job in the mixed-criticality system is characterized by a
4-tuple of parameters: Jj = (aj , dj , χj , Cj), where
 aj ∈ Q+ is the release time;
 dj ∈ Q+ is the deadline, dj ≥ aj ;
 χj ∈ N+ is the criticality of the job;1
 Cj ∈ QL+ is a vector, the k-th coordinate of which specifies the worst-case execution
time (WCET) estimate of job Jj at criticality level k. In a job-specification we will
usually represent it by (Cj(1), . . . , Cj(L)).
1If there are only two criticality levels in the system, we can also use level lo and level hi instead of level
1 and 2 when representing χj , and denote this system as a dual-criticality system.
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We will, for the most part, assume that Cj(k) is monotonically non-decreasing with
increasing k. This is a reasonable assumption: these Cj(k) values represent upper bounds , at
different degrees of confidence, on the WCET of the job. Larger values of k correspond to
greater degrees of confidence, and are therefore likely to be larger. At any moment, we call
a job available if its release time has passed and the job has not yet completed execution.
An instance I of the MC-schedulability problem consists of a set of n jobs. In this
dissertation we assume that there is only one machine (processor) to execute the jobs.
However, we have some results on multiprocessor, which is briefly introduced in Section 6.2.
We assume that this processor is preemptive: executing jobs may have their execution
interrupted at any instant in time and resumed later, with no additional cost or penalty.
To define MC-schedulability we define the notion of a scenario.
Definition 1.2. Each job Jj requires an amount of execution time cj within its time win-
dow [aj , dj ]. The value of cj is not known from the specification of Jj , but is only discovered
by actually executing the job until it signals that it has completed execution. This charac-
terizes the uncertainty of the problem. We call a collection of realized values (c1, c2, . . . , cn)
a scenario of instance I.
Definition 1.3. The criticality level, or simply criticality, of a scenario (c1, c2, . . . , cn) of I
is the smallest integer k such that cj ≤ Cj(k) for all j = 1, . . . , n. (If there is no such k, we
define that scenario to be erroneous.)
Definition 1.4. A schedule for a scenario (c1, . . . , cn) of criticality k is feasible if every
job Jj with χj ≥ k receives execution time cj during its time window [aj , dj ].
A clairvoyant scheduling policy knows the scenario of I, i.e., (c1, . . . , cn), prior to
determining a schedule for I.
Definition 1.5. An instance I is clairvoyantly-schedulable if for each non-erroneous scenario
of I there exists a feasible schedule.
In contrast to clairvoyant scheduling policies, an on-line scheduling policy discovers the
value of cj only by executing Jj until it signals completion. In particular, the criticality level
of the scenario becomes known only by executing jobs. At each time instant, scheduling
decisions can be based only on the partial information revealed thus far.
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Definition 1.6. An on-line scheduling policy is correct for instance I if for any non-erroneous
scenario of instance I the policy generates a feasible schedule.
Definition 1.7. An instance I is MC-schedulable if there exists a correct on-line scheduling
policy for instance I.
It is very obvious to see that a MC-schedulable instance I must be also clairvoyant-
schedulable because otherwise there will be scenarios that do not have a feasible schedule.
The MC-schedulability problem is to determine whether a given instance I is MC-
schedulable or not.
Example 1.2. Consider an instance I of a dual-criticality system: a system with L = 2. I
is comprised of 2 jobs: job J1 has criticality level 1 (which is the lower criticality level), and
the other job has the higher criticality level 2.
J1 = (0, 2, 1, (1, 1))
J2 = (0, 3, 2, (1, 3))
For this example instance, any scenario in which c1 and c2, are no larger than 1, has criticality
1; while any scenario not of criticality 1 in which c1 and c2 are no larger than 1, and 3,
respectively, has criticality 2. All remaining scenarios are, by definition, erroneous. It is easy
to verify that this instance is clairvoyantly-schedulable.
Policy S0, described below, is an example of an on-line scheduling policy for instance I:
S0: Execute J2 over [0,1]. If J2 has no remaining execution (i.e., c2 is revealed to be no
greater than 1), then continue with scheduling J1 over (1, 2]; else continue by completely
scheduling J2.
It is easy to see that policy S0 is correct for instance I. However, S0 is not correct if we
modify the deadline of J1 obtaining the following instance I
′:
J1 = (0, 1, 1, (1, 1))
J2 = (0, 3, 2, (1, 3))
After the modification, S0 will cause J1 to miss its deadline if J2 has no remaining
execution at time 1.
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It is easy to see that I ′ is clairvoyantly schedulable but not MC-schedulable. Any on-line
scheduling policy that starts with executing J1 will cause J2 to miss its deadline if c2 is
revealed to be 3; any on-line scheduling policy that starts with executing J2 will cause J1 to
miss its deadline if c2 is revealed to be no greater than 1.
Speedup factors are a useful conceptual characterization of the effectiveness of a schedul-
ing policy, and may provide valuable insight into the policy’s properties.
Definition 1.8. The speedup factor x for a scheduling policy A is defined as the minimum
factor by which the speed of the processor would need to be increased such that all
instances/systems that are schedulable according to a clairvoyant scheduling policy on a
processor become schedulable under the policy A.
A speedup factor x of the scheduling policy A is called exact if there exists an instance/sys-
tem that is schedulable on processor(s) of speed 1 by an optimal (possibly clairvoyant)
scheduling policy but is not schedulable by A on any processor(s) of speed lower than x.
A scheduling policy A with speedup factor x is called optimal with respect to speedup
factors if there exists an instance/system that is schedulable on processor(s) of speed 1
by the optimal (and clairvoyant) scheduling policy but is not schedulable by any on-line
scheduling policies on any processor(s) of speed lower than x.
Loads are also a useful conceptual characterization of the effectiveness of a scheduling
policy, and provide more in-depth investigation to the relationship among the computational
resource requirement of different criticality levels. Analogous to the load concept in traditional
real-time task models, we find it convenient to define loads of a MC instance I in different
criticality levels:
Definition 1.9. Given a MC instance I, the load of I in criticality level k(1 ≤ k ≤ L) is
defined as the maximum ratio between the sum of criticality level k WCETs in any time
interval and the length of this time interval. It can be written formally as:
`k = max
0≤t1<t2
∑
Ji : χi≥k∧t1≤ai∧di≤t2
Ci(k)
t2 − t1 (1.1)
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Informally, `k is the largest proportion of processor occupation that the system expects
to have to deal with during run-time while executing instance I in a behavior of criticality
level k. Clearly, it is necessary (albeit not sufficient) that all `k be no larger than the speed
of the processor on which I is to be executed.
All `k for a MC instance I with n jobs can be determined in time that is polynomial in
n. To see this, we observe that only such values of t1 and t2 need be considered where t1 is
equal to some ai and t2 is equal to some di. There are no more than n
2 possible such [t1, t2)
intervals, and computing the sum of the WCET estimates over each interval takes O(n)
time. Thus even with the brute-force method, we can compute both loads in O(n3) time.
1.3.4 Mixed-Criticality Recurrent Tasks
Definition 1.10. A mixed-criticality sporadic task in the mixed-criticality system is char-
acterized by a 4-tuple of parameters: τj = (χj , Cj , Tj , Dj), where
 χj ∈ N+ is the criticality of the task;
 Cj ∈ QL+ is a vector, the k-th coordinate of which specifies the worst-case execution
time (WCET) estimate at criticality level k;
 Tj ∈ Q+ is the period;
 Dj ∈ Q+ is the relative deadline.
Task τj generates a potentially infinite sequence of jobs, with successive jobs being released
at least Tj time units apart. Each such job has a deadline that is Dj time units after its
release. The criticality of each such job is χj , and it has the WCET estimation vector as
Cj = (Cj(1), . . . , Cj(L)).
A MC sporadic task set is specified by specifying a finite number of such sporadic tasks.
As with traditional (non-MC) systems, such a MC sporadic task set can potentially generate
infinitely many different MC instances (collections of jobs), each instance being obtained by
taking the union of one sequence of jobs generated by each sporadic task.
A MC implicit-deadline sporadic task set is a MC sporadic task set with Tk = Dk for
all τk. A MC arbitrary-deadline sporadic task set is a MC sporadic task set in which no
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restriction is placed on the relation between periods and deadlines. Implicit-deadline sporadic
tasks are a special case of arbitrary-deadline sporadic tasks.
The definition of loads extends in the obvious manner to systems of sporadic tasks: The
load `k of sporadic task system τ is defined to be the largest value that `k can have, for
any instance I generated by τ . However, the computation of loads in sporadic systems is
harder than in in job sets (ususally impossible in polynomial time). We will introduce the
computation of loads in sporadic systems later.
Utilization is another conceptual characterization of a sporadic task system.
Definition 1.11. Given a MC sporadic task set τ , the utilization of τ in criticality level k
(1 ≤ k ≤ L) is defined as
Uk =
∑
τj :χj≥k
Cj(k)
Tj
. (1.2)
Moreover, the utilization at level k of jobs that are of criticality level i is defined as
Uk(i) =
∑
τj :χj=i
Cj(k)
Tj
. (1.3)
Utilizations are defined over all sporadic task sets. but it is the most useful for implicit-
deadline sporadic task set, or in soft-real-time systems. In this dissertation, we only use
utilizations to evaluate scheduling policies in Chapter 4. It is easy to see that in a MC
implicit-deadline sporadic task set, `k = Uk for all 1 ≤ k ≤ L. The reason is that in any
given time interval [t1, t2), the time demand can not exceed Uk(t2 − t1). Therefore Uk ≥ `k
must hold. The “equal” can be reached at the LCM of all periods.
1.4 Thesis Statement
The central thesis explored in our research is that efficient resource allocation in systems
that are subject to multiple different correctness criteria requires the development of new
approaches for resource-allocation and scheduling . This dissertation describes our efforts to
date towards developing such approaches. Therefore, the thesis statement is as follows:
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New methods can be discovered to schedule real-time systems with multiple
criticalities. The methods can supply multiple temporal predictability assertions
with respect to multiple WCET specifications. The assertions can be defined
and measured through a formalized description. The methods can be efficiently
implemented with acceptable computational complexities.
1.5 Contributions
The first and basic question after proposing the model is a purely algorithmic problem:
how to schedule mixed-criticality jobs, with specified release-times and deadlines, when
no dependencies among these jobs exist? The new assumptions in the mixed-criticality
model require new principles. While the traditional real-time system scheduling favors
only urgent jobs, mixed-criticality systems must also prioritize high-criticality jobs so that
they are prepared for potentially long execution. The compromise between urgency and
significance results in exponential choices, and hence leads to the fact that mixed-criticality
scheduling is NP-hard in the strong sense (Baruah et al., 2010c, 2012b). In the absence
of an efficient optimal algorithm, the first efficient approximation algorithm named Own-
Criticality-Based-Priority (OCBP) algorithm is proposed to generate a correct priority
list for mixed-criticality jobs in polynomial time. This algorithm recursively searches a
lowest-priority job by simulating the behavior of all other jobs according to the candidate’s
own criticality. The performance of this algorithm is quantified in the form of speedup
factors. The speedup factor of OCBP algorithm is 1.618 (the golden ratio) for two criticality
levels, which is a significant improvement compared with current practice’s speedup factor 2,
and is proved to be the minimal speedup factor the on-line scheduling policies can reach.
The speedup factors for more criticality levels are also calculated, and it is shown that the
OCBP algorithm gives an O(L/ lnL) speedup factor to L criticality levels as opposed to
the O(L) speedup factor of the current worst-case reservation method. A more in-depth
investigation to the relationship among the processor loads of different criticality levels is
also made so that we understand the connections among the criticality levels more precisely
and quantitatively.
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The more general and popular abstraction to real-time tasks in real-time system research
is the sporadic task model, where the jobs are released recurrently with minimum time gaps.
Thus the second question to the mixed-criticality system is whether the mixed-criticality
sporadic tasks can be efficiently scheduled. In order to answer this question, the classic
Earliest-Deadline-First (EDF) algorithm is specialized to support mixed-criticality systems.
In the traditional real-time scheduling, EDF is proved to be an optimal exact algorithm
on preemptive uniprocessor platform. Its philosophy of favoring urgent jobs, in the form
of always choosing the job with the earliest deadline to execute, provably maximizes the
use of processor capacity in the traditional real-time systems. Yet in order to promote
high-criticality tasks in mixed-criticality systems as mentioned above, these tasks will be
given earlier virtual deadlines to reflect their importance over low-criticality tasks. This
modified EDF algorithm (named EDF-VD, where VD stands for virtual deadlines) has
a speedup factor of 4/3 for mixed-criticality sporadic systems with two criticality levels
and implicit deadlines, while this factor is also shown as minimal for the mixed-criticality
implicit-deadline sporadic task systems. This modified EDF algorithm is also extended
to mixed-criticality arbitrary-deadline sporadic task sets, and is proved to have a speedup
factor as 1.83.
Besides these two main contributions, other research results will also be mentioned in
Chapter 6. The OCBP algorithm is generalized according to the sporadic task model. The
challenge is that a sporadic task can release infinite jobs at indefinite time instants. An
on-line priority adjustment technique is proposed to deal with unanticipated job releases
while preserving the speedup factor. It uses a priority list computed by the OCBP algorithm
for a longest and densest possible job release sequence, and recomputes the priority list to
dynamically secure the correctness of the ongoing schedule at the instant when a new job
releases. The EDF-VD algorithm is extended to the main two categories in the multiprocessor
scheduling theory: the global multiprocessor scheduling (tasks and jobs can migrate among
processors) and the partitioned multiprocessor scheduling (tasks are assigned to dedicated
processors). An initial effort is made on analyzing the mixed-criticality multiprocessors
scheduling problem. Both based-on the EDF-VD algorithm, the global scheduling policy
adjusts the deadlines of high-criticality tasks so that the system is schedulable when the
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tasks are globally scheduled according to the adjusted deadlines; whereas the partitioned
scheduling policy partitions the tasks to subsets so that each subset is schedulable by
EDF-VD on a uniprocessor. The speedup factors for these algorithms are respectively 3.24
and 2.67, as opposed to the speedup factor 4 of the naive worst-case reservation method.
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CHAPTER 2
Prior Work
In this chapter, we briefly review important research results related to mixed-criticality
scheduling. In Section 2.1, important results in traditional real-time scheduling theory that
are helpful to mixed-criticality scheduling are introduced, including the optimal scheduling
policy EDF, and the relationship between loads, utilizations and schedulability. In Section
2.2, research results on the mixed-criticality model in this dissertation and on other similar
real-time task models are presented.
2.1 Real-Time Scheduling Theory
In this section, we first introduce the EDF scheduling policy, then show its optimality and
schedulability conditions.
Definition 2.1. Earliest-deadline-first (EDF) scheduling policy always selects the job with
the earliest deadline in all available jobs to execute at any time moment.
Theorem 2.1. (Liu and Layland, 1973; Horn, 1974) If a real-time job instance or sporadic
task set is schedulable on a uniprocessor by any scheduling policy, it is also schedulable by
EDF.
This theorem, usually stated as “EDF is optimal”, is proved by transforming the schedule
produced by the feasible scheduling policy to an EDF schedule. It can be shown that for
any schedule on a specific behavior of the job/task set, if the executions are “swapped”
to follow the EDF manner, no deadline will be missed due to the swapping which places
the execution of later-deadline jobs after earlier-deadline jobs. The proof requires that the
system is preemptive, and furthermore, that the time demand of a job is independent of
the moment and order of its execution. Therefore, this scheduling policy is not optimal any
more when applied to mixed-criticality task models, because if the execution order of the
jobs is changed, the time demand may differ — low-criticality jobs may be ignored after the
high-criticality behavior is revealed.
Example 2.1. Consider an dual-criticality job instance I that consists of two jobs J1 and
J2. As we denote a job as Jj = (aj , dj , χj , Cj), the two jobs are represented as
J1 = (0, 4, 2, (2, 4))
J2 = (1, 3, 1, (1, 1)).
Now if we consider the EDF scheduling policy in low-criticality behavior of this instance,
the run-time behavior will be: (1) at time instant 0, start executing J1; (2) at time instant
1, suspend J1 and start executing J2, because J2 is available to execute and has the earliest
deadline in all available jobs (J1 and J2); (3) at time instant 2, J2 is completed so start
executing J2 again; (4) at time instant 3, complete J1 (because it is the low-criticality
behavior) which meets its deadline.
It is important to note that even if we do not know the parameters (including release
times, deadlines and WCETs) of all or any jobs, the scheduling decisions made by EDF
scheduling policy will remain the same. Like in the example, assuming that J2’s release
time isn’t known beforehand, at time instant 1 when J2 is actually released, EDF scheduling
policy will pick J2 for execution.
However, if we consider the high-criticality behavior of this instance which includes
a criticality change, EDF scheduling policy isn’t correct (thus non-optimal) any more. If
we simulate the run-time behavior again, it will be: (1) at time instant 0, start executing
J1; (2) at time instant 1, suspend J1 and start executing J2; (3) at time instant 2, J2 is
completed so start executing J2 again; (4) at time instant 5, complete J1 (because it is the
high-criticality behavior) which misses its deadline.
A correct scheduling policy for this example can be a priority-based policy: assign J1
a higher priority than J2. Therefore, J1 will keep executing until time instant 2. If it is
completed by then, J2 will be executed and meet its deadline; otherwise keep executing J1
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and discard J2, because J2 can miss its deadline validly if J1 uses more than C1(1) = 2 time
units.
Theorem 2.2. (Baruah et al., 1990) A real-time job instance or sporadic task set is
schedulable by EDF if and only if its load is no greater than 1.
The original theorem in (Baruah et al., 1990) is presented in the form of DBF (demand
bound function). Basically, it states the fact that as long as the time demand does not
exceed the processor capacity in any time interval (or briefly “processor is not over-utilized”),
the system is schedulable by EDF.
Though it appears that the calculation of the load of a system is a good method to
perform a schedulability test, the following two theorems show that the calculation for
sporadic task sets is computationally expensive.
Theorem 2.3. (Baruah et al., 1990; Eisenbrand and Rothvoß, 2010) The problem of deciding
whether a real-time arbitrary-deadline sporadic task set is schedulable is coNP-hard.
Theorem 2.4. (Baruah et al., 1990) The load of a real-time arbitrary-deadline sporadic
task set can be computed in pseudo-polynomial time if the utilization of the task set is less
than 1.
Theorem 2.3 and 2.4 indicate that there is no polynomial-time schedulability test for
arbitrary-deadline sporadic task sets, even though it is known that EDF is the optimal
scheduling policy. However, for implicit-deadline sporadic task sets, the schedulability test
is much more efficient.
Theorem 2.5. (Liu and Layland, 1973) A real-time implicit-deadline sporadic task set is
schedulable by EDF if and only if its utilization is no greater than 1.
Theorem 2.5 is discovered much earlier than Theorem 2.2. Actually, Theorem 2.5 is a
corollary of Theorem 2.2 because the utilization is equal to the load for an implicit-deadline
sporadic task set. Because Theorem 2.5 provides a very efficient schedulability test, it is
very widely applied and cited.
The theorems in this section provide the basic expectations to time complexities of
schedulability tests for different real-time task models. In Chapter 3, the load-based
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schedulability test shows the relationship between schedulability and loads in mixed-criticality
jobs, but it is also an efficient schedulability test since the calculation of loads for real-time
jobs can be done in polynomial time. In Chapter 4, the utilization-based schedulability
test is applied to mixed-criticality implicit-deadline sporadic tasks. In Chapter 5, the
load-based schedulability test is applied to mixed-criticality arbitrary-deadline sporadic
tasks. In contrast to the results in classic real-time task models, none of these tests in this
dissertation keep optimal. The reason why only approximate schedulability tests are pursued
is introduced in the following section.
2.2 Mixed-Criticality Scheduling Theory
In this section, we discuss the development of the mixed-criticality task model and scheduling
theory, important results in mixed-criticality scheduling theory, and several real-time task
models that are similar to the mixed-criticality task model.
The mixed-criticality scheduling problem arises from multiple certification requirements.
Vestal presents the concept of applying more conservative worst-case execution time param-
eters to safety-critical tasks in preemptive uniprocessor recurrent real-time task systems, in
order to obtain higher confidence of timing assurance at higher certification level (Vestal,
2007). Also in that paper, the multi-criticality task model is formalized and the fixed-priority
response time analysis is conducted. Later in (Baruah and Vestal, 2008), Baruah and Vestal
propose a more precise schedulability test in accordance with a hybrid scheduling algorithm
that conflates fixed-task-priority scheduling and EDF based on the multi-criticality task
model in (Vestal, 2007). The mixed-criticality scheduling model in this dissertation which
formalized the behavior of tasks and correctness of algorithms is presented by Baruah et
al. in a more abstracted manner in (Baruah et al., 2010b). The most significant change is
that the multi-criticality task model in (Vestal, 2007) and (Baruah and Vestal, 2008) requires
that the low-criticality tasks are assigned a larger WCET, and must execute for its WCET
in high-criticality behavior; however, in mixed-criticality scheduling model, the run-time
scheduling algorithm is permitted to prevent low-criticality tasks from being executed if the
algorithm detects high-criticality behavior.
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In (Baruah et al., 2010c, 2012b), the MC-schedulability problem in mixed-criticality
task model is proven to be NP-hard in the strong sense even in very simple cases.
Theorem 2.6. (Baruah et al., 2010c, 2012b) MC-schedulability problem is NP-hard in the
strong sense, even when all release times are identical and there are only two criticality
levels.
The strong NP-hardness of MC-schedulability problem indicates that neither polynomial
nor pseudo-polynomial time algorithms exist to exactly decide whether there is a scheduling
policy for a mixed-criticality job instance or task set. As a result, research on scheduling
mixed-criticality systems only focuses on seeking efficient approximation algorithms. The
OCBP (Own-Criticality-Based-Priority) algorithm for mixed-criticality jobs is proposed and
analyzed in (Baruah et al., 2010b), (Baruah et al., 2010a), (Baruah et al., 2010c) and (Baruah
et al., 2012b). This algorithm will be described in detail in Chapter 3. Park and Kim propose
a new algorithm using dynamic programming to schedule dual-criticality jobs in (Park and
Kim, 2011), which dominates OCBP algorithm for two criticality levels. Baruah and Fohler
propose a time-triggered algorithm to schedule dual-criticality jobs, with the 1.618 speedup
factor as well (Baruah and Fohler, 2011). This algorithm is the first non-work-conserving
mixed-criticality scheduling algorithm (non-work-conserving means that the processor can
be idle when there is at least one job available). The connection between the computational
resource demands in each criticality level for dual-criticality mixed-criticality jobs scheduled
by OCBP algorithm is further investigated in (Li and Baruah, 2010b). This result will be
extended to an arbitrary number of criticality levels in Chapter 3.
A more widely-used real-time task model is the sporadic task model where the jobs
are released recurrently with minimal gaps between adjacent releases, instead of having
independently specified release times in the independent job model. The mixed-criticality
model is hence extended to mixed-criticality sporadic task systems. The OCBP algorithm is
enhanced to support sporadic systems in (Li and Baruah, 2010a) by applying the algorithm
on a sufficiently long job release sequence to get an initial priority list, and updating the
priority list on-line at certain time instants to maintain the correctness of the priority list.
Both the off-line schedulability test and run-time updating will cost pseudopolynomial time.
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In (Guan et al., 2011), Guan et al. improve this algorithm to a new version named PLRS
(Priority-List-Reuse-Scheduling) algorithm, which updates the priority list in O(n2) time.
The EDF (Earliest-Deadline-First) algorithm is the optimal scheduling policy for classic
uniprocessor real-time sporadic task systems, thus it has been modified to support mixed-
criticality sporadic task systems in various ways. Baruah et al. propose EDF-VD (EDF with
Virtual Deadlines) algorithm that schedules mixed-criticality implicit-deadline sporadic task
systems (Baruah et al., 2011a). EDF-VD algorithm shrinks the high-criticality deadlines
proportionally by a certain factor so that the high-criticality tasks will be promoted by
the EDF scheduler. In (Baruah et al., 2011a), an O(n) time sufficient schedulability test
with derived speedup factors is proposed while the logarithmic run-time complexity of
EDF scheduler is preserved. The speedup factor of EDF-VD algorithm for dual-criticality
system is shown as 1.618 in (Baruah et al., 2011a). The speedup factor is improved to
1.33 in (Baruah et al., 2012a). It is also shown that EDF-VD algorithm is optimal with
respect to speedup factors in all scheduling policies for dual-criticality implicit-deadline
systems in (Baruah et al., 2012a). The analysis and proof of optimal speedup factor will be
shown in Chapter 4. Ekberg and Yi propose a new EDF-based algorithm for dual-criticality
constrained-deadline systems that formulates the demand-bound function in each criticality,
assigns every high-criticality task an adjusted relative deadline and schedules the system by
EDF according to the adjusted deadlines in (Ekberg and Yi, 2012). The adjusted deadlines
are calculated through an off-line procedure which tunes the deadlines in pseudopolynomial
time so that the time demand never exceeds the time supply in each criticality.
There is a special class of scheduling policies, fixed-priority scheduling where all jobs
in one task share the same priority. In (Dorin et al., 2010), Dorin et al. showed that
the fixed-priority scheduling of mixed-criticality sporadic task systems with L criticality
levels cannot have a speedup factor smaller than L. In (Baruah et al., 2011b), Baruah et
al. proposed a fixed-priority scheduling algorithm named AMC (Adaptive Mixed-Criticality)
algorithm, which effectively undertakes the response-time analysis and assign priorities to
tasks in mixed-criticality constrained-deadline sporadic task systems. Santy et al. discuss
the possibility of allowing low-criticality tasks to proceed with their execution even if
high-criticality behavior is detected under fixed-priority scheduling in (Santy et al., 2012).
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The multiprocessor mixed-criticality scheduling problem has seldom been studied before
(Li and Baruah, 2012). In (Mollison et al., 2010), Mollison et al. establish a hierarchical
scheduling framework that aims at practically scheduling tasks in multiple criticality levels
on a multi-core platform. Herman et al. present the overhead, isolation and synchronization
issues when implementing this framework robustly in real-time operating systems in (Herman
et al., 2012). However, in (Mollison et al., 2010) and (Herman et al., 2012), the periods of
tasks are assumed harmonic and monotonic with respect to criticality levels. In (Baruah
et al., 2011a), Baruah et al. show a modified multiprocessor version of OCBP algorithm
that schedules dual-criticality independent jobs on identical multiprocessors, and prove the
existence of a polynomial-time approximation scheme (PTAS) that partitions dual-criticality
sporadic tasks to multiprocessors with EDF-VD scheduler. In (Pathan, 2012), Pathan
studies the fixed-priority global and partitioned scheduling on multiprocessors and provides
a schedulability test based-on response-time analysis.
Some criticality-related but not certification-cognizant problems are discussed in other
papers. De Niz et al. propose another mixed-criticality system model in (de Niz et al., 2009)
and (Lakshmanan et al., 2010) where at most one high-criticality task can overrun. Their
solution, zero-slack scheduling seeks the critical instant after which the high-criticality tasks
will have insufficient time to meet their deadlines when overloaded. In (Pellizzoni et al.,
2009) and (Yun et al., 2012), Pellizzoni et al. focuses on the the technique of temporal and
physical isolation among different criticality levels.
Many other papers discuss problems that are similar to the mixed-criticality scheduling
problem. The mode-change protocol research, like in (Real and Crespo, 2004), (Phan
et al., 2009) and (Phan et al., 2011), focuses on the response-time analysis and resource
allocation techniques when the task set is changed and the pending/partially-processed jobs
are required to be completed, transferred or discarded. It deals with a much more general
scenario than criticality change in mixed-criticality system, yet does not typically provide
specific mixed-criticality scheduling policies. The overloaded real-time scheduling research,
like in (Baruah and Haritsa, 1997) and (Koren and Shasha, 2003), tries to maximize the ratio
of the completed tasks over all tasks, if possible overloading happens. However, this model
is not able to address our problem that different sets of deadlines should be assertively met
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on different criticality levels. The bandwidth-preserving servers and compositional analysis
research, like in (Ghazalie and Baker, 1995) and (Shin and Lee, 2004), focuses on how to
ensure that a task set will not use more than a specified processor capacity budget. Though
we have similar requirements in mixed-criticality systems (low-criticality tasks must not
overrun), the tools in bandwidth-preserving servers and compositional analysis are aimed
at providing much more than our requirement. In mixed-criticality systems, we need to
guarantee that no single job will overrun, which can be implemented by simply monitoring
a single job’s execution time; however, bandwidth-preserving servers and compositional
analysis are used to enforce that a collection of jobs/tasks must not use more than a given
proportion of the processor capacity, which is too complicated and beyond the necessary
functionalities we need.
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CHAPTER 3
Scheduling Mixed-Criticality Jobs
In this chapter, we discuss the scheduling of mixed-criticality jobs. In Section 3.2, we
briefly introduce a straightforward worst-case reserving solution that simply maps mixed-
criticality jobs to a traditional real-time jobs. Then in Section 3.3, 3.4 and 3.5, we introduce
our solution, OCBP algorithm, including its detailed description, a load-based schedulability
test, and the evaluation of its performance through the speedup factor metric.
3.1 Overview
Since MC-schedulability is intractable even for dual-criticality instances, we concentrate
here on sufficient (rather than exact) MC-schedulability conditions that can be verified in
polynomial time. We study two widely-used scheduling policies that yield such sufficient
conditions and compare their capabilities under the resource augmentation metric: the
minimum speed of the processor needed for the algorithm to schedule all instances that
are MC-schedulable on a unit-speed processor. We show that the second policy we present
outperforms the first one in terms of the resource augmentation metric, in the sense that it
needs lower-speed processors to ensure such schedulability.
Run-time support for mixed criticality. In scheduling mixed-criticality systems, the
kinds of performance guarantees that can be made depend upon the forms of support that
are provided by the run-time environment upon which the system is being implemented. A
particularly important form of platform support is the ability to monitor the execution of
individual jobs, i.e., being able to determine how long a particular job has been executing.
Why is such a facility useful? In essence, knowledge regarding how long individual
jobs have been executing allows the system to become aware, during run-time, when the
criticality level of the scenario changes from a value k to the next-higher value k + 1, due to
some job executing beyond its level-k WCET without signalling completion; this information
can then be used by the run-time scheduling and dispatching algorithm to no longer execute
criticality-k jobs once the transition has occurred.
In the remainder of this section, we assume that this facility to monitor the execution
of individual jobs is provided by the run-time environment. We may therefore make the
assumption that for each job Jj , Cj(k) = Cj(χj) for all k ≥ χj . That is, no job executes
longer than the WCET at its own specified criticality. This is without loss of generality for
any correct scheduling policy: any such policy will immediately interrupt (and no longer
schedule) a job Jj if its execution time cj exceeds Cj(χj), since this makes the scenario of
higher criticality level than χj , and therefore the completion of Jj becomes irrelevant for
the scenario.
3.2 Worst-Case Reservation Scheduling
One straightforward approach is to map each MC job Jj into a traditional (i.e., non-MC) job
with the same arrival time aj and deadline dj and processing time cj = Cj(χj) = maxk Cj(k)
(by monotonicity), and determine whether the resulting collection of traditional jobs is
schedulable using some preemptive single machine scheduling algorithm such as the Earliest
Deadline First (EDF) rule1. This test can clearly be done in polynomial time. We will refer
to mixed-criticality instances that are MC-schedulable by this test as worst-case reservation
schedulable (WCR-schedulable) instances.
Theorem 3.1. If an instance is WCR-schedulable on a processor, then it is MC-schedulable
on the same processor. Conversely, if an instance I with L criticality levels is MC-schedulable
on a given processor, then I is WCR-schedulable on a processor that is L times as fast, and
this factor is tight.
1In fact, this approach forms the basis of current practice, as formulated in the ARINC-653 standard:
each Jj is guaranteed Cj(χj) units of execution in a time partitioned schedule, obtained by partitioning the
time-line into distinct slots and only permitting particular jobs to execute in each such slot.
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Proof. If instance I is WCR-schedulable then for each job the maximum amount of time
the job may execute is reserved between its arrival time and its deadline. Hence it is
MC-schedulable.
Suppose now that instance I is MC-schedulable. If we were to use a separate processor
for each of the L criticality levels, then each job will receive its maximum processing time
between arrival time and deadline e.g. by using EDF on the machine corresponding to its
criticality level. Hence, by processer sharing, WCR-schedulability on one processor of speed
L times faster follows immediately.
Finally, we show that there exist instances with L criticality levels that are MC-
schedulable on a given processor, but not WCR-schedulable on a processor that is less
than L times as fast.
Consider the instance I comprised of the following L jobs:
J1 = (0, 1, 1, (1, 1, . . . , 1, 1))
J2 = (0, 1, 2, (0, 1, . . . , 1, 1))
...
...
JL = (0, 1, L, (0, 0, . . . , 0, 1))
This instance is MC-schedulable on a unit-speed processor by the scheduling policy of
assigning priority in criticality-monotonic (CM) order: JL, JL−1, . . . .J2, J1. Any scenario
(c1, c2, . . . , cL) with ch > 0, h ≥ 2, and cj = 0 for all j > h, has criticality level h, hence
all jobs of lower criticality level, in particular J1, are not obliged to meet their deadline,
and job h will meet its deadline. On the other hand, in any scenario of criticality level 1,
c2 = c3 = . . . = cL = 0 and c1 ∈ [0, 1], hence all jobs meet their deadline.
However, WCR-schedulability requires that each job Jj is executed for Cj(χj) = 1,
j = 1, . . . , L before common deadline 1, which clearly can only be achieved on a processor
with speed at least L.
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3.3 Own-Criticality-Based-Priority Algorithm
We now consider another schedulability condition, OCBP-schedulability, that offers a
performance guarantee (as measured by the processor speedup factor) that is superior to the
performance guarantee offered by the WCR-approach. OCBP-schedulability is a constructive
test: we determine off-line, before knowing the actual execution times, a total ordering of
the jobs in a priority list and for each scenario execute at each moment in time the available
job with the highest priority.
The priority list is constructed recursively using the approach commonly referred to
in the real-time scheduling literature as the “Audsley approach” (Audsley, 1991, 1993); it
is also related to a technique introduced by Lawler (Lawler, 1973). First determine the
lowest priority job: Job Ji may be assigned the lowest priority if there is at least Ci(χi)
time between its release time and its deadline available when every other job Jj is executed
before Ji for Cj(χi) time units (the WCET of job Jj according to the criticality level of job i).
This can be determined by simulating the behavior of the schedule under the assumption
that every job other than Ji has priority over Ji (and ignoring whether these other jobs meet
their deadlines or not — i.e., they may execute under any relative priority ordering, and will
continue executing even beyond their deadlines). The procedure is repeatedly applied to the
set of jobs excluding the lowest priority job, until all jobs are ordered, or at some iteration a
lowest priority job does not exist. If job Ji has higher priority than job Jj we write Ji B Jj .
Because the priority of a job is based only on its own criticality level, the instance I is
called Own Criticality Based Priority OCBP)-schedulable if we find a complete ordering of
the jobs.
If at some recursion in the algorithm no lowest priority job exists, we say the instance is
not OCBP-schedulable. We can simply argue that this does not mean that the instance is
not MC-schedulable: Suppose that scheduling according to the fixed priority list J1, J2, J3
with χ2 = 1 and χ1 = χ3 = 2, proves the instance to be schedulable. It may not be
OCBP-schedulable since this does not take into account that J2 does not need to be executed
at all if J1 receives execution time c1 > C1(1).
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It is evident that the OCBP priority list for an instance of n jobs can be determined in
time polynomial in n: at most n jobs need be tested to determine whether they can be the
lowest-priority job; at most (n− 1) jobs whether they can be the 2nd-lowest priority jobs;
etc. Therefore, at most n+ (n− 1) + · · ·+ 3 + 2 + 1 = O(n2) simulations need be run, and
each simulation takes polynomial time.
We illustrate the operation of the OCBP priority assignment algorithm by an example:
Example 3.1. Consider the instance comprised of the following three jobs. J1 is not subject
to certification, whereas J2 and J3 must be certified correct.
Ji ai di χi Ci(1) Ci(2)
J1 0 4 1 2 2
J2 0 5 2 2 4
J3 0 10 2 2 4
Let us determine which, if any, of these jobs could be assigned lowest priority according
to the OCBP priority assignment algorithm:
 If J1 were assigned lowest priority, J2 and J3 could consume C2(1) +C3(1) = 2 + 2 = 4
units of processor capacity over [0, 4), thus leaving no execution for J1 prior to its
deadline.
 If J2 were assigned lowest priority, J1 and J3 could consume C1(2) +C3(2) = 2 + 4 = 6
units of processor capacity over [0, 6), thus leaving no execution for J2 prior to its
deadline at time-instant 5.
 If J3 were assigned lowest priority, J1 and J2 could consume C1(2) +C2(2) = 2 + 4 = 6
units of processor capacity over [0, 6). This leaves 4 units of execution for J3 prior to
its deadline at time-instant 10, which is sufficient for J3 to execute for C3(2) = 4 time
units. Job J3 may therefore be assigned the lowest priority.
Next, the OCBP priority assignment algorithm would consider the instance {J1, J2}, and
seek to assign one of these jobs the lower priority:
 If J1 were assigned lower priority, J2 could consume C2(1) = 2 units of processor
capacity over [0, 2). This leaves 2 units of execution for J1 prior to its deadline at
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time-instant 4, which is sufficient for J1 to execute for C1(1) = 2 time units. Job J1
may therefore be assigned the lowest priority from among {J1, J2}.
 It may be verified that J2 cannot be assigned the lowest priority from among {J1, J2}.
If we were to do so, then J1 could consume C1(2) = 2 units of processor capacity
over [0, 2). This leaves 3 units of execution for J1 prior to its deadline at time-instant
5, which is not sufficient for J2 to execute for the C2(2) = 4 time units it needs to
complete on time.2
The final OCBP priority ordering is therefore as follows. Job J2 has the greatest priority,
job J1 has the next-highest priority, and J3 has the lowest priority. It may be verified that
scheduling according to these priorities is a correct MC scheduling strategy for the instance
{J1, J2, J3}.
3.4 Load-Based OCBP Schedulability Test
The following lemma shows that OCBP-schedulability implies MC-schedulability.
Lemma 3.1. If an instance is OCBP-schedulable on a processor, then it is MC-schedulable
on the same processor.
Proof. Suppose that I is OCBP-schedulable and suppose, after renumbering jobs, that
J1 B J2 B · · ·B Jn. Notice that in every scenario of criticality level χk, the criticality level of
job Jk, each job Jj has cj ≤ Cj(χk). OCBP-schedulability of I implies that Jk can receive
Ck(χk) units of execution before its deadline if each Ji ∈ {J1, . . . , Jk−1} executes for no
more than Ci(χk) units.
The following theorem provides quantitative load bounds on OCBP scheduling algorithms,
and also leads to the speedup factor result of OCBP scheduling algorithm.
2We point out that OCBP will not actually perform this step of verifying that J2 cannot be assigned
lowest priority since it has already determined, above, that J1 may be assigned lowest priority.
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Theorem 3.2. If a MC instance I with L criticality levels satisfies
`L +
L−1∑
k=1
`2k · L−1∏
j=k+1
(`j + 1)
 ≤ 1, (3.1)
then I is OCBP-schedulable, thus MC-schedulable.
Proof. This theorem states the fact that the OCBP priority assignment algorithm generates a
priority ordering that yields a correct MC scheduling policy for any MC instance I satisfying
Condition 3.1. Because Condition 3.1 is easy to implement, it can be used as an efficient
schedulability test condition.
We prove this theorem by contradiction, which is that if OCBP priority assignment
algorithm does not generate a priority ordering, the instance I must not satisfy Condition
3.1.
Let I denote a minimal instance with at most L criticality levels which is MC-schedulable,
but the OCBP priority assignment fails to generate a priority ordering.
Without loss of generality, let us assume that minJi∈I Ai = 0 (i.e., the earliest release
time is zero).
Minimality of I implies that there is no time-instant t such that t /∈ ∪nj=1[aj , dj ], otherwise
either the jobs with deadline before t or the jobs with release time after t would comprise a
smaller instance with the same property. Therefore, there will be no “gap intervals” if we
combine all the time windows of the jobs.
Also, minimality implies that there is no job can be assigned the lowest priority by
OCBP algorithm. Otherwise, we can recursively remove the lowest-priority job until the
OCBP fails to assign the lowest priority. If there are still jobs remaining, these jobs will
form a new instance that is not OCBP-schedulable and contradict the fact that I is minimal;
if there are no jobs remaining, it will contradict the fact that I is not OCBP-schedulable.
The following lemma states that for all instances that (1) has L criticality levels and (2)
has the latest-deadline jobs of criticality h 6= L call all be reduced to an instance with only
h criticality levels. Therefore, we only have to prove the case when all the latest-deadline
jobs in I are of criticality L.
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Lemma 3.2. Any job in I with the latest deadline must be of criticality L.
Proof. First, we assume that Theorem 3.2 holds for all instances with criticality level no
higher than L. Because when L = 1, the Condition 3.1 becomes `1 ≤ 1, which is trivially
true, we can build the proof by induction based on this assumption.
Now suppose that a job Ji with χi = h < L has the latest deadline. Create from I an
instance Ih with h levels by “truncating” all jobs with criticality level greater than h to
their worst-case level-h scenarios:
Jj = (aj , dj , χj , (Cj(1), . . . , Cj(L))) ∈ I →
J ′j = (aj , dj ,min(χj , h), (Cj(1), . . . , Cj(h))) ∈ Ih.
Clearly, because the WCETs and criticality levels of all jobs in Ih are no greater than
those in I. Therefore Ih is a restricted instance of I, and is MC-schedulable as well.
However, it is easy to show that Ih is not OCBP-schedulable, either. The reason is that
if Ji can not be assigned the lowest priority in I, Ji and all jobs with criticality level greater
than h in I can not be assigned the lowest priority in Ih because they are all in criticality
level h in Ih and will all miss their deadlines if assigned the lowest priority (recall that Ji
has the latest deadline).
Therefore, by the inductive assumption, because Ih is not OCBP-schedulable, we know
that
`h +
h−1∑
k=1
`2k · h−1∏
j=k+1
(`j + 1)
 ≤ 1 (3.2)
Then, in order to show that Condition 3.1 does not hold for I either, we can derive that:
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`L +
L−1∑
k=1
`2k · L−1∏
j=k+1
(`j + 1)

=
L−1∑
k=h
`2k · L−1∏
j=k+1
(`j + 1)
+ `L + h−1∑
k=1
`2k · L−1∏
j=k+1
(`j + 1)

=
L−1∑
k=h
`2k · L−1∏
j=k+1
(`j + 1)
+ `L + h−1∑
k=1
`2k · h−1∏
j=k+1
(`j + 1) ·
L−1∏
j=h
(`j + 1)

≥
L−1∑
k=h
`2k · L−1∏
j=k+1
(`j + 1)
+ `L + h−1∑
k=1
`2k · h−1∏
j=k+1
(`j + 1)

≥
L−1∑
k=h
`2k · L−1∏
j=k+1
(`j + 1)
+ `h + h−1∑
k=1
`2k · h−1∏
j=k+1
(`j + 1)

(since `L ≥ `h)
>
L−1∑
k=h
`2k · L−1∏
j=k+1
(`j + 1)
+ 1
(by assumption 3.2)
>1
This is to say, if I is not OCBP-schedulable and a job Ji with χi = h < L has latest
deadline, then I does not satisfy Condition 3.1.
Lemma 3.2 implies that the theorem holds for those instances I in which the latest-
deadline jobs are not of criticality L. In the remainder of this proof we will consider the
remaining case, when all the latest-deadline jobs in I are of criticality L.
For each k ∈ {1, . . . , L}, let d(k) denote the latest deadline of any criticality-k job in I:
d(k) = maxJj |χj=k dj . A work-conserving schedule on a processor is a schedule that never
leaves the processor idle if there is a job available. Consider any such work-conserving
schedule on a unit-speed processor of all jobs in I of the scenario in which cj = Cj(k) for
all j. We define Λk as the set of time intervals on which the processor is idle before d(k),
and λk as the total length of this set of intervals.
Claim 3.1. For each k and each Jj ∈ I with χj ≤ k we have [aj , dj ] ∩ Λk = ∅.
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Proof. Any job Jj with χj ≤ k with [aj , dj ] ∩ Λk 6= ∅ would meet its deadline if it were
assigned lowest priority. Since I is assumed to be non-OCBP schedulable, this implies
that (I \{Ji}) is non-OCBP schedulable on a speed-s processor, contradicting the minimality
of I. This completes the proof of the claim.
It follows that ΛL = ∅ and λL = 0.
For each h = 1, . . . , L and k = 1, . . . , L, let
ch(k) =
∑
Jj |χj=h
Cj(k). (3.3)
Notice that by assumption
∀ k ∀h ≤ k : ch(k) = ch(h). (3.4)
From the definition of loads in different criticality levels (Definition 1.9), clearly we have
∀ k : ck(k) ≤ `k [d(k)− λk] . (3.5)
Also, any criticality-k scenario, in which each job Jj with criticality ≥ k receives
exactly Cj(k) units of execution, follows the definition of load in criticality level k:
∀k :
L∑
i=k
ci(k) ≤ `k [d(L)− λk] . (3.6)
Instance I is not OCBP-schedulable, which is translated in terms of the introduced
notation as:
∀k :
L∑
i=1
ci(k) > d(k)− λk. (3.7)
(This follows from Claim 3.1, which shows that no job can execute during the idle intervals
Λk. Consequently, all the execution on the jobs must have occurred during the remaining
(d(k)− λk) time units.)
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Hence, for each k,
d(k)− λk <
k−1∑
i=1
ci(k) +
L∑
i=k
ci(k)
=
k−1∑
i=1
ci(i) +
L∑
i=k
ci(k) (by (3.4))
≤
k−1∑
i=1
`i [d(i)− λi] + `k [d(L)− λk] (by (3.5) and (3.6))
≤
k−1∑
i=1
`i [d(i)− λi] + `kd(L).
(3.8)
Therefore, for all k = 1, . . . , L,
d(k)− λk < `kd(L) +
k−1∑
i=1
`i [d(i)− λi] . (3.9)
Using notation δk = d(k)− λk (hence δL = d(L) since λL = 0) this yields
δk < `kδL +
k−1∑
i=1
`iδi (3.10)
According to Condition 3.10, the summation part in (3.10) can be expanded recursively:
k∑
i=1
`iδi
=`kδk +
k−1∑
i=1
`iδi
<`k
(
`kδL +
k−1∑
i=1
`iδi
)
+
k−1∑
i=1
`iδi
(by (3.10))
=`2kδL + (`k + 1)
k−1∑
i=1
`iδi
(3.11)
By Condition 3.11, we can represent δL by only the loads iteratively:
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δL <`LδL +
L−1∑
i=1
`iδi
<`LδL + `
2
L−1δL + (`L−1 + 1)
L−2∑
i=1
`iδi
(by (3.11))
<`LδL + `
2
L−1δL + (`L−1 + 1)`
2
L−2δL + (`L−1 + 1)(`L−2 + 1)
L−3∑
i=1
`iδi
(by (3.11) again)
· · ·
<`LδL +
L−1∑
k=h
`2kδL · L−1∏
j=k+1
(`j + 1)
+ L−1∏
j=h
(`j + 1) ·
h−1∑
i=1
`iδi
· · ·
<`LδL +
L−1∑
k=2
`2kδL · L−1∏
j=k+1
(`j + 1)
+ L−1∏
j=2
(`j + 1) · `1δ1
<`LδL +
L−1∑
k=2
`2kδL · L−1∏
j=k+1
(`j + 1)
+ L−1∏
j=2
(`j + 1) · `21δL
(by (3.8), δ1 < `1δL )
=`LδL +
L−1∑
k=1
`2kδL · L−1∏
j=k+1
(`j + 1)

(3.12)
If we divide both sides of Condition 3.12 by δL, we will get exactly
`L +
L−1∑
k=1
`2k · L−1∏
j=k+1
(`j + 1)
 > 1. (3.13)
This is to say, if I is not OCBP-schedulable and all the latest-deadline jobs in I are
of criticality L, the reverse form of Condition 3.1 holds, which concludes the proof that
Condition 3.1 is sufficient to OCBP-schedulability.
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Corollary 3.1. If a MC instance I with 2 criticality levels satisfies
`21 + `2 ≤ 1, (3.14)
then I is OCBP-schedulable, thus MC-schedulable.
Proof. Let L = 2 in Theorem 3.2, we have
`2 + `
2
1 ≤ 1 (3.15)
Therefore I is OCBP-schedulable.
3.5 Speedup Factors of OCBP Algorithm
The following theorem shows that the OCBP-test is more powerful than the WCR-test
according to the speedup criterion.
Theorem 3.3. If instance I with L criticality levels is MC-schedulable on a given processor,
then I is OCBP-schedulable on a processor that is at least sL times as fast, with sL equal
to the root of the equation xL = (1 + x)L−1.
Proof. If instance I is MC-schedulable on a speed-1 processor, it must hold that
∀k : `k ≤ 1. (3.16)
Therefore, on a processor that is s times as fast, if we denote the new loads of I on this
speed-s processor as `′k, we have
∀k : `′k ≤ 1/s. (3.17)
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We notice that the l.h.s. of Condition 3.1 has no negative terms. Therefore, the l.h.s.
increases when any `k increases. Therefore on the speed-s processor,
`′L +
L−1∑
k=1
`′2k · L−1∏
j=k+1
(`′j + 1)

≤1
s
+
L−1∑
k=1
[
1
s2
·
(
1
s
+ 1
)L−k−1]
(by (3.17))
=
1
s
+
1
s2
·
L−2∑
i=0
(
1
s
+ 1
)i
=
1
s
+
1
s2
[
s2
(
1
s + 1
)L
s+ 1
− s
]
=
1
s
+
(
1
s + 1
)L
s+ 1
− 1
s
=
(
1
s + 1
)L
s+ 1
=
(1 + s)L−1
sL
.
(3.18)
If s ≥ sL, we will have (1 + s)L−1 < sL. Thus the l.h.s. of Condition 3.1 will be no more
than 1. By Theorem 3.2, the instance I is schedulable on the speed-s processor.
Theorem 3.4. The speedup factor of sL is tight.
Proof. We now show that the factor sL is tight by giving instances with L criticality levels
that are MC-schedulable on a unit-speed processor, but not OCBP-schedulable on a processor
that is less than sL times as fast.
Consider the following instance consisting of 2L− 1 jobs:
 J1 = (0, d1 = σ1 = 1, 1, (
L times︷ ︸︸ ︷
1, 1, . . . , 1)).
 For each i, 2 ≤ i ≤ L, there are two jobs:
– J2(i−1) = (0, σi−1, i, (
(i−1) times︷ ︸︸ ︷
0, 0, . . . , 0 , σi−1, . . . , σi−1︸ ︷︷ ︸
L−(i−1) times
))
– J2i−1 = (0, σi, i, (σi − σi−1, . . . , σi − σi−1︸ ︷︷ ︸
L times
)), where σi > σi−1.
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This instance is MC-schedulable by the following policy. Assign greatest priority to the
jobs J2i in reverse order of their indices: J2L, J2(L−1), . . . , J2. Consider the scenario in which
c2h > 0, h ≥ 1, and c2j = 0, j > h. Then we execute J2h, J2h+1, J2h+3, . . . , J2L+1 in this
order; it is evident that each of them completes by its deadline.
For job J2h−1, h = 1, . . . , L to be assigned lowest priority in an OCBP-schedule, we
would need a speedup factor s of the processor such that
(σL − σL−1) + (σL−1 − σL−2) + · · ·+ (σ2 − σ1) + σ1 + (1 + σ2 + · · ·+ σj−1)
s
=
σL + (1 + σ2 + · · ·+ σj−1)
s
≤ σh.
Hence, for all h = 1, . . . , L, it requires
s ≥ σL + (1 + σ2 + · · ·+ σj−1)
σh
.
Thus we have
s < min
h=1,...,L
σL +
∑h−1
i=1 σi
σh
(3.19)
The minimum of the right hand side is maximized if all L terms are equal. Let x be this
maximum value. Then for all k = 1, . . . , L,
x =
σL + σ1 + σ2 + · · ·+ σk−1
σk
=
xσk−1 + σk−1
σk
=
(
1 + x
σk
)
σk−1.
Hence,
σk =
(1 + x
x
)
σk−1 ∀k = 1, . . . , L which implies σL =
(1 + x
x
)L−1
σ1 .
Since, in particular, x = σLσ1 , we have
x =
(1 + x
x
)L−1
.
Therefore, s ≥ sL is necessary for OCBP algorithm to schedule this instance.
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Theorem 3.5. sL = Θ(L/ ln L).
Proof. Rewrite the equation as x = (1 + 1/x)L−1 and let x∗ be its largest real root. The
left hand side (resp., r.h.s.) is increasing (resp., decreasing) in x. The l.h.s. is larger (resp.,
smaller) than the r.h.s. precisely when x > x∗ (resp., x < x∗). So if substituting (say) f(L)
in place of x gives a l.h.s. larger (resp., smaller) than the r.h.s., it means that f(L) is an
upper (resp., lower) bound on x∗.
Substituting 2(L− 1)/ lnL in place of x, we get for the r.h.s.:
(1 + 1/x)L−1 ≤ e(L−1)/x = e(L−1)(lnL)/2(L−1) = L1/2
(where we have used 1 + y ≤ ey). The l.h.s. becomes instead 2(L− 1)/ lnL, which is larger
than the r.h.s. for all L ≥ 2. So x∗ ≤ 2(L− 1)/ lnL for all L ≥ 2.
Substituting (L− 1)/(2 lnL) in place of x, we get for the r.h.s.:
(1 + 1/x)L−1 ≥ e(L−1) 12x = L
(where we have used 1 + 2y ≥ ey for all y ∈ [0, 1.2], and assumed L ≥ 3). The l.h.s. becomes
instead (L−1)/(2 lnL), which is smaller than the r.h.s. for all L ≥ 2. So x∗ ≥ (L−1)/(2 lnL)
for all L ≥ 3.
We note that for L = 2 in the above theorem, s2 = (1 +
√
5)/2 is equal to the golden
ratio φ ≈ 1.618; thus the result is a true generalization of an earlier result in (Baruah
et al., 2010b). In general, sL = Θ(L/ lnL); hence, this priority-based scheduling approach
asymptotically improves on the worst-case reservation-based approach (which has a speedup
factor Θ(L)) by a factor of Θ(lnL) from the perspective of processor speedup factors.
Notice that the proof of the speedup bound for OCBP-schedulability in Theorem 3.3
only uses the clairvoyant-schedulability of the instance, which is a weaker condition than
MC-schedulability. It is not possible to get an improved test if the proof of its speedup
bound is based on clairvoyant-schedulability alone.
Nevertheless, the question remains if a test other than OCBP can test MC-schedulability
within a smaller speedup bound. We do not give a full answer to this question. However, we
41
can rule out fixed-priority policies, that is, policies which execute the jobs in some ordering
fixed before execution. This ordering is not adapted during execution, except that we do not
execute jobs of criticality level i < h after a scenario was revealed to be a level-h scenario.
Such a policy admits a simple representation as a sequence of jobs and we say that an
instance I is Π-schedulable if there exists an ordering of jobs Π that is feasible for any
non-erroneous scenario.
The following result shows that OCBP is best possible among fixed-priority policies.
Theorem 3.6. There exist instances with L criticality levels that are clairvoyantly-schedulable,
but that are not Π-schedulable for any fixed-priority policy Π on a processor that is less
than sL times as fast, with sL being the root of the equation x
L = (1 + x)L−1.
Proof. Consider an instance with L criticality levels and L jobs:
J1 : (0, 1, 1, (
L times︷ ︸︸ ︷
1, 1, . . . , 1)),
and, for each i = 2, . . . , L,
Ji : (0, σi, i, (
i−1 times︷ ︸︸ ︷
σi − σi−1, . . . , σi − σi−1,
L−i+1 times︷ ︸︸ ︷
σi, . . . , σi )),
where σi will be specified later and satisfies σi−1 < σi.
For L = 3 we have the following example:
J1 : (0, 1, 1, (1, 1, 1))
J2 : (0, σ2, 2, (σ2 − 1, σ2, σ2))
J3 : (0, σ3, 3, (σ3 − σ2, σ3 − σ2, σ3)).
The system is clairvoyantly schedulable as, for each scenario of level i and for each job Jj ,
j ≥ i, ∑jk=iCk(i) = σj . It follows that a schedule that executes job Ji in the interval [0, σi]
and each job Jj , j > i, in the interval [σj−1, σj ] is feasible.
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We now show that the system is Π-schedulable for a speed-s machine only if s ≥ sL
where sL is the positive real-valued solution of the equation
xL = (x+ 1)L−1.
Each fixed-priority work-conserving policy is a sequence of jobs. Let us consider a
sequence where the last scheduled job is Ji and a level i scenario. In this case the overall
execution time is
∑L
j=1Cj(i) = σL +
∑i−1
j=1 σj . Hence the schedule is feasible for a speed-s
machine if and only if:
sσi ≥ σL +
i−1∑
j=1
σj .
By using the same arguments for each possible schedule, it follows that a fixed-priority policy
Π system is correct for a speed-s machine if and only if
s ≥ min
1≤i≤L
{
σL +
∑i−1
j=1 σj
σi
}
.
As we showed in the proof of Theorem 3.4, sL is the maximum value of s
′ satisfying the
inequality:
min
1≤i≤L
{
σL +
∑i−1
j=1 σj
σi
}
≥ s′,
hence the system is Π-schedulable for a speed-s machine if and only if s ≥ sL.
The following result shows that OCBP has the best speedup factor among all scheduling
policies for instances with 2 criticality levels.
Theorem 3.7. There exist instances with 2 criticality levels that are clairvoyantly-schedulable,
but that are not Π-schedulable for any on-line scheduling policy Π on a processor that is
less than (1 +
√
5)/2 times as fast.
Proof. Consider an instance with L criticality levels and L jobs (φ = (1 +
√
5)/2):
J1 : (0, 1, 1, (1, 1))
J2 : (0, φ, 2, (φ− 1, φ))
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The system is clairvoyantly schedulable because (1) in each scenario of criticality level
1, a clairvoyantly scheduling policy will execute J1 first, guarantee J1 receives 1 time unit
in the interval [0, 1], and guarantee J2 receives φ− 1 time unit in the interval [1, φ]; (2) in
each scenario of criticality level 2, a clairvoyantly scheduling policy will only execute J2 and
guarantee J2 receives φ time unit in the interval [0, φ].
We now show that the system is Π-schedulable for a speed-s machine only if s ≥ φ.
Because the behavior of the scenario is revealed only at run-time, we assume that in a
scenario, J1 will require at least 1 time unit and J2 will require at least φ− 1 time units.
Before J2 signals its completion, it is not clear whether the scenario is in criticality level 1
or criticality level 2.
Now we check the time instant when J2 receives exactly φ− 1 time units by Π on the
speed-s machine. If the time instant is earlier than 1, we will let J2 signal its completion. In
this case, the scenario is revealed to be criticality 1 and J1 must also receive 1 time unit in
time interval [0, 1]. Therefore, we have [(φ− 1) + 1]/s ≤ 1, which leads to s ≥ φ. Otherwise
if the time instant is later than 1, we will not let J2 signals its completion and reveal that
J2 will actually require φ time units. Because J2 still needs 1 time unit to complete in the
remaining time interval, we know that 1/s ≤ φ− 1, which also leads to s ≥ φ.
Therefore, any on-line scheduling policy Π will require at least a speed-φ processor to
correctly schedule this instance. This completes the proof.
3.6 Summary
In this chapter, we focus on the problem of scheduling mixed-criticality jobs. Compared
with the mixed-criticality sporadic task sets that we are going to discuss, mixed-criticality
job instances consist of finite jobs and certain release-times and deadlines, which make this
problem an important base case on which we build the theory of scheduling mixed-criticality
sporadic tasks. Also, the problem is interesting in theory because of its intractability in
the sense of strong NP-hardness. Therefore, we need to answer two questions: what is the
solution to this problem, and how good the solution is.
44
The first solution that we discuss in this chapter is worst-case reservation scheduling,
which is extended from the traditional methods in a straightforward way. The WCR-
approach regards all mixed-criticality jobs as traditional real-time jobs. Therefore this
approach doesn’t have a good performance in the sense of speedup factor because it fails to
take advantages of the characteristics of mixed-criticality systems.
The main solution that we discuss is the OCBP algorithm, which provides an applicable
solution to the mixed-criticality scheduling problem. We show that OCBP algorithm is
sufficient (always providing a correct scheduler) and efficient (always running in polynomial
time). The priority-based approach makes this algorithm easy to implement.
A large portion of this chapter focuses on “how approximate OCBP algorithm is”. The
primary analytic tool we use to answer the question is loads. Theorem 3.2 plays the most
important role in the analysis. This theorem is a highly generalized conclusion that can
provide quantitative load bounds for a specific number of criticality levels. It also leads
to Theorem 3.3 that gives speedup factors for a specific number of criticality levels. It
is very important to notice that all these load bounds and speedup factors are aimed at
evaluating OCBP algorithm instead of presenting schedulability tests — OCBP algorithm
itself is a good schedulability test. Load bounds and speedup factors are used to compare
OCBP algorithm and other algorithms (in this chapter it is the WCR-scheduling algorithm)
explicitly and quantitatively. Theorem 3.3 and 3.5 show directly that OCBP algorithm is
superior to WCR-scheduling algorithm. Theorem 3.6 and 3.7 show that OCBP algorithm is
superior than many other potential scheduling algorithms (including all other algorithms
in two-criticality-level case). Therefore, as a conclusion, OCBP algorithm has very good
performance in the sense of approximation.
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CHAPTER 4
Scheduling Mixed-Criticality
Implicit-Deadline Tasks
In this chapter, we discuss the scheduling of mixed-criticality implicit-deadline tasks
with EDF-VD algorithm. The schedulability test and scheduling policy will be described in
Section 4.2 and 4.3. The quantitative properties, especially the speedup factor of EDF-VD
algorithm, will be discussed in Section 4.4 and 4.5.
4.1 An Overview of Algorithm EDF-VD
In this chapter, we focus on an important special case of sporadic task systems in which
each task τi satisfies the property that Di = Ti — such systems, as defined in Subsection
1.3.4, are called implicit-deadline, or Liu & Layland task systems(Liu and Layland, 1973).
Moreover, we focus on the dual-criticality case, which means the criticality levels will be no
more than 2.1 The preemptive uniprocessor scheduling of mixed-criticality implicit-deadline
sporadic task systems was studied in (Baruah et al., 2011a). An algorithm called EDF-VD
was proposed that has the same speedup guarantee as above — any task system that can
scheduled by an optimal clairvoyant algorithm on a given processor can be scheduled by
EDF-VD on a processor that is (1 +
√
5)/2 times as fast. Moreover, the schedulability test of
EDF-VD has polynomial run-time complexity, and the run-time complexity per scheduling
decision was logarithmic in the number of tasks. Based on these run-time properties it is
evident that EDF-VD, in contrast to the algorithms in (Li and Baruah, 2010a; Guan et al.,
2011), can be considered suitable for implementation in actual systems.
1As mentioned in Section 1.3.3, we use the notation level lo and hi in this chapter.
The main contribution in this chapter is a more refined analysis of EDF-VD showing
that EDF-VD can actually make a better performance guarantee: any task system that
can be scheduled by an optimal clairvoyant algorithm on a given processor can be scheduled
by EDF-VD on a processor that is 4/3 times as fast . This new analysis is based upon
some sophisticated new techniques and deep insights that we have recently developed, and
represents a substantial improvement over the bound proved in (Baruah et al., 2011a). It
was previously shown (Baruah et al., 2012b, Prop. 2) that (1+
√
5)/2 is a lower bound on the
speedup of any non-clairvoyant algorithm for scheduling collections of independent jobs; it is
somewhat surprising that this bound does not hold for the more expressive implicit-deadline
task model. We also show that no non-clairvoyant algorithm can guarantee to always meet
all deadlines on a processor that is less than 4/3 times as fast as the processor available to the
optimal clairvoyant algorithm, thereby proving that EDF-VD is an optimal non-clairvoyant
algorithm from the perspective of this metric. In addition, we spell out the details as to
how EDF-VD can actually be implemented to have the logarithmic run-time complexity
claimed in (Baruah et al., 2011a). We also perform further analysis on the behavior of
EDF-VD, deriving a utilization-based schedulability test and exploring its behavior under
certain extremal conditions.
Definition 4.1. Let τ denote the MC implicit-deadline sporadic task system that is to
be scheduled on a unit-speed preemptive processor. The EDF-VD algorithm performs the
following actions:
Prior to run-time, EDF-VD performs a schedulability test to determine whether τ can be
successfully scheduled by it or not. If τ is deemed schedulable, then an additional parameter,
which we call a modified period denoted Tˆi, is computed for each hi-criticality task τi ∈ τ .
The algorithm for computing these parameters is described in pseudo-code form in Figure 4.1;
this pseudo-code is proved correct in Section 4.2.
Observe that it is always the case that Tˆi ≤ Ti.
Run-time scheduling is done according to the Algorithm EDF, with virtual deadlines:
deadlines that EDF-VD computes (in a manner to be described below) and assigns to jobs
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Task system τ = {τ1, τ2, . . . τn} to be scheduled on a unit-speed preemptive processor.
1. Compute x as follows:
x← U2(1)
1− U1(1)
2. If
(
xU1(1) + U2(2) ≤ 1
)
then
Tˆi ← xTi for each hi-criticality task τi
declare success and return
else declare failure and return
Figure 4.1: EDF-VD: The preprocessing phase.
before handing them off to the EDF scheduler. The EDF scheduler will then use these
virtual deadlines for the purpose of determining scheduling priority.
These virtual deadlines are assigned as follows. Suppose that a job of task τi arrives at
time-instant ta:
 If χi = lo, then this job is assigned a virtual deadline equal to ta + Ti.
 If χi = hi, then this job is assigned a virtual deadline equal to ta + Tˆi.
If some job does execute beyond its lo-criticality WCET without signaling that it has
completed execution, the following changes occur:
1. All currently-active lo-criticality jobs are immediately discarded; henceforth, no
lo-criticality job will receive any execution.
2. Subsequent run-time scheduling of the hi-criticality tasks (including their jobs that are
currently active) continue to be done according to EDF. But the actual job deadlines
(arrival time plus period) are used.
4.2 Schedulability Test: Pre-Runtime Processing
We now provide a detailed description of the pre-runtime processing conducted by EDF-
VD. We describe, and prove correct, the strategy used to determine whether a system
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is schedulable, and for computing the modified period parameters (the Tˆk’s) for systems
deemed schedulable. This is also represented in pseudo-code form in Figure 4.1.
As shown in Figure 4.1, EDF-VD first computes a parameter x (the reason why x is
assigned this value is derived below — see Expression 4.3) and then assigns values to the Tˆi
parameters for all hi-criticality tasks as follows:
Tˆi ← x× Ti (4.1)
Theorem 4.1. The following condition is sufficient for ensuring that EDF-VD successfully
schedules all lo-criticality behaviors of τ :
x ≥ U2(1)
1− U1(1) (4.2)
Proof. If EDF is able to schedule all lo-criticality behaviors of the task system obtained
from τ by replacing each hi-criticality task τi by one with a reduced period, then it follows
from the sustainability property (Baruah and Burns, 2006) of preemptive uniprocessor EDF
that EDF is able to schedule all lo-criticality behaviors of τ as well. Note that scaling down
the period of each hi-criticality task by a factor x is equivalent to inflating its utilization
by a factor 1/x. From the utilization-bound result of EDF (Liu and Layland, 1973), we
therefore conclude that
U1(1) +
U2(1)
x
≤ 1
⇔U2(1)
x
≤ 1− U1(1)
⇔x ≥ U2(1)
1− U1(1)
is sufficient for ensuring that EDF-VD successfully schedules all lo-criticality behaviors of
τ .
Algorithm EDF-VD thus chooses for x the smallest value such that Theorem 4.1 is
satisfied:
x← U2(1)
1− U1(1) (4.3)
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With this value of x, we now determine a sufficient condition for ensuring that EDF-VD
successfully meets all hi-criticality deadlines during all hi-criticality behaviors of τ :
Theorem 4.2. The following condition2 is sufficient for ensuring that EDF-VD successfully
schedules all hi-criticality behaviors of τ :
xU1(1) + U2(2) ≤ 1 (4.5)
Proof. Suppose that τ satisfies Condition 4.2 but EDF-VD cannot meet all deadlines in
all hi-criticality behaviors of τ . Let I denote a minimal instance of jobs released by τ , on
which a deadline is missed. (By minimal , we mean that EDF-VD will meet all deadlines
if scheduling any proper subset of I.) Without loss of generality, assume that the earliest
job-release in I occurs at time zero, and let tf denote the instant of the (first) deadline miss
— since τ is assumed to satisfy Condition 4.2, this must be the deadline of a hi-criticality job,
in a hi-criticality behavior. Let t∗ denote the time-instant at which hi-criticality behavior is
first flagged (i.e., the first instant at which some job executes for more than its lo-criticality
worst-case execution time without signaling that it has completed execution).
We observe that all jobs in I, except perhaps the one that misses a deadline at tf ,
experiences some execution; else, the job could be removed from I; this would contradict
the assumed minimality of I.
We now introduce some notation for the remainder of this section:
1. For each i, 1 ≤ i ≤ n, let ηi denote the amount of execution over the interval [0, tf ]
that is needed by jobs in I that are generated by task τi.
2. For each i, 1 ≤ i ≤ n, let ui(χ) denote the quantity Ci(χ)Ti . (That is, ui(lo) denotes
τi’s lo-criticality utilization, and ui(hi) denotes its hi-criticality utilization).
2We note here that this theorem is one of the reasons that the results presented in this paper dominate
the ones in (Baruah et al., 2011a); the corresponding condition derived in (Baruah et al., 2011a) is
x+ U2(2) ≤ 1 (4.4)
Note that U1(1) ≤ 1 is a necessary condition for τ to be schedulable. It is evident that any schedulable
system satisfying Condition 4.4 also satisfies Condition 4.5 while the converse is not true: there are task
systems satisfying Condition 4.5 that violate Condition 4.4.
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3. Let J1 denote the job with the earliest release time amongst all those that execute in
[t∗, tf ). Let a1 denote its release time, and d1 its deadline.
Claim 4.1. All jobs that execute in [t∗, tf ) have deadline ≤ tf .
Proof. Suppose not. Consider the latest instant t′ in [t∗, tf ) when a job with deadline > tf
executes. Only those jobs in I that have release time ≥ t′ and deadline ≤ tf are sufficient to
cause a deadline miss; this contradicts the assumed minimality of I.
Claim 4.2. Any lo-criticality task τi has
ηi ≤ ui(lo)
(
a1 + x(tf − a1)
)
(4.6)
Proof. No lo-criticality job will execute after t∗. For it to execute after a1, it must have
a deadline no larger than J1’s virtual deadline, which is (a1 + x(d1 − a1)). Therefore, no
lo-criticality job with deadline > (a1 + x(tf − a1)) will execute after a1.
Suppose that some lo-criticality job with deadline > (a1 + x(tf − a1)) were to execute,
at some time < a1. Let t
′ denote the latest instant at which any such job executes. This
means that at this instant, there were no jobs with effective deadline ≤ (a1 + x(tf − a1))
awaiting execution. Hence the instance obtained by considering only those jobs in I that
have release times ≥ t′ also misses a deadline; this contradicts the assumed minimality of
I.
Claim 4.3. Any hi-criticality task τi has
ηi ≤ ui(lo)
x
a1 + (tf − a1)ui(hi) (4.7)
Proof. We consider separately the cases when τi does not have a job with release time ≥ a1,
and when it does.
Case: If τi does not release a job at or after a1. We claim that each job of τi has a modified
deadline ≤ (a1 + x(tf − a1)). To see why this is so, consider some job with a modified
deadline > (a1 + x(tf − a1)), and let t′ denote the latest instant at which this job executes.
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All jobs in I that have release times ≥ t′ also miss a deadline; this contradicts the assumed
minimality of I.
Since each job has a modified deadline ≤ (a1 + x(tf − a1)), their actual deadlines are all
≤ a1x + (tf − a1). Therefore, their cumulative execution requirement is at most
a1
x
ui(lo) + (tf − a1)ui(lo)
≤ a1
x
ui(lo) + (tf − a1)ui(hi)
Case: If τi releases a job at or after a1. Let ai denote the first release ≥ a1. The cumulative
execution requirement of all jobs of τi is at most
aiui(lo) + (tf − ai)ui(hi)
≤ a1ui(lo) + (tf − a1)ui(hi)
(since a1 ≤ ai and ui(lo) ≤ ui(hi))
≤ a1
x
ui(lo) + (tf − a1)ui(hi)
(since x ≤ 1)
Thus in both cases, Condition 4.7 holds.
Let us sum the cumulative demand of all the tasks over [0, tf ):
∑
χi=lo
ηi +
∑
χi=hi
ηi
≤
∑
χi=lo
ui(lo)
(
a1 + x(tf − a1)
)
+
∑
χi=hi
a1
x
ui(lo) + (tf − a1)ui(hi)
= a1
(
U1(1) +
U2(1)
x
)
+(tf − a1)(xU1(1) + U2(2))
≤ (By choice of x [Eqn. 4.2], (U1(1) + U2(1)x ) ≤ 1)
a1 + (tf − a1)(xU1(1) + U2(2))
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It follows from the infeasibility of this instance that
a1 + (tf − a1)(xU1(1) + U2(2)) > tf
⇔ (tf − a1)(xU1(1) + U2(2)) > tf − a1
⇔ xU1(1) + U2(2) > 1
Taking the contrapositive, it follows that (xU1(1) + U2(2) ≤ 1) is sufficient to ensure
hi-criticality schedulability by EDF-VD, as is claimed in this theorem.
We have thus established the correctness of Algorithm EDF-VD: by Theorem 4.1 the
value assigned to x ensures the correctness of all lo-criticality behaviors whereas Theorem 4.2
guarantees the correct scheduling of all hi-criticality behaviors.
Observation. Note that Theorem 4.1 requires that x ≥ U2(1)1−U1(1) , while Theorem 4.2 requires
that x ≤ 1−U2(2)U1(1) . When these upper and lower bounds on x are not equal to each other, a
pragmatic choice would be to choose a value for x that lies somewhere within the interval
(e.g., at the mid-point), rather than at either of the boundaries — this would increase the
robustness of the algorithm and its tolerance to, e.g., any arrival jitter.
4.3 Run-time Scheduling Policy
During the execution of the system, jobs are selected for execution according to the following
rules:
1. There is a criticality level indicator Γ, initialized to lo.
2. While (Γ ≡ lo),
(a) Suppose a job of some task τi ∈ τ arrives at time t
 if χi ≡ lo, the job is assigned a scheduling deadline equal to t+ Ti.
 if χi ≡ hi, the job is assigned a scheduling deadline equal to t+ Tˆi.
(b) At each instant the waiting job with earliest scheduling deadline is selected for
execution (ties broken arbitrarily).
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(c) If the currently-executing job executes for more than its lo-criticality WCET
without signaling completion, then the behavior of the system is no longer a
lo-criticality behavior, and Γ← hi.
3. Once (Γ ≡ hi),
(a) The scheduling deadline of each hi-criticality job that is currently active is changed
to its release time plus the unmodified period parameter (the Ti, not the Tˆi) of
the task that generated it. That is, if a job of τi that was released at some time t
is active, its deadline, for scheduling purposes, is henceforth t+ Ti.
(b) When a future job of τi arrives at some time t, it is assigned a scheduling deadline
equal to t+ Ti.
(c) lo-criticality jobs will not receive any further execution. Therefore at each instant
the earliest-deadline waiting job generated by a hi-criticality task is selected for
execution(ties broken arbitrarily).
4. An additional rule could specify the circumstances when Γ gets reset to lo. This could
happen, for instance, if no hi-criticality jobs are active at some instant in time. (We
will not discuss the process of resetting Γ← lo any further in this document, since this
is not relevant to the certification process — lo-criticality certification assumes that
the system never exhibits any hi-criticality behavior, while hi-criticality certification
is not interested in the behavior of the lo-criticality tasks.)
4.3.1 An Efficient Implementation of Run-Rime Dispatching
For traditional (non-MC) sporadic task systems consisting of n tasks, uniprocessor EDF
can be implemented efficiently to have a run-time complexity of O(log n) per event, where
an event is either the arrival of a job, or the completion of the execution of a job (see,
e.g., (Mok, 1988)). A direct application of such implementations can be used to obtain an
implementation of the run-time dispatching of EDF-VD that has a run-time of O(log n) per
job-arrival and job-completion event. However, EDF-VD potentially needs to deal with an
additional run-time event: the change in the criticality level of the behavior from lo to hi
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(this is the event that is triggered at the instant that Γ gets assigned the value hi). Since
this event requires that each subsequent scheduling be done according to each hi-criticality
task’s original deadline, explicitly recomputing priorities according to these original deadlines
would take time linear in the number of hi-criticality tasks — in the worst case, O(n) time.
We now describe an implementation of EDF-VD’s run-time system that has a worst-case
run-time of O(log n) per event for all three kinds of events: job arrival, job completion, and
change in the criticality level of the behavior from lo to hi.
Recall that a priority queue supports the operations of inserting (“insert”) and deleting
the smallest item (“deleteMin”) in logarithmic time, and the operation of finding the smallest
item (“min”) in constant time. In addition, the standard priority queue data structure
can be enhanced to support the deletion of a specified item (the “delete” operation), also
in logarithmic time (see, e.g, (Cormen et al., 2009, Sec. 6.5)). We maintain two such
enhance priority queues, Qlo and Qhi. We also use a timer that is used to indicate whether
the currently-executing job has executed for more than its lo-criticality WCET (thereby
triggering the assignment Γ← hi).
Initially, Γ ≡ lo and there are three kinds of events to be dealt with: (1) the arrival of
a job; (2) the completion of a job; and (3) Γ being assigned the value hi. We consider each
separately, below. Suppose that the event occurs at time-instant tc, and let Jc denote the
currently-executing job.
1. A job of task τi arrives at time tc.
(a) Insert the newly-arrived job into Qlo, prioritized according to its modified schedul-
ing deadline.
(b) If χi = hi (i.e., if it is a hi-criticality job), then also insert it into Qhi, prioritized
according to its unmodified (i.e., actual) scheduling deadline.
(c) If Jc is no longer the minimum job in Qlo, it must be the case that the newly-
arrived job has an earlier modified deadline than Jc’s modified deadline. In
that case, the newly-inserted job becomes Jc, and the timer is set to go off at
tc + Ci(lo) (when this newly-inserted job would exceed its lo-criticality WCET
if allowed to execute without interruption).
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2. The currently-executing job Jc completes execution at time tc.
(a) Delete this job from Qlo, using the deleteMin operation supported by priority
queue implementations.
(b) If it was a hi-criticality job, also delete it from Qhi — this would be accomplished
by a delete operation.
(c) Set the current-job indicator Jc to denote the new minimum (modified) deadline
job — the “minimum” job in Qlo; and set the timer to go off at tc+ this job’s
remaining lo-criticality WCET (when the job would exceed its lo-criticality
WCET if allowed to execute without interruption).
3. The timer goes off, indicating that the currently-executing job has executed beyond
its lo-criticality WCET without signaling completion. The system is therefore now
in hi-criticality mode, and we switch to scheduling according to Qhi. Henceforth, all
run-time dispatch decisions are taken as indicated by this priority queue.
After Γ becomes hi, no lo-criticality jobs need execute, and hi-criticality jobs are executed
according to EDF with their original (unmodified) deadlines. Hence subsequent run-time
dispatching is done as for traditional EDF scheduling (as described in, e.g., (Mok, 1988)),
with Qhi being the priority queue used for this purpose.
4.4 Some Properties of EDF-VD Algorithm
In this section, we discuss two properties of EDF-VD algorithm. The first property is that
EDF-VD algorithm is strictly superior than WCR-scheduling algorithm; the second property
is that EDF-VD algorithm successfully schedules a boundary case where U2(1) = 0.
4.4.1 Comparison with Worst-Case Reservation Scheduling
Under the worst-case reservations strategy that is widely used in the design of mixed-
criticality systems, computing capacity is provisioned to each task at its own criticality level.
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That is, the MC task system τ is mapped on to the traditional (non-MC) task system
⋃
τi∈τ
{(
Ci(χi), Ti
)}
and scheduled using regular EDF. It directly follows from the utilization-bound result of
EDF (Liu and Layland, 1973) that the condition
U1(1) + U2(2) ≤ 1 (4.8)
is necessary and sufficient for ensuring that EDF can schedule τ to meet all deadlines,
provided each lo-criticality job executes for up to its lo-criticality WCET and each hi-
criticality job executes for up to its hi-criticality WCET. This covers all lo-criticality and
all hi-criticality behaviors of τ .
We now show that Algorithm EDF-VD strictly dominates the worst-case reservations
approach: any task system that can be scheduled using worst-case reservations can be
scheduled by EDF-VD.
Theorem 4.3. Any task system τ that is correctly scheduled using worst-case reservations
is also correctly scheduled by EDF-VD.
Proof. Any task system that can be scheduled using worst-case reservations satisfies Condi-
tion 4.8 above.
U1(1) + U2(2) ≤ 1
⇒ (Since U2(1) ≤ U2(2))
U1(1) + U2(1) ≤ 1
⇒ U2(1)
1− U1(1) ≤ 1
From this and Equation 4.3, we conclude that x is assigned a value ≤ 1 by Algorithm
EDF-VD.
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Now, Theorem 4.2 contains the following sufficient condition for EDF-VD schedulability:
xU1(1) + U2(2) ≤ 1 ,
which always holds since Condition 4.8 holds and x ≤ 1.
4.4.2 Task Systems τ with U2(1) = 0
It is interesting to analyze the manner in which EDF-VD deals with task systems in which
the lo-criticality WCET of each hi-criticality task is equal to zero. (This would be the case
for systems in which a “mode change” can be thought to occur when the high-criticality
behavior is triggered.)
For such a system τ , observe that U2(1) = 0. Therefore, the value assigned to the scaling
parameter x in Step 1 of Figure 4.1 is equal to zero, and the test in Step 2 of Figure 4.1
evaluates to true to all τ with U2(2) ≤ 1. Thus EDF-VD can schedule any task system for
which U2(1) = 0 that satisfies the condition
U1(1) ≤ 1 and U2(2) ≤ 1 .
I.e., EDF-VD can schedule any such system provided the lo-criticality and the hi-criticality
behaviors are separately schedulable.
Continuing to analyze the pseudo-code in Figure 4.1 for this special case, we observe
that EDF-VD assigns each hi-criticality task τi a modified period Tˆi equal to zero. Thus
during run-time each job of a hi-criticality task immediately becomes an earliest-deadline
(and hence highest-priority) one upon arrival. If it is discovered to have a non-zero execution
time, the criticality-level indicator is immediately assigned the value hi (i.e., Γ← hi), and
all lo-criticality jobs are immediately discarded.
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4.5 Speedup Factor of EDF-VD Algorithm
The speedup factor of an algorithm A for scheduling mixed-criticality systems is defined to be
the smallest real number f such that any task system τ that is schedulable on a unit-speed
processor by a hypothetical optimal clairvoyant algorithm is successfully scheduled on a
speed-f processor by algorithm A. The speedup factor is a convenient metric for comparing
the worst-case behavior of different algorithms for solving the same problem: the smaller
the speedup factor, the closer the behavior of the algorithm to that of a clairvoyant optimal
algorithm.
Theorem 4.4. The speedup factor of EDF-VD is ≤ 43 .
Proof. To prove this theorem, we will show that any MC implicit-deadline sporadic task
system that is clairvoyantly schedulable on a speed-34 processor is schedulable by EDF-VD
on a unit-speed processor.
Let b denote an upper bound on both the lo-criticality utilization and the hi-criticality
utilization of task system τ :
b ≥ max
(
U1(1) + U2(1), U2(2)
)
(4.9)
By Theorems 4.1 and 4.2, we know that if an x satisfying both theorems exists, there will
be no deadline miss. Since Theorem 4.1 requires that
U2(1)
1− U1(1) ≤ x
while Theorem 4.2 requires that
x ≤ 1− U2(2)
U1(1)
,
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we can derive Expression 4.10 below as a sufficient condition for τ to be successfully scheduled
using EDF-VD:
U2(1)
1− U1(1) ≤
1− U2(2)
U1(1)
⇐ (Since U1(1) + U2(1) ≤ b⇒ U2(1) ≤ b− U1(1))
b− U1(1)
1− U1(1) ≤
1− U2(2)
U1(1)
⇐ (Since U2(2) ≤ b)
b− U1(1)
1− U1(1) ≤
1− b
U1(1)
⇔ (
U1(1)
)2 − U1(1) + (1− b) ≥ 0 (4.10)
Now if we set b← 34 , Expression 4.10 becomes
(
U1(1)
)2 − U1(1) + 1
4
≥ 0
⇔ (
U1(1)− 1
2
)2 ≥ 0
which is true for all values of U1(1).
We have thus shown that any task system that is clairvoyant schedulable on a speed-34
processor is scheduled by EDF-VD to meet all deadlines on a unit-speed processor. It
therefore follows that any task system that is clairvoyant schedulable on a unit-speed
processor is scheduled by EDF-VD to meet all deadlines on a speed-43 processor, as claimed
by this theorem.
We now show that EDF-VD is optimal with regard to speedup factor:
Theorem 4.5. No non-clairvoyant algorithm for scheduling dual-criticality implicit-deadline
sporadic task systems can have a speedup bound better than 43 .
Proof. Consider the example task system τ = {τ1, τ2}, with the following parameters, where
 is an arbitrarily small number > 0:
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τi χi Ci(lo) Ci(hi) Ti
τ1 lo 1 +  1 +  2
τ2 hi 1 +  3 4
This system is schedulable by a clairvoyant scheduler: EDF would meet all deadlines in
lo-criticality behaviors (since U1(1) +U2(1) ≤ 1), while only jobs of τ2 would get to execute
in hi-criticality behaviors.
To see that τ cannot be scheduled correctly by an on-line scheduler, suppose both
tasks were to generate jobs simultaneously. It need not be revealed prior to one of the jobs
receiving (1 + ) units of execution, whether the behavior is a lo-criticality or a hi-criticality
one. We consider two cases.
1. τ1’s job receives (1+) units of execution before τ2’s job does. In this case, the behavior
is revealed to be a hi-criticality one. But now there is not enough time remaining for
τ2’s job to complete by its deadline at time-instant 4.
2. τ2’s job receives (1+) units of execution before τ1’s job does. In this case, the behavior
is revealed to be a lo-criticality one, in that τ2’s job signals that it has completed
execution. But there is not enough time remaining for τ1’s job to complete by its
deadline at time 2.
We have thus shown that no non-clairvoyant algorithm can correctly schedule τ . The
theorem follows, based on the observation that max
(
U1(1) + U2(1), U2(2)
)
exceeds 3/4 by
an arbitrarily small amount.
4.6 Summary
In this chapter, we focus on a special case of mixed-criticality sporadic tasks — the implicit-
deadline tasks. Because the conciseness of the implicit-deadline task model makes it very
popular in the real-time system research, we spend a whole chapter discussing the scheduling
problem under this model.
Different from the OCBP algorithm in Chapter 3, EDF-VD algorithm is presented as
a scheduling policy in Section 4.1 (more run-time details are discussed later in Section
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4.3). Therefore, we need to construct the schedulability test for this scheduling policy. In
Section 4.2, we describe and prove the schedulability condition in Figure 4.1. The proof
is done by considering the maximum time demand over a low-criticality or high-criticality
busy interval, while the time demand in the interval is shaped by utilizations. A possible
future work may exist because we actually simplified the problem by discarding specific task
parameters in the system. If we can bound the time demand by a more detailed description
with task parameters, we may get a more accurate schedulability condition. The current
result consists of only utilizations — it means that all sporadic task systems are equivalent
in the schedulability test if they have identical high/low utilizations.
The speedup factor for EDF-VD algorithm on mixed-criticality implicit-deadline sporadic
tasks is 4/3, which is better than the previously shown factor 1.618 (Baruah et al., 2011a).
Surprisingly, it is also better than OCBP algorithm’s 1.618 factor on mixed-criticality jobs
(which is shown to be optimal in two-criticality-level case). The reason is that implicit-
deadline model imports more constraints to the system, so we can shape the time demand
in an interval more accurately. We show that the 4/3 factor is optimal, which means that it
is impossible to discover any on-line scheduling algorithm that has a better speedup factor
(but it is possible to find a better algorithm that accepts more task sets that EDF-VD). As
a further contribution, we have shown how EDF-VD can be implemented to have a run-time
complexity per scheduling decision that is logarithmic in the number of tasks, and thus
demonstrated the practical applicability of the algorithm.
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CHAPTER 5
Scheduling Mixed-Criticality
Arbitrary-Deadline Tasks
In this chapter, we discuss the scheduling of mixed-criticality arbitrary-deadline tasks
with EDF-VD algorithm. Because the scheduling policy remains the same as in Chapter 4,
we focus on the schedulability test in Section 5.2, and on the speedup factor in 5.3.
5.1 Overview
Here we study the case in which deadlines do not equal periods, the so-called sporadic task
system with arbitrary deadlines. In this chapter we still only consider task systems that
consist of two criticality levels.
In the case that deadlines are not equal to periods, we need more than the notion of
utilization in order to determine schedulability. In classical real-time scheduling theory, the
load of an instance denotes the maximum over all time intervals, of the cumulative execution
requirement by jobs of the instance over the interval, normalized by the interval length.
Informally, the load of an instance represents a lower bound on the speed of any processor
upon which it can meet all deadlines.
As introduced in Section 1.3, a sporadic task system τ can generate infinitely many
different instances. Each instance can be seen as an independent collection of jobs where
the realized arrival time of job Jij of task τj is denoted by aij and its absolute deadline
by dij = aij + dj . Then for instance I of the mixed-criticality system we can define three
notions of load, analogous to the beforementioned concept from real-time scheduling.
The following definition defines the “worst-case load” of a mixed-criticality system, in
addition to the previously defined loads in different criticality levels:
Definition 5.1. The load `(I), the lo-load `1(I) and the hi-load `2(I) of a mixed-criticality
instance I with two criticality levels are defined according to the following three formulas:
`(I) = max
0≤t1<t2
∑
Jij :t1≤aij∧dij≤t2
cj(χj)
t2 − t1 ,
`1(I) = max
0≤t1<t2
∑
Jij :t1≤aij∧dij≤t2
cj(1)
t2 − t1 ,
`2(I) = max
0≤t1<t2
∑
Jij :χj=2∧t1≤aij∧dij≤t2
cj(2)
t2 − t1 .
Informally, `(I) is the largest load the system can have if no job is omitted at all; `1(I)
is the largest load the system can have if we clairvoyantly know that the system runs in
lo-criticality level; `2(I) is the largest load the system can have if we clairvoyantly know
that the system runs in hi-criticality level.
These definitions extend in the obvious manner to systems of sporadic tasks. The load
of sporadic task system `(τ) is defined to be the largest value that `(I) can have, for any
instance I generated by τ . We define by the synchronous arrival sequence of task system τ
the collection of job arrivals in which each task generates a job at time-instant zero, and
subsequent jobs arrive as soon as possible. It is well-known (Baruah et al., 1990) that the
largest demand over any time interval is reached for this synchronous arrival sequence. Also,
note that only values of t1 and t2 have to be considered where t1 is equal to some aij and
t2 is equal to some dij . For the interval [0, lcm{c1, . . . , cn}), there are a pseudo-polynomial
number of such intervals [t1, t2).
Thus, for any task system τ , all three loads can be computed in pseudo-polynomial time
using well-known techniques for determining the loads of “regular” (i.e., non-MC) sporadic
task systems. Specifically, `(τ), `1 and `2 are respectively the loads of “regular” sporadic task
systems {(cj(χj), dj , cj) |τj ∈ τ}, {(cj(1), dj , cj) |τj ∈ τ} and {(cj(2), dj , cj) |τj ∈ τ ∧χj = 2}.
In the sequel we will abbreviate `(τ), `1(τ) and `2(τ) to `0, `1 and `2.
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5.2 Schedulability Test
The following observation gives a necessary condition for any scheduling algorithm to schedule
an MC task system.
Claim 5.1. If for any MC task system τ , `1 > 1 or `2 > 1, the system is not schedulable by
any scheduling algorithm.
The relationship between the three loads is given in the next observation.
Claim 5.2. For any MC task system τ , `0 ≤ `1 + `2.
Algorithm EDF-VD: The EDF-VD algorithm proceeds as follows:
Case 1. If `0 ≤ 1, schedule all the jobs with EDF scheduler according to their original
deadlines;
Case 2. If `0 > 1, test if `1 + `2/2 ≤ 1 and (`1`2 − 2`1)2 − 4`1(`1 − `2 + `22) ≥ 0. If
both inequalities hold, set x = 1− `2/2, scale the relative deadlines of every hi-criticality
job Jij from task τj from dj to dˆj = xdj , and accordingly, the absolute deadlines from
dij = aij + dj to dˆij = aij + xdj . In lo-criticality level, schedule all the jobs with the EDF
scheduler according to the original deadlines of lo-criticality jobs and the virtual deadlines
of hi-criticality jobs; when the system’s behavior alters to hi (a hi-criticality job uses more
than its lo-criticality WCET), cancel all lo-criticality jobs, reset all hi-criticality jobs’
deadlines to the original ones, and schedule the hi-criticality jobs with EDF according to
their original deadlines immediately.
We prove that the EDF-VD algorithm is correct by the following three theorems.
Theorem 5.1. If an MC task system τ satisfies `0 ≤ 1, it is schedulable by EDF-VD.
Proof. Notice that if every job uses its maximum execution time, which means all lo-
criticality jobs use cj(1) and all hi-criticality jobs use cj(2), the load of the system will be
bounded by `0. Since EDF is the optimal scheduling strategy on a preemptive uniprocessor,
Case 1 of EDF-VD algorithm guarantees that the task system is schedulable if `0 ≤ 1.
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Theorem 5.2. If an MC task system τ satisfies `1 ≤ 1, setting the scaling parameter x
in the EDF-VD algorithm such that `1 ≤ x ≤ 1, will guarantee that the system meets all
deadlines in lo-criticality behavior.
Proof. To prove that there is no deadline miss, we assume the opposite, which is that a job
J0 misses its deadline in lo-criticality behavior. Let I denote a minimal instance of jobs
released by τ on which a deadline is missed. The deadline of job J0 is denoted as d0. Now,
if we inspect the jobs that can block job J0 from execution (in the sense that they have
an earlier (virtual) deadline and are therefore given priority by EDF), it can only be the
lo-criticality jobs that have deadlines no greater than d0, and the hi-criticality jobs that
have virtual deadlines no greater than d0. Notice that all virtual deadlines can be represented
as dˆij = aij + xdj ≥ x(aij + dj) = xdij . If dˆij ≤ d0, the previous inequality leads to the
conclusion that all hi-criticality jobs that can block the execution of job J0 will have actual
absolute deadline no later than d0/x. Therefore, the cumulative execution requirement of
the system until time d0 is at most `1 · d0/x in lo-criticality behavior. Because J0 misses its
deadline d0, it must hold that
d0
x
`1 > d0
⇔ `1 > x. (5.1)
Since we assumed that job J0 missed its deadline in lo-criticality behavior, the contrapositive
of (5.1),
x ≥ `1, (5.2)
must be a sufficient condition for schedulability in lo-criticality level.
Theorem 5.3. If an MC task system τ satisfies (`1`2 − 2`1)2 − 4`1(`1 − `2 + `22) ≥ 0, then
by selecting x = 1− `2/2 as the scaling parameter in the EDF-VD algorithm, the system
will not miss any deadline in hi-criticality behavior.
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Proof. To prove that there is no deadline miss, we argue by contradiction and assume that a
job J2 misses its deadline at time d2. Let I denote the minimal instance in which a deadline
miss occurs. Therefore, job J2 must be of hi-criticality. Denote by time t
∗ the time instant
that hi-criticality behavior is first flagged.
Claim 5.3. All jobs Jij that are executed in [t
∗, d2), have actual absolute deadline dij ≤ d2,
where d2 is the deadline of the job that misses its deadline.
Proof. Note that only jobs of hi-criticality level will execute after t∗. Further, after t∗ the
original deadlines of all jobs are restored. Now suppose there is a job that has a deadline
larger than d2, but is executed somewhere in [t
∗, d2) and let [t′, t′′) be the last interval in
which it was executed. That means that in that interval no jobs with deadlines smaller or
equal to d2 were pending. The instance obtained by only considering the jobs with release
time at least t′′ also misses a deadline and this contradicts the assumed minimality of I.
It is crucial to explicitly identify which jobs can block the execution of job J2. We have
seen from Fact 5.3 that all jobs that are executed after t∗ can block the execution of J2 (for
their hi-criticality execution time). We define the set of jobs which are executed after t∗ as
S2. From the definition J2 ∈ S2, and furthermore, the jobs in S2 (except J2 itself) are the
only jobs that can block the execution of J2 in hi-criticality. Thus in lo-criticality, the jobs
that block execution of jobs in S2 will consequently block the execution of J2.
Definition 5.2. Let t be the time instant when the first job in S2 is released. This job is
denoted as J1 and d1 is its actual absolute deadline.
By definition, we know that before time t, there are no jobs in S2 available. Thus J2 is
also released at or after t. And from Fact 5.3, all jobs in S2 have deadlines no later than d2,
which implies d1 ≤ d2.
In order to calculate the maximum possible execution requirement that blocks execution
of J2, we present the following lemma.
Lemma 5.1. Any job Jij that is in the minimal instance I and is able to block the execution
of J2 in lo-criticality behavior must have absolute deadline dij ≤ t + x(d2 − t) if it is a
lo-criticality job, and virtual absolute deadline dˆij ≤ t+ x(d2 − t) if it is a hi-criticality job.
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Proof. Note that no lo-criticality job Jij with dij > dˆ1 will execute at or after t. That
would mean that somewhere in the interval [t, t∗) there is no job with deadline at most dˆ1
awaiting execution. This contradicts the fact that J1 is in S2 (and thus receives execution
after t∗) and hence is not finished before t∗.
Suppose there is a lo-criticality job Jij with dij > dˆ1 that executes somewhere before
t. Denote by t′ the latest moment in time where it executes. At this point there are no
available jobs with deadline at most dˆ1 and the instance obtained by only considering jobs
released after t′ also misses a deadline. That contradicts the assumed minimality of I.
So, any lo-criticality job Jij must have a deadline dij ≤ dˆ1 = t+x(d1− t) ≤ t+x(d2− t),
where the last inequality comes from Fact 5.3.
Suppose that there is a hi-criticality job Jij with virtual deadline dˆij , that is released
at time aij ≤ t. Since its actual deadline is at most d2, its virtual deadline is at most
aij+x(d2−aij) and this is no more than t+x(d2−t). Hence, such a job has dˆij ≤ t+x(d2−t).
If its release time aij > t, the job can only receive execution in lo-criticality level if its
virtual deadline is at most the virtual deadline of J1. Hence, dˆij ≤ dˆ1 = t + x(d1 − t) ≤
t+ x(d2 − t).
Now, similar to the concept of S2, we define the set of lo-criticality jobs that are able
to block execution of jobs in S2 (which includes J2) as S
1
1 , and the set of hi-criticality jobs
that are only executed before t∗ and that are able to block the execution of jobs in S2 as S21 .
Definition 5.3. Let c11 be the sum of execution requirements of jobs in S
1
1 ; c2 the sum of
execution requirements of jobs in S2; and let c
2
1 be sum of execution requirements of jobs in
S21 .
Definition 5.4. Let d = d2 − t. This means that d is the length of the time interval where
jobs from S2 exist.
From Lemma 5.1, we directly get the following two inequalities

c11 ≤ `1(t+ xd)
c11 + c
2
1 ≤ `1(t/x+ d).
(5.3)
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The second inequality holds because aij + xdj = dˆij ≤ t+ xd gives that dj ≤ (t+ xd)/x,
similar to the conclusion we get in the proof of Theorem 5.2.
By definition of `2, we also obtain another set of inequalities
c2 ≤ `2d
c2 + c
2
1 ≤ `2(t/x+ d).
(5.4)
Since J2 misses its deadline d2 = t+ d as we assumed, we have c
1
1 + c
2
1 + c2 > d2, which is
equivalent to c11 + c
2
1 + c2 − t > d. This is to say, there exist certain d and t such that for
given L and x, c11 + c
2
1 + c2 − t > d holds. Without loss of generality, we assume that d is
constant (since all other values can be scaled proportionally), then the maximum value of
c11 + c
2
1 + c2 − t for all possible t will be greater than d.
In order to get the maximum value of our object function o(t) = c11 + c
2
1 + c2 − t, from
inequalities (5.3) and (5.4), we get
o(t) ≤

f(t) = `1(t+ xd) + `2(t/x+ d)− t
g(t) = `1(t/x+ d) + `2d− t.
(5.5)
Note that since `1 + `2 > 1 (otherwise it must be the case that `0 ≤ `1 + `2 ≤ 2×0.5 = 1,
according to Observation 5.2) and `1/x ≤ 1 (because of Theorem 5.2) We obtain the following
two inequalities

∂f(t)
∂t
= `1 + `2/x− 1 ≥ `1 + `2 − 1 > 0
∂g(t)
∂t
= `1/x− 1 ≤ 1− 1 = 0,
(5.6)
The inequalities in (5.6) show that when t increases, f(t) increases and g(t) decreases,
for t ∈ (0,+∞). Thus max [o(t)] can not exceed the intersection of f(t) and g(t), otherwise
at least either the inequalities in (5.3) or in (5.4) will be violated. We denote the value of t
where f(t) = g(t) as γ.
It is easy to find that
69
γ =
`1(1− x)xd
`2 − `1(1− x) , (5.7)
and therefore
max [o(t)] ≤ o(γ) = `
2
2 + `1`2x− `1x+ `1x2
`2 − `1 + `1x d (5.8)
That is to say, if J2 misses its deadline as we assumed, it must hold that o(γ) > d for
given `1, `2 and x. Or equivalently,
`1x
2 + (`1`2 − 2`1)x+ `1 − `2 + `22 > 0. (5.9)
However, x is a value of our choice between (0, 1). We can select x = −(`1`2−2`1)/2`1 =
1− `2/2 ∈ (0, 1) to get the minimum value of the left side of inequality (5.9). If inequality
o(γ) > d must hold, we need to let
(`1`2 − 2`1)2 − 4`1(`1 − `2 + `22) < 0, (5.10)
so that o(γ) > d no matter what value we choose for x.
Finally we reach our conclusion that if J2 misses its deadline for certain t and d as
we assumed, we must have inequality (5.10) to hold to assure that o(γ) ≥ max [o(t)] > d.
Because we assumed that a job would miss its deadline in hi-criticality behavior, the
contrapositive of (5.10),
(`1`2 − 2`1)2 − 4`1(`1 − `2 + `22) ≥ 0 (5.11)
is sufficient to guarantee no deadline miss in hi-criticality level if we select x = 1− `2/2.
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Theorem 5.4. If for any MC task system τ , `1+`2/2 ≤ 1 and (`1`2−2`1)2−4`1(`1−`2+`22) ≥
0, the system is schedulable by the EDF-VD algorithm.
Proof. By Theorem 5.3, we can select x = 1 − `2/2 to guarantee no deadline miss in hi-
criticality level. By Theorem 5.2, x = 1 − `2/2 ≤ `1 can guarantee no deadline miss in
lo-criticality level.
Theorem 5.5. If for any MC task system τ , `0 ≤ 1 or max{`1, `2} ≤ 4− 2
√
3, the system
is schedulable by the EDF-VD algorithm.
Proof. If `0 ≤ 1, by Theorem 5.1, the system is schedulable. Otherwise, we can assume
that L > 0.5(otherwise it must be the case that `0 ≤ L + L ≤ 2 × 0.5 = 1, according to
Observation 5.2). Now if we define the left side of (5.11) as L(`1, `2), it’s easy to verify that

∂L(`1, `2)
∂`1
= 2`2[`1(`2 − 4)− 2`2 + 2] < 0
∂L(`1, `2)
∂`2
= 2`1[`1(`2 − 2)− 4`2 + 2] < 0.
(5.12)
Therefore, if we define L = 4− 2√3, the minimum value of L(`1, `2) is reached at (L,L).
Hence we have
L(`1, `2) ≥ L(L,L) = (L2 − 2L)2 − 4L3 = 0. (5.13)
Obviously `1 + `2/2 ≤ 1. By Theorem 5.4, the system is schedulable by EDF-VD
algorithm.
5.3 Speedup Factor Result
Theorem 5.6. If an MC task system τ is schedulable on a given processor, it is schedulable
by the EDF-VD algorithm on a processor that is 1 + 12
√
3 ≈ 1.866 times faster.
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Proof. If an MC task system τ is schedulable on a given processor, by Observation 5.1, `1
and `2 on the given processor are no greater than 1. Thus on the (1 +
1
2
√
3)-speed processor,
its `′1(T ) and `′2(T ) are no greater than 1/(1 +
1
2
√
3) = 4− 2√3. By Theorem 5.5, this task
system is schedulable on the (1 + 12
√
3)-speed processor.
Theorem 5.7. There exists a sporadic task system τ with `1 = `2 = 4 − 2
√
3 +  (with
 > 0 arbitrarily small) which can not be scheduled by the EDF-VD algorithm.
Proof. Again, we define L = 4 − 2√3, N is a very large positive integer and M is a very
large positive integer, even compared to N . We define a task system τ as follows (every task
is represented respectively as ([cj(1), cj(2)], dj , cj , χj))
T = {τ1 = ([L,L],1− , +∞, 1),
τ2 = ([0, L+ ],1, +∞, 2),
τ31 = ([(
√
L− L)/N, (
√
L− L)/N ],1 + (1/
√
L− 1)/N, +∞, 2),
τ32 = ([(
√
L− L)/N, (
√
L− L)/N ],1 + 2(1/
√
L− 1)/N, +∞, 2),
· · · ,
τ3i = ([(
√
L− L)/N, (
√
L− L)/N ],1 + i(1/
√
L− 1)/N, +∞, 2),
· · · ,
τ3N = ([(
√
L− L)/N, (
√
L− L)/N ],1/
√
L, +∞, 2),
· · · ,
τ3M = ([(
√
L− L)/N, (
√
L− L)/N ],1 +M(1/
√
L− 1)/N, +∞, 2)}.
It is easy to verify that `1 and `2 of τ are both L+ , by considering the synchronous
arrival sequence, i.e., all tasks release a job at time 0 and subsequent job are release as soon
as permitted by the problem parameters. If we only consider τ1 and τ2, the claim is trivial.
If we take τ31 , τ32 , · · · , and τ3i into consideration, we can see the lo-criticality time demand
in time interval [0, 1 + i(1/
√
L− 1)/N) is
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`1 ≥ L+ i(
√
L− L)/N
1 + i(1/
√
L− 1)/N = L.
A similar inequality holds for `2. Therefore `1 and `2 of τ are both L+ .
Now let us assume that we have selected a scaling factor x. We would like to show that
the system is not schedulable with this (arbitrary) given x.
Given x, we assume that τ2 releases its first job at time 1− x, and all other tasks release
their first job at time 0 . Then, the actual deadline of the first job of τ2 (denoted as J2) is
d2 = 1− x+ 1 = 2− x, and the virtual deadline will be d′2 = (1− x) + x× 1 = 1. Because
the virtual deadline is greater than the deadline of the first job of τ1 (denoted as J1), which
is d1 = 1− , J2 will wait until J1 finishes.
Also, we would like to know how many jobs in the set S3 = {τ31 , · · · , τ3i , · · · , τ3N , · · · , τ3M }
will execute before d2. If N is sufficiently large, we can represent the lo-criticality execution
requirement of S3 in time interval [0, t) where t ≥ 1 as Lt− L because we can always find
an i such that 1 + i(1/
√
L− 1)/N is sufficiently close to t, and we only have to subtract L
which is the WCET of J1.
We know that every job in S3 with xdi < d2 = 1 (i.e., di < 1/x) will be executed before
J2. As stated in previous paragraph, the execution requirement for this time interval [0, 1/x)
will be L/x− L.
Now let us calculate the execution requirement until time d2. It will be L + L +
 + L/x − L = L + L/x + . Also, d2 = 2 − x as we computed. It is obvious that
L+L/x+−(2−x) = L+L/x+x−2+ ≥ L+2√L−2 = 4−2√3+2(√3−1)−2+ =  > 0.
Hence, for this arbitrarily given x, we can always release the jobs carefully so that in the
time interval [0, 2− x), the execution requirement is greater than the length of the interval
(intuitively, smaller x will take more jobs in S3 into account, and larger x will reduce the
length of [0, 2 − x) which eventually causes a deadline miss, too). This implies that is is
impossible to schedule τ using the EDF-VD algorithm.
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5.4 Summary
We explore the arbitrary-deadline sporadic task, which is a more generalized task model
in this chapter. The run-time scheduling policy keeps the same as in Chapter 4 — we
still use EDF-VD algorithm which applies virtual deadlines to high-criticality, while a new
schedulability test is applied to this new case. We maintain the idea for constructing the
schedulability test — considering the maximum time demand over a low-criticality or high-
criticality busy interval. The schedulability test becomes more complicated as the shaping
of time demands over an interval becomes harder by loads, compared with by utilizations.
The speedup factor for EDF-VD algorithm on mixed-criticality arbitrary-deadline tasks
is 1.866. We show that this factor is the best we can get for EDF-VD algorithm. No better
factor (with a low bound of 1.618 shown in Section 3.5) can be achieved unless the current
version of EDF-VD algorithm is modified or better algorithms are invented.
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CHAPTER 6
Other Contributions
In this chapter, we briefly introduce other contributions including the extension of OCBP
algorithm on recurrent tasks and the extension of EDF-VD algorithm on multiprocessor
platforms.
6.1 OCBP Algorithm on Mixed-Criticality Recurrent Tasks
In Chapter 3, we considered the scheduling of mixed-criticality job instances: workloads that
are specified as collections of independent jobs rather than as systems of recurrent tasks.
Though OCBP is designed to work on mixed-criticality jobs, it can also be extended to
support mixed-criticality sporadic task systems.
The two main obstacles to apply OCBP algorithm to sporadic task systems are: (1) The
OCBP algorithm has two phases: an off-line phase during which priorities are computed
for all the jobs, followed by the run-time phase which deploys priority-based dispatching
using the priorities assigned during the off-line phase. But since any instance generated by a
sporadic task system may contain infinitely many jobs, the off-line procedure for computing
all the priorities prior to runtime is not guaranteed to terminate. (2) The algorithm for
determining OCBP priorities requires the complete specification of all the jobs in the instance.
However, under the (reasonable) assumption that our run-time scheduling algorithm is not
clairvoyant, we do not know this information beforehand for sporadic task systems: although
we may know a lower bound on the release times of jobs, a jobs exact release time only
becomes known when it is actually released.
We deal with the first of these problems — potentially infinitely many jobs — by only
assigning priorities, at each instant in time, to those jobs that arrive during the current
busy interval, where the busy interval refers to a maximal continuous interval of time during
which the processor is not idled. (This is reasonable: since OCBP scheduling never idles
the processor while there are jobs awaiting execution, scheduling decisions made within a
particular busy interval are not impacted by the priorities assigned to jobs arriving outside
that busy interval.) For any sporadic task system with all loads `k strictly less than one,
prior techniques from real-time scheduling theory can be applied to bound the maximum
length of the longest busy interval, and thereby determine the largest collection of jobs that
can possibly execute before the processor is idled.
Example 6.1. This example briefly shows the procedure to calculate the longest busy
interval for a dual-criticality sporadic task system τ . The loads `1 and `2 are the same as
defined in Definition 5.1. The technique can be plainly generalized to multiple criticality
level cases. We note that this is a pessimistic bound that is to show that such bounds exist,
rather than to compute the tightest bound. Less rough estimation can be obtained by more
advanced techniques (such as in (George et al., 1996; Ripoll et al., 1996)).
In OCBP algorithm, no lo-criticality job is executed once any job executes for more
than its lo-criticality WCET. Let us therefore consider the longest busy interval as being
comprised of two parts: (i) from the beginning of the busy interval up to the instant (if
any) at which some job executes for more than its lo-criticality WCET, and (ii) from that
instant to the end of the busy interval. Without loss of generality, we assume that the busy
interval starts at time-instant zero, some job executes for more than its lo-criticality WCET
at time-instant x1, and the busy interval ends at time-instant x1 + x2.
Let Dmax denote the largest deadline of any task in τ : Dmax = maxτi∈τ{Di}. All jobs
executed over [0, x1) have their release times and deadlines within the interval [0, x1 +Dmax);
hence
x1 ≤ `1(Dmax + x1) (6.1)
⇔ x1 ≤ `1
1− `1 ×Dmax (6.2)
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Since all jobs executing during [x1, x1 +x2) have their release times and deadlines within
the interval [0, x1 + x2 +Dmax, it must be the case that
x2 ≤ `2(x1 + x2 +Dmax)
⇔x2 ≤ `2
(
`1
1− `1 ×Dmax + x2 +Dmax
)
(by (6.1))
⇔x2 ≤ `2
(1− `1)(1− `2) ×Dmax
(6.3)
The length of the longest busy interval is then bounded from above by x1 + x2. Under
the assumption that `1 and `2 are both bounded from above by a constant strictly less than
one, this is easily seen to be pseudopolynomial in the representation of τ . Once the length
of the longest busy period has been bounded as above, it is straightforward to bound which
jobs could have arrived within this interval — there will be at most pseudopolynomially
many such jobs.
To deal with the second problem — job release times (and hence deadlines) not known in
advance, we assign priorities under the assumption that all jobs in the current busy interval
are released as soon as legally permitted to do so under the constraints of the sporadic task
model. Actually, for the purposes of assigning the priorities, we can assume that all these
jobs are “early-released”, which means that they are immediately available in the beginning
of the busy interval. We don’t have to simulate the behavior of the schedule as we propose in
Section 3.3. If we represent a job collection in the longest busy interval of a mixed-criticality
system τ as I and assume that the busy interval starts at time t0, a job Jk ∈ Iτ can be
assigned the lowest priority if
∑
∀i:Ji∈I
Ci(χk) ≤ (dk − t0) (6.4)
Identical to the method we described in Section 3.3, we include all jobs in the longest
busy interval in I in the beginning, and repeatedly apply the algorithm to the new collection
of jobs excluding the lowest priority job, until a full priority list is generated or the iteration
is terminated.
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During runtime, we will monitor the actual job-release times; as long as they conform
to the ones we had used in assigning priorities, we need do nothing. When they do not
so conform, we will, under some circumstances, need to re-compute the priorities assigned
to some of the jobs. The only circumstances that need priority re-computation are: the
processor is idle, or the execution of some lesser-priority job Jx is preempted due to the
release of some greater-priority job Jy. We use the following dual-criticality example to
illustrate our method, which can be generalized to multiple criticality cases.
Example 6.2. A detailed dispatching procedure for a dual-criticality sporadic task system
can be described as follows: at each instant, the job Ji with the lowest priority that has
been released but not yet signalled completion is selected for execution. This continues until
one of the following events has occurred:
1. Some job Ji executes for more than ci(lo) without signalling that it has completed
execution. This implies that the system is now in hi-criticality mode, and hi-criticality
jobs are no longer required to complete by their deadlines. We may therefore discard
all lo-criticality jobs. It follows from the correctness of the OCBP priority assignment
at to that all hi-criticality jobs that will arrive during the current busy interval are
guaranteed to complete by their deadlines.
2. Under our priority-based scheduling model, the processor is idled at some time-instant
t only if all jobs that had arrived prior to t have completed execution by time-instant t.
If this happens, the current busy interval has ended, and priorities that were assigned
at t0 to jobs that ended up not arriving during this busy interval are “canceled”. We
await the release of some job, which will signal the start of a new busy interval — at
that time, we will recompute the priorities of all jobs that could possibly be scheduled
during that busy interval.
3. The execution of some lesser-priority job Jx is preempted due to the release of some
greater-priority job Jy, say at time-instant t1. We must recompute the priority list at
this point in time. It is proved that this recomputation can always generate a new
priority list (or equivalently, the schedule according to OCBP so far doesn’t make the
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system unschedulable even though some tasks arrive late). We will not discuss the
detailed proof here.
The main theorem in this section is stated below:
Theorem 6.1. Given an MC sporadic task system τ , if the instance Iτ which consists of
the jobs in the longest busy interval of τ is OCBP-schedulable on a processor, then τ is
MC-schedulable (and thus schedulable) on the same processor.
This theorem shows that there is an algorithm that successfully schedules any mixed-
criticality sporadic task system whose longest busy interval is OCBP schedulable, or satisfies
the load condition described in Theorem 3.2. The algorithm has a pseudo-polynomial
time complexity in both pre-process and run-time stage, which is relatively computational-
expensive compared with EDF-VD algorithm in Chapter 5. However, the algorithm has
maintained the optimal speedup factor 1.618 in dual-criticality case, which is superior than
EDF-VD.
6.2 Multiprocessor Mixed-Criticality Scheduling
With the modernistic trend of implanting real-time systems on multiprocessor platforms,
it is of significance to discover the possibility of scheduling mixed-criticality systems on
multiprocessors. The EDF-VD algorithm is extended to both global multiprocessor scheduling
(tasks and jobs can migrate among processors) and partitioned multiprocessor scheduling
(tasks are assigned to dedicated processors).
6.2.1 Global Mixed-Criticality Scheduling
Our global mixed-criticality scheduling approach extends the EDF-VD uniprocessor mixed-
criticality scheduling algorithm to multiprocessors, by applying a previously-proposed multi-
processor global scheduling algorithm called fpEDF (Baruah, 2004), that was designed for
non mixed-criticality systems.
Algorithm fpEDF (Baruah, 2004) is a global EDF-based algorithm for scheduling systems
of non mixed-criticality implicit-deadline sporadic tasks upon identical multiprocessor
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platforms. Suppose that “regular” (i.e., non-MC) implicit-deadline sporadic task system τ
is to be scheduled on m unit-speed processors. During run-time all jobs of tasks in τ that
have utilization greater than 1/2 are assigned highest priority, and the remaining tasks’ jobs
are assigned priorities according to their deadlines (as in “regular” EDF).
The following theorem is a corollary from Theorem 4 in (Baruah, 2004):
Theorem 6.2. If a task system cannot be scheduled by Algorithm fpEDF on m unit-speed
processors, then it cannot be scheduled by preemptive uniprocessor EDF on a processor of
speed (m+ 1)/2.
Now we provide a high-level overview of the global mixed-criticality scheduling algorithm.
Let τ = {τ1, . . . , τn} denote the MC implicit-deadline sporadic task system that is to be
scheduled on m unit-speed preemptive processors. Our approach to scheduling τ can be
thought of as a three-phased one.
During the pre-processing phase, a schedulability test is performed to determine whether
τ can be successfully scheduled by our algorithm or not. If τ is deemed schedulable, then
an additional parameter, which we call a modified period denoted Tˆi, is computed for each
hi-criticality task τi ∈ τ . We will see the details for the pre-processing phase later.that
Tˆi ≤ Ti.
Initial run-time scheduling is done according to previously described Algorithm fpEDF
(Baruah, 2004). Since fpEDF is defined for regular, rather than mixed-criticality, task systems,
we must map the mixed-criticality tasks in τ to regular tasks. This is done as follows: each lo-
criticality task τk = (χk, Ck(lo), Ck(hi), Tk) in τ is mapped to a regular implicit-deadline task
(Ck(lo), Tk), while each hi-criticality task τk = (χk, Ck(lo), Ck(hi), Tk) in τ is mapped to a
regular implicit-deadline task (Ck(lo), Tˆk), where the Tˆk’s are the modified periods computed
during the pre-processing phase. It follows from the sustainability property (Baruah and
Burns, 2006; Baker and Baruah, 2008) of Algorithm fpEDF that if Algorithm fpEDF is able
to schedule this regular implicit-deadline sporadic task system then it is able to schedule all
lo-criticality behaviors of the MC implicit-deadline task system τ .
80
If some job does execute beyond its lo-criticality WCET without signaling that it has
completed execution, we enter the third phase of the algorithm, and the following changes
occur.
1. All currently-active lo-criticality jobs are immediately discarded; henceforth, no
lo-criticality job will receive any execution.
2. Subsequent run-time scheduling of the hi-criticality tasks (including their jobs that
are currently active) are done according to Algorithm fpEDF. In order to do so, we
must once again map these hi-criticality tasks to regular implicit-deadline tasks. This
is done as follows: each hi-criticality MC task τk = (χk, Ck(lo), Ck(hi), Tk) in τ is
mapped to a regular implicit-deadline task (Ck(hi), Tk − Tˆk).
We now specify what happens during the pre-processing phase. The idea behind
our schedulability test (pre-processing phase) is to ensure that there is sufficient computing
capacity available between this time-instant t∗ and the deadline of each currently-active
hi-criticality job, to be able to execute all these jobs for up to their hi-criticality WCET’s
by their respective deadlines. This is ensured by the manner in which the modified periods
(the Tˆk parameters) are computed. We will compute modified period values to ensure that
the following two properties are satisfied:
1. All jobs of all tasks will meet their modified deadlines in any lo-criticality behavior
of the system (i.e., if no job executes beyond its lo-criticality WCET). That is, the
collection of “regular” (non-MC) tasks
( ⋃
χi=lo
{
(Ci(lo), Ti)
})⋃( ⋃
χi=hi
{
(Ci(lo), Tˆi)
})
(6.5)
is scheduled by Algorithm fpEDF to always meet all deadlines on the available m
unit-speed processors.
2. If each hi-criticality job executes for no more than its hi-criticality WCET and each
lo-criticality job does not execute at all then each hi-criticality job can meet its
(original) deadline by beginning execution at or after its modified deadline. This is
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ensured by ensuring that the collection of “regular” (non-MC) tasks
⋃
χi=hi
{
(Ci(hi), Ti − Tˆi)
}
(6.6)
can be scheduled by Algorithm fpEDF to always meet all deadlines on the available m
unit-speed processors.
According to the description above, the pre-processing phase can be specified in pseudo-
code form in Figure 6.1. We provide an explanation of this pseudo-code below.
Step 1 checks to see whether Algorithm fpEDF can schedule the system if each lo-
criticality job executes for up to its lo-criticality WCET, and each hi-criticality job executes
for up to its hi-criticality WCET. If so, then the system can be scheduled directly by
Algorithm fpEDF; else, Steps 2-3 are executed.
In Step 2, a minimum “scaling factor” x is determined, such that if all the hi-criticality
tasks have their periods scaled by this factor x then the regular implicit-deadline task
system obtained by combining these tasks with the lo-criticality tasks would be successfully
scheduled by Algorithm fpEDF. The derivation of the value of x is as follows. According
to Theorem 6.2, Algorithm fpEDF can schedule any task system with total utilization
≤ (m+ 1)/2 (recall that m denotes the number of unit-speed processors). Since scaling the
period of each hi-criticality task by a factor x is equivalent to inflating its utilization by a
factor 1/x, for ensuring lo-criticality schedulability by fpEDF we therefore need
U1(1)(τ) +
U2(1)(τ)
x
≤ m+ 1
2
⇔U2(1)(τ)
x
≤ m+ 1
2
− U1(1)(τ)
⇔x ≥ U2(1)(τ)/
(m+ 1
2
− U1(1)(τ)
)
This accounts for the first term in the “max”. The second term is to ensure that
scaling down the period of any hi-criticality task by this factor x does not result in the task
having its lo-criticality WCET exceed its scaled-down period (equivalently, the term Ci(lo)xTi
becoming > 1 for some hi-criticality task τi).
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Task system τ = {τ1, τ2, . . . τn} to be scheduled on m processors.
1. If the regular task system ⋃
i
{
(Ci(χi), Ti)
}
is deemed schedulable on the m processors by Algorithm fpEDF, then declare success
and return.
2. x← max
(
U2(1)(τ)/
(
m+1
2 − U1(1)(τ)
)
,maxχi=hi
{
Ui(lo)
})
3. If the regular task system ⋃
χi=hi
{
(Ci(hi), (1− x)Ti)
}
is deemed schedulable on the m processors by Algorithm fpEDF, then
Tˆi ← xTi for each hi-criticality task τi
declare success and return.
else declare failure and return.
Figure 6.1: Global EDF-VD: The preprocessing phase.
Step 3 determines whether the hi-criticality tasks can be scheduled to meet all deadlines
by Algorithm fpEDF once the behavior of the system transits to hi-criticality (i.e., after
the time-instant t∗ at which some job is identified to have executed for more than its
lo-criticality WCET). If so, the modified deadline parameters — the Tˆi’s — are computed.
In the end of this subsection, we state the following conclusions without proof, in order
to provide a quantitative way to evaluate the performance of our global mixed-criticality
scheduling method.
A following sufficient schedulability condition can be derived for our multiprocessor
mixed-criticality scheduling algorithm:
Theorem 6.3. Any task system τ satisfying
U1(1)(τ) + min
(
U2(2)(τ),
U2(1)(τ)
1− U2(2)(τ) · 2/(m+ 1)
)
≤ m+ 1
2
(6.7)
is successfully scheduled by our algorithm on m preemptive unit-speed processors.
A speedup factor bound is computed for the global EDF-VD scheduling algorithm:
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Theorem 6.4. The processor speedup factor of the global EDF-VD scheduling algorithm is
no larger than (
√
5 + 1). That is, any mixed-criticality task system that can be scheduled in
a certifiably correct manner on m unit-speed processors by an optimal clairvoyant scheduling
algorithm can be scheduled by our algorithm on m speed-
(√
5 + 1
)
processors.
6.2.2 Partitioned Mixed-Criticality Scheduling
The partitioned scheduling algorithm assigns each task to a dedicated processor, then
schedule all the tasks by EDF-VD algorithm on each processor. Therefore, we do not need
to discuss the scheduling policy here because it remains the same. We only describe the
partitioning algorithm, which has two phases:
1. During the first phase each hi-criticality task is assigned to some processor while
ensuring that the cumulative hi-criticality utilization assigned to each processor does
not exceed 3/4.
2. During the second phase each lo-criticality task is assigned to some processor while
ensuring that the cumulative lo-criticality utilization assigned to each processor also
does not exceed 3/4.
Observe that by Theorem 4.4, such an assignment procedure ensures that each processor
remains schedulable by EDF-VD. The algorithm reports failure if it fails to successfully
assign every task.
Now we provide a detailed description of our partitioned mixed-criticality scheduling
algorithm. Let τ denote the implicit-deadline sporadic task system that is to be partitioned
amongst m processors. Let us assume that there are n tasks in τ , of which n1 are hi-criticality
tasks. Without loss of generality, assume that τ1, τ2, . . . , τn1 are the hi-criticality tasks, and
τn1+1, . . . , τn the lo-criticality ones. Let pi1, pi2, . . . , pim denote the m processors. Let us
suppose that tasks τ1, τ2, . . . , τi−1 have been successfully assigned. We now explain how the
task τi is assigned to a processor.
For any processor pik, let τ(pik) denote the tasks from amongst τ1, τ2, . . . , τi−1 that have
already been assigned to it. Our algorithm assigns the task τi to any processor pik satisfying
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the following condition. If i ≤ n1 (i.e., if τi is a hi-criticality task) then
Ui(hi) + ∑
τj∈τ(pik)
Uj(hi)
 ≤ 3
4
(6.8)
else (i.e., i > n1 and τi is hence a lo-criticality task)
Ui(lo) + ∑
τj∈τ(pik)
Uj(lo)
 ≤ 3
4
(6.9)
If no such pik exists, then the algorithm declares failure: it is unable to partition τ upon
the m-processor platform.
It can be easily proved that our algorithm provides a valid partition, which means after
the processor assignment, all processors are schedulable by EDF-VD after all tasks in τ have
been successfully assigned. We will not discuss the detailed proof here.
Also, a speedup factor bound is also calculated for the partitioned EDF-VD scheduling
algorithm:
Theorem 6.5. The speedup bound of the partitioned EDF-VD scheduling algorhim on an
m-processor platform is (8m− 4)/3m, which asymptotically approaching 8/3 as m→∞.
The partitioning algorithm appears to be better, from the perspective of speedup bounds,
when compared to the global algorithm. However, because neither of these two speedup
factors are proved to be tight, we will not claim the supremacy of the partitioning scheduling
algorithm.
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CHAPTER 7
Conclusion
7.1 A Summary of Research Results
Due to the rapid increase in the complexity and diversity of functionalities that are performed
by safety-critical embedded systems, the cost and complexity of obtaining certification for
such systems is fast becoming a serious concern. We believe that in mixed-criticality sys-
tems, these certification considerations give rise to fundamental new resource allocation
and scheduling challenges which are not adequately addressed by conventional real-time
scheduling theory. In this dissertation, we focus on a mixed-criticality model that is particu-
larly designed for representing mixed-criticality workloads. We derive several scheduling
algorithms, including OCBP algorithm for scheduling mixed-criticality jobs, and EDF-VD
algorithm for scheduling implicit-deadline and arbitrary-deadline mixed-criticality sporadic
tasks. We conduct a thorough investigation of the schedulability properties of these algo-
rithms, including quantitative load bounds on these scheduling algorithms, and quantitative
performance guarantees according to the speedup factors.
OCBP algorithm is an ideal scheduling algorithm for mixed-criticality jobs. It is very
efficient in the sense of both run-time complexities and computational resource utilizations.
Based on priorities, the OCBP schedulability test and the OCBP run-time dispatcher are
both easy to implement. We have shown the speedup factors of OCBP algorithm for arbitrary
numbers of criticality levels. We also show that the speedup factors are lower (hence better)
than the traditional WCR-scheduling algorithm. It is very impressive to note that OCBP
algorithm has the best speedup factors in all fixed-job-priority scheduling policies, and
more impressively, the best speedup factor 1.618 in all on-line scheduling policies for two
criticality levels. It keeps an open question how good OCBP algorithm is if compared to an
optimal (and provably in exponential time assuming P6=NP) on-line scheduling algorithm. In
order to answer that question, we need more exploration to discover the essence of optimal
on-line scheduling algorithms. Current results only show the comparison of OCBP algorithm
with clairvoyant algorithms which can assure that no computational resource is wasted
but is impractical in reality. Also, it keeps an open question what is the best possible
speedup factors in all on-line scheduling policies for arbitrary numbers of criticality levels,
and consequently, whether there is an algorithm that achieves these factors.
EDF-VD algorithm is also an ideal scheduling algorithm for dual-criticality implicit-
deadline sporadic tasks. The criteria of selecting jobs for execution (seeking the job with
the earliest virtual deadline) is very effective for indefinite job releases. We also show that
EDF-VD algorithm has a speedup factor of 4/3, which implies that EDF-VD algorithm
always utilizes no less than 75% of the computational resources. Also, this is the best speedup
factors in all online scheduling policies for two criticality levels and implicit-deadline tasks.
It is not surprising to see that implicit-deadline mixed-criticality tasks can be scheduled
with less resource wastes than mixed-criticality jobs and arbitrary-deadline tasks, because
the conciseness of implicit-deadline tasks brings in more predictability — the same as in
the non-mixed-criticality case. In fact, the hardness of scheduling mixed-criticality implicit-
deadline tasks remains an open problem since the NP-hardness proof of MC-schedulability
problem (Baruah et al., 2010c, 2012b) can not be applied to implicit-deadline case.
The choice of algorithm for scheduling mixed-criticality arbitrary-deadline sporadic tasks
is more difficult to make. Both OCBP algorithm and EDF-VD algorithm can be extended
to the arbitrary-deadline case. The OCBP algorithm for sporadic tasks keeps the speedup
factors of OCBP algorithm, including the optimal speedup factor 1.618 for dual-criticality
case. However, because the scheduling policy needs to alter the priorities of the jobs in
run-time, the run-time complexity appears high. On the other hand, the EDF-VD algorithm
for sporadic tasks keeps the low run-time complexity of the scheduling policy. As a trade-off,
the computational resource waste is higher than OCBP algorithm, and so far only the
dual-criticality case is solved by EDF-VD algorithm.
The multiprocessor mixed-criticality scheduling algorithms in this dissertation are
designed based on EDF-VD algorithm for dual-criticality implicit-deadline sporadic systems.
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As an initial effort, we show that this problem can be solved in both global and partitioned
ways. The speedup factors, 3.236 for global mixed-criticality scheduling and 2.67 for
partitioned mixed-criticality scheduling are shown to be neither optimal nor tight. Therefore,
we expect to provide some intuitions to work on and we expect to see improved results based
on our current progress.
7.2 Future Plan
Mixed-criticality scheduling research will be foreseeably attractive for a long time. After
answering the fundamental questions in mixed-criticality scheduling theory, we can still
perceive the vast blank in this area. Firstly, it is noticeable that the scheduling policies for
recurrent tasks on uniprocessor platforms are swaying among approximation ratio (OCBP
algorithm for sporadic tasks) and run-time complexity (EDF-VD algorithm for sporadic
tasks), while the comprehensive methods that excel at both are limited to two criticality
levels and implicit-deadline cases(EDF-VD algorithm for implicit-deadline sporadic tasks).
The existence of the supreme uniprocessor scheduling policy remains an open question.
Secondly, the scheduling theory on multiprocessor platforms is still incomplete because of
the lack of optimality proofs and the restriction of task types, processor types and migration
rules. Further research is required for the boundary of the performance of multiprocessor
mixed-criticality scheduling algorithms for various task types (implicit-/arbitrary-deadline)
on various processor types (identical/heterogeneous/unrelated) with various migration rules
(unrestricted/job level/task level). Finally, the scheduling theory with dependency constraints
(task dependency/resource sharing/hierarchical scheduling) is undeveloped. I would like to
work on these problems and complete the mixed-criticality scheduling theory.
Besides the scheduling theory which only gives an abstract overview of the real-time
systems, practice is always needed so that complex details of the real-world systems would be
covered. The theoretical guarantee of the temporal correctness requires a flawless interaction
between the schedulers and the other parts of the safety-critical embedded systems. In
order to completely deliver the theoretical guarantees, it is necessary to look into the role of
schedulers in such systems by studying the design and implementation of these systems, and
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provide applicable scheduling components so that the temporal correctness will be seamlessly
integrated in these systems. To meet this goal, issues like system architectures, component
communications and run-time environments must be considered, and the awareness of
possible failures must be established. We shall never be too confident in how to build
accurate models and how to reasonably apply theoretical results to the practical systems.
The importance of the connection between theory and practice shall never be underestimated.
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