A widely held but untested assumption underlying macroeconomic analysis is that the number of shocks driving economic fluctuations, q, is small. In this article we associate q with the number of dynamic factors in a large panel of data. We propose a methodology to determine q without having to estimate the dynamic factors. We first estimate a VAR in r static factors, where the factors are obtained by applying the method of principal components to a large panel of data, then compute the eigenvalues of the residual covariance or correlation matrix. We then test whether their eigenvalues satisfy an asymptotically shrinking bound that reflects sampling error. We apply the procedure to determine the number of primitive shocks in a large number of macroeconomic time series. An important aspect of the present analysis is to make precise the relationship between the dynamic factors and the static factors, which is a result of independent interest.
INTRODUCTION
A common working assumption in macroeconomics is that economic fluctuations are driven by a small number of shocks. It would not be too controversial to suggest that the number of shocks is no larger than four. In fact, it is not easy to find a business cycle model built from microfoundations with more than four shocks. Macroeconomists have been preoccupied with understanding the transmission and quantifying the importance of three shocks: technology, monetary, and fiscal policy. But what is the exact number of primitive shocks in the data? In this article we propose a simple testing procedure to determine this number, which we denote by q. More precisely, the q that we determine is the rank of the spectral density matrix of the common components in a large panel of data or, equivalently, the number of common factors in a dynamic factor model. We do this without having to estimate a dynamic factor model, however.
Surprisingly, few test exists to formally evaluate what is the exact value of q. Using a dynamic index model to analyze quarterly data for 14 series over the sample 1950:1-1970:1, Sargent and Sims (1977) rejected the one-and two-index models in favor of a model with more factors, though they noted that the two index model fits the real variables quite well. In two recent articles Forni, Giannone, Lippi, and Reichlin (2003) and Giannone, Reichlin, and Sala (2005) argued that the number of macroeconomic shocks, which they referred to as the stochastic dimension of the economy, is two. They estimated common factors from quarterly data on 190 series over the sample period and arrived at the conclusion of two shocks using a reasonable (albeit informal) judgment that two dynamic factors explain about 60% of the variation in 12 macroeconomic aggregates. However, this does not mean that two factors is optimal for the panel of data from which the factors are extracted. Furthermore, changing the cutoff point from 60% to 80% would lead to a stochastic dimension twice as large. Because there does not exist a formal test for the number of dynamic factors, their conclusion that q = 2 remains very much an assertion.
The analytical framework used by Forni et al. (2003) and Giannone et al. (2005) is the so-called "dynamic factor" model. Like the static factor model favored by Stock and Watson (2002a) , the dynamic factor model also summarizes information in a large panel of data using a small number of factors. The important distinction is that rank of the spectrum of q dynamic factors is always q. Because the r < ∞ static factors can be dynamically related, the spectrum of r ≥ q static factors has reduced rank. We can see that this rank is actually q, the number of dynamic factors. Accordingly, we refer to q as the number of primitive shocks.
In Section 2 we motivate the procedures in the context of a canonical VAR, in which the number of underlying shocks is less than the number of variables. We formally develop tests for the number of dynamic factors in Sections 3 and 4, and consider simulations and an empirical application in Section 5. We present conclusions in Section 6.
THE MINIMAL NUMBER OF PRIMITIVE SHOCKS IN VECTOR AUTOREGRESSION
Consider a vector of observed stationary time series, F t (r × 1), t = 1, . . . , T. Assume that F t is a VAR process of order p such that
where A(L) = I − A 1 L − · · · − A p L p . Throughout, we assume that the roots of A(L) = 0 all lie outside of the unit circle, and the u t 's are iid with E u t 4+δ < M < ∞ for some δ > 0. We consider the case in which u t is driven by a vector of lowerdimensional shocks. Consideration of such a VAR structure is useful in developing our main analysis, which concerns distinguishing the dynamic factors from the static factors.
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Definition 1. We say that the VAR process F t is driven by a minimal number of q innovations if there exists a r × q matrix, R, with rank q such that
where t is a q × 1 vector of innovations that are mutually uncorrelated; that is, = E( t t ) is diagonal. If we define u = E(u t u t ), then, under (2), u = R R has rank q ≤ r. Bernanke (1986) used u t as the residuals of an estimated VAR and assumed R to be full rank. The number of primitive shocks thus equals the number of variables in the system. We allow the rank of R to be less than r. It is in this sense that we are looking for the minimal number of primitive shocks. The number of primitive shocks in u t is simply the q linearly independent shocks that span u t .
Suppose that B is an arbitrary r × r matrix with rank q and that v t is vector of r × 1 shocks. Let u t = Bv t . Then u t can be expressed as u t = R t , where R is r × q and t is q × 1. To determine q, we use as starting point that a r × r semipositive definite matrix A of rank q has q nonzero eigenvalues. Let c 1 > c 2 ≥ · · · ≥ c r ≥ 0 be the ordered eigenvalues (at least one nonzero eigenvalue) and define
and
Under the assumption of rank(
A different interpretation of our test can be obtained using the spectral decomposition of A,
where β j is the eigenvector corresponding to c j . Define the kth pseudomatrix of A as
If A has r − q eigenvalues that are 0, then
It follows that our eigenvalue tests are the square root of the deviations from the null hypothesis, as measured by the matrix norm. This follows from trace(β j β j ) = β j 2 = 1 by construction, and d 2 0 = vec(A) vec(A) = tr(A A) = A 2 . In the next two sections, the matrix A, the rank of which is to be determined, is u , the covariance matrix of a set of innovations. Although u and F are not observed, they can be estimated from the data, denoted byˆ u . LetD 1,k andD 2,k be constructed from the eigenvalues ofˆ u . We show thatD 1,k andD 2,k converge to 0 (k ≥ q) asymptotically at a rate depending on the convergence rate ofˆ u to u .
Before turning to our main analysis, a remark on existing rank tests is in order. Available tests seek to determine the rank of a m × n matrix, say R, when R is consistently estimated from the regression u t = R t + v t . Our focus is on problems in which v t plays no role, but with unobservable u t . Furthermore, rank tests tend to not be asymptotically normal (see Anderson 1951; Gill and Lewbel 1992; Cragg and Donald 1996, 1997; Robin and Smith 2000) . Recently, Kleibergen and Paap (2006) and Ratsimalahelo (2003) suggested orthogonal rotation of the sample eigenvalues around the origin to restore normality. Doing so, these tests necessitate a consistent estimate of var(R). We want to test the rank of the matrix u . This creates two problems. First, estimating var(ˆ u ) entails evaluating a matrix of fourth moments, which tend to be quite imprecisely estimated unless the sample size is extremely large. Second, u is a variance-covariance matrix that has only r(r + 1)/2 unique elements; thus var( u ) and its estimate do not have full rank, an assumption maintained by Kleibergen and Paap (2006) . The test of Ratsimalahelo (2003) allows for reduced rank in the variance of apparently matrices that are not symmetric. Our attempts to adopt existing tests have not been successful. This motivates the development of a test using bounds guided by the convergence rate ofD 1,k andD 2,k . We begin with the intermediate case when F t is observed but u is not.
tû t , whereû t are the residuals from estimation of a VAR in F t , where F t is observed. LetD 1,k andD 2,k be the estimated D 1,k and D 2,k using the eigenvalues ofˆ u . For some 0 < m < ∞ and 0 < δ < 1/2, define
This proposition follows from
with probability tending to 1 as T → ∞. This means that q ∈ K for large T. But q − 1 does not belong to K becausê D 1,k > c > 0 and thus is >m/T 1/2−δ for k < q. This gives the consistency result. Essentially, the cutoff point m/T 1/2−δ is the tolerated error induced by sampling variability from estimation of u . An analogous argument holds for D 2,k . In large samples, the two tests should arrive at the same conclusion.
Thus far, the VAR process F t is assumed to be observed. In the next two sections, F t is a vector of unobserved common factors shared by a large number of series x it .
DYNAMIC VERSUS STATIC FACTOR MODELS
There are two types of factor models in the econometrics literature. The static model is written as x it = i F t + e it , where i = 1, . . . , N, t = 1, . . . , T. In the language of factor analysis, e it is referred to as the idiosyncratic error, and i is a vector of factor loadings for unit i on the r (static) common factors F t . The term static factor model refers to the static relationship between x it and F t , but F t itself can be a dynamic process. The dynamic factor model is written as
is a vector of dynamic factor loadings of order s. As a matter of notation, the model is a "dynamic factor model" if s is finite, and a "generalized dynamic factor model" if s can be infinity. In either case, f t = C(L) t , where t are iid vectors and
In this article we consider dynamic factor models (finite s). The dimension of f t , which is the same as the dimension of t , is called the number of dynamic factors; and is denoted by q. Dynamic factor models with s finite can be written as static factor models with r finite, but the dimension of F t is in general different from the dimension of f t , because F t includes the leads and lags of f t with r ≥ q. In practice, F t is estimated using an eigenvalue-eigenvector decomposition of the sample covariance matrix of the data, whereas the dynamic estimates are based on a eigenvalue decomposition of the spectrum smoothed over various frequencies. Recent research has shown that the space spanned by the static and dynamic factors can be consistently estimated when N and T are both large (see, e.g., Forni, Hallin, Lippi, and Reichlin 2000, 2005; Ding and Hwang 2001; Stock and Watson 2002a; Forni and Lippi 2001; Bai and Ng 2002; Bai 2003) .
The ability to consistently estimate the factor space has opened up new horizons for empirical research. Using the factor estimates to summarize information in a data-rich environment has been found to be useful in forecasting exercises and in understanding the conduct of monetary policy (see, e.g., Stock and Watson 2002b; Bernanke and Boivin 2003) . Although for forecasting purposes, little is to be gained from a clear distinction between the static factors and the dynamic factors, many economic analyses hinge on the ability to isolate the primitive shocks or, in other words, the number of dynamic factors.
In earlier work (Bai and Ng 2002) , we showed that under certain conditions, information criteria with appropriately chosen penalties will consistently estimate r, where r is assumed finite. We will ultimately propose a way to determine q from r estimated static factors, where r is assumed finite or, in terms of the parameters of the dynamic model, s is finite. But before we can proceed with such an analysis, we need to precisely state the relationship between the dynamic and static factors, treating F t and f t as though they are observed. In the remainder of this section, we show that a dynamic factor model always has a static factor representation in which the dynamics of F t is characterized by a VAR with order depending on the dynamics of f t . We will see from the VAR representation that the spectrum of the static factors has rank q.
Putting the Dynamic Model Into Static Form
Consider the dynamic factor model
where f t is q-dimensional and
Clearly we can rewrite (5) in the static form,
where
. . .
The foregoing is a simple mathematical identity and is true whether f t itself is an AR process or an MA process. The dimension of F t is always equal to
where q is the dimension of f t . As mentioned earlier, whereas the relation between x it and F t is static, F t itself can be a dynamic process with precise characterization depending on the dynamics of f t . We consider two cases, one case in which f t is a finite-order AR process, and the other in which f t has an MA structure.
Case I. f t is AR(h), h is finite. In this case,
Note that f t is q-dimensional, and the number of static factors, r, does not depend on h, the order of the dynamic process governing f t in (9). Unless s = 0, the number of static factors is larger than the number of dynamic factors.
We now want to establish that F t is a VAR with order depending on h and s. To see the VAR representation of F t , we put f t into a state-space form. Let κ = max(h, s) and define
where A is square matrix of dimension q · (κ + 1) and R is a q(κ + 1) × q matrix. In traditional state-space representation,
In general, any subvector of a VAR is a vector ARMA process, not necessarily VAR. However, due to the special structure of F * t , the subvector F t itself is a VAR. This point can be easily made clear through an illustration. Suppose that h = 3 and s = 1, and consider
This implies that F t is VAR(2). In fact, we can show that for the general situation, F t is VAR( p) with p = max(1, h − s). Therefore, the dynamic factor model defined by (5)- (6) when f t is a VAR(h) can be written as a static factor model as
In this case
That is, the number of static factors is r = q(s + 1) irrespective of h, the order of f t .
Under the invertibility assumption, the MA process f t can be expressed as an VAR(∞) process, which can be approximated by a finite-order VAR. This implies that F t can also be approximated by a finite-order VAR as in (11) and (12) (see Berk 1974; Kuersteiner 2004 for theoretical results), particularly when the coefficients of the AR process decay quickly to 0. In general, the lag length should be chosen by a data-dependent method and is an increasing function of T. Although this procedure works well in practice, some theoretical issues are left unexplored when the VAR order increases with T. Proposition 2 is stated only for VARs of fixed orders, and in effect it does not cover case II. Nevertheless, we note that it is possible to extend the theory to include VAR(∞) processes with rapidly decaying coefficients. In particular, the theory can be extended to F t as vector ARMA processes. For simplicity, this extension is not considered here. Monte Carlo simulations show that the procedure works well for f t as MA processes.
The point that we highlight is that data generated by the dynamic model can always be mapped into a static model of the form x it = i F t + e it by suitably defining a F t that evolves according to a VAR with order depending on the dynamics of f t . The dimension of F t is always r = q(s + 1) irrespective of the order of the VAR. Given that A(L)F t = R t , the spectrum of F at frequency ω,
has rank q if S (ω) has rank q for all |ω| ≤ π . Accordingly, the spectrum of the static factors S F (ω) will also have q nonzero eigenvalues. Therefore, we refer to the dynamic factors, q, as the number of primitive shocks. Although the dynamics of the static factors are in the same form as the observable VAR system in (1) in the sense that both are driven by shocks with dimension less than the dimension of the variables, Proposition 1 cannot be used immediately to determine q. This is because F t is not observable, and the convergence rate ofˆ u is not √ T. We deal with these issues in the next section.
DETERMINING q
Let S x (ω) be the population spectrum of the N crosssectional units. The static model implies that
Because S e (ω) has rank N, S x (ω) is also rank N. This would seem to suggest that q cannot be determined without working on S F (ω). Such a procedure would necessitate choosing many auxiliary parameters (such as bandwidth and kernel), and even then, we do not have a formal theory for determining q. We now show how q can be estimated in the time domain, with limiting distributions of the eigenvalues unnecessary. If F t is observed, and because it has a VAR representation, Proposition 1 then implies that q can be determined from a spectral decomposition ofˆ u provided that T is large. What prevents such an analysis is that neither F t nor its dimension (r) is observed. However, the following holds. LetF r t be the r factors obtained by the method of principal components; that is, letˆ be a N × r matrix consisting of the r eigenvectors (multiplied by √ N ) associated with the r largest eigenvalues of the matrix X X in decreasing order. ThenF = Xˆ /N. These principal component estimates adopt the normalization that ˆ /N = I r . Then, under the assumption that (a) F = E(F t F t ) and /N are both rank r, (b) moment restrictions are satisfied, and (c) the time and cross-sectional correlation in the idiosyncratic errors is weak, Bai and Ng (2002) and Bai (2003) showed that if the data are generated by the static factor model, then as N, T → ∞, there exists a matrix H of rank r, such that as N, T → ∞ (ointly),
Importantly, the foregoing large-sample results assume that the second moment matrix of i and F t is rank r. But F may have rank less than r. For example, if F t = AF t−1 + R t is such that A = ρI r , |ρ| < 1, then var(F t ) = R R /(1 − ρ 2 ), var(F t ) has only rank r * = q. In general, when the dynamics of F t is sufficiently rich, var(F t ) is of rank r even though the rank of u is only q. But existing results do not cover cases when var(F t ) < r, which can arise as in the foregoing example when F t has very simple dynamics. We now extend our results on determining the number of factors to also cover these special cases.
Lemma 1. Let F t be a r × 1 vector of factors generated by q primitive common shocks t . Let q ≤ r * ≤ r. Let F = E(F t F t ) and = plim /N. Suppose that the r × r matrix F · has rank r * and the remaining assumptions of Bai and Ng (2002) hold. LetF r * t be the r * × 1 vector of factor estimates obtained by the method of principle components. There exists a matrix H * with rank r * such that
Lemma 1 clarifies that when F t is reduced rank, the method of principal components will estimate the space spanned by the r * independent factors. The IC will select r * ≤ r factors, because r * is the rank of F (assuming that is of full rank). Consider now the determination of q givenF t , where thê F t are ther * factors obtained by the static method of principal components. For notational simplicity, the dimension ofF t is suppressed but is understood to be of dimensionr * , wherê r * is determined by the IC. Letû t be the residuals from estimating a VAR( p) inF t , and letˆ u = 
The ultimate interest is in the rank of
. Lemma 2 thus implies that
Note that u and H * u H * have the same rank because H * is of full rank. We haveD
. A similar result holds forD 2,k . Thus we have the following result.
Proposition 2. Letˆ u = 1 T T t=1û tû t , whereû t are the residuals from estimation of a VAR inF t ,F t being the principal components estimator for F t . For some 0 < m < ∞ and 0 < δ < 1/2, let
Letq 3 = min{k ∈ K 3 } andq 4 = min{k ∈ K 4 }. Then, under H 0 with rank( u ) = q, we haveq 3
Our main insight is to exploit the relationship between the dynamic and the static factors so that estimating the dynamic factors is not necessary to determine q. In our setup, if r * factors explain τ percent of the variation in the data, then the q primitive factors will explain the same fraction (up to an error that vanishes asymptotically) of variation in the data. Importantly, r * and τ are determined using well-defined criteria. This is in contrast to the approach of Giannone et al. (2005) , in which q is chosen for a subjectively chosen τ .
Our procedure provides a more formal way of determining the rank of S F (ω) and is a useful cross-check of the informal method used by Giannone et al. (2005) . In independent work completed the same time the first draft of this article was written, Stock and Watson (2005) also developed a test for q that uses a rather different approach. Instead of the rank of S F (ω), they estimated the rank of the restricted residuals of a (N + r)-dimensional VAR. In our notation, Stock and Watson started with x it = i F t + ρ i (L)x it−1 + e it to allow serial correlation in the idiosyncratic errors. The factor dynamics A(L)F t = Ru t , where
The composite residuals of a VAR in X t and F t is of the form i R t + e it , which has q common factors t . Stock and Watson exploited this factor representation to determine q using the criteria developed by Bai and Ng (2002) .
As written,q 3 andq 4 are the estimated rank ofˆ u , the sample covariance matrix ofû t . But the number of nonzero eigenvalues ofˆ u is the same as the number of nonzero eigenvalues ofŜ u , the sample correlation matrix ofû t . In our experience, using one or the other matters only for the choice of m. We found that m = 1 works for bothq 3 andq 4 whenˆ u is used. As we show in our simulations, the preferred values of m are different forq 3 andq 4 when correlation matrixŜ u is used. Statistics based on correlation matrix are scale-invariant. We report results for both cases in our simulations.
SIMULATIONS
We consider the following data-generating processes (DGPs):
, where A(L)f t = t and f t is q-dimensional 3. x it = λ i F t + e it , where F t = A 1 F t−1 + u t and A 1 = ρI r ; u t = R t , rank(R) = q 4. x it = λ i F t + e it , where .375, .55, .725, .9 ) and u t is the same as in DGP 3.
DGPs 1 and 2 are dynamic factor models considered by Forni et al. (2000) with q = 2 dynamic factors. DGP 1 assumes that f t is a bivariate MA process with MA(1) parameters of .2 for f 1t and .9 for f 2t . DGP 2 assumes that f t is a bivariate first-order AR process with AR(1) parameters of .2 for f 1t and .9 for f 2t . DGP 1 has r = q(s + 1) = 6 static factors, and DGP 2 has r = 4 static factors. DGPs 3 and 4 are static factor models. The static factors are driven by q = 3-dimensional shocks. This DGP was used by Stock and Watson (2002a) and Bai and Ng (2002) , among others. In DGP 3, r = 5, but the factors have common dynamics with ρ = .5. This implies that r * = q = 3. There are many ways to generate u t of the form u t = R t . Our particular method is as follows. Let S be a r × r diagonal matrix of rank q with nonzero elements drawn from uniform U(.8, 1.2) distribution. Let be an arbitrary orthonormal matrix = I r , obtained in Matlab through "orth(rand (r, r) )." Then u t is generated as u t = S v t , where v t is an r × 1 vector of iid normal variables. Note that and S do not vary over t and i. The variance of u t is S 2 , with rank q. For DGP 4, A 1 is a diagonal matrix with values .2, .375, .55, .725, and .9; the dynamics of F t are thus richer than those of DGP 3. In this case, q = 3 and r = 5. In 3.012 2.405 2.415 3.000 3.000 3.000 3.000 100 100 3.000 2.963 2.963 3.000 3.000 3.000 3.000 100 200 3.000 2.987 2.987 3.000 3.000 3.000 3.000 addition, r * = r for large T, but r * can be less than r for finite T.
In all four DGPs, we assume that λ ij , e it , and t are iid standard normal. For all four DGPs, the testing proceeds as follows. Given the data x it , i = 1, . . . , N, t = 1, . . . , T, the static factors are estimated using the method of principal components with the normalization that /N = I r * . The number of factors is estimated by the IC as done by Bai and Ng (2002) . Specifically,
,
GivenF t , ar * -dimensional VAR inF t is estimated to obtainû t . Selecting too few lags will be problematic, becauseû t will not be innovations. We report results for VAR(2); results for higher lags are similar. Givenû t , itsr * ×r * covariance matrix is constructed. Thenq 3 andq 4 are obtained with δ = .1, so that m * = m/ min[N 2/5 , T 2/5 ]. The number of simulations is 1,000. Table 1 reports the average values forr andq estimated based on the covariance matrix ofû t . Table 2 reports the corresponding results based on the correlation matrix ofû t . The four panels correspond to four different DGPs. For all cases, the number of static factorsr is determined by minimizing the IC(k) for k between 0 and 2r. For small values of min[N, T], the IC tends to select a large number of static factors. However, even whenr * is overestimated,q can be very close to q for suitable choice of m. As noted earlier, when the covariance matrix is used, m = 1 is suitable for both q 3 and q 4 . But when the correlation matrix is used, m needs to be different for q 3 and q 4 . In general, when m is too small,q is larger than q. For all four DGPs, we find that m = 1.25 works well forq 3 and m = 2.25 works well forq 4 (when using correlation matrices). Betweenq 3 andq 4 , the former tends to have better properties when N or T is small.
Empirical Analysis: Shocks in the United States
To illustrate, we take data used by Stock and Watson (2005) To get a sense of the importance of the factors in the data, we begin by determiningq for r = 2, 3, . . . , 10. The value of q is estimated using the correlation matrix. Almost identical results are obtained if a covariance matrix is used. But when discrepancy exists, the estimated q from the latter method tends to be higher than that from the former method. Thus to assert that q is larger than 2, we use a method that is less favorable to the assertion. In this exercise, we do not take a stand on what is the optimal number of static factors in the data. We find that for the full sample of 528 observations,q = r when r = 2, 3;q = 3, when r = 4, 5, 6; andq = 4 when r = 7, 8. Some of the static factors are linearly dependent in a dynamic sense. It is well known that the first two static factors in the data being analyzed are real factors. The finding thatq = 2 given r = 2 indicates that the first two static factors are dynamically distinct.
Next, we allow the number of static factors, r t , to be determined optimally for each t. We use two concepts of optimality. We first estimater t (τ ) static factors, wherer t (τ ) explains the closest τ percent of the variation in the data up to time t, and then determineq t (τ ) givenr t (τ ) factors. Note thatr t (τ ) is not optimal from a statistical standpoint. However, the result of Giannone et al. (2005) that q = 2 is based on the reasoning that two dynamic factors explain 60% of the variation in 12 variables. It is thus useful to consider results for cutoffs other than τ = .6. We also determine the number of static factors using the IC. We denoted this byr * t , and the corresponding number of primitive factors by q * t . We compute all of these statistics for t ranging from 133 to 528, corresponding to estimation ending in 1970:12 and 2003:12. We thus have 396 statistics, one statistic for every t. Table 3 reports the mean, minimum, and maximum of these statistics over the samples with ending dates from 1970:12 to 2003:12 (sample sizes from T = 133 to T = 528). R 2 r is the average explanatory power ofr factors, whenr is chosen with cutoff of .3, .4, .5, or .6, and also optimally. The column R 2 q is the average explanatory power of theq shocks givenr innovations.
The results indicate that four static factors explain .348 of the variation in the full-sample data, while six factors explain .438 of the variation. To explain .619 of the variation in the data would require, on average, 15 factors. When determined optimally by IC, the data suggest that seven static factors explain is the percent variation inFt explained byq primitive shocks. The last three columns report the mean, minimum, and maximum ofr ,q3, andq4 over the expanding samples with sample sizes from T = 132-528.
on average .460 of the variation in the data over the full sample, and that four dynamic factors span the seven static factors. Using an alternative method but the same data, Stock and Watson (2005) found seven dynamic and static factors. In an earlier version of this article, we applied the tests to a different dataset for the sample 1960:1-1998:12. We found an average of 7 dynamic factors in 10 static factors. Thus the evidence is very compelling that the number of dynamic factors is larger than two.
We stress once again that there is substantial variation over the sample. Figure 1 depicts time series plot ofr * t ,q 3t , andq 4t . As we can see,r jumped from 4 to 6 around 1973 and has remained roughly at 6 up to 2000. On the other hand,q jumped from 3 to 4 and stayed at 4 most of the time. If we had ended the estimation in 2000, then we would haver = 6 andq = 4. However, in the past few years,r seems to have taken another jump from 6 to 7, althoughq seems to have stayed at 4. Figure 2 plots R 2 t , the fraction of variance in the data explained by the factors up to time t. The importance of common shocks exhibit an upward trend, increasing from .25 in the early 1970s to peak at about .5 in the early 1990s. The results seem to suggest that in the early 1970s, economic fluctuations are dominated by a small number of large common shocks. More recently, the economy is hit with a larger number of smaller common shocks. Notably, for most of the sample, the stochastic dimension of the economy is at least four. Although the fullsample analysis obscures the fact that the optimal number of static and dynamic factors have changed over time, it remains the case that the average number of dynamic factors over the sample is more than two.
It remains to reconcile our finding that q exceeds 2 with the result of Giannone et al. (2005) . Our analysis gives the optimal number of factors for the panel of data from which the factors are extracted. Given that N = 132 series, our findings suggest that a total of 6 dynamic factors is optimal in explaining the average variation in the data. In contrast, Giannone et al. (2005) first estimated the factors from close to 200 series. They then restricted their attention to only 12 series when arriving at the conclusion that q is 2. Their conclusion should not be taken to mean that two dynamic factors best explain the variation in the panel of data from which the factors are extracted.
To highlight the difference, we calculate the explanatory power of the common factors in the full sample for a selected number of series: IPS10 (industrial production), A0M059 (retail trade), A0M057 (manufacturing trade), FYFF (federal funds rate), PUNEW (CPI), and A0M224r (consumption expenditure). Reported are the R 2 from a regression of x it on constant andr static factors, where x it is log first difference of IPS10, A0M059, A0M057, and A0M224r; the first difference FYFF; and second difference of the logarithm of PUNEW. It is evident from Table 4 that the explanatory power of the factors tends to be higher for the selected series than for the panel as a whole. If we had focused on these series, then fewer static factors would have been necessary. It is conceivable that four or five static factors adequately explain the selected series, which implies two or three dynamic factors.
CONCLUSION
This article has proposed a procedure for determining the number of primitive common shocks in a large number of series. By making the link between the dynamic and the static factors precise, we arrived at a pair of tests that can determine the number of dynamic factors without having to estimate these factors themselves. This enables us to bypass the selection of many auxiliary parameters needed for estimating the spectrum. The tests are easy to compute. Our tests suggest that the number of dynamic factors in the panel of 132 macroeconomic time series considered is 4. 
