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A-INFINITY STRUCTURES RELATED TO BI-KOSZUL
ALGEBRAS
JUN-RU SI AND DI-MING LU
Abstract. Let A be a bi-Koszul algebra, we describe all possible A∞-algebra
structures on the Ext-algebra E(A), and prove that E(A) must be [m2, m3]-
finitely generated. An equivalent description for a connected graded algebra
to be a bi-Koszul algebra is given in terms of A∞-language. The case that
E(A) is endowed with minimal number of multiplications is discussed for de-
composition.
Introduction
To understand certain homological properties of graded algebras whose trivial
modules admit non-pure resolutions, the authors introduced what they have called
bi-Koszul algebras in [10]. Any non-Koszul Artin-Schelter regular algebras gener-
ated in degree 1 of global dimension four are the examples. Different from algebras
with certain pure resolutions of the trivial modules (such as Koszul algebras [12],
d-Koszul algebras [2], piecewise-Koszul algebras [11], etc.) and K2-algebras [3], bi-
Koszul algebras lose a nice homological property that their Ext-algebras are finitely
generated.
This may be remodeled if one endows “generating” with an appropriate meaning.
For example, Keller claimed that Ext-algebras are A∞-generated by their homoge-
nous components of degree 1 for a large number of graded algebras [6, Proposition
1(b)]. Though it is nice to have finite generating components on one hand, it maybe
require, as a redeem, infinite multiplications to guarantee finitely generating on the
other hand. One of goals of this paper is to find out the multiplications on a given
Ext-algebra as less as possible to carry out the finitely generating. We prove that
the Ext-algebra of any bi-Koszul algebra is [m2,m3]-finitely generated.
We examine all possible A∞-algebra structures, corresponding to a bi-Koszul al-
gebraA determined by∆d, to get at most five multiplicationsm2,m3,m4,md,md+1.
An A∞-version duality theory for a bi-Koszul algebra is given. The case that E(A)
is endowed with minimal number of multiplications m2,md,md+1 is especially in-
teresting for decomposition. Two single A∞-algebras are obtained here and can be
returned to the A∞-structure of E(A) by a bridge.
2000 Mathematics Subject Classification. 16E05, 16E40, 16S37, 16W50.
Key words and phrases. Ext-algebra, A∞-algebra, bi-Koszul algebra.
The work was supported by the NSFC (Grant No. 10571152) and partially by the NSF of
Zhejiang Province of China (Grant No. J20080154).
1
2 JUN-RU SI AND DI-MING LU
We introduce a modified concept of “generating” which reflects some balance
between multiplications and elements in the A∞-algebra system and prove that
there exists an A∞-algebra structure on E(A) of a bi-Koszul algebra A such that
E(A) is [m2,m3]-finitely generated by E
1(A), E2(A) and E3(A). A new criterion
for a bi-Koszul algebra to be strongly is given in the A∞-version. Based on the
fact that the A∞-Ext-algebra E(A) is unique up to quasi-isomorphism, we discuss
whether an A∞-algebra E(A) is generated by E
1(A).
1. A∞-algebras and bi-Koszul algebras
In this section, we review basic material necessary for the paper: Ext-algebras,
A∞-algebras, and bi-Koszul algebras.
1.1. Ext-algebras. Throughout we fix a field F. We always assume that a graded
algebra A = F⊕A1 ⊕A2⊕ · · · is locally finite, connected, and generated in degree
1. The graded Jacobson radical of A, denoted by J , is J = A≥1. Let Gr(A) denote
the category of graded left A-modules. The morphisms in this category, denoted
by HomGr(A)(M,N) for M,N ∈ Gr(A), are graded A-module maps of degree zero.
For M ∈ Gr(A), we denote the nth shift of M by M [n] where M [n]j =Mj+n.
We write Ext∗A the derived functor of the graded Hom
∗
A functor
Hom∗A(M,N) :=
⊕
n
HomGr(A)(M,N [n]),
and denote
E(A) := Ext∗A(F,F), E(M) := Ext
∗
A(M,F),
the Koszul dual of the algebra A and the Koszul dual of the module M ∈ Gr(A),
respectively. E(A) is equipped with a bigraded algebra structure by the Yoneda
product with the (i, j)th component ExtiA(F,F)−j , we also call it (classical) Ext-
algebra of A. Here, i is the cohomology degree and −j is the internal degree.
Note that the internal degree in E(A) is non-positive. For simplicity, we promise
Eij(A) := Ext
i
A(F,F)−j . Similarly, E(M) is a bigraded left E(A)-module with the
(i, j)th component Eij(M) := Ext
i
A(M,F)−j .
The (classical) Ext-algebra E(A) carries rich information about the algebra A
and its module category, but it does not contain enough information to recover the
original algebra in general, the “hidden” information is revealed in the A∞-world.
1.2. A∞-algebras. There are different methods to give the definition of an A∞-
algebra (algebraical, geometrical, operadic, etc.), but here we prefer the algebraical
definition of an A∞-algebra. We refer to [7] or [9] for the details.
Definition 1.1. An A∞-algebra over a field F is a Z-graded vector space
E =
⊕
p∈Z
Ep
endowed with a family of graded F-linear maps
mn : E
⊗n → E, (n ≥ 1)
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of degree 2− n satisfying the Stasheff’s identities: for all n ≥ 1,
SI(n)
∑
(−1)i+jtmi+1+j(1
⊗i ⊗mt ⊗ 1
⊗j) = 0,
where the sum runs over all decompositions n = i+ t+ j (i, j ≥ 0 and t ≥ 1).
The graded maps mn for n ≥ 3 are called higher multiplications of E. An A∞-
algebra E is strictly unital if E contains an element 1 which acts as a two-sided
identity with respect to m2, and for n 6= 2,mn(x1⊗· · ·⊗xn) = 0 if xi = 1 for some
i. The A∞-algebras in this paper are always assumed to be strictly unital. An
A∞-algebra with zero m1 is called minimal . An A∞-subalgebra of E is a graded
subspace F such that mn maps F
⊗n to F for all n ≥ 1. By an A∞-algebra E being
generated by E1 we mean that for any p ≥ 2,
Ep =
∑
ml(E
i1 ⊗ · · · ⊗ Eil),
where the sum runs over all decompositions i1+ · · ·+ il+2− l = p (i1, · · · , il ≥ 1)
and l ≥ 1.
Let E and F be two A∞-algebras. A morphism of A∞-algebras f : E → F is a
family of graded F-linear maps
fn : E
⊗n → F, n ≥ 1
of degree 1− n satisfying the Stasheff’s morphism identities: for all n ≥ 1,
MI(n)
∑
(−1)i+jtfi+1+j(1
⊗i ⊗mt ⊗ 1
⊗j) =
∑
(−1)wmr(fi1 ⊗ · · · ⊗ fir ),
where the first sum runs over all decompositions n = i + t + j (i, j ≥ 0 and
t ≥ 1), and the second sum runs over all 1 ≤ r ≤ n and all decompositions
n = i1 + · · · + ir (all ij ≥ 1); the sign on the right-hand side is given by w =
(r − 1)(i1 − 1) + (r − 2)(i2 − 1) + · · ·+ (ir−1 − 1).
An A∞-morphism in this paper is also required to be strictly unital (see [8]). A
morphism f is called a quasi-isomorphism if f1 is a quasi-isomorphism. A morphism
f is called a strict isomorphism if fi = 0 for any i ≥ 2 and f1 is an isomorphism.
A∞-algebras have been in use in topology since their introduction by Stash-
eff. Their applicability in an algebraic context was made clear by the minimality
theorem, proven by Kadeishvili [5, 7].
Theorem 1.2. (The minimality theorem) Let E be an A∞-algebra. Then the
cohomology H∗E has an A∞-algebra structure such that m1 = 0, m2 is induced by
mE2 , and H
∗E is quasi-isomorphic to E as A∞-algebras. 
The techniques used to prove the minimality theorem all yield explicit methods to
compute an A∞-algebra structure. The Ext-algebra Ext
∗
A(F,F) is the cohomology
of EndA(P ), where P is any free resolution of AF. Since E = EndA(P ) is a
differential graded algebra, by the minimality theorem, Ext∗A(F,F) has a natural
A∞-structure, which is called an A∞-Ext-algebra of A. By abuse of notation we still
use E(A) to denote an A∞-Ext-algebra. The importance is that the information
from the A∞-algebra E(A) is sufficient to recover A.
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We are mainly, in this paper, interested in theA∞-algebraE(A) :=
⊕
p,i∈ZE
p
i (A)
which is bigraded with the lower grading inherited from the graded algebra A. Each
multiplication mn, as well as each morphism between two bigraded A∞-algebras,
must preserve the lower grading.
An A∞-algebra E(A) that we consider in the paper always comes from a free
resolution. Different choice of the free resolutions yields quasi-isomorphic A∞-
algebra structures on E(A). Under the assumption on A, any choice of such an
A∞-algebra structure on E(A) with the multiplications {mn}n≥1 has the following
properties: m1 = 0, m2 is the Yoneda product of E(A), and E
2(A) is A∞-generated
by E1(A); that is, E2n(A) = mn(E
1(A) ⊗ · · · ⊗ E1(A)) for each n ≥ 2. Moreover,
there exists an A∞-algebra structure on E(A) such that E(A) is generated by E
1(A)
([6]). For more properties we refer to [6, 7] or [8, 9].
1.3. Bi-Koszul algebras. To extend Koszulity to a graded algebra with a bi-
degree resolution of the ground field, the authors introduced what they have called
bi-Koszul algebras in [10].
Definition 1.3. A bi-Koszul algebra (determined by ∆d) is a connected graded
algebra A whose trivial module F has a minimal graded free resolution P such that
each Pn is generated in degrees ∆d(n) for all n ≥ 0, where the degree distribution
∆d : N→ N× N is defined, for a fixed integer d ≥ 2, by
∆d(n) =


n
3 (2d, 2d), if n ≡ 0(mod3);
n−1
3 (2d, 2d) + (1, 1), if n ≡ 1(mod3);
n−2
3 (2d, 2d) + (d, d+ 1), if n ≡ 2(mod3).
For simplicity, ∆d(n) is used to express both of its image (x, y) and of the set
{x, y}. Artin-Schelter regular algebras of global dimension 4 of types (13431 ) and
(12221 ) are the examples by taking d = 2 and d = 3, respectively. We refer to [10]
for the details.
Theorem 1.4. [10] The following statements are equivalent:
(1) A is a bi-Koszul algebra determined by ∆d;
(2) E(A) begins with E1(A) = E11 (A), E
2(A) = E2d(A) ⊕ E
2
d+1(A), E
3(A) =
E32d(A), and for each n ≥ 1,
(a) E3n(A) =
n︷ ︸︸ ︷
E3(A)E3(A) · · ·E3(A),
(b) E3n+1(A) = E1(A)E3n(A) = E3n(A)E1(A),
(c) E3n+2(A) ∼= E2(A)E3n(A) ⊕ E22nd+d+1(JΩ
3n(F)) as F-spaces. 
In the above theorem, the obstruction E22nd+d+1(JΩ
3n(F)) arises from the bigger
degree in ∆d(3n + 2). We call a bi-Koszul algebra A strongly if the obstruction
is vanished. In graded algebras setting, it is clear that the Ext-algebra E(A) of a
strongly bi-Koszul algebra A is generated by E1(A), E2(A) and E3(A), but it is
not sure that the Ext-algebra E(A) of a bi-Koszul algebra A is finitely generated.
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There is a remedy of finitely generating on E(A) by using higher multiplications in
Section 3.
2. A∞-Ext-algebras of bi-Koszul algebras
In this section, we examine the possible multiplications on E(A) as an A∞-
algebra for a bi-Koszul algebra A by using information about the grading of E(A).
An A∞-version duality theory of bi-Koszul algebras is given. In particular, we dis-
cuss a kind of bi-Koszul algebras whose Ext-algebras are endowed with the minimal
number of nonzero multiplications.
2.1. A∞-structures on E(A). For the sake of convenience, we write
ml(E
t1 · · ·Etl) := ml(E
t1 ⊗ · · · ⊗ Etl).
The following lemma gives an equivalent definition of the bi-Koszul algebra which
is characterized by its Ext-algebra.
Lemma 2.1. A is a bi-Koszul algebra if and only if for any n ≥ 0, Enj (A) = 0 for
j /∈ ∆d(n).
Proof. Similar to the proof in [1, Proposition 2.1.3]. 
Before determining all possible multiplications on E(A), we claim that m2,md
and md+1 must be non-trivial.
Proposition 2.2. Let A be a bi-Koszul algebra determined by ∆d. An A∞-algebra
E := E(A) must have nonzero multiplications m2, md and md+1.
Proof. As mentioned in the last section, m2 is the Yoneda product, so we need only
to show that both md and md+1 are non-trivial. Noting that E
2 = E2d ⊕E
2
d+1 and
E2 is generated by E1, we have
md(E
1 · · ·E1) = E2d , md+1(E
1 · · ·E1) = E2d+1.
So we get m2, md and md+1 are nonzero. 
One of main results of this section is
Theorem 2.3. Let A be a bi-Koszul algebra determined by ∆d. Then all possible
non-trivial multiplications on the A∞-Ext-algebra E(A) are m2, m3, m4, md and
md+1.
Proof. Denote E := E(A). Let ml be a multiplication on E(A). Since only infor-
mation about the grading of E(A) is considered in the following, we can neglect
the order of Ei1 , · · · , Eil acted by ml. Write
M := ml(E
3k1+t1 · · ·E3kα+tαE3kα+1+2 · · ·E3kl+2)
where α ≤ l and tj = 0 or 1 (1 ≤ j ≤ α). Denote β = l − α. So
M ⊆ E3(k1+···+kl)+(t1+···+tα)+2β+2−l
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and the lower grading of M falls into the set
{2d(k1 + · · ·+ kl) + (t1 + · · ·+ tα) + dβ + j | j = 0, 1, · · · , β},
where 0 ≤ t1 + · · ·+ tα ≤ l − β.
(1) If (t1 + · · · tα) + 2β + 2− l = 3k (k ≥ 0), then
E3(k1+···+kl)+(t1+···+tα)+2β+2−l = E
3(k1+···+kl)+3k
2d(k1+···+kl)+2dk
.
We have the following inequalities:
(t1 + · · ·+ tα) + dβ ≤ 2kd ≤ (t1 + · · ·+ tα) + dβ + β,
which produce the solutions of (k, β, l) as the following list
(0, 0, 2), (1, 1, d), (1, 1, d+ 1), (1, 2, 3), (2, 4, 4). (S1)
(2) If (t1 + · · · tα) + 2β + 2− l = 3k + 1 (k ≥ 0), then
E3(k1+···+kl)+(t1+···+tα)+2β+2−l = E
3(k1+···+kl)+3k+1
2d(k1+···+kl)+2dk+1
.
The inequalities:
(t1 + · · ·+ tα) + dβ ≤ 2kd+ 1 ≤ (t1 + · · ·+ tα) + dβ + β
imply the solutions of (k, β, l) in the following list
(0, 0, 2), (1, 2, 2), (1, 2, 3). (S2)
(3) If (t1 + · · · tα) + 2β + 2− l = 3k + 2 (k ≥ 0), then
E3(k1+···+kl)+(t1+···+tα)+2β+2−l
= E
3(k1+···+kl)+3k+2
2d(k1+···+kl)+2dk+d
⊕ E
3(k1+···+kl)+3k+2
2d(k1+···+kl)+2dk+d+1
.
We have the following inequalities:
(t1 + · · ·+ tα) + dβ ≤ 2kd+ d ≤ (t1 + · · ·+ tα) + dβ + β,
or
(t1 + · · ·+ tα) + dβ ≤ 2kd+ d+ 1 ≤ (t1 + · · ·+ tα) + dβ + β.
The solutions of (k, β, l) are listed in the following
(0, 1, 2), (1, 3, 3), (0, 0, d), (0, 1, 2), (0, 1, 3), (0, 0, d+1), (1, 3, 3), (1, 3, 4). (S3)
In conclusion of (S1)-(S3), all possible solutions of l are 2, 3, 4, d and d+1. This
completes the proof. 
Corollary 2.4. Let A be a bi-Koszul algebra determined by ∆d.
(1) If d = 2 or 3, the possible non-trivial multiplications on E(A) are m2, m3
and m4.
(2) If d = 4, the possible non-trivial multiplications on E(A) are m2, m3, m4
and m5.
(3) If d ≥ 5, the possible non-trivial multiplications on E(A) are m2, m3, m4,
md and md+1.
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To describe what components the multiplications act on non-trivial, we denote
E[0] :=
⊕
k≥0
E3k, E[1] :=
⊕
k≥0
E3k+1, E[2] :=
⊕
k≥0
E3k+2 = E
[2]
(d) ⊕ E
[2]
(d+1).
The following proposition is clear from the proof of Theorem 2.3.
Proposition 2.5. Let A be a bi-Koszul algebra determined by ∆d, E the Ext-
algebra of A. Then the possible nonzero components of mi (i = 2, 3, 4, d, d + 1)
are:
∗ fall into E[0] fall into E[1] fall into E[2]
m2 E
[0]E[0] E[0]E[1], E
[2]
(d)E
[2]
(d+1) E
[0]E[2]
m3 E
[0]E
[2]
(d)E
[2]
(d) E
[1]E
[2]
(d)E
[2]
(d) E
[0]E[1]E
[2]
(d), E
[2]E
[2]
(d)E
[2]
(d)
m4 E
[2]
(d)E
[2]
(d)E
[2]
(d)E
[2]
(d) E
[1]E
[2]
(d)E
[2]
(d)E
[2]
(d)
md E
[1]
· · ·E
[1]
| {z }
d−1
E
[2]
(d+1)
E
[1]
· · ·E
[1]
| {z }
d
md+1 E
[1]
· · ·E
[1]
| {z }
d
E
[2]
(d) E
[1]
· · ·E
[1]
| {z }
d+1
∗ : including all permutations of the components listed above. 
Definition 2.6. We call an A∞-algebra E = (E;m2,m3,m4,md,md+1) reduced ,
if all possible nonzero components of multiplications are in the above table.
Corollary 2.7. A is a bi-Koszul algebra if and only if any A∞-algebra structure
on E(A) is reduced.
Proof. The necessity is from Theorem 2.3 and Proposition 2.5. Now suppose that
any A∞-algebra on E(A) is reduced. Take the A∞-algebra E(A) that is generated
by E1(A), then A is a bi-Koszul algebra by checking the lower grading. 
2.2. Truncated bi-Koszul algebras. We discuss a kind of bi-Koszul algebras
whose Ext-algebras are endowed with the minimal number of non-trivial multipli-
cations m2,md and md+1.
Definition 2.8. Let A be a bi-Koszul algebra determined by ∆d, E := E(A) its
Ext-algebra. We say that A is truncated if the A∞-Ext-algebra E only has the
non-trivial multiplications m2,md,md+1 and the possible nonzero actions of mi
(i = 2, d, d+ 1) are on
∗ fall into E[0] fall into E[1] fall into E[2]
m2 E
[0]E[0] E[0]E[1], E
[2]
(d)
E
[2]
(d+1)
E[0]E[2]
md E
[1]
· · ·E
[1]
| {z }
d−1
E
[2]
(d+1) E
[1]
· · ·E
[1]
| {z }
d
md+1 E
[1]
· · ·E
[1]
| {z }
d
E
[2]
(d)
E
[1]
· · ·E
[1]
| {z }
d+1
∗ : including all permutations of the components listed above.
By abuse of notation we also say that the A∞-algebra (E;m2,md,md+1) is truncated
in this case.
Example 2.9. All Artin-Schelter regular algebras listed in [9, Theorem A] are
truncated bi-Koszul algebras.
8 JUN-RU SI AND DI-MING LU
The following result comes from Proposition 3.7 of Section 3.
Proposition 2.10. A truncated bi-Koszul algebra must be strongly.
A minimal A∞-algebra is called single if it has only one non-trivial higher mul-
tiplication (i.e. a (2, p)-algebra discussed in [4]). Single A∞-algebras are related to
p-Koszul algebras ([4]).
A bigraded algebra is called pure in the sense that every component is supported
in a single lower grading. We also say that a minimal A∞-algebra which is bigraded
is pure if the underlying bigraded algebra itself is pure.
We need the following lemma. Consider an A∞-algebra (E;m2,md,mt) (2 <
d < t and 2 + t 6= 2d). All non-trivial Stasheff’s identities, in this case, are listed
as follows:
SI(3): m2(m2 ⊗ 1) = m2(1⊗m2);
SI(d+1):
P
i+j=d−1(−1)
imd(1
⊗i
⊗m2 ⊗ 1
⊗j) = m2(1⊗md)− (−1)
dm2(md ⊗ 1);
SI(t+1):
P
i+j=t−1(−1)
imt(1
⊗i
⊗m2 ⊗ 1
⊗j) = m2(1⊗mt)− (−1)
tm2(mt ⊗ 1);
SI(2d-1):
P
i+j=d−1(−1)
i+djmd(1
⊗i
⊗md ⊗ 1
⊗j) = 0;
SI(d+t-1):
P
i+j=d−1(−1)
i+tjmd(1
⊗i
⊗mt⊗1
⊗j) =
P
i+j=t−1(−1)
i+dj+1mt(1
⊗i
⊗md⊗1
⊗j);
SI(2t-1):
P
i+j=t−1(−1)
i+tjmt(1
⊗i
⊗mt ⊗ 1
⊗j) = 0.
Lemma 2.11. Let E be a connected graded algebra with three graded F-linear maps
mn : E
⊗n → E (n = 2, d, t). Suppose 2 < d < t and 2+ t 6= 2d. Then the following
statements are equivalent.
(1) (E;m2,md,mt) is an A∞-algebra;
(2) E together with {m2,md,mt} satisfies
(a) (E;m2,md) is single,
(b) (E;m2,mt) is single,
(c) md and mt obey SI(d+t-1).
Proof. It is clear by noting that all non-trivial Stasheff’s identities of a single A∞-
algebra with the higher multiplication mp are SI(3), SI(p+1), SI(2p-1). 
From the lemma above, one may decompose a truncated A∞-algebra into two
single A∞-algebras, while the Stasheff’s identity SI(2d) serves as a bridge between
two single A∞-algebras.
Proposition 2.12. Let A be a truncated bi-Koszul algebra determined by ∆d (d ≥
4). Then both (E;m2,md) and (E;m2,md+1) are single A∞-algebras, generated by
E1, E2 and E3.
Proof. This is a direct result of Proposition 2.10 and Lemma 2.11. 
The single A∞-algebra (E;m2,md) in the proposition above is not the A∞-Ext-
algebra of any graded algebra, since there are no components acted by m2 and md
that fall into E2d+1; neither is (E;m2,md+1).
Drawing upon the A∞-algebras (E;m2,md) and (E;m2,md+1), the A∞-Ext-
algebra E can be decomposed further into two single A∞-algebras which are both
pure.
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Theorem 2.13. Let A be a truncated bi-Koszul algebra determined by ∆d (d ≥ 4),
E := E(A) its Ext-algebra. Set
F := E[0] ⊕ E[1] ⊕ E
[2]
(d), G := E
[0] ⊕ E[1] ⊕ E
[2]
(d+1).
Then
(1) (F ;m2,md) is a pure and single A∞-subalgebra of (E;m2,md), where md
is determined by m2 and md |(E1)⊗d ;
(2) (G;m2,md+1) is a pure and single A∞-subalgebra of (E;m2,md+1), where
md+1 is determined by m2 and md+1 |(E1)⊗d+1 .
Proof. It is easy to justify that both (F ;m2,md) and (G;m2,md+1) are pure and
single A∞-subalgebras of (E;m2,md) and (E;m2,md+1), respectively. And the
nonzero actions of md are only on (E
[1])⊗d and md+1 only on (E
[1])⊗d+1.
Write m2(x, y) by xy or x · y. Set t = d or d+1. For any homogeneous elements
x1, · · · , xt ∈ E
[1] and u ∈ E[0], we note that
mt(x1, · · · , xi−1, uxi, · · · , xt) = mt(x1, · · · , xi−1u, xi, · · · , xt), (2 ≤ i ≤ t),
mt(ux1, · · · , xt) = u ·mt(x1, · · · , xt),
mt(x1, · · · , xt · u) = mt(x1, · · · , xt) · u.
Since E3n+j = EjE3n = E3nEj (j = 1, 2) by Proposition 2.10, for any x ∈ E3n+j
(n ≥ 0), there exist f, g ∈ Ej and u, v ∈ E3n such that x = fu = vg. If n = 0, set
u = v = 1.
For any x1, · · · , xd ∈ E
[1], choose z1, · · · , zd ∈ E
1 satisfying
xd = ydzd, xd−1yd = yd−1zd−1, · · · , x2y3 = y2z2, x1y2 = y1z1
where y1, · · · , yd ∈ E
[0]. We have
md(x1, · · · , xd) = md(x1, · · · , xd−1, ydzd)
= md(x1, · · · , xd−1yd, zd)
= md(x1, · · · , yd−1zd−1, zd)
= · · ·
= md(x1y2, z2, z3 · · · , zd)
= y1 ·md(z1, · · · , zd),
so md is determined by m2 and md |(E1)⊗d .
By the same method, md+1 is determined by m2 and md+1 |(E1)⊗d+1. We com-
plete the proof. 
In the A∞-Ext-algebra (E; {mi}) of a graded algebra A, m2 is the Yoneda prod-
uct and mi|(E1)⊗i can be computed out explicitly for every i ≥ 3. This was demon-
strated in [4]. More concretely, the single higher multiplication in either (F ;m2,md)
or (G;m2,md+1) becomes definite in form.
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Now, we turn to find a way in which a truncated A∞-algebra can be formed by
jointing two single A∞-algebras together as follows.
Suppose that (E;m2) is a bigraded algebra starting with E
1 = E11 , E
2 = E2d ⊕
E2d+1, E
3 = E32d, and satisfying E
3n+i = EiE3n = E3nEi for all n ≥ 1, i = 1, 2, 3.
Define two single A∞-algebras (E;m2,md) and (E;m2,md+1) such that
(1) the nonzero actions of md are only on (E
[1])⊗d and E[1] · · ·E
[2]
(d+1) · · ·E
[1]
(including all permutations);
(2) the nonzero actions of md+1 are only on (E
[1])⊗d+1 and E[1] · · ·E
[2]
(d) · · ·E
[1]
(including all permutations).
Then we have
Proposition 2.14. Let (E;m2) and md,md+1 be as above with d ≥ 4. If md is
compatible with md+1 by SI(2d) on (E
1)⊗2d. Then (E;m2,md,md+1) is a truncated
A∞-algebra.
Proof. We only need to show that md is compatible with md+1 by SI(2d) on
(E[1])⊗2d by Lemma 2.11 and the nonzero actions of md and md+1.
Write m2(x, y) by xy or x · y. Note the nonzero actions of md and md+1 and
the proof of Theorem 2.13. For any x1, · · · , x2d ∈ E
[1], choose z1, · · · , z2d ∈ E
1
satisfying
x2d = y2dz2d, x2d−1y2d = y2d−1z2d−1, · · · , x2y3 = y2z2, x1y2 = y1z1
where y1, · · · , y2d ∈ E
[0]. We have
md(x1, · · · , xi,md+1(xi+1, · · · , xi+d+1), xi+d+2, · · · , x2d)
= md(x1, · · · , xi,md+1(xi+1, · · · , xi+d+1), xi+d+2, · · · , x2d−1y2d, z2d)
= md(x1, · · · , xi,md+1(xi+1, · · · , xi+d+1), xi+d+2yi+d+3, · · · , z2d)
= md(x1, · · · , xi,md+1(xi+1, · · · , xi+d+1) · yi+d+2, zi+d+2, · · · , z2d)
= md(x1, · · · , xi,md+1(xi+1, · · · , xi+d+1yi+d+2), zi+d+2, · · · , z2d)
= md(x1, · · · , xi,md+1(xi+1yi+2, · · · , zi+d+1), zi+d+2, · · · , z2d)
= md(x1, · · · , xi, yi+1 ·md+1(zi+1, · · · , zi+d+1), zi+d+2, · · · , z2d)
= md(x1y2, · · · , zi,md+1(zi+1, · · · , zi+d+1), zi+d+2, · · · , z2d)
= y1 ·md(z1, · · · , zi,md+1(zi+1, · · · , zi+d+1), zi+d+2, · · · , z2d).
Similarly,
md+1(x1, · · · , xi,md(xi+1, · · · , xi+d), xi+d+1, · · · , x2d)
= y1 ·md+1(z1, · · · , zi,md(zi+1, · · · , zi+d), zi+d+1, · · · , z2d).
Set
ϕ :=
∑
i+j=d−1
(−1)i+(d+1)jmd(1
⊗i⊗md+1⊗1
⊗j)+
∑
i+j=d
(−1)i+djmd+1(1
⊗i⊗md⊗1
⊗j),
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then ϕ(x1 ⊗ · · · ⊗ x2d) = y1 · ϕ(z1 ⊗ · · · ⊗ z2d) = 0 by the assumption. Therefore,
SI(2d) holds on all (E[1])⊗2d.
We complete the proof. 
Remark 2.1. In the proofs of Theorem 2.13 and Proposition 2.14, we ignore the
∑
when run up the multiplication m2. This does not affect the results.
We finally give a condition under which the A∞-Ext-algebra E(A) is generated
by E1(A).
Proposition 2.15. Let A be a truncated bi-Koszul algebra determined by ∆d (d ≥
4), E := E(A) its Ext-algebra. If either (E;m2,md) or (E;m2,md+1) is generated
by E1 and E2. Then (E;m2,md,md+1) is generated by E
1.
Proof. By Proposition 2.10, E is generated by E1, E2, E3 as an associative algebra.
Clearly, E2 = md(E
1 · · ·E1︸ ︷︷ ︸
d
) +md+1(E
1 · · ·E1︸ ︷︷ ︸
d+1
) in (E;m2,md,md+1). Therefore,
to prove the result, we need only to show that E3 can be generated by E1 and
E2 in (E;m2,md,md+1), which follows either from the assumption of (E;m2,md)
generated by E1 and E2 then
E3 =
d∑
i=1
md(E
1 · · ·E2d+1︸ ︷︷ ︸
i
· · ·E1),
or from the assumption of (E;m2,md+1) generated by E
1 and E2 then
E3 =
d+1∑
i=1
md+1(E
1 · · ·E2d︸ ︷︷ ︸
i
· · ·E1).
We get the result. 
3. Balanced generating
For a bi-Koszul algebra A, it is a question whether E(A) is finitely generated as
a graded algebra. In this section, we generalize the concept of “generating”, and
show that E(A) is [m2,m3]-finitely generated by E
1(A), E2(A) and E3(A) for any
bi-Koszul algebra A. An equivalent statement of a bi-Koszul algebra is given in
terms of such concept.
3.1. [m2,m3]-Generating. The original concept of “generating” in the associative
algebra setting is defined with respect to the multiplication. When we work in the
field of A∞-algebras, we need a generalized concept of “generating” to reflect certain
balance between multiplications and elements.
Definition 3.1. Let E be an A∞-algebra. Suppose there exists a fixed integer l
and multiplications mn1 , · · · ,mnt such that, for any p > l,
Ep =
∑
k1+···+kni+2−ni=p
k1,··· ,kni≥1; 1≤i≤t
mni(E
k1 ⊗ · · · ⊗ Ekni ).
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We say that E is [mn1 , · · · ,mnt ]-finitely generated by E
1, · · · , El.
Remark 3.1. In the case of m1 = 0 and [mn1 , · · · ,mnt ] = [m2], the concept is the
original one of finitely generating as an associative graded algebra.
Here are the examples.
If A is a p-Koszul algebra (p ≥ 3), then any A∞-algebra (E(A);m2,mp) is
[m2,mp]-finitely generated by E
1(A). This is obtained by noting the facts that
E(A) is generated by E1(A) and E2(A), while E2(A) = mp(E
1(A)⊗ · · · ⊗E1(A))
([4, Theorem 2.5]).
If A is a bi-Koszul algebra, then there exists an A∞-algebra (E(A);m2,m3,m4,
md,md+1) such that E(A) is [m2,m3,m4,md,md+1]-finitely generated by E
1(A).
If we admit the set of multiplications to be infinite, Keller’s result tells that
there exists an A∞-algebra structure on E(A) which is generated by E
1(A) [6,
Proposition 1(b)].
It is natural to expect that the multiplications in the set {mn1 , · · · ,mnt} as
less as possible. When A is a bi-Koszul algebra, though we can not claim E(A) is
[m2]-finitely generated, it does be finitely generated as long as to add one higher
multiplication.
Now let A be a bi-Koszul algebra determined by ∆d, and E := E(A) the Ext-
algebra of A in the following. Denote
• U3k+2: the sum of the actions of m3 on all permutations of E
3k1 , E3k2+1
and E3k3+22dk3+d for any k1 ≥ 1, k2, k3 ≥ 0 with k1 + k2 + k3 = k;
• V3k+2: the sum of the actions of m3 on all permutations of E
3k1+2
2dk1+d
,
E3k2+22dk2+d and E
3k3+2
2dk3+d+1
for any k1, k2, k3 ≥ 0 with k1 + k2 + k3 = k − 1;
• W3k+2: the sum of the actions of m4 on all permutations of E
3k1+1,
E3k2+22dk2+d, E
3k3+2
2dk3+d
and E3k4+22dk4+d for any k1, k2, k3, k4 ≥ 0 with k1 + k2 +
k3 + k4 = k − 1.
Proposition 3.2. Let A be a bi-Koszul algebra. Then for any k ≥ 1,
E3k+3 = m2(E
3E3k) = m2(E
3kE3);
E3k+1 = m2(E
1E3k) = m2(E
3kE1);
E3k+22dk+d = m2(E
2
dE
3k) = m2(E
3kE2d).
Proof. By Theorem 1.4, we need only to show the last equality:
m2(E
2
dE
3k) = m2(E
3kE2d).
Sincem2(E
2
dE
3k) = m2(md(E
1 · · ·E1)E3k), to getm2(E
2
dE
3k) ⊆ m2(E
3kE2d) we
need only to verify m2(md(x1, · · · , xd), y) ∈ m2(E
3kE2d) for any x1, · · · , xd ∈ E
1
and y ∈ E3k. This is performed by using the Stasheff’s identity SI(d+1)
m2(md(x1, · · · , xd), y) = md(x1, · · · , xd−1,m2(xd, y))
with m2(xd, y) ∈ E
3k+1. Since E3k+1 = m2(E
3kE1),
md(x1, · · · , xd−1,m2(xd, y)) = md(x1, · · · , xd−1,m2(y
′, x′d))
= md(x1, · · · ,m2(xd−1, y
′), x′d)
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with y′ ∈ E3k and x′d ∈ E
1. We can continue the foregoing procedure to obtain
md(x1, · · · , xd−1,m2(xd, y)) = md(m2(z, x
′
1), · · · , x
′
d)
= m2(z,md(x
′
1, · · · , x
′
d))
with z ∈ E3k and x′1, · · · , x
′
d ∈ E
1. Thus, m2(E
2
dE
3k) ⊆ m2(E
3kE2d).
The converse m2(E
3kE2d) ⊆ E
3k+2
2dk+d = m2(E
2
dE
3k) is clear from Theorem 1.4
again. 
Lemma 3.3. Let A be a bi-Koszul algebra. Assume ki ≥ 0 (i = 1, · · · , d+ 1) and
k1 + · · ·+ kd+1 = k ≥ 1. Then
md+1(E
3k1+1 · · ·E3kd+1+1) ⊆
∑
i1+i2=k,
i1≥1,i2≥0
m2(E
3i1E3i2+2) +U3k+2.
Proof. There exists an integer i (1 ≤ i ≤ d+ 1) such that ki ≥ 1. If 2 ≤ i ≤ d+ 1,
using SI(d+2), we get
md+1(E
3k1+1 · · ·E3kd+1+1)
= md+1(E
3k1+1 · · ·m2(E
3kiE1) · · ·E3kd+1+1)
⊆ md+1(E
3k1+1 · · ·E3ki−1+3ki+1E1 · · ·E3kd+1+1) +U3k+2
⊆ md+1(E
3(k1+···+ki)+1 · · ·E1E1 · · ·E3kd+1+1) +U3k+2
with k1 + · · ·+ ki ≥ 1.
So we can assume k1 ≥ 1. Using SI(d+2) again,
md+1(E
3k1+1 · · ·E3kd+1+1)
= md+1(m2(E
3k1E1)E3k2+1 · · ·E3kd+1+1)
⊆ m3(E
3k1E3k2+···+3kd+2E3kd+1+1) +m3(E
3k1E1E3k2+···+3kd+1+2)
+m2(E
3k1E3k2+···+3kd+1+2).
We complete the proof. 
Lemma 3.4. Let A be a bi-Koszul algebra. Then
W3k+2 ⊆
∑
i1+i2=k,
i1≥1,i2≥0
m2(E
3i1E3i2+2) +U3k+2 +V3k+2.
Proof. By ignoring the lower grading, we may write
W 3k+2 =
∑
m4(E
3k1+i1E3k2+i2E3k3+i3E3k4+i4)
where the sum runs over all i1 + i2 + i3 + i4 = 7 (ij = 1 or 2) and kj ≥ 0.
First, assume k1+ k2+ k3+ k4 = 0. In this case, the first or last component, say
the last component, must be E2d . Using SI(d+3), we have
m4(E
i1Ei2Ei3E2d)
= m4(E
i1Ei2Ei3md(E
1 · · ·E1))
⊆ md+1(E
4E1 · · ·E1) +md+1(E
1E4 · · ·E1) +U3k+2.
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Next, consider k1 + k2 + k3 + k4 ≥ 1.
If k2 ≥ 1,
m4(E
3k1+i1E3k2+i2E3k3+i3E3k4+i4)
⊆ m4(E
3k1+3k2+i1Ei2E3k3+i3E3k4+i4) +U3k+2 +V3k+2.
If k3 ≥ 1, by the similar method we get
m4(E
3k1+i1E3k2+i2E3k3+i3E3k4+i4)
⊆ m4(E
3k1+3k2+3k3+i1Ei2Ei3E3k4+i4) +U3k+2 +V3k+2.
Now we assume that k1 ≥ 1 (the case of k4 ≥ 1 is symmetrical). Whether
E3k1+i1 = E3k1+1 or E3k1+2, by SI(5) we get
m4(E
3k1+i1E3k2+i2E3k3+i3E3k4+i4) ⊆ U3k+2 +V3k+2.
We complete the proof. 
Examining the table in Proposition 2.5 again, the following result is clear from
Proposition 3.2, the lemmas 3.3 and 3.4.
Corollary 3.5. Let A be a bi-Koszul algebra. Then the actions of m4,md,md+1
which fall into E≥4 are determined by the actions of m2 and m3. 
Now we can state an equivalent statement of the bi-Koszul algebra.
Theorem 3.6. Let A be a locally finite, connected graded algebra generated in
degree 1. Then A is a bi-Koszul algebra if and only if there exists a reduced A∞-
algebra (E(A); {mi}) which is [m2,m3]-finitely generated by E
1(A), E2(A) and
E3(A) with E1(A) = E11(A), E
2(A) = E2d(A) ⊕ E
2
d+1(A), E
3(A) = E32d(A).
Proof. Assume that A is a bi-Koszul algebra. Take an A∞-algebra (E(A); {mi})
that is generated by E1(A), then (E(A); {mi}) is a reduced A∞-algebra by Corol-
lary 2.7. By Proposition 3.2, the lemmas 3.3 and 3.4, we get E(A) begins with
E1(A) = E11(A), E
2(A) = E2d(A)⊕E
2
d+1(A), E
3(A) = E32d(A), and for each k ≥ 1,
E
3k+3 =
X
k1+k2=k
m2(E
3k1E
3k2),
E
3k+1 =
X
k1+k2=k
m2(E
3k1E
3k2+1) =
X
k1+k2=k
m2(E
3k1+1E
3k2),
E
3k+2 =
X
k1+k2=k
m2(E
3k1E
3k2+2) +
X
k1+k2=k
m2(E
3k1+2E
3k2) +U3k+2 +V3k+2,
which implies that (E(A); {mi}) is [m2,m3]-finitely generated by E
1(A), E2(A) and
E3(A).
The converse is straightforward by comparing the lower grading. 
The result above tells that the obstruction in Theorem 1.4 can be described by
the multiplications m2 and m3. Using the multiplications m2 and m3, we may also
give a criteria for a bi-Koszul algebra to be strongly.
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Proposition 3.7. Let A be a bi-Koszul algebra. Then A is strongly if and only if
for any A∞-algebra (E(A); {mi}),
U3k+2 ⊆ m2(E
2
d+1E
3k), and
V3k+2 ⊆
∑
k1+k2=k
m2(E
3k1E3k2+2) +
∑
k1+k2=k
m2(E
3k1+2E3k2).
Proof. The necessity is obvious. To show the condition being sufficient, we need
only to check
E3k+22dk+d+1 = m2(E
2
d+1E
3k), for any k ≥ 1. (∗)
The reason is that the obstruction arises only from the bigger degree 2dk + d + 1
in ∆d(3k + 2) as we pointed before.
We first show that
m2(E
2
d+1E
3k) +U3k+2 = m2(E
3kE2d+1) +U
3k+2. (∗∗)
In fact, by the Stasheff’s identity SI(d+2)
m2(E
3kE2d+1) = m2(E
3kmd+1(E
1 · · ·E1))
⊆ md+1(m2(E
3kE1) · · ·E1) +U3k+2
= md+1(m2(E
1E3k) · · ·E1) +U3k+2
⊆ md+1(E
1m2(E
3kE1) · · ·E1) +U3k+2
⊆ · · · · · ·
⊆ m2(E
2
d+1E
3k) +U3k+2,
which implies one inclusion relation, the opposite inclusion is similar to prove.
Using (∗∗) and the condition on U3k+2, we have m2(E
3kE2d+1) ⊆ m2(E
2
d+1E
3k).
Again from the conditions on U3k+2, V3k+2 and the proof of Theorem 3.6, we get
E3k+2 =
∑
m2(E
3k1E3k2+2) +
∑
m2(E
3k1+2E3k2).
We prove (∗) by induction on k ≥ 1.
E53d+1 = m2(E
3E2d+1) +m2(E
2
d+1E
3) = m2(E
2
d+1E
3).
Suppose that E3i+22di+d+1 = m2(E
2
d+1E
3i) for all 1 ≤ i < k. Now, for any k1 + k2 =
k ≥ 2 (k1 ≥ 1 and k2 ≥ 1),
m2(E
3k1E3k2+22dk2+d+1) = m2(E
3k1m2(E
2
d+1E
3k2)) ⊆ m2(E
3k1+2
2dk1+d+1
E3k2)
and
m2(E
3k1+2
2dk1+d+1
E3k2) = m2(m2(E
2
d+1E
3k1)E3k2) ⊆ m2(E
2
d+1E
3k).
This proves, for any k ≥ 1, E3k+22dk+d+1 ⊆ m2(E
2
d+1E
3k), the opposite inclusion is
trivial, so we have (∗).
Hence the bi-Koszul algebra A is strongly. 
Corollary 3.8. If A is a bi-Koszul algebra with gl.dim(A) ≤ 4, or its Ext-algebra
E(A) with m3 = 0, then A is a strongly bi-Koszul algebra.
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Proof. It is clear since each assumption implies U3k+2 = V3k+2 = 0 for any k > 0
by Proposition 3.7. 
Example 3.9. Any truncated bi-Koszul algebra is strongly.
3.2. Generated by E1(A). Let A be a bi-Koszul algebra, Theorem 3.6 tells that
any A∞-algebra E(A) is [m2,m3]-finitely generated by E
1(A), E2(A) and E3(A).
On the other hand, Keller has claimed that there exists an A∞-algebra structure on
E(A) which is generated by E1(A). In this subsection, we discuss the universality
of the property that E(A) is generated by E1(A) as an A∞-algebra.
For example, let A be an Artin-Schelter regular algebra listed in [9, Theorem A],
then any A∞-algebra E(A) is generated by E
1(A).
Before discussing, we give a general result which points out that a strict isomor-
phism of A∞-algebras can be obtained from a quasi-isomorphism of A∞-algebras.
This was found in [4] for single A∞-algebras.
Lemma 3.10. Let (E; {mi}) and (E
′; {m′i}) be two minimal A∞-algebras, and
{fi} : (E; {mi})→ (E
′; {m′i}) a quasi-isomorphism between them. Then
(1) (E′; {m′′i }) is a minimal A∞-algebra where m
′′
i := f1mi(f
−1
1 ⊗ · · · ⊗ f
−1
1 )
with m′′2 = m
′
2.
(2) {gi} : (E; {mi}) → (E
′; {m′′i }) is a strict isomorphism of A∞-algebras
where g1 = f1 and gi = 0 for all i ≥ 2.
Proof. Since m1 = m
′
1 = 0, f1 : (E;m2) → (E
′;m′2) is an isomorphism. To prove
the first statement, we need the Stasheff’s morphism identities SI(n) (n = 1, 2, · · · )
for {m′′i }. Note that the degrees of both f1 and f
−1
1 are zero, the Koszul sign
convention can be neglected in the following. For any i+ t+ j = n and l = i+1+ j,
m′′l (1
⊗i ⊗m′′t ⊗ 1
⊗j)
= f1ml(f
−1
1 ⊗ · · · ⊗ f
−1
1 )(1
⊗i ⊗ f1mt(f
−1
1 ⊗ · · · ⊗ f
−1
1 )⊗ 1
⊗j)
= f1ml(f
−1
1 ⊗ · · · ⊗ f
−1
1 )(1
⊗i ⊗ f1mt ⊗ 1
⊗j)(1⊗i ⊗ f−11 ⊗ · · · ⊗ f
−1
1 ⊗ 1
⊗j)
= f1ml(1
⊗i ⊗mt ⊗ 1
⊗j)(f−11 ⊗ · · · ⊗ f
−1
1 ),
hence
∑
n=i+t+j
(−1)i+tjm′′l (1
⊗i ⊗m′′t ⊗ 1
⊗j)
=
∑
n=i+t+j
(−1)i+tjf1(ml(1
⊗i ⊗mt ⊗ 1
⊗j))(f−11 ⊗ · · · ⊗ f
−1
1 )
= f1
( ∑
n=i+t+j
(−1)i+tj(ml(1
⊗i ⊗mt ⊗ 1
⊗j))
)
(f−11 ⊗ · · · ⊗ f
−1
1 )
= 0.
Moreover, m′′2 = f1m2(f
−1
1 ⊗ f
−1
1 ) = m
′
2(f1 ⊗ f1)(f
−1
1 ⊗ f
−1
1 ) = m
′
2.
Clearly, f1mi = m
′′
i (f1 ⊗ · · · ⊗ f1). So {gi} is a strict isomorphism between
(E; {mi}) and (E
′; {m′′i }). 
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Let A be a bi-Koszul algebra determined by ∆d, E := E(A) the Ext-algebra of
A. There is a quasi-isomorphism between two A∞-algebra structures on E(A):
{fi} : (E(A); {mi})→ (E(A); {m
′
i}).
Now assume that (E(A); {mi}) is generated by E
1(A), it is a natural question that
whether the same claim is true for (E(A); {m′i}).
The following facts are immediately:
(i) if n ≥ 2, fn(E
1 · · ·E1) = 0;
(ii) if d ≥ 3, m2(E
1E1) = m2(E
1E2) = m2(E
2E1) = 0;
(iii) there are only m′d and m
′
d+1 whose actions can fall into E
3 in (E(A); {m′i});
(iv) f1 : E(A)→ E(A) is an isomorphism.
Combining with Lemma 2.1 and Proposition 2.5, we can write the Stasheff’s
morphism identities, for small n or in some special cases, more clearly.
(1) MI(2): f1m2 = m
′
2(f1 ⊗ f1);
(2) MI(3): f1m3 + f2(m2 ⊗ 1)− f2(1⊗m2)
= m′3(f1 ⊗ f1 ⊗ f1) +m
′
2(f1 ⊗ f2)−m
′
2(f2 ⊗ f1);
(3) MI(d) acting on E1 · · ·E1 or E1 · · ·E2d+1 · · ·E
1 can be reduced as
f1md = m
′
d(f1 ⊗ · · · ⊗ f1);
(4) MI(d+1) acting on E1 · · ·E1 can be reduced as
f1md+1 + (−1)
df2(md ⊗ 1) + (−1)
d+1f2(1⊗md) = m
′
d+1(f1 ⊗ · · · ⊗ f1);
(5) MI(d+1) acting on E1 · · ·E2d · · ·E
1 can be reduced as
f1md+1 + (−1)
df2(md ⊗ 1) + (−1)
d+1f2(1 ⊗md)
= m′d+1(f1 ⊗ · · · ⊗ f1) +
∑
1≤j≤d(−1)
d−jm′d(f1 ⊗ · · · ⊗ f2︸ ︷︷ ︸
j
⊗ · · · ⊗ f1).
Proposition 3.11. Assume E3(A) is generated by E1(A) and E2(A) with {mi}.
If f2(md⊗1) = f2(1⊗md), then E
3(A) is also generated by E1(A) and E2(A) with
{m′i}.
Proof. The hypothesis on E3(A) tells us that
E3 =
∑
md(E
1 · · ·E2d+1 · · ·E
1) +
∑
md+1(E
1 · · ·E2d · · ·E
1).
So E3 = f1(E
3) =
∑
f1md(E
1 · · ·E2d+1 · · ·E
1) +
∑
f1md+1(E
1 · · ·E2d · · ·E
1).
By the Stasheff’s morphism identities listed above, we have
f1md(E
1 · · ·E2d+1 · · ·E
1)
⊆ m′d(f1 ⊗ · · · ⊗ f1)(E
1 ⊗ · · · ⊗ E2d+1 ⊗ · · · ⊗ E
1)
= m′d(E
1 · · ·E2d+1 · · ·E
1),
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and
f1md+1(E
1 · · ·E2d · · ·E
1)
⊆ m′d+1(f1 ⊗ · · · ⊗ f1)(E
1 ⊗ · · · ⊗ E2d ⊗ · · · ⊗ E
1)
+
∑
1≤j≤d
(−1)d−jm′d(f1 ⊗ · · · ⊗ f2 ⊗ · · · ⊗ f1)(E
1 ⊗ · · · ⊗ E2d ⊗ · · · ⊗ E
1).
⊆ m′d+1(E
1 · · ·E2d · · ·E
1) +
∑
m′d(E
1 · · ·E2d+1 · · ·E
1).
Thus, E3 ⊆
∑
m′d(E
1 · · ·E2d+1 · · ·E
1) +
∑
m′d+1(E
1 · · ·E2d · · ·E
1). We complete
the proof. 
Now, we can prove the main theorem of this subsection.
Theorem 3.12. Let {fi} : (E(A); {mi})→ (E(A); {m
′
i}) be a quasi-isomorphism
with f2(mi ⊗ 1) = f2(1 ⊗mi) for i = 2, d, suppose that (E(A); {mi}) is generated
by E1(A). Then (E(A); {m′i}) is also generated by E
1(A).
Proof. Since m1 = m
′
1 = 0, f1 : (E(A),m2)→ (E(A),m
′
2) is an isomorphism with
degree zero. By the proof of Theorem 3.6 and MI(2), we have
E3k+3 = f1(E
3k+3) = f1(
∑
m2(E
3k1E3k2))
⊆
∑
m′2(f1 ⊗ f1)(E
3k1 ⊗ E3k2) =
∑
m′2(E
3k1E3k2);
E3k+1 = f1(E
3k+1) = f1(
∑
m2(E
3k1+1E3k2))
⊆
∑
m′2(f1 ⊗ f1)(E
3k1+1 ⊗ E3k2) =
∑
m′2(E
3k1+1E3k2);
E3k+2 = f1(E
3k+2)
= f1(
∑
m2(E
3k1E3k2+2) +
∑
m2(E
3k1+2E3k2) +U3k+2 +V3k+2)
⊆
∑
m′2(E
3k1E3k2+2) +
∑
m′2(E
3k1+2E3k2) + f1(U
3k+2) + f1(V
3k+2).
For any E3i1E3i2+1E3i3+22di3+d (i1 + i2 + i3 = k, i1 ≥ 1, i2, i3 ≥ 0), the assumption
f2(m2 ⊗ 1) = f2(1⊗m2) and MI(3) imply that
f1m3(E
3i1E3i2+1E3i3+22di3+d)
⊆ m′3(E
3i1E3i2+1E3i3+22di3+d) +m
′
2(f2(E
3i1E3i2+1)f1(E
3i3+2
2di3+d
))
+m′2(f1(E
3i1)f2(E
3i2+1E3i3+22di3+d))
⊆ m′3(E
3i1E3i2+1E3i3+22di3+d) +m
′
2(E
3i1+3i2E3i3+22di3+d)
+m′2(E
3i1E3i2+3i3+22di2+2di3+d).
By the same method, we obtain that the action of f1 on every component of
U3k+2 or V3k+2 falls into
∑
m′2(E
3k1E3k2+2) +
∑
m′2(E
3k1+2E3k2) + U′3k+2 +
V′3k+2 where U′3k+2 and V′3k+2 correspond to U3k+2 and V3k+2, respectively,
changing the multiplication m3 to m
′
3. Thus,
E3k+2 =
∑
m′2(E
3k1E3k2+2) +
∑
m′2(E
3k1+2E3k2) +U′3k+2 +V′3k+2.
Since E2 is generated by E1, and E3 is generated by E1 and E2 by Proposition
3.11, we get (E(A); {m′i}) is also generated by E
1. 
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Corollary 3.13. Assume the bi-Koszul algebra A is strongly. If (E(A); {mi}) is
generated by E1, and f2(md⊗1) = f2(1⊗md), then (E(A); {m
′
i}) is also generated
by E1. 
Continuing to consider the quasi-isomorphism between two A∞-structures on
E(A), {fi} : (E(A); {mi}) → (E(A); {m
′
i}), some extra hypothesis will make {fi}
to be a strict isomorphism which guarantees the properties of such two A∞-algebras
identify with each other.
Theorem 3.14. If f2(mi ⊗ 1) = f2(1⊗mi) for i = 2, d, and∑
1≤j≤i
(−1)i−jm′i(f1 ⊗ · · · ⊗ f2︸ ︷︷ ︸
j
⊗ · · · f1) = 0,
then g = f1 : (E(A); {mi})→ (E(A); {m
′
i}) is a strict isomorphism.
Proof. By Lemma 3.10, g = f1 : (E(A); {mi}) → (E(A); {m
′′
i }) is a strict isomor-
phism and m′′2 = m
′
2 = m2. The assumption directly implies m
′′
3 = f1m3(f
−1
1 ⊗
f−11 ⊗ f
−1
1 ) = m
′
3. For any x1, · · · , xd ∈ E
1, or one of xj ’s in E
2
d+1 and the others
in E1, we have
m′′d(x1, · · · , xd) = f1md(f
−1
1 (x1), · · · , f
−1
1 (xd)) = m
′
d(x1, · · · , xd)
by the Stasheff’s morphism identities listed above. So m′′d |(E1)⊗d = m
′
d|(E1)⊗d
and m′′d |E1···E2d+1···E1 = m
′
d|E1···E2d+1···E1 . By the same method, we check that
m′′d+1|(E1)⊗(d+1) = m
′
d+1|(E1)⊗(d+1) and m
′′
d+1|E1···E2
d
···E1 = m
′
d+1|E1···E2
d
···E1 . Thus,
(E(A); {m′i}) and (E(A); {m
′′
i }) are the same. The result follows immediately. 
Corollary 3.15. Assume the bi-Koszul algebra A is strongly. If f2(md ⊗ 1) =
f2(1⊗md) and
∑
1≤j≤d(−1)
d−jm′d(f1 ⊗ · · · ⊗ f2︸ ︷︷ ︸
j
⊗ · · · ⊗ f1) = 0. Then
g = f1 : (E(A); {mi})→ (E(A); {m
′
i})
is a strict isomorphism.
Proof. By the proof of Theorem 3.14. 
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