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Compounds of transition metal ions with strong spin-orbit coupling recently attracted attention due to the
possibility to host frustrated bond-dependent anisotropic magnetic interactions. In general, such interactions
lead to complex phase diagrams that may include exotic phases, e.g. the Kitaev spin liquid. Here we report on
our comprehensive analysis of the global phase diagram of the extended Kitaev-Heisenberg model relevant to
honeycomb lattice compounds Na2IrO3 and α-RuCl3. We have utilized recently developed method based on spin
coherent states that enabled us to resolve arbitrary spin patterns in the cluster ground states obtained by exact
diagonalization. Global trends in the phase diagram are understood in combination with the analytical mappings
of the Hamiltonian that uncover peculiar links to known models – Heisenberg, Ising, Kitaev, or compass models
on the honeycomb lattice – or reveal entire manifolds of exact fluctuation-free ground states. Finally, our study
can serve as a methodological example that can be applied to other spin models with complex bond-dependent
non-Heisenberg interactions.
I. INTRODUCTION
In contrast to simple examples of Heisenberg magnets dis-
cussed in standard textbooks, frustrated spin systems [1] offer
much wider range of phenomena, including the exotic spin-
liquid behavior [2, 3] or the emergence of effective monopoles
in spin-ice pyrochlores [4, 5]. The usual sources of frustra-
tion are frustrated geometry of the lattice (e.g. kagome´ [6]) or
the presence of longer-range interactions competing with the
nearest-neighbor ones (as e.g. in J1-J2 model [7–9]) and pos-
sibly among themselves. Within the last decade, pseudospin- 12
systems with frustrated bond-dependent non-Heisenberg in-
teractions emerging in Mott insulators as a consequence of
spin-orbit coupling (SOC) became a subject of intense re-
search [10–16]. While one of the main motivations has been a
possible realization of the Kitaev honeycomb model [17], the
presence of additional interactions leads to very rich magnetic
behavior that is particularly attractive as well as challenging
to study.
The basic element enabling the realization of the above
models possessing bond-dependent anisotropic interactions
has been well known for a long time. It relies on a d5 va-
lence configuration of heavy transition-metal ions with large
SOC which combines the spin s = 12 and effective orbital an-
gular momentum leff = 1 of the hole in the t52g configuration
into Jeff = 12 Kramers doublet ground state [18, 19]. A direct
experimental evidence for the spin-orbital entangled multiplet
structure [20] was obtained e.g. by resonant x-ray scattering
on Sr2IrO4 [21] containing d5 Ir4+ ions. It was the seminal
theoretical proposal by Jackeli and Khaliullin [22] that sug-
gested how to exploit the Jeff = 12 pseudospins in Mott insula-
tors with large SOC. Two lines of intense research followed.
The first one focuses on the square lattice case with the result-
ing Heisenberg interactions among the pseudospins – a situa-
tion appealingly analogous to undoped cuprates. Cuprate-like
magnetism was indeed found in perovskite iridates [23] and
certain observations support the idea to extend the analogy to
the doped case [24, 25]. Yet bigger excitement was initiated
by a proposal that the honeycomb Jeff = 12 compounds may
be close to the Kitaev limit where Ising-like bond-dependent
interactions lead to a spin-liquid ground state. Such an ex-
otic effective spin system may naturally arise when translating
the bond-anisotropic interactions of the d orbitals appearing
in Kugel-Khomskii models [26] into the pseudospin space via
the SOC-induced spin-orbital entanglement [19, 27].
In the search of materials close to the Kitaev limit, much
attention has been paid to the honeycomb iridates Na2IrO3,
α-Li2IrO3, and the ruthenate α-RuCl3 [28] that is claimed
to show signatures of Kitaev physics in the excitation spec-
tra [29–32]. However, these compounds were found to host
long-range magnetic order instead – zigzag type in Na2IrO3
[33–35] and α-RuCl3 [29, 36, 37] and spiral type in α-Li2IrO3
[38]. Only very recently, an evidence for a liquid state was
found in a related compound H3LiIr2O6 [39]. Even though
the zigzag phase is present in the phase diagram of the orig-
inally proposed Kitaev-Heisenberg model [40], later experi-
ments on Na2IrO3 showed that it gives an inconsistent ordered
moment direction [41] and additional bond-anisotropic and/or
further-neighbor interactions have to be invoked [42–47]. In
the resulting extended Kitaev-Heisenberg models, the highly
anisotropic interactions lead to complex phase behavior (see
Refs. [15, 42, 43] for examples) or unusual spin excitation
spectra showing e.g. a breakdown of the magnon picture even
in the long-range ordered phase away from the Kitaev limit
[48] or topological features [49, 50].
The (extended) Kitaev-Heisenberg models are not limited
to the honeycomb lattice. A large number of other situations
have been discussed, including triangular [19, 51–54] and
kagome´ [55] lattice and suitable types of three-dimensional
structures such as experimentally realized hyperhoneycomb
[56–60], harmonic honeycomb [57, 59, 61–63], hyperkagome´
[27, 64], fcc [65–67], and pyrochlore lattices [68, 69], or hy-
pothetical hyperoctagon lattice [70]. Finally, the concept of
Kitaev interactions in pseudospin Jeff = 12 systems has been
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2recently extended to d7 compounds such as those containing
Co2+ [71, 72].
In general, a thorough inspection of an extended Kitaev-
Heisenberg model in terms of spin structures, excitations etc.
through the parameter space is desired. Apart from theoret-
ical interest, this is mostly in order to establish it as an ef-
fective model for a concrete material and to narrow down
the parameter regime. Methodologically, the inspection is
complicated by the new kind of frustration stemming from
the bond dependence of the interactions. Since exotic fea-
tures such as spin-liquid ground states and fractionalized ex-
citations are “around”, simple approaches – for instance the
Luttinger-Tisza method [73] or linear spin waves – often have
a limited success and one has to resort to unbiased numeri-
cal methods fully incorporating quantum effects. Of a great
value are also exact symmetry properties, such as dual map-
pings of the Hamiltonian utilizing sublattice spin rotations
[11, 19, 69, 74, 75] that proved surprisingly powerful when
establishing and interpreting the phase diagram.
The aim of this paper is to perform a detailed analysis of
the phase diagram of the extended Kitaev-Heisenberg model
(EKH) relevant for honeycomb materials. Portions of the
phase diagram have been reported before by several studies,
both on the classical level [42, 46, 76] as well as including the
quantum effects [15, 47, 77–79]. Here we take a global view
of the phase diagram, trying to understand its trends based
on the competition/cooperation of the interactions and general
symmetry properties. We also analyze the internal structure of
the phases including the ordered moment direction that is use-
ful when fixing the model parameters based on experimental
data [41, 80]. To this end, we build on previous work [80] and
use exact diagonalization combined with ground-state anal-
ysis based on spin- 12 coherent states and complemented by
cluster mean field theory. This allows us to determine the
spin structures through the phase diagram, including the non-
collinear ones and estimate the amount of quantum fluctua-
tions. The global analysis revealed two surprising features
that underline the richness of the EKH model and enable a
deeper understanding of its phase behavior: (i) sets of exact
fluctuation-free ground states forming entire manifolds in the
parameter space, (ii) possibility to map part of the phase space
of the EKH model to a model characterized by a single bond-
dependent interaction axis. This way several models of sep-
arate interest “emerge” from the EKH model: Ising, Kitaev,
and compass [11, 26] models as well as their combinations.
The paper is organized as follows: The model and numeri-
cal methods are introduced in Sec. II and Sec. III, respectively.
Section IV contains the phase diagram of the model along
with a discussion of its phases. Section V analyzes the man-
ifolds of fluctuation-free ground states. Finally, Section VI is
devoted to the study of the Ising-Kitaev-compass case and its
links to EKH model.
II. EXTENDED KITAEV-HEISENBERG MODEL
A. Model Hamiltonian
According to the currently available prevailing evidence
for honeycomb materials [15] and following Ref. [80],
we choose to study the nearest-neighbor extended Kitaev-
Heisenberg model [42–44] complemented by third-nearest
neighbor Heisenberg exchange. The nearest-neighbor (NN)
part of the model contains – in addition to the usual Heisen-
berg exchange – all possible anisotropic terms that are allowed
by symmetry of the trigonally distorted honeycomb lattice
[44, 75]. It is most conveniently expressed in cubic coordi-
nates x, y, z introduced in Fig. 1(a) that allow to easily incor-
porate the discrete rotational C3 symmetry. For a bond of c
direction, the Hamiltonian contribution reads as
H (c)i j = J Si · S j + K S zi S zj
+Γ(S xi S
y
j +S
y
i S
x
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z
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y
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whereas the contributions for the other bond directions are
obtained by a cyclic permutation of the spin components
S x, S y, S z. The J and K terms alone constitute the Kitaev-
Heisenberg model [22, 74] that has been subject to extensive
studies [40, 74, 81–88] and still serves as a prototype model
to capture a departure from the Kitaev physics. In light of
experimental data [41], it has been generally recognized that
further anisotropic terms are needed, leading to the addition of
the Γ and Γ′ terms introduced in Refs. [42–44]. When study-
ing the phase diagram we keep signs of J and K flexible and
fix the signs Γ > 0 and Γ′ < 0 following the ab-initio cal-
culations as well as the perturbative evaluation of the effec-
tive interactions [43, 47]. According to the latter one, small
negative Γ′ should correspond to a trigonal compression of
the lattice [43], observed in Na2IrO3 [34, 35]. Moreover, sev-
eral ab-initio studies have evaluated the importance of further-
neighbor couplings (see e.g. [45, 47]). In Ref. [47], the effec-
tive spin Hamiltonians for Na2IrO3, α-RuCl3, and α-Li2IrO3
were constructed using a combination of DFT and cluster ex-
act diagonalization that equally treated interactions up to third
nearest neighbors. Among the further-neighbor interactions, a
significant value of J3 > 0 was found for all three compounds,
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FIG. 1. (a) Honeycomb NaIr2O6 layer. Iridium ions form a honey-
comb lattice with a sodium atom in the middle of each hexagon. Each
iridium atom is surrounded by an octahedron of oxygens; the neigh-
boring octahedra share an edge. The figure shows also the definition
of cubic x, y, z axes and the bond directions a, b, c. (b-d) Sublattices
of the two-, four- and six-sublattice transformations T2,T4,T6 that
reveal the points of hidden SU(2) symmetry.
3which leads us to the complete model considered here
H =
∑
〈i j〉∈NN
H (γ)i j +
∑
〈i j〉∈3rd NN
J3Si · S j . (2)
B. Hidden symmetries of the model
The NN part of the above model (J3 = 0) has rich symmetry
properties explored in detail in the previous work [75]. First,
it supports a self-dual transformation T1 that corresponds to a
global pi-rotation of the spins around the axis perpendicular to
the honeycomb plane. Such a transformation fully preserves
the form of the Hamiltonian but replaces the values of the pa-
rameters JKΓΓ′ by another set of values. Second, Ref. [75]
has also identified a number of special parameter combina-
tions – the points of “hidden” SU(2) symmetry in the parame-
ter space – for which the NN model maps to ferromagnetic
(FM) or antiferromagnetic (AF) Heisenberg model on the
honeycomb lattice. This is achieved by employing either two-,
four-, or six-sublattice coverings of the honeycomb lattice as
depicted in Fig. 1(b)-(d) and performing selected sublattice-
dependent rotations of the spins. The neighboring spins that
belong to different sublattices are therefore rotated in a dif-
ferent fashion and the interaction among those spins takes a
modified form, in certain cases the simple Heisenberg one.
For these particular cases, the seemingly anisotropic model is
thus exactly equivalent to the Heisenberg model on the hon-
eycomb lattice. By using the same transformation backwards,
we can exploit the known properties of Heisenberg model ob-
taining thereby e.g. the ordering pattern or excitation spectra
at the points of “hidden” SU(2) symmetry. Due to the sublat-
tice structure of the transformation, the simple ordering pat-
terns of Heisenberg FM or AF transform to more complex
ones such as stripy, zigzag or even non-collinear vortex pat-
tern.
As a well-known example, we can consider the Kitaev-
Heisenberg model with the parameters satisfying the relation
K = −2J and the four-sublattice covering shown in Fig. 1(c).
Keeping the spins at the sites marked by  unrotated, and ap-
plying pi-rotations around the x, y, or z axes to the spins at the
sites attached to the  sites by the a, b, or c bond, respectively,
we obtain the Heisenberg Hamiltonian H = −J ∑〈i j〉 S′i · S′ j
in the rotated spin variables S′. In the notation of Ref. [75],
this transformation is called T4. The other possibilities in-
clude two-sublattice transformation T2, the six-sublattice T6,
and the combinations T1T4 and T2T6. All these points of
“hidden” SU(2) symmetry summarized in Table I and Fig. 3
of Ref. [75] provide exact reference points in the parameter
space and will be extensively utilized in the present study.
III. METHODS
To solve the model, we use the standard Lanczos exact di-
agonalization (ED) technique employing a finite cluster [89].
The calculated cluster ground state is subsequently analyzed
utilizing spin- 12 coherent states [80] as detailed below. The ED
technique is complemented by the cluster mean-field theory
(CMFT). This combination is useful for a global characteriza-
tion of the phase diagram – ED gives the ground state char-
acteristics such as energies and spin correlations, the analysis
based on spin- 12 coherent states enables to better assess the
ordering patterns and the direction of magnetic moments, and
CMFT supplements this information by the length of the or-
dered moments which is not directly accessible by ED.
In both cases we use a hexagonal 24-site cluster with pe-
riodic boundary conditions applied. This cluster has a fully
symmetric shape and supports all the phases with hidden
SU(2) symmetry [75]. It is therefore expected to provide a
fair environment for the competition of the phases, with the
exception of the possible spiral phases that are forced to fit
the periodic boundary conditions and may be thus slightly
suppressed. In this specific case we have extended our ED
analysis to 32-site clusters.
A. Spin- 12 coherent states for non-collinear phases
The analysis of the exact ground state of the cluster ob-
tained by ED presents a challenge – the cluster ground state
does not spontaneously break symmetry but instead contains
a linear combination of all the degenerate spin configurations.
To resolve the dominant configuration and obtain the direc-
tion of the pseudospins from the ED ground state, we follow
Ref. [80] and employ spin- 12 coherent states. Such a state, po-
larized in a direction given by spherical angles θ, φ is given
by:
|θ, φ〉 = e−iφS z e−iθS y | ↑ 〉, (3)
where we make a standard choice of cubic z direction as the
quantization axis. The cluster spin-coherent state is then a
direct product of coherent states on each site j:
|Ψ〉 =
N∏
j=1
|θ j, φ j〉. (4)
This state can be understood as a classical (fluctuation-free)
spin pattern with the individual spins pointing in the direc-
tions determined by the angles θ j, φ j. By calculating the over-
lap 〈Ψ|GS〉 and maximizing its absolute value by varying the
angles, we can identify the classical pattern that best fits the
exact ground state |GS〉.
For collinear phases (in the case of EKH model, these are
FM, AF, zigzag and stripy) the cluster spin-coherent state
is captured by a single pair (θ, φ), which makes it easy to
find the moment direction by inspecting the probability map
P(θ, φ) = |〈Ψ|GS〉|2 and finding the maximum. However, al-
ready the analysis of hidden SU(2) points revealed the exis-
tence of several non-collinear “vortex” phases in the phase di-
agram of the EKH model [75]. In the general case, the prob-
ability P = |〈Ψ|GS〉|2 has to be maximized with respect to
all 2N angles. For our cluster with N = 24 sites, this poses
a nontrivial computational problem of global optimization in
48-dimensional space. To this end, we use the particle swarm
method for global optimization, which yields a result further
refined by a local optimization algorithm.
4The demanding task can be partly avoided by estimating in
advance the parameter windows where non-collinear phases
can be found. This can be achieved by first finding the opti-
mal spin configuration among the collinear ones and calculat-
ing the full Hessian matrix of second derivatives (with respect
to all 48 angular parameters) for such a configuration. The
potential instability of the collinear phase can be identified by
analyzing the eigenvalues of this Hessian matrix.
B. Cluster mean-field theory
Similarly to ED, within CMFT we periodically cover the
lattice by copies of a given cluster. The bonds connecting the
cluster copies (external bonds) are treated in a mean-field ap-
proximation, replacing the contributions to the bond Hamilto-
nian according to the recipe
S αi S
β
j ≈ 〈S αi 〉S βj + S αi 〈S βj 〉 − 〈S αi 〉〈S βj 〉, (5)
while the internal bonds of the cluster are kept fully quan-
tum [81]. The mean-field approximation generates effective
magnetic fields acting at the outer sites of the cluster and po-
larizing the cluster ground state to be determined by ED. The
polarizing fields depend on the averages 〈S αi 〉measured on the
polarized ground state which leads to a selfconsistent prob-
lem with much higher computational demands than the pure
ED. On the other hand, by explicitly breaking the ground state
symmetry, the CMFT method allows to directly determine the
ordering pattern and estimate the ordered moment length.
The introduction of the mean-field boundary makes the
sites of the cluster nonequivalent. In combination with
the highly anisotropic bond-dependent interactions, the spin
structures show a tendency towards various forms of artifi-
cial canting. To prevent this, we limit ourselves to the case
of collinear spin structures and follow the approach described
in Ref. [81], where an averaged ordered moment through the
cluster is taken and distributed on the boundary sites following
a particular ordering pattern.
IV. GLOBAL PHASE DIAGRAM
By optimizing the spin configurations using the methods
described in the previous section and evaluating the corre-
sponding probabilities, we are able to construct a detailed
phase diagram of the model. We present the slices through
the phase diagram using a common parametrization for the
main interactions [42], that is J = cosϕ sin θ, K = sinϕ sin θ,
Γ = cos θ with ϕ ∈ [0, 2pi] and θ ∈ [0, pi/2]. This way all
the J, K sign combinations and interaction strength ratios for
positive Γ ≥ 0 are explored. The remaining model parameters
Γ′ and J3 are kept fixed for a given slice. Fig. 2(a) shows the
phase diagram for Γ′ = J3 = 0, which is the special case of the
JKΓ model, first analyzed in Ref. [42]. We shall now use this
diagram to survey the main properties of the phases and move
on to their evolution with Γ′ and J3 afterwards. The reader
may also consult Appendix C containing an extensive set of
phase diagram slices for selected Γ′ values.
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FIG. 2. (a) Phase diagram of the extended Kitaev-Heisenberg
model with Γ′ = J3 = 0 using the parametrization J = cosϕ sin θ,
K = sinϕ sin θ, Γ = cos θ with ϕ ∈ [0, 2pi] being the azimuthal angle
and θ ∈ [0, pi/2] the radial coordinate measured as a distance from
the center of the circle. Color intensity and contours show the prob-
abilities of classical spin patterns for the respective phases. Dashed
lines separate distinct regions within one phase. White areas repre-
sent regions where no clear signatures of a long-range ordered phase
were detected using the 24-site cluster. The gray dots indicate points
of (hidden) SU(2) symmetry. The hatched part of the central region
with a large probability of the zigzag pattern shows a tendency to
form a non-collinear spin arrangement. (b) The angle of the ordered
moments to the honeycomb plane for the zigzag phase – in the up-
per region, the moment points near the cubic z direction (assuming
zigzags running along a and b bonds), whereas in the central region
it is located between x and y axes. The panel also depicts the in-plane
spin patterns for distinct regions (labeled as a and b) within vortex
and FM phases and the out-of-plane pattern of the AF phase. Further
details can be found in Fig. 9(e) of Appendix C.
5A. Collinear phases of the JKΓ model
We first focus on the simpler collinear phases which oc-
cupy most of the phase diagram. Two phases, FM and AF,
dominating Fig. 2(a) are directly linked to Heisenberg points.
Though they may seem trivial at the first sight, our inspection
revealed their interesting internal structure due to the complex
interplay of the bond-anisotropic interactions. We start with
the FM phase, which is expected to be most accessible due
to the small amount of quantum fluctuations. In the JK limit
(the outer circle of the diagram), the ordered moments point
along one of the three cubic directions x, y, z selected by virtue
of the “order-from-disorder” mechanism on top of isotropic
classical energy [80, 90]. Since the cluster ground state is a
superposition of the six degenerate possibilities, the probabil-
ity approaching the value 16 near the FM point indicates van-
ishing quantum fluctuations. With the presence of the Γ term,
the magnetic moment is quickly pushed into the honeycomb
plane, lying either directly within the plane or close to it (with
. 10◦ deviation, see also Fig. 9(e) in Appendix C). This can
be understood by evaluating the classical energy for the FM
phase: Eclass ∝ 3J + K − Γ + Γ(nx + ny + nz)2, where the unit
vector n = (nx, ny, nz) represents the moment direction. The
honeycomb plane is thus preferred by Γ interaction on a clas-
sical level which makes it easy to outweigh the fluctuation-
selected cubic axis. A small Γ value of the order 10−2 to
10−1 of the dominant JK is typically sufficient to achieve this
with the value dropping even lower near the FM Heisenberg
point. Within the honeycomb plane, moments point either in
the bond direction, or perpendicular to the bond in two sepa-
rate regions of the FM phase [see Fig. 2(b)]. In accord with the
intuition, departing from the FM Heisenberg point, quantum
fluctuations intensify, lowering thus the plotted probability.
Linked to the FM phase by means of the four-sublattice
transformation (T4 in the notation of Ref. [75]) is the stripy
phase. Its hidden FM nature is manifested by a large prob-
ability, reaching 16 at the hidden SU(2) point K = −2J < 0
that is an image of the FM Heisenberg point in the T4 map-
ping. In contrast to the FM phase, the magnetic moment di-
rection is tied to the vicinity of the cubic axes throughout the
stripy phase, lifting a bit with increasing Γ instead of moving
to the honeycomb plane. This is because the Γ interaction is
not compatible with the T4 transformation and acts differently
here.
In the AF phase, the moment direction is classically de-
generate in the JK limit, and the cubic directions are chosen
again by the “order-from-disorder” mechanism. The addition
of the Γ anisotropy fixes now the moments in the (111) direc-
tion – perpendicular to the honeycomb plane. This state min-
imizes the classical energy including Γ contribution: Eclass ∝
−3J −K + Γ−Γ(nx + ny + nz)2. Similarly to the FM phase, the
fluctuation energy selecting the cubic directions is small and
the change to the (111) direction occurs already at a minute Γ
of the order 10−4 to 10−2 of the dominant JK with the critical
value of Γ decreasing to zero at the AF Heisenberg point. Go-
ing deeper into the AF phase, the probability of the classical
Ne´el configuration increases with Γ steadily, peaking at 12 on
a line near the circle center that starts at the K = Γ hidden
SU(2) symmetry point. For the (111) AF state, there are two
equivalent configurations of the moments, meaning that the
peaking probability of 50% represents a classical state with-
out any quantum fluctuations. Indeed, as we later explicitly
demonstrate in Sec. V, terms that would lead to quantum fluc-
tuations are present but their remarkable cancellation for the
particular order causes the highly anisotropic model to support
a fluctuation-free AF state on an entire manifold of its param-
eter space. The same AF phase may thus be represented by
fluctuation-free ground states as well as those with significant
quantum fluctuations, depending on the location in the param-
eter space.
Analogous to the FM/stripy case, T4 maps the AF Heisen-
berg point to the hidden SU(2) point K = −2J > 0. The top
zigzag region of the phase diagram extends around this point;
in the JK limit, the moment direction coincides again with
one of the cubic directions. Adding further anisotropy with
increasing Γ, the moments are pushed continuously towards
the honeycomb plane, as shown in Fig. 2(b).
Of a greater experimental relevance is the second zigzag
phase near the center of the phase diagram. It is also linked to
a hidden SU(2) point which, however, occurs at finite Γ′ < 0
[75]. In this phase, the moment direction is located roughly
between the cubic x and y axes, near the direction found ex-
perimentally [41]. We will show later, that it is this zigzag
region that largely expands and dominates the phase diagram
after the inclusion of Γ′ and/or J3 coupling terms. A com-
prehensive discussion of the moment direction in both zigzag
phases in the context of the experimental data can be found in
Ref. [80].
B. Vortex phase
The vortex phase is a non-collinear phase “emanating”
from the most peculiar hidden SU(2) symmetry point of the
model that is revealed by a six-sublattice spin rotation T6 of
Ref. [75]. T6 maps the ferromagnetic J < 0 Heisenberg model
to EKH model at the parameter point J = 0, K = Γ > 0 indi-
cated in Fig. 2(a). Owing to its hidden FM nature and six de-
generate spin configurations, the optimized probabilities reach
1
6 in the vicinity of this exact vortex point, and continuously
decrease with the departure away from it.
The phase comprises regions with two different most prob-
able classical configurations of moments labeled as vortex-a
and vortex-b in Fig. 2(b). Let us note, however, that these
two patterns have very close probabilities and are continu-
ously connected, implying a presence of a soft mode oscil-
lating between them. In partial agreement with the classical
treatment [42], spins are found to lie within or close to the
honeycomb plane. The vortex-b pattern is always planar while
in the vortex-a regions near the boundary with AF or zigzag
phase, the spins start to tilt away from the honeycomb plane
in a staggered AF fashion. The tilt is largest in the right part
of the vortex phase [see Fig. 9(e)] which we interpret as the
proximity effect of the robust AF order with the moments per-
pendicular to the honeycomb plane.
A deeper understanding of the internal structure of the vor-
tex phase is possible by utilizing four reference points where
the EKH maps to simpler models. One of them is the vortex
SU(2) point in Γ′ = 0 slice. The freedom associated with the
6selection of the ordered moment direction in the hidden FM at
this point creates a continuous family of degenerate patterns
including vortex-a and vortex-b. Another hidden SU(2) sym-
metry point but of AF nature is found for Γ′ ≈ −0.5 at the op-
posite edge of the vortex phase [see Fig. 9(j) of Appendix C].
It is associated with T2T6 transformation of Ref. [75]. For
a planar structure, the staggering of the hidden AF order is
compensated by the two-sublattice pi-rotation T2 such that this
point supports the same vortex-a and vortex-b patterns as for
the Γ′ = 0 hidden FM point associated with just T6. How-
ever, in contrast to the latter point, the corresponding state
has pronounced quantum fluctuations because of the hidden
AF nature. Departing away from the hidden FM point or
the hidden AF point, the degeneracy is lifted and one of the
configurations is chosen as the energetically most favorable.
Here the proximity to the remaining two reference points de-
cides. As we find in Sec. VI, the point K = Γ = −J > 0 (the
“meeting” point of four phases) corresponds to a FM compass
model on the honeycomb lattice while at another nearby point
with K > 0, J = Γ > 0, and Γ′ < 0, the model maps to AF
compass-like model with the interaction direction perpendic-
ular to the bond. These two compass(-like) models prefer pat-
terns vortex-b and vortex-a, respectively, which qualitatively
explains the location of vortex-a,b subphases.
C. Remaining phases of the JKΓ model
The remaining parts of the phase diagram slice for Γ′ = 0
and J3 = 0 [kept white in Fig. 2(a)] are to a small extent oc-
cupied by the two known Kitaev spin liquids associated with
the FM and AF Kitaev points. Here the optimization of spin-
1
2 coherent states described in Sec. III A finds a large number
of configurations consisting of aligned/contra-aligned pairs of
the nearest-neighbor spins, as appearing in classical S → ∞
limit of the Kitaev model [91, 92] (see also Appendix A for
several details concerning the behavior of the method in the
presence of Kitaev spin liquids).
However, much bigger portion of the phase diagram is
taken by the white region in the lower central part which
shows a particularly puzzling behavior. Parts of it were sug-
gested earlier to host incommensurate phases [42, 78]. The
vertical J = 0 line seems to play a special role as it clearly
separates the middle zigzag as well as the vortex region from
the other phases on the right [see Fig. 2(a) and the detail in
Fig. 3(a)]. The K − Γ model corresponding to the J = 0 line
has been recently studied separately and its ground state for
ferromagnetic K was found to bear signatures of a spin liquid
[93, 94].
Using the method of Sec. III A for the above region, we find
tendencies to form complex spin structures, though the prob-
ability of such configurations is quite small, hinting towards
a possibility of phase(s) without a long-range order. Inter-
estingly, the region with a large probability of the collinear
zigzag structure is also partially unstable towards a formation
of a non-collinear spin arrangement – see the hatched pat-
tern in Fig. 2(a) or Fig. 3(a). Although the clusters accessi-
ble to ED are not in general large enough to properly capture
potential spin orderings with large unit cells, we still try to
provide a further analysis based on momentum-space corre-
FIG. 3. (a) Position of the four selected points 1 − 4 in the phase di-
agram. In addition, the FM Kitaev point is taken as a reference. (b)–
(h) 〈S z−qS zq〉 correlations at the selected parameter points calculated
for the 24-site cluster (b,c,f,g) and 32-site clusters of hexagonal (d,h)
and rectangular shape (e). The nearest-neighbor correlations in the
liquid state are manifested by a wave-like pattern [panel (b)] – such a
pattern seems to be present as a “background” in the other maps (c–
h) as well. At point 1, the larger 32-site clusters already support in-
commensurate correlations [panels (d),(e)], while the 24-site cluster
shows zigzag-like correlations [panel (c)] though collinear zigzag is
not the most probable configuration anymore. Incommensurate cor-
relations are visible at the 24-site cluster for point 3 [panel (g)] and
merge with the zigzag ones on the K−Γ line [panel (f)]. Deeper in the
white region, the incommensurate wavevector moves out of the first
Brillouin zone [panel (h)]. All the panels (b–h) show the available
q-resolution for the given cluster. In panel (c), the high-symmetry
points in the Brillouin zone are labeled.
lations. Here we utilize two more clusters in ED, a 32-site
cluster of a hexagonal shape and a rectangular one (4
√
3 × 6
in lattice spacings), in addition to our default 24-site cluster.
Fig. 3(a) shows the positions of four parameter points se-
lected for a comparison: 1 in the unstable zigzag region, 2
on the K − Γ boundary, 3 in the expected spiral phase close
to J = 0 line, and point 4 deeper in the expected spiral
phase. The FM Kitaev point is added for reference. Plot-
ted in Fig. 3(b)–(h) are the maps of the equal-time spin-spin
correlation function 〈S z−qS zq〉. It should be emphasized, that
the cluster ground states do not spontaneously break symme-
try and contain e.g. a linear combination of several ordering
patterns that differ by the direction of the ordering wavevec-
tor and hence the ordered moment direction. The selection of
the spin component of the correlation function then provides
access to various components of this combination. For the
hexagonal clusters, where a rotation by 2pi/3 is in effect just a
cyclic permutation among the S x, S y, and S z components, the
other correlation functions 〈S x−qS xq〉 and 〈S y−qS yq〉 are merely
2pi/3-rotated copies of the maps shown in Fig. 3.
7By combining various sets of maps from Fig. 3, several
trends can be illustrated:
(i) The wave-like background identical to momentum-
represented nearest-neighbor correlations of the Kitaev liquid
[Fig. 3(b)] is universally present at all points, less apparently
in the case of peaked structures on top of the background be-
cause of an extended colorscale range.
(ii) Panels (c), (d), and (e) show the influence of the cluster
size and shape at the parameter point 1 that we demonstrate
now to be in the incommensurate region. For the smallest 24-
site cluster, the correlation map in Fig. 3(c) still includes peaks
located at the M momenta which corresponds to a zigzag
arrangement. However, using the method of Sec. III A, the
zigzag pattern is found unstable which already hints towards
another type of ordering. This is fully revealed by the larger
32-site clusters. By providing a denser momentum-space cov-
erage, they enable the preferred incommensurate state to de-
velop [Figs. 3(d),(e)]. The difference between Fig. 3(d) and
Fig. 3(e) is an effect of the cluster shape. The symmetric
hexagonal 32-site cluster [panel (d)] supports three degen-
erate directions for the ordering wavevector that coexist in
the ground state (two of them visible aside the main maxima
near the Brillouin zone center), while the rectangular shape of
the second 32-site cluster selects only one of those directions
[panel (e)].
(iii) Panels (c), (f), and (g) demonstrate, for the 24-site clus-
ter, the evolution from commensurate correlations [point 1,
Fig. 3(c)] to incommensurate ones [point 3, Fig. 3(g)] found
in the white region. At the boundary point 2 with J = 0, the
corresponding states show a level crossing and we obtain the
average spin-correlation pattern displayed in Fig. 3(f) resem-
bling that of the Kitaev point.
(iv) Panels (d) and (h) illustrate, for the symmetric 32-site
cluster, the transfer of the incommensurate wavevector from
the inside of the first Brillouin zone [point 1, Fig. 3(d)] to the
outside [point 4, Fig. 3(h)] when moving in the direction of
positive J. This trend was also obtained by classical Monte-
Carlo simulations [43].
In conclusion, the studied region of the phase diagram
shows a complex behavior with the spin-correlations indi-
cating tendencies towards various incommensurate orders.
However, the common wave-like background to the spin-
correlations suggests a presence of strong liquid-like features.
D. Effect of nonzero Γ′ and J3 parameters
We shall now investigate the evolution of the phases found
in the Γ′ = J3 = 0 slice of the phase diagram when the pa-
rameters Γ′ and J3 are varied. As argued in Sec. II, we limit
ourselves to the experimentally most relevant case of small
Γ′ < 0 and J3 > 0. Additional data to establish a fuller picture
are presented in Appendix C. The observed trends can be suc-
cessfully explained either simply by considering the classical
energy or, more fundamentally, correlated with the positions
of the points of special symmetry in the parameter space, as
inspected in Ref. [75] (points of hidden SU(2) symmetry) and
the following sections V and VI.
Fig. 4(a),(b) shows phase diagrams for two moderate val-
ues of Γ′ < 0. Most notable effect of negative Γ′ is the
in-plane
in-plane
0.50
0.15
FIG. 4. Phase diagrams for nonzero values of Γ′ and J3 represented
by probabilities of optimized collinear and vortex spin patterns in the
ED ground state (left) and, focusing on zigzag phases, by the an-
gle of the moments to the honeycomb plane (right). Hatched/white
areas in the zigzag phase indicate the instability of the collinear pat-
tern. Bottom part of panel (a) also shows the ordered moment length
calculated by CMFT (left) and the angle to the honeycomb plane in
zigzag phases (right). Shown in panel (b) are projected positions of
a hidden SU(2) point (gray •) and a compass-like point (M).
8large expansion of the vortex phase and mainly of the central
zigzag phase. The former trend can be understood as a prox-
imity effect of the point where the EKH model maps to AF
compass-like model (to be analyzed in Sec. VI). Its position is
at Γ′ ≈ −0.6 in the chosen parametrization and the projection
to JKΓ plane is indicated in Fig. 4(b). Though the difference
in Γ′ is still quite large, this special point efficiently enforces
the vortex-like correlations of type a so that the vortex phase
not only grows but also becomes dominated by vortex-a pat-
tern (c.f. Appendix C). The expansion of the central zigzag
phase is linked to approaching the hidden SU(2) point that is
an image of the AF Heisenberg point in T1T4 transformation.
This point, having Γ′ ≈ −0.4 and the projection onto JKΓ
plane as indicated in Fig. 4(b), enforces the zigzag order with
the moment direction consistent with experiments and may be
actually regarded as the source of the central zigzag phase.
On the other hand, the top zigzag region related to the SU(2)
point in the Γ′ = 0 plane is suppressed with Γ′ < 0, to the
extent that it is not even discernible already for Γ′ = −0.2.
The FM and AF phases develop more complex internal
structure when Γ′ < 0 is added. This is due to the competition
of the energy contributed by Γ and Γ′ that are decisive for the
moment direction at a classical level. The anisotropic part of
these contributions is proportional to ±(Γ + 2Γ′)(nx + ny + nz)2
for FM and AF, respectively. In the FM phase, Γ′ < 0 cre-
ates a new subphase where the moments pushed originally to
the honeycomb plane due to Γ > 0 [Fig. 2(b)] take the di-
rection perpendicular to the honeycomb plane. This subphase
extends near the outer rim of the FM phase where Γ is suffi-
ciently weak. An opposite effect is observed in the AF phase.
Here, in addition, the absence of the moment confinement by
anisotropic classical energy in the case of Γ + 2Γ′ = 0 leads to
an enhancement of quantum fluctuations and the probability
plotted in e.g. Fig. 4(b) therefore drops at the corresponding
circle.
Based on the data presented so far, the probabilities of the
best-fitting classical configurations represent a good measure
of quantum fluctuations in the ground state. To have an in-
dependent quantification and to cross-check our results, we
compare them to a complementary approach, namely CMFT
described in Sec. III B. Its advantage is the ability to estimate
the ordered moment length that we plot in Fig. 4(a). The phase
boundaries of the collinear phases are in a good agreement
with the method based on ED and the moment length reveals
the less fluctuating FM and stripy phases, and the gradual de-
crease of quantum fluctuations when going deeper into the AF
phase. The data on the moment angle to the honeycomb plane
shows a somewhat larger spread but the trend is identical.
The evolution of the phases with increasing third nearest-
neighbor coupling J3 is illustrated in Fig. 4(c),(d). As ex-
pected already at the level of the classical energy, the anti-
ferromagnetic J3 > 0 coupling further favors zigzag and AF
phases. The stripy and vortex phases of hidden FM nature
as well as the FM phase get quickly suppressed and the two
zigzag regions merge filling the entire left half of the phase
diagram. In both zigzag and AF phases, the third nearest-
neighbor bonds have contra-aligned spins favorable for AF J3
interaction. The energy gain brought by J3 therefore does not
visibly shift the zigzag/AF boundary. The two zigzag regions
have incompatible moment directions. When merging them,
the system makes a compromise by pushing the moment di-
rection to the honeycomb plane so that it can easily flip be-
tween z and (x + y)/
√
2 directions projected onto honeycomb
plane [c.f. Fig. 2(b)]. Near the boundary between the zigzag
subphases where the moment lies in the honeycomb plane, the
quantum fluctuations are significantly suppressed.
We reach the conclusion that both Γ′ < 0 and J3 > 0 –
expected to be present in real materials – strongly stabilize
the central zigzag phase that is consistent with experimental
observations in Na2IrO3 in both the magnetic ordering and
direction of magnetic moment. As for the precise moment di-
rection (figures in the right column of Fig. 4), the evolution
seems to be dictated by K, Γ, while Γ′, J3 influence mostly
the extent of the phase. We note that one has to distinguish the
real pseudospin direction and the moment direction as probed
by various techniques such as neutron or resonant x-ray scat-
tering [80]. Based solely on the moment direction with the
experimental data [41] translating to the pseudospin angle of
about 38◦−40◦ [80], it seems that the FM K < 0 should be the
largest interaction, followed by possibly still large Γ > 0. Be-
ing in accord with the conclusions of Ref. [80], this also falls
in line with ab-initio estimates of dominant ferromagnetic K
and comparable J > 0,Γ > 0,Γ′ < 0 and J3 > 0 [15].
Finally, small hatched/white areas in the zigzag phase
shown in Fig. 4 again indicate the instability of the collinear
zigzag pattern that may be interpreted as a protrusion of the
possible incommensurate phase. They appear at small Γ′ and
J3 which together with the link between Γ′ and trigonal dis-
tortion suggests an explanation for the spiral order in less dis-
torted α-Li2IrO3 compared to Na2IrO3 with zigzag order. This
point was analyzed at a basic classical level in Ref. [75].
V. FLUCTUATION-FREE MANIFOLDS
As noticed in Sec. IV A when inspecting the phase diagram
of the JKΓ model [Fig. 2(a)], the AF phase contains an un-
usual line of fluctuation-free ground states located near the
center of the phase diagram. The distance to this line seems
to determine the magnitude of quantum fluctuations through-
out the entire AF phase – the probability of the Ne´el state in
the ground state increases more or less monotonously starting
from the outer rim and approaching the line radially inwards.
In fact, similar lines are present also for nonzero Γ′ slices in a
certain Γ′ range and form thus an entire surface in the param-
eter space. This is quite unexpected since at those parameter
points, all the interactions are active and there is no apparent
cancellation leading to the absence of quantum fluctuations.
What is more, a manifold of fluctuation-free ground states is
found also in part of the FM phase away from the trivially
fluctuation-free FM Heisenberg point. This is demonstrated
in Fig. 5(a) for two values of Γ′ < 0. Below we address both
cases, starting with the simpler FM one.
A. FM phase
A common feature of the fluctuation-free ground states is
the moment direction being perpendicular to the honeycomb
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FIG. 5. (a) Lower left quadrant of the phase diagram for Γ′ = −0.1
and Γ′ = −0.2 showing the FM phase. The color indicates the dif-
ference Pmax − P between the probability P of the classical state in
the ED ground state and its maximum value of Pmax = 12 . The maxi-
mum probability, corresponding to a fluctuation-free ground state, is
reached in the FM subphase with the moments perpendicular to the
honeycomb plane (darker color) at the line given by K +2Γ−2Γ′ = 0
(dashed). (b) Coordinate frames used to express spin interactions.
(c) Schematic representation of the T6 transformation on the honey-
comb lattice. At each of the six sublattices, a different rotation of spin
components is applied. (d) Correspondence between the bonds and
interaction HamiltoniansH (x),H (y),H (z) for the EKH model and ex-
tended Kekule´-Kitaev-Heisenberg model obtained when performing
the T6 transformation. (e) The fluctuation-free line in the AF phase
of the JKΓ model. The line is determined by 3J +K−Γ−2Γ′ = 0 and
crosses the hidden SU(2) symmetric vortex point (gray •). (f) Shifted
line for a case of non-zero Γ′: the line no longer enters the AF phase.
plane, suggesting to rewrite the Hamiltonian into the XYZ ref-
erence frame [Fig. 5(b)] where this perpendicular direction is
singled out. The Hamiltonian contributions for all the bond
directions can be cast to a common form [75]:
H (γ)i j = JXY (S Xi S Xj + S Yi S Yj ) + JZS Zi S Zj
+ A [(S Xi S
X
j −S Yi S Yj ) cos φγ − (S Xi S Yj +S Yi S Xj ) sin φγ]
− B [(S Xi S Zj +S Zi S Xj ) cos φγ + (S Yi S Zj +S Zi S Yj ) sin φγ]. (6)
The bond-dependence of the interactions is expressed via the
trigonometric factors containing the angles of the bonds mea-
sured from the Y axis, i.e. φγ = 0, 2pi3 ,
4pi
3 for the c, a, and
b bonds, respectively. Eq. (6) is obtained by inserting into
Eq. (1) the transformation relations

S x
S y
S z
 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3 0
1√
3


S Xcos φγ + S Ysin φγ
−S Xsin φγ + S Ycos φγ
S Z
 (7)
which represent a conversion from the cubic xyz to XYZ ref-
erence frame for a c bond as well as the necessary cyclic per-
mutation among xyz (rotation around Z axis), and using the
fact that cos 2φγ = cos φγ, sin 2φγ = − sin φγ for the allowed
values of φγ.
The interaction parameters in (6) expressed in terms of the
original J, K, Γ, and Γ′ read as
JXY = J + 13 (K − Γ − 2Γ′), (8)
JZ = J + 13 (K + 2Γ + 4Γ
′), (9)
A = 13 (K + 2Γ − 2Γ′), (10)
B =
√
2
3 (K − Γ + Γ′). (11)
Let us now consider a FM state polarized in the Z direction
and inspect the terms that could lead to quantum fluctuations.
As in usual Heisenberg magnets, the JXY interaction contain-
ing S +i S
−
j and S
−
i S
+
j does not act on the polarized state. The
above state is an eigenstate of the S Zi operators, the action of
B-terms in the Hamiltonian therefore sums up to
− B
∑
sites
S Xi ∑
γ=a,b,c
cos φγ + S Yi
∑
γ=a,b,c
sin φγ
 (12)
which drops out since both
∑
γ cos φγ and
∑
γ sin φγ are zero.
Only the remaining A-terms containing S +i S
+
j and S
−
i S
−
j are
active. Setting A = 0, all the S −i or S
−
i S
−
j terms that could
lead to quantum fluctuations are cut off by zero prefactors and
we are left with an exact eigenstate. The two conditions for a
fluctuation-free FM ground state, i.e. moments being perpen-
dicular to the honeycomb plane and A = 0 translating to
K + 2Γ − 2Γ′ = 0, (13)
are checked in Fig. 5(a). Approaching the line given by
Eq. (13) within the (111) polarized FM phase, the probability
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indeed reaches the maximum value of 12 , reflecting the two de-
generate configurations (moments along Z or −Z) being super-
posed in the cluster ground state. Exactly at this line, we find
a doubly degenerate ground state. Finally, let us note that the
ground state remains fluctuation-free even in the presence of
J3 provided that the (111) polarized FM pattern is preserved.
B. AF phase
A more complex situation is encountered in the case of
(111) polarized AF phase. Here the fluctuation-free manifold
is attached to the vortex point of hidden SU(2) symmetry host-
ing an infinite number of fluctuation-free states. The (111)
polarized AF state is one of them, the others being e.g. the
vortex-a and vortex-b configurations shown in Fig. 2(b). The
connection to the SU(2) vortex point suggests a special role of
the T6 transformation which we discuss in more detail here.
The T6 transformation is a 6-sublattice mapping that rotates
the spins according to the recipe:
sublattice 1: (S x′, S y′, S z′) = (S x, S y, S z),
sublattice 2: (S x′, S y′, S z′) = (−S y,−S x,−S z),
sublattice 3: (S x′, S y′, S z′) = (S y, S z, S x),
sublattice 4: (S x′, S y′, S z′) = (−S x,−S z,−S y),
sublattice 5: (S x′, S y′, S z′) = (S z, S x, S y),
sublattice 6: (S x′, S y′, S z′) = (−S z,−S y,−S x). (14)
For a better understanding, the transformation is depicted in
Fig. 5(c). On sites 1, 3, 5 marked by a square symbol, the
spins are rotated around the (111) axis, on sites 2, 4, 6 marked
by a circle, the mapping consists of pi-rotations around axes
lying in the honeycomb plane. This in effect changes the (111)
polarized AF pattern into (111) polarized FM one, making a
first step towards the understanding of the AF fluctuation-free
line.
The second step involves the transformation of the Hamil-
tonian. Performing the T6 spin rotations, we find that the re-
sulting model is similar to EKH in the sense that three types of
bond interactions of the form of Eq. (1) appear, H (x) ≡ H (a),
H (y) ≡ H (b), and H (z) ≡ H (c), with the parameters modified
according to
(J,K,Γ,Γ′)Kekule´ = (−Γ,−J − K + Γ,−J,−Γ′). (15)
However, the assignment ofH (x,y,z) to the bonds is not simply
by the bond direction anymore. Instead, as shown in Fig. 5(d),
a network of benzene-like rings governed by alternating H (y)
and H (z) is formed. They are interconnected by bonds pos-
sessing the H (x) type of interactions. This way, the T6 trans-
formation maps the EKH model to an extended variant of
Kekule´–Kitaev model [95].
We are now in position to combine the result of T6 transfor-
mation with the argumentation of Sec. V A. Since the trans-
formation led to (111) polarized FM pattern and in the new
model each site is a member of three bonds governed byH (x),
H (y), and H (z), the cancellation of the terms leading to quan-
tum fluctuations proceeds exactly the same way. Substituting
the parameters in Eq. (13) according to (15), we thus arrive at
the condition for the fluctuation-free AF state:
3J + K − Γ − 2Γ′ = 0. (16)
As demonstrated in Fig. 5(e), this line coincides with the re-
gion where the probability of Ne´el state peaks at 12 . For a
negative Γ′, the line quickly gets out of the AF phase. How-
ever, going in the positive Γ′ direction, the fluctuation-free line
gets even deeper into the AF phase (c.f. Appendix C). At the
special point J = Γ = Γ′ > 0, K = 0 on the fluctuation-free
manifold, the model even reduces to AF Ising model with the
(111) Ising axis, as can be seen from Eqs. (6)-(11).
Unlike in the previous FM case, the addition of J3 spoils the
fluctuation-free nature of the ground state since the J3 interac-
tion generates terms of A-type under the T6 transformation.
VI. ISING-KITAEV-COMPASS MODEL
In this section, we address yet another feature of the model
that enables further insights into its phase behavior. Namely,
we find points in the parameter space where the four interac-
tions JKΓΓ′ can be combined into a single one, characterized
by a single interacting spin component (interaction axis) that
depends on the bond direction. This way, the model in Eq. (6)
may realize combinations of Ising, Kitaev, or compass model
on the honeycomb lattice.
A. Compass point in the phase diagram
Inspecting the JKΓ phase diagram, we find a degenerate
point, in which several phases seem to meet: vortex, ferro-
magnet, and both zigzag phases. Writing the interaction as
H = ∑i j STi Hi jS j, we find that the Hamiltonian matrices in
this parameter point K = Γ = −J > 0, Γ′ = 0 have a symmet-
rical block shape:
Ha =
J + K Γ
′ Γ′
Γ′ J Γ
Γ′ Γ J
 =
0 0 00 −K K
0 K −K
 , (17)
Hb =
 J Γ
′ Γ
Γ′ J + K Γ′
Γ Γ′ J
 =
−K 0 K0 0 0
K 0 −K
 , (18)
Hc =
 J Γ Γ
′
Γ J Γ′
Γ′ Γ′ J + K
 =
−K K 0K −K 0
0 0 0
 . (19)
The matrices can be diagonalized by a change of basis to the
rotating coordinate frame x˜γ, y˜γ, z˜γ, γ ∈ {a, b, c}, where x˜γ axis
points in the bond direction, y˜γ is perpendicular to the bond di-
rection and lies in the honeycomb plane, and z˜γ points out of
the honeycomb plane – see Fig. 6(a) for a sketch of this coor-
dinate system. After the change of basis, all three interaction
matrices have the same form for all bond directions a, b, c:
H˜ =
−2K 0 00 0 0
0 0 0
 , (20)
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which represents FM interaction in the bond direction, con-
cisely written as:
H =
∑
〈i j〉∈NN
−2K(Si · ri j)(S j · ri j), (21)
where the unit vector ri j points from site i to site j. This
form of interaction is known in the literature as the 120◦ hon-
eycomb compass model [11, 96–98]. Similar to the Kitaev
model, it features frustration due to competing interactions for
the three bond directions. However, the exact ground state is
not known in this case and its nature is in fact not clear, as sev-
eral past works came to inconsistent conclusions. One study
found a Ne´el state [96], others suggested a stabilization of a
dimer pattern [97], a superposition of dimer coverings [98],
or a quantum spin liquid state [99]. With the link to the com-
pass model, the apparent special role of the −J = K = Γ point
marked by a competition of four long-range ordered phases in
its vicinity is confirmed. This competition was noticed also
in the tensor-network analysis of the JKΓ model [77], which
claimed a small region surrounding this point to harbor a va-
lence bond solid phase.
B. Ising-Kitaev-compass line in the phase diagram
Motivated by the previous example, we now demonstrate
that the EKH model provides also a more general case of a sin-
gle interaction axis lying anywhere between the honeycomb
plane and the perpendicular (111) direction. Dictated by the
C3 symmetry of the EKH model, the interaction axis has to
rotate together with the bond direction as shown in Fig. 6(b).
Representing the bond-dependent interaction axis by a unit
vector nγ, the Hamiltonian of the single-axis model hidden in
the EKH model has to be of the form
HIKc =
∑
〈i j〉∈NN
K˜(nγ · Si)(nγ · S j). (22)
We specify the interaction-axis direction by the deviation ϑ
from the (111) direction and the azimuthal angle ϕ measured
from the bond. In the rotating reference frame x˜γy˜γ z˜γ we have
nγ =
(
sinϑ cosϕ, sinϑ sinϕ, cosϑ
)
(23)
while in the XYZ reference frame of Fig. 5(b)
nγ =
(− sinϑ sin(ϕ+φγ), sinϑ cos(ϕ+φγ), cosϑ ), (24)
with φγ being the bond angles defined in Sec. V. In the direc-
tion of increasing ϑ, the Hamiltonian (22) encompasses Ising
model (ϑ = 0), Kitaev model (ϑ = arccos(1/
√
3), ϕ = pi/2),
and compass model (ϑ = pi/2, ϕ = 0). Note, that the physical
properties do not depend on ϕ so that it is sufficient to focus
on ϑ as the relevant parameter. For example, true compass
model has ϕ = 0 (the interaction axis coincides with the bond
direction) but ϕ = pi/2 (the in-plane interaction axis is per-
pendicular to the bonds) leads to the same ground state, apart
from a trivial rotation. We thus call the latter one “compass”
to suggest a small only distinction.
We now establish the link to EKH model by converting its
interactions into main axes. This is most conveniently per-
formed in the rotating reference frame where the Hamiltonian
0.00
0.46
0.64
0.75
0.82
0.82
0.73
0.46
ϑ
ba
c
za~
ya~
xa~
yb~
xb~zb~
yc~
xc~
zc~
-140
-120
-100
-80
-60
-40
-20
0
20
40
60
-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
Ising
Kitaev
Kitaev
π-rotated Kitaev
"compass"
ϑ[
°]
Γ ’
Γ ’ ≥0 Γ ’≥ 0
FIG. 6. (a) Rotating coordinate system x˜γ, y˜γ, z˜γ on a honeycomb
lattice – color distinguishes three bond types a, b, c. (b) The direc-
tion of the interaction axis for each bond. All of them are at an angle
ϑ with the Ising (111) direction shown in black. (c),(d) Ising-Kitaev-
compass parameter line in the phase diagram and the corresponding
values of the Γ′ parameter. The Ising point () emerges for posi-
tive Γ′, while the pi-rotated Kitaev point (◦) and the perpendicular
“compass” point (M) are found for negative Γ′ values. The true com-
pass point (N) appears for Γ′ = 0. (e) The angle ϑ of the interaction
axis to the (111) direction depending on the position on the param-
eter line. ϕ = pi/2 is assumed. The Kitaev point (•) is connected to
the pi-rotated Kitaev point (◦) by the T1 dual transformation [75] – a
pi-rotation around the (111) axis.
is represented by a matrix common to all bond directions. If
two of its eigenvalues are zero, we are left with the single
interaction axis corresponding to the model of Eq. (22). In
Sec. VI A we have already encountered a situation in which
the Hamiltonian was readily diagonalized merely by casting
it into the rotating frame and the only nonzero eigenvalue for
the in-bond direction generated the compass interaction. The
general inspection is left for Appendix B, here we only sum-
marize the results presented in Fig. 6(c)-(e). It turns out that
the compass case with nγ = x˜γ (ϕ = 0) is singular for Γ ≥ 0
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and in the other cases the interaction axis is found in the per-
pendicular y˜γ z˜γ plane (ϕ = pi/2) – Fig. 6(b) contains a sketch
of such a bond-dependent interaction axis.
Assuming Γ > 0, the diagonalized interaction has only one
non-zero component on the line determined by
J = Γ, J(J + K) = Γ′2, J > 0, J + K > 0 (25)
which is indicated in Fig. 6(c),(d). In our parametrization, it
covers the range |Γ′| ≤ 12
√
1 +
√
3 ≈ 0.83. Fig. 6(e) shows
how the deviation ϑ of the interaction axis from (111) direc-
tion evolves on the parameter line (25); the colors differentiate
the two branches for Γ′ > 0 and Γ′ < 0, respectively, and cor-
respond to colors in Fig. 6(c),(d). The interaction constant
K˜ = 3J + K is always positive, hence the interaction is antifer-
romagnetic. Several distinct points are labeled in the figure:
The limit ϑ = 0 achieved for J = Γ = Γ′ = 13 K˜, K = 0
corresponds to an antiferromagnetic Ising point that lies at the
same time at the fluctuation-free manifold discussed in Sec. V.
The “compass” limit ϑ = ±pi/2 is reached for J = Γ = 16 K˜,
K = 12 K˜, Γ
′ = − 13 K˜. By varying the model parameters, one
can arbitrarily interpolate between these two limits. A special
role is played by the Kitaev case ϑ ≈ ±54.7◦ that is character-
ized by a spin-liquid ground state. It can be found either at AF
Kitaev point K = K˜, J = Γ = Γ′ = 0 with ϑ = arccos(1/
√
3)
or, less trivially, in a form rotated by pi about the (111) axis:
J = Γ = 49 K˜, K = − 13 K˜, Γ′ = − 29 K˜ with ϑ = − arccos(1/
√
3).
In general, the parameters for ϑ and −ϑ are related by the T1
transformation of Ref. [75] that corresponds to a pi-rotation
about the (111) axis (for details see Appendix B).
C. Phases of Ising-Kitaev-compass model
Having identified the line in the phase diagram where the
EKH model effectively interpolates between Ising, Kitaev, and
“compass” model captured by Eq. (22) (all AF for Γ > 0), we
now briefly address the phase diagram on this line for varying
ϑ. Let us note, that the corresponding type of model (dubbed
“tripod”) has been studied before using tensor networks [100],
although with the axis in the x˜γ z˜γ plane and not in connec-
tion with the EKH model. As before, we apply the method of
Sec. III A combined with an analysis of the spin correlations.
The resulting phase diagram is shown in Fig. 7. We for-
mally plot it as function of |ϑ|. For negative values of ϑ it
covers the range Ising – pi-rotated Kitaev – “compass” that is
continuously visible in Fig. 6(e). The phase diagram for posi-
tive ϑ is identical, even though corresponding to different line
in the parameter space of the EKH model.
More than half of the phase diagram is occupied by the
AF Ising phase with the moments pointing in the (111) di-
rection. It starts as fluctuation free at the Ising point ϑ = 0◦
and gradually acquires more quantum fluctuating nature until
|ϑ| ≈ 49.5◦ where a transition to a spin-liquid associated with
the (pi-rotated) Kitaev point at |ϑ| ≈ 54.7◦ happens. The in-
creasing content of quantum fluctuations is manifested by de-
creasing spin correlations [Fig. 7(a)] or the probability of Ne´el
state in the ground state which follows a similar curve. At ap-
proximately 62◦ the spin liquid state breaks down. Compared
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FIG. 7. (a) Trace of the spin structure factor S (q) =
∑
α〈S α−qS αq〉
obtained by ED using hexagonal 24-site cluster. The calculation re-
veals an Ising antiferromagnet and a Kitaev liquid phase; for high
values of |ϑ| (interaction axis near the honeycomb plane), the corre-
lations show a mixture of contributions mainly at Γ′, X and K points.
(b)-(d) Most probable spin configurations determined by the method
of spin- 12 coherent states (using ϕ = pi/2). The Ne´el state is out of
plane in (b) and only slightly tilted from the plane in (c). The spin
arrangement (d) is the same as the vortex-a configuration shown in
Fig. 2(b). (e)-(h) Spin-spin correlations 〈S z−qS zq〉 for a few selected
values of ϑ and ϕ = pi/2. In panel (f), the typical cosine wave pattern
characterizing a spin liquid state appears.
to the tensor network study [100], we find a significantly wider
spin liquid window – (49.5◦, 62◦) vs (52.7◦, 57.6◦). The rea-
son for this discrepancy is not clear, an earlier tensor-network
study of the Kitaev-Heisenberg model [85] was in a good
agreement with ED. One possibility is that a different proce-
dure of finding the level crossings or extrapolating the bond
dimension has been used for the two tensor networks studies.
For |ϑ| & 62◦, the ground state is characterized by peaks
in the structure factor at the Γ′ and X point [see Fig. 7(g)],
while around |ϑ| ≈ 77◦ the correlations at Γ′ point drop and
the K point becomes dominant [Fig. 7(h)]. In the first part of
this interval, the method of spin- 12 coherent states finds a Ne´el
state with the moment direction slightly tilted (. 5◦) from the
honeycomb plane [Fig. 7(c)] and the amount of quantum fluc-
tuations comparable to the ground state of the AF Heisenberg
model. After a transition at about 77◦, a vortex-a pattern is
found [Fig. 7(d)], but with a probability P ≈ 3% significantly
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smaller than observed earlier inside the vortex phase. This
suggests that the second phase might be possibly disordered,
as claimed previously by [98] and [99] for the compass model.
The absence of visible changes in the correlations in the re-
gion of the second phase indicates that the features of “com-
pass” limit |ϑ| = 90◦ are kept throughout this phase. Similarly
to the vortex phase, the most probable pattern (vortex-a) is ac-
companied by the complementary pattern (vortex-b) having a
very close probability (P ≈ 3.16% vs 3.05% in the AF “com-
pass” limit). The same pair but with the swapped probabilities
is found for FM compass point discussed in Sec. VI A. This
is natural since the two models as well as the two patterns are
linked by a simple 90◦ rotation of the spins (interchanging the
in-bond and perpendicular components), followed by a 180◦
rotation at every second site (converting AF to FM and vice
versa).
Finally, we note that the presence of two distinct phases
between the spin liquid phase and the compass limit is at odds
with the conclusion of Ref. [100] that the whole interval is
occupied by a dimer phase. To check the reliability of our
phase diagram, we have performed an additional ED for 32-
site clusters of two different shapes, confirming the existence
of the Ne´el phase for those clusters as well.
VII. CONCLUSIONS
We have performed a detailed numerical investigation of
the global phase diagram of the extended Kitaev-Heisenberg
model including the analysis of the internal structure of the
individual phases. To this end, we have used mainly exact
diagonalization combined with a recently developed ground-
state analysis based on spin- 12 coherent states.
In the context of real materials such as Na2IrO3 or α-RuCl3,
our results are useful when judging the extent of the experi-
mentally observed zigzag phase and comparing the direction
of the ordered moments, fixing thereby the relevant window
in the parameter space.
In more general terms, we have interpreted the trends in
the phase diagram based on several types of symmetry fea-
tures found in the extended Kitaev-Heisenberg model, pro-
viding a number of reference points of expected behavior.
They include points of hidden SU(2) symmetry, manifolds of
fluctuation-free ground states, and mappings to other models:
Ising, compass, and hidden Kitaev model. We have demon-
strated that while being in principle simple results of lin-
ear algebra, these symmetry features have far-reaching con-
sequences and well fix the overall structure of the global
phase diagram. As we believe, our symmetry-guided study
can serve as a methodological template that can be applied to
other spin models with bond-dependent non-Heisenberg in-
teractions emerging in the field of Mott insulators with strong
spin-orbit coupling.
Among the unusual symmetry properties brought about
by the bond-dependent non-Heisenberg interactions, we have
highlighted two interesting features that, to the best of our
knowledge, escaped attention so far:
(i) Fluctuation-free ground states on entire manifolds of pa-
rameter points, possessing both FM and AF ordering patterns.
These are enabled due to a partial cancellation of interactions
for the particular spin structure. However, above the ground
state, these interactions are fully active and shall lead to exci-
tation spectra quite distinct from those of e.g. Heisenberg FM.
(ii) Models with bond-dependent non-Heisenberg interactions
may realize not only the sought-after Kitaev model but also
other models with a single bond-dependent interacting spin
component (“interaction axis”). In the case of the extended
Kitaev-Heisenberg model, they range from the simple Ising
model, through Kitaev, to the 120◦ compass model on honey-
comb lattice, whose ground-state nature is still debated in the
literature. The above models are continuously connected in
the parameter space of the extended Kitaev-Heisenberg model
and the corresponding line in the phase diagram contains both
trivial (Ising limit) as well as highly nontrivial phases – per-
turbed Kitaev spin liquid and the phase associated with the
perturbed compass model. Such links to the extended Kitaev-
Heisenberg model may motivate a search for candidate mate-
rials realizing, e.g. a compass model.
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Appendix A: Optimized spin- 12 coherent states in the presence
of spin liquid phases
In contrast to the ordered phases, the ground states of Ki-
taev spin liquid (KSL) phases are highly entangled and cannot
be well described by a spin- 12 coherent state (4) that is a sim-
ple product of spin- 12 states. This is indeed observed when
applying the method of Sec. III A to the spin-liquid ground
state. Nevertheless, the spin-liquid ground state still has a sig-
nificant overlap with the configurations found in the classical
S → ∞ limit of the Kitaev model. Shown in Fig. 8(a),(b) are
the most probable configurations found in the exact ground
state of the 24-site cluster near the AF or FM Kitaev point, re-
spectively. They are characterized by spins pointing along the
cubic axes x, y, z and forming aligned (FM case) or contra-
aligned (AF case) pairs on nearest-neighbor bonds. Their ori-
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FIG. 8. Most probable configurations near the (a) AF and (b) FM
Kitaev point. Spins pointing along the x, y, and z cubic axes are
marked by red, green, and blue color, respectively. (c) Probability
Pmax of the optimized configuration near the AF Kitaev point in the
Kitaev-Heisenberg model parametrized as J = cosϕ, K = sinϕ.
Phase transitions to the neighboring ordered phases are indicated by
dashed lines. (d) The same for the region around the FM Kitaev
point. (e) Map of Pmax in a small area near the AF Kitaev spin liquid
phase in the extended Kitaev-Heisenberg model with Γ′ = J3 = 0
(belongs to the same slice as shown in Fig. 2).
entation is determined by the bond direction which is linked
to the active spin component in the Kitaev interaction.
It is instructive to inspect the evolution of probability Pmax
of the optimized spin- 12 coherent state when going from the
KSL phase through a quantum phase transition to the neigh-
boring ordered phases. This is done in Fig. 8(c) for the case of
AF Kitaev model perturbed by Heisenberg interaction. While
the KSL is characterized by small Pmax ≈ 0.1%, at the phase
boundary either to zigzag or to AF ordered phase Pmax jumps
by about one order of magnitude to values above 1% typically
encountered in the main text for the ordered phases with sig-
nificant quantum fluctuations. A different behavior is found in
the FM case. Here the probability rises near the phase bound-
aries to FM and stripy phases and continuously connects to
Pmax of their groundstates. However, a discontinuity still ap-
pears in the derivative with respect to model parameters, with
Pmax shooting up after crossing the phase boundary. This is
yet another manifestation of the different nature of the phase
transitions involving AF and FM KSL phases that shows up
e.g. in the behavior of the spin-excitation gap [81].
Finally, in Fig. 8(e) we consider a larger portion of the
phase diagram near the AF KSL phase which also involves
the nonzero Γ > 0 parameter case. The AF KSL phase can be
easily distinguished again by a drop of Pmax. The case of FM
KSL phase at the bottom of the corresponding phase diagram
slice is more complicated by the less pronounced transition
and more complex phase behavior in the surrounding region
as discussed in Sec. IV C. Fig. 8(e) also illustrates the difficul-
ties of the global optimization in the complete 48-dimensional
space of θ and φ parameters corresponding to the 24-site clus-
ter. As seen in Fig. 8(e), the danger of getting trapped in a
local maximum increases e.g. near the zigzag/vortex phase
boundary or in the KSL phase characterized by competing
configurations.
Appendix B: Ising-Kitaev-compass model – derivation
The EKH Hamiltonian has a single matrix form for all
bond directions when written in the rotating reference frame
x˜γ, y˜γ, z˜γ:
H˜ =

J − Γ 0 0
0 J + 2K3 +
Γ
3 − 4Γ
′
3
√
2
3 (K − Γ + Γ′)
0
√
2
3 (K − Γ + Γ′) J + K3 + 2Γ3 + 4Γ
′
3
 . (B1)
The matrix consists of two blocks, therefore one principal axis
is x˜γ and the other two lie in the y˜γ z˜γ plane. The eigenvalues
of this matrix are:
λ1 = J − Γ,
λ2 = J + 12 (K + Γ +
√
(K − Γ)2 + 8Γ′2),
λ3 = J + 12 (K + Γ −
√
(K − Γ)2 + 8Γ′2). (B2)
If only the first eigenvalue λ1 = J = Γ is non-zero, we obtain
the 120◦ honeycomb compass model, the situation discussed
in Section VI A. For Γ > 0, one can find a parameter region
where only λ2 is non-zero:
J = Γ, J(J + K) = Γ′2, J > 0, J + K > 0. (B3)
Analogous to this case, for Γ < 0 only λ3 is non-zero in the
region given by
J = Γ, J(J + K) = Γ′2, J < 0, J + K < 0. (B4)
The sole non-zero eigenvalue in both of these cases equals
3J + K and its sign is the same as the sign of Γ, hence in the
case Γ > 0 used in the main text 3J+K > 0 and the interaction
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FIG. 9. Phase diagram slices for selected Γ′ values and J3 = 0. Left circle in each panel shows a colormap of the probabilities of the patterns:
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the maximum probability Pmax as given at the top of the individual panels. Middle circles show the angle to the honeycomb plane (common
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is antiferromagnetic. The parameter region (B3) [or (B4)] can
be parametrized by a single variable, which we choose as the
angle ϑ between the z˜γ = Z axis and the interaction direction.
In terms of the model parameters, ϑ is given by
tan 2ϑ = 2
√
2
(
9Γ′
J − K + 8Γ′ − 1
)
. (B5)
It is also easy to obtain the parameters J, K, Γ, Γ′ realizing
the model (22) with arbitrary ϑ and ϕ = pi/2:
J = Γ = K˜ 16
[
1 + cosϑ(cosϑ − √8 sinϑ)], (B6)
K = K˜ 12
[
1 − cosϑ(cosϑ − √8 sinϑ)], (B7)
Γ′ = K˜ 13
[
cos 2ϑ + 1√
8
sin 2ϑ)
]
. (B8)
Finally, as demonstrated in Ref. [75], the nearest-neighbor
EKH model preserves its form under global rotation of the
spin axes by pi around the (111) direction. This transforma-
tion, labeled as T1 in Ref. [75], maps the model parameters
JKΓΓ′ onto another set according to Eq. (4) of Ref. [75]. In
the context of the Ising-Kitaev-compass model, the rotation by
pi around (111) axis corresponds to a sign change ϑ→ −ϑ. In-
deed, inserting the transformed set of parameters into Eq. B5,
one observes the sign change. Obviously, the T1 transforma-
tion does not have any effect in the Ising (ϑ = 0) and com-
pass/“compass” (ϑ = ±pi/2) case. Apart from these cases, it
connects various pairs of points on the curves in Fig. 6(c)-(e),
most importantly, the Kitaev model and its pi-rotated variant.
Appendix C: Detailed evolution of the phase diagram for
nonzero Γ′
Figure 9 presents a detailed evolution of the phases of the
nearest neighbor model (J3 = 0) with the parameter Γ′ attain-
ing both positive and negative values. It was obtained using
the method of Sec. III A for the hexagon-shaped 24-site clus-
ter. The Γ′ values were selected to include all the special sym-
metry points discussed in Ref. [75] and in the present paper.
The lines of fluctuation-free ground states discussed in Sec. V
are also indicated.
The plots use the same parametrization of the interactions
as that of Fig. 2 and show also the moment direction in the
bvortex−avortex−
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FIG. 10. (a) Moment directions defined by Eq. (C2) capturing vortex
in-plane structure and out-of-plane AF staggering. For the in-plane
deviation angle β = 0◦ and β = 30◦, we get the patterns (b) vortex-a
and (c) vortex-b of Fig. 2(b), respectively.
form of an angle to the honeycomb plane α and an azimuthal
angle in the honeycomb plane β. Using the XYZ reference
frame of Fig. 5(b), the moment direction in the collinear
phases is given by
n = (cosα cos β, cosα sin β, sinα). (C1)
For the moments lying in the honeycomb plane, β = 0◦ corre-
sponds to the direction perpendicular to a bond while β = 30◦
is in-bond direction. The values β = 60◦ and β = 180◦ are
used in the out-of-plane cases where a further distinction is
necessary. In the vortex phase, the directions of the moments
at the six sublattices marked in Fig. 5(c) are
nk =
(
cosα cos βk, cosα sin βk, (−1)k−1 sinα ), (C2)
where βk = (−1)k−1β−60◦k and k = 1, 2, . . . 6 labels the sublat-
tice. This Ansatz, depicted in Fig. 10, captures both patterns
vortex-a (β = 0◦ or β = 60◦) and vortex-b (β = 30◦) shown in
Fig. 2(b) and AF staggering in the direction perpendicular to
the honeycomb plane (nonzero α).
Not indicated in Fig. 9 are the regions of the instability of
the zigzag phase observed in Fig. 2(a) and Fig. 4(a),(b). Apart
from the ones shown earlier, the regions with non-collinear
tendencies appear for large negative Γ′ . −0.5 near the meet-
ing point of the zigzag phase with FM and vortex phases and,
to a smaller extent, also at the bottom near the white region
in Fig. 9(j)-(l). Since the smaller zigzag phase visible in
Fig. 9(c)-(f) is a copy of the larger zigzag phase linked by the
exact T1 transformation, it also contains such patches of in-
stability. Similarly, the top and bottom white areas hosting in-
commensurate orderings [visible in Fig. 9(a)-(c) and Fig. 9(c)-
(f), respectively] are linked by the T1 transformation. The
white area of Fig. 9(j)-(l) maps to the Γ < 0 case.
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