We analyze the formation and selection of self-organized defect microstructure in irradiated materials within the framework of a kinetic model for point and clustered defects. We take explicitly into account the influence of glissile interstitial clusters on the stability and morphology of ordered microstructure. Under void growth conditions, we find that the anisotropic motion of interstitial clusters provides a key element for microstructure morphology selection. In particular, it results in the formation of the void lattice in parallel orientation with the underlying crystal structure, in agreement with experimental observations. We also find that bcc and fcc void lattices develop in bcc and fcc crystals, respectively, while in hcp crystals, voids form ordered arrays parallel to basal planes. It is also predicted that a fcc void lattice is unstable, explaining the experimental difficulty for void lattice formation in fcc crystals.
I. INTRODUCTION
Extensive experimental observations on irradiated materials have systematically shown the existence of fully or partially ordered defect populations in materials under energetic particle irradiation, such as irradiation by ions, neutrons or electrons. Various types of defect microstructure ͑e.g., voids, precipitates, vacancy clusters, stacking fault tetrahedra, gas bubbles, and interstitial atom clusters͒ have been experimentally observed to be partially arranged in self-organized spatial patterns. Implantation of metals with energetic helium results in remarkable self-assembled bubble superlattices with wavelengths in the range of 5-8 nm. Ion and neutron irradiation, on the other hand, produce a wide variety of selfassembled three-dimensional defect walls and void lattices, with wavelengths that can be tailored in the range of tens to hundreds of nanometers. 1 Striking observations have shown complete spatial isomorphism between the periodic structure of defect distributions and that of the fundamental atomic lattice. These experimental observations are particularly true for the spatial ordering of bubble and void defect structures.
2-7 An important aspect of void lattice formation in metals is the orientation of void patterns along crystallographic directions. Detailed and systematic observations of defect ordering under ion irradiated nickel and copper have shown the development of periodic defect walls. 8 Formation of the walls of defect clusters in polycrystalline and singlecrystalline Cu and Ni were observed at medium temperatures and high irradiation doses. The experimental observations of Jaeger and co-worker have clearly demonstrated strong anisotropic arrangements of stacking fault tetrahedra and vacancy type clusters in walls along the ͕100͖ planes of the fcc crystal lattice. Because of the equivalency between ͕100͖ planes, labyrinth structures were observed. 9 These arrangements show a periodicity of 60 nm, with the walls having a thickness of less than half the periodicity length and defectfree zones are observed in between the walls. One of the significant observations is that the spatial wavelength is rather insensitive to temperature, dose, and displacement damage rate.
Thermodynamic concepts of energy minimization were used to interpret void lattice structures in irradiated materials, and precipitate ordering during aging of alloys. 10 However, the energy minima that are obtained do not correspond to the observed void lattice parameters or symmetries. In addition, the elastic interaction between voids is too weak to trigger morphological selection. 11 An important class of models, originating in the early approach of Foreman. 12 are based on the effect of the anisotropic diffusion of selfinterstitial ͑SIA͒ atoms on voids. There are one and twodimensional models of this type. [13] [14] [15] 11 In these models, the mechanism of void ordering is based on a detailed evaluation of SIA fluxes received by voids as a function of their spatial arrangement. The models predict that the growth rates of aligned voids are faster than those for isolated ones, which actually shrink. In the same spirit, other models have been proposed, which consider the interaction between interstitial loops and voids as the main selection mechanism of the void microstructure. 16 This class of models favor equilibrium-type concepts rather than dynamical ones. They also require preexisting random distributions of voids and point defects. They depend on defect mobility, but not on defect production rates or interactions. Furthermore, it is known that spatially uniform point defect and dislocation distributions may easily become unstable under irradiation. 8 Hence, the resulting defect microstructure should also affect void distributions.
Recently, a coherent understanding of the spatial evolution of the microstructure, including void ordering, has been sought within the theoretical framework describing irradiation-induced self-organization of material defects. 17 In this approach, rate equations describing the evolution of each relevant defect density are derived. These equations are based on the fundamental elements of defect dynamics, namely, point defect creation, recombination, and migration to the microstructure. Uniform solutions are searched, and their stability versus inhomogeneous perturbations studied.
Instability criteria that depend on kinetic rate coefficients, and thus on material parameters, may then be found. 18 -22 The combination of nonlinear interactions, bias, and mobility differences between several defect populations easily induces pattern forming instabilities. Similar to other pattern forming systems ͑e.g., chemical, hydrodynamic, etc.͒, the derivation of instability criteria through the linear stability analysis of uniform defect distributions is not sufficient to determine the spatial orientations of self-organized patterns. A nonlinear analysis of the post-bifurcation regime is required to establish the conditions for pattern symmetry and orientation. The selected microstructure crucially depends on nonlinear interactions between unstable spatial modes. 23 Furthermore, the microstructure symmetry and orientation may hinge on spatial anisotropies inherent to crystalline materials. In particular, it has been shown that loop and void patterns have parallel orientations with the directions of maximum cluster mobility. 22 In a series of papers, Walgraef and co-workers 1, 21, 22, 24, 25 derived reaction-diffusion models for the coupled evolution of various families of defects involved in microstructure formation under irradiation. These models were analyzed from the point of view of nonlinear dynamics and pattern formation theory. They first considered point and line defects only, and the spatial ordering of vacancy loops. Then, in order to describe microstructure formation and evolution in general, they extended the dynamical model to include volume defects such as voids or stacking fault tetrahedra and discussed how the presence of such defects could affect microstructure evolution. The only mobile defects in this model are the point defects. They showed how different mobilities and bias in point defect evolution could trigger instabilities in uniform defect distributions and induce the formation of selforganized defect microstructure. 22 Based on these theoretical approaches and on experimental findings, the following conditions appear to be necessary for the formation of ordered defect microstructure:
͑1͒ Direct formation of vacancy clusters by collision cascades;
͑2͒ preferential absorption of interstitials over vacancies at preexisting dislocations; ͑3͒ a degree of anisotropy influencing the evolution of clustered defects. This could either be a result of point defect diffusional anisotropy, or the anisotropic elastic interaction between defect clusters.
Recent molecular-dynamics computer simulations of collision cascades have shown that SIA clusters can also be directly produced in the neighborhood of cascades. 26 Glissile clusters of this type may be absorbed at void sinks, and implications of this phenomenon to swelling and other macroscopic phenomena have been recently discussed.
1,27-31 It would thus be important to study the effects of glissile SIA clusters on the dynamics of microstructure formation in the framework of the dynamical approach described so far. The aim of this paper is to generalize the dynamical model introduced in Ref. 22 by incorporating the direct production of glissile clusters in collision cascades, and their subsequent dynamics. In Sec. II we introduce and discuss this generalized model and its uniform solutions. In Sec. III, we present the linear stability analysis of uniform solutions and the onset of microstructure formation. We discuss microstructure selection in the weakly nonlinear regime and compare our results with experimental observations. Finally, conclusions are outlined in Sec. IV
II. THE DYNAMICAL MODEL
We generalize here our model, 22 by explicitly accounting for glissile SIA clusters, which are directly produced in cascades and diffuse one dimensionally along close-packed crystallographic directions. Such clusters may be absorbed at immobile sinks such as network dislocations, vacancy or interstitial loops, voids, etc. They are characterized by a Burgers vector parallel to one of the close-packed directions of the crystal and we will consider the situation where the frequency of changing their Burgers vector direction during motion between sinks is equivalent in all motion directions, thus their populations along motion directions are equal. Glissile SIA clusters are divided into families characterized by their Burgers vector and represented by partial concentrations that satisfy different kinetic equations. With these restrictions, the model is then based on the following kinetic equations: 
the diffusion coefficient of glissile SIA clusters along the p direction and a p is the fraction of absorbed SIA in the p direction. Let us recall that the basic processes responsible for defect density evolution remain unchanged. Their net production rate results from the balance between displacement damage rate, responsible for the generation of Frenkel pairs, and loop production rates. Vacancy and interstitial loops are assumed to be produced directly by cascades, and their production rate is proportional to the corresponding cascade collapse efficiency. Point defects are annihilated through pair recombination or absorption at line ͑dislocations and loops͒ or volume ͑voids or bubbles͒ defects. The sink strengths for point defect absorption are Z i and Z v for interstitials and vacancies, respectively ( representing the type of line or volume defect͒. The difference between Z i , Z v , and Z g introduces new bias in defect evolution.
The main element in the present model is thus the presence of glissile SIA clusters, which has not been previously analyzed. SIA clusters are produced directly by a cascade effect and interact with all microstructural sinks in Eq. ͑1͒. For each sink, their absorption cross section is proportional to the mean radius and the sink density. Their motion is highly anisotropic, following well-defined crystallographic directions. These directions correspond, for example, to ͗111͘ directions in bcc lattices and ͗110͘ directions in fcc lattices.
A. Model equations in scaled variables
Let us first simplify model ͑1͒ on taking into account the equivalence of close-packed directions "⑀ gp ϭ⑀ g ,(D g ) n ϭD g ,a n ϭa… and on introducing the following scaling relations:
͑2͒
It may then be written in dimensionless form, and the resulting dynamics is given by
B. Uniform solutions
As discussed in Ref. 22 , point defect densities evolve much more rapidly as compared to the microstructure, and may be adiabatically eliminated from the dynamics. Since glissile SIA clusters have also very high diffusivity, their dynamics will likewise be adiabatically eliminated. Their concentrations may thus be expressed as functions of dislocation, loop and void densities. In the case of uniform defect densities, one has, in the sink dominated regime (␣͗͗1). 22 
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where
Hence, the uniform steady states for point defect and SIA cluster densities are given by
ͬ .
͑5͒

III. SPATIAL INSTABILITIES AND MICROSTRUCTURE FORMATION
The stability of uniform defect distributions may be studied through the linear evolution of small inhomogeneous perturbations. As shown in Ref. 22 , point defect perturbations may be expressed as an expansion in powers of the loop density perturbations, and their Fourier transform may be written, in vectorial form, as
. . .
and 
0 , and C 0 are the uniform defect densities. This adiabatic elimination of point defect and SIA cluster densities leads thus to a reduction in the dynamics of sessile interstitial clusters, dislocation loops and void densities, which govern the evolution of the whole system. The evolution equations of nonuniform loop and void densities may then be cast in the following vectorial form:
and supplemented with equations ͑6͒.
A. The onset of spatial instability of the microstructure
In order to determine the possible development of spatial instability in the system, one has to know, in the first place, the evolution of the uniform loop and void defect densities, which may be evaluated through Eqs. ͑6͒ and ͑14͒.
Consider first the growth rate of the void density. It is easy to see that, when the net contribution of interstitials and SIA clusters to the void growth rate exceeds the net contribution of vacancies to the void growth rate, the asymptotic microstructure evolution is restricted to the evolution of dislocation loops only. Of course, due to the weak coupling between the loops and void densities, any spatial instability in loop densities will eventually induce transient structures in the void density. This condition is consistent with the experimental condition of irradiation at low temperatures ͑less than one-third of the melting point͒.
On the other hand, under conditions conducive for void growth ͑temperatures above one-third of the melting point͒, the situation is quite different, since a dimensional analysis of the evolution equations ͑5͒ shows that both loop and void densities increase first with time or irradiation dose, but may reach a steady state, thanks to the effect of the onedimensional motion of glissile SIA clusters. 31 The stability of uniform dislocation densities may be analyzed through the linear part of the evolution equation for their inhomogeneous perturbations. This evolution is obtained by combining Eqs. ͑6͒ and ͑14͒. Its linear part reads
͑20͒
where 
͑24͒
The determination of the instability threshold is completely similar to the one made in Ref. 22 . At the same level of approximation, one finds that the linear growth rate of Fourier modes of wave vector q ជ is proportional to
͑25͒
On writing this expression in unscaled variables, one finds that the bifurcation parameter b c is given by
, ͑26͒
͑28͒ 0 and g characterize the set of unstable wave vectors beyond instability (bϾb c ), and provide a linear selection mechanism for microstructures. In isotropic systems, a band of wave numbers, such that q c 2 ͓1Ϫͱ(bϪb c )/ 0 2 b c ͔ ϫ͗q 2 ͗q c 2 ͓1ϩͱ(bϪb c )/ 0 2 b c ͔ is unstable, and 0 defines the width of this band at a given value of the bifurcation parameter b. For large 0 , the unstable band is sharp and the wave number of the microstructure is expected to be close to q c ; while for small 0 , the unstable band is wide and the microstructure is expected to be less regular, with a high content of harmonics.
On the other hand, glissile cluster dynamics introduces new terms, proportional to g , which affect the linear selection of growing spatial modes. Effectively, g breaks the orientation degeneracy and favors the growth of modes with wave vectors perpendicular to the directions of SIA motion. Their growth rates, and thus the anisotropy effect, increase both with SIA and void density. More precisely, the modes with maximum growth rate, which are expected to build the structure beyond instability, correspond to the wave vectors that maximize the total glissile cluster contribution ͚ p 1/(1 ϩD Ќ q p 2 ). Since this contribution depends on crystal structure, let us consider a few explicit examples.
For the simplest case of easy axis anisotropy, where glissile clusters move along the x direction, their diffusion contribution is 1/(1ϩq x 2 D Ќ ). This implies that the fastest growing fluctuations are such that q x ϭ0 or that their wave vectors are perpendicular to the x direction, as illustrated in Figs. 1-3. As a result, at least for the early stages of microstructure evolution, the domains of maximum defect density are expected to be parallel to the x direction, or to the direction of motion of the SIA clusters. Furthermore, the instability threshold is lowered to bϭb c (1Ϫ g 2 ). To know if the microstructure saturates in this orientation, one nevertheless needs to perform the post-bifurcation analysis. In the case of hcp crystals, glissile SIA clusters preferentially move on basal planes, or (x,y) planes, along close-packed directions, defined as the x direction and the directions making 2/3 angles with it. Their contribution to the linear growth rate of unstable modes is then
where 4q Ќ 2 ϭq x 2 ϩq y 2 and q 1 ϭq x , q 2 ϭ(q x ϩͱ3q y )/2, q 3 ϭ(q x Ϫͱ3q y )/2. Hence, the modes that maximize the growth rate are such that q z ϭq x ϭ0, or q z ϭ0 and q x ϭϮͱ3q y ͑see Fig. 4͒ . These modes define a hcp structure in parallel orientation with the original lattice. The corresponding critical wavelength and instability thresholds are slightly modified as:
For bcc crystals, the close-packed directions are the ͗111͘, ͗11 1͘, ͗111 ͘, and ͗11 1 ͘ directions and the glissile clusters contribution to the linear growth rate is
This expression is maximum for the six pairs of wave vectors that precisely define a bcc lattice in parallel orientation with the original one "(q x ϭ0,q z ϭϮq y ϭϮq), (q y ϭ0,q z ϭϮq x ϭϮq), (q z ϭ0,q x ϭϮq y ϭϮq)… ͑see Fig. 5͒.   FIG. 3 . Representation of positive growth rates, q Ͼ0, in the (q x ,q y ) in the presence of glissile SIA clusters (⑀ g 0), with high mobility along the x axis. The fastest growing unstable modes have q x ϭ0 and correspond to spatial modulations parallel to the high mobility axis of glissile clusters (bϭ2b c , q c ϭ1, 0 ϭ1, g ϭ1/ͱ2, D Ќ ϭ4).
FIG. 4.
Representation of positive growth rates, q Ͼ0, and its maxima, in the (q x ϭX, q y ϭY ) plane, in the presence of glissile SIA clusters (⑀ g 0), with high mobility along the close-packed direction of a hcp lattice. The fastest growing unstable modes correspond to spatial modulations parallel to the high mobility axis of glissile clusters (bϭb c , q c ϭ1, 0 ϭ2, g ϭ1, D Ќ ϭ5) .
FIG. 5.
Representation of the growth rate, q c Ͼ0, of critical modes, and its maxima, as a function of orientation, i.e., in the (, , q x ϭq c cos sin , q x ϭq c sin sin , q x ϭq c cos ) plane, in the presence of glissile SIA clusters (⑀ g 0), with high mobility along the close-packed direction of a bcc lattice. The fastest growing unstable modes correspond to spatial modulations parallel to the high mobility axis of glissile clusters, which generate a bcc microstructure in parallel orientation with the crystal lattice (bϭb c , q c  ϭ1, 0 ϭ2, g ϭ1, D Ќ ϭ5) .
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The corresponding critical wavelength and instability thresholds are also slightly modified, and
For fcc crystals, the close-packed directions are the ͗110͘, ͗11 0͘, ͗101͘, ͗101 ͘, ͗011͘, and ͗01 1͘ directions and the glissile clusters contribution to the linear growth rate is
͑33͒
In this case also, this expression is maximum for the four pairs of wave vectors that precisely define a fcc lattice in parallel orientation with the original one (q x ϭϮq z ϭϮq y ϭϮq) ͑see Fig. 6͒ . The corresponding critical wavelength and instability thresholds are modified as follows:
Hence, the one-dimensional motion of SIA glissile clusters provides a linear selection mechanism, favoring the growth of structures that are in parallel orientation with the host lattice. One has now to check whether or not these structures are stable in the nonlinear domain beyond the instability.
B. Microstructure selection in the weakly nonlinear regime
Once again, we follow the method used in Ref. 22 , which is based on the adiabatic elimination of fast relaxing variables. In a first step, point defect densities have been expressed as series expansions in powers of void and loop densities. Furthermore, as discussed in Ref. 22 , C , I ӷ V . Hence, interstitial loop and void densities evolve on shorter time scales than vacancy loop density, and may be expressed as linear combinations of the eigenmodes of the linear evolution matrix. This leads to the following relations that express how they are linked to the vacancy loop density:
͑35͒
The fact that C ӷ I ӷ V also implies that the elements of the matrices M and N are such that their lower components decrease with time or dose, and that the dynamics remains driven by the vacancy loops. For weak deviations from the uniform density, and at leading order in ⑀ϭ(bϪb c )/b c and (qϪq c )/q c , the vacancy loop density plays thus the role of the order-parameter-like variable of the system. According to the general methods of nonlinear dynamics and instability theory, its dynamics may be expressed, in Fourier space, as a power-series expansion ''in the manner of Landau.'' 23 Close to the instability point, in the weakly nonlinear regime, it may be limited to cubic nonlinearities, and is given by
where the linear growth rate q is given in Eq. ͑25͒. At this level of approximation, the other constants, v q c and u q c , calculated in Ref. 22 , in the absence of SIA clusters, are only modified by small corrections proportional to ⑀ g /C 0 . Equation ͑36͒ has the generic structure of order-parameter equations describing reaction-diffusion systems close to a pattern forming instability of the Turing type. It allows one to analyze pattern selection and stability. It is now well known 23 that, in three-dimensional systems, this equation admits, near threshold, and for scalar nonlinear interactions between dynamical modes, which is the case here, stable solutions corresponding to hcp and bcc lattices. fcc solutions are only marginally stable and planar arrays may develop well beyond threshold. These structures are stable in finite do- mains around the instability, and the width of these domains is proportional to the intensity of the nonlinear dynamical couplings. 23 As a result, the linearly selected structures are compatible with the weakly nonlinear dynamics that governs the system beyond instability, in agreement with experimental observations. Furthermore, a very natural difference between the dynamics of void lattice formation in bcc and fcc crystals appears in our description. Effectively, bcc lattices appear through a subcritical bifurcation or first-order-like transition, and are dynamically stable, while fcc lattices appear supercritically ͑cf. the Appendix͒, and are only marginally stable. As a result, the bcc structures grow and reach steady state on much shorter time scales and are much more robust than the fcc structures, which develop long-lived, long-range perturbations. Furthermore, the SIA density is much lower in the fcc materials than in the bcc ones, which strongly reduces the anisotropy effect in the first ones. This aspect may explain the experimental difficulty in forming fcc void lattices.
In summary, glissile SIA clusters only weakly affect instability threshold, but strongly affect the symmetry and orientation of the microstructure. The selected microstructure has its domains of high defect ͑especially void͒ density oriented parallel to the directions, or planes, of high cluster mobility. In three-dimensional crystals, this results in a microstructure in parallel orientation with the underlying lattice. However, the stability of the microstructure may vary, according to its symmetry. For example, the hcp and bcc structures may appear subcritically and are stable, while the fcc structures are supercritical and are only marginally stable. At sufficiently high irradiation dose, these structures may become unstable and disappear in favor of planar wall arrangements.
IV. CONCLUSIONS
In this paper, we extend our previous analysis of microstructure formation and evolution in irradiated metals and alloys, to the case where glissile SIA clusters are formed by cascade effect and participate in the dynamics. Hence a dynamical model has been derived, based on the coupled evolution of three mobile defect populations, point defects and SIA clusters, and three immobile ones, vacancy and interstitial loops and voids. Point defects are assumed to diffuse isotropically in the crystal, while SIA clusters move on close-packed directions or planes of the host crystal.
In particular, we find that the presence of glissile SIA clusters only slightly affects critical values of the bifurcation parameter and wavelength. These quantities are sensitive to the void density that decreases the instability threshold and wavelength. Furthermore, the microstructure spatial instability originates from vacancy cluster dynamics, as in our previous model. However, in agreement with earlier proposals, 12 the anisotropic mobility of SIA clusters is an essential element of the selection of the microstructure, since it lifts the orientation degeneracy of unstable modes. We find that the high defect mobility along close-packed directions results in the alignment of the microstructure pattern with the host crystal lattice. This finding is not obvious, since, in reactiondiffusion dynamics, net anisotropy effects result not only from the anisotropy of diffusion coefficients, but also from nonlinear couplings between the different dynamical variables of the system. 23 The instability may be enhanced or reduced along specific directions, which are not necessarily the high mobility ones. In the present case, the resulting anisotropy is determined by the fact that, close to the instability, the behavior of the system is governed by vacancy cluster dynamics. This leads to a series of results that are in good agreement with experimental observations. For example, bcc and fcc void lattices should develop in bcc and fcc crystals, while in HCP crystals, voids should be ordered parallel to the basal planes. Furthermore, our weakly nonlinear analysis predicts the instability of fcc microstructure, and this effect, coupled with the low observed SIA density in fcc crystals, could be related to the experimental difficulty for such lattices to form, in comparison with the easily obtained bcc ones. One should also note that the importance of this selection mechanism depends on D Ќ , which decreases for increasing void density. Hence, a less regular void microstructure may be expected at high void density.
In summary, we find that the incorporation of glissile SIA clusters, with their particular anisotropic motion, in our kinetic rate theory model confirms their essential role in determining the void lattice orientation and symmetry, and consistently reproduces experimentally observed microstructure selection and stability. The roots of the corresponding evolution matrix are ϭϪ2͓(bϪb c )/b c ͔ and ϭ0. As a result, uniform fcc structures are marginally unstable. Although ⌽ 0 and ͚ i ͉A i ͉ are stable modes ͑the corresponding eigenvalues are finite negative͒, the marginally unstable ones are the amplitude and phase differences ͉A i ͉Ϫ͉A j ͉ and ⌽ i Ϫ⌽ j . Furthermore, if one considers spatially dependent amplitude equations, it is easy to see that the marginally unstable modes may develop long-ranged spatial fluctuations, which lead to long-lived deformations or distortions of the lattice structure.
