Abstract. We study a capacity theory based on a definition of Haj laszBesov functions. We prove several properties of this capacity in the general setting of a metric space equipped with a doubling measure. The main results of the paper are lower bound and upper bound estimates for the capacity in terms of a modified Netrusov-Hausdorff content. Important tools are γ-medians, for which we also prove a new version of a Poincaré type inequality.
Introduction
In this paper, we study a metric version of the Besov capacity in a metric measure space (X, d, µ) with a doubling measure µ. Different capacities in the metric setting have been studied previously, for example, in [BB] , [B] , [GT] , [HK] , [KM] , [Leh] and [NS] . In the Euclidean setting, the Besov capacity has been studied, for example, in [A1] , [A2] , [AH] , [AHS] , [AX] , [D] , [HN] , [MX] , [N1] , [N2] , [N3] and [Sto] . Our definition of the Besov capacity is based on the pointwise definition of fractional s-gradients and the Haj laszBesov space N s p,q (X), 0 < s < ∞ and 0 < p, q ≤ ∞. This characterization for Besov spaces was first introduced in [KYZ] and has recently been applied, for example, in [GKZ] , [HIT] , [HKT] , [HT] and [HT2] . The Haj lasz-Besov space N s p,q (X) consists of L p -functions u that have a fractional s-gradient with finite mixed l q (L p (X))-norm. A sequence of nonnegative measurable functions (g k ) k∈Z is a fractional s-gradient of u, if it satisfies the Haj lasz type pointwise inequality
for all k ∈ Z and almost all x, y ∈ X satisfying 2 −k−1 ≤ d(x, y) < 2 −k . We give the precise definitions and notation in Section 2, where we also prove two useful lemmas for the fractional s-gradients.
In Section 3, we define the Besov capacity and prove the basic properties of this capacity. These properties include monotonicity, a version of subadditivity and several convergence results. In particular, we apply the results to show that Haj lasz-Besov functions are quasicontinuous with respect to this capacity. Besov capacity has been studied previously in the metric setting in [B] and [Co] . However, in these papers only the case p = q is considered in a less general metric space. Ahlfors Q-regularity, for example, is assumed in both papers. In a recent preprint [HKT] , some of the results of this section are stated and a version of subadditivity is proved. We prove several new results and give full proofs to the basic properties of the Besov capacity not proved in [HKT] .
The γ-medians are extremely useful tools in the setting of Besov spaces, especially when 0 < p ≤ 1 or 0 < q ≤ 1. In our proofs, they take the place of integral averages. Medians behave similarly as the integral averages, but have the advantage that the function does not need to be locally integrable. In Section 4, we study some of the basic properties of the γ-medians that we later use in our proofs. One of the main results of this section is a new Sobolev-Poincaré type inequality for the γ-medians. For slightly different results, see [HKT] and [HT2] . Also, we recall the definition of discrete median convolutions and use them as tools to obtain Theorem 4.8, which says that for compact sets it is equivalent to consider only the locally Lipschitz admissible functions when calculating the capacity.
In Section 5, we study a modified version of the Netrusov-Hausdorff content. The Netrusov-Hausdorff content was introduced in R n by Netrusov in [N2] and [N3] . It has also been studied, for example, in [A2] and [HN] . We modify the Euclidean definition to the metric setting, since in our case the dimension of the space X does not need to be constant. Instead of summing over the powers of the radii r j of the balls in the covering, we sum over the measures of the balls in the covering divided by the values φ(r j ) of an increasing function φ. Our main results are lower bound and upper bound estimates for the capacity in terms of the modified NetrusovHausdorff content (see Theorem 5.4 and Theorem 5.5).
Notation and preliminaries
2.1. Basic assumptions and notation. We assume that the triple (X, d, µ), denoted simply by X, is a metric measure space equipped with a metric d and a Borel regular, doubling outer measure µ, for which the measure of every ball is positive and finite. The doubling property means that there is a fixed constant c d > 0, called the doubling constant, such that
for every ball B(x, r) = {y ∈ X : d(y, x) < r}, where x ∈ X and r > 0.
We denote the integral average of a locally integrable function u over a set A of positive and finite measure by
By χ E we denote the characteristic function of a set E ⊂ X and by R the extended real numbers [−∞, ∞]. We denote the set of all measurable, almost everywhere finite functions u : X → R by L 0 (X). In general, C is a positive constant whose value is not necessarily the same at each occurrence.
2.2. Fractional s-gradients and Haj lasz-Besov spaces. We define the Haj lasz-Besov space in terms of pointwise inequalities, as in [KYZ] . This characterization is motivated by the definition of a generalized gradient and Haj lasz-Sobolev space M s,p (X), defined for s = 1, p ≥ 1 in [H] and for fractional scales in [Y] . There are also other definitions for Besov spaces in the metric setting. They have been studied, for example, in [GKS] , [GKZ] , [HMY] , [KYZ] , [MY] , [SYY] , [YZ] .
exists a set E with µ(E) = 0 such that
for all k ∈ Z and all x, y ∈ X \ E satisfying 2
We prove two lemmas that we use later in the proofs of this paper. The above definition implies the following lattice property for fractional s-gradients.
max{u, v} and min{u, v}.
Proof. We define w = max{u, v} and assume that G and H are the exeptional sets for (g k ) k∈Z and (h k ) k∈Z in the Definition 2.1. Clearly, the function w is measurable and (max{g k , h k }) k∈Z is a sequence of nonnegative measurable functions. We show that (2.1) holds outside the set G ∪ H of measure zero. Let
If x ∈ F u and y ∈ F v , then we can look at the two cases u(x) ≥ v(y) and u(x) < v(y) separately. In the first case
follows by symmetry, and hence
The proof for the function min{u, v} follows along the same lines.
The next lemma is useful when we want to show that the supremum of countably many Haj lasz-Besov functions belongs to the Haj lasz-Besov space N s p,q (X) (see Definition 2.4).
Proof. Since u ∈ L 0 (X), it is finite almost everywhere. Let x, y ∈ X \ E, with u(y) ≤ u(x) < ∞, where E is the union of exceptional sets for the functions u i in the Definition 2.1. Let ǫ > 0. There is i = i x ∈ N, such that u(x) < u i (x) + ǫ. Now, since u(y) ≥ u i (y), we have
For 0 < p, q ≤ ∞ and a sequence (f k ) k∈Z of measurable functions, we define
Definition 2.4. Let 0 < s < ∞ and 0 < p, q ≤ ∞. The homogeneous Haj lasz-Besov spaceṄ
see [GKZ] . When 0 < p < 1 or 0 < q < 1, the (semi)norms defined above are actually quasi-(semi)norms, but for simplicity we call them just norms.
Recall that a quasinorm is similar to a norm in that it satisfies the norm axioms, except that there is a constant C > 1 on the right-hand side of the triangle inequality.
2.3.
Inequalities. We will often use the following elementary inequality
which holds whenever a i ≥ 0 for all i and 0 < β ≤ 1. Hölder's inequality for sums (when 1 < b < ∞) and (2.2) imply the next lemma that we use later to estimate the norms of fractional gradients.
Capacity
In this section, we study a metric version of the Besov capacity. We prove the basic properties of this capacity, including several useful lemmas and convergence results. In particular, we show that Haj lasz-Besov functions u ∈ N s p,q (X), 0 < s < 1 and 0 < p, q < ∞, are quasicontinuous with respect to the capacity (see Theorem 3.10). Recently, some of the results of this section have been stated or proved in [HKT] . We give complete proofs to the results not proved there as well as to completely new ones.
Definition 3.1. Let 0 < s < ∞ and 0 < p, q ≤ ∞. The Besov capacity of a set E ⊂ X is
, where
is the set of admissible functions for the capacity. We say that a property holds C s p,q -quasieverywhere if it holds outside a set of C s p,q -capacity zero.
Remark 3.2. Lemma 2.2 implies that
where
To prove the inequality to the reverse direction, let ǫ > 0 and let u ∈ A(E) be such that
p,q (E) + ǫ and letting ǫ → 0 yields the inequality.
Remark 3.3. It follows immediately that
and taking infimum over all u ∈ A(E) proves the inequality.
The C s p,q -capacity is generally not an outer measure. The definition clearly implies monotonicity but the capacity is not necessarily subadditive. However, for practical purposes it is enough that the capacity satisfies (3.1) for some r > 0. Even in the Euclidean setting, countable subadditivity for the Besov capacity is known only when p ≤ q (see [A1] ).
Theorem 3.4. [HKT, Lemma 6 .4] Let 0 < s < ∞ and 0 < p, q ≤ ∞. Then there are constants C ≥ 1 and 0 < r ≤ 1 such that
Actually, (3.1) holds with r = min{1, q/p}.
The Besov capacity is an outer capacity. This means that the capacity of a set E ⊂ X can be obtained by approximating E with open sets from the outside.
Lemma 3.5. The C s p,q -capacity is an outer capacity, that is,
To obtain the reverse inequality, let ǫ > 0 and let u ∈ A(E) be such that
Now, since u is an admissible function for the capacity, there is an open set
Letting ǫ → 0 proves the claim.
The following compatibility condition says that removing a set of measure zero does not change the capacity of an open set. In particular, this result can be applied to prove a uniqueness result for C s p,q -quasicontinuous representatives of a Haj lasz-Besov function (see Remark 3.11).
Lemma 3.6. Let 0 < s < ∞ and 0 < p, q ≤ ∞. If U is an open set and
Proof. Clearly, by monotonicity, C s p,q (U) ≥ C s p,q (U \E) so it remains to show the inequality to the other direction. Let ǫ > 0 and let u ∈ A ′ (U \ E), with
Let v be a function, such that v = u in X \ U and v = 1 in U. Then v = u outside the set U ∩ E, which has measure zero, and so
, since we can choose the exceptional set in Definition 2.1 to be the union of U ∩E and the exceptional set related to u and (g k ) k∈Z . Then, v ∈ A ′ (U) and
The outer capacity property of the Besov capacity implies the next convergence result for compact sets. 
is an open cover of the set K 1 and, since K 1 is compact, there is a finite subcover, i.e. a positive integer N, such that
and by Lemma 3.5 we obtain
We apply the following theorem to show that Haj lasz-Besov functions are quasicontinuous with respect to the C s p,q -capacity (see Theorem 3.10).
Theorem 3.8. Let 0 < s < ∞ and 0 < p, q ≤ ∞. If (u i ) i∈N is a Cauchy sequence of continuous functions in N s p,q (X), then there is a subsequence of (u i ) i∈N which converges pointwise C s p,q -quasieverywhere in X. Moreover, the convergence is uniform outside a set of arbitrary small C s p,q -capacity.
Proof. Let r = min{1, q/p}. There is a subsequence of (u i ) i∈N , which we still denote by (u i ) i∈N , such that
For i ∈ N, let 
. Now, by Theorem 3.4, we get
Since B 1 ⊃ B 2 ⊃ · · · and sum (3.2) converges, we have that
for all x ∈ X \ B j , for every k > j. Hence, the convergence is uniform in X \ B j and the claim follows.
Definition 3.9. A function u : X → R is C s p,q -quasicontinuous, if for every ε > 0 there exists a set U such that C s p,q (U) < ε and the restriction of u to X \ U is continuous.
Note that, by Lemma 3.5, the set U can be chosen to be open. 
and (g i,k ) k∈Z l q (L p (X)) → 0. By the previous theorem, the limit function is C s p,q -quasicontinuous.
Remark 3.11. The C s p,q -quasicontinuous representative is unique in the sense that if two C s p,q -quasicontinuous functions coincide almost everywhere, then they actually coincide outside a set of C s p,q -capacity zero. This follows from Lemmas 3.5 and 3.6, and from a nice argument, in an abstract setting, in [K] .
γ-median
In this section, we study γ-medians that are important tools in our setting of Besov spaces. In our proofs, they take the place of integral averages and are extremely useful when 0 < p ≤ 1 or 0 < q ≤ 1. One of the main results is Theorem 4.5 which is a new Sobolev-Poincaré type inequality for the medians. Recently, slightly different results have been proved in [HKT] and [HT2] , where an additional nonempty spheres property is also assumed on the underlying space X. In the latter part of this section, we define a discrete median convolution which we use to show that it is equivalent to consider only the locally Lipschitz admissible functions when calculating the capacity of a compact set (see Theorem 4.8). These results are useful in Section 5, where we study a modified Netrusov-Hausdorff content related to the capacity.
Next, we define the γ-median of a function u ∈ L 0 (X) over a set of finite measure. Previously, the γ-medians have been studied, for example, in [F] , [GKZ] , [JPW] , [JT] , [Ler] , [LP] , [PT] , [Str] , [Z] , and recently in [HIT] , [HKT] and [HT2] .
over a set A of finite measure is m γ u (A) = inf a ∈ R : µ({x ∈ A : u(x) > a}) < γµ(A) .
In the following lemma, we give some basic properties of the γ-median.
Lemma 4.2. Let A ⊂ X be a set with µ(A) < ∞. Let u, v ∈ L 0 (A) and let 0 < γ ≤ 1/2. The γ-median has the following properties:
for every x ∈ X.
Proof. We prove the property g) below. The rest of the quite straightforward proofs are left for the reader, who can also look at [PT] where most of the properties are proved in the Euclidean space. The proofs in the metric setting follow essentially the same lines. For the proof of g), we may assume that m γ |u| (A) = 0, since otherwise the claim is obvious. Let p > 0 and u ∈ L p (A). The definition of the γ-median clearly implies that
and by Chebyshev's inequality
The claim follows by combining the above two estimates.
We have the following definition, that is analogous to the definition of a Lebesgue point of a function, when taking the limit of medians. [HKT] by defining a median maximal function and using it as a tool. In particular, a capacitary weak type estimate for the median maximal function is used in the proof.
The Definition 2.1 of fractional s-gradients implies various SobolevPoincaré type inequalities for medians. Slightly different results than the following can be found, for example, in [HKT] and [HT2] . We obtain the next theorem even without assuming a nonempty spheres property that is assumed in [HKT] and [HT2] .
Theorem 4.5. Let 0 < γ ≤ 1/2, 0 < s, p < ∞ and 0 < q ≤ ∞. Let u ∈ N s p,q (X). Then there is a constant C > 0 and a sequence (g k ) k∈Z ∈ D s (u) such that
for every x ∈ X and k ∈ Z. In fact, given any
, where 0 < s ′ < s andp = min{1, p}. Moreover, there is a constant c > 0 such that
. By [GKZ, Lemma 2 .1] and g) of Lemma 4.2, there exist constants C > 0 and 0 < s
for every x ∈ X and k ∈ Z. We show that the right-hand side is bounded
If p > 1, we use Hölder's inequality for sums (1/p + 1/p ′ = 1)
Combining the two cases, we obtain inequality (4.1). To prove inequality (4.3), we first see that
and it follows that
where we used properties b), d) and f) of γ-median from Lemma 4.2.
Next, we define a discrete γ-median convolution that we use in the proof of Theorem 4.8. Discrete convolutions are standard tools in analysis on metric measure spaces (see, for example, [CW] and [MS] ) and they are used, for example, to define a discrete maximal function, introduced in [KL] . Analogously, a discrete γ-median maximal function can be defined by taking a supremum of the discrete γ-median convolutions (see, for example, [HKT] ).
We fix a scale r > 0 and cover the space X with a countable family of balls {B i } = {B(x i , r)}, so that the enlarged balls are of bounded overlap. This means that there is a constant C(c d ) > 0, depending only on the doubling constant, such that
for all x ∈ X. Then, a partition of unity related to the covering {B i } is constructed. There exist C/r-Lipschitz functions ϕ i , i = 1, 2, . . ., such that 0 ≤ ϕ i ≤ 1, ϕ i = 0 outside 2B i and ϕ i ≥ C −1 on B i for all i and
for all x ∈ X, where the balls B i and functions ϕ i are as above.
We apply the next theorem, by which locally Lipschitz functions are dense in N s p,q (X), to show that for compact sets we can restrict the set of admissible functions in the definition of the C s p,q -capacity to locally Lipschitz functions when 0 < s < 1 and 0 < p, q < ∞. Theorem 4.8. Let 0 < s < 1, 0 < p, q < ∞ and let K ⊂ X be a compact set. Then C (K) , for small r, and so, by Theorem 4.7,
The claim follows by taking infimum over u ∈ A(K).
Netrusov-Hausdorff content
In this section, we define a modified version of the Netrusov-Hausdorff content and prove lower bound and upper bound estimates for the Besov capacity in terms of this Netrusov-Hausdorff cocontent. The NetrusovHausdorff content was first used by Netrusov in [N2] and [N3] when studying the relations between capacities and Hausdorff contents in R n . We modify this content by taking the sum over the measures of the balls in the covering divided by the values φ(r j ) of the radii, where φ is an increasing function.
In the setting of a doubling metric measure space, this kind of modification, instead of summing the powers of the radii of the balls in the covering, is natural since the dimension of the space is usually not (even locally) constant.
Definition 5.1. Let φ : (0, ∞) → (0, ∞) be an increasing function and let 0 < θ < ∞ and 0 < R < ∞. The Netrusov-Hausdorff cocontent of a set
where the infimum is taken over all coverings {B(x j , r j )} of E with 0 < r j ≤ R and I i = {j : 2 −i ≤ r j < 2 −i+1 }. When R = ∞, the infimum is taken over all coverings of E and the first sum is over i ∈ Z. When φ(t) = t d , we
Notice that if the measure µ is (Ahlfors) Q-regular, that is, there is a constant C > 1, such that
for every x ∈ X and 0 < r < diam(X), then the cocontent
R is comparable (with two-sided inequalites) with the (Q − d)-dimensional NetrusovHausdorff content defined using the powers of radii.
A similar modification of the classical Hausdorff content is standard in the metric setting. The Hausdorff content of codimension
where 0 < R < ∞, and the infimum is taken over all coverings {B(x j , r j )} of E satisfying r j ≤ R for all j. When R = ∞, the infimum is taken over all coverings {B(x j , r j )} of E. Naturally, the Hausdoff measure of codimension d is defined as
. We use the following Leibniz type rule for fractional s-gradients, and its corollary, in the proofs of Theorem 5.4 and Theorem 5.5.
Lemma 5.2. [HIT, Lemma 3.10 and Remark 3.11] Let 0 < s < 1, 0 < p < ∞ and 0 < q ≤ ∞, and let S ⊂ X be a measurable set. Let u : X → R be a measurable function with (g k ) k∈Z ∈ D s (u) and let ϕ be a bounded L-Lipschitz function supported in S. Then sequences (h k ) k∈Z and (ρ k ) k∈Z , where
. By choosing u ≡ 1 and g k ≡ 0 for all k ∈ Z in (the proof of) the previous lemma, we obtain norm estimates for Lipschitz functions.
Corollary 5.3. [HIT, Corollary 3 .12] Let 0 < s < 1, 0 < p < ∞ and
where the constant C > 0 depends only on s and q.
In the next theorem, we show that the Besov capacity of a set E ⊂ X is bounded from above by a constant times the Netrusov-Hausdorff cocontent of the set E.
Theorem 5.4. Let 0 < s < 1, 0 < p < ∞, 0 < q ≤ ∞, E ⊂ X and R ≤ 1. Then there is a constant C > 0 such that
Proof. Let {B(x j , r j )} be a covering of the set E such that r j ≤ 1 for all j. Let i ∈ Z + ∪ {0} and
) and u i is Lipschitz with constant 2 i . Since i ≥ 0, we have that 1 + 2 is ≤ C2 is and it follows from Corollary 5.3 and the doubling property that
Let θ = min{1, q/p}. By Theorem 3.4, we have that
µ(B(x j , r j )) r sp j θ 1/θ and the claim follows by taking the infimum over all covers {B(x j , r j )} of the set E.
Next, we prove a converse estimate which gives a lower bound estimate for the capacity in terms of the Netrusov-Hausdorff cocontent. By the 5r-covering lemma, there exists a countable family of disjoint balls B j = B(x j , 2 −kx j +1 ), of radii r j = 2 −kx j +1 ≤ 2 −m , such that the dilated balls 5B j cover the set E. We use notation j ∈ I i , when 2 −i ≤ 5r j < 2 −i+1 . Then k x j = i + 3, for j ∈ I i , and since φ is increasing
where we also used doubling and the disjointness of the balls B j . Summing over i, we obtain
. Now, letting ǫ → 0 in (5.2) proves the claim.
