The development of thermocapillary convection inside a cylindrical liquid bridge is investigated by using a direct numerical simulation of the three-dimensional ͑3D͒, time-dependent problem for a wide range of Prandtl numbers, Prϭ1,3,4,5 and Prϭ35. Above the critical value of temperature difference between the supporting disks, two counterpropagating hydrothermal waves bifurcate from the two-dimensional ͑2D͒ steady state. The existence of standing and traveling waves is discussed. The dependence of viscosity upon temperature is taken into account. The critical Reynolds number and critical frequency at which the system undergoes a transition from a 2D steady state to a 3D oscillatory flow decreases if the viscosity diminishes with temperature. The stability boundary is determined for Prϭ3-5 with a viscosity contrast ( max / min ) up to a factor 10. Near the threshold of instability the flow organization is similar for the constant and variable viscosity cases despite the large difference in critical Reynolds numbers. The influence of variable viscosity on the flow pattern is increased when going into the supercritical region. The study of spatial-temporal behavior of oscillatory convection for the high Prandtl number, Prϭ35, demonstrates a good agreement with previously published experimental results. For this high Prandtl number liquids instability begins as a standing wave with an azimuthal wave number m ϭ1 which then switches to an oblique traveling wave Ϸ4%-5% above the onset of instability.
I. INTRODUCTION
Temperature gradients along the interface between two immiscible fluids cause variations of surface tension resulting in tangential stresses which can drive bulk flow motion. One of the simplest examples of a flow driven by this thermocapillarity is convection in plane nonisothermal layers or in liquid bridges. The study of convection in liquid bridges is related to the float-zone crystal-growth process, the main technological advantage of which is that it can be run containerless. The appearance of time-dependent convection in the melt can induce undesirable variations in the composition of a grown crystal. On the one hand it gives a strong inducement to study the hydrothermal instability in liquid bridges and to develop methods to suppress it. On the other, a liquid bridge model is considered more and more often as a good example to investigate nonlinear dynamics.
Considering spatio-temporal convective flows in liquid bridges Frank and Schwabe 1 have presented results supplementary to the well-known transitions to chaos. Except for quasiperiodic and period-doubled flow states, they have observed the onset of the time-dependent flow via chaotic intermediate flow states, the splitting of subharmonics in the Fourier spectrum, etc. The stabilization of thermocapillary flows for remote unstable states by the application of a nonlinear control algorithm was considered in a liquid bridge configuration by Petrov et al. 2 Due to nonlinearity of the system only a few analytical results are available. With the development of powerful and easily accessible computers a lot of new and interesting results have been obtained numerically in the field of hydrodynamic stability of liquid bridges in the last decade. The summary of the most significant recent results is given in the book by Kuhlmann. 3 By using linear stability analysis Wanschura et al. 4 established the stability diagram for a wide range of Prandtl numbers ͑0рPrр5͒ for the bifurcation from a steady axisymmetric flow to a time-dependent one. The stability diagram was obtained, showing the dependence of the critical Reynolds number upon the Prandtl number. It consists of two branches belonging to the region of small ͑0рPrр0.07͒, and large ͑0.8рPrр5͒ Prandtl numbers. The mechanism of instability has been identified for each of them. The branch for higher Prandtl numbers corresponds to oscillatory instability with an azimuthal wave number m ϭ2. The first instability for small Prandtl numbers is stationary with the same wave number mϭ2. Levenstamm and Amberg 5 showed that for higher Reynolds numbers this flow undergoes a second bifurcation, from a stationary to an oscillatory flow. The time-dependent flow above the secondary instability was analyzed in detail by Leypoldt et al. 6 and the mechanism of instability was discussed. In the gap between two branches 0.1рPrр0. 8 Chen et al. 7 have found oscillatory instability with a larger azimuthal wave number mϭ3. A more detailed study of the flow instability in this gap has been recently proposed by Levenstamm et al. 8 For the intermediate range 0.07-0.84 of Prandtl numbers they have a͒ Telephone: ϩ32 2 650 30 24; fax: ϩ32 2 650 31 26; electronic mail: vshev@ulb.ac.be found four new branches, with azimuthal wave numbers 2, 3, and 4, which all oscillate.
The type of supercritical hydrothermal waves appearing after the Hopf bifurcation is presently under discussion in the literature. The detailed analysis of wave properties made by Leypoldt et al. 6 for a medium Prandtl number, Prϭ4, has shown that the standing wave appeared near the onset of instability decays into a traveling wave. For large Prandtl number, close to the onset of instability, Carotenuto et al. 9 ͑Prϭ74͒ and Shevtsova et al. 10 ͑Prϭ105͒ experimentally observed that the oscillatory pattern is a standing wave. Standing and traveling waves have been numerically obtained by Savino and Monti 11 for large Prandtl numbers Prϭ30 and 74. They observed that immediately after the onset of instability, the oscillatory flow can be described by a standing wave with a pulsating temperature distribution.
To date, the influence of secondary factors, approaching the theoretical model to a more realistic one can be investigated. For example, they may include static 12, 13 or dynamic 14 surface deformations, variable viscosity, etc. The viscosities of liquids, which are often used in liquid bridge experiments, e.g., silicone oils, vary by almost twice within the experimental range of temperatures. Convection in fluids with variable viscosity has received considerable attention because of its importance in geodynamics processes. The thermochemically driven convection in the Earth's mantle reaches a contrast of viscosity of the order of 10 5 . The desire to understand the phenomenon has led to numerous studies in fluids layers with a temperature-dependent viscosity. 15, 16 It was shown in the early works by Liang 17 and Busse and Frick, 18 that for a fluid layer with temperature-dependent viscosity in the case of buoyancy induced convection, the critical Rayleigh number is lower than for a constant-viscosity fluid. A similar tendency has been shown by linear stability analysis by Kozhouharova et al. 19 for Marangoni convection in liquid bridges.
In this paper, nonlinear evolution of the flow is studied by direct 3D calculations as the Reynolds number is increased. The dependence of the liquid viscosity upon the temperature is taken into account and the related problem of the reference temperature is discussed in detail. This paper presents new results for the onset of instability with viscosity contrast up to 10. The simulation of oscillatory flow above the stability limit is performed to investigate the wave properties of the flow and the influence of the initial disturbances on flow organization. Nonlinear interactions of the hydrothermal waves are compared for constant and variable viscosity. One of the first studies of the spatial-temporal behavior of oscillatory convection for the high Prandtl number, Prϭ35, is presented, so it can be compared with the experimental results by Muehlner et al.
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II. MATHEMATICAL DESCRIPTION OF THE PROBLEM
A liquid bridge is considered, consisting of a fluid volume held between two differentially heated horizontal flat concentric disks of radius R 0 , separated by a distance d. See the geometry in Fig. 1 . The temperatures T h and T c (T h ϾT c ) are prescribed at the upper and lower solid-liquid interfaces, respectively, yielding a temperature difference of ⌬TϭT h ϪT c . The free surface is considered cylindrical and nondeformable.
The surface tension and the dynamic viscosity are taken as linear functions of temperature
All other material properties are regarded as constant and the small temperature dependence of the density is taken into account in the gravity term only ͑the Boussinesq approximation͒.
The governing Navier-Stokes, energy and continuity equations are written in nondimensional primitive-variable formulation in a cylindrical coordinate system,
As viscosity is not constant the Navier-Stokes equations include some additional terms: A r , A , and A z are denoted by
where V r , V , and V z are radial, azimuthal, and axial components of velocity. The nondimensional form results from scaling the cylindrical coordinates (r,z) by radius R 0 and height d accordingly, and the velocity by V ch ϭ 0 /d. The temperature of the cold disk T 0 ϭT c is used as the reference, ⌰ 0 ϭ(TϪT 0 )/⌬T is the dimensionless temperature with respect to the cold wall, and ⌰ is the deviation from the linear temperature profile, i.e., ⌰ϭ⌰ 0 Ϫz. The scales for time and pressure are t ch ϭd 2 / 0 Ј and P ch ϭ 0 V ch 2 , respectively ( 0 is the density, 0 Ј is the kinematic viscosity͒.
The following dimensionless parameters arise in the equations: the Prandtl number, defined by Prϭ 0 Ј/k (k is the thermal diffusivity͒, the Grashof number, defined by Gr ϭg␤⌬Td 3 / 0 Ј 2 (g is the gravity acceleration͒, the Reynolds number, defined as Reϭ T ⌬Td/ 0 0 Ј 2 , and the aspect ratio, defined by ⌫ϭd/R 0 . Except this typical set of parameters for the problems of convection an additional parameter appears due to variable viscosity. A new parameter R defines the relative variation of viscosity,
Here, is dimensionless viscosity scaled by 0 ЈϭЈ(T 0 ).
Equations ͑1͒-͑5͒ have to be solved together with the following boundary conditions. At the rigid walls no slip, no penetration conditions are used and a constant temperature is imposed:
on the cold disk: V͑r,,zϭ0,t ͒ϭ0, ⌰͑r,,zϭ0,t ͒ϭ0, ͑7͒
on the hot disk: V͑r,,zϭ1,t ͒ϭ0, ⌰͑r,,zϭ1,t ͒ϭ0. ͑8͒
On the cylindrical free surface (rϭ1,0рр2,0рzр1), the stress balances are
͑10͒
and V r ϭ0. ͑11͒
The free surface is assumed to be thermally insulated ‫ץ‬ r ⌰͑rϭ1,,z,t ͒ϭ0. ͑12͒
III. NUMERICAL TECHNIQUE
A. Numerical method
The governing equations ͑1͒-͑5͒ are solved on a staggered mesh. The physical domain Ḡ (0рrр1,0рр2, 0рzр1) is discretized with a nonuniform cylindrical mesh in radial and axial directions, and with an uniform mesh in the azimuthal direction.
Thus, we have four interlacing staggered grids: three for the velocity components, and one for all the scalar variables. The top and the bottom boundaries go through V z points, and the vertical boundaries go through V r and V points. The velocity field is defined at the points which are the central nodes of the cell sides. Values of the scalar variables are stored at the centers of basic cells. One layer of mesh points outside the region of interest is included for approximation of the boundary conditions with second-order spatial accuracy.
The finite volume method in its cell-centers representation, based on an explicit single time step marching method, is used for numerical simulation. Central differences for spatial derivatives and forward differences for time derivatives are utilized for discretization of the partial differential equations. In the cylindrical geometry the grid spacing in an azimuthal direction is very small near the axis of symmetry. The use of a pure explicit scheme will result in a very strong limitation on the time step. Therefore an implicit approximation of the viscous terms of the momentum and energy equations in the azimuthal direction is applied.
The computation of the velocity field at each time step is carried out with the projection method, see Refs. [21] [22] [23] . A combination of fast Fourier transforms in the azimuthal direction and an implicit ADI method at others is applied for calculating the Poisson equation for the pressure. The temperature field at the (nϩ1)-time step is obtained from the energy equation. The more detailed description of the numerical code is given in Ref. 24 .
B. Remarks on the processing of the results
If the temperature difference between the disks is small, the flow is axisymmetric and steady. Beginning at some Re close Re cr , ReϽRe cr , the flow field and temperature start to exhibit time dependent oscillatory behavior. For the Reynolds numbers less than Re cr these oscillations decay with time. The value of Re, at which oscillations of ⌰(t) ͓or V(t)] are sustained is referred to as the critical Reynolds number, ReϭRe cr . In the present work the values of critical Reynolds numbers are determined with accuracy ⌬ Re cr ϭ5, i.e., the Reynolds number is varied with this step until the damping of oscillations. To record the oscillations four equidistant numerical thermocouples were placed inside a liquid bridge at a transversal section.
For each calculation, the 2D steady state solution obtained for the same set of parameters is an initial guess. To initiate the oscillations in the system a perturbation of the temperature field is added to the stationary 2D flow. Experience has shown that to obtain periodic sustained oscillations with a constant ͑steady͒ amplitude, one should wait as long as thermal equilibrium is established ( th ϭd 2 /k). Scaling time by viscosity ( vis ϭd 2 / 0 Ј), one should perform the calculations for at least as long as a th ϷPr• vis , or in dimensionless units, up to tϷPr. This time is hereafter called thermal time.
For a better understanding of the 3D time-dependent flow structure, its axisymmetric component is subtracted from the resulting flow field and the remaining disturbance flow is analyzed, i.e., for visualizing a field q(r,,z) we subtract its average in the azimuthal direction (1/2)͐ 0 2 q(r,,z)d. By doing this, the axisymmetric terms in the trigonometric series with zero wave number and nonlinear self-interactions are excluded from the resulting fields. Also see Eqs. ͑13͒-͑16͒. The resulting velocity and temperature fields can be described as pure standing or traveling waves with a small azimuthal wave number, e.g., m ϭ1,2,3,..., or mixed mode at the threshold of instability ͑flow pattern reveals simultaneously the properties of waves with different wave numbers͒. Unlike the standing wave, generated by two counterpropagating azimuthal waves with equal amplitudes, the traveling wave is also the result of counterpropagating azimuthal waves but with different amplitudes.
The azimuthal wave number corresponds to the temperature field structure; it is organized in such a manner, that after the axisymmetric component is subtracted there are m hot and m cold spots observed in a transversal section and on the free surface. The perturbation flow, being dependent on a temperature field, demonstrates vortex structure, the number of vortex cells in a transversal section is equal to 2m, i.e., the sum of hot and cold temperature spots. Moving further to the supercritical area ReϾRe cr higher modes may be exited.
IV. CODE VALIDATION
The program is validated by comparison of the results of calculations for a fluid with constant viscosity (R ϭ0) with previously published results. For Prϭ1, 3, and 4 the results are compared with the linear stability analysis by Wanschura et al. 4 Calculations for Prϭ30 and different aspect ratios are compared with results published by Savino and Monti, 11 Castagnolo and Carotenuto. 25 In the case of variable viscosity comparison of the present 3D results with those from the linear stability analysis 19 will be discussed in Sec. VI A, Prϭ4, and with experimental results 20 in Sec. VII B, Prϭ35.
A. Medium Prandtl number liquids with constant viscosity
Convergence on the grid with respect to the frequency and a critical Reynolds number for a liquid with Prϭ1, ⌫ ϭ1 is shown in Table I . The first column represents the grid resolution; the numbers of points, respectively, in radial, azimuthal, and axial directions. The critical Reynolds number decreases slightly with increasing grid resolution, exhibiting good convergence on the grid. Indeed, for Prϭ1, by increasing the amount of points in the azimuthal direction from 16 to 32, the critical Reynolds number is shifted from 2565 to 2545, i.e., only about 0.8%. Increasing the amount of points by 4 times (49ϫ32ϫ41) shifts the value of Re cr from 2545 to 2540, about 0.2%. The frequency near the threshold of instability is practically constant while the number of computational points in the radial and axial directions are increased by 4 times. See, for example, ϭ64.49 for (25 ϫ32ϫ21), Reϭ2545 vs ϭ64.51 for (49ϫ32ϫ41), Re ϭ2540. The frequency is slightly varied by increasing the number of azimuthal points.
The quantitative comparison of Re cr and the frequency cr at the threshold of instability with results by Wanschura et al. 4 for Prϭ1, 3, and 4 ͑see Table II͒ shows good agreement. For Prϭ1 the maximum difference for Re cr achieves only 0.04% and for frequency 2.0%. As a general trend, for Prϭ1, with increasing the grid resolution, the critical Reynolds number approaches closer to the value obtained by linear stability analysis. For higher Prandtl number the agreement is even better. For Prϭ3 and 4, the present calculations on a typical grid (25ϫ16ϫ21) give, respectively, Re cr ϭ1170 and Re cr ϭ1030 vs Re cr ϭ1177 and Re cr ϭ1047 for linear stability analysis. 4 Our results are also in excellent agreement with 3D calculations by Leypoldt et al. 6 They obtained Re cr ϭ1030 and cr ϭ28.7 on grid (30ϫ30ϫ14) for Prϭ4, which deviates only in frequency by 1.41% from our value. 
B. High Prandtl number liquids with constant viscosity
The value of the critical parameters Re cr , cr are not reported in Refs. 11, 25, therefore comparison for high Prandtl numbers may only be qualitative. It was shown by Castagnolo and Carotenuto 25 that for Prϭ32, Reϭ1223, and ⌫ϭ1 the disturbance flow is a standing wave with an azimuthal wave number mϭ2. But changing the aspect ratio to ⌫ϭ2 modifies the flow organization, leading to a running wave with azimuthal wave number mϭ1 for Prϭ30 ͑Ref. 11͒ and for Prϭ32 ͑Ref. 25͒.
Being in good agreement with the results of Ref. 11, the disturbance flow for ⌫ϭ2 and Prϭ30, Reϭ1000 is a running wave with azimuthal wave number mϭ1. For another aspect ratio, ⌫ϭ1, and Prϭ30 , Reϭ1000 the present simulations show that during the transient period ͑in our dimensionless variables trans Ϸ4) near the threshold of instability the flow pattern consists of two independent modes mϭ1 and mϭ2 with two close frequencies 1 , 2 and close amplitudes, the so-called mixed mode, which is observed rather often in experiments. 10 The data from two thermocouples placed at the azimuthal cross sections ϭ0 and ϭ/2 are shown in Fig. 2͑a͒ by solid and dotted lines. One can observe two oscillatory regimes: a mixed mode during the time (t р4.0), which is confirmed by Fourier analysis ͓see power spectrum in Fig. 2͑b͔͒ , and a pure mode mϭ2 further in time. The harmonic with a frequency 2 2 , which can also display the property of the mode mϭ2, has a much smaller amplitude, therefore it does not influence the formation of the flow pattern.
After a transient period the mixed mode was found to switch to a standing wave mϭ2, which was also observed in Ref. 11 . For this case of a pure standing wave mϭ2 the shift between temperature maxima is constant in time and is equal to , half of the period.
V. CONDITIONS FOR GENERATING STANDING AND TRAVELING WAVES IN A LIQUID BRIDGE
One should note that, besides a set of characteristic parameters defining the structure of the oscillatory flow, the type of observed hydrothermal waves also depends upon the initial perturbations introduced into the dynamical system. For example, for Prϭ4 in the case of symmetrical and weakly nonsymmetrical initial perturbations standing waves are observed. These remain stable for a long time. Nevertheless, for the same liquid, Prϭ4, it is also possible to obtain a stable traveling wave by introducing strong nonsymmetrical disturbances in the system.
The analysis of the amplitude equation states that for a given set of parameters near the threshold of instability only one solution is stable, either a standing or a traveling wave. This is true under the following hypotheses: it should be a supercritical type of bifurcation ͑small amplitude at onset of instability͒ and it should be a Hopf bifurcation of a pure mode ͑no competition between modes͒. 26 The oscillatory convection in a liquid bridge always fulfills the first hypothesis and the second one is valid for some set of parameters, e.g., Prϭ4, ⌫ϭ1. It is proved ͑see Fig. 2͒ that in some cases instability begins as a mixed mode. By computing the coefficients in the Ginzburg-Landau equations for the nonlinear evolution of hydrothermal waves, Leypoldt et al. 6 have shown that for Prϭ4 the stable solution is a traveling wave.
To give a qualitative and visual explanation for some numerical and experimental results a schematic phase plane in Fig. 3 node ͑knot͒ point and the standing wave is unstable, e.g., saddle point. In the simplest case, when due to some initial perturbations the system is located close to the final stable state TW ͑point ''a'' in Fig. 3͒ , the traveling wave after saturation of the amplitude will reach this state and remain stable despite small disturbances. It can also happen that due to some initial perturbations the system will be located on the asymptote, dashed line ͑point ''c'' in Fig. 3͒ . Due to the numerical noise the departure of the solution trajectory from the asymptote will take a very long time. In real calculations, limited in time, it may never become a traveling wave although it is a stable solution.
For other initial conditions ͑point ''b'' in Fig. 3͒ the system can be located near SW at a large distance from the final stable position. In the case of small external disturbances the system will move slowly along the isocline and the standing wave will be observed in 3D calculations for a long duration.
In the case of strong external nonsymmetrical disturbances, the system, being in point ''b,'' can change the trajectory and switch from SW to a TW. The waiting time can be different and it depends how far the system is located from the final stable position and how strong the perturbations are. It also depends on the numerical code, e.g., how well the code keeps the symmetry of initial disturbances.
A good example of the development of the instability is described below, when perturbations of a given symmetry but small amplitude are applied for initiating the oscillatory flow. For the particular case Prϭ4, Reϭ1300, ⌫ϭ1, Grϭ0 the wave number mϭ2 of the resulting flow is known in advance. Following earlier work, 6 the periodic symmetrical temperature perturbations ⌰ p are introduced into the system,
The data from two thermocouples placed at point (r,z) ϭ(0.9,0.5) and shifted on 3/4 in an azimuthal direction are shown in Fig. 4 . One can observe three oscillatory regimes in this figure. At the very beginning the amplitude of oscillations grows exponentially with time, ReϾRe cr . The saturation of the amplitude is achieved during one thermal time (tϷ4) and then remains constant. A standing wave with wave number mϭ2 is a result of the initial symmetry of the perturbations introduced into the liquid bridge. The oscillations in the two azimuthal positions have a constant phase shift, but a different amplitude, this is pertinent to the standing wave with mϭ2 when thermocouples are not shifted on k/2, kϭ1,2,3 . . . ͑see left inset in Fig. 4͒ . But a standing wave appears to be unstable and transition to a traveling wave takes place. After a transition period a stable traveling wave with a constant amplitude can be seen (tу22) for extremely long duration. In contrast to the standing wave, the data from the same thermocouples demonstrate the oscillations both with constant phase shift and equal amplitudes ͑see right inset in Fig. 4͒ .
Different kinds of perturbations were applied in simulations for this test case, Prϭ4. Introducing temperature perturbations into the system only in one vertical cross section ϭ0, no transition from a standing to a traveling wave was observed up to tϷ34 for the same parameters. Possibly, the system in this case is located in the vicinity of point ''b'' on the phase plane in Fig. 3 and the present code retains well the symmetry of the initial perturbation. On the other hand, introducing strong nonsymmetrical temperature perturbations the traveling wave was observed from the very beginning of the simulation.
Taking into account the above, one can suggest an explanation on why in experiments Monti et al. 27 did not observe transitions from SW to TW at the fixed time, which was calculated numerically. The initial perturbations in computations and in the microgravity experiment are different. Moreover, unlike numerics, it is impossible to predict exactly the type and the amplitude of the perturbations in natural experiments, as they, in general, have a statistical origin.
VI. MEDIUM PRANDTL LIQUIDS WITH TEMPERATURE DEPENDENT VISCOSITY
A. On the influence of the choice of the reference temperature
In the majority of the scientific studies of the thermoconvective flows, the basic dimensionless parameters are defined through the viscosity 0 Ј , e.g., Prϭk/ 0 Ј , Reϭ T ⌬Td/ 0 0 Ј 2 , etc. When the viscosity varies, scaling the governing equations requires an appropriate choice of the characteristic temperature T 0 , at which the reference viscosity 0 Ј is defined. In this case the choice of 0 Ј becomes very important.
The present calculations demonstrate that in a parametric analysis of instability, the values of critical parameters, e.g., Reynolds number and frequency, strongly depend on the choice of the characteristic temperature. Moreover, this dependence is strengthened with a growth of ͉R ͉; the larger R , the stronger the dependence observed.
There are several possibilities, such as taking 0 Ј equal to the viscosity at the mean value of the boundary temperatures T 0 ϭ(T c ϩT h )/2 or the viscosity at one of the boundaries ͑cold T c or hot T h rod͒. One should understand that the choice T c to define the reference viscosity is justified and suitable for parametric study. Only the temperature of the cold disk T c stays constant during the experiments and simulations, when the imposed ⌬T is changed ͑heating from above͒. The temperature of the hot wall as well as the temperature difference ⌬T near threshold of instability are not known in advance and their values will only be determined in carrying out experiments or calculations. It means that each time, one has to change the Prandtl number for the same liquid, e.g., this takes place when the aspect ratio is varied. This leads to changing the values of the parameters of the problem and may generate some difficulties in the presentation of the results. Moreover, presentations of the experimental results are usually done for a constant Prandtl number of a liquid, defined at the room temperature or at the temperature of the cold disk. For instance, in the experiments 11 with silicone oils 2 cSt and 5 cSt the Prandtl numbers equal to Prϭ30 and Prϭ74 are stated, but the reference temperature, which is the room temperature, is hidden in the given value of Pr.
In this section, two choices of the reference temperature are investigated: when the mean value of the boundary temperatures in the system T 0 ϭ(T c ϩT h )/2 is taken for defining 0 Ј , and the other is when T 0 ϭT c . For both cases the influence of T 0 on the flow pattern and temperature distribution is discussed for 2D and 3D solutions. The values of T 0 are equal. Here viscosity is assumed to be a decreasing function of the temperature, as seen by Eq. ͑6͒. This is the case for the commonly used experimental liquids. R is negative.
Steady-state 2D simulations were carried out under zerogravity conditions for Prϭ4, Reϭ1000, ⌫ϭ1, either with R ϭ0.0 or R ϭϪ0.5. As R is large, a noticeable difference between the final results is expected. Indeed, it is obtained that the absolute value of minimum stream function increases by 52% for T 0 ϭT c , min ϭϪ3.602, and by 1.5% when T 0 ϭ(T c ϩT h )/2, min ϭϪ2.403, compared to the case of constant viscosity min ϭϪ2.367, when R ϭ0.0. In the 2D results of Kozhouharova et al. 19 the reference temperature is T 0 ϭ(T c ϩT h )/2 and the absolute value of minimum stream function for R ϭϪ0.5 increases by 4.1%, min ϭϪ2.28 in comparison with constant viscosity, min (R ϭ0.0)ϭϪ2.19. The difference with our results is about 5%.
Basic-state temperature field and streamlines are shown in To be able to compare our 3D results with the results of linear stability analysis, 19 the only results existing until now, for variable viscosity in liquid bridges, the simulations have to be done for the same set of parameters Prϭ4, ⌫ϭ1, R ϭϪ0.5. For this value of R the viscosity in the volume decreases by a factor of 2 from the cold to hot wall. In the case of a constant viscosity fluid R ϭ0.0 the critical Reynolds number is Re cr ϭ1030. When T 0 ϭ(T c ϩT h )/2 and R ϭϪ0.5 the transition to oscillatory flow with wave number mϭ2 is observed for Re cr ϭ1010. In the case where T 0 ϭT c for the same R ϭϪ0.5, the onset of instability takes place for a much lower Reynolds number, Re cr ϭ635. One can see that the influence of the variable viscosity on Re cr is very strong when T 0 ϭT c in comparison to the case where T 0 ϭ(T c ϩT h )/2, namely, 38.1% vs 1.94%. But, the imposed constraints are different and correspond to two different physical conditions. For the onset of oscillatory regime the linear stability analysis 19 ͓T 0 ϭ(T c ϩT h )/2͔ shows a decrease of the critical Reynolds number by 8.9%, e.g., Re cr (R ϭ0.0)ϭ1047 vs Re cr (R ϭϪ0.5)ϭ954. Thus the difference with our 3D results is about 5.5%. In real physical experiments the viscosity is always temperature-dependent. By choosing a different reference temperature for modeling the particular experiment, different values of critical parameters will be obtained. It is evident that going back from dimensionless to unscaled variables, the critical temperature difference ⌬T cr will be the same, as the physics of the phenomena is not changed. But the form of the results presented, remarkably depends on the choice of the reference temperature. Moreover, for each particular case it is possible to establish the correlation between characteristic parameters for different choices of reference temperature. However to compare two experiments or perform simulations one should define a reference temperature at a fixed point. As a rule, the goal of scientific studies is to present parametric investigations and to work out the general features of phenomena. The choice of the reference temperature is of great importance for avoiding any misunderstanding in comparing the results of simulations with data belonging to other researches. FIG. 5 . Steady-state distribution of temperature and of the streamlines when the reference temperature is ͑a͒ the temperature of the cold disk T 0 ϭT c , ͑b͒ the mean temperature in the system T 0 ϭ(T h ϩT c )/2. Full and dashed lines correspond constant and variable viscosity, respectively. Prϭ4, Reϭ1000, ⌫ϭ1.
B. Parametric study of the onset of instability for liquids with temperature-dependent viscosity
In this section, results of three-dimensional simulations of Marangoni convection for medium Prandtl number liquids, Prϭ3,4, and 5 and temperature-dependent viscosity are reported. The critical Reynolds number and frequency of oscillations near the threshold of instability are obtained as a function of viscosity variation R for unit aspect ratio ⌫ ϭ1. The temperature of the cold wall is taken as the reference, T 0 ϭT c . In liquid bridge problems with variable viscosity the largest value of viscosity is fixed at the cold bottom plate. Everywhere in the system the value of viscosity is smaller, therefore higher velocities arise for a given stress. In this case, one may expect a strong decrease of the critical Reynolds number for the onset of instability for a variable viscosity fluid.
For each Prandtl number the parameter R is changed from 0.0 to Ϫ0.9 and the value of the Reynolds number, at which convection in a liquid bridge becomes oscillatory, is searched for. The present calculations, summarized in Table  III , demonstrate significant influence of a viscosity variation on the critical Reynolds number Re cr and frequency of oscillations in the system. As a general tendency, the critical Reynolds number diminishes with an increase of the viscosity variation ͉R ͉. For Prϭ3 the value of Re cr decreases by 2.5 times and for Prϭ5 more than three times, when viscosity in the liquid bridge between cold and hot walls is decreased by 10 times (R is changing from 0 until Ϫ0.9͒.
For a fixed Prandtl number the dependence of Re cr upon viscosity variation R , shown in Fig. 6͑a͒ , with good accuracy can be treated as a linear function in the range of R from Ϫ0.1 to Ϫ0.9. The crosses in Fig. 6͑a͒ correspond to numerical points, the dashed lines connect these points, and the solid lines represent the linear approximation. The equation for fitted straight lines, can be written as
The coefficient of proportionality K between Re cr and R decreases, when the Prandtl number increases. For the investigated range of Prandtl numbers 3рPrр5 the critical Reynolds number for the small variations of viscosity R Ͻ0.1 is a fraction higher than what follows from linear dependency. And for a very large contrast of viscosity, ͉R ͉ Ͼ0.9, when the viscosity in the volume is decreasing more than by 10 times, the linear dependence does not work.
The decreasing rate of critical Reynolds number depends upon Prandtl number rather weakly. The decreasing rate is more pronounced for the range of medium Prandtl numbers. Results of the variation of Re cr (R ϭ0)/Re cr (R ϭϪ0.5) for different Pr are shown in Table IV . Indeed, when Prandtl number changes from Prϭ5 to Prϭ35 the decreasing rate increases only from 1.65 to 1.66, but moving from Prϭ3 only to Prϭ5 this rate is shifted from 1.58 to 1.65. The flow organization is, however, very different for Prϭ4 and Prϭ35. Another characteristic of the flow, influenced by temperature-dependent viscosity, is the frequency of oscillations in the system. Like the critical Reynolds number, the critical frequency of oscillations near the onset of instability decreases with an increasing absolute value of R , see Fig.  6͑b͒ . But the amplitude of the variations of the frequency is much smaller, the maximal deviation is about 30% from the initial value at constant viscosity. It decreases from ϭ32.06 to ϭ24.40 for Prϭ3, and from Prϭ3, to ϭ17.80 for Prϭ5 when the parameter R changes from 0.0 to Ϫ0.9 ͑see Table III͒. This dependency also can easily be fitted using straight lines. Surprisingly, the slope d cr /dR almost does not depend upon Prandtl number. For Prϭ5 the slope is 8.648 vs 8.63 for Prϭ3, e.g., the straight lines are parallel. The empirical formula for frequency can be written as
For all the cases mentioned, Pr changes from 1 to 5, traveling waves with wave number m cr ϭ2 are observed.
To study the influence of the variable viscosity on the structure of the flow, calculations have been made for Prϭ5, when R ϭ0.0, Reϭ950 and R ϭϪ0.9, Reϭ300 just at the threshold of instability, i.e., ⑀→0. The distance from the critical point is defined as ⑀ϭ
ReϪRe cr Re cr .
It was discovered that the temperature dependence of viscosity has no significant effect on the structure of the thermocapillary flow for small ⑀ ͑not shown͒. In order to understand in which way the temperaturedependence of viscosity influences the temperature perturbations field, simulations with Prϭ4 at supercritical Reynolds number Reϭ3000 are carried out when R ϭ0.0, ⑀ϭ1.91, and R ϭϪ0.5, ⑀ϭ3.72. The temperature isolines of traveling waves are shown in a transversal section at midplane z ϭ0.5 for constant ͓Fig. 7͑a͔͒ and variable viscosity ͓Fig. 7͑b͔͒. The axisymmetric part is subtracted from the total temperature distribution. In the vicinity of the axis the shapes of the temperature spots and their positions are almost the same. But what is interesting is that near the free surface a thermal boundary layer is formed in the case of variable viscosity.
C. The influence of viscosity on the wave properties of the flow
Let us look at the solution of Eqs. ͑1͒-͑5͒ near the threshold of instability. For the supercritical Hopf bifurcation, slightly above the onset of instability ⑀→0, the solution can be expanded as
where FϭF(V, P,T) and F 0 (r,z) is a steady-state solution.
) problem is a linear problem with a normalmode solution. It consists of two hydrothermal waves propagating in opposite directions
Temperature disturbance field in a zϭ0.5 horizontal cross section for Prϭ4, Reϭ3000, ⌫ϭ1. ͑a͒ Constant viscosity, R ϭ0 and ͑b͒ temperaturedependent viscosity, R ϭϪ0.5. The axisymmetric part is subtracted from the total temperature distribution.
where 
here Ṽ is an analog of f 1 (r,z) and it is real. Then, using Eq. ͑15͒ and the condition of symmetry, Eq. ͑14͒ for the azimuthal velocity can be written as Let us now look at the solution of the linear problem F (1) for different viscosities. Following Eq. ͑13͒, and this is well known, 28 near the onset of instability, ReϾRe cr the amplitudes of V and ⌰, P are proportional to the square root of the distance from the critical point ͱ⑀.
The amplitude of temperature vs ͱ⑀ is shown in Fig.   8͑a͒ using the data from numerical thermocouples for Prϭ4. The crosses correspond to constant viscosity, and the triangles correspond to a variable one when R ϭϪ0.5. One can see that the amplitude near the threshold of instability does not depend upon the variation of viscosity, in fact both cases fit well by using a straight line with a slope 0.82, although the difference in the critical Reynolds number is significant Re cr (R ϭ0)/Re cr (R ϭϪ0.5)ϭ1.62. It is coherent to the structure of flow patterns described above when Prϭ5 and R ϭϪ0.9.
To look at the effect of the next order of magnitude the mean azimuthal velocity 6 is calculated by averaging the azimuthal component of velocity prescribed by Eq. ͑16͒,
The azimuthal velocity V at a steady state is equal to zero.
All linear harmonics, proportional to ͱ⑀ and containing sin and cos functions vanish, being integrated in an azimuthal direction. Hence, income from the term proportional to ͱ⑀ also equals zero. The resulting mean velocity for the traveling wave includes only nonlinear self-interactions and is a linear function of ⑀, V ,mean ͑ r,z,t ͒ϭ⑀͑ AA*ϪBB*͒ṽ 22 ϩO͑⑀ 3/2 ͒. ͑17͒
Due to symmetry, the mean azimuthal flow of standing wave is equal to zero. The net azimuthal flow, determined as an integral over volume,
is shown in Fig. 8͑b͒ for the constant, R ϭ0, and with variable, R ϭϪ0.5, viscosity as a function of ⑀ for Prϭ4. Both dependences can be fitted by using straight lines with different slopes, ⌽ϭ ϫ⑀ϩO͑⑀ 3/2 ͒, where ϭ0.418 when R ϭ0.0 ͑19͒ ϭ0.480 R ϭϪ0.5.
The net azimuthal flow for the case of constant viscosity is weaker than for the temperature-dependent case. As R is negative it means that decreasing viscosity in the volume results in the increase in net azimuthal flow despite the smaller Reynolds number. The net azimuthal flow is the result of nonlinear self-interactions, which become stronger moving into the supercritical region ⑀Ͼ0. It means that the role of temperature dependent-viscosity is increased with the growth of ⑀ and its influence on the flow organization will be remarkable far away from the critical point, ⑀ϭ0. It explains, why the temperature disturbance fields for a constant and variable viscosity are the same near the onset of instability and they are different for ⑀Ͼ1.9 ͑see Fig. 7͒ .
The function ⌽ has been calculated by Leypoldt et al., 6 but for some reason they omitted the coordinate r under integral ͓Eq. ͑18͔͒ and they have obtained a slope 1.04. For comparison, the value of the slope has been calculated by their method. It gives a slope 0.97, thus the difference is approximately 7%. Whether the viscosity is variable or constant, the direction of the mean azimuthal flow is not dependent upon this. Our calculations also show that the net azimuthal flow for Prϭ4 is opposite to the direction of wave propagation. For Prϭ4 the wave travels in a clockwise ͑negative͒ direction and the net azimuthal flow is positive, ⌽Ͼ0. The direction of propagation of the wave is not a property of the system, it depends upon initial perturbations. For example, for Prϭ35 we have generated the traveling wave propagating in both clockwise and counter clockwise directions. The isolines of mean azimuthal velocity are shown in Fig. 9͑a͒ by using lines for constant viscosity and by using shadows for variable viscosity with a viscosity contrast of 10, R ϭϪ0.9. Both distributions represent the mass flow just above the threshold of instability, ⑀Ϸ0.01. For the variable viscosity the center of the positive mean flow is shifted towards the hot corner and the maximal value becomes Ϸ11% higher than for constant viscosity. The value of V ,mean (r,z), except in the cold corner, is positive for both cases. With increasing ⑀, the cores of the mean azimuthal flow ͓in Fig. 9͑a͔͒ for both cases are rapidly shifted towards the symmetry axis rϭ0.
VII. HIGH PRANDTL NUMBER LIQUIDS WITH TEMPERATURE DEPENDENT VISCOSITY
A. Comparison of the wave properties for medium and large Prandtl number fluids
To demonstrate the influence of the Prandtl number on the flow field, the surface temperature distribution is shown in Fig. 10 above the threshold of instability in the case of traveling waves. The azimuthal wave numbers are different: ͑a͒ mϭ2 and ͑b͒ mϭ1. Figure 10͑a͒ corresponds to a medium Prandtl number Prϭ4, Reϭ1030, ⌫ϭ1 and Fig. 10͑b͒ corresponds to a high Prandtl number Prϭ35, Reϭ370, Gr ϭ491, ⌫ϭ1. It is worth mentioning that unlike the case of Prϭ4 when the wave propagates practically azimuthally, in the case of high Prandtl numbers the so-called oblique traveling waves are observed.
For high Prandtl numbers, Prϭ35, such a characteristic as ''net azimuthal flow'' does not contain comprehensive information. Indeed, the value of ⌽ itself is close to zero, and the slope in Eq. ͑19͒ is one-twentieth of the size of the FIG. 9 . Isolines of mean azimuthal velocity, V ,mean , for ͑a͒ Prϭ4, Grϭ0, ⑀Ϸ0.01, R ϭ0 ͑lines͒ and R ϭϪ0.9 ͑shadows͒, and for ͑b͒ Prϭ35, Reϭ370, Gr ϭ491, R ϭ0.
slope in the case where Prϭ4. But, the small value of ⌽ does not mean a weak mean azimuthal flow. The mean azimuthal velocity, shown by isolines in Fig. 9͑b͒ for Prϭ35, is practically equivalent in the upper and lower parts of the cylinder, but has an opposite direction. Moreover, for the same ⑀ the maximal value of ͉V ,mean ͉ is almost five times greater for Prϭ35 than for Prϭ4. This is valid both for pure Marangoni convection and for combined Marangoni-Rayleigh convection, when BoϭGr/Reϭ1.225 and Boϭ1.328. According to previous considerations, the mean flow is still opposite to the traveling wave. But it is difficult to make such kinds of conclusions for high Prandtl numbers fluids as with a further increase of the Pr this value approaches zero and can be comparable to the accuracy of the solution.
From our point of view, it is the mean azimuthal velocity V ,mean (r,z) which gives more physical information. Analyzing the mean azimuthal velocity for different Prandtl numbers, we may suggest that the profile shape of the traveling wave is related to a distribution of the V ,mean (r,z). Let us compare the surface temperature field in Fig. 10͑a͒ for Prϭ4 and the distribution of a mean azimuthal velocity in Fig.  9͑a͒ . One may say that the wave is propagating practically azimuthally except for the small bend near the cold corner. The position of this bend coincides with the change of sign in the mean flow in Fig. 9͑a͒ . The same conclusion is reached from a comparison ͓Figs. 10͑b͒ and 9͑b͔͒ using the high Prandtl number, Prϭ35.
Eventually, some assumptions can be made concerning obliquity of the traveling wave by comparing the same figures . For high Prandtl numbers, Prϭ30,35, we always observe an oblique traveling wave, whereas for moderate Pr numbers, Prϭ1,3,4, it is almost a pure azimuthal wave. The direction of propagation of traveling waves can be determined by comparing the snapshots at different time moments. For Prϭ4 the positive part of velocity V ,mean along the free surface has an almost constant value, except for the cold corner ͓see Fig. 9͑b͔͒ . When increasing ⑀ the uniformity of the velocity on the free surface becomes even better. Contrary to this, the levels of isolines for Prϭ35 rapidly vary, moving from top to bottom. This can result in formation of the slope of the traveling wave. The phase g(z,t) does not enter directly into Eq. ͑17͒, but we are considering a nonlinear multiparametric task. Moreover, the influence of g(z,t) can be captured by the terms of the next order of expansion, e.g., O(⑀ 3/2 ).
B. Comparison of the numerical and experimental results
It is of interest to refer to the results of computational simulations of the experimental data by Muehlner et al. 20 This part includes both Marangoni and buoyancy induced convection. For the numerical investigations, Reynolds and Grashof numbers have been recalculated using the liquid properties from the experiment. Three cases have been reported by Muehlner et al., 20 Prϭ35, ⌫ϭ1: ͑1͒ critical regime Reϭ345, GrϭϪ422.46, and R ϭϪ0.083, and two supercritical regimes: ͑2͒ shows that at Reϭ400, GrϭϪ491.18, R ϭϪ0.096 there is single fundamental frequency with weak harmonics in the time series (⑀ϭ0.16) and ͑3͒ shows that at Reϭ488, GrϭϪ597/47, R ϭϪ0.117 there are two fundamental frequencies (⑀ϭ0.41).
A detailed numerical investigation has been carried out for the same regimes for Prϭ35. All the calculations were performed on a nonuniform mesh 25ϫ16ϫ31 with minimum spatial intervals against the cold wall and on the free surface. A summary of the calculations and comparison of them with the experimental data are given in Table V The time-periodic temperature profiles and their power spectra for the three cases mentioned are shown in Fig. 11 . The deviation from the mean temperature are recorded as a function of time at four equidistant azimuthal positions in the plane zϭ0.5. For all the cases calculated there is only one fundamental frequency that increases with Reynolds number. Besides the main frequency corresponding to mϭ1, a harmonic with higher frequency appears. Just above the onset of time-dependent convection, Reϭ345, the amplitudes of harmonics are nondistinguishable in the nonlogarithmic scale ͓see Fig. 11͑a͔͒ .
For Reϭ400 the amplitude of harmonic with double fundamental frequency is still small ͓see Fig. 11͑b͔͒ , but for Reϭ488 the amplitudes of the main frequency and its first harmonic are almost equal ͓see Fig. 11͑c͔͒ . This evolution can be seen in the time series. The qualitative timedependent behavior of temperature profiles coincide with the experimental records. Unlike the experimental data, no second fundamental frequency was observed for Reϭ488, but only a corresponding first harmonic with the amplitude almost equal to the amplitude of the fundamental mode. Although the numerical and experimental time series look absolutely identical for this case.
Comparison of the main frequencies of oscillations for the supercritical cases with those reported by Muehlner et al. 20 gives ϭ0.423 Hz and 0.476 Hz in the numerical simulations vs ϭ0.41 Hz and 0.45 Hz in the experiments for Reϭ400 and 488, respectively. The difference between the frequencies is about 3.2% for Reϭ400 and 5.8% for Re ϭ488. It could be partially explained by some discrepancy in the calculation of the parameters in the numerical and experimental studies.
In agreement with the experiments, the mode mϭ1 is observed for all supercritical Reynolds numbers. It is worth noting, that a standing wave is found at the threshold of instability ͓see time series in Fig. 11͑a͔͒ , although the initial perturbations introduced into the liquid bridge are nonsymmetrical. This is a situation, when the standing wave is the only stable state of the dynamical system for the given set of parameters. Perhaps, it is a feature of the oscillatory behavior of liquids with high Prandtl numbers. Returning to the sche- FIG. 11 . The time-periodic temperature profiles and their power spectra for temperature-dependent viscosity liquid with Prϭ35, Boϭ1.225. ͑a͒ Re ϭ345, ͑b͒ Reϭ400, ͑c͒ Reϭ488. matic phase diagram for Prϭ4 ͑see Fig. 3͒ , the so-called ''saddle point'' SW becomes a ''focus,'' and vice versa, the ''focus points'' TW become the ''saddles.'' To be sure of our conclusions, for each set of parameters the net azimuthal flow ⌽ had to be calculated. Analyzing the slope of ⌽(⑀) we have proved that within 4%-5% above the threshold of instability, 0р⑀р0.05, a standing wave appears from the 2D flow. Further in a supercritical area, ⑀у0.05, the traveling wave bifurcates directly from a 2D state.
Again in good agreement with the experimental results, the traveling wave mϭ1 has a helical structure with isotherms at an oblique angle with respect to the z axis, as shown in Fig. 10͑b͒ . The axial phase difference ⌬(z) is shown in Fig. 12 (⌬ is measured in radian͒. It has been calculated by using maxima in time-dependent temperature signals from thermocouples located at the same azimuthal position at different heights on the free surface. The variation in phase is nearly linear in the central part with a slope g z ϭd⌬/dz slightly depending upon Reynolds number, e.g., g z ϭϪ1.86 for Reϭ400 and g z ϭϪ2.04 for Reϭ488. The variation of the phase according to experimental data has the same slope for both Reynolds numbers, and the value of the slope is close to our numerical results, g z ϭϪ1.7. The tilt of the wavefront in Fig. 12 is not unidirectional and a profound twist exists near the cold rigid wall. The presence of intervals with an opposite slope near rigid walls was obtained by Smith 29 and commented by Leypoldt et al. 6 However, calculating the axial phase difference near the free surface r ϭ0.9, the existence of twists has been found near both of the rigid walls ͑not shown here, but in Ref. 30͒. The positive slope g z Ͼ0 is, however, much stronger near the cold wall than near the hot wall. The tilt of the wave front in the central part (zϷ0.5) is larger on the free surface, than inside of the liquid bridge, g z (rϭ0.9)ϷϪ1.3. Being in good agreement with Ref. 6 we did not observe a strong wave front twisting for Prϭ4 and Prϭ5 ͓compare Figs. 10͑a͒ and 10͑b͔͒.
VIII. CONCLUSIONS
A complete analysis of the development of 3D timedependent convection in a cylindrical liquid bridge has been done for a wide range of Prandtl numbers, Prϭ3-5 and Pr ϭ35, when the viscosity of the liquid decreases with temperature. The paper presents new results for the onset of instability with viscosity contrast up to a factor 10. The simulation of oscillatory flow above the stability limit has been performed to investigate the influence of the characteristic parameters and initial disturbances on the flow organization and on the wave properties of the flow.
It is shown that besides a set of characteristic parameters defining the thermal stress imposed on the system, the structure of the observed oscillatory flow also depends upon the initial perturbations introduced into the dynamical system. For example, for Prϭ4 in the case of symmetrical or weakly nonsymmetrical initial perturbations standing waves are observed, which remain stable for a long time. Nevertheless, for Prϭ4 it is possible to obtain a stable traveling wave by introducing strong non-symmetrical disturbances in the system.
It is demonstrated that for the parametric study of the problem with variable viscosity, the choice of the reference temperature has remarkable influence on the critical Reynolds number and critical frequency. All parameters are defined at this reference temperature, e.g., 0 Јϭ(T c ). The choice of the temperature of the cold disk T c as a reference is justified as it stays constant, during the experiments and simulations, when ⌬T is changed. Any other choice of reference leads to changing the values of the parameters of the problem and may generate some difficulties in the presentation of the results. For example, just by changing the aspect ratio one should change the Prandtl number of the given liquid, as the critical ⌬T will be different.
The critical mode of oscillatory convection is not changed by introducing variable viscosity. For the investigated Prandtl numbers, Prϭ1,3,4,5 the critical azimuthal wave number ͑m͒ is equal to 2 despite the different values of viscosity variation parameter R . For Prϭ35 m is unity, in the absence of gravity and m is equal to two, in the presence of gravity (g 0).
It is found that both the critical Reynolds number and the critical frequency decrease when increasing the viscosity contrast in the system. The corresponding decreasing rates depend weakly on the Prandtl number. The flow organization near the onset of instability is the same as in the constant viscosity case, although the Re cr is very different. Going further into the supercritical region (⑀у2) the flow patterns become different. In the case of variable viscosity the thermal boundary layer appears near the free surface.
The analysis of the wave properties has been done to clarify the phenomena. The temperature-dependent viscosity does not influence the normal-mode solution of the linear problem O(⑀ 1/2 ). The dependence of the amplitude of the temperature oscillations on the distance from critical point (ͱ⑀) is the same for constant and variable viscosity. The difference is found for nonlinear interactions of left and right waves in the next order O(⑀) of expansion. The temperaturedependent viscosity increases the mean azimuthal flow, which is the result of self-interactions between left and right wave. This is in agreement with pictures of flow patterns for large ⑀, as moving far away from the critical point the nonlinear interactions become more pronounced. It also explains why the mechanism of instability, proposed in Ref. 4 remains valid for the case of variable viscosity. This mechanism 4, 19 was based on the normal-mode solution ͑linear stability FIG. 12 . Obliquity of TW on the free surface. The axial phase difference ⌬ at Reϭ400 and 488 calculated by using the maxima of the oscillatory component of the temperature on the free surface.
analysis͒ which does not take into account the effect of variable viscosity.
To the best of our knowledge, not many numerical results for very large Prandtl numbers have been published. This study presents the spatio-temporal behavior of timedependent convection for Prϭ35, which can be compared with the experimental results by Muehlner et al. 20 The direct simulations of the experiments demonstrate an excellent agreement in the determination of the critical Reynolds number and critical frequency. Contrary to the experimental data, no second fundamental frequency was observed for Reϭ488, but only a corresponding first harmonic with amplitude almost equal to the amplitude of the fundamental mode. It is found that for such a high Prandtl number instability begins as a standing wave which then switches to a traveling wave further in the supercritical area. Again in good agreement with the experimental results, the traveling wave, mϭ1, has a helical structure with isotherms at an oblique angle with respect to the z axis. The variation in phase is nearly linear in the central part with a rather large angle of inclination with respect to the z-axis. However, for the range of medium Prandtl numbers, i.e., Pr between 3 and 5, it is almost a purely azimuthal wave.
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