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Abstrakt
Tato pra´ce se zaby´va´ testova´n´ım propoj˚u a pameˇt’ovy´ch prostrˇedk˚u na karteˇ COMBO2.
Zacˇa´tek pra´ce je veˇnova´n prˇedstaven´ı problematiky testova´n´ı propoj˚u a pameˇt´ı typu RAM.
V hlavn´ı cˇa´sti pra´ce je prˇedstaven na´vrh obecne´ architektury testu propoj˚u a testu pameˇ-
t’ovy´ch prostrˇedk˚u, ktery´ je soustrˇedeˇn na c´ılovou platformu FPGA.
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Abstract
This work deals with COMBO2 card interconnect and memory devices testing. In the be-
ginning of the paper, some existing testing algorithms for interconnect and RAM memories
testing are introduced. This work is devoted to proposal of generic architecture for inter-
connect and memory devices testing. The proposed architecture is optimized for FPGA
implementation.
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Kapitola 1
U´vod
S rozvojem s´ıt’ovy´ch technologi´ı a zvysˇova´n´ım rychlosti, na ktere´ dnesˇn´ı s´ıt’ova´ zarˇ´ızen´ı
pracuj´ı, vzr˚ustaj´ı pozˇadavky na specializovane´ s´ıt’ove´ platformy. Pro tyto s´ıt’ove´ platformy
je specificka´ zejme´na potrˇeba rychle´ho prˇenosu dat mezi i uvnitrˇ zarˇ´ızen´ı a da´le potrˇeba
pameˇt’ovy´ch prostrˇedk˚u, ktere´ umozˇnˇuj´ı zaznamenat informace o jednotlivy´ch paketech cˇi
datovy´ch toc´ıch.
Tato pra´ce se konkre´tneˇ zaby´va´ testova´n´ım propoj˚u a pameˇt’ovy´ch prostrˇedk˚u na karteˇ
COMBO2. Tato karta se pouzˇ´ıva´ prˇeva´zˇneˇ v s´ıt’ovy´ch aplikac´ıch, naprˇ´ıklad pro hardwarove´
filtrova´n´ı cˇi smeˇrova´n´ı paket˚u. Ke karteˇ COMBO2 lze pomoc´ı specia´ln´ıch propoj˚u prˇipojit
kartu s´ıt’ovy´ch rozhran´ı nebo i jina´ zarˇ´ızen´ı. Nav´ıc pro podporu s´ıt’ovy´ch aplikac´ı je karta
osazena neˇkolika typy pameˇt’ovy´ch prostrˇedk˚u.
Metody testova´n´ı propoj˚u jsou vyv´ıjeny jizˇ po neˇkolik desetilet´ı. S rostouc´ımi pozˇadavky
na rychlost prˇenosu dat je potrˇeba vyv´ıjet efektivneˇjˇs´ı metody testova´n´ı, ktere´ doka´zˇ´ı odha-
lit v´ıce typ˚u poruch v co nejkratsˇ´ım cˇase. Se zvysˇuj´ıc´ı se rychlost´ı prˇenosu se take´ objevuj´ı
nove´ proble´my, ktere´ nebylo potrˇeba drˇ´ıve rˇesˇit.
Testova´n´ım pameˇt’ovy´ch prostrˇedk˚u se zaby´va´ samostatne´ odveˇtv´ı diagnostiky. Prvn´ı
vyvinute´ testy pameˇt´ı byly schopne´ detekovat pouze malou podmnozˇinu chyb, ktere´ se
mohly v pameˇti vyskytnout. Uka´zalo se, zˇe je zapotrˇeb´ı vyvinout nove´ metody testova´n´ı
pameˇt´ı, protozˇe teˇmito testy procha´zelo mnoho chybny´ch pameˇt´ı. Vy´sledkem vy´zkumu˚ v ob-
lasti testova´n´ı pameˇt´ı bylo zaveden´ı chybovy´ch model˚u, ktere´ zohlednˇuj´ı strukturu pameˇti
a mozˇnosti vza´jemne´ho ovlivnˇova´n´ı jednotlivy´ch buneˇk pameˇti. Pro potrˇeby testova´n´ı mo-
dern´ıch pameˇt´ı byly vyvinuty testy typu March, ktere´ detekuj´ı mnoho typ˚u chyb a jejich
cˇasova´ slozˇitost je linea´rn´ı.
V druhe´ kapitole jsou prˇedstaveny neˇktere´ metody testova´n´ı propoj˚u, jsou uvedeny al-
goritmy s nejveˇtsˇ´ı diagnostickou schopnost´ı. Trˇet´ı kapitola se zaby´va´ metodikou testova´n´ı
pameˇt’ovy´ch prostrˇedk˚u. Da´le je zde prˇedstavena problematika testova´n´ı bitoveˇ a slovneˇ
orientovany´ch pameˇt´ı. V na´sleduj´ıc´ıch kapitola´ch jsou prˇedstaveny spolu s testovanou ar-
chitekturou take´ navrzˇene´ architektury pro testova´n´ı propoj˚u a pameˇt’ovy´ch prostrˇedk˚u na
karteˇ COMBO2. Na za´veˇr jsou nast´ıneˇny mozˇnosti pokracˇova´n´ı pra´ce.
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Kapitola 2
Metody testova´n´ı propoj˚u
Za´klady testova´n´ı propojovac´ıch s´ıt´ı byly polozˇeny jizˇ v sedmdesa´ty´ch letech dvaca´te´ho
stolet´ı. S novy´mi technologiemi a nar˚ustaj´ıc´ı slozˇitost´ı elektricky´ch obvod˚u vznika´ potrˇeba
sta´le rychlejˇs´ıho prˇenosu dat. S rostouc´ı prˇenosovou rychlost´ı vznikaj´ı dalˇs´ı typy poruch,
ktere´ je nutne´ diagnostikovat. Metody pro testova´n´ı spoj˚u se neusta´le vyv´ıjej´ı. Zlepsˇuje se
jejich diagnosticka´ schopnost a za´rovenˇ se zmensˇuje doba potrˇebna´ pro testovac´ı proceduru.
2.1 Poruchy propoj˚u
Dva za´kladn´ı typy poruch vodicˇ˚u (propoj˚u) jsou zkraty (shorts) a prˇerusˇene´ vodicˇe (opens).
Da´le mu˚zˇeme uvazˇovat poruchy jednoduche´ a na´sobne´. Jednoducha´ porucha se projev´ı
chybou na jednom vodicˇi, zat´ımco na´sobna´ porucha reprezentuje chyby na v´ıce vodicˇ´ıch
za´rovenˇ – relevantn´ı pouze u propoj˚u sbeˇrnicove´ho typu.
Nyn´ı se bl´ızˇe sezna´mı´me se za´kladn´ımi typy poruch. Pokud jsou dva (nebo v´ıce) vodicˇe
zkratovane´, jejich vy´sledna´ logicka´ hodnota mu˚zˇe by´t urcˇena jako logicky´ OR hodnot
vodicˇ˚u, logicky´ AND, anebo hodnotu urcˇuje jeden ”nejsilneˇjˇs´ı“ vodicˇ – rˇ´ıka´me zˇe domi-
nuje. V kazˇde´m prˇ´ıpadeˇ bude hodnota na vsˇech zkratem ovlivneˇny´ch vodicˇ´ıch stejna´. Po-
kud je vodicˇ zkratova´n s napa´jec´ım vodicˇem, bude vykazovat hodnotu trvala´ 1 (stuck-at
1). Analogicky prˇi zkratu se zemn´ıc´ım vodicˇem bude hodnota trvala´ 0 (stuck-at 0). Pokud
je vodicˇ prˇerusˇeny´, mu˚zˇe by´t jeho hodnota bud’ logicka´ 0 nebo logicka´ 1 (za´vis´ı na imple-
mentaci prˇij´ımacˇe), cozˇ se oznacˇuje pojmem soft stuck-at 0, resp. soft stuck-at 1. Du˚lezˇite´
je si uveˇdomit, zˇe logicka´ hodnota vsˇech prˇerusˇeny´ch vodicˇ˚u bude stejna´. Na jednom vodicˇi
se mohou vyskytnout oba typy poruch, tedy zkrat i prˇerusˇen´ı. Za te´to situace je logicka´
hodnota na vodicˇi urcˇena kombinovany´m vlivem obou poruch.
Pro modelova´n´ı konkre´tn´ıch druh˚u test˚u se pouzˇ´ıva´ tato terminologie: [8]
PTV – Parallel Test Vector Vektor logicky´ch hodnot aplikovany´ paralelneˇ na vsˇechny
vodicˇe.
STV – Sequential Test Vector Vektor logicky´ch hodnot aplikovany´ sekvencˇneˇ na jeden
vodicˇ.
TS – Test Set Soubor vsˇech STV. Kazˇdy´ rˇa´dek TS je STV a kazˇdy´ sloupec TS je PTV.
SRV – Sequential Response Vector Vektor na prˇij´ımac´ı straneˇ po odesla´n´ı STV vys´ı-
lac´ı stranou.
Syndrome SRV chybne´ho vodicˇe.
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Mu˚zˇe nastat situace, kdy nelze prˇesneˇ identifikovat poruchy vodicˇ˚u. Naprˇ´ıklad kdyzˇ je
odezva sˇpatny´ch vodicˇ˚u stejna´ jako odezva dobry´ch vodicˇ˚u. Tento jev je oznacˇova´n jako
aliasing a lze demonstrovat na na´sleduj´ıc´ım prˇ´ıkladu. Meˇjme testovac´ı vektory (TS) v ta-
bulce 2.1. Prˇedpokla´dejme, zˇe na vodicˇ´ıch n3 a n4 nastal zkrat a model chova´n´ı teˇchto
vodicˇ˚u je typu OR. Aplikac´ı TS dostaneme na prˇ´ıslusˇny´ch vodicˇ´ıch SRV odpov´ıdaj´ıc´ı hod-
noteˇ 0111, ktery´ ale odpov´ıda´ spra´vne´mu SRV vodicˇe n7. V tomto prˇ´ıpadeˇ tedy nelze urcˇit,
mezi ktery´mi vodicˇi je zkrat.
v1 v2 v3 v4
n1 0 0 0 1
n2 0 0 1 0
n3 0 0 1 1
n4 0 1 0 0
n5 0 1 0 1
n6 0 1 1 0
n7 0 1 1 1
n8 1 0 0 0
n9 1 0 0 1
n10 1 0 1 0
Tabulka 2.1: Prˇ´ıklad testovac´ıch vektor˚u TS.
Dalˇs´ı mozˇna´ komplikace identifikace poruchy je proble´m rozliˇsen´ı chyby (confounding
syndrome), kdy z mnozˇiny neza´visly´ch chyb z´ıska´me identicke´ syndromy. Jako prˇ´ıklad lze
opeˇt pouzˇ´ıt Test Set v tabulce 2.1. Prˇedpokla´dejme, zˇe model chova´n´ı zkratovany´ch vodicˇ˚u
je typu OR. Pokud jsou zkratova´ny vodicˇe n4 a n10 ale take´ n6 a n8, vy´sledny´ SRV je
ve vsˇech cˇtyrˇech prˇ´ıpadech roven 1110. Nejsme tedy schopni rozliˇsit, zda se jedna´ o dva
neza´visle´ zkraty vodicˇ˚u n4, n10 a n6, n8, anebo jeden zkrat cˇtyrˇ vodicˇ˚u n4, n6, n8 a n10. [4]
Da´le zavedeme pojem neidentifikovatelne´ poruchy vodicˇe. Poruchu oznacˇ´ıme za neiden-
tifikovatelnou, pokud neexistuje Test Set a algoritmus takovy´, zˇe by prˇi aplikaci na s´ıt’
propoj˚u bylo mozˇne´ takovou poruchu odhalit. [8] Na obra´zku 2.1 jsou zna´zorneˇny dva ty-
picke´ prˇ´ıklady neidentifikovatelne´ chyby. Pokud jsou dva vodicˇe zkratova´ny a jeden je nav´ıc
prˇerusˇen tak, jak je videˇt na obra´zku 2.1 vlevo, prˇerusˇen´ı vodicˇe nelze d´ıky zkratu odha-
lit. Take´ pokud jsou dva vodicˇe zkratova´ny a oba dva prˇerusˇeny tak, jako na obra´zku 2.1
vpravo, nelze d´ıky prˇerusˇen´ı vodicˇ˚u odhalit zkrat.
Obra´zek 2.1: Prˇ´ıklady neidentifikovatelne´ poruchy.
Metody a algoritmy pro testova´n´ı propoj˚u lze rozdeˇlit do neˇkolika kategori´ı podle toho,
jakou maj´ı diagnostickou schopnost, ktera´ je zna´ma pod pojmem diagnosticke´ rozliˇsen´ı (DR,
Diagnostic Resolution). Na´sleduj´ıc´ı vy´cˇet zahrnuje sˇest za´kladn´ıch kategori´ı, serˇazeny´ch
vzestupneˇ podle diagnosticke´ho rozliˇsen´ı [8].
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DR1 Rozhodne, zda je mnozˇina vodicˇ˚u bez poruchy.
DR2 Identifikuje vsˇechny vodicˇe s poruchou.
DR3 Pro kazˇdy´ vodicˇ rozhodne, zda je bez poruchy, bez jake´koli informace o ostatn´ıch
vodicˇ´ıch.
DR4 Identifikuje vsˇechny vodicˇe s poruchou. Nav´ıc na sbeˇrnici bez zkrat˚u zjist´ı prˇ´ıtomnost
prˇerusˇeny´ch vodicˇ˚u. Na sbeˇrnici bez prˇerusˇeny´ch vodicˇ˚u identifikuj´ı vsˇechny zkrato-
vane´ vodicˇe.
DR5 Identifikuje vsˇechny vodicˇe s poruchou. Nav´ıc identifikuje vsˇechny poruchy, ktere´ lze
diagnostikovat (jsou identifikovatelne´).
DR6 Identifikuje vsˇechny vodicˇe s poruchou. Nav´ıc identifikuje vsˇechny zkratovane´ a prˇe-
rusˇene´ vodicˇe.
Metody s diagnosticky´m rozliˇsen´ım DR1 jsou schopny rozhodnout, zda je mnozˇina propoj˚u
(sbeˇrnice) bez poruchy cˇi nikoli. DR2 jizˇ identifikuj´ı vsˇechny chybne´ vodicˇe. Nerˇ´ıkaj´ı ale
nic o povaze poruchy. DR3 se od DR2 liˇs´ı t´ım, zˇe pro rozhodnut´ı o poruchovosti vodicˇe jim
stacˇ´ı pouze SRV onoho konkre´tn´ıho vodicˇe. Vzhledem ke skutecˇnosti, zˇe neˇktere´ poruchy
nejsou identifikovatelne´ (bez opravy), nen´ı mozˇne´ dosa´hnout diagnosticke´ho rozliˇsen´ı DR6.
Metody pro testova´n´ı spoj˚u lze rozdeˇlit na staticke´, neboli jednokrokove´, a dynamicke´,
take´ oznacˇovane´ jako adaptivn´ı cˇi dvoukrokove´.
2.2 Staticke´ metody
Prˇi pouzˇit´ı staticke´ metody testova´n´ı spoj˚u se na mnozˇinu vodicˇ˚u aplikuje cely´ Test Set
a pote´ jsou vyhodnoceny vy´sledky testu. Algoritmus staticke´ho testu by se dal popsat
na´sleduj´ıc´ımi kroky:
1. Generova´n´ı testovac´ıch vektor˚u,
2. Prˇiˇrazen´ı vektor˚u PTV testovany´m vodicˇ˚um,
3. Uchova´n´ı SRV vektoru,
4. Opakova´n´ı prˇedchoz´ıch dvou krok˚u pro vsˇechny generovane´ PTV vektory,
5. Vyhodnocen´ı z´ıskany´ch SRV vektor˚u.
Na´sleduj´ı prˇ´ıklady zna´my´ch staticky´ch algoritmu˚ pro testova´n´ı propoj˚u, ktere´ dosahuj´ı
diagnosticke´ho stupneˇ DR5.
2.2.1 Walking one’s (zero’s) algorithm
Na´zev algoritmu se cˇasto prˇekla´da´ jako Algoritmus rotuj´ıc´ı jednicˇky (nuly). Testovac´ı vek-
tory algoritmu rotuj´ıc´ı jednicˇky vzniknou umı´steˇn´ım jednicˇky do diagona´ly matice a prˇida´-
n´ım nulove´ho vektoru, jak je zna´zorneˇno v tabulce 2.2. Analogicky u rotuj´ıc´ı nuly. Slozˇitost
algoritmu je linea´rn´ı a je bezesporu nejjednodusˇsˇ´ı na automaticke´ generova´n´ı.
Aby test splnˇoval pozˇadavky kategorie DR5, je nutne´ aplikovat algoritmus rotuj´ıc´ı
jednicˇky a nuly sekvencˇneˇ za sebou. Algoritmus rotuj´ıc´ı jednicˇky totizˇ umı´ identifikovat
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Vodicˇ Vstupn´ı vektory
n1 0 0 0 0 1
n2 0 0 0 1 0
n3 0 0 1 0 0
n4 0 1 0 0 0
Tabulka 2.2: Walking one’s algorithm.
vsˇechny poruchy na vodicˇ´ıch pouze pokud je model chova´n´ı prˇi zkratu vodicˇ˚u typu OR.
Pokud nezna´me model chova´n´ı prˇi zkratu, je nutne´ pouzˇ´ıt nav´ıc algoritmus rotuj´ıc´ı nuly.
Takto vznikly´ algoritmus byl pojmenova´n jako Universal Test Set. De´lka algoritmu pote´
nar˚usta´ na 2(n + 1). Dalˇs´ı vybrane´ algoritmy maj´ı stejne´ identifikacˇn´ı schopnosti jako al-
goritmus rotuj´ıc´ı jednicˇky a nuly, liˇs´ı se pouze de´lkou algoritmu, tedy de´lkou testovac´ıch
vektor˚u STV.
Vodicˇ Vstupn´ı vektory
n1 1 1 1 1 0 0 0 0 0 1
n2 1 1 1 0 1 0 0 0 1 0
n3 1 1 0 1 1 0 0 1 0 0
n4 1 0 1 1 1 0 1 0 0 0
Tabulka 2.3: Universal Test Set.
2.2.2 n+ 1 algorithm
Tento algoritmus [11] byl vyvinut s c´ılem minimalizace doby potrˇebne´ pro u´plnou diagno´zu
(kategorie DR5) propoj˚u. Pouzˇ´ıva´ testovac´ı vektory STV mensˇ´ı de´lky nezˇ algoritmus Uni-
versal Test Set (UTS). De´lka STV vektor˚u je dokonce polovicˇn´ı nezˇ u algoritmu UTS.
V literaturˇe [11] je uveden forma´ln´ı d˚ukaz prˇ´ıslusˇnosti algoritmu n + 1 do kategorie DR5.
Hlavn´ım prˇ´ınosem algoritmu je redukce doby trva´n´ı testu prˇi zachova´n´ı male´ na´rocˇnosti
automaticke´ho generova´n´ı testovac´ıch vektor˚u.
Vodicˇ Vstupn´ı vektory
n1 0 0 0 0 1
n2 0 0 0 1 1
n3 0 0 1 1 1
n4 0 1 1 1 1
Tabulka 2.4: Algoritmus n + 1.
2.2.3 Interleaved True/Complement test
Algoritmus je zalozˇeny´ na principu, ktery´ prˇedstavil Kautz jizˇ v r. 1974. A sice na prˇiˇrazen´ı
jednoznacˇne´ho ko´dove´ho vektoru jednotlivy´m vodicˇ˚um. Pokud je na neˇktere´m vodicˇi poru-
cha, bude ko´dove´ slovo po prˇenosu porusˇene´. Takovy´to test (nazvany´ Counting Sequence)
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ma´ de´lku lnn prˇi pocˇtu n vodicˇ˚u. Je schopny´ detekovat zkraty a prˇerusˇene´ vodicˇe, ale nen´ı
schopen poruchy lokalizovat – prove´st u´plnou diagno´zu. Bylo navrzˇeno neˇkolik modifikac´ı
tohoto algoritmu (viz [7]) a jednou z nich je take´ Interleaved True/Complement test.
Vodicˇ Vstupn´ı vektory
n1 0 0
n2 0 1
n3 1 0
n4 1 1
Tabulka 2.5: Algoritmus Counting Sequence.
Zp˚usob modifikace p˚uvodn´ıho algoritmu je zrˇejmy´ jizˇ z na´zvu. Pojem True/Complement
znacˇ´ı, zˇe p˚uvodn´ı hodnoty vektor˚u Counting Sequence se v algoritmu vyskytuj´ı nav´ıc jesˇteˇ
v invertovane´ podobeˇ. To proto, aby byl v kazˇde´m vektoru vyva´zˇeny´ pocˇet jednicˇek a nul.
Takto modifikovany´ algoritmus ma´ vy´razneˇ lepsˇ´ı detekcˇn´ı schopnosti, ale sta´le trp´ı na ali-
asing poruch. Pokud bude ovsˇem zajiˇsteˇno, zˇe se budou v kazˇde´m vektoru alesponˇ jednou
vyskytovat oba dva prˇechody logicky´ch u´rovn´ı (0 → 1 a 1 → 0), lze se proble´mu aliasingu
vyhnout. Testovac´ı vektory PTV je tedy nutne´ prˇeskupit tak, aby vzˇdy po sobeˇ jdouc´ı vek-
tory PTV meˇly hammingovu vzda´lenost alesponˇ 2. Odtud tedy pojem Interleaved. Vy´sledne´
vektory algoritmu jsou zna´zorneˇny v tabulce 2.6. [7]
Vodicˇ Vstupn´ı vektory
n1 1 0 1 0
n2 1 0 0 1
n3 0 1 1 0
n4 0 1 0 1
Tabulka 2.6: Interleaved True/Complement Test.
Takto zkonstruovany´ algoritmus dosahuje opeˇt diagnosticke´ u´rovneˇ DR5, zat´ımco de´lka
testu je pouze 2dlog2(N)e.
2.3 Dynamicke´ metody
Dynamicke´ (adaptivn´ı) metody testova´n´ı propoj˚u jsou zalozˇene´ na zpeˇtne´ vazbeˇ s´ıteˇ pro-
poj˚u. Testovac´ı vektory jsou generova´ny v za´vislosti na odezveˇ propoj˚u na prˇedchoz´ı testo-
vac´ı vektory. Cˇasto jsou oznacˇovane´ jako metody dvoukrokove´, protozˇe testova´n´ı a vyhod-
nocova´n´ı poruch prob´ıha´ ve dvou kroc´ıch:
1. Generova´n´ı staticky´ch testovac´ıch vektor˚u a otestova´n´ı s´ıteˇ propoj˚u,
2. Na za´kladeˇ odezvy syste´mu propoj˚u na staticke´ vektory jsou vygenerova´ny dalˇs´ı tes-
tovac´ı vektory.
Konecˇne´ vyhodnocen´ı je mozˇne´ azˇ po z´ıska´n´ı odezvy na obeˇ sady testovac´ıch vektor˚u.
Oznacˇen´ı adaptivn´ı algoritmus plyne ze schopnosti prˇizp˚usobit se odezva´m na pocˇa´tecˇn´ı
testovac´ı vektory. C´ılem te´to skupiny algoritmu˚ je opeˇt minimalizace de´lky testovac´ıch
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vektor˚u, maxima´ln´ı diagnosticka´ schopnost v porovna´n´ı se staticky´mi (jednokrokovy´mi)
algoritmy z˚usta´va´ stejna´.
Vzhledem k relativneˇ slozˇite´ implementaci adaptivn´ıch algoritmu˚ v hardware se tato
pra´ce zameˇrˇuje na staticke´ testovac´ı metody.
2.4 Technologie diferencia´ln´ıch propoj˚u LVDS
Se zvysˇuj´ıc´ım se vy´konem procesor˚u, multime´di´ı a obecneˇ zarˇ´ızen´ı zpracova´vaj´ıc´ıch data,
vzr˚ustaj´ı pozˇadavky na rychlost prˇenosu dat. LVDS (Low Voltage Differencial Signaling) je
aplikacˇneˇ neza´visly´ standard pro rychly´ prˇenos dat na u´rovni point-to-point.
LVDS definuj´ı dva standardy ANSI/TIA/EIA-644 a IEEE 1596.3 SCI-LVDS. Prvn´ı
zminˇovany´ je povazˇova´n za obecneˇjˇs´ı, jelikozˇ definuje pouze vstupn´ı charakteristiku vys´ılacˇe
a vy´stupn´ı charakteristiku prˇij´ımacˇe a nezahrnuje tedy specifikaci protokol˚u pro prˇenos dat
[6].
LVDS technologie pouzˇ´ıva´ diferencia´ln´ı sche´ma prˇenosu dat. Diferencia´ln´ı sche´ma je
oproti jednoduche´mu (single-ended) sche´matu prˇenosu me´neˇ na´chylne´ na beˇzˇne´ rusˇen´ı
prostrˇed´ı. Beˇzˇny´ sˇum prostrˇed´ı pouze prˇisp´ıva´ k modulaci diferencia´ln´ıho signa´lu a je
prˇij´ımacˇem ignorova´n.
Tato technologie je take´ neza´visla´ na velikosti napa´jec´ıho napeˇt´ı. Prˇi libovolne´ veli-
kosti napa´jec´ıho napeˇt´ı je udrzˇova´n sta´le stejny´ odstup jednotlivy´ch u´rovn´ı signa´lu. Aby
bylo mozˇne´ dosa´hnout velky´ch prˇenosovy´ch rychlost´ı, mus´ı by´t odstup jednotlivy´ch u´rovn´ı
signa´lu maly´. Standardem uda´vana´ teoreticka´ maxima´ln´ı prˇenosova´ rychlost jednoho pa´ru
je 1.9 Gbit/s a doporucˇena´ mez je 655 Mbit/s. Avsˇak samotna´ prˇenosova´ rychlost je za´visla´
take´ na propojovac´ım me´diu a jeho de´lce. Na obra´zku 2.2 jsou zna´zorneˇny napeˇt’ove´ u´rovneˇ
- je videˇt, zˇe rozd´ıl napeˇt’ovy´ch u´rovn´ı je 400 mV.
Obra´zek 2.2: Napeˇt’ove´ u´rovneˇ LVDS.
Pokud koncove´ zarˇ´ızen´ı na prˇij´ımac´ı straneˇ propoje (receiver) podporuje tzv. failsave
mo´d, je zarucˇeno, zˇe hodnota vy´stupn´ıho signa´lu bude zna´ma i za neˇktery´ch chybovy´ch
stav˚u. Konkre´tneˇ se jedna´ o situace, kdy jsou vstupy prˇij´ımacˇe nezapojeny, zkratova´ny,
nebo pokud nen´ı doda´va´no napeˇt´ı vys´ılacˇem. V uvedeny´ch prˇ´ıpadech je vy´stupn´ı hodnota
prˇij´ımacˇe rovna napeˇt’ove´ u´rovni logicke´ 1.
2.4.1 Metody testova´n´ı
Pro testova´n´ı LVDS spoj˚u se hojneˇ uzˇ´ıva´ metoda Bit Error Rate Testing (BERT) [6].
Hodnotu Bit Error Rate urcˇuje pocˇet detekovany´ch chyb prˇi prˇenosu za vhodneˇ dlouhy´
cˇasovy´ u´sek. Prˇesneˇji BER = (pocˇet chybny´ch bit˚u)/(celkovy´ pocˇet prˇeneseny´ch bit˚u).
Beˇzˇny´ vy´klad hodnoty BER je na´sleduj´ıc´ı: 1 × 10−14 ⇒ jedna nebo me´neˇ chyb v 1014
prˇeneseny´ch bitech.
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Pro generova´n´ı bitovy´ch vektor˚u, ktere´ jsou prˇi testu pouzˇity, se pouzˇ´ıvaj´ı pseudona´-
hodne´ genera´tory. Je vhodne´ poznamenat, zˇe metoda testova´n´ı BERT je cˇasoveˇ na´rocˇna´.
Pokud je prˇenosova´ kapacita spoje 50 Mbit/s a chceme dosa´hnout BER 1 × 10−14 nebo
lepsˇ´ı, je doba potrˇebna´ k beˇhu testu 23,15 dn´ı (2 000 000 vterˇin).
2.5 Ground Bounce
Ground Bounce je termı´n oznacˇuj´ıc´ı jev oscilace napeˇt´ı, ktery´ zp˚usobuje nestabilitu v chova´-
n´ı integrovane´ho obvodu. Oscilace napeˇt´ı je zp˚usobena prˇ´ıtomnost´ı parazitn´ıch indukcˇnost´ı
a kapacit na prˇ´ıvodu napa´jec´ıho napeˇt´ı a uzemneˇn´ı integrovane´ho obvodu.
Tento jev lze ilustrovat na obra´zku 2.3, na ktere´m je zna´zorneˇn jednoduchy´ invertuj´ıc´ı
obvod s extern´ım vy´stupem (pad). Zde je prˇ´ıvod napa´jec´ıho napeˇt´ı (VDD) a uzemneˇn´ı
(GND) rozdeˇlen do dvou u´rovn´ı – vneˇjˇs´ı prˇipojen´ı (EXT) a vnitrˇn´ı prˇipojen´ı (VIRT). Spo-
jen´ı mezi vneˇjˇs´ımi a vnitrˇn´ımi napeˇt´ımi lze zna´zornit pomoc´ı RLC obvodu (parazitn´ı in-
dukcˇnost a kapacita). Jako prˇ´ıklad mozˇne´ho chybne´ho chova´n´ı obvodu uvazˇujme zmeˇnu
hodnoty na vstupu invertoru z logicke´ 1 do logicke´ 0. Proud odeb´ırany´ z VDD zp˚usob´ı
oscilaci RLC obvodu. VDD-EXT ma´ sta´lou hodnotu, ale VDD-VIRT po kra´tkou dobu osci-
luje. To zp˚usobuje nestabilitu na PAD-VIRT a na´sledneˇ PAD-EXT. Pokud takove´ oscilace
prˇetrvaj´ı delˇs´ı dobu, mu˚zˇou zp˚usobit cˇten´ı chybne´ logicke´ hodnoty z PAD-EXT a tedy
chybu obvodu. Nezˇa´douc´ı oscilace napeˇt´ı se projev´ı t´ım v´ıce, cˇ´ım veˇtsˇ´ı je frekvence integro-
vane´ho obvodu. Se zvysˇuj´ıc´ı se rychlost´ı integrovany´ch obvod˚u se tomuto proble´mu veˇnuje
v´ıce pozornosti.
Obra´zek 2.3: Zna´zorneˇn´ı parazitn´ıch indukcˇnost´ı a kapacit na prˇ´ıvodech napeˇt´ı integro-
vane´ho obvodu.
Pojem Ground Bounce se take´ spojuje s parazitn´ımi kapacitami na soused´ıc´ıch vodicˇ´ıch
– propoj´ıch. Napeˇt´ı na vodicˇi mu˚zˇe by´t prˇi vysoke´ frekvenci prˇep´ına´n´ı ovlivneˇno parazitn´ımi
kapacitami na okoln´ıch vodicˇ´ıch do te´ mı´ry, zˇe se na kra´tkou dobu zmeˇn´ı napeˇt´ı na vodicˇi.
Prˇi vysoky´ch prˇenosovy´ch rychlostech to mu˚zˇe znamenat opeˇt prˇecˇten´ı chybne´ hodnoty
z vodicˇe. [10]
Jev Ground Bounce lze pozorovat zejme´na na vy´stupech integrovane´ho obvodu, ale
prˇi pouzˇit´ı velmi vysoky´ch frekvenc´ı se mu˚zˇe objevit i uvnitrˇ. U neˇktery´ch soucˇa´stek (naprˇ.
technologie Advanced Shottky TTL [3]) je definova´n tzv. pra´h prˇep´ına´n´ı – maxima´ln´ı pocˇet
vy´stup˚u integrovane´ho obvodu, jejichzˇ logickou hodnotu lze nara´z zmeˇnit. V prˇ´ıpadeˇ pro-
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poj˚u je takove´to omezen´ı cˇasto nezˇa´douc´ı, protozˇe chceme by´t schopni prˇena´sˇet jake´koli
hodnoty neza´visle na hodnoteˇ prˇedchoz´ı. V te´to pra´ci se tedy zameˇrˇ´ıme na zjiˇsteˇn´ı, zda
k tomuto jevu mu˚zˇe docha´zet, poprˇ´ıpadeˇ na jeho vyvola´n´ı. Jev Ground Bounce se u pro-
poj˚u projevuje s rostouc´ım pocˇtem za´rovenˇ prˇep´ınany´ch vodicˇ˚u. Pokud se tedy budou po
propoji pos´ılat strˇ´ıdaveˇ testovac´ı vektory se vsˇemi bity v log. 1 a se vsˇemi bity log. 0, je
pravdeˇpodobnost objeven´ı Ground Bounce nejveˇtsˇ´ı.
2.5.1 Dopad na diferencia´ln´ı propoje
Jak lze vyvodit z definice propoje typu LVDS, d´ıky diferencia´ln´ım hodnota´m signa´lu je
tento typ propoje velmi tolerantn´ı v˚ucˇi r˚uzny´m typ˚um sˇumu okol´ı, projevuj´ıc´ımu se jako
na´r˚ust napeˇt´ı na obou diferencia´ln´ıch vodicˇ´ıch. Uva´zˇ´ıme–li jeden diferencia´ln´ı propoj, je jen
mala´ mozˇnost ovlivneˇn´ı logicke´ hodnoty spoje jevem Ground Bounce. Pokud ovsˇem ma´me
sbeˇrnicove´ zapojen´ı, tedy neˇkolik pa´r˚u vodicˇ˚u, kde kazˇdy´ z nich prˇena´sˇ´ı jeden diferencia´ln´ı
signa´l, nelze zarucˇit konstantn´ı na´r˚ust napeˇt´ı na vsˇech vodicˇ´ıch. Proto je d˚ulezˇite´ zaby´vat
se t´ımto jevem i prˇi pouzˇit´ı technologie LVDS, i kdyzˇ je obecneˇ zna´mo, zˇe LVDS jevem
Ground Bounce netrp´ı. T´ım sp´ıˇse, kdyzˇ chceme prˇena´sˇet data na vysoke´ frekvenci. Vliv
jevu Ground Bounce je pak urcˇen do jiste´ mı´ry rychlost´ı prˇenosu a pouzˇitou technologi´ı
(materia´lem).
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Kapitola 3
Metody testova´n´ı pameˇt´ı
Testova´n´ı pameˇt´ı je jednou ze za´kladn´ıch oblast´ı diagnostiky. Prvn´ı testy pameˇt´ı nezo-
hlednˇovaly vy´robn´ı technologii ani organizaci dat na cˇipu. Pozdeˇji byla proka´za´na souvislost
mezi strukturou pameˇt’ove´ho cˇipu a poruchami pameˇt´ı. Pameˇt’ se zacˇala zkoumat z hlediska
vlastn´ıho umı´steˇn´ı tranzistor˚u a mozˇnosti vza´jemne´ho ovlivnˇova´n´ı. Byly objeveny dalˇs´ı typy
poruch pameˇt´ı a navrzˇeny mozˇnosti jejich detekce.
3.1 Poruchy pameˇt´ı
Poruchy pameˇt´ı s na´hodny´m prˇ´ıstupem (RAM) lze rozdeˇlit do neˇkolika kategori´ı podle
mı´sta jejich vzniku:
• adresovy´ dekode´r,
• datove´ pole,
• datove´ cesty,
• rˇ´ıdic´ı signa´ly.
3.1.1 Poruchy adresove´ho dekode´ru
Prˇi porusˇe adresove´ho dekode´ru mu˚zˇe nastat na´sleduj´ıc´ı situace:
• pro neˇkterou adresu se nevybere zˇa´dna´ pameˇt’ova´ bunˇka (3.1a),
• neˇktera´ pameˇt’ova´ bunˇka nen´ı prˇ´ıstupna´ (3.1b),
• pro jednu adresu je vybra´no neˇkolik pameˇt’ovy´ch buneˇk (3.1c),
• k jedne´ pameˇt’ove´ bunˇce lze prˇistoupit v´ıce adresami (3.1d).
Z obra´zku 3.1 je patrna´ za´vislost mezi poruchami a, c a b, d – tyto typy poruch se vyskytuj´ı
veˇtsˇinou soucˇasneˇ.
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Obra´zek 3.1: Poruchy adresove´ho dekode´ru.
3.1.2 Poruchy pameˇt’ove´ho pole
Poruchy pameˇt’ove´ho pole lze rozdeˇlit podle pocˇtu operac´ı s pameˇt´ı, ktere´ je potrˇeba prove´st
k vyvola´n´ı poruchy. Staticke´ poruchy jsou vyvola´ny proveden´ım nejvy´sˇe jedne´ pameˇt’ove´
operace. Mezi staticke´ poruchy patrˇ´ı naprˇ´ıklad poruchy typu trvala´ 0/1 (stuck-at 0/1)
nebo pokud cˇten´ı pameˇt’ove´ bunˇky vyvola´ inverzi jej´ı hodnoty. V prvn´ım prˇ´ıpadeˇ nen´ı
potrˇeba zˇa´dna´, v druhe´m prˇ´ıpadeˇ jedna pameˇt’ova´ operace pro vyvola´n´ı poruchy. Mozˇne´
typy poruch pameˇt’ove´ho pole budou podrobneˇji popsa´ny da´le. Oproti tomu dynamicke´
poruchy jsou vyvola´ny posloupnost´ı neˇkolika pameˇt’ovy´ch operac´ı.
Jak staticke´, tak dynamicke´ poruchy se da´le deˇl´ı na single-cell (ovlivnˇuj´ı pouze jednu
bunˇku pameˇti) a multi-cell (ovlivnˇuje se neˇkolik buneˇk mezi sebou).
Pokud si pameˇt’ prˇedstav´ıme jako matici pameˇt’ovy´ch buneˇk, mu˚zˇeme u poruch typu
multi-cell rozliˇsit okol´ı (sousedstv´ı) ovlivnˇovany´ch buneˇk. Existuje neˇkolik typ˚u okol´ı:
• sousedn´ı bunˇky v rˇa´dku a/nebo ve sloupci,
• sousedn´ı bunˇky v rˇa´dku, ve sloupci a/nebo v diagona´la´ch,
• vsˇechny bunˇky v rˇa´dku nebo ve sloupci,
• vsˇechny bunˇky pameˇti.
3.1.3 Poruchy datovy´ch cest
Tyto typy chyb maj´ı p˚uvod na plosˇne´m spoji pameˇt’ove´ho modulu. Nejcˇasteˇji je to prˇerusˇeny´
spoj nebo propojen´ı (zkrat) sousedn´ıch vodicˇ˚u. Pokud to umozˇnˇuje rozmı´steˇn´ı vodicˇ˚u na
plosˇne´m spoji, mohou by´t datove´ cˇi adresove´ vodicˇe spojeny s vodicˇem napa´jec´ıho napeˇt´ı
cˇi uzemneˇn´ı. Poruchy datovy´ch cest patrˇ´ı mezi snadno detekovatelne´.
3.1.4 Poruchy rˇ´ıdic´ıch signa´l˚u
Obecneˇ nelze urcˇit chova´n´ı pameˇti prˇi vy´skytu tohoto typu poruchy. Za´lezˇ´ı na komu-
nikacˇn´ım protokolu pameˇti, na typu poruchy a na konkre´tn´ım proveden´ı dane´ho cˇipu. Jine´
chova´n´ı lze naprˇ´ıklad ocˇeka´vat od pameˇti synchronn´ı a pameˇti asynchronn´ı. U synchronn´ı
pameˇti je rozhoduj´ıc´ı hodnota rˇ´ıdic´ıho signa´lu v dobeˇ na´beˇzˇne´ hrany hodin. Asynchronn´ı
pameˇt’ je oproti tomu prˇ´ımo rˇ´ızena hodnotou (zmeˇnou hodnoty) rˇ´ıdic´ıho signa´lu. Reakce
konkre´tn´ı pameˇti na chyby rˇ´ıdic´ıch signa´l˚u by meˇly by´t popsa´ny v komunikacˇn´ım protokolu
dane´ pameˇti.
3.2 Modely pameˇt’ovy´ch poruch
K analy´ze chova´n´ı chybne´ho pameˇt’ove´ho obvodu a vy´voji technik pro detekci chyb se
pouzˇ´ıvaj´ı abstraktn´ı chybove´ modely. Jejich pomoc´ı lze vytva´rˇet testy, ktere´ chybne´ obvody
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rozpoznaj´ı. Prˇi modelova´n´ı chyb pameˇt´ı jsou fyzicke´ chyby modelova´ny jako chyby logicke´.
To je mozˇne´ d´ıky tomu, zˇe pro kazˇdou fyzickou poruchu jsme schopni urcˇit jej´ı dopad
na logicke´ chova´n´ı obvodu. Kv˚uli rozmeˇr˚um a konstrukci cˇipu nejsme totizˇ schopni prˇesneˇ
lokalizovat fyzicke´ chyby a proto je trˇeba pouzˇ´ıt test, ktery´ je zalozˇen na porovna´n´ı logicky´ch
hodnot obvodu.
Funkcˇnost kazˇde´ jednotlive´ pameˇt’ove´ bunˇky by meˇla by´t idea´lneˇ oveˇrˇena pro vsˇechny
mozˇne´ kombinace hodnot v ostatn´ıch bunˇka´ch. Ovsˇem jen zrˇ´ıdka kdy je to opravdu potrˇeba,
nav´ıc pro pameˇti s velkou kapacitou je to cˇasoveˇ velmi na´rocˇne´.
3.2.1 Staticke´ poruchy
Staticke´ poruchy pameˇt’ove´ho pole jsou takove´ poruchy, ktere´ lze vyvolat jednou a me´neˇ
operacemi s pameˇt´ı. Rozliˇsuj´ı se chyby typu single-cell a multi-cell (veˇtsˇinou jen two-cell).
U multi-cell poruch definujeme dva typy buneˇk – rˇ´ıdic´ı a za´visle´.
State fault (SF) Bunˇka je ve stavu trvale´ 0 nebo trvale´ 1 ihned po inicializaci pameˇti.
Transition fault (TF) Bunˇka je schopna uchova´vat libovolnou hodnotu, nezvla´dne vsˇak
prˇechod z urcˇite´ logicke´ u´rovneˇ do druhe´ (bud’ z 0 do 1 nebo z 1 do 0). Dejme tomu, zˇe
bunˇka neumı´ vykonat prˇechod z 0 do 1. Pokud je pak po inicializaci pameˇti v bunˇce
hodnota 1, za´pis hodnoty 0 probeˇhne v porˇa´dku, ovsˇem tato hodnota uzˇ v bunˇce
z˚ustane.
Write disturb fault (WDF) Za´pis stejne´ hodnoty do bunˇky vede ke zmeˇneˇ hodnoty.
Naprˇ´ıklad za´pisem hodnoty 0 do bunˇky, ktera´ obsahuje 0, vyvola´me inverzi hodnoty
na 1.
Read destructive fault (RDF) Operace cˇten´ı invertuje hodnotu ulozˇenou v bunˇce. Prˇe-
cˇte se zmeˇneˇna´ hodnota.
Deceptive read destructive fault (DRDF) Operace cˇten´ı vra´t´ı spra´vnou hodnotu, ov-
sˇem hodnota v bunˇce se invertuje.
Incorrect read fault (IRF) Operace cˇten´ı nezmeˇn´ı hodnotu ulozˇenou v bunˇce, prˇecˇte se
vsˇak jej´ı invertovana´ hodnota.
State coupling fault (CFst) Je-li v rˇ´ıd´ıc´ı bunˇce jista´ hodnota, do za´visle´ bunˇky je vnu-
cena urcˇita´ hodnota. Jiny´mi slovy, hodnota za´visle´ bunˇky prˇ´ımo za´vis´ı na hodnoteˇ
rˇ´ıd´ıc´ı bunˇky a to ihned po inicializaci pameˇti.
Disturb coupling fault (CFdst) Operace (za´pis nebo cˇten´ı) v rˇ´ıdic´ı bunˇce zmeˇn´ı hod-
notu v za´visle´ bunˇce.
Transition coupling fault (CFtr) Bude-li v rˇ´ıd´ıc´ı bunˇce urcˇita´ hodnota, nepovede se
invertuj´ıc´ı za´pis do za´visle´ bunˇky.
Write destructive coupling fault (CFwd) Bude-li v rˇ´ıd´ıc´ı bunˇce urcˇita´ hodnota, do-
jde k inverzi hodnoty v za´visle´ bunˇce prˇi jake´mkoli za´pisu do te´to za´visle´ bunˇky.
Read destructive coupling fault (CFrd) Bude-li v rˇ´ıd´ıc´ı bunˇce urcˇita´ hodnota, pak
cˇten´ı v za´visle´ bunˇce vyvola´ inverzi hodnoty a tato hodnota se prˇecˇte.
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Deceptive read destructive coupling fault (CFdrd) Bude-li v rˇ´ıd´ıc´ı bunˇce urcˇita´ hod-
nota, operace cˇten´ı v za´visle´ bunˇce vyvola´ inverzi hodnoty, ale prˇecˇte se spra´vna´
hodnota.
Incorrect read coupling fault (CFir) Bude-li v rˇ´ıd´ıc´ı bunˇce urcˇita´ hodnota, operace
cˇten´ı v za´visle´ bunˇce nezmeˇn´ı jej´ı hodnotu, ale prˇecˇte se invertovana´ hodnota.
3.2.2 Dynamicke´ poruchy
Vy´zkum zameˇrˇeny´ na dynamicke´ poruchy ukazuje, zˇe tento typ poruch se cˇasto vysky-
tuje u dynamicky´ch pameˇt´ı DRAM [5]. Jejich existence se nejcˇasteˇji vysveˇtluje propojen´ım
adresove´ho cˇi datove´ho vodicˇe prˇes parazitn´ı impedanci prˇ´ımo s pameˇt’ovou kapacitou.
Pak opakovane´ impulsy na vodicˇi po maly´ch kvantech elektricke´ho na´boje postupneˇ meˇn´ı
(snizˇuj´ı/zvysˇuj´ı) hodnotu napeˇt´ı na kapaciteˇ, azˇ tato zmeˇn´ı sv˚uj stav.
Dynamic read destructive fault (dRDF) Operace cˇten´ı bezprostrˇedneˇ po operaci cˇten´ı
nebo za´pisu invertuje hodnotu v bunˇce a tato invertovana´ hodnota je prˇecˇtena.
Dynamic deceptive read destructive fault (dDRDF) Operace cˇten´ı bezprostrˇedneˇ po
operaci cˇten´ı nebo za´pisu invertuje hodnotu v bunˇce, je vsˇak prˇecˇtena spra´vna´ hod-
nota.
Dynamic incorrect read fault (dIRF) Operace cˇten´ı bezprostrˇedneˇ po operaci cˇten´ı
nebo za´pisu vra´t´ı invertovanou hodnotu, hodnota v bunˇce se ale nemeˇn´ı.
Dynamic transition fault (dTF) Invertuj´ıc´ı za´pisova´ operace bezprostrˇedneˇ po operaci
cˇten´ı nebo za´pisu selzˇe, hodnota bunˇky se tedy nemeˇn´ı.
Dynamic write disturb fault (dWDF) Neinvertuj´ıc´ı za´pisova´ operace bezprostrˇedneˇ
po operaci cˇten´ı nebo za´pisu vede k inverzi hodnoty v bunˇce.
Two-cell chyb je teoreticky 242 a deˇl´ı se do cˇtyrˇ kategori´ı podle posloupnosti aplikace
operac´ı na bunˇky. Bunˇka, ktera´ vyvola´ chybu, se oznacˇuje Sa (aggressor). Bunˇka, ve ktere´
se chyba projev´ı, se znacˇ´ı Sv (victim). K vyvola´n´ı dynamicke´ two-cell chyby je potrˇeba
aplikovat posloupnost operac´ı bud’ pouze na neˇkterou z buneˇk Sa a Sv nebo na obeˇ bunˇky.
Podle pocˇtu a porˇad´ı operac´ı aplikovany´ch na kazˇdou z buneˇk se tyto chyby deˇl´ı do cˇtyrˇ
kategori´ı:
1. Saa: dveˇ operace se aplikuj´ı na bunˇku Sa.
2. Svv: dveˇ operace se aplikuj´ı na bunˇku Sv.
3. Sav: prvn´ı operace se aplikuje na bunˇku Sa, druha´ na bunˇku Sv.
4. Sva: prvn´ı operace se aplikuje na bunˇku Sv, druha´ na bunˇku Sa.
3.3 Testy March
Pro testova´n´ı pameˇt´ı typu RAM se pouzˇ´ıvaj´ı zejme´na testy March. Doka´zˇ´ı detekovat mnoho
typ˚u poruch pameˇt´ı (za´lezˇ´ı na konkre´tn´ım algoritmu testu) a maj´ı linea´rn´ı cˇasovou slozˇitost.
March test se skla´da´ z konecˇne´ posloupnosti krok˚u March testu. Krok March testu
je konecˇna´ posloupnost operac´ı, ktere´ se aplikuj´ı na (kazˇdou) pameˇt’ovou bunˇku prˇed
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prˇechodem na dalˇs´ı bunˇku. Porˇad´ı procha´zen´ı pameˇt’ovy´ch buneˇk je da´no porˇad´ım tes-
tovany´ch adres, ktere´ mu˚zˇe by´t vzestupne´ (znacˇ´ı se ⇑) nebo sestupne´ (znacˇ´ı se ⇓). Jestlizˇe
neza´lezˇ´ı na porˇad´ı pr˚uchodu pameˇt’ovy´ch buneˇk (znacˇ´ı se m), pouzˇije se v testu vzestupne´
nebo sestupne´ porˇad´ı. Za´kladn´ı operace prova´deˇne´ v testu jsou:
w0 za´pis hodnoty 0 do bunˇky,
w1 za´pis hodnoty 1 do bunˇky,
r0 prˇecˇten´ı bunˇky s t´ım, zˇe se ocˇeka´va´ hodnota 0,
r1 prˇecˇten´ı bunˇky s t´ım, zˇe se ocˇeka´va´ hodnota 1.
Cely´ March test je v za´pise ohranicˇeny´ hranaty´mi za´vorkami, prˇicˇemzˇ kroky March testu
jsou ohranicˇeny kulaty´mi za´vorkami a jsou od sebe oddeˇleny strˇedn´ıkem. Jednotlive´ operace
jsou potom oddeˇleny cˇa´rkami.
Naprˇ´ıklad test MATS+ by se zapsal takto: {m (w0);⇑ (r0, w1);⇓ (r1, w0)}. V prvn´ım
kroku se v jake´mkoli porˇad´ı (vzestupne´m nebo sestupne´m) napln´ı cela´ pameˇt’ nulami. Ve
druhe´m kroku se postupuje od nejnizˇsˇ´ı adresy pameˇti. Z kazˇde´ bunˇky se vycˇte hodnota
a zap´ıˇse se hodnota 1 prˇed prˇechodem na dalˇs´ı adresu. V posledn´ım kroku se postupuje od
nejvysˇsˇ´ı adresy. Nejdrˇ´ıve se vycˇte hodnota bunˇky a pote´ se zap´ıˇse hodnota 0 prˇed prˇechodem
na dalˇs´ı bunˇku.
3.3.1 Testy March pro slovneˇ orientovane´ pameˇti
Slovneˇ orientovane´ pameˇti jsou takove´ pameˇti, ktere´ obsahuj´ı v´ıce bit˚u v jednom sloveˇ
(veˇtsˇinou je pocˇet bit˚u ve sloveˇ roven mocnineˇ dvou). Operace cˇten´ı prˇecˇte najednou vsˇechny
bity slova, operace za´pisu zap´ıˇse do vsˇech bit˚u hodnoty, ktere´ jsou na sobeˇ v principu
neza´visle´.
Veˇtsˇina existuj´ıc´ıch algoritmu˚ test˚u pameˇt´ı je navrzˇena s prˇedpokladem, zˇe pameˇt’ je
bitoveˇ orientovana´, tzn. zˇe cˇtec´ı nebo za´pisova´ operace ovlivn´ı pouze jeden bit pameˇti
(z historicky´ch d˚uvod˚u). Slovneˇ orientovane´ pameˇti se pak tradicˇneˇ testuj´ı opakovany´m
pouzˇit´ım test˚u pro bitoveˇ orientovane´ pameˇti za pouzˇit´ı r˚uzny´ch datovy´ch vzor˚u (v za´vislosti
na pouzˇite´m testu). Tento prˇ´ıstup je ale cˇasoveˇ na´rocˇny´ a schopnost detekce chyb je omezena´
[12].
V literaturˇe [12] je popsa´n postup konverze March test˚u pro bitoveˇ orientovane´ pameˇti
na slovneˇ orientovane´. Jedna´ se o prˇipojen´ı navrzˇene´ho March testu pro detekci chyb uvnitrˇ
slova k vybrane´mu March testu pro detekci chyb mezi slovy (klasicke´ March testy pro bitoveˇ
orientovane´ pameˇti). Algoritmus doka´zˇe detekovat vsˇechny chyby typu CFst, CFin, CFid
a CFds mezi dveˇma bunˇkami (two-cell) uvnitrˇ slova. Algoritmus vycha´z´ı z dvoubitove´
posloupnosti datovy´ch vzor˚u pozad´ı (datova´ ba´ze):
St = S00, S11, S00, S01, S10, S01
a posloupnosti cˇtec´ıch a za´pisovy´ch operac´ı:
Ωt = w11, r11, r11, w00, r00, r00, w01, w10, r10, r10, w01, r01, r01.
Rozsˇ´ıˇren´ı datove´ho vzoru ze dvou bit˚u na B bit˚u lze prove´st podle na´sleduj´ıc´ıch krok˚u:
1. Na vsˇechny dvojice buneˇk (ci, ci+1) aplikujeme dvoubitovy´ datovy´ vzorek. To mu˚zˇe
by´t provedeno aplikac´ı sekvence St.
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2. Na vsˇechny dvojice buneˇk (ci, ci+2) aplikujeme sekvenci 01, 10, 01. Tato sekvence je
dostacˇuj´ıc´ı, protozˇe sekvence 00, 11, 00 jizˇ byla aplikova´na v prˇedchoz´ım kroku.
3. Na vsˇechny dvojice buneˇk (ci, ci+4) aplikujeme sekvenci 01, 10, 01.
. . .
log2B. Na vsˇechny dvojice buneˇk (ci, ci+2log2 B−1) aplikujeme sekvenci 01, 10, 01.
Obdobneˇ je mozˇne´ rozsˇ´ıˇrit sekvenci operac´ı ze dvou na B bit˚u. V literaturˇe [12] je da´le
prob´ıra´na problematika optimalizace takto vytvorˇeny´ch test˚u March pro slovneˇ orientovane´
pameˇti, ktera´ zde pro strucˇnost nen´ı podrobneˇji popsa´na.
3.3.2 Testy March a dynamicke´ chyby pameˇt´ı RAM
Studie chova´n´ı chybny´ch pameˇt´ı vede k definici chybovy´ch model˚u. Veˇtsˇina teoreticky´ch
prac´ı se ovsˇem veˇnuje pouze staticky´m chyba´m. Bylo zjiˇsteˇno [5], zˇe u pameˇt´ı typu DRAM
se objevuj´ı take´ dynamicke´ chyby. Veˇtsˇina test˚u pameˇt´ı RAM je navrzˇena k detekova´n´ı
staticky´ch chyb a tud´ızˇ nemus´ı detekovat chyby dynamicke´.
V tabulce 3.1 je zna´zorneˇno pokryt´ı single-cell dynamicky´ch chyb beˇzˇny´mi testy March
[5]. Pokryt´ı two-cell dynamicky´ch chyb teˇmito testy je obdobne´, jako u single-cell dyna-
micky´ch chyb. Je zrˇejme´, zˇe klasicke´ testy March, navrzˇene´ pro detekci staticky´ch chyb,
nedoka´zˇ´ı detekovat vsˇechny dynamicke´ chyby. Pro detekci dynamicky´ch chyb se proto
pouzˇ´ıvaj´ı specia´ln´ı March testy.
Chyba MATS+ March C- March B PMOVI March U March SR March LA
dRDF 0% 0% 50% 50% 50% 50% 50%
dDRDF 0% 0% 0% 50% 0% 0% 50%
dIRF 0% 0% 50% 50% 50% 50% 50%
Tabulka 3.1: Pokryt´ı single-cell dynamicky´ch chyb March testy
Pro detekci single-cell dynamicky´ch chyb byl vyvinut test March RAW1 [5] (read-after-
write), algoritmus je popsa´n na obra´zku 3.2. Test ma´ de´lku 13n a doka´zˇe detekovat vsˇechny
zminˇovane´ single-cell dynamicke´ chyby. Jelikozˇ prova´d´ı nejvy´sˇe dveˇ operace v kazˇde´m kroku
testu, detekuje dynamicke´ chyby vyvolane´ maxima´lneˇ dveˇma operacemi.
{ m (w0) ; m (w0, r0) ; m (r0) ; m (w1, r1) ; m (r1) ;
M0 M1 M2 M3 M4
m (w1, r1) ; m (r1) ; m (w0, r0) ; m (r0) }
M5 M6 M7 M8
Obra´zek 3.2: Test March RAW1
Test March RAW, jehozˇ algoritmus je popsa´n na obra´zku 3.3, byl navrzˇen pro detekci
two-cell dynamicky´ch chyb. De´lka testu je 26n, prˇicˇemzˇ tento test doka´zˇe detekovat neˇktere´
dynamicke´ chyby vyvolane´ v´ıce nezˇ dveˇma operacemi. Test March RAW detekuje jak two-
cell, tak single-cell dynamicke´ chyby, proto ma´ sˇirsˇ´ı uplatneˇn´ı nezˇ test March RAW1.
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{ m (w0) ;
M0
⇑ (r0, w0, r0, r0, w1, r1) ; ⇑ (r1, w1, r1, r1, w0, r0) ;
M1 M2
⇓ (r0, w0, r0, r0, w1, r1) ; ⇓ (r1, w1, r1, r1, w0, r0) ;
M3 M4
m (r0) ; }
M5
Obra´zek 3.3: Test March RAW
3.4 Pameˇt’ typu DDR2 DRAM
V dnesˇn´ı dobeˇ jsou nejcˇasteˇji ve vy´pocˇetn´ı technice vyuzˇ´ıva´ny dynamicke´ pameˇti (DRAM).
DRAM pameˇti nab´ızej´ı velkou kapacitu a pouzˇ´ıvaj´ı se veˇtsˇinou jako syste´mova´ pameˇt’.
Dynamicke´ pameˇti ukla´daj´ı kazˇdy´ bit do samostatne´ho kondenza´toru. Informace ulozˇena´
v pameˇti mus´ı by´t pravidelneˇ obnovova´na (tzv. refresh cyklus), k tomu u´cˇelu by´va´ pameˇt’
vybavena obnovovac´ım obvodem. Prˇi cˇtec´ı operaci se cely´ rˇa´dek, ve ktere´m lezˇ´ı pozˇadovana´
pameˇt’ova´ bunˇka, prˇecˇte prˇes sn´ımac´ı zesilovacˇ, kde se rozliˇs´ı ulozˇena´ hodnota. Na´sledneˇ
se hodnota z pozˇadovane´ bunˇky vystav´ı na vy´stup. Pote´ se cely´ rˇa´dek opeˇt nahraje do
pameˇti, jelikozˇ prˇi cˇten´ı byly ulozˇene´ hodnoty zapomenuty (znicˇeny). Prˇi za´pisove´ operaci
se vycˇte cely´ rˇa´dek, pozˇadovane´ mı´sto je prˇipojeno ke sn´ımac´ım vodicˇ˚um a je prˇepsa´no
novou hodnotou. Pote´ se cely´ rˇa´dek nahraje zpeˇt do pameˇti.
DDR (Double Data Rate) je protokol, pomoc´ı neˇhozˇ prob´ıhaj´ı datove´ prˇenosy mezi
pameˇt´ı a rˇadicˇem. Prˇi DDR prˇenosu se data prˇena´sˇ´ı na vzestupnou i sestupnou hranu
hodin, cozˇ vede ke zvy´sˇen´ı propustnosti datove´ sbeˇrnice.
Technologie DDR2 je druhou verz´ı standardu DDR. Hlavn´ı zmeˇnou oproti prˇedch˚udci
je zvy´sˇen´ı frekvence extern´ı pameˇt’ove´ sbeˇrnice na dvojna´sobek, zat´ımco operacˇn´ı frekvence
pameˇt’ovy´ch buneˇk je zachova´na. Pameˇt’ove´ bunˇky tedy pracuj´ı na polovicˇn´ı frekvenci oproti
pameˇt’ove´ sbeˇrnici – za referencˇn´ı frekvenci pameˇti se povazˇuje frekvence pameˇt’ove´ sbeˇrnice.
Pokud tedy porovna´me pameˇti DDR2 a DDR pracuj´ıc´ı na stejne´ frekvenci, budou mı´t
stejnou propustnost, ale pameˇt’ DDR2 bude mı´t vy´razneˇ veˇtsˇ´ı latenci (azˇ 2x). Vy´hodou
technologie DDR2 je bezesporu fakt, zˇe pameˇt’ove´ moduly s touto technologi´ı operuj´ı na
mnohem vysˇsˇ´ı frekvenci, nezˇ moduly DDR. Ve vy´sledku, pokud porovna´me pameˇt’ DDR2
pracuj´ıc´ı na dvojna´sobne´ frekvenci pameˇti DDR, budou latence pameˇt´ı stejne´, ale pameˇt’
DDR2 bude mı´t 2x vysˇsˇ´ı propustnost.
3.5 Pameˇt’ typu QDR SRAM
Staticke´ pameˇti (SRAM) jsou d´ıky n´ızke´ latenci vyuzˇ´ıva´ny hlavneˇ jako vyrovna´vac´ı pameˇti
(cache).
Staticke´ pameˇti jsou schopny uchovat ulozˇenou informaci po libovolneˇ dlouhou dobu, po-
kud je ovsˇem prˇivedeno napa´jec´ı napeˇt´ı. Nepotrˇebuj´ı tedy zˇa´dne´ obnovovac´ı cykly. K ulozˇen´ı
jednoho bitu informace je potrˇeba alesponˇ cˇtyrˇ tranzistor˚u, ktere´ funguj´ı jako klopny´ obvod
(viz sche´ma 3.4). Symetricka´ struktura pameˇti umozˇnˇuje rychle´ cˇten´ı ulozˇene´ informace.
K male´ latenci take´ prˇisp´ıva´ fakt, zˇe adresove´ bity neby´vaj´ı multiplexovane´. To umozˇnˇuje
18
pameˇti prˇijmout celou adresu najednou.
Obra´zek 3.4: Sche´ma bunˇky CMOS SRAM.
Pameˇti QDR (Quad Data Rate) jsou optimalizova´ny pro vyuzˇit´ı v s´ıt’ovy´ch aplikac´ıch.
Zkratka protokolu QDR vyjadrˇuje azˇ cˇtyrˇna´sobny´ prˇenos dat oproti SDR (Single Data
Rate), cˇehozˇ je dosazˇeno pomoc´ı neza´visle´ho cˇtec´ıho a za´pisove´ho portu – na obou portech
prˇenos pomoc´ı protokolu DDR. Maxima´ln´ı operacˇn´ı frekvence teˇchto pameˇt´ı se pohybuje
okolo 333 MHz (standard QDR2), tud´ızˇ nab´ızej´ı vysokou propustnost.
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Kapitola 4
Testovana´ architektura
Testovana´ karta byla vyvinuta pro potrˇeby projektu Liberouter. Karta je osazena FPGA
cˇipem Virtex-5, pro komunikaci se software vyuzˇ´ıva´ rozhran´ı na sbeˇrnici PCI Express x8.
Karta obsahuje cˇtyrˇi low-speed konektory pro komunikaci s pomalejˇs´ımi zarˇ´ızen´ımi, dva
high-speed konektory pro komunikaci s prˇ´ıdavnou kartou, da´le dveˇ staticke´ pameˇti QDRII
SRAM a SODIMM slot pro dynamickou pameˇt’ DDR2 SDRAM. [2]
Obra´zek 4.1: Blokove´ sche´ma karty COMBO2.
4.1 High-speed propoje
High-speed (nebo IFC) propoje jsou urcˇeny pro rychly´ prˇenos dat mezi kartou COMBO2
a kartou s´ıt’ovy´ch rozhran´ı. Konektor obsahuje celkem 44 diferencia´ln´ıch pa´r˚u s na´sleduj´ıc´ım
rozdeˇlen´ım:
• 2 pa´ry pro JTAG rozhran´ı,
• 8 pa´r˚u pro prˇenos dat pomoc´ı RocketIO – propustnost azˇ 20 Gbit/s v obou smeˇrech,
• 36 LVDS pa´r˚u pro prˇenos dat – propustnost azˇ 36 Gbit/s v jednom smeˇru,
• 1 pa´r pro detekci prˇipojen´ı a identifikaci karty.
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4.2 Low-speed propoje
Tento typ propoje je urcˇen pro komunikaci s pomalejˇs´ımi zarˇ´ızen´ımi, jako naprˇ´ıklad SATA
disk apod. Low-speed konektor obsahuje celkem 12 LVDS pa´r˚u, z toho jsou dva pa´ry re-
zervovane´ pro hodiny a reset. Pro prˇenos dat tedy zby´va´ 10 LVDS pa´r˚u, z nichzˇ kazˇdy´
mu˚zˇe teoreticky dosa´hnout prˇenosove´ rychlosti azˇ 1 Gbit/s. To znamena´ prˇenosovou rych-
lost 10 Gbit/s jedn´ım smeˇrem a 5 Gbit/s obeˇma smeˇry pro jeden low-speed konektor.
4.3 Dynamicka´ pameˇt’ DDR2 DRAM
Karta je vybavena SODIMM slotem, pomoc´ı ktere´ho lze prˇipojit dynamickou pameˇt’ DDR2
SDRAM do velikosti 1 GB. Maxima´ln´ı pracovn´ı frekvence pouzˇite´ho cˇipu je 267 MHz, sˇ´ıˇrka
datove´ sbeˇrnice je 64 bit˚u. Data lze prˇena´sˇet v rezˇimu burst cˇi pomoc´ı oddeˇleny´ch cˇtec´ıch
a za´pisovy´ch operac´ı. Teoreticka´ propustnost pameˇti prˇi 250 MHz je 4 Gbit/s.
4.4 Staticka´ pameˇt’ QDR SRAM
Je pouzˇit cˇip firmy Cypress o velikosti 72 Mbit a maxima´ln´ı pracovn´ı frekvenci 250 MHz.
Sˇ´ıˇrka datove´ sbeˇrnice pouzˇite´ pameˇti je 18 bit˚u. Datove´ prˇenosy prob´ıhaj´ı pouze v rezˇimu
burst o de´lce 4. Teoreticka´ propustnost pameˇti je 9 Gbit/s.
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Kapitola 5
Na´vrh testu propoj˚u
Navrzˇeny´ postup testova´n´ı propoj˚u na karteˇ COMBO2 lze rozdeˇlit do sekvence trˇ´ı krok˚u:
1. Diagnostika staticky´ch a dynamicky´ch chyb – V prvn´ı rˇadeˇ je nutne´ odhalit a iden-
tifikovat staticke´ a dynamicke´ poruchy propoj˚u, jako jsou zkraty a prˇerusˇene´ vodicˇe.
K tomu lze vyuzˇ´ıt staticke´ nebo adaptivn´ı algoritmy. Tato pra´ce se zameˇrˇuje na tes-
tova´n´ı sbeˇrnic obsahuj´ıc´ıch maxima´lneˇ des´ıtky propoj˚u. Takove´ mnozˇstv´ı propoj˚u
lze efektivneˇ otestovat staticky´mi algoritmy ve velmi kra´tke´m cˇase. Z toho d˚uvodu
nen´ı nutne´ pouzˇit´ı adaptivn´ıch algoritmu˚, ktere´ jsou nav´ıc na´rocˇneˇjˇs´ı na implementaci
v hardware. K odhalen´ı vsˇech detekovatelny´ch staticky´ch a dynamicky´ch poruch pro-
poj˚u je nutne´ pouzˇ´ıt neˇktery´ ze staticky´ch algoritmu˚ s nejvysˇsˇ´ı diagnostickou schop-
nost´ı. V tomto prˇ´ıpadeˇ byl vybra´n algoritmus Interleaved True/Complement Test
(zkratka ITCT).
2. Ground Bounce test – U sbeˇrnic diferencia´ln´ıch propoj˚u se lze setkat s jevem Ground
Bounce a je proto nutne´ mozˇnost jeho vy´skytu proveˇrˇit. Pravdeˇpodobnost vy´skytu
tohoto jevu vzr˚usta´ s prˇenosovou rychlost´ı a pocˇtem propoj˚u, soucˇasneˇ meˇn´ıc´ıch svoji
logickou hodnotu. Do algoritmu testu se tedy prˇidaj´ı datove´ vektory, jejichzˇ bity ob-
sahuj´ı same´ 1 a same´ 0. Sekvence jednicˇkovy´ch a nulovy´ch vektor˚u se bude neˇkolikra´t
opakovat, aby byly zajiˇsteˇny vsˇechny mozˇne´ prˇechody logicky´ch hodnot na kazˇde´m
propoji. Takto bude jednodusˇe proveˇrˇena mozˇnost vy´skytu jevu Ground Bounce.
3. BER test – Jako meˇrˇ´ıtko schopnosti prˇenosu propoje o urcˇite´ prˇenosove´ rychlosti by´va´
nejcˇasteˇji pouzˇit Bit Error Rate test. Jako dalˇs´ı krok testu propoj˚u na karteˇ COMBO2
bude tedy pouzˇita tato metoda tak, zˇe budou prˇena´sˇene´ na´hodneˇ vygenerovane´ tes-
tovac´ı vektory (viz da´le) a bude zaznamena´n pocˇet chyb prˇi prˇenosu. Hodnota BER
je na´sledneˇ spocˇtena z doby trva´n´ı testu a pocˇtu chyb, ktere´ nastaly prˇi prˇenosu.
V te´to kapitole jsou da´le uvedena rˇesˇen´ı neˇktery´ch obecny´ch proble´mu˚ testova´n´ı pro-
poj˚u, vztazˇena´ na c´ılovou architekturu – kartu COMBO2.
5.1 Rychlost prˇenosu dat
C´ılem testova´n´ı je obecneˇ detekovat a pokud mozˇno identifikovat nalezene´ poruchy. V prˇ´ıpa-
deˇ testova´n´ı propoj˚u jde o detekci staticky´ch a dynamicky´ch poruch, ktere´ se na dane´m typu
propoje mohou vyskytnout. Du˚lezˇite´ je si uveˇdomit, zˇe projev poruchy – vy´skyt chyby –
mu˚zˇe by´t za´visly´ take´ na intenziteˇ prˇep´ına´n´ı hodnot napeˇt´ı na vodicˇ´ıch a tedy na rychlosti
22
prˇenosu dat. Proto je nutne´ testovat funkcˇnost propoj˚u za pouzˇit´ı r˚uzny´ch pracovn´ıch
frekvenc´ı. V rea´lne´ aplikaci se pote´ pouzˇije nejsp´ıˇse nejvysˇsˇ´ı pracovn´ı frekvence, prˇi ktere´
se neprojevila porucha. Pomoc´ı testova´n´ı je mozˇne´ takovou frekvenci nale´zt.
Pro testova´n´ı propoj˚u na karteˇ COMBO2 je pozˇadova´n synchronn´ı prˇenos dat, kdy
platnost dat na datovy´ch vodicˇ´ıch urcˇuje hodnota hodinove´ho signa´lu na vyhrazene´m vodicˇi.
Pro zmeˇnu rychlosti prˇenosu dat je zapotrˇeb´ı zmeˇnit frekvenci hodinove´ho signa´lu, cozˇ lze
prove´st zmeˇnou parametr˚u prˇ´ıslusˇne´ho hodinove´ho genera´toru – v technologii Xilinx Virtex-
5 jde o obvod DCM (Digital Clock Manager).
Technologie programovatelny´ch hradlovy´ch pol´ı FPGA nab´ız´ı neˇkolik zp˚usob˚u proveden´ı
zmeˇny v obvodu (rekonfigurace). Nejjednodusˇsˇ´ı je bezpochyby prove´st potrˇebnou zmeˇnu ve
zdrojove´m souboru, prove´st synte´zu a vygenerovat novou konfiguraci, kterou lze pote´ nahra´t
do FPGA. Tato metoda se nazy´va´ staticka´ rekonfigurace. Prakticky to znamena´ udrzˇovat
potrˇebne´ mnozˇstv´ı konfigurac´ı FPGA a podle potrˇeby je nahra´vat do programovatelne´ho
obvodu. Za´sadn´ı proble´m je v udrzˇovatelnosti takove´ho rˇesˇen´ı (oprava chyby ve zdrojove´m
ko´du atd.).
Dalˇs´ı variantou je dynamicka´ rekonfigurace FPGA, ktera´ prob´ıha´ bez prˇerusˇen´ı pro-
va´deˇn´ı operac´ı programovatelne´ho obvodu. Jedna´ se o zmeˇnu neˇktere´ho logicke´ho bloku
programovatelne´ho obvodu (cˇa´stecˇna´ rekonfigurace) za chodu. Cˇa´stecˇna´ dynamicka´ rekon-
figurace obvodu Virtex-5 mu˚zˇe by´t provedena pomoc´ı standardn´ıch rozhran´ı JTAG, ICAP
nebo SelectMAP. Konfiguraci neˇktery´ch logicky´ch funkcˇn´ıch blok˚u uvnitrˇ FPGA Virtex-5
(jako naprˇ´ıklad DCM) lze prove´st take´ interneˇ z cˇipu FPGA pomoc´ı specia´ln´ıho konfi-
guracˇn´ıho rozhran´ı [14].
5.1.1 Rekonfigurace DCM na cˇipu Xilinx Virtex-5
Hodinovy´ signa´l je na karteˇ generova´n pomoc´ı krystalu, ktery´ ma´ samozrˇejmeˇ fixn´ı frek-
venci. Pro testova´n´ı r˚uzny´ch prˇenosovy´ch rychlost´ı propoj˚u je ale trˇeba frekvenci hodi-
nove´ho signa´lu meˇnit podle pozˇadovane´ prˇenosove´ rychlosti. Obvod DCM je schopen reali-
zovat frekvencˇn´ı synte´zu hodinove´ho signa´lu, tedy dle zadany´ch parametr˚u zmeˇnit frekvenci
vy´stupn´ıho hodinove´ho signa´lu. Frekvencˇn´ı synte´za je rˇ´ızena dveˇma parametry – Multiply
a Divide. Pokud pozˇadujeme vy´stupn´ı hodinovy´ signa´l naprˇ´ıklad o polovicˇn´ı frekvenci, nezˇ
ma´ signa´l vstupn´ı, stacˇ´ı nastavit parametry M a D na hodnoty 0, resp. 1 (od pozˇadovany´ch
hodnot M a D se vzˇdy odecˇ´ıta´ jednicˇka).
Technologie Xilinx Virtex-5 umozˇnˇuje intern´ı cˇa´stecˇnou dynamickou rekonfiguraci ob-
vodu DCM pomoc´ı rozhran´ı DRP (Dynamic Reconfiguration Port). Postup dynamicke´ re-
konfigurace je na´sleduj´ıc´ı:
1. Nejdrˇ´ıve je nutne´ uve´st prˇ´ıslusˇne´ DCM do stavu resetu.
2. Pro zmeˇnu neˇktere´ z hodnot M nebo D je nejdrˇ´ıve potrˇeba prˇecˇ´ıst jedno slovo z adresy
0x50 prˇes rozhran´ı DRP.
3. Pote´ se pozˇadovany´ parametr M namaskuje do horn´ıho bajtu a parametr D do
spodn´ıho bajtu vycˇtene´ho 16-ti bitove´ho slova.
4. Cele´ slovo je pak zapsa´no zpeˇt na adresu 0x50 prˇes rozhran´ı DRP.
5. Prˇi dynamicke´ zmeˇneˇ parametr˚u ovlivnˇuj´ıc´ıch frekvenci vy´stupn´ıho hodinove´ho signa´-
lu je neˇkdy potrˇeba zmeˇnit take´ atributy DFS FREQUENCY MODE a DLL FREQ-
UENCY MODE. Prˇesne´ pozˇadavky pro nastaven´ı teˇchto parametr˚u lze nale´zt v [13],
adresy pro prˇ´ıstup prˇes DRP lze nale´zt v [14].
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6. Pro obnoven´ı stavovy´ch vy´stup˚u DCM obvodu je nutne´ na za´veˇr prove´st cˇten´ı z adresy
0x00 rozhran´ı DRP.
7. Po resetu a po nastaven´ı vy´stupn´ıho signa´lu LOCKED zacˇne DCM na vy´stupu
CLKFX generovat hodinovy´ signa´l podle noveˇ nastaveny´ch parametr˚u M a D.
Obra´zek 5.1: Signa´ly rozhran´ı bloku DCM technologie Xilinx Virtex-5 s rozhran´ım pro
dynamickou rekonfiguraci. [15]
Intern´ı rekonfigurace nab´ız´ı velmi efektivn´ı mechanismus zmeˇny frekvence hodinove´ho
signa´lu prˇ´ımo z cˇipu FPGA, vhodny´ pro potrˇeby testova´n´ı propoj˚u prˇi r˚uzny´ch pracovn´ıch
frekvenc´ıch.
5.2 Serializace dat
Teoreticka´ maxima´ln´ı prˇenosova´ rychlost jednoho LVDS pa´ru je 1 Gbit/s, cozˇ odpov´ıda´ frek-
venci 1 GHz. Jelikozˇ maxima´ln´ı dosazˇitelna´ frekvence obvodu Xilinx Virtex-5 je 550 MHz,
je nutne´ odes´ılana´ data serializovat a prˇij´ımana´ data opeˇt deserializovat. K tomuto u´cˇelu
slouzˇ´ı v technologii Virtex-5 specia´ln´ı obvody OSERDES, resp. ISERDES [15]. Tyto obvody
se daj´ı nakonfigurovat na pozˇadovany´ pomeˇr serializace, ktery´ mu˚zˇe by´t azˇ 6:1 (v za´kladn´ım
rezˇimu). Na obra´zku 5.2 je zna´zorneˇno blokove´ sche´ma vy´stupn´ıho serialize´ru OSERDES.
Ten je rozdeˇlen na dva bloky, jeden slouzˇ´ı pro serializaci dat a druhy´ pro serializaci trˇ´ı-
stavove´ho rˇ´ızen´ı.
Serializacˇn´ım obvod˚um je nutne´ podle nastavene´ho pomeˇru prˇipojit na vstup take´ oba
hodinove´ signa´ly. T´ım do designu zava´d´ıme podmı´nku relace frekvenc´ı hodinovy´ch signa´l˚u
pro odes´ıla´n´ı a generova´n´ı dat. To znamena´, zˇe spolu se zmeˇnou frekvence odes´ıla´n´ı dat se
zmeˇn´ı frekvence jejich generova´n´ı. Generova´n´ı dat mus´ı t´ım pa´dem prob´ıhat v jine´ hodinove´
dome´neˇ, nezˇ ve ktere´ pracuje zbytek syste´mu (rˇ´ızen´ı, komunikace se software). To same´ plat´ı
pro prˇ´ıjem dat, deserializaci a porovna´n´ı s referencˇn´ımi testovac´ımi vektory.
Na prˇij´ımac´ı straneˇ propoje jsou prˇenesene´ testovac´ı vektory opeˇt deserializova´ny, aby
mohlo probeˇhnout porovna´n´ı s referencˇn´ımi vektory. K deserializaci vstupn´ıch dat rekonfi-
gurovatelne´ho zarˇ´ızen´ı slouzˇ´ı obvody ISERDES. Tyto obvody je mozˇne´ nakonfigurovat na
stejny´ serializacˇn´ı pomeˇr jako vy´stupn´ı serialize´ry OSERDES. Je ovsˇem nutne´ pocˇ´ıtat s t´ım,
zˇe prˇi serializaci a zpeˇtne´ deserializaci dojde k prˇehozen´ı porˇad´ı vys´ılany´ch bit˚u. Data jsou
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Obra´zek 5.2: Blokove´ sche´ma bloku OSERDES technologie Virtex-5. [15]
serialize´rem vys´ıla´na od nejnizˇsˇ´ıho bitu, na prˇij´ımac´ı straneˇ jsou ale ukla´da´ny do nejvysˇsˇ´ıch
bit˚u. Cely´ proces prˇehozen´ı porˇad´ı vys´ılany´ch bit˚u je zna´zorneˇn na obra´zku 5.3.
Obra´zek 5.3: Prˇehozen´ı bit˚u prˇi deserializaci. [15]
5.3 Generova´n´ı testovac´ıch vektor˚u
Jak je uvedeno vy´sˇe, test propoj˚u je rozdeˇlen do trˇ´ı fa´z´ı a kazˇda´ vyzˇaduje generova´n´ı
specificky´ch testovac´ıch vektor˚u. Pro test staticky´ch a dynamicky´ch poruch ITCT je mozˇne´
testovac´ı vektory uchovat v registrech hardware jako konstanty, jelikozˇ se nemeˇn´ı s cˇasem
a d´ıky jejich n´ızke´mu pocˇtu tak spotrˇebuj´ı ma´lo zdroj˚u. Groud Bounce test spocˇ´ıva´ pouze
ve strˇ´ıda´n´ı nulovy´ch a jednicˇkovy´ch vektor˚u, proto je take´ vhodne´ tyto hodnoty uchovat
v hardware jako konstanty.
Pro BER test je nutne´ vygenerovat dostatecˇne´ mnozˇstv´ı pseudona´hodny´ch vektor˚u, aby
byl co nejveˇrneˇji simulova´n rea´lny´ provoz. Testovac´ı vektory lze generovat v software nebo
prˇ´ımo v hardware. Po vygenerova´n´ı vektor˚u v software se vektory prˇesunou do hardware
a ulozˇ´ı se do blokove´ pameˇti. Teprve pote´ je mozˇne´ testovac´ı vektory odes´ılat na vy´stup
propoj˚u. Prˇi generova´n´ı testovac´ıch vektor˚u v hardware lze pomoc´ı Linear Feedback Shift
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Register (LFSR) generovat kazˇdy´ takt jeden testovac´ı vektor. Testovac´ı vektory jsou ihned
po vygenerova´n´ı odesla´ny na vy´stup, tud´ızˇ nen´ı zapotrˇeb´ı blokova´ pameˇt’ pro jejich ulozˇen´ı.
LFSR je posuvny´ registr, jehozˇ vstupn´ı bit je linea´rn´ı funkc´ı jeho prˇedchoz´ıho stavu.1
LFSR je deterministicky´, tedy posloupnost hodnot vy´stup˚u registru je vzˇdy doprˇedu zna´ma
(prˇi znalosti pocˇa´tecˇn´ı hodnoty registru). Jelikozˇ je pocˇet stav˚u (hodnot) registru konecˇny´,
vy´stupn´ı hodnoty registru se periodicky opakuj´ı. De´lka periody pak urcˇuje kvalitu LFSR
jako genera´toru pseudona´hodny´ch cˇ´ısel. Pokud je vhodneˇ zvolena prˇechodova´ funkce regis-
tru, naby´va´ registr postupneˇ vsˇech mozˇny´ch hodnot (kromeˇ hodnoty, kdy jsou vsˇechny bity
rovne´ nule). Takovy´ LFSR se nazy´va´ maxima´ln´ı.
Rozliˇsujeme dva druhy LFSR: Fibonacciho a Galois˚uv. Na obra´zku 5.4 je zna´zorneˇn
prˇ´ıklad Fibonacciho LFSR. Bity, ktere´ jsou pouzˇity k vy´pocˇtu hodnoty vstupn´ıho bitu, se
oznacˇuj´ı jako tap nebo tap sequence. Tap bity lze vyja´drˇit jako polynom o za´kladu 2. Tap
sekvenci z obra´zku 5.4 lze zapsat jako x16+x14+x13+x11+1, kde bina´rn´ı opera´tor + znacˇ´ı
funkci XOR. Hodnota 1 neodpov´ıda´ zˇa´dne´mu tap bitu, ale hodnoteˇ x0. Tento nulty´ bit je
vzˇdy prˇiveden na vstup LFSR. U Fibonacciho LFSR jsou tap bity prˇivedeny na vstupy
kombinacˇn´ı logiky, ktera´ vypocˇ´ıta´ hodnotu vstupn´ıho bitu.
Obra´zek 5.4: Fibonacciho LFSR.
Druhy´m typem je Galois˚uv LFSR, zna´zorneˇny´ na obra´zku 5.5. Hlavn´ı rozd´ıl oproti Fi-
bonacciho LFSR spocˇ´ıva´ v tom, zˇe jednotlive´ kombinacˇn´ı elementy jsou vlozˇeny prˇ´ımo mezi
jednotlive´ bity registru. Tap bity jsou zde cha´pa´ny jako vy´stupy kombinacˇn´ıch element˚u.
Tento prˇ´ıstup umozˇnˇuje paraleln´ı vy´pocˇet vsˇech tap bit˚u, cozˇ znamena´ rychlejˇs´ı a efek-
tivneˇjˇs´ı hardwarove´ zpracova´n´ı. Galois˚uv LFSR generuje stejne´ vy´stupn´ı vektory, pouze
v opacˇne´m porˇad´ı nezˇ Fibonacciho LFSR.
Obra´zek 5.5: Galois˚uv LFSR.
Pro potrˇeby testova´n´ı low-speed a ifc konektor˚u je potrˇeba naj´ıt generuj´ıc´ı polynomy
LFSR pro r˚uzne´ de´lky testovac´ıch vektor˚u. Konkre´tneˇ pro low-speed konektory jsou to
vektory o de´lce 4 bity (komunikace obeˇma smeˇry - full duplex) a 10 bit˚u (komunikace jedn´ım
smeˇrem - simplex). Pro ifc konektory je to pak 16, resp. 34 bit˚u. Da´le je zˇa´douc´ı, aby
byly dane´ polynomy maxima´ln´ı, tedy aby jimi definovany´ LFSR generoval vsˇechny mozˇne´
hodnoty vektoru. Potrˇebne´ LFSR polynomy jsou vypsa´ny tabulce 5.1, pocˇ´ıta´ se s pouzˇit´ım
kombinacˇn´ıch element˚u XNOR. Pravdivostn´ı tabulka funkce XNOR je uvedena v tabulce
5.2.
Generovane´ testovac´ı vektory budou prˇed odesla´n´ım serializova´ny. Proto je potrˇeba
pouzˇ´ıt v´ıce LFSR, ktere´ budou pracovat paralelneˇ. Testovac´ı vektory, vygenerovane´ LFSR
1Za jedine´ linea´rn´ı funkce jsou povazˇova´ny funkce XOR a XNOR.
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De´lka vektoru LFSR polynom
4 x4 + x3 + 1
10 x10 + x7 + 1
16 x16 + x15 + x13 + x4 + 1
34 x34 + x27 + x2 + x1 + 1
Tabulka 5.1: Maxima´ln´ı LFSR polynomy pro r˚uzne´ de´lky vektor˚u. [1]
A B A XNOR B
0 0 1
0 1 0
1 0 0
1 1 1
Tabulka 5.2: Pravdivostn´ı tabulka funkce XNOR.
registry v jednom taktu, budou po serializaci odesla´ny po propoji ihned po sobeˇ. Jednotlive´
LFSR by tud´ızˇ meˇly by´t inicializova´ny r˚uzny´mi pocˇa´tecˇn´ımi hodnotami, aby nedocha´zelo
k opakova´n´ı testovac´ıch vektor˚u jdouc´ıch kra´tce po sobeˇ.
5.4 Konektory
Pro u´cˇely testova´n´ı propoj˚u na karteˇ COMBO2 byly navrzˇeny specia´ln´ı konektory usnadnˇu-
j´ıc´ı diagnostiku. C´ılem je mozˇnost testova´n´ı propoj˚u na karteˇ samostatneˇ, tj. bez nutnosti
druhe´ karty cˇi jine´ho zarˇ´ızen´ı prˇipojene´ho na rozhran´ı propoje. Pro kazˇde´ rozhran´ı karty
jsou pouzˇity dva typy konektor˚u:
1. Konektor propojuj´ıc´ı pa´ry v ra´mci jednoho rozhran´ı (5.6a),
2. Konektor propojuj´ıc´ı pa´ry dvou rozhran´ı (5.6b).
Obra´zek 5.6: Sche´ma konektor˚u rozhran´ı propoje.
Pokud propoj´ıme konektorem pa´ry jednoho rozhran´ı, simulujeme tak oboustrannou ko-
munikaci s extern´ım zarˇ´ızen´ım, kdy jsou pro kazˇdy´ smeˇr vyhrazeny zvla´sˇtn´ı pa´ry. Sche´ma
propojen´ı pa´r˚u takovy´mto konektorem je na obra´zku 5.6a. Druhy´ typ konektoru propojuje
dveˇ r˚uzna´ rozhran´ı. Tento typ zapojen´ı odpov´ıda´ jednosmeˇrne´ komunikaci, naprˇ. pos´ıla´n´ı
dat z karty s´ıt’ovy´ch rozhran´ı na materˇskou kartu (sche´ma 5.6b).
Navrzˇeny´ test propoj˚u by proto meˇl by´t obecny´ ve smyslu zapojen´ı konkre´tn´ıch pa´r˚u
dane´ho rozhran´ı, aby bylo mozˇne´ testovat oba vy´sˇe uvedene´ modely komunikace.
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5.5 Architektura
Na´sleduj´ıc´ı cˇa´st pra´ce se podrobneˇ zaby´va´ na´vrhem architektury testu propoj˚u na karteˇ
COMBO2. V na´vrhu jsou zohledneˇny obecne´ teoreticke´ poznatky o testova´n´ı propoj˚u z ka-
pitoly 2, na´vrh se take´ op´ıra´ o rˇesˇen´ı neˇktery´ch konkre´tn´ıch proble´mu˚ ze zacˇa´tku kapitoly 5.
Soucˇa´st´ı na´vrhu architektury jsou sche´mata a detailn´ı popisy jednotlivy´ch funkcˇn´ıch blok˚u,
s ohledem na na´slednou implementaci navrzˇene´ architektury.
Modul testova´n´ı propoj˚u se skla´da´ ze trˇ´ı za´kladn´ıch funkcˇn´ıch blok˚u. Jedna´ se o blok
generova´n´ı testovac´ıch vektor˚u, blok kontroly testovac´ıch vektor˚u a blok rˇ´ızen´ı testu. Na
obra´zku 5.7 je celkove´ blokove´ sche´ma testu propoj˚u obsahuj´ıc´ı vy´sˇe uvedene´ bloky a pro-
strˇedky pro komunikaci mezi nimi.
Obra´zek 5.7: Blokove´ sche´ma testu propoj˚u.
5.5.1 Blok generova´n´ı testovac´ıch vektor˚u
Tento funkcˇn´ı celek se stara´ o generova´n´ı pozˇadovany´ch testovac´ıch vektor˚u a o jejich
spra´vne´ odes´ıla´n´ı na rozhran´ı propoj˚u. Karta COMBO2 obsahuje dva typy propoj˚u (LSC
a IFC), kazˇdy´ z nich sesta´va´ z r˚uzne´ho pocˇtu diferencia´ln´ıch LVDS pa´r˚u propoj˚u. Blok
generova´n´ı a odes´ıla´n´ı mus´ı by´t dostatecˇneˇ obecny´, jiny´mi slovy neza´visly´ na pocˇtu testo-
vany´ch propoj˚u, aby jej bylo mozˇne´ efektivneˇ vyuzˇ´ıt na testova´n´ı rozd´ılny´ch typ˚u propoj˚u
karty COMBO2. Se zmeˇnou pocˇtu testovany´ch propoj˚u se meˇn´ı naprˇ. pocˇet serializacˇn´ıch
element˚u OSERDES, de´lka LFSR registr˚u pro generova´n´ı testovac´ıch vektor˚u a take´ se meˇn´ı
pocˇet a de´lka testovac´ıch vektor˚u algoritmu ITCT. Tato variabilita je v na´vrhu funkcˇn´ıho
bloku zahrnuta.
Samotne´ odes´ıla´n´ı dat obstara´vaj´ı elementy OSERDES, ktere´ jsou nutne´ kv˚uli pozˇadav-
ku testova´n´ı vysoky´ch prˇenosovy´ch rychlost´ı. K element˚um OSERDES je prˇiva´deˇn hodi-
novy´ signa´l serializovany´ch dat CLK TX o frekvenci, ktera´ odpov´ıda´ pozˇadovane´ prˇenosove´
rychlosti propoje. Naprˇ´ıklad pokud pozˇadujeme prˇenosovou rychlost 200 Mbit/s, bude mı´t
hodinovy´ signa´l CLK TX frekvenci 200 MHz, tedy periodu 5 ns. Da´le je k teˇmto element˚um
prˇiva´deˇn hodinovy´ signa´l neserializovany´ch dat CLK GEN. Jeho frekvence za´vis´ı na nasta-
vene´m serializacˇn´ım pomeˇru. V tomto prˇ´ıpadeˇ je pouzˇit serializacˇn´ı pomeˇr 4:1 cozˇ znamena´,
zˇe za jeden takt hodin CLK GEN budou serializova´ny 4 bity dat. Frekvence CLK GEN se
tedy rovna´ cˇtvrtineˇ frekvence CLK TX. Pro usnadneˇn´ı serializace budou testovac´ı vektory
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generova´ny na frekvenci CLK GEN. Jelikozˇ se ale v pr˚ubeˇhu testova´n´ı bude meˇnit rych-
lost odes´ıla´n´ı dat, bude se meˇnit take´ rychlost generova´n´ı testovac´ıch vektor˚u. Za zmeˇnu
taktu hodin za beˇhu designu zodpov´ıda´ blok rˇ´ızen´ı testu. Aby bylo mozˇne´ data jednodusˇe
prˇijmout, je jeden diferencia´ln´ı pa´r vyhrazen pra´veˇ pro hodinovy´ signa´l s frekvenc´ı, na ktere´
jsou odes´ıla´na data.
Pro detekci staticky´ch a dynamicky´ch chyb propoj˚u je pouzˇit algoritmus ITCT. Tes-
tovac´ı vektory algoritmu budou ulozˇeny v registrove´m poli a odes´ıla´ny prˇ´ımo do seria-
lize´ru v prvn´ım kroku testu. K testovac´ım vektor˚um ITCT je prˇida´no neˇkolik nulovy´ch
a jednicˇkovy´ch vektor˚u, ktere´ slouzˇ´ı k detekci jevu Ground Bounce. V prvn´ım kroku testu
jsou odesla´ny staticky ulozˇene´ testovac´ı vektory. V tabulce 5.3 jsou uvedeny testovac´ı vek-
tory v prˇ´ıpadeˇ, zˇe je testova´no 10 propoj˚u.
Vodicˇ Vstupn´ı vektory
n1 1 0 1 0 1 0 1 0 1 0 1 0
n2 1 0 1 0 1 0 1 0 1 0 0 1
n3 1 0 1 0 1 0 1 0 0 1 1 0
n4 1 0 1 0 1 0 1 0 0 1 0 1
n5 1 0 1 0 1 0 0 1 1 0 1 0
n6 1 0 1 0 1 0 0 1 1 0 0 1
n7 1 0 1 0 1 0 0 1 0 1 1 0
n8 1 0 1 0 1 0 0 1 0 1 0 1
n9 1 0 1 0 0 1 1 0 1 0 1 0
n10 1 0 1 0 0 1 1 0 1 0 0 1
Tabulka 5.3: Testovac´ı vektory algoritmu ITCT (porˇad´ı vektor˚u zprava) se cˇtyrˇmi prˇidany´mi
vektory pro detekci Ground Bounce. Takto lze otestovat 10 propoj˚u.
Druhou fa´zi testu propoj˚u prˇedstavuje BER test. Jako genera´tor pseudona´hodny´ch tes-
tovac´ıch vektor˚u bude pouzˇit LFSR registr, jehozˇ de´lka a generuj´ıc´ı polynom bude urcˇen
na za´kladeˇ testovane´ho pocˇtu propoj˚u. Vhodny´ vy´beˇr polynomu zarucˇ´ı maxima´ln´ı de´lku
sekvence generovany´ch vektor˚u.
Obra´zek 5.8: Prˇ´ıklad prˇeskla´da´n´ı bit˚u testovac´ıch vektor˚u pro u´cˇely serializace (5 propoj˚u,
serializace 4:1).
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Dı´ky serializaci testovac´ıch vektor˚u 4:1 prˇed odesla´n´ım je potrˇeba v jednom taktu hodin
vygenerovat 4 testovac´ı vektory, ktere´ budou odesla´ny bezprostrˇedneˇ po sobeˇ. Proces gene-
rova´n´ı je tedy nutne´ paralelizovat, tj. pouzˇ´ıt 4 LFSR registry. Vsˇechny pouzˇite´ LFSR regis-
try budou mı´t stejny´ polynom (funkci), bude se liˇsit pouze jejich pocˇa´tecˇn´ı hodnota. Takto
nebude docha´zet k odes´ıla´n´ı shodny´ch testovac´ıch vektor˚u v bezprostrˇedneˇ na´sleduj´ıc´ıch
taktech. Dopad na rozlozˇen´ı genera´toru je nulovy´, jelikozˇ na porˇad´ı hodnot vektor˚u neza´lezˇ´ı.
Kazˇdy´ LFSR registr generuje v jednom taktu hodin jeden testovac´ı vektor. Jednotlive´ bity
vektoru reprezentuj´ı hodnoty pro kazˇdy´ propoj na sbeˇrnici. Paralelneˇ vygenerovane´ testo-
vac´ı vektory jsou nejdrˇ´ıve prˇeskla´da´ny tak, aby bylo mozˇne´ je serializovat. Princip tohoto
prˇeskla´da´n´ı bit˚u vektor˚u je zna´zorneˇn na obra´zku 5.8.
Celkove´ sche´ma bloku generova´n´ı testovac´ıch vektor˚u je popsa´no na obra´zku 5.9. V za´-
vislosti na fa´zi testu jsou na vstup serialize´r˚u prˇiva´deˇny testovac´ı vektory ulozˇene´ v regis-
trove´m poli, nebo vygenerovane´ LFSR registry. Da´le je spolu s testovac´ımi vektory a ho-
dinovy´m signa´lem prˇena´sˇen signa´l DV, ktery´ uda´va´ platnost odes´ılany´ch dat. Rˇ´ızen´ı bloku
je kv˚uli pozˇadavku na relaci vys´ılac´ıch hodin CLK TX a hodin CLK GEN realizova´no
pomoc´ı asynchronn´ı fronty ASFIFO. Pr˚ubeˇh testu rˇ´ıd´ı konecˇny´ automat, ktery´ nastavuje
rˇ´ıdic´ı signa´ly jednotlivy´ch komponent na za´kladeˇ pozˇadavk˚u generovany´ch blokem rˇ´ızen´ı
testu.
Obra´zek 5.9: Blokove´ sche´ma cˇa´sti testu pro generova´n´ı a odes´ıla´n´ı testovac´ıch vektor˚u.
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5.5.2 Blok kontroly testovac´ıch vektor˚u
Tento blok se stara´ o prˇ´ıjem testovac´ıch vektor˚u, deserializaci a porovna´n´ı s referencˇn´ımi
testovac´ımi vektory. Hodinovy´ signa´l pro prˇij´ıma´n´ı dat je prˇena´sˇen po jednom vyhrazene´m
propoji spolu s daty. Z tohoto hodinove´ho signa´lu CLK RX je take´ restaurova´n hodinovy´
signa´l CLK CMP pro cely´ blok. Frekvence signa´lu CLK CMP je rovna frekvenci signa´lu
CLK RX/4. Frekvence jednotlivy´ch hodinovy´ch signa´l˚u pro odes´ıla´n´ı a prˇ´ıjem dat jsou
stejne´, ovsˇem d´ıky nenulove´mu zpozˇdeˇn´ı zp˚usobene´mu prˇenosem po propoji maj´ı rozd´ılne´
fa´ze. Tedy i fa´ze hodin CLK TX a CLK RX jsou r˚uzne´ a bloky vys´ıla´n´ı a prˇij´ıma´n´ı dat
jsou v odliˇsny´ch hodinovy´ch dome´na´ch. Z tohoto d˚uvod˚u je nutna´ asynchronn´ı komunikace
mezi jednotlivy´mi funkcˇn´ımi bloky.
Obra´zek 5.10: Blokove´ sche´ma cˇa´sti testu pro prˇ´ıjem a porovna´va´n´ı testovac´ıch vektor˚u.
Deserializaci prova´d´ı bloky ISERDES 1:4. Pokud je po deserializaci aktivn´ı signa´l DV,
byly prˇijaty platne´ testovac´ı vektory a probeˇhne jejich porovna´n´ı s referencˇn´ımi testo-
vac´ımi vektory. Ty se opeˇt vycˇ´ıtaj´ı z registrove´ho pole, nebo generuj´ı pomoc´ı LFSR re-
gistr˚u v za´vislosti na kroku testu. Aby bylo mozˇne´ prˇijate´ testovac´ı vektory porovnat s refe-
rencˇn´ımi, mus´ı by´t jednotlive´ bity referencˇn´ıho vektoru prˇerovna´ny jako d˚usledek prˇehozen´ı
bit˚u prˇi serializaci a zpeˇtne´ deserializaci (viz obra´zek 5.3). Bylo by mozˇne´ mı´sto referencˇn´ıch
vektor˚u prˇerovna´vat prˇijate´ vektory, pak by ale bylo obt´ızˇneˇjˇs´ı identifikovat na ktere´m pro-
poji se vyskytla chyba.
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V jednom taktu jsou porovna´ny paralelneˇ vsˇechny bity vsˇech cˇtyrˇ vektor˚u. Pokud se
bity prˇijate´ho a referencˇn´ıho vektoru neshoduj´ı, je zaznamena´na chyba prˇenosu. Pro kazˇdy´
testovany´ propoj je pouzˇit samostatny´ cˇ´ıtacˇ chyb. V prvn´ı fa´zi testu je nav´ıc kazˇdy´ prˇijaty´
testovac´ı vektor ulozˇen do pameˇti, bez ohledu zda nastala chyba prˇi prˇenosu cˇi nikoliv.
Ulozˇene´ vektory je mozˇne´ vycˇ´ıst do software a na´sledneˇ zobrazit cˇi ulozˇit do souboru. Je
tak umozˇneˇna kontrola testovac´ıch vektor˚u algoritmu ITCT v software. Identifikace vsˇech
mozˇny´ch typ˚u poruch propoj˚u pomoc´ı vektor˚u algoritmu ITCT v hardware vede na slozˇitou
implementaci. U´loha hardware spocˇ´ıva´ prˇedevsˇ´ım v zjiˇsteˇn´ı, zda nastala chyba, a v uchova´n´ı
potrˇebny´ch informac´ı pro identifikaci chyby v software.
S prˇij´ıma´n´ım testovac´ıch vektor˚u souvis´ı problematika zarovna´n´ı deserializovany´ch dat
na vy´stupu jednotky ISERDES. Aby mohly by´t porovna´va´ny vsˇechny 4 deserializovane´
testovac´ı vektory v jedine´m taktu, mus´ı by´t zarucˇeno spra´vne´ zarovna´n´ı prˇijaty´ch vektor˚u
do vy´stupn´ıho deserializovane´ho vektoru. To lze jednodusˇe zarucˇit shodny´m resetova´n´ım
obvod˚u OSERDES a ISERDES. Pokud by byl naprˇ´ıklad reset signa´l obvod˚u ISERDES
nastaven i po deaktivaci signa´lu reset obvod˚u OSRDES, mohlo by doj´ıt k nespra´vne´ syn-
chronizaci serializovane´ a deserializovane´ sekvence. Mohla by tedy nastat situace, kdy by
ze vsˇech cˇtyrˇ deserializovany´ch testovac´ıch vektor˚u byly platne´ jen neˇktere´. T´ım by bylo
znemozˇneˇno porovna´n´ı vsˇech deserializovany´ch a referencˇn´ıch vektor˚u paralelneˇ.
5.5.3 Blok rˇ´ızen´ı testu
Blok rˇ´ızen´ı testu zprostrˇedkuje pomoc´ı rˇ´ıdic´ıch a stavovy´ch registr˚u komunikaci se software.
Take´ se stara´ o spra´vne´ nacˇasova´n´ı operac´ı testu (komunikace s vys´ılac´ı a prˇij´ımac´ı cˇa´st´ı)
a o dynamickou rekonfiguraci elementu DCM.
Rˇ´ıdic´ı blok obsahuje jako jediny´ rozhran´ı pro komunikaci se software. Pokud prˇijde na
toto rozhran´ı cˇtec´ı pozˇadavek, k jehozˇ dokoncˇen´ı jsou potrˇeba data z jine´ho bloku testu,
je vygenerova´n prˇ´ıkaz. Ten je smeˇrova´n do asynchronn´ı fronty FIFO prˇ´ıslusˇne´ho bloku.
Dotazovany´ blok pote´ autonomneˇ shroma´zˇd´ı pozˇadovana´ data a vytvorˇ´ı odpoveˇd’. Ta je
prostrˇednictv´ım asynchronn´ı fronty v opacˇne´m smeˇru prˇeda´na rˇ´ıdic´ımu procesu, ktery´ data
vlozˇ´ı na prˇ´ıslusˇny´ port softwarove´ho rozhran´ı a nastav´ı signa´l informuj´ıc´ı o prˇipravenosti
dat. Podobneˇ prob´ıha´ i za´pis dat – veˇtsˇinou rˇ´ıdic´ıch. Za´kladn´ı informace o aktua´ln´ım stavu
modulu testu jsou obsazˇeny ve stavove´m registru. Tabulka 5.4 uda´va´ vy´znam jednotlivy´ch
bit˚u stavove´ho registru.
Bit Vy´znam
0 Nastaven pokud je test spusˇteˇn
1 Krok testu
2 Nastaven pokud se vyskytla chyba prˇi prˇenosu (krok 1)
3 Nastaven pokud se vyskytla chyba prˇi prˇenosu (krok 2)
4-7 MUL parametr DCM generuj´ıc´ıho hodinovy´ signa´l pro prˇenos dat
8-11 DIV parametr DCM generuj´ıc´ıho hodinovy´ signa´l pro prˇenos dat
12-15 Nepouzˇito
16-31 Pocˇet chyb prˇi prˇenosu (krok 2)
Tabulka 5.4: Vy´znam bit˚u stavove´ho registru testu propoj˚u.
Du˚lezˇitou u´lohou rˇ´ıdic´ıho bloku je proces dynamicke´ rekonfigurace DCM pro generova´n´ı
hodinove´ho signa´lu pro prˇenos dat po propoj´ıch. Postup samotne´ rekonfigurace DCM je
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popsa´n v cˇa´sti 5.1.1. U´kolem rˇ´ıdic´ıho bloku je prove´st korektn´ı rekonfiguraci, jej´ızˇ postup
lze popsat pomoc´ı na´sleduj´ıc´ıch krok˚u:
1. Prˇ´ıchod pozˇadavku na rekonfiguraci spolu s novy´mi hodnotami MUL a DIV.
2. Rˇ´ıdic´ı blok nastav´ı resetovac´ı signa´l blok˚u pro vys´ıla´n´ı a prˇ´ıjem dat. Nastav´ı take´
resetovac´ı signa´l prˇ´ıslusˇne´ho DCM.
3. Jsou provedeny vsˇechny potrˇebne´ kroky pro rekonfiguraci DCM pomoc´ı konfiguracˇ-
n´ıho rozhran´ı.
4. Resetovac´ı signa´l DCM je nastaven do 0.
5. Po dostatecˇneˇ dlouhe´ cˇasove´ prodleveˇ (je nutne´ pocˇkat na nastaven´ı signa´lu LOCKED
prˇ´ıslusˇne´ho DCM) lze nastavit resetovac´ı signa´l blok˚u pro prˇ´ıjem a vys´ıla´n´ı dat do 0.
Sche´ma bloku rˇ´ızen´ı testu je na obra´zku 5.11. Jsou zde zna´zorneˇny asynchronn´ı fronty
pro komunikaci s ostatn´ımi bloky testu. Podle pozˇadavk˚u prˇicha´zej´ıc´ıch ze software nasta-
vuje centra´ln´ı konecˇny´ automat rˇ´ıdic´ı signa´ly a pos´ıla´ prˇ´ıkazy ostatn´ım blok˚um.
Obra´zek 5.11: Blokove´ sche´ma cˇa´sti rˇ´ızen´ı testu.
5.6 Postup testova´n´ı
Uvedeny´ na´vrh testu propoj˚u umozˇnˇuje jednoduche´ otestova´n´ı propoj˚u na karteˇ COMBO2.
Pomoc´ı na´sleduj´ıc´ıho postupu lze prove´st testova´n´ı:
1. Prˇed zaha´jen´ım samotne´ho testova´n´ı je potrˇeba propojit rozhran´ı testovane´ho propoje
pomoc´ı vybrane´ho konektoru (viz 5.4).
2. Pote´ stacˇ´ı do FPGA cˇipu nahra´t design s pozˇadovanou testovac´ı komponentou.
3. Nakonfigurova´n´ım parametr˚u elementu DCM prˇes softwarove´ rozhran´ı je nastavena
prˇenosova´ rychlost propoj˚u.
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4. Pak je mozˇne´ za´pisem do rˇ´ıdic´ıho registru spustit prvn´ı fa´zi testu – test staticky´ch
a dynamicky´ch poruch a Ground Bounce.
5. Po dokoncˇen´ı je mozˇne´ vy´sledky vycˇ´ıst opeˇt prˇes softwarove´ rozhran´ı a zobrazit
prˇ´ıpadne´ nalezene´ chyby.
6. Po dokoncˇen´ı prvn´ı fa´ze testu lze stejny´m zp˚usobem spustit BER test. Informace
o nalezeny´ch chyba´ch lze vycˇ´ıtat v pr˚ubeˇhu testu. Test je mozˇne´ kdykoli prˇerusˇit.
Pro testova´n´ı za pouzˇit´ı jine´ prˇenosove´ rychlosti mus´ı by´t test zastaven a mus´ı by´t pro-
vedena rekonfigurace DCM obvodu, generuj´ıc´ıho hodinovy´ signa´l pro prˇenos. To lze prove´st
jednoduchy´m za´pisem pozˇadovany´ch atribut˚u hodinove´ho signa´lu do rˇ´ıdic´ıho registru testu.
Konkre´tn´ı postup rekonfigurace DCM je uveden v cˇa´sti 5.1.1. Blok rˇ´ızen´ı testu se postara´
o cely´ proces rekonfigurace DCM a o spra´vne´ nacˇasova´n´ı potrˇebny´ch operac´ı. Po dokoncˇen´ı
rekonfigurace je mozˇne´ spustit test bez nutnosti prˇehra´va´n´ı designu FPGA.
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Kapitola 6
Na´vrh testu pameˇt´ı
Pro testova´n´ı pameˇt´ı RAM se nejv´ıce pouzˇ´ıvaj´ı testy March. K d˚ukladne´mu otestova´n´ı
dynamicky´ch a staticky´ch pameˇt´ı RAM mohou by´t potrˇeba vzˇdy r˚uzne´ testy March. Bylo
by proto vhodne´, aby bylo mozˇne´ zvolit testovac´ı algoritmus v za´vislosti na typu testovane´
pameˇti. Dalˇs´ı d˚uvod pro mozˇnost volby testovac´ıho algoritmu je cˇas potrˇebny´ k dokoncˇen´ı
testu. Mohou nastat situace, kdy pozˇadujeme pouze jednoduchy´ test pameˇti. Naprˇ´ıklad
k otestova´n´ı spra´vne´ho zapojen´ı datovy´ch vodicˇ˚u vedouc´ıch k pameˇti. V takove´m prˇ´ıpadeˇ by
bylo nezˇa´douc´ı cˇekat i neˇkolik des´ıtek minut na dokoncˇen´ı sofistikovane´ho testu dynamicke´
pameˇti RAM s kapacitou neˇkolik GB. Za´kladn´ım pozˇadavkem na obecny´ test pameˇt´ı RAM
je tedy mozˇnost volby testovac´ıho algoritmu.
6.1 De´lka testovac´ıch vektor˚u
Prˇi na´vrhu testu neˇkolika r˚uzny´ch typ˚u pameˇt´ı RAM je nutne´ dba´t na dostatecˇnou obecnost
testovac´ıho modulu. Naprˇ´ıklad u pameˇti DDR DRAM je mozˇne´ v ra´mci jedne´ operace
prˇistoupit minima´lneˇ ke dveˇma pameˇt’ovy´m slov˚um. Toto chova´n´ı je da´no protokolem DDR,
kdy se za jeden hodinovy´ takt prˇenesou dveˇ slova. Operace s datovy´m slovem na adrese
n vzˇdy vyvola´ stejnou operaci nad datovy´m slovem n + 1. Test se proto mus´ı ke slov˚um
na dvou po sobeˇ jdouc´ıch adresa´ch chovat tak, jako by sˇlo o jedno pameˇt’ove´ slovo. Pokud
by tomu tak nebylo, byl by porusˇen za´kladn´ı princip testu March, tj. zˇe operace prob´ıhaj´ı
sekvencˇneˇ vzˇdy pra´veˇ nad jedn´ım pameˇt’ovy´m slovem.
Pameˇt’ QDR SRAM podporuje datove´ prˇenosy take´ pouze pomoc´ı protokolu DDR.
Nav´ıc je mozˇne´ prova´deˇt operace s pameˇt´ı pouze v rezˇimu burst pevne´ de´lky (u pameˇt´ı
na karteˇ COMBO2 jde o burst de´lky 4). Rezˇim burst znacˇ´ı shlukovy´ prˇenos dat, tento
rezˇim je efektivneˇjˇs´ı z pohledu s´ıt’ovy´ch aplikac´ı, u ktery´ch hraje d˚ulezˇitou roli propustnost
pameˇt’ove´ sbeˇrnice. Pokud pameˇt’ podporuje burst de´lky 4, znamena´ to prˇenos 4 datovy´ch
slov prˇi kazˇde´ operaci. Spolu s pouzˇit´ım protokolu DDR jde tedy o prˇenos cˇtyrˇ datovy´ch
slov beˇhem dvou takt˚u prˇi kazˇde´ operaci s pameˇt´ı.
De´lka testovac´ıho vektoru algoritmu March mus´ı by´t dvakra´t a cˇtyrˇikra´t veˇtsˇ´ı nezˇ de´lka
datove´ho slova pameˇti pro pameˇt’ typu DDR, respektive QDR. Operace s jedn´ım datovy´m
slovem totizˇ ovlivnˇuje i jedno (DDR) nebo trˇi (QDR) sousedn´ı slova. Pro testova´n´ı pameˇti
na provozn´ı frekvenci (at-speed) by se meˇla kazˇdy´ takt prova´deˇt neˇjaka´ operace s pameˇt´ı.
At-speed testy jsou navrzˇeny tak, zˇe neobsahuj´ı zˇa´dne´ zbytecˇne´ cˇekac´ı stavy a dovoluj´ı tak
odhalit i poruchy, ktere´ by se projevily jen za plne´ho vyt´ızˇen´ı pameˇt’ove´ho modulu. Pro
testova´n´ı pameˇti DDR mus´ı by´t zarucˇeno vybaven´ı kazˇde´ho testovac´ıho vektoru v jedine´m
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taktu, pro pameˇti QDR stacˇ´ı polovina testovac´ıho vektoru za takt. Testovac´ı vektory budou
ulozˇeny prˇ´ımo na cˇipu FPGA v blokovy´ch pameˇtech, ktere´ maj´ı konstantn´ı latenci 1 takt.
Jelikozˇ se s typem testovane´ pameˇti meˇn´ı de´lka testovac´ıho vektoru, je potrˇeba tento
fakt v na´vrhu zohlednit a zave´st genericke´ parametry testovac´ıho modulu. Na´sleduje vy´cˇet
teˇchto parametr˚u spolu se strucˇny´m popisem:
DATA WIDTH Uda´va´ sˇ´ıˇrku datove´ho slova pameˇti.
VECT LENGTH Uda´va´ de´lku testovac´ıho vektoru (mu˚zˇe se liˇsit od sˇ´ıˇrky datove´ho slova
pameˇti).
BURST Rˇ´ıka´, zda datove´ prˇenosy prob´ıhaj´ı v burst rezˇimu.
BURST LENGTH Uda´va´ pocˇet datovy´ch slov prˇeneseny´ch v burst rezˇimu.
MAX ADDR Uda´va´ nejvysˇsˇ´ı adresu pameˇti, ktera´ bude testova´na. U beˇzˇny´ch pameˇt´ı
uda´va´ vztah 2MAX ADDR ∗DATA WIDTH velikost pameˇti, u DDR a QDR pameˇt´ı
se mu˚zˇe liˇsit d´ıky r˚uzny´m adresovy´m mo´d˚um.
6.1.1 Rozhran´ı pameˇt´ı RAM
Pro testova´n´ı r˚uzny´ch typ˚u pameˇt´ı je take´ potrˇeba univerza´ln´ı rozhran´ı rˇadicˇe pameˇti RAM.
Rˇadicˇe pameˇt´ı RAM poskytuj´ı abstrakci slozˇite´ho rˇ´ıdic´ıho mechanismu pameˇt’ovy´ch mo-
dul˚u v podobeˇ za´kladn´ı sady obecneˇjˇs´ıch rˇ´ıdic´ıch signa´l˚u. I toto rozhran´ı se ale mu˚zˇe liˇsit
v za´vislosti na typu pameˇti cˇi rˇadicˇe. Pro potrˇeby testu pameˇt´ı RAM je proto pouzˇito
univerza´ln´ı rozhran´ı, ktere´ je v oba´lce testovac´ı komponenty konvertova´no na rozhran´ı
pouzˇite´ho rˇadicˇe konkre´tn´ı pameˇti. Oba´lkou je v tomto prˇ´ıpadeˇ mysˇlena komponenta, ktera´
ve sve´ architekturˇe obsahuje obecny´ test pameˇt´ı RAM a rˇadicˇ konkre´tn´ıho typu pouzˇite´
pameˇti. Signa´ly univerza´ln´ıho pameˇt’ove´ho rozhran´ı jsou uvedeny v tabulce 6.1.
Jme´no signa´lu Smeˇr Vy´znam
addr vy´stup Adresa pameˇti
di vy´stup Data zapisovana´ do pameˇti
enable vy´stup Povolovac´ı signa´l operac´ı cˇten´ı/za´pisu
write vy´stup Pozˇadavek na za´pis do pameˇti
read vy´stup Pozˇadavek na cˇten´ı z pameˇti
do vstup Data vycˇtena´ z pameˇti
do dv vstup Signa´l do obsahuje platna´ data
write busy vstup Indika´tor prˇipravenosti pameˇti na za´pis
read busy vstup Indika´tor prˇipravenosti pameˇti na cˇten´ı
Tabulka 6.1: Univerza´ln´ı pameˇt’ove´ rozhran´ı testu pameˇt´ı RAM.
6.2 Testovac´ı algoritmus
V cˇa´sti 3.3 je uveden za´pis testu March a za´kladn´ı popis zp˚usobu testova´n´ı. Ve zkratce jde
o neˇkolik sekvenc´ı operac´ı (cˇten´ı, za´pis) postupneˇ prova´deˇny´ch pro kazˇdou adresu pameˇti.
Po blizˇsˇ´ım prostudova´n´ı metodiky testova´n´ı March testy byl navrzˇen zp˚usob dynamicke´ho
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rˇ´ızen´ı March testu. V principu se jedna´ o ulozˇen´ı vy´znamny´ch informac´ı o algoritmu testu
do blokove´ pameˇti a jejich postupne´ vycˇ´ıta´n´ı prˇ´ımo za beˇhu testu. Takto je mozˇne´ test rˇ´ıdit
a meˇnit jeho algoritmus bez nutnosti rekonfigurace cele´ho cˇipu FPGA cˇi jeho cˇa´st´ı.
Konkre´tneˇ je potrˇeba o algoritmu testu uchovat informace jako celkovy´ pocˇet krok˚u
testu a pro kazˇdy´ krok pocˇet jeho operac´ı, smeˇr cˇ´ıta´n´ı adres a zda se jedna´ o tzv. cˇekac´ı
krok. Prˇi cˇekac´ım kroku nejsou prova´deˇny zˇa´dne´ pameˇt’ove´ operace po dostatecˇneˇ dlouhou
dobu. Cˇekac´ı kroky slouzˇ´ı k odhalen´ı dynamicky´ch poruch pameˇt´ı. Pro kazˇdou operaci je
uveden typ operace (cˇten´ı nebo za´pis) a odkaz na prˇ´ıslusˇny´ testovac´ı vektor. Testovac´ı
vektory jsou take´ ulozˇeny v blokove´ pameˇti uvnitrˇ FPGA a lze je libovolneˇ meˇnit za beˇhu
designu.
Pro zjednodusˇen´ı prˇ´ıstupu ke konfiguracˇn´ım pameˇtem algoritmu testu ze strany software
byl v jazyce C napsa´n jednoduchy´ parser. Ten prˇevede algoritmus z podoby cˇitelne´ cˇloveˇkem
(konfiguracˇn´ıho souboru) na posloupnost za´pis˚u do konfiguracˇn´ıch pameˇt´ı algoritmu testu
a umozˇn´ı tak velmi jednoduchou zmeˇnu algoritmu testu. Nav´ıc odpada´ nutnost znalosti
adresove´ho prostoru testu pro zmeˇnu algoritmu testu. Prvn´ı rˇa´dek konfiguracˇn´ıho souboru
obsahuje zako´dovany´ algoritmus testu March, uzavrˇeny´ do hranaty´ch za´vorek. Jednotlive´
kroky testu jsou od sebe oddeˇleny strˇedn´ıkem a jsou uvozeny smeˇrem cˇ´ıta´n´ı adres (up
a down pro vzestupny´, resp. sestupny´ smeˇr). Operace v kroku jsou uzavrˇeny do kulaty´ch
za´vorek a skla´daj´ı se ze symbol˚u operace (r pro cˇten´ı a w pro za´pis) a cˇ´ıselne´ho indexu
testovac´ıho vektoru. Zako´dovany´ algoritmus testu March by mohl vypadat naprˇ. takto:
{up(w0); down(r0, r0, w1, r1); down(r1)}
Na´sleduje jeden pra´zdny´ rˇa´dek a pote´ vzˇdy jeden testovac´ı vektor (zapsa´n v hexadecima´ln´ı
soustaveˇ) na rˇa´dek. Prvn´ı testovac´ı vektor ma´ index 0, na´sleduj´ıc´ı ma´ index 1 atd.
6.3 Architektura
Za´kladn´ı architektura testu pameˇt´ı RAM vycha´z´ı z pra´ce [9]. Tato architektura obsahuje
prˇ´ımo v hardware zako´dovany´ algoritmus testu March. Pokud uprav´ıme architekturu testu
podle na´vrhu uvedene´ho vy´sˇe, lze algoritmus nahra´vat do hardware za beˇhu. Pak lze pouzˇ´ıt
stejnou architekturu pro testova´n´ı staticky´ch i dynamicky´ch pameˇt´ı, pouze pouzˇity´ algorit-
mus testu se bude liˇsit.
Obra´zek 6.1: Blokove´ sche´ma testu pameˇt´ı RAM.
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Na obra´zku 6.1 je zna´zorneˇno blokove´ sche´ma architektury testu pameˇt´ı RAM. Pomoc´ı
software je nahra´n algoritmus testu a datove´ vzory. Po spusˇteˇn´ı testu vycˇ´ıta´ postupneˇ
rˇ´ıdic´ı automat kroky testu (algoritmus). Posloupnost pameˇt’ovy´ch operac´ı je tedy urcˇena
uzˇivatelem definovany´m algoritmem testu.
6.3.1 Stavovy´ automat
Nejkomplexneˇjˇs´ım prvkem architektury testu pameˇt´ı je rˇ´ıdic´ı stavovy´ automat. Hlavn´ı
funkc´ı stavove´ho automatu je interpretace algoritmu testu, kterou zajiˇst’uje deko´dova´n´ım
informac´ı z konfiguracˇn´ıch blokovy´ch pameˇt´ı a prova´deˇn´ım pozˇadovany´ch operac´ı s pameˇt´ı.
Architekturu stavove´ho automatu je mozˇne´ popsat behaviora´lneˇ, pro prˇ´ıpad implemen-
tace ve vysokou´rovnˇove´m jazyce pro popis hardware (naprˇ. Handel-C). Na´sleduj´ıc´ı popis
architektury v pseudoko´du se skla´da´ ze dvou blok˚u – hlavn´ıho bloku testu:
1 for each step
2 fetch step info (wait, cnt_dir, op_cnt)
3 if wait
4 wait for some time
5 else
6 if cnt_dir = up
7 act_addr := 0
8 else
9 act_addr := MAX_ADDR
10 for each addr
11 for each op
12 if op = write
13 write to ram
14 else
15 write to ref_fifo
16 read from ram
a bloku porovna´va´n´ı testovac´ıch vektor˚u:
17 if ram data valid
18 compare ram data, ref_fifo
19 if !data_ok
20 error count ++
21 save error info
Pro kazˇdy´ krok algoritmu se opakuje cyklus na rˇa´dc´ıch 2 – 15. Pokud je aktua´ln´ı krok
testu cˇekac´ı, je aktivova´na cˇasova´ prodleva (rˇa´dek 4). V opacˇne´m prˇ´ıpadeˇ je podle smeˇru
cˇ´ıta´n´ı adres nastavena pocˇa´tecˇn´ı adresa (rˇa´dky 6 – 9). Pote´ na´sleduj´ı dva vnorˇene´ cykly,
ktere´ zarucˇuj´ı proveden´ı vsˇech operac´ı (rˇa´dek 11) postupneˇ pro kazˇdou adresu testovane´
pameˇti (rˇa´dek 10). Pokud se jedna´ o operaci za´pisu, je proveden za´pis prˇ´ıslusˇne´ho tes-
tovac´ıho vektoru (rˇa´dek 13). Pokud jde ale o operaci cˇten´ı, je testovac´ı vektor, ktery´ by
meˇl by´t v prˇ´ıpadeˇ bezporuchovosti pameˇti vycˇten, ulozˇen do fronty (rˇa´dek 15). Take´ je
iniciova´no cˇten´ı z pameˇti (rˇa´dek 16).
Blok porovna´va´n´ı testovac´ıch vektor˚u je prova´deˇn neza´visle na hlavn´ım bloku. Pote´ co je
vycˇten testovac´ı vektor z pameˇti (rˇa´dek 17) je porovna´n s referencˇn´ım testovac´ım vektorem
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z fronty (rˇa´dek 18). Pokud nejsou oba vektory shodne´, je zaznamena´na chyba inkrementac´ı
cˇ´ıtacˇe chyb a ulozˇen´ım nezbytny´ch informac´ı pro identifikaci poruchy pameˇti (rˇa´dek 21).
Stavovy´ automat interpretuje konfiguraci testu ulozˇenou v konfiguracˇn´ıch blokovy´ch
pameˇtech na cˇipu FPGA. Konkre´tneˇ se jedna´ o trˇi blokove´ pameˇti: pameˇt’ algoritmu testu,
kde kazˇdy´ za´znam reprezentuje jeden krok algoritmu, pameˇt’ operac´ı, kde kazˇdy´ za´znam
reprezentuje konkre´tn´ı operac´ı s pameˇt´ı, a pameˇt’ testovac´ıch vektor˚u.
Bity Vy´znam
0-3 Pocˇet operac´ı v dane´m kroku.
4 Smeˇr cˇ´ıta´n´ı adres (0 = vzestupneˇ, 1 = sestupneˇ).
5 Identifikace cˇekac´ıho kroku.
Tabulka 6.2: Vy´znam bit˚u konfiguracˇn´ı blokove´ pameˇti algoritmu testu.
Bity Vy´znam
0 Identifika´tor pameˇt’ove´ operace (0 = cˇten´ı, 1 = za´pis).
1-5 Identifika´tor testovac´ıho vektoru.
Tabulka 6.3: Vy´znam bit˚u konfiguracˇn´ı blokove´ pameˇti operac´ı.
6.4 Identifikace poruchy
Testova´n´ı pameˇti je prova´deˇno pomoc´ı za´pisu a na´sledne´ho cˇten´ı testovac´ıch vektor˚u z pa-
meˇti. Pokud je algoritmem pozˇadova´na za´pisova´ operace, je proveden za´pis prˇ´ıslusˇne´ho
testovac´ıho vektoru do pameˇti. Prˇi operaci cˇten´ı je zaznamena´n referencˇn´ı testovac´ı vektor
ulozˇen´ım do fronty typu FIFO. Po vycˇten´ı dat z pameˇti je porovna´n vycˇteny´ a referencˇn´ı
testovac´ı vektor. V prˇ´ıpadeˇ shody testovac´ıch vektor˚u probeˇhly operace za´pisu a cˇten´ı dat
z pameˇti v porˇa´dku. V opacˇne´m prˇ´ıpadeˇ nastala chyba a je potrˇeba ulozˇit potrˇebne´ in-
formace pro pozdeˇjˇs´ı identifikaci poruchy. Konkre´tneˇ je ulozˇen prˇ´ıslusˇny´ krok algoritmu
March, porˇad´ı operace v ra´mci kroku a adresa pameˇti, prˇi jej´ızˇ vycˇ´ıta´n´ı nastala chyba.
Take´ je ulozˇen vektor identifikuj´ıc´ı bity, jejichzˇ hodnota byla chybna´. Tento vektor se z´ıska´
operac´ı XOR referencˇn´ıho a vycˇtene´ho vektoru. Uvedene´ informace jsou dostacˇuj´ıc´ı pro
pozdeˇjˇs´ı prˇesnou identifikaci nalezene´ poruchy pameˇti.
Informace o porucha´ch jsou ukla´da´ny do trˇ´ı blokovy´ch pameˇt´ı prˇ´ımo na cˇipu FPGA.
Jako index do blokove´ pameˇti slouzˇ´ı porˇad´ı nalezene´ chyby. Pokud bylo naprˇ. nalezeno 5
chyb, blokove´ pameˇti budou obsahovat 5 za´znamu˚, ulozˇeny´ch od adresy 0 (prvn´ı nalezena´
chyba) do adresy 4. Struktura ukla´dany´ch dat je uvedena v tabulka´ch 6.4, 6.5 a 6.6. De´lka
vektor˚u identifikuj´ıc´ıch chybne´ bity je vzˇdy rovna de´lce testovac´ıho vektor˚u konkre´tn´ı tes-
tovane´ pameˇti. Nevyuzˇite´ horn´ı bity blokove´ pameˇti neobsahuj´ı platna´ data. Tyto blokove´
pameˇti lze vycˇ´ıtat pomoc´ı softwarove´ho rozhran´ı. Adresy (offsety) jednotlivy´ch pameˇt´ı lze
nale´zt v popisu adresove´ho prostoru testu pameˇt´ı RAM (tabulka A.1).
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Bity Vy´znam
0-31 Adresa vy´skytu chyby testovane´ pameˇti.
Tabulka 6.4: Pameˇt’ pro ukla´da´n´ı adresy vy´skytu chyby.
Bity Vy´znam
0-4 Cˇ´ıslo kroku algoritmu.
5-11 Porˇad´ı prova´deˇne´ operace v prˇ´ıslusˇne´m kroku testu.
Tabulka 6.5: Pameˇt’ pro ukla´da´n´ı doplnˇuj´ıc´ıch informac´ı o vy´skytu chyby.
Bity Vy´znam
0-143 Vektor identifikuj´ıc´ı chybne´ bity (max. 144 bit˚u).
Tabulka 6.6: Pameˇt’ pro ukla´da´n´ı vektor˚u chybny´ch bit˚u.
6.5 Postup testova´n´ı
Architektura testu RAM pameˇt´ı byla navrzˇena obecneˇ, je tedy mozˇne´ pouzˇ´ıt te´meˇrˇ shodne´
testovac´ı moduly k otestova´n´ı libovolne´ pameˇti RAM na karteˇ COMBO2. Metodika tes-
tova´n´ı i softwarove´ rozhran´ı z˚usta´va´ vzˇdy stejne´, proto je mozˇne´ pomoc´ı n´ızˇe uvedene´ho
postupu otestovat vsˇechny podporovane´ typy pameˇt´ı RAM. Prˇedpokla´dejme, zˇe do cˇipu
FPGA byla nahra´na konfigurace obsahuj´ıc´ı potrˇebny´ testovac´ı modul pameˇt´ı RAM. Dalˇs´ı
postup je na´sleduj´ıc´ı:
1. Nejdrˇ´ıve je potrˇeba prove´st konfiguraci testu, tedy pomoc´ı software nahra´t algoritmus
testu. To lze prove´st nadefinova´n´ım algoritmu v textove´m souboru a nahra´n´ım do
FPGA pomoc´ı prˇipravene´ho software, ktery´ se mj. postara´ o nastaven´ı konfiguracˇn´ıho
bitu v rˇ´ıdic´ım registru.
2. Zapsa´n´ım hodnoty 0x1 do rˇ´ıdic´ıho registru je test spusˇteˇn.
3. Stav testu lze kdykoli vycˇ´ıtat ze stavove´ho registru, ktery´ informuje naprˇ. o pocˇtu
nalezeny´ch chyb a o aktua´ln´ım kroku testu. Registr pr˚ubeˇhu obsahuje adresu pameˇti,
na kterou byl pra´veˇ proveden prˇ´ıstup. U´plne´ informace o adresove´m prostoru testu
a vy´znamu jednotlivy´ch registr˚u jsou v tabulce A.1.
4. Pokud test odhalil chybneˇ vycˇtena´ data z pameˇti, je mozˇne´ z´ıskat dalˇs´ı informace
o konkre´tn´ıch chyba´ch. Jedna´ se o krok algoritmu testu, cˇ´ıslo operace a vektor chybny´ch
bit˚u.
5. Po skoncˇen´ı testu je mozˇne´ jej opeˇtovneˇ spustit, stavove´ registry a cˇ´ıtacˇe chyb se pak
automaticky inicializuj´ı na pocˇa´tecˇn´ı hodnoty. Prˇed opeˇtovny´m spusˇteˇn´ım testu je
samozrˇejmeˇ mozˇne´ nahra´t (jiny´) algoritmus testu.
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Kapitola 7
Za´veˇr
C´ılem te´to pra´ce byl na´vrh a implementace test˚u propoj˚u a pameˇt’ovy´ch prostrˇedk˚u na karteˇ
COMBO2. Po nastudova´n´ı nejnoveˇjˇs´ıch poznatk˚u z oblasti testova´n´ı propoj˚u a pameˇt´ı byly
vybra´ny neju´cˇinneˇjˇs´ı metody testova´n´ı, jejichzˇ teoreticke´ za´klady jsou uvedeny v prvn´ı
cˇa´sti pra´ce. S ohledem na c´ılovou platformu byl pote´ proveden na´vrh architektur test˚u
propoj˚u a pameˇt’ovy´ch prostrˇedk˚u. Prˇi na´vrhu byl kladen velky´ d˚uraz na vytvorˇen´ı obecne´
architektury.
Vy´sledkem te´to pra´ce je architektura testu propoj˚u a pameˇt’ovy´ch prostrˇedk˚u RAM.
Podle na´vrhu byla provedena implementace obecne´ho testu propoj˚u a testu pameˇt´ı za
pouzˇit´ı jazyk˚u pro popis hardware VHDL a Handel-C. Proble´m testova´n´ı propoj˚u za pouzˇit´ı
r˚uzny´ch prˇenosovy´ch rychlost´ı je vhodneˇ vyrˇesˇen pomoc´ı dynamicke´ rekonfigurace cˇa´sti
testu. Dı´ky obecne´mu pameˇt’ove´mu rozhran´ı je mozˇne´ pouzˇ´ıt test pameˇt´ı pro testova´n´ı
r˚uzny´ch typ˚u pameˇt´ı RAM. Nav´ıc mozˇnost zmeˇny testovac´ıho algoritmu zajiˇst’uje znacˇnou
flexibilitu testova´n´ı. Funkcˇnost byla oveˇrˇena simulacemi. Byla take´ provedena staticka´
cˇasova´ analy´za, ktera´ proka´zala bezproble´move´ nasazen´ı test˚u v hardware.
Pro potrˇeby testova´n´ı propoj˚u byly navrzˇeny dva typy propojovac´ıch konektor˚u, ktere´
umozˇnˇuj´ı propojen´ı rozhran´ı propoj˚u na karteˇ COMBO2 a zjednodusˇuj´ı tak proceduru
testova´n´ı.
Jako mozˇne´ dalˇs´ı rozsˇ´ıˇren´ı te´to pra´ce by bylo oveˇrˇen´ı funkcˇnosti navrzˇeny´ch test˚u na
c´ılove´ platformeˇ COMBO2.
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Dodatek A
Adresovy´ prostor testu pameˇt´ı
RAM
Offset (bajty) De´lka (bajty) Prˇ´ıstup Popis
0x0 4 RW Rˇ´ıdic´ı registr
0x4 4 R Stavovy´ registr
0x8 4 R Registr pr˚ubeˇhu
0x10 4 RW Registr pocˇtu krok˚u testu
0x14 236 - Nevyuzˇito
0x100 72 W Pameˇt’ testovac´ıch vektor˚u #0
0x148 72 W Pameˇt’ testovac´ıch vektor˚u #1
0x190 72 W Pameˇt’ testovac´ıch vektor˚u #2
0x1D8 72 W Pameˇt’ testovac´ıch vektor˚u #3
0x220 72 W Pameˇt’ testovac´ıch vektor˚u #4
0x268 152 - Nevyuzˇito
0x300 128 W Pameˇt’ algoritmu testu
0x380 128 - Nevyuzˇito
0x400 512 W Pameˇt’ operac´ı
0x600 512 - Nevyuzˇito
0x800 512 R Pameˇt’ adresy vy´skytu chyby
0xA00 512 R Pameˇt’ informac´ı o vy´skytu chyby
0xC00 512 R Pameˇt’ vektor˚u chybny´ch bit˚u #0
0xE00 512 R Pameˇt’ vektor˚u chybny´ch bit˚u #1
0x1000 512 R Pameˇt’ vektor˚u chybny´ch bit˚u #2
0x1200 512 R Pameˇt’ vektor˚u chybny´ch bit˚u #3
0x1400 512 R Pameˇt’ vektor˚u chybny´ch bit˚u #4
Tabulka A.1: Adresovy´ prostor testu pameˇt´ı RAM.
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