We consider the problem of reconstructing a function f with bounded support S from finitely many values of its Fourier transform F. Although f cannot be band limited since it has bounded support, it is typically the case that f can be modeled as the restriction to S of a -band-limited function, say g. Our reconstruction method is based on such a model for f. Of particular interest is the effect of the choice of Ͼ 0 on the resolution.
INTRODUCTION
Image reconstruction in many fields, such as x-ray diffraction, electron microscopy, and diffraction optics, can be interpreted as the problem of estimating a function from its Fourier-transform values. While there has been considerable effort in the development of algorithms, this problem has generally proved to be difficult. Mathematically, reconstructing a real function (i.e., object energy) from a finite number of Fourier values leads to an infinite number of potential solutions. To single out one particular data-consistent solution, one can require that some functional of the image, such as its entropy, be optimized, [1] [2] [3] or that the solution be closest to some other appropriate prior estimate according to a given distance criterion. [4] [5] [6] [7] For some applications the main requirement may be that the reconstruction algorithm be easily implemented and rapidly calculated. Best results are achieved when the criteria chosen force the reconstructed image to incorporate features of the true function that are known a priori, such as support limitation.
In this paper we are concerned with the reconstruction from finitely many Fourier-transform values of a function f͑x͒ with bounded support region S. The variable x may be multidimensional. We assume that f͑x͒ can be approximated by the restriction to S of a function g͑x͒ whose Fourier transform G͑͒ is zero for ͉͉ Ͼ ; that is, f͑x͒ is the restriction to S of a -band-limited function.
The paper is organized as follows. Section 2 introduces the theory behind the reconstruction algorithm using the notation of the one-dimensional problem. In Section 3 we extend this algorithm to the two-dimensional problem. The new algorithm is then applied to one-dimensional and two-dimensional simulations.
MATHEMATICAL BACKGROUND
Suppose that N Fourier-transform data sampled at frequencies n , for n =1,2, . . . ,N, are represented as
for n =1,2, . . . ,N. In many applications, f͑x͒ can be support limited to some region S, and it is typically the case that this function f͑x͒ can be well modeled as the restriction to S of a function, say
h n ͑x͒, for n =1,2, . . . ,N, are basis functions. For simplicity, we define S to be ͉x͉ ഛ . Here, we shall take the sinc function, sin͓͑x − x n ͔͒ / ͓͑x − x n ͔͒, as h n ͑x͒. Although f͑x͒ itself cannot be band limited since it is support limited, we take as our estimate of f͑x͒ the data-consistent function of the form
for ͉x͉ ഛ . To force f͑x͒ to be data consistent, that is, for
we must have
The reconstruction procedure is to solve Eq. (5) for the coefficients a n , for n =1,2, . . . ,N, and then substitute these coefficients into Eq. (3).
To obtain accurate reconstruction using the algorithm in Eq. (3) for realistic applications, a priori knowledge about the true support domain where the object function f͑x͒ resides is helpful, and an appropriate choice for , x 1 , x 2 , . . . ,x N is also necessary. While one may argue that lack of specific knowledge of the true support domain is typically the case, the expected support domain in the reconstruction must be large enough to accomodate the true object function f͑x͒ at least. A high-resolution reconstructed image typically requires a tight estimate of the true support; choosing a wide support typically gives an image similar to the discrete Fourier transform (DFT) estimate. The existence of object energy outside the expected support leads to errors, because f͑x͒ is necessarily data consistent and requires some artifact energy in the expected support to compensate for object energy discarded by the expected support.
Let and ͕x 1 , x 2 , . . . ,x N ͖ represent the basis functions' parameters and spatial shifts, respectively. The larger is, the narrower the shape of the basis functions. Choosing a larger value of has a greater potential in recovering finer features, whereas a good reconstruction also depends on the locations of ͕x 1 , x 2 , . . . ,x N ͖ as well as the profile of the true object function f͑x͒. Placing the ͕x 1 , x 2 , . . . ,x N ͖ at uniform intervals is generally good; concentrating them either inside or outside the true support is not recommended. In addition, the interval ⌬x n = x n+1 − x n for n =1,2, . . . ,N − 1 should not be an integer multiple of / , since zeros of basis functions will coincide in the sense that ⌬x n = m / ͑m Z͒. A high-quality image is typically obtained by taking a great diversity of spatial shifts of basis functions, which typically means, in turn, that the region spanned by ͕x 1 , x 2 , . . . ,x N ͖ should be wide.
To test our developed algorithm, we applied it to computed Fourier data in which 17 data samples were taken at unit-interval frequencies accessible with low-pass filtering ͕͑ 1 , 2 , . . . , 17 ͖ = ͕−8, . . . ,8͖͒. The function f͑x͒ being reconstructed (the solid curve) and having its support in the range ͓− /4, /4͔ and the DFT estimate (the dotted curve) are shown in Fig. 1 . We apply the algorithm in Eq. (3) with the points of ͕x 1 , x 2 , . . . ,x 17 ͖ positioned at a constant interval. Some representative examples with different expected support domains are shown in Figs. 2-5 , for which each takes as ⍀ = 8 (the largest value of ͉ n ͉ for n =1,2, . . . ,17), and different locations for the ͕x 1 , . . . ,x N ͖ are chosen.
Compared with the DFT estimate in Fig. 1 , superior resolution can be seen in Figs. 3 and 4 , where the choices of = 2 and = 1, respectively, are used. Comparable results in Fig. 2 are obtained when we use = (too large) and poorer results in Fig. 6 when we use = 0.7 (too small). Positioning all the points of ͕x 1 , x 2 , . . . ,x 17 ͖ outside the true support is usually not a good choice, as clearly seen in Figs. 2(f) and 3(f) . On the other hand, setting all the points inside the true support could provide an acceptable resolution, but not a very good one typically, as seen in Figs. 2(e), 3(e), and 4(e).
Appropriately increasing the value of larger than ⍀ can typically improve the image resolution, especially for the case in which the region where the ͕x 1 , x 2 , . . . , For each simulation it is typically the case that the matrix A in Eq. (5) is ill-conditioned, as the condition numbers show in Figs. 2-6 . Although the condition number for each example in this paper does not cause a problem for an accurate image, it is recommended to use the regularization method for noisy data in practical applications. It is easy to improve the condition number by regularization, such as in the Miller-Tikhonov sense, when the data set is not large. For large problems an iterative method, such as the algebraic reconstruction technique, can be applied to solve the system.
TWO-DIMENSIONAL IMAGING PROBLEM
Consider the reconstruction of a two-dimensional function f͑x , y͒ from the Fourier values at frequencies ͑␣ n , ␤ n ͒ for n =1,2, . . . ,N:
Let f͑x , y͒ be bounded and its support region S defined by ͉x͉ ഛ x , ͉y͉ ഛ y . In a manner similar to the onedimensional case, the reconstruction algorithm we consider is based on a model of f͑x , y͒ as the restriction to S of a band limited function. The estimate is then 
f͑x,y͒
for ͉x͉ ഛ x , ͉y͉ ഛ y . In Eq. (8), the coefficients a n for n =1,2, . . . ,N will satisfy
and
The integrals in Eqs. (10) and (11) can be computed in terms of the sine integral and cosine integral functions. The sine integral function is defined for −ϱϽx Ͻϱ by
and the cosine integral function is defined for 0 Ͻ x Ͻϱ by
By changing variables and using the trigonometric identities, the definition of A mn in Eq. (10) can be equivalently written as 
where
The evaluation of B mn can be done in similar fashion.
To illustrate the algorithm for two-dimensional imaging applications, we simulate an example of reconstructing a two-dimensional function from its Fourier values (9 ϫ 9 low-pass data). In Fig. 7 , the resolution of the estimate by Eq. (8) is clearly superior to the DFT estimate by making good choices of ␣ , ␤ , x , y , and ͕͑x n , y n ͉͒n =1,2, . . . ,81͖.
CONCLUSIONS
Our algorithm models the function to be reconstructed as the restriction to a finite domain of a -band-limited function. Having chosen the form of the estimate as the superposition of such band-limited functions, the coefficients are chosen so as to satisfy consistency with the finitely many Fourier-transform data values. The algorithm involves the selection of several parameters, such as the width of the true support of the function, the degree of band limitation, and the center points for the several sinc functions that appear in the superposition model. We have seen that the should accommodate the true support at least, in order to produce an acceptable reconstruction or better. The resolution can be improved as the increases, allowing us to overcome, to a degree, the limitations imposed by the finite data. If we take too large, the sinc functions centered at the points x n will have main lobes that are essentially disjoint; in the limit, as goes to infinity, the reconstructed image will consist of delta functions supported at the x n . This suggests that, in future work, we may want to consider nonuniformly distributed points x n and values of that are allowed to vary with n. This will allow us to concentrate higher resolution where needed. One possible application of this approach could be to reducing the partial-volume effect in emission tomography.
