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PARALLELEPIPEDS, NILPOTENT GROUPS, AND GOWERS
NORMS
BERNARD HOST AND BRYNA KRA
Abstrat. In his proof of Szemerédi's Theorem, Gowers introdued ertain
norms that are dened on a parallelepiped struture. A natural question is on
whih sets a parallelepiped struture (and thus a Gowers norm) an be dened.
We fous on dimensions 2 and 3 and show when this possible, and desribe a
orrespondene between the parallelepiped strutures nilpotent groups.
1. Introdution
In his proof of Szemerédi's Theorem [11℄, Gowers [2℄ introdued ertain norms
for funtions on Z/NZ. Shortly thereafter, these norms have been adapted for
a variety of other uses, inluding Green and Tao's major breakthrough showing
that the primes ontain arbitrarily long arithmeti progression [3℄. Similar objets
were independently introdued by the authors and used to show onvergene of
some multiple ergodi averages [7℄, and sine then have been used for a variety of
related problems in ergodi theory. Our goal here is to introdue and desribe the
most general ontext in whih the rst two Gowers norms an be dened. We all
a `parallelogram struture,' respetively a `parallelepiped struture,' the weakest
struture a set must have so that one an dene a Gowers 2-norm, respetively a
Gowers 3-norm, on the set.
The rst Gowers norm is the absolute value of the sum of the values of the fun-
tion, and in fat is only a seminorm. The seond Gowers norm an be ompletely
desribed using Fourier analysis (in terms of the ℓ4 norm of the Fourier transform),
and thus is losely linked to an abelian group on the irle. Analogously, in ergodi
theory the seond seminorm an be haraterized ompletely by the Kroneker
fator in a measure preserving system (see Furstenberg [1℄), whih is the largest
abelian group rotation fator. The third Gowers norm is less well understood and
an not be simply desribed in terms of Fourier analysis. In ergodi theory the
third seminorm orresponds to a 2-step nilsystem, and more generally the k-th
seminorm orresponds to a (k−1)-step nilsystem (see [7℄). In ombinatoris, Green
and Tao [4℄ have reently given a weak inverse theorem, but the orrespondene
with a 2-step nilpotent group is not yet ompletely understood. We give onditions
on a set that explain to what extent the orrespondene with nilsystems an be
made preise.
We start by dening the Gowers norms for k ≥ 2. Let P denote the subset
{(x00, x01, x10, x11) ∈ (Z/NZ)
4 : x00 − x01 − x10 + x11 = 0}
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of (Z/NZ)4. For a funtion f : Z/NZ → C, the seond Gowers norm ‖f‖U2 is
dened
1
by
‖f‖4U2 =
∑
(x00,x01,x10,x11)∈P
f(x00)f(x01) f(x10)f(x11) .
(Although this agrees with Gowers's original denition, Green and Tao prefer to
normalize the sum and dene the norm as the average of the sum. In our ontext
we prefer to work with the sum.) To dene the norms Uk for k ≥ 3, we need some
notation.
Notation. The elements of {0, 1}k are written without ommas and parentheses.
For ǫ = ǫ1 . . . ǫk ∈ {0, 1}
k
we write
|ǫ| = ǫ1 + · · ·+ ǫk .
For x = (x1, . . . , xk) ∈ (Z/NZ)
k
and ǫ ∈ {0, 1}k, we write
ǫ · x = ǫ1x1 + · · ·+ ǫkxk .
C : C→ C for omplex onjugation. Therefore, for n ∈ N ∪ {0} and ξ ∈ C,
Cnξ =
{
ξ if n is even
ξ if n is odd .
For k ≥ 3, the Uk norm is the sum over k-dimensional parallelepipeds:
‖f‖2
k
Uk
=
∑
x∈(Z/NZ)k
∑
n
∏
ǫ∈{0,1}k
C|ǫ|f(n− ǫ · x) .
For k = 3, ‖f‖8U3 an be written as the sum
(1)
∑
x,m,n,p∈Z/NZ
f(x)f(x+m) f(x+ n)f(x+m+ n)
f(x+ p)f(x+m+ p)f(x+ n+ p)f(x+m+ n+ p) .
These norms were used by Gowers to ontrol averages along arithmeti progres-
sions in a set of positive upper density, and adapted by Green and Tao [3℄ for the
average along arithmeti progressions in the prime numbers. Closely related is the
ergodi theoreti use of seminorms in [7℄ to study the ergodi averages, introdued
by Furstenberg [1℄, assoiated with Szemerédi's Theorem. In [7℄, we show that the
k-th seminorm orresponds to a k-dimensional nilsystem. (See [7℄ for the denition
and preise statement; in the urrent ontext, the denition is given in Setion 3.7.)
A natural question is on whih sets a parallelepiped struture, and thus a Gow-
ers norm, an be dened. More interesting is understanding to what extent the
orrespondene with a k-step nilpotent group an be made in this more general
setting. We restrit ourselves to the ases k = 2 and k = 3 and haraterize to
what extent this orrespondene an be made preise. As the preise denitions
of parallelogram and parallelepiped strutures are postponed until we have devel-
oped some mahinery, we only give a loose overview of the results. Essentially, the
properties inluded in the denition of a parallelepiped struture are exatly those
needed in order to dene a Gowers type norm.
1
The notation ‖ · ‖Uk was introdued later in the work of Green and Tao [3℄.
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For a two dimensional parallelogram, we ompletely haraterize possible par-
allelogram strutures by an abelian group (Corollary 1). This means that a par-
allelogram struture arises from a 1-step nilpotent group. For the orresponding
three dimensional ase, the situation beomes more omplex. In Theorem 1, Theo-
rem 2 and Corollary 2 we show under some additional hypotheses, a parallelepiped
struture orresponds to a 2-step nilpotent group. However, there are examples
(Example 6) for whih this hypothesis is not satised. In all ases, in Theorem 3
we are able to show that the parallelepiped struture an be embedded in a 2-step
nilsystem.
In Setion 7, we outline to what extent these results an be arried out in higher
dimensions.
For all sets on whih it is possible to dene these strutures, one an naturally
dene the orresponding Gowers norm Uk. We expet that these norms should have
other appliations, outside of those already developed by Gowers, Green and Tao,
and the authors.
1.1. Notation. Parallelogram strutures and parallelepiped strutures are dened
as subsets of the Cartesian powers X4 and X8 of some sets or groups and so we
introdue some notation.
When X is a set, we write X [2] = X × X × X × X and let X [3] denote the
analogous produt with 8 terms.
A point in X [2] is written x = (x0, x1, x2, x3) or x = (x00, x01, x10, x11) and
a point in X [3] is written x = (x0, . . . , x7) or x = (x000, x001, . . . , x111). More
suintly, we denote x ∈ X [2] by x = (xi : 0 ≤ i ≤ 3) or x = (xǫ : ǫ ∈ {0, 1}
2), and
use similar notation for points in X [3].
It is onvenient to identify {0, 1}2 with the set of verties of the Eulidean unit
square. Then the seond type of notation allows us to view eah oordinate of a
point x of X [2] as lying at the orresponding vertex.
Eah Eulidean isometry of the square permutes the verties and thus the oor-
dinates of x. The permutations of X [2] dened in this way are alled the Eulidean
permutations of X [2]. For example, the maps
x 7→ (x10, x11, x00, x01) and x 7→ (x10, x00, x11, x01)
are Eulidean permutations. We use the same voabulary for X [3], with the Eu-
lidean 3 dimensional unit ube replaing the square.
If π : X → Y is a map, by π[2] : X [2] → Y [2] we mean
π[2](x) = π(x00)π(x01)π(x10)π(x11) .
Similarly, π[3] is dened as the orresponding map : X [3] → Y [3].
2. Parallelograms
2.1. Denition and examples. We start with a formal denition of a parallelo-
gram struture on an arbitrary set X :
Denition 1. Let X be a nonempty set. A weak parallelogram struture on X is
a subset P of X [2] so that:
i) (Equivalene relation) The relation∼ onX2 dened by (x00, x01) ∼ (x10, x11)
if and only if (x00, x01, x10, x11) ∈ P is an equivalene relation.
ii) (Symmetry) If (x00, x01, x10, x11) ∈ P , then (x00, x10, x01, x11) ∈ P .
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iii) (Closing parallelogram property) For all x00, x01, x10 ∈ X , there exists
x11 ∈ X so that (x00, x01, x10, x11) ∈ P .
We say that P is a strong parallelogram struture if the element x11 in iii) is unique.
Denition 2. We all the quotient spae X/ ∼ the base of the struture P and
denote it by B. We write the equivalene lass of an element (x, y) of X2 as 〈x, y〉.
The only part of the denition of a parallelogram struture that does not appear
to be ompletely natural is the transitivity in the equivalene relation ∼. We shall
justify this assumption later (Proposition 2).
Lemma 1. Let X be a nonempty set.
i) For all x0, x1 ∈ X, (x0, x0, x1, x1) ∈ P.
ii) P is invariant under all Eulidean permutations of X [2].
iii) The relation ∼ an be rewritten as: for x00, x01, x10, x11 ∈ X, (x00, x01, x10, x11) ∈
P if and only if 〈x00, x01〉 = 〈x10, x11〉 if and only if 〈x00, x10〉 = 〈x01, x11〉.
iv) All pairs (x, x) with x ∈ X belong to the same ∼-equivalene lass.
Proof. i) Reexivity of∼ implies that for all x0, x1 ∈ X we have (x0, x1, x0, x1) ∈ P .
By property ii) of the denition, (x0, x0, x1, x1) ∈ P . Part ii) follows from the
symmetry of ∼ and property ii) of the denition. Part iii) follows from the denition
of ∼ and ii), and part iv) follows immediately from i). 
Notation. We denote the equivalene lass of all pairs (x, x), x ∈ B by 1B.
2.2. Seminorm for parallelograms. Given a weak parallelogram struture on a
set X we an dene a seminorm similar to the Gowers norm ‖·‖U2 .
Notation. If X is a set F(X) denotes the spae of omplex valued funtions on
X with nite support.
Proposition 1. Let X be a nonempty set and let P be a weak parallelogram stru-
ture on X. For any funtion f ∈ F(X) on X, we have
(2)
∑
x∈P
f(x00)f(x01) f(x10)f(x11) ≥ 0 .
Letting
(3) ‖f‖P :=
(∑
x∈P
f(x00)f(x01) f(x10)f(x11)
)1/4
,
the map f 7→ ‖f‖P is a seminorm on F(X) and it is a norm if and only if the
struture P is strong.
Proof. We rst note that if F,G are funtions on X2 with nite support, then∑
x∈P
F (x00, x01)G(x10, x11) =
∑
z∈B
( ∑
(x,y)∈X2
〈x,y〉=z
F (x, y)
)( ∑
(x,y)∈X2
〈x,y〉=z
G(x, y)
)
.
In partiular, taking G = F ,
(4)
∑
x∈P
F (x00, x01)F (x10, x11) ≥ 0 .
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We dedue also that for F,G ∈ F(X2),
(5)
∣∣∣∑
x∈P
F (x00, x01)G(x10, x11)
∣∣∣
≤
(∑
x∈P
F (x00, x01)F (x10, x11)
)1/2(∑
x∈P
G(x00, x01)G(x10, x11)
)1/2
Taking F (x00, x01) = f(x00)f(x01) in (4) we obtain 3.
We now use this to show the Cauhy-Shwarz-Gowers Inequality: for four fun-
tions f00, f01, f10, f11 ∈ F(X)
(6)
∣∣∣∑
x∈P
f00(x00)f01(x01) f10(x10)f11(x11)
∣∣∣ ≤ ‖f00‖P ‖f01‖P ‖f10‖P ‖f11‖P .
Taking F (x00, x01) = f00(x00)f01(x01) and G(x10, x11) = f10(x10)f11(x11) in (5) we
get that the square of the left hand side of (6) is bounded by∑
x∈P
f00(x00)f01(x01) f00(x01)f01(x11) ·
∑
x∈P
f10(x00)f11(x01) f10(x10)f11(x11) .
By symmetry, the rst sum an be rewritten as∑
x∈P
f00(x00)f00(x01) f01(x01)f01(x11) .
After a seond use of (5), we obtain that this sum is bounded by ‖f00‖
2
P · ‖f01‖
2
P .
Using the same method for the seond term we obtain the Cauhy-Shwarz-Gowers
Inequality.
Subadditivity of ‖ · ‖P follows easily and ‖·‖P is a seminorm.
Assuming now that P is a strong parallelogram struture we show that ‖·‖P is
atually a norm. Let f ∈ F(X) be a funtion suh that ‖f‖P = 0. Let a be an
arbitrary point of X and g = 1{a}. By the Cauhy-Shwarz-Gowers Inequality,
0 =
∑
x∈P
g(x00)g(x01)g(x10)f(x11) =
∑
x11∈X, (a,a,a,x11)∈P
f(x11) = f(a)
and so f is identially zero.
Conversely, if the struture is not strong, we laim that ‖·‖P is not a norm. This
an be shown diretly, but in the interest of brevity we postpone the proof until
Setion 2.5, after we have developed ertain properties of parallelogram strutures.

We justify the assumption of transitivity:
Proposition 2. Let X be a nite set and let P ⊂ X4 satisfy all assumptions
of the denition of a strong parallelogram struture other than transitivity of ∼.
Assume that the positivity relation (4) is satised. Then P is a strong parallelogram
struture.
Proof. Assume that X has n elements. For (x0, x1) and (x2, x3) in X
2
, we dene
M(x0,x1),(x2,x3) =
{
1 if (x0, x1, x2, x3) ∈ P
0 otherwise .
This denes a n2 × n2 matrix M . Let λ1, . . . , λn2 be its eigenvalues. This matrix
is symmetri with 1's on the diagonal, and the sum of the entries for eah row is
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n. All eigenvalues of M are real and by assumption 0 ≤ λi ≤ n for i = 1, . . . , n
2
.
Then
n2∑
i=1
λi = Trace(M) = n
2
and
n2∑
i=1
λ2i = Trace(M
2) = n3 .
Therefore all λi are either 0 or n, and M
2 = n ·M . Transitivity follows. 
2.3. Examples. We give two examples that illustrate, in a sense to be explained,
the general behavior of weak and strong parallelogram strutures:
Example 1. If G is an abelian group (written with multipliative notation), then
PG :=
{
g = (g00, g01, g10, g11) ∈ G
[2] : g00g
−1
01 g
−1
10 g11 = 1
}
=
{
(g, gs, gt, gst) : g, s, t ∈ G
}
is a strong parallelogram struture on G.
Example 2. Let X be a set, G an abelian group, PG the strong parallelogram
struture on G dened in Example 1 and π : X → G a surjetion. Let P be the
inverse image of PG under the map π
[2] : X [2] → G[2]:
P = {x ∈ X [2] : π[2]x ∈ PG}
=
{
x ∈ X [2] : π(x00)π(x01)
−1π(x10)
−1π(x11) = 1
}
.
Then P is a weak parallelogram struture on X ; it is not strong unless π is a
bijetion.
2.4. Desription of parallelogram strutures. We give a omplete desription
of parallelogram strutures.
Lemma 2. The set B an be endowed with a multipliation suh that
(7) 〈a, b〉 · 〈b, c〉 = 〈a, c〉 for every a, b, c ∈ X .
With this multipliation, B is an abelian group.
Proof. Let s, t ∈ B. Let a ∈ X . By part iii) of the denition of a parallelogram,
there exists b ∈ X with 〈a, b〉 = s and there exists c ∈ X with 〈b, c〉 = t. We
hek that 〈a, c〉 does not depend on the hoies of a, b, c but only on s and t.
Let , a′, b′, c′ ∈ X satisfy 〈a′, b′〉 = s and 〈c′, d′〉 = t. By part iii) of Lemma 1,
〈a, a′〉 = 〈b, b′〉 = 〈c, c′〉 and thus 〈a, c〉 = 〈a′, c′〉. It follows immediately that the
multipliation in B satisfying (7) is unique.
By onstrution, this multipliation is assoiative and admits the lass 1B as
unit element. The inverse of the lass 〈a, b〉 is the lass 〈b, a〉.
We are left with showing that the operation is ommutative. Given s, t, a, b, c as
above, we an hoose d ∈ X suh that 〈a, d〉 = t. Then (a, b, d, c) ∈ P and thus
〈d, c〉 = 〈a, b〉 = s and so t · s = 〈a, d〉 · 〈d, c〉 = 〈a, c〉 = s · t. 
Notation. Heneforth we impliitly hose a point i ∈ X and dene a map π : X →
B by
π(x) = 〈i, x〉 for every x ∈ X .
Corollary 1. Any strong parallelogram struture is isomorphi (in the obvious
sense) to a strong parallelogram struture of the type desribed in Example 1.
Any weak parallelogram struture is isomorphi (in the obvious sense) to a weak
parallelogram struture of the type desribed in Example 2.
PARALLELEPIPEDS, NILPOTENT GROUPS, AND GOWERS NORMS 7
Proof. Assume that we have a nonempty set X with parallelogram struture P ,
quotient spae B, a point i ∈ X , and a map π : X → B dened as above. For every
x ∈ X [2] we have
π(x00) · π(x01)
−1 · π(x10)
−1 · π(x11) = 〈i, x00〉 · 〈i, x01〉
−1 · 〈i, x10〉
−1 · 〈i, x11〉
= 〈x00, x01〉 · 〈x10, x11〉
−1
and this is equal to 1B if and only if x ∈ P . Therefore the struture P is equal to
the inverse image of PB under π
[2]
.
If P is strong then π is a bijetion. Identifying a point of X with its image under
π we get that P is dened as in Example 1. 
The following proposition follows easily from the preeding disussion:
Lemma 3. Let P be a parallelogram struture on a nonempty set X. For x, y ∈ X,
the following are equivalent :
i) (x, x, x, y) ∈ P.
ii) π(x) = π(y).
iii) 〈x, y〉 = 1B.
iv) For all a, b, c ∈ X suh that (a, b, c, x) ∈ P, we have (a, b, c, y) ∈ P.
v) There exist a, b, c ∈ X with (a, b, c, x) ∈ P and (a, b, c, y) ∈ P.
Notation. We denote the equivalene relation on X dened by these onditions
by ≡ or ≡
P
.
This relation is equality if and only if the struture P is strong. Therefore the
map π : X → B indues a bijetion from the quotient spae of X/ ≡
P
onto B. We
identify these two sets.
2.5. End of the proof of Proposition 1. Assume that the struture P is not
strong. We show that ‖·‖P is not a norm. By Lemma 3, there exist distint points
a, b ∈ X with the same image under π and furthermore taking any quadruple all of
whose entries are either a or b is a parallelogram in P . Setting f = 1{a}−1{b}, the
sum in the denition of the seminorm has 8 terms that are 1 and 8 are −1, and so
we have a nonzero funtion with ‖f‖P = 0.
2.6. More examples. We ontinue this setion with another example that plays a
signiant role in the sequel. To do so, we introdue some notation that may seem
a bit strange at the moment, but lends itself easily to the sort of generalization
needed later.
Denition 3. Let G be a group. We write G[2,2] for the diagonal subgroup of G[2];
G[2,2] :=
{
(g, g, g, g) : g ∈ G
}
.
We write G[2,1] for the subgroup of G[2] spanned by the elements
(g, g, 1, 1) ; (g, 1, g, 1) ; (g, g, g, g) for g ∈ G .
G[2,1] is alled the two dimensional edge group of G.
While the set of generators given for the edge group is a minimal one, it is not
the most natural for understanding the name we give the group. Using the analogy
with the Eulidean square {0, 1}2, the set of generators for the edge group onsists
of all elements of G[2] where we plae g's in entries orresponding to an edge of
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{0, 1}2 and 1's elsewhere. This point of view beomes more natural and useful in
the generalization to three dimensions.
Notation. Let G be a group. We write G2 for its ommutator subgroup. Reall
that G2 is the subgroup of G spanned by the elements [g, h], g, h ∈ G, where
[g, h] = ghg−1h−1. G3 denotes the seond ommutator subgroup of G, that is, the
subgroup of G spanned by the elements [g, u] for g ∈ G and u ∈ G2.
By a short omputation, we have:
Lemma 4. Let G be a group. Then
(8) G[2,1] =
{
g ∈ G[2] : g00g
−1
01 g
−1
10 g11 ∈ G2
}
=
{
(g, gh, gk, ghku) : g, h, k ∈ G, u ∈ G2
}
.
In partiular, if G is abelian then G[2,1] is equal to set PG of Example 1:
(9) G[2,1] :=
{
g ∈ G[2] : g00g
−1
01 g
−1
10 g11 = 1
}
= {(g, gs, gt, gst) : g, s, t ∈ G} .
Example 3. Let G be a group and F a subgroup of G ontaining G2. Thus F is
normal in G and B = G/F is abelian. Let π : G→ B be the natural homomorphism
and let P be the weak parallelogram struture on G dened in Example 2:
P =
{
g ∈ G[2] : π[2](g) ∈ (G/F )[2,1] = {g ∈ G[2] : g00g
−1
01 g
−1
10 g11 ∈ F} .
It is easy to hek that P is a subgroup of G[2] and that P = G[2,1]F [2].
3. Parallelepipeds
3.1. Notation. Parallelepipeds are the three dimensional generalization of paral-
lelograms, and so naturally arise as subsets of X [3]. Reall that we identify {0, 1}3
with the set of verties of the unit Eulidean ube. Under this identiation, we
an naturally assoiate appropriate subsets of {0, 1}3 with verties, edges, or faes
of the unit ube.
Thus if x ∈ X [3] and η is an edge of the unit ube, the element xη := {xǫ : ǫ ∈ η}
of X×X is alled an edge of x. Similarly, if σ is a fae of the unit ube, the element
xσ := {xǫ : ǫ ∈ σ} of X
[3]
is alled a fae of x. By mapping eah vertex of σ to a
vertex of {0, 1}2 in inreasing lexiographi order we an onsider xσ as an element
of X [2].
In partiular, x′ = (x000, x001, x010, x011) and x
′′ = (x100, x101, x110, x111) are
opposite faes of x and we often write x = (x′,x′′), naturally identifying X [3] with
X [2] ×X [2].
3.2. Denition of a parallelepiped.
Denition 4. Assume that X is a nonempty set with a weak parallelogram stru-
ture P . A weak parallelepiped struture Q is a subset of X [3] satisfying:
i) (Parallelograms) For every x ∈ Q and every fae σ of {0, 1}3, xσ ∈ P .
ii) (Symmetries) Q is invariant under all Eulidean permutations of {0, 1}3.
iii) (Equivalene relation) The relation ≈ (written ≈
Q
in ase of ambiguity) on
P dened by x′ ≈ x′′ if and only if (x′,x′′) ∈ Q is an equivalene relation.
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iv) (Closing parallelepiped property) If x000, x001, x010, x011, x100, x101, x110 are
seven points of X satisfying
(x000, x001, x010, x011), (x000, x010, x100, x110), and (x000, x001, x100, x101) ∈ P ,
then there exists x111 ∈ X suh that
(x000, x001, x010, x011, x100, x101, x110, x111) ∈ Q .
We say that Q is a strong parallelepiped struture if the element x111 in iv) is
unique.
A parallelepiped struture on X with parallelograms P and parallelepipeds Q is
denoted by (P ,Q).
Notation. We denote the quotient spae P/ ≈ by P and denote the equivalene
lass of a parallelogram x ∈ P by [x] or [x]Q.
We start with some properties that follow immediately from the denition:
Let x000, . . . , x110 be seven points in X satisfying the hypotheses of ondition iv).
Then there exists x111 ∈ X suh that (x010, x110, x011, x111) ∈ P and one an easily
hek that all faes of x = (x000, x001, x010, x011, x100, x101, x110, x111) belong to P .
Therefore ondition iv) an be rewritten as :
v) Let x ∈ X [3] be suh that eah of its faes belongs to P . Then there exists
x′111 ∈ X suh that (x000, x001, x010, x011, x100, x101, x110, x
′
111) ∈ Q.
We also note that some of the onditions in the denition of a parallelepiped are
redundant: if Q is invariant under the permutations given in ondition ii) and if
the relation ≈ is transitive, then ≈ is an equivalene relation.
Lemma 5. Let X be a nonempty set with parallelepiped struture (P ,Q). Then
i) For x, y ∈ X, [x, y, x, y] depends only on 〈x, y〉.
ii) All parallelograms of the form (a, a, a, a) for some a ∈ X belong to the same
≈ equivalene lass.
Proof. If 〈x, y〉 = 〈x′, y′〉, then x = (x, y, x′, y′) ∈ P . By reexivity of the re-
lation ≈, we have (x,x) ∈ Q. By Part ii) of the denition of a parallelepiped,
(x, y, x, y, x′, y′, x′, y′) ∈ Q and [x, y, x, y] = [x′, y′, x′, y′]. Part ii) is an immediate
orollary. 
Notation. The ommon equivalene lass in Part ii) is alled the trivial lass and
is denoted by 1P .
We note that we did not make use of the losing parallelepiped property, part iv)
of the denition of a parallelepiped property in this proposition.
3.3. Redution to strong parallelepiped strutures. For the moment we as-
sume that Q satises the rst three properties of the denition, but do not assume
the losing parallelepiped property (Part iv) of the denition).
Proposition 3. Let X be a nonempty set with parallelogram struture P and a
subset Q of X [3] only satisfying properties i), ii) and iii) of denition 4 of a paral-
lelepiped struture. For x, x′ ∈ X the following are equivalent:
i) (x, x, x, x′) ∈ P and [x, x, x, x′] = 1P .
ii) For all a, b, c ∈ X suh that (a, b, c, x) ∈ P, we have (a, b, c, x′) ∈ P and
[a, b, c, x] = [a, b, c, x′].
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iii) There exist a, b, c ∈ X with (a, b, c, x) ∈ P, (a, b, c, x′) ∈ P and [a, b, c, x] =
[a, b, c, x′].
Proof. Eah of the three properties implies that 〈x, x′〉 = 1B and thus that (x, x, x, x
′) ∈
P . Assume rst that [x, x, x, x′] = 1P . Let a, b, c ∈ X be suh that (a, b, c, x) ∈
P . Sine [c, c, c, c] = 1P = [x, x, x, x
′], by symmetry we have that [c, x, c, x] =
[c, x, c, x′]. By Proposition 5, part i) we have [a, b, a, b] = [c, x, c, x] = [c, x, c, x′] and
thus [a, b, c, x] = [a, b, c, x′] and x, x′ satisfy the seond property.
The seond ondition trivially implies the third.
Assume now that there exist a, b, c ∈ X with (a, b, c, x) ∈ P and [a, b, c, x] =
[a, b, c, x′]. The same argument implies that [x, x, x, x′] = [x, x, x, x] = 1P , and our
laim is proved. 
Notation. For x, x′ ∈ X , we write x ≡
Q
x′ if x, x′ satisfy any of the three equivalent
properties in Proposition 3.
The third property implies that ≡
Q
is an equivalene relation. Moreover, Q is
saturated for this relation meaning that for x,x′ ∈ X [3] we have if x ∈ Q and
xǫ ≡
Q
x′ǫ for every ǫ ∈ {0, 1}
3
, then x′ ∈ Q. In partiular, the struture (P ,Q) is
strong if and only if relation ≡
Q
is the equality.
Let Y be the quotient spae X/ ≡
Q
and r : X → Y the quotient map. Let PY
and QY be the images of P and Q under r
[2]
and r[3], respetively. Then P and Q
are the inverse images of PY and QY under these maps.
If Q satises the losing parallelepiped property, then QY also satises this
property and (PY ,QY ) is a parallelepiped struture on Y . This struture is strong
beause learly the relation ≡
QY
is the identity.
We have thus shown:
Proposition 4. Every parallelepiped struture on a nonempty set is the inverse
image of a strong parallelepiped struture.
Thus the study of parallelepiped strutures redues to the study of strong ones
and so in the sequel, we generally onsider strong parallelepiped struture.
3.4. The seminorm assoiated to a a parallelepiped struture. Given a
parallelepiped struture, one an dene a third (Gowers) norm, giving us a three
dimensional version of Proposition 1. We inlude a proof for ompleteness, but
note that we have inluded in the denition of a parallelepiped struture all the
properties needed to parallel the steps in Gowers's original proof. (The notation is
given in the introdution.)
Proposition 5. Let (P ,Q) be a parallelepiped struture on the set X. For every
f ∈ F(X),
(10)
∑
x∈Q
∏
ǫ∈{0,1}3
C|ǫ|f(xǫ) ≥ 0
and thus we an dene
(11) ‖f‖Q :=
(∑
x∈Q
∏
ǫ∈{0,1}3
C|ǫ|f(xǫ)
)1/8
.
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The map f 7→ ‖f‖Q is a seminorm on F(X) and it is a norm if and only if the
struture (P ,Q) is strong.
We omit the proof, as it is exatly the same as the proof of the two dimensional
version, Proposition 1. For the onverse impliation to show that if we have a norm
the struture is strong, we use Proposition 3 instead of Lemma 3.
Similarly, the assumption of transitivity of the relation ≈ in the denition of
parallelepipeds is related to positivity, as for parallelograms in Proposition 2:
Proposition 6. Let X be a nite set, let P be a parallelogram struture on X
and let Q ⊂ X [3] satisfy all assumptions of the denition of a strong parallelepiped
struture other than transitivity of ≈. Assume that the following positivity relation
holds: for every funtion F on X4 with nite support,∑
x∈Q
f(x′)f(x′′) ≥ 0 .
Then Q is a strong parallelogram struture.
We omit the proof.
3.5. First examples: Abelian parallelepiped strutures. We begin with some
examples of parallelepiped struture on abelian groups. We need some notation
and denitions similar to the denitions introdued for Denition 3 in the two-
dimensional ase.
Notation. Let G be a group. For a nonempty subset α of {0, 1}3 and g ∈ G, we
write g[3,α] for the element of G[3] given by
(
g[3,α]
)
ǫ
=
{
g if ǫ ∈ α
1 otherwise .
Note that the elements g[3,η], g ∈ G, η ∈ {0, 1}3, generate G[3]. If α = {0, 1}3
then g[3,α] is the diagonal element (g, g, . . . , g).
Denition 5. Let G be a group.
The diagonal group G[3,3] is the subgroup of G[3] onsisting in elements of the
form (g, g, . . . , g) for g ∈ G.
The edge group G[3,1] is the subgroup of G[3] spanned by the elements of the
form g[3,e] where g ∈ G and e is an edge of the ube {0, 1}3.
The fae group G[3,2] is the subgroup of G[3] spanned by the elements of the form
g[3,f ] where g ∈ G and f is a fae of the ube {0, 1}3.
The following Proposition follows immediately:.
Proposition 7. If G is an abelian group, then
(12) G[3,1] =
{
g ∈ G[3] :
∏
ǫ∈{0,1}3
g(−1)
|ǫ|
ǫ = 1
}
and
G[3,2] =
{
g ∈ G[3] : every fae of g belongs to G[2,1]
}
.
Example 4. Let G be an abelian group, let P = G[2,1] be the strong parallelogram
struture dened as in Example 1 and let Q = G[3,2]. Then (P ,Q) is a (strong)
parallelepiped struture on G.
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Example 5. Let G be an abelian group and F a subgroup of G. Dene
P = G[2,1]F [2] and Q = G[3,2]F [3,1] .
Then (P ,Q) is a (strong) parallelepiped struture on X .
This assertion is a partiular ase of a more general statement (Proposition 9)
and so we omit the proof.
3.6. Some nonabelian examples. More interesting are parallelepiped strutures
on nonabelian groups. It is here that the strutures take on nontrivial properties.
We begin with an elementary remark:
Remark 1. Let G be a group and let α, β be two subsets of the ube {0, 1}3. Then,
for every g, h ∈ G, the ommutator of the two elements g[3,α] and h[3,β] of G[3] is[
g[3,α], h[3,β]
]
= [g, h][3,α∩β] .
Lemma 6. Let G be a group. Then:
i) G[3,2] ⊃ G
[3,1]
2 ⊃ G
[3]
3 .
ii) Let g ∈ G and η ∈ {0, 1}3. Then g[3,η] ∈ G[3,2] if and only if g ∈ G3.
iii) G[2,2]G
[2,1]
2 G
[2]
3 is a normal subgroup of G
[2,1]
.
Moreover, under the identiation G[3] = G[2] ×G[2],
(13) G[3,2] =
{
g = (g′,g′′) ∈ G[2,1] ×G[2,1] : g′g′′
−1
∈ G[2,1]G
[2,1]
2 G
[2]
3 .
In a more general ontext, the proof is ontained in setions 5 and 11 of [7℄. The
idea is to nd the natural setting in whih these ubi strutures form a group,
muh as Hall [6℄ and Petreso [10℄ (see also [8℄), and later Leibman [9℄, did for
arithmeti progressions. These groups also arise in [5℄, and Green and Tao refer
to G[3,2] as the Hall-Petreso ube group. For ompleteness, we summarize the
argument.
Proof. Part i) Eah fae of {0, 1}3 is the union of two edges. If σ and τ are two
faes of {0, 1}3, then σ ∩ τ is a fae, an edge, or the empty set. Conversely, eah
edge an be written as the intersetion of two faes. By Remark 1, the ommutator
subgroup of G[3,2] is therefore equal to G
[3,1]
2 . By a similar argument, the seond
ommutator subgroup of G[3,2] is G
[3]
3 , and Part i) follows.
Part iii) We write 1 = (1, 1, 1, 1) ∈ G[2] and K = G[2,2]G
[2,1]
2 G
[2]
3 . One an hek
diretly that K is a normal subgroup of G[2,1].
It follows immediately from the denition of G[3,2] that for g = (g′,g′′) ∈ G[3,2]
we have that g′ and g′′ belong to G[2,1] and that for g ∈ G[2,1] we have (g,g) ∈
G[3,2]. Therefore
G[3,2] =
{
(g′,g′′) ∈ G[2,1] ×G[2,1] : g′g′′
−1
∈ L
}
,
where
L =
{
g ∈ G[2,1] : (g,1) ∈ G[3,2]} .
We are left with heking that L = K. The inlusion K ⊂ L follows immediately
from the denition of G[3,2] and Part i). Moreover, the subset of G[3] on the right
hand side of (13) is a subgroup of G[3] ontaining the generators of G[3,2] and thus
ontaining this group. This implies that K ⊃ L.
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Part ii) If g ∈ G3 and η ∈ {0, 1}
3
, then g[3,η] ∈ G[3,2] by Part i). Conversely, let
g ∈ G and assume that g[3,η] ∈ G[3,2] for some vertex η. We have to show that
g ∈ G3. By the symmetries of G
[3,2]
, we an restrit to the ase that η = 111.
By Part iii), (1, 1, 1, g) belongs to G[2,2]G
[2,1]
2 G
[2]
3 and we an write
(1, 1, 1, g) = (h, h, h, h).u.v with h ∈ G, u ∈ G
[2,1]
2 and v ∈ G
[3]
3 .
Looking at the ongruenes modulo G2 of the rst oordinate, we have that h ∈ G2
and thus (h, h, h, h) ∈ G
[2,1]
2 . Substituting (h, h, h, h).u for u, we redue to the ase
that h = 1.
Reall that G3 is a normal subgroup of G2 and that G2/G3 is abelian. Let u¯ be
the element of (G2/G3)
[2]
obtained by reduing eah oordinate of u modulo G3.
Then u¯ belongs to (G2/G3)
[2,1]
, its rst three oordinates are equal to 1 and by
Lemma 4 its last oordinate is also equal to 1. This means that u11 ∈ G3 and it
follows that g ∈ G3. 
We now turn to several nonabelian generalizations of the previous examples. The
rst one generalizes Example 4.
Proposition 8. Let G be a group, P = G[2,1], and Q = G[3,2]. Then (P ,Q) is a
parallelepiped struture on G and this struture is strong if and only if G is 2-step
nilpotent.
We postpone the proof until after a seond example of a group parallelepiped
struture, whih generalizes Example 5 to the nonabelian setting.
Proposition 9. Let G be a group, F a subgroup of G with
(14) G2 ⊂ F ⊂ Z(G) .
We dene (as in Proposition 3) P = G[2,1]F [2] and Q = G[3,2]F [3,1]. Then (P ,Q)
is a strong parallelepiped struture on G.
Note that ondition (14) implies in partiular that G is a 2-step nilpotent group.
Proof. The symmetries of Q are obvious. Q is learly a subgroup of G[3] and it
is not diult to dedue form part iii) of Lemma 6 that G[2,2]F [2,1] is normal in
G[2,1]F [2] and that
(15) Q = {(g′,g′′) ∈ G[2] ×G[2] : g′ ∈ G[2,1]F [2], g′g′′
−1
∈ G[2,2]F [2,1]} .
It follows that for every element g = (g′,g′′) ∈ Q, the rst fae g′ of g belongs
to P . Thus by symmetry, all faes belong to P . It also follows from (15) that ≈
Q
is
an equivalene relation on P .
Let Q′ be the subgroup of G[3] onsisting of elements g suh that eah fae
of g belongs to P . Then Q′ ontains F [3] and the quotient group Q′/F [3] is the
abelian parallelepiped struture (G/F )[3,2] on G/F dened in Example 4 and thus
Q′ = G[3,2]F [3].
Let g ∈ Q′. We write g = jh with j ∈ G[3,1] and h of F [3]. Sine F is abelian,
by (12) there exists an element h′ ∈ F [3,1] that is equal to h other than in the
last oordinate. Thus g′ := jh′ ∈ Q and oinides with g other than in the last
oordinate. Therefore, ondition v) is satised.
Finally we show that the struture is strong. Assume not. Sine Q is a group,
there exists g ∈ Q of the form (1, 1, . . . , 1, g) for some g ∈ G not equal to 1.
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By (15), (1, 1, 1, g) ∈ G[2,2]F [2,1]. Applying formula (9) for F [2,1], we have that
g = 1, a ontradition. 
We now return to Proposition 8, and show that (P ,Q) as dened in this example
is a parallelepiped struture on G.
Proof of Proposition 8. First onsider the ase that G is 2-step nilpotent. Then
the hypotheses of Proposition 9 are satised with F = G2. In order to show that
(P ,Q) is a strong parallelepiped struture we hek that P and Q are equal to
the sets dened in this Proposition. By Lemma 4, we have G
[2]
2 ⊂ G
[2,1]
and thus
G[2,1]G
[2]
2 = G
[2,1] = P ; by part i) of Lemma 6 we have that G[3,2]G
[3,1]
2 = G
[3,2] =
Q.
We now turn to the general ase. Reall that G/G3 is a 2-step nilpotent group.
Sine the group P ontains G
[3]
3 and Q ontains G
[3]
3 , P is the inverse image of
(G/G3)
[2,1]
in G[2] and Q is the inverse image of (G/G3)
[3,2]
in G[3]. The assertion
follows immediately. 
3.7. Nilparallelepiped strutures. Let G be a group and F a subgroup of G
satisfying G2 ⊂ F ⊂ Z(G) (hypotheses (14) of Proposition 9). Let Γ be a subgroup,
not neessarily normal, of G. We build a struture on the oset spae X = G/Γ.
By substituting G/(Γ ∩ F ) for G, F/(Γ∩ F ) for F , and Γ/(Γ ∩ F ) for Γ we redue
to the ase that Γ ∩ F = {1}.
Proposition 10. Let G be a group and F a subgroup of G satisfying hypothesis (14)
of Proposition 9:
(14) G2 ⊂ F ⊂ Z(G)
and let Γ be a subgroup of G with
(16) Γ ∩ F = {1} .
Let P = G[2,1]F [2], Q = G[3,2]F [3,1], π : G→ G/Γ be projetion, and let
PX = π
[2](P) and QX = π
[3](Q) .
Then (PX ,QX) is a strong parallelepiped struture on X.
A parallelepiped struture dened by G,F,Γ, X,PX ,QX as in Proposition 10 is
alled a nilmanifold parallelepiped struture, and more suintly we refer to it as
a nilparallelepiped struture.
Before the proof of Proposition 10, we have a lemma.
Lemma 7. Maintaining notation as in Proposition 10, if g = (g00, g01, g10, g11) ∈
G[2] is suh that π[2](g) ∈ PX , then there exists g
′
11 ∈ G suh that π(g
′
11) = π(g11)
and (g00, g01, g10, g
′
11) ∈ P.
Proof. By denition there exists h ∈ P with π[2](h) = π[2](g) and thus there
exists γ ∈ Γ[2] with g = hγ. As Γ is abelian it follows from Lemma 4 that there
exists θ ∈ Γ with (γ00, γ01, γ10, γ11θ) ∈ Γ
[2,1]
and the point g′11 = g11θ satises the
announed properties. 
Proof of Proposition 10. PX is learly the weak parallelogram struture dened as
in Example 2 by the natural projetion of X on the base group B = G/FΓ. If
x ∈ QX then every fae of x belongs to PX by denition. The symmetries of Q are
obvious.
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Let x,y, z be three parallelograms in PX , suh that (x,y) and (y, z) belong to
QX . This means that there exist two parallelepipeds g = (g
′,g′′) and h = (h′,h′′)
in Q suh that
π[2](g′) = x ; π[2](g′′) = π[2](h′) = y and π[2](h′′) = z .
Let γ = g′′−1h′. By (15), we have γ ∈ Γ[2] ∩ G[2,1]F [2] and thus γ00γ
−1
01 γ
−1
10 γ11 ∈
Γ ∩ F = {1} and so γ ∈ Γ[2,1]. By part iii) of Lemma 6 again, (g′γ,h′) ∈ Q and
thus (g′γ,h′′) ∈ Q by transitivity. The projetion of this parallelepiped on X is
(x, z) and thus (x, z) ∈ Q. This shows that the relation ≈QX on PX is transitive
and we dedue that it is an equivalene relation.
Consider now a point x ∈ X [3] suh that eah of its faes belongs to PX . By
Lemma 7, there exists g ∈ G[3] with π[3](g) = x and suh that g
f
∈ P when f is any
of the three faes of {0, 1}3 ontaining 000 and also for the fae {100, 101, 110, 111}.
It follows that the two remaining faes of g also are parallelograms of G. Sine Q
is a parallelepiped struture on G, we an modify (again using Lemma 7) g111 in
order to get a parallelepiped in G. Projeting this parallelepiped on X , we get a
parallelepiped in QX oiniding with x other than in the last oordinate.
Thus we have that QX is a parallelepiped struture on X and we are left with
showing it is strong. If not, there exist two parallelepipeds x,y ∈ QX with xǫ = yǫ
for every ǫ 6= 111 and x111 6= y111. Let g,h be two parallelepipeds in G with
π[3](g) = x and π[3](h) = y. Writing u = g−1h we have u ∈ Q with uǫ ∈ Γ for every
ǫ 6= 111 and u111 /∈ Γ. By part iii) of Lemma 6, there exists v ∈ G
[2,2]G
[2,1]
2 with
vǫ ∈ Γ for ǫ 6= 11 and v11 /∈ Γ. By Lemma 4, v an be written as v = (v, vs, vt, vst)
with v ∈ G and s, t ∈ G2 and we get that v, vs, vt and thus vst belong to Γ, a
ontradition. 
3.8. Nilpotent groups appear. All the examples of strong parallelepiped stru-
tures onsidered thus far have a striking feature in ommon. There exist a 2 step
nilpotent group G ating transitively on X . We explore this further.
The group G[2] ats on X [2] in a natural way and we write (g,x) 7→ g ·x for this
ation. In all examples thus given it an be heked that for every parallelogram
x ∈ P and every g ∈ G we have that g[2] · x is a parallelogram, equivalent to P
under the relation ≈.
This is not merely oinidene; it reets an underlying struture, so long as
ertain algebrai onsiderations are avoided. We denote the ation of G on X by
(g, x) 7→ g · x. This motivates the following denition.
We need some notation. Let g : x 7→ g · x be a transformation of X . We reall
that g[2] and g[3] are the diagonal transformations of X [2] and X [3], respetively.
More generally, if α is a subset of the ube {0, 1}3, g[3,α] is the transformation of
X [3] given by (
g[3,α] · x
)
ǫ
=
{
g · xǫ if ǫ ∈ α
xǫ otherwise.
This notation is oherent with the notation introdued in Setion 3.5.
Denition 6. Let (P ,Q) be a strong parallelepiped struture on a nonempty set
X . The struture group of (P ,Q), written G or GQ, is the group of bijetions
x 7→ g · x of X suh that for every parallelogram x ∈ P , g[2] · x is a parallelogram
and g[2] · x ≈ x.
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We an rephrase this ondition:
Proposition 11. If (P ,Q) is a strong parallelepiped struture on a nonempty set
X, then the struture group G is the group of bijetions x 7→ g · x of X suh that
for every parallelepiped x ∈ Q and every fae f of {0, 1}3, we have g[3,f ] · x ∈ Q.
Proof. Let φ be the fae {ǫ ∈ {0, 1}3 : ǫ3 = 1}.
Assume rst that g ∈ G and let x ∈ Q. As usual, we write x = (x′,x′′) with
x′,x′′ ∈ P and we have g[3,φ] · x = (x′, g[2] · x′′). By hypothesis, g[2] · x′′ ∈ P and
g[2] · x′′ ≈ x′′, meaning that (x′′, g[2] · x′′) ∈ Q. By transitivity, g[3,φ] · x ∈ Q. By
symmetry, the same result also holds for the other faes of the ube.
Assume now that x 7→ g · x is a bijetion of X suh that for every x ∈ Q and
every fae f we have g[3,f ] · x ∈ Q. Let x ∈ P . Then x := (x,x) ∈ Q and so
(x, g[2] · x) = g[3,φ] · x ∈ Q. Thus g[2] · x ∈ P and g[2] · x ≈ x. 
Proposition 12. Let (P ,Q) be a strong parallelepiped struture on a nonempty set
X. Then the struture group G is 2-step nilpotent.
Proof. The group G[3] ats on X [3] in the natural way. Let g ∈ G and x ∈ Q. Write
x = (x′,x′′) with x,x′ ∈ P . Then g[2] ·x′ is a parallelogram equivalent to x′. Thus
(g[2] · x′,x′) ∈ Q and so (g[2] · x′,x′′) ∈ Q. By symmetries of Q, for every fae f of
{0, 1}3 we have that g[3,f ] ·x ∈ Q. Therefore, Q is invariant under the group G[3,2].
Let g ∈ G3. By Lemma 6, part iii) (1, . . . , 1, g) ∈ G
[3,2]
. For every x ∈ X , we
have (x, . . . , x, x) ∈ Q and thus (x, . . . , x, g · x) ∈ Q. Sine Q is a strong struture,
g · x = x and g = 1. Thus G is 2-step nilpotent. 
In all examples onsidered thus far, the group G is inluded in G(X). But we
note that G(X) may be substantially larger than G. Consider the situation of
Example 5. Let φ : B → F be a group homomorphism and dene a transformation
h of X by
h · x = φ(π(x)) · x .
Then h belongs to G(X) and is not translation by an element of G.
4. Desription of parallelepipeds strutures
Heneforth, (P ,Q) is a (strong) parallelepiped struture on a set X .
Our goal is to haraterize when a parallelepiped struture is a nilparallelepiped
struture, and we do so in Theorem 1. Moreover, in Theorem 2 and Corollary 2,
we give suient onditions for this property to hold. We also give an example
of a parallelepiped struture without this property (Example 6) and show that
in the general ase a parallelepiped struture an be imbedded in a nilstruture
(Proposition 16) in a sense explained below.
For parallelograms we use the notation introdued in Setion 2.6. B is the base
group of the parallelogram struture P and π : X → B the surjetion dened in
Setion 2.4. We reall that for x, y ∈ X , 〈x, y〉 is the equivalene lass of the pair
(x, y) under the relation ∼
P
, that is
〈x, y〉 = π(y)π(x)−1 .
For b ∈ B, the ber Fb of b is dened by Fb := π
−1({b}).
For parallelepipeds we use the notation of Setion 3.2. The equivalene lass
(under the relation ≈) of a parallelogram x is denoted by [x]. We denote the
quotient spae P/ ≈ by P .
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4.1. The groups Ps. For every s ∈ B, we dene
Xs :=
{
(x01, x10) ∈ X
2 : 〈x01, x02〉 = s} ⊂ X
2 .
Ps :=
{
x ∈ P : 〈x00, x01〉 = s
}
⊂ X [2] .
Qs :=
{
y ∈ Q : 〈y000, y001〉 = s
}
⊂ X [3] .
If two parallelograms x and y ∈ P are equivalent under the relation ≈, then
〈x00, x01〉 = 〈y00, y01〉 and thus they belong to the same Ps. Therefore eah set
Ps is a union of equivalene lasses under the relation ≈. Writing Ps for the set of
equivalene lasses of parallelepipeds belonging to Ps, we have a partition of P :
P =
⋃
s∈B
Ps .
We identify X [2] with (X ×X)2 in the natural way:(
x00, x01, x10, x11
)
=
(
(x00, x01), (x10, x11)
)
and X [3] with (X2)[2]:(
x000, x001, x010, x011, x100, x101, x110, x111
)
=
(
(x000, x001), (x010, x011), (x100, x101), (x110, x111)
)
.
Therefore we view Xs × Xs as a subset of X
[2]
and X
[2]
s as a subset of X [3]. We
have:
Ps = P ∩ (Xs ×Xs) and Qs = Q∩X
[2]
s .
We reformulate this for larity. A pair of elements of Xs represents four points in
X forming a parallelogram of X and this parallelogram belongs to Ps. An element
x ∈ X
[2]
s onsists in four points of Xs, that is, in eight points of X , and these eight
points form a parallelepiped in X if and only if x ∈ Qs.
Lemma 8. Maintaining the above notation, Qs is a parallelogram struture on Xs.
Proof. All the needed properties are immediate other than transitivity. Let (x0, x1),
(x2, x3), (x4, x5) be three paints in Xs. Choose x6 ∈ X with 〈x4, x6〉 = 〈x0, x2〉.
The seven points x0, . . . , x6 satisfy the losing parallelepiped property and so there
exists x7 ∈ X suh that (x0, . . . , x6, x7) ∈ Q. This parallelepiped atually belongs
toQs and thus also
(
(x0, x1), (x2, x3), (x4, x5), (x6, x7)
)
and our laim is proved. 
We note that this parallelogram struture is not strong, as there is freedom in
the hoie of x6 in the above onstrution.
Reall that ∼
Ps
denotes the equivalene relation on X2s assoiated to the parallel-
ogram struture Qs on Xs: two pairs of points in Xs are equivalent for this relation
if the form a parallelogram in Qs. If we onsider these two pairs as parallelograms
in X , then these parallelograms belong to Ps and Lemma 8 implies that they are
equivalent under the relation ≈. Therefore we an identify the two quotient spaes
(Xs)
2/∼
Ps
= Ps/≈ = Ps .
By Lemma 2, the quotient spae (Xs)
2/ ∼
Ps
= Ps an be endowed with a multiplia-
tion, that gives it the struture of an abelian group. For larity, this multipliation
in the present notation, viewing Ps as Ps/ ≈.
18 BERNARD HOST AND BRYNA KRA
Let u, v be two lasses in Ps. Let (x0, x1, x2, x3) be a parallelogram in the lass
u. As 〈x2, x3〉 = s there exist two points x4 and x5 inX suh that (x2, x3, x4, x5) is a
parallelogram in the lass v. Then uv is the lass of the parallelogram (x0, x1, x4, x5).
4.2. A homomorphism. Let s ∈ B. If two parallelograms x and y ofX belonging
to Ps are equivalent under the relation ≈, then 〈x00, x10〉 = 〈y00, y10〉. Therefore
there exists a map qs : Ps → B suh that
qs([x]) = 〈x00, x10〉 for every parallelogram x ∈ Ps .
This map is learly a group homomorphism from Ps onto B. The kernel of this
homomorphism onsists in the set of equivalene lasses of parallelograms x ∈ P
with 〈x00, x01〉 = s and π(x10) = π(x00).
5. The fiber group
In this Setion, (P ,Q) is a strong parallelepiped struture on a nonempty set X
and we maintain the notation of the preeding Setion.
5.1. Vertial parallelograms. We begin with some simple observations and some
more voabulary.
Lemma 9.
i) If x ∈ P, then [x00, x00, x01, x01] = [x10, x10, x11, x11] and
[x00, x01, x00, x01] = [x10, x11, x10, x11].
ii) If x and y belong to the same ber, then [x, x, y, y] = [x, y, x, y] = 1.
Proof. For part i), sine (x,x) ∈ Q, both properties follow from the symmetries of
Q. By assumption, (x, x, x, y) ∈ P and part ii) follows from part i). 
If x00, x01, x10, x11 are four points in the same ber, then (x00, x01, x10, x11) ∈ P .
Thus it makes sense to dene:
Denition 7. A parallelogram with 4 points in the same ber is alled a vertial
parallelogram.
A parallelogram equivalent to a vertial one is also vertial, and thus the family
of vertial parallelograms is a union of equivalene lasses.
Lemma 10. If x00, x01, x10, x11 are four points in the same ber, then
[x00, x01, x10, x11] = [x00, x10, x01, x11] .
Proof. There exists a unique y ∈ X suh that [x00, x01, x10, x11] = [x00, x01, x01, y].
Thus (x00, x01, x10, x11, x00, x01, x01, y) ∈ Q. By symmetry, (x00, x10, x01, x11, x00,
x01, x01, y) ∈ Q and thus [x00, x10, x01, x11] = [x00, x01, x01, y] = [x00, x01, x10, x11].

5.2. The ber group F and its ation on X.
Notation. We denote the unit element of B by 1 and let F denote the kernel of
the homomorphism q1 : P1 → B.
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In other words, F is the set of equivalene lasses (under the relation ≈) of
vertial parallelograms. Reall that the multipliation in F satises:
(17) if x0, x1, x2, x3, x4, x5 belong to the same ber, then
[x0, x1, x2, x3] [x2, x3, x4, x5] = [x0, x1, x4, x5] .
We now dene an ation of F on X , mapping eah ber to itself and use this to
desribe the vertial parallelograms.
Let x ∈ X and u ∈ F . Reall that u is the lass of some vertial parallelogram.
It thus follows from the losing parallelepiped property that there exists y ∈ X
suh that [x, x, x, y] = u. As the struture is strong, this point y is unique.
Notation. For x ∈ X and u ∈ F , we write u · x for the point of X dened by
[x, x, x, y] = u.
Lemma 11. The map (u, x) 7→ u ·x is an ation of the group F on the set X. This
ation preserves eah ber and ats transitively and freely on eah ber.
Proof. Note that 1P ·x = x for every x ∈ X . We are left with showing that for u, v ∈
F and x ∈ X , we have (vu)·x = v ·(u·x). Let y = u·x and z = v ·y = v ·(u·x). Then
v = [u·x, u·x, u·x, v ·(u·x)] = [x, u·x, x, u·x][x, u·x, x, v ·(u·x)] = [x, u·x, x, v ·(u·x)]
and [x, x, x, v · (u · x)] = [x, x, x, u · x] [x, u · x, x, v · (u · x)] = uv = vu beause F is
abelian. Thus we have an ation.
By onstrution, F preserves eah ber. For every x, y in the same ber, there
exists a unique u ∈ F suh that u · x = y, namely u = [x, x, x, y]. This means that
the ation of F on eah ber is free and transitive. 
Proposition 13.
i) Let (x, u · x, v · x,w · x) be a vertial parallelogram. Then the equivalene
lass in F of this parallelogram is the element wu−1v−1 of F .
ii) For every parallelogram x ∈ P and u ∈ F , we have (u·x00, u·x01, x10, x11) ∈
P and [u · x00, u · x01, x10, x11] = [x].
iii) Every transformation in F [2,1] maps every parallelogram to an equivalent
one.
Proof. We have
w =[x, x, x, w · x] = [x, x, x, u · x] [x, u · x, v · x,w · x] [v · x,w · x, x, w · x]
=u [x, u · x, v · x,w · x] [v · x, x, w · x,w · x]
=u [x, u · x, v · x,w · x] [v · x, x, x, x] [x, x, w · x,w · x]
=u [x, u · x, v · x,w · x] [v · x, x, x, x] = u [x, u · x, v · x,w · x] [x, x, x, v · x]
=u [x, u · x, v · x,w · x] v .
This proves part i).
We now prove part ii). Let x ∈ P and let u ∈ F . By Lemma 9, part i) we
have [x00, x01, x00, x01] = [x10, x11, x10, x11]. By part i), [x00, x00, u · x00, x00] =
u−1 = [x01, x01, u ·x01, x01] and thus [x00, x01, u ·x00, u ·x01] = [x00, x01, x00, x01] =
[x10, x11, x10, x11] by Lemma 9, part i). The laim follows by symmetry.
The group F [2] ats on X [2] oordinate-wise. By part ii) and the symmetries of
Q, we have the statement in part iii). 
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>From this lemma, we dedue that Q is invariant under the subgroup F [3,1] of
F [3]. Conversely, we have:
Proposition 14. Let x ∈ P and u ∈ F [2]. If the parallelograms x and u · x are
equivalent, then u ∈ F [2,1].
Proof. There exists u′11 suh that (u00, u01, u10, u
′
11) ∈ F
[2,1]
and [u00 · x00, u01 ·
x01, u10 · x10, u
′
11 · x11] = [x] = [u00 · x00, u01 · x01, u10 · x10, u11 · x11]. Sine the
struture is strong, u′11 · x11 = u11 · x11. But sine F ats freely on eah ber,
u′11 = u11. 
Remark 2. Returning to the parallelogram struture Qs on Xs, we have already
notied that it is not strong. As in Setion 2.4, we have a strong parallelogram
struture by taking a quotient of Xs by some equivalene relation. Using the pre-
eding proposition, we have that two elements (x, y) and (x′, y′) ofXs are equivalent
for this relation if and only if there exists u ∈ F with x′ = u · x and y′ = u · y.
Proposition 15. The group F is inluded in the enter of G.
Proof. For every u ∈ F , we have u[2] ∈ F [2,1] and so F ⊂ G.
Let g ∈ G and u ∈ F . Let f be a fae of the ube and e an edge of the ube
with f ∩ e = {111}. Then the transformations g[3,f ] and u[3,e] map Q to itself, and
thus so does the ommutator of these transformations. It is immediate to hek
that this ommutator is equal to [g;u][3,e]. This means that for x ∈ Q, we also have
(x000, x001, . . . , x110, [g;u] · x111) ∈ Q. As the struture is strong, [g;u] · x111 =111.
Thus [g;u] is the identity transformation. 
5.3. Struture Theorem. We are now ready to haraterize parallelepiped stru-
tures that are nilstrutures. Reall (see Setion 2.4) that i is point in X and that
the map π : X → B is dened by π(x) = 〈i, x〉 for every x ∈ X .
Theorem 1. Let G be a subgroup of G ontaining F and assume that G ats
transitively on X. Let Γ be the stabilizer of some i ∈ X in G and identify X with
G/Γ in the natural way. Then the parallelogram struture (P ,Q) on X oinides
with the struture (PX ,QX) assoiated to G,F and Γ as in Proposition 10
Thus the parallelepiped struture (P ,Q) is isomorphi to a nilmanifold paral-
lelepiped struture as in Proposition 10 if and only if its struture group G ats
transitively on X .
Proof. Step 1. We rst show that G,F and Γ satisfy the hypotheses of Proposi-
tion 10.
We have already shown that F is inluded in the enter of G. Sine F ats freely
on X , Γ ∩ F = {1}. We are left with showing:
Claim 1. F ontains the ommutator subgroup G2 of G.
Reall that G[3,2] ⊃ G
[3,1]
2 . Therefore every element of G
[3,1]
2 leave Q invariant
and thus every element of G
[2,1]
2 maps eah parallelogram to an equivalent one. On
the other hand, sine B is abelian g belongs to the kernel of p and thus maps every
point of X to a point in the same ber.
Let g ∈ G2 and x, y ∈ X . There exist u, v ∈ F with g · x = u · x and g · y = v · y.
As (x, y, x, y) ∈ P and (g, g, 1, τ) ∈ G
[2,1]
2 we have [x, y, x, y] = [g · x, g · y, x, y] =
[u · x, v · y, x, y]. By Proposition 14, we have u = v.
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Therefore there exists u ∈ F with g · x = u · x for every x, meaning that
g = u. This proves the laim. Therefore we an dene the struture (PX ,QX) as
in Proposition 10.
Step 2. Let g ∈ G. For arbitrary x, y ∈ X , g[2] maps the parallelogram (x, x, y, y, )
to an equivalent one and this implies that π(g·x)π(x)−1 = π(g·y)π(y)−1. Therefore
there exists an element p(g) ∈ B suh that
π(g · x) = p(g)π(x) for every x ∈ X .
The map p : G→ B dened in this way is learly a group homomorphism. We show
that
Claim 2. ker(p) = FΓ.
The kernel of p ontains learly ontains F . For γ ∈ Γ we have π(i) = π(γ · i) =
p(γ)π(i) and thus γ ∈ ker(p). We get that ker(p) ⊃ FΓ. Conversely, let g ∈ ker(p).
Then g · i belongs to the same ber as i and there exists u ∈ F with g · i = u · i and
we have u−1g ∈ Γ. This proves the laim.
As the parallelogram struture P is assoiated to the projetion X → B and PX
is assoiated to the projetion X → G/FΓ we have that
P = PX .
Step 3. We are left with showing that Q = QX .
Sine(i, i, · · · , i) ∈ Q, for every g ∈ G[3,2] we have (g000 ·i, g001 ·i, · · · , g111 ·i) ∈ Q
by denition of the group G. Under our identiation it means that QX ⊂ Q.
Let x ∈ Q. As P = PX , eah fae of x belongs to PX and by ondition v) (applied
to the struture (PX ,QX)) there exists x
′
111 suh that (x000, x001, . . . , x110, x
′
111) ∈
QX . As QX ⊂ Q these 8 points form a parallelepiped in Q. As this last struture
is strong, x′111 = x111 and thus x ∈ QX . 
6. Conditions for transitivity
For s ∈ B, let Fs be the kernel of the group homomorphism qs : Ps → B dened
in Setion 4.2. Thus Fs is the family of ≈-equivalene lasses of parallelograms x
with 〈x00, x01〉 = s and 〈x00, x10〉 = 1. This means that x00 and x10 lie in the same
ber and therefore x01 and x11 also lie the same ber.
Therefore, if x is a parallelogram its equivalene lass [x] belongs to Fs if and
only if x an be written under the form:
(a, b, u · a, v · b) with a, b ∈ X, 〈a, b〉 = s and u, v ∈ F .
Let a′, b′ ∈ X with 〈a′, b′〉 = s and u′, v′ ∈ F . Then [a, b, u·a, v·b] = [a′, b′, u′·a′, v′·b′]
if and only if [a, b, a′, b′] = [u · a, v · b, u′ · a′, v′ · b′]. By Proposition 13, part iii) this
last lass is equal to [a, b, a′, uv−1u′
−1
v′ · b′]. This is equivalent to [a, b, a′, b′] if and
only if uv−1u′
−1
v′ = 1.
Therefore by passing to the quotient, the map
(a, b, u · a, v · b) 7→ vu−1
indues a one to one map js : Fs → F .
The map js is learly onto. Moreover, it follows immediately from the denition
of the multipliation in F that this map is a group homomorphism. We onlude
that js : Fs → F is a group isomorphism.
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Identifying F with Fs through this isomorphism, for every s ∈ B we have an
exat sequene:
(18) 0 −→ F −→ Ps −→ B −→ 0 .
Theorem 2. The group G ats transitively on X if and only if for every s ∈ B,
the exat sequene (18) splits.
Proof. Sine the subgroup F of G ats transitively on eah ber, then the group G
ats transitively on X if and only if the map q : G → B is onto.
First step. Let s ∈ B. First we assume that the exat sequene (18) splits. This
means that there exists a group homomorphism φ : B → Ps with qs ◦ φ = IdB. We
build a transformation h of X , belonging to G, with q(g) = s.
We hoose a, b ∈ X with 〈a, b〉 = s. Let x ∈ X . Then we dene g · x to be
the unique point g · x in X suh that (a, b, x, g · x) is a parallelogram in the lass
φ(〈a, x〉).
Let x be a parallelogram in X . We have 〈a, x00〉 〈a, x01〉
−1 ~ax10
−1 〈a, x11〉 = 1.
Sine φ is a group homomorphism, we have
φ(〈a, x00〉)φ(〈a, x01〉
−1)φ( ~ax10
−1)φ(〈a, x11〉) = 1 ,
This means that
[a, b, x00, g · x00] [a, b, x01, g · x01]
−1 [a, b, x10, g · x10]
−1 [a, b, x11, g · x11] = 1 .
By the denition of the multipliation in Ps, we have that [x00, g ·x00, x01, , g ·x01] =
[x10, g · x10, x11, , g · x11] and thus [x] = [g · x00, g · x01, g · x10, g · x11].
Therefore the transformation g of X maps every parallelogram to an equivalent
one and thus it belongs to G. By onstrution, q(g) = s.
Seond step. Conversely, let s ∈ B and assume that there exists g ∈ G with q(g) = s.
We hoose a ∈ X and dene b = g · a. For every x ∈ X , dene ψ(x) ∈ Ps to
be the ≈-equivalene lass of the parallelogram (a, b, x, g · x). Then for every x, we
have qs(ψ(x)) = 〈a, x〉. Moreover, ψ(a) = [a, b, a, b] = 1 and for every x ∈ X we
have qs(ψ(x)) = 〈a, x〉.
By the denition of G and the same omputation as in the rst step, we have
that
(19) when x is a parallelogram, ψ(x00)ψ(x01)
−1ψ(x10)
−1ψ(x11) = 1 .
We dedue that for x ∈ X , ψ(x) depends only in π(x) and thus on 〈a, x〉. Thus
there exists a map φ : B → Ps with ψ(x) = φ(〈a, x〉) for every x ∈ X .
The relation (19) thus implies that, when b00, b01, b10, b11 are four points in B
with b00b
−1
01 b
−1
10 b11 = 1 then φ(b00)φ(b01)
−1φ(x10)
−1φ(x11) = 1. As φ(1) = ψ(a) =
1, it follows that φ is a group homomorphism.
We have qs ◦ φ = IdB and so the exat sequene (18) splits. 
It follows immediately that:
Corollary 2. If either the ber group is injetive or if the base group is proje-
tive, then the parallelepiped struture is a nilparallelepiped struture, as in Propo-
sition 10.
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6.1. Imbeddings. In this Setion we rst show that there exist parallelepiped
strutures suh that the struture group does not at transitively on the spae, and
so the parallelepiped struture is not a nilstruture. After the example, we show
that every parallelepiped struture an be imbedded in a nilstruture. We start
with a proposition that denes this imbedding.
Proposition 16. Let (P ,Q) be a parallelepiped struture on a set X, assume that
B is the base is the base of X, π : X → B the natural projetion, and let Y be a
subset of X satisfying the following two onditions:
i) The restrition to Y of π is onto.
ii) If x ∈ Q is a parallelepiped in X suh that the seven points x000, . . . , x110
belong to Y , then x111 ∈ Y .
Then (P ∩ Y [2],Q∩ Y [3]) is a parallelepiped struture on Y .
Denition 8. If the onditions in the proposition are satised, we say that the
parallelepiped struture (Y,P ∩ Y [2],Q∩ Y [3]) is embedded in (X,P ,Q).
The proof of the proposition follows immediately from the denitions.
Example 6 (A parallelepiped struture whih is not a nilstruture). Let p > 2 be
a prime number and B = Z/pZ and F = Z/p2Z.
In this example we use additive notation for B and F . Let (P ,Q) the (abelian)
parallelepiped struture on X = B×F dened as in Example 5, but here we prefer
additive notation:
P = B[2,1] × F [2] , Q = B[3,2] × F [3,1] .
The base group is B and π : X → B is projetion onto the rst oordinate.
In this ase the groups Ps, s ∈ B, introdued in Setion 4.1 an easily be dened
expliitly and we do so now.
Let s ∈ B. Then Ps = B×F . The element
(
(b00, f00), ((b01, f01), ((b10, f10), ((b11, f11)
)
of X [2] = B[2] × F [2] is a parallelogram belonging to Ps if and only if b01 −
b00 = b11 − b10 = s. In this ase, the lass of this parallelogram is the element
(b10 − b00, f00 − f01 − f10 + f11) of Ps. The homomorphism qs : Ps → B is the rst
oordinate and the imbedding F → Ps is the map f 7→ (0, f).
Let X ′ be the subset of X given by
X ′ =
{
(b, f) : f =
b(b− 1)
2
mod pZ/p2Z
}
.
It is easy to hek that if x is a parallelepiped ofX suh that seven of its edges belong
to X ′, then the remaining edge also belongs to X ′. Therefore, P ′ := P ∩X ′
[2]
and
Q′ := Q∩X ′[3] is a parallelepiped struture on X ′, imbedded in the parallelepiped
struture on X .
The ber group is F ′ = pZ/p2Z ∼= Z/pZ. For s ∈ B, the family of parallelograms
of this struture is written P ′s that is, P
′
s = Ps ∩ P
′
. Let P ′s be the abelian group
of lasses of parallelograms of this family. An immediate omputation shows that
P ′s is the subgroup
P ′s =
{
(b, f) ∈ B × F : f = sb mod pZ/p2Z
}
of Ps. For 6= 0 this group is isomorphi to Z/p
2
Z and thus it is not isomorphi to
the diret sum B′ ⊕ F ′ ≈ Z/pZ ⊕ Z/pZ. Therefore the exat sequene (18) does
not split and so there is no g ∈ G(X) projeting on s.
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Theorem 3. Every parallelepiped struture an be imbedded in a nilparallelepiped
struture.
Proof. Let (P ,Q) be a parallelepiped struture on the set X , let B be the base
group and let F be the ber group.
The abelian group F an be imbedded as a subgroup of a divisible group E. We
write X ⊗ E for the set X × E, quotiented by the equivalene relation given by
(x, e) ∼= (x′, e′) if there exist u ∈ F with x′ = u · x and e′ = u−1e .
We write j : X × E → X ⊗ E for the quotient map.
We now dene a parallelepiped struture (PE ,QE) on X ⊗ E.
Let (x, e), (x′, e′) ∈ X × E. If (x, e) ∼= (x′, e′), then π(x) = π(x′). Therefore
we an dene a map πE : X ⊗ E → B by mapping the equivalene lass j(x, e) to
π(x). We dene PE to be the parallelogram struture on X ⊗E assoiated to this
projetion.
Let (PE ,QE) be the parallelepiped struture on the abelian group E dened as
in Example 4 and let QX⊗E be the image of Q×QE under the natural projetion
X [3]×E[3] = (X ×E)[3] → (X ⊗E)[3]. We laim that (PE ,QE) is a parallelepiped
struture on X ⊗ E.
For every x ∈ QX⊗E , every fae of x obviously belongs to PX⊗E. The symme-
tries of QX⊗E are obvious. Transitivity follows from Proposition 13, part iii) and
Proposition 14. The losing parallelepiped property follows in the same way that
Lemma 7 does.
The base group of PX⊗E is B and the ber group of QX⊗E is F . Sine F is a
divisible group, the struture (PX⊗E ,QX⊗E) on X ⊗ E is a nilstruture.
On the other hand, the map X → X ⊗ E assoiating x ∈ X to the equivalene
lass of j(x, 1) is one to one, and we an onsider X as a subset of X ⊗ E. Thus
P = PX⊗E ∩X
[2]
and Q = QX⊗E ∩X
[3]
. 
7. Higher levels?
Gowers norms (for all k ≥ 2) have already been used in several ontexts and it
is natural to ask to what extent the results here an be generalized for k ≥ 4.
In the setting of ergodi theory, the authors dene seminorms for all k ≥ 1 and
measures on Cartesian produts of the spae playing the same role played by the
strutures of this paper. The strong strutures of this paper orrespond to the
systems of order k of [7℄. These systems are ompletely haraterized in terms of
nilmanifolds. But the desriptions we give in the ontext of the present paper are
substantially weaker.
Our denitions of parallelogram and parallelepiped strutures extend immedi-
ately to strutures of any dimension k, for whih basi models are given by (k− 1)-
step nilmanifolds.
The main onstrutions and results of Setion 3 extend diretly, for example
the redution to strong strutures (Proposition 4), the denition of the seminorm
(Proposition 5), and the denition of the struture group (Denition 6). In parti-
ular, this struture group is always (k − 1)-step nilpotent.
The results of Setions 4-6 are more diult to extend. The main diulty is
that a good desription of a struture of dimension k is only possible in the ase
that the underlying struture of dimension k − 1 arises from a nilmanifold.
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