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Abstract
Inspired by shape constrained estimation under general nonnegative derivative constraints,
this paper considers the B-spline approximation of constrained functions and studies the asymp-
totic performance of the constrained B-spline estimator. By invoking a deep result in B-spline
theory (known as de Boor’s conjecture) first proved by A. Shardin as well as other new analytic
techniques, we establish a critical uniform Lipschitz property of the B-spline estimator subject
to arbitrary nonnegative derivative constraints under the ℓ∞-norm with possibly non-equally
spaced design points and knots. This property leads to important asymptotic analysis results of
the B-spline estimator, e.g., the uniform convergence and consistency on the entire interval under
consideration. The results developed in this paper not only recover the well-studied monotone
and convex approximation and estimation as special cases, but also treat general nonnegative
derivative constraints in a unified framework and open the door for the constrained B-spline
approximation and estimation subject to a broader class of shape constraints.
Key words: shape constrained estimation, B-splines, asymptotic analysis.
MSC classifications: 41A15, 62G05, 62G08, 62G20, 65D07.
1 Introduction
Shape constrained estimation is concerned with the nonparametric estimation of an underlying
function subject to a pre-specified shape condition, e.g., the monotone or convex condition, such
that a constructed estimator preserves the given shape condition. This problem has garnered
substantial attention from approximation and estimation theory, and nonparametric statistics, due
to the vast number of applications; see [6, 10,14,17,20,21] and the references therein.
A shape constrained estimator is subject to nonsmooth inequality constraints, which yield many
challenges in its characterization and performance analysis. Two lines of research have been car-
ried out for shape constrained estimation. The first line pertains to estimator characterization and
numerical computation. Various shape constrained estimators are characterized by constrained
smoothing splines, which can be treated as constrained control theoretic splines [10, 24] and for-
mulated as inequality constrained optimal control problems. Nonsmooth analytic or optimization
techniques have been used to characterize and compute constrained estimators [4, 7, 8, 10, 16, 20].
However, all these papers (along the first line) do not take performance analysis into account. The
second research line is concerned with the asymptotic performance analysis of (univariate) shape
constrained estimators. The current literature along this line focuses mostly on monotone estima-
tion, e.g., [3, 14, 15, 22, 26], and convex estimation, e.g., [2, 9, 12, 23, 27]; additional results include
k-monotone estimation [1]. These papers study the performance of certain constrained estimators,
e.g., the least-squares, B-spline, and P-spline estimators, for sufficiently large sample size [13,25].
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It is observed that the monotone (resp. convex) constraint on a univariate function roughly
corresponds to the first (resp. second) order nonnegative derivative constraint, under suitable
smoothness conditions on the underlying function. Despite extensive research on asymptotic anal-
ysis of monotone and convex estimation, very few performance analysis results are available for
higher-order nonnegative derivative constraints, although such constraints arise in applications [17].
Motivated by these applications and the lack of performance analysis of the associated constrained
estimation, we consider the estimation of a univariate function subject to themth order nonnegative
derivative constraint via B-spline estimators, wherem ∈ N is arbitrary. The B-splines are a popular
tool in approximation and estimation theory thanks to their numerical advantages [5, 6]. Nonneg-
ative derivative constraints on a B-spline estimator can be easily imposed on spline coefficients,
which can be efficiently computed via quadratic programs. In spite of this numerical efficiency and
simplicity, the asymptotic analysis of constrained B-spline estimators is far from trivial, particularly
when uniform convergence and the supremum-norm (or sup-norm) risk are considered.
The asymptotic analysis of constrained B-spline estimators requires a deep understanding of
the mapping from a (weighted) sample data vector to the corresponding B-spline coefficient vector.
For a fixed sample size, this mapping is given by a Lipschitz piecewise linear function due to the
inequality shape constraints. As the sample size increases and tends to infinity, it gives rise to
an infinite family of size-varying piecewise linear functions. A critical uniform Lipschitz property
has been established for monotone P-splines (corresponding to m = 1) [22] and convex B-splines
(corresponding to m = 2) [27]. This property states that the size-varying piecewise linear functions
attain a uniform Lipschitz constant under the ℓ∞-norm, regardless of sample size and the number
of knots, and it leads to many important results in asymptotic analysis, e.g., uniform convergence,
pointwise mean squared risk, and optimal rates of convergence [27]. It has been conjectured that
this property can be extended to B-spline estimators subject to higher-order nonnegative derivative
constraints [27]. However, the extension encounters a major difficulty: the proof of the uniform
Lipschitz property for the monotone and convex cases heavily relies on the diagonal dominance of
certain matrices that no longer holds in the higher-order case. In addition, the results in [22,27] are
based on a restrictive assumption of equally spaced design points and knots, but the extension to
non-equally spaced case is nontrivial. To overcome these difficulties, we develop various new results
for the proof of the uniform Lipschitz property and asymptotic analysis of the B-spline estimators
for an arbitrary m. We summarize these results and contributions of the paper as follows.
(1) A novel technique for the proof of the uniform Lipschitz property lies in a deep result in
B-spline theory (dubbed de Boor’s conjecture) first proved by A. Shardin [19]; see [11] for a recent
simpler proof. Informally speaking, this result says that the ℓ∞-norm of the inverse of the Gramian
formed by the normalized B-splines of orderm is uniformly bounded, regardless of the knot sequence
and the number of B-splines (cf. Theorem 2.2 in Section 2.3). Sparked by this result, we construct
(nontrivial) coefficient matrices of the piecewise linear functions and approximate these matrices
by suitable B-splines via analytic techniques. This yields the uniform bounds in the ℓ∞-norm for
arbitrary m and possibly non-equally spaced design points and knots; see Theorem 2.1.
(2) Using the uniform Lipschitz property, we show that for any orderm, the constrained B-spline
estimator achieves uniform convergence and consistency on the entire interval of interest even when
design points are not equally spaced. Furthermore, we develop a preliminary convergence rate of the
B-spline estimator in the sup-norm; this rate sheds light on the optimal convergence and minimax
risk analysis of the B-spline estimators subject to general nonnegative derivative constraints.
The paper is organized as follows. In Section 2, we introduce the constrained B-spline estimator
and state the uniform Lipschitz property. Section 3 is devoted to the proof of the uniform Lipschitz
property. Section 4 establishes the uniform bounds of the bias and stochastic error of the constrained
B-spline estimator via the uniform Lipschitz property. Concluding remarks are made in Section 5.
2
Notation. We introduce some notation used in the paper. Define the function δij on N × N so
that δij = 1 if i = j, and δij = 0 otherwise. Let IS denote the indicator function for a set S. For
an index set α, let α denote its complement, and |α| denote its cardinality. In addition, for k ∈ N,
define the set α+k := {i+k : i ∈ α}. Let 1k ∈ Rk denote the column vector of all ones and 1k1×k2
denote the k1 × k2 matrix of all ones. For a column vector v ∈ Rp, let vi denote its ith component.
For a matrix A ∈ Rk1×k2 , let [A]ij or [A]i,j be its (i, j)-entry, let (A)i• be its ith row, and (A)•j
be its jth column. If i1 ≤ i2 and j1 ≤ j2, let (A)i1:i2,• be the submatrix of A formed by its i1th
to i2th rows, let (A)•,j1:j2 denote the submatrix of A formed by its j1th to j2th columns, and let
(A)i1:i2,j1:j2 denote the submatrix of A formed by its i1th to i2th rows and j1th to j2th columns.
Given an index set α, let vα ∈ R|α| denote the vector formed by the components of v indexed by
elements of α, and (A)α• denote the matrix formed by the rows of A indexed by elements of α.
2 Shape Constrained B-splines: Uniform Lipschitz Property
Fix m ∈ N. Consider the class of (generalized) shape constrained univariate functions on [0, 1]:
Sm :=
{
f : [0, 1]→ R
∣∣∣ the (m− 1)th derivative f (m−1) exists almost everywhere on [0, 1],
and
(
f (m−1)(x1)− f (m−1)(x2)
) · (x1 − x2) ≥ 0 when f (m−1)(x1), f (m−1)(x2) exist} . (1)
When m = 1, Sm represents the set of increasing functions on [0, 1]. Similarly, when m = 2, Sm
denotes the set of continuous convex functions on [0, 1].
This paper focuses on the B-spline approximation of functions in Sm. Toward this end, we
provide a brief review of B-splines as follows; see [5] for more details. For a given K ∈ N, let
Tκ := {κ0 < κ1 < · · · < κK} be a sequence of (K + 1) knots in R. Given p ∈ N, let {BTκp,k}K+p−1k=1
denote the (K+p−1) B-splines of order p (or equivalently degree (p−1)) with knots at κ0, κ1, . . . , κK ,
and the usual extension κ1−p = · · · = κ−1 = κ0 on the left and κK+1 = · · · = κK+p−1 = κK on the
right, scaled such that
∑K+p−1
k=1 B
Tκ
p,k(x) = 1 for any x ∈ [κ0, κK ]. The support of BTκp,k is given by
(i) [κk−p, κk) when p = 1 and 1 ≤ k ≤ K − 1; (ii) [κk−p, κk] when p = 1 and k = K or for each
k = 1, . . . ,K + p− 1 when p ≥ 2. We summarize some properties of the B-splines to be used in the
subsequent development below:
(i) Nonnegativity, upper bound, and partition of unity: for each p, k, and Tκ, 0 ≤ BTκp,k(x) ≤ 1
for any x ∈ [κ0, κK ], and
∑K+p−1
k=1 B
Tκ
p,k(x) = 1 for any x ∈ [κ0, κK ].
(ii) Continuity and differentiability: when p = 1, each BTκp,k(x) is a (discontinuous) piecewise
constant function given by I[κk−1,κk)(x) for 1 ≤ k ≤ Kn − 1 or I[κKn−1,κKn ](x) for k = Kn,
also BTκp,k(x) ·BTκp,j(x) = 0,∀ x if k 6= j; when p = 2, the BTκp,k’s are continuous piecewise linear
splines, and there are at most three points in R where each BTκp,k is not differentiable; when
p > 2, each BTκp,k is differentiable on R. For p ≥ 2, the derivative of BTκp,k (when it exists) is(
BTκp,k(x)
)′
=
p− 1
κk−1 − κk−pB
Tκ
p−1,k−1(x) −
p− 1
κk − κk−p+1B
Tκ
p−1,k(x), (2)
where we define p−1κk−κk−p+1B
Tκ
p−1,k(x) := 0,∀x ∈ [0, 1] for k = 0 and k = K + p− 1.
(iii) L1-norm: for each k, the L1-norm of B
Tκ
p,k is known to be [5, Chapter IX, eqns.(5) and (7)]∥∥∥BTκp,k∥∥∥
L1
:=
∫
R
∣∣∣BTκp,k(x)∣∣∣ dx = κk − κk−pp . (3)
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Let Tκ := {0 = κ0 < κ1 < · · · < κKn = 1} be a given sequence of (Kn+1) knots in [0, 1], and let
gb,Tκ : [0, 1] → R be such that gb,Tκ(x) =
∑Kn+m−1
k=1 bkB
Tκ
m,k(x), where the bk’s are real coefficients
of B-splines and b := (b1, . . . , bKn+m−1)
T is the spline coefficient vector. Here the subscript n in
Kn corresponds to the number of design points to be used in the subsequent sections.
To derive a necessary and sufficient condition for gb,Tκ ∈ Sm, we introduce the following matrices.
Let D(k) ∈ Rk×(k+1) denote the first order difference matrix, i.e.,
D(k) :=

−1 1
−1 1
. . .
. . .
. . .
. . .
−1 1
 ∈ R
k×(k+1).
When m = 1, let D˜m,Tκ := D
(Kn−1). In what follows, consider m > 1. For the given knot sequence
Tκ with the usual extension κk = 0 for any k < 0 and κk = 1 for any k > Kn, define the following
diagonal matrices: ∆0,Tκ := IKn−1, and for each p = 1, . . . ,m− 1,
∆p,Tκ :=
1
p
diag
(
κ1 − κ1−p, κ2 − κ2−p, . . . , κKn+p−1 − κKn−1
)
∈ R(Kn+p−1)×(Kn+p−1). (4)
Furthermore, define the matrices D˜p,Tκ ∈ R(Kn+m−1−p)×(Kn+m−1) inductively as:
D˜0,Tκ := I, and D˜p,Tκ := ∆
−1
m−p,Tκ
·D(Kn+m−1−p) · D˜p−1,Tκ , p = 1, . . . ,m. (5)
Roughly speaking, D˜p,Tκ denotes the p th order difference matrix weighted by the knots of Tκ.
When the knots are equally spaced, it is almost identical to a standard difference matrix (except
on the boundary). Moreover, since ∆−1m−p,Tκ is invertible and D
(Kn+m−1−p) has full row rank, it
can be shown via induction that D˜p,Tκ is of full row rank for any p and Tκ.
In what follows, define Tn := Kn +m− 1 for a fixed spline order m ∈ N.
Lemma 2.1. Fix m ∈ N. Let Tκ be a given sequence of (Kn+1) knots, and for each p = 1, . . . ,m,
let {BTκp,k}Kn+p−1k=1 denote the B-splines of order p defined by Tκ. Then the following hold:
(1) For any given b ∈ RTn and j = 0, 1, . . . ,m− 1, the jth derivative of gb,Tκ :=
∑Tn
k=1 bkB
Tκ
m,k is∑Tn−j
k=1
(
D˜j,Tκb)kB
Tκ
m−j,k, except at (at most) finitely many points on [0, 1];
(2) gb,Tκ ∈ Sm if and only if D˜m,Tκ b ≥ 0.
Proof. For notational simplicity, we write gb,Tκ as g and D˜j,Tκ as D˜j respectively in the proof.
(1) We prove statement (1) by induction on j = 0, 1, . . . ,m − 1. Clearly, the statement holds
for j = 0. Consider j with 1 ≤ j ≤ m− 1, and assume the statement holds for (j − 1). It follows
from (2), the induction hypothesis, and the definitions of ∆j,Tκ and D˜j that
g(j) =
(
g(j−1)
)′
=
(
Tn−j+1∑
k=1
(
D˜j−1b
)
k
BTκm−j+1,k
)′
= (m− j)
Tn−j∑
k=1
(D˜j−1b)k+1 − (D˜j−1b)k
κk − κk−m+j B
Tκ
m−j,k
=
Tn−j∑
k=1
(
∆−1m−j,TκD
(Tn−j)D˜j−1b
)
k
BTκm−j,k =
Tn−j∑
k=1
(
D˜jb
)
k
BTκm−j,k,
whenever g(j) and g(j−1) exist. Hence, statement (1) holds for j.
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(2) It is easily seen that g(m−1) exists on [0, 1] except at (at most) finitely many points in [0, 1].
It thus follows from statement (1) that g(m−1) is a piecewise constant function on [0, 1]. Therefore,
g ∈ Sm if and only if the spline coefficients of g(m−1) are increasing, i.e., (D˜m−1b)k ≤ (D˜m−1b)k+1
for each k = 1, . . . ,Kn− 1. This is equivalent to D(Kn−1)D˜m−1b ≥ 0, which is further equivalent to
D˜m b ≥ 0, in view of ∆0,Tκ = I and D˜m = D(Kn−1)D˜m−1. This gives rise to statement (2).
2.1 Shape constrained B-splines
Let m ∈ N be a fixed spline order throughout the rest of the paper. Let y := (y0, y1, . . . , yn)T ∈
R
(n+1) be a given sample sequence corresponding to a sequence of design points P = (xi)
n
i=0 on
[0, 1]. For a given sequence Tκ of (Kn+1) knots on [0, 1], consider the following B-spline estimator
that satisfies the shape constraint characterized by Sm:
f̂BP,Tκ(x) :=
Kn+m−1∑
k=1
b̂kB
Tκ
m,k(x), (6)
where the coefficient vector b̂P,Tκ := (̂bk) is given by the constrained quadratic optimization problem:
b̂P,Tκ := argmin
D˜m,Tκb≥0
n∑
i=0
(
xi+1 − xi
)(
yi −
Tn∑
k=1
bkB
Tκ
m,k(xi)
)2
. (7)
Here xn+1 := 1. It follows from Lemma 2.1 that f̂
B
P,Tκ
∈ Sm. Note that f̂BP,Tκ depends on P and Tκ.
Define the diagonal matrix Θn := diag(x1 − x0, x2 − x1, . . . , xn+1 − xn) ∈ R(n+1)×(n+1), the
design matrix X̂ ∈ R(n+1)×Tn with [X̂ ]i, k := BTκm,k(xi) for each i and k, the matrix ΛKn,P,Tκ :=
Kn ·X̂TΘnX̂ ∈ RTn×Tn , and the weighted sample vector y := Kn ·X̂TΘny. Therefore, the quadratic
optimization problem in (7) for b̂P,Tκ can be written as:
b̂P,Tκ(y¯) := argmin
D˜m,Tκ b≥0
1
2
bT ΛKn,P,Tκ b− bT y. (8)
For the given P, Tκ and Kn, the matrix ΛKn,P,Tκ is positive definite, and the function b̂P,Tκ :
R
Tn → RTn is thus piecewise linear and globally Lipschitz continuous [18]. The piecewise linear
formulation of b̂P,Tκ can be obtained from the KKT optimality conditions for (8):
ΛKn,P,Tκ b̂P,Tκ − y − D˜Tm,Tκ χ = 0, 0 ≤ χ ⊥ D˜m,Tκ b̂P,Tκ ≥ 0, (9)
where χ ∈ RKn−1 is the Lagrange multiplier, and u ⊥ v means that the vectors u and v are
orthogonal. It follows from a similar argument as in [22, 23, 27] that each linear piece of b̂P,Tκ is
characterized by index sets:
α :=
{
i :
(
D˜m,Tκ b̂P,Tκ
)
i
= 0
}
⊆ {1, . . . ,Kn − 1}. (10)
Note that α may be the empty set. For each α, the KKT conditions (9) become
(D˜m,Tκ)α• b̂P,Tκ = 0, χα = 0, ΛKn,P,Tκ b̂P,Tκ − y −
(
(D˜m,Tκ)α•
)T
χα = 0.
Denote the linear piece of b̂P,Tκ for a given α as b̂
α
P,Tκ
, and let F Tα ∈ RTn×(|α|+m) be a matrix whose
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columns form a basis for the null space of (D˜m,Tκ)α•. It is known [22,23,27] that
b̂αP,Tκ(y) = F
T
α
(
FαΛKn,P,Tκ F
T
α
)−1
Fα y. (11)
Note that for any invertible matrixR ∈ R(|α|+m)×(|α|+m), (RFα)T ((RFα)ΛKn,P,Tκ(RFα)T )−1(RFα) =
F Tα (FαΛKn,P,TκF
T
α )
−1Fα. Thus any choice of Fα leads to the same b̂
α
P,Tκ
, provided that the columns
of F Tα form a basis of the null space of (D˜m,Tκ)α•.
2.2 Uniform Lipschitz property of shape constrained B-splines: main result
As indicated in the previous subsection, the piecewise linear function b̂P,Tκ(·) is Lipschitz continuous
for fixed Kn, P, Tκ. An important question is whether the Lipschitz constants of size-varying b̂P,Tκ
with respect to the ℓ∞-norm are uniformly bounded, regardless of Kn, P , and Tκ, as long as the
numbers of design points and knots are sufficiently large. If so, we say that b̂P,Tκ satisfies the
uniform Lipschitz property. Originally introduced and studied in [22, 23, 26, 27] for monotone P-
splines and convex B-splines with equally spaced design points and knots, this property is shown
to play a crucial role in the uniform convergence and asymptotic analysis of constrained B-spline
estimators. In this section, we extend this property to constrained B-splines subject to general
nonnegative derivative constraints under relaxed conditions on design points and knots.
Fix cω ≥ 1, and for each n ∈ N, define the set of sequences of (n+ 1) design points on [0, 1]:
Pn :=
{
(xi)
n
i=0
∣∣∣ 0 = x0 < x1 < · · · < xn = 1, and xi − xi−1 ≤ cω
n
, ∀ i = 1, . . . , n
}
. (12)
Furthermore, let cκ,1 and cκ,2 with 0 < cκ,1 ≤ 1 ≤ cκ,2 be given. For each Kn ∈ N, define the set of
sequences of (Kn + 1) knots on [0, 1] with the usual extension on the left and right boundary:
TKn :=
{
(κi)
Kn
i=0
∣∣∣ 0 = κ0 < κ1 < · · · < κKn = 1, and cκ,1Kn ≤ κi − κi−1 ≤ cκ,2Kn , ∀ i = 1, . . . ,Kn
}
.
(13)
For any p,Kn ∈ N and Tκ ∈ TKn , it is noted that for any κi ∈ Tκ, we have, κi−κi−pp = 1p
∑i−p+1
s=i (κs−
κs−1) ≤ 1p · p ·
cκ,2
Kn
≤ cκ,2/Kn. Moreover, in view of κi−p = 0 for any i ≤ p and κi = 1 for any
i ≥ Kn, it can be shown that for each 1 ≤ i ≤ Kn + p − 1, κi−κi−pp ≥ cκ,1/(p · Kn) such that
p
κi−κi−p
≤ p ·Kn/cκ,1. In summary, we have, for each i = 1, . . . ,Kn + p− 1,
cκ,1
p ·Kn ≤
κi − κi−p
p
≤ cκ,2
Kn
, and
Kn
cκ,2
≤ p
κi − κi−p ≤
p ·Kn
cκ,1
. (14)
Using the above notation, we state the main result of the paper, i.e., the uniform Lipschitz
property of b̂P,Tκ , as follows:
Theorem 2.1. Let m ∈ N and constants cω, cκ,1, cκ,2 be fixed, where cω ≥ 1 and 0 < cκ,1 ≤ 1 ≤ cκ,2.
For any n,Kn ∈ N, let b̂P,Tκ : RKn+m−1 → RKn+m−1 be the piecewise linear function in (8)
corresponding to the mth order B-spline defined by the design point sequence P ∈ Pn and the knot
sequence Tκ ∈ TKn. Then there exists a positive constant c∞, depending on m, cκ,1 only, such that
for any increasing sequence (Kn) with Kn → ∞ and Kn/n → 0 as n → ∞, there exists n∗ ∈ N,
depending on (Kn) (and the fixed constants m, cω, cκ,1, cκ,2) only, such that for any P ∈ Pn and
Tκ ∈ TKn with all n ≥ n∗,∥∥∥ b̂P,Tκ(u)− b̂P,Tκ(v)∥∥∥
∞
≤ c∞
∥∥u− v ∥∥
∞
, ∀ u, v ∈ RKn+m−1.
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The above result can be refined when we focus on a particular sequence of P and Tκ.
Corollary 2.1. Let (Kn) be an increasing sequence with Kn →∞ and Kn/n→ 0 as n→∞, and(
(Pn, TKn)
)
be a sequence in Pn × TKn. Then there exists a positive constant c′∞, independent of
n, such that for each n,∥∥∥ b̂Pn,TKn (u)− b̂Pn,TKn (v)∥∥∥∞ ≤ c′∞ ∥∥u− v ∥∥∞, ∀ u, v ∈ RKn+m−1.
This corollary recovers the past results on the uniform Lipschitz property form = 1, 2 (e.g., [27])
when the design points and knots are equally spaced on [0, 1].
2.3 Overview of the proof
The proof of Theorem 2.1 is somewhat technical. To facilitate the reading, we outline its key ideas
and provide a road map of the proof as follows. In view of the piecewise linear formulation of
b̂P,Tκ in (11), it suffices to establish a uniform bound of ‖F Tα
(
FαΛKn,P,Tκ F
T
α
)−1
Fα‖∞ for all large
n, regardless of Kn, α, P ∈ Pn, and Tκ ∈ TKn . Note that ‖F Tα ‖∞ can be uniformly bounded by
choosing a suitable basis of the null space of (D˜m,Tκ)α•. Moreover, motivated by [27], we introduce a
diagonal matrix Ξ′α with positive diagonal entries such that ‖Ξ′αFα‖∞ is uniformly bounded. Since
F Tα
(
FαΛKn,P,Tκ F
T
α
)−1
Fα = F
T
α ·
(
Ξ′αFαΛKn,P,Tκ F
T
α
)−1 · Ξ′αF Tα , the proof boils down to finding a
uniform bound of ‖(Ξ′αFαΛKn,P,Tκ F Tα )−1‖∞, one of the key steps of the proof.
A critical technique for establishing the uniform bounds of ‖(Ξ′αFαΛKn,P,Tκ F Tα )−1‖∞ and other
related matrices is based on a deep result in B-spline theory (dubbed de Boor’s conjecture) proved
by Shardin [19]. Roughly speaking, this result says that the ℓ∞-norm of the inverse of the Gramian
formed by the normalized B-splines of orderm is uniformly bounded, regardless of the knot sequence
and the number of B-splines. To formally describe this result, we introduce more notation. Let 〈·, ·〉
denote the L2-inner product of real-valued univariate functions on R, i.e., 〈f, g〉 :=
∫
R
f(x)g(x) dx,
and ‖ · ‖L1 denote the L1-norm of a real-valued univariate function on R, i.e., ‖f‖L1 :=
∫
R
|f(x)| dx.
Theorem 2.2. [19, Theorem I] Fix a spline order m ∈ N. Let a, b ∈ R with a < b, and
{BTκm,k}K+m−1k=1 be the mth order B-splines on [a, b] defined by a knot sequence Tκ := {a = t0 <
t1 < · · · < tK = b} for some K ∈ N. Let G ∈ R(K+m−1)×(K+m−1) be the Gramian matrix given by
[
G
]
i,j
:=
〈
BTκm,i, B
Tκ
m,j
〉
∥∥BTκm,i∥∥L1 , ∀ i, j = 1, . . . ,K +m− 1.
Then there exists a positive constant ρm, independent of a, b, Tκ and K, such that ‖G−1‖∞ ≤ ρm.
Inspired by this theorem, we intend to approximate Ξ′αFαΛKn,P,Tκ F
T
α and other relevant ma-
trices by appropriate Gramian matrices of B-splines with uniform approximation error bounds. To
achieve this goal, we construct a suitable matrix Fα (i.e., F
(m)
α,Tκ
) in Section 3.2 and approximated
design matrix Xm,Tκ,Ln , which leads to Λ˜Tκ,Kn,Ln that approximates ΛKn,P,Tκ, in Section 3.3. We
then show via analytical tools and Theorem 2.2 that these constructed matrices attain uniform
bounds or uniform approximation error bounds in Section 3.4. With the help of these bounds, the
uniform Lipschitz property is proven in Section 3.5.
3 Proof of the Uniform Lipschitz Property
In this section, we prove the uniform Lipschitz property stated in Theorem 2.1.
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3.1 Technical lemmas
We present two technical lemmas for the proof of Theorem 2.1. The first lemma characterizes the
difference between an integral of a continuous function and its discrete approximation; it will be
used multiple times through this section (cf. Propositions 3.2, 3.4, and 3.5).
Lemma 3.1. Let n˜ ∈ N, v = (vk) ∈ Rn˜, [a, b] ⊂ R with a < b, and points {sk}n˜k=0 with a = s0 <
s1 < · · · < sn˜ = b such that maxk=1,...n˜ |sk − sk−1| ≤ ̺ for some ̺ > 0. Let f : [a, b] → R be a
continuous function which is differentiable on [a, b] except at finitely many points in [a, b]. Let the
positive constants µ1 and µ2 be such that maxk=1,...n˜ |vk − f(sk−1)| ≤ µ1, and |f ′(x)| ≤ µ2 for any
x ∈ [a, b] where f ′(x) exists. Then for each i ∈ {1, . . . , n˜},∣∣∣∣∣
i∑
k=1
vk
(
sk − sk−1
)− ∫ si
s0
f(x) dx
∣∣∣∣∣ ≤ µ1(b− a) + 32 µ2̺(b− a).
Proof. Fix an arbitrary k ∈ {1, . . . , n˜}. Suppose that s˜1, . . . , s˜ℓ−1 ∈ (sk−1, sk) with sk−1 := s˜0 <
s˜1 < s˜2 < · · · < s˜ℓ−1 < s˜ℓ := sk are the only points where f is non-differentiable on the interval
(sk−1, sk). It follows from the continuity of f and the Mean-value Theorem that for each j = 1, . . . , ℓ,
there exists ξj ∈ (s˜j−1, s˜j) such that f(s˜j) = f(s˜j−1)+f ′(ξj)(s˜j−s˜j−1) = f(sk−1)+
∑j
r=1 f
′(ξr)(s˜r−
s˜r−1). Since f is continuous and piecewise differentiable, we have∣∣∣∣∣
∫ sk
sk−1
f(x) dx− (sk − sk−1) f(sk−1)
∣∣∣∣∣
=
∣∣∣∣∣∣
ℓ∑
j=1
∫ s˜j
s˜j−1
[
f(s˜j−1) + f
′(ξx)
(
x− s˜j−1
)]
dx− (sk − sk−1) f(sk−1)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
ℓ∑
j=1
[
f(sk−1) +
j−1∑
r=1
f ′(ξr)(s˜r − s˜r−1)
]
(s˜j − s˜j−1)−
(
sk − sk−1
)
f(sk−1)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
ℓ∑
j=1
∫ s˜j
s˜j−1
f ′(ξx)
(
x− s˜j−1
)
dx
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
ℓ∑
j=1
f ′(ξj)
(
s˜j − s˜j−1
)(
sk − s˜j
)∣∣∣∣∣∣+ µ22
ℓ∑
j=1
(
s˜j − s˜j−1
)2
≤ 3µ2
2
(
sk − sk−1
)2 ≤ 3µ2̺
2
(
sk − sk−1
)
.
Consequently, for each i ∈ {1, . . . , n˜},∣∣∣∣∣
i∑
k=1
vk
(
sk − sk−1
)− ∫ si
s0
f(x) dx
∣∣∣∣∣ ≤
i∑
k=1
∣∣∣∣∣vk (sk − sk−1)−
∫ sk
sk−1
f(x) dx
∣∣∣∣∣
≤
i∑
k=1
(
sk − sk−1
)∣∣vk − f(sk−1)∣∣ + i∑
k=1
∣∣∣∣∣(sk − sk−1) f(sk−1)−
∫ sk
sk−1
f(x) dx
∣∣∣∣∣
≤ µ1
i∑
k=1
(
sk − sk−1
)
+
3µ2̺
2
i∑
k=1
(
sk − sk−1
) ≤ µ1(b− a) + 3
2
µ2̺(b− a).
This completes the proof.
The second lemma asserts that if corresponding matrices from two families of square matrices are
sufficiently close and the matrices from one family are invertible with uniformly bounded inverses,
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then so are the matrices from the other family. This result is instrumental to attaining a uniform
bound of the inverses of some size-varying matrices (cf. Corollary 3.2).
Lemma 3.2. Let {Ai ∈ Rni×ni : i ∈ I } and {Bi ∈ Rni×ni : i ∈ I } be two families of square
matrices for a (possibly infinite) index set I, where ni ∈ N need not be the same for different i ∈ I.
Suppose that each Ai is invertible with µ := supi∈I ‖A−1i ‖∞ <∞ and that for any ε > 0, there are
only finitely many i ∈ I satisfying ‖Ai − Bi‖∞ ≥ ε. Then for all but finitely many i ∈ I, Bi is
invertible with ‖B−1i ‖∞ ≤ 32µ.
Proof. For the given positive constant µ := supi∈I ‖A−1i ‖∞ < ∞, define the positive constant
ε := 1/(3µ). Let Iε := {i ∈ I : ‖Ai − Bi‖∞ < ε}. Note that there exist only finitely many
i ∈ I such that ‖Ai − Bi‖∞ ≥ ε. Define Ci := Bi − Ai so that ‖Ci‖∞ < ε for each i ∈ Iε. Since
Bi = Ai + Ci and Ai is invertible, we have A
−1
i Bi = I +A
−1
i Ci. Hence, we obtain, via ε = 1/(3µ),∥∥A−1i Ci∥∥∞ ≤ ‖A−1i ‖∞ · ‖Ci‖∞ ≤ µ · ε = 13 , ∀ i ∈ Iε.
This shows that I+A−1i Ci is strictly diagonally dominant, and thus is invertible. Therefore, A
−1
i Bi
is invertible, and so is Bi for each i ∈ Iε. Hence all but finitely many Bi, i ∈ I, are invertible.
By the virtue of
∥∥A−1i Ci∥∥∞ ≤ 1/3 for any i ∈ Iε, we deduce that∥∥∥(I +A−1i Ci)−1∥∥∥
∞
≤ 1
1− ∥∥A−1i Ci∥∥∞ ≤
3
2
, ∀ i ∈ Iε.
Using A−1i Bi = I +A
−1
i Ci again, we further have that∥∥B−1i ∥∥∞ = ∥∥∥(I +A−1i Ci)−1 · A−1i ∥∥∥∞ ≤ ∥∥∥(I +A−1i Ci)−1∥∥∥∞ · ‖A−1i ‖∞ ≤ 32µ, ∀ i ∈ Iε.
This yields the desired result.
3.2 Construction of the matrix Fα
In this subsection, we construct a suitable matrix Fα used in (11). For Kn ∈ N, let Tκ ∈ TKn be a
knot sequence, and α ⊆ {1, . . . ,Kn − 1} be an index set defined in (10). The complement of α is
α = {i1, . . . , i|α|} with 1 ≤ i1 < · · · < i|α| ≤ Kn − 1. For notational simplicity, define qα := |α|+m.
We introduce the following two matrices, both of which have full row rank:
Eα,Tκ :=

1Ti1
1Ti2−i1
. . .
1TKn−i|α|
 ∈ R(|α|+1)×Kn , F (1)α,Tκ :=
[
Im−1 0
0 Eα,Tκ
]
∈ Rqα×Tn , (15)
where we recall Tn := Kn +m − 1. Note that each column of F (1)α,Tκ contains exactly one entry of
1, and all other entries are zero. The matrix F
(1)
α,Tκ
characterizes the first order B-splines (i.e. the
piecewise constant splines) with the knot sequence {κik} defined by α. For the given α, define
τα,Tκ,k :=

0, for k = 1−m, . . . , 0
κik , for k = 1, . . . , |α|
1, for k = |α|+ 1, . . . , qα.
(16)
9
It is easy to verify that for each k ∈ {1, . . . , |α|+ 1} and ℓ ∈ {1, . . . ,Kn},(
F
(1)
α,Tκ
)
(k+m−1),(ℓ+m−1)
= (Eα,Tκ)kℓ =
{
1, if κℓ−1 ∈ [τα,Tκ,k−1, τα,Tκ,k)
0, otherwise.
(17)
For each p = 1, . . . ,m, we further introduce the following diagonal matrices
Ξ
(p)
α,Tκ
:=
[
Im−p 0
0 Σp,Tκ
]
(18)
= diag
 1, . . . , 1,︸ ︷︷ ︸
(m−p)−copies
p
τα,Tκ,1 − τα,Tκ,1−p
,
p
τα,Tκ,2 − τα,Tκ,2−p
, . . . ,
p
τα,Tκ,|α|+p − τα,Tκ,|α|
 ,
where Ξ
(p)
α,Tκ
is of order qα, and by using the definition of the matrix ∆p,Tκ in (4),
∆̂p,Tκ :=
[
Im−p 0
0 ∆p,Tκ
]
(19)
= diag
 1, . . . , 1,︸ ︷︷ ︸
(m−p)−copies
κ1 − κ1−p
p
,
κ2 − κ2−p
p
, . . . ,
κKn+p−1 − κKn−1
p
 ∈ RTn×Tn .
In addition, define the following two matrices of order r ∈ N:
Ŝ(r) :=

1 1 1 . . . 1
1 1 . . . 1
1 . . . 1
. . .
...
1
 , and D̂(r) :=
(
Ŝ(r)
)−1
=

1 −1
1 −1
. . .
. . .
1 −1
1
 . (20)
Here multiplication by the matrix Ŝ(r) from right acts as discrete integration, while D̂(r) is similar
to a difference matrix.
With the above notation, we now define F
(p)
α,Tκ
inductively: F
(1)
α,Tκ
is defined in (15), and
F
(p)
α,Tκ
:= D̂(qα) · Ξ(p−1)α,Tκ · F
(p−1)
α,Tκ
· ∆̂p−1,Tκ · Ŝ(Tn) ∈ Rqα×Tn , p = 2, . . . ,m. (21)
Since D̂(qα), Ξ
(p−1)
α,Tκ
, ∆̂p−1,Tκ , and Ŝ
(Tn) are all invertible, each F
(p)
α,Tκ
has full row rank by induction.
Furthermore, it is easy to see that if α is the empty set, then α = {1, . . . ,Kn − 1} so that F (1)α,Tk is
the identity matrix ITn for any Tκ, which further shows via induction in (21) that F
(p)
α,Tκ
= ITn for
any p = 2, . . . ,m and any Tκ.
It is shown below that F
(m)
α,Tκ
constructed above is a suitable choice for Fα in the piecewise linear
formulation of b̂P,Tκ in (11).
Proposition 3.1. If the index set α is nonempty, then the columns of
(
F
(m)
α,Tκ
)T
form a basis of the
null space of (D˜m,Tκ)α•.
Proof. To simplify notation, we use Fα,p to denote F
(p)
α,Tκ
and drop the subscript Tκ in D˜p,Tκ , ∆p,Tκ ,
and ∆̂p,Tκ for p = 1, . . . ,m; see (4)-(5) for the definitions of ∆p,Tκ and D˜p,Tκ respectively.
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We first show that the matrix product
(
D(Tn−1)
)
(α+m−1)•
F Tα,1 = 0. Since the first (m − 1)
columns of
(
D(Tn−1)
)
(α+m−1)•
contain all zero entries and
(
F Tα,1
)
•,1:(m−1)
=
[
Im−1
0
]
∈ RTn×(m−1),
we see that the first (m − 1) columns of (D(Tn−1))
(α+m−1)•
F Tα,1 have all zero entries. (If m = 1,
this result holds trivially.) Moreover, for each j with m ≤ j ≤ qα := |α| +m, we see, in light of
(15) and (17), that
(Fα,1)j• =
(
0, . . . , 0︸ ︷︷ ︸
ik−1+m−1
, 1, . . . , 1︸ ︷︷ ︸
ik−ik−1
, 0, . . . , 0︸ ︷︷ ︸
Kn−ik
)
.
where k = j−m+1, i0 := 0, and i|α|+1 := Kn. Note that for each s ∈ α, the row
(
D(Tn−1)
)
(s+m−1)•
is of the form (0, . . . , 0︸ ︷︷ ︸
s+m−2
,−1, 1, 0, . . . , 0︸ ︷︷ ︸
Kn−1−s
). Using the fact that ik−1, ik ∈ α ∪ {0,Kn} for any k =
1, . . . , |α| + 1, we deduce that if s ∈ α, then s /∈ {ik−1, ik} for k = 1, . . . , |α| + 1. This shows that(
D(Tn−1)
)
(s+m−1)•
· (F Tα,1)•j = 0, ∀ s ∈ α. Hence the matrix product (D(Tn−1))(α+m−1)•F Tα,1 = 0.
It is easy to show via (5), (15), and the above result that the proposition holds when m = 1.
Consider m ≥ 2 for the rest of the proof. Let S0 := ITn , and Sp := ∆̂m−p · Ŝ(Tn) · Sp−1 for
p = 1, . . . ,m− 1, where Ŝ(Tn) is defined in (20). It follows from the definition of Sp and (21) that
Fα,m = Q · Fα,1 · Sm−1 for a suitable matrix Q. We next show via induction on p that
D˜p · STp =
[
0(Tn−p)×p ITn−p
]
, ∀ p = 0, 1, . . . ,m− 1. (22)
Clearly, this result holds for p = 0. Given p ≥ 1 and assuming that (22) holds for p − 1, it follows
from (5), (21), and the induction hypothesis that
D˜p · STp =
(
∆−1m−pD
(Tn−p)D˜p−1
)
·
(
STp−1 (Ŝ
(Tn))T ∆̂m−p
)
= ∆−1m−pD
(Tn−p)
[
0(Tn−(p−1))×(p−1) ITn−(p−1)
] (
Ŝ(Tn)
)T
∆̂m−p
= ∆−1m−pD
(Tn−p)
[
1(Tn−(p−1))×(p−1)
(
Ŝ(Tn−(p−1))
)T ] ∆̂m−p
= ∆−1m−p
[
0(Tn−p)×p ITn−p
]
∆̂m−p
= ∆−1m−p
[
0(Tn−p)×p ∆m−p
]
=
[
0(Tn−p)×p ITn−p
]
,
where the second to last equality is due to (19). This gives rise to (22).
Combining the above results, we have
(D˜m)α• · F Tα,m =
((
D(Kn−1)
)
α•
D˜m−1
)
·
(
QFα,1 Sm−1
)T
=
(
D(Kn−1)
)
α•
· D˜m−1 · STm−1 · F Tα,1 ·QT
=
(
D(Kn−1)
)
α•
[
0Kn×(m−1) IKn
]
F Tα,1 ·QT =
(
D(Tn−1)
)
(α+m−1)•
· F Tα,1 ·QT = 0.
Recall that Fα,m has full row rank. Hence, the qα columns of F
T
α,m are linearly independent. Addi-
tionally, since D˜m is of full row rank as indicated after (5), so is (D˜m)α•. Therefore, rank[(D˜m)α•] =
|α| and the null space of (D˜m)α• has dimension (Kn +m− 1− |α|), which is equal to qα in light of
|α|+ |α| = Kn − 1. Therefore the columns of F Tα,m form a basis for the null space of (D˜m)α•.
Before ending this subsection, we present a structure property of F
(p)
α,Tκ
and a preliminary uniform
bound for
∥∥F (m)α,Tκ∥∥∞, which will be useful later (cf. Corollary 3.1 and Proposition 3.3).
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Lemma 3.3. For any m,Kn ∈ N, any knot sequence Tκ ∈ TKn and any index set α defined in
(10), the following hold:
(1) For each p = 1, . . . ,m−1, F (p)α,Tκ =
[
Im−p 0
0 W
(p)
α,Tκ
]
for some matrixW
(p)
α,Tκ
∈ R(|α|+p)×(Kn+p−1).
(2)
∥∥F (m)α,Tκ∥∥∞ ≤ ( 2mcκ,1 ·max
(
1,
cκ,2
Kn
)
· Tn
)m−1
· (Kn)m, where Tn = Kn +m− 1.
Proof. (1) Fix m, Kn, Tκ ∈ TKn , and α. We prove this result by induction on p. By the definition
of F
(1)
α,Tκ
in (15), we see that statement (1) holds for p = 1 with W
(p)
α,Tκ
= Eα,Tκ . Now suppose
statement (1) holds for p = 1, . . . , p ′ with p ′ ≤ m− 2, and consider p ′+1. In view of the recursive
definition (21) and the definitions of D̂(qα), Ξ
(p)
α,Tκ
, ∆̂p,Tκ , and Ŝ
(Tn) given in (18), (19), and (20),
we deduce via the induction hypothesis that
F
(p ′+1)
α,Tκ
= D̂(qα) · Ξ(p ′)α,Tκ · F
(p ′)
α,Tκ
· ∆̂p ′,Tκ · Ŝ(Tn)
= D̂(qα) ·
[
Im−p ′ 0
0 Σp ′,Tκ
]
·
[
Im−p ′ 0
0 W
(p ′)
α,Tκ
]
·
[
Im−p ′ 0
0 ∆p ′,Tκ
]
· Ŝ(Tn)
= D̂(qα) ·
[
Ŝ(m−p
′) 1(m−p ′)×(Kn+p ′−1)
0 ⋆
]
=
[
I(m−p ′−1) 0
0 ⋆′
]
,
where ⋆ and ⋆′ are suitable submatrices, and the last two equalities follow from the structure of
Ŝ(Tn) and D̂(qα). Letting W
(p ′+1)
α,Tκ
:= ⋆′, we obtain the desired equality via induction.
(2) It follows from the definition of F
(1)
α,Tκ
in (15) that
∥∥F (1)α,Tκ∥∥∞ ≤ Kn. Furthermore, by (21)
and the definitions of D̂(qα), Ξ
(p)
α,Tκ
, ∆̂p,Tκ, and Ŝ
(Tn) given in (18), (19), and (20), we have, for each
p = 1, . . . ,m− 1,∥∥F (p+1)α,Tκ ∥∥∞ = ∥∥∥D̂(qα) · Ξ(p)α,Tκ · F (p)α,Tκ · ∆̂p,Tκ · Ŝ(Tn)∥∥∥∞
≤ ∥∥D̂(qα)∥∥
∞
· ∥∥Ξ(p)α,Tκ∥∥∞ · ∥∥F (p)α,Tκ∥∥∞ · ∥∥∆̂p,Tκ∥∥∞ · ∥∥Ŝ(Tn)∥∥∞
≤ 2 · mKn
cκ,1
· ∥∥F (p)α,Tκ∥∥∞ ·max(1, cκ,2Kn
)
· Tn,
where we use (14) to bound
∥∥Ξ(p)α,Tκ∥∥∞ and ∥∥∆̂p,Tκ∥∥∞ in the last inequality. In view of this result
and ‖F (1)α,Tκ‖∞ ≤ Kn, the desired inequality follows.
More properties of F
(m)
α,Tκ
will be shown in Proposition 3.3 and Corollary 3.1.
3.3 Approximation of the matrix ΛKn,P,Tκ
This subsection is concerned with the construction of certain matrices used to approximate ΛKn,P,Tκ .
For a given Kn, let Ln ∈ N with Ln > Kn/cκ,1, which will be taken later to hold for all large n;
see Property H in Section 3.4. For a given knot sequence Tκ ∈ TKn of (Kn +1) knots on [0, 1] with
Tκ = {0 = κ0 < κ1 < · · · < κKn = 1}, define the matrix E˜Tκ,Ln ∈ RKn×Ln as[
E˜Tκ,Ln
]
jℓ
:= I[κj−1,κj)
(
ℓ− 1
Ln
)
, ∀ j = 1, . . . ,Kn, ℓ = 1, . . . , Ln, (23)
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where I[κj−1,κj) is the indicator function on the interval [κj−1, κj). For each j = 1, . . . ,Kn, let ℓj
be the cardinality of the index set {ℓ ∈ N |Lnκj−1 + 1 ≤ ℓ < Lnκj + 1}. Hence, we have
E˜Tκ,Ln =

1Tℓ1
1Tℓ2
. . .
1TℓKn
 ∈ RKn×Ln .
Let L′n := Ln +m− 1, and for each p = 1, . . . ,m, define
Γp :=
[
I(m−p) 0
0 L−1n · I(Ln+p−1)
]
∈ RL′n×L′n , and S˜(p)Ln := Γp · Ŝ(L
′
n) ∈ RL′n×L′n ,
where Ŝ(r) is defined in (20). We then define the matrices Xp,Tκ,Ln ∈ RTn×L
′
n for the given Tκ and
Ln inductively as:
X1,Tκ,Ln :=
[
Im−1 0
0 E˜Tκ,Ln
]
, and Xp,Tκ,Ln := D̂
(Tn) · ∆̂−1p−1,Tκ ·Xp−1,Tκ,Ln · S˜
(p−1)
Ln
, p = 2, . . . ,m.
(24)
Note that X1,Tκ,Ln is of full row rank for any Tκ, Ln, and so is Xp,Tκ,Ln for each p = 2, . . . ,m, since
D̂(Tn), ∆̂−1p−1,Tκ, Ŝ
(L′n), and Γp−1 are all invertible. Finally, define the matrix
Λ˜Tκ,Kn,Ln :=
Kn
Ln
· (Xm,Tκ,Ln)1:Tn,1:Ln · [(Xm,Tκ,Ln)1:Tn,1:Ln]T ∈ RTn×Tn . (25)
It will be shown later (cf. Proposition 3.5) that Λ˜Tκ,Kn,Ln approximates ΛKn,P,Tκ for all large n
when Ln is suitably chosen.
As discussed in Section 2.3, the proof of the uniform Lipschitz property boils down to certain
uniform bounds in ℓ∞-norm, including that for ‖
(
Ξ′αFαΛKn,P,Tκ F
T
α
)−1‖∞, where Ξ′α := K−1n Ξ(m)α,Tκ .
Therefore it is essential to know about FαΛKn,P,Tκ F
T
α , which is approximated by FαΛ˜Tκ,Kn,Ln F
T
α .
In view of the definition of Λ˜Tκ,Kn,Ln , we see that the latter matrix product is closely related to
F
(m)
α,Tκ
Xm,Tκ,Ln for a given index set α, a knot sequence Tk, and Ln. In what follows, we show certain
important properties of F
(m)
α,Tκ
Xm,Tκ,Ln to be used in the subsequent development.
Lemma 3.4. Fix m ∈ N. For any given α, Tκ, and Ln, the following hold:
(1) For each p = 2, . . . ,m, F
(p)
α,Tκ
·Xp,Tκ,Ln = D̂(qα) · Ξ(p−1)α,Tκ · F
(p−1)
α,Tκ
·Xp−1,Tκ,Ln · S˜(p−1)Ln ;
(2) For each p = 1, . . . ,m− 1, there exists a matrix Zp,α,Tκ,Ln ∈ R(qα−m+p)×(Ln+p−1) such that
F
(p)
α,Tκ
·Xp,Tκ,Ln =
[
Im−p 0
0 Zp,α,Tκ,Ln
]
∈ Rqα×L′n .
Proof. (1) It follows from the definitions of F
(p)
α,Tκ
in (21) and Xp,Tκ,Ln in (24) respectively and
Ŝ(Tn) · D̂(Tn) = I that for each p = 2, . . . ,m,
F
(p)
α,Tκ
·Xp,Tκ,Ln =
(
D̂(qα) · Ξ(p−1)α,Tκ · F
(p−1)
α,Tκ
· ∆̂p−1,Tκ · Ŝ(Tn)
)
·
(
D̂(Tn) · ∆̂−1p−1,Tκ ·Xp−1,Tκ,Ln · S˜
(p−1)
Ln
)
= D̂(qα) · Ξ(p−1)α,Tκ · F
(p−1)
α,Tκ
·Xp−1,Tκ,Ln · S˜(p−1)Ln .
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(2) When p = 1, it is easily seen that
F
(1)
α,Tκ
·X1,Tκ,Ln =
[
Im−1 0
0 Eα,Tκ
] [
Im−1 0
0 E˜Tκ,Ln
]
=
[
Im−1 0
0 Z1,α,Tκ,Ln
]
,
where Z1,α,Tκ,Ln := Eα,Tκ · E˜Tκ,Ln . Hence, statement (2) holds for p = 1. Suppose statement (2)
holds for p = 1, . . . , p ′, and consider p ′ + 1. In view of statement (1), the definitions of Γp ′ and
S˜
(p′)
Ln
, (18) for Ξ
(p ′)
α,Tκ
, and the induction hypothesis, we have
F
(p ′+1)
α,Tκ
·Xp ′+1,Tκ,Ln = D̂(qα) · Ξ(p
′)
α,Tκ
· F (p ′)α,Tκ ·Xp ′,Tκ,Ln · S˜
(p ′)
Ln
= D̂(qα) · Ξ(p ′)α,Tκ · F
(p ′)
α,Tκ
·Xp ′,Tκ,Ln · Γp ′ · ŜL
′
n
= D̂(qα) ·
[
Im−p ′ 0
0 Σp ′,Tκ
]
·
[
Im−p ′ 0
0 Zp ′,α,Tκ,Ln
]
·
[
Im−p ′ 0
0 L−1n · ILn+p ′−1
]
· Ŝ(L′n)
= D̂(qα) ·
[
Ŝ(m−p
′) 1(m−p ′)×(Ln+p ′−1)
0 ⋆
]
=
[
I(m−p ′−1) 0
0 ⋆′
]
,
where ⋆ and ⋆′ are suitable submatrices, and the last two equalities follow from the structure of
Ŝ(L
′
n) and D̂(qα). Letting Zp ′+1,α,Tκ,Ln := ⋆
′, we arrive at the desired equality via induction.
In what follows, we develop an inductive formula to compute Zp,α,Tκ,Ln . For notational simplic-
ity, we use Zp, Yp, and τs in place of Zp,α,Tκ,Ln , F
(p)
α,Tκ
·Xp,Tκ,Ln , and τα,Tκ,s (cf. (16)) respectively
for fixed α, Tκ, and Ln. For each p = 2, . . . ,m, it follows from statement (1) of Lemma 3.4 that for
any j = 1, . . . , |α|+ p and k = 1, . . . , Ln + p− 1,[
Zp
]
j,k
=
[
D̂(qα) · Ξ(p−1)α,Tκ · Yp−1 · S˜
(p−1)
Ln
]
j+m−p, k+m−p
=
[
D̂(qα)Ξ
(p−1)
α,Tκ
]
(j+m−p)•
·
[
Yp−1S˜
(p−1)
Ln
]
•(k+m−p)
.
In light of (18), we have, for any j = 1, . . . , |α|+ p,
(
D̂(qα) · Ξ(p−1)α,Tκ
)
(j+m−p)•
=

0, . . . , 0︸ ︷︷ ︸
m−p
, 1,− p−1τ1−τ2−p , 0, . . . , 0︸ ︷︷ ︸
|α|+p−2
 if j = 1 0, . . . , 0︸ ︷︷ ︸
j+m−p−1
, p−1τj−1−τj−p ,−
p−1
τj−τj−p+1
, 0, . . . , 0︸ ︷︷ ︸
|α|−j+p−1
 if 1 < j < |α|+ p0, . . . , 0︸ ︷︷ ︸
|α|+m−1
, p−1τ|α|+p−1−τ|α|
 if j = |α|+ p.
Moreover, by the virtue of Lemma 3.4, we have
Yp−1 · S˜(p−1)Ln = Yp−1 · Γp−1 · Ŝ(L
′
n) =
[
Im−p+1 0
0
Zp−1
Ln
]
· Ŝ(L′n)
=
Im−p 0 00 1 0
0 0
Zp−1
Ln
 · Ŝ(L′n) =

Ŝ(m−p) 1m−p 1(m−p)×(Ln+p−2)
0 1 1TLn+p−2
0 0
Zp−1·Ŝ(Ln+p−2)
Ln
 .
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This shows in particular that for each j = 2, . . . , |α|+ p and k = 2, . . . , Ln + p− 1,
[
Yp−1 · S˜(p−1)Ln
]
j+m−p, k+m−p
= L−1n
[
Zp−1 · Ŝ(Ln+p−2)
]
j−1, k−1
= L−1n ·
k−1∑
ℓ=1
[
Zp−1
]
j−1, ℓ
.
Combining the above results, we have, for any p ≥ 2, j = 1, . . . , |α|+ p, and k = 1, . . . , Ln + p− 1,
[
Zp
]
j, k
=
qα∑
s=1
[
D̂(qα) · Ξ(p−1)α,Tκ
]
j+m−p, s
·
[
Yp−1 · S˜(p−1)Ln
]
s, k+m−p
(26)
=

δj,1 if k = 1
1− p− 1
Ln(τ1 − τ2−p)
k−1∑
ℓ=1
[
Zp−1
]
1,ℓ
if j = 1, and k > 1
p− 1
Ln(τj−1 − τj−p)
k−1∑
ℓ=1
[
Zp−1
]
j−1,ℓ
− p− 1
Ln(τj − τj−p+1)
k−1∑
ℓ=1
[
Zp−1
]
j,ℓ
if 1 < j < |α|+ p, and k > 1
p− 1
Ln(τ|α|+p−1 − τ|α|)
k−1∑
ℓ=1
[
Zp−1
]
|α|+p−1,ℓ
if j = |α|+ p, and k > 1.
The above results for Zp,α,Tκ,Ln will be exploited to establish uniform bounds for the uniform
Lipschitz property shown in the next subsection (cf. Proposition 3.2).
3.4 Preliminary uniform bounds
This subsection establishes uniform bounds and uniform approximation error bounds of several of
the constructed matrices. These results lay a solid foundation for the proof of Theorem 2.1.
The first result of this subsection (cf. Proposition 3.2) shows that the entries of each row of
Zp,α,Tκ,Ln introduced in Lemma 3.4 are sufficiently close to the corresponding values of a B-spline
defined on a certain knot sequence for large Ln. Hence, each row of Zp,α,Tκ,Ln can be approximated
by an appropriate B-spline; more importantly, the approximation error is shown to be uniformly
bounded, regardless of α and Tκ. This result forms a cornerstone for many critical uniform bounds
in the proof of the uniform Lipschitz property.
Recall in Section 3.2 that for a given Kn ∈ N, a knot sequence Tκ ∈ TKn, and the index set
α ⊆ {1, . . . ,Kn − 1} defined in (10), the complement of α is given by α = {i1, . . . , i|α|} with
1 ≤ i1 < · · · < i|α| ≤ Kn − 1. For the given α and Tκ, define the knot sequence with the usual
extension κis = 0 for s < 0 and κis = 1 for s > |α|+ 1:
Vα,Tκ :=
{
0 = κi0 < κi1 < κi2 < · · · < κi|α| < κi|α|+1 = 1
}
. (27)
Let
{
B
Vα,Tκ
p,j
}|α|+p
j=1
be the B-splines of order p on [0, 1] defined by Vα,Tκ . With this notation, we
present the following proposition.
Proposition 3.2. Given Kn, Ln ∈ N, let Mn ∈ N with Mn ≥ m · Kn/cκ,1. Then for each p =
1, . . . ,m, any Tκ ∈ TKn, any index set α, any j = 1, . . . , |α|+ p, and any k = 1, . . . , Ln,∣∣∣∣[Zp,α,Tκ,Ln]j, k −BVα,Tκp,j (k − 1Ln
)∣∣∣∣ ≤ 6 · (2p−1 − 1) ·
(
Mn
)p−1
Ln
, ∀ n ∈ N.
Proof. We prove this result by induction on p. Given arbitrary Kn, Ln ∈ N, Tκ ∈ TKn , and α
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defined in (10), we use Zp to denote Zp,α,Tκ,Ln to simplify notation. Consider p = 1 first. It follows
from the proof of statement (2) of Lemma 3.4 that Z1 = Eα,Tκ · E˜Tκ,Ln . In view of the definitions of
Eα,Tκ and E˜Tκ,Ln in (15) and (23) respectively, we have, for any j = 1, . . . , |α|+1 and k = 1, . . . , Ln,
[
Z1
]
j, k
=
Kn∑
ℓ=1
[
Eα,Tκ
]
j, ℓ
· [E˜Tκ,Ln]ℓ, k = Kn∑
ℓ=1
I[κij−1 ,κij )
(κℓ−1) · I[κℓ−1,κℓ)
(
k − 1
Ln
)
= I[κij−1 ,κij )
(
k − 1
Ln
)
= B
Vα,Tκ
1,j
(
k − 1
Ln
)
. (28)
This shows that the proposition holds for p = 1.
Suppose that the proposition holds for p = 1, . . . , p̂ with 1 ≤ p̂ ≤ m − 1. Consider p = p̂ + 1
now. Define
θp̂,α,Tκ,Ln := 2Mn max
j=1,...,|α|+p̂
(
max
k=2,...,Ln
∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
j, ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,j (x) dx
∣∣∣∣∣
)
. (29)
We show below that
∣∣[Zp̂+1]j,k − BVα,Tκp̂+1,j (k−1Ln )∣∣ ≤ θp̂,α,Tκ,Ln for any j = 1, . . . , |α| + p̂ + 1 and
k = 1, . . . , Ln. To show this, consider the following cases via the entry formula of Zp̂+1 in (26):
(i) k = 1 and j = 1, . . . , |α|+ p̂+1. In view of (26), we have [Zp̂+1]j,1 = δj,1 = BVα,Tκp̂+1,j (0) for each
j. This implies that
∣∣[Zp̂+1]j,1 −BVα,Tκp̂+1,j (0)∣∣ = 0 ≤ θp̂,α,Tκ,Ln for each j.
(ii) j = 1 and k = 2, . . . , Ln. It follows from (2) that
B
Vα,Tκ
p̂+1,1(x) = B
Vα,Tκ
p̂+1,1(0)−
p̂
κi1 − κi1−p̂
∫ x
0
B
Vα,Tκ
p̂,1 (t)dt = 1−
p̂
κi1 − κi1−p̂
∫ x
0
B
Vα,Tκ
p̂,1 (t)dt.
Since each τs in (26) is τα,Tκ,s defined in (16), we have τ1 = κi1 and τ2−p̂−1 = κi1−p̂ . Hence∣∣∣∣[Zp̂+1]1,k −BVα,Tκp̂+1,1(k − 1Ln
)∣∣∣∣ = p̂κi1 − κi1−p̂
∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
1,ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,1 (t)dt
∣∣∣∣∣ ≤ θp̂,α,Tκ,Ln ,
where the last inequality is, via (14), due to p̂κis−κis−p̂
≤ p̂ ·Kn/cκ,1 ≤Mn for any s.
(iii) j = 2, . . . , |α|+ p̂ and k = 2, . . . , Ln. It follows from the integral form of (2) that
B
Vα,Tκ
p̂+1,j (x) =
p̂
κij−1 − κij−p̂−1
∫ x
0
B
Vα,Tκ
p̂,j−1 (t)dt−
p̂
κij − κij−p̂
∫ x
0
B
Vα,Tκ
p̂,j (t)dt.
Using this equation, (26) and (29), and a similar argument as in Case (ii), we have∣∣∣∣[Zp̂+1]j,k −BVα,Tκp̂+1,j(k − 1Ln
)∣∣∣∣ ≤ p̂κij−1 − κij−p̂−1
∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
j−1,ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,j−1 (t)dt
∣∣∣∣∣
+
p̂
κij − κij−p̂
∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
j,ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,j (t)dt
∣∣∣∣∣
≤ θp̂,α,Tκ,Ln .
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(iv) j = |α|+ p̂+ 1 and k = 2, . . . , Ln. Similarly, we have from (2) that
B
Vα,Tκ
p̂+1,|α|+p̂+1(x) =
p̂
κi|α|+p̂ − κi|α|
∫ x
0
B
Vα,Tκ
p̂,|α|+p̂(t)dt.
This, along with (26) and a similar argument as in Case (ii), leads to∣∣∣∣[Zp̂+1]|α|+p̂+1,k −BVα,Tκp̂+1,|α|+p̂+1(k − 1Ln
)∣∣∣∣
=
p̂
κi|α|+p̂ − κi|α|
∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
|α|+p̂,ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,|α|+p̂(t)dt
∣∣∣∣∣ ≤ θp̂,α,Tκ,Ln .
This shows that
∣∣[Zp̂+1]j,k−BVα,Tκp̂+1,j (k−1Ln )∣∣ ≤ θp̂,α,Tκ,Ln for any j = 1, . . . , |α|+p̂+1 and k = 1, . . . , Ln.
Finally, we show that the upper bound θp̂,α,Tκ,Ln attains the specified uniform bound, regardless
of α and Tκ. When p̂ = 1, in light of (28) and B
Vα,Tκ
p̂,j (x) = I[κij−1 ,κij )(x) on [0, 1), we derive via
straightforward computation that for any j = 1, . . . , |α|+ p̂ and each k = 2, . . . , Ln,∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
j, ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,j (x) dx
∣∣∣∣∣ ≤ 1Ln . (30)
This implies that θp̂,α,Tκ,Ln ≤ 2Mn/Ln ≤ 6 · (2p̂ − 1) · (Mn)p̂/Ln. In what follows, consider 2 ≤ p̂ ≤
m− 1. Letting Cp̂ := 6 · (2p̂−1 − 1), the induction hypothesis states that
∣∣[Zp̂]j,k − BVα,Tκp̂,j (k−1Ln )∣∣ ≤
Cp̂ · (Mn)p̂−1/Ln for any j = 1, . . . , |α| + p̂ and k = 1, . . . , Ln. Moreover, for each j, the B-spline
B
Vα,Tκ
p̂,j is continuous on [0, 1] and is differentiable except at (at most) finitely many points in [0, 1].
By the derivative formula (2), we have, for any x ∈ [0, 1] where the derivative exists,∣∣∣∣(BVα,Tκp̂,j (x))′∣∣∣∣ =
∣∣∣∣∣ p̂− 1κij−1 − κij−p̂BVα,Tκp̂−1,j−1(x)− p̂− 1κij − κij−p̂+1BVα,Tκp̂−1,j (x)
∣∣∣∣∣ ≤ 2(p̂ − 1)Kncκ,1 , (31)
where we use the upper bound of B-splines and the fact that p̂−1κis−κis−p̂+1
≤ (p̂ − 1)Kn/cκ,1 for any
s. Due to the property of Mn, we have (p̂− 1)Kn/cκ,1 ≤Mn. This further implies via p̂ ≥ 2 that∣∣∣∣(BVα,Tκp̂,j (x))′∣∣∣∣ ≤ 2(p̂ − 1)Kncκ,1 ≤ 2Mn ≤ 2(Mn)p̂−1. (32)
For each fixed j = 1, . . . , |α|+ p̂+1, we apply Lemma 3.1 with n˜ := Ln, a := 0, b := 1, sk := k/Ln,
̺ := 1/Ln, f(x) := B
Vα,Tκ
p̂,j (x), v = (vk) :=
(
[Zp̂]j,k
)
, µ1 := Cp̂
(Mn)p̂−1
Ln
, and µ2 := 2(Mn)
p̂−1 to
obtain that for each k = 2, . . . , Ln,∣∣∣∣∣
k−1∑
ℓ=1
1
Ln
[
Zp̂
]
j, ℓ
−
∫ k−1
Ln
0
B
Vα,Tκ
p̂,j (x) dx
∣∣∣∣∣ ≤ Cp̂ · (Mn)p̂−1Ln + 3(Mn)
p̂−1
Ln
=
(
Cp̂ + 3
) (Mn)p̂−1
Ln
.
Note that the above upper bound is independent of α, Tκ, j and k. By using this result, (29), and
Cp̂ = 6 · (2p̂−1 − 1), we deduce the following uniform bound for θp̂,α,Tκ,Ln independent of α and Tκ:
θp̂,α,Tκ,Ln ≤ 2Mn ·
(
Cp̂ + 3
)(Mn)p̂−1
Ln
= 6 · (2p̂ − 1) · (Mn)
p̂
Ln
.
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Therefore, the proposition holds by the induction principle.
The uniform error bound established in Proposition 3.2 yields the following important result
for the matrix F
(m)
α,Tκ
constructed in Section 3.2.
Proposition 3.3. For any given m,Kn ∈ N, any knot sequence Tκ ∈ TKn, and any index set α and
its associated knot sequence Vα,Tκ defined in (27), the B-splines {BVα,Tκm,ℓ }qαℓ=1 and {BTκm,j}Tnj=1 satisfy
for each ℓ = 1, . . . , qα,
Tn∑
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x) = B
Vα,Tκ
m,ℓ (x), ∀ x ∈ [0, 1]. (33)
Proof. Consider m = 1 first. Recall that κi0 = 0, κi|α|+1 = κiqα = 1, and F
(1)
α,Tκ
= Eα,Tκ (cf. (15)).
It follows from (16) and (17) that for each ℓ = 1, . . . , qα and any x ∈ [0, 1],
Kn∑
j=1
[
F
(1)
α,Tκ
]
ℓ,j
BTκ1,j(x) =
Kn−1∑
j=1
I[κiℓ−1 , κiℓ)
(κj−1) · I[κj−1, κj)(x) + I[κiℓ−1 , κiℓ)(κKn−1) · I[κKn−1, κKn ](x)
=
 I[κiℓ−1 ,κiℓ)(x) if ℓ ∈ {1, . . . , qα − 1}I[κiqα−1 ,κiqα ](x) if ℓ = qα
= B
Vα,Tκ
1,ℓ (x).
In what follows, we consider m ≥ 2. Recall that when α is the empty set, qα = Tn = Kn+m−1,
F
(m)
α,Tκ
= ITn , B
V∅,Tκ
m,ℓ = B
Tκ
m,ℓ for each ℓ, and Zm,∅,Tκ,Ln = Xm,Tκ,Ln ∈ Rqα×(Ln+m−1) (cf. Lemma 3.4).
Motivated by these observations and F
(m)
α,Tκ
·Xm,Tκ,Ln = Zm,α,Tκ,Ln for any α and Tκ (cf. Lemma 3.4),
a key idea for the subsequent proof is to approximate BTκm,j and B
Vα,Tκ
m,ℓ by Xm,Tκ,Ln and Zm,α,Tκ,Ln
respectively, where approximation errors can be made arbitrarily small by choosing a sufficiently
large Ln in view of Proposition 3.2.
Fix m,Kn, α, Tκ. Let Mn := ⌈m ·Kn/cκ,1⌉. Hence both Mn and Tn := Kn +m − 1 are fixed
natural numbers. Since we shall choose a sequence of sufficiently large Ln independent of the
above-mentioned fixed numbers, we write Ln as Ls below to avoid notational confusion. In order
to apply Proposition 3.2, we first consider rational x in [0, 1). Let x∗ ∈ [0, 1) be an arbitrary but
fixed rational number, and let (Ls) be an increasing sequence of natural numbers (depending on
x∗) such that Ls → ∞ as s → ∞ and for each s, x∗ = i
∗
s−1
Ls
for some i∗s ∈ {1, . . . , Ls}. (Here i∗s
depends on x∗ and Ls only.) In light of the observations B
V∅,Tκ
m,ℓ = B
Tκ
m,ℓ and Zm,∅,Tκ,Ls = Xm,Tκ,Ls ,
it follows from Proposition 3.2 that for each ℓ = 1, . . . , qα and each s,∣∣∣[Xm,Tκ,Ls]ℓ, i∗s −BTκm,ℓ(x∗) ∣∣∣ =
∣∣∣∣[Zm,∅,Tκ,Ls]ℓ, i∗s −BV∅,Tκm,ℓ ( i∗s − 1Ls
)∣∣∣∣ ≤ 6 (2m − 1)Mm−1nLs . (34)
By using Zm,α,Tκ,Ls = F
(m)
α,Tκ
·Xm,Tκ,Ls (cf. Lemma 3.4), we thus have, for each ℓ = 1, . . . , qα,∣∣∣∣∣∣
Tn∑
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x∗)−BVα,Tκm,ℓ (x∗)
∣∣∣∣∣∣
≤
Tn∑
j=1
∣∣∣[F (m)α,Tκ]ℓ,j · (BTκm,j(x∗)− [Xm,Tκ,Ls]j,i∗s)∣∣∣+
∣∣∣∣∣∣
Tn∑
j=1
[
F
(m)
α,Tκ
]
ℓ,j
· [Xm,Tκ,Ls]j,i∗s −BVα,Tκm,ℓ (x∗)
∣∣∣∣∣∣
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≤
Tn∑
j=1
∣∣∣[F (m)α,Tκ]ℓ,j∣∣∣ · ∣∣∣BTκm,j(x∗)− [Xm,Tκ,Ls]j,i∗s ∣∣∣+
∣∣∣∣[Zm,α,Tκ,Ls]ℓ,i∗s −BVα,Tκm,ℓ ( i∗s − 1Ls
)∣∣∣∣
≤ Tn ·
[(
2m
cκ,1
·max
(
1,
cκ,2
Kn
)
· Tn
)m−1
· (Kn)m
]
· 6(2
m−1 − 1)Mm−1n
Ls
+
6 (2m−1 − 1)Mm−1n
Ls
,
where the last inequality follows from the bounds given in statement (2) of Lemma 3.3, (34), and
Proposition 3.2 respectively. By the virtue of L−1s → 0 as s→∞, we have
∑Tn
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x∗) =
BVα,Tκm,ℓ (x∗). This shows that (33) holds for all rational x ∈ [0, 1). Since BTκm,j and B
Vα,Tκ
m,ℓ are contin-
uous on [0, 1] for any j, ℓ, Tκ, and α when m ≥ 2, we conclude via the density of rational numbers
in [0, 1) that (33) holds for all x ∈ [0, 1). Finally, the continuity of BTκm,j and B
Vα,Tκ
m,ℓ also shows that
(33) holds at x = 1.
By Proposition 3.3, we derive tight uniform bounds for
∥∥(F (m)α,Tκ)T∥∥∞ and ∥∥K−1n Ξ(m)α,Tκ F (m)α,Tκ∥∥∞
in the next corollary; these bounds are crucial for the proof of Theorem 2.1 (cf. Section 3.5). We
introduce more notation. Let eℓ be the ℓth standard basis (column) vector in the Euclidean space,
i.e.,
[
eℓ
]
k
= δℓ,k. Moreover, for a given vector v = (v1, . . . , vk) ∈ Rk, the number of sign changes of
v is defined as the largest integer rv ∈ Z+ such that for some 1 ≤ j1 < · · · < jrv ≤ k, vji · vji+1 < 0
for each i = 1, . . . , rv [5, page 138]. Clearly, eℓ has zero sign changes for each ℓ.
Corollary 3.1. For any m ∈ N, any knot sequence Tκ ∈ TKn, and any index set α defined in (10),
the following hold:
(1) F
(m)
α,Tκ
is a nonnegative matrix,
∥∥(F (m)α,Tκ)T∥∥∞ = 1, and
(2)
∥∥K−1n Ξ(m)α,Tκ F (m)α,Tκ∥∥∞ ≤ mcκ,1 .
Proof. When α is the empty set, F
(m)
α,Tκ
is the identity matrix and
∥∥K−1n Ξ(m)α,Tκ∥∥∞ ≤ mcκ,1 (using (14))
so that the corollary holds. We thus consider the nonempty α as follows.
(1) Observe that the knot sequence Tκ can be formed by inserting additional knots into the knot
sequence Vα,Tκ . By Proposition 3.3, we see that for each ℓ = 1, . . . , qα,
∑Tn
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x) =
B
Vα,Tκ
m,ℓ (x) =
∑qα
i=1[eℓ
]
i
B
Vα,Tκ
m,i (x) for all x ∈ [0, 1]. Since eℓ has zero sign changes, we deduce
via [5, Lemma 27, Chapter XI] that
(
F
(m)
α,Tκ
)
ℓ,•
has zero sign changes for each ℓ = 1, . . . , qα. This
shows that either
(
F
(m)
α,Tκ
)
ℓ,•
≥ 0 or (F (m)α,Tκ)ℓ,• ≤ 0. In view of the nonnegativity of BTκm,j and (33), the
latter implies that B
Vα,Tκ
m,ℓ (x) ≤ 0 for all x ∈ [0, 1]. But this contradicts the fact that B
Vα,Tκ
m,ℓ (x) > 0
when x is in the interior of the support of B
Vα,Tκ
m,ℓ . Therefore, F
(m)
α,Tκ
is a nonnegative matrix.
When m = 1, it is clear that ‖(F (m)α,Tκ)T ‖∞ = 1. Consider m ≥ 2 below. Thanks to the
nonnegativity of F
(m)
α,Tκ
, we have ‖(F (m)α,Tκ)T ‖∞ = ‖(F
(m)
α,Tκ
)T · 1qα‖∞. By the construction of F (m)α,Tκ in
(21) and the structure of D̂(qα), Ξ
(m−1)
α,Tκ
, F
(m−1)
α,Tκ
, ∆̂m−1,Tκ , and Ŝ
(Tn) given by (18), (19), (20), and
statement (1) of Lemma 3.3, we have
1Tqα · F (m)α,Tκ = 1Tqα · D̂(qα) · Ξ
(m−1)
α,Tκ
· F (m−1)α,Tκ · ∆̂m−1,Tκ · Ŝ(Tn)
= eT1 ·
(
Ξ
(m−1)
α,Tκ
· F (m−1)α,Tκ · ∆̂m−1,Tκ
)
· Ŝ(Tn) = eT1 ·
[
1 0
0 ⋆
]
· Ŝ(Tn)
= eT1 · Ŝ(Tn) = 1TTn .
This shows that ‖(F (m)α,Tκ)T · 1qα‖∞ = 1, completing the proof of statement (1).
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(2) It follows from (33) that for each ℓ = 1, . . . , qα,
∑Tn
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x) = 0 except on
[κiℓ−m , κiℓ ], i.e., the support of B
Vα,Tκ
m,ℓ . Note that is := s if s < 0, and i|α|+p := Kn + p − 1 for
any p = 1, . . . ,m; furthermore, κi = 0 if i ≤ 0 and κi = 1 for i ≥ |α| + 1. Additionally, for any
r = 1, . . . ,Kn, the B-splines B
Tκ
m,j that are not identically zero on [κr−1, κr] are linearly independent
when restricted to [κr−1, κr]. Hence, if
∑Tn
j=1
[
F
(m)
α,Tκ
]
ℓ,j
BTκm,j(x) = B
Vα,Tκ
m,ℓ (x) = 0,∀ x ∈ [κr−1, κr]
for some r, then
[
F
(m)
α,Tκ
]
ℓ,j
= 0 for each j = r, r + 1, . . . , r +m− 1. This, along with the fact that
B
Vα,Tκ
m,ℓ (x) = 0 except on [κiℓ−m , κiℓ ], shows that
[
F
(m)
α,Tκ
]
ℓ,j
= 0 for all j = 1, 2, . . . , iℓ−m+m− 1 and
j = iℓ + 1, iℓ + 2, . . . , Tn. Moreover, by the nonnegativity of F
(m)
α,Tκ
and
∥∥(F (m)α,Tκ)T∥∥∞ = 1, we see
that all nonzero entries of F
(m)
α,Tκ
are less than or equal to one. Therefore, for each ℓ = 1, . . . , qα,
∥∥∥∥(K−1n Ξ(m)α,TκF (m)α,Tκ)ℓ,•
∥∥∥∥
∞
= K−1n
m
κiℓ − κiℓ−m
iℓ∑
j=iℓ−m+m
[
F
(m)
α,Tκ
]
ℓ,j
≤ K−1n ·
m
κiℓ − κiℓ−m
·
(
iℓ − iℓ−m −m+ 1
)
.
Since κiℓ −κiℓ−m ≥ cκ,1Kn
(
iℓ− iℓ−m−m+1
)
> 0 (see the discussions before (14)), we obtain, for each
ℓ = 1, . . . , qα,
∥∥(K−1n Ξ(m)α,TκF (m)α,Tκ)ℓ,•∥∥∞ ≤ m/cκ,1. This completes the proof of statement (2).
We exploit Proposition 3.2 to derive more uniform bounds and uniform error bounds. Many of
these bounds require Ln to be sufficiently large and satisfy suitable order conditions with respect to
Kn. We introduce these order conditions as follows. Let (Kn) be an increasing sequence of natural
numbers with Kn →∞ as n→∞. We say that a sequence (Ln) of natural numbers satisfies
Property H: if there exist two increasing sequences of natural numbers (Mn) and (Jn) with
Mn ≥ m ·Kn/cκ,1 for each n and (Jn)→∞ as n→∞ such that Ln = Jn ·Mm+1n for each n,
where cκ,1 > 0 is used to define TKn in (13), and m is the fixed spline order.
Note that the sequence (Ln) implicitly depends on the sequence (Kn) through (Mn) in this property.
Define the truncated submatrix of Zm,α,Tκ,Ln ∈ Rqα×(Ln+m−1):
Hα,Tκ,Ln :=
(
Zm,α,Tκ,Ln
)
1:qα, 1:Ln
∈ Rqα×Ln . (35)
The importance of Hα,Tκ,Ln is illustrated in the following facts for given α and Tκ ∈ TKn :
(a) It follows from statement (2) of Lemma 3.4 that F
(m)
α,Tκ
· Xm,Tκ,Ln = Zm,α,Tκ,Ln . Hence, by
(35), we obtain Hα,Tκ,Ln =
(
Zm,α,Tκ,Ln
)
1:qα,1:Ln
= F
(m)
α,Tκ
· (Xm,Tκ,Ln)1:Tn,1:Ln .
(b) In light of the definition of Λ˜Tκ,Kn,Ln (cf. (25)) and the result in (a), we have
K−1n Ξ
(m)
α,Tκ
F
(m)
α,Tκ
· Λ˜Tκ,Kn,Ln
(
F
(m)
α,Tκ
)T
=
Ξ
(m)
α,Tκ
Ln
· F (m)α,Tκ
(
Xm,Tκ,Ln
)
1:Tn,1:Ln
·
(
F
(m)
α,Tκ
(
Xm,Tκ,Ln
)
1:Tn,1:Ln
)T
=
1
Ln
· Ξ(m)α,Tκ ·Hα,Tκ,Ln ·
(
Hα,Tκ,Ln
)T
. (36)
This matrix will be used in Section 3.5 to approximate K−1n Ξ
(m)
α,Tκ
F
(m)
α,Tκ
ΛKn,P,Tκ
(
F
(m)
α,Tκ
)T
in
the proof of Theorem 2.1.
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(c) Note that F
(m)
α,Tκ
is the identity matrix when α is the empty set; see the comments below
(21). This observation, along with the result in (a), shows that if α is the empty set, then(
Xm,Tκ,Ln
)
1:Tn,1:Ln
= Hα,Tκ,Ln . Moreover, it follows from (36) that when α is the empty set,
Λ˜Tκ,Kn,Ln =
Kn
Ln
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T
. These results will be used in Proposition 3.5.
With the definition of Hα,Tκ,Ln , we establish a uniform error bound between a B-spline Gramian
matrix and (Ln)
−1 ·Ξ(m)α,Tκ ·Hα,Tκ,Ln ·
(
Hα,Tκ,Ln
)T
. In light of (36), this result is critical to obtaining a
uniform bound of the ℓ∞-norm of the matrix product
(
Ξ′αFαΛKn,P,Tκ F
T
α
)−1
, a key step toward the
uniform Lipschitz property. To this end, we first introduce a B-spline Gramian matrix. Consider
the mth order B-splines
{
B
Vα,Tκ
m,j
}|α|+m
j=1
corresponding to the knot sequence Vα,Tκ defined in (27)
associated with any index set α and Tκ ∈ TKn . Specifically, define the Gramian matrix Gα,Tκ ∈
Rqα×qα (where we recall qα := |α|+m) as
[
Gα,Tκ
]
i, j
:=
〈
B
Vα,Tκ
m,i , B
Vα,Tκ
m,j
〉
∥∥BVα,Tκm,i ∥∥L1 , ∀ i, j = 1, . . . , qα. (37)
Proposition 3.4. Let (Kn) be an increasing sequence with Kn → ∞ as n → ∞, and (Ln) be of
Property H defined by (Jn) and (Mn). Let Gα,Tκ and Hα,Tκ,Ln be defined for Tκ ∈ TKn and α.
Then there exists n∗ ∈ N, which depends on (Ln) only and is independent of Tκ and α, such that
for any Tκ ∈ TKn with n ≥ n∗ and any index set α,∥∥∥∥Gα,Tκ − 1Ln · Ξ(m)α,Tκ ·Hα,Tκ,Ln · (Hα,Tκ,Ln)T
∥∥∥∥
∞
≤ 6 · cκ,1 · (3 · 2
m−1 − 2)
Jn
, ∀ n ≥ n∗,
where Ξ
(m)
α,Tκ
is defined in (18).
Proof. Given arbitrary α, Tκ ∈ TKn, and (Ln) of PropertyH, we useH and Ξ(m) to denote Hα,Tκ,Ln
and Ξ
(m)
α,Tκ
respectively to simplify notation. Also take rk :=
k−1
Ln
for k = 1, . . . , Ln. When m = 1,
Gα,Tκ is diagonal (see the summary of B-splines at the beginning of Section 2 for the reason), and
so is H ·HT . Using (‖BVα,Tκm,j ‖L1)−1 = mκij−κij−m = [Ξ(m)]j,j and a result similar to (30), the desired
result follows easily. We consider m ≥ 2 next. It follows from the definition of H ∈ Rqα×Ln and
Proposition 3.2 that for each j = 1, . . . , qα and k = 1, . . . , Ln,∣∣∣[H]j,k −BVα,Tκm,j (rk)∣∣∣ = ∣∣∣[Zm,α,Tκ,Ln]j,k −BVα,Tκm,j (rk)∣∣∣ ≤ Cm(Mn)m−1Ln ≤ CmJn(Mn)2 (38)
for any n ∈ N, where Cm := 6 · (2m−1 − 1). Since 0 ≤ BVα,Tκm,j (x) ≤ 1, ∀x ∈ [0, 1] for each j and[
H
]
j,ℓ
· [H]
k,ℓ
−BVα,Tκm,j (rℓ) ·B
Vα,Tκ
m,k (rℓ)
=
([
H
]
j,ℓ
−BVα,Tκm,j (rℓ)
)
·
([
H
]
k,ℓ
−BVα,Tκm,k (rℓ)
)
+B
Vα,Tκ
m,j (rℓ) ·
([
H
]
k,ℓ
−BVα,Tκm,k (rℓ)
)
+B
Vα,Tκ
m,k (rℓ) ·
([
H
]
j,ℓ
−BVα,Tκm,j (rℓ)
)
,
we deduce, via (38), that for each j, k = 1, . . . , qα and ℓ = 1, . . . , Ln,∣∣∣[H]j,ℓ · [H]k,ℓ −BVα,Tκm,j (rℓ) ·BVα,Tκm,k (rℓ)∣∣∣ ≤ ( CmJn(Mn)2
)2
+
2Cm
Jn(Mn)2
, ∀ n ∈ N.
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Since m ≥ 2, (BVα,Tκm,j (x)BVα,Tκm,k (x)) is continuous and differentiable on [0, 1] except at (at most)
finitely many points in [0, 1]. In light of (32) we have, for any x ∈ [0, 1] where the derivative exists,∣∣∣∣(BVα,Tκm,j (x)BVα,Tκm,k (x))′∣∣∣∣ = ∣∣∣∣(BVα,Tκm,j )′(x)BVα,Tκm,k (x) +BVα,Tκm,j (x)(BVα,Tκm,k )′(x)∣∣∣∣ ≤ 4Mn. (39)
Combining these results with
(‖BVα,Tκm,j ‖L1)−1 = mκij−κij−m = [Ξ(m)]j,j, we apply Lemma 3.1 with
n˜ := Ln, a := 0, b := 1, sk := k/Ln, ̺ := 1/Ln, f(x) := B
Vα,Tκ
m,j (x) · B
Vα,Tκ
m,k (x), v := (vℓ) =(
[H]j,ℓ · [H]k,ℓ
)
, µ1 :=
(
Cm
Jn(Mn)2
)2
+ 2Cm
Jn(Mn)2
, and µ2 := 4Mn to obtain n∗ ∈ N depending on (Ln)
only such that for any j, k = 1, . . . , qα,
∣∣∣∣ 1Ln [Ξ(m) ·H ·HT ]j, k − [Gα,Tκ ]j, k
∣∣∣∣ =
∣∣∣∣∣∣ 1Ln [Ξ(m) ·H ·HT ]j, k −
〈
B
Vα,Tκ
m,j , B
Vα,Tκ
m,k
〉
∥∥BVα,Tκm,j ∥∥L1
∣∣∣∣∣∣
=
m
κij − κij−m
∣∣∣∣∣
Ln∑
ℓ=1
vℓ
Ln
−
∫ 1
0
f(t)dt
∣∣∣∣∣ ≤ Mn ·
[( Cm
Jn(Mn)2
)2
+
2Cm
Jn(Mn)2
+
6Mn
Ln
]
≤ 3Cm + 6
JnMn
, ∀ n ≥ n∗,
where we use Ln = Jn · (Mn)m+1. Since Gα,Tκ has qα columns and qα = |α|+m ≤ Kn +m− 1 ≤
m ·Kn ≤ cκ,1Mn, it is deduced that for any α and Tκ ∈ TKn,∥∥∥∥Gα,Tκ − 1Ln · Ξ(m) ·H ·HT
∥∥∥∥
∞
≤ qα · 3Cm + 6
JnMn
≤ cκ,1 · (3Cm + 6)
Jn
, ∀ n ≥ n∗.
The proof is completed by noting that 3Cm + 6 = 6 · (3 · 2m−1 − 2).
An immediate consequence of Proposition 3.4 is the invertibility of Ξ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T
/Ln
and the uniform bound of its inverse in the ℓ∞-norm.
Corollary 3.2. Let (Kn) be an increasing sequence with Kn → ∞ as n → ∞, and (Ln) be of
Property H defined by (Jn) and (Mn). Then there exists n
′
∗ ∈ N, which depends on (Ln) only, such
that for any Tκ ∈ TKn with n ≥ n′∗, any index set α, and any n ≥ n′∗, 1LnΞ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T
is invertible, and
∥∥( 1
Ln
Ξ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T )−1∥∥
∞
≤ 3ρm2 , where ρm is a positive constant
depending on m only.
Proof. Choose arbitrary α, Tκ ∈ TKn , and (Ln) of Property H. It follows from [19, Theorem I]
(cf. Theorem 2.2) that the Gramian matrix Gα,Tκ is invertible and there exists a positive con-
stant ρm such that for any Tκ ∈ TKn and any index set α, ‖(Gα,Tκ)−1‖∞ ≤ ρm. Further-
more, it follows from Proposition 3.4 that for any Tκ ∈ TKn and any index set α, ‖Gα,Tκ −
1
Ln
Ξ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T ‖∞ ≤ 6cκ,1(3 · 2m−1 − 2)/Jn,∀n ≥ n∗. Since Jn → ∞ as n → ∞,
we deduce from Lemma 3.2 that there exists n′∗ ∈ N with n′∗ ≥ n∗ such that for any Tκ ∈ TKn
with n ≥ n′∗, any index set α, and any n ≥ n′∗, 1LnΞ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T
is invertible, and∥∥( 1
Ln
Ξ
(m)
α,Tκ
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T )−1∥∥
∞
≤ 32ρm.
For any Kn ∈ N and Tκ ∈ TKn , let {BTκm,i}Tni=1 be the B-splines of order m defined by the knot
sequence Tκ, where we recall that Tn := Kn +m− 1. Note that BTκm,i is equal to B
Vα,Tκ
m,i when α is
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the empty set. For the given Tκ, define the Tn × Tn matrix Λ̂Kn,Tκ as[
Λ̂Kn,Tκ
]
i,j
:= Kn ·
〈
BTκm,i, B
Tκ
m,j
〉
, ∀ i, j = 1, . . . , Tn. (40)
Clearly, Λ̂Kn,Tκ is positive definite and invertible. The following result presents important properties
of Λ̂Kn,Tκ . In particular, it shows via Λ̂Kn,Tκ that Λ˜Tκ,Kn,Ln approximates ΛKn,P,Tκ with a uniform
error bound, which is crucial to the proof of the uniform Lipschitz property. Note that the constant
ρm > 0 used below is given in [19, Theorem I] (cf. Theorem 2.2) and depends on m only.
Proposition 3.5. Let (Kn) be an increasing sequence with Kn → ∞ as n → ∞, and (Ln) be of
Property H defined by (Jn) and (Mn). The following hold:
(1) For any Kn and Tκ ∈ TKn, ‖
(
Λ̂Kn,Tκ
)−1‖∞ ≤ mρm/cκ,1;
(2) There exists n∗ ∈ N, depending on (Ln) only, such that for any Tκ ∈ TKn with n ≥ n∗,∥∥∥Λ˜Tκ,Kn,Ln − Λ̂Kn,Tκ∥∥∥
∞
≤ 6 · cκ,2 · cκ,1 · (3 · 2
m−1 − 2)
Jn
, ∀ n ≥ n∗;
(3) For any n, Kn, P ∈ Pn, and Tκ ∈ TKn,∥∥∥ΛKn,P,Tκ − Λ̂Kn,Tκ∥∥∥
∞
≤ (2m− 1)
(
6m2cωcκ,2
cκ,1
+ 3cω
)
Kn
n
.
Proof. (1) For any Tκ ∈ TKn , it follows from (37) and (40) that when α is the empty set, G∅,Tκ =
K−1n · Ξ(m)∅,Tκ · Λ̂Kn,Tκ . Hence, in light of ‖Ξ
(m)
∅,Tκ
‖∞ ≤ mKn/cκ,1 and ‖
(
G∅,Tκ
)−1‖∞ ≤ ρm for any
Tκ ∈ TKn , we have∥∥∥(Λ̂Kn,Tκ)−1∥∥∥
∞
= K−1n
∥∥∥(G∅,Tκ)−1 · Ξ(m)∅,Tκ∥∥∥∞ ≤ K−1n · ρm · mKncκ,1 = mρmcκ,1 , ∀ Tκ ∈ TKn .
(2) Recall from the comment below (36) that Λ˜Tκ,Kn,Ln =
Kn
Ln
Hα,Tκ,Ln
(
Hα,Tκ,Ln
)T
when α is
the empty set. Also, noting from the proof of statement (1) that Λ̂Kn,Tκ = Kn ·
(
Ξ
(m)
∅,Tκ
)−1 · G∅,Tκ ,
we obtain via Proposition 3.4 that there exists n∗ ∈ N, depending on (Ln) only, such that for any
Tκ ∈ TKn with n ≥ n∗,∥∥Λ˜Tκ,Kn,Ln − Λ̂Kn,Tκ∥∥∞ = Kn · ∥∥∥∥(Ξ(m)∅,Tκ)−1 · ( 1LnΞ(m)∅,TκH∅,Tκ,Ln(H∅,Tκ,Ln)T −G∅,Tκ
)∥∥∥∥
∞
≤ Kn ·
∥∥(Ξ(m)
∅,Tκ
)−1∥∥
∞
·
∥∥∥∥ 1LnΞ(m)∅,TκH∅,Tκ,Ln(H∅,Tκ,Ln)T −G∅,Tκ
∥∥∥∥
∞
≤ Kn · cκ,2
Kn
· 6 · cκ,1 · (3 · 2
m−1 − 2)
Jn
=
6 · cκ,2 · cκ,1 · (3 · 2m−1 − 2)
Jn
, ∀ n ≥ n∗.
(3) Consider an arbitrary knot sequence Tκ ∈ TKn given by Tκ = {0 = κ0 < κ1 < · · · < κKn−1 <
κKn = 1} with the usual extension. Furthermore, let P ∈ Pn be a design point sequence given by
P = {0 = x0 < x1 < · · · < xn = 1}. Recall the design matrix X̂ ∈ R(n+1)×Tn with [X̂ ]ℓ,i = BTκm,i(xℓ)
for each ℓ and i, and ΛKn,P,Tκ = Kn ·X̂TΘnX̂ ∈ RTn×Tn with Θn = diag
(
x1−x0, x2−x1, . . . , xn+1−
xn
)
. When m = 1, both Λ̂Kn,Tκ and ΛKn,P,Tκ are diagonal matrices, and the desired bound follows
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easily from a similar argument as in Proposition 3.4. Hence, it suffices to consider m ≥ 2 below.
For any fixed i, j = 1, . . . , Tn, we assume that there are (n˜i + 1) design points in P on the support
[κi−m, κi] of B
Tκ
m,i. Specifically, there exists ri ∈ Z+ such that: (i) xri , xri+1, . . . , xri+n˜i ∈ [κi−m, κi];
(ii) xri = 0 or xri−1 < κi−m; and (iii) xri+n˜i = 1 or xri+n˜i+1 > κi. Hence, letting ωℓ := xℓ − xℓ−1
for ℓ = 1, . . . , n+ 1, it follows from the definitions of ΛKn,P,Tκ and Λ̂Kn,Tκ that∣∣∣∣[ΛKn,P,Tκ − Λ̂Kn,Tκ]i, j
∣∣∣∣ = Kn
∣∣∣∣∣∣
ri+n˜i∑
ℓ=ri
ωℓ · BTκm,i(xℓ) ·BTκm,j(xℓ)−
∫ κi
κi−m
BTκm,i(x)B
Tκ
m,j(x) dx
∣∣∣∣∣∣
≤ Kn
∣∣∣∣∣∣
ri+n˜i−1∑
ℓ=ri
ωℓ ·BTκm,i(xℓ) · BTκm,j(xℓ)−
∫ xri+n˜i
xri
BTκm,i(x)B
Tκ
m,j(x) dx
∣∣∣∣∣∣+Kn
∫ xri
κi−m
BTκm,i(x)B
Tκ
m,j(x) dx
+Kn
∫ κi
xri+n˜i
BTκm,i(x)B
Tκ
m,j(x) dx +Kn · ωri+n˜iBTκm,i(xri+n˜i) ·BTκm,j(xri+n˜i)
≤ Kn
∣∣∣∣∣∣
ri+n˜i∑
ℓ=ri+1
ωℓ−1B
Tκ
m,i(xℓ−1)B
Tκ
m,j(xℓ−1)−
∫ xri+n˜i
xri
BTκm,i(x)B
Tκ
m,j(x) dx
∣∣∣∣∣∣ + 3cωKnn ,
using that for each i and x ∈ [0, 1], 0 ≤ BTκm,i(x) ≤ 1 and maxℓ(xri − κi−m, κi − xri+n˜i , ωℓ) ≤ cω/n.
By the virtue of (31) and (39), it is easy to verify that
∣∣∣(BTκm,i(x)BTκm,j(x))′∣∣∣ ≤ 4mKncκ,1 whenever
the derivative exists on [0, 1]. We apply Lemma 3.1 to the first term on the right hand side with
n˜ := n˜i, a := xri , b := xri+n˜i , sk := xri+k, ̺ := cω/n, f(x) := B
Tκ
m,i(x)B
Tκ
m,j(x), which is continuous
on [0, 1] and is differentiable except at (at most) finitely many points, v = (vℓ) ∈ Rn˜i given by
vℓ := B
Tκ
m,i(xri+ℓ−1)B
Tκ
m,j(xri+ℓ−1), µ1 := 0, and µ2 := 4mKn/cκ,1, and we obtain
Kn
∣∣∣∣∣∣
ri+n˜i∑
ℓ=ri+1
ωℓ−1B
Tκ
m,i(xℓ−1)B
Tκ
m,j(xℓ−1)−
∫ xri+n˜i
xri
BTκm,i(x)B
Tκ
m,j(x) dx
∣∣∣∣∣∣
≤ Kn · 3
2
· 4mKn
cκ,1
· cω
n
· (κi − κi−m) ≤ 6mK2ncω
ncκ,1
· mcκ,2
Kn
=
6m2cωcκ,2
cκ,1
· Kn
n
.
Combining the above results yields
∣∣[ΛKn,P,Tκ − Λ̂Kn,Tκ ]i, j∣∣ ≤ (6m2cωcκ,2cκ,1 + 3cω)Knn for any i, j =
1, . . . , Tn. It is noted that B
Tκ
m,iB
Tκ
m,j ≡ 0 on [0, 1] whenever |i − j| ≥ m. Hence both ΛKn,P,Tκ and
Λ̂Kn,Tκ are banded matrices with bandwidth m. Thus, for any n, Kn, P ∈ Pn, and Tκ ∈ TKn,∥∥∥ΛKn,P,Tκ − Λ̂Kn,Tκ∥∥∥
∞
≤ (2m− 1)
(
6m2cωcκ,2
cκ,1
+ 3cω
)
Kn
n
.
This completes the proof of statement (3).
3.5 Proof of Theorem 2.1
In this subsection, we use the results established in the previous subsections to show the uniform
Lipschitz property stated in Theorem 2.1. Fix the B-spline order m ∈ N. Let the strictly increasing
sequence (Kn) be such that Kn →∞ and Kn/n→ 0 as n→∞. Consider the sequence (Ln):
Ln := Kn ·
(⌈
mKn
cκ,1
⌉)m+1
, ∀ n ∈ N.
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Clearly, (Ln) satisfies Property H with Jn := Kn and Mn := ⌈mKncκ,1 ⌉, and depends on (Kn) only.
For any P ∈ Pn, Tκ ∈ TKn, and any index set α defined in (10), recall that qα = |α| + m,
Tn = Kn + m − 1, and ΛKn,P,Tκ ∈ RTn×Tn . We then construct the following matrices based on
the development in the past subsections: F
(m)
α,Tκ
∈ Rqα×Tn (cf. (21)), Ξ(m)α,Tκ ∈ Rqα×qα (cf. (18)),
Xm,Tκ,Ln ∈ RTn×(Ln+m−1) (cf. (24)), Λ˜Tκ,Kn,Ln ∈ RTn×Tn (cf. (25)), and Hα,Tκ,Ln ∈ Rqα×Ln (cf.
(35)). In light of Proposition 3.1 and (11), we have
b̂αP,Tκ(y¯) =
(
F
(m)
α,Tκ
)T · (F (m)α,TκΛKn,P,Tκ(F (m)α,Tκ)T )−1 · F (m)α,Tκ y¯.
Note that∥∥∥∥(F (m)α,Tκ)T · (F (m)α,Tκ · ΛKn,P,Tκ (F (m)α,Tκ)T)−1 · F (m)α,Tκ∥∥∥∥
∞
≤
∥∥∥(F (m)α,Tκ)T∥∥∥∞ ·
∥∥∥∥Kn (Ξ(m)α,TκF (m)α,Tκ · ΛKn,P,Tκ (F (m)α,Tκ)T)−1
∥∥∥∥
∞
·
∥∥∥K−1n Ξ(m)α,TκF (m)α,Tκ∥∥∥∞ . (41)
By Corollary 3.1, we have the uniform bounds
∥∥(F (m)α,Tκ)T∥∥∞ = 1 and ∥∥K−1n Ξ(m)α,TκF (m)α,Tκ∥∥∞ ≤ m/cκ,1,
regardless of Kn, α, Tκ ∈ TKn.
In what follows, we develop a uniform bound for
∥∥Kn(Ξ(m)α,TκF (m)α,Tκ ·ΛKn,P,Tκ · (F (m)α,Tκ)T )−1∥∥∞ on
the right hand side of (41). Recall from (36) that
K−1n Ξ
(m)
α,Tκ
F
(m)
α,Tκ
· Λ˜Tκ,Kn,Ln
(
F
(m)
α,Tκ
)T
=
1
Ln
· Ξ(m)α,Tκ ·Hα,Tκ,Ln ·
(
Hα,Tκ,Ln
)T
.
By Corollary 3.2, we deduce the existence of n˜⋆ ∈ N, which depends on (Kn) only, such that for
any Tκ ∈ TKn with n ≥ n˜⋆, any index set α, and any n ≥ n˜⋆, K−1n Ξ(m)α,TκF
(m)
α,Tκ
· Λ˜Tκ,Kn,Ln ·
(
F
(m)
α,Tκ
)T
is invertible and
∥∥Kn[Ξ(m)α,TκF (m)α,Tκ · Λ˜Tκ,Kn,Ln · (F (m)α,Tκ)T ]−1∥∥∞ ≤ 3ρm2 . Moreover, noting that∥∥∥K−1n Ξ(m)α,TκF (m)α,Tκ · Λ˜Tκ,Kn,Ln · (F (m)α,Tκ)T −K−1n Ξ(m)α,TκF (m)α,Tκ · ΛKn,P,Tκ · (F (m)α,Tκ)T∥∥∥∞
≤
∥∥∥K−1n Ξ(m)α,TκF (m)α,Tκ∥∥∥∞ · ∥∥∥Λ˜Tκ,Kn,Ln − ΛKn,P,Tκ∥∥∥∞ · ∥∥∥(F (m)α,Tκ)T∥∥∥∞
and using Proposition 3.5 as well as the uniform bounds for
∥∥(F (m)α,Tκ)T∥∥∞ and ∥∥K−1n Ξ(m)α,TκF (m)α,Tκ∥∥∞
in Corollary 3.1, we further deduce via Lemma 3.2 that there exists n∗ ∈ N with n∗ ≥ n˜⋆ such that
for any α, P ∈ Pn, and Tκ ∈ TKn with n ≥ n∗, K−1n Ξ(m)α,TκF
(m)
α,Tκ
·ΛKn,P,Tκ ·
(
F
(m)
α,Tκ
)T
is invertible and∥∥∥∥(K−1n Ξ(m)α,TκF (m)α,Tκ · ΛKn,P,Tκ · (F (m)α,Tκ)T)−1∥∥∥∥
∞
≤ 9ρm
4
.
Finally, combining the above three uniform bounds, we conclude, in light of (41), that the
theorem holds with the positive constant c∞ := 9mρm/(4cκ,1) depending on m, cκ,1 only, and
n∗ ∈ N depending on (Kn) only (when m, cω, cκ,1, cκ,2 are fixed).
4 Applications to Shape Constrained Estimation
We apply the uniform Lipschitz property of the constrained B-splines established in Theorem 2.1
to the nonparametric estimation of shape constrained functions subject to nonnegative derivative
constraints in a class of smooth functions, i.e., a Ho¨lder class. Let L and r be positive constants
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and m := ⌈r⌉ ∈ N so that r ∈ (m− 1,m]. We introduce the Ho¨lder class
HrL :=
{
f : [0, 1]→ R
∣∣∣ ∣∣f (m−1)(x1)− f (m−1)(x2)∣∣ ≤ L|x1 − x2|r−(m−1), ∀x1, x2 ∈ [0, 1]}, (42)
where r is the Ho¨lder exponent, and L is the Ho¨lder constant. Also, define Sm,H(r, L) := Sm ∩HrL.
Given a sequence of design points (xi)
n
i=0 on [0, 1], consider the following regression problem:
yi = f(xi) + σεi, i = 0, 1, . . . , n, (43)
where f is an unknown true function in Sm,H(r, L), the εi’s are independent standard normal errors,
σ is a positive constant, and the yi’s are samples. The goal of shape constrained estimation is to
construct an estimator f̂ that preserves the specified shape of the true function characterized by
Sm. In the asymptotic analysis of such an estimator, we are particularly interested in its uniform
convergence on the entire interval [0, 1] and the convergence rate of supf∈Sm,H (r,L) E(‖f̂ − f‖∞) as
the sample size n is sufficiently large, where ‖·‖∞ denotes the supremum norm of a function on [0, 1].
With the help of the uniform Lipschitz property, we show that for general nonnegative derivative
constraints (i.e., m ∈ N is arbitrary), the constrained B-spline estimator (6) achieves uniform
convergence on [0, 1] for possibly non-equally spaced design points, and we provide a preliminary
convergence rate. These results pave the way for further study of the optimal convergence of shape
restricted estimators subject to general nonnegative derivative constraints.
We discuss the asymptotic performance of the constrained B-spline estimator (6) as follows.
Consider the set Pn in (12) for a given cω ≥ 1. For each n ∈ N, let P := (xi)ni=1 ∈ Pn be a
sequence of design points on [0, 1]. Let (Kn) be an increasing sequence of natural numbers. For
simplicity, we consider equally spaced B-spline knots for each Kn, i.e., cκ1,1 = cκ,2 = 1 for TKn
defined in (13) such that Tκ = (i/Kn)
Kn
i=0 for each Kn. Let y = (yi)
n
i=0 ∈ Rn+1 be the sample data
vector given in (43). For a given m and a true function f ∈ Sm,H(r, L), the constrained B-spline
estimator, denoted by f̂BP,Kn, is given in (6), and its B-spline coefficient vector b̂P,Kn is defined in
(8). (We replace the subscript Tκ in (6) and (8) by Kn since we are considering equally spaced
knots.) Moreover, we introduce the vector of noise-free data ~f := (f(x0), f(x1), . . . , f(xn))
T ∈ Rn+1
and define fP,Kn :=
∑Tn
k=1 bkB
Tκ
m,k, where Tn := Kn +m− 1 and bP,Kn = (bk) ∈ RTn is the B-spline
coefficient vector characterized by the optimization problem in (8) with y replaced by KnX̂
TΘn ~f :
bP,Kn := argmin
D˜m,Tκ b≥0
1
2
bT ΛKn,P,Tκ b− bT
(
KnX̂
TΘn ~f
)
. (44)
Note that for each true f , E(‖f̂BP,Kn − f‖∞) ≤ ‖f − fP,Kn‖∞ + E(‖fP,Kn − f̂BP,Kn‖∞), where
‖f−fP,Kn‖∞ pertains to the estimator bias and E(‖fP,Kn− f̂BP,Kn‖∞) corresponds to the stochastic
error. We develop uniform bounds for these two terms in the succeeding propositions via the uniform
Lipschitz property. For notational simplicity, define γ := r − (m− 1) for Sm,H(r, L).
Proposition 4.1. Fix m ∈ N, and constants cω ≥ 1, L > 0, and r ∈ (m − 1,m]. Let (Kn) be an
increasing sequence of natural numbers with Kn →∞ and Kn/n→ 0 as n→∞. Then there exist
a positive constant Cb and n̂1 ∈ N depending on (Kn) only such that
sup
f∈Sm,H (r,L), P∈Pn
∥∥ f − fP,Kn ∥∥∞ ≤ Cb · (Kn)−γ , ∀ n ≥ n̂1.
Proof. Fix an arbitrary true function f ∈ Sm,H(r, L). For any given P ∈ Pn and Kn, we write fP,Kn
as f to simplify notation. Define the piecewise constant function g : [0, 1]→ R as g(x) := f (m−1)((i−
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1)/Kn), ∀x ∈ [(i − 1)/Kn, i/Kn) for each i = 1, . . . ,Kn, and g(1) := f (m−1)((Kn − 1)/Kn). Then
define the function f˜ : [0, 1]→ R as (a) when m = 1, f˜ := g; (b) when m ≥ 2,
f˜(x) :=
m−2∑
k=0
f (k)(0)
k!
xk +
∫ x
0
∫ t1
0
. . .
∫ tm−2
0
g(tm−1) dtm−1 · · · dt2 dt1, x ∈ [0, 1].
Clearly, f˜ (m−1) = g almost everywhere on [0, 1]. Since g is given by some first-order B-splines for
the knot sequence Tκ = (i/Kn)
Kn
i=0 and is increasing on [0, 1], it can be shown via induction on m
that f˜ is equal to
∑Tn
k=1 b˜kB
Tκ
m,k for some b˜ := (˜bk) ∈ RTn . By Lemma 2.1 and f ∈ Sm, we have
f˜ ∈ Sm and D˜m,Tκ b˜ ≥ 0.
In view of ‖f − f‖∞ ≤ ‖f − f˜‖∞ + ‖f˜ − f‖∞, we establish a uniform bound for each term on
the right-hand side below.
(i) Uniform bound of ‖f − f˜‖∞. In light of the definitions of the piecewise constant function g
and the Ho¨lder class HrL, we see that |g(x)− f (m−1)(x)| ≤ L · (Kn)−γ ,∀ x ∈ [(i− 1)/Kn, i/Kn) for
each i = 1, . . . ,Kn. Hence, when m = 1, ‖f − f˜‖∞ ≤ L · (Kn)−γ . When m ≥ 2, we have that
∣∣f(x)− f˜(x)∣∣ ≤ ∫ x
0
∫ t1
0
· · ·
∫ tm−2
0
∣∣∣f (m−1)(tm−1)− g(tm−1)∣∣∣ dtm−1 · · · dt2 dt1
≤
∫ x
0
∫ t1
0
· · ·
∫ tm−2
0
L ·K−γn dtm−1 · · · dt2 dt1 ≤
L
(m− 1)!K
−γ
n , ∀ x ∈ [0, 1].
Hence, ‖f − f˜‖∞ ≤ L(m−1)! ·K−γn for any f ∈ Sm,H(r, L).
(ii) Uniform bound of ‖f˜ − f‖∞. We introduce the vector ~˜f := (f˜(x0), f˜(x1), . . . , f˜(xn))T ∈
R
n+1. Since f˜ =
∑Tn
k=1 b˜kB
Tκ
m,k, we have X̂b˜ =
~˜f , where X̂ is the design matrix corresponding
to the design point sequence P and the B-splines {BTκm,k}Tnk=1 (cf. Section 2.1). This shows that
1
2‖K
1/2
n Θ
1/2
n (X̂b˜− ~˜f)‖22 = 0. Moreover, since D˜m,Tκ b˜ ≥ 0, we deduce that
b˜ = argmin
D˜m,Tκ b≥0
1
2
bT ΛKn,P,Tκ b− bT
(
KnX̂
TΘn
~˜f
)
.
By using the definition of f before (44) and the uniform Lipschitz property in Theorem 2.1, we
obtain a positive constant c∞ depending only on m and a natural number n∗ depending only on
(Kn), m, and cω such that for any P ∈ Pn and Kn with n ≥ n∗,∥∥f − f˜∥∥
∞
≤ ∥∥bP,Kn − b˜∥∥∞ ≤ c∞ · ∥∥∥KnX̂TΘn ~f −KnX̂TΘn ~˜f∥∥∥∞ ≤ c∞ · ∥∥KnX̂TΘn∥∥∞ · ∥∥∥~f − ~˜f ∥∥∥∞
≤ c∞ ·
∥∥KnX̂TΘn∥∥∞ · L(m− 1)!K−γn , (45)
where we use
∥∥~f − ~˜f ∥∥
∞
≤ ‖f − f˜‖∞ and the uniform bound for ‖f − f˜‖∞ established in (i). We
further show that
∥∥KnX̂TΘn∥∥∞ attains a uniform bound independent of P ∈ Pn and Kn as long
as n is large enough. Let κi := i/Kn for i = 1, . . . ,Kn (with the usual extension). It follows from
the definition of X̂ and the non-negativity, upper bound, and support of the BTκm,k’s (given at the
beginning of Section 2) that for each k = 1, . . . , Tn,∥∥∥(KnX̂TΘn)k•∥∥∥
∞
= Kn
n∑
i=0
BTκm,k(xi) · (xi+1 − xi) ≤ Kn
n∑
i=0
I[κk−m, κk](xi) · (xi+1 − xi)
27
≤ Kn
(
κk − κk−m + cω
n
)
≤ m+ cωKn
n
,
where the term cω/n comes from the fact that κk is in the interval [xr, xr+1) for some design points
xr, xr+1. Since Kn/n → 0 as n → ∞, we obtain n¯1 ∈ N (depending only on (Kn)) such that for
any n ≥ n¯1,
∥∥(KnX̂TΘn)k•∥∥∞ ≤ m + 1 for each k = 1, . . . , Tn so that ∥∥KnX̂TΘn∥∥∞ ≤ m + 1 for
any P ∈ Pn and Kn. Combining this with (45) yields that for any n ≥ max(n∗, n¯1), ‖f − f˜‖∞ ≤
c∞L(m+1)
(m−1)! K
−γ
n for any f ∈ Sm,H(r, L), P ∈ Pn and Kn.
Utilizing (i) and (ii) and letting n̂1 := max(n∗, n¯1) (depending only on (Kn)), we conclude that
for any n ≥ n̂1, supf∈Sm,H (r,L), P∈Pn ‖ f − f ‖∞ ≤ Cb ·K−γn , where Cb := [c∞(m+1)+1]L(m−1)! .
The next proposition gives a uniform bound of the stochastic error of the estimator f̂BP,Kn.
Proposition 4.2. Fix m ∈ N, and constants cω ≥ 1, L > 0, r ∈ (m− 1,m], and q ≥ 1. Let (Kn)
be an increasing sequence of natural numbers with Kn →∞, Kn/n→ 0, Kn/(n1/q ·
√
log n)→ 0 as
n→∞. Then there exist a positive constant Cs and n̂2 ∈ N depending on (Kn) only such that
sup
f∈Sm,H (r,L), P∈Pn
E
(∥∥∥f̂BP,Kn − fP,Kn∥∥∥∞ ) ≤ Cs ·
√
Kn log n
n
, ∀ n ≥ n̂2.
Proof. Fix a true function f ∈ Sm,H(r, L). Given arbitrary P ∈ Pn and Kn, let ~ε := (εi) ∈ Rn+1,
ωi := xi+1 − xi for i = 0, 1, . . . , n, and define ξk :=
(√
nKn X̂
TΘn
)
k•
~ε =
√
nKn
∑n
i=0 ωiB
Tκ
m,k(xi)εi
for each k = 1, . . . , Tn. Since each εi ∼ N (0, 1) and εi’s are independent, we have ξk ∼ N (0, σ¯2k),
where σ¯2k = ‖(
√
nKn X̂
TΘn)k•‖22 ≥ 0. By the proof of item (ii) of Proposition 4.1, there exists n¯1 ∈
N (depending only on (Kn)) such that if n ≥ n¯1, then for any P ∈ Pn and Kn, ‖(KnX̂TΘn)k•‖∞ ≤
m + 1 for each k = 1, . . . , Tn. Therefore, by using n ·
(
BTκm,k(xi)ωi
)2 ≤ nωi · (BTκm,k(xi)ωi) ≤
cω ·
(
BTκm,k(xi)ωi
)
for each i, we have, for any P ∈ Pn and Kn with n ≥ n¯1,
∥∥∥(√nKn X̂TΘn)k•∥∥∥22 =
n∑
i=0
Kn · n
(
BTκm,k(xi)ωi
)2 ≤ cω n∑
i=0
KnB
Tκ
m,k(xi)ωi = cω
∥∥(KnX̂TΘn)k•∥∥∞
≤ cω(m+ 1), ∀ k = 1, . . . , Tn.
This shows that σ¯2k ≤ cω(m + 1) for each k = 1, . . . , Tn. Letting ξ := (ξ1, . . . , ξTn)T ∈ RTn , we see
that σξ =
√
nKnX̂
TΘnσ~ε =
√
nKnX̂
TΘn(y − ~f). Hence, we deduce, via the uniform Lipschitz
property of Theorem 2.1, that there exist a positive constant c∞ and n∗ ∈ N (depending on (Kn)
only) such that for any f ∈ Sm,H(r, L), any P ∈ Pn and Kn with n ≥ n∗,∥∥∥f̂BP,Kn − fP,Kn∥∥∥∞ ≤ ∥∥b̂P,Kn − b¯P,Kn∥∥∞ ≤ c∞ ·√Kn/n · ∥∥∥√nKnX̂TΘn(y − ~f )∥∥∥∞
= c∞ ·
√
Kn/n · σ · ‖ξ‖∞ = c˜ ·
√
Kn/n · ξ¯, (46)
where ξ¯ := ‖ξ‖∞ = maxk=1,...,Tn |ξk| and c˜ := c∞σ > 0.
Define σ` :=
√
cω(m+ 1), and consider the random variable Zξ ∼ N (0, σ`2). Since the variance
of ξk satisfies σ¯
2
k ≤ cω(m+ 1) = σ`2 for each k, we have, for any u ≥ 0,
P
(
|Zξ| ≥ u
c˜
√
n
Kn
)
≥ P
(
|ξk| ≥ u
c˜
√
n
Kn
)
, ∀ k = 1, . . . , Tn.
Recall n̂1 := max(n¯1, n∗) as in the proof of Proposition 4.1. By using (46), the above inequality,
and the implication: X ∼ N (0, σ2) =⇒ P(|X| ≥ v) ≤ exp (− v2
2σ2
)
for any v ≥ 0, we have that for
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any P ∈ Pn and Kn with n ≥ n̂1 and any u ≥ 0,
P
(
‖f̂BP,Kn − fP,Kn‖∞ ≥ u
)
≤ P
(
ξ¯ ≥ u
c˜
√
n
Kn
)
≤ Tn · P
(
|Zξ| ≥ u
c˜
√
n
Kn
)
≤ Tn · exp
(
− u
2n
2 σ`2 c˜2Kn
)
.
Let Wn := c˜ σ`
√
2Kn logn
q·n for the fixed q ≥ 1. It follows from the above result and
∫∞
v e
−t2/(2σ2)dt ≤
e−v
2/(2σ2)σ
√
π/2 for any v ≥ 0 that for any f ∈ Sm,H(r, L) and any P ∈ Pn and Kn with n ≥ n̂1,
E
(∥∥f̂BP,Kn − fP,Kn∥∥∞) = ∫ ∞
0
P
(∥∥f̂BP,Kn − fP,Kn∥∥∞ ≥ t) dt
≤ Wn +
∫ ∞
Wn
P
(∥∥f̂BP,Kn − fP,Kn∥∥∞ ≥ t) dt ≤ Wn + Tn · ∫ ∞
Wn
exp
(
− n t
2
2 c˜2 σ`2Kn
)
dt
≤ Wn + Tnc˜ σ`
√
πKn
2n
exp
(
− W
2
nn
2c˜2σ`2Kn
)
= Wn + c˜ σ` ·
√
πKn
2n
· (Kn +m− 1) · n−
1
q .
Since Kn/(n
1/q · √log n) → 0 as n → ∞, there exist a constant Cs > 0 and n̂2 ∈ N with n̂2 ≥ n̂1
(depending on Kn only) such that for any f ∈ Sm,H(r, L), any P ∈ Pn and Kn with n ≥ n̂2,
E
(∥∥f̂BP,Kn − fP,Kn∥∥∞) ≤ Cs ·
√
Kn log n
n
.
This leads to the desired uniform bound for the stochastic error.
Combining the results of Propositions 4.1 and 4.2, we obtain the following theorem.
Theorem 4.1. Fix m ∈ N, and constants cω ≥ 1, L > 0, r ∈ (m− 1,m], and q > 1. Let (Kn) be a
sequence of natural numbers with Kn → ∞, Kn/n → 0, Kn/(n1/q ·
√
log n) → 0 as n →∞. Then
there exist two positive constants Cb, Cs and n̂⋆ ∈ N depending on (Kn) only such that
sup
f∈Sm,H (r,L), P∈Pn
E
(∥∥∥f − f̂BP,Kn∥∥∥∞ ) ≤ Cb · (Kn)−γ + Cs ·
√
Kn log n
n
, ∀ n ≥ n̂⋆.
A specific choice of (Kn) that satisfies the conditions in Theorem 4.1 is Kn =
⌈(
n
logn
)1/q⌉
. This
result demonstrates the uniform convergence of the constrained B-spline estimator f̂BP,Kn to the
true function f on the entire interval [0, 1], and the consistency of this B-spline estimator, including
the consistency at the two boundary points, even if design points are not equally spaced. Note that
the monotone and convex least-squares estimators are inconsistent at the boundary points due to
non-negligible asymptotic bias [12,14,28], which is known as the spiking problem.
Remark 4.1. In addition to the uniform convergence, Theorem 4.1 also gives an asymptotic con-
vergence rate of the constrained B-spline estimator subject to general nonnegative derivative con-
straints. The obtained rate is not optimal yet due to the conservative rate for the bias (cf. Propo-
sition 4.1). The optimal bias rates have been established for m = 1 (i.e., the monotone constraint)
andm = 2 (i.e., the convex constraint) in the literature. However, the bias analysis under higher or-
der nonnegative derivative constraints is complex and requires substantial technical developments,
which are beyond the scope of this paper and shall be reported in the future.
29
5 Concluding Remarks
This paper establishes a critical uniform Lipschitz property for constrained B-splines subject to
general nonnegative derivative constraints with possibly non-equally spaced design points and/or
knots; important asymptotic analysis results are obtained via this property. Future research topics
include optimal rates of convergence of the B-spline estimator under higher-order derivative con-
straints, and constrained estimation subject to more general shape constraints, e.g., those given by
multiple derivative constraints or a linear combination of derivatives of different orders.
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