Rejoinder

Introduction
We would like to thank all the five discussants for their generous and constructive comments and the editor, Alastair Hall, for his support and encouragement and for giving us the opportunity of taking part in this distinguished forum. While there is obviously some overlap between the discussants in the issues they raise, each brought their distinct expertise and experience to bear on our work on global VAR (GVAR) modeling. They also raise a number of important technical and practical issues that are clearly worth further investigation. These include mathematical details that underlie the weak exogeniety assumption, use of small sample corrections raised by Johansen, the issue of allowing for feedbacks from macroeconomic variables to the trade weights mentioned by Baltagi, Wallis's desire to see comparative evidence of out-of-sample point and density forecasts, and Dennis and Lopez's call for more detailed structural modeling capable of incorporating stock-flow relations in an explicit manner. Other more general issues raised include structural instability, non-linearities, dynamic specifications, and the interpretation of the generalized impulse responses.
An Overview
National macroeconometric modeling in general and global modeling in particular are subject to a number of important constraints, including the quantity and quality of available time series data, the curse of dimensionality that arises from the numerous between-and within-country channels of interactions and transmissions, our knowledge of economic theory and institutions, and the human and computing resources available. The modeling process inevitably involves many trade-offs. For an early discussion see Pesaran and Smith (1985) .
Our modeling objective was to estimate a compact and theoretically coherent global model capable of generating multi-step ahead forecasts, whose assumptions could (in principle) be tested. Starting from country-specific macroeconometric models we were able to deal with the curse of dimensionality by relating the country-specific variables to foreign variable indices formed by using trade weights. We allow for the contemporaneous dependence of domestic and foreign variables by treating the latter as weakly exogeneous for estimation purposes; an assumption that we test and do not reject for 59 out of the total 62 foreign-specific variables at the 95% level. The U.S. economy is treated differently, both because of its importance in the world economy and the fact that we use the U.S. dollar as the numeraire. This also ensures that the remaining 10 countries/regions in the global model can be viewed as "small" open economies. Once estimated, the global model is solved for all the domestic variables simultaneously. We retain oil prices as the only global exogeneous variable of the model largely to show that our modeling strategy can cope with such variables, possibly as a proxy for political factors; although it would be straightforward to endogenize oil prices. For instance it could be included as an additional endogeneous variable in the U.S. model. Our modeling approach also has an important bearing on recent developments in the area of panel cointegration. The GVAR structure allows for cointegrating relations to exist between domestic variables, as well as between domestic and foreign variables. As highlighted by Baltagi in his comments, this avoids the criticism of Banerjee, Marcellino and Osbat (2002) of panel cointegration techniques advanced in the literature, which restrict the long-run relations to depend only on the domestic variables. It is the link matrix, estimated outside the model, which allows foreign variables to be constructed specifically for each country, thereby providing one of the channels of interaction between economies. But Baltagi points out that, "[i]f trade flows are affected by global economic conditions these weights may be endogenous." We agree with Baltagi that such a feedback mechanism is indeed plausible, but we do not believe that they can be important in modeling quarterly observations. Also as we point out in the paper, the weights can be allowed to be time-varying so long as they are pre-determined. But we are reluctant to follow Baltagi's suggestion to treat the trade weights as being determined simultaneously with all the other endogenous variabbles. This could make the model highly nonlinear and does not seem to us to be a top priority amongst many possible ways that the model could be extended. We will come back to the nature of the link matrix in Section 5 below.
Another important modeling issue raised by Dennis and Lopez concerns systemic risk and contagion which are nonlinear in nature and are not addressed in this paper. Following the recent literature on contagion, non-linear threshold effects of the type discussed in Pesaran and Pick (2003) can be introduced into the GVAR model. For reviews of the contagion literature see Pericoli and Sbracia (2002) and Dungey et al. (2003) . But this would make the model considerably more complicated, presenting us with new technical issues that are beyond the scope of our present work. Similarly, given the relatively short sample available to us we have not addressed the related issue of structural breaks, a point raised by Johansen, Baltagi and Dennis and Lopez. To be sure, we believe that in our VARX* framework structural breaks are likely to be less of a problem as compared to pure VAR models. Co-breaking of variables can be readily accommodated in our framework. Also recent theoretical and simulation analysis by Pesaran and Timmermann (2003) on the forecast performance of AR(p) models in the presence of structural breaks shed doubt on the value of structural break analysis in real time forecasting. In general, break detection techniques are too imprecise for them to be of real value in real time forecasting exercises.
Dennis and Lopez also emphasize the importance of stock-flow relations and intertemporal budget constraints for policy analysis and recommend that these relations be included in the GVAR model explicitly. We agree, but would like to point out that such long-run constraints are in fact embodied implicitly in the cointegrating relations. For detailed derivations of cointegrating relations from stock-flow and arbitarge relations see Section 2 in Garratt et al. (2003a) .
Finally, Johansen notes that the model-free estimator of the firm return variance might benefit from small sample corrections. But in the case of our application such corrections are unlikely to make much of a difference since serial correlations in equity returns are very weak, on the order of 0.05-0.10, as compared to the value of 0.95 used by Johansen in his illustrative example.
For the remainder of this rejoinder, we treat in more detail several of the issues raised by the discussants, largely focusing on modeling trade-offs and the empirical application. We start with the latter and the comments by Dennis and Lopez on credit risk management as well as on broader policy analysis. We touch on these issues in Section 3 and again later in Section 8. Any modeling exercise invariably involves compromises and trade-offs. For instance, a question raised by every discussant was: what is the right model size to capture the dynamics? We tackle many of those trade-offs in Section 4. Issues surrounding the link matrix, which solves one aspect of the size problem, are discussed in Section 5, and weak exogeneity, addressed by each of the discussants, takes up Section 6. Johansen raises a number of technical issues particularly in relation to the nature of cointegrating relations in the GVAR model, which we discuss in Section 7. A desire for structural rather than reduced form (or atheoretic) modeling was voiced by several discussants, including Wallis and Dennis and Lopez, and we address this issue in Section 8. Related is the use and interpretability of the impulse response functions, a point raised by Wallis, Johansen and Dennis and Lopez; we treat this topic in Section 9. Finally, how well does the model forecast? We agree with the discussants that the forecast performance of the model is an important factor in an overall evaluation of the model both for use in risk management as well as for broader policy analysis, though we caution that it is only one of many factors that enter the decision process. For example, in our application to credit risk analysis, it is the quality of the predicted loss distribution, rather than the accuracy of the individual forecasts which is paramount. The forecast evaluation problem applied to individual series is complicated by the large number of variables being forecast and the relatively short sample available for the purpose. In an earlier draft of this paper we had presented some in-sample results based on recursive one-step ahead forecasts assuming that the coefficients of the GAVR model are known, and thanks to the editor we are able to present them again here, namely in Section 10.
Using GVAR in Credit Risk Management
Financial institutions are ultimately exposed to macroeconomic fluctuations in the global economy. Their portfolios are typically large enough that idiosyncratic risk is diversified away, leaving exposure to systematic risk. If business cycles are not perfectly correlated across countries and regions, diversification benefits can be obtained by internationalizing one's exposure. This requires the building of a compact global model capable of generating forecasts for a core set of macroeconomic factors (or variables) across a number of countries. The model must explicitly allow for the interdependencies that exist between national and international factors.
Having built such a model, several specific risk management related questions can be addressed, as Dennis and Lopez kindly point out in their remarks. One which we find particularly valuable is the ability to rank-order possible shock scenarios. Given a particular portfolio of credit exposures, is a 1σ U.S. interest rate shock more damaging (or beneficial, depending on the sign of the shock) than a 1σ shock to South East Asian equity markets? What will the portfolio loss distribution look like one year from now? What if the portfolio changes? The repetitive nature of such counterfactual questions is central to policy analysis, be it by commercial or central bankers who might want to investigate the impact on a representative bank portfolio in their country of various economic shocks in other countries. If the model is not compact enough, it cannot be practically used in this repetitive fashion. A fuller treatment of this topic, both its technical details and policy implications along the lines of Dennis and Lopez, is presented in Pesaran, Schuermann, Treutler and Weiner (2003).
Our model is naturally suited for an international and multi-factor interpretation of the standard corporate finance view of firm risk: total risk is the sum of systematic and idiosyncratic (i.e. firm-specific) risk. The GVAR is ostensibly a global model of systematic risk and its dynamics. Having a model of those factor dynamics can go a long way to understanding firm risk (and return) characteristics. While the GVAR may serve as a starting point for modeling systemic (as opposed to systematic) risk, we do not attempt to do so in this paper.
Model Size and Dynamics
Modeling, like life, is full of trade-offs, and this project in particular forced us to make a lot of difficult choices along the way. Several reviewers, e.g. Baltagi and Wallis, pointed out that a lot of pragmatism was involved in the construction of the model. Given the objective, modeling trade-offs was a leitmotiv from beginning to end.
A full list is beyond the scope of this rejoinder and might not even be really desirable. We shall focus on a few.
Dimensionality. In an unrestricted VAR model covering N regions, the number of unknown parameters rises with N , and even if we focus on a few (k) macroeconomic indicators, there will be p(kN − 1) unknown parameters (not counting intercepts or other deterministic/exogeneous variables) to be estimated per each equation, where p is the order of the VAR. All three of these parameters are, to some degree, under the control of the investigator. A fourth, T , the sample size, is not and thus serves as an overall constraint. While each of the first three parameters contribute to the curse of dimensionality in a typical modeling approach, in our context increasing N actually helps insofar as it renders the weak exogeneity assumption to be more easily satisfied. The operational reason is simple: the model is estimated region by region, conditional on a given link matrix. That leaves the other parameters, p and k.
Lag-length (p). Perhaps the most persistent comment is the low lag-length of the model: just one (quarter). Indeed we are sympathetic to this point, one of the first trade-offs we considered in the project. Aside from the proportional increase in the number of parameters, increasing the lag length uses up the most scarce resource for us, namely sample length. Only if the analysis of the residuals from the VARX*(1) model suggested significant remaining serial correlation did we think it advisable to make the model a VARX*(2). The evidence was simply not compelling enough. With more data (in T ), the costs of increasing the lag length invariably decline and this issue could be revisited.
To be sure, a VARX*(1), although deceptively simple, already implies a rather rich dynamic structure. Since we condition on (weakly exogenous) foreign variables x * it , hence the terminology VARX*, our model is not a strict VAR(1). To take a simple related example, it is easily seen that for a bivariate stationary VAR(1) specification, the univariate representation for each variable is ARMA(2,1). Similarly, the global model with 63 variables and 36 cointegrating relations would imply univariate ARIMA representations of a very high order, even though the underlying global model is VAR (1) .
Number of macroeconomic variables (k). What is the minimum number of 'core' variables needed for a reasonable empirical analysis of macroeconomic activity, and which are those variables? Moreover, what is the set that one could measure (and obtain) somewhat reliably across a dozen (or so) countries, some of which are in the emerging markets, and to do so going back about twenty years? That set obviously had to be relatively small and could not assume, for example, very well functioning capital markets everywhere throughout the sample period. Since the motivating application for the model is risk management, credit spreads (the difference in yield between the government interest rate -treasury rate -and a corporate bond subject to default) seemed like a natural candidate variable. Yet even in several European markets this data is not reliably available back to 1979, the starting point of our sample. Thus the six core variables we chose (output, inflation, money supply, exchange rate, interest rate, equity prices) seemed to represent core macroeceonomic indicators, were widely available and particularly suitable for dynamic modeling involving long-run relationships through co-integration.
Link Matrices
The matrix of trade weights used to construct the foreign variables for each country, x * it , links together all of the variables in the rest of the world, and in that way (to quote Wallis) "...is a neat device for achieving a globally consistent solution for the country-specific variables of the GVAR model." This is feasible because the elements of the link matrix are pre-determined or estimated outside the model.
It may be desirable to allow for these weights to vary over time in order to capture secular movements in the geographical patterns of trade and capital flows. However, too frequent changes in the weights could introduce an undesirable degree of randomness into the analysis. This is the classic index number problem to which a totally satisfactory answer does not exist. Although we use fixed trade weights, albeit based on averages of trade flows over a three year period, we are in the process of updating and expanding the dataset where we can experiment with allowing these trade weights to be time-varying based on a three-year rolling window to smooth out some of those nonsecular year-to-year trade fluctuations.
This concept could be used in spatial econometrics (Baltagi also pointed out this connection) to, perhaps, give an enriched economic interpretation to the links; see, for instance, Anselin (1988) for a review and Baltagi, Koh and Song (2003) for a recent analysis. The weights in the GVAR could even be thought of as a measure of economic distance, but in contrast to the strict geographic links which are fixed, our weights are allowed to evolve over time.
Weak Exogeneity
Although we lay out the conditions sufficient for weak exogeneity to hold in Section 7 of our paper, namely stability of the global model, relative smallness of each country and weak dependence of cross-country idiosyncratic innovations, we do not test these conditions directly. Rather we test the implications of weak exogeneity, a procedure which seemed more practical to us. Indeed we find that, of the 62 weak exogeneity tests carried out, only 3 are statistically significant at the 5% level and none at 3% or less.
To be sure, it is not the number of country/region models per se which drive the relative smallness condition but rather the size of country i relative to the rest of the world. This issue is raised by Baltagi and Johansen: is N = 11 "large enough"?
But recall that the condition of relative smallness, given by
(notice that the base country (i = 0) is not included here) is driven as much by N as by the relative size of w ij , the weights used in the construction of foreign-specific variables, and these will be relatively small so long as country i is small relative to the rest of the world, no matter how many countries are in the rest of the world. It is for this reason that the U.S. is modeled differently.
In fact, all of the country models estimated in the literature implicitly make this assumption of weak exogeneity yet do not test it because they have no way of doing so. Our framework allows the researcher to test the validity of this important assumption.
Nature of Cointegrating Relations in the GVAR
In the GVAR model cointegrating or long-run relations are expressed as linear combinations of domestic, x it , and foreign variables, x * it . This set up can give rise to two types of long-run relations: (i) those that involve only domestic variables such as long-run money demand equations, and (ii) those that relate x it to x * it . Johansen focusses on the latter and argues that this is restrictive as cointegration between the domestic variables of two countries, x it and x jt (i 6 = j), can only take place through their respective foreign variables x * it and x * jt . The practical importance of this point is unclear. Suppose that x it and x * it are I(1) for all i, and the cointegration relations are given by
where ² it ∼ I(0), and Λ i = Λ i0 + Λ i1 . This relationship can be obtained from (4.1) in the body of the paper. To simplify the exposition we have dropped the deterministic components. For i = 0, the base country, the long-run relations would take a different form simply because the base country's currency is taken as the numeraire. The long-relations in (1) allow for cointegrating relations amongst the domestic variables as well as between the domestic and foreign variables. The former can occur when
But, in an attempt to relate the above long-run relations to the simple example discussed by Johansen we assume that k i = k, rank (I k −Φ i ) = k, and all the countries (including the base country) have the same variables in common. Under these assumptions the cointegrating relations are given by
where
. Therefore, the countryspecific models suggest there might be k(N +1) cointegrating relations in the global model. But, stacking up all the N + 1 equations we have
where C is a k (N + 1) × k (N + 1) block-diagonal matrix with C i on its i th block,
Since by assumption x t ∼ I(1) and u t ∼ I(0), the matrix I k(N+1) − C (W ⊗ I k ) must be rank deficient, and the number of cointegrating relations in the global model can not exceed k(N + 1) − 1. This is compatible with the result established in Section 4 of the paper and arises because of the symmetric treatment of the country-specific models. However, its relevance to our particular implementation of the GVAR is unclear. Firstly, not all the variables are included in all the country models. Secondly, the U.S. model is linked to the rest of the world only through its effective exchange rate, otherwise it is treated as closed. Suppose now that (2) holds for i = 1, 2, ..., N , but not for the base country. For i = 0 assume that its cointegrating relations are given by
where I k −Φ 0 is now assumed to be rank deficient. In this setting there will not be any redundant cointegrating relations in the global model which is formed by stacking up the country-specific models. Moreover, pairwise cointegrating relations between variables of any two countries can be derived from the country-specific long-run relations, (2) . This is easily seen in the context of Johansen's simple example where k = 1. In this case
w ij x jt ! + u it , for i = 1, 2, ..., N, and x it can be derived uniquely in terms of x 0t and linear combinations of the errors, u it , i = 1, 2, .., N. 
Then assuming I N − Ψ is a non-singular matrix we have
where λ i0 and v it are the i th elements of (I N − Ψ) −1 ψ 0 and (I N − Ψ)
t , respectively. Clearly, v it ∼ I(0), and hence all pairs of x it and x jt (i 6 = j) are in fact cointegrated. Note that if I N −Ψ is rank deficient the cointegrating relations would involve variables from three countries or more.
Structural versus Reduced Form Modeling
Several discussants (Wallis, Dennis, Baltagi) were concerned with the lack of economic interpretability of our model since it is reduced form and not structural. This has been a concern for some time with the VAR modeling approach in general, as pointed out by Baltagi in his comments.
While we are sympathetic to the discussants' inclination to favor structural over reduced form modeling, our model is not really a VAR but rather a VARX* model. This apparently subtle distinction is important. To the degree that the weak exogeneity assumption is true, and it appears robust in our application, each country model is a structural model with respect to the (weakly exogenous) foreign variables. The coefficients provide the impact of changes in the foreign (exogenous) variables on domestic (endogenous) variables. This is the case for all countries/regions in our model except the U.S. which is modeled differently.
So we may think of this country specific modeling approach, where the rest of the world enters in a weak exogenous fashion through the country-specific foreign variables, as a first step towards structural modeling of the country of focus. A second step might be to introduce more formal structural restrictions. As pointed out in Pesaran and Shin (2002) structural modeling can be considered at two different levels in cointegrating models. Theory restrictions (exact or over-identifying) can be imposed on the long-run relations as well as on the short-term dynamics. For instance, consider the error-correcting formulation of the basic model for country i
and pre-multiply both sides by the non-singular k i × k i matrix A i0 to obtain the structural error-correcting form
, are the short-run structural coefficients, andε it = A i0 ε it are the structural errors. Notice that the (k i + k * i )×r i matrix of cointegrating (or long-run) coefficients, β i , is invariant to the choice of A i0 , although it is subject to separate structural identification restrictions. Exact identification of the long-run and the short-run coefficients require r i (r i − 1) and k i (k i − 1) theory (or a priori) restrictions, respectively.
Economic theory is much more informative about the long-run restrictions. As shown in Garratt et al. (2003a) , there are at most five theory-consistent long-run relations that could be utilized at the country-specific levels, namely the purchasing power parity, the uncovered interest parity, the Fisher equation, the long-run money demand and the ouput gap equations. The long-run relations embodied in the GVAR are compatible with the long-run theory relations identified in Garratt et al. (2003a) , and likewise could be further restricted. But to keep the analysis manageable we decided not to go along this route in the present version of the GVAR model.
The situation is very different as far as the identification of the short-run structural coefficients and errors are concerned. Although different approaches to the identification of the short-run dynamics have been attempted in the case of VAR models, so far no consensus has emerged. The structural identification of the country-specific VARX* specifications used in the GVAR model provide additional sources of a priori restrictions via the coefficients of the country-specific foreign variables, x * it . It is clear that our global modeling framework can be readily adapted to deal with different forms of structural restrictions, assuming such restrictions are known and are believed to be valid, a priori. In practice, it is unlikley that satisfactory a priori restrictions could be available for all the countries, and this is one of the reasons behind our decision not to follow a full structural approach in the present work. However, we agree with Dennis and Lopez and others that for monetary policy analysis structural modeling would be desirable. This does not, however, mean that we necessarily require structural models for all the countries in the global model. One could combine a detailed structural model of, say, the U.K. economy with the reduced form VARX* models for the rest of the countries in the global model, very much as set up in the paper. Thus the policy analyst has the best of both worlds: the potential for building a rich, structural model for the country of interest while admitting an explicit incorporation of the rest of the world in a relatively simple fashion. In this way modeling resources can be spent where they are needed most (e.g. for the "home" country), but the rest of the world is not ignored but is an explicit part of the modeling exercise.
Impulse Responses
As with all counterfactual experiments such as the analysis of a shock of one risk (macroeconomic) factor on the rest of the system, it is important that the experimental design be reasonable. Importantly, impulse response analysis is not a prediction but a counterfactual exercise. As such we make the practical assumption that the other factors are displaced according to their historical covariances with the variable being shocked. If the researcher is instead interested in more structural questions such as the effect of a monetary policy shock, indeed more structure has to be imposed than we do in the framework of the generalized impulse response functions (GIRF). However, it strikes us as quite difficult to think structurally about a monetary policy shock in a global system. Please also see the discussion above in Section 8.
In his comments on GIRF's, Johansen seems to be concerned that a 1σ move in one variable may result in a larger move in another variable. We do not see why this should be of any particular concern. The same outcome could also result under other (more) structural error specifications. It is often said that "when the U.S. sneezes Latin America catches a cold."
Wallis, in discussing the dynamic aspects of the GVAR, is not happy about our choice of units for the size of the shock in the impulse-response analysis. He would like "one unit or one percent" whereas we perform shocks in terms of number of standard errors, e.g. 1 or 2.33σ. The reason is simple: we are keenly interested in shocks that are probabilistically comparable. A 1% shock to U.S. equity prices is a much more likely event than a 1% shock to German output. But under the assumption of conditional normality, shocks in terms of standard errors are directly comparable in terms of likelihood. This is more inuitive (to us), especially for the application of risk management, where the likelihood of an event is at least as important as its size.
Finally, despite their concerns, none of the discussants actually propose an operational alternative to the GIRF's in the context of the global model. The dependence of the orthogonalized impulse responses on the ordering of the 63 variables in the global model clearly highlights the high degree of arbitrariness associated with their use.
Forecasting
Empirical evaluations of the global model can be carried out at two levels, namely at the level of the regional models, each treated separately conditional on the foreign-specific variables; and at the global level using the so-called "final form" specification. The former exercise is informative regarding the precision with which the parameters of the different regional models are estimated, while the latter can be used to evaluate the in-sample fit of the global model as compared to alternative benchmarks. This is in the spirit of the suggestion by Wallis. The in-sample fit of the global model only depends on contemporaneous changes in oil prices and can be more indicative of the potential use of the model for forecasting, impulse response analysis and in risk management.
The one-step ahead in-sample root mean square forecast error (RMSFEs) of the global model computed over the period 1979Q3 to 1999Q1, grouped by factors and regions, are given in Table R1 . As benchmarks we also computed RMSFEs based on the following random walk models with drift, where the drift parameters are estimated over the same sample period:
The RMSFEs associated with these benchmark models are also summarized in Table R1 . As can be seen the RMSFEs generated by the GVAR model are all smaller than those of the benchmark model except for real equity prices in the case of Western Europe and Germany, and the interest rate for the U.S. At the global level, using the averages of the RMSFEs across regions, the GVAR model performs better than the benchmark model for all factors, although the degree of its out-performance differs markedly depending on the factor being considered. For forecasting real output, inflation and real money balances, the GVAR model outperforms the benchmark model by 31.8%, 18.9% and 18.1% respectively. But for forecasting equity prices and interest rates the extent of out-performance is very small, around 4.5% and 3.4% respectively. For real exchange rates the results are somewhere in between, namely 15.4%. However, these estimates should be viewed as indicative rather than definite since they do not take into account parameter uncertainty and some will not be statistically significant. These results also suggest that it may be a good idea to consider restricted versions of the GVAR, say by imposition of over-identifying restrictions on the long-run parameters and/or the imposition of simplifying restrictions (for example using simple Bayesian priors) on the short-run coefficients. However, these and other extensions of the GVAR model lie outside the scope of the present paper but are clearly worth pursuing. A genuine out-of-sample, cross-validation forecasting type exercise will also be useful, although data limitations are likley to pose serious constraints on such an endeavour. 1 The following random walk models with drifts were used as benchmarks:
The drift parameters were estimated using the in-sample observations.
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