In this study, the ability of a wavelet analysis-artificial neural network (WA-ANN) conjunction model for multi-scale monthly groundwater level forecasting was evaluated in an arid inland river basin, northwestern China. The WA-ANN models were obtained by combining discrete wavelet transformation with ANN. For WA-ANN model, three different input combinations were trialed in order to optimize the model performance: (1) ancient groundwater level only, (2) ancient climatic data, and (3) ancient groundwater level combined with climatic data to forecast the groundwater level for two wells in Zhangye basin. Based on the key statistical measures, the performance of the WA-ANN model was significantly better than ANN model. However, WA-ANN model with ancient groundwater level as its input yielded the best performance for 1-month groundwater forecasts. For 2-and 3-monthly forecasts, the performance of the WA-ANN model with integrated ancient groundwater level and climatic data as inputs was the most superior. Notwithstanding this, the WA-ANN model with only ancient climatic data as its inputs also exhibited accurate results for 1-, 2-, and 3-month groundwater forecasting. It is ascertained that the WA-ANN model is a useful tool for simulation of multi-scale groundwater forecasting in the current study region.
INTRODUCTION
Groundwater is a valuable water resource for public water supplies, agriculture, industries, communities, and the wellbeing of natural ecosystems in arid regions (Zhao et In spite of the flexibility of a regular ANN model for its application in groundwater modeling, a significant challenge is its limitations with non-stationary data. Consequently, an ANN model is unable to handle non-stationary as well as seasonality in a hydrologic dataset if an appropriate preprocessing of the inputs is not performed (Nourani et al. ) . Furthermore, if the input parameters possess trends or periodicities, such patterns are not utilized satisfactorily when simulating the groundwater time series. A common tool for pre-processing non-stationary data in hydrology is wavelet analysis (WA), which provides information about the frequency components of the input signal. As wavelet transformation decomposes input data into space-frequency components, it reveals a considerable amount of concealed data patterns, and therefore, provides insight into the physical aspects of input data (Dabuechies ) . The information captured at various resolution levels of the inputs can, therefore, assist in utilizing this information for more accurate predictive modeling of the phenomenon in question (Seo et al. ) .
Therefore, wavelet transformation has been used as an effective mining tool in analyzing non-stationary data used for predictive modeling in water resources (Nourani et al. ) . has remained rare, despite its application in several other sub-areas in hydrology. Based on its success elsewhere, it is advocated that the potential of wavelet-AI methods for groundwater modeling should be explored.
In the arid northwest region of China, water resources play a dominant role in the sustainable development of the regional economy (Wu et al. ; Zhao et al. ) . In such environments, surface water resources are generally scarce and highly unreliable in terms of sustained availability, so that groundwater is the main water resource system. The Zhangye basin (Figure 1 ) is an important center for development of agriculture and industry. In the last few decades, with significant progression of economic developments, water demands and its sustainability have become much greater than ever, especially for agricultural purposes, so both surface water and groundwater have been over-exploited (Wei et al. ) In the hidden and output layers, the net input to unit i is of the form:
where w ji is the weight vector of unit i and k is the number of neurons in the layer above the layer that includes unit i. y j is the output from unit j, and y i is the bias of unit i. This weighted sum Z, which is called the incoming signal of unit i, is then passed through a transfer function f to yield the estimatesŷ i for unit i. The sigmoid function is continuous, differentiable everywhere, and monotonically increasing.
The sigmoid transfer function, f i , of unit i, which has been employed in this research work, is of the form: this study has employed the Levenberg-Marquardt algorithm which is an approximation to the Hessian matrix:
where J is the Jacobian matrix calculated using standard backpropagation techniques. 
where t stands for time; τ for the time step in which the window function is iterated, and s is wavelet scale. Ψ(η)
should have zero mean and be localized in both time and
Fourier space (Meyer ).
The continuous wavelet transform (CWT) of a signal x (t) as a scaled and translated Ψ (η), can be defined as follows: 
where m and n are integers that control the scale and time, respectively; s 0 is a specified fixed dilation step greater than 1; and τ 0 is the location parameter that must be greater than zero. The most common (and simplest) values for the parameters s 0 and τ 0 are 2 and 1 (time steps), respectively.
For a discrete time series x i , the dyadic wavelet transform (Mallat ) becomes:
where W m,n is the wavelet coefficient for the discrete wavelet of scale s ¼ 2 m and location τ ¼ 2 mn; N is an integer power of 2, N ¼ 2 m.
In the DWT process, the original inputted time series is passed through the high-pass and low-pass filters in order to extract the high and low frequency components of the feature datasets. Consequently, the detailed wavelet Table 1 shows the hydrological statistics for the training, testing, and the total dataset for monthly groundwater level, precipitation, evaporation, and temperature. According to the statistical properties, no statistically significant differences between the divisions of the data were observed. Obviously, this meant that the training dataset contain sufficient information about the system behavior to qualify as a system model.
Model development
Selecting appropriate input variables is important for the WA-ANN and ANN model development since a proper set of predictor variables will provide adequate information about the hydrological system that is being modeled. For groundwater level forecasting, the most frequently used inputs are the antecedent groundwater level and the climatic data (e.g., precipitation, evaporation, and temperature) (Adamowski & Chan ) as these variables are intrinsically related to groundwater level. In the present study, different combinations of the monthly groundwater level, total precipitation, total evaporation, and average temperature were used as inputs for the WA-ANN and the ANN models in order to forecast the 1-, 2-, and 3-month ahead groundwater Thus, the three sets of input combinations evaluated in this study were: (A) ancient groundwater level only; (B) ancient climate data including the monthly total precipitation, total evaporation, and average temperature; and (C) ancient groundwater level and ancient climate data.
Considering the difficulty in data acquisition, in this study, the maximum time lag was set to 3, which meant that the input data had the current (t) and prior two time steps, lagged by 2 months (t -2) and by 1 month (t -1)
used for the prediction of groundwater levels at the t þ 1, t þ 2, and t þ 3 timescales. The input structure of the ANN and the WA-ANN model was:
Category B:
Category C:
where t is the current time, Δt is the lead time period (from 1 to 3 months). Therefore, new input series was constructed by using all DWT components at the different levels considered for groundwater level forecasting.
In order to eliminate the differences in predictive data dimensions and to avoid larger numerical values dominating the smaller values, before the training process, the inputs and target dataset were normalized by the following equation:
where X norm is the normalized data, X min is the minimum value of the data, and X max is the maximum value of the data.
After the input and output variables were selected, the optimum ANN model architecture was investigated for both study stations. This involved the determination of the optimum number of neurons (N) in the hidden layer. As there is no 'rule of thumb' to determine the hidden neuron structure, the optimal number of neurons in the hidden layer was identified using a trial and error procedure (Deo & Sahin ) . This required gradual variation in the number of hidden neurons from 2 to 50, with each architecture configuration randomized 100 times in order to deduce the optimum network with the lowest mean square error.
Evaluation of model performance
The performances of the ANN and the WA-ANN models developed in this study were assessed using statistical performance metrics, namely, the correlation coefficient (R), mean absolute error (MAE), root mean squared error (RMSE), Nash-Sutcliffe efficiency coefficient (NS), and the ratio of following equations were used:
where n is the number of input samples; GW 
RESULTS AND DISCUSSION
In this section, the optimum WA-ANN model is benchmarked against the classical ANN model, and its predictive skill in simulating the 1-, 2-, and 3-month ahead groundwater level for Well I and Well II are assessed. Tables 2 and 3 show a summary of the results for simulation of groundwater level.
WA-ANN with only ancient groundwater level as input
As the purpose of this research is to demonstrate the efficacy of the WA-ANN model for groundwater level forecasting at multiple timescales, the prediction metrics for the WA-ANN model are summarized (Tables 2 and 3 Moreover, the WA-ANN model achieved lower RMSE and MAE but higher R for both wells considered in this research.
As a result, it is deduced that WA-ANN can yield effective predictions when using only ancient groundwater level data as inputs.
WA-ANN with ancient climate data as input
In this section, the forecasting results of groundwater level using ancient total precipitation (P), total evaporation respectively. It appears that the WA-ANN model can provide good performance forecast for 1-month ahead and satisfactory performance forecast for 2-and 3-month ahead groundwater level. Therefore, in terms of the magnitude of R, RMSE, MAE, NS, and RSR statistics, the WA-ANN model was able to accurately forecast the 1-, 2-, and 3-month ahead groundwater level for both wells using the ancient total precipitation, total evaporation, and average temperature as its input variables. This result is not surprising, taking into account the fact that groundwater levels are directly related to precipitation, evaporation, and temperature, and so, it is justified that precipitation and evaporation behaved as the two main hydrological parameters that directly influence the groundwater recharge and discharge. Likewise, the temperature variable is a good surrogate that reflects potential water uses, for example, warmer temperatures may also increase water consumption, leading to larger groundwater withdrawals since higher temperatures are often correlated with increased water use. In such cases, the temperature can be considered as a groundwater pumping factor (Lian ) . It is also imperative to mention that from a practical perspective, the WA-ANN that produced relatively accurate results for the 1-, 2-, and 3-month ahead groundwater level by employing only the ancient total precipitation, total evaporation and average temperature is particularly useful for decisionmaking where reliable hydrogeological information are not available.
WA-ANN with ancient groundwater level and climate data as input
In the next stage, the predictive skill of the WA-ANN model was tested by the inclusion of the ancient groundwater levels and meteorological dataset, namely, Equation (10). In this case, the primary purpose was to assess the impact on the model simulations if a larger set of predictor variables including ancient groundwater levels, total precipitation, evaporation, and average temperatures were fed into the model. Tables 2 and 3 This is true not only for 1-month ahead groundwater level This study has shown very good efficiency of the WA-ANN model in simulating the groundwater level for the present study location, although the available data records were relatively short. Furthermore, the findings revealed that the WA-ANN model was more adequate than the regular ANN with no filtering of input data, for 1-, 2-, and 3-month ahead groundwater level forecasting. As such, the WA-ANN model can be employed successfully in 
