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При практической реализации динамических
моделей приходится достаточно часто решать ти
повые вычислительные и алгоритмические задачи,
в том числе с помощью алгоритмических схем мо
делирования. Данные задачи сводятся к реализа
ции типовых логических {Alg}, вычислительных {}
операций и операторов задержки продвижения фи
шек {t} по Есети. Для уменьшения общего коли
чества EN (Enet) элементов (позиций, переходов)
в динамической модели (ДМ) предлагается ис
пользовать многофункциональные схемы модели
рования (МСМ), которые работают по принципу
«одна ЕN схема – несколько моделей». Это позво
лит значительно сократить не только размер моде
ли, но и уменьшить трудозатраты на создание ДМ и
автоматизировать процесс моделирования. Для ре
шения проблемы реализации многофункциональ
ности желательно отказаться от традиционного
принципа программирования Есетевых схем, ког
да функционирование элементов EN структуры
строго фиксировано в рамках программного кода.
Для введения принципа автоматической адаптации
ЕN схемы предлагается использовать следующие
механизмы:
1) генерация профилировщиком заданной архи
тектуры модели согласно цели функционирова
ния и выбор подмножества Есетевых подси
стем, необходимых для формирования текущей
реализации модели;
2) транспортировка совокупностью фишек по
Есети модели служебных данных Atr.DataС,
необходимых для работы Есетевых переходов.
Atr.DataС включает в себя следующие элементы:
идентификатор, операторы преобразования ат
рибутов, операторы задержки, управляющие
операторы;
3) настройка требуемых переходов EN модели пу
тем записи служебных данных в буфер перехода;
4) селективный процесс работы переходов модели
согласно идентификационным параметрам
входного потока данных (фишек).
Организация процесса работы системы профи
лирования подробно изложена в [1]. В процессе
функционирования система профилирования ге
нерирует служебные фишки V cin({atri}) которые по
следовательно проходят через Есетевую схему ди
намической модели и при активизации переходов
происходит считывание данных в буфер перехода
BUFCi (рис. 1).
После записи служебных данных DataC в буфер
перехода происходит изменение флага Far фишки
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V cin({atri}), который информирует о том, что процесс
операции настройки Сi перехода завершен. После
того, как фишки пройдут через все элементы моде
ли, они поступают обратно в профилировщик для
проверки корректности настройки модели.
На рис. 2 показана многофункциональная схе
ма, реализующая совокупность компонент {Compi}.
Данные компоненты соединены между собой по
следовательно, выход последней компоненты не
соединен со входом первой.
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Совокупность переходов Сj, последовательно
соединенных друг с другом, образует структуру
компонента модели [3]. В режиме имитации посту
пление на вход компоненты фишки вызывает про
цесс считывания идентификационного параметра
Idj переходом Сi.
В следующий момент записываются эндоген
ные переменные в буфер перехода, где происходит
вычисление требуемых параметров согласно зара
нее определенному закону  и выполняется сраба
тывание перехода через интервал времени
t=tF–tC, где tF – длительность фазы реального
технологического процесса, tС – время, затрачен
ное ЕN схемой на вычисление данного процесса.
Далее происходит срабатывания перехода C1 и
фишка заносится в выходную позицию. При этом
фишка продвигается по ЕN схеме компоненты с
выполнением операций преобразования атрибутов
по заранее заданному профилировщиком закону
для данного процесса, т. е. указанного номера Id.
Таким образом, формируется уникальная
структура моделирования технологического про
цесса: Struci=<Idi, i, ti, Ri>.
Последовательная многофункциональная схе
ма моделирования может работать в следующих
временных режимах (рис. 3):
1. Последовательная обработка потока фишек с
различными заданиями (рис. 3, а). В режиме
последовательной обработки выполняется
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Рис. 3. Временная диаграмма работы многофункциональной схемы моделирования
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условие – интервал времени меж
ду поступлением заявок на воспроизведение
функциональных процессов, где t pi – время вы
полнения pго процесса потока А.
Более детально процесс имитации Есетевой ал
горитмической схемы моделирования изложен в [1].
2. Чередующаяся последовательность обработки
потока фишек с различными заданиями (рис. 3,
б) существует только для распределенных си
стем во времени. Причем процесс воспроизве
дения функционального действия компоненты
модели будет являться адекватным относитель
но установленного качества работы модели,
если минимальный интервал времени между
двумя соседними вычислительными тактам на
именьшего по времени процесса больше макси
мальной длительности задержки срабатывания
перехода при имитации другого процесса.
3. Режим приоритетного прерывания имитации i
го процесса (рис. 3, в) требует использования в
схеме МСМ позиций очередей Q вместо про
стых позиций b, или организацию дополнитель
ных Есетевых элементов для организации бу
феров хранения данных. Представленная мето
дика позволяет организовать принцип относи
тельного прерывания, однако для организации
абсолютного прерывания необходимо исполь
зование I переходов.
Дальнейшее углубление метода многофункцио
нального моделирования процессов с помощью од
ной Есетевой структуры приводит к реализации
циклической многофункциональной схемы моде
лирования (ЦМСМ). Реализация предлагаемой
структуры основана на многократном использова
нии EN ячейки путем передачи полученных проме
жуточных данных на ее вход посредством обратной
связи, рис. 4.
Данная методика позволяет воспроизводить
только распределенные во времени процессы, рас
смотренные в [2]. Причем эта Есетевая структура
позволяет решать задачу, как воспроизведения
многофункциональных элементов, так и много
кратно решать задачу имитации процесса с помо
щью минимального количества Eсетевых элемен
тов. Это дает значительный эффект экономии ре
сурсов вычислительной техники и трудозатрат.
Есетевая реализация ЦМСМ представлена на
рис. 5.
Реализация данной структуры также основыва
ется на методе селективного преобразовании атри
бутов фишки, выборе длительности срабатывания
переходов и селективной маршрутизации и адреса
ции фишек. Требуемая архитектура ЦМСМ форми
руется не только при реализации идентификации
переходами идентификационного номера Id. Она
также может быть сформирована на основе значе
ний счетчика фазы моделирования функционально
го действия –Ind: Struci(tInd)=<Idij,IndtjiInd,Ri,Ind>. При
параллельнораспределенном вычислении процес
сов МСВС многократно (циклически) активизиру
ет ЕN переходы. Селекция вычислительного про
цесса в МПВС осуществляется с помощью иденти
фикационного параметра, записанного в атрибут
фишки, который характеризует уникальный вид
моделируемого параметра. Обработка входного по
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Рис. 4. Циклическая МСМ


















ропереход СM преобразует значения атрибутов фиш
ки согласно правилу i,Ind (i=1,...,n – номер модели
элемента системы) и осуществляет адресацию фи
шек, и, соответственно осуществляет процесс
маршрутизации фишки. Необходимость использо
вания макроперехода CM вызвана тем, что процесс
адресации макропереходом, в общем случае, не
подчиняется закону функционирования стандарт
ного перехода СX. Кроме того, связь ЦМСМ с други
ми Есетевыми подсистемами требует заданной по
следовательности передачи фишек к смежным ком
понентам. Переход CT1 также может осуществлять
преобразование атрибутов фишки в цепи обратной
связи ЦМСМ согласно идентификационному но
меру процесса и номеру итерации. По завершению
первого цикла преобразования атрибута фишки
счетчик Ind выполняет операцию декрементирова
ния итерационного цикла Ind=Ind–1. При значе
нии Ind=0 переход СM заносит фишку в позицию
выхода bout с вычисленными эндогенными перемен
ными.
Моделирование процессов может происходить
как в последовательном, так и чередующемся ре
жиме (рис. 6).
Если время преобразования атрибутов фишек
ttrans много меньше времени ожидания наступле
ния следующего вычисления (фишки) tsp:
ttrans<<tsp, то возможно использовать одну ЦМСМ
для моделирования нескольких параллельных про
цессов где tсус(i) – длительность
iй фазы технологического процесса, j – номер мо
делируемого процесса j{1,...,N1}, N1 – максималь
ное количество функциональных преобразований
возможных с помощью ЦМСМ.
Предлагаемая гибкая вычислительная структу
ра является максимально экономичной алгоритми
ческой схемой моделирования, позволяющей вос
производить N1 вариантов различных процессов с
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Еще одной разновидностью многофункцио
нального моделирования может являться архитек
тура со смешанной организацией (рис. 7). Данная
архитектура представлена совокупностью разом
кнутой и замкнутой МСМ.
Представленная смешанная организация по
зволяет уменьшить нагрузку на ЦМСМ путем пе
рераспределения ресурсов модели между много
функциональными схемами моделирования.
Реализация МСМ позволяет ввести еще одну
иерархическую структуру с подчинением «один ко
многим» (рис. 8). То есть одна ЕN подсистема мо
делирования воспроизводит требуемый процесс с
заданным уровнем детализации для заранее опре
деленного подмножества компонент системы.
Если алгоритмическая схема моделирования
(АСМ) представляет собой сосредоточенную
структуру моделирования, то выполнение вычи
слительного процесса возможно только в последо
вательном режиме имитации процессов, а также
возможен режим прерывания. При распределен
ной (как наиболее часто реализуемой на практике)
структуре, можно использовать последовательный
режим, а также режимы чередования и прерыва
ния.
Кроме того, данная архитектура обеспечивает
обмен и преобразование данных между компонен
тами модели на низком уровне иерархии (в подси
стеме АСМ), без традиционного маршрута движе
ния фишек. Это позволяет уменьшить длину
маршрута продвижения фишек и повысить бы
стродействие процесса взаимодействия между
компонентами модели (рис. 8).
На рис. 8 и 9 показана двухуровневая Есетевая
иерархическая структура с отношением «один ко
многим».
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На рис. 8 макропереходы Сi (iчисло компонен
тов модели i{1,...,n}) выполняют роль компонен
тов модели. Имитация функциональных действий
осуществляется одной подсистемой нижнего уров
ня – алгоритмической схемой моделирования.
В случае активизации перехода Сi, т. е. при вы
полнении iм компонентом действий, происходит
вызов Есетевой подсистемы имитации требуемого
процесса. Это осуществляется посредством адреса
ции потока фишек с экзогенными переменными iй
компоненты модели в подсистему Есетевого моде
лирования. После чего, обработанный поток фи
шек возвращается к нужному макропереходу. На
рис. 9 управляющая позиция R1 перехода СY1 Comp1
задает направления маршрута: если b(R1)=1 вычи
сление эндогенных переменных осуществляется с
помощью внутреннего перехода С
1, при b(R1)=2
происходит адресация потока фишек в АСМ, где
происходит операция имитации динамического
процесса. Вычисление эндогенных переменных с
помощью внутреннего перехода С
1 позволяет реа
лизовать функциональное действие в первом при
ближении. Более точная имитация ФД осуществля
ется с помощью АСМ. Операция адресации и выво
да выходных сигналов к сопряженным компонен
там модели выполняется с помощью перехода CX1.
Из рассмотренного следует, что Есетевая под
система имитации, в общем случае, состоит из пе
реходов ввода/вывода, очереди Q на обслуживание
заявок, буфера хранения прерванных заявок и EN
алгоритмической схемы моделирования. При сра
батывании перехода СX (t
min) фишка через по
зицию очередь Q поступает в АСМ, где происходит
требуемая обработка атрибутов фишки. Заданный
алгоритм вычислений определяется с помощью
идентификационного кода фишки, а также данных
об уровне детализации процесса и масштабе време
ни имитации процесса.
В случае активизации нескольких компонент
модели (переходов) в одно и тоже время возможно
последовательное обслуживание фишек или попе
ременное [4]. В атрибутах фишки указан иденти
фикатор компоненты, который позволяет продви
гаться фишке по строго определенной траектории
и преобразовывать атрибуты фишки (заданные пе
ременные) в соответствии с заданием, т. е. функци
онировать в АСМ в заданном режиме. В процессе
работы АСМ эндогенные переменные записывают
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Рис. 9. Схема сопряжения ЕN компонентов в иерархической структуре «один ко многим»
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ся в атрибут фишки, которая заносится во входную
позицию перехода СY. Переход CY выполняет опера
цию адресации фишки к требуемой компоненте
модели. Во время работы представленной структу
ры «один ко многим» возможно возникновение
двух конфликтных режимов работы:
• во время выполнения обработки запроса в АСМ
поступает еще одна или несколько фишек на
обслуживание (при поступлении фишек функ
ционал «обслуживания» был задействован);
• одновременно поступают на обслуживание две
и более фишек в АСМ (при поступлении фишек
функционал «обслуживания» находился в со
стоянии ожидания).
В дальнейших исследованиях планируется для
решения данной проблемы организовать работу
АСМ по распределенному временному типу, ис
пользовать систему приоритетов обслуживания
фишек и обеспечить доступ поступивших на обслу
живание фишек в резервную АСМ.
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Трехмерное цифровое моделирование с приме
нением современных информационных систем и
технологий является неотъемлемой частью процес
сов разведки и эксплуатации месторождений
углеводородного сырья. Необходимость их исполь
зования для обоснования решений регламентирует
ся нормативными и законодательными документа
ми как в России, так и в большинстве стран мира.
Неоднородности строения залежей, а также
значительная широта фациального состава коллек
торов и сложный нерегулярный характер структу
ры порового пространства обуславливают ограни
ченность и недостаточную точность сведений о
пласте и флюидах, полученных в результате геоло
гических и геофизических исследований. Таким
образом, полноценное исследование пластов не
возможно без математического моделирования,
проводимого на основе цифровых трехмерных
многопараметрических моделей объектов разра
ботки с применением современных программных
средств.
Процесс моделирования месторождений нефти
и газа предполагает последовательную интерпрета
цию сейсмической, геофизической, петрофизиче
ской, промысловой информации, построение
трехмерных цифровых геологической и гидродина
мической моделей, моделирование фильтрацион
ных процессов в пласте, прогнозирование процес
са разработки, а также выполнение техникоэконо
мических расчетов по результатам моделирования.
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