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Abstract
The survey is devoted to associative Z≥0-graded algebras presented
by n generators and n(n−1)2 quadratic relations and satisfying the so-
called Poincare-Birkhoff-Witt condition (PBW-algebras). We consider
examples of such algebras depending on two continuous parameters
(namely, on an elliptic curve and a point on this curve) which are flat
deformations of the polynomial ring in n variables. Diverse properties
of these algebras are described, together with their relations to in-
tegrable systems, deformation quantization, moduli spaces and other
directions of modern investigations.
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Introduction
In the paper [45] devoted to study theXY Z-model and the representations of
the corresponding algebra of monodromy matrices, Sklyanin introduced the
family of associative algebras with four generators and six quadratic relations
which are nowadays called Sklyanin algebras (see also Appendix D.1). The
algebras of this family are naturally indexed by two continuous parameters,
namely, by an elliptic curve and a point on this curve, and each of them is a
flat deformation of the polynomial ring in four variables in the class of Z≥0-
graded associative algebras. On the other hand, a family of algebras with
three generators (and three quadratic relations) with the same properties
arose in [2], [34] (see also [52]). In what follows it turned out (see [10], [17]-
[22], [32]-[38]) that such algebras exist for arbitrarily many generators. The
algebras in question are associative algebras of the following form. Let V be a
linear space of dimension n over the field C. Let L ⊂ V ⊗V be a subspace of
dimension n(n−1)
2
. Let us construct an algebra A with the space of generators
V and the space of defining relations L, that is, A = T ∗V/(L), where T ∗V
is the tensor algebra of the space V and (L) is the two-sided ideal generated
by L. It is clear that the algebra A is Z≥0-graded because the ideal (L) is
homogeneous. We have A = C⊕A1⊕A2⊕. . . , where A1 = V , A2 = V ⊗V/L,
A3 = V ⊗ V ⊗ V/V ⊗ L+ L⊗ V , etc.
Definition. We say that A is a PBW-algebra (or satisfies the Poincare-
Birkhoff-Witt condition) if dimAα =
n(n+1)...(n+α−1)
α!
.
Thus, a PBW-algebra is an algebra with n generators and n(n−1)
2
quadratic
relations for which the dimensions of the graded components are equal to
those of the polynomial ring in n variables.
Algebras of this kind arise in diverse areas of mathematics: in the theory
of integrable systems [45], [46], [28], [9], moduli spaces [20], deformation
quantization [12], [26], non-commutative geometry [2], [3], [11], [27], [47]-[49],
[51], cohomology of algebras [8], [29], [41]-[44], [50], and quantum groups and
R-matrices [45], [46], [25], [16], [14], [23], [31]. See Appendix D.
Since there are no classification results in the theory of PBW-algebras
(for n > 3), we deal with specific examples only. The known examples
can conditionally be divided into two classes, namely, rational and elliptic
algebras. Let us present examples of rational algebras.
1. Skew polynomials. This is the algebra with the generators {xi; i =
1, . . . , n} and the relations xixj = qi,jxjxi, where i < j and qi,j 6= 0.
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One can readily see that the monomials {xα11 . . . x
αn
n ;α1, . . . , αn ∈ Z≥0}
form a basis of the algebra of skew polynomials, which implies the PBW
condition. Since qi,j are arbitrary non-zero numbers, we have obtained an
n(n−1)
2
-parameter family of algebras.
2. Projectivization of Lie algebras. Let g be a Lie algebra of dimension
n−1 with a basis {x1, . . . , xn−1}. We construct an algebra with n generators
{c, x1, . . . , xn−1} and the relations cxi = xic and xixj − xjxi = c[xi, xj].
The condition PBW follows from the Poincare-Birkhoff-Witt theorem for
the algebra g.
3. Drinfeld algebra. A new realization of the quantum current algebra
Uq(ŝl2) was suggested in [13] (see also [25]). Namely, the generators x
±
k , hk
(k ∈ Z) similar to the ordinary basis of the Lie algebra ŝl2 were introduced.
It is assumed that the elements x+k satisfy the quadratic relations
x+k+1x
+
l − q
2x+l x
+
k+1 = q
2x+k x
+
l+1 − x
+
l+1x
+
k . (1)
The elements x−k satisfy similar relations. The algebra Drn(q) ⊂ Uq(ŝl2)
generated by x+1 , . . . , x
+
n , n ∈ N, q ∈ C
∗, is a PBW-algebra.
In the elliptic case the algebra depends on two continuous parameters,
namely, an elliptic curve E and a point η ∈ E . Just these algebras are
the subject of our survey. Their structure constants are elliptic functions of
η with modular parameter τ . Our main example is given by the algebras
Qn,k(E , η), where n ≥ 3 is the number of generators, k is a positive integer
coprime to n, and 1 ≤ k < n. We define the algebra Qn,k(E , η) by the
generators {xi; i ∈ Z/nZ} and the relations
∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
xj−rxi+r = 0. (2)
The structure of these algebras depends on the expansion of the number
n/k in the continued fraction, and therefore we first study the simplest case
k = 1 and then pass to the general case. The fact that the algebra Qn,k(E , η)
belongs to the class of PBW-algebras is proved only for generic parameters
E and η (see §2.6 and §3). However, we conjecture that this holds for any E
and η. A possible way to prove this conjecture is to produce an analog of the
functional realization (see §2.1) for arbitrary k by using the constructions in
§5.
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As we consider, the algebras Qn,k(E , η) are a typical example of elliptic
algebras; however, they are far from exhausting the list of all elliptic alge-
bras. The simplest example of an elliptic algebra that does not belong to
this class (and even is not a deformation of the polynomial ring) can be
constructed as follows. Let the group (Z/2Z)2 with the generators g1, g2
act by automorphisms on the algebra Q4(E , η) as follows: g1(xi) = xi+2,
g2(xi) = (−1)
ixi. The same group acts on the algebra of (2 × 2) matrices,
g1(γ) =
(
−1 0
0 1
)
γ
(
−1 0
0 1
)−1
, g2(γ) =
(
0 1
1 0
)
γ
(
0 1
1 0
)−1
. This gives an
action on the tensor product of associative algebras Q4(E , η) ⊗ Mat2. Let
Q˜4(E , η) ⊂ Q4(E , η)⊗Mat2 consist of elements invariant with respect to the
group action. One can readily see that the dimension of the graded compo-
nents of Q˜4(E , η) coincide with those of Q4(E , η), and therefore Q˜4(E , η) is
a PBW-algebra. For another example of PBW-algebra (with 3 generators),
see the end of §1.
Let us now describe one of the main constructions of PBW-algebras.
Let λ(x, y) be a meromorphic function of two variables. We construct an
associative graded algebra Fλ as follows. Let the underlying linear space of
Fλ coincide with Fλ = C ⊕ F1 ⊕ F2 ⊕ . . . , where F1 = {f(u)} is the space
of meromorphic functions of one variable and Fα = {f(u1, . . . , uα)} is the
space of symmetric meromorphic functions of α variables. The space Fα is
a natural extension of the symmetric power SαF1. The multiplication in
the algebra Fλ is defined as follows: for f ∈ Fα, and g ∈ Fβ the product
f ∗ g ∈ Fα+β is
f ∗ g(u1, . . . , uα+β) =
=
1
α!β!
∑
σ∈Sα+β
f(uσ1, . . . , uσα)g(uσα+1, . . . , uσα+β)
∏
1≤i≤α
α+1≤j≤α+β
λ(uσi, uσj). (3)
In particular, if f, g ∈ F1, then
f ∗ g(u1, u2) = f(u1)g(u2)λ(u1, u2) + f(u2)g(u1)λ(u2, u1). (4)
One can readily see that the multiplication ∗ is associative for any λ(x, y).
We now assume that λ(x, y) = x−qy
x−y
, where q ∈ C∗. Let F
(n)
1 =
{1, u, . . . , un−1} ⊂ F1 be the space of polynomials of degree less than n. Let
F
(n)
α = SαF
(n)
1 ⊂ Fα be the space of symmetric polynomials in α variables
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of degree less than n with respect to any variable. One can readily see that
F
(n)
α ∗ F
(n)
β ⊆ F
(n)
α+β . Therefore, the algebra F
(n)
λ = ⊕αF
(n)
α is a subalgebra of
Fλ. Moreover, for q = 1 the algebra F
(n)
λ is the polynomial ring S
∗F
(n)
1 be-
cause λ(x, y) = 1 in this case. Therefore, the algebra F
(n)
λ is a PBW-algebra
for generic q. This algebra is isomorphic to the Drinfeld algebra Drn(q), and
an isomorphism is given by the rule uk 7→ x+k+1. The algebra Qn(E , η) can be
obtained in a similar way with the only modification that the polynomials
are replaced by theta functions (see §2.1). A similar construction [38], [22]
enables one to construct quantum moduli spaces M(E , B) (see Appendix
D.3) for any Borel subgroup B. The construction of algebras Qn,k(E , η) for
k > 1 (and, more generally, quantum moduli spaces M(E , P ) for a parabolic
subgroup P ) is more complicated and involves exchange algebras (see §5 and
[21]) or elliptic R-matrices (see §4).
Let us now describe the contents of the survey. In §1 we describe the
simplest elliptic PBW-algebras, namely, algebras Q3(E , η) with three gener-
ators. These algebras were studied in many papers, see, for instance, [2], [3].
The section is of illustrative nature; we intend to explain some methods of
studying elliptic algebras by the simplest example. The main attention in
the survey is paid to the algebras Qn(E , η), which are discussed in §2. We
give an explicit construction of these algebras, present natural families of
their representations (which are studied in [19] in more detail), and describe
the symplectic leaves of the corresponding Poisson algebra (we recall that
Qn(E , 0) is the polynomial ring in n variables).
The structure of the algebras Qn,k(E , η), k > 1, is more complicated, and
the detailed description of their properties is beyond the framework of the
survey (see [35], [20]). The main properties of these algebras are described
in §3. In §4 we explain the relationship between these algebras and Belavin’s
elliptic R-matrices. In §5 we establish a relation of the algebras Qn,k(E , η)
to the so-called exchange algebras (see (24), (25), and also [36], [24], [33]).
In Appendices A, B, C we present the notation we need and the properties
of theta functions of one and several variables. Appendix D contains a brief
survey of relations of elliptic algebras with other areas of mathematics. We
tried to make this part independent of the main text.
In conclusion we say a few words concerning the facts that remain outside
the survey but are immediately connected with its topic. In [37] the algebras
Qn,k(E , η) are studied provided that η ∈ E is a point of finite order. In
this case the properties of the algebras Qn,k(E , η) are similar to those of
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quantum groups if q is a root of unity; in particular, these algebras are finite-
dimensional over the centre. In [32] we study rational degenerations of the
algebras Qn,k(E , η) occurring if the elliptic curve E degenerates into the union
of several copies of CP1 or into CP1 with a double point.
The algebras Qn,k(E , η) are obtained when quantizing the components
of the moduli spaces M(P, E) (see Appendix D.3) that are isomorphic to
CP
n−1. The quantization of other components leads to elliptic algebras of
more general form. These algebras were constructed in [38], [22] if P is a
Borel subgroup of an arbitrary group G. The case in which P ⊂ GLm is an
arbitrary parabolic subgroup of GLm is studied in [21].
The symplectic leaves of a Poisson manifold corresponding to the family
of algebras Qn,k(E , η) in a neighbourhood of η = 0 and for a fixed elliptic
curve E were studied in [20].
The corresponding Poisson algebras belong to the class of algebras with
regular structure of symplectic leaves; these algebras were studied in [39].
§1 Algebras with three generators
In this section we consider the simplest examples of elliptic PBW-algebras,
namely, the algebras with three generators. Let us first study the quadratic
Poisson structures on C3. Let x0, x1, x2 be the coordinates on C
3 and let
there be a Poisson structure that is quadratic in these coordinates. We
construct the polynomial C = x0{x1, x2} + x1{x2, x0} + x2{x0, x1}. This
is a homogeneous polynomial of degree three because the Poisson structure
is quadratic. It is clear that the form of this polynomial is preserved under
linear changes of coordinates (up to proportionality). Let us restrict ourselves
to the non-degenerate case in which the equation C = 0 defines a non-singular
projective manifold. It is clear that this is an elliptic curve. Moreover, by
a linear change of variables one can reduce the polynomial C to the form
C = x30 + x
3
1 + x
3
2 + 3kx0x1x2, where k ∈ C. In this case, as one can readily
see by using the definition of C and the Jacoby identity, the Poisson structure
must be of the form (up to proportionality):
{x0x1} = x
2
2 + kx0x1, {x1x2} = x
2
0 + kx1x2, {x2x0} = x
2
1 + kx2x0. (5)
Moreover, {xi, C} = 0, and every central element is a polynomial in C.
We recall that each Poisson manifold can be partitioned into the so-called
symplectic leaves, which are Poisson submanifolds, and the restrictions of
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the Poisson structure to these submanifolds are non-degenerate. In our case,
the symplectic leaves are as follows:
1) the origin x0 = x1 = x2 = 0;
2) the homogeneous manifold C = 0 without the origin;
3) the manifolds C = λ, where λ ∈ C, λ 6= 0.
It is clear that our Poisson structure admits the automorphisms xi 7→ ε
ixi
and xi 7→ xi+1, where ε
3 = 1, i ∈ Z/3Z. It is natural to assume that the
quantization of the Poisson structure (see Appendix D.2) is the family of
associative algebras with the generators x0, x1, x2 and three quadratic re-
lations admitting the same automorphisms. However, each generic three-
dimensional space of quadratic relations which is invariant with respect to
these automorphisms is of the form
x0x1 − qx1x0 = px
2
2,
x1x2 − qx2x1 = px
2
0,
x2x0 − qx0x2 = px
2
1,
(6)
where p, q ∈ C are complex numbers. We denote by Ap,q the algebra with the
generators x0, x1, x2 and the defining relations (6). It is clear that the algebra
Ap,q is Z≥0-graded, that is, Ap,q = C⊕F1⊕F2⊕. . . , where FαFβ ⊆ Fα+β . Here
Fα stands for the linear space spanned by the (non-commutative) monomials
in x0, x1, x2 of degree α. It is natural to expect that the dimension of Fα is
equal to that of the space of polynomials in three variables of degree α, that
is, dimFα =
(α+1)(α+2)
2
.
Moreover, the Poisson algebra (5) has a central function C = x30 + x
3
1 +
x32 + 3kx0x1x2, and the centre is generated by the element C. Therefore, it
is natural to expect that for generic p and q the algebra Ap,q has a central
element of the form Cp,q = ϕx
3
0 + ψx
3
1 + µx
3
2 + λx0x1x2, where ϕ, ψ, µ, and λ
are functions of p and q (one can verify the existence of an element Cp,q by
the immediate calculation), and the centre is generated by Cp,q.
The standard technique of proving such assertions (for instance, the
Poincare-Birkhoff -Witt theorem for Lie algebras) makes use of the filtra-
tion on an algebra and the study of the graded adjoint algebra. In our case
the algebra is already graded, and one cannot proceed by the ordinary in-
duction on the terms of lesser filtration; therefore we use another technique.
Namely, we shall study a certain class of modules over the algebra Ap,q and
try to obtain results on the algebra Ap,q by using an information on the
modules. The following class of modules is useful for our purposes.
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Definition. A module over a Z≥0-graded algebra A is said to be linear if it
is Z≥0-graded as an A-module, generated by the space of degree 0, and the
dimensions of all components are equal to 1.
Let us study the linear modules over the algebra Ap,q. By definition, a
linear module M admits a basis {vα, α ≥ 0} with the following action of the
generators:
x0vα = xαvα+1, x1vα = yαvα+1, x2vα = zαvα+1,
where xα, yα, zα are sequences, and xα, yα, zα do not vanish simultaneously
for any α (we want M be generated by v0). A change of the basis of the
form vα → λαvα multiplies the triple (xα, yα, zα) ∈ C
3 by λα+1
λα
, that is, the
module M is defined by the sequence of points (xα : yα : zα) ∈ CP
2 uniquely
up to isomorphism of graded modules. It is clear that a sequence of points
(xα : yα : zα) ∈ CP
2 defines a module over the algebra Ap,q if and only if
the relations (6) hold for the operators onM corresponding to this sequence.
This is equivalent to the following relations:
xα+1yα − qyα+1xα = pzα+1zα,
yα+1zα − qzα+1yα = pxα+1xα,
zα+1xα − qxα+1zα = pyα+1yα.
(7)
The relations (7) form a system of linear equations for xα, yα, zα which
has a non-zero solution (by the assumption on the moduleM), and therefore
the determinant
∣∣∣∣∣∣
−qyα+1 xα+1 −pzα+1
−pxα+1 −qzα+1 yα+1
zα+1 −pyα+1 −qxα+1
∣∣∣∣∣∣ must vanish. Similarly, the re-
lations (7) form a system of linear equations on xα+1, yα+1, zα+1 that has a
non-zero solution, and therefore
∣∣∣∣∣∣
yα −qxα −pzα
−pxα zα −qyα
−qzα −pyα xα
∣∣∣∣∣∣ = 0. One can readily
see that these determinants give the same cubic polynomial in three vari-
ables. We see that for any α ≥ 0 the point with the coordinates (xα : yα : zα)
belongs to the cubic
x3α + y
3
α + z
3
α +
p3 + q3 − 1
pq
xαyαzα = 0. (8)
Moreover, if a point (xα : yα : zα) belongs to this cubic, then, solving the
system of linear equations (7) with respect to xα+1, yα+1, zα+1, we obtain a
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new point (xα+1 : yα+1 : zα+1) on the same cubic (because the determinant
of the system (7) must be equal to 0). Thus, the system (7) defines an au-
tomorphism of the projective manifold (8). Let us choose some k = p
3+q3−1
pq
.
Then, varying q, we obtain a one-parameter family of automorphisms of the
projective curve in CP2 given by the equation x3+ y3+ z3+ kxyz = 0. As is
known, for generic k this equation defines an elliptic curve. Let this curve be
E = C/Γ, where Γ is an integral lattice generated by 1 and τ , where Im τ > 0.
The parameter k is a function of τ . If k is chosen, then, passing to the limit
as q → 1, we see that p → 0, and the automorphism defined by (7) tends
to the identity automorphism. Therefore, our family of automorphisms of
the elliptic curve E given by the equation (8) is a deformation of the identity
automorphism. Thus, every automorphism of this family is a translation, of
the form u → u + η, where u, η ∈ E = C/Γ. Let uα ∈ E = C/Γ be a point
with the coordinates (xα : yα : zα). We see that uα+1 = uα + η, where η
depends only on the algebra, that is, on p and q. Hence, uα = u+αη, where
u ∈ E is the parameter of the module M . We have obtained the following
result.
Proposition 1. The linear modules over the algebra Ap,q are indexed by a
point of the elliptic curve E ⊂ CP2 given by the equation x3 + y3 + z3 +
kp,qxyz = 0, where kp,q =
p3+q3−1
pq
. The module Mu corresponding to a point
u ∈ E is given by the formulas
x0vα = xαvα+1, x1vα = yαvα+1, x2vα = zαvα+1,
where (xα : yα : zα) are the coordinates of the point u + αη ∈ E . Here the
shift η is determined by p and q.
We note that, when studying linear modules, for an algebra Ap,q we have
constructed both an elliptic curve E ⊂ CP2 and a point η ∈ E . In what
follows we shall see that, conversely, the algebra Ap,q can be reconstructed
from E and η. Thus, two continuous parameters, E (that is τ) and η, give
a natural parametrization of the algebras Ap,q. Therefore, we change the
notation and denote the algebra Ap,q by Q3(E , η).
Let us now apply a uniformization of the elliptic curve E ⊂ CP2 given
by the equation (8) by theta functions of order three (see Appendix A). A
point u ∈ E = C/Γ has the coordinates (θ0(u) : θ1(u) : θ2(u)) ∈ CP
2. In this
notation, the module Mu is given by the formulas
x0vα = θ0(u+ αη)vα+1, x1vα = θ1(u+ αη)vα+1, x2vα = θ2(u+ αη)vα+1.
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Let e be the linear operator in the space with basis {vα, α ≥ 0} given by the
formula evα = vα+1. Let u be the diagonal operator in the same space such
that eu = (u− η)e. We have uvα = (u0 + αη)vα for some u0 ∈ C. It is clear
that the generators of the algebra Q3(E , η) in the representation Mu become
x0 = θ0(u)e, x1 = θ1(u)e, x2 = θ2(u)e.
This gives the following reformulation of the description of linear modules.
Proposition 2. Let us consider the Z≥0-graded algebra B(η) = C⊕B1⊕B2⊕
. . . , where Bα = {f(u)e
α}, f ranges over all holomorphic functions, and the
multiplication is given by the formula : f(u)eα · g(u)eβ = f(u)g(u−αη)eα+β.
Then there is an algebra homomorphism ϕ : Q3(E , η)→ B(η) such that x0 →
θ0(u)e, x1 → θ1(u)e, x2 → θ2(u)e.
Proposition 2 provides a lower bound for the dimension dimFα of the
graded components of the algebra Q3(E , η). Really, the homomorphism ϕ
preserves the grading, that is, ϕ(Fα) ⊂ Bα. We have
ϕ(xi1 . . . xiα) = θi1(u)e . . . θiα(u)e = θi1(u)θi2(u− η) . . . θi2(u− (α− 1)η)e
α.
Thus, ϕ(Fα) is the linear space (of holomorphic functions) spanned by
the functions {θi1(u), . . . , θi2(u − (α − 1)η)}; i1, . . . , iα = 0, 1, 2. It is clear
that all these functions are theta functions of order 3α and belong to the
space Θ
3α,
α(α−1)
2
3η
(Γ). One can readily prove that the image ϕ(Fα) coin-
cides with the entire space Θ
3α,α(α−1)
2
3η
(Γ), and hence dimϕ(Fα) = 3α. We
have obtained the bound dimFα ≥ 3α. On the other hand, we know that
dimFα ≤
(α+1)(α+2)
2
because the relations in Q3(E , η) are deformations of
the relations in the polynomial ring in three variables. We expect that the
equality dimFα =
(α+1)(α+2)
2
holds for generic τ and η. Let us compare these
numbers:
α 1 2 3 4
dimFα(conjecture) 3 6 10 15
dimϕ(Fα) 3 6 9 12
We see that the first discrepancy holds for α = 3; possibly ϕ has a one-
dimensional kernel on the space F3. It can be shown that, really, there is a
cubic element C ∈ Q3(E , η) such that C 6= 0 and ϕ(C) = 0. The element C
turns out to be central, that is, xαC = Cxα for α = 0, 1, 2. Passing to the
limit as η → 0 (for a fixed τ), we see that C → x30+x
3
1+x
3
2+kx0x1x2 because
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the θi(u)s uniformize the elliptic curve, that is, θ
3
0 + θ
3
1 + θ
3
2 + kθ0θ1θ2 = 0.
Further, if C is central and is not a zero divisor (the latter obviously holds for
generic τ and η), then every element kerϕ must be divisible by C according
to the dimensional considerations. Really, the graded linear space ⊕α≥0Fα
turns out to be not smaller than
(
⊕α≥0Θ3α,α(α−1)
2
3η
)
⊗C[C], where degC = 3.
One can readily see that the component of degree α of this tensor product
of graded linear spaces is of dimension (α+1)(α+2)
2
. However, we know that
dimFα ≤
(α+1)(α+2)
2
, which implies dimFα =
(α+1)(α+2)
2
. We have obtained
the following result.
Proposition 3. For generic τ and η the algebra Q3(E , η) has a cubic
central element C. The quotient algebra Q3(E , η)/(C) is isomorphic to
⊕α≥0Θ3α,α(α−1)
2
3η
(Γ), where the product of elements f ∈ Θ
3α,α(α−1)
2
3η
(Γ) and
g ∈ Θ
3β,
β(β−1)
2
3η
(Γ) is given by the formula f ∗ g(u) = f(u)g(u− 3αη).
It follows from our description of Q3(E , η)/(C) that this algebra is centre-
free for generic η. Therefore, the centre of the algebra Q3(E , η) is generated
by the element C.
Let us now find the relations in the algebra Q3(E , η), that is, let us express
p and q in term of τ and η. We have xixi+1 − qxi+1xi − px
2
i+2 = 0 (these are
the relations in (6)). Applying the homomorphism ϕ, we obtain
θi(u)θi+1(u− η)− qθi+1(u)θi(u− η)− pθi+2(u)θi+2(u− η) = 0.
Hence (see (28) in Appendix A), q = −θ1(η)
θ2(η)
, p = −θ0(η)
θ2(η)
.
The similar investigation of the Sklyanin algebra with four generators (see
Appendix D.1) gives the following result.
Proposition 4. For a generic Sklyanin algebra S with four generators and
the relations (39) one can find an elliptic curve E = C/Γ defined by two
quadrics in CP3 and a point η ∈ E such that :
1) there is a graded algebra homomorphism ϕ : S → B(η);
2) the image of this homomorphism in Bα is Θ4α,α(α−1)
2
4η+α
2
(Γ);
3) the kernel of this homomorphism is generated by two quadratic elements
C1 and C2.
Thus, S/(C1, C2) = ⊕α≥0Θ4α,α(α−1)
2
4η+α
2
(Γ).
The Sklyanin algebra S can be reconstructed from E and η. Let us denote
this algebra by Q4(E , η).
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The following natural question arises: Does there exist a similar algebra
Qn(E , η) for any n?
To answer this question, the information concerning linear modules is
insufficient because these modules are too small to reconstruct the algebra
Qn(E , η) for any n. Really, the algebra Qn(E , η) must have the functional
dimension n, whereas the linear modules are of dimension one. Therefore,
these modules can be used only when reconstructing a quotient algebra of
Qn(E , η). To overcome these difficulties, it is natural to study more general
modules. Namely, let us study modules over the algebra Q3(E , η) with a
basis {vi,j; i, j ∈ Z≥0} and such that the generators of the algebra Q3(E , η)
take any element vij to a linear combination of vi+1,j and vi,j+1. Calculations
show that every such module is of the form
xivα,β =
θi(u1 + (α− 2β)η)
θ(u1 − u2 + 3(α− β)η)
vα+1,β +
θi(u2 + (β − 2α)η)
θ(u2 − u1 + 3(β − α)η)
vα,β+1,
where i ∈ Z/3Z, α, β ∈ Z≥0, and u1, u2 ∈ C. Thus, the modules of this kind
are indexed by a pair of points u1, u2 ∈ E . If we now assume that the alge-
bra Qn(E , η) has analogous modules (see (15)), then the above information
uniquely defines the algebra Qn(E , η).
Remarks. 1. One can pose the following more general problem. Let M ⊂
CP
n−1 be a projective manifold and let T be an automorphism of M . For a
point u ∈ M we denote by zi(u) (where i = 0, . . . , n − 1) the homogeneous
coordinates of u. Does there exist a PBW-algebra with n generators {xi, i =
0, . . . , n−1} that has a linear module Lu (for any point u ∈M) given by the
formula xivα = zi(T
αu)vα+1? Here T
αu stands for T (T (. . . T (u) . . . ). The
algebras Qn,k(E , η) are a solution of this problem for some M and T , namely,
if M = Ep is a power of a curve E and T a translation (see §5, Proposition
12). Here p stands for the length of the expansion of n/k = n1−
1
n2−...−
1
np
in
the continued fraction.
2. Let 1 A3 be the algebra with the generators x, y, z and the relations
εzx+ ε5y2 + xz = 0, ε2z2 + yx+ ε4xy = 0, and zy + ε7yz + ε8x2 = 0, where
ε9 = 1. This PBW-algebra corresponds to the case in which M ⊂ CP2 is an
elliptic curve given by the equation x3+y3+z3 = 0 and T is an automorphism
corresponding to the complex multiplication on M . The algebra A3 is not a
quantization of any Poisson structure on C3.
1This example was communicated to the author by Oleg Ogievetsky [1], [15], [40].
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§2 Algebra Qn(E , η)
1 Construction
For any n ∈ N, any elliptic curve E = C/Γ, and any point η ∈ E we construct
a graded associative algebra Qn(E , η) = C⊕F1⊕F2⊕. . . , where F1 = Θn,c(Γ)
and Fα = S
αΘn,c+(α−1)n(Γ). By construction, dimFα =
n(n+1)...(n+α−1)
α!
. It is
clear that the space Fα can be realized as the space of holomorphic symmetric
functions of α variables {f(z1, . . . , zα)} such that
f(z1 + 1, z2, . . . , zα) = f(z1, . . . , zα),
f(z1 + τ, z2, . . . , zα) = (−1)
ne−2pii(nz1−c−(α−1)n)f(z1, . . . , zα).
(9)
For f ∈ Fα and g ∈ Fβ we define the symmetric function f ∗ g of α + β
variables by the formula
f∗g(z1, . . . , zα+β) =
1
α!β!
∑
σ∈Sα+β
f(zσ1 , . . . , zσα)g(zσα+1−2αη, . . . , zσα+β−2αη)×
×
∏
1≤i≤α
α+1≤j≤α+β
θ(zσi − zσj − nη)
θ(zσi − zσj )
.
In particular, for f, g ∈ F1 we have
f∗g(z1, z2) = f(z1)g(z2−2η)
θ(z1 − z2 − nη)
θ(z1 − z2)
+f(z2)g(z1−2η)
θ(z2 − z1 − nη)
θ(z2 − z1)
.
Here θ(z) is a theta function of order one (see Appendix A).
Proposition 5. If f ∈ Fα and g ∈ Fβ, then f ∗ g ∈ Fα+β. The operation ∗
defines an associative multiplication on the space ⊕α≥0Fα
Proof. Let us show that f ∗ g ∈ Fα+β. It immediately follows from the
assumptions (9) concerning f and g and also from the properties of θ(z) (see
Appendix A) that every summand in the formula for f ∗ g satisfies condition
(9) for Fα+β . Hence, f ∗ g is a meromorphic symmetric function satisfying
condition (9). This function can have a pole of order not exceeding one on
the diagonals zi − zj = 0 and also for zi − zj ∈ Γ because θ(z) has zeros for
z ∈ Γ. However, the order of a pole of a symmetric function on the diagonal
must be even. This implies that the function f ∗g is holomorphic for zi = zj ,
and it follows from (9) that f ∗ g is holomorphic for zi − zj ∈ Γ as well.
One can immediately see that the multiplication ∗ is associative.
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2 Main properties of the algebra Qn(E , η)
By construction, the dimensions of the graded components of the algebra
Qn(E , η) coincide with those for the polynomial ring in n variables. For
η = 0 the formula for f ∗ g becomes
f ∗ g(z1, . . . , zα+1) =
1
α!β!
∑
σ∈Sα+β
f(zσ1 , . . . , zσα)g(zσα+1, . . . , zσα+β).
This is the formula for the ordinary product in the algebra S∗Θn,c(Γ), that
is, in the polynomial ring in n variables. Therefore, for a fixed elliptic curve
E (that is, for a fixed modular parameter τ) the family of algebras Qn(E , η)
is a deformation of the polynomial ring. In particular (see Appendix D.2),
there is a Poisson algebra, which we denote by qn(E). One can readily obtain
the formula for the Poisson bracket on the polynomial ring from the formula
for f ∗ g by expanding the difference f ∗ g − g ∗ f in the Taylor series with
respect to η. It follows from the semicontinuity arguments that the algebra
Qn(E , η) with generic η is determined by n generators and
n(n−1)
2
quadratic
relations. One can prove (see §2.6) that this is the case if η is not a point of
finite order on E , that is, Nη 6∈ Γ for any N ∈ N.
The space Θn,c(Γ) of the generators of the algebra Qn(E , η) is endowed
with an action of a finite group Γ˜n which is a central extension of the group
Γ/nΓ of points of order n on the curve E (see Appendix A). It immediately
follows from the formula for the product ∗ that the corresponding trans-
formations of the space Fα = S
αΘn,c(Γ) are automorphisms of the algebra
Qn(E , η).
3 Bosonization of the algebra Qn(E , η)
The main approach to obtain representations of the algebra Qn(E , η) is to
construct homomorphisms from this algebra to other algebras with simple
structure (close to Weil algebras) which have a natural set of representations.
These homomorphisms are referred to as bosonizations, by analogy with the
known constructions of quantum field theory.
Let Bp,n(η) be a Z
p-graded algebra whose space of degree (α1, . . . , αp) is
of the form {f(u1, . . . , up)e
α1
1 . . . e
αp
p }, where f ranges over the meromorphic
functions of p variables and e1, . . . , ep are elements of the algebra Bp,n(η). Let
Bp,n(η) be generated by the space of meromorphic functions f(u1, . . . , up) and
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by the elements e1, . . . , ep with the defining relations
eαf(u1, . . . , up) = f(u1 − 2η, . . . , uα + (n− 2)η, . . . , up − 2η)eα,
eαeβ = eβeα, f(u1, . . . , up)g(u1, . . . , up) = g(u1, . . . , up)f(u1, . . . , up)
(10)
We note that the subalgebra of Bp,n(η) consisting of the elements of de-
gree (0, . . . , 0) is the commutative algebra of all meromorphic functions of p
variables with the ordinary multiplication.
Proposition 6. Let η ∈ E be a point of infinite order. For any p ∈ N there
is a homomorphism ϕp : Qn(E , η) → Bp,n(η) that acts on the generators of
the algebra Qn(E , η) by the formula :
ϕp(f) =
∑
1≤α≤p
f(uα)
θ(uα − u1) . . . θ(uα − up)
eα. (11)
Here f ∈ Θn,c(Γ) is a generator of Qn(E , η) and the product in the denomi-
nator is of the form
∏
i 6=α θ(uα − ui).
Proof. We write ξα =
1
θ(uα−u1)...θ(uα−up)
eα. It is clear that the elements
ξ1, . . . , ξp together with the space of meromorphic functions {f(u1, . . . , up)}
generate the algebra Bp,n(η). The relations (10) become
ξαf(u1, . . . , up) = f(u1 − 2η, . . . , uα + (n− 2)η, . . . , up − 2η)ξα
ξαξβ = −
e2pii(uβ−uα)θ(uα − uβ + nη)
θ(uβ − uα + nη)
ξβξα
The formula (11) can be represented as
ϕp(f) =
∑
1≤α≤p
f(uα)ξα. (12)
Using (12) and the formula for the multiplication in the algebra Qn(E , η) and
assuming that ϕp is a homomorphism, one can readily evaluate the extension
of the map ϕp to the entire algebra. For instance, in the grading 2 we have
ϕp(f ∗ g) =
∑
1≤α≤p
f(uα)ξα ·
∑
1≤β≤p
g(uβ)ξβ =
∑
1≤α,β≤p
f(uα)ξαf(uβ)ξβ =
=
∑
1≤α,β≤p
α6=β
f(uα)g(uβ − 2η)ξαξβ +
∑
1≤α≤p
f(uα)g(uα + (n− 2)η)ξ
2
α.
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The first sum is∑
1≤α<β≤p
(f(uα)g(uβ − 2η)ξαξβ + f(uβ)g(uα − 2η)ξβξα) =
=
∑
1≤α<β≤p
(
f(uα)g(uβ − 2η)ξαξβ − f(uβ)g(uα − 2η)
e2pii(uα−uβ)θ(uβ − uα − nη)
θ(uα − uβ + nη)
ξαξβ
)
=
=
∑
1≤α<β≤p
θ(uα − uβ)
θ(uα − uβ − nη)
×
×
(
f(uα)g(uβ − 2η)
θ(uα − uβ − nη)
θ(uα − uβ)
+ f(uβ)g(uα − 2η)
θ(uβ − uα − nη)
θ(uβ − uα)
)
ξαξβ =
=
∑
1≤α<β≤p
θ(uα − uβ)
θ(uα − uβ − nη)
f ∗ g(uα, uβ)ξαξβ
Moreover, f(uα)g(uα+(n−2)η) =
θ(−nη)
θ(−2nη)
f ∗g(uα, uα+nη). We finally obtain
ϕp(f ∗ g) = (13)
=
∑
1≤α<β≤p
θ(uα − uβ)
θ(uα − uβ − nη)
f∗g(uα, uβ)ξαξβ+
θ(−nη)
θ(−2nη)
∑
1≤α≤p
f∗g(uα, uα+nη)ξ
2
α
We see that the map ϕp can be extended to the quadratic part of the algebra
Qn(E , η) because the right-hand side of (13) depends on f ∗g only but not on
f and g separately. Thus implies the assertion for generic η because in this
case the algebra Qn(E , η) is defined by quadratic relations. To prove a more
exact assertion (for the case in which η is a point of infinite order), one must
continue the above calculation. We obtain the following formula: if f ∈ Fα,
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then
ϕp(f) =
∑
i1,...,ip≥0,
i1+...+ip=α
Bi1,...,ipf(u1, u1 + nη, . . . , u1 + (i1 − 1)nη,
u2, u2 + nη, . . . , u2 + (i2 − 1)nη, . . . )ξ
i1
1 . . . ξ
ip
p ,
where Bi1,...,ip =
∏
1≤λ≤λ′≤p
0≤µ<iλ
0≤µ′<iλ′
µ<µ′ for λ=λ′
θ(uλ + nµη − uλ′ − nµ
′η)
θ(uλ + nµη − uλ′ − nµ′η − nη)
.
(14)
This product can be represented as
∏
1≤i<j<p
θ(vi−vj)
θ(vi−vj−nη)
, where (v1, . . . , vp) =
(u1, u1+ nη, . . . ) are the arguments of the function f in the formula (14) for
ξi11 . . . ξ
ip
p .
The formula (14) makes sense if η is a point of infinite order, and in this
case the direct calculation shows that ϕp is a homomorphism.
4 Representations of the algebras Qn(E , η)
The formula (14) shows that the image of the homomorphism ϕp is con-
tained in the subalgebra Bregp,n(η) ⊂ Bp,n(η) consisting of the elements∑
α1,...,αp
fα1,...,αpe
α1 . . . e
αp
p , where the functions fα1,...,αp are holomorphic out-
side the divisors of the form ui − uj − λnη ∈ Γ, λ ∈ Z.
Let v1, . . . , vp ∈ C be such that vi − vj − λnη 6∈ Γ for λ ∈ Z. We
construct a representation Mv1,...,vp of the algebra B
reg
p,n(η) as follows. Let
the representation Mv1,...,vp have a basis {wα1,...,αp ;α1, . . . αp ∈ Z≥0} in which
the elements e1, . . . , ep act by the rule eiwα1,...,αp = wα1,...,αi+1,...,αp. Thus,
wα1,...,αp = e
α1
1 . . . e
αp
p w, where w = w0,...,0. The action of the commutative
subalgebra of Bregp,n(η) consisting of the elements of degree 0 is diagonal in
this basis. We set fw = f(v1 − (n − 2)η, . . . , vp − (n − 2)η)w, and hence
fwα1,...,αp = f(v1 + (2α1 + . . . + 2αp − nα1 − (n − 2))η, . . . , vp + (2α1 +
. . . + 2αp − nαp − (n − 2))η)wα1,...,αp. It is clear that these formulas really
define a representation of the algebra Bregp,n(η) in the space Mv1,...,vp, and,
thanks to the homomorphism ϕp, we have a representation of the algebra
Qn(E , η) as well. One can readily see that the space Mv1,...,vp admits a basis
{vα1,...,αp;α1, . . . , αp ∈ Z≥0}, in which the action of the generators of the
algebra Qn(E , η) can be represented in the following form: if f ∈ Θn(Γ),
18
then
fvα1,...,αp =
∑
1≤i≤p
f(vi + (2α1 + . . .+ 2αp − nαi)η)
θ(vi − v1 − n(αi − α1)η) . . . θ(vi − vp − n(αi − αp)η)
vα1,...,αi+1,...,αp.
(15)
The vectors vα1,...,αp are proportional to the vectors wα1,...,αp. In particular,
for p = 1 we obtain modules Mv with a basis {vα;α ∈ Z≥0} and the action
fvα = f(v−(n−2)αη)vα+1. Thus, the algebra Qn(E , η) has a family of linear
modules parametrized by the elliptic curve E ⊂ CPn−1, where the embedding
is carried out by theta functions of order n.
5 Symplectic leaves
We recall that Qn(E , 0) is the polynomial ring S
∗Θn,c(Γ). For a fixed elliptic
curve E = C/Γ we obtain the family of algebras Qn(E , η), which is a flat
deformation of the polynomial ring. We denote the corresponding Poisson
algebra by qn(E). We obtain a family of Poisson algebras, depending on E ,
that is, on the modular parameter τ . Let us study the symplectic leaves
of this algebra. To this end, we note that, when passing to the limit as
η → 0, the homomorphism ϕp of associative algebras gives a homomorphism
of Poisson algebras. Namely, let us denote by bp,n the Poisson algebra formed
by the elements
∑
α1,...,αp≥0
fα1,...,αp(u1, . . . , up)e
α1
1 . . . e
αp
p , where fα1,...,αp are
meromorphic functions and the Poisson bracket is
{uα, uβ} = {eα, eβ} = 0; {eα, uβ} = −2eα; {eα, uα} = (n− 2)eα,
where α 6= β.
The following assertion results from Proposition 6 in the limit as η → 0.
Proposition 7. There is a Poisson algebra homomorphism ψp : qn(E) →
bp,n given by the following formula: if f ∈ Θn(Γ), then ψp(f) =∑
1≤α≤p
f(uα)
θ(uα−u1)...θ(uα−up)
eα.
Let {θi(u); i ∈ Z/nZ} be a basis of the space Θn,c(Γ) and let {xi; i ∈
Z/nZ} be the corresponding basis in the space of elements of degree one
in the algebra Qn(E , η) (this space is isomorphic to Θn,c(Γ)). For an elliptic
curve E ⊂ CPn−1 embedded by means of theta functions of order n (this is the
set of points with the coordinates (θ0(z) : . . . : θn−1(z))) we denote by CpE
the variety of p-chords, that is, the union of projective spaces of dimension
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p − 1 passing through p points of E . Let K(CpE) be the corresponding
homogeneous manifold in Cn. It is clear that K(CpE) consists of the points
with the coordinates xi =
∑
1≤α≤p
θi(uα)
θ(uα−u1)...θ(uα−up)
eα, where uα, eα ∈ C.
Let 2p < n. Then one can show that dimK(CpE) = 2p and K(Cp−1E) is
the manifold of singularities of K(CpE). It follows from Proposition 7 and
from the fact that the Poisson bracket is non-degenerate on bp,n for 2p < n
and eα 6= 0 that the non-singular part of the manifold K(CpE) is a 2p-
dimensional symplectic leaf of the Poisson algebra qn(E).
Let n be odd. One can show that the equation defining the manifold
K(Cn−1
2
E) is of the form C = 0, where C is a homogeneous polynomial of
degree n in the variables xi. This polynomial is a central function of the
algebra qn(E).
Let n be even. The manifold K(Cn−2
2
E) is defined by equations C1 = 0
and C2 = 0, where degC1 = degC2 = n/2. The polynomials C1 and C2 are
central in the algebra qn(E).
6 Free modules, generations, and relations
Let η be a point of infinite order.
Proposition 8. Let numbers v1, . . . , vn ∈ C be in general position. Then the
module Mv1,...,vn is generated by v0,...,0 and is free over Qn(E , η).
Proof. By construction, the dimensions of graded components of Mv1,...,vn
coincide with those of the algebra Qn(E , η). Let us show that the module is
generated by the vector v = v0,...,0. Let
fi =
∏
α6=i
θ(z − vα) · (θ(z + v1 + . . .+ vn − vi − c).
It is clear that fi ∈ Θn,c(Γ) for 1 ≤ i ≤ n. Therefore, the fis are elements
of degree 1 of the algebra Qn(E , η). It follows from the formula (15) that fiv
is non-zero and proportional to v0,...,1,...,0 = eiv. Similarly, one can readily
construct elements fi;α1,...,αn ∈ Θn,c(Γ) such that fi;α1,...,αnvα1,...,αn is non-zero
and proportional to vα1,...,αi+1,...,αn . Namely, fi;α1,...,αn =
∏
β 6=i θ(z − vβ −
(2α1+ . . .+2αn−nαβ)η) ·θ(z+v1+ . . .+vn−vi+(n−2)(α1+ . . .+αn)η−c).
Thus, all elements vα1,...,αn are obtained from v by the action of elements of
degree one in Qn(E , η).
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Proposition 9. The algebra Qn(E , η) is presented by n generators and
n(n−1)
2
quadratic relations.
Proof. It follows from the proof of Proposition 8 that the algebra Qn(E , η) is
generated by the elements of degree one. It is clear from the construction of
the elements fi;α1,...,αn that these elements admit quadratic relations of the
form
fj;α1,...,αi+1,...,αnfi;α1,...,αn = ci,j;α1,...,αnfi;α1,...,αj+1,...,αnfj;α1,...,αn, (16)
where ci,j;α1,...,αn ∈ C
∗. To prove this relation, one must apply it to the vector
vα1,...,αn . Let us show that these quadratic relations imply the other ones. Let
a relation be of the form
∑
α a
(α)
t a
(α)
t−1 . . . a
(α)
1 = 0. We expand the element
a
(α)
1 in the basis {fi}. The relation becomes
∑
β,i b
(β)
t . . . b
(β)
2 fi = 0. Let us
now expand b
(β)
2 in the basis {fi;0,...,1,...,0}, where 1 stands at the ith place.
Continuing this procedure, we eventually represent the relation in the form∑
ci1,...,itfi1;α1,...,αnfi2;α1,...,αi2−1,...,αn . . . fit = 0. It is clear that this relation
follows from the relations (16).
Proposition 10. The relations in the algebra Qn(E , η) are of the form∑
r∈Z/nZ
1
θj−i−r(−η)θr(η)
xj−rxi+r = 0, i 6= j; i, j ∈ Z/nZ. (17)
Proof. Let us apply the formula for the multiplication in the algebra Qn(E , η)
(see §2.1). Since xi = θi(z), the relations (17) becomes
∑
r∈Z/nZ
1
θj−i−r(−η)θr(η)
(
θj−r(z1)θi+r(z2 − 2η)
θ(z1 − z2 − nη)
θ(z1 − z2)
+
+ θj−r(z2)θi+r(z1 − 2η)
θ(z2 − z1 − nη)
θ(z2 − z1)
)
= 0.
This relation immediately follows from the relation (30) (see Appendix A).
§3 Main properties of the algebra Qn,k(E , η)
We again assume that E = C/Γ is an elliptic curve and η ∈ E . Let n and k
be coprime positive integers such that 1 ≤ k < n. Let us present the algebra
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Qn,k(E , η) by the generators {xi; i ∈ Z/nZ} and the relations∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
xj−rxi+r = 0. (18)
As is known (see §4), this is a PBW-algebra for generic E and η. We con-
jecture that this holds for any E and η. For generic E and η the centre of
the algebra Qn,k(E , η) is the polynomial ring in c = gcd(n, k+1) elements of
degree n/c (see [20]). Hypothetically, this is the case for any E and η, where
η is a point of infinite order. If η ∈ E is a point of finite order, then the al-
gebra Qn,k(E , η) is finite-dimensional over its centre (see [37]). The following
properties can readily be verified:
1) Qn,k(E , 0) = C[x1, . . . , xn] is commutative;
2) Qn,n−1(E , η) = C[x1, . . . , xn] is commutative for any η;
3) Qn,k(E , η) ≃ Qn,k′(E , η), where kk
′ ≡ 1 (mod n);
4) the maps xi 7→ xi+1 and xi 7→ ε
ixi (where ε is a primitive root of unity
of degree n) define automorphisms of the algebra Qn,k(E , η).
It follows from the results of §5 (see Proposition 11) that the space of
generators of the algebra Qn,k(E , η) is naturally isomorphic to the space of
theta functions Θn/k(Γ) (see Appendix B). Moreover, this space of generators
is dual to the space Θn/n−k(Γ) (see Proposition 14). For a description of this
duality between the spaces of theta functions, see Appendix C.
The algebra Qn,k(E , η) is not a Hopf algebra and admits no comultiplica-
tions. However, there are homomorphisms of the algebra Qn,k(E , η) to tensor
products of other algebras of this kind (see [35; §3]). To describe these ho-
momorphisms, we need the notation of Appendix B. Moreover, we denote by
Lm(E , η) = C⊕Θm,0(Γ)⊕Θ2m,mη(Γ)⊕ . . . the Z≥0-graded algebra with the
multiplication ∗ given by the formula f ∗ g(z) = f(z + βη)g(z), where β is
a power of g. As we know from §2, Ln(E , (n − 2)η) is a quotient algebra of
Qn(E , η).
Let A be an associative algebra and let G ⊂ AutA. We denote by AG ⊂ A
the subalgebra consisting of the elements invariant with respect to G.
There are the following algebra homomorphisms:
a) Qn,k(E , η) →
(
Lkn
(
E , n−k−1
k
η
)
⊗Qk,l
(
E , n
k
η
))Γ˜k , where l =
d(n3, . . . , np) and the generators are taken to elements of bidegree (1, 1).
b) Qn,k(E , η) →
(
Lnk′
(
E , n−k
′−1
k′
η
)
⊗Qk′,l′
(
E , n
k′
η
))Γ˜k′ , where l′ =
d(n1, . . . , np−2) and the generators are taken to elements of bidegree (1, 1).
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c) Qn,k(E , η)→
(
Qa,α
(
E , n
α
η
)
⊗ Labn
(
E , n−a−b
ab
η
)
⊗Qb,β
(
E , n
b
))Γ˜ab , where
a = d(n1, . . . , ni−1), b = d(ni+1, . . . , np), α = d(n1, . . . , ni−2), and β =
d(ni+2, . . . , np) for some i; the generators are taken to elements of multi-
degree (1, 1, 1).
Let us describe the map c) geometrically (the description of the maps a)
and b) is the same). Let f(z1, . . . , zp) ∈ Θn/k(Γ). For some i (1 < i < p)
we choose a zi, then f (regarded as a function of z1, . . . , zi−1) belongs to
a space isomorphic to Θa/α(Γ). Similarly, when regarded as a function of
zi+1, . . . , zp, f belongs to a space isomorphic to Θb/β(Γ). Thus, for a fixed
zi we have f ∈ Θa/α(Γ) ⊗ Θb/β(Γ). A family of linear maps Θn/k(Γ) →
Θa/α(Γ)⊗Θb/β(Γ) arises. With regard to the dependence on zi, we obtain a
linear map Θn/k(Γ)→ Θa/α(Γ)⊗Θnab,0(Γ)⊗Θb/β(Γ). The homomorphism c)
corresponds to this map (the space of generators of the algebra Qn,k(E , η) is
Θn/k(Γ), the space of generators of the algebra Lnab
(
E , n−a−b
ab
η
)
is Θnab,0(Γ),
etc.).
§4 Belavin elliptic R-matrix and the algebra
Qn,k(E , η)
Let V be a vector space of dimension n. For each u ∈ C we denote by V (u) a
vector space canonically isomorphic to V . Let R be a meromorphic function
of two variables with values in End(V ⊗V ). It is convenient to regard R(u, v)
as a linear map
R(u, v) : V (u)⊗ V (v)→ V (v)⊗ V (u).
We recall that by the Yang-Baxter equation one means the condition that
the following diagram is commutative:
V (v) ⊗ V (u)⊗ V (w)
1⊗R(u,w)
// V (v)⊗ V (w) ⊗ V (u)
R(v,w)⊗1
**T
TT
TT
TT
TT
TT
TT
TT
T
V (u)⊗ V (v)⊗ V (w)
R(u,v)⊗1
44jjjjjjjjjjjjjjjj
1⊗R(v,w)
**T
TT
TT
TT
TT
TT
TT
TT
T
V (w) ⊗ V (v)⊗ V (u)
V (u)⊗ V (w)⊗ V (v)
R(u,w)⊗1
// V (w) ⊗ V (u)⊗ V (v)
1⊗R(u,v)
44jjjjjjjjjjjjjjjj
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A solution of the Yang-Baxter equation is called R-matrix.
Let {xi; i = 1, . . . , n} be a basis in the space V and let {xi(u)} be the
corresponding basis in the space V (u). Let Rαβij (u, v) be an entry of an R-
matrix R(u, v), that is, R(u, v) : xi(u)⊗ xj(v)→ R
αβ
ij (u, v)xβ(v)⊗ xα(u).
Let an R-matrix R(u, v) satisfy the relation R(u, v)R(v, u) = 1. By
the Zamolodchikov algebra ZR one means the algebra with the generators
{xi(u); i = 1, . . . , n; u ∈ C} and the defining relations
xi(u)xj(v) = R
αβ
ij (u, v)xβ(v)xα(u). (19)
It is clear that the elements {xi1(u1) . . . xim(um); 1 ≤ i1, . . . , im ≤ n} of the
Zamolodchikov algebra are linearly independent for generic u1, . . . , um. Thus,
Zamolodchikov algebras are infinite-dimensional analogues of PBW-algebras.
We recall that by the classical r-matrix one means a Poisson structure of the
form {xi(u), xj(v)} = r
αβ
ij (u, v)xα(u)xβ(v). It is clear that the Zamolodchikov
algebra is a quantization of this Poisson structure if the R-matrix depends
on an additional parameter ~ and the relations (19) are of the form
xi(u)xj(v) = xj(v)xi(u) + ~r
αβ
ij (u, v)xβ(v)xα(u) + o(~).
The Yang-Baxter equation has elliptic solutions, which are referred to as
Belavin R-matrices. Let n, k ∈ N be coprime and 1 ≤ k < n. For any n and
k there is a two-parameter family of R-matrices Rn,k(E , η) depending on an
elliptic curve E = C/Γ and a point η ∈ E . Namely,
Rn,k(E , η)(u−v)(xi(u)⊗xj(v)) =
1
p(u− v)
∑
r∈Z/nZ
θj−i+r(k−1)(v − u+ η)
θkr(η)θj−i−r(v − u)
xj−r(v)⊗xi+r(u),
where p(u−v) = θ1(0)...θn−1(0)θ0(v−u+η)...θn−1(v−u+η)
θ0(η)...θn−1(η)θ0(v−u)...θn−1(v−u)
; i, j ∈ Z/nZ. One can read-
ily see that detRn,k(E , η)(u − v) =
(
θ0(v−u−η)...θn−1(v−u−η)
θ0(v−u+η)...θn−1(v−u+η)
)n(n−1)
2
. Thus, the
operatorRn,k(E , η)(−η) has a kernel. Let Ln,k(E , η) ⊂ V ⊗V and Ln,k(E , η) =
kerRn,k(E , η)(−η). According to [10] we have dim(Ln,k(E , η)) =
n(n−1)
2
, and
Ln,k(E , 0) = Λ
2V for η = 0. Let Qn,k(E , η) = T
∗V/(Ln,k(E , η)) be the algebra
with the generators {xi; i ∈ Z/nZ} and the defining relations Ln,k(E , η). The
dimensions of the graded components of the algebra Qn,k(E , η) coincide with
those of the polynomial ring S∗V (see [10]). It follows from the formula for
Rn,k(E , η)(u− v) that the defining relations in the algebra Qn,k(E , η) are∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
xj−rxi+r = 0. (20)
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In particular, we see that Qn,1(E , η) = Qn(E , η) if η ∈ E is a point of infinite
order.
It follows from the relations (20) that Qn,k(E , η) ≃ Qn,k′(E , η), where
kk′ ≡ 1 (mod n). Moreover, Qn,n−1(E , η) is commutative for any E , η. It is
also clear that Qn,k(E , 0) is commutative.
§5 Algebras Qn,k(E , η) and the exchange alge-
bras
1 Homomorphisms of algebras Qn,k(E , η) into dynami-
cal exchange algebras
The algebras Qn,k(E , η) for arbitrary k have representations similar to the
homomorphisms ϕp related to the case k = 1 (see §2.3, (11)). However, the
structure of the algebra similar to Bp,n(η) for k = 1 turns out to be more
complicated for k > 1. Let n/k = n1 −
1
n2−...−
1
nq
be the expansion of the
number n/k in the continued fraction in which nα ≥ 2 for 1 ≤ α ≤ q. It is
clear that such an expansion exists and is unique. We recall that 1 ≤ k < n,
where n and k are coprime. Let d(m1, . . . , mt) = detM , whereM = (mij) be
a (t× t) matrix with the entries mii = mi, mi,i+1 = mi+1,i = −1, and mij = 0
for |i− j| > 1. For t = 0 we set d(∅) = 1. It is clear that n = d(n1, . . . , nq)
and k = d(n2, . . . , nq).
Proposition 11. There is an algebra homomorphism of Qn,k(E , η) into the
algebra Cn,k(η) generated by the commutative subalgebra {f(y1, . . . , yq)} of
holomorphic functions of q variables and by an element e with the defin-
ing relations of the form ef(y1, . . . , yq) = f(y1 + η1, . . . , yq + ηq)e, where
ηα = (d(n1, . . . , nq) − d(n1, . . . , nα−1) − d(nα+1, . . . , nq))η. Moreover, xi →
wi(y1, . . . , yq)e, where wi ∈ Θn/k(Γ) (see Appendix B).
This is a special case of Proposition 13 below.
The algebra Cn,k(η) has a family of modules Lv1,...,vq with a basis {vα;α ∈
Z≥0} and with the action given by evα = vα+1 and f(y1, . . . , yq)vα = f(v1 −
αη1, . . . , vq − αηq)vα. This implies the following assertion.
Proposition 12. The algebra Qn,k(E , η) hes a family of modules Lu1,...,uq with
a basis {vα;α ∈ Z≥0} and with the action : xivα = wi(u1 − αη1, . . . , uq −
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αηq)vα+1, where wi ∈ Θn/k(Γ) and ηj = (d(n1, . . . , nq) − d(n1, . . . , nj−1) −
d(nj+1, . . . , nq))η.
In particular, we see that the algebra Qn,k(E , η) has a family of linear
modules depending on the point of E q, and the space of generators of the
algebra Qn,k(E , η) is isomorphic to Θn/k(Γ).
Let Cm1,...,mq;n,k(E , η) be the algebra generated by the commutative sub-
algebra {ϕ(y1,1, . . . , ym1,1; . . . ; y1,q, . . . , ynq,q)}, where ϕ are the meromorphic
functions with the ordinary multiplication, and by elements {eα1,...,αq ; 1 ≤
αt ≤ mt}. The defining relations for the algebra Cm1,...,mq ;n,k(E , η) look as
follows:
eα1,...,αqyβ,ν = (yβ,ν − (d(n1, . . . , nν−1) + d(nν+1, . . . , nq))η)eα1,...,αq , αν 6= β,
eα1,...,αqyαν ,ν = (yαν ,ν + (n− d(n1, . . . , nν−1)− d(nν+1, . . . , nq))η)eα1,...,αq .
These relations mean that the yβ,νs are dynamical variables. This immedi-
ately implies the relations between the elements eα1,...,αq and the meromor-
phic functions of the variables yβ,ν. The remaining relations are quadratic in
eα1,...,αq with the coefficients depending on the dynamical variables yβ,ν. The
relations in ”general position” are as follows:
eα1,...,αqeβ1,...,βq = Λeβ1,...,βqeα1,...,αq+
∑
1≤t≤q−1
Λt,t+1eβ1,...,βt,αt+1,...,αqeα1,...,αt,βt+1,...,βq ,
(21)
where α1 6= β1, . . . , αq 6= βq and
Λ =
e−2piinηθ(yβ1,1 − yα1,1)θ(yβq,q − yαq ,q + nη)
θ(yβ1,1 − yα1,1 − nη)θ(yβq,q − yαq,q)
,
Λt,t+1 =
e−2piinηθ(nη)θ(yβ1,1 − yα1,1)
θ(yβ1,1 − yα1,1 − nη)
·
θ(yβt,t + yβt+1,t+1 − yαt,t − yαt+1,t+1)
θ(yβt,t − yαt,t)θ(yβt+1,t+1 − yαt+1,t+1)
.
The relations of non-general position occur if some ανs are equal to βνs.
These relations exist for any subset of the form {ψ + 1, . . . , ψ + ϕ}, where
0 ≤ ψ, ψ + ϕ ≤ q, and αψ = βψ (if 0 < ψ), αψ+ϕ+1 = βψ+ϕ+1 (if ψ + ϕ < q),
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and αψ+1 6= βψ+1, . . . , αψ+ϕ 6= βψ+ϕ. These relations are of the form
eµ1,...,µψ ,α1,...,αϕ,γ1,...,γpeµ′1,...,µ′ψ−1,µψ ,β1,...,βϕ,γ1,γ′2,...,γ′p =
= Λeµ1,...,µψ,β1,...,βϕ,γ1,...,γpeµ′1,...,µψ ,α1,...,αϕ,γ1,...,γ′p+
+
∑
1≤t<ϕ
Λt,t+1eµ1,...,µψ,β1,...,βt,αt+1,...,αϕ,γ1,...,γpeµ′1,...,µψ ,α1,...,αt,βt+1,...,βϕ,γ1,...,γ′p .
(22)
Here α1 6= β1, . . . , αϕ 6= βϕ, and ϕ+ψ+ p = q. The coefficients Λ,Λt,t+1 are
defined by (21). If ψ = p = 0, then this relation coincides with (21), that is,
becomes a relation in general position.
We note that, if η = 0, then the algebra Cm1,...,mq;n,k(E , 0) is commutative
and does not depend on the elliptic curve E . For q = 1 and q = 2 the algebra
Cm1,...,mq;n,k(E , 0) is the polynomial ring in the variables {eα1,...,αq} over the
field of meromorphic functions of the variables {yα,β}. For q > 2 the algebra
Cm1,...,mq;n,k(E , 0) is no longer a polynomial ring because additional relations
occur. Namely, the relations (22) for η = 0 become
eµ1,...,µψ ,α1,...,αϕ,γ1,...,γpeµ′1,...,µ′ψ−1,µψ ,β1,...,βϕ,γ1,γ′2,...,γ′p =
= eµ1,...,µψ ,β1,...,βϕ,γ1,...,γpeµ′1,...,µ′ψ−1,µψ ,α1,...,αϕ,γ1,γ′2,...,γ′p. (23)
The algebra Cm1,...,mq;n,k(E , η) is a flat deformation of the function alge-
bra on the manifold defined by the relations (23). Moreover, yα,β are dy-
namical variables. It is clear that the manifold defined by the equations
(23) is rational, and the general solution of these equations is eα1,...,αq =
e
(1)
α1,α2e
(2)
α2,α3 . . . e
(q−1)
αq−1,αq , where {e
(t)
α,β} are independent variables.
Proposition 13. There is an algebra homomorphism ϕ : Qn,k(E , η) →
Cm1,...,mq;n,k(E , η) that acts on the generators of the algebra Qn,k(E , η) as fol-
lows: :
ϕ(xi) =
∑
1≤α1≤m1
...
1≤αq≤mq
wi(yα1,1, . . . , yαq,q)eα1,...,αq . (24)
Here wi ∈ Θn/k(Γ).
Proof. The algebra Qn,k(E , η) is defined by the relations (18). Let us show
27
that the images ϕ(xi) satisfy the same relations. We have∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
ϕ(xj−r)ϕ(xi+r) =
=
∑
r∈Z/nZ
1≤α1,β1≤m1
...
1≤αq ,βq≤mq
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
wj−r(yα1,1, . . . , yαq,q)eα1,...,αqwi+r(yβ1,1, . . . , yβq,q)eβ1,...,βq .
Using the relations (21) and (22), we obtain an expression of the form∑
α1≤β1;
α2≤β2 for α1=β1;
...
ψα1,...,αq,β1,...,βqeα1,...,αqeβ1,...,βq .
We must prove that the coefficients are equal to 0. Let us restrict ourselves
to the case α1 6= β1, . . . , αq 6= βq. In this case we have by direct calculation
ψα1,...,βq =
∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
(
wj−r(yα1,1, . . . , yαq,q)wi+r(yβ1,1+t1, . . . , yβq,q+tq)+
+
e−2piinηθ(yα1,1 − yβ1,1)θ(yαq,q − yβq,q + nη)
θ(yα1,1 − yβ1,1 − nη)θ(yαq,q − yβq,q)
wj−r(yβ1,1, . . . , yβq,q)×
× wi+r(yα1,1 + t1, . . . , yαq,q + tq)+
+
∑
1≤t≤q−1
e−2piinηθ(nη)θ(yα1,1 − yβ1,1)
θα1,1 − yβ1,1 − nη)
·
θ(yαt,t + yβt+1,t+1 − yβt,t − yαt+1,t+1)
θ(yαt,t − yβt,t)θ(yβt+1,t+1 − yαt+1,t+1)
×
× wj−r(yβ1,1, . . . , yβt,t, yαt+1,t+1, . . . , , yαq,q)×
× wi+r(yα1,1 + t1, . . . , yαt + tt, yβt+1 + tt+1, . . . , yβq,q + tq)
)
.
Here tα = −(d(n1, . . . , nα−1) + d(nα+1, . . . , nq))η.
The equality ψα1,...,βq = 0 immediately follows from the identity (35)
proved in Appendix B.
2 Homomorphism of the exchange algebra into the al-
gebra Qn,k(E , η)
Let q′ ∈ N and µ1, . . . , µq′, µ ∈ C. We define an associative algebra
Yq′(E , µ;µ1, . . . , µq′) as follows. The algebra Yq′(E , µ;µ1, . . . , µq′) is presented
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by the generators {e(u1, . . . , uq′); u1, . . . , uq′ ∈ C} and the defining relations
θ(v1 − u1 + µ)
θ(v1 − u1)
e(u1, . . . , uq′)e(v1 + µ1, . . . , vq′ + µq′) =
=
∑
1≤t<q′
θ(µ)θ(vt − ut + ut+1 − vt+1)
θ(vt − ut)θ(ut+1 − vt+1)
×
× e(v1, . . . , vt, ut+1, . . . , uq′)e(u1+ µ1, . . . , ut+ µt, vt+1 + µt+1, . . . , vq′ + µq′)+
+
θ(vq′ − uq′ + µ)
θ(vq′ − uq′)
e(v1, . . . , vq′)e(u1 + µ1, . . . , uq′ + µq′).
For µ = µ1 = . . . = µq′ = 0 the algebra Yq′(E , 0; 0, . . . , 0) is the polyno-
mial ring in infinitely many variables {e(u1, . . . , uq′); u1, . . . , uq′ ∈ C}. One
can show that the algebra Yq′(E , µ;µ1, . . . , µq′) is a flat deformation of this
polynomial ring.
Let n
n−k
= n′1 −
1
n′2−...−
1
n′
q′
be an expansion in the continued fraction in
which n′α ≥ 2 for 1 ≤ α ≤ q
′. It is clear that such an expansion exists and
unique. For the relationship between the expansions in continued fractions
of the numbers n
k
and n
n−k
, see Appendix C.
Proposition 14. There is an algebra homomorphism
ψ : Yq′(E , µ;µ1, . . . , µq′)→ Qn,k(E , η),
where µ = nη and µα = (d(n
′
1, . . . , n
′
α−1) − d(n
′
α+1, . . . , n
′
q′)η. This homo-
morphism is of the form :
ψ : e(u1, . . . , uq′)→
∑
α∈Z/nZ
wα(u1, . . . , uq′)x1−α, (25)
where {xi; i ∈ Z/nZ} are the generators of the algebra Qn,k(E , η), and
{wα;α ∈ Z/nZ} is a basis in the space of theta functions Θn/n−k(Γ) (see
Appendix B).
Proof. Let us apply the map ψ to the difference between the left- and right-
hand sides of the relations in the algebra Yq′(E , µ;µ1, . . . , µq′). We must verify
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the resulting relation in the algebra Qn,k(E , η). We have
θ(v1 − u1 + µ)
θ(v1 − u1)
ψ(e(u1, . . . , uq′))ψ(e(v1 + µ1, . . . , vq′ + µq′))−
−
∑
1≤t<q′
θ(µ)θ(vt − ut + ut+1 − vt+1)
θ(vt − ut)θ(ut+1 − vt+1)
×
×ψ(e(v1, . . . , vt, ut+1, . . . , uq′))ψ(e(u1+µ1, . . . , ut+µt, vt+1+µt+1, . . . , vq′+µq′))−
−
θ(vq′ − uq′ + µ)
θ(vq′ − uq′)
ψ(e(v1, . . . , vq′))ψ(e(u1 + µ1, . . . , uq′ + µq′)) =
=
∑
α,β∈Z/nZ
x1−αx1−β×
×
(
θ(v1 − u1 + µ)
θ(v1 − u1)
wα(u1, . . . , uq′)wβ(v1 + µ1, . . . , vq′ + µq′)−
−
∑
1≤t<q′
θ(µ)θ(vt − ut + ut+1 − vt+1)
θ(vt − ut)θ(ut+1 − vt+1)
×
×wα(v1, . . . , vt, ut+1, . . . , uq′)wβ(u1+µ1, . . . , ut+µt, vt+1+µt+1, . . . , vq′+µq′)−
−
θ(vq′ − uq′ + µ)
θ(vq′ − uq′)
wα(v1, . . . , vq′)wβ(u1 + µ1, . . . , uq′ + µq′)
)
.
By using the identity (35) in Appendix B together with the relations (18)
in the algebra Qn,k(E , η), one can readily see that this expression is equal to
0.
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Appendix A
Theta functions of one variable
Let Γ ⊂ C be an integral lattice generated by 1 and τ ∈ C, where
Im τ > 0. Let n ∈ N and c ∈ C. We denote by Θn,c(Γ) the space of the entire
functions of one variable satisfying the following relations:
f(z + 1) = f(z), f(z + τ) = (−1)ne−2pii(nz−c)f(z).
As is known [30], dimΘn,c(Γ) = n, every function f ∈ Θn,c(Γ) has exactly n
zeros modulo Γ (counted according to their multiplicities), and the sum of
these zeros modulo Γ is equal to c. Let θ(z) =
∑
α∈Z(−1)
αe2pii(αz+
α(α−1)
2
τ). It
is clear that θ(z) ∈ Θ1,0(Γ). It follows from what was said above that θ(0) =
0, and this is the only zero modulo Γ. One can readily see that θ(−z) =
−e−2piizθ(z). Moreover, as is known, the function θ(z) can be expanded as
the infinite product as follows:
θ(z) =
∏
α≥1
(1− e2piiατ ) · (1− e2piiz) ·
∏
α≥1
(1− e2pii(z+ατ))(1− e2pii(ατ−z)).
Let us introduce the following linear operators T 1
n
and T 1
n
τ acting on the
space of functions of one variable:
T 1
n
f(z) = f
(
z +
1
n
)
, T 1
n
τf(z) = e
2pii(z+ 12n−
n−1
2n
τ)f
(
z +
1
n
τ
)
.
One can readily see that the space Θn,n−1
2
(Γ) is invariant with respect to the
operators T 1
n
and T 1
n
τ . Moreover, T 1
n
T 1
n
τ = e
2pii
n T 1
n
τT 1
n
. The restriction of
these operators to the space Θn,n−1
2
(Γ) satisfy the relations T n1
n
= T n1
n
τ
= 1.
Let Γ˜n be the group with the generators a, b, ε and the defining relations
ab = εba, aε = εa, bε = εb, and an = bn = εn = e. The group Γ˜n is a
central extension of the group Γn = Γ/nΓ ≃ (Z/nZ)
2, namely, the element
ε generates a normal subgroup Cn = Z/nZ, and Γ˜n/Cn = Γn. The formulas
a 7→ T 1
n
, b 7→ T 1
n
τ , and ε 7→ (multiplication by e
2pii
n ) define an irreducible
representation of the group Γ˜n in the space Θn,n−1
2
(Γ). Let us choose a basis
{θα;α ∈ Z/nZ} in the space Θn,n−1
2
(Γ) in which our operators act as follows:
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T 1
n
θα = e
2piiα
n θα, and T 1
n
τθα = θα+1. It is clear that this choice can be carried
out uniquely up to multiplication by a common constant. The functions
θα(z) are of the form
θα(z) = θ
(
z +
α
n
τ
)
θ
(
z +
1
n
+
α
n
τ
)
. . . θ
(
z +
n− 1
n
+
α
n
τ
)
e2pii(αz+
α(α−n)
2n
τ+ α
2n).
One can readily see that θα(z) ∈ Θn,n−1
2
(Γ), θα+n(z) = θα(z), and
θα
(
z +
1
n
)
= e2pii
α
n θα(z),
θα
(
z +
1
n
τ
)
= e−2pii(z+
1
2n
−n−1
2n
τ)θα+1(z)
(26)
It is clear that the functions
{
θα
(
z − 1
n
c− n−1
2n
)
;α ∈ Z/nZ
}
form a basis in
the space Θn,c(Γ).
We need some identities:
θ(nz) =
nθ0(z) . . . θn−1(z)e
−2pii
n(n−1)
2
z
θ1(0) . . . θn−1(0)θ
(
1
n
)
. . . θ
(
n−1
n
) . (27)
Proof. One can readily see by using relations (26) that the functions on
both sides of the equation belong to the space Θ
n2,n(n−1)
2
τ
(Γ). Moreover,
it is clear that the zeros of both functions coincide, namely, these are n2
points
{
α
n
+ β
n
τ ;α, β ∈ Z
}
modulo Γ. Hence, the functions on the left- and
right-hand sides of the equation differ by a constant multiple, which can be
evaluated by dividing (27) by θ(z) and passing to the limit as z → 0.
Let θ0, θ1, θ2 ∈ Θ3,0(Γ). For z, η ∈ C and α ∈ Z/3Z we have
θ0(η)θα(z+ η)θα(z) + θ1(η)θα+2(z + η)θα+1(z) + θ2(η)θα+1(z+ η)θα+2(z) = 0.
(28)
Proof. It is clear that θα(z+η)θβ(z) ∈ Θ6,−3η(Γ) as a function of the variable
z. There must be three linear relations among these nine functions in a six-
dimensional space. With regard to the action of the group Γ˜3, we see that the
relations must be of the form a(η)θα(z + η)θα(z) + b(η)θα+1(z + η)θα+2(z) +
c(η)θα+2(z+η)θα+1(z) = 0. Really, every three-dimensional space of relations
invariant with respect to the translations z → z + 1
3
and z → z + 1
3
τ (see
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(26)) is of this form, where a, b, c do not depend on α. By setting α = 1
and z = 0, we obtain c(η)
a(η)
= θ1(η)
θ0(η)
. By setting α = 2 and z = 0, we obtain
b(η)
a(η)
= θ2(η)
θ0(η)
.
Let θα ∈ Θn,c(Γ). Then
θ(y − z + nv − nu)
θ(y − z)θ(nv − nu)
θα(y+u)θβ(z+v+η)+
θ(z − y + nη)
θ(z − y)θ(nη)
θα(z+u)θβ(y+v+η) =
=
1
n
θ
(
1
n
)
. . . θ
(
n− 1
n
) ∑
r∈Z/nZ
θβ−α(v − u+ η)
θr(η)θβ−α−r(v − u)
θβ−r(y+v)θα+r(z+u+η).
(29)
Proof. This is a special case of the relation (31) (for p = 1) proved in Ap-
pendix B.
By setting u = v + η in the relation (29) and making the change of
variables y + v → y, z + v → z, we obtain
θ(z − y + nη)
θ(z − y)θ(nη)
(θα(z + η)θβ(y + η)− θα(y + η)θβ(z + η)) =
=
1
n
θ
(
1
n
)
. . . θ
(
n− 1
n
)
θβ−α(0)
∑
r∈Z/nZ
1
θr(η)θβ−α−r(−η)
θβ−r(y)θα+r(z+2η).
(30)
Appendix B
Some theta functions of several variables
associated with a power of an elliptic curve
Let n and k be coprime positive integers such that 1 ≤ k < n. We expand
the ratio n
k
in a continued fraction of the form: n
k
= n1 −
1
n2−
1
n3−...−
1
np
, where
nα ≥ 2 for any α. It is clear that such an expansion exists and is unique.
We denote by d(m1, . . . , mq) the determinant of the (q × q) matrix (mαβ),
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where mαα = mα, mα,α+1 = mα+1,α = −1, and mα,β = 0 for |α− β| > 1. For
q = 0 we set d(∅) = 1. It follows from the elementary theory of continued
fractions that n = d(n1, . . . , np) and k = d(n2, . . . , np).
Let Γ ⊂ C be an integral lattice generated by 1 and τ again, where
Im τ > 0.
We denote by Θn/k(Γ) the space of entire functions (of p variables) satis-
fying the following relations:
f(z1, . . . , zα + 1, . . . , zp) = f(z1, . . . , zp),
f(z1, . . . , zα + τ, . . . , zp) = (−1)
nαe−2pii(nαzα−zα−1−zα+1−(δ1,α−1)τ)f(z1, . . . , zp).
Here 1 ≤ α ≤ p and z0 = zp+1 = 0, and δ1,α stands for the Kronecker
delta. Thus, the functions f ∈ Θn/k(Γ) are periodic with respect to each
of the variables with period 1 and quasiperiodic with period τ . By the
periodicity, each function in the space Θn/k(Γ) can be expanded in a Fourier
series of the form f(z1, . . . , zp) =
∑
α1,...,αp∈Z
aα1...αpe
2pii(α1z1+...+αpzp). By the
quasiperiodicity, the coefficients satisfy the system of linear equations
aα1,...,αν−1−1,αν+nν ,αν+1−1,...,αp = (−1)
nαe2pii(αν+δ1,α−1)τaα1...αp .
This system clearly has n = d(n1, . . . , np) linearly independent solutions
each defining (for Im τ > 0; n1, . . . , np ≥ 2) a function in the space Θn/k(Γ) .
For k = 1 we have the space of functions of one variable Θn(Γ) = Θn,0(Γ)
(see Appendix A) with a basis
{
wα(z) = θα
(
z + n−1
2
)
, α ∈ Z/nZ
}
. A simi-
lar basis can be constructed in the space Θn/k(Γ) for an arbitrary k. Let us
define the operators T 1
n
and T 1
n
τ in the space of functions of p variables as
follows:
T 1
n
f(z1, . . . , zp) = f(z1 + r1, . . . , zp + rp),
T 1
n
τf(z1, . . . , zp) = e
2pii(z1+ϕ)f(z1 + r1τ, . . . , zp + rpτ).
Here rα =
d(nα+1,...,np)
d(n1,...,np)
and ϕ ∈ C is a constant.
It is clear that T 1
n
T 1
n
τ = e
2pii k
nT 1
n
τT 1
n
. As in the case of theta functions
of one variable, the space Θn/k(Γ) is invariant with respect to the operators
T 1
n
and T 1
n
τ , and the restriction of these operators to Θn/k(Γ) satisfies the
relations T n1
n
= 1 and T n1
n
τ
= µ, where µ ∈ C. Let us choose a ϕ in such a way
that µ = 1; clearly, this can be done uniquely up to multiplication of T 1
n
τ by
a root of unity of degree n.
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Proposition 15. There is a basis
{
wα(z1, . . . , zp); α ∈ Z/nZ
}
in Θn/k(Γ)
such that
T 1
n
wα = e
2pii k
n
αwα, T 1
n
τwα = wα+1.
This basis is defined uniquely up to multiplication by a common constant.
Proof. Let f ∈ Θn/k(Γ) be an eigenvector of the operator T 1
n
with an eigen-
value λ. Since T n1
n
= 1 on the space Θn/k(Γ), we have λ
n = 1. Moreover,
T 1
n
T 1
n
τf = e
2pii k
nT 1
n
τT 1
n
f = e2pii
k
nλT 1
n
τf , and hence T 1
n
τf is also an eigenvector
with the eigenvalue e2pii
k
nλ. Since n and k are coprime, e2pii
k
n is a primitive
root of unity of degree n. Thus, the vectors
{
T α1
n
τ
f ; α = 0, 1, . . . , n − 1
}
are eigenvectors for the operator T 1
n
with different eigenvalues, and every of
root of unity of degree n is an eigenvalue for some T α1
n
τ
f . Let w0 be such
that T 1
n
w0 = w0. We set wα = T
α
1
n
τ
w0. It is clear that T 1
n
wα = e
2pii k
n
αwα
and T 1
n
τwα = wα+1. Moreover, wα+n = wα because T
n
1
n
τ
= 1 on the space
Θn/k(Γ).
We note that, as in the case of theta functions of one variable, the group
Γ˜n irreducibly acts on the space Θn/k(Γ) by the rule a 7→ T 1
n
, b 7→ T 1
n
τ , and
ε 7→ (multiplication by e2pii
k
n ).
Remark. Let L be the group of linear automorphisms on the space of func-
tions of p variables of the form
gf(z1, . . . , zp) = e
2pii(ϕ1z1+...+ϕpzp+λ)f(z1 + ψ1, . . . , zp + ψp)
for g ∈ L. It is clear that L is a (2p+ 1)-dimensional Lie group. Let L′ ⊂ L
be the subgroup of transformations preserving the space Θn/k(Γ), that is,
L′ =
{
g ∈ L; g(Θn/k(Γ)) = Θn/k(Γ)
}
. Let L′′ ⊂ L′ consist of the elements
preserving each point of Θn/k(Γ), that is, L
′′ =
{
g ∈ L′; gf = f for any f ∈
Θn/k(Γ)
}
. One can see that the quotient group L′/L′′ = G˜n is generated by
the elements T 1
n
and T 1
n
τ and by the multiplications by constants.
We shall use the notation w
n/k
α (z1, . . . , zp) if it is not clear from the context
what are the theta functions in use.
We need the following identity relating theta functions in the spaces
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Θ1,0(Γ), Θn,n−1
2
(Γ), and Θn/k(Γ):
θ(y1 − z1 + nv − nu)
θ(nv − nu)θ(y1 − z1)
× wα(y1 +m1u, . . . , yp +mpu)wβ(z1 +m1v + l1, . . . , zp +mpv + lp)
+
∑
1≤t≤p−1
θ(zt − yt + yt+1 − zt+1)
θ(zt − yt)θ(yt+1 − zt+1)
× wα(z1 +m1u, . . . , zt +mtu, yt+1 +mt+1u, . . . , yp +mpu)
× wβ(y1 +m1v + l1, . . . , yt +mtv + lt, zt+1 +mt+1v + lt+1, . . . , zp +mpv + lp)
+
θ(zp − yp + nη)
θ(zp − yp)θ(nη)
wα(z1 +m1u1, . . . , zp +mpu)
× wβ(y1 +m1v + l1, . . . , yp +mpv + lp)
=
1
n
θ
(
1
n
)
. . . θ
(
n− 1
n
)
×
∑
r∈Z/nZ
θβ−α+r(k−1)(v − u+ η)
θrk(η)θβ−α−r(v − u)
wβ−r(y1 +m1v, . . . , yp +mpv)
× wα+r(z1 +m1u+ l1, . . . , zp +mpu+ lp). (31)
Here mα = d(nα+1, . . . , np) and lα = d(n1, . . . , nα−1)η.
Proof. We denote by ϕα,β(η, u, v, y1, . . . , yp, z1, . . . , zp) the difference between
the right- and left-hand sides of the formula (31). The calculation shows that
this function satisfies the following relations:
ϕα,β(η, . . . , yα + 1, . . . , zp) = ϕα,β(η, . . . , zp),
ϕα,β(η, . . . , yα + τ, . . . , zp) = −e
−2pii(nαyα−yα−1−yα+1+δα,1v)ϕα,β(η, . . . , zp),
ϕα,β(η, . . . , zα + 1, . . . , zp) = ϕα,β(η, . . . , zp),
ϕα,β(η, . . . , zα + τ, . . . , zp) = −e
−2pii(nαzα−zα−1−zα+1+δα,1u+δα,pη)ϕα,β(η, . . . , zp).
(32)
Here y0 = yp+1 = z0 = zp+1 = 0, and δα,β stands for the Kronecker delta.
Moreover, an evaluation shows that there are no poles on the divisors nv −
nu ∈ Γ, nη ∈ Γ, y1 − z1 ∈ Γ, . . . , yp − zp ∈ Γ, and hence the function ϕα,β
is holomorphic everywhere on C2p+3. However, it is clear that the functions{
wλ(y1 + m1v, . . . , yp + mpv)wν(z1 + m1u + l1, . . . , zp + mpu + lp); λ, ν ∈
Z/nZ
}
form a basis in the space of holomorphic functions (of the variables
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y1, . . . , yp, z1, . . . , zp) satisfying the conditions (32). Therefore, the function
ϕα,β is of the form
ϕα,β(η, u, v, y1, . . . , zp) =
=
∑
λ,ν∈Z/nZ
ψλ,ν(η, u, v)wλ(y1 +m1v, . . . , yp +mpv)
× wν(z1 +m1u+ l1, . . . , zp +mpu+ lp). (33)
Here the functions ψλ,ν(η, u, v) are holomorphic and satisfy the relations
ψλ,ν(η + 1, u, v) = ψλ,ν(η, u+ 1, v) = ψλ,ν(η, u, v + 1) = ψλ,ν(η, u, v),
ψλ,ν(η + τ, u, v) = e
−2piin(v−u)ψλ,ν(η, u, v),
ψλ,ν(η, u+ τ, v) = e
2piinηψλ,ν(η, u, v),
ψλ,ν(η, u, v + τ) = e
−2piinηψλ,ν(η, u, v).
(34)
These relations are verified by the immediate calculation, namely, one
must compare the multipliers at the translations by 1 and τ in the formulas
(32) and (33).
However, every holomorphic function of the variables η, u and v that
satisfies relations (34) is vanishes. Really, since this function is periodic, it
admits the expansion in the Fourier series
ψλ,ν(η, u, v) =
∑
α,β,γ∈Z
aλ,ν,α,β,γe
2pii(αη+βu+γv).
Further, it follows from the quasiperiodicity that the coefficients aλ,ν,α,β,γ are
equal to 0.
By setting u = v + η in the identity (31) and making the change of
variables y1 → y1−m1v, z1 → z1−m1v, . . . , yp → yp−mpv, zp → zp−mpv,
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we obtain
θ(y1 − z1 − nη)
θ(−nη)θ(y1 − z1)
wα(y1 +m1η, . . . , yp +mpη)θβ(z1 + l1, . . . , zp + lp)+
+
∑
1≤t<p
θ(zt − yt + yt+1 − zt+1)
θ(zt − yt)θ(yt+1 − zt+1)
wα(z1+m1η, . . . , zt+mtη, yt+1+mt+1η, . . . , yp+mpη)×
× wβ(y1 + l1, . . . , yt + lt, zt+1 + lt+1, . . . , zp + lp)+
+
θ(zp − yp + nη)
θ(zp − yp)θ(nη)
wα(z1 +m1η, . . . , zp +mpη)wβ(y1 + l1, . . . , yp + lp) =
=
1
n
θ
(
1
n
)
. . . θ
(
n− 1
n
)
×
×
∑
r∈Z/nZ
θβ−α+r(k−1)(0)
θrk(η)θβ−α−r(−η)
wβ−r(y1, . . . , yp)wα+r(z1+m1η+l1, . . . , zp+mpη+lp).
(35)
Appendix C
Duality between the spaces Θn/k(Γ) and
Θn/n−k(Γ)
Let us construct a canonical element ∆n,k ∈ Θn/k(Γ)⊗Θn/n−k(Γ) carring
out the duality between these spaces (see (36)).
Proposition 16. Let
n
k
= n1 −
1
n2 − . . .−
1
np
,
n
n− k
= n′1 −
1
n′2 − . . .−
1
n′
p′
be the expansions in continued fractions, where nα ≥ 2 and n
′
β ≥ 2 for
1 ≤ α ≤ p and 1 ≤ β ≤ p′, respectively. Here p and p′ stand for the
lengths of the continued fractions. Then p′ = n1 + . . . + np − 2p + 1 and
n′1+ . . .+n
′
p′ = 2(n1+ . . .+np)−3p+1. Moreover, n
′
1+ . . .+n
′
α = 2α+β for
n1+. . .+nβ−2β+1 ≤ α ≤ n1+. . .+nβ+1−2β−2. In other words, the Young
diagrams for the partitions (n1−1, n1+n2−3, . . . , n1+ . . .+nα−2α+1, . . . )
and (n′1−1, n
′
1+n
′
2−3, . . . , n
′
1+ · · ·+n
′
β−2β+1, . . . ) are dual to each other.
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Remark. For k = 1, p = 1, and n1 = n we have p
′ = n − 1 and
n′1 = . . . = n
′
n−1 = 2. For p > 1, if n2, . . . , np−1 ≥ 3, then the se-
quence (n′1, . . . , n
′
p) becomes (2
(n1−2), 3, 2(n2−3), 3, . . . , 3, 2(np−1−3), 3, 2(np−2)).
Here 2(t), t ≥ 0, stands for a sequence of t twos. This formula remains valid
without the assumption that n2, . . . , np ≥ 3 if we agree that the sequence
(m1, 2
(−1), m2) is of length 1 and is equal to (m1 +m2 − 2). This rule must
be applied in succession to all occurrences nα = 2 for 2 ≤ α ≤ p− 1.
Proof. The proof can be carried out by induction on min(p, p′). For p = 1,
one must prove that n
n−1
= 2 − 1
2−...− 1
2
is of length n − 1. Let p, p′ > 1 and
let, say, n1 > 2. We have
k
d(n3,...,np)
= n2 −
1
n3−...−
1
np
. By assumption,
k
k − d(n3, . . . , np)
= n′n1−1 − 1−
1
n′n1 −
1
n′n1+1
−...− 1
n′
p′
.
and the sequence (n′1, . . . , n
′
n1−2
) is (2(n1−2)). Further, one must show that
n′1−
1
n′2−...−
1
n′
p′
= n
n−k
. Here it is used that d(n1, . . . , np) = n, d(n2, . . . , np) =
k, d(n1,...,np)
d(n2,...,np)
= n1 −
1
n2−...−
1
np
, and d(n1, . . . , np) = n1d(n2, . . . , np) −
d(n3, . . . , np).
Proposition 17. Let a function ∆n.k(z1, . . . , zp; z
′
1, . . . , z
′
p′) of p+p
′ variables
z1, . . . , zp, z
′
1, . . . , z
′
p′ be defined by the formula
∆n,k(z1, . . . , zp, z
′
1, . . . , z
′
p′) =
= e2piiz
′
1θ(z1 − z
′
1)θ(zp + z
′
p′) ·
∏
1≤α≤p′−1
θ(z′α − z
′
α+1 + zn′1+...+n′α−2α+1)
×
∏
1≤β≤p−1
θ(zβ − zβ+1 + z
′
n1+...+nβ−2β+1
).
This function satisfies the following relations:
∆n,k(z1, . . . , zα+1, . . . , z
′
p′) = ∆n,k(z1, . . . , z
′
β+1, . . . , z
′
p′) = ∆n,k(z1, . . . , z
′
p′),
∆n,k(z1, . . . , zα + τ, . . . , z
′
p′)
= (−1)nαe−2pii(nαzα−zα−1−zα+1−(δα,1−1)τ)∆n,k(z1, . . . , z
′
p′),
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∆n,k(z1, . . . , z
′
β + τ, . . . , z
′
p′)
= (−1)n
′
βe−2pii(n
′
β
z′
β
−z′
β−1−z
′
β+1−(δβ,1−1)τ)∆n,k(z1, . . . , z
′
p′).
Here z0 = zp+1 = z
′
0 = z
′
p′+1 = 0 and δα,1 stands for the Kronecker delta.
The proof immediately follows from our description of the duality between
the sequences (n1, . . . , np) and (n
′
1, . . . , n
′
p′).
Proposition 18.
∆n,k(z1, . . . , zp; z
′
1, . . . , z
′
p′) = cn,k
∑
α∈Z/nZ
wn/kα (z1, . . . , zp)w
n/n−k
1−α (z
′
1, . . . , z
′
p′).
(36)
Here cn,k ∈ C is a constant.
Proof. It follows from the previous proposition that the function ∆n,k belongs
to the space Θn/k(Γ) when regarded as a function of the variables z1, . . . , zp.
Similarly, ∆n,k belongs to Θn/n−k(Γ) as a function of z
′
1, . . . , z
′
p′. Therefore,
∆n,k(z1, . . . , zp; z
′
1, . . . , z
′
p′) =
∑
α,β∈Z/nZ
λα,βw
n/k
α (z1, . . . , zp)w
n/n−k
β (z
′
1, . . . , z
′
p′).
However, one can readily see that
∆n,k(z1 + r1, . . . , zp + rp; z
′
1 + r
′
1, . . . , z
′
p′ + r
′
p′) = e
2pii
n ∆n,k(z1, . . . , z
′
p′),
where rα =
d(n1,...,nα−1)
n
and r′β =
d(n′1,...,n
′
β−1)
n
. Hence, λα,β = 0 for α +
β 6≡ 1 mod n (because wα(z1 + r1, . . . , zp + rp) = e
2piiα
nwα(z1, . . . , zp) and
wβ(z
′
1 + r
′
1, . . . , z
′
p′ + r
′
p′) = e
2piiβ
nwβ(z
′
1, . . . , z
′
p′)). Thus, λα,β = λαδα+β,1.
Similarly,
∆n,k(z1 + r1τ, . . . , zp + rpτ ; z
′
1 + r
′
1τ, . . . , z
′
p′ + r
′
p′τ)
= e
2pii
(
1
n
τ−zp−z′p′
)
∆n,k(z1, . . . , z
′
p′).
Hence, λα = λα+1, that is, λα does not depend on α.
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Appendix D
1 Integrable system, quantum groups, and R-matrices
One of the main methods in the investigation of exactly solvable models [6]
in quantum and statistical physics is the inverse problem method (see [45]).
This method leads to the study of representations of algebras of monodromy
matrices, that is, to the study of meromorphic matrix functions L(u) satis-
fying the relations
R(u− v)L1(u)L2(v) = L2(v)L1(u)R(u− v). (37)
Here R(u) is a chosen solution of the Yang-Baxter equation in the class of
meromorphic matrix-valued functions,
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v). (38)
We note that R(u) takes the values in (n2 × n2) matrices with a fixed de-
composition Matn2 = Matn⊗Matn. We use the standard notation, namely,
L1 = L⊗ 1, L2 = 1⊗ L, R12 = R⊗ 1, etc. (see [45]).
In [45] Sklyanin studies the solutions of the equation (37) for the simplest
elliptic solution of the equation (38), that is, for the so-called Baxter R-
matrix, which is of the form R(u) = 1 +
∑3
α=1Wα(u)σα ⊗ σα, where σ1 =(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, and σ3 =
(
1 0
0 −1
)
are the Pauli matrices, and the
coefficients Wα(u) can be expressed in terms of the Jacobi elliptic functions
as follows:
W1(u) =
sn(iη, k)
sn(u+ iη, k)
, W2(u) =
dn
sn
(u+ iη, k)
sn
dn
(iη, k),
W3(u) =
cn
sn
(u+ iη, k)
sn
cn
(iη, k).
The functions Wα(u) uniformize the elliptic curve
W 2α−W
2
β
W 2γ−1
= Jα,β, where the
Jα,βs do not depend on u and satisfy the relation J12+J23+J31+J12J23J31 = 0.
Here α, β, and γ are pairwise distinct and Jβ,α = −Jα,β .
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We note that this elliptic curve is the complete intersection of two
quadrics, for instance, w21 − w
2
2 = J12(w
2
3 − 1) and w
2
2 − w
2
3 = J23(w
2
1 − 1).
Sklyanin discovered that the equation (37) for the Baxter R-matrix has
a solution of the form L(u) = S0 +
∑3
α=1Wα(u)Sα, where S0 and Sα are
matrices that do not depend on u and satisfy the following relations:
[Sα, S0]− = −iJβγ [Sβ, Sγ]+,
[Sα, Sβ]− = i[S0, Sγ]+,
(39)
where [a, b]± = ab± ba.
Sklyanin further studies the algebra with the generators S0, Sα and the
relations (39); he denotes this algebra by Fη,k. The main assumption con-
cerning this algebra is that it satisfies the PBW condition. Moreover,
Sklyanin finds the quadratic central elements of the algebra Fη,k and the
finite-dimensional representations of the algebra Fη,k by difference operators
in some function space (see [46]).
In our notation, the Sklyanin algebra Fη,k is the algebra Q4(E , η), where
E is an elliptic curve given by the functions Wα(u), that is, a complete inter-
section of two quadrics in C3.
The Yang-Baxter equation has other elliptic solutions generalizing the
Baxter solution (see [7]). The result of [7] can be described as follows: for
any pair of positive integers n and k such that 1 ≤ k < n and n and k are
coprime there is a family of solutions Rn,k(E , η)(u) of the equation (38). Here
E is an elliptic curve and η ∈ E , as above. The Baxter solution is obtained
for n = 2 and k = 1.
According to [10], the Sklyanin result can be generalized to an arbitrary
solution Rn,k(E , η)(u). In our notation, the results of [10] look as follows:
there is a homomorphism of the algebra of monodromy matrices for the R-
matrix Rn,k(E , η) into the algebra Qn2,nk−1(E , η). Correspondingly, the alge-
bra Qn2,nk−1(E , η) is a deformation of the projectivization of the Lie algebra
sln. Moreover, there is a homomorphism of the algebra of monodromy matri-
ces into the algebra Qdn2,dnk−1(E , η) for any d ∈ N. It can be conjectured that
every finite-dimensional representation of the algebra of monodromy matrices
can be obtained from a representation of the algebra Qdn2,dnk−1(E , η).
Another relationship between the elliptic solutions of the Yang-Baxter
equation and the elliptic algebras follows from the results of [10]. The mul-
tiplication in the algebra Qn,k(E , η) is defined by the so-called Young pro-
jections SαV ⊗ SβV → Sα+βV corresponding to Rn,k(E , η)(u) (see [10]).
Moreover, Qn,k(E , η) =
∑
α S
αV .
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We also note that the study of algebras Qn,k(E , η) and their representa-
tions led to deeper understanding of the structure of R-matrices Rn,k(E , η)(u)
and of the corresponding algebraic objects (the Zamolodchikov algebra and
the algebra of monodromy matrices). For this topic, see [33].
2 Deformation quantization
Let M be a manifold (C∞, analytic, algebraic, etc.) and let F(M) be a
function algebra on M . In the ”physical” language, M is the state space of
the system and F(M) is the algebra of observables. In [5] the following ap-
proach to the quantization was suggested: the underlying vector space of the
quantum algebra of observables coincide with that of F(M), but the multi-
plication is deformed and is no longer commutative (though still associative).
Moreover, the multiplication depends on the deformation parameter (Planck
constant). For ~ = 0 we have the ordinary commutative multiplication.
Since the Planck constant is small, we do not notice that the observables in
classical mechanics are non-commutative. Expanding the multiplication in
the series in powers of ~ we obtain f ∗g = fg+{f, g}~+o(~). The operation
{·, ·} : F(M) ⊗ F(M) → F(M) is bilinear, and, applying the gauge trans-
formations, one can make it anticommutative, {f, g} = −{g, f}. Moreover,
since the multiplication ∗ is associative, we see that {f, gh} = {fg}h+{f, h}g
(the Leibniz rule) and {f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0 (the Jacobi
identity). The Leibniz rule means that {f, g} = 〈w, df ∧ dg〉, where w is a
bivector field on M , and the Jacobi identity means that [w,w] = 0. Thus,
every quantization defines a Poisson structure w (or {·, ·}) on the manifold
M . The inverse problem arises: construct a quantization ∗ from a manifold
M with Poisson structure (a Poisson manifold). This problem was solved in
[26] at the formal level. Namely, bidifferential operators Bn (n ≥ 2) were
constructed on a Poisson manifold M in such a way that the formal series
f ∗ g = fg + {f, g}~+
∑
n≥2
Bn(f, g)~
n (40)
satisfies the condition (f ∗ g) ∗ h = f ∗ (g ∗ h). Moreover, the operators
Bn are constructed from {·, ·} by an explicit formula. Thus, the prob-
lem of formal quantization was solved; however, the problem on the con-
vergence of the series (40) and on its identification remains open. This
problem seems to be very complicated. For instance, let M = Cn,
F(M) = S∗(Cn) = C[x1, . . . , xn], and let the Poisson bracket be quadratic
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({xi, xj} =
∑
α,β c
αβ
ij xαxβ , where c
αβ
ij ∈ C are symmetric with respect to α, β
and antisymmetric with respect to i, j). In this case, the multiplication ∗
must be homogeneous, that is, Sα(Cn) ∗ Sβ(Cn) ⊂ Sα+β(Cn). Therefore,
according to (40), the structure constants of the multiplication ∗ in the basis
{xα11 . . . x
αn
n ;α1, . . . , αn ∈ Z≥0} turn out to be formal series in ~ which baffle
the explicit evaluation even in the simplest case n = 2, {x1, x2} = αx1x2. In
this case it is natural to assume that the quantum algebra must be defined
by the relation x1x2 = e
−α~x2x1. On the other hand, the algebras Qn,k(E , η)
introduced above are examples of the quantization of M = Cn, where η
plays the role of Planck constant because Qn,k(E , 0) = C[x1, . . . , xn]. More-
over, the structure constants of the algebra Qn,k(E , η) turn out to be elliptic
functions of η. There are also rational and trigonometric limits of the alge-
bras Qn,k(E , η) in which the structure constants are rational (trigonometric)
functions of η (see [32]).
3 Moduli spaces
Let G be a semisimple Lie group and let P ⊂ G be a parabolic subgroup.
Let M(E , P ) be the moduli space of the holomorphic P -bundles over an el-
liptic curve E [4]. According to [20], every connected component of the space
M(E , P ) admits a natural Poisson structure. The main property of this struc-
ture is as follows: the preimages of the natural map M(E , P ) → M(E , G)
corresponding to forgetting the P -structure are symplectic leaves of the struc-
ture. The quantization problem for the Poisson manifold M(E , P ) arises.
The solution of this problem could establish a relationship between the natu-
ral algebro-geometric problem of studying P -bundles (and the corresponding
G-bundles) and the problem to study representations of the quantum func-
tion algebra onM(E , P ) because the representations correspond to symplec-
tic leaves.
In [38], [22] these quantum algebras were constructed provided that
P = B is a Borel subgroup of an arbitrary group G. In [21] the quan-
tum algebras were constructed in the case of G = GLm and an ar-
bitrary parabolic subgroup P . Here the algebra Qn(E , η) corresponds
to the case G = GL2, and the algebra Qn,k(E , η) to the case G =
GLk+1, where P consists of upper block triangular matrices of the form
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
k ∗ ∗
1 0 ∗
k 1

 .
4 Non-commutative algebraic geometry
One of the main ideas of algebraic geometry is to study the geometry of
a manifold by using the algebraic properties of a ring of functions on this
manifold. The non-commutative algebraic geometry extends these methods
and the geometric intuition to an appropriate class of non-commutative rings.
In [51], [48] the non-commutative algebraic geometry is developed in small
dimensions. From this point of view, the algebras Qn,k(E , η) give examples
of non-commutative vector spaces. Similar examples of non-commutative
Grassmannians ans other varieties are also known [11], [19], [22], [49].
5 Cohomology of algebras
Cohomology properties of quadratic algebras are studied in [29], [41]-[44],
[50]. For generic η, the algebras Qn,k(E , η) are examples of Koszul algebras.
One can readily prove this fact for k = 1 by using the construction of a free
module in §2.6. The constructions of dual algebras Q!n,k(E , η) are given in
[36].
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