Markov games, as the generalization of Markov decision processes to the multi-agent case, have long been used for modeling multi-agent systems (MAS). The Markov game view of MAS is considered as a sequence of games having to be played by multiple players while each game belongs to a different state of the environment. In this paper, several learning automata based multiagent system algorithms for finding optimal policies in Markov games are proposed. In all of the proposed algorithms, each agent residing in every state of the environment is equipped with a learning automaton. Every joint-action of the set of learning automata in each state corresponds to moving to one of the adjacent states. Each agent moves from one state to another and tries to reach the goal state. The actions taken by learning automata along the path traversed by the agent are then rewarded or penalized based on the comparison of the average reward received by agent per move along the path with a dynamic threshold. In the second group of the proposed algorithms, the concept of entropy has been imported into learning automata based multi-agent systems to improve the performance of the algorithms. To evaluate the performance of the proposed algorithms, computer experiments have been conducted. The results of experiments have shown that the proposed algorithms perform better than the existing algorithms in terms of speed and accuracy of reaching the optimal policy.
I. INTRODUCTION
A multi-agent system (MAS) is comprised of a collection of autonomous and intelligent agents that interact with each other in an environment to optimize a performance measure [1] . Multi-agent systems are applied in a wide variety of domains including robotic teams, distributed control, resource management, collaborative decision support systems, data mining, and are useful in the modeling, analysis and design of systems where control is distributed among several autonomous decision makers [2] [3] [4] [5] . There are several models proposed in the literature for multiagent systems MASs based on Markov models. One of these models is the Markov Game (MG) which is the generalization of the Markov decision process (MDP) to the Multiple agent [6] . The Markov game view of MAS is considered as a sequence of games having to be played by multiple players while each game belongs to a different state of the environment [7] . In an MG, actions are the result of joint action selection of all agents, while rewards and the state transitions depend on these joint actions [8] . As a special case, when only is one state assumed, the Markov game is known as a repeated normal form game in game theory [6] . In addition, when only is one agent assumed, the Markov game is known as MDP. In multi-agent system research, two main perspectives are found in the literature; the cooperative and non-cooperative perspective. In cooperative MASs, the agents pursue a common goal and the agents can be built expect benevolent intentions from other agents [9] . In contrast, a non-cooperative MAS setting has non-aligned goals, and individual agents try to obtain only to maximize their own profits. In multi-agent systems, the need for learning and adaption is essentially caused by the fact that the environment of an agent is dynamic and just empirically observable while the environment (the reward functions and the transition states) is unknown. Hence, the reinforcement learning methods may be applied in MASs to find an optimal policy in MGs. In addition, agents in a multi-agent system face the problem of incomplete information with respect to the action choice. If agents get information about their own choice of action as well as that of the others, then we have joint action learning [8] . Joint action learners are able to maintain models of the strategy of others, and explicitly takes into account the effects of joint actions.
Learning automata (LA) are adaptive decision making devices suited for operation in unknown environments [10] . Currently, learning automata are among the valuable tools to design reinforcement learning algorithms and multi-agent systems [11] [12] [13] . Due to certain specifications such as structure simplicity, little need for information, and feedback from the environment, LAs are very useful in multi-agent systems. Many algorithms based on learning automata have been developed for learning optimal strategies in Markov games. In the past few years, a significant part of the research has focused on comprehending and solving single-stage multi-agent problems modeled as a normal form game and multi-stage game modeled as Markov games [14] . There are several methods based on learning automata for finding an optimal policy in MGs. In [15] it is shown that a team of learning automata involved in a general N -person Markov game converges to Nash equilibrium if each of the team members makes use of a linear learning algorithm called L R−I algorithms. In [16] , LAs are used for playing stochastic games at multiple levels. In [7] , a model based on interconnected learning automata is suggested to solve MMDPS. In [17] , the authors showed a network of independent LA which is able to reach equilibrium strategies in Markov games with some ergodic assumptions. In [18] , the authors proposed two new algorithms based on learning automata that can be effectively used to solve multi-agent MDPs and to find the optimal policy. In [19] , a new model based on learning automata for finding optimal policies in general-sum stochastic game is proposed. In [20] , the authors extended the model presented in [17] with the intermediate rewards to accelerate learning convergence.
In the first part of this paper, several learning automata based multi-agent system algorithms for finding optimal policies in Markov games are proposed. These algorithms consist of multiple agents that use learning automata in order to optimize their own behavior that can be effectively used to find the optimal policy in Markov games. In all the proposed algorithms, each agent residing in every state of the environment is equipped with a learning automaton. These learning automata control the agents' behavior for the state transitions in such a way that the best solution to maximize the expected reward is found. Each action of the learning automaton corresponds to moving to one of the adjacent states. Each agent moves from one state to another and tries to reach the goal state. In each state, the agent chooses its next transition with help of its learning automaton in that state. The actions taken by learning automata along the path traversed by the agent are then rewarded or penalized using the cost of the traversed path according to a learning algorithm. This process is performed in parallel by all agents and it iterates several times until the path taken by each agent converges to the optimal path.
In the second part of the paper, the concept of entropy [21] has been used to improve the algorithms proposed in the first part of the paper. The concept of entropy is imported into these algorithms with the aim of improving the learning process. To evaluate the performance of the proposed algorithms computer experiments have been conducted. The proposed algorithms have been applied to two grid games as examples of Markov games. The results of experiments have shown that the proposed algorithms perform better than the existing algorithms in terms of cost and the speed of reaching the optimal policy.
The rest of this paper is organized as follows: Section II is a brief review on different types of learning automata. Definitions for Markov decision process and Markov games as well as the concept of solution in them are discussed in Section III. Definition of the entropy concept is discussed in Section IV. In Section V, the proposed algorithm and its variations are presented. In Section VI, simulation results and discussion are reported. Section VII concludes the paper. 
II. LEARNING AUTOMATA
Learning automata are adaptive decision-making devices operating on unknown random environments [22] . The learning automaton has a finite set of actions and each action has a certain probability (unknown for the automaton) of getting rewarded by the environment of the automaton. The aim is to learn to choose the optimal action (i.e. the action with the highest probability of being rewarded) through repeated interaction on the system. If the learning algorithm is chosen properly, then the iterative process of interacting on the environment can be made to select the optimal action. Figure 1 illustrates how a stochastic automaton works in feedback connection with a random environment. Learning automata can be classified into two main families: fixed structure learning automata and variable structure learning automata (VSLA) [22] . In the following, the variable structure learning automata is described.
Variable structure learning automata can be shown by a quadruple { , , p, T } where = { 1 , 2 , . . ., r } which is the set of actions of the automaton, = { 1 , 2 , . . ., m } is its set of inputs, p = { p 1 , . . ., p r } is probability vector for selection of each action, and where a and b are reward and penalty parameters. When a = b, the automaton is called S − L R−P . If b = 0 and if 0<b<<a<1, the automaton is called S − L R−I and S − L R−ε P , respectively. The overall operation of learning automaton is summarized in Fig. 2 . Learning automata games. Automata games were introduced to see if automata could be interconnected in useful ways so as to exhibit group behavior that is attractive for either modeling or controlling complex systems [10] . A play a(t) = (a 1 (t) . . .a n (t)) of n automata is a set of strategies chosen by the automata at stage t, such that a j (t) is an element of the action set of the j th automaton. Correspondingly the outcome is now also a vector (t) = ( 1 (t) . . . n (t)). At every time-step, all automata update their probability distributions based on the responses of the environment. Each automaton participating in the game operates without information concerning the number of other participants, their strategies, actions or payoffs. In zero-sum games, the L R−I scheme converges to the equilibrium point if it exists in pure strategies, while the L R−ε P scheme can arbitrarily close approach a mixed equilibrium [23] . In general non zero-sum games it is shown that when the automata use a L R−I scheme and the game is such that a unique pure equilibrium point exists, convergence is guaranteed [15] . In cases where the game matrix has more than a pure equilibrium, which equilibrium is found depends on the initial conditions. Summarized we have the following: Theorem 1. When the automata game is repeatedly played with each player making use of the L R−I learning algorithm with a sufficiently small step size, then local convergence is established towards pure Nash equilibrium.
Theorem 2.
Players in an n-person non-zero sum game who use independently a reward-inaction update scheme with an arbitrarily small step size will always converge to a pure equilibrium point. If the game has Nash equilibrium, the equilibrium point will be one of the Nash equilibriums. Theorem 1 guarantees convergence to a pure equilibrium point. If the game has a pure Nash equilibrium, the LA will converge to one of the Nash equilibrium. Nevertheless, Nash equilibrium is often proposed as an interesting solution of a game, there might be other solution concepts of interest depending on the type of the game.
III. MARKOV DECISION PROCESS AND MARKOV GAMES

Markov decision process
The problem of controlling a finite Markov Chain, for which transition probabilities and rewards are unknown, is called a Markov decision process and can be stated as follows [24] . Let s = {s 1 (a i ). The goal is to choose the set of actions or policy, = {a 1 , a 2 , . . ., a n }, with a j ∈ A j that maximizes the expected average reward J ( ) as follows:
where R x(t)x(t+1) ( ) is the reward generated by a transition from x(t) to x(t +1) using policy . The set of policies is limited in this formulation to stationary and nonrandomized policies. Hence, under the assumption that the Markov chain corresponding to each policy is ergodic, the best strategy in each state is a pure strategy and is independent of the time at which the state is occupied [24] .
Markov games
Markov games are a generalization of MDPs to multiple agents and can be used as a framework for investigating multi-agent learning [13] . In a Markov game, actions are the joint action which is the result of joint action selection of all agents, while rewards and the state transitions depend on these joint actions [9] . The action set available for agent 
for each agent k is individual, meaning that different agents can receive different rewards for the same state transition. The objective for each agent in the game is to find a policy which maps each state to a strategy in order to maximize its reward. Since each agent k has its own individual reward function, defining a solution concept becomes difficult. Markov games are categorized based on the agents' rewards into cooperative and non-cooperative games. Non-cooperative games may be classified as competitive games and general-sum games. Strictly competitive games, zero-sum games, are two-player games where one player's reward is always the negative of the others'. General-sum games are the ones whose the reward sum is not restricted to zero or any constant and allow the agents' rewards to be arbitrarily related. However, in full cooperative games, team games, rewards are always positively related. In a fully cooperative MG (or team MG) called a multi-agent MDP (or MMDP), all agents share the same reward function and optimal policies are obtained [9] . Nevertheless, in general MG there is no constraint on the sum of the agents' rewards and the agents should learn to find and agree on the same optimal policy. Since each agent has its own individual reward function, finding an optimal policy becomes difficult. Instead, an equilibrium point is sought. In this situation no agent can improve its reward by changing its policy if all other agents keep their policy fixed. The baseline solution concept for general-sum games is the Nash equilibrium. Nash equilibrium is a strategy profile from which none of the players has any incentive to deviate. The strategies that constitute Nash equilibrium can be stationary strategies. In [25] it is shown that every discounted Markov game possesses at least one Nash equilibrium in stationary strategies.
Control of markov game using learning automata
The problem of controlling single-agent MDPs can be modeled as a network of interconnected learning automata in which the control is transferred from one learning automaton to another [24] . Each state in MDP has a learning automaton that tries to learn the optimal probability distribution of actions during the process. Agents move on this network and in each state, they get help from the learning automaton assigned to that state to move to the next state. This is done by using the probability vector of the corresponding learning automaton. In this model, only one learning automaton is active at each time and the transition from one state to another will activate the learning automaton of that q 2010 John Wiley and Sons Asia Pte Ltd and Chinese Automatic Control Society state. The activated learning automaton LA i in state i will not be informed about the immediate reward r ij (a i ) yielded from its action a i in transition from state i to state j . Instead, when state i is visited again, LA i receives two parts of data: the cumulative reward from the beginning of the process up to the current time step and current global time. Using these data, LA i calculates the reward received since the last visit of state i and the corresponding elapsed global time. Then, the input to LA i is calculated using the following equation:
where i (t i +1) is the cumulative total reward generated for action a i in state i and i (t i +1) is the cumulative total elapsed time. This process continues until all probability vectors converge or a pre-specified condition is met. When the number of agents increase and the model extends to multi-agent case, more than one learning automaton should be active simultaneously because the states depend on the problem and the environment and the agents could be in different states. In a Markov game, actions are the joint action which is the result of joint action selection of all agents. The network of learning automata applied to MDP is extended to Markov game by putting a learning automaton for each agent in each state instead of putting a single learning automaton in each state of the system [17] . At each time step only the automata of one state are active; a joint action triggers the LA from that state to become active and takes some joint action. As MDP, the activated LA LA i k , for agent k in state i is not informed of the one-step reward, r ij (a i ) that resulted from choosing a joint action a i = (a i 1 , . . ., a i n ) with action a i k in state i and leading to state j . When state i is visited again, all learning automata LA i k receive two pieces of data: the cumulative reward generated by the process up to the current time step and the current global time. The environment responses or the input to LA i k is exactly the same as in Equation (3).
Grid game environment as a markov game
One of the non-competitive Markov games used to test multi-agent learning is the Grid Game. This game has different varieties all of which are two player general sum games. Two types of Grid Game are illustrated in Fig. 3 . The first one, Grid Game 1 (GG1), is a version of the Chicken game having several states and one goal [26] . The second one, Grid Game 2 (GG2), a Markov game that is reminiscent of Bach or Stravinsky [8] . In GG2, there is one goal and two barriers: if an agent attempts to move through one of the barriers, then with probability 1/2 this move fails. Players' actions are defined as four actions in four different directions namely up, down, left and right. State space set is defined as S = {s|s = (l 1 ,l 2 )}, in which each state S = {s = (l 1 ,l 2 )} indicates the coordinates of agents 1 and 2. In GG1, the state transitions are deterministic, i.e. the next state is uniquely determined by the current state and the joint action of the agents. In the second game, GG2, most state transitions are deterministic except in the following case: if an agent chooses 'up' from position (0, 2) or (2, 0), it moves up with probability 0.5 and remains in its previous position with probability 0.5. In both games, two agents start from two bottom corner of the page and try to reach goal with the least possible number of moves. Agents cannot take the same coordinates at the same time. That is, if both agents try to move to the same square, both of their moves will fail. If agents move to two different non-goal positions, both receive zero rewards and if one reaches the goal position, it receives 100 units of reward. However, if they collide with each other both receive one unit of punishment and stay in their previous position. In these games, agents are assumed not to know the goal position and the other agent's reward functions. Agents choose their actions simultaneously and can only know about the previous moves of the other agents and their current state (the joint position of both agents). They also observe the immediate rewards after both agents choose their actions. Figure 4 illustrates the optimal solution to games GG1 and GG2. 
IV. THE ENTROPY CONCEPT
Entropy is a significant concept in thermodynamics, representing the degree of disorder in a thermodynamic system that plays an important role in various fields of computer science, such as coding theory, learning, compression, and others [27, 28] . Shannon has introduced this concept into information theory, by the name of information entropy. Entropy, in its basic form, indicates a measure of uncertainty rather than a measure of information. More specifically, the information entropy is a case of the entropy of random variables defined as follows [29] :
where X represents a random variable with set of values and probability mass function P(X). Entropy is always a positive value and can change bases freely as
For the random variable x and with log(x) tending to zero as x tends to zero. Entropy measures the uncertainty inherent in the distribution of a random variable. The entropy of random variables has problem-dependent meanings in different applications. In this paper, entropy is introduced as a measure of learning process in discrete state space in which each state s i is assigned a set of decision probability values. For each state s i there is a corresponding random variable D i representing the probability distribution of decision probability values in the state. In the learning process, the entropy of D i represents the uncertainty of the decision under state s i . The larger D i 's entropy causes the more uncertain the decision maker. In any particular state s i a local entropy which represents the uncertainty of the decision in that state is defined as follows [21] :
where N is the number of the elements in the action set and P j (s i ) is the probability to select the j -th action under state s i . The local entropy can only represent the uncertainty of the decision for a single state. According to all states' local entropy and to evaluate overall the uncertainty of the whole system, the global entropy concept is introduced as the average of all the entropies [21] :
where M is the number of the elements in the state set. In reinforcement learning, the process of optimization increases the probability values of selecting optimal actions, i.e. the initial random strategy will converge to a specific optimal strategy. Hence, the uncertainty of both the strategy and the global entropy will decrease. Therefore, the entropy can represent the degree of convergence in the learning process [21] .
V. THE PROPOSED ALGORITHMS
In this section, several learning automata based multi-agent system algorithms for finding optimal policies in Markov games are proposed. The multiagent system considered in this paper consists of a set of n agents, an environment that consists of a finite set of states S = {s 1 , s 2 , . . ., s m }, and a finite set of actions A i for every agent i. The action selected by agent i is denoted by a i ∈ A i so that the joint action a ∈ A = A 1 ×· · ·× A n is the vector of all individual actions. There is a state transition function T : S × A × S → [0, 1] which gives the transition probability p(s |a, s) when the joint action a is performed in state s, the system moves to state s' while the reward function R i : S × A → R provides agent i with a reward r i ∈ R i (s, a) based on the joint action a taken in the state s.
In the proposed multi-agent system algorithms, in each state i of the environment of the game and for each agent k, k : 1 . . .n, a learning automaton LA i k is placed. LA i k in state i tries to learn the optimal action probability of agent k. The number of adjacent states (neighbors) determines the number of actions of each learning automaton in each state and every joint action corresponds to a transition to an adjacent state. The state with the highest payoff value is the goal state. At first, all learning automata in all states choose their actions with equal probabilities. The agents start from 'start state' and move toward 'goal state'. The selected actions of learning automata in each state determine the next state of the agents. This joint action activates the learning automata in the next state. The process of choosing joint action, moving to the next state and activating automata in this state is repeated until the goal state is reached. If the joint action taken by learning automata in state s causes agents to move to the goal state, the cumulative reward of reaching the goal state from the start state for agent k, (R path k taken by agent k, (L k ). Then A k is compared with a quantity called the dynamic threshold of agent k, T k . Depending on the result of the comparison, all the learning automata along the path update their action probabilities. Updating is carried out in direction from starting state to goal state or vice versa. If the A k is greater than or equal to the T k , then the actions chosen by all learning automata along that path receive reward otherwise they receive penalty. This process stops if the path probability is greater than a certain threshold or a pre-specified numbers of paths (episodes) traversed. The path probability is defined as the product of the probability of choosing actions of learning automata in the states of the traversed path. Dynamic threshold T k is updated every time that agent k reaches the goal state. In the mth entrance to the goal state (stage m) T k (m) is updated according to Equation (7) where A k (m) is the average reward of agent k in its mth entrance to the goal state. Dynamic threshold for every agent is in fact the average of the average reward per move for agent k in traversed paths from start state to goal state by that agent.
The proposed algorithm, called Algorithm 1, is given in more detail in Fig. 5 . Algorithm 1 can be improved in several ways some of which are described below.
Continuous valued feedback for learning Automata.
In Algorithm 1, all learning automata are operating in P-model environment in which the output of the environment is defined to be binary. An improvement of Algorithm 1 which we call Algorithm 2, can be obtained by allowing the output of the environment to take a continuous range of values measuring the closeness of the traversed path to the optimal path. In Algorithm 2, if the average reward for agent k(A k ) is greater than or equal to T k then the selected actions q 2010 John Wiley and Sons Asia Pte Ltd and Chinese Automatic Control Society of all learning automata along path k will be updated according to (8) .
Variable learning rate. In Algorithm 1, all the learning automata use the same fixed learning rate. This gives an equal degree of importance to all states along the path being traversed, which may not be appropriate. States which are closer to the starting state should be given higher degree of participation in the optimal path (higher probability of being part of the optimal path) than those which are far from the starting node. Therefore, the amount of the reward given to an action taken at a particular time must increase as we approach the goal state. To achieve this, we halve the learning rate while traversing back toward the starting state. Algorithm 1 in which this modification is made will be called Algorithm 3. Modified Dynamic Threshold. In Algorithm 1, the dynamic threshold for each agent is the average reward received by the agent along the path leading to the goal state (7). Algorithm 4 is obtained from Algorithm 1 by changing the definition of dynamic threshold, T k (m), which is the threshold for agent k in its mth entrance to the goal state. T k (m), is updated according to (9) where L k is the length of the traversed path taken by the agent during the mth episode at the end which the mth entrance to the goal state occurs.
Using Entropy to Improve Learning. Another improvement can be obtained by importing the concept of entropy into each of the above mentioned algorithms that is Algorithms 1 through 4. We call these new algorithms, Algorithms 5 through 8. 
Entropy has its maximum value when all the actions have equal probabilities of selection and has value zero (its minimum) when the action probability vector is a unit vector. In order to be able to use entropy as a reinforcement signal for S-Model variable structure learning automata, the entropy needs to be rescaled in the range of [0, 1] . Suppose that agent k is in the state s and its learning automaton, that is LA s k , leads the agent to the state s . In this case, reinforcement signal ( s k ) as given in (11) is then used in (1) to update the probability vector of A s k .
where Max(H s k ) is maximum entropy in state s for agent k defined as: the learning automata corresponding to agents in this state. The joint action (0,0) in state s 2 activates state s 6 and so on. The process of selection of joint action and activating learning automata in states is repeated until state 8 is reached or for some reasons certain number of moves are made by the agents. Assume that in Fig. 6 , the path with tick lines is traversed for agent 1, that is,
After the destination (goal) state is reached, A 1 , the average reward received by agent 1 per move along the path taken by agent computed and then compared with the dynamic threshold of agent 1, T 1 . Depending on the result of the comparison, all the learning automata (except in state 8) along the path update their action probabilities. If the A 1 is greater than or equal to the T 1 , then the actions chosen by all learning automata along that path receive reward otherwise they receive a penalty.
Assume that up to the stage m (the mth entrance to the goal state), path k taken by agent k is selected. Let A k , be the average reward received by agent k per move along the path taken by agent k and T k be the dynamic threshold of agent k, which is average of the average reward per move for agent k in traversed paths from start state to goal state by that agent. Let q k (m) be the probability of traveling along path k by agent k in stage m and If
} is the action probability vector of a learning automaton in state s for agent k with r actions then q 1 (m) which is the probability of traveling along path 1 = (s 1 , s 2 , s 5 , s 7 , s 8 ) in stage m is computed as:
In Section VI through simulation we show that the algorithm converges to the optimal path with a probability very close to unity.
VI. SIMULATION RESULTS AND DISCUSSIONS
To evaluate the performance of the proposed methods, several experiments have been conducted whose results are reported below. The Markov games considered in the experiments are borrowed from [8, 26] For all experiments, each reported value is obtained by averaging over 100 runs. It is assumed that at the beginning of an episode, the agents start from the position (0 2). The POP curve gives the plot of the values of probability of the optimal path (POP) during the process of learning the optimal path. Probability of the optimal path is computed at the end of every episode and is the product of probabilities of selection of actions of learning automata along the optimal path at the time when the episode ends. A point with coordinate (x, y) on the POP curve provides us with the average number of required number of iterations for obtaining the optimal path with a specific probability. Each algorithm terminates when probability of the optimal path reaches 0.93 or a predetermined number of episodes are run. This predetermined number of episodes for GG1 is 2000 and for GG2 is 4000.
Experiment 1.
This experiment is conducted to study the impact of learning parameter a of L R−I learning algorithm on the convergence behavior of Algorithm 1 when applied to both GG1 and GG2. For this experiment, learning rate takes values 0.01, 0.05, 0.1 and 0.4. POP curves for agent 1 in GG1 and GG2 are given in Fig. 7 . Each point in this plot is an average taken over the converged runs. A run converges when the value of POP reaches a predefined threshold within in a predetermined number of episodes. For example, it can be seen that in terms of accuracy the best result is obtained when a = 0.01. The figures also show that when we increase the learning parameter we gain higher speed but instead we lose accuracy.
Experiment 2.
This experiment is performed in order to study the impact of learning parameter a on the amount of reward received by agent 1 during an episode when Algorithm 1 is used. For this purpose, we plot the reward received by agent 1 per episode for different values of learning parameter a: 0.01, 0.05, 0.1, and 0.4. Figure 8 illustrates the result of this experiment for both GG1 and GG2. From the result, it is evident that the value of parameter ahas a large impact on the performance of Algorithm 1. In this experiment, the best result is obtained for both GG1 and GG2 when a is set to 0.1.
Experiment 3.
This experiment is designed to compare Algorithms 1through 4 with respect to speed and accuracy of convergence. To do this, we evaluate these algorithms in terms of: (i) the probability of optimal path (POP) when the algorithm terminates; (ii) the number of movements made by agent 1 to reach the optimal path (MOV); and (iii) the total number of but it has higher number of collisions and movements. 9. Algorithm 3 when applied to GG2 improves the probability of the optimal path but increases the number of collisions. 10. Algorithm 4 has a higher rate of convergence as compared to Algorithms 1 and 2.
Experiment 4.
In this experiment we compare algorithms 1 through 4 with algorithms 5 through 8 with respect to three parameters: (i) the probability of optimal path (POP) when the algorithm terminates; (ii) the number of movements made by agent 1 to reach the optimal path (MOV); and (iii) the total number of agent collisions during the learning process (COL).
Learning parameter a for all algorithms is set to 0.01. This experiment is conducted for two games GG1 and GG2. 
Experiment 5.
In this experiment, we compare mboxAlgorithms 1 through 4 with Algorithms 5 through 8 in order to study the impact of entropy on the amount of reward received by agent 1 during an episode for both games GG1and GG2. Again, like experiment 3, learning parameter a is chosen in such a way that the best result can be obtained. Figure 9 shows the result of this experiment. As seen, again the entropy based version of an algorithm performs better than its counterpart which does not use the concept of entropy. In Table VI we have also shown how much greater performance will be gained if the concept of entropy is used.
Experiment 6.
In this experiment, the best three of the proposed algorithms are compared with two existing learning automata based algorithms, ILA [7] and Vrancx et al. [17] . Each algorithm terminates when probability of the optimal path reaches 0.93. The learning rate parameter for all algorithms is set to 0.01. Figs 10 and 11 show the POP curves of all algorithms for GG1 and GG2, respectively. The results show that for GG1 Algorithm 8 and for GG2 Algorithm 7 outperform the other algorithms in terms of the speed of reaching the optimal policy. Table VII gives the values of POP, MOV, COL for GG1 and GG2. The maximum number of episodes for GG1 and GG2 are set to 2,000 and 4,000 steps, respectively. As it shown the highest value of POP for GG1 is obtained by Algorithm 8 and for GG2 is obtained by Algorithm 7. Note that ILA and Vrancx algorithms have lower numbers of moves and higher number of collusion comparing with Algorithms 6, 7, and 8. 
VII. CONCLUSION
In this paper, several multi-agent system algorithms based on learning automata for finding optimal policy in Markov Games were proposed. The proposed methods use a network of interconnected learning automata for optimizing their behavior in order to effectively find the optimal policy. Then, the concept of entropy has been used in these algorithms to further improve their performance. Several experiments were conducted to investigate the learning performance of the proposed algorithms. The experimental results showed that the proposed algorithms have better learning performance in terms of the cost, speed and accuracy of reaching the optimal policy than the existing learning automata based algorithms.
