Periodic solutions for a class of differential inclusions in general Banach spaces  by Paicu, Angela
J. Math. Anal. Appl. 337 (2008) 1238–1248
www.elsevier.com/locate/jmaa
Periodic solutions for a class of differential inclusions in general
Banach spaces
Angela Paicu
University of Suceava, 720225 Romania
Received 2 March 2007
Available online 1 May 2007
Submitted by Goong Chen
Abstract
Let X be a real Banach space, A :D(A) ⊆ X X an m-accretive operator and F :R × D(A) X a multi-function which is
2π -periodic with respect to its first argument, has nonempty, closed, convex and weakly compact values and is strongly–weakly
upper semicontinuous. In this paper we prove the existence of at least one solution for the problem⎧⎨
⎩
u′(t) + Au(t)  f (t),
f (t) ∈ F (t, u(t)),
u(t) = u(t + 2π),
in the case in which F satisfies an appropriate “sign” condition.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Differential inclusion; Periodic solution; Accretive operator; Compact semigroup; U.s.c. multi-function
1. Introduction
Let X be a Banach space with norm ‖ · ‖, A :D(A) ⊆ XX an m-accretive operator and let F :R× D(A)X
be a multi-function with nonempty, convex and weakly compact values, 2π -periodic with respect to its first argument
which is strongly–weakly upper semicontinuous and bounded.
Let us consider the periodic problem⎧⎨
⎩
u′(t) + Au(t)  f (t),
f (t) ∈ F (t, u(t)),
u(t) = u(t + 2π),
(1.1)
which represents the abstract formulation of many nonlinear problems of parabolic type.
Because of its practical interest, this problem has been intensive studied by many authors via compactness argu-
ments combined with monotonicity methods.
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in which F is single-valued. For the multi-valued case see Lakshmikantham and Papageorgiou [12], Shuchuan Hu
and Papageorgiou [14], Papageorgiou [13], Castaing and Monteiro Marques [5].
In the present paper we prove a multi-valued variant of the main result established in Cas¸caval and Vrabie [3].
The main difficulty in our case is due to the impossibility of “uniform” approximation of the perturbing function
with single-valued functions for which the associated Cauchy problems have unique solutions (as always happens
in the single-valued case). We were able to overcome this difficulty by using two successive fixed point arguments,
the first one based on the Banach Fixed Point Theorem and the second one on the Schauder Fixed Point Theorem.
Concerning the assumptions we use here, let us notice that we are considering a class of multi-valued perturbations
which are locally bounded and satisfy an one-sided sign condition slightly stronger than the one imposed in Cas¸caval
and Vrabie [3]. Instead, our abstract frame is more general, i.e., F is assumed to be strongly–weakly u.s.c., condition
which, even if F is single-valued, is weaker than the strong-strong continuity assumed in Cas¸caval and Vrabie [3].
Finally, our general setting is the one of an arbitrary real Banach space.
2. Preliminaries
We assume familiarity with the basic concepts and results concerning evolution equations governed by m-accretive
operators in Banach spaces. For details, we refer the reader to Barbu [2], Lakshmikantham and Leela [11] and Vra-
bie [15]. We begin by recalling for easy references some basic concepts and results in the field which we will use in
the sequel.
Let X be a real Banach space with norm ‖ · ‖, let x, y ∈ X and h ∈ R \ {0}. We denote by
[x, y]h := 1
h
(‖x + hy‖ − ‖x‖) and by (x, y)h := 12h
(‖x + hy‖2 − ‖x‖2),
and we recall that there exist both limits
[x, y]+ = lim
h↓0[x, y]h and (x, y)+ = limh↓0(x, y)h.
Remark 2.1. Both [·,·]+ and (·,·)+ are u.s.c. on X × X and
(i) (x, y)+ = ‖x‖[x, y]+;
(ii) |[x, y]+| ‖y‖;
(iii) [x, y + z]+  [x, y]+ + [x, z]+;
(iv) [x, y + ax]+ = [x, y]+ + a‖x‖ for a ∈ R;
(v) [ax, y]+ = [x, y]+ for a > 0.
For further details see Lakshmikantham and Leela [11].
An operator A :D(A) ⊆ XX is called accretive if for each xi ∈ D(A) and yi ∈ Axi , i = 1,2, we have
[x1 − x2, y1,−y2]+  0.
It is called m-accretive if it is accretive and for each (or equivalently for some) λ > 0 we have R(I + λA) = X.
Let f ∈ L1(a, b;X) and let us consider the evolution equation
u′(t) + Au(t)  f (t). (2.1)
A function u : [a, b] → X is called an integral solution of (2.1) on [a, b] if u ∈ C([a, b];X), u(t) ∈ D(A) for each
t ∈ [a, b] and u satisfies
∥∥u(t) − x∥∥ ∥∥u(s) − x∥∥+
t∫
s
[
u(τ) − x,f (τ) − y]+ dτ (2.2)
for each x ∈ D(A), y ∈ Ax and a  s  t  b.
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f ∈ L1(a, b;X), there exists a unique integral solution of (2.1) on [a, b] which satisfies u(a) = x.
See Lakshmikantham and Leela [11, Theorem 3.5.1, p. 104 and Theorem 3.6.1, p. 116].
Theorem 2.2. Let X be a Banach space and let A :D(A) ⊆ XX be m-accretive. If f,g ∈ L1(a, b;X) and u,v are
two integral solutions of (2.1) corresponding to f and g, respectively, then
∥∥u(t) − v(t)∥∥ ∥∥u(s) − v(s)∥∥+
t∫
s
[
u(τ) − v(τ), f (τ ) − g(τ)]+ dτ (2.3)
for each a  s  t  b.
See Lakshmikantham and Leela [11, Theorem 3.5.2, p. 104].
Remark 2.2. A function u ∈ C([a, b];X), with u(t) ∈ D(A) for each t ∈ [a, b] is an integral solution of (2.1) on
[a, b] if and only if u verifies
∥∥u(t) − x∥∥2  ∥∥u(s) − x∥∥2 + 2
t∫
s
(
u(τ) − x,f (τ) − y)+ dτ (2.4)
for each x ∈ D(A), y ∈ Ax and a  s  t  b.
Let x ∈ D(A), τ ∈ [a, b) and f ∈ L1(a, b;X). We denote by u(·, τ, x, f ) the unique integral solution
v : [τ, b] → D(A), of the problem (2.1) which satisfies v(τ) = x. We denote by {S(t) :D(A) → D(A), t  0} the
semigroup generated by −A on D(A), i.e., S(t)x = u(t,0, x,0) for each x ∈ D(A) and t  0. We say that the
semigroup generated by −A on D(A) is compact if, for each t > 0, S(t) is a compact operator.
A subset F in L1(a, b;X) is uniformly integrable if, for each ε > 0 there exists δ(ε) > 0 such that, for each
measurable subset E in [a, b] whose Lebesgue measure μ(E) < δ(ε), we have∫
E
∥∥f (s)∥∥ds  ε,
uniformly for f ∈ F. It is easy to see that, whenever F is bounded in Lp(a, b;X) for some p > 1, then it is uniformly
integrable.
Theorem 2.3. Let X be a Banach space and let A :D(A) ⊆ X X be m-accretive and such that −A generates
a compact semigroup. Let B ⊆ D(A) be bounded and let F be uniformly integrable in L1(a, b;X). Then, for each
c ∈ (a, b), the integral solutions set
I(B,F) = {u(·, a, x, f ); x ∈B, f ∈ F}
is relatively compact in C([c, b];X). If, in addition, B is relatively compact, then the integral solutions set, I(B,F),
is relatively compact even in C([a, b];X).
See Baras [1] or Vrabie [16, Theorem 2.3.3, p. 47].
Definition 2.1. Let X be a Banach space and let A :D(A) ⊆ XX be an m-accretive operator. We say that A is of
weakly–strongly compact type if the graph of multi-valued integral solution operator
f 	→ {u(·, a, x, f ); x ∈ D(A)}
is weakly–strongly sequentially closed in L1(a, b;X)× C([a, b];X).
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of weakly–strongly compact type are offered by the two theorems below.
Theorem 2.4. Let X be a Banach space with uniformly convex dual. Then each m-accretive operator A :D(A) ⊆
XX is of weakly–strongly compact type.
This is a direct consequence of (2.4) and Vrabie [16, Lemma 2.3.2, p. 48].
Theorem 2.5. Let Ω be a nonempty, open and bounded subset in Rn, n = 1,2, . . . , with C2 boundary Γ , let X =
L1(Ω) and let ϕ :R→ R a continuous, nondecreasing function with ϕ(0) = 0. Let A :D(A) ⊆ X → X be defined by{
D(A) = {u ∈ W 1,1(Ω); ϕ(u) ∈ L1(Ω),
ϕ(u) ∈ L1(Ω)},
Au = −
ϕ(u) for u ∈ D(A).
Then A is m-accretive and of weakly–strongly compact type.
The proof follows exactly the same lines as the ones in Cârja˘, Necula and Vrabie [4, Theorem 1.7.9, p. 22].
We also need the following nonstandard Gronwall Inequality which is a consequence of Cârja˘, Necula and Vra-
bie [4, Theorem 7.2.1, p. 133].
Lemma 2.1. Let ε > 0 and let v : [a, b) → R+ be a continuous function satisfying
v(t) v(s) − ε
t∫
s
v(θ) dθ
for each a  s  t  b. Then
v(t) v(0)e−εt
for each t ∈ [a, b].
We conclude this section with a sufficient condition of weak compactness in L1(a, b;X).
Theorem 2.6. Let X be a Banach space and let Y be a weakly compact subset in X. Then the set
F = {f ∈ L1(a, b;X); f (t) ∈ Y a.e. for t ∈ [a, b]}
is weakly relatively compact in L1(a, b;X).
This is a simple consequence of the main result in Diestel [7].
3. The main result
The assumptions we need are listed below.
(H1) A :D(A) ⊆ X X is an m-accretive operator with 0 ∈ A0. In addition, the semigroup generated by −A on
D(A) is compact and A is of weakly–strongly compact type.
(H2) F :R × D(A) X is a strongly–weakly upper semicontinuous multi-function, with nonempty, convex and
weakly compact values. In addition, F is 2π -periodic with respect to its first argument.
(H3) There exists r > 0 such that for each t ∈ R+, each u ∈ D(A) with ‖u‖ r and for each y ∈ F(t, u) we have
[u,y]+  0.
(H4) There exists k > 0 such that for each t ∈ R+, each u ∈ X with ‖u‖ r and for each y ∈ F(t, u) we have
‖y‖ k.
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Theorem 3.1. Let X be a Banach. If (H1)–(H4) are satisfied, then the problem (1.1) has at least one solution.
We denote Lp2π (R;X), p ∈ [1,+∞], the space of equivalence classes with respect to the almost everywhere equal-
ity of all measurable functions from R to X which are 2π -periodic and whose restrictions to [0,2π] are p-integrable.
Endowed with the norm ‖f ‖Lp2π (R;X) = ‖f |[0,2π]‖Lp(0,2π;X), L
p
2π (R;X) is a real Banach space. By analogy, we
denote by C2π (R;X) the space of all continuous functions from R to X which are 2π -periodic. Endowed with the
usual sup-norm on [0,2π], C2π (R;X) is a real Banach space.
The proof is divided into four steps. Firstly, we show that, for each ε > 0 and f ∈ L22π (R;X), the problem{
u′(t) + Au(t) = f (t) − εu(t),
u(t) = u(t + 2π) (3.1)
has a unique integral solution ufε ∈ C2π (R;X). Secondly, we prove that for each fixed ε > 0, the operator f 	→ ufε ,
which associates to f the unique integral solution ufε of the problem (3.1), is compact from L22π (R;X) to C2π (R;X).
Thirdly, by result, we deduce that, for a suitably chosen set K which is bounded in L22π (R;X) and weakly compact
in L12π (R;X), the multi-function f 	→ Sel(F (·, ufε (·))), where
Sel
(
F
(·, ufε (·)))= {g ∈ L12π (R;X); g(t) ∈ F (t, ufε (t)) a.e. t ∈ [0,2π]},
has at least a fixed point f ∈ K . By means of uε = ufε , this fixed point gives an “ε-approximate” solution for the
problem⎧⎨
⎩
u′(t) + Au(t) = f (t) − εu(t),
f (t) ∈ F (t, u(t)),
u(t) = u(t + 2π).
(3.2)
Fourthly, we show that on a subsequence, εn ↓ 0, at least, (uεn)n converges in C2π (R;X) to an integral solution of
the problem (1.1).
4. Proof of Theorem 3.1
As we already have noticed, for the sake of convenience and clarity, we divide the proof of Theorem 3.1 into four
steps which are labeled as the four lemmas below.
Lemma 4.1. Let X be a Banach space and let A :D(A) ⊆ XX be an m-accretive operator with 0 ∈ A0. Then, for
each ε > 0 and each f ∈ L22π (R;X) the problem (3.1) has a unique integral solution ufε which, in addition, satisfies( 2π∫
0
∥∥ufε (t)∥∥2 dt
)1/2
 1
ε
( 2π∫
0
∥∥f (t)∥∥2 dt
)1/2
. (4.1)
Proof. By Theorem 2.1, it follows that for each x ∈ D(A), the Cauchy problem{
u′(t) + Au(t) = f (t) − εu(t),
u(0) = x
has a unique integral solution u ∈ C([0,2π];X).
Let P2π :D(A) → D(A) be the Poincaré operator, i.e., P2π (x) = u(2π), where u is the unique integral solution of
the Cauchy problem above. Let v be the unique integral solution of the same problem with v(0) = y.
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∥∥u(t) − v(t)∥∥ ∥∥u(s) − v(s)∥∥+
t∫
s
[
u(τ) − v(τ),−εu(τ) + εv(τ)]+ dτ
= ∥∥u(s) − v(s)∥∥− ε
t∫
s
∥∥u(τ) − v(τ)∥∥dτ
for each 0 s  t  2π . Then, from Lemma 2.1, we get∥∥u(2π) − v(2π)∥∥ e−2πε‖x − y‖
for each x, y ∈ D(A). But this means that∥∥P2π (x) − P2π (y)∥∥ e−2πε‖x − y‖
for every x, y ∈ D(A).
Hence, by the Banach Fixed Point Theorem, P2π has a unique fixed point x ∈ D(A). Let ufε be the corresponding
integral solution of the Cauchy problem. Obviously, ufε (0) = ufε (2π) and ufε is the required solution of (3.1).
In order to establish (4.1), let us take x = 0 and y = 0 in (2.4). We obtain
∥∥ufε (t)∥∥2  ∥∥ufε (s)∥∥2 + 2
t∫
s
(
ufε (τ ), f (τ ) − εufε (τ )
)
+ dτ.
From (iv) in Remark 2.1, we get
∥∥ufε (t)∥∥2  ∥∥ufε (s)∥∥2 + 2
t∫
s
(
ufε (τ ), f (τ )
)
+ dτ − 2ε
t∫
s
∥∥ufε (τ )∥∥2 dτ

∥∥ufε (s)∥∥2 + 2
( t∫
s
∥∥ufε (τ )∥∥2 dτ
)1/2( t∫
s
∥∥f (τ)∥∥2 dτ
)1/2
− 2ε
t∫
s
∥∥ufε (τ )∥∥2 dτ.
Taking s = 0, t = 2π and recalling that ufε (0) = ufε (2π), we obtain
ε
2π∫
0
∥∥ufε (t)∥∥2 dt 
( 2π∫
0
∥∥f (t)∥∥2 dt
)1/2( 2π∫
0
∥∥ufε (t)∥∥2 dt
)1/2
,
which implies (4.1). 
Lemma 4.2. Let X be a Banach space and let A :D(A) ⊆ X → X be an m-accretive operator such that the semigroup
generated by −A on D(A) is compact. Then, for each ε > 0 arbitrary but fixed, the 2π -periodic integral solution
operator f 	→ ufε , where ufε is the unique integral solution of the problem (3.1) corresponding to f , is compact from
L22π (R;X) in C2π (R;X).
Proof. Let F be a bounded set in L22π (R;X) and let m > 0 be a fixed upper bound for F. From (4.1), it follows( 2π∫
0
∥∥ufε (t)∥∥2 dt
)1/2
 m
ε
(4.2)
for each f ∈ F. Now, let
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{
t ∈ [0,2π]; ∥∥ufε (t)∥∥> m2ε2π
}
,
and let observe that the Lebesgue measure of the set Df , μ(Df ) π . Indeed,
μ(Df )
m2
ε2π

∫
Df
∥∥ufε (t)∥∥2 dt  m2ε2 ,
and so μ(Df ) π . Hence there exists at least one point tf0 ∈ [0,2π] with∥∥ufε (tf0 )∥∥ mε√π . (4.3)
Taking into account the periodicity of both f and ufε , we can assume without loss of generality (making a translation
s = t − tf0 , if necessary), that tf0 = 0.
From (2.2) and (4.3) (with tf0 = 0), we obtain
∥∥ufε (t)∥∥ ∥∥ufε (0)∥∥+
t∫
0
[
ufε (τ ), f (τ ) − εufε (τ )
]
+

∥∥ufε (0)∥∥+
t∫
0
[
ufε (τ ), f (τ )
]
+ dτ − ε
t∫
0
∥∥ufε (τ )∥∥dτ

∥∥ufε (0)∥∥+
t∫
0
∥∥f (τ)∥∥dτ  m
ε
√
π
+ m√2π
for each f ∈ F and t ∈ [0,2π]. Thus, {ufε ; f ∈ F} is uniformly bounded on [0,2π].
Since both F and {ufε ; f ∈ F} are bounded in L22π (R;X), it follows that F − ε{ufε ; f ∈ F} is uniformly inte-
grable in L1(0,2π;X). Furthermore, {ufε (0); f ∈ F} is bounded in X and accordingly we are in the hypotheses of
Theorem 2.3. We conclude that, for each δ ∈ (0,2π], the integral solutions set {ufε ; f ∈ F} is relatively compact
in C([δ,2π];X). Therefore {ufε (2π); f ∈ F} is relatively compact in X. From the 2π -periodicity condition, we
get {ufε (0); f ∈ F} = {ufε (2π); f ∈ F}. Thus, {ufε (0); f ∈ F} is relatively compact in X. From the last part of
Theorem 2.3, it follows that {ufε ; f ∈ F} is relatively compact in C([0,2π];X).
In order to complete the proof, we have to show that f 	→ ufε is continuous from L22π (R;X) in C2π (R;X).
Since the operator f 	→ ufε maps bounded sets in relatively compact sets, it is sufficient to prove that for each
sequence (fn)n in L22π (R;X) converging to an element f , the corresponding sequence (ufnε )n has a unique limit point
in C2π (R;X). But this follows from the fact that each limit point of this sequence is a solution of the problem (3.1)—
see (2.2) and Remark 2.2—and from the uniqueness part in Lemma 4.1. This completes the proof. 
Lemma 4.3. Let X be a Banach space. If (H1)–(H4) are satisfied and F is bounded, then, for each ε > 0, the
problem (3.2) has at least a solution uε .
Proof. We recall that throughout, u(·,0, x, f ) denotes the unique integral solution v : [0,2π] → D(A), of the prob-
lem (2.1) which satisfies v(0) = x.
Let k > 0 be a fixed upper bound for the function F , and let us denote by L1k = {f ∈ L1(0,2π;X); ‖f (t)‖  k
a.e. on [0,2π]}. From Theorem 2.3, we deduce that the set
K = {u(2π,0, x, f ); x ∈ B(0, r), f ∈ L1k}
is relatively compact in X. Further, let us define
K= {u(·,0, x, f ); x ∈ K, f ∈ L1}.k
A. Paicu / J. Math. Anal. Appl. 337 (2008) 1238–1248 1245Again by Theorem 2.3, we get that K is relatively compact in C([0,2π];X). Hence,
K[0,2π] = {u(t,0, x, f ); u(·,0, x, f ) ∈K, t ∈ [0,2π]}
is relatively compact in X. At this point, let us observe that each 2π -periodic integral solution of (3.2), if there exists
any, should start and remain in K[0,2π]. Thus, in all our future arguments we may take into consideration only the
restriction of F to C= convK[0,2π], set which, in its turn is nonempty, convex and compact.
So, let us observe that, in view of (H2), F is strongly–weakly u.s.c. and has weakly compact values. In view of
Deimling [6, Proposition 24.1(d), p. 300], it follows that F(C) is weakly relatively compact in X. Let Y = convF(C)
which, in its turn, is weakly compact, and let us define
F = {f ∈ L12π (R;X); f (t) ∈ Y a.e. for t ∈ [0,2π]}.
Obviously F is bounded in L22π (R;X) (in fact in each Lp2π (R;X) for each p ∈ [1,+∞]) and, in view of Theorem 2.6,
it is weakly relatively compact in L1(0,2π;X).
Let us now define the operator Qε :F L12π (R;X) by
Qεf := SelF
(·, ufε (·)),
with ufε the unique solution of the problem (3.2) corresponding to f . We may easily see that Qε is well defined and
maps the set F into itself. In addition, Qε is with nonempty, convex and weakly compact values in F and its graph
is weakly × weakly sequentially closed. To prove the last assertion, let ((fn, gn))n be a sequence in the graph of Qε
which is weakly convergent to (f, g) in L12π (R;X) × L12π (R;X). Taking into account that A is of weakly–strongly
compact type and generates a compact semigroup, from Theorem 2.3, we get
lim
n
ufnε = ufε .
Since gn(t) ∈ F(t, ufnε (t)) for each n ∈ N and a.e. t ∈ [0,2π], by Cârja˘, Necula and Vrabie [4, Lemma 2.6.2, p. 47],
it follows that
g(t) ∈ F (t, ufε (t))
a.e. t ∈ [0,2π]. So the graph of Qε is weakly–weakly sequentially closed in L12π (R;X)× L12π (R;X).
Since F is nonempty, convex and weakly compact and Qε has nonempty, convex and weakly compact values, we
conclude that Qε is weakly–weakly u.s.c. In view of Vrabie [16, Theorem 1.2.11, p. 6], Qε has at least a fixed point
f ∈ F. Since uε = ufε is a 2π -periodic integral solution of (3.2), this completes the proof of Lemma 4.3. 
Lemma 4.4. Let X be a Banach space and let A :D(A) ⊆ X X be an m-accretive operator with 0 ∈ A0. Let us
assume that (H3) is satisfied. Then, for each ε ∈ (0,1), each integral solution u of the problem (3.2) is uniformly
bounded by r > 0 given by (H3), i.e.,∥∥u(t)∥∥ r (4.4)
for each t ∈ R.
Proof. Let ε > 0 be arbitrary and let u be any integral solution of (3.2). We proceed by contradiction. So, let us
assume that
sup
{∥∥u(t)∥∥; t ∈ (0,2π]}= ∥∥u(t0)∥∥> r.
Let us fix h > 0 with t0 −h ∈ (0,2π] and such that ‖u(τ)‖ > r for each τ ∈ [t0 −h, t0]. Using (2.2), (iv) in Remark 2.2
and (H3), we get
∥∥u(t0)∥∥ ∥∥u(t0 − h)∥∥+
t0∫ [
u(τ), f (τ ) − εu(τ)]+ dτ
t0−h
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∥∥u(t0 − h)∥∥+
t0∫
t0−h
[
u(τ), f (τ )
]
+ − ε
t0∫
t0−h
∥∥u(τ)∥∥dτ

∥∥u(t0 − h)∥∥− ε
t0∫
t0−h
∥∥u(τ)∥∥dτ < ∥∥u(t0 − h)∥∥ ∥∥u(t0)∥∥.
This contradiction (‖u(t0)‖ < ‖u(t0)‖) can be ruled out only if (4.4) holds true for each t ∈ R. This completes the
proof. 
We can now pass to the proof of Theorem 3.1.
Proof of Theorem 3.1. Let ρ :X → X be defined by
ρ(u) =
{
u if u ∈ B(0, r),
r‖u‖−1u if u ∈ X \ B(0, r).
Clearly ρ is continuous (in fact Lipschitz) on X. Therefore, the multi-function Fρ :X  X, given by Fρ(t, u) =
F(t, ρ(u)) for each (t, u) ∈ R× X, is weakly–strongly u.s.c. and satisfies (H4). In view of (v) in Remark 2.2, it also
satisfies (H3). In addition, it is bounded on X by k > 0 given (H4). By Lemma 4.3, it follows that, for each ε > 0, the
periodic problem⎧⎨
⎩
u′(t) + Au(t) = f (t) − εu(t),
f (t) ∈ Fρ
(
t, u(t)
)
,
u(t) = u(t + 2π)
(4.5)
has at least one integral solution.
Let (εn)n be a sequence with εn ↓ 0 and let (un)n be an arbitrary sequence of solutions of the problem (4.5)
corresponding to ε = εn. Let (fn)n be such that
fn(t) ∈ Fρ
(
t, un(t)
)
for each n ∈ N and a.e. t ∈ [0,2π] and{
u′n(t) + Aun(t)  fn(t) − εnun(t),
un(t) = un(t + 2π).
From Lemma 4.4 and (H4) it follows that {fn − εnun; n ∈ N} is bounded in L22π (R;X). From this observation
and (H1), taking into account the condition of periodicity and reasoning as in the proof of Lemma 4.2, and using
Vrabie [16, Theorem 2.3.3, p. 47], we conclude that {un; n ∈ N} is relatively compact in C2π (R;X). We may assume,
without loss of generality, that, at least on a subsequence, we have
lim
n
un = u
strongly in C2π (R;X) and
lim
n
(fn − εnun) = f
weakly in L12π (R;X). Obviously
lim
n
fn = f
weakly in L12π (R;X) and so, from Cârja˘, Necula and Vrabie [4, Theorem 3.1.2, p. 88], we get
f (t) ∈ Fρ
(
t, u(t)
)
a.e. for t ∈ R. In view of Theorem 2.4, u is an integral solution of the problem (4.5). From Lemma 4.3, it follows that
‖u(t)‖ r for each t ∈ R. But this means that Fρ(t, u(t)) = F(t, u(t)) for each t ∈ R. Thus, in fact, u is an integral
solution of (3.2). The proof is complete. 
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Let Ω be a nonempty, open and bounded subset in Rn with C2-boundary Γ and let us consider the nonlinear
diffusion inclusion⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut (t, x) − 
u(t, x) = f (t, x) in R× Ω,
f (t, x) ∈ F (t, u(t, ·))(x) in R× Ω,
−uν(t, x) ∈ β
(
u(t, x)
)
on R× Γ,
u(t, x) = u(t + 2π,x) on R× Ω,
(5.1)
where F :R×L2(Ω) L2(Ω) is a given multi-function, uν(t, x) is the outward normal derivative of u(t, ·) at x ∈ Γ
and β :D(β) ⊆ RR is a maximal monotone graph, i.e., an m-accretive operator.
Theorem 5.1. Let β :D(β) ⊆ R R be a maximal monotone graph with 0 ∈ D(β) and 0 ∈ β(0) and F :R ×
L2(Ω) L2(Ω) a strongly–weakly u.s.c. multi-function with nonempty, closed convex values which is 2π -periodic
with respect to its first argument. If there exist r > 0 and k > 0 such that∫
Ω
y(t, x)u(x) dx  0
for each t ∈ R, each u ∈ L2(Ω) with ‖u‖L2(Ω)  r and each y(t, ·) ∈ F(t, u), and∥∥y(t, ·)∥∥
L2(Ω)  k
for each t ∈ R, each u ∈ L2(Ω) with ‖u‖L2(Ω)  r and each y(t, ·) ∈ F(t, u), then (5.1) has at least one 2π -periodic
solution satisfying
(i) u ∈ C(R;L2(Ω)) ∩ L22π (R;H 2(Ω));
(ii) ut ∈ L22π (R;L2(Ω)).
Proof. Let X = L2(Ω) which, endowed with its usual norm, is a real Hilbert space. Thus it has uniformly convex
dual. Let A :D(A) ⊆ XX be defined by{
D(A) = {u ∈ H 2(Ω); −uν(x) ∈ β(u(x)) for x ∈ Γ },
Au = −
u for u ∈ D(A).
In view of Barbu [2, Proposition 2.9, p. 82], A is m-accretive. Moreover, 0 ∈ D(A) and 0 ∈ A0 and, by Vrabie [16,
Remark 2.2.6, p. 44], −A generates a compact semigroup. Thus A satisfies (H1). Since (H2)–(H4) are ensured by
hypotheses, from Theorem 3.1, we deduce that (5.1) has at least one integral solution u. Since (i) and (ii) follows from
Barbu [2, Proposition 2.1, p. 200], the proof is complete. 
We conclude with an example of function F satisfying the hypotheses of Theorem 5.1 and which has no zeroes
in B(0, r). For simplicity, we consider even a single-valued function, a multi-valued example being obtained easily
by multiplying the function in the single-valued case with a bounded, positive u.s.c. multi-function G :L2(Ω) R
with closed and convex values. It should be noticed that the example below is inspired from Deimling [6, Exercise 6,
p. 85].
Example 5.1. Let r > 0 and f :R× L2(Ω) → L2(Ω) be defined by
f (t, u)(x) =
{
α(t, x)u(x) + γ (t, x)(‖u‖L2(Ω) − r)2 if ‖u‖ r,
α(t, x)u(x) if ‖u‖ > r,
where α,γ :R× Ω → R satisfy:
(i) α(t, x) < 0 for each (t, x) ∈ R× Ω ;
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(iii) γ (t, ·)/α(t, ·) /∈ L2(Ω) for each t ∈ R;
(iv) both α and γ are 2π -periodic with respect to the first argument.
One may easily verify that f satisfies both (H3) and (H4). Furthermore, for each fixed t ∈ R, the equation
f (t, u) = 0 has no solution u ∈ B(0, r). Thus, even f is constant with respect to t , the 2π -periodic solutions of
(5.1) with F substituted by f (whose existence is ensured by Theorem 5.1), are nontrivial, i.e., nonconstant with
respect to t .
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