We present a fast, robust and automatic method for computing centerline paths through tubular structures for application to virtual endoscopy. The key idea is to utilize a skeletonization algorithm which exploits properties of the average outward flux of the gradient vector field of a Euclidean distance function from the boundary of the structure. The algorithm is modified to yield a collection of 3D curves, each of which is locally centered. The approach requires no user interaction, is virtually parameter free and has low computational complexity. We validate the method quantitatively on a number of synthetic data sets with known centerlines and qualitatively on colon and vessel data segmented from CT and CRA images.
Introduction
With the availability of high resolution CT and MR images of tubular structures such as the bronchial tree, the gastrointestinal tract, blood vessels and arteries, there is an increasing interest in the field of virtual endoscopy (Jolesz et al., 1997) . The main motivation is to complement the often painful and costly invasive procedure of endoscopy, which involves navigating through such structures in a patient with an endoscope, in order to generate views of internal surfaces for diagnostic purposes and surgical planning. Recent advances include the use of an interactive segmentation tool assisted by haptics for improved centerline extraction (Harders et al., 2002) and the use of cubic panoramas for visualization (Tiede et al., 2002) . Virtual endoscopy typically involves three steps: (1) the medical images are processed in order to segment the surfaces of structures of interest, (2) flight paths are generated within these structures in order to obtain potential camera viewing positions and (3) given the flight paths, perspective views of the internal surfaces of such structures are generated using conventional graphics rendering techniques.
There has been a great deal of work in the computer vision and medical imaging literature on the development of algorithms for surface segmentation. Whereas research on segmentation remains active, a number of such algorithms in the literature, e.g., those based on deformable models (Kass et al., 1987; Malladi et al., 1995; Kichenassamy et al., 1995; Caselles et al., 1995) work well on hollow structures because they typically have high contrast boundaries.
1 Similarly, the third step in virtual endoscopy, the rendering of views, is essentially a graphics problem for which a number of software packages such as the Visualization Tool Kit (VTK) provide standard routines that can be used. However, the second step, that of generating flight paths automatically or semi-automatically, has received relatively less attention. The main requirement for an endoscopic flight path is that it should provide an interior view of the object such that local anatomical structures are clearly visible. Intuitively, this criterion can be satisfied by centering the flight path inside the structure of interest. In the absence of prior information about the data set being processed, centering the path locally is an appropriate strategy since the walls of the structure are then equidistant from the path.
The development of an automatic centerline extraction algorithm is the focus of the current paper. Our main goal is to design an algorithm which is robust and accurate and requires no human interaction. Moreover, we would also like the method to be computationally efficient. Surface segmentation methods for tubular structures based on deformable models are usually fast and the segmented surfaces can be rendered in real time with consumer grade graphics cards. The availability of an efficient algorithm for extracting fly throughs could thus allow a clinician to visualize such data within a few minutes of its acquisition.
We begin with a brief review of approaches to finding centerline paths in tubular structures in the literature. This review is necessarily not exhaustive. It is based on a selection of representative methods and includes a comparison of their features.
A first class of methods attempts to find centerlines of tubular structures as they are manifest directly in intensity (MR or CT) images. These methods do not assume that the surfaces of such structures have first been extracted. Three representative approaches in this category are those of Aylward and Bullitt (2002) , Deschamps and Cohen (2001), and Wink et al. (2004) . Aylward and Bullit present a centerline tracking approach which is based on a characterization of intensity ridges in 2D and 3D images. Centerlines of tubular structures are identified using properties of the Hessian matrix. They pay particular attention to the validation of their method, both quantitative and qualitative, demonstrating its robustness under parameter changes, changes in scale and simulated image acquisition noise. The method is an iterative one, where the centerline is continuously extended in the estimated direction of its local orientation.
Deschamps and Cohen relate the problem of finding centerline paths to that of finding paths of least action in 3D intensity images (Deschamps and Cohen, 2001) . This leads to a form of the well-known eikonal equation where a front is propagated in the image with a speed determined by a scalar potential that depends upon location in the medium. The framework aims to infer the boundaries of tubular structures in a first stage, using a standard surface evolution method. The potential function is then designed to take into account a Euclidean distance function from the boundary, so that the minimal paths are centered. Beyond the requirement that the user must specify the starting and end points of a particular path, the algorithm requires little user interaction. The flow is implemented using fast marching schemes and is hence computationally efficient.
Wink et al. have recently presented an approach to centerline extraction, applied in the context of vessel tracking, which combines features of the above two approaches. More specifically, they use the vesselness measure proposed by Frangi et al. (1998) , which is based on properties of the Hessian matrix, to characterize putative vessel centerline locations. They then formulate the problem of finding paths between user selected points as a minimum cost path problem which they solve computationally using wavefront propagation. Their method has been validated qualitatively in the presence of stenoses and imaging artifacts.
A second class of methods aims to find centerlines of tubular structures which have first been segmented from 3D MR or CT intensity images. Representative methods in this category are the approaches of (Bitter et al., 2001; Paik et al., 1998; Ge et al., 1999) . The method of Bitter et al. (2001) is related to Deschamps and CohenÕs minimal path approach, but is formulated in a discrete setting. A graph is first built from a coarse approximation of a 3D skeleton. Each edge of the graph is assigned a weight which is a combination of Euclidean distance from a user defined source node and Euclidean distance from the boundary of the object. A centerline is then extracted using DijkstraÕs shortest path algorithm on this graph. Paik et al. (1998) suggest a different approach where a minimal path is found on the surface of a tubular structure and is later centered. The user chooses the two end points of a desired path. The voxels on the surface of the object closest to each of the user specified points are then obtained. A path on the surface which minimizes the distance between these two points is then found (a type of geodesic). This path is then centered in the structure by applying a modified form of an iterative thinning procedure.
Lastly, an approach which is most closely related to the one presented in the current paper, but is specialized to the case of objects with simple topology such as a colon, is that of Ge et al. (1999) . First, a 3D skeleton of the binary volume is generated using a fast topological thinning algorithm. Then loops and spurious branches are pruned from the skeleton using graph search techniques. The result is then modified to yield a centered path between two user specified end points. In this paper, we present an approach to finding centerline paths that is based on a recent skeletonization algorithm we have developed . The algorithm utilizes an average outward flux measure to distinguish skeletal points from non-skeletal ones and combines this measure with a topology pre-serving thinning procedure. We present an overview of the skeletonization algorithm in Section 2 and then modify it to find centerline paths in tubular structures of arbitrary topology in Section 3. We then carry out a quantitative validation of the method on a variety of synthetic data sets with known centerlines, as well as illustrate its performance on more complex data including colons and vasculature in Section 4.
The advantages of our framework may be enumerated as follows:
(1) The approach is based on an algorithm whose theoretical properties have been thoroughly justified Damon, 2003) . Other methods in the literature which use topological thinning often use heuristics for the selection of anchor points. (2) The algorithms developed here lend themselves to the use of quite standard numerical implementations. Furthermore, the framework finds all centerline paths in volumetric tubular structures having arbitrary topology. Most other methods are designed to find a single centerline path at a time and have numerical implementations that are more complex. (3) The approach is fully automatic and requires no user interaction. Several of the other methods do require the user to select at least the end points of a particular centerline path. (4) The method has been validated on synthetic data sets with known centerlines, and has shown to provide results very close to the ground truth. To our knowledge most methods which have been developed for segmented tubular structures have not been validated quantitatively using ground truth centerlines. (5) The method has a theoretical bound on its worst case complexity which is O(n log n), where n is the number of voxels in the interior of the structure. However, our experiments indicate that in practice its complexity is typically linear in n. Hence, the approach is computationally very efficient. For several of the other methods explicit computational complexity estimates are difficult to obtain.
Average outward flux based medial surfaces
This section presents an overview of the skeletonization algorithm introduced by Siddiqi et al. (2002) . Beginning with a binary volume this algorithm produces as its output a digitized version of the 3D skeleton or medial axis, which is defined to be the locus of centers of maximal inscribed spheres. The term axis is somewhat misleading because in 3D most points of this structure lie on 2D manifolds. The local geometry of such points is illustrated in Fig. 1 . Hence, in what follows we shall refer to the 3D skeleton as the medial surface.
The Hamilton-Jacobi formulation
Consider BlumÕs grassfire flow,
acting on a closed 3D surface S, such that each point on its boundary is moving with unit speed in the direction of the inward normalN. In physics, such equations are typically solved by looking at the evolution of the phase space of an equivalent Hamiltonian system. Let D be the Euclidean distance function to the initial surface S 0 . The magnitude of its gradient, i$Di, is identical to 1 in its smooth regime. With q = (x,y,z),
and ipi = 1, the Hamiltonian system is given by
with an associated Hamiltonian function H = 1 + i$Di.
The discrimination of medial from non-medial surface points can be approached by computing the ''average outward flux'' of the vector field _ q at a point. This quantity is given by
Fig. 1. A medial manifold is shown in pink and the two surface patches to which it corresponds are shown in blue. Each point Q on the medial manifold is associated with two distinct points P 1 , P 2 on the objectÕs surface to which it is closest in the sense of Euclidean distance. The object angle a is half of the angle between the vectorsP 1 Q andP 2 Q in the plane passing through P 1 , P 2 and Q. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
where dS is a surface area element of the bounding surface dR of a volume R andN o is the outward normal at each point on the surface. It can be shown that as a spherical volume shrinks to a point not on the medial surface, the average outward flux through its surface approaches zero. In contrast, when such a volume shrinks to a medial surface point, the average outward flux approaches a strictly negative number Dimitrov et al., 2003) . There is in fact a very precise relationship between the limiting values so obtained and the geometry of the object (Dimitrov et al., 2003) . The average outward flux values are proportional to the sine of the object angle a, which is half of the angle between the vectorsP 1 Q andP 2 Q in the plane passing through P 1 , P 2 and Q (see Fig. 1 ). Since these two vectors are perpendicular to the tangent planes to the boundary at P 1 and P 2 , respectively, the average outward flux measures the degree to which the medial manifold is parallel (locally) to the corresponding boundaries. More general results on medial integrals have also recently been reported in (Damon, 2003) . Thus, the average outward flux measure is an effective way to distinguish between medial and non-medial points. This calculation is discretized, as described in Algorithm 1 (Borgefors, 1984; Siddiqi et al., 1997) , and is used to guide a thinning process in a cubic lattice, while taking care to preserve the objectÕs topology.
Algorithm 1.
Preserving topology
We refer the reader to the survey paper of Kong and Rosenfeld (1989) for a review of concepts in digital topology. A cubic lattice point is a labeled a simple point if its removal does not change the topology of an object. Such a point has the property that its removal: (i) does not create a hole, (ii) does not create a cavity and (iii) does not disconnect a connected component. The classification of a simple point turns out to be one case of a more general categorization of a point x in a cubic lattice introduced by Malandain et al. (1993) . This categorization is based on two numbers: C * : the number of 26-connected components 26-adjacent to x in O \ N Ã 26 , C: the number of 6-connected components 6-adjacent to x in O \ N 18 .
Here O is a 26-connected object, N Ã 26 is the 26-neighborhood of x without x and N 18 is the 18-neighborhood of x including x. Simple (and hence removable) points can be identified by the conditions C * = 1 and C ¼ 1. The basic strategy now is to guide the thinning of the object by the average outward flux measure computed over a very small spherical neighborhood, while taking care to only remove simple points. The thinning process terminates when all surviving points are not simple, or have an average outward flux below some chosen (negative) value, or both. Unfortunately the result is not guaranteed to be a thin set, i.e., one without an interior. This last constraint can be satisfied by defining an appropriate notion of an end point in a cubic lattice. In R 3 , if there exists a plane that passes through a point x such that the intersection of the plane with the object includes an open curve which ends at x, then x is an end point of a 3D curve, or is on the rim or corner of a 3D surface. This criterion can be discretized easily to 26-connected digital objects by examining 9 digital planes in the 26-neighborhood of x (Pudney, 1998) . The thinning process proceeds as before, but the threshold criterion for removal is applied only to end points, as described in Algorithm 2.
Algorithm 2.
Extracting centerline paths
The medial surface of a cylindrical structure approaches a 3D curve centered in the objectÕs interior. Using the framework we have just described we shall now develop algorithms to compute centerline paths in single tubular 3D structures (such as colons) as well as more complex objects composed of segments that are tubular (such as vessels). Our strategy is to thin the medial surface to obtain a structure composed only of curves (the medial curve) and to then prune the result to obtain well centered paths. A related though distinct algorithm for obtaining medial curves from digital manifolds was developed in (Borgefors et al., 1998) . We begin by describing the process to obtain the medial curve from a medial surface for an object with one connected component. 
The medial curve
The medial surface extraction algorithm (Algorithm 2) can be modified to produce a medial curve. Recall that during the thinning procedure a point x that is an end point of a 3D curve or is on the rim or corner of a 3D surface will not be removed if its average outward flux is strongly negative. In a cubic lattice, an end point of a 26-connected curve is defined as a point x whose 26-neighborhood O \ N Ã 26 only contains one point that is in the interior of the object. If the criterion for anchoring points is applied only to end points, every surface point will eventually be removed leading to a medial curve. Whereas this curve will lie on the medial surface, it will not necessarily be locally centered within a tubular object when the thinning is ordered by the average outward flux. This is essentially because this measure does not encode the actual distance to the boundary, but rather the angle between the vectorsP 1 Q andP 2 Q (see Fig. 1 ) as discussed earlier in Section 2.1. A straightforward way to obtain centerline paths is to order the thinning by the Euclidean distance function to the objectÕs boundary, such that points which survive are as far away from the boundary as possible. This approach is similar in spirit to the use of a Euclidean distance function in (Paik et al., 1998; Deschamps and Cohen, 2001) .
Algorithm 3 presents the thinning procedure to extract the medial curve. Two steps have been modified to Algorithm 2: the sorting key during the insertion of new points in the heap and the end point criteria.
The resulting medial curve is a 26-connected connected structure in a cubic lattice which is no more than one voxel thick (except possibly at branch points). Thus, each point on a medial curve can be labeled by examining its 26-neighborhood: (i) end points have only one neighbor, (ii) curve points have exactly two neighbors and (iii) junction points have at least three neighbors. 
Pruning
Once a centered medial curve is obtained some degree of pruning has to be carried out, depending on the type of output desired. If the goal is to extract a single centerline path, as is the case for the colon, one can use DijkstraÕs single source shortest path algorithm (Dijkstra, 1959) . Here the idea is to compute the shortest path from every end point on the medial curve to every other end point and to then pick the longest shortest path as the centerline path. This procedure is described in Algorithm 4.
Algorithm 4.
On the other hand, if the goal is to extract several centerline paths, as is the case for blood vessels or airways, one can prune by removing all branches connected to end points whose length is lower than some threshold. A reasonable choice for this threshold is the minimum expected diameter of the tubular structure. Our numerical experiments indicate that the results are not sensitive to the precise value of this parameter because arteries and airways are typically much longer than they are wide. The details are presented in Algorithm 5. 
Summary of algorithms
The use of the algorithms presented thus far can be summarized as follows. To extract a single centerline path through a data set, one applies Algorithms 1, 3 and 4. This provides a 26-connected digital curve between two endpoints. Examples of this type are presented in Fig. 2 . To extract centerline paths for structures with more complex topology, one applies Algorithms 1, 3 and 5. This provides a set of 26-connected digital curves, each connecting an end point to a branch point or two distinct branch points. Examples of this type are presented in Fig. 4 . Both types of structures can be represented as a centerline graph where the end points and branch points comprise the nodes and the digital curves connecting any two nodes the edges.
Fly throughs
It is in fact advantageous to view the output data as a centerline graph since this leads to a simple way to generate fly through movies. A depth first search (DFS) of the centerline graph provides a path which visits a tubular structure of complex topology in its entirety and hence can be used to guide a virtual camera. In our implementation we choose to smooth the DFS path with a smoothing spline using Matlab. The spline s(t) minimizes,
a functional that is a convex combination of two terms; the first is a closeness to data term and the second is a smoothness term. Here w i is the weight of each data point x i and p is in the interval [0,1]. A value of p = 0 produces a least squares straight line fit to the data, while a value of p = 1 produces a cubic spline interpolant. For the experiments in Section 4, we set w i to be 1 and p to be 0.4. The smoothing of the DFS path and not the centerline is an important consideration if one wishes to obtain smooth fly throughs, particularly at junction points. A junction point where n branches meet appears n distinct times in the DFS path. Smoothing according to one incoming and one outgoing branch for each instance allows for smoother turns at the junction. In order to create fly through movies we wrote a simple visualization program using standard routines available in the Visualization Tool Kit (VTK). Our strategy was to create perspective views, similar to those used in the work of Deschamps and Cohen (2001) . The position and orientation of the camera was determined by selecting an initial reference frame with the cameraÕs optical axis aligned with the tangent to the DFS path and then moving the frame by following the tangent direction. In the bottom row of Figs. 6 and 7, the left image represents a global view of the object with a red ball indicating the current position of the camera, and the right image the corresponding perspective view of internal surfaces. It is important to point out that the DFS path can also be used for more elaborate volume rendering in the context of virtual endoscopy including fly throughs where the reference frame is aligned with the local frenet frame, thus taking torsion into account, or fly throughs with panoramic views, as proposed by Tiede et al. (2002) .
Experiments
An important consideration in the evaluation of a centerline extraction algorithm is its validation. Approaches which work directly on intensity data have carried out qualitative or quantitative validation studies in the presence of imaging noise and other artifacts (Aylward and Bullitt, 2002; Wink et al., 2004) . For methods which have been designed to work on segmented tubular structures, such as ours, quantitative validation on medical images is a challenge because a ground truth centerline is typically not defined. Thus, we have chosen to evaluate our approach quantitatively by creating synthetic tubular structures with known centerlines. A qualitative evaluation is then carried out on medical data sets of varying complexity.
Quantitative validation on synthetic data sets
We created several ground truth centerlines by either using a fixed shape or by drawing them by hand. For each centerline we then centered a sphere at one location and then translated the sphere along it. The volume swept by the moving sphere thus defined a synthetic tubular structure with a known ground truth centerline. The specific examples we created were:
Tube: A straight centerline with a sphere of constant radius. Sine tube: A sinusoidal centerline with a sphere of constant radius designed to test the robustness of the method to variations in curvature. Fig. 3 . Left: Synthetic objects with centerlines of fixed shape. Boundary noise was added randomly. Right: The corresponding ground truth and computed centerlines. For each object (black), the overlapping points between the ground truth centerline and the computed one are shown in green, the points belonging to the ground truth centerline but not the computed one are shown in red and the points belonging to the computed centerline but not the ground truth centerline are shown in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Helix: A helical centerline with a sphere of constant radius designed to test the method when both curvature and torsion are present in the anatomical structure. Sausage: A straight centerline with a sphere of varying radius (a sine function) designed to mimic the highly variable cross section of a colon or the presence of aneurysms in vascular data sets. Tree: A hand drawn tree-like centerline with a sphere of constant radius designed to test the ability of the method to handle branching structures. Complex: A hand drawn centerline of complex topology with a sphere of constant radius designed to test the accuracy of the method when both branching structures and loops are present.
All these objects have the property that the restriction of their medial surface to medial curves comprised of locations with maximal distance to the boundary coincides approximately with the ground truth centerlines. Fig. 2 shows the different objects with fixed centerlines (left) and the results (right) of applying Algorithms 1, 3 and 4. For each object (black), the overlapping points between the ground truth centerline and the computed one are shown in green; the points belonging to the ground truth centerline but not the computed one are shown in red and the points belonging to the computed centerline but not the ground truth centerline are shown in blue. In Fig. 3 (left) , some points were randomly added to the boundary of these objects to simulate acquisition noise or segmentation errors. The computed centerlines are shown in Fig. 3 (right) with the same color coding. Figs. 4 and 5 present the results of applying Algorithms 1, 3 and 5 to the original and noisy versions of the objects with hand drawn centerlines, again with the same color coding. These objects have considerably more complex geometry and topology.
The figures indicate that the overlap between the ground truth and computed centerlines is very strong Fig. 4 . Left: Synthetic objects with hand drawn centerlines. Right: The corresponding ground truth and computed centerlines. For each object (black), the overlapping points between the ground truth centerlines and the computed ones are shown in green, the points belonging to the ground truth centerlines but not the computed ones are shown in red and the points belonging to the computed centerlines but not the ground truth centerlines are shown in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) for every synthetic object considered. A quantitative analysis was carried out by computing the amount of overlap, the average distance and the maximum distance between points on the ground truth and computed centerlines. The results are shown in Table 1 for the original objects and in Table 2 for their noisy versions. The amount of overlap is consistently above 80% except for the noisy helix which has an overlap of 56%. However, the average distance is never more than 0.5 mm (half a voxel) and in most cases is far less. The maximum distance is 5.0 mm, although Figs. 2-5 indicate that the distance is never more than one or two voxels except at end points. These results provide some insight into how the method would behave for real medical data. First, the sausage phantom displays the ability of the approach to handle highly variable cross sections, a key factor for colon data and vessel data with aneurysms. Second, the complex phantom shows that if the segmentation contains erroneous topology, the centerline can still be computed accurately but will reflect the loops and branches of the segmented object. Third, the sine tube, helix, tree and complex examples show that the method can handle structures with curvature and torsion provided that boundaries are relatively smooth.
In the presence of noise, high curvature and high torsion, (e.g., the helix with noise) the algorithm does not find the true centerline. The additive noise on highly twisted objects seem to have an impact on the location of the maxima of the Euclidean distance transform Fig. 5 . Left: Synthetic objects with hand drawn centerlines. Boundary noise was added randomly. Right: The corresponding ground truth and computed centerlines. For each object (black), the overlapping points between the ground truth centerlines and the computed ones are shown in green, the points belonging to the ground truth centerlines but not the computed ones are shown in red and the points belonging to the computed centerlines but not the ground truth centerlines are shown in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) which is the most probable explanation for the 56% overlap. Nevertheless, the estimated centerline is still very close to the original and is quite acceptable as a flight path for virtual endoscopy. Overall, our results provide quantitative evidence that the proposed algorithms perform well.
Qualitative validation on medical data sets
We have carried out a qualitative validation of our centerline path extraction algorithms on a 512 · 512 · 400 CT colon data set provided by the Surgical Planning Laboratory of Brigham and WomenÕs Hospital, a 515 · 512 · 286 CT data set of coronary arteries provided by the Cleveland Clinic and a 360 · 330 · 420 computed rotational angiography (CRA) data set of the head from the John P. Robarts Research Institute. The colon and coronary artery data sets were segmented using conformal snake algorithms (Caselles et al., 1997; Kichenassamy et al., 1996) with discretizations motivated by the work of Brakke, which are discussed in detail in (Yezzi and Tannenbaum, 2002) . The CRA data set was segmented using the flux maximizing flow algorithm of Vasilevskiy and Siddiqi (2002) . The segmented images were then cropped around the regions of interest to reduce computational time and memory requirements. Fig. 6 shows the colon data, its medial surface (Algorithm 2), its medial curve (Algorithm 3), the centerline path (Algorithm 4) and a screen shot of a fly through movie. Fig. 7 shows the arteries, their medial surface (Algorithm 2), the medial curve (Algorithm 3), the centerline paths (Algorithm 5) and a screen shot of a second fly through movie. Fig. 8 illustrates the application of the method on cropped regions from a segmented computed rotational angiography (CRA) data set. Observe that the complex topology (cycles and branches) and geometry of the data are captured accurately by the extracted centerline paths.
Computational complexity and parameters
In theory, the worst case complexity of the algorithm for computing centerline paths is O(n log n), because the thinning process is implemented using a heap . Here n is the number of voxels in the interior of each structure. We plot the actual amount of computation time required to to obtain the centerlines for each structure in Table 3 . These results indicate that in practice the complexity is almost a linear function of n, and hence the method is extremely efficient.
The approach we have presented has exactly two parameters: the average outward flux threshold at which end points are preserved in the extraction of the medial curve (Algorithm 3) and the length threshold for the removal of spurious branches to obtain centerline paths (Algorithm 5). The first parameter can be selected such that 25-40% of the average outward flux map has a value less than this threshold. In our experiments a value of À5.0 was used for all computations. The length threshold used in the pruning can be chosen as a function of the thickness of the structures in the data. We scaled the arteries and CRA images such that the maximum diameter of a vessel was about 10 voxels and used this value as the length threshold for pruning the centerline paths. For the colon dataset no branch length threshold is required since the algorithm extracts the longest shortest path between two end points of the medial curve.
Conclusions
We have presented a robust and automatic method for finding centerline paths of segmented tubular structures. The framework enjoys a number of the advantages of the medial surface algorithm on which it is based. The homotopy thinning procedure preserves the topology of the object, ensuring a connected centerline for a connected object. It also defines the medial curve The complexity is approximately a linear function of the number of voxels in the original object. as the locus of positions which maximize the Euclidean distance from the objectÕs boundary, thus guaranteeing that the resulting path is centered. Such a strategy is motivated in part by the distance ordered homotopic thinning algorithm of Pudney (1998) . Fixing end points using the average outward flux measure has a theoretical justification (Dimitrov et al., 2003) and provides an algorithm which is robust to noise and similarity transformations and also has low computational complexity. The extraction of centerline paths requires no user interaction and is essentially parameter free: the average outward flux threshold is set automatically and the branch length threshold for pruning centerline trees is set to the diameter of the thickest expected tubular structure. We have validated the method quantitatively on a number of synthetic data sets with known ground truth centerlines. Qualitative evaluation has been carried out on a colon data set, a data set of coronary arteries and on CRA vessel data with complex geometry.
