Abstract-We introduce multidimensional analogues of quasi-cyclic (QC) codes and study their algebraic structure. We demonstrate a concatenated structure for multidimensional QC codes and use this to prove that this class of codes is asymptotically good. We also relate the new family of codes to convolutional codes. It is known that the minimum distance of QC codes provides a natural lower bound on the free distance of convolutional codes. We show that the same relation also holds between certain rank one 2-D convolutional codes and the related multidimensional QC codes. We provide examples, which show that our bound is sharp in some cases. We also present some optimal 2-D QC codes. Along the way, we provide a condition on the encoders of rank one convolutional codes, which are equivalent to noncatastrophicity for 1-D convolutional codes. In the nD case (n > 1), our condition is sufficient for the noncatastrophicity of the encoder.
new module-theoretic look that Lally uses, the main ingredient in the proof of this fact is the very useful "weight retaining property" of polynomials in one variable, which was proved by Massey et al in [32] .
Multidimensional versions of convolutional codes have been studied in the literature ( [9] , [10] , [37] ) although not as extensively as the 1D convolutional codes. Part of the challenge in the multidimensional setting, as noted in [29] , is the loss of principal ideal domain property when one works with multivariable polynomial rings rather than polynomials in a single variable. Still, some practical issues such as encoder memory and local invertibility of encoders are addressed in [29] . Moreover, as in the 1D case, multidimensional convolutional codes are related to systems theory and this relation has been explored in several papers ( [11] , [12] , [14] , [34] ).
This article consists of two parts. In the first part, we introduce a class of block codes which are closely related to QC codes, multidimensional cyclic codes and multidimensional convolutional codes. Namely, we define multivariable generalizations of QC codes and name them QnDC codes (Sections III and IV). For n = 1, these are the usual QC codes. Concatenated structure of QnDC codes is given in Section IV. It is not yet known whether cyclic codes are asymptotically good or not and this is one of the important open problems in coding theory. Using the concatenated structure, we show that QnDC codes are asymptotically good (Section V). This extends the fact known for n = 1 (i.e. QC codes) to the multivariable case. The second part of the paper explores the relation between QnDC codes and multidimensional convolutional codes, with the goal of extending the existing relations in the 1D case. In Section VI, we provide an introduction to convolutional and multidimensional convolutional codes. In the same section we associate a QnDC code to any nD convolutional code. In Section VII, we provide a condition for noncatastrophicity of encoders of rank one convolutional codes. Our condition is equivalent to noncatastrophicity in the 1D case and it is sufficient for noncatastrophicity in the nD case (n > 1). We show in Section VIII that the free distance of certain rank one 2D convolutional codes can be lower bounded by the minimum distance of associated Q2DC codes, thereby extending Lally's result from 1D case. Let us note that determining the exact free distance of convolutional codes or their multidimensional generalizations is in general difficult. Therefore obtaining bounds, such as our result or Lally's, is valuable in this respect. Weight retaining property of polynomials in one variable, which is so useful for Lally's result, does not exist for multivariable polynomial rings. Therefore our proof is more involved than the proof in the 1D case. In the last section we present examples which show that our bound is sharp in some cases. We also present some optimal Q2DC codes.
II. BACKGROUND ON Therefore F m q , R and S are all isomorphic as R-modules and a q-ary QC code C of length m and index can be considered as an R-submodule in any of these rings.
Let us now introduce 2D cyclic codes (see [18] , [21] , [22] for further information). Again, let C be a length m linear code over F q whose codewords are written as m × arrays as in (2.1). Then, C is 2D cyclic if it is closed under not only row shifts of codewords but also under column shifts: 
Clearly, a length m × 2D cyclic code is also an index QC code. Therefore, a 2D cyclic code is also an R-submodule of S. The extra column-shift invariance property of a 2D cyclic code amounts to being closed under multiplication by y in S. Therefore, 2D cyclic codes are ideals of S.
We now describe the decomposition of a QC code over F q into shorter codes over extensions of F q . We follow the brief presentation in [20] and refer the reader to [27] for details. Let us factor the polynomial x m − 1 into irreducible polynomials in
Since m is relatively prime to q, there are no repeating factors in (2.6). By Chinese Remainder Theorem we have the following ring isomorphism.
Since each f i (x) divides x m −1, their roots are powers of some fixed primitive m th root of unity ξ . For each i = 1, 2, . . . , s, let u i be the smallest nonnegative integer such that
This implies that
Hence, a QC code C ⊂ R can be viewed as an (E 1 ⊕· · ·⊕E s )-submodule of E 1 ⊕ · · · ⊕ E s and decomposes as
where C i is a linear code of length over E i , for each i . These length linear codes over various extensions of F q are called the constituents of C. Note that each field E i is isomorphic to a minimal cyclic code of length m over F q ; namely the cyclic code whose check polynomial is f i (x). If we denote by θ i the generating primitive idempotent for the minimal cyclic code in consideration, then the isomorphism is given by the maps
where
Here, Tr E i /F q denotes the trace map from
If C i is a length linear code over E i , we will denote its concatenation with θ i by θ i C i and the concatenation will be carried out by the map ψ i . Jensen gave the following concatenated description for QC codes.
Theorem 2.1 [23] : (i) Let C be an R-submodule of S (i.e. a QC code). Then for some subset I of {1, . . . , s}, there exist linear codes C i of length over E i (which can be explicitly described) such that C = ⊕ i∈I θ i C i .
(ii) Conversely, let C i be a linear code over E i of length for each i ∈ I ⊆ {1, . . . , s}. Then, C = ⊕ i∈I θ i C i is a q-ary QC code of length m and index .
It is proved in [20] that for a given QC code C, the constituents C i 's in (2.10) and the outer codes C i 's in the concatenated structure are equal to each other (see [20, Th. 4 .1]).
III. QUASI 2D CYCLIC AND 3D CYCLIC CODES
We start with multidimensional generalization of QC codes in this section. Due to the ease in visualization of the idea, we focus only on 3D codes in this section. Generalization to arbitrary dimension will be given later.
Let C be a q-ary length m k linear code and view its codewords as m × × k cubes (3.1) as shown at the bottom of this page.
C is called a 3D cyclic code if it is closed under bottom-totop, right-to-left and back-to-front face shifts of its codewords (see the figures below). Let us note that multidimensional cyclic codes have been studied in the literature (see [18] , [19] , [21] , [22] , [35] ), (3.2) as shown at the bottom of this page.
In order to realize the algebraic description of 3D cyclic codes, consider the ideal
where for each 0 ≤ t ≤ k − 1,
Also, for an element c(x, y) ∈ S k (cf. (3.3) ), assign an element of P:
Then, we have the following analogues of the maps φ and ψ in (2.4) and (2.5):
Note that under these identifications, bottom-to-top and rightto-left face shifts of (c i, j,k ) ∈ F m× ×k q correspond, respectively, to multiplication by x and y (componentwise) in S k and in P. The back-to-front shift of (c i, j,k ) corresponds to cyclic shift of c(x, y) in S k and to multiplication by z in P. Hence, a 3D cyclic code C of length m × × k is nothing but an S-submodule of S k which is invariant under a cyclic shift. Moreover, a 3D cyclic code is an ideal in P.
Recall from Section II that a QC code is a 2D linear code which misses one of the shift invariances that a 2D cyclic code has. We proceed similarly to define quasi 2D cyclic codes. We continue with the notation and terminology given so far. (3.8) as shown at the top of this page, then it is easy to see that the arrows in (3.8) correspond to face shifts in the 3D picture. Note that the bottom-totop face shift in the 3D representation corresponds to row shift in the 2D representation. Hence, an m × × k Q2DC (or 3D cyclic) code is equivalent to a length m k QC code of index k. 
IV. MULTIDIMENSIONAL QC CODES AND THEIR CONCATENATED STRUCTURE
We have extended the definition of QC codes to Q2DC codes, which are 3D codes with 2 shift invariances, and described their algebraic structure in the previous section. We now move onto the higher dimensional generalizations of QC codes. Let us first define certain rings:
Here, m i 's are positive integers and m 1 will be assumed to be relatively prime to q. Note that the rings R, S and P in Section III are the first three rings above. Keeping the analogy with QC and Q2DC codes, a quasi nD cyclic code will be an (n + 1)D linear code with n shift invariances. Algebraically, the natural definition that corresponds to this is as follows.
Definition 4.1: A quasi nD cyclic code (QnDC) C over F q of length m 1 × · · · × m n+1 is an R n -submodule of R n+1 . Alternatively, C can be defined as an R n -module in R m n+1 n (this was done for n = 2 case (Proposition 3.2) via the identification given in (3.7)).
Let us note that an (n + 1)D cyclic code of length m 1 × · · · × m n+1 is an ideal in R n+1 ([19] , [35] ). In particular, it is also a QnDC code. and which is generated by the primitive idempotent θ i . Set
Proof: View C as a QC code of index m 2 · · · m n+1 and note by [20, Th. 4.3] that its constituents lie in
Since C is an R n -submodule in R n+1 , it is closed under multiplication by x 2 , ..., x n and by elements of F q . Hence, C i is closed under multiplication by x 2 , ..., x n and by elements of F q . It remains to show that C i is also closed under multiplication by
If we take an arbitrary codeword from C i and multiply it by ξ u i , it takes the form
n+1 .
This polynomial is obtained from the polynomial
Note that we have not used the fact that C is closed under multiplication by x 1 so far. Using this fact, x 1 c(x 1 , . . . , x n+1 ) ∈ C and part i is proved. For the converse note that for each i , the Q(n − 1)DC code
n+1 − 1 . Moreover, the concatenation is of the form
Since θ i is a cyclic code of length m 1 over
n+1 − 1 . Note that θ i C i is closed under multiplication by x 2 , . . . , x n+1 and by constants in E i due to the fact that C i is Q(n − 1)DC. Moreover, it is also closed under multiplication by x 1 since It is known that QC codes and various special families of QC codes are asymptotically good ( [8] , [25] , [28] , [31] ). Our goal in this section is to show that for any n ≥ 2, QnDC codes are also asymptotically good. We will utilize the concatenated structure of these codes. Proof: Note that for any prime power r , the polynomial f (x) = x r+1 − 1 has exactly one linear factor (x − 1) and all other irreducible factors of f over F r [x] are quadratic with roots β and β r = β −1 . In particular, F r 2 is the splitting field of f over F r .
Let
and fix a root α 0 = 1 which is a root of one of the quadratic irreducible factors
and fix a root α 1 = 1 which is a root of one of the quadratic irreducible factors f
More generally for 0 ≤ j ≤ n − 1, let m j = q 2 j + 1 and note that each m j is relatively prime to q. Consider the polynomials
and fix a root α j of each f j (x) as one of the roots of a chosen quadratic irreducible factor f * j (x) of f j (x). Then, a sequence of field extensions is obtained:
Let θ * j be the minimal cyclic code over F q 2 j , which is generated by the primitive idempotent θ * j and whose parity check polynomial is f * j (x). Note that θ * j has dimension 2 and length m j (for each 0 ≤ j ≤ n − 1). We denote the minimum distance of θ * j by d * j . Now start with an asymptotically good sequence of linear codes
, for all i . Let δ and α be the limit distance and the limit rate of the sequence (C i ), respectively and note that both quantities are positive, since (C i ) is asymptotically good.
Consider the sequence of codes ( θ * 
It is clear that the i th code in this sequence can be viewed as a QC code of index m 1 · · · m n−1 N i .
Remark 5.3:
Whether cyclic codes are asymptotically good or not is an important open problem in coding theory ( [30] ). As in Theorem 5.2, a sequence of nD cyclic codes can be obtained by starting with a sequence of cyclic codes and continuing with consecutive concatenations. Hence, if cyclic codes are asymptotically good, so are nD cyclic codes for any n ≥ 2. We are not aware of any result on the asymptotic performance of nD cyclic codes.
VI. CONNECTION TO CONVOLUTIONAL CODES
The main difference between convolutional codes and block codes is in their encoding: a convolutional code is generated by an encoder that has memory. Algebraic structure and parameters of convolutional codes have been investigated in the literature (see [33] for a survey). Multidimensional generalizations of convolutional codes have also been introduced and studied (see e.g. [6] , [9] , [10] , [14] , [37] and the references therein) although the literature is not as rich as in the 1D case.
An
, which is necessarily a free module since
is defined as the number of terms in c(x) and the weight of a codeword c(x) = (c 0 (x), . . . , c −1 (x)) ∈ C is the sum of the weights of its coordinates. The free distance of the convolutional code d f (C) is the minimum weight among nonzero codewords.
Remark 6.2: Let us note that a convolutional code is in general defined as an F q (x)-submodule (subspace) of F q (x) . However, this leads to codewords with rational coordinates and infinite weight. From a practical point of view, there is no reason to use this as the definition (see [13] , [26] ). Note that even if C is defined as a subspace of F q (x) , it has an encoder which can be obtained by clearing off the denominators of all the entries in any encoder. Moreover, it is usually assumed that G is noncatastrophic in the sense that a finite weight codeword c(x) ∈ C can only be produced from a finite weight information word u(x). In other words, an encoder G is said to be noncatastrophic if for any u(x) ∈ F q (x) k , if u(x)G has finite weight then u(x) has also finite weight. Hence, with a noncatastrophic encoder G, all finite weight codewords are covered by the F q [x]-module structure. Noncatastrophic encoders exist for any convolutional code (see [33] ).
Let R = F q [x]/ x m − 1 as before and consider the projection map
It is clear that for a given ( , k) convolutional code C, there is a natural QC code C related to it (of length m and index , for any m > 1) as shown below. Note that we denote the map from C to C also by .
QC codes are of interest themselves since they yield optimal examples and they are asymptotically good (see the references provided in the Introduction). In addition, the minimum distance of the QC code C above is a lower bound on the free distance of the convolutional code C, as shown by Lally [26] . We will formulate several crucial findings of Lally in the following. Note that the last result below is a consequence of the first two. 
Remark 6.4: Let us note that Lally uses an alternative module description of convolutional and QC codes in [26] . Namely, a basis {1, α, . . . , α −1 } of F q over F q is fixed and the
are identified via the following map:
With this identification, a length convolutional code is viewed as an F q [x]-module in F q [x] and a length m , index QC code is viewed as an
However, all of Lally's findings can be translated to the module descriptions that we have been using for convolutional and QC codes and this is how they are presented in Theorem 6.3.
We now introduce multidimensional convolutional codes. Let us note that the algebraic approaches of Fornasini and Valcher [9] , [10] and Weiner [37] are slightly different. Former uses modules over Laurent series ring whereas the latter uses modules over polynomial rings. Weiner's approach is the one we follow as was the case in recent papers such as [6] and [29] . An n-dimensional (nD) convolutional code over F q of length is defined as an [37] ). If we let k be the rank of the code, then there exists a k × full rank encoder G with entries from
Such a code will be referred to as ( , k) nD convolutional code. Unlike the classical case (n = 1), not every F q [x 1 , . . . , x n ]-module is necessarily free when n ≥ 2 (see [14, Example 8.3]), although only free nD convolutional codes are studied in some articles (e.g. [6] ). Here, we will also focus on free nD convolutional codes in the sense that the encoder of the nD convolutional code has full rank (see [37] for details).
Furthermore, as in the 1D case, it is usually assumed that G is a noncatastrophic encoder for C, again in the sense that finite weight outputs (codewords) can only come from finite weight inputs (information words). In other words, an encoder G is said to be noncatastrophic if for any u(x 1 , . . . , x n ), if  u(x 1 , . . . , x n )G has finite weight then u(x 1 , . . . , x n ) has also finite weight.
As in the 1D case, we define the weight of a polynomial c(x 1 , . . . , x n ) as the number of its terms and the weight of a codeword c (x 1 , x 2 , . . . , x n ) = (c 0 (x 1 , x 2 , . . . , x n ), . . . , c −1 (x 1 , x 2 , . . . , x n ) ) as the sum of the weights of its coordinates. The free distance of code d f (C) is the minimum nonzero weight in C.
We are ready to associate a QnDC code to a given nD convolutional code for n ≥ 2. Recall that a QnDC code of size m 1 ×· · ·×m n+1 can be viewed as an R n -module in R m n+1 n . Set = m n+1 and define the analogue of the projection in (6.2) as follows:
To an nD convolutional code C of length , we can associate a size m 1 × · · · × m n × QnDC code C , which is viewed as an R n -module in R n , as was done for n = 1 case in (6.3):
(6.5)
VII. NONCATASTROPHICITY OF ENCODERS OF RANK ONE CONVOLUTIONAL CODES
Noncatastrophicity for convolutional codes (both 1D and nD encoders) was defined in Section VI as the property of finite weight output enforcing finite weight input. Let us now give an equivalent characterization (see [33] , [37] ).
Proposition 7.1 ([37, Proposition 5.1.7]): Let C be an ( , k) nD convolutional code (for arbitrary n ≥ 1) over F q and G be a rank k encoder for C. Then G is noncatastrophic, if there exists no nonconstant polynomial with a nonzero constant term in
Note that for the 1D case, the above characterization can be rephrased by saying that a common divisor of all k × k minors of G is a polynomial of the form x d , for some d ≥ 0, since a common divisor of the form x i + x j (for i < j ) implies a divisor of the form 1 + x j −i . For the nD case, however, there can be a common divisor of full minors, such as x 1 + x 2 , which is not a monomial but does not lead to catastrophicity (see [37, Example 5 
.1.4]).
Let C ⊂ F q [x 1 , . . . , x n ] be an ( , 1) nD convolutional code with the encoder g 1 (x 1 , . . . , x n ), . . . , g (x 1 , . . . , x n ) . We will study rank one nD convolutional codes given with an encoder as in (7.1), which satisfies
for all m i ≥ 1 relatively prime to q. Next result shows that for 1D convolutional codes, condition (7.2) is equivalent to noncatastrophicity. We will later show that condition (7.2) implies noncatastrophicity for nD encoders, when n > 1 (see Theorem 7.6 and Remark 7.8).
Proposition 7.2: Let g 1 (x), . . . , g (x) be nonzero polynomials in
F q [x]. Let J m = {h(x) ∈ F q [x] : h(x)g i (x) ∈ x m − 1 , ∀i = 1, . . . , }.
Then, the encoder G = g 1 (x), . . . , g (x) is noncatastrophic for the convolutional code C that it generates if and only if J m = x m − 1 for all m ≥ 1, relatively prime to q. Proof: Suppose a(x) ∈ F q [x] is a divisor of each g i (x). If a(x)
is not of the form x d for some d ≥ 0 (i.e. G is catastrophic), then it has a nonzero root α ∈ F q u ⊂F q in some extension of F q . Let m be the multiplicative order of α in F * q u and note that being a divisor of q u − 1, m is relatively prime to q.
, and hence f α (x) also divides g i (x) for all i . Moreover, being an m th root of unity, α is also a root of x m − 1. Hence f α (x)|(x m − 1) also holds. Therefore,
does not lie in x m − 1 due to its degree. Therefore J m x m −1 for the multiplicative order m of α and this contradicts the assumption. Therefore a(x) must be of the form x d for some d ≥ 0 and this means that G is noncatastrophic. Let us now prove the converse. Since J m is an ideal in the
. Then for all i we have
. Hence, k(x) is a common divisor for each g i (x). This means by the noncatastrophicity assumption that k(x) is of the form
We would like to see the relation between Condition (7.2) and noncatastrophicity of rank one nD convolutional codes. The 2D case will be studied in detail first. Before doing this, we need some preparation.
The following Lemma is a consequence of the Weak Hilbert's Nullstellensatz ( [5] ). For completeness, we provide an elementary proof in the Appendix.
Lemma 7.3: Let a(x, y) ∈ F q [x, y] be a nonconstant polynomial with a nonzero constant term. Then a(x, y) has a root
We need few more concepts before proving our claim on 2D convolutional codes. Details of what we briefly outline below can be found in [17] .
For an arbitrary field K , an ideal I ⊆ K [x, y] is said to be zero-dimensional if its "zero set"
is a finite set. Assume that m 1 , m 2 are positive integers relatively prime to q and let α 1 , α 2 be primitive m th 1 , m th 2 roots of unity over F q , respectively. The ideal
is zero-dimensional with the zero set
In fact this ideal is also a radical ideal by [3, Proposition 8.14] .
For an element (α Convention: By a subset U of , we mean a single F qconjugacy class or a union of F q -conjugacy classes in .
For a subset U of , define the corresponding ideal as 
, then using Proposition 7.4 we have
which is a contradiction.
We are ready to prove a generalization of one implication in Proposition 7.2 to the 2D case.
Theorem 7.6: Let G = (g 1 (x, y) Let g i (x, y) =  a(x, y)g i (x, y) for someg i (x, y) ∈ F q [x, y] , for all i . By Lemma 7.3, a(x, y) has a root (u, v) Remark 7.7: For 2D convolutional codes, there are noncatastrophic encoders which do not satisfy condition (7.2). Namely, consider the 2D convolutional code of length 2 over F 2 , which is generated by the following encoder:
Then, G is clearly noncatastrophic but J 3,5 = x 3 + 1, y 5 + 1 , since (x + 1)(y + 1)G has its coordinates in the ideal x 3 + 1,
Remark 7.8: Proof of Theorem 7.6 is based on Lemma 7.3 and Corollary 7.5. It is easy to prove (for instance, by induction on the number of variables) a generalization of Lemma 7.3 to polynomials with n variables. Also, Corollary 7.5 holds for ideals in a polynomial ring with n variables (see [17] ). Therefore, Theorem 7.6's proof can be extended to n-variable case and one can write the same statement for rank one nD convolutional codes (i.e. a sufficient condition for noncatastrophicity of rank one nD convolutional codes).
VIII. A FREE DISTANCE BOUND FOR RANK ONE 2D CONVOLUTIONAL CODES
Let us start, without proofs, with simple observations on Gröbner Bases which will be useful. We refer to [1, Ch. 1] for related notions and terminology. 1 for all i = 1, . . . , (g 1 (x, y), . . . , g (x, y) ) satisfying (7. 2) for some m 1 , m 2 and let C be the associated Q2DC code in
Proof: We divide the proof into several steps for the readers' ease. Our main idea is to obtain a family of 1D convolutional codes related to C via reduction mod x m 1 − 1 and y m 2 − 1, and then carry out weight analysis between these 1D convolutional codes and the associated QC codes in the spirit of Lally's approach (Theorem 6.3). These weight analysis are then carried to a relation between the weights of the 2D convolutional code C and the associated Q2DC code C .
Step 1: First, we define certain 1D codes related to the given 2D convolutional code C and the associated Q2DC code C .
For any a ≥ 0, let
Note that
We define a map, which will be called the unfolding map, that produces vectors over wt c(x, y) = wt ϕ x ( c(x, y) ) .
Consider the unfolded version of each C a : 
Multiplication of c(x, y) by h(x) does not change the y-degrees of its coordinates. Hence
For a ≥ 0, let D a denote the associated QC code in
View elements of D a as vectors in F q [x] (a+1) and fold them back into F q [x, y] :
Write the coordinates of folded vectors as polynomials in
and then unfold them by the map ϕ y : T ( c (x) ). Note that twisting does not change weights of vectors:
wt ( c (x)) = wt ( c t (y)).
We set E a := T (D a ) for all a ≥ 0. Namely,
Note
, coordinate degrees of elements in E a are upper bounded by a, hence depend on a. Finally, let
We claim that E is an F q [y]-module, hence a 1D convolutional code of length m 1 . Let e t (y) ∈ E a and f t (y) ∈ E b be elements of E and suppose a < b. Then e t (y) = T ( e (x)) for some e (x) ∈ D a and e(x) ∈ D a . Similarly,
Note that twisting respects addition. Hence,
Therefore, e t (y) + f t (y) ∈ E b ⊂ E and hence E is closed under addition. Now we show that E is closed under scalar multiplication. Let e t (y) ∈ E a be as above and k ∈ F q . Then, k e t (y) = T (k e (x)). Note that reduction mod x m 1 − 1 respects scalar multiplication and hence k e (x) = (k e) (x) for e(x) ∈ D a . Since D a is a 1D convolutional code, k e ∈ D a and hence k e (x) ∈ D a . Therefore k e t (y), being the twist of k e (x), lies in E a ⊂ E.
Finally, we will show that E is closed under multiplication by y and this will prove our claim that E is an F q [y]-module. Let e t (y) = T ( e (x)) ∈ E a be as above and fold back y e t (y):
For any 1 ≤ j ≤ , we know that y (E ) is the same as the Q2DC code C associated to C.
Step 2: We will show that the weight of a codeword in C a ⊂ C is lower bounded by the weight of a codeword in the QC code D a .
Note that any codeword of C is of the form c(x, y) = u(x, y)G. By Lemma 8.1 we can assume that 
Thus, for all i = 1, . . . , we have
be the factorization of x m 1 −1 into irreducibles over F q [x] and suppose that p i (x) is the factor that divides u(x, y). Then q j (x) |g i (x) for all i and
By assumption (7.2),
Hence (x m 1 − 1) γ 1 has to divide u(x, y) and therefore Step 3: Now, we twist the codeword s (x) ∈ D a found in Step 2 to s t (y) ∈ E and show that the weight of s t (y) is lower bounded by the weight of a nonzero codeword in E . This will be enough to conclude the proof.
Consider the twist s t (y) ∈ E of s (x). Since twisting preserves weights, we have wt ( s (x)) = wt ( s t (y)). Set (s t ) (y) ∈ E as the reduction of s t (y) mod y m 2 − 1 .
After this second reduction, we again end up with two possible cases:
then wt ( s t (y)) ≥ wt ( (s t ) (y)
). In this case, for c(x, y) ∈ C we found a nonzero codeword
y (s t ) (y) ) and the desired inequality of the theorem is obtained.
Case 2'. If (s t ) (y) = 0, then s(x, y) ∈ C a is congruent to 0 mod x m 1 − 1, y m 2 − 1 . By assumption (7.2), we have
Then,
where and x, y) , . . . , w (x, y)). 
Observe 
Therefore for some polynomials
and for each 1 ≤ i ≤ , we have
Hence the following holds for all i ∈ {1, . . . , }:
Our assumption (7.2) implies that k(x, y) ∈ x m 1 − 1,
Hence,
for all i.
We are back to the same situation. We repeat the same argument onk(x, y) until (y m 2 − 1) disappears on the right side so that k(x, y) =k(x, y)(y m 2 −1) 
Hence, in the Case 2', we also have
IX. EXAMPLES
All the codes we consider below are defined over F 2 . Minimum distances of the block Q2DC codes in both examples are computed using Magma [2] .
In Example 9.1, we test the performance of our bound from Theorem 8.2 for several convolutional codes. Here, G denotes the encoder of the convolutional code for which condition (7.2) is satisfied for the m 1 , m 2 values we consider. This check is also carried out by Magma. G denotes the generating matrix of the relevant Q2DC code after reduction. Note that the weight of the generating vector in G is an upper bound on the free distance of the convolutional code. For every convolutional code in Example 9.1, we obtain a block code whose minimum distance is equal to this upper bound. Hence, the free distance of the convolutional code is exactly known and our bound is sharp in these examples. Note that for some of the convolutional codes, we obtain related Q2DC codes with better minimum distances (hence an improved lower bound on the free distance) by different choices of m 1 , m 2 . 
ii. For m 1 = 3, m 2 = 5, we obtain a [45, 14, 6] Q2DC code with Hence d f (C) = 7. The next example shows that there are optimal Q2DC codes in the sense that they achieve the best distance among binary linear block codes with the same length and dimension. Let us recall that for given m 1 , m 2 , we consider Q2DC codes in (F 2 [x, y]/ x m 1 − 1, y m 2 − 1 ) (for = 2 in (1) through (5) and for = 3 in (6) through (8) is an optimal [45, 15, 14] code.
X. CONCLUSION
We have introduced a multidimensional generalization of quasi-cyclic (QC) codes and called them QnDC codes. We studied the algebraic structure of these codes and also described their concatenated structure. This resulted in showing that QnDC codes are asymptotically good. We then extended the relation between convolutional codes and QC codes to multidimensional setting by associating a QnDC code to an nD convolutional code. Moreover, we showed that the free distance of certain rank one 2D convolutional codes is lower bounded by the minimum distance of an associated Q2DC code. We check the performance of our bound on some examples and also produce some optimal Q2DC codes. Our analysis also yields some new observations on noncatastrophicity of rank one convolutional encoders. APPENDIX PROOF OF LEMMA 7.3
Let a(x, y) ∈ F q [x, y] be a nonconstant polynomial with a nonzero constant term. If a is a single-variable polynomial (say in x), then it has a nonzero root u ∈ F q and then for any v ∈ F * q , (u, v) can be thought of as a root of a(x) = a(x, y). So, assume that a is bivariate and write a(x, y) = a(u, y) , which has coefficients in some extension F q s of F q . By the choice of u, a(u, y) has a nonzero constant term (since f 0 (u) = 0) and it is not a constant polynomial (since f i (u) = 0 for some 1 ≤ i ≤ n). Then, a(u, y) ∈ F q s [y] has a nonzero root in F q , say v, and the proof is completed.
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