Abstract-A two-hop parallel-relay network is considered in this paper. Conventional schemes investigating the coding strategies at the relay(s) have largely focused on hard encoding, with the exception of one pioneering strategy that proposed a soft distributed encoding using the soft estimate (tanh-based) information. To fully harness the gain promised by soft encoding, this paper focuses on distributed soft encoding strategies at the relays. Unlike the previous work that favors the tanh form for soft encoding, we advocate the range-limited log-likelihood ratios (rLLR) as a better way for the relays to capture the reliability of the messages sent by the sender, and especially to further soft-encode these messages. Based on this, we develop a simple but effective soft-encoding relay (SoER) strategy that exploits the useful features of rLLR. Specifically, the close resemblance of rLLR to the tanh form allows us to derive a very simple convolutional encoding, and the piece-wise linearity of rLLR allows us to evaluate the codeword probability density function (PDF) analytically, which further allows us to derive a Viterbi decoding algorithm using a more precise PDF (in addition to the Gaussian-approximated Viterbi algorithm). We finally extend the nonrecursive convolutional SoER strategy to the turbo SoER strategy. Simulation results confirm the efficiency of the new proposed SoER schemes.
signal-to-noise ratio (SNR) region is yet to be desired. In comparison, DF is capable of superb performance at high SNRs, but deteriorates sharply as the source-relay channel quality drops below some threshold, causing severe error propagation.
From Information Theory, we know that processing reduces entropy (i.e., H (x) ≥ H ( f (x)), where H (x) stands for the entropy of a random variable x, f (x) is a function of x). In other words, it instructs that an intermediate processor -which, in the context of a relay network, corresponds to an intermediate relay node -should delay making a hard decision (and other forms of quantization) as much as possible, unless it is absolutely sure of the hard decisions (such as being confirmed by the cyclic redundancy check (CRC) code). This naturally leads to the so-called soft-information relaying (SIR) [4] [5] [6] [7] [8] [9] . These SIR strategies blends elements from both AF and DF by having the relay(s) decode, extract, and forward soft reliability information instead of hard-quantized bits decisions.
One big aspect of SIR research focuses on ways to represent the soft messages. Proposals include pure log-likelihood ratio (LLR) [6] , symbol-wise mutual information [7] , [8] , hyperbolic tangent function [10] [11] [12] , and truncated versions of LLRs [9] , [13] , [14] . A more interesting aspect of SIR is to exploit possible coding gains at the relay-destination transmission (in addition to the coding gains at the source-relay transmission). Unlike the hard-information relaying (HIR) schemes (i.e. conventional decode-forward), where a conventional digital code such as the turbo code [15] , [16] and the random sparse-graph code [17] [18] [19] , can be directly applied in the second hop, here in SIR, a "soft-input" code must be employed to effectively protect the soft messages generated by the relay.
Several noteworthy studies exist in the SIR literature. A pioneering paper, [20] was the first to propose a soft distributed code, which uses the soft estimate information (hyperbolic tangent function) to circumvent the error propagation caused by digital codes. A highly-efficient shift register encoder was then developed which uses the unbounded LLRs as the soft input [21] . There is also the proposal of soft-input soft-output (SISO) encoder based on the modified BCJR algorithm [12] , and the study of its applicability to higher-order modulation systems [22] . A complexity comparison is made between the shiftregister encoder [21] and the BCJR-based encoder [12] , and analysis favors the former [23] .
To assist the design of practical decoders for these SISO codes and to evaluate the decoder performance, [24] explored a wide-spread tool of Gaussian assumption, which approximates the LLR (the soft information for the relay-destination transmission) as Gaussian distributed. This assumption is fairly accurate at low source-relay SNRs, but generates an undesirable discrepancy at in the high SNR region. Another study [25] , which targets the case of minimum mean square error (MMSE) soft information forwarding (i.e. uses tanh function to describe the soft messages), proposes to divide the soft information into two components that involve hard errors and soft errors, respectively. The work is further extended by [27] , where a practical SISO encoder and decoder is designed for the tanh function. Again, Gaussian approximation is used in the study to approximate the probability density function (PDF) of the output from the SISO encoder.
This paper studies new ways of soft message forwarding and protecting for wireless relay networks. We consider the two-hop parallel-relay system. Of particular interest are the questions of what and how: which soft messages carry the best information in the second leg, how to encode and protect them, how to effectively decode them, and what is the performance. In addressing these questions, we succeeded in developing two types of soft-encoding relay (SoER) strategies: the SoER convolutional codes and the SoER turbo codes. Our contributions are summarized below:
• In the choice of soft message representation, we show that the hyperbolic tangent form (tanh) [10] , which is similar to the Lambert-W function [5] , and which is shown to be SNR-optimal in uncoded relay systems, has several complexity issues that forbid the derivation of the PDFs necessary for ML estimation. Specifically, through the analysis of a general process of soft-encoding, and through the evaluation of the probabilistic distribution of the general soft message (i.e. LLR values), we determine that the range-limited LLR (rLLR) can be a simple and effective presentation for the soft message forwarding and protecting in the second hop (and hence the input to the SISO encoder at the relay).
• We propose a distributed SISO convolutional encoder and two effective decoders. The new code is close in spirit to the digital convolutional code and renders a very similar encoding and decoding complexity as its digital counter part, but takes in the rLLRs as the soft input. Both the nonrecursive code and the recursive code are investigated. Two modified Viterbi decoders are designed to produce maximum likelihood (ML) decoding results. In the calculation of the branch metrics, the first decoder applies the Gaussian assumption to the PDF of the rLLRs, while the second carefully characterizes a more accurate PDF of the rLLRs. We show that the Gaussian assumption has sacrificed some 0.5 dB of performance loss (at the frame error rate of 10 −3 on a block fading channel), in exchange for simplicity. We also show that our SISO convolutional codes can outperform their peer SISO coding schemes in the literature [27] . We attribute the gain to the use of a better representation for soft messages, and the judicious design of the encoding and decoding algorithms to handle them optimally.
• Exploiting the turbo principle, we further propose a distributed SISO turbo encoder employing two SISO recursive systematic convolutional codes. A modified BCJR decoder is developed for the recursive component codes, and an iterative decoder performs the overall soft-output a posteriori decoding for the distributed turbo code. This new SISO turbo code can deliver even superb performance, and is almost 1 dB better (at the FER of 10 −3 on a block fading channel) than the best-known scheme in the literature [20] . The rest of the paper is organized as follows. Section II introduces the system model. Section III details the proposed SISO convolutional distributed code, including the choice and the evaluation of the soft messages. Section IV derives the specific encoding process, and two ML Viterbi algorithms. Section V proposes a distributed turbo code using the proposed SISO encoder. Section VI provides analytic discussion and practical issues. Section VII demonstrates Monte Carlo simulations of various scenarios and with different code specifications, with comparison to the existing codes. Finally, Section VIII concludes the paper.
Notation: (i) Unless otherwise stated, we use boldface lower-case letters to denote vectors, and use regular letters to denote scalars and random variables. (ii) N(m, σ 2 ) represents the Gaussian distribution with mean m and variance σ 2 . (iii) The subscripts S, R (R i ), and D are used to denote the quantities pertaining to the source, the relay (the ith relay), and the destination, respectively.
II. SYSTEM MODEL
We consider a cooperative communication system model shown in Fig. 1 , where a set of parallel relays (R i , i = 1, 2, · · · , M) are employed to assist the communication between the source S and destination D. The source and the relay nodes work in a time division manner in accordance with a half-duplex mode. The relays are assumed to participate in every communication session in a collaborative and trustworthy manner. We assume binary phase shift keying (BPSK) is adopted at the source, mapping 0 and 1 to +1 and −1. All the channels are quasi-static fading channels, where the fading coefficients are fixed over the course of each communication session, but change independently from session to session. The channel state information (CSI) is known to the receivers in each transmission.
Each communication session consists of two phases. For simplicity, suppose the source is uncoded (the scheme we propose can be applied to channel coded case directly). In phase 1, source S broadcasts information x S = (x S (1), x S (2), . . . x S (N )) with an average energy E S , and all the relay nodes hear it. Let the signal received at relay node R i be y S R i , which can be expressed by
at jth communication session, where i = 1, 2, . . . , M, j = 1, 2, . . . , N , h S R i is the fading coefficient of channel S-R i , and n S R i is a Gaussian white noise with zero mean and a variance of σ 2
S R i
. Then, each relay nodes R i extracts the appropriate soft infor-
) from the received signal y S R i , either directly (when source-relay packets are uncoded) or via channel decoding (when source-relay packets are encoded). Then the soft information at each relay node would be fed into a specially-designed rate-1 soft encoder, and each relay node transmits the output c i = (c i (1), c i (2) , . . . , c i (N )) to the destination after power normalization, generating a distributed channel code. Let
denote the corresponding signals the destination receives from these channels. We have:
where j = 1, 2, . . . , N , n R i D denotes the white noise with Gaussian distribution N(0, σ 2 R i D ), and β i is the normalization factor (introduced by the power amplifier) satisfying
where E R i is the energy per bit used by the relay R i . Finally, after receiving all the signals y R i D , the destination performs appropriate soft-input decoding, and makes a hard decision, x D , for the original source bits x S .
III. PROPOSED DISTRIBUTED SOFT-ENCODING CODES

A. General Idea of Soft Encoding
In what follows, we will focus on the relay-destination transmission, and especially the soft-message preparation, that is suitable for carry on essential information for the destination and for SISO coding. Before detailing the specific code structure and coding algorithms, we first briefly introduce the fundamental concept of soft encoding.
In the broad sense, SISO (channel) encoding refers to a channel code that takes in real-valued data as the input and produces real-valued codeword at the output. The input data may take values from an arbitrary domain, follow an arbitrary distribution, or have arbitrary meanings. The decoder will take in the (noisy) soft reception, and produce the best estimates of the original soft data or some function of them (such as a two-level quantized version). Performance is usually evaluated through mean square error (MSE), but can be other distortion metrics as well.
Rather than the general-purpose SISO encoding, here we consider a type that is specifically designed for the relay(s) in a two-hop or multi-hop system. The real-valued data at the input to the encoder are some probabilistic form of binary bits, and the decoder is only interested in the accuracy of the binary decisions (as measured by bit error rate or BER) rather than the accuracy of the soft probabilistic data (MSE). The entire code may be regarded as an outgrowth of the conventional linear binary code, where the binary bits are replaced by their probabilistic values and the binary parity checks are similarly replaced by some appropriate constraints.
Take an (N , N − 1) binary single parity check code, for example. As a hard-encoding code, the parity bit p is computed via the binary addition (or exclusive-OR) of the source bits:
The same code, when viewed as an SISO code, possesses the following encoding function:
where the logarithm has base e. Note that tanh() and log() are both one-to-one functions, and that P(
Hence, for any soft input that takes the probabilistic form or its equivalence, the soft encoder will be able to generate a probabilistic soft output corresponding to the parity bit. Since any linear binary code is essentially a collection of single parity check codes operated on different subsets of the source bits, the soft encoding process described in (5) therefore generalizes to an arbitrary linear binary code.
B. Choice of Soft Messages
We now get back to cooperative systems. When the relay can successfully decode and demodulate the data from the source-relay transmission, it can safely forward the correctly re-generated binary data and/or their encoded versions (for a better protection). However, in the case when the CRC does not pass, the relay only has compromised data. To avoid disastrous error propagation, it therefore makes sense for the relay to defer the hard decisions to the destination, by passing along the soft messages (that indicate the reliability of the data) [13] .
As discussed in [26] , the choice of the soft messages actually makes a difference in terms of end-to-end communication efficiency and reliability. Specifically, it was shown [26] that among a variety of message representations, including the probability of a bit being 0, P(x = 0), the likelihood ratio, P(x=0) P(x=1) , the log-likelihood ratio, log P(x=0) P(x=1) , the hyperbolic tangent form, tanh( 1 2 log P(x=0) P(x=1) ) (equivalent to P(x = 0) − P(x = 1)), and the range-limited LLR (rLLR) l x , the last stands out as the best-performing choice especially in an uncoded parallel-relay system.
Let L x = log P(x=0) P(x=1) be the conventional LLR, which is a linear function of x. The range-limited LLR is defined as a truncated version of LLR, and hence takes the form of a 3-segment piece-wise linear function of x:
where the positive value θ 1 is the threshold used to truncate the LLR.
The motivation for adopting rLLR l x instead of the hyperbolic tangent form [27] in our soft-coding system is severalfold. We start by first noting some important facts about the tanh representation: (i) tanh is the full and undistorted representation of the reliability information, and in a single-relay uncoded Gaussian environment, this representation is SNRoptimal (see [10] ). (ii) The involvement of channel coding (in a single-relay system) should not change the optimality of tanh in theory, because channel coding in general only acts to enhance the channel (i.e. the combination of the channel coding and the original channel together presents a better "effective" channel). However, the involvement of channel coding does bring in an important practicality issue: the availability of a practical, optimal decoder. Clearly, to derive an optimal/accurate decoder requires the knowledge of the pdf of the received signal. The nonlinearity of tanh, adding to the channel coding operation, makes the pdf of the signal at the final destination intractable. (iii) The optimality of tanh in the single-relay system does not carry automatically to the multi-relay environment. [13] showed, through analysis and simulations, that the tanh representation does not produce the smallest overall error probability at the destination when it comes to multiple relays, and that range-limited LLRs (with optimized thresholds) can do better. From an intuitive perspective, one can expect that the choice of the optimal message representation will in general depend on the number of channel segments and their individual conditions; it is therefore the tanh representation, being only a function of the source-relay segment(s) and not of the relay-destination segment(s), may fall short especially in a multi-relay environment.
Second, by setting an appropriate cap value, the rLLRs can actually approximate the more important part of the hyperbolic tangent values. As shown in Fig. 2 , we may roughly divide the hyper-tangent curve into three sections, the two ends with values very close to +1 and −1 which represent the very confident estimates, and the middle section that appears to increase (linear-like) with the LLR value. When we limit the LLR values L x to be within a finite region such as [−θ, θ], then tanh(L x /2) ≈ l x /θ , meaning that a scaled form of rLLR may be used to approximate tanh(L x /2). Third, as the tanh form naturally lends itself to a simple but meaningful soft-encoding process, the resemblance of rLLR to tanh allows for the adoption of the same simple encoding 1 When θ = 0, i.e. the truncating threshold equals 0, rLLR degenerates to binary hard decision (no longer a soft message relaying strategy). operation 2 . l x /θ not only captures the key characteristics of tanh(L x /2), but also provides the much-needed simplicity for encoding and especially decoding. With this approximation, the soft-encoding rule in (5) can be simplified to:
where l(·) represents the rLLR described in (6) with a truncating threshold θ . In practice, since all the nodes must satisfy its specific power constraint during transmission (i.e. any symbol that is to be put on the channel will be scaled by the power amplifier), we can thus conveniently drop the scalar in the soft encoding process and simplify (7) to
Further, the rLLR form (with proper choice of the thresholds) actually causes the final signals received at the destination to behave closer to the Gaussian distribution than does the original tanh form (will be discussed in Section. IV-B), making the Gaussian-approximated decoder to perform better. The piecewise linearity of rLLR also makes it possible for us to derive a more accurate PDF and hence an improved decoder, instead of barely using Gaussian approximation, which brings in additional decoding gains. And lastly, rLLRs are numerically more stable.
We now summarize the steps to prepare the soft messages: (i) The case of uncoded source-relay transmission: The ith relay extracts the LLR's L i ( j) directly from the channel receptions, thereafter referred to as channel-LLR, as follows:
where i is the relay ID and j is the bit index. Since the reception y S R i follows a Gaussian distribution, so does its LLR value L i .
(ii) The case when the source-relay transmission is protected by some soft-decodable channel code: the paradigm does not change except that the relay must first (soft-)decode the channel code. In today's systems, pretty much all the error correction codes that are used for the wireless channels are soft-decodable [6] (e.g. convolutional codes, LDPC codes, turbo codes, and turbo product codes), the soft output of the soft-decoder (at the relay), referred to as the decoder-LLR, is nothing much different with the channel-LLR extracted directly from the channel (i.e. decoder-LLR follows an approximated Gaussian distribution whose variance equals twice the mean for a Gaussian or block fading channel). In other words, the existence of the error correction code at the source only helps make the source-relay channel a better channel with a higher "effective" SNR. The relay, in order to take advantage of the enhanced source-relay channel, must perform softdecoding of channel code to extract decoder-LLRs, but other than that, the relay may proceed the same way as it treats an uncoded source-relay channel. Hence, either case, the LLR available at the relay node R i follows a Gaussian distribution. Generally, we can express this LLR value as
where m i represents the mean of the LLR at the ith relay, n L i denotes a Gaussian noise with distribution N(0, σ 2
L i
). We next apply a truncating threshold θ to these Gaussiandistributed channel-LLR or decoder-LLR values according to (6) to obtain rLLR, l i ( j), the form we choose to represent our soft messages.
IV. SISO CONVOLUTIONAL CODES
A. SISO Convolutional Encoder
Having prepared the soft messages, the relay nodes will then protect them by feeding them into the SISO encoder to generate encoded soft messages. The fundamental idea of soft encoding has been illuminated in section III-A and the general expressions are provided in (5) and (8). Below we present the proposed SISO convolutional code via an illustrating example.
For simplicity, consider a relay system involving two active parallel relays, which collaborate to form a distributed (5, 7) oct convolutional code. In the conventional digital coding scheme, each relay will decode and demodulate the source-relay transmission, and, assuming the decoding is all correct, make hard binary decisions, and then feed them to the convolutional code depicted in Fig. 3(a) , with one relay handles one rate-1 branch respectively. The re-generated and re-encoded data from both relays will be forwarded to the destination (using BPSK modulation) through their respective channels to form a a rate-1/2 (5, 7) oct digital code. This hard-encoding method is very simple, and works well when source-relay decoding is near perfect (for both relays). Otherwise, there is not only danger for severe error propagation, but also the missed opportunity of weighing the different S N R S R 1 and S N R S R 2 in the source-relay hop.
The proposed soft-encoding mechanism effectively circumvents these problems by allowing the relays to preserve and 
Step 1: Soft encoding: As demonstrated in Fig. 3(B) and (C), the two relays take in their respective truncated LLRs', feed them into their respective (rate-1) soft encoder, and computes the soft codeword via multiplication:
where
Step 2: Power normalization: Power normalization is perform via eq. (3). Then after power scaling
the encoded soft messages are transmitted to destination.
protect soft rLLR values, in the case of imperfect first-hop detection/decoding. The soft-encoding process is illustrated in Fig. 3 (b)(c), where the binary input is replaced by the rLLRs, and the binary addition is replaced by real-valued multiplication. This philosophy works for both the non-recursive codes (feed-forward shift registers) and the recursive codes (feedbackward shift registers). (More discussion of the recursive case can also be found in Section V.) A quick summary of the soft-encoding steps, including power normalization, is provided in Algorithm 1. We next proceed to the decoder design.
B. SISO Viterbi Decoder Using Gaussian Approximation
ML decoding requires the knowledge of the PDF of the reception at the destination D. We propose two methods to evaluate the PDF of the rLLR at the output of the SISO convolutional code -a simple method with Gaussian approximation (this subsection) and a more sophisticated method that characterizes a more accurate PDF (next subsection) -and subsequently derive the Viterbi decoding algorithm.
Previous studies have established the Gaussian distribution as a convenient and fairly-accurate approximation for the PDF of LLR values. Although rLLR is more like truncated Gaussians, we nevertheless approximate them as some Gaussian with mean μ i and variance σ 2 l i . To ease the illustration, let us take the nonrecursive convolutional code shown in Fig. 3 as an example.
Let
) be the decoder-rLLR's at the ith relay node R i . We have where
represents the mean value of the decoder-LLRs, and n l i represents a Gaussian noise with mean zero and variance σ 2
The soft codewords can be expressed as:
2 ), assuming that the virtual noise at each time instant is uncorrelated. x c i ( j) is the digital codeword corresponding to soft codeword c i ( j).
The destination gathers the receptions from all the active relays and performs joint decoding. We take the same (5, 7) oct distributed convolutional code as an example, and explain how ML-optimal Viterbi decoding can be efficiently achieved.
As discussed previously, each of the two active relays transmits β i c i ( j). The destination receives
Substituting (16) into (17), we rewrite the signals received at the destination as
We now revisit the legacy Viterbi algorithm, and make necessary modifications to make it work properly for our SISO code. First, evaluate the PDF of the signals received at the destination:
The branch metric m( j) in the Viterbi algorithm should be adjusted to
The path metric is calculated by summing together (i.e. realvalue addition) all the brach metrics along the way. The algorithm is otherwise the same as the conventional Viterbi algorithm for digital codes. 
The proof follows directly from (16) and (21) . It is known that the PDF of the noise at the destination does not follow the exact Gaussian distribution. Fig. 4 shows the PDF of the received signal with different θ 's at the destination from the relay R i , assuming information bit +1 is transmitted. The curves are obtained by averaging over 10000 frames, each consisting of 1500 symbols. As indicated by the figure, with threshold 8 the actual distribution gets a closer resemblance to the Gaussian distribution than the others 3 . 
Algorithm 2. ML decoding algorithm I.
Input: Reception from relay-destination transmission, (17) . Output: Binary decisions of the original source data x S . Initialization: A 4-state trellis corresponding to the (5, 7) oct convolutional code is set up. Each branch is marked with a binary input bit x S ( j) = +1 or x S ( j) = −1, and two output signals x S ( j)x S ( j − 2) and x S ( j)x S ( j − 1)x S ( j − 2). All the state metrics are reset to zero.
Step 1: Trellis Decoding: The decoder proceeds through the trellis by computing each branch metric using (41), The decoder accumulate branch metric along the (survival) paths to generate the state metrics for all the states from 1 to N . The survival path leading into any state is the one that provides the smaller cumulative metric so far, and the other competing path with a larger cumulative metric is eliminated (random choice in case of a tie).
Step 2: Tracing back and sequence detection: After all the state metrics are computed, the state at time N with the smallest state metric is declared as the final survivor, The binary input bits corresponding to this survival path are declared as the decoding decision.
A short summary of the ML Viterbi decoding process using the Gaussian approximation goes in ML decoding algorithm I.
C. SISO Viterbi Decoder Using A More Accurate PDF
The previous subsection presents the Viterbi decoder with the Gaussian approximation. Here we try to avoid the Gaussian approximation by evaluating a more accurate PDF of rLLR values. To ease illustration, we take the first branch in Fig. 3 as an illustrating example. For simplicity, the relay node index i is conveniently dropped for the example illustration. To start, note that the input to the SISO decoder, channel-rLLR or decoderrLLR from the source-relay transmission, follows a truncated Gaussian distribution:
2 ) dx. We first derive the PDF of the soft codeword c( j) in R 1 , where c( j) = l( j)l( j − 2) (which corresponds to
, where x c ∈ {+1, −1} and x S ∈ {+1, −1}). The conditional PDF of c( j) can be expressed 1, 2, 3 . . . N ) are independent and identically distributed (i.i.d) with the PDF expressed as (23), we get
Since θ > 0, m > 0, and σ L is rather small when the channel SNR is large, we have
We can then simplify (23) to (i = 1, 2):
Substituting (24) into (26), we obtain
is the PDF of variable a i , which is a Gaussian distribution with mean m and variance σ 2 L . Thus we can calculate f (c|x c = 1) by (the time index j in x c ( j) is dropped for simplicity):
where ε follows the "product-normal"-like distribution [28] defined by
With an appropriate choice for the value of θ , ε becomes fairly small compared to the other terms in (28) especially when the S-R SNR is high (see Fig. 5 for a visual verification) . Hence we have safely ignored the value of in (28) .
Similarly, when x c = −1, we have
In the more general case, let us use c w to denote the product (i.e. the codeword bit) of w soft rLLR inputs with the PDF expressed in (23), i.e.
where w is the weight of the generator polynomial at a relay node, and −θ w ≤ c w ≤ θ w . We have the following result about the PDF of c w . 
Proof: (Proof by induction.) When w = 2, (28) and (30) apparently satisfy Theorem 2.
Suppose Theorem 2 holds for w = i. 
whose conditional PDF becomes:
Substituting (28) into (35), we obtain:
Theorem 3: Suppose the relay node R i employs a (rate-1) SISO nonrecursive convolutional code described in Section IV-A. Let w be the weight of the generator polynomial of this SISO convolutional code. The (conditional) PDF of the soft message y R i D it forwards to the destination can be (approximately) given by (37), shown at the bottom of the page.
Proof: The proof for this general PDF result is straightforward, which follows the same line of derivation as we did for the illustration example. It is therefore omitted.
We note that Theorem 3 does not force Gaussian assumption to the PDF of the soft messages. Nevertheless, it has dropped a couple of very small terms in the calculation of the true PDF. To see the accuracy of the derived PDF, we compare the theoretical PDF of f (y R i D |x c ) given in (37), the PDF calculated from the Gaussian approximation and the histogram of f (y R i D |x c = +1) we have collected using the Monte Carlo simulations (θ = 8 is used as the truncating threshold.) in Fig. 5 . It can be observed that the PDF calculated from the more accurate approach bridges the gap between the actual PDF (histogram of the received signals) and the Gaussian approximated PDF. Our theoretical PDF expression in (37) provides a rather precise (and simple) characterization of the true PDF. When the channel SNR increases, the theoretical PDF with the threshold 8 gets even more accurate.
Given the fairly accurate PDF of the receptions in (37), the branch metric for the Viterbi decoder, which involves M relay branches, can then be calculated by
at each stage of the trellis. Here the logarithm function is applied to provide a good numerical stability in the calculation.
The path metric at each stage is calculated by accumulating all the branch metrics along the way, i.e. by adding the new branch metric to the (survival) path metric of the previous stage. The survival path is the one with the biggest path metric. The rest of the decoding process remains the same as the usual Viterbi algorithm.
V. SISO TURBO CODES
Digital convolutional codes include both feed-forward (i.e. non-recursive) and feed-backward (i.e. recursive) forms, with the former taking the flavor of finite impulse response (FIR)
filters and the latter infinite impulse response (IIR) filters. When two digital recursive convolutional codes are used in parallel concatenation, and combined with an appropriate interleaver in-between, a powerful digital turbo code results. Turbo code is known to achieve remarkable performance close to the Shannon limit, and the gain is attributed to the fact that the two branches provide complementary support for each other, namely, when one recursive component codes produces a lowweight (i.e. weak) sub-codeword, the other will, with a high probability, produce a high-weight (i.e. strong) sub-codeword, thus strengthening the entire codeword. The clever idea of applying a distributed digital turbo code to a parallel-relay decode-forward system was proposed by Valenti and Cheng in [15] . In the context of soft information relaying, [20] was the first to construct a SISO turbo code (based on the the a posteriori probability of the information symbols, which is equivalent to the tanh representation [26] of the soft message), and to apply it to the relay system. The research in the field of SISO turbo codes has not evolved much from that. In what follows, we will extend the SISO nonrecursive convolution codes discussed previously to the recursive case, derive the corresponding BCJR decoding algorithm, and develop a new (distributed) SISO turbo code for use in parallel-relay systems.
A. Recursive SISO Convolutional Codes and Distributed SISO Turbo Codes
Again, we assume that the relays will use rLLR to represent the soft messages. As shown in Fig. 6 , a digital recursive convolutional code involves nothing more than parity check operations. Previous discussion already showed that, corresponding to the binary parity check operation in (4) , is the SISO operation in (5), which is the general form, and (8), when rLLR is used to approximate the hyperbolic tangent value.
It then follows that a distributed SISO turbo code can be constructed to assist the soft information relaying. Fig. 6 depicts a two-relay case. Each relay proceeds with the following operations: First, demodulate and (soft) decode what it receives from the source-relay transmission, to get the LLR values L x for each source bit x; Next truncate L x with the pre-determined threshold θ to get rLLR l x ; Then, interleave the sequence of l x θ 's with its distinctive interleaver, and pass the scrambled sequence to the SISO recursive convolutional encoder to get the soft coded bits; Finally, perform proper puncturing (if necessary) and power normalization, and send the data over to the destination. In general, different relays can use the same recursive code, but the interleavers they use must be different from each other. Algebraic interleaves, random interleaves and better yet, S-random interleavers, are all good choices.
B. BCJR Convolutional Decoder and Iterative Turbo Decoder
We can apply the proposed soft coding method directly to recursive convolutional codes, thus generating distributed Turbo code. From discussion in section. III-A, the soft information LLR of each binary addition of two bits can be roughly approximated by the product of their LLR's. Take recursive convolutional code (1, 1/1 + D) as example, shown in fig. 6 . Fig. 6(A) show the digital coding structure for (1, 1/1 + D) convolutional code; (B) is its corresponding soft encoder.
We use m( j − 1) denote the information stored in the register in time unit j − 1, j = 1, 1, . . . N . m(0) is initialed to be cap θ . The output codeword at time instant j is
By iterative calculation, we can further express the output codeword at time instant j as
Consider soft turbo code generated by (1, 1/1 + D). Suppose two relay nodes are involved in the system. One relay node would soft encode the range-limited LLR's from the source using coding scheme proposed above; the other would encode the interleaved version of the range-limited LLR's. At the receiver side, we use Gaussian estimation described in section. IV-B and BCJR algorithm to decode the distributed Turbo code. Since the mean and variance of c( j) is timevariant, the calculation of γ in BCJR algorithm [29] would change accordingly at each time unit, which can be expressed as
VI. ANALYSIS
A. Diversity Order Analysis
We now discuss the theoretical error probability of the proposed coding scheme. Let d free be the free distance (minimum distance) of the proposed soft-encoding convolutional code, and let B d free be its multiplicity, i.e. B d free denotes the total number of valid codewords having weight d free . At the high SNR region of the block fading channel, the (instantaneous) codeword error [27] can be approximated by
where w i is the weight of the generator polynomial (of the convolutional code) at Relay R i , and γ i denotes the equivalent SNR of the 2-hop channel S-R i -D.
From the previous discussion in Section IV-B, we see that γ i can be computed by
Define
, and
Combining (43) and (42), we can simplify the error probability:
where γ in,i is given in (45).
From both theoretical and experimental aspects (in Section VII), the overall performance is directly affected by the threshold selected at each relay node. For example, if we choose θ = 0, then the SoER is essentially a digital distributed codes. However, it is difficult to optimize this value with channel coding involved. From (45), for any given threshold θ i , γ in,i goes to infinity with the increase of γ S R i . Then (44) can be further simplified to
Without loss of generality, we assume E R i = 1, and σ 2 R i D = σ 2 , where i = 1, 2, . . . , M. The average error probability over the Rayleigh fading channel is calculated bȳ
We can then compute the diversity order of the proposed scheme, D, as
which theoretically proves that the proposed scheme can achieve the full diversity order.
B. Code Selection for Feed-Forward Soft-Encoding
Just as in the digital systems, the choice of the base convolutional codes makes a difference in the system performance. There has been extensive research, based either on free-distance analysis or union bounds or computer-assisted exhaustive search, on the best generator polynomials for digital convolutional codes. From (46), we see that the proposed soft-encoding scheme is much like an analog extension of the digital coding schemes; thus, we can leverage the results developed in the digital field to assist our code selection in the analog field. These well-established rules include: increasing the memory size of the code to enhance the performance, selecting codes that are non-catastrophic, and that the good generator polynomials in the digital domain tend to perform well in the analog domain also (These hypotheses are consistent with the simulation results shown in Section. VII). To further verify these hypotheses, we also evaluate all the rate-1/2 feed-forward (i.e. non-recursive) convolutional codes with a memory size of up to 2. . (5, 7) oct ), the best digital code, remain the best of the soft-encoding codes. They result in the choices of the constituent codes for our SISO encoder. A related issue is the judicious assignment of constituent codes to different relays to achieve a lower error rate. The overall error probability P e of the proposed system can be evalu-
. According to Lemma 2 in [27] , given the positive real numbers v 1 > v 2 > 0 and θ 1 > θ 2 > 0, we have
. It then follows that, for the two-relay case, if γ R 1 D = γ R 2 D , the constituent codes with a larger weight w i should be paired with a better source-relay channel (i.e. a higher γ in,i ). This paring rule is similar to that in [27] .
C. Threshold Selection
The threshold plays an important role in real practice and directly affects the end performance. Just like the overall error rate is a function of all the channel segments, the threshold should be optimized for different number of relays and different channel conditions. For a multi-relay uncoded system, [13] carried out a rather rigorous and extensive analysis of the threshold choice for rLLRs. By formulating the problem as one that minimizes the overall error probability, [13] showed that the optimal LLR thresholds (for uncoded systems) may be numerically computed, but the computation is very tedious involving all the channel SNRs and multiple levels of integrals. Specifically, the key results about the optimal threshold are [13] : (i) The optimal thresholds are different for different relays, and for an M-relay system, each one of the M thresholds is a function of the 2M channel SNRs and involves an M-level integral; (ii) the optimal threshold value tends to increase with the channel condition; (iii) the tanh form may be viewed as a special case of the proposed range-limited LLR with threshold 2 ln 3 or 2.197, and this value is close to optimal only when the channel conditions are fairly poor (see Table III in [13] and Fig. 7) ; (iv) For 2-relay uncoded systems, the optimal threshold tends to take a value between 2 to 19, and when the channel condition is reasonable (medium to high SNRs for all the segments), a threshold value of 8 appears to provide uniformly good performance; (v) For systems with 3 relays or more, a threshold of 8 to 10 appears to also deliver a consistently good performance, which far exceeds the performance of tanh.
In this paper, since our focus is on soft-encoding rather than pure message representation, we leveraged the previous results and used an adequate threshold value of 8, rather than going all the lengths to figure out the individual values for each different SNR. This rule-of-thumb value is obtained from numerous experiments, and it is believed that it strikes a great balance between complexity and performance. First, complexity-wise, recall that an M-parallel-relay system involves altogether 2M channel segments with 2M channel SNRs. [13] showed the that the optimal threshold value is different for each of the M relays, and they are all fairly complicated functions of the 2M SNRs (involving multiple levels of integrals). Hence it takes tremendous complexity to compute all the optimal threshold values 
even for a single channel profile, and to let the threshold values change with the channel, the computation involved would be even more daunting. Second, performance-wise, since we consider coded systems, the "effective channel quality tends to be fairly reasonable (i.e. the combination of the error correction code and the channel can together enact a "virtual channel" with a relatively decent channel quality), in which case the rule-ofthumb threshold value of 8 appears to deliver consistently good performance. From our extensive analysis and simulations, we believe that the trouble involved in finding and changing the optimal threshold with the change of the channel outweighs the gain it brings in, and that the rule-of-thumb value 8 presents a simple and decent solution for the coded systems. This choice is validated by many Monte Carlo simulation curves shown in the paper (as well as many un-shown).
VII. NUMERICAL RESULTS
To verify the efficiency of the proposed coding schemes, we now present Monte Carlo simulation results, and compare them with those of the existing distributed coding schemes. We consider BPSK at the source, and either AWGN or block fading for each communication link. The block length for the source bits is fixed to 300, and M = 2 parallel relays are considered, each generating a rate-1 convolutional codeword and transmitting it orthogonally (e.g. time orthogonality) to the receiver to collaboratively form a rate-1/2 distributed code. Four systems are evaluated and compared, all of which use the same average transmitting power per block to ensure a fair comparison. a) Digital distributed coding Reference system 1 (legend "digital"): a conventional digital distributed code, in which each relay forces a binary hard decision (+1 or −1) to the received signal and encodes them via a conventional rate-1 digital encoder, and the destination performs the conventional Viterbi decoding. b) Soft distributed coding generated by tanh Reference system 2 (legend "tanh"): a soft-encoding distributed code recently proposed in [27] and distributed Turbo codes in [20] , in which the soft-encoders (at the relays) take in the hyperbolic tangent function of the received signals, and the decoder (at the destination) performs a modified BCJR algorithm specifically designed for the individual convolutional code.
c) Soft distributed coding generated by range-limited LLR
The new system (legend "rLLR"): the SoER scheme proposed in this paper, in which the soft-encoders (at the relays) take in judiciously-truncated LLRs of the received signals, and the decoder (at the destination) performs modified ML decoding algorithm proposed in Subsections IV-B (ML1) and IV-C (ML2), matched to the individual convolutional code. For Turbo distributed code, the modified BCJR algorithm in Section V is employed. Unless otherwise stated, a threshold value θ = 8 is used, which is about the best threshold we obtained experimentally (among a wide range of thresholds we tested).
We perform a comparative evaluation of the afore-mentioned systems in a variety of scenarios.
AWGN channels and distributed feed-forward convolutional codes: We first test the the proposed rLLR-based soft-coding schemes with different threshold values θ . For comparison purpose, the digital scheme a) and the tanh scheme b) are also plotted. Fig. 7 demonstrates the bit error rate of all of these cases over homogeneous AWGN channels (where all the four channel segments have the same SNR). For simplicity, no channel code is employed in the source-relay transmission, and the relay-destination transmission uses the distributed convolutional code (5, 7) oct depicted in Fig. 3 . ML decoding algorithm I is adopted by the destination. By enabling the protected transmission of soft-reliability information and therefore effectively suppressing error propagation, the "tanh" soft-encoding scheme in [27] is able to achieve about 0.8 dB gain over the conventional digital coding scheme at an BER of 10 −3 , and the proposed new scheme with θ = 8 achieves an additional 0.7 dB. We attribute the additional gain of the new scheme over the previous scheme in [27] to the more appropriate forms of the soft message (i.e. carefully truncated LLRs). We also observe that the choice of the threshold value θ directly affects the end-to-end performance. When θ is set to a fairly small value such as 1, the system performs much like a digital coding system. When θ increases to 2, the system exhibits a performance similar to that of the "tanh" soft-encoding scheme, which shows better performance at low SNR region. As θ continues to increase, the system performance also improves (to a point), and we found θ = 8 to be about the best choice overall. This is because, as detailed in the paper [13] , the optimal threshold is actually a changing value that increases with the channel SNRs. While value 8 appears to be delivering consistently good performance in the medium to high SNR region, the optimal threshold value can be as small as 2 in the low SNR region. Since the tanh scheme can be essentially well approximated by a special case of the range-limited LLR scheme with threshold set to 2 ln 3 or 2.197 [13] , it should therefore not be surprising 
that tanh may outperform the threshold-8 range-limited LLR scheme at some point of the low SNR region. Further increasing the threshold (such as θ = 20) will degrade the performance at the low-to-medium SNR region but improve it at the very high SNR region.
A slightly different situation is evaluated in Fig. 8 with heterogeneous AWGN channels, where
. Similar observations are made here: the choice of θ makes a difference (to the proposed new schemes), the tanh scheme is only slightly advantageous in a very narrow low-SNR region that corresponds to BER of 10 −1 ∼ 10 −2 , and the case of threshold-2 appears to deliver similar performance to tanh, and with an appropriate choice such as θ = 8, the new scheme can drastically outperform the existing schemes.
Rayleigh block fading channels and distributed feed-forward convolutional codes: Fig. 9 presents the frame error rate of the new system (with either decoding scheme) and the two reference systems over block Rayleigh fading channels with
No coding is deployed in the source-relay transmission, and either the (5, 7) oct or the (15, 17) oct distributed convolutional code is employed in the relay-destination leg. A wide range of channel conditions is tested from S N R R 1 D from 15 dB to 30 dB. As expected, code (15, 17) oct promises a larger gain than code (5, 7) oct , but the gain is fairly marginal. In each case, the two soft-encoding schemes clearly exhibit far better coding gains and diversity gains over the conventional digital schemes. The reason the digital case does not (yet) exhibit as good a slope as the soft-encoding cases can be attributed to the following facts: (i) In the digital case, each relay forces a hard decision on the reception, and encodes it with a rate-1 digital code, and because the channels are relatively weak, there is severe error propagation that degrades the performance of the digital system (much more than it does to the soft-encoding cases). (ii) The diversity order, which is defined as the asymptotic slope of the error rate curve, is relevant and meaningful only in the fairly high SNR region. In the figure, the SNRs are far from being high for the digital case, as the BER of the digital case is 10 −1 ∼ 10 −3 . It also can be observed that the proposed new soft-encoding scheme with ML decoding algorithm I (legend "rLLR, ML1") leads the way by more than 1 dB gain over the previous softencoding one. The proposed new scheme with ML decoding algorithm II (legend "rLLR, ML2") performs the best.
In Fig. 10 , we test these schemes over heterogeneous block fading channels with S N R S R 1 − 5 = S N R S R 2 − 5 = S N R R 1 D = S N R R 2 D (dB). These simulation results again confirm the efficiency of the proposed new scheme. It is shown in Fig. 10 that the performance gains of our proposed schemes can be attributed to two parts: part 1 (based on range-limited LLR representation with Gaussian-approximated decoder) denotes the gain coming from the proposed message representation, and part 2 (based on the revised decoder) denotes the gain coming from the enhancement of the decoder. This is because the tanh function is nonlinear, the resulting signal at the destination becomes hard to characterize, and to assist decoding, the scheme had to resort to the popular treatment of Gaussian assumption, the PDF curves of the signals received at the destination actually deviates fairly noticeably from the true Gaussian PDF. In contrast, the piece-wise linearity of the range-limited LLRs not only makes it possible to derive a more accurate decoder, but the appropriate choice of the threshold also makes it possible for a more accurate Gaussian assumption (see Fig. 4 ) and hence a better-performing Gaussian-approximated decoder. In summary, the tanh scheme suffers from at least two disadvantages: the unavailability of an accurate decoder and the suboptimality in message representation in a multi-relay environment. In comparison, the proposed scheme with the range-limited LLRs and the revised decoder have advanced in both directions.
Rayleigh block fading channels and distributed turbo codes: As we have discussed, when the relays at both branches employ feed-backward convolutional codes (with appropriate interleaving performed before encoding) (see Fig. 6 ), a distributed turbo code can be formed, which is capable of even higher gains than distributed convolutional codes. Fig. 11 tests the concept of soft-encoding distributed turbo code. The same puncturing pattern as shown in Fig. 6 is employed, and the first relay uses an identity interleaver (π 1 ) while the send relay uses a random interleaver (π 2 ). Block Rayleigh fading channels with homogeneous channel SNRs are tested. We observe that the new soft-encoding turbo scheme significantly outperforms the conventional hard-encoded turbo scheme and the tanh-encoded (soft-estimate-encoded) scheme proposed in [20] , as well as the soft-encoding convolutional scheme. By adopting a component code (1, 1/(1 + D + D 2 )) with a larger memory than (1, 1/(1 + D) ), an additional 1 dB gain is also attainable.
VIII. CONCLUSION
In this paper, we proposed a new soft-encoding distributed coding scheme for parallel relay systems. Unlike the previous work that favors the hyperbolic tangent of one half of the LLR values (soft estimate of the received signals), here we argue that range-limited LLR serves as a better soft message representation in general, and is particularly suitable for softencoding at each relay node. Based on this, we specifically developed a simple but rather powerful framework of soft-input soft-output encoding scheme for parallel relay systems. We presented the general idea of encoding and protecting these soft messages, and discussed in detail the application of distributed convolutional codes and distributed turbo codes. For the former, two ML-Viterbi decoding algorithms were developed (one with Gaussian approximation), and for the latter, a BCJR decoding algorithm was developed. Comparison of our new codes with the existing hard-encoding digital codes and a previously proposed soft-encoding "tanh" code reveals an encouraging performance gain on both AWGN and fading channels.
It would be nice to be able to find the exact optimal thresholds for our proposed coding scheme, but at the current stage this appears impossible: First, even for uncoded systems involving multiple relays, the (numerical) computation of the optimal thresholds for each and every channel condition can be prohibitive, and the gain may well outweigh the (complexity) cost; and Second, for coded systems, given that it is unclear how much SNR enhancement a specific channel code can bring to the channel (the equivalent channel SNR gain enabled by a specific digital code can not be precisely quantified, let alone a soft-encoding code), the effective condition for each coded channel segment is therefore not attainable, making it impossible to accurately formulate (let alone to solve) the optimization problem.
