Abstract -This paper is concerned with a dual mixed formulation of the NavierStokes system in a polygonal domain of the plane with mixed boundary conditions and its numerical approximation. The Neumann boundary condition is imposed using a Lagrange multiplier corresponding to the velocity field. Moreover, the strain tensor and the antisymmetric gradient tensor (vorticity), quantities of practical interest, are introduced as new unknowns. The problem is then approximated by a mixed finite element method. Quasi-optimal error estimates are finally obtained using refined meshes near singular corners.
Introduction
Any solution of the Navier -Stokes equations in polygonal domains has in general corner singularities [16, 24, 36] . Hence standard numerical methods lose accuracy on quasi-uniform meshes, and locally refined meshes are necessary to restore the optimal order of convergence. Standard finite element methods for second order elliptic operators, the Stokes or the Navier -Stokes system with corner singularities (and mixed boundary conditions) have been analyzed in [2, 3, 5, 6, 8, 9, 18, 36, 37] , where it has been shown that the use of appropriate refined meshes near the singular points allows to restore the optimal order of convergence. Mixed methods for the Stokes and Navier -Stokes with Dirichlet boundary conditions were initiated in [20, 22] . Similarly, a mixed method for the Boussinesq equations (coupling between the Navier -Stokes equations and the heat equation) with Dirichlet boundary conditions on the velocity field and corner singularities was analyzed in [24] (some geometrical restrictions were imposed due to the mixed boundary conditions on temperature). In these papers, only ∇u was introduced as a new unknown and, therefore, the natural Neumann boundary conditions cannot be treated. Mixed methods for the linear elasticity with mixed boundary conditions (with or without singularities) were considered in [20, 22, 25] , where the authors introduced the strain tensor and the vorticity as new unknowns. Finally, let us recall that the interests of mixed methods are twofold. First, the Neumann boundary condition becomes an essential boundary condition and, second, its discretization gives directly approximated strain tensor and vorticity without any postprocessing. Nevertheless in standard dual mixed finite element methods, only homogeneous Neumann boundary conditions can be treated. Nonhomogeneous boundary conditions can be managed if we introduce, as a new unknown, a Lagrange multiplier on the part of the boundary where Neumann boundary conditions are imposed. This was done successfully by Babuska and Gatica for the Laplace equation in [7] and by the authors for the Lamé system in [35] .
Our goal here is to consider the stationary Navier -Stokes equations with mixed boundary conditions (the Dirichlet boundary condition on a part of the boundary Γ D and the Neumann one on the remaining part Γ N ) in a two-dimensional polygonal domain and to approximate them by a mixed finite element method. Since the Neumann boundary condition is imposed on a part of the boundary, our method uses the new unknowns of physical meaning, which are the rate of the strain tensor ε(u) = (∇u + (∇u) )/2 and the vorticity ω(u) = (∇u − (∇u) )/2, u being the velocity field. As said before, we further introduce the Lagrange multiplier ξ = u |Γ N . The poor regularity of any solution forces us to use appropriate Banach spaces and then introduce an appropriate mixed formulation of the problem. We further establish equivalence between the classical variational formulation of the problem and this new mixed formulation. We next consider some discretization of our mixed formulation by using some mixed finite elements developed by Farhloul and Fortin [22] . Namely the approximation spaces are piecewise constant for the velocity, piecewise P 1 for the pressure, piecewise [P 1 ] 2 + curl of element bubbles for each line of the strain tensor, piecewise
2×2 for the vorticity, and piecewise P 1 for the Lagrange multiplier. We then prove that the discrete mixed formulation has at least one solution near any nonsingular solution of the Navier -Stokes equations. Furthermore, using appropriate refined meshes near the singular points we show a quasi-optimal error estimate.
Our approach then combines some ideas from [20, 22, 25] developed for the linear elasticity with the techniques from [20, 22, 24] used for the Navier -Stokes equations and with the one from [7, 35] .
Let us mention that in [11] numerical experiments were performed for the hybrid formulation of the same mixed method as here but concerning the Lamé system in an L-shaped domain for large Lamé coefficients λ. The convergence rates of errors on uniform meshes and on refined meshes constructed using Raugel's procedure (see below) were compared. These experiments suggest that the convergence rates of errors should have the same behavior for the Stokes equations (because as the Lamé coefficient λ becomes large, the Lamé system tends to the Stokes one). Of course, for the Navier -Stokes equations, we have an additional difficulty due to the nonlinear convection term, but we think that we could resolve it by using a Newton -Galerkin scheme as in [21] although in that paper the mixed method therein considers rather the pressure, the velocity and its gradient as relevant unknowns. We plan to perform such numerical experiments in the future. This paper is organized as follows. In Section 2, we derive incompressible Navier -Stokes equations with mixed boundary conditions, introduce their classical variational formulation, and recall some regularity results in weighted Sobolev spaces that will be useful for our further analysis. We further give our new mixed formulation and show its equivalence to the variational formulation. In Section 3, we give some useful properties of linear operators in some functional spaces related to nonsingular solutions. In Section 4, we describe and analyze the discretization of the problem. Finally, Section 5 is devoted to the proof of the quasi-optimal error estimate.
Mixed formulation of the Navier -Stokes equations with Dirichlet -Neumann boundary conditions
Let Ω be a plane domain with a polygonal boundary. More precisely, we assume that Ω is a simply connected domain and that its boundary Γ is the union of a finite number of linear segments Γ j , 1 j n e (Γ j is assumed to be an open segment). Let us further fix a partition {D, N} of the set {j ∈ N; 1 j n e }. In Ω, we consider the following NavierStokes equations:
where μ is the viscosity parameter, u = (u 1 , u 2 ) is the velocity field (throughout the paper, vector fields are written in line), p is the pressure, f is the density force supposed to be in (L 2 (Ω)) 2 , g is the surface force supposed to be in (H 1/2 (Γ N )) 2 , δ is the identity matrix, ε(u) = (∇u + (∇u) )/2 is the strain tensor field, and n is the unit outward normal vector field along the boundary of Ω. For the tensor τ = (τ ij ) 1 i,j 2 , the normal trace τ · n is defined by τ · n = (
In the sequel, we make the natural assumption that
Throughout the paper, we will use the following notations. 
2×2 , then we denote by
For any q > 1, we recall that
Moreover, (W q (div; Ω)) 2 means the set of matrix valued functions such that each line is in 
The variational formulation of problem (2.1) is quite standard [36] : introduce the space
This problem has at least one solution (u, p) (not necessarily unique). Orlt and Sändig in [36] have proved that if f and g are sufficiently small, namely 
and γ is the norm of the trilinear form
Here we shall not necessarily suppose that (2.5) holds. Before going on let us present some results on regularity for a solution of problem (2.3), (2.4). By a quite standard bootstrap argument, this regularity is related to the singularities of the solution of the Stokes problem with mixed boundary conditions in Ω. Here we give results on regularity for weighted Sobolev spaces which we need for the use of refined finite element methods. We first recall some notations of the results on regularity for this problem obtained in [14, 16, 36] . Let {S j } = Γ j ∩ Γ j+1 , j = 1, . . . , n e , be the vertices of Ω and let ω j denote the interior angle of Ω at S j . Then the singular exponents of the Stokes problem near S j are the roots λ ∈ C \ {0} of (see [14, 16, 36] for more details):
Let us set Λ S,j = {λ; λ is a solution of (2.6) or (2.7) and Re
We further introduce the following weighted Sobolev spaces (see, e.g., [28] ): for any positive integer k and any nonnegative real number α, we define
which is a Hilbert space for the norm
being the distance from x to the vertices of Ω. Now we are able to present the following result on regularity which is a particular case of [24, Theorem 2.1].
Let us now recall the Green formulas which we will need subsequently (for the second formula, see Lemma 2.2 of [26] ).
where ·, · Γ means the duality pair between
Let us suppose that s > 1 and The dual mixed variational formulation requires the introduction of the following new unknowns: the strain tensor σ = 2με(u), (2.12)
where χ = 0 −1 1 0 , and finally the Lagrange multiplier
Let us further introduce the spaces
where we recall that
00 (Γ N ). In (2.15) and (2.16), the parameters r 1 , r 2 , t are such that
With these new unknowns, we get
18)
with relations (2.12) -(2.14).
Proof. Let us first check that the terms in (2.17) and (2.18) are well defined. First
On the other hand, the condition r 1 < 2/α implies that 1/t = (2 + α)/4 < 1/2 + 1/(2r 1 ) = 1 − 1/r 2 and then 1/t + 1/r 2 < 1. This last property implies that the two terms (div (τ − qδ), u) and (div (σ − pδ), v) are well defined. The two nonlinear terms (σ · u, v) and (ω · u, v) are also well defined because 1/r 1 + 2/r 2 = 1.
2 with 1/t < 1/r 1 + 1/2 and s > 2. But the Sobolev embedding theorem yields 
be a solution of (2.3), (2.4). Then we respectively define σ, ω, and ξ by (2.12), (2.13) and (2.14). The requested regularities for σ, p, div (σ − pδ) and ω follow from Theorem 2.1 (see [26] ). On the other hand, since u ∈ (
Using the Green formula (2.11), this identity can be written as
2 . Owing to (2.10), this last identity leads to div (
In view the Green formula (2.11), we obtain
By (2.3), the right-hand side of this identity is equal to g, v Γ N and consequently
By the definition of H 1/2 00 (Γ N ), we deduce that
Summing this identity with (2.19), we get
or equivalently
But we readily check that (σ,
. This identity and (2.20) lead to (2.18) . Now let us fix τ = (τ, q) ∈ Σ. Then we clearly have
(2.21) On the other hand, identity (2.4) is equivalent to (∇u, qδ) = 0. Combining with (2.21), we get (2μ)
. Using Lemma 2.2, this last identity yields
Recalling that u |Γ N = −ξ, we have obtained (2.17).
Reciprocally, let us show that (2.17), (2.18) imply (2.3), (2.4). Let
be a solution of (2.17), (2.18). Let us first take τ = (τ, 0) with τ ∈ (D(Ω)) 2×2 , then (2.17) leads to
Restricting ourselves to symmetric τ and using the Green formula, we get
By (2.18) with v = 0, ϕ = 0 and η ∈ (L r 1 (Ω)) 2×2 such that η + η = 0, we deduce that (σ, η) = 0. Hence σ must be symmetric. We therefore deduce from (2.23) that σ = 2με(u).
Similarly, taking the antisymmetric tensor τ in (2.22), we deduce that ω = (∇u − (∇u) )/2.
Since
, we see that ∇u ∈ (L r 1 (Ω)) 2×2 . As r 1 > 2 and r 2 > 2, we deduce that u ∈ (H 1 (Ω)) 2 . In (2.17) we now take τ = (τ, 0) with τ ∈ (C ∞ (Ω)) 2×2 . This yields
Applying the Green formula (2.11), this identity is equivalent to
the above identity can be written as
As ω = [∇u − (∇u) ]/2, we readily see that (τ, ω) = ( as (τ ), curl u)/2 and therefore τ · n, β Γ = 0. Using a similar procedure as in [25, p . 329], we deduce that β = 0 on Γ, i.e.,
This shows that ξ = −u |Γ N and that u ∈ (
Finally, in (2.18) taking v = 0 and recalling that (σ, η) = 0, we get
which means that
Now let us show that (2.3) holds. In (2.18), we take v ∈ (D(Ω)) 2 and let η = 0, ϕ = 0. We have
Using (2.12) and (2.13), this yields
This means that
2 with 1/t + 1/t = 1. In view of (2.25), we have
Applying the Green formula (2.11), this identity becomes
Using (2.24), this identity leads to
2 . This proves (2.3). It remains to prove (2.4). To this end, we take τ = (0, q) in (2.17) with q ∈ D(Ω) to get −(div(qδ), u) = 0, ∀q ∈ D(Ω). This is equivalent to
which implies (2.4).
The Stokes and Navier -Stokes problems

The Stokes problem. For t = 2/(1 + α) < 2, let the operator S be defined by
System (3.1), (3.2) is nothing but the mixed variational formulation of the Stokes problem
0,t ,Ω , which can be expressed in terms of the operator S
S(f
* , 0) Σ×M C f * 0,t ,Ω ,(3.
4)
i.e., the operator S is a continuous operator from (L
Proof. Since (3.1), (3.2) is nothing but (2.17), (2.18) without the nonlinear term, the above theorem shows that (3.1), (3.2) is equivalent to the mixed formulation of the Stokes system, i.e., (2.3), (2.4) without the nonlinear term. Since t < 2/(1 + α) Corollary 4.2 of [36] guarantees the existence of a unique solution (u * , p * ) of the Stokes system. By the Sobolev embedding theorem we deduce the requested regularity for (σ * , u * ) (see [26] ). Estimate (3.4) with g * = 0 was proved in [26] . Note that (3.4) implies that 6) which means that S is a continuous operator from (L t (Ω)) 2 × {0} intoΣ ×M . In the sequel, we are interested in a non-singular solution of (3.7) in the following sense:
The Navier -Stokes equations. Let us set
Definition 3.1. (σ, u) ∈ Σ×M is a nonsingular solution of (3.7) if the Fréchet derivative of H at the point (σ, u)
is an isomorphism.
Accordingly, (σ, u) is a nonsingular solution of (3 .7) if and only if the linearized mixed formulation of the Navier -Stokes equations at the point (σ, u) = ((σ, p), (u, ω, ξ)) 
with its natural norm. Then the operator
K(σ, u) : Σ * ×M → Σ * ×M, (τ = (τ, q), v = (v, η, ϕ)) → S 1 2μ (σ ·v +τ ·u)+ω ·v +η ·u, 0 is a linear compact operator. Consequently, H (σ, u) = I + K(σ, u) is a
The discrete problem
Since the singularities of our problem have a local character, the meshes have to be refined in the neighbourhood of each singular corner. So without loss of generality, we may suppose that only one corner is singular. Morever, by an eventual translation, we may suppose that it is situated at the origin 0.
Let (T h ) h>0 be a family of triangulations of Ω satisfying the following conditions: there exist two positive constants γ,γ such that
)h for every K ∈ T h with no corner at 0;
where h K denotes the diameter of K, ρ K denotes the supremum of the diameters of the inscribed circles in K, and β 1/ (1 − α) . Remark 4.1. Condition 1) means that the family of triangulations (T h ) h>0 is regular (see [13] ). The other conditions hold, in particular, for Raugel's families of triangulations (see [37] ).
For a triangle K ⊂ R 2 , let P k , k 0 denote the restrictions of poynomials of total degree k to K. We set
, with λ 1 , λ 2 , λ 3 being the barycentric coordinates on K, and curl Due to our construction, each I j is contained on one side of the polygonal line Γ.
We are now ready to introduce our finite dimensional approximation spaces:
where
where we recall that χ = 0 −1 1 0 .
Let us first consider the discrete formulation of the Stokes equations (3.1), (3.2). Namely let S h be the discrete version of S, i.e., for
The existence of a unique solution to this saddle point problem requires the so-called inf-sup condition for the form
Lemma 4.1. There exists a constant C > 0 independent of h such that
Proof. We can remark that η h can be written as η h = θ h χ, with θ h ∈ L r 1 (Ω) and θ h|K ∈ P 1 (K), for all K ∈ T h and that
Consequently, the inf-sup condition follows from [35, 
These two lemmas allow to confirm the well-posedness of problem (4. 
Then for all s ∈ [2, 2/α[, there exists c > 0 independent of h such that 6) where |τ | 1,α,Ω = |τ | 1,α,Ω + |q| 1,α,Ω and C is a positive constant independent of h.
Proposition 4.2. There exists an operator
We can now turn to the discretization of the Navier -Stokes system. The discrete version of (2.17), (2.18) can be written as follows:
We then see that the discrete problem (4.7), (4.8) can be written as:
We finally introduce the discrete version of the operator K(σ, u).
h be the Lagrange interpolation operator relative to the partition
where the node v i is equal toĪ i ∩Ī i+1 and λ v is the standard hat function.
Remark 4.2. Similarly to (4.4), (4.5), we have for all s ∈ [2, 2/α[
Furthermore we have (see, for instance, [28, Theorem 8.
Note further that h Ch 1+β(−1+2/s) , since s 2.
Error estimates
2 , then the following estimate holds:
where we set , p), (u, ω, ξ) ) is a solution of the Stokes problem (3.1), (3.2) and S h (f, g) = (σ h , u h ) = ((σ h , p h ), (u h , ω h , ξ h ) ) is a solution of the discrete Stokes problem (4.1), (4 
.2). Let us set (σ
h ξ) with ω = θχ. Then using the theory of mixed finite element methods, we have
This last inequality with (4.5) and (4.6) yields
Now, using the inverse inequality (owing to 4) for (T h )) ψ h 0,r,Ω Ch β(−1+2/r) ψ h 0,Ω , this estimate leads to
Therefore, using (4.5), (4.6), (4.10), (4.11), (5.2) and the triangle inequality, we obtain estimate (5.1). Next, we also need the following lemma proved as in [26, Corollary 4.3] .
2 , where we recall that t = 2/(1 + α). Then for all r such that
, . Then, for all r such that
, 
Note that K − K h does not depend on the variable ϕ (corresponding to the Lagrange multiplier) and is therefore almost identical to the one from [26] , with the exception of the component corresponding to the Lagrange multiplier. The conclusion then follows from Lemma 5.2, property (3.6) and estimates (4.5), (4.6), and (4.10) (compare to [26, Lemma 4.4] ). If (σ, u) is a nonsingular solution of (3.7), then I +K is an isomorphism, and by a classical perturbation argument, the above result yields Lemma 5.4. Assume that (σ, u) is a nonsingular solution of (3.7) . Then for a sufficiently small h, the operator I +K h is an isomorphism from Σ× M into itself. Moreover, the operator (I + K h ) −1 maps Σ h × M h into itself, and its norm is bounded independently of h.
Lemma 5.5. Assume that (σ, u) is a nonsingular solution of (3.7) and 2 < r < min r 1 , r 2 , 2(2 − α) 1 + α (1 − α) . If (σ, u) is a nonsingular solution of (3.7) , then for h small enough, problem (4.9) has at least one solution (σ h , u h ) such that (1 − α) .
Then there exists C > 0 such that
Proof. We define the mapping R from Σ h × M h into itself by
and prove that it has a fixed point in the neighborhood of (σ * h , u * h ) where we recall that As β = 2/(2 − αr), this last estimate leads to the desired result. Note that estimate (5.9) is quasi-optimal since (8 − 2r − 2αr)/(2r − αr 2 ) tends to 1 as r goes to 2.
