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PROPERTIES AND CONSEQUENCES OF
THORN-INDEPENDENCE
ALF ANGEL ONSHUUS
Abstrat. In the last ouple of deades, independene relations have
beome one of the entral parts of model theory. Areas suh as las-
siation theory, stability theory and simpliity theory use the notion
of forking independene dened by Shelah as a main tool for their
development. However, as powerful and useful as forking-independene
is, it laks generality. O-minimal strutures give an example of a whole
lass of strutures for whih forking independene does not work. This,
we believe, is the main ause why even though the results in o-minimal
theory seem very similar to those in the theory of strongly minimal sets
(strongly minimal sets are in some ways the smallest strutures for whih
forking denes an independene relation) the proofs of analogous results
have been very dierent in both areas.
We begin by developing a new notion of independene (þ-independene,
read thorn-independene) that arises from a family of ranks suggested
by Sanlon (þ-ranks). We prove that in a large lass of theories (it in-
ludes simple theories and o-minimal theories) this notion has many of
the properties needed for an adequate geometri struture.
Finally, we analyze the behavior of þ-forking in some theories where
an independene relation had already been studied by other authors. We
prove that þ-independene agrees with the usual independene notions in
stable, supersimple and o-minimal theories. Furthermore, we give some
evidene that the equivalene between forking and þ-forking in simple
theories might be losely related to one of the main open onjetures in
simpliity theory, the stable forking onjeture. In partiular, we prove
that in any simple theory where the stable forking onjeture holds,
þ-independene and forking independene agree.
1. Introdution
1.1. Overview. In the last deades independene notions have beome one
of the entral ideas in model theory. Espeially in the last three deades
independene notions and ranks have been the key fator rst in Shelah's
lassiation theory and later in understanding the geometry in the models
of theories suh as stable, o-minimal and in the last deade simple theo-
ries. However, even when many of the results on the topology of o-minimal
theories were similar to some of those in geometri stability theory, they
were developed almost independently from eah other mainly beause of the
dierene between the denitions of the respetive independene notions.
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In setions 2 through 4 we develop a new notion of independene (þ-
independene read thorn independene) and a rank that is assoiated to
this independene notion (þ-rank). We prove that in a large lass of theo-
ries whih we shall all rosy this notion denes a geometri independene
relation. This lass of theories inludes simple and o-minimal theories. It
also inludes theories for whih there was no previously known independene
relation; for example models of the theory dened by Casanovas and Wagner
in [CW02℄
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are rosy.
In setion 5 we study the relation between the lassial independene
notions whih we had in simple and o-minimal theories and þ-independene.
We prove that þ-independene agrees with the lassial independene notion
in o-minimal, stable and all known ases of simple theories. This provides
a unied approah in two areas where, until now, the methods and proofs
have been dierent (even though, as mentioned above, they did go in the
same general diretion and similar results were obtained). It also gives an
alternative (and, in our point of view simplied) denition of forking in stable
theories whih might give further insight in stability theory.
1.2. Notation and Conventions. We assume the reader is familiar with
the terminology and the basi results of model theory and, more speially,
stability and simpliity theory.
As it is ommon in stability theory, given a omplete theory T we will x
a universe C alled a monster model of T : we hoose some saturated model
C of ardinality κ and assume all sets, types and models we talk about have
ardinality less than κ and live inside C. In partiular, by models of T we
mean an elementary submodel of C. Any automorphism will be understood
to be a C-automorphism. Following [Hod93℄, an equivalene formula of C is
a formula φ(x, y) in the language of T that denes an equivalene relation in
C. Unless otherwise speied, we will work inside Ceq in the sense of [She90℄.
By onvention lower ase letters a, b, c, d will in general represent tuples (of
imaginaries) and upper ase letters will represent sets. Greek letters suh as
δ, σ, ψ, φ will be used for formulas.
2. þ-Forking
2.1. Denitions. We will start by dening the notions that we will work
with throughout this paper.
Denition 2.1. A formula δ(x, a) strongly divides over A if tp(a/A) is
non-algebrai and {δ(x, a′)}a′|=tp(a/A) is k-inonsistent for some k ∈ N.
We will say that δ(x, a) þ-divides over A if we an nd some tuple c suh
that δ(x, a) strongly divides over Ac.
Finally, a formula þ-forks over A if it implies a (nite) disjuntion of
formulae whih þ-divide over A.
1
In this paper, Casanovas and Wagner onstrut a theory whih is not simple and
provides the rst example of a theory without the strit order property whih does not
eliminate hyperimaginaries
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Remark 2.1.1. Suppose a formula δ(x, a) strongly divides over some set C;
let p(x,C) := tp(a/C). By denition there is some k ∈ N suh that
{δ(x, a′)}a′|=tp(a/C) is k-inonsistent.
Another way of saying this is that for all x1, x2, . . . , xk
p(x1, C) ∪ p(x2, C) ∪ · · · ∪ p(xk, C) |= ¬
(
n∧
i=1
φ(x, ai)
)
.
By ompatness, there is some formula θ(y, c) ∈ tp(a/C) suh that
{δ(x, a′)}a′|=θ(y,c) is k-inonsistent.
We will say the type p(x) þ-divides over A if there is a formula in p(x)
whih þ-divides over A; similarly for þ-forking. We say that a is þ-independent
of b over A, denoted a |⌣
þ
A
b, if tp (a/Ab) does not þ-fork over A.
Note that even though þ-dividing and dividing have similar denitions,
the fat that we ask for k-inosnsiteny for a set of formulas for whih the
parameters vary in a denable lass as opposed to an indisernible sequene
is a signiant modiation. In partiular, as we will prove later, many
theories with the strit order property will behave niely under this new
denition.
2.1.1. First Results.
Lemma 2.1.2. Let A,B,C be subsets (of C) suh that A ⊆ B ⊆ C and let
a, b be tuples. Then
(1) Extension: Given a type p over B whih does not þ-fork over A, we
an extend p to a type q over C whih does not þ-fork over A.
(2) Monotoniity: If a formula δ(x, b) þ-forks over B, then it þ-forks
over A.
(3) Partial right transitivity: If tp (a/C) does not þ-fork (divide) over A
then tp (a/C) does not þ-fork (divide) over B and tp (a/B) does not
þ-fork (divide) over A.
(4) If b |⌣
þ
A
a and tp (a/A) is non-algebrai, then tp (a/Ab) is not alge-
brai.
(5) If b |⌣
þ
A
a and tp (b/A) is non-algebrai, then tp (b/Aa) is not alge-
brai.
(6) If p(x, b) is a type over Ab whih does not þ-fork over A and θ(x, y)
is a formula suh that p(x, b) |= ∃yθ(x, y). Then p(x, b) ∪ {θ(x, y)}
does not strongly divide over A.
(7) Base Extension: If a |⌣
þ
A
c, then for any tuple d there is some d′ |=
tp(d/Ac) suh that a |⌣
þ
Ad′
c.
Proof. .
1) Let Γ(x) := {ψ(x)|ψ(x) ∈ L(x) and ¬ψ(x) þ-divides over A}. As in the
proof of extension for forking, we rst need to prove that the type p(x)∪Γ(x)
is onsistent. Suppose this was not the ase. By ompatness there would
be a nite subset ψ1(x), . . . ψn(x) in Γ(x) suh that p(x) |= ∨
n
i=1¬ψi(x).
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By denition p(x) would þ-fork over A. Let q′ be a omplete extension of
p(x)∪Γ(x) to some set ontaining C, and let q be the restrition of q′ to C.
By denition q does not þ-fork over A.
2) In the denition of þ-dividing we are allowed to add parameters to get
strong division, so if any formula þ-divides over an extension of A then it
þ-divides over A. The result for þ-forking follows.
3) The rst impliation follows from monotoniity and the other follows from
the fat that we are onsidering fewer formulas.
4) Let p(x, b) = tp(a/Ab). Assuming p(x, b) does not strongly divide and us-
ing non-algebraiity of tp(b/A), we an nd distint realizations b1, b2, . . . , bn, . . .
of tp(b/A) suh that
⋃
i p(x, bi) is onsistent, realized by some a
′
. However, as
tp(b1/A) = tp(b/A) we an assume a
′b1 = ab. However, p(x, b) is a omplete
type, so bi |= tp(b/Aa) showing that tp(b/Aa) is non algebrai.
5) We will prove the ontrapositive of the statement. Let tp(b/Aa) be al-
gebrai and let b = b1, b2, . . . bn be all the elements that satisfy tp(b/Aa).
Then
tp(b/Aa) |= (x = b1) ∨ (x = b2) ∨ · · · ∨ (x = bn).
If tp(b/A) is non-algebrai, then x = bi strongly divides (and therefore þ-
divides) over A for all i ≤ n; by denition tp(b/Aa) þ-forks over A and
b 6 |⌣
þ
A
a.
6) Let us suppose there is some δ(x, b) ∈ p(x, b) suh that δ(x, b) ∧ θ(x, y)
strongly divides over A and suppose δ(x, b) ∧ ∃yθ(x, y) does not strongly
divide over A. By denition (and ompatness) there are some distint
b1, . . . , bn, . . . suh that bi |= tp(b/A) and
∧
i∈N δ(x, bi) ∧ ∃yθ(x, y) is on-
sistent, satised by some element a. Let c |= θ(a, y). Then (a, c) |=
δ(x, bi) ∧ θ(x, y) for all i, ontraditing our assumptions.
7) By extension we an nd some a′ |= tp(a/Ac) suh that a′ |⌣
þ
A
cd. Let
d′ be the image of an automorphism whih sends a′ to a xing Ac, so that
a |⌣
þ
A
cd′. By partial right transitivity, a |⌣
þ
Ad′
c. 
Remark 2.1.3. Condition 5 above does not hold for þ-dividing in plae of
þ-forking, even in the theory in the language of equality that states that there
are innitely many elements. In fat, if A is the unordered pair {a, b} where
a ≤ b, then tp(a/A) is algebrai, but x ∈ A does not þ-divide over the empty
set.
Proof. We will prove the remark by ontradition. Let B be any set suh that
tp(A/B) is non-algebrai and x ∈ A strongly divides over B. If tp(a/Bb) was
non-algebrai, then {x ∈ A′}A′|=tp(A/B),b∈A′ would be an innite onsistent
set of formulas whih would ontradit strong division. This means that
b ∈ acl(Ba); by symmetry, a ∈ acl(Bb). In this partiular theory we may
assume that B is a subset of M (as opposed to M eq)2. But tp(A/B) is
non-algebrai, so tp(b/B) and tp(a/B) must be both be non-algebrai. By
2
This is beause the theory of equality has elimination of imaginaries, a property we
will talk about further on
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Steinitz exhange priniple (see for example [Pil96℄, denition 2.1.1), there
must be some element in B algebrai over a. However, acl(a) = {a}, so
a ∈ B whih ontradits a being non-algebrai over B. 
This shows that, unlike the ase of simple theories, even when we are only
onsidering the language of equality there is a dierene between þ-dividing
and þ-forking.
The following results go in the same diretion as the ones above (showing
properties that þ-forking has in a general theory), but the proofs are a little
more elaborated.
Theorem 2.1.4. Given a tuple a and sets A ⊂ B, then tp(a/B) þ-forks
over A if and only if tp(a/acl(B)) þ-forks over A. In other words, a |⌣
þ
A
B
if and only if a |⌣
þ
A
acl(B).
Proof. Monotoniity implies that whenever tp(a/B) þ-forks over A, tp(a/acl(B))
þ-forks over A. For the other diretion, suppose ψ(x, c) ∈ tp(a/acl(B)) is
suh that ψ(x, c) þ-forks over A. Let φi(x, di) be suh that
ψ(x, c) ⇒ φi(x, d1) ∨ φ(x, d2) ∨ · · · ∨ φ(x, dm)
and for any i, φi(x, di) þ-divides over A. Let c1, . . . , cn be the onjugates
of c over B and for 0 ≤ j ≤ n let σj be some B-automorphism suh that
σj(c) = cj . This means that tp(a/B) |= ∨
n
j=1ψ(x, cj) and for any suh j
ψj(x, cj)⇒ ∨
m
i=1φi(x, σj(di)). Combining this two, we get
tp(a/B) |=
n∨
j=1
m∨
i=1
φi(x, σj(di))
and by denition tp(a/B) þ-forks over A. 
We an also prove without any assumptions on the theory a version of
partial left transitivity:
Lemma 2.1.5. Partial Left Transitivity: If a |⌣
þ
A
c and b |⌣
þ
Aa
c then ab |⌣
þ
A
c.
Proof. We begin with a laim.
Claim 2.1.6. It is enough to show that tp(ab/Ac) does not þ-divide over A.
Proof. Suppose a |⌣
þ
A
c, b |⌣
þ
Aa
c and ab 6 |⌣
þ
A
c. Choose φ(x, y, c) ∈ tp(ab/Ac)
whih implies
∨
i<n ψi(x, y, ci), where eah ψi þ-divides over A. Put c¯ := (c1 :
i < n). By extension we an nd some a′ |= tp(a/Ac) suh that a′ |⌣
þ
A
cc¯. Let
b2 be the image of b under an automorphism xing Ac whih sends a to a
′
,
so that tp(ab/Ac) = tp(a′b2/Ac) and b2 |⌣
þ
Aa′
c. By extension again we an
also nd some b′ |= tp(b2/Aa
′c) suh that b′ |⌣
þ
Aa′
cc¯. So we have tuple a′b′
satisfying the hypothesis of the theorem. However, φ(x, y, c) ∈ tp(a′b′/Ac)
and φ(x, y, c) ⇒
∨
ψi(x, y, ci), so ψi(x, y, ci) ∈ tp(a
′b′/Acc¯) for some i < n,
and tp(a′b′/Acc¯) þ-divides over A. 
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Let us suppose then that tp(ab/Ac) |= φ(x, y, c) whih þ-divides over
A strongly dividing, say, over Ad. By base extension, we an nd some
d′ |= tp(d/Ac) suh that a |⌣
þ
Ad′
c, so we will assume a |⌣
þ
Ad
c. By denition
of strong dividing we know that {φ(x, y, z)}z|=tp(c/Ad) is k-inonsistent and
tp(c/Ad) is non algebrai; by 2.1.2(4) so is tp(c/Ada). This means that
{φ(a, y, z)}z|=tp(c/Ada)
is still k-inonsistent and tp(c/Ada) is non-algebrai. By denition tp(b/Aac)
strongly divides over Aad whih means it þ-divides over Aa, a ontradition.

As in simple theories, this new notion of bifuration does have some rela-
tion with independent sequenes whih will be stated in the following lemma.
However, unlike in simple theories this relation does not seem to be funda-
mental for the development of the theory, perhaps beause the main funtion
of indisernible sequenes in simple theories is to provide some uniformity
when witnessing division; suh uniformity is provided by the denability of
the parameters in the the denition of þ-dividing.
Lemma 2.1.7. Let a,b be elements and A a set. Let p (x, b) = tp (a/Ab) .
Then the following onditions are equivalent:
(1) tp(a/Ab) does not þ-divide over A
(2) For any B ⊇ A suh that b is not algebrai over B, there is some
tuple a′ |= tp (a/Ab) and some innite Ba′-indisernible sequene I
ontaining b.
Proof. (⇐) We will proeed by ontradition. Assume tp(a/Ab) þ-divides
over A. By denition we have a B with b /∈ acl(B) and a δ, suh that |=
δ (a, b) and {δ (x, b′)}b′|=tp(b/B) is k-inonsistent. Let I be any B-indisernible
sequene. Sine the underlying set of I is a subset of {b′ | b′ |= tp (b/B)}, we
have that {δ (x, b′)}b′∈I is k-inonsistent. Let a
′ |= tp (a/Ab), a′ |= δ(x, b).
By k-inonsisteny we have 2 δ (a′, b′) for all but nite b′ ∈ I whih implies
that I is not Ba′ indisernible.
(⇒) Let A, b, a be suh that tp(a/Ab) does not þ-divide over A. If b is
algebrai over A, ondition 2 in the lemma holds immediately so there is
nothing to prove. We will assume then that b is not algebrai over A.
Let B be any set ontaining A with b /∈ acl(B) and let q (y) = tp (b/B) .
We know that for any δ (x, b) ∈ tp (a/Ab) the set {δ (x, b′)}b′|=tp(b/B) is not
k-inonsistent for any k. By ompatness⋃
i∈ω
q(yi) ∪ {p(x, yi) : i ∈ ω}
is onsistent, and realized by a′, I, say. For any nite set ∆ of formulas
we an nd by Ramsey's theorem some innite I∆ ⊆ I suh that I∆ is
∆-indisernible over Ba′. By ompatness we an nd a Ba′-indisernible
sequene J suh that a′b′ |= p(x, y) ∪ q(y) for any b′ ∈ J . If σ is a B-
automorphism with σ(b′) = b then σ(a′), σ(J) will do. 
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2.2. Existene. Given some independene relation, we say that suh a re-
lation satises existene if for any tuple a and any set A, a is independent
with A over A. This is a very useful property for simple theories. Until this
point we have studied the behavior of þ-forking in the most general ontext.
In this setion we will only onsider theories for whih þ-forking satises
existene: given a tuple a and a set A, tp(a/A) does not þ-fork over A.
As we mentioned before, unlike in simple theories there is a dierene
between þ-forking and þ-dividing. As we shall see in most of the proofs,
we an usually work around this problem sine extension provides a way to
redue most of the proofs down to þ-dividing. It would be nie however to
have some idea of the relation between the parameters that we need for þ-
forking and those that are used in the orresponding þ-dividing formulas, so
we an tell how muh do we have to extend a þ-forking type before ahieving
þ-division. The next lemma gives a partial answer to this question.
Lemma 2.2.1. If δ(x, a) is onsistent and þ-forks over A, as witnessed by
a disjuntion
∨n
i=1 ψ(x, ai) implied by δ(x, a), suh that ψi(x, ai) strongly
divides over Aci, then ai is algebrai over Aac¯ where c¯ = (ci : i < n).
Even more, for at least one i, ai is algebrai over Aaci. (We are assuming
that there are no extra ψi's: i.e. that δ(x, a) ;
∨
j∈I ψ(x, aij ) for any
I ( {1, 2, . . . , n}.)
Proof. Let b be any element suh that b |= δ(x, a). By existene and deni-
tion of þ-forking we an extend tp(b/Aa) to tp(b/Aaa¯ic¯) so that b |⌣
þ
Aa
a¯ic¯.
In partiular, by partial transitivity b |⌣
þ
Aaci
ai
We know that b |= ψi(x, ai) for some i; for any a
′
i |= tp(ai/Abaci) we
have C |= ψ(b, a′i) and a
′
i |= tp(ai/Aci). By the denition of strong dividing
there annot be innitely many suh a′i's (b would witness the onsisteny).
Thus tp(ai/Abci) must be algebrai and therefore so is tp(ai/Abaci). But we
know that b |⌣
þ
Aaci
ai, so by lemma 2.1.2(4) this means that tp(ai/Aaci) is
algebrai.
To nish the proof, we just have to be areful when extending tp(b/Aa) to
Aaai; let δ(x, a, ai) be δ(x, a)∧¬ψi(x, ai) so δ(x, a, ai) implies the disjuntion∨
j 6=i ψj(x, aj). Sine k-inonsisteny is preserved, either there is some aj
algebrai over Aai or δ(x, a, ai) þ-forks over Aai in whih ase we an repeat
the proess and get some aj algebrai over Aaicj . Either way we get aj
algebrai over Aaicj for some j. However, ai is algebrai over Aci so aj is
algebrai over Acicj . 
Theorem 2.2.2. Let p(x, b) be a type over Ab whih is non-þ-forking over
A and let θ(x, y) be a formula suh that p(x, b) |= ∃yθ(x, y). Then p(x, b) ∪
{θ(x, y)} does not þ-fork over A.
Proof. Suppose that it does þ-fork over A so that p(x, b) ∪ {θ(x, y)} |=∨n
i=1 ψi(x, y, ai) where ψi(x, y, ai) þ-divides over A by strongly dividing over
Aci.
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By hypothesis p(x, b) does not þ-fork over A, so using extension we an
hoose some a |= p(x, b) suh that a |⌣
þ
A
ba¯ic¯i whih implies by partial tran-
sitivity that a |⌣
þ
Aci
ai. On the other hand, using existene and extension we
an hoose some c |= θ(a, y) suh that c |⌣
þ
Aa
ba¯ic¯i. Using partial transitivity
again we get c |⌣
þ
Aaci
ai.
We know that (a, c) |= p(x, b) ∪ θ{(x, y)} so (a, c) |= ψj(x, y, aj) for some
j. By denition, aj is algebrai over Aaccj . However, using lemma 2.1.2
with c |⌣
þ
Aacj
aj we get that aj is algebrai over Aacj . Using 2.1.2 one more
time will give us aj algebrai over Acj , ontraditing the denition of strong
dividing.

Denition 2.2. A notion of independene |⌣
0
has the strong extension
property if whenever a |⌣
0
A
b then for any c there is there is c′ |= tp(c/Aa)
with ac′ |⌣
0
A
b, or equivalently, for any c there is b′ |= tp(b/Aa) with ac |⌣
0
A
b′.
Corollary 2.2.3. þ-independene has the strong extension property.
Proof. It is enough to prove that if p(x, b) is a non forking extension of p ↾ A
and q(x, y) is a onsistent type over A ontaining p ↾ A then p(x, b)∪ q(x, y)
does not þ-fork over A. This follows from theorem 2.2.2, as onsisteny of
(p ↾ A) ∪ q implies onsisteny of p ∪ q. 
Denition 2.3. A sequene of elements is a þ-Morley sequene over A if it
is indisernible and þ-independent over A.
Claim 2.2.4. Let p(x) be a omplete type over B ⊃ A whih does not þ-fork
over A. Then there is a þ-Morley sequene over A with all of its elements
realizing p(x).
The laim is true for any independent notion that has extension. The
proof is exatly the same as the one given in the simple theoreti ontext
(see [Wag00℄). We will prove later that in the theories that will atually
interest us, þ-Morley sequenes will provide an alternative denition of þ-
forking.
3. þ-Rank and Rosy Theories
3.1. Denition of þ-rank. We will now dene a notion of rank that will
ode þ-forking.
Denition 3.1. Given a formula φ, a set ∆ of formulas in the variables x; y,
a set of formulae Π in the variables y; z (with z possibly of innite length)
and a number k, we dene þ(φ,∆,Π, k) indutively as follows:
(1) þ(φ,∆,Π, k) ≥ 0 if φ is onsistent.
(2) For λ limit ordinal, þ(φ,∆,Π, k) ≥ λ if and only if þ(φ,∆,Π, k) ≥ α
for all α < λ
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(3) þ(φ,∆,Π, k) ≥ α+1 if and only if there is a δ ∈ ∆, some π(y; z) ∈ Π
and parameters c suh that
(a) þ(φ ∧ δ (x, a) ,∆,Π, k) ≥ α for innitely many a |= π(y; c)
(b) {δ (x, a)}a|=pi(y;c) is k−inonsistent
As usual, for a type p, we dene
þ (p,∆,Π, k) = min { þ (φ (x) ,∆,Π, k) | φ (x) ∈ p} .
Remark 3.1.1. We an give a denition diretly for types, hanging all
instanes of φ for some type p whih is the ase we will usually use. However,
when dealing with types, we will use an alternative version of ondition 3(a).
Let p be a omplete type over A and let us assume that we are witnessing
the rank going up as in ondition 3, with c being a tuple ontaining all the
parameters in π. We an always nd some non-algebrai omplete type q(y)
over Ac ontaining π suh that for any a′ |= q(y), þ(φ ∧ δ (x, a′) ,∆,Π, k) ≥
α. Therefore, we an hange ondition 3(a) by
3(a)'. þ(p ∪ {δ(x, a)},∆,Π, k) ≥ α where a |= π and tp(a/Ac) is non-
algebrai.
Remark 3.1.2. Given any type p(x; y) (not neessarily omplete), formulas
φ, π and integers k, n, the set
{b|þ (p(x, b), φ, π, k) ≥ n}
is type denable.
This has nie onsequenes for the struture of the þ-rank. For exam-
ple, ompatness implies that þ(p ∪ {δ(x, a)},∆,Π, k) is nite whenever it is
dened.
Proof. Notie that
þ(p(x, b), φ, π, k) ≥ n
is witnessed by a tree where eah of the nodes is a formula φ(x, a), its
height is n, for eah i ≤ n there is some ci suh that the level i ontains
all φ(x, a)a|=pi(x,ci), the union any k of suh formulas (all in the same level)
is inonsistent and the union of any branh is onsistent with p. All theses
properties an be desribed by formulas, and we get type denability. 
3.2. Properties of the þ-rank.
Theorem 3.2.1. This thorn rank has the following properties:
(1) Monotoniity: If ∆ ⊆ ∆′, p ⊇ p′, and Π ⊆ Π′ then
þ
(
p′,∆′,Π′, k
)
≥ þ (p,∆,Π, k) .
(2) Transitivity: If p ⊆ q ⊆ r, then þ(r,∆,Π, k) = þ (p,∆,Π, k) if and
only if þ (r,∆,Π, k) = þ (q,∆,Π, k) and þ (q,∆,Π, k) = þ (p,∆,Π, k).
(3) Additivity: þ((θ ∨ ψ) ,∆,Π, k) = max { þ (θ,∆,Π, k) , þ (ψ,∆,Π, k)}
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Proof. .
1)We will prove by indution on λ that if λ ≤ þ (p,∆,Π, k) then þ(p′,∆′,Π′, k) ≥
λ. For λ = 0, the proof is lear, as is the indution step for the ase
when λ is a limit ordinal. Now, suppose it is true for λ = α and let us
assume that þ(p,∆,Π, k) ≥ α + 1. Let ψ be any formula in p′; by hy-
pothesis ψ ∈ p so þ(ψ,∆,Π, k) ≥ α + 1. We an therefore nd a φ ∈ ∆
and a formula π in Π suh that þ(ψ ∧ φ (x, a) ,∆,Π, k) ≥ α for innitely
many a |= π and {φ (x, a)}a|=pi is k -inonsistent. By indution hypothesis
þ(ψ ∧ φ (x, a) ,∆′,Π′, k) ≥ α. But ψ ∈ p′, φ ∈ ∆′ and π ∈ Π′ so φ atually
witnesses þ(ψ,∆′,Π′, k) ≥ α+ 1 for all ψ ∈ p′.
2) By monotoniity, þ(r,∆,Π, k) ≤ þ(q,∆,Π, k) ≤ þ(r,∆,Π, k) ≥; transi-
tivity follows from transitivity for equality.
3) By monotoniity we have
þ ((θ ∨ ψ) ,∆,Π, k) ≥ max { þ (θ,∆,Π, k) , þ (ψ,∆,Π, k)} .
For the other diretion we will prove by indution on α that if
þ ((θ ∨ ψ) ,∆,Π, k) ≥ α
then either þ(θ,∆,Π, k) ≥ α or þ(ψ,∆,Π, k) ≥ α. One again, the only
diult step is the indution step. Let us assume it is true for α and that
þ((θ ∨ ψ),∆,Π, k) ≥ α+ 1. We an then nd a δ ∈ ∆ and a formula π ∈ Π
suh that
þ ((θ ∨ ψ) ∧ δ (x, ai) ,∆,Π, k) ≥ α
for innitely many ai |= π and {φ (x, ai)}ai|=pi is k-inonsistent. By indu-
tion, for any suh ai either þ(θ ∧ δ (x, ai) ,∆,Π, k) ≥ α or þ(ψ ∧ δ (x, ai) ,∆,Π, k) ≥
α; but then for one of ψ or θ (let us assume θ) we have innitely many a′is suh
that þ(θ ∧ δ (x, ai) ,∆,Π, k) ≥ α and by denition þ(θ,∆,Π, k) ≥ α+1. 
Corollary 3.2.2. Extension for xed ∆ and Π:
For any partial type ξ dened over a set A, nite sets of formulas ∆ and Π
and any k, we an extend ξ to a omplete type p over A suh that þ(p,∆,Π, k) =
þ (ξ,∆,Π, k) .
Proof. It is just the usual appliation of additivity, the denition of þ-rank
for types and Zorn's lemma as it is used in simple theories (see [Kim96℄). 
One of the properties that we will prove here is that þ-independene and
þ-ranks are related in the same way that forking and the D-ranks are. The
next theorem is one of the diretions of the relation we will prove.
Theorem 3.2.3. Let p be a type over B ⊇ A suh that for every φ,Π, k,
þ (p ↾ A,φ,Π, k) = þ (p, φ,Π, k) 3.
Then p does not þ-fork over A.
3
By þ (p, φ,Π, k) we really mean þ (p, {φ},Π, k).
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Proof. Suppose p þ-forks over A. So
p |=
∨
i<n
φi (x, bi)
where eah φi þ-divides over A. By denition there is some θi(y, z), an
element di and some nite ki suh that {φ(x, b
′
i)}b′i|=θi(y,di) is ki-inonsistent
and tp(bi/Adi) is a non-algebrai type ontaining θ(y, di). We an always
take the maximum of the ki's and assume they are all equal.
Now, as in the proof for simple theories (see [Kim96℄), we onstrut a
formula
ψ (x, y1, . . . , yn, z) :=
∨
i<n
(φi (x, yi) ∧ yi = z)
whih uniformizes the φi in the following sense: if y¯ = (y1, . . . , yn, w) then for
any i ≤ n, w = yi implies ψ (x, y¯) ⇐⇒ φi (x, yi) . On the other hand, if we
dene a new formula θ′i (y¯, z) := {w = yi}∪θi (yi, z) we have that for any tu-
ple b¯ = 〈b1, b2, . . . , bn, l〉, and for any d, b¯ |= θ
′
i(y, d) if and only if bi |= θi(y, d)
and l = bi. Thus, if we dene ci := 〈b1, . . . , bn, bi〉 we get p |= ∨i<nψ (x, ci)
and {ψ (x, ci)}ci|=θ′i(y,d) is k-inonsistent. By additivity we an add at least
one of the φi's without hanging the rank, so we an extend p to some type
q over Bc1 . . . cn suh that þ(p, ψ, {θ
′
1, . . . θ
′
n}, k)=þ(q, ψ, {θ
′
1, . . . θ
′
n}, k) and
q implies one of the φi (x, bi) and thus one of the ψ (x, ci) . Whihever one
it is (we an assume it is the rst one without loss of generality), we know
that {ψ (x, t)}t|=θ′
1
(y,b) is k-inonsistent and tp(b¯/Ad) is a non-algebrai type
ontaining θ′1(y, d). By denition of þ-rank
þ
(
p ↾ A,ψ, {θ′1, . . . θ
′
n}, k
)
≥ þ
(
q, ψ, {θ′1, . . . θ
′
n}, k
)
+ 1
and therefore
þ
(
p, ψ, {θ′1, . . . θ
′
n}, k
)
< þ
(
p ↾ A,ψ, {θ′1, . . . θ
′
n}, k
)
,
a ontradition. 
Corollary 3.2.4. If for any nite ∆, Π all the þ-ranks are dened, then we
have existene (and all the results of subsetion 3).
Proof. Let p(x) be a type over A. Then p ↾ A = p and for any nite set of
formulas ∆, Π and any nite k,
þ (p ↾ A,φ,Π, k) = þ (p, φ,Π, k) .
The theorem implies that p(x) does not þ-fork over A. 
4. Rosy Theories
As the orollary above suggests, there is a lot to say about theories that
have ordinal-valued þ-ranks even if we limit ourselves to nite formulas and
types in the denition. Doing this has the extra advantage that, if we limit
ourselves to nite ∆ and Π, denability of þ-rank and ompatness give us
that a þ-rank is dened if and only if it is nite.
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From now on, we will study the lass of theories suh that þ(p,∆,Π, k)
is nite for any type p(x) in the language of the theory, any nite sets of
formulas ∆ and Π and any nite number k. We will all any suh theory
rosy
4
. We will prove that in any rosy theory þ-forking has a lot of the
geometri properties we want for an independene notion. All theories in
this setion are assumed to be rosy.
4.1. Geometry of þ-independene in Rosy theories.
Theorem 4.1.1. Symmetry: For any two elements a, b and any set A,
a |⌣
þ
A
b if and only if b |⌣
þ
A
a.
Proof. Let us suppose a |⌣
þ
A
b and let us assume that |= δ(b, a) where δ(x, a)
þ-forks over A. Let δ(x, a) ⇒
∨
ψi(x, ci) where eah ψi(x, ci) strongly divides
over Adi. By ompatness we an prove the k-inonsisteny using some
formula πi with parameters in Adi.
We dene a sequene
{
aj , c¯j , d¯j
}
j∈N
in the following way. Let a0 = a,
c¯0 = c¯i and d¯0 = d¯i. Assuming we have dened the sequene up to j = n,
let an+1 |= tp(a/Ab) be suh that
an+1
þ
|⌣
A
ba1c¯i
1d¯i
1
. . . anc¯i
nd¯i
n
(we know suh an+1 exists by extension) and let cn+1i and d
n+1
i be the images
of ci and di under an automorphism that sends a to a
n+1
.
One we have suh a sequene, by right partial transitivity and mono-
toniity (2.1.2) we have that for all n > m,
an
þ
|⌣
Admi a
m+1...an−1
cmi .
Using indution and left partial transitivity (2.1.5) n−m times we get
am+1am+2 . . . an
þ
|⌣
Admi
cmi
so in partiular it annot strongly divide. But tp(cmi /Ad
m
i ) is non-algebrai
so
tp(cmi /d
m
i a
m+1am+2 . . . an)
is non-algebrai for any n > m; by loal harater of þ-forking and ompat-
ness
tp(cmi /d
m
i a
m+1am+2 . . . )
would also be non-algebrai. By denition, ψi(x, c
n
i ) strongly divides over
Adni a
n+1 . . . and ψi(x, c
n
i ) þ-divides over Aa
n+1an+2 . . . .
4
Rosy theories inlude simple and o-minimal theories but, as mentioned in the intro-
dution, there are other rosy theories whih do not fall into either of this ategories.
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Now, sine anc¯i
n |= tp(ac¯i/A), a
n |= tp(a/Ab) we have that for all n
δ(x, an)⇒
∨
ψi(x, c
n
i )
and b |= δ(x, an). This implies δ(x, an) ∈ tp(b/Aanan+1an+2 . . . ) þ-forks
over
Aan+1an+2 . . . . By the proof of the previous theorem we know that this is
witnessed by
þ
(
tp
(
b/Aanan+1an+2 . . .
)
, ψ, θ, k
)
< þ
(
tp
(
b/Aan+1an+2 . . .
)
, ψ, θ, k
)
where θ is the one mentioned at the end of the proof of theorem 3.2.3 and
ψ depends only on the ψi (so θ and ψi are the same for all n). This means
that þ
(
tp(b/Aa1a2a3 . . . ), ψ, θ, k
)
is innite ontraditing rosiness. 
If we ombine this result with those above, we get an analogue for most of
the geometri properties of forking independene for simple theories (see [Wag00℄
2.3.13). We will use the same names.
Corollary 4.1.2. þ-independene denes an independene relation in the
sense desribed in [KP97℄ in any rosy theory. More preisely, if we are
working inside a theory T of nite þ-ranks, then the following properties
hold for types in models of T .
(1) Existene: If p ∈ S(A), then p does not þ-fork over A.
(2) Extension: Every partial type over B ⊃ A whih does not þ-fork over
A an be extended to a omplete type p(x) over B whih does not
þ-fork over A.
(3) Reexivity: B |⌣
þ
A
B if and only if B ⊆ acl(A).
(4) Monotoniity: If p and q are types with p ⊇ q and p does not þ-fork
over A, then q does not þ-fork over A.
(5) Finite Charater: C |⌣
þ
A
B if and only if c |⌣
þ
A
B for any nite c ⊂ C.
(6) Symmetry: C |⌣
þ
A
B if and only if B |⌣
þ
A
C.
(7) Transitivity: If A ⊂ B ⊂ C then b |⌣
þ
A
C if and only if b |⌣
þ
A
B and
b |⌣
þ
B
C.
(8) If a |⌣
þ
A
b and for some formula δ(x, y) δ (x, a) þ-forks over A, then
δ (x, a) þ-forks over Ab.
(9) Let A ⊂ B. If a |⌣
þ
A
B then a |⌣
þ
A
acl(B).
Proof. Properties 1,2,3,4,6,7,8 and 10 have already been proven or follow
immediately as a orollary of symmetry. 5. is lear from the denitions.
To prove 9. we will rst show that if δ(x, a) þ-divides over A, then
it þ-divides over Ab. Take B ⊇ A suh that {δ (x, a′)}a′|=tp(a/B) is k-
inonsistent and tp(a/B) is non-algebrai. By base extension, we an nd
some B′ |= tp(B/Aa) suh that a |⌣
þ
B′
b; note that δ(x, a) strongly divides
over B′ so tp(a/B′) is non-algebrai. By 2.1.2 tp (a/B′b) is not algebrai and
{δ (x, a′)}a′|=tp(a/B′b) is still k-inonsistent. By denition δ(x, a) þ-divides
over Ab.
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Suppose now that δ (x, a) þ-forks over A and δ (x, a)⇒
∨
φi (x, ai) where
eah formula φi(x, ai) þ-divides over A. By extension we an assume aia |⌣
þ
A
b
whih implies ai |⌣
þ
A
b. But we just proved that φi(x, ai) þ-divides over Ab
and thus δ(x, a) þ-forks over Ab.

As we mentioned before, in any rosy theory þ-forking is witnessed by the
þ-ranks in the same way that forking was witnessed by the D-ranks. We
already proved one of the impliations in 3.2.3; the following theorem will
prove the other one.
Theorem 4.1.3. Let p be a type over B ⊇ A suh that p does not þ-fork
over A. Then for all φ, θ, k þ(p ↾ A,φ, θ, k)=þ(p, φ, θ, k) .
Proof. Sine whenever ∆ and Π are nite þ(p,∆,Π, k) is nite for any
type p and any k, it is enough to prove that for any natural number m,
þ(p ↾ A,φ, θ, k) ≥ m implies þ(p, φ, θ, k) ≥ m. The ase m = 0 is lear by
the onsisteny of p. Suppose then that we have it for m = n and that
þ(p ↾ A,φ, θ, k) ≥ n + 1. By denition we an nd some b and some tuple c
suh that þ(p ↾ A ∪ {φ (x, b)}, φ, θ, k) ≥ n, b |= θ(y, c), {φ (x, b′)}b′|=θ(y,c) is
k -inonsistent and tp (b/Ac) is non-algebrai.
By 3.2.1 we an extend p ↾ A ∪ {φ (x, b)} to a type q (x, b) over Ab suh
that
þ (q (x, b) , φ, θ, k) ≥ n.
Now, if a |= p and a′ |= q, we have an automorphism that xes A and
sends a to a′, p to some type p′ over B′ whih does not þ-fork over A and
c to some c′ whih still witnesses the þ-division of φ(x, b). Sine φ and θ
have no parameters they are xed under automorphisms so it is enough to
show that þ(p′, φ, θ, k) ≥ n + 1. We may therefore assume without loss of
generality that p = p′, a = a′ and thus a satises both q and p. By extension
we an extend tp(b/Aa) to a type over Ba whih does not þ-fork over Aa;
let b′ be some realization of suh extension. Let σ be some automorphism
that sends b to b′, xes xing Aa and sends c to c′.
We may assume b′ = b and b |⌣
þ
Aa
B. By hypothesis, a |⌣
þ
A
B and by
transitivity, tp (ba/B) does not þ-fork over A. This implies that tp (a/Bb)
does not þ-fork over Ab (by transitivity) and tp (B/baA) does not þ-fork over
A by symmetry of þ-forking. From this last result, using transitivity again,
we get that B |⌣
þ
A
b and B |⌣
þ
Ab
a. By symmetry b |⌣
þ
A
B and tp (a/Bb) :=
qB (x, b) does not þ-fork over Ab. But tp (a/Ab) is q(x, b) so by indution
hypothesis
þ (tp (a/Bb) , φ, θ, k) = þ (q (x, b) , φ, θ, k) ≥ n.
Sine b |⌣
þ
A
B, we know we an nd some c′ |= tp(c/Ab) suh that b |⌣
þ
Ac′
B,
|= θ(b, c′) and {φ(x, y)}|=θ(y,c′) is k-inonsistent. These are the only things
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we need c for so we will assume b |⌣
þ
Ac
B. By hypothesis tp (b/Ac) is non-
algebrai so by lemma 2.1.2 neither is tp (b/Bc) .
Now, for any b′ |= tp (b/Bc) we have þ(qB (x, b
′) , φ, θ, k) ≥ n, φ (x, b′) ∈
qB (x, b
′) and {φ (x, b′)}b′|=θ(y,c) is k-inonsistent. Therefore,
þ
(
qB
(
x, b′
)
, φ, θ, k
)
≥ n
whih by monotoniity of the þ-ranks implies
þ
(
p (x) ∪ {φ
(
x, b′
)
}, φ, θ, k
)
≥ n.
By monotoniity and denition of the þ-ranks,
þ (p, φ, θ, k) ≥ n+ 1

4.1.1. þ-forking and þ-Morley sequenes. Throughout the development of
stability and simpliity theory Morley sequenes have been used for har-
aterizing forking in both stability and simpliity theory. In rosy theories we
an partially reover suh haraterization
5
.
Remark 4.1.4. One we have transitivity and symmetry, any þ-Morley se-
quene < ai >i∈I has the property that for any i ∈ I, tp(ai/A ∪ {aj}j∈I,j 6=i)
does not þ-fork over A.
Proof. The proof given for Morley sequenes in simple theories is a straight-
forward appliation of symmetry, transitivity and loal harater. 
Theorem 4.1.5. If there is a þ-Morley sequene over A with a = a0 suh
that
∧
i δ (x, ai) is onsistent, then δ (x, a) does not þ-fork over A.
Proof. Let 〈ai〉i∈N be a þ-Morley sequene over A with a0 = a and let∧
i δ (x, ai) be onsistent, realized by an element so let b. Suppose that
tp (b/Aa0) þ-forks over A. By the previous theorem we know that this is
witnessed by
þ (tp (b/Aa0) , ψ, θ, k) < þ (tp (b/A) , ψ, θ, k)
where ψ and θ are formulas whih only depend on the formulas that witness
the þ-forking of δ(x, a)6 (see the proof of theorem 3.2.3).
Using an automorphism we get that tp (b/Aan) þ-forks over A. However,
an+1
þ
|⌣
A
a0, . . . , an
so by orollary 4.1.2 we know that δ (x, an+1) atually þ-forks over Aa0a1 . . . an
and it implies a similar disjuntion of formulas whih þ-divide. By the proof
5
Partially in the sense that unlike the simple ase, it is not true that if we take any þ-
Morley sequene the onjuntion of the resulting formulas would neessarily be onsistent
o-minimal theories an witness the failure of this remark
6
By this we mean that ψ and θ depend only on the formulas whih δ(x, a) implies and
þ-divide over A and on the formulas needed to prove the k-inonsisteny of suh formulas.
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of theorem 3.2.3, not only do we know that tp (b/Aa0a1 . . . an+1) is a þ-forking
extension of tp (b/Aa0a1 . . . an) but we also know that for all n,
þ (tp (b/Aa0a1 . . . an+1) , ψ, θ, k) < þ (tp (b/Aa0a1 . . . an) , ψ, θ, k)
whih is impossible sine þ(tp (b/Aa0a1 . . . an+1 . . . ) , ψ, θ, k) is nite. 
Theorem 4.1.6. Suppose δ (x, a) does not þ-fork over A. Then there is a
þ-Morley sequene I over A, a0 ∈ I suh that
∧
ai∈I
δ (x, ai) is onsistent.
Proof. By extension, if δ (x, a) does not þ-fork over A, we an nd some b
realizing δ(x, a) suh that tp (b/Aa) does not þ-fork over A. By symmetry,
tp (a/Ab) does not þ-fork over A. We an then onstrut a þ-Morley sequene
I =< ai > over A where a0 = a and for all i, ai |= tp(a/Ab). Suh b witnesses
the onsisteny of ∧
ai∈I
δ (x, ai) .

4.1.2. Superrosy theories and The U
þ
-rank. As with simple theories in some
ases we an dene a global rank, the U
þ
-rank, whih will share many of the
properties that the U-rank has. It will also help us analyze (in hapter 3)
the relation between þ-forking and usual forking in supersimple theories.
Denition 4.1. We dene the U
þ
-rank indutively as follows. Let p(x) be
a type over some set A. Then,
(1) U
þ(p(x)) ≥ 0 if p(x) is onsistent.
(2) For any ordinal α, Uþ(p(x)) ≥ α + 1 if there is some tuple a and
some type q(x, a) over Aa suh that q(x, a) ⊃ p(x), Uþ (q(x, a)) ≥ α
and q(x, a) þ-forks over A.
(3) For any λ limit ordinal, p(x) ≥ λ if and only if p(x) ≥ σ for all
σ < λ.
Remark 4.1.7. Using extension to get from þ-forking to þ-dividing, one an
easily verify that we an replae ondition (2) by the following statement:
(2') For any ordinal α, Uþ(p(x)) ≥ α + 1 if there is some p(x, a) ⊃
p(x) and some c suh that
• Uþ(p(x, a)) ≥ α.
• tp(a/Ac) is non-algebrai.
• {p(x, a′)}a′|=tp(a/Ac) is k-inonsistent for some k.
Denition 4.2. A theory T is superrosy if given any set A in a model of T
and a type p(x) ∈ S(A), Uþ(p(x)) is dened.
Equivalently, a theory is superrosy if there are no innite forking hains
of types.
In the ase of supersimple theories (theories where the SU-rank of any
type is dened), one of the most used properties is that this rank satises
Lasar's inequalities. With the properties we have proved for þ-forking, the
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proof of the Lasar's inequalities for simple theories (see [Wag00℄) works in
our ontext.
Theorem 4.1.8. Lasar's Inequalities: Whenever the U
þ
-rank is dened, it
satises the following inequality:
U
þ(tp(a/bA)) +Uþ(tp(b/A)) ≤ Uþ(tp(ab/A)) ≤ Uþ(tp(a/bA))⊕Uþ(tp(b/A))
Proof. See [Wag00℄ theorem 5.1.6. 
Finally, we want to give an alternative denition of U
þ
-rank whih is loser
to the work in hyperimaginaries and beause of this it will prove very useful
when omparing our U
þ
and the usual SU-rank in supersimple theories.
Denition 4.3. We dene the U
þ
∗-rank on types indutively as follows. Let
p(x) be a type over some set A. Then,
(1) U
þ
∗(p(x)) ≥ 0 if p(x) is onsistent.
(2) For any ordinal α, Uþ∗(p(x)) ≥ α + 1 if there is some p(x, a) and
some set B ⊃ A suh that
• p(x, a) ⊃ p(x).
• Uþ∗(p(x, a
′)) ≥ α for any a′ |= tp(a/B) and tp(a/B) non-algebrai.
• There is a k ∈ N suh that for any distint a1, a2 . . . , ak |=
tp(a/B),
⋃k
i=1 p(x, ai) is a þ-forking extension of p(x, a1)
7
.
(3) For any λ limit ordinal, p(x) ≥ λ if p(x) ≥ σ for all σ < λ
The main part of proving the two denitions are equivalent is the following
lemma, whih in itself is a weak amalgamation for þ-independent extensions
of a given type. It is far away, however, from the Independene Theorem that
haraterizes simple theories. As mentioned in the introdution, in hapter
4 we will talk about whih of these amalgamation theorems an be true in a
general rosy theory.
Lemma 4.1.9. Let A,B be supersets of some set C suh that A |⌣
þ
C
B. Let
pA and pB be non-þ-forking extensions to A and B of the same type p over
C. Then there is some B′ |= tp(B/C), B′ |⌣
þ
C
A suh that pB′ ∪ pA does not
þ-fork over C.
Proof. Let a, b be two elements suh that a |= pA and b |= pB . By hypothesis,
a |⌣
þ
C
A and b |⌣
þ
C
B. Sine a and b satisfy the same type over C, there is an
automorphism σ xing C suh that σ(b) = a; let B′′ := σ(B) so a |⌣
þ
C
B′′.
Using symmetry and extension, we an nd some B′ |= tp(B′′/Ca) suh that
B′ |⌣
þ
C
Aa (so in partiular a |= pB′ and B
′ |⌣
þ
C
A). Using transitivity and
symmetry one more we get a |⌣
þ
A
CB′ and by transitivity a |⌣
þ
C
AB′.
By onstrution, B′ |= tp(B/C) and B′ |⌣
þ
C
A. Finally, a |= pA ∪ pB′ and
a |⌣
þ
C
AB′. 
7
If
⋃k
i=1 p(x, ai) is inonsistent it is onsidered to be a þ-forking extension of p(x, a1)
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Claim 4.1.10. For any omplete type p,
U
þ(p) = Uþ∗(p).
Proof. We will prove that for any omplete type p, Uþ(p) ≥ Uþ∗(p) and
U
þ(p) ≤ Uþ∗(p).
To prove that U
þ(p) ≥ Uþ∗(p) we will prove that for any ordinal α, U
þ(p) ≥
α implies Uþ∗(p) ≥ α. For α = 0 and or when α is a limit ordinal, the
indution follows from the denitions; the suessor ase follows from remark
4.1.7.
As for the other diretion, we need to prove that
if U
þ
∗(p) ≥ α then U
þ(p) ≥ α.(1)
We will again do an indution on α. For α = 0 or α a limit ordinal the in-
dution is immediate. For the suessor ase, let us assume that (2.1) is true
for all α ≤ σ and that Uþ∗(p) ≥ σ + 1. By denition we an nd some a and
some B ⊃ A suh that p(x, a) is an extension of p(x), Uþ∗(p(x, a)) ≥ σ and
there is some k suh that for any a1, a2, . . . ak |= tp(a/B), U
þ
∗(∪
k
i=1p(x, ai)) <
U
þ
∗(p(x, a)). If p(x, a) þ-forks over A we get the onlusion of the laim by
denition of U
þ
-rank (after extending the types so we get þ-division without
hanging the ranks). We will show that this is the only possible ase.
Suppose that p(x, a) does not þ-fork over A. Let p(x, a,B) be a non-þ-
forking extension of p(x, a) to Ba. Sine þ-forking is preserved by automor-
phisms, we know that for any a′ |= tp(a/B) p(x, a′, B) is a non-þ-forking
extension of p(x, a′) and
p(x, a′, B) ↾ B = p(x, a,B) ↾ B := p(x,B).
Given any suh a′, p(x, a′, B) does not þ-fork over A by transitivity and by
monotoniity p(x, a′, B) is a non-þ-forking extension of p(x,B).
Now, applying lemma 4.1.9 k times, we an nd a sequene< a1, a2, . . . , ak >
with a = a1 suh that for any i ≤ k, ai |= tp(a/B) and for all i, j, i 6= j,
ai |⌣
þ
B
aj and ∪
k
i=1p(x, ai, B) is a non-þ-forking extension of p(x,B). But
restriting to Aa¯i we get that ∪
k
i=1p(x, ai) is a non-þ-forking extension of
p(x) and therefore a non-þ-forking extension of p(x, a1), a ontradition.

5. þ-forking in Simple and O-minimal Theories
In this hapter we will look at theories for whih independene notions
have been studied by other authors. In partiular, we are interested in
analyzing the behavior of þ-forking inside simple and o-minimal theories
whih are, as we mentioned in the introdution, the two lasses of theories
where the independene notion has been a main tool for the development of
the respetive theories.
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5.1. Simple and Stable ases. Given any theory, it is lear by the deni-
tion of þ-forking that any formula whih þ-divides over some set A þ-forks
over A; Also by denition, for any type p(x), any two sets of formulae ∆,
Π and any k ∈ N, þ(p,∆,Π, k) ≤ D(p,∆, k). So all simple theories are rosy
theories and þ-forking is a stronger notion than forking in the sense that for
any sets A,B,C, A |⌣C B ⇒ A |⌣
þ
C
B. As for the onverse, we will prove
in this setion that in all known examples of simple theories the two notions
agree. In fat we prove that the two notions being equal is implied by the
(strong) stable forking onjeture.
5.1.1. þ-forking inside stable theories. We will prove that in a stable theory
þ-forking and forking are the same. The following theorem will be the key
to our proof.
Theorem 5.1.1. Inside a stable theory T , if a type p forks over A, then
there is a non-forking extension q of p, a formula δ and a non-algebrai type
π (in Leq) suh that {δ (x, a)}a|=pi is k -inonsistent and δ (x, a) ∈ q for some
a |= π.
Proof. Let φ (x, b0) be a formula implied by p whih divides over A, and
let {φ (x, bi)} be the set of k-inonsistent formulas whih witness the di-
viding, with 〈bi〉 an A indisernible sequene. Sine we are working inside
a stable theory, we an assume k = 2. Let Φ (x, y) = {φ(x, y), x = y} ,
π1 = tp (b0/A) .
Sine we are only looking for a non-forking extension of p, we an assume
p to be a omplete type in S(acl(A)) so that (R, d)Φ (p) = (α, 1). Let φ0 be
a Φ formula in p with the same Φ-rank and degree as p. Then φ0 ∧ φ (x, b0)
we be an A-dividing Φ-formula suh that (R, d)Φ(p) = (R, d)Φ(φ1); we an
assume that (R, d)Φ(p) = (R, d)Φ(φ(x, b0)).
To omplete the proof we will need some sort of pre-þ-dividing in a de-
nable lass of formulas in p (or in a non-forking extension). We suspet
this may have been done in the theory of anonial bases in stability theory.
However, we were not able to nd a statement in the literature with exatly
the properties we needed so we will prove the following laim.
Claim 5.1.2. Let p be a type in S(Ab0) suh that (R, d)Φ (p) = (α, 1) . Let
φ (x, b0) ∈ p suh that (R, d)Φ (φ (x, b0)) = (R, d)Φ (p) . Then we an nd
formula η (x, [b]) and a type q suh that
(1) η (x, [b]) belongs to p (x, b0),
(2) RΦ (η (x, [b])) = α,
(3) For any [a], [b] suh that [a] , [b] |= q and [a] 6= [b],
RΦ (p(x) ∪ (η(x, [b]) ∧ η(x, [a]))) < RΦ (p) .
If, besides, there is an innite sequene 〈bi〉 of elements satisfying tp(b0/A)
suh that {φ (x, bi)} is 2-inonsistent, then tp ([b] /A) is non-algebrai.
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Proof. As in (see [Zie98℄ 2.2), given two denable lasses F and G, we dene
F ⊂Φ,α G if RΦ(F\G) < α(2)
and
F ∼=Φ,α G if RΦ(F△G) < α.(3)
Given formulas ψ1(x), ψ2(x), we will abbreviate ψ1(C) ⊂Φ,α ψ2(C) by ψ1(x) ⊂Φ,α
ψ2(x).
Let φ′ be the formula φ (x, y) with variable y and parameters in x. Let π(y)
be tp(b0/A). For any b |= π, let ψ (b, y) be the φ denition of p ∪ {φ (x, b)}
(whih is a φ′ -formula over Ab). Then |= ψ(b, c) if and only if φ (x, b) ⊂Φ,α
φ (x, c), for any c. By using an automorphism between b and any other
a |= π, we know that ψa (y) = ψ (a, y) . Let
E1 (z, y) := ψ (z, y)
For any a |= π, the Φ-degree of φ (x, a) is 1 so
ψ (a, b) ⇐⇒ φ (x, b) ⊂Φ,α φ (x, a)
⇐⇒ RΦ (φ (x, b) ∧ ¬φ (x, a)) < α
⇐⇒ RΦ (φ (x, b) ∧ φ (x, a)) = α
⇐⇒ RΦ (¬φ (x, b) ∧ φ (x, a)) < α
⇐⇒ ψ (b, a)
⇐⇒ φ (x, a) ∼=Φ,α φ (x, b)
So π (z)∧ π (y) ⊢ “E1 is an equivalene relation  and there is some nite
π1 ⊂ π suh that π1 (z) ∧ π1 (y) ∧ E1 (z, y) is an equivalene relation E2.
However, we may have more points than we want in eah equivalene lass
so we restrit it a bit more by nding a nite π2 ⊂ π suh that for some (and
beause π is a omplete type over A for all) b |= π,
(R, d)φ′ (π2(y) ∪ {E2 (b, y)}) = (R, d)φ′ (π(y) ∪ {E2 (b, y)}) .
Let
E(z, y) := π2 (z) ∧ π2 (y) ∧ E2 (z, y) .
E(z, y) is ontained in π (z) ∧ π (y) ∧ E (z, y) so for any a, b |= π
E (a, b) ⇐⇒ E1 (a, b) ⇐⇒ RΦ (¬φ (x, a) ∧ φ (x, b)) < α(4)
and, by additivity of RΦ-rank in stable theories,
¬E (a, b)⇒ ¬E1 (a, b)⇒ RΦ (φ (x, a) ∧ φ (x, b)) < α;(5)
let [b] be the E-equivalene lass of b.
We will now work with generi points to make alulations easier. Let
b satisfy a non-forking extension of tp (b0/A [b0]) suh that b |⌣A[b0]
b0. Let
c |= p (x, b0) suh that b |⌣
þ
Ab0
c.
Let η(x) be the φ′ denition of tp (b/Ab0) (and beause tp(b/Ab0) is a
non-forking extension of tp (b/A [b0]) all the parameters of η are in acl(A[b0])
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so η = η (x, [b0]) is over acl(A [b0])). In partiular, we know that b |=
tp (b0/A [b0]), c |= p (x, b0) and ψ (b0, y) ∈ tp (b/Ab0) . It follows that η (x, [b0]) ∈
p (see [Pil96℄ lemma 2.8).
We an now prove that suh η(x, [b0]) satises ondition 3. Suppose not
and let [b] 6= [a] suh that RΦ (p(x) ∪ (η(x, [b]) ∧ η(x, [a]))) = α. We extend
p(x) to a non-forking type p′(x) over a model M .
Let a′, b′ be elements in [a] and [b] respetively suh that a′ |⌣ [ a]A and
b′ |⌣ [ b]A. Let c |= p(x) ∪ (η(x, [b]) ∧ η(x, [a])) suh that c |⌣M a
′b′; suh c
satises the φ′ denition of tp(a′/A[a]) and tp(b′/A[b]). By [Pil96℄ 2.8 again
and non-forking, both b′, a′ |= φ(c, y). But [b′] = [b] 6= [a] = [a′] so b′ ≇Φ,α a
′.
By denition,
(R, d)Φ
(
φ
(
x, b′
)
∧ φ
(
x, a′
))
< (α, 1)
whih ontradits c |⌣M a
′b′.
Finally, if 〈bi〉 is an innite sequene of elements satisfying π suh that
{φ (x, bi)} is 2-inonsistent, then eah bi in the sequene belongs to a dierent
lass [bi] whih proves the last statement of the laim. 
We an prove the theorem using lemma 4.1.9 and a areful indution on
the ranks. However, this proof may not work in the general ontext of simple
theories with stable forking onjeture and it does not provide a spei þ-
forking formula whih is always nie to have. We give a dierent proof whih,
even though it is more tehnial, provides an algorithm to onstrut the þ-
dividing formula and it is a good insight of what happens, for example, in
algebraially losed elds.
We know that η (x, [b0]) in the laim forks over A so there must be some
formula in the η-type of p (x, b0) ↾ acl (A [b0]) whih divides over A. We an
take this new formula instead of φ (x, b0) in the statement of the theorem
and assume that φ (x, b) itself satises the onlusion of the laim or that
η (x, [b0]) is a Φ-formula.
Given any two β, d ∈ N, the statement There is an innite subfamily
I of bi |= π suh that (R, d)Φ {φ (x, bi)}bi∈I ≥ (β, d) is type denable. If
{φ (x, b)}b|=tp(b0/A) is not k-inonsistent there is an innite subfamily whih is
onsistent. Let (β1, d1) be the maximal Φ-rank and -degree that an innite
subfamily of {φ(x, b)}b|=tp(b0/A) an ahieve
8
. Let B be an innite set of
elements in tp(b0/A) suh that
RΦ
({
φ
(
x, b′
)}
b′∈B
)
= (β1, d1).
By using an automorphism we an assume that this set inludes φ (x, b0).
Note that by the previous laim β1 must be less than α.
8
So that for any innite subfamily I ′ of {b | b |= tp(bo/A)} ,
(R, d)
Φ
(⋃
b∈I′
{φ (x, b)}
)
≤ (β1, d1) .
Suh a maximum exists by ompatness
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The rest of the proof will onsist of narrowing down the set of sentenes
we will onsider, and maybe working with non-forking extensions.
We will dene a sequene of formulas {θi (x)} indutively. Let φ1(x, b) =
φ(x, b), q1 be {φ(x, b)}b∈B so (R, d)Φ (q1) = (β1, d1) .
By the loal property of the rank, there is a nite onjuntion of φ (x, bi) ∈
q1 (whih we will all θ1) suh that (R, d)Φ (θ1) = (R, d)Φ (q1); so for any bi,
φ1 (x, bi)∧θ1 is a forking extension of φ1 (x, bi). By extension, p (x, bi)∪{¬θ1}
is a non-forking extension p2
(
x, b2i
)
of p (x, bi) . Let r1(x) be a non-forking
extension of θ1 to a modelM and let γ(y) be its φ-denition. By ompatness
we an assume B is very big (big enough to use Erdos-Rado), and by Erdos-
Rado we an also assume it ontains some innite M -indisernible subset
< bj >j∈J (as usual we an get bj0 = b0). For all j ∈ J let φ2
(
x, b2j
)
=
φ (x, bj)∧¬θ1 (x) whih is onsistent (and in fat a non-forking extension of
φ(x, bj)) for all j ∈ J.
Reall that q1(x) had the same Φ rank and degree as θ1 so that bj0 = b0 |=
γ(y). We will say that b2i |= γ(y) whenever the projetion bj |= γ(y).
Let π2 = tp
(
b20/M
)
∪ γ(y). This type is satised by all the b2i 's and is
therefore non algebrai.
For any innite subfamily s(x) of
{
φ2
(
x, b2i
)}
b2i |=pi2
, we know that s(x) is
of the form {φ (x, bi)}i∈J∪{¬θ1(x)} where J is some index set suh that bi |=
tp(b0/M) for any i ∈ J . By maximality of (R, d)Φ(q1) we have (R, d)Φ (r) ≤
(β1, d1). If
{
φ2
(
x, b2i
)}
b2i |=pi2
is not k-inonsistent for any k, we an one
more nd some onsistent subset I2 ⊂ π2(C) suh that
(∧
i∈I2
φ2(x, b
2
i )
)
has
maximum (R, d)Φ in the lexiographial order; say (R, d)
(∧
i∈I2
φ2(x, b
2
i )
)
=
(β2, d2) ≤ (β1, d1).
Reall that for i ∈ I2, b
2
i |= γ(y) (the φ denition of θ1) so
(R, d)Φ
(
{φ(x, bi)}i∈I2 ∪ θ1(x)
)
= (β1, d3)
for some d3. If β1 = β2 we get, using the fat that θ1 is a Φ-formula, that
degΦ
(
{φ (x, bi)}i∈I2
)
= degΦ
({
φ2
(
x, b2i
)}
i∈I2
)
+ degΦ
(
{φ (x, bi)}i∈I2 ∪ θ1(x)
)
⇒ d1 ≥ d2 + d3
⇒ d2 < d1.
So (β2, d2) <
lex (β1, d1). Let q2 =
{
φ(x, b2i )
}
i∈I2
and θ2 be a onjuntion of
φ2
(
x, b2i
)
with the same Φ-rank, degree as q2.
We an repeat the above onstrution as long as
{φn (x, b
n
i )}bni |=pin
is not k-inonsistent for any k; by doing this we would get a sequene
〈(R, d)Φ (θi)〉i≤n whih is stritly dereasing in the lexiographial order.
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Sine both the Φ rank and degrees are ordinals (and therefore well or-
dered) at some point we must get some N suh that
{
φN
(
x, bNi
)}
bN
i
|=piN
is k-inonsistent and by onstrution, suh φN
(
x, bN0
)
would belong to a
non-forking extension of p (x, b0) . 
Corollary (to the proof). If in some model of a simple theory, some type
p has a stable formula whih forks over A, then there is a non-forking ex-
tension q of p, a stable formula δ and a type π suh that {δ (x, a)}a|=pi is
k-inonsistent and δ (x, a) ∈ q for some a |= π
Proof. If φ is stable, then so is the formula η dened in the laim (it is
equivalent to a onjuntion of δ formulas) and so are all the formulas dened
in the rest of the proof. 
Denition 5.1. A theory T has the strong stable forking property if when-
ever p is a type over some B subset of C and p forks over a set A (not
neessarily ontained in B), then this is witnessed by some instane of a
stable formula in p. We will say that T satises the weak stable forking
property if we require B to be a model of T and A to be a subset of B.
Corollary 5.1.3. In any stable theory T , if M |= T is a model of T , A
is a subset of M , q ∈ S(M) is a omplete type and p = q ↾ A, then q is
a non-forking extension of p if and only if it is a non-þ-forking extension.
In fat, this onlusion is true for any simple theory T for whih the strong
stable forking property holds
9
(whih inludes all known examples of simple
theories).
Proof. The left to right impliation is immediate sine þ-forking is a stronger
notion than forking. For the other side, if q forked over A there would be
some r (x, b′) a non-forking extension of q, a formula δ and a non-algebrai
type π suh that {δ (x, b)}bi|=pi is k-inonsistent, b
′ |= π, δ (x, b′) ∈ r (x, b′).
Let {bi}i∈N be an innite set of A-onjugates of b
′
. By monotoniity,
þ (p (x) ∧ δ (x, bi) , δ, π, k) ≥ þ (r (x, bi) , δ, π, k) .
Conjugating over A we get þ(r (x, b′) , δ, π, k) =þ(r (x, bi) , δ, π, k). By de-
nition,
þ (p, δ, π, k) ≥ þ
(
r
(
x, b′
)
, δ, π, k
)
+ 1.
But any non-forking extension is a non-þ-forking extension so
þ
(
r
(
x, b′
)
, δ, π, k
)
= þ (q, δ, π, k)
so
þ (p, δ, π, k) < þ (q, δ, π, k) .

9
Even though the proof is done assuming the strong stable forking property, we think
the weak stable forking onjeture might be enough.
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5.1.2. Supersimple theories. In this setion we shall prove that for super-
simple theories the forking relation is equivalent to the þ-forking one. It is
lear that for any type p, U(p) ≥ Uþ(p); so in supersimple theories both the
U and the U
þ
are dened and they both haraterize forking and þ-forking
respetively. Therefore, it is enough to prove the inequality assuming both
these ranks are ordinal valued.
Theorem 5.1.4. For any type p
U(p) = Uþ(p)
Proof. The U-rank is always bigger than the U
þ
-rank and we proved the
equivalene between U
þ
∗ and U
þ
, so it is enough to show that for any ordinal
α and any type p,
U(p) = α⇒ Uþ∗(p) ≥ α.
We will do an indution on U(p). For α = 0 or a limit ordinal it is lear.
Let us assume then that U(p) = α = σ + 1 and that for any λ ≤ σ and
any type p, U(p) = λ ⇒ Uþ∗(p) ≥ λ. But U(p) ≥ U
þ
∗(p) so our indution
hypothesis is equivalent to U(p) = λ⇒ Uþ∗(p) = λ.
Let p be a type over some set A suh that U(p) = σ + 1. By denition,
we an extend p to some type q(x,C) over C ⊃ A suh that U(q) = σ and
q forks over A. Let a′ be the anonial base of q over A10 and let p(x, a′) =
q ↿ Aa′. Now, by elimination of hyperimaginaries in supersimple theories
(see [BPW01℄), we an assume a′ is a tuple in the model; by denition of the
anonial base we know that for any two a1, a2 |= tp(a
′/A), p(x, a1)∪p(x, a2)
is a forking extension of p(x, a1) and by [Kim96℄ theorem 3.3.6 we have that
q(x) does not fork over Aa′. Now, in supersimple theories this translates
into the following statement. For any a1, a2 |= tp(a
′/A),
σ = U(q) = U (p(x, a1)) > U (p(x, a1) ∪ p(x, a2)) .
By indution hypothesis,
σ = Uþ∗ (p(x, a1)) > U
þ
∗ (p(x, a1) ∪ p(x, a2)) .
By denition of the U
þ
∗ we get U
þ
∗(p) ≥ σ + 1 = U(p) ≥ U
þ(p) = Uþ∗(p). So
U
þ
∗(p) = σ + 1 = U(p). 
5.2. O-minimal: We shall prove that in o-minimal theories the global U
þ
rank is dened and equal to the usual dimension. This will prove that |⌣
þ
is preisely the usual independene relation. Let M be the model of some
o-minimal theory.
Claim 5.2.1. For any denable A ⊂Mk, if dim(A) = n then Uþ(A) ≤ n
10
The onstrution of suh hyperimaginary would be made by dening an equivalene
relation just for extensions of p(x) (looking at A as a xed set of parameters). We might
have to extend p(x) to a type over a model ontaining A, but all this an be done by the
extension and transitivity properties.
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Proof. Suppose otherwise and let i be the smallest integer suh that there is a
denable A, dim(A) = i and Uþ(A) ≥ i+1, let A be denable over some nite
set B by some formula φ, and let A ⊆Mk. We an then nd some generi
point (in the sense of the U
þ
-rank) a ∈ A suh that Uþ (tp(a/B)) ≥ i+1. By
minimality of i, dim(tp(a/B)) ≥ i (otherwise we ould nd some denable
subset ontained in A for whih a is dimension-generi). By the theory of
o-minimal sets (see [vdD98℄) there is some open subset A′ with a ∈ A′ ⊂ A
suh that we an nd a projetion from Mk to M i whih is a denable
homomorphism from A′ into some open subset of M i. But we know that
U
þ(A′) ≥ i + 1 and dim(A′) = i, both of whih are preserved by denable
homomorphisms so we may assume that A ⊆M i.
By denition of the U
þ
-rank, there is some formula δ(x, y), an element b0
and some C ⊃ B suh that
• tp(b0/C) is non algebrai
• Uþ (tp(a/B) ∪ δ(x, b0)) ≥ i and
• {δ(x, b′)}b′|=tp(b0/C) is k-inonsistent.
We will rst do the ase where i = 1. Let 〈bi〉i∈N be some indisernible
sequene in tp(bo/C) and Aj be the set dened by δ(x, bj). By hypothesis
U
þ(Aj) = 1 and Aj ⊂ M
1
so all of the Aj 's are innite subsets of an o-
minimal model. By denition of o-minimality, eah of the Aj 's must ontain
an interval. We ould therefore (uniformly) dene A′j as the rst interval
ontained in Aj and we an dene the subset X ⊂ M onsisting of left
endpoints of the A′j . By k-inonsisteny, this set annot ontain an interval
and it must be innite (not more than k − 1 of the Aj 's an have the same
left endpoint) ontraditing o-minimality.
For a general i, note that by minimality of i we have that dim(φ(x) ∧
δ(x, b′)) ≥ i for any b′ |= tp(b/C). But it is a denable subset of M i so the
projetion to eah of the oordinates must be innite and denable. Taking
the projetion to the rst oordinate
φ0(x0, b
′) := ∃xφ(x) ∧ δ(x, b′) ∧ π0(x) = x0
we have a denable set in M1 so by the i = 1 ase the set of formulas
{φ0(x0, b
′)}b′|=tp(b0/C) annot be k-inonsistent. By denition of k-inonsisteny
we an nd an innite subsequene 〈bj〉j∈J of {b
′}b′|=tp(b0/B) suh that∧
bi
φ0(x0, bi)
is onsistent; say it is realized by a0. Let q0(y) be the (non algebrai) type
tp(b0/B)∪{φ0(a0, y)} and onsider {δ(x, b
′)}b′|=q0 . We repeat the proedure
with eah of the projetions (we always get non algebrai types) and indu-
tively dene a point in M i a := (a0, . . . , ai−1) whih realizes innitely many
of the δ(x, b′)'s, ontraditing k-inonsisteny. 
The other inequality is muh easier. If A ⊂ Mk and dim(A) = n then
there is some open subset A′ of A and a denable projetion π from Mk to
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Mn suh that A′ gets sent to an open subset U of Mn and π : A′ → U is
a homomorphism. Thus, dim(U) = n. This implies that the projetion to
eah of its oordinates is innite, but xi = a is learly a þ-forking formula
for any i ≤ n whih proves Uþ(U) ≥ n so Uþ(A′) ≥ n. By monotoniity of
the rank, U
þ(A) ≥ n.
Referenes
[BPW01℄ Steven Buehler, Anand Pillay, and Frank Wagner. Supersimple theories. J.
Amer. Math. So., 14(1):109124 (eletroni), 2001.
[CW02℄ Enrique Casanovas and Frank Wagner. The free roots of the omplete graph.
Submitted for publiation, 2002.
[Hod93℄ Wilfrid Hodges. Model theory, volume 42 of Enylopedia of Mathematis and
its Appliations. Cambridge University Press, Cambridge, 1993.
[Hod97℄ Wilfrid Hodges. A shorter model theory. Cambridge University Press, Cam-
bridge, 1997.
[Kim96℄ Byunghan Kim. Simple First Order Theories. PhD thesis, University of Notre
Damme, 1996.
[KP97℄ Byunghan Kim and Anand Pillay. Simple theories. Ann. Pure Appl. Logi, 88(2-
3):149164, 1997. Joint AILA-KGS Model Theory Meeting (Florene, 1995).
[KP01℄ Byunghan Kim and A. Pillay. Around stable forking. Fund. Math., 170(1-2):107
118, 2001. Dediated to the memory of Jerzy o±.
[Pil96℄ Anand Pillay. Geometri stability theory, volume 32 of Oxford Logi Guides.
The Clarendon Press Oxford University Press, New York, 1996. Oxford Siene
Publiations.
[She90℄ S. Shelah. Classiation theory and the number of nonisomorphi models, vol-
ume 92 of Studies in Logi and the Foundations of Mathematis. North-Holland
Publishing Co., Amsterdam, seond edition, 1990.
[vdD98℄ Lou van den Dries. Tame topology and o-minimal strutures, volume 248 of
London Mathematial Soiety Leture Note Series. Cambridge University Press,
Cambridge, 1998.
[Wag00℄ Frank O. Wagner. Simple theories, volume 503 of Mathematis and its Applia-
tions. Kluwer Aademi Publishers, Dordreht, 2000.
[Zie98℄ Martin Ziegler. Introdution to stability theory and Morley rank. In Model the-
ory and algebrai geometry, volume 1696 of Leture Notes in Math., pages 1944.
Springer, Berlin, 1998.
