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The way of traditional search engine to search the full text retrieval is based on 
the inverted index. That is based on string matching retrieval methods, and not a good 
use of the search statement on behalf of the meaning of users’ queries. This does not 
recognize the user's specific needs, and bounds to give users greater search costs. 
Introduction of vertical search to solve this shortcoming of traditional search engines. 
And to achieve vertical search is to identify the meaning of the first sentence of the 
user search, which is also the natural language processing problems to be solved. 
In this dissertation, we design and implement algorithms for identifying the needs 
of the search queries. On the basis of this framework to identify the needs for a 
specific application - Vertical Category dictionary mining stocks, we design and 
implement this application. We design and implement related data structures and 
algorithms. In order to design and implement of the framework of identifying the 
needs and mine stocks vertical categories dictionary, we studied the dictionary to find 
the relevant technology, and introduced the machine learning classification techniques 
and massive data processing techniques used in this dissertation. 
Firstly, this dissertation discusses research design and implementation of demand 
recognition framework, as well as mining stocks dictionary vertical categories related 
technologies including the commonly used data structures and algorithms, machine 
learning algorithms commonly used, as well as among the massive data processing 
technologies used in this dissertation, including distributed MapReduce programming 
model. 
Secondly, basing on the related technologies described above, a framework for 
identifying needs based on template matching is proposed. The design ideas are 
briefly described, and the relevant data structures and algorithms are proposed and 
illustrated in detail. . In this dissemination, through a specific application - vertical 















application of data mining and machine learning algorithms to classify related. 
Lastly, basing on the previous design and implementation, a detailed experiment 
is carried out. Experimental environment, experimental data and experimental 
procedure are described in detail. Stock category template dictionaries and special 
names dictionaries are dig out. Finally, the recall and accuracy are evaluated. 
Experimental results show that the proposed design framework to achieve 
recognition and demand can well identify the specific needs of the user's queries, and 
mining stocks demand recognition program designed in this dissertation has good 
recall and accuracy. 
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年第 35 次中国互联网络发展状况统计报告[1]，2005 年到 2014 年中国网民规模和
互联网普及率方展图如图 1.1 所示。 
 
 
图 1.1 中国网民规模和互联网普及率发展图 
 


















信息。截至 2014 年 12 月，从全球各大搜索引擎所占据的全球市场份额上看，
Google 位居全球搜索引擎第一的位置，占领 66.4%的市场份额，全球最大的中文
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