Pita-Almenar JD, Ranganathan GN, Koester HJ. Impact of cortical plasticity on patterns of suprathreshold activity in the cerebral cortex. J Neurophysiol 107: 850 -858, 2012. First published November 9, 2011; doi:10.1152/jn.00245.2011.-There are many cellular and synaptic mechanisms of plasticity in the vertebrate cortex. How the patterns of suprathreshold spiking activity in a population of neurons change because of this plasticity, however, has hardly been subjected to experimental studies. Here, we measured how evoked patterns of suprathreshold spiking activity in a cortical network were modified by cortical plasticity with single-cell and single-spike resolution. To record patterns of activity in the rodent barrel cortex, we used optical methods to detect suprathreshold activity from up to 40 neurons simultaneously. Pairing of two inputs resulted in a longlasting modification of the cortical responses evoked by one of the inputs. The results indicate that plasticity rules on the network level inherit properties from synaptic plasticity rules but are also determined by the functional synaptic architecture, as well as the computations carried out in cortical networks. The largest determinants of the modified cortical responses were those observed when inducing changes by pairing the two inputs. On the single-neuron level, the modified responses only weakly reflected those observed when pairing the two inputs for induction of plasticity. Despite the weak reflection on the cellular level, however, the modified patterns reflected the pairing patterns to the degree that a simple decoding mechanism-a linear separator-correctly discriminated the modified responses from other patterns of activity. functional calcium imaging; barrel cortex; random-access scanning; spatiotemporal patterns of activity THE ABILITY OF VERTEBRATE and other animals to adapt to changes in the environment and to learn relies on the modification of neuronal responses in the central nervous system. Many studies have demonstrated changes in cortical responses as a result of experience (Hubel and Wiesel 1963) and characterized the change in the sub-and suprathreshold response properties of individual neurons with cortical plasticity (Cruikshank and Weinberger 1996; Eyding et al. 2002; Eysel et al. 1998; Frégnac et al. 1988; Jacob et al. 2007; Meliza and Dan 2006; Weinberger et al. 1984) . On the other hand, changes in activity on the population level have been characterized by probing the spatial cortical representations (Feldman and Brecht 2005; Fox 2002; Merzenich et al. 1983; Recanzone et al. 1992; Simons and Land 1987) or by using techniques that record population-averaged activity (Schuett et al. 2001) . Cortical function, however, such as signaling of information, input transformation, and propagation of suprathreshold activity, arises on the level of populations of neurons. Within a recurrent network, each spike in each neuron contributes to network dynamics and network function. For example, the precise patterns of activity in a network of neurons encode information about sensory attributes (Pillow et al. 2008) or motor output (Georgopoulos et al. 1986 ). How plasticity changes network dynamics and modifies the patterns of suprathreshold activity is not readily inferred from synaptic or cellular learning rules, as particularly in recurrent networks, network dynamics can be complex. We therefore measured how patterns of activity were modified by plasticity in a recurrent network in the vertebrate cerebral cortex.
THE ABILITY OF VERTEBRATE and other animals to adapt to changes in the environment and to learn relies on the modification of neuronal responses in the central nervous system. Many studies have demonstrated changes in cortical responses as a result of experience (Hubel and Wiesel 1963) and characterized the change in the sub-and suprathreshold response properties of individual neurons with cortical plasticity (Cruikshank and Weinberger 1996; Eyding et al. 2002; Eysel et al. 1998; Frégnac et al. 1988; Jacob et al. 2007; Meliza and Dan 2006; Weinberger et al. 1984) . On the other hand, changes in activity on the population level have been characterized by probing the spatial cortical representations (Feldman and Brecht 2005; Fox 2002; Merzenich et al. 1983; Recanzone et al. 1992; Simons and Land 1987) or by using techniques that record population-averaged activity (Schuett et al. 2001) . Cortical function, however, such as signaling of information, input transformation, and propagation of suprathreshold activity, arises on the level of populations of neurons. Within a recurrent network, each spike in each neuron contributes to network dynamics and network function. For example, the precise patterns of activity in a network of neurons encode information about sensory attributes (Pillow et al. 2008) or motor output (Georgopoulos et al. 1986 ). How plasticity changes network dynamics and modifies the patterns of suprathreshold activity is not readily inferred from synaptic or cellular learning rules, as particularly in recurrent networks, network dynamics can be complex. We therefore measured how patterns of activity were modified by plasticity in a recurrent network in the vertebrate cerebral cortex.
Here, we measured how patterns of activity were changed by plasticity in the posterior medial barrel subfield ("barrel cortex") in acute brain slices from juvenile mice. To modify patterns of activity, we paired two input signals, a design that has previously been shown to modify cortical responses (Dinse et al. 1997; Eyding et al. 2002) , including in the rodent barrel cortex (Petersen and Sakmann 2001) . To record suprathreshold activity with single-cell and single-spike resolution from many neurons simultaneously, we used dithered random-access scanning. This optical technique has a high spatial and temporal resolution (millisecond) and a high spike-detection efficiency, which has been shown by simultaneous electrophysiological and optical recordings (Grewe et al. 2010; Ranganathan and Koester 2010) . The results indicate that the pairing of two inputs resulted in large changes of the responses to one of the inputs. The patterns evoked by the pairing of the two inputs were the largest determinant of the modified patterns of suprathreshold activity. The patterns evoked by pairing were significantly different from the linear superposition of responses evoked by each input alone. After pairing, the modified cortical responses only weakly reflected those observed for pairing on the single-neuron level. On the network level, however, modified patterns were similar to those that were observed during pairing so that modified patterns were decoded correctly by a linear separator.
ramp plate, and a vertical cut was made at 55°from the anterior to the posterior axis. The posterior section was glued on a metal block, and 300 -400 m slices were cut using a vibrating microslicer. Slices were incubated at 35°C for 30 min in extracellular solution (in mM: 125 NaCl, 2.5 KCl 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 1.7 CaCl 2 , 1 MgCl 2 , 10 dextrose, 3 pyruvate, 1 ascorbate, bubbled with 95% O 2 5% CO 2 ) and stored at room temperature before experiments. All experiments were carried out at 35°C.
To evoke suprathreshold electrical activity localized to a column in barrel cortex, we placed theta glass stimulation electrodes in the ventrobasal nucleus (VB), in the thalamocortical fibers in striatum, or in layer 4 (L4). A second stimulation electrode was placed in L2/3. In each trial, we applied brief electrical stimuli (three to seven, 1 ms) at 33-100 Hz using stimulus isolators. Stimulation intensity was adjusted so a response was observed, but this response was spatially restricted to a single column. For cortical placement, stimulation intensity was 13 Ϯ 7 A; for activation of thalamic fibers, stimulation intensity was 50 Ϯ 30 A. Stimulation electrodes in VB were positioned by first testing a fiber bundle in striatum, such that cortical activity restricted to a single barrel/column was observed, and then placing the stimulation electrode within the activity observed in VB. Stimulation electrode positions were fine tuned by minimizing the current required to evoke a cortical response. We only proceeded with experiments if the thalamic stimulation did not evoke significant responses in L5 or L6.
Functional calcium imaging (wide-field recordings) . Neurons in 1-2 mm 2 of cortex were stained by several bolus injections (six to 40) of the ester form of a calcium indicator (Oregon Green BAPTA-1 AM, dissolved in 34 l extracellular solution, 5 l DMSO, and pluronic 20W%; final concentration 1 mM) using glass pipettes (Ͼ2 m tip opening). For wide-field fluorescence microscopy, a chargedcoupled device (CCD) camera (Rolera XR), an upright microscope (Olympus BX51WI), a 10ϫ water-immersion objective (NA ϭ 0.3), and a metal halide lamp were used. Sequences of images (50 Hz frame rate) were analyzed with custom routines in the analysis software IGOR Pro. Briefly, fluorescence signals were extracted from images, and the relative fluorescence changes were calculated: ⌬F/F(t) ϭ [F(t) Ϫ F 0 ]/F 0 . For calculation of baseline fluorescence F 0 , fluorescence in a 1-s time window before a stimulus was averaged. The CCD had a field of view of 890 ϫ 670 m.
For some experiments, we used a resonant galvanometric scanner (8 kHz resonance frequency, TCS RS, Leica Microsystems, Buffalo Grove, IL) in combination with an ultrafast-pulsed laser to visualize calcium fluorescence signals in neurons in acute slices ("two-photon calcium imaging") with frame rates of 37 or 150 Hz. The galvanometric scanner was used at low magnification (10ϫ water-immersion objective) to localize fluorescence signals in terms of layer and column. In four experiments, we also used a high magnification, using a 40ϫ water-immersion objective (NA ϭ 0.8) and further limiting the field of view to Ͻ80 m ϫ 80 m. In these experiments, we extracted fluorescence signals from five to 11 neurons at 6.5-27 ms temporal resolution.
Image analysis (wide-field recordings) . Activity on the larger spatial scale was examined as population averages. Each region of interest (ROI) spanned one layer in one column. For each ROI, the fluorescence signal was averaged over a 2-s time window following a stimulus and all pixels
Perimeters of columns, layers, and barrels were determined from differential interference contrast images.
Dithered random-access, two-photon scanning. To record from a population of neurons, we used dithered random-access scanning (Ranganathan and Koester 2010) . Two acousto-optical deflectors (5 or 10 mm apertures, ATD-6510CD2, IntraAction, Bellwood, IL) were used to deflect the laser beam in two dimensions. An upright fluorescence microscope (Olympus BX50WI) and a water-immersion objective (ϫ40; NA ϭ 0.8) were used to record from neurons in a field of view of 300 m ϫ 300 m. Fluorescence was detected using photomultiplier tubes (H9305, R6357). The high spatial resolution of two-photon excitation used for dithered random-access scanning, the high temporal resolution, and the high signal-to-noise ratio allow one to detect spikes from somatic calcium fluorescence signals (Grewe et al. 2010; Ranganathan and Koester 2010) . Fluorescence signals were sampled with a temporal resolution of 0.96 -1.53 ms from 20 to 40 neurons. In each trial, we recorded 2-5 s of fluorescence. Trials were usually recorded at 0.1 Hz. Spikes were deconvolved from fluorescence responses by a maximum-likelihood procedure, resulting in a high spike-detection efficiency [Ͼ97% of correctly detected spikes and low rate of false-positive spike detection of Ͻ0.003 s Ϫ1 (Ranganathan and Koester 2010)]. Neural activity was quantified as spikes/ neuron/trial by counting all spikes that occurred within a trial or as response probability (ϭprobability of responding with a spike within a trial).
Linear separation of spatial patterns. For analysis of spatial patterns, we examined the responses r ϭ {r T (control), r T (post), r CI , r test , r Induct } of the following stimuli: the input (s T ) before and after pairing, the cortical input (s CI ), a second cortical input that was not paired (s Test ), and the coincident activation of the two inputs (s Induct ϭ s T ϩ s CI with a temporal offset of 65-85 ms). As the responses of r CI before pairing [r CI (control)] were not significantly different (see RESULTS) from the responses after pairing [r CI (post)], we combined all recordings to r CI . For the linear separation test, binary response vectors r were formed by the individual responses r ϭ (r i ), where r i ϭ 1 denotes that a neuron responded with at least one spike and zero otherwise. A standard perceptron (single layer, number of weights ϭ number of recorded neurons) was implemented and trained to maximize separation of the training patterns. For training of the perceptron, we used the standard perceptron learning algorithm, which is an iterative and supervised learning algorithm (Rosenblatt 1958) . Following the training, the perceptron was applied to the patterns r T (post).
Significance test. For significance tests, unpaired Student's t-test was used unless stated otherwise. Results and error bars are given as mean Ϯ SD, unless stated otherwise.
RESULTS
Impact of cortical plasticity on spiking activity of cortical neurons. To induce long-lasting changes in evoked cortical suprathreshold activity, we paired cortical activity evoked by two different inputs (Fig. 1) . For the first input, we placed one stimulation electrode in the VB in the thalamus (VB) or in the in striatum (Fig. 1 ) to activate thalamocortical afferents or directly in L4. For the second input, a stimulation electrode was placed in L2/3 of the column, adjacent to the column activated by the thalamic/L4 input (Fig. 1, A and B) . We refer to this second input as s CI . In a first set of experiments, we used wide-field fluorescence microscopy at a low magnification (ϫ10 objective, field of view was 0.9 mm ϫ 0.7 mm) to localize changes in cortical responses in terms of layers and columns. Following 100 -150 pairings of the two inputs at a short time delay [s T preceding s CI by a short time interval (⌬t) ϭ 35 Ϫ 85 ms], changes in cortical activity were observed (Fig.  1C) . These changes were long lasting (Ͼ60 min; Fig. 2A) . At low magnification, the resolution was not sufficient to resolve individual neurons and spikes; therefore, signals in this first set of experiments represent population-averaged activity. In 19 out of 24 experiments (17 out of 21 for electrode position for the first input s T in thalamocortical fibers and two out of three for electrode position in L4), the fluorescence signal evoked by the input s T averaged over the entire field of view (measured in each trial as ͐ ⌬F) was significantly higher following the pairing (control: ͐ ⌬F ϭ 7.27 Ϯ 9.30; postpairing: ͐ ⌬F ϭ 15.41 Ϯ 18.14; P Ͻ 0.05 in each experiment; n ϭ 19). Pairing of the two inputs resulted in fluorescence signals that exceeded the linear sum of the fluorescence signals evoked by each input alone (pairing: ͐ ⌬F ϭ 39.71 Ϯ 64.04 compared with linear sum: ͐ ⌬F ϭ 9.92 Ϯ 10.27). This difference, however, was not significant (P ϭ 0.052). Remarkably, r CI did not change significantly in any experiment (control: ͐ ⌬F ϭ 8.51 Ϯ 3.34; postpairing: ͐ ⌬F ϭ 8.38 Ϯ 4.27; P Ͼ 0.05 in each experiment; n ϭ 8 experiments; Fig To record evoked patterns of activity with single-cell and single-spike resolution, we used high magnification and dithered random-access scanning (Grewe et al. 2010; Ranganathan and Koester 2010) (Fig. 3 ). This technique samples from a large number of neurons (up to 40) simultaneously. This technique also has a very high spike-detection efficiency, as shown by simultaneous electrophysiological and optical recordings, and rigorous hypothesis testing (Grewe et al. 2010; Ranganathan and Koester 2010) . At high magnification, the field of view was limited; in this set of experiments, we recorded mostly from neurons in L2/3 (Fig. 3A) around the cortical stimulation electrode, because the changes in activity were larger in this population than in other areas (Fig. 1C) . In these experiments, we placed the first stimulation electrode in L4. In 17 out of 25 of high-resolution recordings, we observed significant (P Ͻ 0.05) changes in the cortical activity measured as average spike count (spikes/neuron/trial), counting all spikes occurring anywhere within each trial of 2-5 s. All further analysis was restricted to those experiments, where we observed significant changes in the L4 input responses. In these 17 high-resolution experiments, we recorded a total of 420 neurons and 142,316 neuronal responses. Average spike count for responses (r T ) to the L4 input (s T ) increased significantly, on average, from 0.026 Ϯ 0.06 spikes/neuron/trial before the pairing (control) to 0.92 Ϯ 0.84 spikes/neuron/trial following pairing (post) of the two inputs (n ϭ 14,720 and 57,709 responses; P Ͻ 10 Ϫ50 ; Table 1 ). The responses to r CI (post) were not significantly different from r CI (control) (0.75 Ϯ 0.62 and 0.81 Ϯ 0.51 spikes/neuron/trial; P ϭ 0.34; n ϭ 129 neurons, five experiments). For all further analysis, we therefore combined r CI (control) and r CI (post) into a single data set, r CI . [⌬F/F(t) ] to the thalamic input. Each trace represents an average over all pixels in one layer in one column. On average, the cortical responses to the thalamic input increased by 141.4 Ϯ 30.1% (measured as change in ͐ ⌬F; n ϭ 19 experiments). In all experiments, r T (post) extended into L2/3, where the cortical electrode was placed following the pairing protocol (average change in ͐ ⌬F ͐ ⌬F ϭ 189.8 Ϯ 27.9%; P Ͻ 0.001; n ϭ 19). Fig. 2 . Changes in cortical responses are long lasting. A: in 12 experiments using wide-field fluorescence microscopy, we recorded the cortical responses for Ͼ1 h following the pairing protocol. Only in experiments where the thalamic/L4 input s T was paired with the cortical input was a long-lasting change in r T observed (ࡗ, top graph; ͐ ⌬F increased by 128 Ϯ 111% of control; n ϭ 12; error bars denote Ϯ 1 SD). No significant change in r T was observed when the pairing was omitted, and s T was not paired with the cortical input (change in ͐ ⌬F ϭ Ϫ0.03 Ϯ 8.6% of control; P ϭ 0.31; n ϭ 5; छ). In contrast to r T , the responses to the cortical input (r CI ) did not change significantly following the pairing protocol (bottom graph; change in ͐ ⌬F ϭ 0.0 Ϯ 10.8%; P ϭ 0.88; n ϭ 8 experiments). B: no significant changes in the responses r T were observed when the N-methyl-D-asparate antagonist receptor antagonist D(Ϫ)-2-amino-5-phosphonovaleric acid (AP-5; 50 M) or the CaMKII inhibitor 1-[N,O-bis(5-isoquinolinesulfonyl)-N-methyl-l-tyrosyl]-4-phenylpiperazine (KN62; 10 M) was present during pairings (AP-5: change in ͐ ⌬F ϭ Ϫ3 Ϯ 11%, P ϭ 0.77, n ϭ 7; KN62: change in ͐ ⌬F ϭ 4 Ϯ 3%, P ϭ 0.20, n ϭ 5; mean Ϯ SE). These results indicate that synaptic plasticity was one of the mechanisms underlying the long-lasting changes in cortical responses induced by pairing of the 2 inputs.
Determinants of modified cortical responses. Both the widefield recordings as well as the dithered random-access scanning demonstrated that responses (r T ) to the thalamic/L4 input (s T ) changed significantly following the pairing protocol. We compared the neural responses to the different inputs to measure what determined the modified patterns, the L4 input responses postpairing, r T (post). It is noteworthy in this regard that the neuronal responses for the pairing, r Induct , were significantly different from and larger than the linear superposition of the L4 and cortical input responses, indicating a strongly nonlinear summation of the simultaneous activation of the two inputs during pairing [pairing responses: 1.61 Ϯ 0.99 spikes/neuron/ trial; linear sum of r T (control) and cortical input responses: 0.97 Ϯ 0.79; n ϭ 420 neurons; P Ͻ 10 Ϫ50 ]. On the single-neuron level, in terms of average spike count and response probability, the responses to the L4 input after pairing, r T (post), were very different from the responses before the pairing, r T (control) ( Table 2 and Fig. 4) . Furthermore, the correlation of the average spike count of the neural responses for the L4 input before pairing, r T (control), with those after pairing, r T (post), was low (r ϭ 0.1; Fig. 4B ). This low correlation indicated that the L4 input responses before pairing had almost no impact on the L4 input responses postpairing in the observed L2/3 neurons. When comparing the modified L4 input responses with the pairing and cortical input responses, many neurons had significantly different response probabilities (Table 2) . These large differences indicate that the responses of the neurons for the L4 input, r T (post), were not a precise reflection of those observed for any other stimulus [r CI , r Induct , and r T (control)]. The average difference in response probability was smallest between r T (post) and r Induct (Fig. 4C) , with most neurons (Ͼ50%) displaying a difference in response probability of 0.35 or less between r T (post) and r Induct . Indeed, the correlation of the spike counts of the modified L4 input r T (post) with those of the pairing response r Induct was higher than the correlation of r T (post) and r CI (r ϭ 0.56 and r ϭ 0.44, respectively; Fig. 4B ). These observations indicate that the neural responses during induction had the highest impact on the modified L4 input responses r T (post) in terms of spike count as well as response probability.
The reduced average spike count/neuron and the moderate correlations indicated that the neuronal responses r T (post) of the L4 input after pairing were neither a precise reflection of those observed for r Induct (and for r CI ) nor simply a downscaled version. To reveal further relationships between the neural responses for the different stimuli, we characterized response probabilities in a manner that would allow for nonuniform differences in response probabilities. Cells were simply classified as "responding" and "nonresponding", depending on a threshold T for the response probability. This threshold T was varied from 0.05 to 0.95 in steps of 0.05. As expected, there were a substantial number of neurons that were deemed responding for r Induct or r CI , respectively, but nonresponding The 1st column lists the average response probability (p) of neurons for each response type; the 2nd column, the spike count (spikes/neuron/trial); and the 3rd column, the number of responses recorded for each response type. Data are from 420 neurons and 17 experiments. The difference in spike count between L4/thalamic input response before pairing [r T (control)] and after pairing [r T (post)] was highly significant (P Ͻ 10 Ϫ50 ; paired Student's t-test). The 1st column lists the 2 responses that were compared, and the 2nd column lists the number (and the fraction) of neurons that had significantly different response probabilities (P ϭ probability of responding in a trial), as calculated with Fisher's exact probability test (␣ ϭ 0.05). Total number of neurons was 420 neurons from 17 experiments. for the modified L4 response [r T (post); Fig. 4D ]. On the other hand, there were only a small number of neurons (Ͻ3% regardless of threshold T) that were classified as nonresponding for r Induct but responding for the modified L4 input patterns r T (post) (Fig. 4D ). This result indicates that almost no neuron would respond for the modified L4 response r T (post) if it did not respond for r Induct .
The results of the cell-by-cell comparison indicate that the L4 input responses postpairing were very different from those prior to the pairing. Furthermore, the modified L4 input responses only very moderately reflected those to the paired inputs (induction) or for the cortical input. The strongest relationships revealed by the cell-by-cell comparison were that: 1) the pairing responses were the largest determinant of the modified responses to the L4 input after pairing; 2) the response amplitude (spike count) of a neuron was almost never higher for the modified response for r T (post) compared with those for pairing; and 3) almost no neuron would respond for the modified L4 responses r T (post) if it did not spike during pairing (induction).
Decoding of modified patterns. The low resemblance of the modified neuronal responses to those observed for pairing or the cortical input response may pose a problem when decoding the modified responses if the results obtained here in acute slices apply to the intact vertebrate brain. It is commonly assumed that combining information across a population of neurons reduces the limitations given by the variability of individual neurons (Averbeck et al. 2006 ; Parker and Newsome 1998). Different coding schemes have been proposed for populations of neurons in somatosensory primary cortices to represent (Graf et al. 2011; Kerr et al. 2007; Panzeri et al. 2003) sensory attributes. Recently, we have shown that neural correlations do not contribute to the change in mutual information (Pita-Almenar et al. 2011). Thus a simple decoder based on the patterns of activity may be sufficient to correctly "decode" the modified responses on the population level. To test this possibility, we used a simple linear separator-a perceptron-to classify the patterns of activity (Figs. 5 and 6 ). To illustrate the spatial patterns of activity, the neuronal activities for each trial were projected into a vector of activity, where entries of one denote that neurons responded with at least one spike (Fig. 5B) .
A single-layer perceptron was trained on the binary response vectors of the L4 input response r T (control) and r Induct or r CI ( Fig. 6A and Table 3 ). The trained perceptron classified the modified L4 input response r T (post) into the same output value as r Induct (87%) and r CI (88%; n ϭ 17 experiments). In contrast, when AP-5 was present during pairing, only 2% of responses of r T (post) had the same perceptron output value as r CI (eight out of 331; n ϭ 3 experiments) and 3%, the same as r Induct (nine out of 331; n ϭ 3 experiments; Fig. 6B ). These results indicate that on the level of small populations of neurons, the pairing modified the L4 input responses r T in L2/3, such that after pairing, they were more similar to r CI and r Induct than those before the pairing protocol.
The large difference in spike count of the L4 input response before and after pairing allows differentiation between those two, based simply on total spike count (pooling). To test linear Fig. 4 . Cell-by-cell comparison of responses. A: response probability (p)/trial for r T (post) as a function of the response probability/trial of that neuron for r T (control) (left graph), r CI (center graph), and r T ϩ r CI (r Induct ; right graph). B: spike count of a neuron for r T (post) as a function of the spike count of that neuron for r T (control) (left graph), r CI (center graph), and r Induct (right graph) for 420 neurons. C: graph shows the number of neurons (as a fraction of total) that had a response probability for r T (control), r Induct , or r CI , which deviated from that for r T (post) by less than ⌬p. D: pictograms above the graphs illustrate the difference in activity displayed in the respective graph (open circles, nonresponding neuron; shaded circles, responding neuron). Left graph: the number of neurons (as a fraction of 420 recorded neurons) that was classified as not responding for r T (post) but as responding for r Induct or r CI as a function of threshold T of response probability. Right graph: the fraction of neurons that were classified as "responding" for r T (post) but as "nonresponding" for r Induct or r CI as a function of threshold T.
separation of the modified L4 input to patterns evoked by other inputs, we recorded the responses to a third unpaired "test" input in six out of the 17 experiments. For this input (s Test ), a stimulation electrode was placed in L2/3, where also, the stimulation electrode for the cortical paired input (s CI ) was located. This test input (s Test ) was not paired with the L4 input. A standard perceptron was implemented and trained to separate r Induct and r Test or trained to separate r Cl and r Test , respectively (Fig. 6C ). The trained perceptron was then used to classify r T (post). When training the perceptron on r Induct and r Test , in 85% of trials, the perceptron classified the modified L4 input responses r T (post) into the same category as r Induct and in 86% of trials, into the same category as r CI (Table 4) . When pooling responses across all neurons into a single number (total spike count of the population) for each trial, there was only little separation between the different responses. On average, when training a perceptron on the pooled spike count of r Induct and r Test , only 59% of responses of the modified L4 input responses r T (post) had the same perceptron output value as the r Induct and 62% of responses the same as r CI when training on r CI and r Test . These results indicate that on the level of small populations of neurons, the modified L4 input responses r T (post), but not the pooled responses, were so similar to those occurring earlier during induction that even a simply linear separator correctly discriminated between the modified responses r T (post) and r Test . Thus on the level of small populations of neurons, plasticity modifies patterns of activity, such that modified responses reflect prior instated patterns of activity.
Synaptic mechanisms. We used the wide-field recordings to test the timing dependence when pairing the two different inputs (Fig. 7) . In each experiment, we paired the thalamic and the cortical input at a fixed time delay (Ϫ500, Ϫ65, ϩ65, or ϩ500 ms). Again, each input consisted of three to five stimuli at a constant frequency (usually 40 Hz). As expected, plasticity was only induced when pairing inputs at short time delays and when s T preceded s CI (s CI following s T by ⌬t ϭ ϩ65 ms). This dependence on timing between the different inputs is in agreement with the rules of spike timing-dependent plasticity (STDP), indicating the STDP contributed to the observed changes of patterns of suprathreshold spiking activity. Cortical plasticity modified not only the response properties of neurons but also impacts neural correlations between neurons. We calculated the correlation coefficient (Pearson's correlation coefficient) between pairs of neurons in L2/3 from binary First and 2nd rows list patterns used for training of the perceptron. Numbers show cumulative number of responses with perceptron output value Ϫ1 and ϩ1 for the stimuli listed in the left column. Third row shows result of testing the trained perceptron on the modified layer 4 (L4) input responses r T (post).
response vectors. The average correlation coefficient increased significantly from 0.01 Ϯ 0.11 to 0.38 Ϯ 0.26 for the thalamic/ L4 input responses (P Ͻ 10 Ϫ10 ; n ϭ 6,082 pairs).
DISCUSSION
Here, we have measured how evoked patterns of suprathreshold activity were modified by plasticity in a population of neurons in the vertebrate cerebral cortex with cellular and single-spike resolution. Plasticity was induced by pairing activity evoked by a thalamic and a cortical L2/3 input or by paring a L4 input and a cortical L2/3 input. The results demonstrate that the pairing induced large changes in the cortical responses to the thalamic/L4 input. As shown by the low correlation of thalamic/L4 input responses before pairing with those after pairing and the large change in signal amplitude, the pairing strongly modified the thalamic/L4 input response. Indeed, within the subpopulation of recorded L2/3 neurons, the modified thalamic/L4 input responses resembled the responses of the paired cortical input and pairing responses more than the thalamic/L4 input responses before pairing. On the level of individual neurons, the reflection of the pairing responses by the modified responses was weak; many neurons had significantly different response probabilities for the two/three different types of responses. In contrast, on the level of patterns, the modified responses reflected the pairing responses to the degree that a linear separation decoder could easily discriminate the modified patterns of activity from those evoked by other inputs (test input).
In the rodent barrel cortex, as well as in other primary sensory cortices, the evoked patterns of suprathreshold activity are a result of the network dynamics that arise in response to the activation of afferents that form synaptic connections with the neurons in the observed population [for reviews, see Alonso and Swadlow (2005) , Douglas and Martin (2004) , and Lübke and Feldmeyer (2007) ]. In the recurrent cortical networks, the contribution of intracortical synapses to neuronal suprathreshold responses can lead to complex dynamics (Li 2001; Pasemann 2002) . Hence, the rules that describe how patterns of activity change with plasticity in recurrent networks can only be revealed by recording from many neurons simultaneously. Previous studies that have recorded changes in activity induced by pairing protocols in vitro (Jimbo et al. 1999; Johnson et al. 2010; Petersen and Sakmann 2001; Shahaf and Marom 2001; Wagenaar et al. 2006) did not resolve suprathreshold spiking activity from many neurons with cellular and single-spike resolution. These studies thus could not determine how patterns of activity change with plasticity. A recent study in hippocampal slices-although lacking cellular and single-spike resolution-came to the conclusion that associative pairing renders ensembles of neurons activated by different inputs more similar (Yuan et al. 2011) .
Learning rules of the L4 -L2/3 network. The comparison of the modified thalamic/L4 input responses with the responses before pairing and the induction responses revealed several important findings and relationships. First, the cortical responses to the thalamic/L4 input were modified by pairing of the thalamic/L4 input with other activity. Second, the patterns that modify the cortical responses-the induction responses when pairing the two inputs-were the greatest determinant of the modified responses of the thalamic/L4 input. The pairing responses were significantly different from the linear superposition of the individual input responses. This may be a result of the complex interaction of the multiple mechanisms that ultimately lead to spiking activity in the recurrent cortical networks and is thus not unexpected.
The nonlinear summation, when pairing the two inputs, thus indicates that the computations in the L4 -L2/3 network were important for determining the modified responses postpairing. Third, the neural responses for the modified patterns were never larger than the induction responses. The response probabilities for induction thus represent an upper bound for the modified responses. As part of this learning rule, those neurons that did not significantly respond to the paired inputs also did not show significant responses for the modified L4 input responses following the pairing. Fourth, the modified responses were not a precise reflection of those for pairing of the two inputs. Because we did not classify neuron types, for example, excitatory and inhibitory neurons, the relationships we describe are coarse; they can be refined further by post hoc classification of neuron types based on neurotransmitters, axonal and dendritic morphology, postsynaptic targets, and others. The most important relationship that we found was that on the level of First and 2nd rows list patterns used for training of the perceptron. Numbers show cumulative number of responses with perceptron output value Ϫ1 and ϩ1 for the stimuli listed in the left column. Third row shows result of testing the trained perceptron on the modified L4 input responses r T (post). Fig. 7 . Timing dependence of induction. Graph shows average change of the thalamic input response as a function of the ⌬t between thalamic and cortical input when pairing the 2 inputs. Data recorded with wide-field fluorescence microscopy. At ⌬t ϭ ϩ65 ms, r T increased significantly (*) by 125 Ϯ 23% (͐ ⌬F, mean Ϯ SE; P Ͻ 0.01; n ϭ 25). In contrast, cortical response was not modified significantly for ⌬t ϭ ϩ500 ms or at reversed timings (s CI before s T ) of ⌬t ϭ Ϫ65 ms and Ϫ500 ms (⌬t ϭ ϩ500 ms: change in ͐ ⌬F ϭ 5 Ϯ 24%, P ϭ 0.83, n ϭ 6; ⌬t ϭ Ϫ65 ms: change in ͐ ⌬F ϭ Ϫ25 Ϯ 17%, P ϭ 0.25, n ϭ 4; ⌬t ϭ Ϫ500 ms: change in ͐ ⌬F ϭ Ϫ12 Ϯ 12%, P ϭ 0.38, n ϭ 4).
populations, the patterns of activity reflected pairing patterns to the degree that a simple decoding mechanism (linear separator) could correctly decode the modified responses.
The learning rules on the population level that we found here have similar timing and pairing requirements as STDP (Magee and Johnston 1997; Markram et al. 1997) , indicating that they inherit these characteristics from STDP. Indeed, the pharmacological tests indicated that STDP contributed to the observed changes in patterns of activity. This is in agreement with previous studies demonstrating that modification of singleneuron responses follows synaptic plasticity rules (Jacob et al. 2007 ). STDP may not be the only plasticity mechanism that contributed to the observed changes. Indeed, there are many other cellular and synaptic mechanisms of plasticity that may have contributed to the observed changes (Feldman 2009 ). The finding that neurons did not respond to modified responses if they did not respond to induction is in agreement with the activity dependence of most forms of synaptic plasticity (Malenka and Bear 2004) . The activity dependence of synaptic plasticity is in agreement with the observation that the patterns observed during pairing were the largest determinant of the modified responses.
Impact of functional synaptic architecture. The synaptic architecture of the rodent barrel cortex consists of many excitatory projections from L4 neurons to L2/3 neurons, located directly above L4 neurons in the same column, but only few connections project to L2/3 in adjacent columns (Feldmeyer et al. 2002; Lefort et al. 2009 ). Activity in the paired L2/3 population following activation of L4 neurons thus presumably arose as a result of L4 neurons activating L2/3 neurons in the same column as the L4 input. These neurons then in turn activated L2/3 neurons in the paired column. Because of the lack of direct monosynaptic connections between the two populations of neurons, polysynaptic excitation thus potentially contributed to the observed propagation of suprathreshold spiking activity from L4 to examined L2/3 neurons in the adjacent column. One can also speculate that the functional synaptic architecture also underlies the observation that we did not find significant, long-lasting changes for the cortical input response. In the barrel cortex, there are only few synaptic connections from L2/3 to L4 (Lefort et al. 2009 ). Furthermore, our pairing protocol always activated the thalamic (L4) input before the cortical input. Thus synaptic connections from the neurons in L2/3 activated by the cortical input to other neurons did not experience the appropriate prepost spiking order required for induction of STDP. As we did not record from neurons in between the two populations of neurons in this study (in L2/3 in the column activated by the L4/thalamic input), both of these hypotheses can only be addressed by further experiments.
Polysynaptic activation of neurons. In cortical networks, the embedding of a novel response pattern with plasticity may interfere with "old memories", the response patterns that have already been established and are reflected in the nonrandom, functional architecture of the network. Such catastrophic interference has been a particular limitation of models of neural networks (McCloskey and Cohen 1989; Ratcliff 1990) . Even in young animals, there is a highly nonrandom connectivity of cortical networks (Kampa et al. 2006; Song et al. 2005; Yoshimura et al. 2005) . Synapses with high efficacy have been found in cortical networks (Sjöström et al. 2006) . Because this intracortical connectivity has a high impact on suprathreshold activity (Liu et al. 2007) , the attempt to embed a new response pattern in the network may simply activate already existing patterns determined by the nonrandom synaptic connectivity. The high segregation of the modified responses from the test responses, however, indicated that the modified responses did not simply reactivate response patterns already given by the existing connectivity. The results thus indicate that catastrophic interference did not occur for our experimental conditions.
Conclusions. The modified patterns partially reinstated the patterns observed when pairing the two inputs for induction of plasticity, only weaker in terms of spike count. This is explained by a limited connectivity between neurons, which may lead to a failure to modify neural responses, despite pairing of a neuron's spiking activity with activity in other neurons. Previous studies in vivo have found that only a fraction of neurons changed its behavior when modifying the response properties of individual neurons by pairing paradigms (33-63%) (Cruikshank and Weinberger 1996; Frégnac et al. 1988; Weinberger et al. 1984) and found nonspecific changes in neuronal response properties (Eyding et al. 2002) . This is in agreement with our observation that not all neurons that were active for the induction pattern responded for the modified responses. As our results show, however, this weak reflection on the single neuron level leads to a strong reflection of the modified responses on the network (pattern) level.
The high similarity of patterns of suprathreshold activity evoked by one input compared with those modified from another input is consistent with the idea of signaling of information by patterns of suprathreshold activity. For a behavioral response, the spatiotemporal patterns of activity in primary sensory cortices have to be decoded by other neurons (deCharms and Zador 2000), for example, in secondary somatosensory cortex or motor cortex. Because patterns were transferred from the cortical input to the thalamic/L4 input to the degree that a linear separation decoder can correctly decode the thalamic/L4 input after induction of plasticity, information relying on activity and on neuron identity is a pathway that does not require adaptation of the readout mechanisms to decode the information from the modified cortical responses when associating two different inputs. 
