Abstract: Decoherence due to photon scattering in an atom interferometer was studied as a function of laser frequency near an atomic resonance. The resulting decoherence (contrast-loss) spectra will be used to calibrate measurements of tune-out wavelengths that are made with the same apparatus. To support this goal, a theoretical model of decoherence spectroscopy is presented here along with experimental tests of this model.
Introduction
Quantum decoherence is a prominent topic in physics, because it can help to explain the transition from quantum to classical behavior [1] [2] [3] [4] [5] [6] . Seminal studies of decoherence using matter wave interferometers [7] [8] [9] [10] [11] , trapped ions [12] , microwave cavities [13] , superconducting circuits [14, 15] , and quantum dots [16, 17] illustrate mechanisms that limit quantum sensors, quantum memory, and quantum information processing gate fidelity. Decoherence is usually described as a culprit that causes deleterious effects. In contrast to this, here we discuss an application where decoherence serves as a resource to improve the accuracy of a basic physics measurement Some other examples of using decoherence or contrast-loss as a resource in atom optics include [18] [19] [20] [21] .
We developed decoherence spectroscopy to support an atom interferometer experiment that we designed to measure a tune-out wavelength (λ zero ). Tune-out wavelengths occur at roots in the dynamic polarizability spectrum of an atom, and λ zero measurements can serve as benchmark tests of atomic structure calculations [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Here we use decoherence to calibrate the frequency-axis for light-induced phase shift spectra, as we discuss in more detail in Sections 2-4. Since we use a multi-pass optical cavity to enhance the light-induced phase shifts, the resulting decoherence spectra have nonintuitive features. Yet, analysis of these novel decoherence spectra can improve the accuracy of λ zero measurements. Therefore, the purpose of this paper is to present the theoretical development and experimental tests of a decoherence spectroscopy model for this application.
This paper is organized as follows. First, we explain the problem that motivated us to develop decoherence spectroscopy. Next, we explain a general model for decoherence spectroscopy. Then, we compare this model to several data sets taken under different conditions. To conclude, we discuss possible improvements and basic limitations of this technique.
Motivation
Our motivation is to improve measurements of tune-out wavelengths, λ zero , made with an atom interferometer [34] [35] [36] . These λ zero measurements test theoretical polarizability spectra α(ω) described in references [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . To measure λ zero , we apply an irradiance gradient on the paths of a Mach-Zehnder atom beam interferometer [37] [38] [39] . Then, we report the root in the light-induced phase shift spectrum as λ zero . We can model the phase shift (φ) spectrum, and contrast (C) spectrum due to decoherence from spontaneous emission (shown in Figure 2 ) with the equations
and
where ω is the laser frequency, α(ω) is the atomic electric dipole polarizability,
] is the atomic cross section to scatter photons, v is the atom beam velocity, s(v) is the atom wave packet separation at the laser beam, and I is the irradiance. The spectra described by Equations (1) and (2) become somewhat more complicated because of hyperfine structure, power broadening, and Doppler shifts, which is why we eventually develop Equation (11) to use in place of Equation (2) for decoherence spectroscopy. Figure 1 shows the x, y, and z coordinate axes, along with a schematic diagram of the experiment. To improve the precision of λ zero measurements, we constructed an optical cavity that recycles laser light shining on the atom interferometer paths. This multi-pass optical cavity (MPC) consists of two plane mirrors, and has no resonant enhancement. However, the optical cavity introduces Doppler shifts that further complicate the phase shift and contrast spectra. Since we do not have a simple crossed-beam experiment with the atom beam and laser beams crossing exactly perpendicularly, we needed a method to quantify the spectral offset that results from several laser beams-each with a slightly different angle-interacting with the atom beam. For this we used the sharpest spectral features we could find in Figure 2 , which are the contrast dips near the D1 and D2 resonances produced with relatively low-power light.
The D1 and D2 resonances for 39 K are separated by the 3.4 nm (1700 GHz) fine structure splitting, and we aim to measure the λ zero between these resonances-near 768.971 nm -with sub-picometer (sub 0.5 GHz) accuracy. A laser beam co-propagating with our 3 km/s atom beam would cause an 8 pm (4 GHz) Doppler shift. So, ideally we would use slow atoms or perfectly-crossed atom and laser beams. However, in our optical cavity there are laser beams propagating over a range of angles spanning ±1.5 degrees. Hence, we have a range of Doppler shifts spanning ±0.4 pm. Our decoherence spectroscopy measurements inform us that a 0.21 ± 0.10 pm correction should be added to our λ zero measurements due to Doppler shifts. . Phase shift and contrast loss spectra for potassium atoms, simulated for different amounts of laser power using Equations (1), (2) and (11) . λ zero is the root in the phase shift spectrum in between two resonances. Contrast loss due to photon scattering occurs near the D1 and D2 resonances. We use the sharpest features of (b) to calibrate λ zero measurements modeled in (a).
Decoherence Spectroscopy Model
To model the atom interferometer contrast, we start with the fact that scattering even one photon per atom reduces the atom interference fringe contrast nearly to zero if the components of each atom's wave function are separated by a distance larger than the wavelength of light [3, [6] [7] [8] [9] [10] [11] 13, 18] . In one view, this is because each scattered photon conveys information about which path atoms traveled through the interferometer. In a related perspective, scattering entangles atoms with photons, and the photons constitute part of the atoms' environment. Ignoring the state of the environment leads to observations of the atomic system with decreased coherence. Hence, atom interference fringe contrast that remains after interaction with the laser light is proportional to the probability P 0 (ω) for atoms to scatter zero photons. We thus write the normalized contrast as
The probability for an atom to scatter zero photons depends on the laser frequency ω, irradiance I, exposure time T, and the Doppler shift ∆ω = v · k, where v is atomic velocity and k is the laser beam propagation vector. We will start our model for P 0 (ω) by considering a single laser beam.
The probability to scatter m photons is a Poisson distribution,
where R = R(ω) is the photon scattering rate. Hence, the probability that an atom will not scatter any photons is P 0 (ω) = e −RT . The scattering rate
depends on the natural decay rate Γ and the probability P ex (ω) for atoms to be in the excited state. P ex (ω) is the steady-state excited state population
where Ω Rabi is the Rabi frequency and ω 0 is the resonance frequency for a two-level atom, as described in textbooks [40, 41] . Next, we add an index F to account for the ground-state hyperfine splitting and an index p to account for different individual laser beams crossing the atom beam. Figure 3a ,d show the probability for atoms in ground states F = 1 and F = 2 to be in the excited state, as a function of laser wavelength for a given laser beam (p = 0) with laser irradiance corresponding to Ω Rabi = 6Γ and Ω Rabi = 24Γ, respectively. Figure 3 also shows the effect of power broadening. The probability of scattering zero photons from a particular laser beam (p) is then given by Equation (4) with m = 0, combined with Equations (5) and (6):
In a multi-pass optical cavity constructed with two plane mirrors, as shown in Figure 1 , the Doppler shifts for each beam are different by the integer p times the angle θ between the two mirrors.
where the parameter δ allows for asymmetry in the range of Doppler shifts (e.g., a residual or net Doppler shift that we will use our data to find). Here, the laser beam p = 0 corresponds to the central beam, which is the last one before the laser beam propagation direction changes, and p ranges symmetrically from −N to N. Figure 3b ,e show the probability for atoms in ground states F = 1 and F = 2 to scatter zero photons from a single laser beam (p = 0) with power corresponding to Ω Rabi = 6Γ and Ω Rabi = 24Γ, respectively. The probability for an atom in one particular hyperfine level to scatter zero photons after interacting with the set of multiple laser beams in the MPC is given by the product
To describe the contrast observed with an atom beam that is in a statistically random distribution of Zeeman m F states associated with the F = 1 and 2 hyperfine levels, we average over all m F states to find
where γ F = 2F + 1 is the degeneracy of each level, and the normalization constant A = ∑ F γ F . Condensing Equations (7)- (10), we obtain
Figure 3c,f show a model from Equation (11) for contrast, given an ensemble of atoms with initial populations randomly distributed in the hyperfine states associated with levels F = 1,2. The width and depth of the contrast-loss spectral features increases with more laser beams. The contrast only goes to zero at laser wavelengths for which atoms in both levels F = 1 and F = 2 scatter photons with high probability. This explains the shape of the contrast loss spectra. If the range of Doppler shifts (plus the power-broadened line widths) exceeds the hyperfine splitting, then the contrast goes to zero for a range of laser wavelengths. In our notation, the condition
is sufficient for contrast to be reduced to zero. Figure 3 . Decoherence spectroscopy model. Graphs (a,d) show the probability of finding atoms in an excited 4p state of 39 K while exposed to laser light with wavelength λ = 2πc/ω and irradiance such that Ω Rabi = 6Γ (a) or 24Γ (d). Graphs (b,e) show the probability of scattering zero photons (P 0,F ) after atoms pass through a laser beam, as described by Equation (7) with an interaction time of T = 3/Γ, and Ω Rabi = 6Γ or 24Γ, respectively. Graphs (c,f) show Contrast after passing through multiple laser beams as described by Equation (9) 
Decoherence Spectroscopy Data
Now we will compare the theoretical decoherence spectra derived with Equation (11) to data. To obtain decoherence spectroscopy data, we used the same laser and atom beam alignment as we did for phase shift, φ(ω), measurements. However, to obtain sharp spectral features, the laser wavelength is tuned near resonance, and the laser power is attenuated by several orders of magnitude so Ω ≈ Γ. We monitored the atom interference fringe contrast as a function of laser wavelength, as shown in Figures 4 and 5 Contrast data for different laser irradiance and associated models based on Equation (11) are shown in Figure 4 . All parameters except Ω Rabi -which is related to the laser beam irradiance-are the same for the models shown in Figure 4 . We also note that δ was the same for all the data series shown in Figure 4 , except for series shown in blue. The series in blue could be offset because of drifts in the alignment or the power of the laser beams during data acquisition. Slightly better fits for each individual data series shown in Figure 4 are possible if other parameters (such as T and θ) are allowed to be different for each series. This could be due to minor imperfections in the model that we discuss in Section 5.
A model decoherence spectrum, shown as a green line in Figure 5 , makes the best fit to the decoherence spectra with δ = 1.6 • ± 0.4 • , or a shift to the contrast spectrum of −0.21 ± 0.05 pm compared to a model with δ = 0. This uncertainty of 0.05 pm comes from a χ 2 analysis of the data in Figure 5 . We would like to interpret this observed shift as a correction that should be applied to a tune-out wavelength measurement due to the net Doppler shift in our experiment and also any systematic error of the Bristol 621B wavemeter that we used to measure the laser wavelength. However, we must slightly increase the uncertainty of this correction in order to allow for possible systematic errors in the difference between the Doppler shift for the contrast-loss spectra and the Doppler shift for the phase-shift spectra, as we discuss in the next section. Therefore, we apply a +0.21 ± 0.10 pm correction to our λ zero measurement.
Discussion
Next, we will discuss complications with this experiment that are not yet accounted for in the the model we have presented. We also estimate the extent to which these complications can cause errors. Then, we will discuss some fundamental limits of decoherence spectroscopy and consider how well this method could be used to assess corrections to tune-out wavelength measurements in the future. We also compare this approach with other methods.
Complications and Suggested Improvements to Decoherence Spectroscopy Model
One complication is that the phase and contrast depend differently on the spatial profile of irradiance I(x, y). The phase shift depends on irradiance gradients d/dx[ I(x, y)dy], as shown in Equation (1), but decoherence only depends on the time of flight through the laser beam, which is related more simply to I(x, y)dy. Hence, the variable size and position of the laser beam spots sketched in Figure 6 makes some laser beams contribute more to the phase shift signal, while different beams contribute more to the decoherence signal. This can be incorporated into more sophisticated models by making the Rabi frequency Ω Rabi,p , interaction time T p , and the irradiance gradients d/dx[I p (x, y)] different for each beam number (p), as suggested by Figure 6 .
To estimate the uncertainty caused by these factors, it is helpful to point out that the photon scattering probability can grow with the spot size w (for I > I sat ), but φ depends on w −2 . Hence, the tightly focused beams contribute much more to the phase shift signal. We estimate that the possible systematic error due to variable spot sizes could be as large as 0.08 pm in the present experiment, because the smallest spot is located-by design-very close to the symmetric point where the laser beam begins to turn around as it reflects back and forth and "walks" inside the MPC, as sketched in Figures 1 and 6 . We observed that the beam waist was within four spots of the turnaround point, and there were 19 beam spots on each mirror from the turnaround point to the first or last beams (entering or exiting) the MPC. From the spectra shown in Figures 4 and 5 , we determined that the extreme beams (with p = +38 or p = −38) are associated with a range of Doppler shifts that span 0.8 pm (i.e., +0.4 pm for the most red shifted and −0.4 pm for the most blue shifted beams, with respect to the beam at the turning point). Based on this information, we conclude that the phase-shift spectrum would have a net Doppler shift that is within 0.08 pm of the net Doppler shift for the decoherence spectra in Figure 5 .
Our model of decoherence spectroscopy in Equation (11) could also be improved by including the effects of imperfect mirror reflectivity. This is another reason why the Rabi frequency Ω Rabi in Equations (10) and (11) should be replaced with a value Ω Rabi,p that depends on the p index. We added this to our model and it changed the reported Doppler shift for contrast-loss spectra by less than 0.01 pm. This is a much smaller shift than the statistical uncertainty (0.05 pm) in the present experiment. We also note that the imperfect mirror reflectivity affects both the phase and the decoherence spectra in the same direction. So, the systematic error caused in λ zero measurements from this imperfection in the model is negligible (smaller than 0.01 pm) in the present experiment.
Systematic differences between Doppler shifts for the phase and Doppler shift for the contrast spectra that are due to beam misalignment (as sketched in an extreme case in Figure 6b ) are estimated to be smaller than 0.02 pm. To justify this estimate, we explain how the experiment was aligned. First, the mirrors making the MPC were adjusted with three piezo stacks so the string of laser spots entering and exiting the the MPC retrace their path, as sketched in Figure 6a . Then, the transverse position and overall rotation of the MPC assembly were adjusted in order to optimize (maximize) the phase shift. Furthermore, we note that the spots entering and exiting the MPC were much larger (greater than 0.5 mm in diameter), and these spots entered and exited approximately 1 cm from the turnaround point. With this geometry, it is nearly certain that all of the beams in the MPC contributed to the decoherence spectra. To estimate the uncertainty due to misalignment, we calculate that a 0.02 pm difference between phase and decoherence spectra Doppler shifts could occur if one of the large spots completely missed the atom beam. In the model we have presented so far, we have not yet included the excited state hyperfine splitting. Instead, the model presented in Equations (7)- (11) and Figures 4 and 5 represented a three level atom, with two ground levels (4s 1/2 , F = 1, 2) and one excited level (4p 3/2 ). When we include hyperfine structure in the excited states, and use the Rabi frequency for each |F, m F to |F , m F transition, the spectra change only slightly, and the resulting best fit shift is different by less than 0.001 pm. The fact that this shift is negligible was expected because the excited hyperfine splitting is not resolved in this experiment.
Contrast loss due to other mechanisms is an interesting topic in its own right. So, we discuss systematic errors due to dephasing in the next sub-section. We will conclude that dephasing also causes a small impact (<0.01 pm) on the best fit net Doppler shift of the contrast loss feature.
To summarize the error budget, we have considered errors and uncertainties due to complications to our model from variable laser beam spot sizes (<0.08 pm), imperfect mirror reflectivity (<0.01 pm), misalignment (<0.02 pm), and the excited state hyperfine splitting (<0.001 pm). Next, we will explain uncertainty (<0.01 pm) due to dephasing. Added in quadrature, all of these sources of uncertainty and the statistical uncertainty (0.05 pm) combine to make the total 0.10 pm uncertainty in the best fit shift for the decoherence spectroscopy feature.
Contrast Loss Mechanisms: Decoherence versus Dephasing
So far, the model for contrast loss that we have described in this paper only takes into account decoherence from photon scattering. However, there can also be contrast loss from dephasing-i.e., a distribution in light-induced phase for the ensemble of detected atoms. The origin of dephasing can be from the distribution in atomic velocity, from the distribution in the irradiance gradients across the thickness of the atom beam, or from the distribution of atomic spin states. We developed models of contrast loss from these dephasing mechanisms in order to study the relatively minor impacts on our decoherence spectra.
To understand why dephasing has less impact than decoherence near resonance, we point out that decoherence due to photon scattering in general depends on ∆ −2 , where ∆ is the detuning from resonance. In comparison, the RMS spread in light-induced phase shifts generally depends on ∆ −1 . These differences are summarized in Table 1 . Furthermore, contrast loss due to dephasing is mostly symmetric about line center, and therefore tends to slightly broaden but not shift the contrast loss feature.
Using calibration data far from resonance (with 500 pm detuning) and models of phase shifts, we found that dephasing due to the spread in velocity and the thickness of the atom beam (compounded with double gradients in irradiance) caused at most a 10% loss in contrast near line center. This is a small effect compared to decoherence. As mentioned earlier, this source of contrast loss is nearly completely symmetric about line center. The spectral offset from this dephasing is less than 0.001 pm. Dephasing due to the distribution of atomic spin states (taking into account both the ground and excited state hyperfine structure) was found to shift the best-fit contrast loss spectrum by less than 0.001 pm in models of our experiment for the conditions for the data in Figure 5 . Based on these several models, we find that dephasing contributes an uncertainty of less than 0.01 pm to the spectral shift of the best-fit decoherence spectrum. Table 1 . Dependence on I, ∆, and v for decoherence, dephasing, and phase shifts.
Observable in Presence of Laser Dependence on I
Dependence on ∆ Dependence on v C loss from decoherence
Comparison with Other Methods and Limits in Precision
Other methods of montoring the Doppler shift could be developed based on laser fluorescence spectroscopy, laser absorption spectroscopy, atom beam deflection spectra, or φ(ω). However, we argue that the decoherence spectroscopy method described here is as good-or better-than these other possible methods, because it only requires scattering one photon per atom and causes sharper spectral features. To compare methods in a bit more detail, since we have a flux of 10 7 atoms per second passing through the multi-pass optical cavity, then if every atom scatters one photon, 10 7 photons/s would be scattered. A geometric collection efficiency of 10 −4 would be possible with the existing apparatus. This leaves a fluorescence signal of only 1000 photons per second, which would be challenging to distinguish from scattered light, given approximately 10 mW of light (10 14 photons per second) incident on the multi-pass cavity. Similarly, it would be challenging to monitor the absorption of roughly 1 part in 10 7 . Atom beam deflection depends on laser frequency too, but decoherence is a more sensitive measure of deflection than any other tool we have. We emphasize that to make this experiment useful for λ zero measurements, we use the same interaction region (optical beam geometry) for both the phase shift experiments and the decoherence experiments, and this sets some constraints on the optical access for hypothetical fluorescence and absorption measurements. Furthermore, using the same atom detector for both phase shift (λ zero ) and contrast-loss (decoherence) experiments helps to reduce any selection bias that would be caused by atoms that interact with laser light but fail to reach the atom detector. For all these reasons, decoherence spectroscopy is quite useful.
A fundamental limit for the precision of decoherence spectroscopy is related to the natural linewidth of atomic transitions, which is, for example, approximately 6 MHz, or 0.01 pm in the case of the potassium 4s − 4p 3/2 transition studied here. If the contrast spectrum features can be used to identify shifts as small as 1% of the natural linewidth (which is within the shot-noise limit for 15 min of data with a typical count rate of 10 5 atoms/s), then Doppler shifts could be reported with an uncertainty of 10 −4 pm or 0.05 MHz.
Conclusions
In this paper, we showed that matter wave decoherence due to photon scattering can be used to calibrate an atom interferometer spectroscopy experiment. We developed decoherence spectroscopy as a method to improve the accuracy of tune-out wavelength measurements made with an atom interferometer. Specifically, we demonstrated how decoherence is sensitive to the net Doppler shift for an atom beam passing through a multi-pass optical cavity and possible systematic errors in wavemeter calibration. We presented a theoretical model of decoherence spectra and experimental contrast-loss data with curious spectral features that qualitatively validate the model. This model and these data informed us that 0.21 ± 0.10 pm should be added as a correction to the tune-out wavelength (λ zero ) measurements made with this apparatus. Furthermore, this correction depends somewhat sensitively on the alignment and location of the laser beam waist within the interaction region.
