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Abstract
We define Hardy spaces Hp(Ω±) on half-strip domain Ω+ and Ω− = C \ Ω+, where
0 < p < ∞, and prove that functions in Hp(Ω±) has non-tangential boundary limit a.e.
on Γ, the common boundary of Ω±. We then prove that Cauchy integral of functions in
Lp(Γ) are in Hp(Ω±), where 1 < p <∞, that is, Cauchy transform is bounded. Besides,
if 1 6 p < ∞, then Hp(Ω±) functions are the Cauchy integral of their non-tangential
boundary limits. We also establish an isomorphism between Hp(Ω±) and H
p(C±), the
classical Hardy spaces over upper and lower half complex planes.
Keywords: Hardy space, Half-strip domain, non-tangential boundary limit, Cauchy in-
tegral representation
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1 Introduction
Caldero´n studied Cauchy integrals on Lipschitz curves in [1], and Coifman, Jones and Semmes
provided two elementary proofs for boundedness on Cauchy transform on Lipschitz curves
in [2]. Kenig gave two equivalent definitions for weighted Hardy spaces over Lipschitz do-
mains in his doctoral thesis [3], and Meyer and Coifman studied some basic properties of
Hardy spaces over Lipschitz domains in [4], in order to solve one of Caldero´n’s problem about
generalized Hardy spaces. Let Γ be a locally rectifiable Jordan curve, Ω± be the two sim-
ply connected domains on two sides of Γ, and we could define two Hardy spaces Hp(Ω±).
Caldero´n’s problem states that whether Lp (1 < p <∞) functions on Γ are sum of two func-
tions in Hp(Ω+) and H
p(Ω−), respectively. However, Meyer and Coifman only considered
upright down boundary limit in their book. More general Hardy space theories has been
researched by Duren in [5] as well.
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In our paper [6, 7], we adopt Meyer and Coifman’s definitions of Hardy spaces over Lip-
schitz domains Ω±, and proved the exsistence of non-tangential boundary limit of Hp(Ω±)
functions. The Cauchy and “Poisson” representations of functions in Hp(Ω±) (1 6 p < ∞)
are aslo proved. We offered a characterization of Lp(Γ) (1 6 p < ∞) functions to be non-
tangential boundaries of Hp(Ω±) functions. More importantly, we established an isomorhpism
between Hp(Ω±) and Hp(C±), the classical Hardy spaces over upper and lower half complex
planes.
In this paper, we will change our attention to Hardy spaces over half-strip domains, which
are still denoted as Ω± and may be viewed as limit of Lipschitz domains, and will prove
nearly all results mentioned above by using similar method, although many adaptations must
be made. Our definitions of Hardy spaces over half-strip domains are influenced by Vinnitskii’s
paper [8], in which proofs of some results below are sketched. Besides, as the boundary of
half-strip domains are part of straight lines, the boundedness of Cauchy transform are proved
for all 1 < p < ∞ by utilizing theorems from Hp(C+). This is contrast with the case when
Ω± are Lipschitz domains, where the boundedness of Cauchy transform is only proved for
p = 2. Thus, Caldero´n’s problem mentioned above is solved if we consider half-strip domains.
However, the “Poisson” represention of functions in Hp(Ω±) for 1 6 p < ∞ are no longer
valid in this case.
2 Basic Definitions
As usual, the complex plane is denoted as C, and points w, z on it are denoted as w = u+ iv
and z = x+ iy, where u, v, x, y are in R, the set of real numbers. For s > 0 and t ∈ R, define
half-strip Ds,t = {u+ iv : |u| < s, v > t}, and its boundary
Γs,t = ∂Ds,t = Γs,t,1 ∪ Γs,t,2 ∪ Γs,t,3
= {−s+ iv : v > t} ∪ {u+ it : |u| 6 s} ∪ {s+ iv : v > t},
which is oriented in the way that Ds,t is on the left side of Γs,t. Obviously, Ds1,t ⊂ Ds2,t if
s1 < s2, and Ds,t1 ⊂ Ds,t2 if t1 > t2.
For 0 < p 6∞ and F (w) defined on Γs,t, let
m(s, t, F ) =

Ç ∫
Γs,t
|F (w)|p|dw|
å 1
p
for 0 < p <∞,
sup{|F (w)| : w ∈ Γs,t} for p =∞,
then Hardy space over the half-strip Ds,t is defined as
Hp(Ds,t) = {F is analytic on Ds,t : sup
0<s1<s,
t1>t
m(s1, t1, F ) <∞},
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and for F (w) ∈ Hp(Ds,t), we define the above supremum as ‖F‖Hp(Ds,t) which is called the
“Hp(Ds,t)-norm” of F (w), while Hardy space over C \Ds,t is defined as
Hp(C \Ds,t) = {F is analytic on C \Ds,t : sup
s<s1, t1<t
m(s1, t1, F ) <∞},
and for F (w) ∈ Hp(C \Ds,t), its Hp(C \Ds,t)-norm is denoted as ‖F‖Hp(C\Ds,t). Notice that,
the above two Hp-norms are really not norm if 0 < p < 1, and we choose the word “norm”
only for convenience.
In this paper, we mainly focus on the special cases of Hp(Dσ,0) and H
p(C \Dσ,0), with
0 < p 6 ∞ and σ > 0. We denote Dσ,0 as Ω+, and C \ Dσ,0 as Ω−, and their common
boundary Γσ,0 = Γσ,0,1 ∪ Γσ,0,2 ∪ Γσ,0,3 is denoted as Γ = Γ1 ∪ Γ2 ∪ Γ3. It is easy to verify
that Hp(Ω±) are vector spaces equipped with norm ‖·‖Hp(Ω±) if 1 6 p 6 ∞, or with metric
‖·‖p
Hp(Ω±)
if 0 < p < 1.
If 1 6 p 6∞, we denote its conjugate coefficient as q, that is 1
p
+ 1
q
= 1, then 1 6 q 6∞.
If, further, F (w) ∈ Hp(Ω±) and G(w) ∈ Hq(Ω±), we have F (w)G(w) ∈ H1(Ω±) by Ho¨lder’s
inequality. Let n be a positive integer, then F (w) ∈ Hnp(Ω±) if and only if Fn(w) ∈ Hp(Ω±).
Our main results of this paper are listed as follows. We first prove in Theorem 4.9 that
if 1 < p < ∞, the Cauchy transform on Γ is bounded. Then the existence of non-tangential
boundary limit of Hp(Ω±) functions for 1 < p <∞ is proved in Theorem 5.7 and Theorem 5.8,
together with the Cauchy integral representation of Hp(Ω±) functions. The existence of non-
tangential boundary limit of Hp(Ω±) functions are then extended to the case of 0 < p < ∞
in Theorem 6.13 and Theorem 6.14, and the Cauchy integral representation to the case of
1 6 p <∞. In the end of this paper, Theorem 6.18 will give an isomorphism between Hp(Ω±)
and Hp(C±) for 0 < p <∞.
3 Elementary Properties of Hp(Ω±)
The open disk {z ∈ C : |z − a| < r} where a ∈ C and r > 0 is denoted as D(a, r), and the
area measure on C is dλ. Notice, some results below have already appeared in [8], but usually
with little or no proof. We will always provide a complete proof when needed.
Lemma 3.1 ([8]). If 0 < p <∞, F (w) ∈ Hp(Ω+), and w = u+ iv ∈ Ω+, then
|F (w)| 6
( 2
pi
) 1
p ‖F‖Hp(Ω+)(min{σ − |u|, v})−
1
p .
Proof. Fix w0 = u0 + iv0 ∈ Ω+, and let ρ = min{σ − |u|, v}, then
D(w0, ρ) ⊂ {u+ iv : |u− u0| < ρ, |v − v0| < ρ} ⊂ Ω+.
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Since |F (w)|p is subharmonic on Ω+, we have
|F (w0)|p 6 1
piρ2
∫∫
D(w0,ρ)
|F (w)|p dλ(w)
6
1
piρ2
∫ u0+ρ
u0−ρ
∫ v0+ρ
v0−ρ
|F (u+ iv)|p dv du
6
1
piρ2
· 2ρ · ‖F‖p
Hp(Ω+)
=
2
piρ
‖F‖p
Hp(Ω+)
,
and
|F (w0)| 6
( 2
pi
) 1
p ‖F‖Hp(Ω+)ρ−
1
p ,
which proves the lemma.
Lemma 3.2 ([8]). If 0 < p <∞, F (w) ∈ Hp(Ω−), and w = u+ iv ∈ Ω−, then
|F (w)| 6
Cp(|u| − σ)
− 1
p if |u| > σ,
Cp|v|−
1
p if v < 0,
where Cp = (2/pi)
1
p ‖F‖Hp(Ω−).
The proof is similar to that of Lemma 3.1, and we should let ρ be |u| − σ if |u| > σ, and
|v| if v < 0. The following theorem shows that Hp(Ω±) are Banach spaces for 1 6 p 6∞.
Theorem 3.3. If 0 < p <∞, then Hp(Ω±) are complete.
Proof. Let {Fn(w)} be a Cauchy sequence in Hp(Ω+), that is
‖Fm − Fn‖Hp(Ω+) → 0 as m,n→ 0.
For w = u+ iv ∈ Ω+, by Lemma 3.1,
|Fm(w) − Fn(w)| 6
( 2
pi
) 1
p
(min{σ − |u|, v})− 1p ‖Fm − Fn‖Hp(Ω+),
then {Fn(w)} converges uniformly on compact subset of Ω+. We denote the convergence
function as F (w), which is also analytic on Ω+.
For any ε > 0, there exists n0 ∈ N, such that if n > n0, then ‖Fn0 − Fn‖Hp(Ω+) 6 ε. By
Fatou’s lemma, for 0 < s < σ and t > 0,∫
Γs,t
|F (w) − Fn0(w)|p|dw| 6 limn→∞
∫
Γs,t
|Fn(w)− Fn0(w)|p|dw| 6 εp,
or ‖F − Fn0‖Hp(Ω+) 6 ε. We then have
‖F‖Hp(Ω+) 6 ε+ ‖Fn0‖Hp(Ω+) if 1 6 p <∞,
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or
‖F‖p
Hp(Ω+)
6 εp + ‖Fn0‖pHp(Ω+) if 0 < p < 1,
and both of them show that F (w) ∈ Hp(Ω+). Thus, Hp(Ω+) is complete. The Hp(Ω−) case
is similarly proved.
Next lemma may be viewed as a refined version of Lemma 3.1.
Lemma 3.4. Let 0 < p < ∞, F (w) ∈ Hp(Ω+), 0 < s < σ and t > 0, then F (u + iv) → 0
uniformly for |u| 6 s as v → +∞, and
lim
t→+∞
∫
Γs,t
|F (w)|p|dw| = 0
for fixed s.
Proof. The first part of the proof is much like that in Lemma 3.1. Let ρ = min{σ−s2 , t2}, if
w0 = u0 + iv0 ∈ Ds,t, then
D(w0, ρ/2) ⊂ {u+ iv : |u− u0| < ρ, |v − v0| < ρ} ⊂ Ds+ρ,t−ρ ⊂ Ω+,
and
|F (u0 + iv0)|p 6 4
piρ2
∫∫
D(w0,
ρ
2
)
|F (w)|p dλ(w)
6
4
piρ2
∫∫
Ds+ρ,t−ρ
χ{|Imw−v0|<ρ}|F (w)|p dλ(w).
where χE is the characteristic function of a set E. By Lebesgue’s dominated convergence
theorem and ∫∫
Ds+ρ,t−ρ
|F (w)|p dλ(w) 6 (s+ ρ)‖F‖p
Hp(Ω+)
,
we have limv0→∞ |F (u0 + iv0)| = 0, and the uniform convergence is proved.
Suppose t > 1, then Ds,t ⊂ Ds,1, and
lim
t→+∞
Ç ∫
Γs,t,1
+
∫
Γs,t,3
å
|F (w)|p|dw|
= lim
t→+∞
Ç ∫
Γs,1,1
+
∫
Γs,1,3
å
χ{Imw>t}|F (w)|p|dw| = 0.
We also have
lim
t→+∞
∫
Γs,t,2
|F (w)|p|dw| 6 lim
t→+∞ 2smax{|F (w)| : w ∈ Γs,t,2}
= lim
t→+∞ 2smax{|F (u+ it)| : |u| 6 s} = 0,
then
lim
t→+∞
∫
Γs,t
|F (w)|p|dw| =
3∑
j=1
lim
t→+∞
∫
Γs,t,j
|F (w)|p|dw| = 0,
and the lemma is proved.
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Lemma 3.5. Let 0 < p <∞, F (w) ∈ Hp(Ω−) and σ < s1 < s2, then F (u+iv)→ 0 uniformly
for s1 6 |u| 6 s2 as v → +∞.
Proof. This is a refinement of Lemma 3.2. Let t2 < t1 < 0, ρ = min{s1−σ2 , |t1|2 }, then
Ds1,t1 ⊂ Ds2,t2 , and if we choose w0 = u0 + iv0 ∈ Ds2,t2 \Ds1,t1 with v0 > |t1|, then
D(w0, ρ/2) ⊂ {u+ iv : |u− u0| < ρ, |v − v0| < ρ} ⊂ Ds2+ρ,t2−ρ \Ds1−ρ,t1+ρ ⊂ Ω−,
and by denoting Ds2+ρ,t2−ρ \Ds1−ρ,t1+ρ ∩ {s1 − ρ < |Rew| < s2 + ρ} as E, we have
|F (u0 + iv0)|p 6 4
piρ2
∫∫
D(w0,
ρ
2
)
|F (w)|p dλ(w)
6
4
piρ2
∫∫
E
χ{|Imw−v0|<ρ}|F (w)|p dλ(w).
Now limv0→∞ |F (u0 + iv0)| = 0 comes from∫∫
E
|F (w)|p dλ(w) 6 (s2 − s1 + 2ρ)‖F‖pHp(Ω+),
and this proves the lemma.
In order to show that Hp(Ω±) is not empty for 0 < p 6∞, we need the following lemma.
Lemma 3.6. If 1 < p 6∞, s > 0 and w0 /∈ Γs,t, define
F (w) =
1
w − w0 for w ∈ Γs,t,
then F (w) ∈ Lp(Γs,t, |dw|).
Proof. The p =∞ case is obvious. Suppose 1 < p <∞, and write
∫
Γs,t
|F (w)|p|dw| =
∫
Γs,t
|dw|
|w − w0|p =
3∑
j=1
∫
Γs,t,j
|dw|
|w −w0|p =
3∑
j=1
Ij,
where
I1 =
∫
Γs,t,1
|dw|
|w −w0|p =
∫ +∞
t
dv
| − s+ iv − u0 − iv0|p ,
I2 =
∫
Γs,t,2
|dw|
|w −w0|p =
∫ s
−s
du
|u+ it− u0 − iv0|p ,
I3 =
∫
Γs,t,3
|dw|
|w −w0|p =
∫ +∞
t
dv
|s+ iv − u0 − iv0|p .
And w0 ∈ Ds,t or C \Ds,t since w0 /∈ Γs,t.
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If w0 = u0 + iv0 ∈ Ds,t, then |u0| < s, v0 > t, and
I1 =
∫ +∞
t
dv
((s + u0)2 + (v − v0)2)
p
2
6
∫
R
dv
(s+ u0)p−1(1 + v2)
p
2
=
2
(s+ u0)p−1
∫
R+
dv
(1 + v2)
p
2
=
1
(s+ u0)p−1
∫
R+
v−
1
2dv
(1 + v)
p
2
.
after making proper change of variables. Let x = v
v+1 for v ∈ R+, then x ∈ (0, 1) and∫
R+
v−
1
2dv
(1 + v)
p
2
6
∫ 1
0
x−
1
2 (1− x) p−32 dx = B
(1
2
,
p− 1
2
)
,
where B(·, ·) is Euler’s Beta function. By denoting the above constant as C, we have I1 6
C(s+ u0)
1−p. Similary, I3 6 C(s− u0)1−p and
I2 =
∫ s
−s
du
((u− u0)2 + (t− v0)2)
p
2
6
∫
R
du
(v0 − t)p−1(u2 + 1)
p
2
6 C(v0 − t)1−p,
then ∫
Γs,t
|F (w)|p|dw| 6 C((s+ u0)1−p + (v0 − t)1−p + (s − u0)1−p),
which means that F (w) ∈ Lp(Γs,t, |dw|).
If w0 = u0 + iv0 ∈ C \Ds,t, then we choose r > 0 big enough such that
E = Γs,t ∩ {Imw 6 |t|+ |v0|+ 1} ⊂ D(w0, r).
Denote d = inf{|w0 − w| : w ∈ Γs,t}, then d > 0, |F (w)| 6 d−1 for w ∈ Γs,t and∫
Γs,t
|F (w)|p|dw| =
Ç ∫
E
+
∫
Γs,t\E
å
|F (w)|p|dw|
6 d−p · 6r + 2
∫ +∞
|t|+|v0|+1
dv
(v − v0)p
= 6rd−p +
2
p− 1(|t|+ |v0|+ 1− v0)
1−p
6 6rd−p +
2
p− 1 .
Hence, we still have F (w) ∈ Lp(Γs,t, |dw|).
Corollary 3.7. If 1 < p 6 ∞, F (w) is a rational function which vanishes at infinity and is
with poles lying on Ω−, then F (w) ∈ Hp(Ω+).
Proof. Assume 1 < p < ∞, as the p = ∞ case is obvious. We consider the simple case of
F (w) = 1
w−w0 first, where w0 ∈ Ω−. Let w0 = u0+iv0, d = inf{|w0−w| : w ∈ Ω+}, then d > 0.
Choose r = |w0 − i2(|v0|+ 1)|+ |σ − i2(|v0|+ 1)|, then E = Γ ∩ {Imw 6 |v0|+ 1} ⊂ D(w0, r).
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For 0 < s < σ, t > 0, denote Es,t = Γs,t ∩ {Imw 6 |v0|+1}, then Es,t ⊂ E and by estimating
as the second part in the proof of Lemma 3.6, we have
m(s, t, F ) =
Ç ∫
Γs,t
|F (w)|p|dw|
å 1
p
6
(
6rd−p +
2
p− 1
) 1
p
.
Since the boundary is independent of s and t, we know that F (w) ∈ Hp(Ω+).
If F (w) = 1
(w−w0)k with w0 ∈ Ω−, where k is a positive integer, then F (w) ∈ Hp(Ω+)
since 1(w−w0) ∈ Hpk(Ω+).
For general F (w), we could rewrite it as
F (w) =
N1∑
j=1
N2∑
k=1
cjk
(w − wj)k
where cjk’s are constants and wj ∈ Ω−, then F (w) ∈ Hp(Ω+) follows from the linearity of
Hp(Ω+).
Corollary 3.8. If 1 < p 6 ∞, F (w) is a rational function which vanishes at infinity and is
with poles lying on Ω+, then F (w) ∈ Hp(Ω−).
Proof. Let 1 < p <∞ and F (w) = 1
w−w0 with w0 = u0+iv0 ∈ Ω+, then |u0| < σ, v0 > 0. For
s > σ, t < 0, by the first part in the proof of Lemma 3.6, we have∫
Γs,t
|F (w)|p|dw| 6 C((s+ u0)1−p + (v0 − t)1−p + (s− u0)1−p)
6 C(2(σ − |u0|)1−p + v1−p0 ),
where C = B(12 ,
p−1
2 ), then F (w) ∈ Hp(Ω−). The rest cases are treated as in Corollary 3.7.
Combing the above two corollaries, we know that Hp(Ω±) is not empty for 1 < p 6 ∞.
If 0 < p 6 1, we choose positive integer n such that pn > 1, then (w − w0)−1 ∈ Hpn(Ω+) for
w0 ∈ Ω−, and (w − w0)−n ∈ Hp(Ω+). The same analysis applies to Hp(Ω−) with 0 < p 6 1.
4 Boundedness of Cauchy Integral on Γ
If 1 6 p <∞, F (ζ) ∈ Lp(Γ, |dζ|), then Cauchy integral (or transform) of F (ζ) on Γ is defined
as
CF (w) =
1
2pii
∫
Γ
F (ζ)
ζ − wdζ for w ∈ C \ Γ.
By Ho¨lder’s inequality and Lemma 3.6, CF (w) is well-defined on C \ Γ. In fact, it is also
analytic.
Lemma 4.1. If 1 6 p <∞, then CF (w) is analytic on C \ Γ.
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Proof. Let w, w1 ∈ Ω+ with w fixed, then
|CF (w)− CF (w1)| =
∣∣∣∣∣ 12pii
∫
Γ
Ç
F (ζ)
ζ − w −
F (ζ)
ζ − w1
å
dζ
∣∣∣∣∣
6
|w − w1|
2pi
∫
Γ
|F (ζ)||dζ|
|ζ −w||ζ − w1| ,
and we denote the last integral as I. Since w ∈ Ω+, there exists δ > 0, such that D(w, 2δ) ⊂
Ω+. For ζ ∈ Γ and w1 ∈ D(w, δ), we have
|w − w1| < δ < 2δ 6 |ζ − w|,
then
|ζ − w1| > |ζ − w| − |w − w1| > 1
2
|ζ − w|.
It follows that,
|I| 6
∫
Γ
2|F (ζ)|
|ζ − w|2 |dζ| 6 2‖F‖Lp(Γ,|dζ|)‖(· − w)
−1‖2L2q(Γ,|dζ|),
where 1
p
+ 1
q
= 1 and (ζ − w)−1 ∈ L2q(Γ, |dζ|) by Lemma 3.6, since 1 < q 6 ∞. We have
proved that I is bounded by a constant which depends on w only. Now let w1 → w, then
|CF (w)− CF (w1)| 6 |w − w1|
2pi
I → 0,
and CF (w) is continuous on Ω+. It is then easy to verify, by Morera’s theorem, that CF (w)
is analytic on Ω+.
We could prove that CF (w) is analytic on Ω− in the same way, thus it is analytic on
Ω+ ∪Ω− = C \ Γ.
Actually, we could further prove that CF (w) ∈ Hp(Ω±) for 1 < p < ∞ and the Cauchy
transform is bounded, see Theorem 4.9. The following lemma has been proved in [9], and is
only a special case of a rather generalized theorem which has a long and complicated proof.
The proof we provide here is greatly simplified, and is with a better transform norm, while
the main idea still comes from the original one.
Remeber that, the Fourier transform of f(t) ∈ L2(R) is defined as
fˆ(x) =
1√
2pi
∫
R
f(t)e−ixt dt for t ∈ R,
and, by Plancherel theorem, ‖fˆ‖L2(R) = ‖f‖L2(R), while Parseval formula shows that∫
R
f(t)g(t) dt =
∫
R
fˆ(x)gˆ(x) dx,
for f(t), g(t) ∈ L2(R). See [11].
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Lemma 4.2 ([9]). If f(t) ∈ L2(R+), and define
g(y) =
∫
R+
e−ytf(t) dt for y > 0,
then ‖g‖L2(R+) 6
√
pi‖f‖L2(R+).
Proof. Replace t with et in the above integral,
g(y) =
∫
R
e−ye
t
f(et)et dt =
∫
R
f(et)e
t
2 · e−yet+ t2 dt.
Since ∫
R
|f(et)e t2 |2 dt =
∫
R+
|f(t)|2 dt = ‖f‖2L2(R+),
or ‖f(et)e t2‖L2(R) = ‖f‖L2(R+), and for y > 0 fixed,∫
R
|e−yet+ t2 |2 dt =
∫
R+
e−2yt dt =
1
2y
,
then both f(et)e
t
2 and e−ye
t+ t
2 are in L2(R), and the Fourier transform of the latter is
(e−ye
t+ t
2 )ˆ (x) =
1√
2pi
∫
R
e−ye
t+ t
2 e−ixt dt =
1√
2pi
∫
R+
e−ytt−
1
2
−ix dt.
Denote (f(et)e
t
2 )ˆ (x) as h(x), then
‖h‖L2(R) = ‖f(et)e
t
2‖L2(R) = ‖f‖L2(R+),
and, by Parseval formula,
g(y) =
∫
R
(f(et)e
t
2 )ˆ (x)(e−yet+
t
2 )ˆ (x) dx
=
∫
R
h(x)
1√
2pi
∫
R+
e−ytt−
1
2
+ix dt dx
After replacing t with t
y
, we have
g(y) =
1√
2pi
∫
R
h(x)
∫
R+
e−t
( t
y
)− 1
2
+ixdt
y
dx
=
1√
2pi
∫
R
h(x)
∫
R+
e−tt−
1
2
+ix dt y−
1
2
−ix dx.
Define h1(x) = h(x)
∫
R+
e−tt−
1
2
+ix dt, then
g(y) =
1√
2pi
∫
R
h1(x)y
− 1
2
−ix dx, or g(ey)e
y
2 =
1√
2pi
∫
R
h1(x)e
−iyx dx.
Since h(x) ∈ L2(R), and∣∣∣∣∣
∫
R+
e−tt−
1
2
+ix dt
∣∣∣∣∣ 6
∫
R+
t−
1
2 e−t dt = Γ
(1
2
)
=
√
pi,
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where Γ(·) is Eular’s Gamma function, then ‖h1‖L2(R) 6
√
pi‖h‖L2(R), and it follows that,
g(ey)e
y
2 = ĥ1(y), and ∫
R
|g(ey)e y2 |2dy = ‖ĥ1‖2L2(R) = ‖h1‖2L2(R)
6 pi‖h‖2L2(R) = pi‖f‖2L2(R+).
The left side above is obviously ‖g‖2
L2(R+)
, thus ‖g‖L2(R+) 6
√
pi‖f‖L2(R+).
The next corollary of Lemma 4.2 is crucial to our proof of the boundedness of Cauchy
transform of Lp(Γ, |dζ|) (1 < p <∞) functions, and we need a fatorization lemma on Hp(C+)
(0 < p <∞) during its proof.
Lemma 4.3 ([10]). Let {zn = xn + iyn} be a sequence of points in C+, such that
∞∑
n=1
yn
1 + |zn|2 <∞,
and m be the number of zn equal to i. Then the Blaschke product
B(z) =
Ç
z − i
z + i
åm ∏
zn 6=i
|z2n + 1|
z2n + 1
· z − zn
z − zn
converges on C+, has non-tangential boundary limit B(x) a.e. on R, and the zeros of B(z) are
precisely the points zn, both counting multiplicity. Moreover, |B(z)| < 1 on C+ and |B(x)| = 1
a.e. on R.
Lemma 4.4 ([10]). If 0 < p <∞, f(z) ∈ Hp(C+), f 6≡ 0, and B(z) is the Blaschke product
associated with the zeros of f(z), Then
g(z) =
f(z)
B(z)
6= 0, and ‖g‖Hp(C+) = ‖f‖Hp(C+).
Corollary 4.5. If 0 < p <∞, f(z) ∈ Hp(C+), y > 0 and x ∈ R, then there exists a positive
function g(iy) on R+, such that |f(x+ iy)| 6 g(iy) for all x ∈ R, and
‖f(x+ i·)‖Lp(R+) 6 ‖g(i·)‖Lp(R+) 6 2−
1
p ‖f‖Hp(C+).
Proof. We consider the p = 2 case first, then by one of Paley-Wiener theorems [11], there
exists h(t) ∈ L2(R+), such that
f(z) =
1√
2pi
∫
R+
h(t)eitz dt,
with ‖f‖H2(C+) = ‖h‖L2(R+), then
|f(x+ iy)| = 1√
2pi
∣∣∣∣∣
∫
R+
h(t)eit(x+iy) dt
∣∣∣∣∣ 6 1√2pi
∫
R+
|h(t)|e−ty dt,
11
and we denote the last expression as g1(iy). Since |h(t)| and h(t) have the same L2(R+) norm,
we have, by Lemma 4.2,
‖f(x+ i·)‖L2(R+) 6 ‖g1(i·)‖L2(R+) 6
1√
2
‖h‖L2(R+) =
1√
2
‖f‖H2(C+).
For other p ∈ (0,∞), we could write f(z) = B(z)Q(z) where Q(z) 6= 0 with ‖Q‖Hp(C+) =
‖f‖Hp(C+), and B(z) is the Blaschke product. Then Q
p
2 (z) ∈ H2(C+) and by what we have
proved, there exists a positive function g2(iy) such that |Q
p
2 (x + iy)| 6 g2(iy) for all x ∈ R,
and
‖Q p2 (x+ i·)‖L2(R+) 6 ‖g2(i·)‖L2(R+) 6
1√
2
‖Q p2 ‖H2(C+),
or
‖Q(x+ i·)‖Lp(R+) 6 ‖g
2
p
2 (i·)‖Lp(R+) 6 2−
1
p ‖Q‖Hp(C+).
It follows that |f(x+ iy)| 6 |Q(x+ iy)| 6 g
2
p
2 (iy), and
‖f(x+ i·)‖Lp(R+) 6 ‖g
2
p
2 (i·)‖Lp(R+) 6 2−
1
p ‖f‖Hp(C+).
Denote g
2
p
2 (iy) as g(iy), then the proof is finished.
Hardy space Hp(D) for 0 < p 6 ∞, where D is the translation and rotation of C+, is
defined similarly as that of Hp(C+). For example, if 0 < p <∞, then Hp({Rew > −σ}) are
analytic functions equipped with Hp-norm
‖F‖Hp({Rew>−σ}) = sup
u>−σ
Ç ∫
R
|F (u+ iv)|p dv
å 1
p
.
Proposition 4.6 ([8]). If 1 6 p 6 ∞, σ > 0, F1(w) ∈ Hp({Rew > −σ}), F2(w) ∈ Hp(C+)
and F3(w) ∈ Hp({Rew < σ}). Define F (w) = F1(w) + F2(w) + F3(w) for Ω+ = Dσ,0, then
F (w) ∈ Hp(Ω+). We may simply write
Hp({Rew > −σ}) +Hp(C+) +Hp({Rew < σ}) ⊂ Hp(Ω+).
Proof. Let 1 6 p <∞, 0 < s < σ and t > 0, then
m(s, t, F ) =
Ç ∫
Γs,t
|F (w)|p|dw|
å 1
p
=
Ç ∫
Γs,t
∣∣∣∣ 3∑
j=1
Fj(w)
∣∣∣∣p|dw|
å 1
p
6
3∑
j=1
Ç ∫
Γs,t
|Fj(w)|p|dw|
å 1
p
.
By the definition of Hp({Rew > −σ}) and Corollary 4.5,∫
Γs,t
|F1(w)|p|dw| =
3∑
k=1
∫
Γs,t,k
|F1(w)|p|dw|
6
(
1 +
1
2
+ 1
)
‖F1‖pHp({Rew>−σ}) =
5
2
‖F1‖pHp({Rew>−σ}).
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Similarly, we have ∫
Γs,t
|F2(w)|p|dw| 6 2‖F2‖pHp(C+),∫
Γs,t
|F3(w)|p|dw| 6 5
2
‖F3‖pHp({Rew<σ}),
then
m(s, t, F ) 6
(5
2
) 1
p ‖F1‖Hp({Rew>−σ}) + 2
1
p ‖F2‖Hp(C+) +
(5
2
) 1
p ‖F3‖Hp({Rew<σ}),
which means that F (w) ∈ Hp(Ω+).
The converse of Proposition 4.6 will be proved in Theorem 5.9, and the Hp(Ω−) version
is much easier to prove by invoking definitions.
Theorem 4.7 ([8]). If 0 < p 6∞ and F (w) is analytic on Ω−, then F (w) ∈ Hp(Ω−) if and
only if F (w) is in Hp({Rew < −σ}), Hp(C−), and Hp({Rew > σ}).
Proof. We only prove the “only if” part with 0 < p < ∞, as the other parts is obvious by
definition. For any s > σ and t < 0, we have∫ s
−s
|F (u+ it)|p du =
∫
Γs,t,2
|F (w)|p|dw| 6 ‖F‖p
Hp(Ω−)
,
then, by Fatou’s lemma,∫
R
|F (u+ it)|p du =
∫
R
lim inf
s→∞ χ[−s,s]|F (u+ it)|
p du
6 lim inf
s→∞
∫
R
χ[−s,s]|F (u+ it)|p du 6 ‖F‖pHp(Ω−).
Hence,
‖F‖p
Hp(C−)
= sup
t<0
∫
R
|F (u+ it)|p du 6 ‖F‖p
Hp(Ω−)
,
and F (w) ∈ Hp(C−). The other two inclusions could be similarly verified.
Before proving that Cauchy transform is bounded on Lp(Γ, |dζ|) (1 < p <∞), we introduce
the boundedness of Cauchy transform on Lp(R) (1 < p <∞).
Lemma 4.8 ([12]). Suppose 1 < p <∞, f(t) ∈ Lp(R), and define
Cf(z) =
1
2pii
∫
R
f(t)
t− z dt for z 6= R,
then
sup
y>0
Ç ∫
R
|Cf(x+ iy)|p dx
å 1
p
6 Ap‖f‖Lp(R),
where App = max{ pp−1 , pp−1}.
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The above lemma clearly implies that Cf(z) ∈ Hp(C±) for 1 < p <∞, since it is easy to
verify that Cf(z) is analytic on C \ R. Also, the transform norm do not exceed Ap.
Theorem 4.9. If 1 < p < ∞, F (ζ) ∈ Lp(Γ, |dζ|) and CF (w) is the Cauchy integral of F (ζ)
on Γ with w ∈ Ω±, then CF (w) ∈ Hp(Ω±), and
‖CF‖Hp(Ω+) 6
(5
2
) 1
p
Ap‖F‖Lp(Γ,|dζ|),
‖CF‖Hp(Ω−) 6 3
1
pAp‖F‖Lp(Γ,|dζ|),
where App = max{ pp−1 , pp−1}.
Proof. We have already proved that CF (w) is analytic on Ω+ ∪Ω− in Lemma 4.1, thus only
need to verify the bounded integrability in definition of Hp spaces. Let γ1 = {Rew = −σ},
γ2 = R and γ3 = {Rew = σ}, then
CF (w) =
1
2pii
∫
Γ
F (ζ)
ζ − w dζ =
3∑
j=1
1
2pii
∫
γj
χΓjF (ζ)
ζ − w dζ =
3∑
j=1
Gj(w),
and Gj(w) is well-defined on C \ Γj for j = 1, 2, 3.
If w ∈ Ω+, then CF (w) is the sum of G1(w) ∈ Hp({Rew > −σ}), G2(w) ∈ Hp(C+), and
G3(w) ∈ Hp({Rew < σ}). Let 0 < s < σ, t > 0, then by Proposition 4.6 and Lemma 4.8,
m(s, t, CF ) =
Ç ∫
Γs,t
|CF (w)|p|dw|
å 1
p
6
(5
2
) 1
p ‖G1‖Hp({Rew>−σ}) + 2
1
p ‖G2‖Hp(C+) +
(5
2
) 1
p ‖G3‖Hp({Rew<σ})
6
(5
2
) 1
p
3∑
j=1
Ap‖χΓjF‖Lp(γj ,|dζ|)
=
(5
2
) 1
p
Ap‖F‖Lp(Γ,|dζ|),
and it shows that F (w) ∈ Hp(Ω+) with
‖CF‖Hp(Ω+) 6
(5
2
) 1
p
Ap‖F‖Lp(Γ,|dζ|).
If w ∈ Ω−, then CF (w) is the sum of three Hp functions Gj(w) for j = 1, 2, 3, where
G1(w) ∈ Hp({Rew > −σ}) or Hp({Rew < −σ}),
G2(w) ∈ Hp(C+) or Hp(C−), and
G3(w) ∈ Hp({Rew < σ}) or Hp({Rew > σ}),
depending on the location of w. Let s > σ, t < 0, then by Lemma 4.8, definitions of
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Hp({Rew > −σ}) and Hp({Rew < −σ}), and Corollary 4.5,
∫
Γs,t
|G1(w)|p|dw| =
3∑
k=1
∫
Γs,t,k
|G1(w)|p|dw|
6
(
1 +
1
2
)
‖G1‖pHp({Rew<−σ}) +
(1
2
+ 1
)
‖G1‖pHp({Rew>−σ})
6 3App‖χΓ1F‖pLp(γ1,|dζ|).
Similarly, we have ∫
Γs,t
|Gj(w)|p|dw| 6 3App‖χΓjF‖pLp(γj ,|dζ|)
for j = 2, 3, then
m(s, t, CF ) 6
3∑
j=1
Ç ∫
Γs,t
|Gj(w)|p|dw|
å 1
p
6 3
1
pAp
3∑
j=1
‖F‖Lp(Γj ,|dζ|) = 3
1
pAp‖F‖Lp(Γ,|dζ|),
which implies that F (w) ∈ Hp(Ω−) and
‖CF‖Hp(Ω−) 6 3
1
pAp‖F‖Lp(Γ,|dζ|).
The proof of this theorem is thus finished.
The lines γ1 = {Rew = −σ}, γ2 = R, γ3 = {Rew = σ} introduced in the proof of
Theorem 4.9 are also important for proving some of the following results. Let γ = γ1∪γ2∪γ3,
and for s > 0, t ∈ R, let γs,t,1 = γ1∩{Imw > t}, γs,t,2 = γ2∩{|Rew| 6 s}, γs,t,3 = γ3∩{Imw >
t}, and γs,t = γs,t,1∪γs,t,2∪γs,t,3. The orientation of γ1 is from top to bottom, that of γ2 from
left to right, and that of γ3 from bottom to top, then Γ = γσ,0 with the same orientation.
We now define a one-to-one mapping Ps,t from γs,t onto Γs,t. For ζ ∈ γs,t, define
ζs,t = Ps,t(ζ) =

ζ + (σ − s) if ζ ∈ γs,t,1,
ζ + it if ζ ∈ γs,t,2,
ζ − (σ − s) if ζ ∈ γs,t,3,
then the inverse mapping P−1s,t is
ζ = P−1s,t (w) =

w − (σ − s) if w ∈ Γs,t,1,
w − it if w ∈ Γs,t,2,
w + (σ − s) if w ∈ Γs,t,3,
and ζ ∈ γs,t,j if and only if ζs,t ∈ Γs,t,j for j = 1, 2, 3. In fact, Ps,t and P−1s,t are just
combinations of translation.
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Then for G(w) defined on Γs,t, we may view it as a function Gs,t(ζ) defined on γ, that is,
we let
Gs,t(ζ) =
{
G(ζs,t) = G(Ps,t(ζ)) for ζ ∈ γs,t,
0 for ζ ∈ γ \ γs,t.
Obviously, Gs,t(ζ) = χγs,tGs,t(ζ),∫
γ
Gs,t(ζ) dζ =
∫
γs,t
Gs,t(ζ) dζ =
∫
Γs,t
G(ζs,t) dζs,t =
∫
Γs,t
G(w) dw,
and, similarly, ∫
γ
Gs,t(ζ)|dζ| =
∫
Γs,t
G(w)|dw|.
If 0 < s 6 σ, t > 0, then γs,t ⊂ γσ,0 = Γ, and Gs,t(ζ) could be considered as a function only
defined on Γ.
Lemma 4.10. If 1 < p < ∞ and f(z) ∈ Hp(C+), then for y > 0, |f(x + iy)| is dominated
by 10
pi
f∗(x) ∈ Lp(R), where f∗(x) is the Hardy-Littlewood maximal function of f(x), the non-
tangential boundary limit of f(z).
The proof of the above lemma is outlined in [4], which involves utilizing the Poisson
representation of f(z) by f(x) and dividing R properly. We have the following domination
theorem on Γs,t.
Theorem 4.11. If 1 < p < ∞, s ∈ R+ \ {σ}, t ∈ R \ {0}, and F (ζ) ∈ Lp(Γ, |dζ|), then
|(CF )s,t(ζ)| is dominated by a function g(ζ) ∈ Lp(γ, |dζ|), where ζ ∈ γ \ {±σ} and CF (w) is
the Cauchy integral of F (ζ) on Γ.
Proof. We write, by definition of CF (w), for w ∈ Ω+ ∪ Ω−,
CF (w) =
3∑
j=1
1
2pii
∫
γj
χΓjF (ζ)
ζ − w dζ =
3∑
j=1
Gj(w),
then Gj(w)’s are H
p functions on corresponding domains, and their non-tangential boundary
limit functions are denoted as gj±(ζ) with ζ ∈ γj for j = 1, 2, 3. Here the signs in subsripts
depend on “left” or “right” of the domains relative to their boundaries. For example, {Rew >
−σ} is on the left of γ1, then G1(w) with Rew > −σ has non-tangential boundary limit
g1+(ζ), while g1−(ζ) is the non-tangential boundary limit of G1(w) with Rew < −σ. The
other gj±(ζ)’s are defined accordingly.
Then, by Lemma 4.10, |Gj(Ps,t(ζ))| 6 10pi g∗j±(ζ) where ζ ∈ γs,t,j for j = 1, 2, 3, with signs
depending on where Ps,t(ζ) locates and g
∗
j±(ζ)’s are the Hardy-Littlewood maximal functions.
By Corollary 4.5, there exists hj±(ζ) for j = 1, 2, 3, where
h1+ is defined on γ2 ∩ {Rew > −σ}, h1− on γ2 ∩ {Rew < −σ};
h2+ on {iv : v > 0}, h2− on {iv : v < 0};
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h3+ on γ2 ∩ {Rew < σ}, h3− on γ2 ∩ {Rew > σ},
such that |Gj(w)| 6 hj±(Rew) for j = 1, 3, w /∈ γ1∪γ3, and |G2(w)| 6 h2±(Imw) for w /∈ γ2.
Besides, ‖hj±‖Lp 6 2−
1
p ‖Gj‖Hp . Since we mainly consider the Lp integrability along γ of
each functions, h2± could be viewed as defined on γ1 or γ3 by tranlation, and the tranlated
functions are still denoted as h2± by abusing of notation.
We are going to treat two special cases: 0 < s < σ, t > 0; or s > σ, t < 0, and the other
cases could be proved similarly. For the first case, Γs,t ∈ Ω+. If ζ ∈ γs,t,1 \ {±σ}, then
|CF (Ps,t(ζ))| 6 10
pi
g∗1+(ζ) + h2+(ζ) +
10
pi
g∗3+(ζ) = H1(ζ).
Although g∗3+ is originally defined on γ3, we could translate it to a function defined on γ1
which is denoted as g∗3+ again. We will do the same change accordingly in the following
expressions, without further explanation. If ζ ∈ γs,t,2 \ {±σ}, then
|CF (Ps,t(ζ))| 6 h1+(ζ) + 10
pi
g∗2+(ζ) + h3+(ζ) = H2(ζ),
and if ζ ∈ γs,t,3 \ {±σ}, then
|CF (Ps,t(ζ))| 6 10
pi
g∗1+(ζ) + h2+(ζ) +
10
pi
g∗3+(ζ) = H1(ζ).
Define g(ζ) = Hj(ζ) when ζ ∈ γs,t,j \ {±σ} for j = 1, 2, 3, we have
|(CF )s,t(ζ)| = |CF (Ps,t(ζ))| 6 g(ζ) for ζ ∈ γ \ {±σ}.
In the case of s > σ, t < 0, let
g(ζ) =

10
pi
g∗1−(ζ) + χC+h2+(ζ) + χC−h2−(ζ) +
10
pi
g∗3+(ζ) if ζ ∈ γs,t,1 \ {±σ},
χ{Rew<−σ}h1−(ζ) + χ{Rew>−σ}h1+(ζ) + 10pi g
∗
2−(ζ)
+ χ{Rew<σ}h3+(ζ) + χ{Rew>σ}h3−(ζ) if ζ ∈ γs,t,2 \ {±σ},
10
pi
g∗1+(ζ) + χC−h2−(ζ) + χC+h2+(ζ) +
10
pi
g∗3−(ζ) if ζ ∈ γs,t,3 \ {±σ},
then we also have, for ζ ∈ γ \ {±σ}, |(CF )s,t(ζ)| 6 g(ζ).
Since the two g(ζ)’s are sum of Lp functions, we know that g(ζ) ∈ Lp(γ, |dζ|).
The g∗j±’s and hj±’s above could even be extended to functions defined on γ without
changing their Lp norm by letting them equal to 0 on parts where they are originally undefined.
This point of view will be very handy in next section.
The norm of Hardy-Littlewood maximal operator is less than or equal to 3
1
p p
p−1 [13], then
Theorem 4.11 also leads to the boundedness of Cauchy transform on Γ. In fact, by carefully
examning the proof, we know that,
‖CF‖Hp(Ω+) 6 Ap
(20
pi
Bp + 2
1− 1
p
)
‖F‖Lp(Γ,|dζ|),
and
‖CF‖Hp(Ω−) 6 Ap
(20
pi
Bp + 2
2− 1
p
)
‖F‖Lp(Γ,|dζ|),
where App = max{ pp−1 , pp−1}, Bp = 3
1
p p
p−1 .
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5 Non-tangential Boundary Limit and Cauchy Representation
In this section, we are going to prove that, if 1 < p <∞, then every function in Hp(Ω±) has
non-tangential boundary limit a.e. on Γ, and is the Cauchy integral of its boundary function.
More details are in Theorem 5.7 and Theorem 5.8.
For ζ, ζ0 ∈ Γ, z ∈ C and ζ0 ± z 6= ζ, define
Kz(ζ, ζ0) =
1
2pii
( 1
ζ − (ζ0 + z) −
1
ζ − (ζ0 − z)
)
=
1
pii
· z
(ζ − ζ0)2 − z2 . (1)
Lemma 5.1. If ζ0 + z ∈ Ω+ and ζ0 − z ∈ Ω−, then∫
Γ
Kz(ζ, ζ0) dζ = 1.
Proof. Choose t > max{0, Im (ζ0 + z), Im (ζ0 − z)}, and let E = Ω+ ∩ {Imw < t}, ΓE1 =
Γ ∩ {Imw < t}, ΓE2 = {u+ it : |u| 6 σ} then ∂E = ΓE1 ∪ ΓE2, and∫
∂E
Kz(ζ, ζ0) dζ =
1
2pii
∫
∂E
d ζ
ζ − (ζ0 + z) −
1
2pii
∫
∂E
d ζ
ζ − (ζ0 − z) = 1− 0 = 1.
Since
lim
t→+∞
∣∣∣∣∣
∫
ΓE2
dζ
(ζ − ζ0)2 − z2
∣∣∣∣∣ 6 limt→+∞
∫ σ
−σ
du
|u+ it− (ζ0 + z)||u+ it− (ζ0 − z)|
6 lim
t→+∞
2σ
(t− Im (ζ0 + z))(t − Im (ζ0 − z))
= 0,
we then have, by letting t→∞, ∫ΓKz(ζ, ζ0) dζ = 1, and the lemma is proved.
For α > 0, ζ ∈ Γ \ {±σ}, define
Ωα±(ζ) =

ζ ± {x+ iy : x > 0, |y| < αx} if ζ ∈ Γ1,
ζ ± {x+ iy : y > 0, |x| < αy} if ζ ∈ Γ2 \ {−σ, σ},
ζ ± {x+ iy : x < 0, |y| < −αx} if ζ ∈ Γ3,
then Ωα±(ζ) are cones with vertex ζ. Notice that both Ωα+(ζ) and Ωα−(ζ) are not defined
for ζ = ±σ.
Lemma 5.2. If α > 0 and ζ, ζ0 ∈ Γ with ζ0 6= ±σ, then there exists constants C, δ > 0,
depending on α, ζ0, respectively, such that
|Kz(ζ, ζ0)| 6 C|z||ζ − ζ0|2 + |z|2
for z + ζ0 ∈ Ωα±(ζ0) and |z| < δ.
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Proof. We could assume ζ0 ∈ Γ1 and z+ζ0 ∈ Ωα+(ζ0), since the other cases could be similarly
proved. In view of (1), we need to prove that for all ζ ∈ Γ,
|ζ − ζ0|2 + |z|2 6 C1|(ζ − ζ0)2 − z2|,
where z + ζ0 ∈ Ωα+(ζ0) and |z| < δ for some C1 and δ.
Since ζ0 ∈ Γ1, let δ = 12 min{Im ζ0, 2σ}, thenD(ζ0, 2δ)∩Γ1 ⊂ Γ1, andD(ζ0, 2δ)∩Ω+ ⊂ Ω+.
Now choose |z| < δ, ζ ∈ Γ \D(ζ0, 2δ), then |ζ − ζ0| > 2δ > 2|z|, and
|ζ − ζ0|2 + |z|2 6 5
4
|ζ − ζ0|2,
|(ζ − ζ0)2 − z2| > |ζ − ζ0|2 − |z|2 > 3
4
|ζ − ζ0|2,
which implies that
|ζ − ζ0|2 + |z|2 6 5
3
|(ζ − ζ0)2 − z2|.
If ζ ∈ Γ ∩ D(ζ0, 2δ), then ζ ∈ Γ1, and arg(ζ − ζ0) = ±pi2 . Since | arg z| < arctanα for
z ∈ Ωα+(ζ0)− ζ0, we have
|ζ − ζ0 ± z| =
∣∣∣|ζ − ζ0|ei arg(ζ−ζ0) ± |z|ei arg z∣∣∣
=
∣∣∣|ζ − ζ0| ± |z|ei arg z−i arg(ζ−ζ0)∣∣∣
> |z| · | sin(arg z − arg(ζ − ζ0))|
> |z| cos(arctanα)
=
|z|√
1 + α2
.
We also have |ζ − ζ0± z| > |ζ − ζ0|(1 +α2)− 12 by the same method. If, further, |ζ − ζ0| 6 |z|,
then |ζ − ζ0|2 + |z|2 6 2|z|2, and
|(ζ − ζ0)2 − z2| = |ζ − ζ0 + z| · |ζ − ζ0 − z| > |z|
2
1 + α2
;
or if |ζ − ζ0| > |z|, then |ζ − ζ0|2 + |z|2 6 2|ζ − ζ0|2, and |(ζ − ζ0)2− z2| > |ζ − ζ0|2(1+α2)−1.
In either case, we have
|ζ − ζ0|2 + |z|2 6 2(1 + α2)|(ζ − ζ0)2 − z2|.
Now let C1 = max{2(1 + α2), 53} = 2(1 + α2), then for all ζ ∈ Γ,
|ζ − ζ0|2 + |z|2 6 C1|(ζ − ζ0)2 − z2|,
where z + ζ0 ∈ Ωα+(ζ0) and |z| < 12 min{Im ζ0, 2σ}. This proves the lemma.
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Γ could be parametrized in a natural way, that is,
ζ(b) =

−σ + (−b− σ)i if b < −σ,
b if −σ 6 b 6 σ,
σ + (b− σ)i if b > σ,
where b is the signed arc length parameter of Γ, starting from the origin. Then F (ζ) defined
on Γ could be considered as F (ζ(b)) which is defined on R. Besides,∫
Γ
F (ζ)|dζ| =
∫
R
F (ζ(b)) db.
Lemma 5.3. If ζ0 = ζ(b0), ζ = ζ(b) ∈ Γ and ζ0 is fixed, then there exists constants C > 0,
depending on ζ0, such that |ζ − ζ0| > C|b− b0| for all ζ ∈ Γ.
Proof. We first deal with the case of ζ0 ∈ Γ1. If ζ ∈ Γ1, then |ζ − ζ0| = |b − b0|. If ζ ∈ Γ2,
then
|ζ − ζ0|2 = |b− (−σ + (−b0 − σ)i)|2
= (b+ σ)2 + (b0 + σ)
2
>
1
2
(b− b0)2.
The last inequality comes from the elementary inequality a2 + b2 > 12 (a− b)2 for a, b ∈ R. It
follows that |ζ − ζ0| > 1√2 |b− b0|. If ζ ∈ Γ3, we define
g(b) =
|ζ − ζ0|2
|b− b0|2 =
4σ2 + (b+ b0)
2
(b− b0)2 ,
where b > σ and b0 < −σ. Since
g′(b) =
−4b0
(b− b0)3
Ä
b+ b0 +
2σ2
b0
ä
,
we know that
min{g(b) : b > σ} = g
Ä
− b0 − 2σ
2
b0
ä
=
σ2
b20 + σ
2
<
1
2
,
or |ζ−ζ0|2 > σ2b20+σ2 |b−b0|
2. Let C1 = min{1, 1√2 ,
σ√
b20+σ
2
} = σ√
b20+σ
2
, then |ζ−ζ0| > C1|b−b0|.
Similarly, for all ζ ∈ Γ, if ζ0 ∈ Γ2, then |ζ − ζ0| > 1√2 |b − b0|; if ζ0 ∈ Γ3, then |ζ − ζ0| >
C1|b − b0|. Define C = min{C1, 1√2} = min{
σ√
b20+σ
2
, 1√
2
}, then |ζ − ζ0| > C|b − b0| for all
ζ ∈ Γ, and the proof is finished.
Corollary 5.4. If 1 6 p < ∞, F (ζ) ∈ Lp(Γ, |dζ|), α > 0 is fixed, b0 6= ±σ is the Lebesgue
point of F (ζ(b)), then for z + ζ0 ∈ Ωα+(ζ0) ∩ Ω+,
lim
z→0
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ = F (ζ0), (2)
where ζ0 = ζ(b0).
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Proof. Since ζ0+ z ∈ Ωα+(ζ0)∩Ω+, then ζ0− z ∈ Ω− and by Lemma 5.1,
∫
ΓKz(ζ, ζ0) dζ = 1.
Lemma 5.2 shows that there exists C1, δ > 0, such that for ζ0 + z ∈ Ωα+(ζ0) and |z| < δ, we
have
I =
∣∣∣∣∣
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ − F (ζ0)
∣∣∣∣∣
=
∣∣∣∣∣
∫
Γ
Kz(ζ, ζ0)(F (ζ)− F (ζ0)) dζ
∣∣∣∣∣
6 C1
∫
Γ
|z||F (ζ) − F (ζ0)|
|ζ − ζ0|2 + |z|2 |dζ|
6 C1
∫
R
|z||F (ζ(b)) − F (ζ(b0))|
C22 |b− b0|2 + |z|2
db,
where C2 > 0 and the last inequality follows from Lemma 5.3, then
I 6
piC1
C2
∫
R
P |z|
C2
(b− b0)|F (ζ(b)) − F (ζ(b0))|db
6
piC1
C2
∫
R
P |z|
C2
(b)|F (ζ(b+ b0))− F (ζ(b0))|db.
Here, Px(y) =
1
pi
· y
x2+y2 is the Poisson kernel on C+. Since b0 is the Lebesgue point of F (ζ(b)),
we have lim|z|→0 I = 0 [12], which is the desired result.
Obviously, under the condition of Corollary 5.4, we could prove that if z + ζ0 ∈ Ωα−(ζ0),
then (2) becomes
lim
z→0
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ = −F (ζ0).
We say that function F (w), defined on Ω+ has non-tangential boundary limit F (ζ0) at ζ0 ∈ Γ,
if for all α > 0,
lim
w→ζ0
F (w) = F (ζ0) for w ∈ Ωα+(ζ0) ∩Ω+.
The non-tangential boundary limit of functions on Ω− is analogously defined. Corollary 5.4
tells us that the function
G(w) = G(ζ0 + z) =
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ
has non-tangential boundary limit F (ζ0) at ζ0, although G(w) may be only well-defined in
Ω+ and near ζ0.
Lemma 5.5. If 0 < p <∞, F (w) ∈ Hp(Ω+), 0 < s < σ, t > 0, then
1
2pii
∫
Γs,t
F (w)
w − w0dw =
{
F (w0) if w0 ∈ Ds,t,
0 if w0 /∈ Ds,t,
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Proof. For fixed w0 = u0 + iv0 /∈ Γs,t, let t1 > max{t, v0}, E = Ds,t ∩ {Imw < t1} with the
usual orientation of the boundary, ΓE1 = Γs,t ∩ {Imw < t1}, ΓE2 = {u + it1 : |u| 6 s}, then
∂E = ΓE1 ∪ ΓE2 and w0 ∈ Ds,t implies that w0 ∈ E. Since F (w) is analytic,
1
2pii
∫
∂E
F (w)
w − w0dw =
{
F (w0) if w0 ∈ Ds,t,
0 if w0 /∈ Ds,t.
Define M(t1) = max{|F (w)| : ζ ∈ ΓE2}, then M(t1)→ 0 as t1 → +∞ by Lemma 3.4, and∣∣∣∣∣
∫
ΓE2
F (w)
w −w0dw
∣∣∣∣∣ 6 M(t1)
∫ s
−s
du
|u+ it1 − u0 − iv0|
6 M(t1) · 2s
t1 − v0 → 0,
thus
1
2pii
∫
Γs,t
F (w)
w − w0dw = limt1→+∞
∫
ΓE1
F (w)
w − w0dw
and the lemma is proved.
The Hp(Ω−) version of the above lemma is as follows.
Lemma 5.6. If 1 6 p <∞, F (w) ∈ Hp(Ω−), s > σ and t < 0, then
1
2pii
∫
Γs,t
F (w)
w − w0dw =
{
0 if w0 ∈ Ds,t,
−F (w0) if w0 /∈ Ds,t,
Proof. Fix w0 = u0 + iv0 ∈ Γs,t. Let s1 > max{s, |u0|}, t1 < min{t, v0}, then Ds,t ⊂ Ds1,t1
and w0 ∈ Ds1,t1 . Let t2 > max{t, v0}, E = (Ds1,t1 \ Ds,t) ∩ {Imw < t2} with its boundary
be oriented such that E is on the left side of ∂E. Define ΓE1 = Γs1,t1 ∩ {Imw < t2},
ΓE2 = Γs,t ∩ {Imw < t2}, ΓE3 = {u + it2 : s 6 |u| 6 s1}, then ∂E = ΓE1 ∪ ΓE2 ∪ ΓE3. It is
not hard to deduce from Lemma 3.5 that
1
2pii
Ç ∫
Γs1,t1
−
∫
Γs,t
å
F (w)
w − w0dw =
{
0 if w0 ∈ Ds,t,
F (w0) if w0 /∈ Ds,t,
If 1 < p <∞, let 1
p
+ 1
q
= 1, then by the proof of Lemma 3.6,∣∣∣∣∣
∫
Γs1,t1
F (w)
w − w0dw
∣∣∣∣∣ 6
Ç ∫
Γs1,t1
|F (w)|p|dw|
å 1
p
Ç ∫
Γs1,t1
|dw|
|w − w0|q
å 1
q
6 ‖F‖Hp(Ω−) · C
1
p ((s1 + u0)
1−p + (v0 − t1)1−p + (s1 − u0)1−p)
1
p ,
where C = B(12 ,
p−1
2 ). If p = 1, then∣∣∣∣∣
∫
Γs1,t1
F (w)
w − w0dw
∣∣∣∣∣ 6
∫
Γs1,t1
|F (w)||dw| · sup
w∈Γs1,t1
1
|w − w0|
6 ‖F‖H1(Ω−) ·max{(s1 − |u0|)−1, (v0 − t1)−1},
Then the lemma is proved if we let s1 → +∞ and t1 → −∞.
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Now we are in the position of proving the existence of non-tangential buondary limit of
functions in Hp(Ω±) for 1 < p <∞.
Theorem 5.7. If 1 < p <∞, F (w) ∈ Hp(Ω+), then F (w) has non-tangential boundary limit,
which we denote as F (ζ), a.e. on Γ, F (ζ) ∈ Lp(Γ, |dζ|), ‖F‖Lp(Γ,|dζ|) 6 ‖F‖Hp(Ω+), and
1
2pii
∫
Γ
F (ζ)
ζ − wdζ =
{
F (w) if w ∈ Ω+,
0 if w ∈ Ω−.
Besides, ‖Fσ−τ,τ −χΓF‖Lp(γ,|dζ|) → 0 as τ → 0, which implies that ‖Fσ−τ,τ −F‖Lp(Γ,|dζ|) → 0.
Here, 0 < τ < σ, and Fσ−τ,τ (ζ) is defined in the same way which is before Lemma 4.10.
Proof. Since 0 < τ < σ, Γσ−τ,τ ⊂ Ω+, then by definition of Fσ−τ,τ (ζ),∫
γ
|Fσ−τ,τ (ζ)|p|dζ| =
∫
Γσ−τ,τ
|F (ζσ−τ,τ )|p|dζσ−τ,τ | 6 ‖F‖pHp(Ω+),
where γ = {Rew = ±σ} ∪ R, and it means that {Fσ−τ,τ} is bounded in Lp(γ, |dζ|). Let
1
p
+ 1
q
= 1, then 1 < q < ∞. Since Lq(γ, |dζ|) is seperable Banach space, {Fσ−τ,τ} is weak-∗
compact as bounded linear functional on Lq(γ, |dζ|), and we could extract a subsequence which
weak-∗ converges to a function in Lp(γ, |dζ|). We denote the subsequence still as {Fσ−τ,τ },
and the convergence function as F (ζ) with ζ ∈ γ, then for any G(ζ) ∈ Lq(γ, |dζ|),
lim
τ→0
∫
γ
Fσ−τ,τ (ζ)G(ζ)|dζ| =
∫
γ
F (ζ)G(ζ)|dζ|. (3)
Suppose F (ζ) 6= 0 on compact set E ⊂ γ \ Γ which has positive length measure, we let
G(ζ) = χEF (ζ)/|F (ζ)|, then G(ζ) ∈ Lq(Γ, |dζ|), and (3) becomes
lim
τ→0
∫
E
Fσ−τ,τ (ζ)G(ζ)|dζ| =
∫
E
|F (ζ)||dζ| 6= 0.
But if τ > 0 is small, we would have Fσ−τ,τ (ζ) = 0 on E, which contradicts with the above
limit. Hence F (ζ) could be replaced with χΓF (ζ) while in an integral.
For w0 /∈ Γ, there exists δ > 0, such that w0 /∈ Dσ+δ,−δ \ Dσ−δ,δ. By Lemma 5.5, if
0 < τ < δ, then
1
2pii
∫
γσ+τ,−τ
Fσ−τ,τ (ζ)
ζσ−τ,τ − w0dζ =
1
2pii
∫
Γσ−τ,τ
F (w)
w − w0dw =
{
F (w0) if w0 ∈ Ω+,
0 if w0 ∈ Ω−,
We let
G(ζ) =

i
ζ−w0 if ζ ∈ γσ+δ,−δ,1,
1
ζ−w0 if ζ ∈ γσ+δ,−δ,2,
−i
ζ−w0 if ζ ∈ γσ+δ,−δ,3,
0 if ζ ∈ γ \ γσ+δ,−δ,
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then by the proof of Lemma 3.6, G(ζ) ∈ Lq(γ, |dζ|), and we rewrite (3) as
lim
0<τ<δ,
τ→0
∫
γσ+τ,−τ
Fσ−τ,τ (ζ)
ζ − w0 dζ =
∫
Γ
F (ζ)
ζ − w0dζ =
∫
γσ+τ,−τ
χΓF (ζ)
ζ − w0 dζ. (4)
Consider
I =
∫
Γσ−τ,τ
F (w)
w − w0dw −
∫
Γ
F (ζ)
ζ − w0dζ
=
∫
γσ+τ,−τ
Ç
Fσ−τ,τ (ζ)
ζσ−τ,τ − w0 −
χΓF (ζ)
ζ − w0
å
dζ
=
∫
γσ+τ,−τ
Fσ−τ,τ (ζ)
Ç
1
ζσ−τ,τ − w0 −
1
ζ − w0
å
dζ
+
∫
γσ+τ,−τ
1
ζ − w0 (Fσ−τ,τ (ζ)− χΓF (ζ))dζ
= I1 + I2.
By (4), I2 → 0 as τ → 0. By definition of Fσ−τ,τ and ζσ−τ,τ ,
|I1| 6
∫
γσ−τ,τ
τ |F (ζσ−τ,τ (ζ))| |dζ|
|ζσ−τ,τ − w0||ζ −w0| .
Let 0 < τ < 12δ, then for all ζ ∈ Γ, we have |ζ − w0| > 2τ and
|ζσ−τ,τ − w0| > |ζ − w0| − |ζσ−τ,τ − ζ| = |ζ − w0| − τ > 1
2
|ζ −w0|,
thus
|I1| 6 2τ
∫
γσ−τ,τ
|Fσ−τ,τ (ζ)| |dζ||ζ − w0|2
6 2τ
Ç ∫
γσ−τ,τ
|Fσ−τ,τ (ζ)|p|dζ|
å 1
p
Ç ∫
γσ−τ,τ
|dζ|
|ζ − w0|2q
å 1
q
6 2τ‖F‖Hp(Ω+)‖G‖2L2q(γ,|dζ|),
which follows that
lim
τ→0 |I| 6 limτ→0(|I1|+ |I2|) = 0,
and
1
2pii
∫
Γ
F (ζ)
ζ − w0dζ = limτ→0
1
2pii
∫
Γσ−τ,τ
F (w)
w −w0dw =
{
F (w0) if w0 ∈ Ω+,
0 if w0 ∈ Ω−.
(5)
For α > 0 fixed, ζ0 = ζ(b0) ∈ Γ \ {±σ}, where b0 is the Lebesgue point of F (ζ(b)), choose
z ∈ Ωα+(ζ0) ∩ Ω+ − ζ0, then ζ0 + z ∈ Ω+ and ζ0 − z ∈ Ω−. By (5),
F (ζ0 + z) =
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 + z)dζ, 0 =
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 − z)dζ,
24
then
F (ζ0 + z) =
1
2pii
∫
Γ
( 1
ζ − (ζ0 + z) −
1
ζ − (ζ0 − z)
)
F (ζ) dζ
=
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ.
Corollary 5.4 shows that F (ζ0 + z) → F (ζ0) as z → 0, and this implies that F (w) has
non-tangential boundary limit F (ζ) a.e. on Γ. Thus, ‖F‖Lp(Γ,|dζ|) 6 ‖F‖Hp(Ω+) is an easy
consequence of Fatou’s lemma.
Since F (w) is the Cauchy integral of F (ζ) on Γ, then by Theorem 4.11, |Fσ−τ,τ (ζ)| is domi-
nated by a function g(ζ) ∈ Lp(γ, |dζ|), and we deduce from Lebesgue’s dominated convergence
theorem that,
lim
τ→0‖Fσ−τ,τ − χΓF‖Lp(γ,|dζ|) = 0 or limτ→0‖Fσ−τ,τ − F‖Lp(Γ,|dζ|) = 0,
and the proof is completed.
By using the same method as above, we could prove the corresponding theorem onHp(Ω−)
Theorem 5.8. If 1 < p <∞, F (w) ∈ Hp(Ω−), then F (w) has non-tangential boundary limit
F (ζ) ∈ Lp(Γ, |dζ|) a.e. on Γ with ‖F‖Lp(Γ,|dζ|) 6 ‖F‖Hp(Ω−), and
1
2pii
∫
Γ
F (ζ)
ζ − wdζ =
{
0 if w ∈ Ω+,
−F (w) if w ∈ Ω−.
We also have ‖Fσ+τ,−τ − χΓF‖Lp(γ,|dζ|) → 0 as τ > 0 and τ → 0.
Theorem 5.9 ([8]). If 1 < p 6∞, then
Hp(Ω+) = H
p({Rew > −σ}) +Hp(C+) +Hp({Rew < σ}),
in the sense of that in Proposition 4.6.
Proof. We only need to prove that functions in Hp(Ω+) are sum of functions in the other
three Hp spaces. Let 1 < p < ∞, F (w) ∈ Hp(Ω+), then its non-tangential boundary limit
F (ζ) ∈ Lp(Γ, |dζ|), and
F (w) =
1
2pii
∫
Γ
F (ζ)
ζ − w dζ =
3∑
j=1
1
2pii
∫
γj
χΓjF (ζ)
ζ − w dζ =
3∑
j=1
Fj(w).
By Lemma 4.8, F1(w) ∈ Hp({Rew > −σ}), F2(w) ∈ Hp(C+), F3(w) ∈ Hp({Rew < σ}).
If p =∞, we simply let F1(w), F2(w) and F3(w) be the constant 13‖F‖Hp(Ω+).
The following theorem shows that each Lp(Γ, |dζ|) function is the sum of non-tangential
boundary limits of two functions in Hp(Ω+) and H
p(Ω−) for 1 < p <∞, and we usually write
it as Lp(Γ, |dζ|) = Hp(Ω+) +Hp(Ω−).
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Theorem 5.10. If 1 < p <∞, then F (ζ) ∈ Lp(Γ, |dζ|) if and only if it is the sum of F+(ζ)
and F−(ζ), which are non-tangential boundary limits of F+(w) ∈ Hp(Ω+) and F−(w) ∈
Hp(Ω−), respectively.
Proof. “⇐”: since F+(ζ), F−(ζ) ∈ Lp(Γ, |dζ|), then F (ζ) ∈ Lp(Γ, |dζ|).
“⇒”: For F (ζ) ∈ Lp(Γ, |dζ|), define
F+(w1) =
1
2pii
∫
Γ
F (ζ)
ζ − w1 dζ for w1 ∈ Ω+,
and
F−(w2) = − 1
2pii
∫
Γ
F (ζ)
ζ − w2 dζ for w2 ∈ Ω−,
then F+(w) ∈ Hp(Ω+) and F−(w) ∈ Hp(Ω−), by Theorem 4.9. If b0 6= ±σ is the Lebesgue
point of F (ζ(b)), α > 0 and we choose z ∈ Ωα+(ζ0)∩Ω+ − ζ0, then ζ0 + z ∈ Ω+, ζ0 − z ∈ Ω−
and
F+(ζ0 + z) =
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 + z)dζ, F−(ζ0 − z) = −
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 − z)dζ,
then
F+(ζ0 + z) + F−(ζ0 − z) =
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ.
By Corollary 5.4,
lim
z→0
(F+(ζ0 + z) + F−(ζ0 − z)) = lim
z→0
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ = F (ζ0),
that is F (ζ0) = F+(ζ0) + F−(ζ0) a.e. on Γ.
Lemma 5.11. If 1 6 p 6 ∞, 1
p
+ 1
q
= 1, F (w) ∈ Hp(Ω+), G(w) ∈ Hq(Ω+), 0 < s < σ and
t > 0, then ∫
Γs,t
F (w)G(w) dw = 0.
Proof. Let 0 < s2 < s1 < σ, 0 < t1 < t2 < t3, then Ds2,t2 ⊂ Ds1,t1 and
E = (Ds1,t1 \Ds2,t2) ∩ {Imw < t3}
is not empty. The boundary of E is
∂E = (Γs1,t1 ∩ {Imw < t3}) ∪ (Γs2,t2 ∩ {Imw < t3}) ∪ {u+ it3 : s2 6 |u| 6 s1}
= ΓE1 ∪ ΓE2 ∪ ΓE3,
with the usual orientation. Since F (w)G(w) is analytic on Ω+, then
0 =
∫
∂E
F (w)G(w) dw =
Ç ∫
ΓE1
−
∫
ΓE2
−
∫
ΓE3
å
F (w)G(w) dw.
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Togother with
lim
t3→+∞
∣∣∣∣∣
∫
ΓE3
F (w)G(w) dw
∣∣∣∣∣ 6 limt3→+∞
∫
s26|u|6s1
|F (u+ it3)G(u+ it3)|du
6 2(s1 − s2) lim
t3→+∞
max{|F (w)G(w)| : w ∈ ΓE3}
= 0,
by Lemma 3.4, and the fact that F (w)G(w) ∈ H1(Ω+), we have∫
Γs1,t1
F (w)G(w) dw =
∫
Γs2,t2
F (w)G(w) dw.
Assume 1 6 p <∞ without loss of generality, if we combine∣∣∣∣∣
∫
ΓΓs2,t2
F (w)G(w) dw
∣∣∣∣∣ 6 ‖F‖Lp(Γs2,t2 ,|dw|)‖G‖Hq(Ω+)
and Lemma 3.4, then, by letting t2 → +∞,∫
Γs1,t1
F (w)G(w) dw = 0,
and this proves the lemma.
Lemma 5.12. If 1 < p <∞, 1
p
+ 1
q
= 1, F (w) ∈ Hp(Ω−), G(w) ∈ Hq(Ω−), s > σ and t < 0,
then ∫
Γs,t
F (w)G(w) dw = 0.
Proof. Let σ < s1 < s2, 0 > t1 > t2, by arguing as in Lemma 5.11, we have∫
Γs1,t1
F (w)G(w) dw =
∫
Γs2,t2
F (w)G(w) dw.
and, by supposing 1 < p <∞,∣∣∣∣∣
∫
Γs2,t2
F (w)G(w) dw
∣∣∣∣∣ 6
Ç ∫
Γs2,t2
|F (w)|p|dw|
å 1
p
‖G‖Hq(Ω+)
=
Ç ∫
γs2,t2
|Fs2,t2(ζ)|p|dζ|
å 1
p
‖G‖Hq(Ω+).
Since Theorem 5.8 and Theorem 4.11 imply that |Fs2,t2(ζ)| is dominated by a function in
Lp(γ, |dζ|), and Lemma 3.2 shows that |Fs2,t2(ζ)| → 0 as |s2|, |t2| → +∞, we have, by
Lebesgue’s dominated convergence theorem
lim
|s2|, |t2|→0
∫
γs2,t2
|Fs2,t2(ζ)|p|dζ| = 0,
then ∫
Γs1,t1
F (w)G(w) dw = 0,
and the proof is finished.
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Proposition 5.13. If 1 < p < ∞, 1
p
+ 1
q
= 1, F (w) ∈ Hp(Ω+), G(w) ∈ Hq(Ω+) and F (ζ),
G(ζ) are the corresponding non-tangential boundary limit on Γ, then∫
Γ
F (ζ)G(ζ) dζ = 0.
Proof. For 0 < τ < σ, by Lemma 5.11 and definition of Fσ−τ,τ (ζ), we have∫
γσ−τ,τ
Fσ−τ,τ (ζ)Gσ−τ,τ (ζ) dζ =
∫
Γσ−τ,τ
F (w)G(w) dw = 0.
Since F (ζ) could be replaced by χΓF (ζ) while in integrand, we then have∣∣∣∣∣
∫
Γ
F (ζ)G(ζ) dζ −
∫
γσ−τ,τ
Fσ−τ,τ (ζ)Gσ−τ,τ (ζ) dζ
∣∣∣∣∣
6
∣∣∣∣∣
∫
γ
χΓF (ζ)(χΓG(ζ)−Gσ−τ,τ (ζ)) dζ
∣∣∣∣∣+
∣∣∣∣∣
∫
γ
(Fσ−τ,τ (ζ)− χΓF (ζ))Gσ−τ,τ (ζ)) dζ
∣∣∣∣∣
6 ‖F‖Hp(Ω+)‖χΓG−Gσ−τ,τ‖Lq(γ,|dζ|) + ‖Fσ−τ,τ − χΓF‖Lq(γ,|dζ|)‖G‖Hq(Ω+),
which tends to 0 as τ → 0 by Theorem 5.7.
Proposition 5.14. If 1 < p < ∞, 1
p
+ 1
q
= 1, F (w) ∈ Hp(Ω−), G(w) ∈ Hq(Ω−), and F (ζ),
G(ζ) are their non-tangential boundary limits, then∫
Γ
F (ζ)G(ζ) dζ = 0.
The proof is the same as above. We now give a characterization of Lp(Γ, |dζ|) functions
be the non-tangential boundary limit of Hp(Ω±) functions, where 1 < p <∞.
Theorem 5.15. If 1 < p <∞, F (ζ) ∈ Lp(Γ, |dζ|), then F (ζ) is the non-tangential boundary
limit of a function in Hp(Ω+) if and only if
1
2pii
∫
Γ
F (ζ)
ζ − αdζ = 0 for all α ∈ Ω−.
Proof. “⇒”: let 1
p
+ 1
q
= 1, then 1 < q < ∞, G(w) = 1
w−α ∈ Hq(Ω+) for α ∈ Ω− by Corol-
lary 3.7, and has non-tangential boundary limit G(ζ) = 1
ζ−α a.e. on Γ. By Proposition 5.13,∫
Γ
F (ζ)G(ζ) dζ = 0 or
∫
Γ
F (ζ)
ζ − αdζ = 0.
“⇐”: define
G(w) =
1
2pii
∫
Γ
F (ζ)
ζ − wdζ for w ∈ Ω+,
then G(w) ∈ Hp(Ω+) by Theorem 4.9, thus has non-tangential boundary limit G(ζ) a.e. on
Γ. Fix ζ0 = ζ(b0) ∈ Γ \ {±σ} where b0 is the Lebesgue point of both F (ζ(b)) and G(ζ(b)), let
α > 0, z + ζ0 ∈ Ωα+ ∩ Ω+, then ζ0 − z ∈ Ω− and
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 − z)dζ = 0,
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which follows that
G(ζ0 + z) =
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 + z)dζ −
1
2pii
∫
Γ
F (ζ)
ζ − (ζ0 − z)dζ
=
∫
Γ
Kz(ζ, ζ0)F (ζ) dζ.
By Corollary 5.4,
lim
z→0
G(ζ0 + z) = F (ζ0) or G(ζ0) = F (ζ0),
that is, F (ζ) is the non-tangential boundary limit function of G(w) ∈ Hp(Ω+) a.e. on Γ.
We have the following characterization of the non-tangential boundary limit of Hp(Ω±)
functions with 1 < p <∞.
Theorem 5.16. If 1 < p <∞, F (ζ) ∈ Lp(Γ, |dζ|), then F (ζ) is the non-tangential boundary
limit of a function in Hp(Ω−) if and only if
1
2pii
∫
Γ
F (ζ)
ζ − αdζ = 0 for all α ∈ Ω+.
6 Isomorphism of Hp(C±) and Hp(Ω±)
We will prove that if 0 < p < ∞, then Hp(C+) and Hp(C−) are isomorphic to Hp(Ω+)
and Hp(Ω−), respectively, under proper defined transforms. Then Hp(Ω+) is isomorphic to
Hp(Ω−), since Hp(C+) and Hp(C−) are isometric to each other. Most of our results here are
parallel to those in [6] and [7], often with exactly the same proving method, although there
Ω+ is the domain over a Lipschitz curve.
Since Ω+ and Ω− are simply connected domains, then by Riemann mapping theorem,
there exists holomorphic representations Φ+(z) from C+ onto Ω+, and Φ−(z) from C− onto
Ω−. We denote the inverse of Φ+(z) as Ψ+(w) and that of Φ−(z) as Ψ−(w). All of them
extend to the boundaries, and we let the extensions on the boundaries be Φ±(x) for x ∈ R
and Ψ±(ζ) for ζ ∈ Γ, then Φ′±(z)→ Φ′±(x), Ψ′±(w)→ Ψ′±(ζ) non-tangentially a.e., where the
latters are derivatives along the boundaries. If Φ+(z) = w for C+, then Φ
′
+(z)Ψ
′
+(w) = 1 a.e..
The same is true for Φ−(z) and Ψ−(w).
Without loss of generality, we suppose Φ±(−1) = −σ and Φ±(1) = σ, then by Schwarz-
Christoffel formula [14],
Φ+(z) =
2σ
pi
∫ z
0
dξ1»
1− ξ21
and Φ−(z) =
4σ
pi
∫ z
0
»
1− ξ22dξ2.
Here, we choose the branch of
»
1− ξ21 which makes it analytic on C+ and positive when
ξ1 ∈ (−1, 1) ⊂ R, and that of
»
1− ξ22 which makes it analytic on C− and positive when
ξ2 ∈ (−1, 1) ⊂ R. More specifically, for ξ1 ∈ C+, arg(1−ξ1) ∈ (−pi, 0) and arg(1+ξ1) ∈ (0, pi),
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while for ξ2 ∈ C−, arg(1 − ξ2) ∈ (0, pi) and arg(1 + ξ1) ∈ (−pi, 0). Actually, one could verify
that Φ+(z) =
2σ
pi
arcsin z with principle value in Ω+, and Ψ+(w) = sin(
pi
2σw).
For 0 < p <∞, define transform T+ from Hp(Ω+) to analytic functions on C+ as
T+F (z) = F (Φ+(z))(Φ
′
+(z))
1
p for F (w) ∈ Hp(Ω+), (6)
and transform T− from Hp(Ω−) to analytic functions on C− as
T−F (z) = F (Φ−(z))(Φ′−(z))
1
p for F (w) ∈ Hp(Ω−), (7)
then both T+ and T− are one-to-one and linear. If p = ∞, then T± become F (Φ±), which
implies H∞(C±) are isometric to H∞(Ω±).
Let D be an arbitrary simply connected domain with at least two boundary points. A
function f analytic on D is said to be of class Ep(D) [5] if there exists a sequence of rectifiable
Jordan curves C1, C2, . . . in D, which eventually surround each compact subdomain of D,
such that
sup
n>1
∫
Cn
|f(z)|p|dz| <∞.
Lemma 6.1. If 0 < p <∞, T+ is defined on Ep(Ω+) as in (6), and T− is defined on Ep(Ω−)
as in (7), then T+(E
p(Ω+)) ⊂ Hp(C+) and T−(Ep(Ω−)) ⊂ Hp(C−).
The proof of the above lemma is exactly the same as in [7], so we omit it here.
Proposition 6.2. If 0 < p < ∞, then for T+ defined on Hp(Ω+) by (6), T+(Hp(Ω+)) ⊂
Hp(C+). In addition, ‖T+‖ 6 1 for 1 < p <∞.
Proof. We only need to verify that Hp(Ω+) ⊂ Ep(Ω+). For n ∈ N, let En = D nσ
n+1
, 1
n+1
∩
{Imw < n} and
Cn = ∂En = (Γ nσ
n+1
, 1
n+1
∩ {Imw < n}) ∪ {u+ in : |u| 6 nσ/(n+ 1)} = Γn1 ∪ Γn2,
then En 6= ∅ and En → Ω+. If F (w) ∈ Hp(Ω+), then∫
Cn
|F (w)|p|dw| =
Ç ∫
Γn1
+
∫
Γn2
å
|F (w)|p|dw|
6
Ç ∫
Γ nσ
n+1 ,
1
n+1
+
∫
Γ nσ
n+1
,n
å
|F (w)|p|dw|
6 2‖F‖p
Hp(Ω+)
,
which follows that F (w) ∈ Ep(Ω+) and T+F (z) ∈ Hp(C+).
If 1 < p <∞, then F (w) has non-tangential boundary limit F (ζ) a.e. on Γ, and by Fatou’s
lemma,
‖T+F‖pHp(C+) =
∫
R
|T+F (x)|pdx =
∫
Γ
|F (ζ)|p|dζ| 6 ‖F‖p
Hp(Ω+)
,
which shows that ‖T+‖ 6 1.
30
Proposition 6.3. If 0 < p < ∞, then for T− defined on Hp(Ω−) by (7), T−(Hp(Ω−)) ⊂
Hp(C−). Besides, ‖T−‖ 6 1 for 1 < p <∞.
Proof. We should also verify that Hp(Ω−) ⊂ Ep(Ω−). Fix n ∈ N, F (w) ∈ Hp(Ω−), let
En = D(n+2)σ,−n \Dn+1
n
σ,− 1
n+1
,
then by Lemma 3.5,
lim
t→+∞
Ç ∫ −n+1
n
σ
−(n+2)σ
+
∫ (n+2)σ
n+1
n
σ
å
|F (u+ it)|pdu
6 lim
t→+∞ 2σ
(
n+ 1− 1
n
)
max{|F (u+ it)| : (n + 1)σ/n 6 |u| 6 (n + 2)σ}
= 0,
and we could choose tn > n, such that
Ç ∫ −n+1
n
σ
−(n+2)σ
+
∫ (n+2)σ
n+1
n
σ
å
|F (u+ itn)|pdu < 1.
Now define Cn as the boundary of En ∩ {Imw < tn}, then∫
Cn
|F (w)|p|dw| 6
Ç ∫
γn+1
n σ,−
1
n+1
+
∫
γ(n+2)σ,−n
å
|F (w)|p|dw|+ 1
6 2‖F‖p
Hp(Ω−)
+ 1.
Since En ∩ {Imw < tn} → Ω−, we have F (w) ∈ Ep(Ω−). The boundedness of ‖T−‖ when
1 < p <∞ also comes from Fatou’s lemma.
Remeber that Φ′+(z) =
2σ
pi
√
1−z2 and Φ
′−(z) =
4σ
pi
√
1− z2, both with properly chosen
branch.
Lemma 6.4. If y > 0, then ReΦ′+(x+iy) > 0, xImΦ′+(x+iy) > 0 for x 6= 0, and ImΦ′+(iy) =
0. Also, ReΦ′−(x− iy) > 0, xImΦ′−(x− iy) > 0 for x 6= 0, and ImΦ′−(−iy) = 0.
Proof. We only prove the Φ′+ case and the Φ′− case could be similarly proved. Since Φ′+(z) =
2σ
pi
(1− z)− 12 (1 + z)− 12 with arg(1− z) ∈ (−pi, 0) and arg(1 + z) ∈ (0, pi) for z ∈ C+, we have
arg Φ′+(z) = −
1
2
(arg(1− z) + arg(1 + z)) ∈
(
− pi
2
,
pi
2
)
,
then ReΦ′+(z) > 0. Let z = x+iy ∈ C+, then y > 0, 1− z = 1−x− iy and 1+ z = 1+x+iy.
If x < −1, then arg(1− z) ∈ (−pi2 , 0), arg(1 + z) ∈ (pi2 , pi), and argΦ′+(z) ∈ (−pi2 , 0);
If x = −1, then arg(1− z) ∈ (−pi2 , 0), arg(1 + z) = pi2 , and arg Φ′+(z) ∈ (−pi4 , 0);
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If −1 < x < 0, then
arg(1− z) = arctan −y
1− x, arg(1 + z) = arctan
y
1 + x
,
and
arg Φ′+(z) =
1
2
(
arctan
y
1− x − arctan
y
1 + x
)
∈ (−pi/4, 0).
In each case, ImΦ′+(z) < 0.
If x = 0, then arg(1 − z) = arctan(−y), arg(1 + z) = arctan y, and arg Φ′+(iy) = 0 which
means that ImΦ′+(iy) = 0. If x > 0, we analyse the three cases of 0 < x < 1, x = 1 and
x > 1, and would have ImΦ′+(x+ iy) > 0. Then we have proved the lemma.
Lemma 6.5. Suppose that 1 < q < ∞, α ∈ C, ε > 0, and let E(α, ε) = {z ∈ C+ : |Φ+(z) −
α| > ε}. Let Ey = {t ∈ R : t+ iy ∈ E(α, ε)} for y > 0, then
I =
∫
Ey
|Φ′+(t+ iy)|dt
|Φ+(t+ iy)− α|q 6
3 · 2q+1
(q − 1)εq−1 .
As a consequence, if α ∈ Ω−, and we define
g(z) =
Ä
Φ′+(z)
ä 1
q
Φ+(z)− α, for z ∈ C+,
then g(z) ∈ Hq(C+).
Proof. Since |Φ+(z)− α| > ε for z ∈ E(α, ε), then
|Φ+(z)− α| > 1
2
(|ReΦ(z)− Reα|+ ε),
|Φ+(z)− α| > 1
2
(|ImΦ(z)− Imα|+ ε).
For fixed y > 0, define h(t) = ReΦ+(t+ iy), then
h′(t) =
d
dt
ReΦ+(t+ iy) = ReΦ
′
+(t+ iy) > 0,
which shows ReΦ+(t+iy) is an increasing function of t. Similarly, ImΦ+(t+iy) as a function
of t is decreasing if t 6 0 while increasing if t > 0, then
I1 =
∫
Ey
|ReΦ′+(t+ iy)|dt
|Φ+(t+ iy)− α|q
6
∫
Ey
dReΦ+(t+ iy)
2−q(|ReΦ+(t+ iy)− Reα|+ ε)q
6
∫
R
2q dt
(|t|+ ε)q =
2q+1
(q − 1)εq−1 ,
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and
I2 =
∫
Ey
|ImΦ′+(t+ iy)|dt
|Φ+(t+ iy)− α|q
6
∫
Ey∩R−
−2qd ImΦ+(t+ iy)
(|ImΦ+(t+ iy)− Imα|+ ε)q
+
∫
Ey∩R+
2qd ImΦ+(t+ iy)
(|ImΦ+(t+ iy)− Imα|+ ε)q
6 2
∫
R
2q dt
(|t|+ ε)q =
2q+2
(q − 1)εq−1 ,
It follows that
I 6 I1 + I2 6
3 · 2q+1
(q − 1)εq−1 .
If α ∈ Ω−, then there exists ε > 0, such that |Φ+(z) − α| > ε for all z ∈ C+. Hence
Ey = R, and for y > 0,∫
R
|g(t+ iy)|q dt =
∫
R
|Φ′+(t+ iy)|dt
|Φ+(t+ iy)− α|q 6
3 · 2q+1
(q − 1)εq−1 ,
which implies that g(z) ∈ Hq(C+), as the boundary above is independent of y.
Obviously, Lemma 6.5 has a Φ−(z) version.
Lemma 6.6. Suppose that 1 < q < ∞, α ∈ C, ε > 0, and let E(α, ε) = {z ∈ C− : |Φ−(z) −
α| > ε}. Let Ey = {t ∈ R : t+ iy ∈ E(α, ε)} for y < 0, then
I =
∫
Ey
|Φ′−(t+ iy)|dt
|Φ−(t+ iy)− α|q 6
3 · 2q+1
(q − 1)εq−1 .
Consequently, if α ∈ Ω+, and we define
g(z) =
Ä
Φ′−(z)
ä 1
q
Φ−(z)− α, for z ∈ C−,
then g(z) ∈ Hq(C−).
Proposition 6.7. If 1 < p <∞, then for T+ defined by (6), we have Hp(C+) ⊂ T+(Hp(Ω+)),
or T−1+ (Hp(C+)) ⊂ Hp(Ω+). Here T−1+ f(w) = f(Ψ+(w))(Ψ′+(w))
1
p for w ∈ Ω+ and f(z) ∈
Hp(C+). In addition, T
−1
+ is bounded.
The proof of the inclusion part is nearly identical to the one in [6]. The boundedness
of T−1+ comes from Proposition 6.2, Theorem 3.3 and Banach open mapping theorem. The
following is the corresponding result for T−.
Proposition 6.8. If 1 < p <∞, then for T− defined by (7), we have Hp(C−) ⊂ T−(Hp(Ω−)),
or T−1− (Hp(C−)) ⊂ Hp(Ω−). Here T−1− f(w) = f(Ψ−(w))(Ψ′−(w))
1
p for w ∈ Ω− and f(z) ∈
Hp(C−). In addition, T−1− is bounded.
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Before dealing with the 0 < p 6 1 cases of the above two propositions, we need factoriza-
tion theorems on Hp(C±) which has been introduced in Lemma 4.4.
Proposition 6.9. Propostion 6.7 and Propostion 6.8 are still true if 0 < p 6 1. Besides,
‖T−1+ ‖ 6 5
1
p and ‖T−1− ‖ 6 6
1
p ,
for all 0 < p <∞.
The above propostion is proved in the same way as in [7]. We also need the factorization
theorems on Hp(Ω±) to extend Theorem 5.7 and Theorem 5.8 to the case of 0 < p 6 1. The
following two corollaries of Lemma 4.3 give the definitions of Blaschke product on Ω±.
Corollary 6.10. Let {wn} be a sequence of points in Ω+, such that
∞∑
n=1
ImΨ+(wn)
1 + |Ψ+(wn)|2 <∞,
and m be the number of Ψ+(wn) equal to i. Then the Blaschke product
B+(w) =
Ç
Ψ+(w)− i
Ψ+(w) + i
åm ∏
Ψ+(wn)6=i
|Ψ2+(wn) + 1|
Ψ2+(wn) + 1
· Ψ+(w) −Ψ+(wn)
Ψ+(w) −Ψ+(wn)
,
converges on Ω+, has non-tangential boundary limit B+(ζ) a.e. on Γ, and the zeros of B+(w)
are precisely the points wn, both counting multiplicity. Moreover, |B+(w)| < 1 on Ω+ and
|B+(ζ)| = 1 a.e. on Γ.
Proof. This corollary of Lemma 4.3 is obvious if we consider the conformal mapping w =
Φ+(z) from C+ onto Ω+.
Corollary 6.11. Let {wn} be a sequence of points in Ω−, such that
∞∑
n=1
−ImΨ−(wn)
1 + |Ψ−(wn)|2 <∞,
and m be the number of Ψ−(wn) equal to −i. Then the Blaschke product
B−(w) =
Ç
Ψ−(w) + i
Ψ−(w)− i
åm ∏
Ψ−(wn)6=−i
|Ψ2−(wn) + 1|
Ψ2−(wn) + 1
· Ψ−(w) −Ψ−(wn)
Ψ−(w) −Ψ−(wn)
,
converges on Ω−, has non-tangential boundary limit B−(ζ) a.e. on Γ, and the zeros of B−(w)
are precisely the points wn, both counting multiplicity. Moreover, |B−(w)| < 1 on Ω− and
|B−(ζ)| = 1 a.e. on Γ.
Here comes the factorization theorem on Hp(Ω+), see [7] for proof, and that on H
p(Ω−)
is analogously stated and proved.
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Theorem 6.12. Let 0 < p < ∞, F (w) ∈ Hp(Ω+), F 6≡ 0, {wn} be the zeros of F (w), and
B+(w) be the Blaschke product associated with {wn}. Then
G(w) =
F (w)
B+(w)
∈ Hp(Ω+), and ‖F‖Hp(Ω+) 6 ‖G‖Hp(Ω+).
The following theorem is one of our main results.
Theorem 6.13. If 0 < p <∞, F (w) ∈ Hp(Ω+), then F (w) has non-tangential boundary limit
F (ζ) ∈ Lp(Γ, |dζ|) a.e. on Γ, ‖F‖Lp(Γ,|dζ|) 6 ‖F‖Hp(Ω+), and ‖Fσ−τ,τ − χΓF‖Lp(γ,|dζ|) → 0 as
τ → 0, where 0 < τ < σ. Besides, if 1 6 p <∞, then
1
2pii
∫
Γ
F (ζ)
ζ − wdζ =
{
F (w) if w ∈ Ω+,
0 if w ∈ Ω−,
Proof. The 1 < p < ∞ case is Theorem 5.7. For general 0 < p < ∞, the existence of
non-tangential boundary limit and Lp(γ, |dζ|) convergence are proved by the same method as
in [7]. We only need to prove the last equation under the assumption that p = 1. For w0 /∈ Γ,
there exists δ ∈ (0, σ), such that w0 /∈ Dσ+δ,−δ \Dσ−δ,δ. If 0 < τ < δ2 , then by Lemma 5.5,
1
2pii
∫
Γσ−τ,τ
F (w)
w − w0dw =
{
F (w0) if w0 ∈ Ω+,
0 if w0 ∈ Ω−,
Consider the same I as in Theorem 5.7, that is
I =
∫
Γσ−τ,τ
F (w)
w − w0dw −
∫
Γ
F (ζ)
ζ − w0dζ
=
∫
γσ+τ,−τ
Fσ−τ,τ (ζ)
Ç
1
ζσ−τ,τ − w0 −
1
ζ − w0
å
dζ
+
∫
γσ+τ,−τ
1
ζ − w0 (Fσ−τ,τ (ζ)− χΓF (ζ))dζ
= I1 + I2.
From |ζσ−τ,τ − w0| > δ − τ > δ2 and |ζ − w0| > δ, we have
|I1| 6 2τ
δ2
∫
γ
|Fσ−τ,τ (ζ)||dζ| 6 2τ
δ2
‖F‖H1(Ω+),
and
|I2| 6 1
δ
‖Fσ−τ,τ − χΓF‖L1(γ,|dζ|),
Then
lim
τ→0
|I| 6 lim
τ→0
(|I1|+ |I2|) = 0.
and the last equation follows.
Here follows the Hp(Ω−) version of Theorem 6.13.
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Theorem 6.14. If 0 < p <∞, F (w) ∈ Hp(Ω−), then F (w) has non-tangential boundary limit
F (ζ) ∈ Lp(Γ, |dζ|) a.e. on Γ, ‖F‖Lp(Γ,|dζ|) 6 ‖F‖Hp(Ω−), and ‖Fσ+τ,−τ − χΓF‖Lp(γ,|dζ|) → 0
as τ → 0, where 0 < τ < σ. Besides, if 1 6 p <∞, then
1
2pii
∫
Γ
F (ζ)
ζ − wdζ =
{
0 if w ∈ Ω+,
−F (w) if w ∈ Ω−,
Proposition 5.13 could now be extended to 1 6 p 6∞, without changing the proof. Notice
that functions in H∞(Ω±) has non-tangential boundary limit a.e. on Γ, since they could be
transformed to functions in H∞(C±).
Corollary 6.15. For 1 6 p 6∞, 1
p
+ 1
q
= 1, if F (w) ∈ Hp(Ω+), G(w) ∈ Hq(Ω+), then∫
Γ
F (ζ)G(ζ) dζ = 0.
Corollary 6.16. If 0 < p < q, F (w) ∈ Hp(Ω+) and F (ζ) ∈ Lq(Γ, |dζ|), then F (w) ∈ Hq(Ω+).
Proof. Choose n ∈ N such that 1 < np < nq, and write F (w) = B(w)G(w) by Theo-
rem 6.12, where B(w) is the Blaschke product associated with zeros of F (w), and ‖F‖Hp(Ω+) 6
‖G‖Hp(Ω+), then |G(ζ)| = |F (ζ)| a.e. on Γ, and G
1
n (w) ∈ Hnp(Ω+). By Theorem 5.7,
G
1
n (w) =
1
2pii
∫
Γ
G
1
n (ζ)
ζ −w dζ for w ∈ Ω+.
Since F (ζ) ∈ Lq(Γ, |dζ|), we have G 1n (ζ) ∈ Lnq(Γ, |dζ|) and, by Theorem 4.9, G 1n (w) ∈
Hnq(Ω+). Then G(w) ∈ Hq(Ω+), and it follows that F (w) ∈ Hq(Ω+).
The Hp(Ω−) version of Corollary 6.16 is stated as follows.
Corollary 6.17. If 0 < p < q, F (w) ∈ Hp(Ω−) and F (ζ) ∈ Lq(Γ, |dζ|), then F (w) ∈ Hq(Ω−).
Finally, we could prove that Hp(C±) and Hp(Ω±) are isomorphic if 0 < p <∞. Remeber
that T± below are defined in (6) and (7).
Theorem 6.18. If 0 < p < ∞, then T+ : Hp(Ω+) → Hp(C+) and T− : Hp(Ω−) → Hp(C−)
are both linear, one-to-one, onto and bounded with
5−
1
p 6 ‖T+‖ 6 1 and 6−
1
p 6 ‖T−‖ 6 1.
Their inverses T−1± are aslo bouned.
Proof. In view of Proposition 6.2, Proposition 6.3 and Proposition 6.9, we only need to prove
that T± are bounded if 0 < p 6 1, which could be easily proved by Theorem 6.13, Theorem 6.14
and Fatou’s lemma.
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Corollary 6.19. If 0 < p <∞, then Hp(Ω±) are seperable.
Proof. Suppose F (w) ∈ Hp(Ω+), then T+F (z) ∈ Hp(C+) with ‖T+F‖Hp(C+) 6 ‖F‖Hp(Ω+).
Since Hp(C+) is seperable [12], if we let {fn(z)} be a countable dense subset of Hp(C+), then
for any ε > 0, there exists fN(z) such that ‖fN − T+F‖Hp(C+) 6 ε, which follows that
‖T−1+ fN − F‖Hp(Ω+) 6 ‖T−1+ ‖‖fN − T+F‖Hp(C+) 6 ‖T−1+ ‖ε.
Thus {T−1+ fn(w)} is a countable dense subset of Hp(Ω+), and Hp(Ω+) is seperable. The
seperability of Hp(Ω−) could be proved by the same method.
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