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Abstract
Local Action Systems are intended as a unifying framework for a number of types
of graph rewriting based on embedding. In the rst part of the paper a theory of
true concurrent processes for embedding-based graph rewriting is developed, and its
possible application to Petri nets is briey discussed. In the second part dierent
variants of Local Action Systems are discussed, and it is shown how they t in the
framework developed in the rst part.
1 Introduction
Local Action Systems (LAS) [1] are intended as a unifying framework for graph
rewriting systems based on embedding, such as NLC [2], NCE [3], and many
others. In spite of the fact that most of the research on graph transformation
systems has been done for Algebraic graph rewriting [4,5], embedding-based
graph rewriting has a number of interesting features: a single production of
an embedding-based system corresponds to a possibly innite set of algebraic
productions (one for each possible neighborhood), and they allow a very sim-
ple notion of concurrency. If the embedding mechanism is suitable (as is the
case for LAS), then each pair of nonoverlapping subgraphs of a graph may
be rewritten concurrently, without the need to construct amalgamated pro-
ductions. Several types of Petri Nets, see, e.g., [6], can be modeled by LAS.
The work about LAS, presented in, e.g., [1,7], covers two aspects: a theory
of processes with embedding, and LAS as a concrete case of it. In this paper
these are presented separately: in Section 3 the process theory is presented,
and in Section 4 Local Action Systems are discussed.
In embedding-based graph rewriting, a production species two graphs, l
and r, and additional information about l and r to be used by the embedding
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mechanism. When such a production is used to transform a graph g into
a graph h, then rst an occurrence of l in g is replaced by r, and then the
embedding mechanism is used to construct h. Thus the embedding mechanism
uses g (the structure that is initially present) and r (the structure that is
created) as well as the additional information given as part of the production.
2 Structures, Graphs and Labels
For the purpose of this paper it is convenient to use the following notion of a
(nite, discrete) structure.
Denition 2.1 A structure is a system S = (V; (R
i
)
1in
; (f
j
)
1jm
), such
that V is a nite set, for each i, 1  i  n, there exists a nonnegative integer
n
i
such that R
i
is a n
i
-ary relation over V , and for each j, 1  j  m, there
exists a nonnegative integer m
j
and a set W
j
such that f
j
is a m
j
-ary partial
function from V
m
j
into W
j
.
V is called the carrier set of S. For each subset X of V , Sj
X
denotes
the substructure of S induced by X; hence Sj
X
has carrier set X, relations
R
i
\X
n
i
and functions f
j
j
X
m
j
.
A graph is a structure consisting of a set of nodes equipped with two
labelling functions: one for the node labels and one for the edge labels. The
domain of the latter one may be viewed as the set of edges of the graph.
Throughout the paper, 
v
and 
e
denote xed sets of node and edge labels.
Denition 2.2 A graph is a 3-tuple g = (V
g
; g
v
; g
e
) such that V
g
is a nite
set, g
v
is a partial function from V
g
into 
v
and g
e
is a partial function from
V
g
 V
g
into 
e
.
One of the basic ideas of this paper is that productions describe primitive
processes that may be composed to yield the processes of a system - a system
is a set of productions. This approach requires the possibility to compose
graphs with nonoverlapping sets of nodes, and for that reason it is assumed
that the sets of node and edge labels 
v
and 
e
are commutative monoids
instead of sets. In both cases the monoid operation is denoted by + and the
neutral element by 0. For a set V , 0
V
denotes the graph g on V such that g
v
and g
e
are the empty function.
For partial functions f
1
: V
1
!  and f
2
: V
2
! , where V
1
; V
2
are sets
and (;+) is a monoid, f
1
+f
2
denotes the partial function from V
1
[V
2
into 
such that, for each x 2 V
1
[V
2
, (f
1
+ f
2
)(x) = f
1
(x) if x 2 Dom(f
1
)nDom(f
2
),
(f
1
+f
2
)(x) = f
2
(x) if x 2 Dom(f
2
)nDom(f
1
) and (f
1
+f
2
)(x) = f
1
(x)+f
2
(x) if
x 2 Dom(f
1
)\Dom(f
2
). The monoid operations on the labels can be extended
to an operation on graphs: for graphs g
i
= (V
i
; g
v
i
; g
e
i
), i = 1; 2, g
1
+ g
2
is the
graph (V
1
[ V
2
; g
v
1
+ g
v
2
; g
e
1
+ g
e
2
). For a relation C  V  V , a path in C is a
sequence x
1
; : : : ; x
n
such that 1  n and, for 1  i  n  1, (x
i
; x
i+1
) 2 C. C
is acyclic if there exists no path x
1
; : : : ; x
n
in C such that n > 1 and x
1
= x
n
.
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3 Processes with embedding
In this section some ideas for a formal theory of processes for graph rewriting
based on embedding are presented. A general way to deal with embedding
mechanisms is introduced, and various aspects of processes are considered at
this general level: the sequential and concurrent composition of processes, the
notions of production and system, and the way congurations of a process may
be dened. In the rst part of the section, the notion of a process is introduced
and it is demonstrated how a process semantics can be obtained when it is
assumed that processes can be composed sequentially. In the second part, a
situation is considered where processes can be composed in a more general,
concurrent way.
3.1 Processes with Sequential Composition
A process is a structure describing a rewriting history, in the sense of \true
concurrency": the causality relation is explicitly represented. In the frame-
work presented here, a process consists of four components: a set of nodes,
representing all the nodes that occur in the rewriting history, a relation repre-
senting the direct causality relation between these nodes, a graph representing
the structure that is either initially present or created in the course of the
rewriting history, and a structure representing the information used by the
embedding mechanism. No further details need to be given about this last
component at this level, and thus, in this framework, the denition of a con-
crete embedding mechanism contains two parts: rstly, the denition of the
component E for processes, and secondly, the denition of a way to construct
the graph resulting from the execution of a process, using this component E .
Denition 3.1 A process is a 4-tuple p = (V
p
; C
p
; S
p
; E
p
) such that V
p
is a
nite set, C
p
 V
p
 V
p
is an acyclic relation, S
p
is a graph on V
p
, and E
p
is a
structure on V
p
.
The partial order on V
p
generated by C
p
is denoted by <
p
, hence <
p
is the
transitive closure of C
p
. The sets of minimal and maximal nodes of V
p
with
respect to <
p
are denoted by Min(p) and Max(p), respectively. Obviously,
the nodes of Min(p) and Max(p) may be considered as nodes representing the
input and the output of the process. The following assumptions are made
about processes.
(i) For each graph g there exists an identical process I
g
on g: I
g
is of the form
(V
g
; ;; g; E
g
) and it describes the trivial rewriting process which leaves g
unchanged. One often identies g and I
g
.
(ii) It is assumed that a structure, obtained from a process by leaving one or
more of its nodes out of consideration, is still a process. Formally, let p
be a process and let X  V
p
. Then pj
X
is a process. A prex of p is a
process of the form pj
X
where Min(p)  X and X is downward closed
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under <
p
(i.e., x 2 X and x
0
<
p
x implies x
0
2 X).
Moreover, it is assumed that there exist operations, Init and Res, that yield
the initial graph and the result graph of a process p. They satisfy the following
requirements.
(i) Init(p) = S
p
j
Min(p)
and
(ii) Res(p) is a graph on Max(p).
A concrete embedding mechanism arises by specifying how Res(p) is obtained
from S
p
and E
p
. It is assumed that it only modies the part of the initial
graph that gets replaced, and hence, for each process p,
Res(p)j
Min(p)\Max(p)
= S
p
j
Min(p)\Max(p)
= Init(p)j
Min(p)\Max(p)
Note that this implies that, for each graph g, Init(I
g
) = g = Res(I
g
).
An essential property of rewriting histories, and hence of processes, is that
they can be composed sequentially. In the framework presented here it is
assumed that, for processes p
i
= (V
i
; C
i
; S
i
; E
i
), i = 1; 2 such that V
1
\ V
2
=
Min(p
2
)  Max(p
1
), there exists a process p = (V; C; S; E) such that V
p
=
V
1
[ V
2
, C
p
= C
1
[C
2
, S
p
= S
1
+S
2
, E
1
= Ej
V
1
and E
2
= Ej
V
2
. The sequential
composition of p
1
and p
2
is denoted by p
1
; p
2
. The operation satises the
following conditions:
(i) It is associative.
(ii) (Coherence) The embedding mechanism behaves well with respect to the
sequential composition of processes: Let p
i
= (V
i
; C
i
; S
i
; E
i
), i = 1; 2 be
processes such that V
1
\ V
2
= Min(p
2
)  Max(p
1
). Then Res(p
1
; p
2
) =
Res(Res(p
1
); p
2
).
Let g be a graph and let p be a process such that Min(p)  V
g
. Then the
application of p to g is the process g; p. In this case the process g; p describes
a transformation from Init(g; p) into Res(g; p). However, in the case where
S
p
j
Min(p)
= 0
Min(p)
, one has g = Init(g; p), and hence it makes sense to view p
as an operation that transforms g into Res(g; p).
Next, the notions of a production and a system are dened. A production is
a process satisfying the above restriction, equipped with a graph on its minimal
nodes that controls where the production may be applied. The latter graph
is called the left-hand side of a production. A system is a set of productions,
and its process semantics consists of all processes that are valid in the sense
that they can be built by composing productions, while taking into account
the left-hand sides. The situation is illustrated in Figure 1.
Denition 3.2 A production is a pair (p; l) where p is a process such that
Min(p)[Max(p) = V
p
, S
v
p
(x) = 0 if x 2 Min(p) and S
e
p
(x; y) = 0 if x 2 Min(p)
or y 2 Min(p), and l is a graph on Min(p). A system is a set of productions.
Thus all nodes of a production are either minimal, which means that they
must be present before the production can occur, or maximal, which means
4
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initial graph
result graph
production occurrences
Fig. 1. A process built from production occurrences.
that they are present after the production has occurred. The application of
a production creates a nontrivial graph structure only on the newly created
nodes: the ones that are not minimal. A production occurrence is an iso-
morphic copy of a production (the notion of isomorphism is the usual one:
a structure-preserving bijective function on the carrier sets). The sequential
composition of processes can be used to dene the set of processes generated
by a system in the following way.
Denition 3.3 A process p is valid for a system Sys if there exists a graph g
such that either p = I
g
or there exists a sequence 
1
; : : : ; 
n
of occurrences of
productions in Sys such that the following holds. Let, for each i, 1  i  n,

i
= (p
i
; l
i
).
(i) p = (: : : ((g; p
1
); p
2
); : : : ; p
n
), and
(ii) for each i, 1  i  n, Min(p
i
)  Max(Q
i
) and l
i
= Res(Q
i 1
)j
Min(p
i
)
,
where the Q
i
are dened by: Q
0
= g and Q
i
= (: : : ((g; p
1
); p
2
); : : : ; p
i 1
)
for 1  i  n.
The sequence 
1
; : : : ; 
n
is called a sequential Sys-covering of p.
Observe that it follows from the requirement S
p
i
j
Min(p
i
)
= 0
Min(p
i
)
, for each
production (p
i
; l
i
), that g = Init(p). Throughout the paper, it is usually clear
from the context which system Sys is intended, and the phrases "valid" and
"covering" will be used instead of "valid for Sys" and "Sys-covering".
Congurations are global states that occur in the course of the execution of
a valid process. They are dened in terms of coverings: the same process may
be obtained using dierent coverings, and these yield in general dierent sets
of congurations. Assume a xed system Sys. A sequential conguration of a
process is a graph that can be obtained by the purely sequential application
of a number of production ocurrences to the initial graph of the process.
Denition 3.4 Let p be a process. A graph k is a sequential conguration of
p if either k = Init(p) or there exists a sequential covering (p
1
; l
1
); : : : ; (p
n
; l
n
)
of p and an index i, 1  i  n, such that k = Res(: : : (Init(p); p
1
); : : : ; p
i
).
Observe that Init(p) and Res(p) are sequential congurations if p has a
sequential covering.
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3.2 Processes with Concurrent Composition
Now consider the case where processes can be composed not only sequentially,
but also concurrently. In that case, two processes may always be composed,
unless their composition violates two obvious requirements concerning the
causality relation: the common nodes must be input in one of the processes
and output in the other one, and the composition of the causality relations
must be acyclic. Thus one assumes the following about the possibility to
compose processes:
Let p
i
= (V
i
; C
i
; S
i
; E
i
), i = 1; 2 be processes such that V
1
\V
2
 (Max(p
1
)\
Min(p
2
)) [ (Max(p
2
) \Min(p
1
)) and C
1
[C
2
is an acyclic relation on V
1
[ V
2
.
Then p
1
and p
2
can be concurrently composed: there exists a process p =
(V; C; S; E) such that V
p
= V
1
[V
2
, C
p
= C
1
[C
2
, S
p
= S
1
+S
2
, E
1
= Ej
V
1
and
E
2
= Ej
V
2
. The composition of p
1
and p
2
is denoted by p
1
 p
2
.
It is assumed that the operation  is associative and commutative, and
that the sequential composition p
1
; p
2
of p
1
and p
2
is the special case of p
1
p
2
where V
1
\ V
2
= Min(p
2
)  Max(p
1
).
Situations in which these assumptions hold will be referred to as "the
concurrent case". An important advantage of the composition operation  is
that it allows one to describe a two-way interaction between processes p
1
and
p
2
, where information ows from p
1
to p
2
and vice versa. In the concurrent
case, the validity of a process for a given system is dened as follows.
Denition 3.5 A process p is valid for a system Sys if there exists a graph
g and a set f
1
; : : : ; 
n
g of occurrences of productions in Sys such that the
following holds. Let for each i, 1  i  n, 
i
= (p
i
; l
i
).
(i) p = g; (p
1
 : : : p
n
).
(ii) For each i, 1  i  n, there exists a prex p
0
of p such that Min(p
i
) 
Max(p
0
) and l
i
= Res(p
0
)j
Min(p
i
)
.
The set f
1
; : : : ; 
n
g is called a covering of p.
In the concurrent case, a conguration of a process is a graph that can be
obtained by the execution of a part of the production occurrences specied
in a covering; moreover it is possible to execute the remaining occurrences
starting from the conguration.
Denition 3.6 Let p be a process. A graph k is a conguration of p if there
exists a covering cov of p, subsets cov
1
, cov
2
of cov and processes p
1
, p
2
such
that cov
1
\ cov
2
= ;, cov
1
[ cov
2
= cov , p = p
1
; p
2
, cov
1
is a covering of p
1
,
cov
2
is a covering of k; p
2
and k = Res(p
1
).
Evidently one may still consider sequential coverings and sequential cong-
urations in the concurrent case, since the sequential composition ; is a special
case of . The following result shows that they are special cases of the general
notions.
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a b
c d
(a)
(a,0) (b,1+n) (c,m) (d,k)
(b,n) (c,1+m) (d,1+k)
(b)
Fig. 2. A transition and its representation.
Theorem 3.7 Assume that processes can be concurrently composed. Let Sys
be a system, let p be a process and let 
1
; : : : ; 
n
be a sequential covering of p.
Then f
1
; : : : ; 
n
g is a covering of p and each sequential conguration of p is
a conguration of p.
The converse does not hold: there are in general concurrent processes
that cannot be sequentialized, i.e., executed in a purely sequential way. It
is however not too diÆcult to nd suÆcient conditions for for a concurrent
system so that all of its valid processes can be sequentialized, as is shown by
the following result.
Theorem 3.8 Let Sys be a concurrent system such that, for each production
(p; l) of Sys, Min(p) \ Max(p) = ; and C
p
= Min(p)  Max(p). Then each
covering of a process p can be ordered in such a way that the resulting sequence
is a sequential covering of p.
Note that Local Action Systems, as presented in [1], have this property.
An important special case of the theory developed in this section is obtained
by considering processes that have a trivial embedding mechanism: there is no
transformation of labels. In this case one may omit E , and for a process p =
(V; C; S), one has Res(p) = Sj
Max(p)
. One may call such systems replacement
systems, as the eect of applying a production (p; l) to a graph consists merely
in the replacement of an occurrence of l by Sj
Max(p)
. Petri Nets, and a number
of variants of them, may be modeled by replacement systems. Consider, e.g.,
an Inhibitor Net (see, e.g., [8]). In modeling it, one does not need edges or
edge labels, so one may omit 
e
. Let 
v
be the monoid of partial functions
from Pl into N , where Pl is the set of places of the net. Only partial functions
with a singleton domain are used; they are denoted as pairs. The transition
depicted in (a) of Figure 2 is modeled by the set of productions (p; l) of the
form depicted in (b) of Figure 2: n;m and k are arbitrary natural numbers,
the minimal nodes are drawn at the top and the maximal nodes are drawn at
the bottom. The lines represent the causality relation and the upper row of
labels represents l (which is a discrete graph on the four minimal nodes of the
production).
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1 2 3
4 5 6
 
Fig. 3. An asymmetric conict.
Note that the notion of an asymmetric conict is adequately described: e.g.
consider the process sketched in Figure 3: it has a (non-sequential) covering
f; g.  tests node 2, which is one of its minimal nodes, but it does not
replace it. There are two ways to execute the process: either  and  happen
concurrently, or  happens rst and then  happens. It is not possible that
 happens rst, because it removes node 2. In the framework presented here,
this is expressed by the fact that there is no conguration that has f4; 5; 3g
as its set of nodes, but there is one that has f1; 2; 6g as its set of nodes.
One may argue that this representation of Inhibitor Nets is unsatisfactory
in the sense that an innite set of productions is needed for the representation
of a transition: e.g. in (b) of Figure 2, each value of n, m and k gives rise to
a production. There are several solutions to this: either one may consider (b)
of Figure 2 as a single, parametrized production that can be instantiated by
picking values for n, m and k, or one may use the LAS mechanism, presented
in the next section, using identity endomorphisms to express the fact that
tokens in the places b, c and d are preserved. The latter solution does not lead
to a replacement system as dened here, because the embedding is nontrivial,
but the treatment of assymmetric conicts remains the same. Due to space
limitations the technical details have to be omitted.
4 Local Actions: a Concrete Embedding Mechanism
Local Action Systems (LAS) provide a concrete example of an embedding
mechanism that allows a process theory as described in the previous section.
It is based on the idea that node and edge labels are transformed by the
application of endomorphisms on the sets, or rather monoids, of labels 
v
and

e
. These endomorphisms are associated to the pairs (x; y) of the causality
relation, and their eect is local: based on the node label of x a node label of
y is produced, and based on the labels of edges incident to x labels of edges
incident to y are produced. In this sense the embedding mechanism is based
on local actions.
To explain the idea in more detail, consider rst node labels. Assume that
an endomorphism D
v
(x; y) is associated to each pair (x; y) of the causality
relation of a process. Obviously, these endomorphisms may be used as a
8
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x x'x
y y y'
Æ Æ Æ
0
a
Æ(a)
(a) (b)
a
b
Fig. 4. The LAS embedding mechanism.
mechanism for the transformation of node labels: if Æ = D
v
(x; y), then the
label a of x is transformed into a label Æ(a) of y. The situation is illustrated
in (a) of Figure 4.
Secondly, consider edges. The mechanism for the transformation of edge
labels is very similar to that of node labels, but one has to take care of two
complications. Firstly, there are three ways in which an endomorphism associ-
ated to a pair (x; y) can act on an edge e incident with x: x may be the source
of e, x may be the target of e, or x may be both the source and the target of
e. Thus three endomorphisms, D
s
(x; y), D
t
(x; y) and D
st
(x; y) are associated
with the pair (x; y). Secondly, consider two pairs, (x; y) and (x
0
; y
0
), of the
causality relation. Then the label a of (x; x
0
) is transformed by two endomor-
phisms, Æ = D
s
(x; y) and Æ
0
= D
t
(x
0
; y
0
), into a label b, as illustrated in (b) of
Figure 4. Thus one needs to decide what is to be considered as the combined
eect of applying Æ and Æ
0
to a. Two solutions have been proposed for this: In
Local Action Systems it is assumed that Æ and Æ
0
commute, so that it does not
matter in what order they are applied. In ordered LAS [7], on the other hand,
an order is imposed on the application of the endomorphisms, by imposing an
order on the causality relation (i.e., the causality relation is viewed as a set of
pairs, and that set is ordered).
For LAS, processes and their composition are dened as follows. Let T
v
and T
e
be the sets of all endomorphisms of 
v
and 
e
, respectively. T
v
and
T
e
are made into commutative monoids by setting (Æ + )(x) = Æ(x) + (x).
Let T
s
and T
t
be submonoids of T
e
such that, for each Æ 2 T
s
and  2 T
t
,
Æ Æ  =  Æ Æ.
Denition 4.1 (i) A LAS process is a process (V; C; S;D) where D is a
function from C into T
v
 T
s
 T
t
.
(ii) Let p
i
= (V
i
; C
i
; S
i
; E
i
), i = 1; 2 be processes such that V
1
\ V
2

(Max(p
1
)\Min(p
2
))[(Max(p
2
)\Min(p
1
)) and C
1
[C
2
is an acyclic relation
on V
1
[V
2
. Then p
1
p
2
is the process (V
1
[V
2
; C
1
[C
2
; S
1
+S
2
; D
1
+D
2
).
Thus for LAS processes the concurrent composition is dened. The Res-
operation is dened next. For each path r = x
1
; : : : ; x
n
, let D
v
r
be the endo-
morphism obtained by composing D
v
(x
1
; x
2
); D
v
(x
2
; x
3
); : : : ; D
v
(x
n 1
; x
n
) (in
that order). If r has length 0 (i.e. n = 1), let D
v
r
be the identity on 
v
. The
endomorphisms D
s
r
and D
t
r
are dened in a similar way.
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Denition 4.2 For a LAS process p = (V; C; S;D), Res(p) is the graph
(Max(p); g
v
; g
e
) such that, for each x; y 2 Max(p), g
v
(x) =
P
z;r
D
v
r
(S
v
(z)),
where z ranges over all causal predecessors of x and p ranges over all paths
in C from z into x, and g
e
(x; y) =
P
u;v;q;r
(D
s
q
ÆD
t
r
)(S
e
(u; v)), where u and v
range over all causal predecessors of x and y, respectively, and q and r range
over all paths in C from u into x and from v into y, respectively.
Note that the assumptions about T
s
and T
t
imply that it does not matter
whether one uses (D
s
q
Æ D
t
r
) or (D
t
r
Æ D
s
q
) in the denition of g
e
. Also, the
components D
st
are not used and may be omitted. It is shown in [1] that
LAS processes satisfy the requirements for the concurrent case in Section 3;
the fact that the local actions are endomorphisms is essential in the proof of
the coherence property. In [7] it has been shown that ESM graph rewriting
[9] can be modeled by LAS systems by choosing the proper monoids of labels.
In ordered LAS, an order is imposed on the pairs in the causality relation of
a process.
Denition 4.3 An ordered LAS process is a process (V; C; S; E) where E is
pair (D;) such that D is a function from C into T
v
 T
e
 T
e
 T
e
and 
is a total order on C.
In this case, it is easy to dene the sequential composition of two processes
p
1
and p
2
: the order  of the composed process is obtained by letting all pairs
of the causality relation of p
1
precede all pairs of the causality relation of p
2
.
However, there is no obvious way to dene their concurrent composition. More
information about ordered LAS, including the denition of the Res-operation,
can be found in [7] there it is also shown that the requirements of Section 3
are satised for the sequential case, and that NLC and ESM graph rewriting
systems can be viewed as special cases of LAS.
5 Conclusion
The aim of the work sketched in this paper is to contribute to the develop-
ment of a framework in which the relationship between various types of graph
rewriting systems based on embedding can be better understood. A general
notion of a process with embedding was introduced, and it was argued that
not only Local Action Systems, but also other systems, such as Petri nets, may
be viewed as special cases. Since LAS generalize a number of known types of
graph rewriting, such as NLC, ESM and Actor grammars, the aim of unifying
embedding-based graph rewriting systems is at least partially achieved. It also
turns ot that the approach to processes presented is capable of dealing with
nontrivial features of the theory of Petri nets, such as asymmetric conicts
for Inhibitor nets. Further research is needed to nd out which other types of
sytems can be included in the framework, and to clarify the relationship with
Algebraic graph rewriting, in particular to the process notion introduced for
them in [10].
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