Abstract. New techniques are introduced for pricing nth to default credit swaps in the Li model. We demonstrate the use of importance sampling to greatly increase the rate of convergence of Monte Carlo simulations for pricing. This technique is combined with the likelihood ratio and the pathwise method for computing the sensitivities of these products to changes in the hazard rates of the underlying obligors. In particular the extension of the pathwise method has wider significance in that it is shown that the method can be used even when the pay-off is discontinuous.
Introduction
Credit derivatives based on a basket of obligors have recently become popular instruments. Probably one of the most significant instruments in terms of nominal value is the nth to default swap. Here one party -the so called buyer of protection -pays out a stream of payments until either n obligors from a larger basket of N obligors have defaulted or deal maturity is reached, whichever is earlier. Conversely the seller of protection pays out the loss rate on the nth defaulting asset at the time of default. One popular model for pricing such swaps is the Li model, [11] . In this paper, we show how to apply importance sampling to the pricing of such swaps within the Li model and obtain stable and sizeable speed ups. We also examine the problem of computing sensitivities to the default rates of assets within the model, and in particular show how to apply both the likelihood and pathwise methods of Broadie and Glasserman to this case, [3] . Our extension of the pathwise method is quite general in that we show that it can be applied even when the pay-off is discontinuous, which is a new and significant result and one which could be applied across all asset classes.
We begin by recalling some definitions and fix some notation. Suppose we have N obligors. The nth to default swap has two legs: the premium leg contains a stream of payments, sometimes called spread payments, are paid by the purchaser of protection until either the nth default or the maturity time, T, whichever is earlier. The seller pays nothing unless n defaults occur before maturity. If n defaults do occur then at the nth default the purchaser pays the recovery rate on the nth default and any accrued spread payment (generally a linear accrual), and the seller pays the notional. The second leg is sometimes Let τ j and r j denote the default times and recovery rate respectively of the jth obligor; D n (τ 1 , . . . , τ N ) denotes the time of the nth event, and let r n denote the recovery rate of the asset that causes the nth default. Furthermore, we denote the default-free discount rate out to time t by P (t). The pay-off for the value leg, V value at time D n (τ 1 , . . . , τ N ) can then be written as:
where H represents the Heaviside step function (H(x) = 0 for x < 0 and H(x) = 1 for x ≥ 0) and T is the final maturity of the swap. Hence our pay-off for this leg has a discontinuity when the nth default time crosses time the maturity time horizon T. This is illustrated in fig. 3 .
The spreads S 1 , S 2 , . . . , S P are paid at discrete intervals, T τ default asset 1 Figure 2 . Illustration of the pay-off of a first to default swap on two assets. The deal shown has a maturity of 3 years; the different assets have different recovery rates. Note that the discontinuity when the early default time crosses the maturity; also note that the pay-off prior to maturity looks like two separate sheets with a step discontinuity at τ 1 = τ 2 due to the different recovery rates.
of protection leg, V Prot , can be written:
if less than n defaults occur Value of Second to Default CDS Figure 3 . Illustration of the pay-off of a second to default swap on two assets as a function of the default time of the second asset, given that the first asset defaults at 2 years. The deal shown has a maturity of 3 years. We have two step like discontinuities: one at the maturity of the product and the second at 2 years i.e., when this asset switches from being the first to default to being the second. The step in the pay-off at the two year point arises because the recovery rates of the two assets are different.
If we have implied a joint density, ψ, for the default times from some model then the value of the product is
which can be written in terms of the default times density ψ(τ 1 , . . . τ n ) as:
In the Li model, defaults are supposed to occur according to a Poisson process for each obligor. We suppose that these Poisson processes have deterministic time-dependent intensities, h j (t), known as hazard rates. We then have that the τ j have a cumulative exponential distribution function
The basis of the Li model is that these one-dimensional random variables are connected to each other by a multivariate normal copula. The correlation matrix, ρ, for this copula is then a model input.
Before we discuss our procedures for accelerating the computation of prices and sensitivities to hazard rates, we briefly reiterate details of the pricing algorithm in Li's model. Let A be a pseudo-square root of the correlation matrix. Let E(τ, h) denote the cumulative exponential distribution function in τ for a fixed intensity h. Let E −1 (u, h) denote the inverse function in the first variable holding the second variable fixed. For each Monte Carlo path we do the following (1) Draw n uniforms from a random number generator. (2) Transform the uniforms into a vector of normals, Z.
Compute the cash-flows implied by this set of default times and discount according to the discount curve.
Hence, we have at the final step (1.4)
We assume that the recovery rate is constant (over time) for each obligor; however, we do not require that different obligors have the same recovery rate i.e., the baskets we analyse are not homogeneous. Note that the discounted pay-off, F, has a jump discontinuity when D N crosses the product's final horizon time T. The average over many Monte Carlo paths is then an approximation to (1.2).
Before proceeding to our improved methods, we examine why Monte Carlo simulations in the Li model can be slow to converge. If no defaults occur before the maturity, then the default part of the product pays zero, and the only payments are the spread payments if any. Such paths therefore result in a fixed value.
If we consider a deal with maturity T, with n uncorrelated obligors each with default intensity h then the probability of all n defaulting is roughly (hT ) n .
So if h is around two percent and T around 1, then even for small n, only a very small fraction of paths will result in a default pay-off. For a first to default swap, the situation is seemingly not so bad but even then only about hT n paths will result in a pay-off and the numbers again work against us for T small. This is illustrated in fig. 11 . We therefore want to apply importance sampling to ensure that the region where the pay-off is zero is not sampled.
We discuss the details of our importance sampling algorithm for the Gaussian copula model in Sections 2, 3 and 4. Our arguments depend mainly on the fact for a multi-variate normal the joint distribution of any k projections conditioned on the other N − k projections is still a multi-variate normal with easily computable covariances. Our computations are facilitated by using a Cholesky decomposition. We show that our techniques can be extended to elliptic copulas in Section 5. Numerical results are demonstrated in Section 9.
One approach to hedging such instruments relies on holding/selling delta amounts of the underlying vanilla default swaps -where the delta signifies the sensitivity of the price of the nth to default swap to changes in the underlying hazard rate of a particular obligor. When computing sensitivities to hazard rates there are additional difficulties, compounding the problems encountered in computing the price. The pay-off is discontinuous as a function of the default times: it jumps when the nth default time passes from being before the expiry of the product to being after it. When computing sensitivities by differencing using Monte Carlo, this means that only a tiny fraction of paths, for which the default time changes from being before expiry to after expiry when the hazard rate changes by a small amount, are the main contributor to the computation. This results in huge variance.
There are by now well-known methods of computing Greeks by Monte Carlo. One is the likelihood ratio method of Broadie and Glasserman, [3] , which involves multiplying the pay-off on each path by a weighting term. Another due to the same authors is the pathwise method which involves differentiating the pay-off. We show that both these methods can be used for computing sensitivities in the Li models, and that they can be combined with importance sampling to enable very rapid computation of Greeks. We develop expressions for the density which are necessary for both methods in Section 6. We study the likelihood ratio method in Section 7, and the pathwise method in Section 8.
Our application of the pathwise method has more general implications in that we show that it can still be used even when the pay-off has a jump discontinuity. It was commonly believed previously that the pathwise method was not applicable in this case, see for example [2] p35. Our arguments depend on ideas from distribution theory. In particular, the differentiation in that case results in delta distributions; whilst these are hard to sample by Monte Carlo, they are trivial to evaluate analytically, and we show how the difficulties can be overcome. This technique will have widespread applications to other models for derivatives pricing. For a rigorous introduction to distribution theory see [8] .
In conclusion, we have shown that a judicious combination of importance sampling, standard techniques for computing Monte Carlo Greeks and distribution theory, allows rapid and accurate computation of prices and Greeks using the Li model for nth to default swaps.
The important region
In order to ease the discussion we assume for the moment that we have a product that results in zero value unless k defaults occur before time T. . Default times generated using a Gaussian copula for two assets. Assuming that the deal has a length of 5 years then only those points which fall in the small white square in the bottom left corner are "important" to the Monte Carlo. of default times generated by the copula model for a basket comprising two assets. Assuming that the length of the deal is 5 years it is clear that for the majority of paths generated by our simulation we do not have a default in the relevant time; consequently we receive a fixed sum -the total value of all the spread payments or in this case 0. It is clear that we wish to sample more thoroughly in the regions where defaults occur. Our objective then is to sample the set of interesting points alone.
Going via the cumulative exponential function and inverse cumulative normal function, we can translate the condition τ i < T into a condition on the correlated variate, W i ,:
For the importance sampling, we therefore work purely with the normal variates.
We now assume that the pseudo-square root is lower triangular, with positive diagonal entries. Such a decomposition always exists, see for example [13] , and is known as the Figure 5 . A diagrammatic representation of the mappings used to derive the importance sampling reweighted probabilities for the case of a first to default.
Cholesky decomposition. This will allow us to successively rescale draws. Writing this in a more concrete fashion:
For simplicity, we temporarily restrict to the case where k = 1. We proceed by making the ith asset default before time T with probability 1 n+1−i , provided the 1 through i − 1 assets have not defaulted. This ensures that we will always have at least one asset defaultthereby ensuring that every path is important. Since we have altered the probabilities we will require an importance adjustment to reflect this.
For our first asset, we have W 1 < x 1 is equivalent to
and let Z 1 = N −1 (v 1 ) thus making the first asset default. We multiply the pay-off's value for the path by np 1 to reflect the extra sampling. If u 1 > 1 n , we set
to obtain the full range of possible non-default times. This is illustrated in fig. 5 . Again, 1 In fact, a11 = 1.
we have to scale the product's value for the path appropriately; in this case we multiply by
Now suppose we have done the first j − 1 assets. If an asset has defaulted in the requisite time-frame, we allow the jth asset to behave as in the original algorithm. Otherwise, we make the jth asset default with probability
The difference now is that the unmassaged default probability will depend on Z i , for i < j.
In fact, we have that
This is equivalent to
We therefore define for j > 1
and we have W j < x j if and only if Z j < p j .
We now just rescale u j to get v j in the same way, we got v 1 from u 1 .
So if u j < q j , we put
and scale the pay-off by a further p j /q j . Otherwise, we set
whilst scaling the pay-off by
To get Z j , we take the inverse cumulative normal of v j . Having obtained the vector of (Z j ) we then proceed as in the original case, multiplying the final pay-off according to the accumulated weights.
Note that if no defaults have occurred for j < n then we have that q n = 1, thereby guaranteeing that at least one default occurs. Our choice of an ascending q j has guaranteed that at least one default occurs without favouring any particular asset. In particular, when hazard rates are small, the chance of each asset defaulting for a given path is approximately 1/n. Note that we have allowed the remaining assets to default with their natural probabilities when the requisite number of defaults has already been obtained. Alternate strategies would be to make them not default or require them to default after the 1st default.
Multiple defaults
We now discuss how to carry importance sampling when the discounted pay-off is zero unless k > 1 defaults occur. Our algorithm is similar. We simply have to change the probabilities so that the extra defaults are guaranteed. Our principal change is that if i defaults occur in the first j − 1 assets then we set
.
If q j is less than or equal to zero then we set v j = u j , otherwise we scale as before.
Note that if i < k defaults have occured in the first n − (k − i) assets, we have that q j is equal to 1 for j > n − (k − i). Thus we are guaranteed that at least k defaults occurs and every path makes a non-trivial contribution.
Fixed past some point
So far we have assumed that our product is of zero value unless n defaults occur before some fixed time. We now show that the techniques apply equally well to products that have fixed discounted pay-off if insufficient defaults occur before some time. For example, an nth to default credit default swap will always pay the same, if the nth default is after the maturity of the deal. This value will be the discounted value of spread payments. In this case, importance sampling is more tricky in that it initially appears that we still need some sampling of the extra set. We can, however, reduce to the previous case.
Let the fixed amount be V. We therefore divide the product into two pieces. We write Discounted-Payoff = (Discounted-Payoff −V ) + V The discounted value of the second term is always V so its discounted expectation is also V. For the first term, we have reduced to the previous case. Thus our importance sampling method works equally well in this case.
Elliptic copulas
The importance sampling techniques that we have described above are not limited only to the Gaussian copula case but can be extended to general elliptic copulas in a straightforward manner. The key observation is that after drawing a random variable which specifies the variance, we are back in the Gaussian case.
Recall that the non-importance sampling algorithm to construct uniform variates from such an elliptic copula is (1) Draw a random variable, V, from some distribution for the variance, (e.g. chisquared with ν degrees of freedom (χ 2 ν ) for the student-T distribution.)
(2) Draw a vector of independent normal variates Z = (Z j ).
AZ where A is a pseudo-square root of the correlation matrix and k is some constant (For example with the t distribution we set W = ν s AZ , where s is our chi-squared variate with ν degrees of freedom). (4) Let U j = C(W j ), (where C is the one-dimensional cumulative distribution.)
At stage 3 we are precisely in the same situation in the Gaussian case so we can repeat the same arguments described above but with A replaced by
The default density
We turn now to investigate the computation of the sensitivities of nth to default swaps to changes in the hazard rates of individual obligors. As discussed in the introduction, the computation of sensitivities is more challenging than the computation of the price because the discontinuities in the pay-off lead to large variances. These problems are severe enough to render the computation of sensitivities of e.g., fourth to default baskets with a short maturity almost impractical using naive Monte Carlo.
As discussed above, we will adapt the likelihood ratio and pathwise methods of Broadie and Glasserman to this problem.
For both the likelihood ratio method and the pathwise method, we shall need the joint density of the default times explicitly. In this section, we develop a formula for it under the Li model. We also compute its logarithm.
Recall, [5] , that if random variables, x i , are joined via a copula C, then their joint density function, f is given by:
where f i is the probability density of x i . In what follows the x i will be the default times, τ i , while the f i will be the marginal densities of the exponential distributions.
For the Gaussian copula we have that
Here φ denotes the cumulative normal function.
In what follows, we will take the hazard rates to be constant, for simplicity. The extension to be piece-wise constant hazard rates is straight-forward but fiddly.
We thus have that the joint density, ψ, of the default times is given by
Taking logs, we obtain
(log h i − h i τ i )
The likelihood ratio method
We begin by considering the likelihood ratio method. The value of a general pathdependent derivative with no early exercise decisions can be written in the form
where B is the discounted pay-off and ψ is the joint density of the default times. Here ψ has an implicit dependence on the default intensities whilst B does not.
In computing the sensitivity of the value of the credit default swap to the hazard rate of the i th asset we differentiate under the integral sign with respect to the hazard rate of the i th asset, h i . This gives:
The problem in doing this is that we have altered the form of the Monte Carlo -we are no longer integrating against a density function. The key observation, [3] , is that we can reintroduce the density by writing:
Simplifying,
Thus in order to develop an expression for the hazard rate sensitivity we multiply the integrand used in computing the price by the derivative of the log of the density function with respect to the hazard rate and then carry out the Monte Carlo as before.
We have developed the log of the joint density of the default times, (6.4). Differentiating with respect to the i th hazard rate gives:
We can compute ∂η i ∂u i explicitly by noting that
Carrying out the differentiation, we see that:
These expressions are easily computed and thus computing derivatives with the likelihood ratio is easy to implement. The full power of the method, however, requires combination with importance sampling. We have the additional difficulty that the weighted pay-off will not be constant in the non-default domain even if the pay-off is.
However, as in section 4, if we subtract a constant, V, so that B − V is zero if an insufficient number of defaults occur, then we will have also that (B −V ) ∂ψ ∂h i is zero is unless the requisite number of defaults occurs. We can therefore apply importance sampling as before. Note that as V is constant across all paths, its subtraction from the pay-off will not affect the value of the Greek.
The pathwise method
We refer the reader to the original work by Broadie and Glasserman [3] , and the discussion by Jaeckel [10] . In what follows let each hazard rate be constant. Suppose we try the naive approach to compute a delta by bumping the relevant parameter, h j , but using the same random number path. The pricing algorithm, from the introduction, only changes at the stage where the default times are computed. If ψ denotes the density of the uniforms implied by the copula, we are effectively evaluating
As we are interested in small , we consider the limit as goes to zero, and obtain
What is this first term? If we are in a domain where
we obtain zero. Otherwise, we obtain (in a distributional sense)
where δ denotes the Dirac delta distribution.
The first three terms in the expression above arise from the differentiation of the value leg with respect to the time of the jth default; the last term comes from the differentiation of the protection leg. We will discuss how to handle the integration of each of these terms against the multivariate density of the default times in greater detail below; however, for the moment we highlight some of the features of the terms above.
The delta distribution (the second term on the right-hand side of eq. 8.2) means that the Monte Carlo will be slow to converge for small . It reflects the fact in a zero interest rate environment that the only paths which will pick up a change in price after the change in hazard rate will be those for which the time D N moves from being after time T to before time T, and these paths will be of magnitude 1/ . This results in high variance. In the case of non-zero interest rates, these paths will have a similar effect. We can see this dependence in our graphs of the pay-off function ( fig. 2 and fig. 3 ).
At first sight it may seem odd that we need to differentiate the recovery rates with respect to time. However, if the different bonds underlying the product have different recovery rates, then as bumping the hazard rate of asset j will cause it to default earlier, it may change from being the (n + 1)th default to the nth default, which means that the product's pay-off will change. Note that this causes the hazard rate sensitivity to be recovery rate dependent. Again we see this qualitatively by examining the pay-off function illustrated in fig. 2 .
The first term is easy to evaluate by Monte Carlo, it is essentially the same algorithm as before. The second is not so obvious by Monte Carlo. However, it is easy to analytically integrate against a delta distribution! It is just the function evaluated at τ j = T. The second term in our integral therefore becomes
We still need to evaluate the remaining dimensions. Let ψ n−1 denote the joint density function of τ i for these dimensions. This integral is problematic because our density has changed; however, we can reintroduce the original density by rewriting the integral as
where the function I is one if D N (τ 1 , . . . , τ j−1 , T, τ j+1 , . . . , τ N ) equals T and zero otherwize. These densities are straightforward to compute and we perform a Monte Carlo in all variables except τ j to carry out the evaluation.
The third term gives rise to the recovery rate dependence of the hazard rate sensitivity. In order to calculate the magnitude of this contribution, assume that as in the Li model, Figure 6 . If different assets underlying an nth to default have different recovery rates then the hazard rate sensitivity will be recovery rate dependent. In this figure we illustrate the two contributions which arise when we bump the hazard rate of a single asset.
given the hazard rates, we have drawn a set of default times. We then order the default times so as to find the nth to default asset; we also simultaneously order the recovery rates according to the default times. We can see from fig. 8 on bumping the jth hazard rate, that after sorting we will affect the value of the hazard rate sensitivity whenever the jth bond becomes the (n − 1) th or the nth to default. Suppose that bumping the jth hazard rate alters the (n − 1)th bond after sorting (Contribution 1 in fig. 8 .) Then it can be seen that the value of the product alters by:
We can also see from fig. 8 that there is a second contribution arising when altering the jth hazard rate alters the nth bond. In this case the value of the product alters by
Summing these two parts together gives us the overall hazard rate sensitivity due to the recovery rates; the Monte Carlo integration to value this is straightforward.
The integration of the protection leg is straightforward once we realise that: (8.6)
Differentiating with respect to t and evaluating at τ j leaves us only with a contribution due to the second term in the defaulting case:
We remark that this method is not dependent on the normal copula. We simply need to know the relevant density functions for whichever copula we are working with. As with the likelihood ratio method, the full benefits of this method are realized when it is combined with importance sampling. Figure 7 . Normalized standard deviation of a (quasi) Monte Carlo simulation used to compute the price of a first to default swap on a basket of four names. Notice that the normalized standard deviation for the importance sampled case is small and constant regardless of maturity.
Numerical results

Maturity
We present some numerical results. Our measure of goodness is the standard deviation of the simulation as a fraction of the limit. We present results purely for the protection leg to avoid cancellation effects. Figure 8 . Normalized standard deviation of the price of (quasi) Monte Carlo simulation used to compute the price of a fourth to default swap on a basket of four names. Notice that the normalized standard deviation for the non importance sampled case blows up for short maturities.
We take r = 5%, four credits with constant hazard rates, 0.05, 0.01, 0.02 and 0.02. The recovery rates are 0.2, 0.7, 0.5 and 0.3. We took a constant correlation of 0.2. A Monte Carlo simulation was run to estimate the mean and variance of the price of the protection leg. We used 2 19 paths and Sobol numbers. We give the standard deviation of the simulation as a fraction of price with and without importance sampling. We first give the first to default case in figure 7 . We also give the fourth to default case in figure 8. There are no entries for less than 0.5 years without importance sampling because every path gave zero. Note that in both cases, the importance sampling error is stably around 1. This means that we can get expect a price within one percent of the true value with ten thousand paths in a straight Monte Carlo simulation, and an even more accurate answer using Sobol numbers.
The pathwise method performs significantly better than finite differencing as a method for computing hazard rate sensitivities; indeed we demonstrate that it even out performs the likelihood ratio method by quite a margin for computing sensitivities. The reason for this marked decrease in the variance is the fact that we have analytically integrated out the Delta distribution arising in the derivative of these products. We present graphs of the normalized standard deviation across deal maturities in fig. 9 and fig. 10 . The first of these is without importance sampling, whereas the second uses it. Note the vast difference in scales between these graphs. For these simulations, we have taken zero recovery rates, a Again the pathwise method does suffer something of a depreciation in performance if we analyse deals on the nth asset with short maturity; however, empirically we find that this depreciation in performance is nowhere near as marked as for finite differencing or for the likelihood ratio method. Fig. 11 illustrates a typical comparison between the pathwise method and finite differencing in computing hazard rate sensitivities. Figure 11 . Convergence diagram for the computation of the sensitivity of a first to default credit default swap with 4 underlying credits to changes in the first (flat) hazard rate. The deal maturities shown is 0.5 years while the hazard rates for each of the credits is at 2%. We show comparisons between forward differencing by 1% of the hazard rate and, the likelihood ratio method, the pathwise method and the exact answer.
