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Abstract
Let μ be a self-similar measure in Rd . A point x ∈ Rd for which the limit limr↘0 logμB(x,r)log r does not
exist is called a divergence point. Very recently there has been an enormous interest in investigating the
fractal structure of various sets of divergence points. However, all previous work has focused exclusively
on the study of the Hausdorff dimension of sets of divergence points and nothing is known about the packing
dimension of sets of divergence points. In this paper we will give a systematic and detailed account of the
problem of determining the packing dimensions of sets of divergence points of self-similar measures. An
interesting and surprising consequence of our results is that, except for certain trivial cases, many natural
sets of divergence points have distinct Hausdorff and packing dimensions.
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1. Introduction and statement of results
The local dimension of a measureM on Rd at a point x ∈ Rd is defined by
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r↘0
logM(B(x, r))
log r
. (1.1)
Of course, the limit in (1.1) may not exist. Points x for which this limit does not exist are called di-
vergence points. Recently divergence points of self-similar measures have attracted an enormous
interest in the mathematical literature, cf. [2,5,8,11,14–18,20,21]. Previously, only the Hausdorff
dimension of sets of divergence points of self-similar measures has been investigated. However,
in the mid-1980s the packing measure and the packing dimension were introduced by Taylor
and Tricot [24,25] as a dual to the Hausdorff measure: the Hausdorff measure is defined by
considering economical coverings, whereas the packing measure is defined by considering ef-
ficient packings. The packing measure is nowadays considered as important as the Hausdorff
measure. Indeed, many Hausdorff measure properties have dual packing measure properties, and
it is widely believed that an understanding of both the Hausdorff dimension and the packing
dimension of a fractal set provides the basis for a substantially better understanding of the under-
lying geometry of the set. Unfortunately, nothing is known about the packing dimension of sets
of divergence points. In this paper we will give a systematic and detailed account of the prob-
lem of determining the packing dimensions of sets of divergence points of self-similar measures.
In particular, we obtain an explicit formula for the packing dimension of a very large class of
sets of divergence points including all sets that have been studied previously, cf. Theorem 1. In
particular, Theorem 1 shows the following.
(1) Surprisingly, for many sets of divergence points, the packing dimension and the Hausdorff
dimension do not coincide. This is in sharp contrast to well-known results in multifractal theory
saying that the Hausdorff and packing dimensions of the set of points for which local dimension
of a self-similar measure exists and equals a given value coincide, cf. the discussion following
Theorem 1. Due to the seminal work of Taylor (cf., for example, the survey [23]), a set whose
Hausdorff and packing dimensions coincide is called a Taylor fractal. Hence, sets of divergence
points are typically not Taylor fractals.
(2) The formulas for the Hausdorff dimension and the packing dimension of sets of divergence
points in Theorem B and Theorem 1 are “dual”; this may be viewed as yet another manifestation
of the dual nature of the Hausdorff measure and the packing measure.
1.1. The setting: self-similar measures
Let Si :Rd → Rd for i = 1, . . . ,N be contracting similarities and let (p1, . . . , pN) be a prob-
ability vector. For each i, we denote the Lipschitz constant of Si by ri ∈ (0,1). Let K and μ be
the self-similar set and the self-similar measure associated with the list (S1, . . . , SN ,p1, . . . , pN),
i.e. K is the unique non-empty compact subset of Rd such that
K =
⋃
i
Si(K),
and μ is the unique Borel probability measure on Rd such that
μ =
∑
i
piμ ◦ S−1i , (1.2)
cf. [12]. It is well known that suppμ = K . Below we will impose various separation conditions
on the list (S1, . . . , SN). In particular, we will frequently assume that one of the following two
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(SSC). The OSC is satisfied if there exists an open non-empty and bounded subset U of Rd with⋃
i SiU ⊆ U and SiU ∩ SjU = ∅ for all i, j with i 
= j . The SSC is satisfied if SiK ∩ SjK = ∅
for all i, j with i 
= j . Observe that the SSC is stronger than the OSC.
1.2. Multifractal analysis of self-similar measures
During the past 10 years the multifractal structure of μ has received much attention. Multi-
fractal analysis refers to the study of the fractal geometry of the sets of those points x for which
the measure μ(B(x, r)) of the closed ball B(x, r) with center x and radius r behaves like rα
for small r , i.e. the set {x ∈ Rd | limr↘0 logμ(B(x,r))log r = α}. We therefore define the (geometric)
Hausdorff multifractal spectrum fH(α) of μ and the (geometric) packing multifractal spectrum
fP(α) of μ as follows. For α  0, write
Δ(α) =
{
x ∈ K
∣∣∣ lim
r↘0
logμB(x, r)
log r
= α
}
,
and put
fH(α) = dimH Δ(α), α  0, (1.3)
fP(α) = dimP Δ(α), α  0, (1.4)
where dimH denotes the Hausdorff dimension and dimP denotes the packing dimension. The
reader is referred to [6] for the definitions of the Hausdorff dimension and the packing dimension.
The dimensions fH(α) and fP(α) are usually difficult to compute and certain symbolic multi-
fractal spectra defined in terms of symbolic dynamics are often considered. In order to define
the symbolic multifractal spectra we need the following definitions. Let Σ∗ =⋃n{1, . . . ,N}n
and Σ = {1, . . . ,N}N, i.e. Σ∗ is the family of all finite lists i = i1 . . . in with entries ij from
{1, . . . ,N} and Σ denotes the family of all infinite lists i = i1i2 . . . with entries ij from
{1, . . . ,N}. For i = i1i2 . . . ∈ Σ and a positive integer n, let i|n = i1 . . . in denote the truncation
of i to the nth place. Finally, for i = i1 . . . in ∈ Σ∗, we write Si = Si1 ◦ · · · ◦ Sin and Ki = SiK .
Define π :Σ → Rd by
{
π(i)
}=⋂
n
Ki|n.
We now define the symbolic Hausdorff multifractal spectrum fH,s(α) and the symbolic packing
multifractal spectrum fP,s(α) of μ as follows. For α  0, write
Δs(α) = π
{
i ∈ Σ
∣∣∣ lim
n
logμKi|n
log diamKi|n
= α
}
,
and put
fH,s(α) = dimH Δs(α), α  0, (1.5)
fP,s(α) = dimP Δs(α), α  0. (1.6)
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metrically” defined counterparts fH(α) and fP(α). In the early 1990s, Cawley and Mauldin [4]
computed the symbolic multifractal spectra, fH,s(α) and fP,s(α), of μ assuming the OSC, and in
the late 1990s, Arbeiter and Patzschke [1] succeeded in computing the multifractal spectra fH(α)
and fP(α) assuming the OSC. To state the results in [1,4] we need the following definitions. De-
fine the function β :R→ R by
N∑
i=1
p
q
i r
β(q)
i = 1. (1.7)
Recall, that if ϕ :R → R is a real valued function, then Legendre transform ϕ∗ :R → [−∞,∞]
is given by
ϕ∗(x) = inf
y
(
xy + ϕ(y)). (1.8)
We can now state the result in [1,4].
Theorem A. (See [1,4].) Assume that the OSC is satisfied. Then the multifractal spectra fH(α),
fH,s(α), fP(α) and fP,s(α) are given by
fH(α) = fP(α) = fH,s(α) = fP,s(α) = β∗(α)
for α  0.
1.3. Divergence points of self-similar measures
However, the limits limr↘0 logμB(x,r)log r and limn
logμKi|n
log diamKi|n may not exist at all points x. As
mentioned earlier, points x for which these limits do not exist are called divergence points. The
set of divergence points has until very recently been considered of little interest in dynamical sys-
tems and geometric measure theory. Indeed, according to folklore, these sets carried no essential
information about the underlying structure. However, recent work [2,5,8,14–21] has changed
this point of view. Indeed, the set of divergence points has an extremely rich and intricate fractal
structure. To describe this we make the following definitions. For a sequence (xn)n in a metric
space X, we let A(xn) denote the set of accumulation points of the sequence (xn)n, i.e.
A(xn) =
{
x ∈ X ∣∣ there exists a subsequence (xnk )k such that xnk → x}.
Also, if f : (0,∞) → X is a function, we let A(f (r)) denote the set of accumulation points of
f (r) as r ↘ 0, i.e.
A
(
f (r)
)= {x ∈ X ∣∣ there exists a sequence (rk)k such that rk ↘ 0 and f (rk) → x}.
To analyze the fractal structure of the set of divergence points, we consider set of points for which
the ratio logμB(x,r)log r diverges in a prescribed way as r ↘ 0. Namely, we consider the following
sets
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{
x ∈ K
∣∣∣ A( logμB(x, r)log r
)
= I
}
,
Γ (I ) =
{
x ∈ K
∣∣∣ A( logμB(x, r)log r
)
⊆ I
}
, (1.9)
and
Δs(I ) = π
{
i ∈ Σ
∣∣∣ A( logμKi|nlog diamKi|n
)
= I
}
,
Γs(I ) = π
{
i ∈ Σ
∣∣∣ A( logμKi|nlog diamKi|n
)
⊆ I
}
, (1.10)
for I ⊆ R. Observe that if I = {α} equals a singleton, then Δ({α}) = Δ(α) and Δs({α}) =
Δs(α), whence dimH Δ({α}) = fH(α) and dimP Δ({α}) = fP(α). For an arbitrary subset I of R,
the dimensions of the sets Δ(I) and Γ (I) may therefore be viewed as generalized multifractal
spectra providing extremely detailed information about the set of points x for which the ratio
logμB(x,r)
log r converges or diverges in a prescribed way as r ↘ 0. Nothing is known about the
packing dimension and only very little is known about the Hausdorff dimension of sets of this
type, i.e. sets of points x for which the set of accumulation points of the function logμB(x,r)log r , or
similar functions, is equal to or contained in a given set I , and the purpose of the paper is to
compute the packing dimension of those sets. However, before stating this result, it is instructive
to recall the corresponding result for the Hausdorff dimension. To the best of our knowledge the
only work analyzing the Hausdorff dimensions of sets of this type is the book by Cajar [3] and
the papers by Feng and Wu [9], Olivier [14], Olsen et al. [15,16,18–21], Pfister and Sullivan [22]
and Volkmann [26]. Indeed in [20,21] we computed the Hausdorff dimension of the sets in (1.9)
and (1.10). Theorem B below summarizes those results.
Theorem B. (See [20].) Let αmin = mini logpilog ri and αmax = maxi
logpi
log ri .
(1) Assume that the OSC is satisfied.
(1.1) If I ⊆ R is not a closed subinterval of [αmin, αmax], then
Δs(I ) = ∅.
(1.2) If I ⊆ R is a closed subinterval of [αmin, αmax], then
dimH Δs(I ) = inf
α∈I β
∗(α).
(1.3) If I ⊆ R is an arbitrary subset of R, then
dimH Γs(I ) = sup
α∈I
β∗(α),
dimP Γs(I ) = sup
α∈I
β∗(α).
(2) Assume that the SSC is satisfied.
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Δ(I) = ∅.
(2.2) If I ⊆ R is a closed subinterval of [αmin, αmax], then
dimH Δ(I) = inf
α∈I β
∗(α).
(2.3) If I ⊆ R is an arbitrary subset of R, then
dimH Γ (I) = sup
α∈I
β∗(α),
dimP Γ (I) = sup
α∈I
β∗(α).
However, as noted above, nothing is known about the packing dimension of the sets Δ(I) and
Δs(I ), and the purpose of this paper is to compute the packing dimension of those sets. Observe
that it follows immediately from Theorem B that if the SSC is satisfied, then
dimP Δ(I) dimP Γ (I) = sup
α∈I
β∗(α), (1.11)
and that if the OSC is satisfied, then
dimP Δs(I ) dimP Γs(I ) = sup
α∈I
β∗(α). (1.12)
Our first main result shows that the upper bounds in (1.11) and (1.12) are, in fact, the exact values
for the packing dimensions of Δ(I) and Δs(I ).
Theorem 1. Let αmin = mini logpilog ri and αmax = maxi
logpi
log ri .
(1) Assume that the OSC is satisfied. If I ⊆ R is a closed subinterval of [αmin, αmax], then
dimP Δs(I ) = sup
α∈I
β∗(α).
(2) Assume that the SSC is satisfied. If I ⊆ R is a closed subinterval of [αmin, αmax], then
dimP Δ(I) = sup
α∈I
β∗(α).
Theorem 1(1) is proved in Section 3 and Theorem 1(2) is proved in Section 4. Both results
follow from a result in Section 1.4 on the packing dimension of certain sets of non-normal points
of self-similar sets.
Comparing Theorem B and Theorem 1 we see the following surprising fact. Namely, that, in
general, the Hausdorff dimension and the packing dimension of the sets Δ(I) and Δs(I ) do not
coincide. This is in sharp contrast to well-known results from multifractal analysis of self-similar
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limr↘0 logμB(x,r)log r exists. Indeed, Theorem A says that the Hausdorff multifractal spectrum and
the packing multifractal spectrum of a self-similar measure coincide, i.e.
dimH Δ(α) = dimP Δ(α),
for all α  0. Hence (apart from the trivial case when I is not a closed subinterval of [αmin, αmax],
and the sets Δ(I) and Δs(I ) are empty), the Hausdorff dimension and the packing dimension
of the sets Δ(I) and Δs(I ) only coincide in the special case considered in Theorem A, i.e. the
special case for which I is a singleton. As mentioned earlier, due to the seminal work of Taylor
[23], a set whose Hausdorff and packing dimensions coincide is called a Taylor fractal. Hence,
the sets Δ(I) and Δs(I ) therefore provide a large and natural class of sets that are not Taylor
fractals.
Comparing Theorem B and Theorem 1 we also see that the formulas for the Hausdorff di-
mension and the packing dimension of the sets Δ(I) and Δs(I ) are “dual”: the infimum in the
formula for the Hausdorff dimension is replaced by the supremum in the formula for the packing
dimension. As noted earlier, this may be viewed as yet another manifestation of the dual nature
of the Hausdorff measure and the packing measure.
1.4. Normal and non-normal points of self-similar sets
The main tool for studying sets of divergence points and, in particular, for proving Theorem 1
is the notion of “normal” and “non-normal” points of a self-similar set. Recall that Σ∗ is the
family of all finite lists i = i1 . . . in with entries ij from {1, . . . ,N}. For i = 1, . . . ,N , define
Πi :Σ
∗ → R by
Πi(i) = |{1 j  n | ij = i}|
n
for i = i1 . . . in ∈ Σ∗, i.e. the Πi(i) gives the frequency of the digit i in i, and define Π :Σ∗ → RN
by
Π(i) = (Π1(i), . . . ,ΠN(i))
for i = i1 . . . in ∈ Σ∗, i.e. the vector Π(i) gives the frequency of the digits in i. If Si(x) = xN +
i−1
N
for all i, then K = [0,1] and ∑n in−1Nn represents the base N expansion of x = π(i) for
i = i1i2 . . . ∈ Σ . Hence, in this case x = π(i) ∈ K = [0,1] is normal (with respect to base N )
if and only if the limit limn Π(i|n) exists and equals ( 1N , . . . , 1N ), cf. [13]; recall, that if i =
i1i2 . . . ∈ Σ is an infinite list, then i|n denotes the truncation of i to the nth place, i.e. i|n =
i1 . . . in. Motivated by this, we say that a point x = π(i) is (Si)i -normal if the limit limn Π(i|n)
exists and equals (rs1, . . . , r
s
N ) where s is determined by
∑
i r
s
i = 1, i.e. s equals the Hausdorff
dimension of K . We observe that if Si(x) = xN + i−1N for all i, then the notion of (Si)i -normality
agrees with the usual notion of normality (with respect to base N ), since in this case we have
(rs1, . . . , r
s
N ) = ( 1N , . . . , 1N ). It is natural to ask for the dimension of the set of i ∈ Σ for which the
set of accumulation points of the sequence (Π(i|n))n equals a given subset C ⊆ Rd , i.e. the set
π
{
i ∈ Σ ∣∣ A(Π(i|n))= C}.
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order to state this result we need the following definitions. Let Δ denote the simplex of proba-
bility vectors in RN , i.e. Δ = {(q1, . . . , qN) ∈ RN | qi  0, ∑i qi = 1}, and define Λ :Δ → R
by
Λ(q) =
∑
i qi logqi∑
i qi log ri
for q = (q1, . . . , qN). (1.13)
Recall that a continuum of RN is a compact and connected set.
Theorem C. (See [15,20].) Assume that the OSC is satisfied.
(1) If C ⊆ RN is not a continuum of Δ, then
{
i ∈ Σ ∣∣ A(Π(i|n))= C}= ∅.
(2) If C ⊆ RN is a continuum of Δ, then
dimH π
{
i ∈ Σ ∣∣ A(Π(i|n))= C}= inf
q∈C Λ(q).
(3) If C ⊆ RN is an arbitrary subset of Δ, then
dimH π
{
i ∈ Σ ∣∣ A(Π(i|n))⊆ C}= sup
q∈C
Λ(q),
dimP π
{
i ∈ Σ ∣∣ A(Π(i|n))⊆ C}= sup
q∈C
Λ(q).
However, nothing is known about the packing dimension of the sets
π
{
i ∈ Σ ∣∣ A(Π(i|n))= C}. (1.14)
The second purpose of this paper is to compute the packing dimension of this set. As in Sec-
tion 1.3 observe that it follows immediately from Theorem C that if the OSC is satisfied, then
dimP π
{
i ∈ Σ ∣∣ A(Π(i|n))= C} dimP π{i ∈ Σ ∣∣ A(Π(i|n))⊆ C}= sup
q∈C
Λ(q). (1.15)
Our second main result shows that the upper bound in (1.15) is, in fact, the exact value for the
packing dimension of the set in (1.14).
Theorem 2. Assume that the OSC is satisfied. If C ⊆ RN is a continuum of Δ, then
dimP π
{
i ∈ Σ ∣∣ A(Π(i|n))= C}= sup
q∈C
Λ(q).
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As in Section 1.3, comparing Theorem C and Theorem 2 we see the following surprising
fact. Namely, that, in general, the Hausdorff dimension and the packing dimension of the set
π{i ∈ Σ | A(Π(i|n)) = C} do not coincide. In fact, the Hausdorff dimension and the packing
dimension of this set only coincide if C is a singleton.
2. Proof of Theorem 2
We begin by introducing some notation. For n = 0,1,2, . . . , let Σn = {1, . . . ,N}n, i.e. Σn
is the family of all lists i = i1 . . . in of length n with entries ij ∈ {1, . . . ,N}. Recall that Σ∗ =⋃
n Σ
n and Σ = {1, . . . ,N}N. For i ∈ Σn, we write |i| = n. Also, recall that for i = i1 . . . in ∈ Σn
and a positive integer m with m  n, or for i = i1i2 . . . ∈ Σ and a positive integer m, we let
i|m = i1 . . . im denote the truncation of i to the mth place. For i = i1 . . . in ∈ Σn and j = j1 . . . jm ∈
Σm, we let ij = i1 . . . inj1 . . . jm ∈ Σn+m denote the concatenation of i and j. Similarly, for
i = i1 . . . in ∈ Σn and j = j1j2 . . . ∈ Σ , we let ij = i1 . . . inj1j2 . . . ∈ Σ denote the concatenation
of i and j. If i ∈ Σ∗, we define the cylinder [i] generated by i by
[i] = {ij | j ∈ Σ}.
Finally, if i = i1 . . . in ∈ Σn, we will write Si = Si1 ◦ · · · ◦ Sin , Ki = SiK , ri = ri1 · · · rin and
pi = pi1 · · ·pin .
Recall that Δ denotes the family of probability vectors in RN , i.e. Δ = {(q1, . . . , qN) ∈ RN |
qi  0,
∑
i qi = 1}. For n ∈ N, q ∈ Δ and r > 0 we define Πn(q, r) ⊆ Σ∗ by
Πn(q, r) =
{
i ∈ Σ∗
∣∣∣ ∣∣Π(i) − q∣∣ r, ri  1
Nn
< ri| |i|−1
}
. (2.1)
The next result gives the asymptotic behaviour of the number of elements in Πn(q, r) for large
values of n and small values of r .
Proposition 2.1. For q ∈ Δ we have
lim
r↘0 lim supn
log |Πn(q, r)|
n logN
= Λ(q).
(Recall that Λ(q) is defined in (1.13).)
Proof. This result is a special case of a more general result in [15]. Let P(Σ) denote the set of
probability measures on Σ and let PS(Σ) denote the set of shift invariant probability measures
on Σ . For ν ∈ PS(Σ), let h(ν) denote the entropy of ν. Finally, define Ξ :P(Σ) → RN by
Ξν = (ν[i])i=1,...,N . In [15] it is proved, using arguments from ergodic theory, that
lim
r↘0 lim supn
log |Πn(q, r)|
n logN
= sup
ν∈PS(Σ)
Ξν=q
− h(ν)∑
i ν[i] log ri
= sup
ν∈PS(Σ)
ν[i]=qi for all i
− h(ν)∑
i qi log ri
. (2.2)
Since it is easily seen that sup ν∈PS(Σ)
ν[i]=qi for all i
h(ν) = −∑i qi logqi , we obtain the desired re-
sult. 
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q2| + |q1 − q2|.
Proof. Write q = |i1||i1|+|i2|q1 +
|i2||i1|+|i2|q2. Since clearly Π(i1i2) =
|i1||i1|+|i2|Π(i1) +
|i2||i1|+|i2|Π(i2),
we obtain
∣∣Π(i1i2) − q2∣∣ ∣∣Π(i1i2) − q∣∣+ |q − q2|
 |i1||i1| + |i2|
∣∣Π(i1) − q1∣∣+ |i2||i1| + |i2|
∣∣Π(i2) − q2∣∣+ |i1||i1| + |i2| |q1 − q2|

∣∣Π(i1) − q1∣∣+ ∣∣Π(i2) − q2∣∣+ |q1 − q2|.
This completes the proof. 
The next lemma is a standard result due to Hutchinson [12] and the proof is therefore omitted.
Lemma 2.3. Let r, c1, c2 > 0, and let (Vi)i be a family of open disjoint subsets of Rd such that
Vi contains a ball of radius c1r and is contained in a ball of radius c2r . Then
∣∣{i ∣∣ B(x, r) ∩ Vi 
= ∅}∣∣ (1 + 2c2
c1
)d
for all x ∈ Rd .
We are now ready to prove Theorem 2.
Proof of Theorem 2. Write
M = {i ∈ Σ ∣∣ A(Π(i|n))= C}.
Part (i): First we prove that dimP π(M)  supq∈C Λ(q). As noted in (1.15), this inequality
follows immediately from Theorem C.
Part (ii): Next we prove that supq∈C Λ(q) dimP π(M). Write
s = inf
q∈C Λ(q), s = supq∈C Λ(q).
Let ε > 0. The idea behind the proof is to construct a set Z ⊆ Σ and a probability measure ν on
R
d such that the following three conditions are satisfied:
Condition (1). We have
Z ⊆ M. (2.3)
Condition (2). We have
ν
(
π(Z)
)= 1. (2.4)
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a sequence (ui)i of positive real numbers with ui ↘ 0, such that
ν
(
B(x,ui)
)
 c0us−2εi .
In particular,
lim sup
r↘0
logν(B(x, r))
log r
 s − 2ε (2.5)
for all x ∈ π(Z).
Observe that it follows immediately from Conditions (1), (2) and (3) that supq∈C Λ(q) 
dimP π(M). Indeed, it follows from Condition (1) that
dimP π(Z) dimP π(M). (2.6)
Also, observe that it follows from Conditions (2) and (3) and the mass distribution principle [7,
Proposition 2.3] that
s − 2ε  dimP π(Z). (2.7)
Combining (2.6) and (2.7) shows that s − 2ε  dimP π(Z) dimP π(M). Finally, letting ε ↘ 0
gives s  dimP π(M). We will now construct the set Z and the measure ν, and verify Condi-
tions (1), (2) and (3). The proof is divided into four parts.
Part 1: In this part we construct the set Z.
Part 2: In this part we verify Condition (1).
Part 3: In this part we construct the measure ν.
Part 4: In this part we verify Conditions (2) and (3).
Part 1. Construction of the set Z
Since C ⊆ Δ is closed and Λ :Δ → R is continuous, there exists qmax ∈ C such that
sup
q∈C
Λ(q) = Λ(qmax).
Let n ∈ N. Since C is connected we may choose qn,1, . . . ,qn,Mn ∈ C such that
C ⊆
⋃
i
B
(
qn,i ,
1
n
)
,
|qn,i − qn,i+1| 1
n
for all i, |qn,Mn − qn+1,1|
1
n
,
qn,Mn = qmax for all n. (2.8)
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positive integers (Nn,i)n∈N,i=1,...,Mn with
r1,1 > r1,2 > · · · > r1,M1 > r2,1 > r2,2 > · · · > r2,M2 > · · · > 0,
N1,1 < N1,2 < · · · < N1,M1 < N2,1 < N2,2 < · · · < N2,M2 < · · ·
such that rn,i < 1n and ∣∣ΠNn,i (qn,i , rn,i )∣∣NNn,i (Λ(qn,i )−ε). (2.9)
Next, we introduce the following notation. For subsets X,X1, . . . ,Xm ⊆ Σ∗ and a positive inte-
ger n, we write
X1 · · ·Xm = {i1 . . . im | ii ∈ Xi},
Xn = {i1 . . . in | ii ∈ X}.
We may clearly choose a family of positive integers (Un,i)n∈N,i=1,...,Mn and a sequence of posi-
tive integers (Vn)n such that the following three conditions are satisfied:
Condition (I). If n ∈ N, k ∈ {1, . . . ,Mn}, V ∈ N and
i ∈ ΠN1,1(q1,1, r1,1)U1,1 . . . ΠN1,M1 (q1,M1 , r1,M1)U1,M1
ΠN1,M1
(q1,M1 , r1,M1)
V1
ΠN2,1(q2,1, r2,1)
U2,1 . . . ΠN2,M2
(q2,M2 , r2,M2)
U2,M2
ΠN2,M2
(q2,M2 , r2,M2)
V2
...
ΠNn−1,1(qn−1,1, rn−1,1)Un−1,1 . . . ΠNn−1,Mn−1 (qn−1,Mn−1 , rn−1,Mn−1)
Un−1,Mn−1
ΠNn−1,Mn−1 (qn−1,Mn−1 , rn−1,Mn−1)
Vn−1
ΠNn,1(qn,1, rn,1)
Un,1 . . . ΠNn,k−1(qn,k−1, rn,k−1)Un,k−1Σn,k,
where
Σn,k =
{
ΠNn,k (qn,k, rn,k)Un,k for k = 1, . . . ,Mn − 1,
ΠNn,k (qn,k, rn,k)Un,kΠNn,k (qn,k, rn,k)Vn for k = Mn;
then
∣∣Π(i) − qn,k∣∣ 2rn,k. (2.10)
This completes Condition (I).
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i
N1,iU1,i + N1,M1V1
)
+ · · ·
+
(∑
i
Nn−1,iUn−1,i + Nn−1,Mn−1Vn−1
)
+
(∑
i
Nn,iUn,i
))
(s − s)

((∑
i
N1,iU1,i + N1,M1V1
)
+ · · ·
+
(∑
i
Nn−1,iUn−1,i + Nn−1,Mn−1Vn−1
)
+
(∑
i
Nn,iUn,i + Nn,MnVn
))
ε
2
. (2.11)
This completes Condition (II).
Condition (III). We have
Nn+1,Mn+1
(
∑
i N1,iU1,i + N1,M1V1) + · · · + (
∑
i Nn,iUn,i + Nn,MnVn)
→ 0 as n → ∞. (2.12)
This completes Condition (III).
Put
Qn,i =
{
Un,i for i = 1, . . . ,Mn − 1,
Un,i + Vn for i = Mn.
Let
(m1,m2,m3, . . .) =
(
N1,1, . . . ,N1,1︸ ︷︷ ︸
Q1,1 times
,N1,2, . . . ,N1,2︸ ︷︷ ︸
Q1,2 times
, . . . ,N1,M1, . . . ,N1,M1︸ ︷︷ ︸
Q1,M1 times
,
N2,1, . . . ,N2,1︸ ︷︷ ︸
Q2,1 times
,N2,2, . . . ,N2,2︸ ︷︷ ︸
Q2,2 times
, . . . ,N2,M2 , . . . ,N2,M2︸ ︷︷ ︸
Q2,M2 times
, . . .
)
,
(s1, s2, s3, . . .) =
(
r1,1, . . . , r1,1︸ ︷︷ ︸
Q1,1 times
, r1,2, . . . , r1,2︸ ︷︷ ︸
Q1,2 times
, . . . , r1,M1 , . . . , r1,M1︸ ︷︷ ︸
Q1,M1 times
,
r2,1, . . . , r2,1︸ ︷︷ ︸
Q2,1 times
, r2,2, . . . , r2,2︸ ︷︷ ︸
Q2,2 times
, . . . , r2,M2 , . . . , r2,M2︸ ︷︷ ︸
Q2,M2 times
, . . .
)
,
(p1,p2,p3, . . .) =
(
q1,1, . . . ,q1,1︸ ︷︷ ︸
Q1,1 times
,q1,2, . . . ,q1,2︸ ︷︷ ︸
Q1,2 times
, . . . ,q1,M1, . . . ,q1,M1︸ ︷︷ ︸
Q1,M1 times
,
q2,1, . . . ,q2,1︸ ︷︷ ︸
Q2,1 times
,q2,2, . . . ,q2,2︸ ︷︷ ︸
Q2,2 times
, . . . ,q2,M2, . . . ,q2,M2︸ ︷︷ ︸
Q2,M times
, . . .
)2
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Γk = Πmk(pk, sk).
Finally, we define the set Z ⊆ Σ by
Z = {i1i2 . . . | ii ∈ Γi}.
This completes the construction of Z.
Part 2. Proof of Condition (1)
We must now prove that
Z ⊆ M.
Let i ∈ Z. We must now prove that
C ⊆ A(Π(i|n)) (2.13)
and
A
(
Π(i|n))⊆ C. (2.14)
Proof of (2.13). Let x ∈ C. Since x ∈ C ⊆⋃i B(qk,i , 1k ), there exists an integer ik such that
x ∈ B(qk,ik , 1k ). Now let
nk =
M1∑
j=1
N1,jQ1,j + · · · +
Mk−1∑
j=1
Nk−1,jQk−1,j +
ik∑
j=1
Nk,jQk,j .
It follows immediately from the definitions that |Π(i|nk)−x| |Π(i|nk)−qk,ik |+ |qk,ik −x|
2rk,ik + 1k  3k , whence Π(i|nk) → x. This shows that x ∈ A(Π(i|n)) and completes the proof
of (2.13).
Proof of (2.14). The proof of this inclusion is not difficult and we leave the details for the
reader. This completes the proof of (2.14) and Condition (1).
Part 3. Construction of the measure ν
For k ∈ N define Zk ⊆ Σ∗ by
Zk = {i1 . . . ik | ii ∈ Γi}.
First observe that |Zk| = |Γ1| · · · |Γk| for all k. Let ν˜ be the unique probability measure on Z
such that
ν˜
([i])= 1 = 1 ,|Zk| |Γ1| · · · |Γk|
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ν = ν˜ ◦ π−1.
Part 4. Proofs of Condition (2) and Condition (3)
We first prove Condition (2). It is clear that ν˜(Z) = 1, whence ν(π(Z)) = 1. This proves
Condition (2).
We will now prove Condition (3). Before proving Condition (3), we first state and prove the
following claim.
Claim 2.1. There exists a constant c1 with the following property. Let δ = mini rdi and for each
positive integer k write
Tk = 1
Nm1+···+mk
.
For all x ∈ π(Z) and all positive integers k, we have
ν
(
B(x,Tk)
)
 c1
1
δk−1
1
|Γ1||Γ2| · · · |Γk−1| .
Proof. Let rmin = mini ri . Fix k ∈ N and write Rk = N−(m1+···+mk−1). Since the OSC is satisfied
there exists an open, non-empty and bounded set U ⊆ Rd such that ⋃i SiU ⊆ U and SiU ∩
SjU = ∅ for i 
= j . For i ∈ Σ∗ write Ui = SiU . Since U is open, non-empty and bounded, U
contains a ball of radius ρ1 > 0 and U is contained in a ball of radius ρ2. Momentarily fix
i = i1i2 . . . ik−1 ∈ Zk−1 with ii ∈ Γi . Since Ui contains a ball of radius riρ1 and
ri = ri1 · · · rik−1 > N−m1 · · ·N−mk−1rk−1min = Rkrk−1min ,
we conclude that Ui contains a ball of radius Rkrk−1min ρ1. Moreover, since the set Ui is contained
in a ball of radius riρ2 and
ri = ri1 · · · rik−1 N−m1 · · ·N−mk−1 = Rk,
we conclude that Ui is contained in a ball of radius Rkρ2. It therefore follows from Lemma 2.3
that, if x ∈ Rd , then
∣∣{i ∈ Zk−1 ∣∣U i ∩ B(x,Rk) 
= ∅}∣∣ c1 1
δk−1
where c1 = ( 1+2ρ2ρ1 )d and δ = rdmin ∈ (0,1), whence
∣∣{i ∈ Zk ∣∣U i ∩ B(x,Rk) 
= ∅}∣∣ c1 1
δk−1
|Γk| (2.15)
for all x ∈ Rd .
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ν
(
B(x,Tk)
)= ν(π(Z) ∩ B(x,Tk))
 ν
( ⋃
i∈Zk
Ki∩B(x,Tk) 
=∅
π[i]
)

∑
i∈Zk
Ki∩B(x,Tk) 
=∅
ν
(
π[i])
=
∑
i∈Zk
Ki∩B(x,Tk) 
=∅
1
|Γ1| · · · |Γk|
= ∣∣{i ∈ Zk ∣∣Ki ∩ B(x,Tk) 
= ∅}∣∣ 1|Γ1| · · · |Γk|

∣∣{i ∈ Zk ∣∣U i ∩ B(x,Rk) 
= ∅}∣∣ 1|Γ1| · · · |Γk|
 c1
1
δk−1
|Γk| 1|Γ1| · · · |Γk| = c1
1
δk−1
1
|Γ1| · · · |Γk−1| .
This completes the proof of Claim 2.1. 
We can now prove Condition (3), i.e. we will show that there exists a constant c0 with the
following property: for all x ∈ π(Z) we can find a sequence (ui)i of positive reals with ui ↘ 0
such that ν(B(x,ui)) c0us−2εi and all i. Put
ni =
∑
k
Qi,k + · · · +
∑
k
Qi,k
and define (ui)i by
ui = 1
Nm1+···+mni +mni+1
. (2.16)
It follows immediately from Claim 2.1 and the definition of ui that if x ∈ π(Z), then
ν
(
B(x,ui)
)
 c1
1
δni
1
|Γ1||Γ2| · · · |Γni |
= c1 1
δni
1
|Γ1||Γ2| · · · |Γni−Vi |
1
|Γni−Vi+1||Γni−Vi+2| · · · |Γni |
. (2.17)
Next, note that
|Γj | =
∣∣Πmj (pj , sj )∣∣
Nmj (Λ(pj )−ε) Nmj (s−ε) for j = 1, . . . , ni − Vi . (2.18)
Also, note that since by definition pj = qmax for j = ni − Vi + 1, . . . , ni , we have
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∣∣Πmj (pj , sj )∣∣= ∣∣Πmj (qmax, sj )∣∣
Nmj (Λ(qmax)−ε) Nmj (s−ε) for j = ni − Vi + 1, . . . , ni . (2.19)
Combining (2.17), (2.18) and (2.19) we conclude that
ν
(
B(x,ui)
)
 c1
1
δni
1
Nm1(s−ε)+···+mni−Vi (s−ε)
1
Nmni−Vi+1(s−ε)+···+mni (s−ε)
= c1 1
δni
N(m1+···+mni−Vi )(s−s) 1
N(m1+···+mni )(s−ε)
. (2.20)
However, it is clear that
m1 + · · · + mni−Vi
=
(∑
j
N1,jU1,j + N1,M1V1
)
+ · · · +
(∑
j
Nni−1,jUni−1,j + Nni−1,Mni−1Vni−1
)
+
(∑
j
Nni,jUni,j
)
,
m1 + · · · + mni
=
(∑
j
N1,jU1,j + N1,M1V1
)
+ · · · +
(∑
j
Nni−1,jUni−1,j + Nni−1,Mni−1Vni−1
)
+
(∑
j
Nni,jUni,j + Nni,Mni Vni
)
,
and it therefore follows from (2.11) that
(m1 + · · · + mni−Vi )(s − s) (m1 + · · · + mni )
ε
2
. (2.21)
Combining (2.20) and (2.21) gives
ν
(
B(x,ui)
)
 c1
1
δni
N(m1+···+mni−Vi )(s−s) 1
N(m1+···+mni )(s−ε)
 c1
1
δni
N(m1+···+mni )
ε
2
1
N(m1+···+mni )(s−ε)
= c1 1
δni
1
N(m1+···+mni )
ε
2
1
N(m1+···+mni )(s−2ε)
= c1 1
δni
Nmni+1(s−2ε)
N(m1+···+mni )
ε
2
1
N(m1+···+mni +mni+1)(s−2ε)
= c1 1(
δN
m1+···+mni+1
ni
( ε
2 −
mni+1
m1+···+mni+1
(s− 32 ε)
))ni u
s−2ε
i .
284 I.S. Baek et al. / Advances in Mathematics 214 (2007) 267–287Since m1+···+mk
k
→ ∞ as k → ∞ (because mk → ∞ as k → ∞) and mkm1+···+mk → 0 as k → ∞(because of (2.11)), we conclude that
(
δN
m1+···+mni+1
ni
( ε
2 −
mni+1
m1+···+mni+1
(s− 32 ε)
))ni → ∞,
and we can therefore find c2 such that
1(
δN
m1+···+mni+1
ni
( ε
2 −
mni+1
m1+···+mni+1
(s− 32 ε)
))ni  c2
for all i. Hence for all x ∈ π(Z) and all i we have
ν
(
B(x,ui)
)
 c1c2us−2εi .
This proves Condition (3) and completes the proof of Theorem 2. 
3. Proof of Theorem 1(1)
In this section we will prove Theorem 1(1) using Theorem 2. We begin with a small observa-
tion. Recall (cf. (1.7)) that β :R → R is defined by ∑i pqi rβ(q)i = 1. It follows easily from this
definition, using implicit differentiation, that β is differentiable and that
α(q) = −β ′(q) =
∑
i p
q
i r
β(q)
i logpi∑
i p
q
i r
β(q)
i log ri
. (3.1)
For i ∈ Σ∗ write
dimloc(i) = logμKilog diamKi .
It follows from [10] that if the OSC is satisfied, then μKi = pi for all i ∈ Σ∗, whence
dimloc(i) = logpilog(ri diamK).
This expression for dimloc(i) shows that we may clearly assume that diamK = 1, whence
dimloc(i) = logpilog ri =
∑
i Πi(i) logpi∑
i Πi(i) log ri
. (3.2)
Proof of Theorem 1(1). Write
E =
{
i ∈ Σ
∣∣∣ A( logμKi|nlog diamK
)
= I
}
= {i ∈ Σ ∣∣ A(dimloc(i|n))= I}.i|n
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follows immediately from Theorem B.
Part (ii): Next we prove that supα∈I β∗(α)  dimP π(E). Let I = [α,α]. There exist (not
necessarily unique) q, q ∈ R with q  q such that α(q) = α and α(q) = α, and α([q, q]) =
[α,α]. For q ∈ R, define the probability vector πq by
πq =
(
p
q
i r
β(q)
i
)
i
and let C = {πq | q  q  q}. Since q → πq is continuous, we conclude that C is a continuum,
and Theorem 2 therefore shows that
dimπ
{
i ∈ Σ ∣∣ A(Π(i|n))= C}= sup
q∈C
Λ(q) = sup
qqq
Λ(πq)
= sup
qqq
∑
i p
q
i r
β(q)
i logp
q
i r
β(q)
i∑
i p
q
i r
β(q)
i log ri
= sup
qqq
(
qα(q) + β(q))
= sup
qqq
β∗
(
α(q)
)= sup
α∈I
β∗(α). (3.3)
Next we prove that
{
i ∈ Σ ∣∣ A(Π(i|n))= C}⊆ {i ∈ Σ ∣∣ A(dimloc(i|n))= I}. (3.4)
Indeed, let i ∈ Σ with A(Π(i|n)) = C. We must now prove that
A
(
dimloc(i|n)
)⊆ I (3.5)
and
I ⊆ A(dimloc(i|n)). (3.6)
Proof of (3.5). Let x ∈ A(dimloc(i|n)). Then there exists a subsequence (dimloc(i|nk))k
such that dimloc(i|nk) → x. Since (Π(i|nk))k ⊆ Δ and Δ is compact, there exist a proba-
bility vector π = (πi)i ∈ Δ and a subsequence (Π(i|nkl ))l such that Π(i|nkl ) → π . Hence
π ∈ A(Π(i|n)) = C, whence π = πq for some q  q  q , i.e. πi = pqi rβ(q)i for all i. It therefore
follows from (3.2) that
x = lim
l
dimloc(i|nkl ) = lim
l
∑
i Πi(i|nkl ) logpi∑
i Πi(i|nkl ) log ri
=
∑
i πi logpi∑
i πi log ri
=
∑
i p
q
i r
β(q)
i logpi∑
i p
q
i r
β(q)
i log ri
= α(q) ∈ I.
This proves (3.5).
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A(Π(i|n)), there exists a subsequence (Π(i|nk))k such that Π(i|nk) → πq , and (3.2) therefore
shows that
dimloc(i|nk) =
∑
i Πi(i|nk) logpi∑
i Πi(i|nk) log ri
→
∑
i p
q
i r
β(q)
i logpi∑
i p
q
i r
β(q)
i log ri
= α(q) = x,
whence x ∈ A(dimloc(i|n)). This proves (3.6).
It follows from (3.3) and (3.4) that supα∈I β∗(α)  dimP π(E). This completes the proof of
Theorem 1(1). 
4. Proof of Theorem 1(2)
In this section we will prove Theorem 1(2). In fact, Theorem 1(2) follows easily from Theo-
rem 1(1) and Proposition 4.1 below.
Proposition 4.1. Assume that the SSC is satisfied. For all i ∈ Σ we have
A
(
logμKi|n
log diamKi|n
)
= A
(
logμB(x, r)
log r
)
where x = π(i).
Proof. This result follows from standard arguments and the proof is therefore omitted. 
Proof of Theorem 1(2). Theorem 1(2) follows immediately from Theorem 1(1) and Proposi-
tion 4.1(2). 
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