Abstract-Mean value analysis is an exact solution technique for infinite capacity queueing networks and enjoyed widespread popularity during recent years. It considers the behavior of the system by stepwise increasing the number of jobs in the entire network, thus it is wellsuited for the analysis of queueing networks with blocking. In this work, an approximation is introduced for the mean value analysis of queueing networks with transfer blocking. The blocking occurs when a job after completing service at a station wants to join a station which is full. The job resides in the server of the source station until a place becomes available in the destination station. The approximation is based on the modification of mean residence times due to the blocking events that occur in the network. Several examples are executed in order to validate the approximate results.
I. INTRODUCTION
UEUEING networks have increased their importance in performance evaluation of computer systems and communication networks in the last two decades. When analyzing systems with infinite station capacities, several methods have been introduced in the last 15 years. In a major work, Baskett, Chandy, Muntz, and Palacios [8] have shown that queueing networks with particular station types (M/M/m,-FCFS, M/G/l-RR-PS, M/G/Infinite Servers and M/G/l-LCFS-PR) have a product form solution. In these solutions, the equilibrium state probability of the network can be expressed as a product of terms for each station in the network. The product form solution implies each station in the network can be analyzed independently. Several different algorithms have been proposed for product form networks. One of the methods which has attracted particular interest is the mean value analysis of Reiser and Lavenberg [ 161. Mean value analysis is based on three fundamental formulas for computing the mean residence time, throughput, and the mean number of jobs in the stations. It performs an iterative computation of the desired performance measures. The principal advantage of mean value analysis is that it is very fast and easy to implement.
In actual computer systems, resources have finite capacity. Thus queueing networks with blocking should be used to investigate them analytically. A queueing network with blocking can be regarded as a collection of stations with Jinite capacities through which jobs proceed in order to satisfy their service requirements. Blocking occurs due to the finite capacities of the individual stations.
We consider the transfer blocking type where blocking occurs when a job completing service at station 1 cannot proceed to stationj because station j is full. In this case station i 's server stops processing until station j releases a job.
Since blocking causes interdependencies between stations, product form or other approximate methods for infinite capacity networks cannot be applied in their original forms. Simulation and/or numerical analysis is generally used instead. This introduces major problems, as simulation is expensive and statistically inaccurate while numerical methods are restricted to very small networks (since the state space grows rapidly with the number of stations and jobs).
In recent years there has been a growing interest in the development of computational methods to analyze blocking queueing networks. The interest developed primarily from the realization that these models are useful in the study of the subsystem behavior in computers and communication networks. In addition they provide detailed descriptions of several computer-related applications.
Various types of blocking have been reported in the literature so far. In the following we discuss those studies which investigate the transfer blocking type.
In [ 11 we show that the state spaces of a closed network with two stations and transfer blocking and the same network without blocking agree exactly if the number of jobs in the nonblocking network is adjusted properly. In [2] we extend this concept to networks with more than two stations. Here the state spaces cannot be made to agree exactly. An approximation is found by selecting the number of jobs in the nonblocking network so that the number of states are the same as in the blocking network. This method allows to compute throughputs. The results of extensive validations of the method are presented, and they indicate very good accuracy. In order to compute the mean number of jobs we introduce in [3] the so-called mite normalization technique where we consider the blocking network simply as a product form network. In certain states the capacity restrictions of some stations will then be violated. The jobs that exceed the station capacity are dis-0098-5589/88/0400-0418$01 .OO 0 1988 IEEE tributed to the stations upstream according to the routing probabilities. This method uses a large amount of computation but it gives good accuracy.
Onvural and Perros [ 111 show that if the number of jobs in the network is one more than the capacity of the station with smallest capacity there is an exact product form solution. Essentially, what happens is that the blocked server functions as an additional space in the queue of the station that is blocking it. This is true since at most one server can be blocked at a time, so all the jobs (except the one in the blocked server) are in the blocking station. Viewed in this way, the network is nonblocking and can be solved by product form network algorithms. Suri and Diehl [21] consider the transfer blocking policy in cyclic and tandem networks. They present an approximate method to compute the throughput of the network. If the network is a cyclic network, one of the stations has to be nonblocking. If the network is tandem, the amval process must be Poisson. They approximate groups of two stations by a variable capacity station, defined as a superposition of fixed capacity stations. They start with the last two stations and successively reduce the network until two stations in tandem remain. The method is easy to implement and shows good accuracy but involves much computation. At each step all conditional probabilities have to be found, since they are used to construct the equivalent variable capacity station. The method only gives the throughput of the entire network, it does not give statistics for individual stations. Schweitzer and Altiok [ 181 consider aggregation approximations for tandem networks with transfer blocking. Aggregate states that represent groups of states of the network are introduced. The balance equations for each station can then be written down in terms of parameters, like the probability that the downstream station is full and the state-dependent arrival rates, that depend on the rest of the network.
Note that deadlock is possible in transfer blocking networks. All stations in a directed cycle could be full at one time. If in each of the stations of the cycle the blocked job is scheduled to go to the next station in the cycle, the network is deadlocked. The total number of jobs in the network may not exceed the sum of the individual station capacities in the network. The service discipline utilized at each station is first-come-first-served. As mentioned before, this proposed model is the transfer blocking queueing network studied by several investigators in recent years [13] . Some years ago, Hard [7] proposed an approximation method based upon mean value analysis for queueing networks with blocking. However, in the validation studies, we found large inaccuracies in his approximation method.
In this work, we introduce another approximation of mean value analysis for blocking queueing networks. In the next section the algorithm is described in detail. In Section IV we give the summary of the algorithm. Section V contains a numerical example which explains the general flow of the algorithm. The last section covers the evaluation of the algorithm. The Appendix contains results of sample queueing networks with different topologies. 
where ki(k -1 ) is the mean number of jobs in the ith station assuming that there are ( k -1 ) jobs in the entire network. The informal interpretation of this formula is easy. The mean residence time of a job entering the ith station is given by its own mean service time plus the mean service time of all jobs which are already in the queue or in service at that station.
From the second theorem, the throughput of the network can easily be derived:
where e; is the mean number of visits a job makes to station i and is given by:
where pji is the probability that a job in the jth station proceeds to the ith station.
The mean number of jobs in the ith station can also be derived from the second theorem:
ki ( 0 ) = 0 is assumed for the initial value in the iterations. The iteration terminates when the total or desired number of jobs in the network is reached. As mentioned before, mean value analysis can be applied only to product form networks of the form presented above. However, the stepwise behavior of the MVA permits the algorithmic determination of blocking events in networks with finite station capacities. Two basic characteristics of blocking network models must be considered in the algorithm: i) A station whose successor station capacity is full is blocked.
ii) A station whose capacity is full cannot accept any job.
MVABLO starts with classical mean value analysis and computes the mean residence time from ( l ) , throughput from (2), and the mean number of jobs in each station from (3). After each iteration, we check to guarantee that the mean number of jobs in each station is less than or equal to the capacity of that station, (i.e., k, 5 M , ) . If this is not the case, we must consider the two additional characteristics of blocking networks mentioned above.
The fact that a job cannot join another station with a full capacity has the effect of increasing the mean residence time of the source station. The job blocks the source station until a place is available in the full destination station. This place will be available after a job has finished service at the full station. Accordingly, the mean residence time of the jobs in the blocked station increases by the mean remaining service time BT, of the deslination station:
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In order to determine BT, we utilize the following known theorem [17].
Theorem: The mean remaining service time 87, of the destination station is exactly its mean service time 1 / p , . Pro08 We consider an M/G/1-FCFS system with F,(t) = 1 -exp { -A t } as the arrival distribution function and F, ( t ) = Arbitrary as the service time distribution function. The waiting time of an arriving job is computed by adding the mean remaining service time to the product. of the queue length and the mean service time. The mean remaining service time is the time that the job in ,service still needs to complete at the moment the new job enters the system. The mean remaining service time for a newly arriving job is zero if the server is inactive. In this case, the new job is served immediately. In our consideration this case is irrelevant, since the capacity of the station is already full whenever BT, is to be computed. Therefore, we compute the mean remaining service time of a job assuming the system is active.
Let b ( x ) be the density function of the service time X = l / p . Let b'(x) be the density function of the service time intervals where a job enters the system.
The longer the time interval, the greater is the probability that a job arrives in the system.
The greater the probability of a time interval x, the greater the probability that a job arrives in this interval. Since b'(x) is the density function, from ( 5 ) and (6) it follows that 1 b'(x) dx = n 1 xb(x) dx (7) 0 0
where II is the proportional factor Then it follows:
The mean length of the service time when a new job arrives can easily be computed by
The mean remaining service time that a job must wait, BT, is given by:
By substituting the first {X = 1 / p } and second moments {x' = 2 / p 2 } for the exponential distribution in (12), we obtain the following result for the mean remaining service time:
Thus the time that a blocked job must wait in the source station is exactly the mean service time of the destination station. This completes the proof.
If a source station has many successor stations and one of them is full, the mean residence time of the source station increases by the mean service time of the full station multiplied by the transition probability by which the job would proceed to the full station, weighted by the ratio of the mean number of visits of the full station ( e j ) to the mean number of visits of the blocked station ( e ; ) .
The second general characteristic of blocking networks is that a full station cannot accept a new job. As a result, the mean residence time is computed by the mean service times of jobs which are already in the station:
If the capacity of a station is exceeded in an iteration, that is, k i ( k ) > M i , we repeat the iteration. New mean residence times are derived from (14) and (15) . Throughput is computed using (2). Finally the-mean number of iobs is comDuted via (3). In all following iterations. we use (14) and (15) 
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We can also compute other interesting performance measures using the MVABLO results. The blocking probability of a station is computed from the proportion of the mean blocking time to the mean residence time of jobs in a station:
The mean waiting time of a job in the ith station is computed by subtracting the mean service time and the mean blocking time of jobs from the mean residence tiime:
The throughput of each station is given by: 422 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING. VOL. 14. NO. 4 
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The utilization is defined as:
The mean queue length in the ith station can be ob-
, N . (20) In the following numerical example, we outline the tained by Little's Law: As a result, we have to modify the mean residence times. First the modifications in step 4 of the algorithm are performed.
zl( 14) = 0 BTl( 14) = 0 BT2( 14) = 0 BT3( 14) = 1 We repeat step 1 and obtain the new mean residence times:
il( 14) = 11.503 t2( 14) = 0.999 t3( 14) = 1.5.
Step 2 yields h( 14) = 0.999.
Step 3 obtains the new mean number of jobs in each station:
Pince the first station is again full { kl(27) = 12.0108 > MI = 12}, the third station is blocked. Thus we have
We now repeat steps 1-3 to obtain t,(27) = 11.80 X(27) = 0.98 k1(27) = 11.57 it follows that the second station is again blocked: BT2(27) = BTz(27) +
P3
We repeat the iteration fork = 27 for the third time by t1(27) = 11.80 X(27) = 0.968 k1(27) = 11.43 t2(27) = 1.66 i3(27) = 14.4
Since no capacity limitations are viol: ted and the total returning to step 1 and obtain -k2(27) = 1.61 k3(27) = 13.95. Obviously no capacity limitation is violated so that we can increase the iteration step. Continuing through the iterations, for k = 26 we have mance measures. In Table I we list the MVABLO results and the exact results for this model which were obtained by numerical analysis [20] .
VI. EVALUATION About 150 queueing network mode's with blocking k3(26) = 13.20 z3(26) = 0 BT3(26) = 9.
were investigated for the validation of the method. The number of jobs was varied from 5 to 100 and the number of stations varied from 2 to 6. The malytical results were compared with simulation results obtained by the RESQ programming package [ 171 and with numerical analysis results [20] . The major advantage of the MVABLO is its extremely Our validation study has shown that on the average MVABLO results differ by 10 percent from the simulation or exact numerical results. One reason for larger deviations is the checking of the station capacity violation. After each iteration we check whether or not the mean number of jobs is less than the capacity of the station. If this value is minimally less than the capacity of that station, we continue the iterations. But if the station capacity is minimally exceeded, then we modify the mean r a idence times. However, modifying mean residence times can introduce large deviations into a situation that originally had a minimum deviation. In such a case, the original mean residewe times could be a better estimate than the modified results. Furthermore, the checking of station capacity violations does not always detect the blocking. Blocking might occur in reality even though the mean number of jobs does nqt exceed the capacity of the station in the iteration of MVABLO. In such a situation no modifications are performed on the mean residence times. MVABLO behaves exactly like the classical MVA in such cases. This can be observed in the examples given in the Appendix: 6 with 10 jobs, 7 with 15 jobs, and 8 with 10 jobs where MVABLO results agree with the classical MVA results.
Another cause of the large deviations results from the mean number of jobs in a station ki ( k ) exceeding the capacity M,, due to the increase in its blocking time. If the capacity is exceeded, we must lower the throughput so that the mean number of jobs in the full station wi!l be less than the capacity. We will explore this in detail by considering the numerical example presented in Section V.
We have seen that the mean number of jobs in the third station k3(27) exceeds the capacity M3 for the first time during the iteration 27. The capacity is also violated after the first correction to the 27th iteration. This second violation occurs because of the increasing blocking time of the third station and not because of new arrivals. We obtained the mean number of jobs in the third station k,( 27) = 14.4475 and the mean residence time t3( 27 ) = 14.733.
Since the capacity of the third station is only M3 = 14, we must lower the k3( 27) value.
First we set the counter ~~( 2 7 ) to zero. By setting the counter ~~( 2 7 ) to zero we can partly lower the k3 (27) value. The third station's mean service time ( I / p 3 ) = 0.333 is smaller than the mean service time of the first station's mean service time ( 1 / p , ) = 1. This is added to the mean residence time of the third station if the first station is full. So we obtain the mean residence time t3(27) = 14.4. As a result, the throughput value must be lowered at least to X(27) = 0.9722 so that the k3(27) value will be less than the capacity M3 = 14. By comparing this throughput value A ( 27) = 0.9722 to the exact value we establish a deviation of 2.7 percent. This continves through the next iterations.
We have concluded that if the mean service times of the stations are very different from each other, considerable capacity exceeding may occur in the model. These exceedings cannot be sufficiently lowered by merely setting the counter value z j ( k ) = 0. This decreasing of the throughput value also leads to frequent blocking events at the station and thus to a large increase of the mean residence time of the predecessor stations. Hence deviations can occur as shown in the following tables. The tables illustrate that the increase of the blocking time is the second station causes the jobs to be removed from the first to the second station. The mean residence time of the first station will be decreased accordingly. For K = 32:
For K
In most of the examples MVABLO exhibited behavior similar to the example shown above. In some iferations the results for performance measures were very close to the exact values. In some iterations the approximation could not capture the blocking events. However, the important fact to realize is that the MVABLO results are inherently correct.
MVABLO does not handle the deadlock prodem. Whenever a deadlock occurs in a network MVABLO terminates after looping on one iteration for a predetermined number of repetitions, issuing a message to the effect that the system is deadlocked. In our implementation the repetition limit was set to 100.
For further investigation MVABLO could be improved in an attempt to remove the above mentioned problems. It could also be extended to networks with multiple server stations. The MVABLO results are shown in the following table: In the following tables we list results of arbitrary chosen numerical examples with 3, 4, and 5 stations. Each table contains three computations for various number of jobs. These are a) MVABLO, b) simulation, and c) NO-CAP results. NOCAP implies that the network is analyzed by ignoring the blocking, i.e., setting the station capacities M i = 03, and using the standard product form solution.
The third column in each section contains the standard deviation of simulation results. 61 shows the relative deviations between MVABLO and the simulation. 62 shows the deviations between NOCAP and simulation. This column demonstrates the effects of finite station capacity on the performance of the network. 
