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Abstract. New criteria of Lp−Lq boundedness of Hardy-Steklov type operator (1.1) with both
increasing on (0,f) boundary functions a(x) and b(x) are obtained for 1 < p  q < f and
0 < q < p < f, p > 1. This result is applied for two-weighted Lp−Lq characterization of the
corresponding geometric Steklov operator (1.3) and other related problems.
1. Introduction
Let 0 < p < f, ‖ f‖p : = (∫ f0 | f (x)|pdx)1/p and Lp denotes the Lebesgue space
of all measurable functions on R+ : = [0,f) such that ‖ f‖p < f.
Assume w(x) and v(y) be locally integrable and almost everywhere positive func-
tions (weights). We study the Lp−Lq boundedness of the Hardy-Steklov operator of
the form
H f (x) := w(x)
∫ b(x)
a(x)
f (y)v(y)dy, (1.1)
where the boundaries a(x) and b(x) satisfy the following conditions:
(i) a(x) and b(x) are differentiable and strictly increasing on (0,f);
(ii) a(0) = b(0) = 0, a(x) < b(x) for 0 < x < f, a(f) = b(f) = f. (1.2)
In the limiting cases a(x) = 0 or b(x) = f the operator H is reduced to the
Hardy-type operators with variable upper or lower bound and this relation stands be-
hind of the so-called block-diagonal method for investigation of H by a suitable de-
composition into a sequence of Hardy-type operators with non-overlapping domains.
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However, apart from the limiting cases some properties of H could be rather differ-
ent. For instance, H is a self-adjoint operator in L2 for w = v and a(x) = b
−1(x) and
to find the spectrum of H in this case is an interesting problem.
We give two alternative pairs of criteria for the Lp− Lq boundedness of H (§
4). The first pair is a complete analog of Tomaselli-Muckenhoupt-Bradley and Mazya-
Rozin conditions for the Hardy-type operators in the cases 1 < p  q < f and 0 <
q < p < f, p > 1, respectively. The second pair is new and allows to characterize the
weighted Lp−Lq boundedness of the geometric Steklov operator (§ 5)
G f (x) := exp
(
1
b(x)−a(x)
∫ b(x)
a(x)
log f (y)dy
)
, f (y)  0. (1.3)
Both pairs of criteria involve a notion of the fairway - a curve between the graphs of
a(x) and b(x) with such an equilibrium property which allows to squeeze up discrete
portions produced by the block-diagonal method into one piece.
We demonstrate the block-diagonal method (§ 3) for an even more general opera-
tor
K f (x) := w(x)
∫ b(x)
a(x)
k(x,y) f (y)v(y)dy, (1.4)
where the kernel k(x,y)  0 satisfies the Oinarov-type condition of the form
k(x,y)≈ k(x,b(z))+ k(z,y), z  x, a(x)  y  b(z). (1.5)
The same method works for a formally dual operator
K
∗ f (x) := w(x)
∫ b(x)
a(x)
k(y,x) f (y)v(y)dy (1.6)
with the kernel k(y,x)  0 satisfying
k(y,x) ≈ k(y,z)+ k(a(z),x), x  z, a(z)  y  b(x).
However, in both cases two-sided estimates of the norms have discrete forms, which are
rather inconvenient for further applications. When p  q the forms can be refined up
to ”continuous” ones, but with a double supremum. As for the case q < p is concerned
the attempts to find out the integral form of criteria, analogous to the Hardy-type case,
met some difficulties. Nevertheless, it gives a solution for the Lp−Lq boundedness of
H narrowed on the cone of monotone functions (§ 6.2).
Our next observation is that Lp−Lq boundedness of H is equivalent to the va-
lidity of the differential inequality
‖Fw‖q  C‖F
′/v‖p (1.7)
restricted to a non-linear class of absolutely continuous function defined by the bor-
der functions a(x) and b(x), which in turn is closely related to the embedding of the
weighted Sobolev space to the weighted Lebesgue space to hold (§ 6.1), that is to
inequalities of the form
‖Fw‖q  C
(
‖Fu‖s +‖F
′/v‖p
)
. (1.8)
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We start the paper with the Preliminaries (§ 2) contained auxiliary results and
conclude by the Bibliographical remarks.
Throughout of the paper products of the form 0 ·f are taken to be equal to 0.
Relations A ≪ B mean A  cB with some constants c depending only on parameters
of summations and, possibly, on the constants of equivalence in the inequalities of the
type (1.5). We write A ≈ B instead of A ≪ B ≪ A or A = cB . Z and N denote the
sets of all integers and all positive integers, respectively. FE stands for a characteristic
function (indicator) of a subset E ⊂ R+. Also we make use of marks : = and = :
for introducing new quantities and denote p′ := p/(p−1) for 0 < p < f, p = 1 and
r := pq/(p−q) for 0 < q < p <f. In Section 5 we denote Lp,v the weighted Lebesgue
space with the norm ‖ f‖p,v : = ‖ f v‖p.
2. Preliminaries
2.1. Hardy and Hardy type operators
Here we collect some known results for Hardy operator
H f (x) := w(x)
∫ x
c
f (y)v(y)dy, 0  c  x  d  f, (2.1)
and Hardy type operator of the form
K f (x) := w(x)
∫ x
c
k(x,y) f (y)v(y)dy, 0  c  x  d  f, (2.2)
with a non-negative kernel k(x,y) from Oinarov’s class O.
DEFINITION 2.1. Let k(x,y)  0, k(x,y) ∈ O if there exists a constant D  1
such that
D−1k(x,y)  k(x,z)+ k(z,y)  Dk(x,y), 0  c  y  z  x  d  f. (2.3)
THEOREM 2.1. Let the operator H : Lp(c,d)→ Lq(c,d) be defined by (2.1).
(a) If 1 < p  q < f, then ‖H‖Lp(c,d)→Lq(c,d) ≈ AM ≈ AT , where
AM := sup
ctd
(∫ d
t
wq(x)dx
) 1
q
(∫ t
c
vp
′
(y)dy
) 1
p′
, (2.4)
AT := sup
ctd
(∫ t
c
[∫ x
c
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ t
c
vp
′
(y)dy
)− 1p
. (2.5)
(b) Let 0 < q < p <f, p > 1. Then ‖H‖Lp(c,d)→Lq(c,d) ≈ BMR ≈ BPS, where
BMR :=
(∫ d
c
[∫ d
t
wq(x)dx
] r
p
[∫ t
c
vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
, (2.6)
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BPS :=
(∫ d
c
[∫ t
c
{∫ x
c
vp
′
(y)dy
}q
wq(x)dx
] r
p
[∫ t
c
vp
′
(y)dy
]q− rp
wq(t)dt
) 1
r
. (2.7)
REMARK 2.1. Since ‖H‖Lp(c,d)→Lq(c,d) = ‖H
∗‖Lq′ (c,d)→Lp′ (c,d) for 1 < p,q < f,
where
H∗g(y) := v(y)
∫ d
y
g(x)w(x)dx, 0  c  y  d  f, (2.8)
the above equivalences ought to be supplemented by
A∗T := sup
ctd
(∫ d
t
[∫ d
y
wq(x)dx
]p′
vp
′
(y)dy
) 1
p′ (∫ d
t
wq(x)dx
)− 1
q′
, (2.9)
B∗PS :=
⎛⎝∫ d
c
[∫ d
t
{∫ d
y
wq(x)dx
}p′
vp
′
(y)dy
] r
q′ [∫ d
t
wq(x)dx
]p′− r
q′
vp
′
(t)dt
⎞⎠
1
r
.
(2.10)
For the Hardy type operator we have the following.
THEOREM 2.2. Let the operator K : Lp(c,d)→ Lq(c,d) be defined by (2.2) with
k(x,y) ∈ O.
(a) If 1 < p  q < f, then ‖K‖Lp(c,d)→Lq(c,d) ≈ A0 +A1, where
A0 := sup
ctd
(∫ d
t
kq(x,t)wq(x)dx
) 1
q
(∫ t
c
vp
′
(y)dy
) 1
p′
, (2.11)
A1 := sup
ctd
(∫ d
t
wq(x)dx
) 1
q
(∫ t
c
kp
′
(t,y)vp
′
(y)dy
) 1
p′
. (2.12)
(b) Let 1 < q < p <f. Then ‖K‖Lp(c,d)→Lq(c,d) ≈ B0 +B1, where
B0 :=
(∫ d
c
[∫ d
t
kq(x, t)wq(x)dx
] r
q
[∫ t
c
vp
′
(y)dy
] r
q′
vp
′
(t)dt
) 1
r
, (2.13)
B1 :=
(∫ d
c
[∫ d
t
wq(x)dx
] r
p
[∫ t
c
kp
′
(t,y)vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
. (2.14)
Let b : [c,d] → [0,f) be a strictly increasing differentiable function and let Kb :
Lp(b(c),b(d)) → Lq(c,d) be an operator of the form
Kb f (x) := w(x)
∫ b(x)
b(c)
k(x,y) f (y)v(y)dy, 0  c  x  d  f, (2.15)
where a non-negative kernel k(x,y) satisfies the following definition.
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DEFINITION 2.2. k(x,y) ∈ Ob if there exists a constant D  1 such that
D−1k(x,y)  k(x,b(z))+ k(z,y)  Dk(x,y),
{
0  c  z  x  d  f,
0  b(c)  y  b(z).
(2.16)
COROLLARY 2.1. Let the operator Kb be an operator given by (2.15) with a
strictly increasing differentiable function b(x)  0 and k(x,y) ∈ Ob.
(a) If 1 < p  q < f, then
‖Kb‖Lp(b(c),b(d))→Lq(c,d) ≈ Ab,0 +Ab,1, (2.17)
where
Ab,0 := sup
ctd
(∫ d
t
kq(x,b(t))wq(x)dx
) 1
q
(∫ b(t)
b(c)
vp
′
(y)dy
) 1
p′
, (2.18)
Ab,1 := sup
ctd
(∫ d
t
wq(x)dx
) 1
q
(∫ b(t)
b(c)
kp
′
(t,y)vp
′
(y)dy
) 1
p′
. (2.19)
(b) If 1 < q < p < f, then
‖Kb‖Lp(b(c),b(d))→Lq(c,d) ≈ Bb,0 +Bb,1, (2.20)
where
Bb,0 :=
(∫ b(d)
b(c)
[∫ d
b−1(t)
kq(x,t)wq(x)dx
] r
q
[∫ t
b(c)
vp
′
(y)dy
] r
q′
vp
′
(t)dt
) 1
r
, (2.21)
Bb,1 :=
(∫ d
c
[∫ d
t
wq(x)dx
] r
p
[∫ b(t)
b(c)
kp
′
(t,y)vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
. (2.22)
Proof. By the substitution W = b−1(y) we see that the inequality(∫ d
c
(Kb f )
q (x)dx
) 1
q
 C
(∫ b(d)
b(c)
f p(y)dy
) 1
p
(2.23)
is equivalent to the inequality(∫ d
c
[∫ x
c
k˜(x,W) f (W)v˜(W)dW
]q
wq(x)dx
) 1
q
 C
(∫ d
c
f p(W)dW
) 1
p
(2.24)
with v˜(W) = v(b(W))[b′(W)]1/p′ , k˜(x,W) = k(x,b(W)) ∈O. The result follows from The-
orem 2.2.
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REMARK 2.1. If k(x,y)≡ 1 the result of Corollary 2.1(b) is true for 0 < q < p <
f, p > 1.
Similar characterization is valid for the operator Ka : Lp(a(c),a(d)) → Lq(c,d)
with a lower variable limit of integration of the form
Ka f (x) := w(x)
∫ a(d)
a(x)
k(y,x) f (y)v(y)dy, 0  c  x  d  f, (2.25)
with a non-negative strictly increasing differentiable function a(x) and a non-negative
kernel k(y,x) from Oinarov’s type class Oa defined as follows.
DEFINITION 2.3. k(y,x) ∈ Oa, if there exists a constant D  1 such that
D−1k(y,x)  k(y,z)+ k(a(z),x)  Dk(y,x),
{
0  c  x  z  d  f,
0  a(z)  y  a(d).
(2.26)
COROLLARY 2.2. (a) If 1 < p  q < f, then
‖Ka‖Lp(a(c),a(d))→Lq(c,d) ≈ Aa,0 +Aa,1, (2.27)
where
Aa,0 := sup
ctd
(∫ t
c
kq(a(t),x)wq(x)dx
) 1
q
(∫ a(d)
a(t)
vp
′
(y)dy
) 1
p′
, (2.28)
Aa,1 := sup
ctd
(∫ t
c
wq(x)dx
) 1
q
(∫ a(d)
a(t)
kp
′
(y,t)vp
′
(y)dy
) 1
p′
. (2.29)
(b) If 1 < q < p < f, then
‖Ka‖Lp(a(c),a(d))→Lq(c,d) ≈ Ba,0 +Ba,1, (2.30)
where
Ba,0 :=
⎛⎝∫ a(d)
a(c)
[∫ a−1(t)
c
kq(t,x)wq(x)dx
] r
q [∫ a(d)
t
vp
′
(y)dy
] r
q′
vp
′
(t)dt
⎞⎠
1
r
, (2.31)
Ba,1 :=
(∫ d
c
[∫ t
c
wq(x)dx
] r
p
[∫ a(d)
a(t)
kp
′
(y,t)vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
. (2.32)
REMARK 2.2. In the case k(y,x)≡ 1 the part (b) holds for 0 < q < p <f, p > 1.
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In lemmas 2.1–2.4 we state norm estimates for certain Hardy type operators with
only one variable limit. Such estimates are given above in a less general form (see
corollaries 2.1-2.2 with k≡ 1), but the authors find it difficult to give precise references.
Therefore, we state these results here together with sketches of the proof for some of
them. We start from the case 1 < p  q < f.
LEMMA 2.1. Let 1 < p  q < f and let 0  c < d  f, 0  a < f. Suppose


a
b(c)
b(d)
c d
b(x)
that the function b(x) is differentiable, strictly
increasing and such that a  b(x) < f, x ∈
[c,d), and let
S f (x) := w(x)
∫ b(x)
a
f (y)v(y)dy. (2.33)
Then for the norm of S we have the following
two-sided estimates with coefficients of equiv-
alence depending on p and q only:
‖S‖Lp(a,b(d))→Lq(c,d) ≈ Ab := sup
ctd
(∫ d
t
wq(x)dx
) 1
q
(∫ b(t)
a
vp
′
(y)dy
) 1
p′
, (2.34)
‖S‖Lp(a,b(d))→Lq(c,d) ≈ Ab
:= sup
ctd
(∫ t
c
[∫ b(x)
a
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ b(t)
a
vp
′
(y)dy
)− 1p
.
(2.35)
Proof. Necessity for both (2.34) and (2.35) follows from applying the test function
ft(y) = [v(y)]
p′−1 F[a,b(t)](y) to the inequality(∫ d
c
(S f )q(x)dx
) 1
q
 C
(∫ b(d)
a
f p(y)dy
) 1
p
. (2.36)
To prove sufficiency in (2.34) we note that the least possible constant C  0 of the
inequality (2.36) coinciding with the operator norm C = ‖S‖Lp(a,b(d))→Lq(c,d) is equiv-
alent to the sum of the least possible constants C ≈C1 +C2 of the inequalities∫ b(c)
a
f (y)v(y)dy
(∫ d
c
wq(x)dx
) 1
q
 C1
(∫ b(d)
a
f p(y)dy
) 1
p
,
(∫ d
c
[∫ b(x)
b(c)
f (y)v(y)dy
]q
wq(x)dx
) 1
q
 C2
(∫ b(d)
a
f p(y)dy
) 1
p
,
which, in their turn, are equivalent to the following two inequalities:
∫ b(c)
a
f (y)v(y)dy
(∫ d
c
wq(x)dx
) 1
q
 C3
(∫ b(c)
a
f p(y)dy
) 1
p
, (2.37)
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(∫ d
c
[∫ b(x)
b(c)
f (y)v(y)dy
]q
wq(x)dx
) 1
q
 C4
(∫ b(d)
b(c)
f p(y)dy
) 1
p
, (2.38)
respectively, therefore, C ≈C3 +C4. From (2.37) by the reverse Ho¨lder inequality we
find
C3 =
(∫ d
c
wq(x)dx
) 1
q
(∫ b(c)
a
vp
′
(y)dy
) 1
p′
 Ab
and for (2.38) by Corollary 2.1 (a) for k(x,y) = 1 we have
C4 ≈ sup
ctd
(∫ d
t
wq(x)dx
) 1
q
(∫ b(t)
b(c)
vp
′
(y)dy
) 1
p′
 Ab
and the sufficiency of (2.34) follows.
For an upper estimate in (2.35) we write the inequality
I
1
p′ :=
(∫ b(d)
a
[∫ d
b−10 (y)
g(x)w(x)dx
]p′
dV (y)
) 1
p′
 C
(∫ d
c
gq
′
(x)dx
) 1
q′
,
dual to (2.36), where V (y) :=
∫ y
a v
p′(z)dz and b−10 (y) = max
{
c,b−1(y)
}
. Integrating
by parts and applying Ho¨lder’s inequality we find
I = p′
∫ b(d)
b(c)
(∫ d
b−1(y)
g(x)w(x)dx
)p′−1
V (y)g(b−1(y))w(b−1(y))db−1(y)
 p′
(∫ b(d)
b(c)
[g(b−1(y))]q
′
db−1(y)
) 1
q′
×
(∫ b(d)
b(c)
[∫ d
b−1(y)
g(x)w(x)dx
] q
p−1
V q(y)wq(b−1(y))db−1(y)
) 1
q
=: p′
(∫ d
c
gq
′
(x)dx
) 1
q′
I
1
q
1 .
Now
I1 =
∫ b(d)
b(c)
{∫ b(d)
y
d
[
−
(∫ d
b−1(t)
g(x)w(x)dx
) q
p−1
]}
V q(y)wq(b−1(y))db−1(y)
=
∫ b(d)
b(c)
(∫ t
b(c)
V q(y)wq(b−1(y))db−1(y)
)
d
[
−
(∫ d
b−1(t)
g(x)w(x)dx
) q
p−1
]
=
∫ b(d)
b(c)
(∫ b−1(t)
c
[V (b(x))]qwq(x)dx
)
d
[
−
(∫ d
b−1(t)
g(x)w(x)dx
) q
p−1
]
=
∫ d
c
(∫ s
c
[V (b(x))]qwq(x)dx
)
d
[
−
(∫ d
s
g(x)w(x)dx
) q
p−1
]
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 A
q
b
∫ d
c
(∫ b(s)
a
vp
′
(y)dy
) q
p
d
[
−
(∫ d
s
g(x)w(x)dx
) q
p−1
]
.
Furthermore, by Minkowskii’s inequality∫ d
c
(∫ b(s)
a
vp
′
(y)dy
) q
p
d
[
−
(∫ d
s
g(x)w(x)dx
) q
p−1
]
≪
(∫ d
c
g(x)w(x)dx
) q
p−1
(∫ b(c)
a
vp
′
(y)dy
) q
p
+
⎛⎝∫ b(d)
b(c)
{∫ d
b−1(y)
d
[
−
(∫ d
s
g(x)w(x)dx
) q
p−1
]} p
q
dV (y)
⎞⎠
q
p
=
(∫ d
c
g(x)w(x)dx
) q
p−1
(∫ b(c)
a
vp
′
(y)dy
) q
p
+
(∫ b(d)
b(c)
[∫ d
b−1(y)
g(x)w(x)dx
]p′
dV (y)
) q
p
≈ I
q
p .
Thus,
I ≪Ab
(∫ d
c
gq
′
(x)dx
) 1
q′
I
1
p
and the proof of the upper bound C≪ Ab is completed.
For the Hardy type operator with a lower variable limit of integration the similar
norm estimates can be obtained analogously.
LEMMA 2.2. Let 1 < p  q < f and let 0  c < d  f, 0 < b  f. Suppose


a(c)
a(d)
b
c d
a(x)
that the function a(x) is differentiable, strictly
increasing and such that 0 < a(x)  b, x ∈
(c,d], and
T f (x) := w(x)
∫ b
a(x)
f (y)v(y)dy. (2.39)
Then
‖T‖Lp(a(c),b)→Lq(c,d) ≈ Aa := sup
ctd
(∫ t
c
wq(x)dx
) 1
q
(∫ b
a(t)
vp
′
(y)dy
) 1
p′
, (2.40)
‖T‖Lp(a(c),b)→Lq(c,d) ≈ Aa:= sup
ctd
(∫ d
t
[∫ b
a(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ b
a(t)
vp
′
(y)dy
)− 1p
.
(2.41)
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Next two lemmas are concerned to the case 0 < q < p < f, p > 1.
LEMMA 2.3. Let 0 < q < p <f, p > 1, 1/r = 1/q−1/p and let 0  c < d f,
0  a <f. Suppose that the function b(x) is differentiable, strictly increasing and such
that a  b(x) < f, x ∈ [c,d), and let the operator S be defined by (2.33). Then
‖S‖rLp(a,b(d))→Lq(c,d) ≈ B
r
b :=
∫ d
c
(∫ d
t
wq(x)dx
) r
p
(∫ b(t)
a
vp
′
(y)dy
) r
p′
wq(t)dt (2.42)
≈
(∫ d
c
wq(x)dx
) r
q
(∫ b(c)
a
vp
′
(y)dy
) r
p′
(2.43)
+
∫ d
c
(∫ d
t
wq(x)dx
) r
q
d
(∫ b(t)
a
vp
′
(y)dy
) r
p′
=: B̂rb,
‖S‖rLp(a,b(d))→Lq(c,d)
≈ Brb:=
∫ d
c
(∫ t
c
[∫ b(x)
a
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫ b(t)
a
vp
′
(y)dy
)q− rp
wq(t)dt (2.44)
≈
(∫ d
c
[∫ b(x)
a
vp
′
(y)dy
]q
wq(x)dx
) r
q
(∫ b(d)
a
vp
′
(y)dy
)− rp
(2.45)
+
∫ d
c
(∫ t
c
[∫ b(x)
a
vp
′
(y)dy
]q
wq(x)dx
) r
q
d
[
−
(∫ b(t)
a
vp
′
(y)dy
)− rp]
.
Proof. We start as in the proof of Lemma 2.1 and by the reverse Ho¨lder inequality
E0 : =
(∫ d
c
wq(x)dx
) 1
q
(∫ b(c)
a
vp
′
(y)dy
) 1
p′
= C3,
and by Corollary 2.1 (b) with taking into account Remark 2.1 we obtain
E1 : =
(∫ d
c
[∫ d
t
wq(x)dx
] r
p
[∫ b(t)
b(c)
vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
≈C4,
and we conclude that
C ≈ E0 +E1
≈
(∫ d
c
{∫ d
t
wq(x)dx
} r
p
[(∫ b(c)
a
vp
′
(y)dy
) r
p′
+
(∫ b(t)
b(c)
vp
′
(y)dy
) r
p′
]
wq(t)dt
) 1
r
≈ Bb.
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For the proof of the equivalence (2.42) to the sum (2.43) suppose first that Brb <f.
Then ∫ d
t
wq(x)dx < f for any t ∈ (c,d] (2.46)
and, therefore,
0 = lim
s→d
∫ d
s
(∫ b(t)
a
vp
′
(y)dy
) r
p′
d
[
−
(∫ d
t
wq(x)dx
) r
q
]
 lim
s→d
(∫ b(s)
a
vp
′
(y)dy
) r
p′
∫ d
s
d
[
−
(∫ d
t
wq(x)dx
) r
q
]
= lim
s→d
(∫ b(s)
a
vp
′
(y)dy
) r
p′
(∫ d
s
wq(x)dx
) r
q
. (2.47)
It implies by integration by parts that f > Brb ≈ B̂rb. In the reverse direction let B̂rb =:
I1 + I2 < f, then
f > I1 + I2 = I1 +
(∫ d
t
wq(x)dx
) r
q
(∫ b(t)
a
vp
′
(y)dy
) r
p′
∣∣∣∣∣
d
c
+
∫ d
c
(∫ b(t)
a
vp
′
(y)dy
) r
p′
d
[
−
(∫ d
t
wq(x)dx
) r
q
]

∫ d
c
(∫ b(t)
a
vp
′
(y)dy
) r
p′
d
[
−
(∫ d
t
wq(x)dx
) r
q
]
≈ Brb.
Hence, Brb < f, therefore, by (2.46) – (2.47) we have Brb ≈ B̂rb.
To prove the second part of the lemma we put Va(t) : =
∫ b(t)
a v
p′(y)dy and let
B
r
PS : =
∫ d
c
(∫ t
c
V qa (x)w
q(x)dx
) r
q
d
(
−[Va(t)]
−r/p
)
.
It was proved in [18, Theorem 3] that
Bb ≈ BPS, if Va(d) = f (2.48)
and
B
r
b ≈
(∫ d
c
V qa (x)w
q(x)dx
) r
q
[Va(d)]
−r/p +BrPS, if 0 <Va(d) < f. (2.49)
For the upper estimate C ≪ Bb we assume that Bb < f and suppose first Va(d) = f.
Then by Ho¨lder’s inequality with the exponents r/q and p/q we have
J : =
∫ d
c
(∫ b(x)
a
f (y)v(y)dy
)q
wq(x)dx
=
∫ d
c
(∫ b(x)
a
f (y)v(y)dy
)q
wq(x)V qa (x)V
−q
a (x)dx
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= q
∫ d
c
(∫ b(x)
a
f (y)v(y)dy
)q
wq(x)V qa (x)
(∫ d
x
[Va(s)]
−q−1dVa(s)
)
dx = : J0
= q
∫ d
c
[Va(s)]
−q−1
[∫ s
c
(∫ b(x)
a
f (y)v(y)dy
)q
wq(x)V qa (x)dx
]
dVa(s)
 q
∫ d
c
{(∫ b(s)
a
f (y)v(y)dy
)q
V−qa (s)
}{(∫ s
c
wq(x)V qa (x)dx
)
V−1a (s)
}
dVa(s)
≪
(∫ d
c
[∫ b(s)
a
f (y)v(y)dy
]p
V−pa (s)dVa(s)
) q
p
B
q
PS.
Hence, by using the estimate (2.34) from Lemma 2.1 we find
J ≪ BqPS
(∫ b(d)
a
f p(y)dy
) q
p
.
Therefore, in view of (2.48) the inequality C≪ Bb holds. If Va(d) < f, then
V−qa (x) = V
−q
a (d)+q
∫ d
x
[Va(s)]
−q−1dVa(s)
and analogously we find that
J = J0 +V
−q
a (d)
∫ d
c
(∫ b(x)
a
f (y)v(y)dy
)q
wq(x)V qa (x)dx = : J0 + J1.
From the above estimate for J0 and (2.49) it follows that
J0 ≪ B
q
b
(∫ b(d)
a
f p(y)dy
) q
p
.
To estimate J1 let {xk}k∈Z be such a sequence that
∫ b(xk)
b(c)
f (y)v(y)dy = 2k, k  N.
Then
V qa (d)J1 =
∫ d
c
[∫ b(c)
a
f (y)v(y)dy+
∫ b(x)
b(c)
f (y)v(y)dy
]q
wq(x)V qa (x)dx
≈
(∫ b(c)
a
f (y)v(y)dy
)q ∫ d
c
wq(x)V qa (x)dx
+ ¦
kN
∫ xk+1
xk
(∫ b(x)
b(c)
f (y)v(y)dy
)q
wq(x)V qa (x)dx =: J1,1 + J1,2.
By applying Ho¨lder’s inequality and (2.49) we find that
J1,1 
(∫ b(c)
a
f p(y)dy
) q
p
[Va(c)]
q/p′
∫ d
c
wq(x)V qa (x)dx V
q
a (d)B
q
b
(∫ b(c)
a
f p(y)dy
) q
p
.
KERNEL OPERATORS WITH VARIABLE INTERVALS OF INTEGRATION 461
For the second term J1,2 we have by Ho¨lder’s inequality with the exponents r/q and
p/q
J1,2  ¦
kN
2q(k+1)
∫ xk+1
xk
wq(x)V qa (x)dx
 4q ¦
kN
(∫ b(xk)
b(xk−1)
f (y)v(y)dy
)q ∫ xk+1
xk
wq(x)V qa (x)dx
 4q ¦
kN
(∫ b(xk)
b(xk−1)
f p(y)dy
) q
p
(∫ b(xk)
b(xk−1)
vp
′
(y)dy
) q
p′
∫ xk+1
xk
wq(x)V qa (x)dx
≪
(∫ b(d)
b(c)
f p(y)dy
) q
p
(
¦
kN
Va(xk)
r
p′
(∫ xk+1
xk
wq(x)V qa (x)dx
) r
q
) q
r
≪
(∫ b(d)
b(c)
f p(y)dy
) q
p
(∫ d
c
(∫ t
c
wq(x)V qa (x)dx
) r
p
wq(t)[Va(t)]
q+ r
p′ dt
) q
r
≪ V qa (d)B
q
b
(∫ b(d)
b(c)
f p(y)dy
) q
p
.
By combining the above estimates we obtain the upper bound C ≪ Bb.
For the lower estimate we suppose that C < f and note that in view of (2.42)
the inequality C ≫ Bb holds. Under the condition Va(d) = f let us prove first that
Bb ≫ Bb. We have∫ t
c
wq(x)V qa (x)dx =
∫ t
c
V qa (x)d
(
−
∫ t
x
wq(s)ds
)
= V qa (c)
∫ t
c
wq(x)dx+q
∫ t
c
(∫ t
x
wq(s)ds
)
[Va(x)]
q−1dVa(x).
Then
B
r
b ≈ B
r
PS ≈V
r
a (c)
∫ d
c
(∫ t
c
wq(s)ds
) r
q
d
(
−[Va(t)]
−r/p
)
+
∫ d
c
{∫ t
c
(∫ t
x
wq(s)ds
)
[Va(x)]
q−1dVa(x)
} r
q
d
(
−[Va(t)]
−r/p
)
= : I1 + I2.
Obviously,
I1  [Va(c)]
r/p′
(∫ d
c
wq(s)ds
) r
q
≪ Brb.
To estimate I2 we write∫ t
c
(∫ t
x
wq(s)ds
)
[Va(x)]
q−1dVa(x)
=
∫ t
c
{(∫ t
x
wq(s)ds
)
[Va(x)]
q−1+q/2p
}
[Va(x)]
−q/2pdVa(x)
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
{∫ t
c
(∫ t
x
wq(s)ds
) r
q
[Va(x)]
(q−1+q/2p)r/qdVa(x)
} q
r (∫ t
c
[Va(x)]
−1/2dVa(x)
) q
p
≪ [Va(t)]
q/2p
(∫ t
c
(∫ t
x
wq(s)ds
) r
q
[Va(x)]
(q−1+q/2p)r/qdVa(x)
) q
r
.
By applying this estimate and the equivalence (2.42) and (2.43) we find that
I2 ≪
∫ d
c
{∫ t
c
(∫ t
x
wq(s)ds
) r
q
[Va(x)]
(q−1+q/2p)r/qdVa(x)
}
[Va(t)]
r/2pd
(
−[Va(t)]
−r/p
)
≪
∫ d
c
(∫ d
x
wq(s)ds
) r
q
[Va(x)]
(q−1+q/2p)r/q
(∫ d
x
[Va(t)]
r/2p−r/p−1dVa(t)
)
dVa(x)
≪
∫ d
c
(∫ d
x
wq(s)ds
) r
q
[Va(x)]
r/q′dVa(x)≪ B
r
b.
Thus, since Va(d) = f, we get that Brb ≈ I1 + I2 ≪ Brb ≪ Cr. If 0 < Va(d) < f, it
follows from (2.36) with f (x) = vp
′−1(x) that
C  [Va(d)]
−1/p
(∫ d
c
wq(x)V qa (x)dx
) 1
q
.
By combining this estimate and the previous one we find in view of (2.49) that Bb ≪C.
Now (2.44) is proved. The equivalence (2.44) and (2.45) follows from (2.49).
LEMMA 2.4. Let 0 < q < p <f, p > 1, 1/r = 1/q−1/p and let 0  c < d f,
0 < b f. Suppose that the function a(x) is differentiable, strictly increasing and such
that 0 < a(x)  b, x ∈ (c,d], and let the operator T be defined by (2.39). Then
‖T‖rLp(a(c),b)→Lq(c,d) ≈ Ba :=
∫ d
c
(∫ t
c
wq(x)dx
) r
p
(∫ b
a(t)
vp
′
(y)dy
) r
p′
wq(t)dt (2.50)
≈
(∫ d
c
wq(x)dx
) r
q
(∫ b
a(d)
vp
′
(y)dy
) r
p′
(2.51)
+
∫ d
c
(∫ t
c
wq(x)dx
) r
q
d
[
−
(∫ b
a(t)
vp
′
(y)dy
) r
p′
]
,
‖T‖rLp(a(c),b)→Lq(c,d)
≈ Ba :=
∫ d
c
(∫ d
t
[∫ b
a(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫ b
a(t)
vp
′
(y)dy
)q− rp
wq(t)dt (2.52)
≈
(∫ d
c
[∫ b
a(x)
vp
′
(y)dy
]q
wq(x)dx
) r
q
(∫ b
a(c)
vp
′
(y)dy
)− rp
(2.53)
+
∫ d
c
(∫ d
t
[∫ b
a(x)
vp
′
(y)dy
]q
wq(x)dx
) r
q
d
(∫ b
a(t)
vp
′
(y)dy
)− rp
.
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2.2. Fairway-function and technical lemmas.
We start with the following definition.
DEFINITION 2.4. Given boundary functions a(x) and b(x), satisfying the condi-
tions (1.2), a number p∈ (1,f) and a weight function v(x) such that 0 < v(x) <f a.e.
x ∈ R+ and vp
′
(x) is locally integrable on R+, we define the fairway-function V(x)
such that a(x) < V(x) < b(x) and
∫ V(x)
a(x)
vp
′
(y)dy =
∫ b(x)
V(x)
vp
′
(y)dy for all x ∈ R+. (2.54)
It is possible to prove that the fairway–function is differentiable and strictly increasing.
LEMMA 2.5. Let the functions a(x) and b(x) satisfy the conditions (1.2) and
V(x) is the fairway-function. For any c ∈ (0,f) put c− = V−1(a(c)) and let [N −] be
the integral part of the number


a(c)
b(c−)
b(c)
cx1 x2
c
V(x)
b(x)
a(x)
N − := log2
∫ b(c)
a(c)
vp
′
(y)dy∫ b(c−)
a(c)
vp
′
(y)dy
,
that is
2[N
−] 
∫ b(c)
a(c)
vp
′
(y)dy∫ b(c−)
a(c)
vp
′
(y)dy
< 2[N
−]+1.
Let the point sequence {x j}
jb
j=0, where jb =
{
[N −] , i f N − = [N −]
[N −]+1, i f N − > [N −]
, be
defined by:
(1) x0 = c
−, x jb = c;
(2) if [N −] = 0 or N − = [N −] = 1, then jb = 1;
(3) if N − > 1, then the points x j for 1  j  [N
−] are taken so that
∫ b(x j)
a(c)
vp
′
(y)dy = 2
∫ b(x j−1)
a(c)
vp
′
(y)dy. (2.55)
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Then for any t ∈ [x j,x j+1], 0  j  jb−1, we have that∫ b(t)
a(t)
vp
′
(y)dy≈
∫ b(x j+1)
a(x j)
vp
′
(y)dy, (2.56)
and for all t ∈ [c−,c]∫ b(t)
a(t)
vp
′
(y)dy <
∫ b(c)
a(c−)
vp
′
(y)dy≈
∫ b(c)
a(c)
vp
′
(y)dy. (2.57)
Moreover, if jb  2 and 0  j  jb−2 it holds that∫ b(x j+l)
a(c)
vp
′
(y)dy = 2l
∫ b(x j)
a(c)
vp
′
(y)dy for all l ∈ {1, . . . , jb− j−1}. (2.58)
Proof. Clearly∫ b(x j)
a(x j+1)
vp
′
(y)dy <
∫ b(t)
a(t)
vp
′
(y)dy <
∫ b(x j+1)
a(x j)
vp
′
(y)dy (2.59)
is trivial for any t ∈ [x j,x j+1], 0  j  jb−1. First we prove (2.56) for t = x j. From
the definition x j+1 we have∫ b(x j+1)
a(x j)
vp
′
(y)dy
(2.55)
=
∫ a(c)
a(x j)
vp
′
(y)dy
+2
∫ b(x j)
a(c)
vp
′
(y)dy  3
∫ b(x j)
a(x j)
vp
′
(y)dy. (2.60)
Now (2.59) and (2.60) yield (2.56) for t = x j. If t = x j+1, then in view of Lemma’s
condition∫ b(x j+1)
a(x j+1)
vp
′
(y)dy 
∫ b(x j+1)
a(c)
vp
′
(y)dy =
∫ b(x j+1)
V(c−)
vp
′
(y)dy

∫ b(x j)
V(x j)
vp
′
(y)dy+
∫ b(x j+1)
b(x j)
vp
′
(y)dy =
1
2
∫ b(x j)
a(x j)
vp
′
(y)dy
+
∫ b(x j+1)
b(x j)
vp
′
(y)dy 
1
2
∫ b(x j+1)
a(x j)
vp
′
(y)dy. (2.61)
Thus, (2.61) and (2.59) imply (2.56) for t = x j+1. For t ∈ (x j,x j+1) we write∫ b(t)
a(t)
vp
′
(y)dy 
∫ b(x j)
a(c)
vp
′
(y)dy
(2.55)
=
1
2
∫ b(x j+1)
a(c)
vp
′
(y)dy =
1
2
∫ b(x j+1)
V(c−)
vp
′
(y)dy

1
2
∫ b(x j+1)
V(x j+1)
vp
′
(y)dy =
1
4
∫ b(x j+1)
a(x j+1)
vp
′
(y)dy
(2.61)

1
8
∫ b(x j+1)
a(x j)
vp
′
(y)dy
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and in view of (2.59) the proof of (2.56) for t ∈ (x j,x j+1) is completed.
The left inequality in (2.57) is obvious. Since
∫ b(c−)
a(c)
vp
′
(y)dy =
∫ a(c)
a(c−)
vp
′
(y)dy,
then ∫ b(c)
a(c−)
vp
′
(y)dy =
∫ b(c)
a(c)
vp
′
(y)dy+
∫ b(c−)
a(c)
vp
′
(y)dy  2
∫ b(c)
a(c)
vp
′
(y)dy (2.62)
and (2.57) follows. The relation (2.58) is a simple consequence of (2.55).
The proof of the next lemma is analogous.
LEMMA 2.6. Let the functions a(x) and b(x) satisfy the conditions (1.2) and
V(x) is the fairway-function. For any c ∈ (0,f) put c+ = V−1(b(c)) and let [N +] be
the integral part of the number


a(c)
a(c+)
b(c)
c+x1 x2
c
V(x)
b(x)
a(x)
N + := log2
∫ b(c)
a(c)
vp
′
(y)dy∫ b(c)
a(c+)
vp
′
(y)dy
,
that is
2[N
+] 
∫ b(c)
a(c)
vp
′
(y)dy∫ b(c)
a(c+)
vp
′
(y)dy
< 2[N
+]+1.
Let the point sequence {x j}
ja
j=0, where ja =
{
[N +] , i f N + = [N +]
[N +]+1, i f N + > [N +]
, be
defined by:
(1) x0 = c, x ja = c
+;
(2) if [N +] = 0 or N + = [N +] = 1 then ja = 1;
(3) if N + > 1 then the points x j for 1  j  [N
+] are taken so that∫ b(c)
a(x j)
vp
′
(y)dy =
1
2
∫ b(c)
a(x j−1)
vp
′
(y)dy. (2.63)
Then for any t ∈ [x j,x j+1], 0  j  ja−1, we have (2.56), and for all t ∈ [c,c
+]
∫ b(t)
a(t)
vp
′
(y)dy 
∫ b(c+)
a(c)
vp
′
(y)dy≈
∫ b(c)
a(c)
vp
′
(y)dy. (2.64)
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Moreover, if ja  2 and 0  j  ja−2 it holds that
2l
∫ b(c)
a(x j+l)
vp
′
(y)dy =
∫ b(c)
a(x j)
vp
′
(y)dy for all l ∈ {1, . . . , ja− j−1}. (2.65)
In conclusion of the section we provide two lemmas with a different kind of de-
composition than in the previous two lemmas.
LEMMA 2.7. Let the functions a(x) and b(x) satisfy the conditions (1.2) and


a(d)
b(d)
d+x−3 x−2 x−1
d
V(x)
b(x)
a(x)
V(x) is the fairway-function.
For any d ∈ (0,f) put d− =
V−1(a(d)), d+ = V−1(b(d))
and let the point sequence
{x j}
0
i=− ja
be defined by:
(1) x− ja = d, x0 = d
+;
(2) if (d+)−  d, then ja = 1;
(3) if (d+)− > d, then ja > 1
and x j−1 = (x j)
−, where
(x j)
− > d and − ja +2 
j  0.
Then for any t ∈ [x j,x j+1], − ja  j −1, we have (2.56). Moreover, if d  x
−  t 
x  d+, ∫ b(t)
a(t)
vp
′
(y)dy≈
∫ b(x)
a(x−)
vp
′
(y)dy≈
∫ b(x)
a(x)
vp
′
(y)dy. (2.66)
Proof. We start with the proof of (2.66). Since
∫ a(x)
a(x−)
vp
′
(y)dy =
∫ b(x−)
a(x)
vp
′
(y)dy
and d  x−  t  x  d+, then
∫ b(t)
a(t)
vp
′
(y)dy 
∫ b(x)
a(x−)
vp
′
(y)dy =
∫ b(x−)
a(x)
vp
′
(y)dy+
∫ b(x)
a(x)
vp
′
(y)dy
 2
∫ b(x)
a(x)
vp
′
(y)dy  2
∫ b(x)
a(x−)
vp
′
(y)dy, (2.67)
and the second equivalence in (2.66) is proved. On the other hand, in view of d  x− 
t  x  d+ and Lemma’s condition we have that
∫ b(t)
a(t)
vp
′
(y)dy 
∫ b(d)
a(x)
vp
′
(y)dy =
∫ V(d+)
a(x)
vp
′
(y)dy 
∫ V(x)
a(x)
vp
′
(y)dy
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=
1
2
∫ b(x)
a(x)
vp
′
(y)dy
(2.67)

1
4
∫ b(x)
a(x−)
vp
′
(y)dy, (2.68)
and now (2.66) is proved. Since d  x j = (x j+1)
−  t  x j+1  d
+, (2.56) follows
from (2.66).
LEMMA 2.8. Let the functions a(x) and b(x) satisfy the conditions (1.2) and


a(d)
b(d)
dx1 x2
d
V(x)
b(x)
a(x)
V(x) is the fairway-function.
For any d ∈ (0,f) put d− =
V−1(a(d)), d+ = V−1(b(d))
and let the point sequence
{x j}
jb
j=0 be given by:
(1) x0 = d
−, x jb = d;
(2) if (d−)+  d, then jb = 1;
(3) if (d−)+ < d, then jb > 1
and x j+1 = (x j)
+, where
(x j)
+ < d and 0  j 
jb−2.
Then for any t ∈ [x j,x j+1], 0  j  jb−1, we have (2.56). Moreover, if d
−  x  t 
x+  d, ∫ b(t)
a(t)
vp
′
(y)dy≈
∫ b(x+)
a(x)
vp
′
(y)dy≈
∫ b(x)
a(x)
vp
′
(y)dy. (2.69)
3. Block-diagonal method
3.1. Key lemma.
We need the following assertion about a block-diagonal operator.
LEMMA 3.1. Let U =
⊔
kUk and V =
⊔
kVk be unions of non-overlapping mea-
surable sets and T = ¦k Tk, where Tk : Lp (Uk)→ Lq (Vk) . Then
‖T‖Lp(U)→Lq(V ) = sup
k
‖Tk‖Lp(Uk)→Lq(Vk), 0 < p  q < f (3.1)
and
‖T‖Lp(U)→Lq(V ) ≈
(
¦
k
‖Tk‖
r
Lp(Uk)→Lq(Vk)
)1/r
, 0 < q < p <f, 1/r = 1/q−1/p.
(3.2)
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Proof. Let 0 < p  q < f. Since ‖T f‖Lq(V )  ‖Tk f‖Lq(Vk) for all k, the lower
estimate in (3.1) is trivial. For the upper bound, applying Jensen’s inequality, we write
‖T f‖q
Lq(V )
= ¦
k
‖Tk f‖
q
Lq(Vk)

(
sup
k
‖Tk‖Lp(Uk)→Lq(Vk)
)q¦
k
‖ f Fk‖qLp(Uk)

(
sup
k
‖Tk‖Lp(Uk)→Lq(Vk)
)q
‖ f‖
q
Lp(U)
. (3.3)
Let 0< q< p <f. The upper bound in (3.2) follows similar to (3.3) by application
of Ho¨lder’s inequality. For the lower bound let 0< O < 1 and the functions fk ∈ Lp (Uk)
are such that
O‖Tk‖Lp(Uk)→Lq(Vk)‖ fk‖Lp(Uk)  ‖Tk fk‖Lp(Uk).
Because of homogeneity we can choose fk so that
‖ fk‖Lp(Uk) = ‖Tk‖
r/p
Lp(Uk)→Lq(Vk)
.
If we put f = ¦k FUk fk, then in view of r/q = r/p+1
O q¦
k
‖Tk‖
r
Lp(Uk)→Lq(Vk)
= O q¦
k
(
‖Tk‖Lp(Uk)→Lq(Vk)‖ fk‖Lp(Uk)
)q
 ¦
k
‖Tk fk‖
q
Lq(Vk)
= ‖T f‖
q
Lq(V )
 ‖T‖
q
Lp(U)→Lq(V )
‖ f‖
q
Lp(U)
= ‖T‖
q
Lp(U)→Lq(V )
(
¦
k
‖Tk‖
r
Lp(Uk)→Lq(Vk)
)q/p
and the lower bound in (3.2) follows by tending O → 1.
3.2. Integral operators with Oinarov type kernels.
We demonstrate the block-diagonal method for the operator (1.6)
K
∗ f (x) := w(x)
∫ b(x)
a(x)
k(y,x) f (y)v(y)dy
with a kernel k(y,x)  0 satisfying
k(y,x)≈ k(y,z)+ k(a(z),x), x  z, a(z)  y  b(x). (3.4)
Given functions a(x) and b(x) satisfying (1.2) we take a sequence of points {[k}k∈Z ⊂
(0,f) such that
[0 = 1, [k = (a−1 ◦ b)k(1), k ∈ Z, (3.5)
and put
Kk = a([k) = b([k−1), 'k = [[k,[k+1), Gk = [Kk,Kk+1), k ∈ Z. (3.6)
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

Kk
Gk
Tk
Kk+1
Sk
Kk+2
Gk+1
'k[k [k+1
b(x)
a(x)
ﬀ




Breaking the semiaxis (0,f)
into intervals by points of the se-
quence {[k}k∈Z, we decompose
the operator K ∗ into the sum
K
∗ = T +S (3.7)
of block-diagonal operators T
and S such that
T = ¦
k∈Z
Tk, S = ¦
k∈Z
Sk,
(3.8)
where
Tk f (x) = w(x)
∫ a([k+1)
a(x)
k(y,x) f (y)v(y)dy, Tk : Lp(Gk)→ Lq('k),
Sk f (x) = w(x)
∫ b(x)
b([k)
k(y,x) f (y)v(y)dy, Sk : Lp(Gk+1)→ Lq('k).
K ∗, T and S are integral operators with non-negative kernels, then
‖K ∗‖Lp→Lq ≈ ‖T ‖Lp→Lq +‖S ‖Lp→Lq .
Since
⊔'k =⊔Gk = (0,f) by Lemma 3.1 we can estimate the norms of T and S via
the norms of Tk and Sk. Moreover, kernels k(y,x) of the operators Tk and Sk satisfy
the condition (3.4) for x  z, x ∈ 'k and
a(z)  y  a([k+1), b([k)  y  b(x), (3.9)
respectively. It allows us to apply preliminary results (see Section 2).
More precisely we have the following theorem.
THEOREM 3.1. Let 1 < p  q < f. Then
‖K ∗‖Lp→Lq ≈A
∗ : = A ∗0 +A
∗
1 , (3.10)
where
A
∗
0 := sup
s>0
A
∗
0 (s) = sup
s>0
sup
sta−1(b(s))
(∫ t
s
kq(a(t),x)wq(x)dx
) 1
q
(∫ b(s)
a(t)
vp
′
(y)dy
) 1
p′
,
A
∗
1 := sup
s>0
A
∗
1 (s) = sup
s>0
sup
sta−1(b(s))
(∫ t
s
wq(x)dx
) 1
q
(∫ b(s)
a(t)
kp
′
(y,t)vp
′
(y)dy
) 1
p′
.
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Moreover, K ∗ is compact if and only if A ∗ <f and lims→0 A ∗i (s) = lims→fA ∗i (s) =
0, i = 0,1.
If 1 < q < p < f, then
‖K ∗‖Lp→Lq ≈B
∗ : =
(
¦
k
[(
B
∗
k,1
)r
+
(
B
∗
k,2
)r
+
(
B
∗
k,3
)r
+
(
B
∗
k,4
)r]) 1r
, (3.11)
where
B
∗
k,1 :=
⎛⎝∫ a([k+1)
a([k)
[∫ a−1(t)
[k
kq(t,x)wq(x)dx
] r
q [∫ a([k+1)
t
vp
′
(y)dy
] r
q′
vp
′
(t)dt
⎞⎠
1
r
,
B
∗
k,2 :=
(∫ [k+1
[k
[∫ t
[k
wq(x)dx
] r
p
[∫ a([k+1)
a(t)
kp
′
(y,t)vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
,
B
∗
k,3 :=
(∫ b([k+1)
b([k)
[∫ [k+1
b−1(t)
kq(a([k+1),x)wq(x)dx
] r
q
[∫ t
b([k)
vp
′
(y)dy
] r
q′
vp
′
(t)dt
) 1
r
,
B
∗
k,4 :=
(∫ [k+1
[k
[∫ [k+1
t
wq(x)dx
] r
p
[∫ b(t)
b([k)
kp
′
(y,[k+1)vp′(y)dy
] r
p′
wq(t)dt
) 1
r
,
and K ∗ is compact if and only if B∗ < f.
Proof. Put
‖K ∗‖= ‖K ∗‖Lp→Lq , ‖Tk‖= ‖Tk‖Lp(Gk)→Lq('k), ‖Sk‖= ‖Sk‖Lp(Gk+1)→Lq('k).
Let 1 < p  q < f. It follows from (3.7) – (3.8) and Lemma 3.1 that
‖K ∗‖ ≈ sup
k
‖Tk‖+ sup
k
‖Sk‖. (3.12)
The norm of the operator Tk is characterized by Corollary 2.2 (a):
‖Tk‖ ≈ sup
t∈'k
(∫ t
[k
kq(a(t),x)wq(x)dx
) 1
q
(∫ a([k+1)
a(t)
vp
′
(y)dy
) 1
p′
+ sup
t∈'k
(∫ t
[k
wq(y)dy
) 1
q
(∫ a([k+1)
a(t)
kp
′
(y,t)vp
′
(y)dy
) 1
p′
.
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For the kernel of the operator Sk it follows from (3.4) provided z = [k+1, x ∈ 'k and
(3.9) that
k(y,x) ≈ k(y,[k+1)+ k(a([k+1),x).
Therefore, Sk f (x)≈ Sk,1 f (x)+Sk,2 f (x), where
Sk,1 f (x) = w(x)
∫ b(x)
b([k)
k(y,[k+1) f (y)v(y)dy, x ∈ 'k,
Sk,2 f (x) = w(x)k(a([k+1),x)
∫ b(x)
b([k)
f (y)v(y)dy, x ∈ 'k.
The norm estimates for Sk,1 and Sk,2 follow from Lemma 2.1:
‖Sk‖ ≈ sup
t∈'k
(∫ [k+1
t
kq(a([k+1),x)wq(x)dx
) 1
q
(∫ b(t)
b([k)
vp
′
(y)dy
) 1
p′
+ sup
t∈'k
(∫ [k+1
t
wq(x)dx
) 1
q
(∫ b(t)
b([k)
kp
′
(y,[k+1)vp′(y)dy
) 1
p′
.
Define the following functions
A0(s,t) =
(∫ t
s
kq(a(t),x)wq(x)dx
) 1
q
(∫ b(s)
a(t)
vp
′
(y)dy
) 1
p′
,
A1(s,t) =
(∫ t
s
wq(x)dx
) 1
q
(∫ b(s)
a(t)
kp
′
(y,t)vp
′
(y)dy
) 1
p′
,
where s < t < a−1(b(s)). Then
‖Tk‖ ≈ sup
t∈'k
A0([k,t)+ sup
t∈'k
A1([k,t), (3.13)
‖Sk‖ ≈ sup
t∈'k
A0(t,[k+1)+ sup
t∈'k
A1(t,[k+1) (3.14)
and
A
∗
0 = sup
s>0
sup
sta−1(b(s))
A0(s,t), A
∗
1 = sup
s>0
sup
sta−1(b(s))
A1(s,t),
sup
t∈'k
Ai([k,t)  sup
[kta−1(b([k))
Ai([k,t)  A ∗i , i = 0,1,
sup
t∈'k
Ai(t,[k+1)  sup
t[k+1a−1(b(t))
Ai(t,[k+1)  A ∗i , i = 0,1.
Now it follows from (3.12) – (3.14) that
‖K ∗‖≪A ∗0 +A
∗
1 .
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For the lower bound in (3.10) we suppose that ‖K ∗‖ < f and s < x < t <
a−1(b(s)). If
f (y) = F[a(t),b(s)](y)vp′−1(y),
then
K
∗ f (x)  w(x)
∫ b(s)
a(t)
k(y,x)vp
′
(y)dy.
The condition (3.4) with z = t implies k(y,x)≫ k(a(t),x), therefore
K
∗ f (x)≫ w(x)k(a(t),x)
∫ b(s)
a(t)
vp
′
(y)dy.
Hence,
‖K ∗‖
‖K ∗ f‖q
‖ f‖p

(∫ t
s
kq(a(t),x)wq(x)dx
) 1
q
(∫ b(s)
a(t)
vp
′
(y)dy
) 1
p′
.
Therefore, ‖K ∗‖  A0(s,t) for all s < t < a
−1(b(s)). Consequently, ‖K ∗‖  A ∗0 .
The inequality ‖K ∗‖ A ∗1 can be proved analogously by applying a test function
g(x) = F[s,t](x)wq−1(x)
into the inequality for the operator dual to K ∗.
To prove (3.11) we note that by Lemma 3.1
‖K ∗‖ ≈
(
¦
k
‖Tk‖
r
) 1
r
+
(
¦
k
‖Sk‖
r
) 1
r
. (3.15)
Norms of the operators Tk and Sk are estimated with the help of Corollary 2.2 (b) and
Lemma 2.3 by the following way:
‖Tk‖ ≈B
∗
k,1 +B
∗
k,2, ‖Sk‖ ≈B
∗
k,3 +B
∗
k,4 (3.16)
and the required result follows.
The proof of compactness assertion of the theorem for 1 < p  q < f follows
from representation of the operator by the sum of a compact operator and an operator
with a small norm. For 1 < q < p < f the required result follows by applying Ando’s
theorem (see [11], [16] and [27]).
Using decomposition (3.5) for the operator K defined by (1.4) with the kernel
k(x,y)  0 satisfying the condition (1.5) we obtain the analogous result for K .
THEOREM 3.2. If 1 < p  q < f, then
‖K ‖Lp→Lq ≈A := A0 +A1,
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where
A0 := sup
t>0
A0(t) = sup
t>0
sup
b−1(a(t))st
(∫ t
s
kq(x,b(s))wq(x)dx
) 1
q
(∫ b(s)
a(t)
vp
′
(y)dy
) 1
p′
,
A1 := sup
t>0
A1(t) = sup
t>0
sup
b−1(a(t))st
(∫ t
s
wq(x)dx
) 1
q
(∫ b(s)
a(t)
kp
′
(s,y)vp
′
(y)dy
) 1
p′
.
Moreover, K is compact if and only if A < f and limt→0 Ai(t) = limt→fAi(t) =
0, i = 0,1.
If 1 < q < p < f, then
‖K ‖Lp→Lq ≈B :=
(
¦
k
[
B
r
k,1 +B
r
k,2 +B
r
k,3 +B
r
k,4
]) 1r
,
where
Bk,1 :=
⎛⎝∫ a([k+1)
a([k)
[∫ a−1(t)
[k
kq(x,b([k))wq(x)dx
] r
q [∫ a([k+1)
t
vp
′
(y)dy
] r
q′
vp
′
(t)dt
⎞⎠
1
r
,
Bk,2 :=
(∫ [k+1
[k
[∫ t
[k
wq(x)dx
] r
p
[∫ a([k+1)
a(t)
kp
′
([k,y)vp′(y)dy
] r
p′
wq(t)dt
) 1
r
,
Bk,3 :=
(∫ b([k+1)
b([k)
[∫ [k+1
b−1(t)
kq(x,t)wq(x)dx
] r
q
[∫ t
b([k)
vp
′
(y)dy
] r
q′
vp
′
(t)dt
) 1
r
,
Bk,4 :=
(∫ [k+1
[k
[∫ [k+1
t
wq(x)dx
] r
p
[∫ b(t)
b([k)
kp
′
(t,y)vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
,
and the operator K is compact if and only if B < f.
REMARK 3.1. It is curious to note, that in spite of duality of Theorems 3.1 and 3.2
the conditions (3.4) and (1.5) are independent in general, that is one of them can hold
whereas the other is broken. In practice the operators (1.4) and (1.6) are almost indis-
tinguishable and, therefore, a form of criterion entirely depends on which of conditions
(3.4) or (1.5) holds. This phenomenon is caused by the following. The condition (3.4)
extends (2.3) for the Volterra operator with variable lower limit, but (1.5) generalizes
(2.3) for the operator with variable upper limit. Losing Volterra’s form the operator
((1.4) or (1.6)) forgets the origin, but its kernel remembers.
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4. Hardy-Steklov operator
4.1. Muckenhoupt and Mazya-Rosin type criteria
In this section we give complete analogs of the conditions (2.4) and (2.6) for the
operator (1.1) basing on the fairway–function conception.




'(x)
ﬀ G (x)
x
V(x)
b(x)
a(x)
Put
'(x) = [a(x),b(x)],
G (x) = [b−1(V(x)),a−1(V(x))],
where a−1(y) and b−1(y) are the functions
converse to y = a(x) and y = b(x), respectively.
THEOREM 4.1. Let the operator H of the form (1.1) be given with the boundary
functions a(x) and b(x) satisfying the conditions (1.2). Then for the norm of H and
1 < p  q < f the estimate
‖H ‖Lp→Lq ≈AM, (4.1)
holds, where
AM := sup
t>0
AM(t) = sup
t>0
(∫
G (t)
wq(x)dx
) 1
q
(∫
'(t)
vp
′
(y)dy
) 1
p′
. (4.2)
Moreover, H : Lp → Lq is compact if and only if AM < f and limt→0 AM(t) =
limt→fAM(t) = 0.
If 0 < q < p < f, p > 1, 1/r = 1/q−1/p, then
‖H ‖Lp→Lq ≈BMR, (4.3)
where
BMR :=
(∫ f
0
[∫
G (t)
wq(x)dx
] r
p
[∫
'(t)
vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
(4.4)
and H : Lp → Lq is compact if and only if BMR < f.
Proof. First we consider the case 1 < p  q < f. It follows from Theorem 3.1
with k(y,x) = 1 that A ∗0 = A
∗
1 and by (3.10)
‖H ‖ := ‖H ‖Lp→Lq ≈ A := sup
s>0
sup
sta−1(b(s))
A(s,t), (4.5)
where
A(s,t) =
(∫ t
s
wq(x)dx
) 1
q
(∫ b(s)
a(t)
vp
′
(y)dy
) 1
p′
.
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Let A∗ = sups>0 supb−1(a(s))tsA(t,s). Then A= A
∗ and using (2.54) we find for all
t > 0
AM(t) ≈
(∫ t
b−1(V(t))
wq(x)dx
) 1
q
(∫ V(t)
a(t)
vp
′
(y)dy
) 1
p′
+
(∫ a−1(V(t))
t
wq(x)dx
) 1
q (∫ b(t)
V(t)
vp
′
(y)dy
) 1
p′
= A(b−1(V(t)),t)+A∗(t,a−1(V(t)))  2A.
It implies AM ≪A. For the proof of the opposite inequality we put W = V−1(b(s)) and
write
A sup
stW
A(s,t)+ sup
Wta−1(b(s))
A(s,t)≪AM.
Indeed, if s  t  W, then (s, t)⊂ (b−1(V(t)),a−1(V(t))), (a(t),b(s))⊂ (a(t),b(t))
and supstW A(s, t)  AM. If s  W  t  a−1(b(s)), then (s,t) ⊂ (s,a−1(b(s))) =
(b−1(V(W)), a−1(V(W))), (a(t),b(s))⊂ (a(W),b(W)) and supW<t<a−1(b(s))A(s,t) AM.
Therefore, AM ≈ A and (4.1) follows from (4.5). The criterion of compactness of the
operator H follows from Theorem 3.1.
Now we consider the case 0 < q < p < f, p > 1. For the proof (4.3) we show
first that ‖H ‖≪BMR. To this end we introduce some notations:
[−k = V−1(a([k)), [+k = V−1(b([k)), 'k = [[−k ,[+k ] = '−k ∪'+k ,
'−k = [[−k ,[k], '+k = [[k,[+k ], k ∈ Z,
where {[k}k∈Z are given by relation (3.5). The operator H with x ∈ 'k splits into the
sum of four operators
H f (x) = Tk,1 f (x)+Tk,2 f (x)+Sk,1 f (x)+Sk,2 f (x), x ∈ 'k,


a([k)
b([k)
Sk,2
Tk,1
Tk,2
Sk,1
ﬀ '−
k
ﬀ '+
k
[k [+k[−k
b(x)
a(x)
V(x)
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where
Tk,1 f (x) = w(x)
∫ a([k)
a(x)
f (y)v(y)dy, x ∈ '−k ,
Tk,2 f (x) = w(x)
∫ b([k)
a(x)
f (y)v(y)dy, x ∈ '+k ,
Sk,1 f (x) = w(x)
∫ b(x)
b([k)
f (y)v(y)dy, x ∈ '+k ,
Sk,2 f (x) = w(x)
∫ b(x)
a([k)
f (y)v(y)dy, x ∈ '−k .
Applying known estimates of these operators (see lemmas 2.1 – 2.4) we receive
‖Tk,1‖
r ≈
∫ [k
[−
k
(∫ t
[−
k
wq(x)dx
) r
p
(∫ a([k)
a(t)
vp
′
(y)dy
) r
p′
wq(t)dt

q
r
(∫ V([−k )
a([−
k
)
vp
′
(y)dy
) r
p′
(∫ [k
[−
k
wq(x)dx
) r
q
=
(2.54)
=
(∫ b([−
k
)
V([−
k
)
vp
′
(y)dy
) r
p′
(∫ [k
[−
k
(∫ [k
t
wq(x)dx
) r
p
wq(t)dt
)
.
For t ∈ [[−k ,[k] we have a(t)  V([−k ), b([−k )  b(t), [k  a−1(V(t)), then [V([−k ),
b([−k )]⊆ '(t), [t,[k]⊂ [t,a−1(V(t))]⊂ G (t), therefore
‖Tk,1‖
r ≪
∫ [k
[−
k
(∫
G (t)
wq(x)dx
) r
p
(∫
'(t)
vp
′
(y)dy
) r
p′
wq(t)dt =: Jk,1. (4.6)
Analogously, we find
‖Tk,2‖
r ≈
∫ [+
k
[k
(∫ t
[k
wq(x)dx
) r
p
(∫ b([k)
a(t)
vp
′
(y)dy
) r
p′
wq(t)dt.
Since for t ∈ [[k,[+k ] we have [k  b−1(V(t)), b([k)  b(t), then [[k,t]
⊂ (b−1(V(t)),t)⊂ G (t), [a(t),b([k)]⊂ '(t), hence
‖Tk,2‖
r ≪
∫ [+
k
[k
(∫
G (t)
wq(x)dx
) r
p
(∫
'(t)
vp
′
(y)dy
) r
p′
wq(t)dt =: Jk,2. (4.7)
Similarly, we prove that
‖Sk,1‖
r ≪ Jk,2, ‖Sk,2‖
r ≪ Jk,1. (4.8)
Using a decomposition of operator H and the estimates (4.6) – (4.8) we obtain the
required inequality ‖H ‖≪BMR.
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For the proof of the estimate ‖H ‖≫BMR we suppose first that
V(x) = x, (4.9)
i.e. fairway is the bisectrix of the first quadrant. In this case we denote
x− = a(x), x+ = b(x), '(x) = [x−,x+] = '−(x)∪'+(x),
'−(x) = [x−,x], '+(x) = [x,x+]
and we name basic an interval of the form [x−,x+]. We need the following
DEFINITION 4.1. Let p ∈ (1,f) and the functions a(x), b(x) and weight func-
tion v(x) satisfy the conditions of Definition 2.4 provided (4.9) is fulfilled. Define L
as the set of all absolutely continuous functions F on (0,f) such that ‖F ′/v‖p < f
and if F ∈ L , then there exist mutually disjoint intervals Ik = (Dk,Ek) ⊂ (0,f) and
basic intervals Jk = [c
−
k ,c
+
k ] such that Ik ⊂ Jk, suppF ⊂
⋃
k Ik and F(Dk) = F(Ek) = 0
for all k.
We consider the inequality
‖Fw‖q  C‖F
′/v‖p, F ∈L , (4.10)
with a constant C independent of F ∈ L and chosen as the least possible. We show
that
C  ‖H ‖. (4.11)
To this end for any function F ∈L we write∫ f
0
|F(x)|qwq(x)dx =¦
k
∫
Ik
|F(x)|qwq(x)dx.
Since Ik = (Dk,Ek)⊂ [c−k ,c+k ] = Jk the only three variants are possible:
(i) Ek  ck, (ii) ck  Dk, (iii) ck ∈ Ik.
In the case (i) we have∫
Ik
|F(x)|qwq(x)dx 
∫
Ik
(∫ x
Dk
|F ′(y)|dy
)q
wq(x)dx 
∫
Ik
(∫
'(x)
|F ′(y)|dy
)q
wq(x)dx,
because (Dk,x)⊂ (a(x),x)⊂ '(x) on the strength of Dk  c−k = a(ck)  a(Ek)  a(x).
Analogously, for the case (ii) we write∫
Ik
|F(x)|qwq(x)dx 
∫
Ik
(∫ Ek
x
|F ′(y)|dy
)q
wq(x)dx 
∫
Ik
(∫
'(x)
|F ′(y)|dy
)q
wq(x)dx
since (x,Ek) ⊂ (x,b(x)) ⊂ '(x) which follows from the chain of inequalities Ek  c+k
= b(ck)  b(Dk)  b(x). Thus, using the above arguments, we obtain for the case (iii)
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∫
Ik
|F(x)|qwq(x)dx 
∫ ck
Dk
(∫ x
Dk
|F ′(y)|dy
)q
wq(x)dx+
∫ Ek
ck
(∫ Ek
x
|F ′(y)|dy
)q
wq(x)dx
≪
∫
Ik
(∫
'(x)
|F ′(y)|dy
)q
wq(x)dx.
Consequently,∫ f
0
|F(x)|qwq(x)dx ¦
k
∫
Ik
(
H |F ′/v|
)q
(x)dx  ‖H |F ′/v|‖qq  ‖H ‖
q‖F ′/v‖qp
and the inequality (4.11) is proved. Thus, Theorem 4.1 will be established under the
condition (4.9) if we show that
BMR ≪C. (4.12)
For this purpose it is sufficient to prove that B±MR ≪C, where
B
±
MR =
(∫ f
0
[∫
G±(t)
wq(x)dx
] r
p
[∫
'(t)
vp
′
(y)dy
] r
p′
wq(t)dt
) 1
r
,
and G−(t) = [b−1(t),t], G+(t) = [t,a−1(t)]. We prove the inequality B+MR ≪C, argu-
ments for B−MR ≪C are similar.


Kk−1 Kk Kk+1 Kk+2 K∗k+2
b(x)
a(x)
V(x) = x Let K0 = 1 and the sequence
{Kk}k∈Z ⊂ (0,f) be defined by
Kk+1 = a−1(Kk), k ∈ Z.
Put
K∗k = min(K+k ,Kk+1).
For a fixed k ∈ Z we take five
neighboring points Kk−1, Kk,
Kk+1, Kk+2, K∗k+2 and let
gk(t) = F[Kk−1,Kk+2](t)
∫ t
Kk−1
(∫ Kk+2
s
wq(x)dx
) r
pq
(∫ s
Kk−1
vp
′
(y)dy
) r
pq′
vp
′
(s)ds.
On the interval [Kk−1,K∗k+2] we define the function
hk(t) =
{
gk(t), t /∈ [Kk+2,K∗k+2],
gk(Kk+2):k+2(t), t ∈ [Kk+2,K∗k+2],
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where
:l(t) =
(∫ K∗l
Kl
vp
′
(y)dy
)−1 ∫ K∗l
t
vp
′
(s)ds.
Put
Ok :=
∫ Kk+2
Kk−1
(∫ Kk+2
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds. (4.13)
and observe, that Ok ∈ (0,f) for all k. Now we find decomposition
hk(t) =
3¦
i=1
hk,i(t), (4.14)
with hk,i ∈L , i = 1,2,3. To this end we determine hk,1 by
hk,1(t) =
⎧⎪⎨⎪⎩
0, t /∈ [Kk−1,K∗k ],
hk(t), t ∈ [Kk−1,Kk],
gk(Kk):k(t), t ∈ [Kk,K∗k ].
Since K−k = Kk−1, then supphk,1 ⊆ [K−k ,K∗k ]⊆ [K−k ,K+k ], therefore hk,1 ∈L . Now, let
h
(1)
k (t) := hk(t)−hk,1(t).
Define
hk,2(t) =
⎧⎪⎨⎪⎩
0, t /∈ [Kk,K∗k+1],
h
(1)
k (t), t ∈ [Kk,Kk+1],
h
(1)
k (Kk+1):k+1(t), t ∈ [Kk+1,K∗k+1].
Obviously, hk,2 ∈L and hk,3 ∈L too, where
hk,3(t) = h
(1)
k (t)−hk,2(t).
Now it is clear that (4.14) holds. We also need the following estimates
‖h′k,i/v‖
p
p ≪ Ok, i = 1,2,3. (4.15)
Write
N1 := ‖h′k,1/v‖pp =
∫ Kk
Kk−1
|h′k(s)|
pv−p(s)ds+gpk (Kk)
∫ K∗k
Kk
|:′k(s)|pv−p(s)ds =: N1,1+N1,2.
Evidently,
N1,1 =
∫ Kk
Kk−1
(∫ Kk+2
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds  Ok.
Ho¨lder’s inequality yields
g
p
k (Kk) 
∫ Kk
Kk−1
(∫ Kk+2
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds
(∫ Kk
Kk−1
vp
′
(y)dy
)p−1
.
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Since ∫ K∗k
Kk
|:′k(s)|pv−p(s)ds =
(∫ K∗k
Kk
vp
′
(y)dy
)1−p
,
then
N1,2  Ok
(∫ Kk
K−k
vp
′
(y)dy
)p−1(∫ K∗k
Kk
vp
′
(y)dy
)1−p
.
If K∗k = K+k , then N1,2  Ok because of (2.54) and (4.9). If K∗k = Kk+1, we observe that∫ Kk
K−
k
vp
′
(y)dy =
∫ K+
k
Kk
vp
′
(y)dy 
∫ K+
k+1
K−
k+1
vp
′
(y)dy = 2
∫ Kk+1
Kk
vp
′
(y)dy, (4.16)
therefore, N1,2  2p−1Ok. Thus, (4.15) is proved for i = 1. Since h(1)k (Kk+1)= hk(Kk+1),
the other cases of (4.15) follow from the first. Now, on the strength of
gk(t) 
(∫ Kk+2
t
wq(x)dx
) r
pq
∫ t
Kk−1
(∫ s
Kk−1
vp
′
(y)dy
) r
pq′
vp
′
(s)ds
≈
(∫ Kk+2
t
wq(x)dx
) r
pq
(∫ t
Kk−1
vp
′
(y)dy
) r
p′q
, t ∈ [Kk−1,Kk+2],
the lower bound
‖hkw‖
q
q 
∫ Kk+2
Kk−1
|gk(t)|
qwq(t)dt
≫
∫ Kk+2
Kk−1
(∫ Kk+2
t
wq(x)dx
) r
p
(∫ t
Kk−1
vp
′
(y)dy
) r
p′
wq(t)dt
holds and integration by parts brings
‖hkw‖
q
q ≫ Ok. (4.17)
Now we construct the functions
hi = ¦
|k|N
hk,i = ¦
|k|N
h2k,i + ¦
|k|N
h2k+1,i = : F1,i +F2,i,
where N ∈ N. For each i = 1,2,3 the supports of h2k,i, k ∈ Z, are mutually disjoint.
Therefore, F1,i ∈L and by the same reason F2,i ∈L . Observe that
1  ¦
|k|N
Fsupphk(x)  4, x ∈
⋃
|k|N
supphk.
Letting
/N := ¦
|k|N
Ok ∈ (0,f)
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and using (4.14) – (4.17) and (4.10) we find
/1/qN ≪ ‖ ¦
|k|N
hkw‖q 
3¦
i=1
2¦
j=1
‖Fj,iw‖q  C
3¦
i=1
2¦
j=1
‖F ′j,i/v‖p
≪ C
(
¦
|k|N,i
‖h′k,i/v‖
p
p
) 1
p
≪C/1/pN .
It implies C ≫ /1/rN . Letting N → f we obtain C ≫ ¦k Ok and because of definition
(4.13) we have
Ok ≫
∫ Kk+1
Kk
(∫ Kk+2
s
wq(x)dx
) r
p
(∫ s
Kk−1
vp
′
(y)dy
) r
p′
wq(s)ds

∫ Kk+1
Kk
(∫
G+(s)
wq(x)dx
) r
p
(∫
'−(s)
vp
′
(y)dy
) r
p′
wq(s)ds.
Then the required estimate C ≫ B+MR follows from (2.54) and (4.9). The inequality
C ≫ B−MR can be proved by a similar construction using the intervals formed by the
upper boundary function b(x). Thus, the estimate (4.12) is true. Consequently, inequal-
ity ‖H ‖≫BMR is proved in the case when the fairway V(x) = x.
Now we set free from this constraint. Let
f˜ (t) = f (V(t))[V ′(t)]1/p, a˜(x) = V−1(a(x)), b˜(x) = V−1(b(x)). (4.18)
By change of variables in the left and right hand sides of
‖H f‖q  ‖H ‖‖ f‖p (4.19)
it follows from the inequality of the form(∫ f
0
wq(x)
∣∣∣∣∣
∫ b˜(x)
a˜(x)
f˜ (y)v˜(y)dy
∣∣∣∣∣
q
dx
) 1
q
 ‖H ‖
(∫ f
0
| f˜ (y)|pdy
) 1
p
, (4.20)
where v˜(y) = v(V(y))[V ′(y)]1/p′ . It is easy to see, that∫ x
a˜(x)
v˜p
′
(y)dy =
∫ V(x)
a(x)
vp
′
(y)dy =
∫ b(x)
V(x)
vp
′
(y)dy =
∫ b˜(x)
x
v˜p
′
(y)dy, (4.21)
therefore the fairway for a˜, b˜ and v˜ is V˜(x) = x. It has already been proved above that
B˜MR ≪‖H ‖, where
B˜
r
MR =
∫ f
0
(∫
G˜ (t)
wq(x)dx
) r
p
(∫
'˜(t)
v˜p
′
(y)dy
) r
p′
wq(t)dt.
Because of '˜(t):=[a˜(t), b˜(t)], G˜ (t):=[b˜−1(V˜(t)), a˜−1(V˜ (t))] = [b−1(V(t)),a−1(V(t))]
= G (t) and ∫'˜(t) v˜p′(y)dy = ∫'(t) vp′(y)dy the equality B˜MR = BMR follows. The as-
sertion about compactness for q < p is a direct corollary of obtained criterion of the
boundedness and Ando’s theorem.
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4.2. Tomaselli and Persson-Stepanov type criteria
Now we give complete analogs of the alternative boundedness conditions for the
operator (1.1) similar to (2.5) and (2.7).




'(x)
ﬀ T (x)
x
V(x)
b(x)
a(x)
Let V−1(y) denote the inverse function to
the fairway V(x) and put
'(t) = (a(t),b(t)),
T (t) = (V−1(a(t)),V−1(b(t))).
THEOREM 4.2. Let the hypothesies of Theorem 4.1 hold. If 1 < p  q < f, then
‖H ‖Lp→Lq ≈AT , (4.22)
where
AT := sup
t>0
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫
'(t)
vp
′
(y)dy
)− 1p
.
If 0 < q < p < f, p > 1, 1/r = 1/q−1/p, then
‖H ‖Lp→Lq ≈BPS, (4.23)
where
BPS :=
(∫ f
0
[∫
T(t)
{∫
'(x)
vp
′
(y)dy
}q
wq(x)dx
] r
p
[∫
'(t)
vp
′
(y)dy
]q− rp
wq(t)dt
) 1
r
.
Proof. The upper bounds. Given boundary functions a(x) and b(x) satisfying the
conditions (1.2) let a point sequence {[k}k∈Z ⊂ (0,f) be given by relation (3.5) and
put as before
[−k = V−1(a([k)), [+k = V−1(b([k)), 'k = [[−k ,[+k ) = '−k ∪'+k ,
'−k = [[−k ,[k), '+k = [[k,[+k ), k ∈ Z.
Note that in view of (2.54)
1
2
∫
'(t)
vp
′
(y)dy 
∫ b(t)
a([k)
vp
′
(y)dy 
∫
'(t)
vp
′
(y)dy for t ∈ '−k (4.24)
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and
1
2
∫
'(t)
vp
′
(y)dy 
∫ b([k)
a(t)
vp
′
(y)dy 
∫
'(t)
vp
′
(y)dy for t ∈ '+k . (4.25)
As in Theorem 4.1 we split the operator H into the sum of four sequences of
operators
H f (x) = Tk,1 f (x)+Tk,2 f (x)+Sk,1 f (x)+Sk,2 f (x), x ∈ 'k, (4.26)
then
‖H f‖qq = ¦
k
‖H f‖
q
Lq('k) ≈¦
k
∥∥Tk,1 f∥∥qLq('−k ) +¦
k
∥∥Sk,2 f∥∥qLq('−k )
+¦
k
∥∥Tk,2 f∥∥qLq('+k ) +¦
k
∥∥Sk,1 f∥∥qLq('+k ) . (4.27)
Let us start with trapeze-shaped operators Sk,2 and Tk,2. If 1 < p  q < f, we
find by using the estimate (2.35) of Lemma 2.1
‖Sk,2‖
q
Lp(a([k),b([k))→Lq('−k )
≈ sup
t∈'−k
(∫ t
[−
k
[∫ b(x)
a([k)
vp
′
(y)dy
]q
wq(x)dx
)(∫ b(t)
a([k)
vp
′
(y)dy
)− qp
.
For any t ∈ [[−k ,[k] we have ([−k ,t)⊂ T (t), and (a([k),b(x))⊂ '(x) for x∈ ([−k ,t)⊂
([−k ,[k). Therefore, in view of (4.24),
‖Sk,2‖
q
Lp(a([k),b([k))→Lq('−k )
≪ sup
t∈'−
k
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
)(∫
'(t)
vp
′
(y)dy
)− qp
 A
q
T . (4.28)
Analogously, by applying (2.41) of Lemma 2.2 and (4.25) we obtain
‖Tk,2‖
q
Lp(a([k),b([k))→Lq('+k )
≪ sup
t∈'+
k
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
)(∫
'(t)
vp
′
(y)dy
)− qp
≪A
q
T . (4.29)
If 0 < q < p < f, p > 1 we have by applying the estimate (2.44) of Lemma 2.3
‖Sk,2‖
r
Lp(a([k),b([k))→Lq('−k )
≈
∫ [k
[−
k
(∫ t
[−
k
[∫ b(x)
a([k)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫ b(t)
a([k)
vp
′
(y)dy
)q− rp
wq(t)dt.
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For t ∈ [[−k ,[k] it yields that ([−k ,t)⊂ T (t), (a([k),b(t))⊂'(t) and also (a([k),b(x))
⊂ '(x) for any x∈ ([−k ,t)⊂ ([−k ,[k). Moreover, a([k)  V(t) for t ∈ [[−k ,[k]. There-
fore, in view of (4.24)
‖Sk,2‖
r
Lp(a([k),b([k))→Lq('−k ) 
∫ [k
[−
k
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
×
(∫
'(t)
vp
′
(y)dy
)q(∫ b(t)
V(t)
vp
′
(y)dy
)− rp
wq(t)dt
(2.54)
 2
r
p
∫ [k
[−
k
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
×
(∫
'(t)
vp
′
(y)dy
)q− rp
wq(t)dt
=:
(
B'−
k
)r
. (4.30)
Analogously, by applying (2.52) of Lemma 2.4 and (4.25) we can get that
‖Tk,2‖
r
Lp(a([k),b([k))→Lq('+k )
≪
∫ [+
k
[k
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫
'(t)
vp
′
(y)dy
)q− rp
wq(t)dt
=:
(
B'+
k
)r
. (4.31)
To estimate the norms ‖Tk,1‖
r
Lp(a([−k ),a([k))→Lq('−k ) and ‖Sk,1‖
r
Lp(b([k),b([+k ))→Lq('+k )
of triangle-shaped operators we introduce sequences {ti}
ib(k)−1
i=0 and {s j}
ja(k)−1
j=0 ac-
cording to the constructions of Lemmas 2.5 and 2.6 with c = [k. Then the operators
Tk,1 f (x), x ∈ '−k , and Sk,1 f (x), x ∈ '+k , split into the following two sums:
Tk,1 f (x) =
ib(k)−1¦
i=0
T
(i)
k,1 f (x) :=
ib(k)−1¦
i=0
[
Tk,1 f (x)F(ti ,ti+1)(x)
]
,
(4.32)
Sk,1 f (x) =
ja(k)−1¦
j=0
S
( j)
k,1 f (x) :=
ja(k)−1¦
j=0
[
Sk,1 f (x)F(s j ,s j+1)(x)
]
.
If 1 < p  q < f we have for T (i)k,1 , 0  i  ib−1, by applying the estimate (2.40) of
Lemma 2.2
‖T
(i)
k,1‖
q
Lp(a(ti),a([k))→Lq(ti,ti+1) ≈ suptitti+1
(∫ t
ti
wq(x)dx
)(∫ a([k)
a(t)
vp
′
(y)dy
) q
p′
 sup
titti+1
(∫ t
ti
wq(x)dx
)(∫ V([−
k
)
a([−
k
)
vp
′
(y)dy
) q
p′
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(2.54)
=
(∫ ti+1
ti
wq(x)dx
)(∫ b([−
k
)
a([k)
vp
′
(y)dy
) q
p′
(2.58)
=
(
1
2i
) q
p′
(∫ ti+1
ti
wq(x)dx
)(∫ b(ti)
a([k)
vp
′
(y)dy
) q
p′
.
Since q/p′ = q− q/p and (ti,t) ⊆ ([−k ,t) ⊂ T (t) for t ∈ [[−k ,[k] we get in view of
(2.55) that
‖T
(i)
k,1‖
q
Lp(a(ti),a([k))→Lq(ti,ti+1)
(2.55)
≪ 2
q
p
(
1
2i
) q
p′
(∫ ti+1
ti
wq(x)dx
)(∫ b(ti)
a([k)
vp
′
(y)dy
)q(∫ b(ti+1)
a([k)
vp
′
(y)dy
)− qp
 2
q
p
(
1
2i
) q
p′
sup
titti+1
(∫ t
ti
[∫ b(x)
a([k)
vp
′
(y)dy
]q
wq(x)dx
)(∫ b(t)
a([k)
vp
′
(y)dy
)− qp
(4.24)
≪ 2
q
p
(
1
2i
) q
p′
sup
titti+1
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
)(∫
'(t)
vp
′
(y)dy
)− qp
≪
(
1
2i
) q
p′
A
q
T . (4.33)
Hence, since p  q it holds that
‖Tk,1 f‖
q
Lq('−k )
=
ib−1¦
i=0
‖T
(i)
k,1 f‖
q
Lq(ti ,ti+1)

ib−1¦
i=0
‖T
(i)
k,1‖
q
Lp(a(ti),a([k))→Lq(ti,ti+1)‖ f‖
q
Lp(a(ti),a([k))
(4.33)
≪ A qT ‖ f‖
q
Lp(a([−k ),a([k))
ib−1¦
i=0
(
1
2i
) q
p′

2q/p
′
2q/p
′
−1
A
q
T ‖ f‖
q
Lp(a([−k ),a([k)).
(4.34)
Analogously, from (2.34) of Lemma 2.1 by using (2.65), (2.63) and (4.25) we can get
that
‖Sk,1 f‖
q
Lq('+k )
≪
2q/p
′
2q/p
′
−1
A
q
T ‖ f‖
q
Lp(b([k),b([+k )). (4.35)
If 0 < q < p <f, p > 1 we have for T (i)k,1 , 0  i  ib−1, by applying the estimate
(2.50) of Lemma 2.4
‖T
(i)
k,1‖
r
Lp(a(ti),a([k))→Lq(ti,ti+1) ≈
∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
(∫ a([k)
a(t)
vp
′
(y)dy
) r
p′
wq(t)dt

(∫ V([−
k
)
a([−
k
)
vp
′
(y)dy
) r
p′ ∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
wq(t)dt
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(2.54)
=
(∫ b([−
k
)
a([k)
vp
′
(y)dy
) r
p′ ∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
wq(t)dt
(2.58)
=
(
1
2i
) r
p′
(∫ b(ti)
a([k)
vp
′
(y)dy
) r
p′
∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
wq(t)dt.
By using the relation r/p′ = q · r/p+q− r/p we write
‖T
(i)
k,1‖
r
Lp(a(ti),a([k))→Lq(ti ,ti+1)
≪
(
1
2i
) r
p′
(∫ b(ti)
a([k)
vp
′
(y)dy
)q· rp+q− rp ∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
wq(t)dt
(2.55)
= 2
r
p
(
1
2i
) r
p′
(∫ b(ti)
a([k)
vp
′
(y)dy
)q· rp+q(∫ b(ti+1)
a([k)
vp
′
(y)dy
)− rp
×
∫ ti+1
ti
(∫ t
ti
wq(x)dx
) r
p
wq(t)dt
 2
r
p
(
1
2i
) r
p′
∫ ti+1
ti
(∫ t
ti
[∫ b(x)
a([k)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫ b(t)
a([k)
vp
′
(y)dy
)q
×
(∫ b(t)
a([k)
vp
′
(y)dy
)− rp
wq(t)dt
(4.24)
≈
(
1
2i
) r
p′
∫ ti+1
ti
(∫ t
ti
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫
'(t)
vp
′
(y)dy
)q− rp
wq(t)dt.
As before (ti,t)⊆ ([−k ,t)⊂ T (t) for t ∈ [[−k ,[k]. Therefore, we have
‖T
(i)
k,1‖
r
Lp(a(ti),a([k))→Lq(ti ,ti+1)
≪
(
1
2i
) r
p′
∫ ti+1
ti
(∫
T(t)
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) r
p
(∫
'(t)
vp
′
(y)dy
)q− rp
wq(t)dt
=:
(
1
2i
) r
p′
(
B
(i)
'−
k
)r
. (4.36)
By applying Ho¨lder’s inequality with the powers r/q and p/q we get that
‖Tk,1 f‖
q
Lq('−k )
=
ib−1¦
i=0
‖T
(i)
k,1 f‖
q
Lq(ti ,ti+1)

ib−1¦
i=0
‖T
(i)
k,1‖
q
Lp(a(ti),a([k))→Lq(ti ,ti+1)‖ f‖
q
Lp(a(ti),a([k))
(4.36)
≪ ‖ f‖q
Lp(a([−k ),a([k))
ib−1¦
i=0
(
1
2i
) q
p′
(
B
(i)
'−
k
)q
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 ‖ f‖q
Lp(a([−k ),a([k))
(
ib−1¦
i=0
(
B
(i)
'−
k
)r) qr (ib−1¦
i=0
(
1
2i
) p
p′
) q
p

(
2p−1
2p−1−1
) q
p (
B'−
k
)q
‖ f‖q
Lp(a([−k ),a([k)). (4.37)
Analogously, from (2.42) of Lemma 2.3 by using (4.25), (2.65) and (2.63) we can get
that
‖Sk,1 f‖
q
Lq('+k )
≪
(
2p−1
2p−1−1
) q
p (
B'+
k
)q
‖ f‖q
Lp(b([k),b([+k )). (4.38)
Since every series
{
Tk,1
}
,
{
Tk,2
}
,
{
Sk,1
}
or
{
Sk,2
}
is block-diagonal, we have
the following pair of inequalities coming from Lemma 3.1 for each term in (4.27).
Namely, if 1 < p  q < f then
¦
k∈Z
‖Tk,1 f‖
q
Lq('−k )
(4.34)
≪
2q/p
′
2q/p
′
−1
A
q
T ¦
k∈Z
‖ f‖
q
Lp(a([−k ),a([k)) 
2q/p
′
2q/p
′
−1
A
q
T ‖ f‖
q
p.
If 0 < q < p < f, p > 1 then
¦
k∈Z
‖Tk,1 f‖
q
Lq('−k )
(4.37)
≪
(
¦
k∈Z
(
B'−
k
)r) 1r
‖ f‖p  BPS‖ f‖p.
Analogous inequalities hold for
{
Tk,2
}
,
{
Sk,1
}
and
{
Sk,2
}
on the strength of (4.29),
(4.35), (4.28) for 1 < p  q < f and (4.31), (4.38), (4.30) in the case 0 < q < p < f,
p > 1, respectively. By combining these estimates with (4.27) we obtain the upper
bounds in (4.22) and (4.23).
The lower bound. Let 1 < p  q < f.
First we prove that AT ≈AT,1 +AT,2, where AT,1 := supt>0 supb−1(V(t))st AT,1(s,t)
and AT,2 := supt>0 suptsa−1(V(t)) AT,2(t,s) with
AT,1(s,t) :=
(∫ t
s
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ V(t)
a(s)
vp
′
(y)dy
)− 1p
and
AT,2(t,s) :=
(∫ s
t
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ b(s)
V(t)
vp
′
(y)dy
)− 1p
.
Indeed, in view of (2.54)
1
2
∫ b(s)
a(s)
vp
′
(y)dy 
∫ V(t)
a(s)
vp
′
(y)dy 
∫ b(s)
a(s)
vp
′
(y)dy, b−1(V(t))  s  t. (4.39)
Therefore, it holds that
AT,1 ≈ sup
s>0
(∫ b(s)
a(s)
vp
′
(y)dy
)− 1p
sup
stV−1(b(s))
(∫ t
s
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
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= sup
s>0
(∫ V−1(b(s))
s
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q (∫
'(s)
vp
′
(y)dy
)− 1p
.
Analogously, because of (2.54)
1
2
∫ b(s)
a(s)
vp
′
(y)dy 
∫ b(s)
V(t)
vp
′
(y)dy 
∫ b(s)
a(s)
vp
′
(y)dy, t  s  a−1(V(t)). (4.40)
Thus,
AT,2 ≈ sup
s>0
(∫ s
V−1(a(s))
[∫
'(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫
'(s)
vp
′
(y)dy
)− 1p
.
Now suppose that ‖H ‖<f and insert the function fs,t (y)= vp′−1(y)F[a(s),V(t)](y),
where b−1(V(t))  s  t, into the inequality
(∫ f
0
(H f )q (x)dx
) 1
q
 ‖H ‖
(∫ f
0
f p(y)dy
) 1
p
.
Since a(s)  a(x) and V(x)  V(t) for s  x  t, we have in view of (2.54) that
‖H ‖
1
2
(∫ t
s
[∫ b(x)
a(x)
vp
′
(y)dy
]q
wq(x)dx
) 1
q
(∫ V(t)
a(s)
vp
′
(y)dy
)− 1p
≈AT,1(s,t).
Therefore, ‖H ‖ ≫AT,1(s, t) for all s  t and, thus, ‖H ‖ ≫AT,1. Analogously, by
applying the function ft,s(y) = v
p′−1(y)F[V(t),b(s)](y) with t  s  a−1(V(t)) we get
that ‖H ‖≫AT,2.
Let 0 < q < p < f, p > 1. First, similar to Theorem 4.1 we prove ‖H ‖≫BPS
under the condition (4.9). Let us remind that in this case we denote
x− = a(x), x+ = b(x), '(x) = [x−,x+]
and establish the estimate
C≫BPS, (4.41)
where C is the least possible constant of the inequality (4.10) which holds for the
function class from Definition 4.1. For this purpose it is sufficient to prove that C ≫
B
±
PS, where
B
±
PS :=
(∫ f
0
[∫
'±(t)
{∫
'(x)
vp
′
(y)dy
}q
wq(x)dx
] r
p
[∫
'(t)
vp
′
(y)dy
]q− rp
wq(t)dt
) 1
r
and '−(t) = (t−,t), '+(t) = (t,t+).
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

Kk−1 Kk Kk+1 K∗k+1
b(x)
a(x)
V(x) = x Further we utilize in part nota-
tions from the proof of Theorem
4.1 with sometimes a different
meaning. To prove C ≫ B−PS
we put K0 = 1 and define the se-
quence {Kk}k∈Z ⊂ (0,f) by
Kk+1 = a−1(Kk), k ∈ Z.
Let
K∗k = min(K+k ,Kk+1).
For a fixed k ∈ Z we take four
neighboring points Kk−1, Kk,
Kk+1, K∗k+1 and let
fk(t) = F[Kk−1,Kk+1](t) [gk(t)+hk(t)] ,
where
gk(t) =
∫ t
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
pq
(∫ s
Kk−1
vp
′
(y)dy
) r
pq′
vp
′
(s)ds,
hk(t)=
(∫ Kk+1
Kk−1
vp
′
(y)dy
)− rpq (∫ Kk+1
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
pq
(∫ t
Kk−1
vp
′
(s)ds
)
.
On the interval [Kk−1,K∗k+1] we define the function
Ik(t) =
{
fk(t), t ∈ [Kk−1,Kk+1],
fk(Kk+1):k+1(t), t ∈ [Kk+1,K∗k+1],
where
:l(t) =
(∫ K∗l
Kl
vp
′
(y)dy
)−1 ∫ K∗l
t
vp
′
(s)ds.
Put
Qk := Ok + Pk,
where
Ok :=
∫ Kk+1
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds,
Pk :=
(∫ Kk+1
Kk−1
vp
′
(y)dy
)− rp (∫ Kk+1
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
q
.
Now we find a decomposition
Ik(t) =
2¦
i=1
Ik,i(t) (4.42)
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with Ik,i ∈L , i = 1,2. To this end we first determine Ik,1(t) by
Ik,1(t) =
⎧⎪⎨⎪⎩
0, t /∈ [Kk−1,K∗k ],
Ik(t), t ∈ [Kk−1,Kk],
Ik(Kk):k(t), t ∈ [Kk,K∗k ].
Since K−k = Kk−1 , it yields that suppIk,1 ⊆ [K−k ,K∗k ]⊆ [K−k ,K+k ] and, hence, Ik,1 ∈L .
Obviously that Ik,2(t) = Ik(t)−Ik,1(t) is in L . It is clear that (4.42) holds. Our next
step is to prove that
‖I ′k,i/v‖pp ≪ Qk, i = 1,2. (4.43)
If
N1 := ‖I ′k,1/v‖pp =
∫ Kk
Kk−1
|I ′k(s)|pv−p(s)ds+ f pk (Kk)
∫ K∗k
Kk
|:′k(s)|pv−p(s)ds =: N1,1 +N1,2,
then
N1,1 =
∫ Kk
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds
+
(∫ Kk+1
Kk−1
vp
′
(y)dy
)− rq (∫ Kk+1
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
q
×
(∫ Kk
Kk−1
vp
′
(s)ds
)
 Ok + Pk = Qk.
By Ho¨lder’s inequality,
f
p
k (Kk) ≈
(∫ Kk
Kk−1
[∫ Kk+1
s
wq(x)dx
] r
pq
[∫ s
Kk−1
vp
′
(y)dy
] r
pq′
vp
′
(s)ds
)p
+
(∫ Kk+1
Kk−1
vp
′
(y)dy
)− rq(∫ Kk+1
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
q
(∫ Kk
Kk−1
vp
′
(s)ds
)p

∫ Kk
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
vp
′
(s)ds
(∫ Kk
Kk−1
vp
′
(s)ds
)p−1
+Pk
(∫ Kk
Kk−1
vp
′
(s)ds
)p−1
 (Ok + Pk)
(∫ Kk
Kk−1
vp
′
(s)ds
)p−1
= Qk
(∫ Kk
Kk−1
vp
′
(s)ds
)p−1
.
Since ∫ K∗k
Kk
|:′k(s)|pv−p(s)ds =
(∫ K∗k
Kk
vp
′
(s)ds
)1−p
,
we have that
N1,2 ≪ Qk
(∫ Kk
Kk−1
vp
′
(s)ds
)p−1(∫ K∗k
Kk
vp
′
(s)ds
)1−p
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and in view of (2.54), (4.9) and (4.16) it holds that N1,2 ≪ Qk. Thus, (4.43) is proved
for i = 1. Since Ik,2(Kk+1) = Ik(Kk+1), we can write for the second case of (4.43) that
N2 := ‖I ′k,2/v‖pp =
∫ Kk+1
Kk
|I ′k,2(s)|pv−p(s)ds+I pk (Kk+1)
∫ K∗k+1
Kk+1
|:′k+1(s)|pv−p(s)ds
=
∫ Kk+1
Kk
|I ′k(s)−I ′k,1(s)|pv−p(s)ds+I pk (Kk+1)
∫ K∗k+1
Kk+1
|:′k+1(s)|pv−p(s)ds
≪
∫ Kk+1
Kk
|I ′k(s)|pv−p(s)ds+ f pk (Kk)
∫ Kk+1
Kk
F[Kk,K∗k ](s)|:′k(s)|pv−p(s)ds
+ f pk (Kk+1)
∫ K∗k+1
Kk+1
|:′k+1(s)|pv−p(s)ds =: N2,1 +N2,2 +N2,3.
Obviously, N2,2 = N1,2 ≪ Qk. Similar to N1,1 and N1,2 we can prove that N2,1 +N2,3 ≪
Qk. Therefore, (4.43) is true for i = 2 also.
Now, since
gk(t) 
(∫ Kk+1
t
wq(x)dx
) r
pq
∫ t
Kk−1
(∫ s
Kk−1
vp
′
(y)dy
) r
pq′
vp
′
(s)ds
≈
(∫ Kk+1
t
wq(x)dx
) r
pq
(∫ t
Kk−1
vp
′
(y)dy
) r
p′q
, t ∈ [Kk−1,Kk+1],
the lower bound
‖Ikw‖qq ≫ Qk (4.44)
follows. Next we construct the functions
Fi = ¦
|k|N
Ik,i = ¦
|k|N
I2k,i + ¦
|k|N
I2k+1,i = : F1,i +F2,i,
where N ∈ N. For every i = 0,1 the supports of I2k,i, k ∈ Z, are mutually disjoint.
Therefore, F1,i ∈L and by the same reason F2,i ∈L . Observe that
2  ¦
|k|N
FsuppIk (x)  3, x ∈
⋃
|k|N
supp Ik.
On the strength of (4.42), (4.43) and (4.44) we find that(
¦
|k|N
Qk
)1/q
≪ ‖ ¦
|k|N
Ikw‖q 
2¦
i=1
2¦
j=1
‖Fj,iw‖q  C
2¦
i=1
2¦
j=1
‖F ′j,i/v‖p
≪ C
(
¦
|k|N,i
‖I ′k,i/v‖pp
)1/p
≪C
(
¦
|k|N
Qk
)1/p
. (4.45)
Therefore, by letting N → f we obtain C ≫ (¦k∈Z Qk)1/r . Now we put
O˜k :=
∫ Kk+1
Kk−1
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
q
(∫ t
Kk−1
vp
′
(y)dy
)− rq
vp
′
(t)dt,
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O ∗k :=
∫ Kk+1
Kk−1
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
p
(∫ t
Kk−1
vp
′
(y)dy
)q− rp
wq(t)dt.
Write
O˜k=
∫ Kk+1
Kk−1
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
d
[
−
∫ Kk+1
s
wq(x)dx
]) r
q
(∫ t
Kk−1
vp
′
(y)dy
)− rq
vp
′
(t)dt,
and note that∫ t
Kk−1
(∫ s
Kk−1
vp
′
(y)dy
)q
d
(
−
∫ Kk+1
s
wq(x)dx
)
 q
∫ t
Kk−1
(∫ Kk+1
s
wq(x)dx
)(∫ s
Kk−1
vp
′
(y)dy
)q−1
vp
′
(s)ds
≈
∫ t
Kk−1
{(∫ Kk+1
s
wq(x)dx
)(∫ s
Kk−1
vp
′
(y)dy
)q−1+ q2p}(∫ s
Kk−1
vp
′
(y)dy
)− q2p
vp
′
(s)ds
[applying Ho¨lder’s inequality with the powers r/q and p/q ]

(∫ t
Kk−1
[∫ Kk+1
s
wq(x)dx
] r
q
[∫ s
Kk−1
vp
′
(y)dy
] r
q′
+ r2p
vp
′
(s)ds
) q
r
×
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]− 12
vp
′
(s)ds
) q
p
.
This implies
O˜k ≪
∫ Kk+1
Kk−1
∫ t
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
+ r2p
vp
′
(s)ds
×
(∫ t
Kk−1
vp
′
(y)dy
) r
2p−
r
q
vp
′
(t)dt
=
∫ Kk+1
Kk−1
(∫ Kk+1
s
wq(x)dx
) r
q
(∫ s
Kk−1
vp
′
(y)dy
) r
q′
+ r2p
vp
′
(s)ds
×
∫ Kk+1
s
(∫ t
Kk−1
vp
′
(y)dy
) r
2p−
r
q
vp
′
(t)dt ≪ Ok.
Observe that
O˜k = p
r
∫ Kk+1
Kk−1
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
q
d
(
−
[∫ t
Kk−1
vp
′
(y)dy
]− rp)
= −
p
r
Pk + p
q
O ∗k .
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Therefore,
O ∗k = qp O˜k +
q
r
Pk,
and, hence,
O ∗k ≪ Qk.
This implies C≫ (¦k∈Z Qk)1/r ≫
(¦k∈ZO ∗k )1/r . Note that∫ t
Kk−1
vp
′
(y)dy 
∫ t+
Kk−1
vp
′
(y)dy  2
∫ t+
Kk
vp
′
(y)dy (4.46)
and
1
2
∫
'(t)
vp
′
(y)dy 
∫ t+
Kk
vp
′
(y)dy 
∫
'(t)
vp
′
(y)dy (4.47)
for any t ∈ [Kk,Kk+1]. Therefore, in view of (2.54) and (4.9) we obtain that
O ∗k 
∫ Kk+1
Kk
(∫ t
Kk−1
[∫ s
Kk−1
vp
′
(y)dy
]q
wq(s)ds
) r
p
(∫ t
Kk−1
vp
′
(y)dy
)q− rp
wq(t)dt
(4.46)
 2
− rp
∫ Kk+1
Kk
(∫
'−(t)
[∫
'−(s)
vp
′
(y)dy
]q
wq(s)ds
) r
p
×
(∫
'−(t)
vp
′
(y)dy
)q(∫ t+
Kk
vp
′
(y)dy
)− rp
wq(t)dt
(4.47)
≫
∫ Kk+1
Kk
(∫
'−(t)
[∫
'(s)
vp
′
(y)dy
]q
wq(s)ds
) r
p
(∫
'(t)
vp
′
(y)dy
)q− rp
wq(t)dt.
Hence, the required estimate C≫B−PS is proved. The estimate C≫B
+
PS can be proved
similarly with intervals formed by the fairway V(x) and the upper boundary function
b(x). Thus, the estimate (4.41) holds and, therefore, the inequality ‖H ‖ ≫ BPS is
proved in the case when the fairway V(x) = x. The general case follows similar to the
proof of Theorem 4.1. By changing variables (4.18) in both hand sides of the inequality
(4.19) we arrive to the inequality (4.20). Since (4.21) is true the fairway–function for
a˜, b˜ and v˜ is just V˜(x) = x. Therefore, in view of the obtained estimate B˜PS ≪‖H ‖
with
B˜
r
PS =
∫ f
0
(∫
'˜(t)
[∫
'˜(s)
v˜p
′
(y)dy
]q
wq(s)ds
) r
p
(∫
'˜(t)
v˜p
′
(y)dy
)q− rp
wq(t)dt
and because of '˜(t) = [a˜(t), b˜(t)] = T (t), ∫'˜(t) v˜p′(y)dy = ∫'(t) vp′(y)dy we get B˜PS =
BPS.
5. Geometric Steklov operator
In this section we study the geometric Steklov operator
G f (x) := exp
(
1
b(x)−a(x)
∫ b(x)
a(x)
log f (y)dy
)
, f (y)  0,
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acting in weighted Lebesgue spaces with the border functions a(x) and b(x) satisfying
the conditions (1.2). This operator is closely related to the Hardy operator (1.1) because
of Jensen’s inequality
[G ( f v)] (x)w(x) 
H f (x)
b(x)−a(x)
, (5.1)
from which the upper bound for the weighted Lp−Lq boundedness of G easy follows
if Lp−Lq boundedness of H has a suitable characterization.
THEOREM 5.1. Let 0 < p  q <f and the operator G be given by (1.3) with the
boundary functions a(x) and b(x) satisfying the condition (1.2). Then for the ”norm”
‖G ‖Lp,v→Lq,w := sup f0
‖(G f )w‖q
‖ f v‖p
the estimate
‖G ‖Lp,v→Lq,u ≈ sup
t>0
(∫ V−10 (b(t))
V−10 (a(t))
uq(x)dx
) 1
q
[b(t)−a(t)]−
1
p , (5.2)
holds.
If 0 < q < p < f then
‖G ‖Lp,v→Lq,w ≈
⎛⎝∫ f
0
[∫ V−10 (b(t))
V−10 (a(t))
uq(s)ds
] r
p
[b(t)−a(t)]−
r
p uq(t)dt
⎞⎠
1
r
=: BG , (5.3)
where
V0(t) := a(t)+b(t)
2
, u(t) :=
(
G v−1
)
(t)w(t). (5.4)
Proof. The proof of the estimate (5.2) is due to L.-E. Persson and D.V. Prokhorov.
We prove the estimate (5.3).
The upper bound. Let 0 < q < p < f and BG < f. According to Jensen’s in-
equality (5.1) we can get the upper bound in (5.3) by using Theorem 4.2 with suitable
summation parameters and proper weight functions. Indeed, since G ( f s) = (G f )s and
G ( f ·g) = (G f ) · (G g) the equalities
‖G ‖Lp,v→Lq,w = ‖G ‖Lp,1→Lq,u = ‖G ‖
1
s
L p
s ,1
→L q
s ,u
s
(5.5)
hold with u defined by (5.4). Note that for H : Lp,1 → Lq,u with u = u
s, p = p/s and
q = q/s the corresponding parameter r is equal to r/s and, respectively, r/p = r/p.
Moreover, the condition p > 1 of Theorem 4.2 is satisfied if we put 0 < s < q < p <f.
Therefore, according to (5.1) and Theorem 4.2 with v = 1 and w = us we have for any
0 < 1 < q/s < p/s < f that
‖G ‖
1
s
L p
s ,1
→L q
s ,u
s
 ‖H ‖
1
s
L p
s
→L q
s
≪BG . (5.6)
Now, in view of (5.5) the upper bound in (5.3) is proved.
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The lower bound. Suppose that ‖G ‖Lp,v→Lq,w = ‖G ‖Lp,1→Lq,u = ‖G ‖
1/s
L p˜,1→Lq˜,u˜
<f,
where u˜ = us and p˜ = p/s, q˜ = q/s for any 0 < q < p < s < f. In other words the
inequality
‖(G f )u˜‖q˜  C‖ f‖ p˜ (5.7)
holds for all f ∈ L p˜ and 0 < q˜ < p˜ < 1 with C < f independent on f . Now the
fairway–function V(x) is such that b(x)−V(x) = V(x)− a(x). Let us remind that as
before we denote
x− = V−1(a(x)), x+ = V−1(b(x)), T (x) = [x−,x+].
Similarly to the sections 4.1 and 4.2 we prove that
(∫ f
0
[∫
T±(x)
u˜q˜(s)ds
] r˜
p˜
[b(x)−a(x)]
− r˜
p˜ u˜q˜(x)dx
) 1
r˜
=: (B˜G )
±≪ ‖G ‖L p˜,1→Lq˜,u˜ ,
where T−(x) = (x−,x), T+(x) = (x,x+) and 1/r˜ = 1/q˜−1/ p˜. To prove the inequality
with (B˜G )
− we put [0 = 1 and define the sequence {[k} ⊂ (0,f) as before such that
[k = (a−1 ◦ b)k(1), k ∈ Z.
Then [k < [+k = [−k+1 < [k+1. Moreover,
⋃
k[[k,[k+1)= (0,f) and ⋃k[V([k),V([k+1))
= (0,f).


a([k )
b([k+1 )
V(m0
k
)
m0
k
m1
k
m2
k
m−1
k
m−2
k
[−
k
[k [k+1
V(x)
b(x)
a(x)
Further, put [+k = [−k+1 = m0k
and construct on every seg-
ment [[k,[k+1] the sequence
{m
j
k} with − ja(k)  j 
jb(k) by the following way:
for − ja(k)  j  0 we use
the construction of Lemma
2.7 with v = 1 and d = [k,
while for 0  j  jb(k) we
use Lemma 2.5 with v =
1 and c = [k+1. Actually
we have the sequence {m
j
k},
− ja(k)  j  jb(k), defined
by:
(1) m
− ja(k)
k = [k, m jb(k)k = [k+1;
(2) if ([+k )−  [k then ja(k)=1; jb(k)=1 if [N −(k)]=0 or N −(k)=[N −(k)]=1;
(3) if ([+k )− > [k, then ja(k) > 1 and m j−1k = (m jk)−, where (m jk)− > [k and
− ja(k)+2  j  0;
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(4) if [N −(k)] > 0, then the points m jk for 1  j  [N
−(k)] are taken so that
b(m jk)−a([k+1) = 2 [b(m j−1k )−a([k+1)]. (5.8)
Then we have
⋃
k
⋃ jb(k)−1
j=− ja(k)
[m jk,m
j+1
k ) = (0,f) and the following useful properties of
b(t)−a(t) coming from Lemmas 2.5 and 2.7:
1◦ ) if t ∈ (m
j
k,m
j+1
k ), then
b(t)−a(t)≈ b(m j+1k )−a(m
j
k) (5.9)
and
b(m j+1k )−a(m
j
k)≈ b(m
j
k)−a(m
j
k)≈ b(m
j+1
k )−a(m
j+1
k ); (5.10)
2◦ ) if t ∈ [x−,x], then
b(t)−a(t)≈ b(x)−a(x−)≈ b(x)−a(x) for [k  x− < t < x  [+k ,
(5.11)
and
b(t)−a(t) < b(x)−a(x−)≈ b(x)−a(x); (5.12)
3◦ ) if 0  j  jb(k)−2, then
b(m
j+i
k )−a([k+1) = 2i [b(m jk)−a([k+1)] for some i ∈ {1, . . . , jb(k)− j−1}.
(5.13)
Now we apply in (5.7) a test function of the form f (y) = ¦k∈Z¦ jb(k)−1j=− ja(k) fk, j(y),
where
fk, j(y) = F(a(m j
k
),b(m
j+1
k
))
(y)lk, j
and
lk, j : =
(∫ m j+1
k
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜q˜
[b(m
j+1
k )−a(m
j
k)]
− r˜
p˜q˜ .
Then we have
‖(G f )u˜‖
q˜
q˜
=
∫ f
0
(
exp
1
b(x)−a(x)
∫ b(x)
a(x)
log f (y)dy
)q˜
u˜q˜(x)dx
= ¦
k∈Z
jb(k)−1¦
j=− ja(k)
∫ m j+1
k
m
j
k
(
exp
1
b(x)−a(x)
∫ b(x)
a(x)
log
[
¦
n∈Z
jb(n)−1¦
i=− ja(n)
fn,i(y)
]
dy
)q˜
×u˜q˜(x)dx
 ¦
k∈Z
jb(k)−1¦
j=− ja(k)
l
q˜
k, j
∫ m j+1
k
m
j
k
u˜q˜(x)dx
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(5.9)
≫ ¦
k∈Z
jb(k)−1¦
j=− ja(k)
∫ m j+1
k
m
j
k
(∫ x
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
(b(x)−a(x))
− r˜
p˜ u˜q˜(x)dx
=: ¦
k∈Z
jb(k)−1¦
j=− ja(k)
Jk, j. (5.14)
On the other hand in view of p˜ < 1 we have that
‖ f‖ p˜
p˜
= ¦
k∈Z
∫ V([k+1)
V([k)
(
¦
n∈Z
jb(n)−1¦
i=− ja(n)
fn,i(y)
)p˜
dy  ¦
k∈Z
∫ V([k+1)
V([k)
(
¦
n∈Z
jb(n)−1¦
i=− ja(n)
f
p˜
n,i(y)
)
dy
= ¦
k∈Z
∫ V([k+1)
V([k)
(
¦
n∈Z
jb(n)−1¦
i=− ja(n)
F(a(min),b(mi+1n ))(y) l
p˜
n,i
)
dy.
Denote
Mn,i(k) : = (V([k),V([k+1))∩ (a(min),b(mi+1n ))
and observe that Mn,i(k)=∅ if n  k−2 and n  k+2, while Mn,i(k)⊆ (a(m
i
n),b(m
i+1
n ))
for the rest k−1  n  k+1 and all corresponding them −ia(n)  i  ib(n)−1. There-
fore,
‖ f‖ p˜
p˜
 ¦
k∈Z
∫ V([k+1)
V([k)
(
k+1¦
n=k−1
jb(n)−1¦
i=− ja(n)
FMn,i(k)(y) l p˜n,i
)
dy
= ¦
k∈Z
∫ V([k+1)
V([k)
(
jb(k−1)−1¦
j=− ja(k−1)
FMk−1, j(k)(y) l p˜k−1, j +
jb(k)−1¦
j=− ja(k)
FMk, j(k)(y) l p˜k, j
+
jb(k+1)−1¦
j=− ja(k+1)
FMk+1, j(k)(y) l p˜k+1, j
)
dy  ¦
k∈Z
jb(k−1)−1¦
j=− ja(k−1)
l
p˜
k−1, j[b(m
j+1
k−1)−a(m
j
k−1)]
+¦
k∈Z
jb(k)−1¦
j=− ja(k)
l
p˜
k, j[b(m
j+1
k )−a(m
j
k)]+¦
k∈Z
jb(k+1)−1¦
j=− ja(k+1)
l
p˜
k+1, j[b(m
j+1
k+1)−a(m
j
k+1)]
= ¦
k∈Z
(
jb(k−1)−1¦
j=− ja(k−1)
Wk−1, j +
jb(k)−1¦
j=− ja(k)
Wk, j +
jb(k+1)−1¦
j=− ja(k+1)
Wk+1, j
)
 3¦
k∈Z
jb(k)−1¦
j=− ja(k)
Wk, j, (5.15)
where
Wk, j : =
(∫ m j+1
k
(m
j
k
)−
u˜q˜(s)ds
) r˜
q˜
[b(m j+1k )−a(m
j
k)]
− r˜
p˜
and
Wk, j = q
r
[b(m j+1k )−a(m
j
k)]
− r˜
p˜
∫ m j+1
k
(m
j
k
)−
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
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=
q
r
[b(m j+1k )−a(m
j
k)]
− r˜
p˜
∫ m j
k
(m
j
k
)−
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
+
q
r
[b(m j+1k )−a(m
j
k)]
− r˜
p˜
∫ m j+1
k
m
j
k
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
= : Ik, j + IIk, j. (5.16)
On the strength of (5.9) IIk, j ≈ Jk, j and we can write that
‖ f‖ p˜
p˜
≪ ¦
k∈Z
jb(k)−1¦
j=− ja(k)
[
Ik, j + Jk, j] . (5.17)
Now we need to estimate ¦k∈Z¦ jb(k)−1j=− ja(k) Ik, j by ¦k∈Z¦
jb(k)−1
j=− ja(k)
Jk, j. Let j = − ja(k),
then (m
− ja(k)
k )
− = m0k−1 and
Ik,− ja(k) =
[
b(m
− ja(k)+1
k )−a(m
− ja(k)
k )
]− r˜
p˜
∫ [k
[−
k
(∫ t
[−
k
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
(5.10)
≈ [b([k)−a([k)]− r˜p˜
∫ [k
[−
k
(∫ t
[−
k
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
(5.12)
≪
∫ [k
[−
k
(∫ t
[−
k
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt

jb(k−1)−1¦
j=0
∫ m j+1
k−1
m
j
k−1
(∫ t
(m
j
k−1)
−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
=
jb(k−1)−1¦
j=0
Jk−1, j. (5.18)
Let j = 0, then we have if ja(k) = 1 that
Ik,0 =
[
b(m1k)−a(m
0
k)
]− r˜
p˜
∫ m0
k
(m0
k
)−
(∫ t
(m0
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
(5.10),(5.12)
≪
∫ m0
k
(m0
k
)−
(∫ t
(m0
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt

jb(k−1)−1¦
j=0
∫ m j+1
k−1
m
j
k−1
(∫ t
(m
j
k−1)
−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
+
∫ m0
k
m−1
k
(∫ t
(m−1
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
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
jb(k−1)−1¦
j=0
Jk−1, j + Jk,−1. (5.19)
If ja(k) > 1 and − ja(k)+1  j  0, then
0¦
j=− ja(k)+1
Ik, j = Ik,− ja(k)+1 +
0¦
j=− ja(k)+2
Ik, j. (5.20)
Analogously to (5.19),
Ik,− ja(k)+1 ≪
jb(k−1)−1¦
j=0
Jk−1, j + Jk,− ja(k), (5.21)
while
0¦
j=− ja(k)+2
Ik, j 
0¦
j=− ja(k)+2
Jk, j−1 =
−1¦
j=− ja(k)+1
Jk, j. (5.22)
Finally we get from (5.18) – (5.22) that
0¦
j=− ja(k)
Ik, j ≪ 2
jb(k−1)−1¦
j=0
Jk−1, j +
−1¦
j=− ja(k)
Jk, j  2
(
jb(k−1)−1¦
j=0
Jk−1, j +
jb(k)−1¦
j=− ja(k)
Jk, j
)
.
(5.23)
Further, if jb(k) = 1, the required estimate follows from (5.23). Let jb(k) > 1 and
1  j  jb(k)− 1. Since (m
0
k)
− < (m
j
k)
− < m0k < m
j
k we have for 1  j  jb(k)− 1
that
Ik, j 
[
b(m
j+1
k )−a(m
j
k)
]− r˜
p˜
∫ m0k
(m0
k
)−
(∫ t
(m0
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
+
[
b(m
j+1
k )−a(m
j
k)
]− r˜
p˜
j¦
i=1
∫ mik
mi−1
k
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt = : I′k, j + I
′′
k, j.
To estimate I′k, j observe that b(m
j
k)− a(m
j
k) ≈ b(m
j
k)− a([k+1) and in view of (5.10)
and (5.13)
b(m j+1k )−a(m
j
k)≈ b(m
j
k)−a(m
j
k)≈ b(m
j
k)−a([k+1) = 2 j [b(m0k)−V(m0k)].
Analogously to (5.19) we have for each 1  j  jb(k)−1 that
I′k, j ≪ 2
− jr˜
p˜
[
(b(m0k)−V(m0k)
]− r˜
p˜
∫ m0
k
(m0
k
)−
(∫ t
(m0
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
(5.12)
≪ 2
− jr˜
p˜
∫ m0
k
(m0
k
)−
(∫ t
(m0
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
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 2
− jr˜
p˜
⎡⎣ jb(k−1)−1¦
i=0
∫ mi+1
k−1
mi
k−1
(∫ t
(mi
k−1)
−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
+
−1¦
n=− ja(k)
∫ mn+1
k
mn
k
(∫ t
(mn
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
]
= 2
− jr˜
p˜
[
jb(k−1)−1¦
i=0
Jk−1,i +
−1¦
n=− ja(k)
Jk,n
]
. (5.24)
Therefore,
jb(k)−1¦
j=1
I′k, j ≪
[
jb(k)−1¦
j=1
2
− jr˜
p˜
][
jb(k−1)−1¦
i=0
Jk−1,i +
−1¦
n=− ja(k)
Jk,n
]

2r˜/ p˜
2r˜/ p˜−1
[
jb(k−1)−1¦
i=0
Jk−1,i +
−1¦
n=− ja(k)
Jk,n
]
. (5.25)
Further, in view of (5.10),
I′′k, j ≪
[
b(m
j
k)−a(m
j
k)
]− r˜
p˜
j¦
i=1
∫ mik
mi−1
k
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt. (5.26)
Therefore, on the strength of (5.13) and the equivalence b(m
j
k)− a(m
j
k) to b(m
j
k)−
a([k+1) we get
jb(k)−1¦
j=1
I′′k, j ≪
jb(k)−1¦
j=1
[
b(m jk)−a([k+1)
]− r˜
p˜
j¦
i=1
∫ mi
k
mi−1
k
(∫ t
(m
j
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
=
[
b(m1k)−a([k+1)
]− r˜
p˜
∫ m1k
m0
k
(∫ t
(m1
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
+
[
b(m2k)−a([k+1)
]− r˜
p˜
([∫ m1k
m0
k
+
∫ m2k
m1
k
][∫ t
(m2
k
)−
u˜q˜(s)ds
] r˜
p˜
u˜q˜(t)dt
)
+ . . .
. . .+
[
b(m
jb(k)−1
k )−a([k+1)
]− r˜
p˜
×
([∫ m1k
m0
k
+ . . .+
∫ m jb(k)−1
k
m
jb(k)−2
k
][∫ t
(m
jb(k)−1
k
)−
u˜q˜(s)ds
] r˜
p˜
u˜q˜(t)dt
)
(5.13)

[
jb(k)−1¦
j=0
2
− jr˜
p˜
][
b(m1k)−a([k+1)
]− r˜
p˜
∫ m1k
m0
k
(∫ t
(m1
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
+
[
jb(k)−1¦
j=0
2
− jr˜
p˜
][
b(m2k)−a([k+1)
]− r˜
p˜
∫ m2k
m1
k
(∫ t
(m2
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt + . . .
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. . .+
[
jb(k)−1¦
j=0
2
− jr˜
p˜
][
b(m
jb(k)−1
k )−a([k+1)
]− r˜
p˜
∫ m jb(k)−1
k
m
jb(k)−2
k
×
(∫ t
(m
jb(k)−1
k
)−
u˜q˜(s)ds
) r˜
p˜
u˜q˜(t)dt
(5.9),(5.10),(5.12)
≪
2r˜/ p˜
2r˜/ p˜−1
[∫ m1k
m0
k
(∫ t
(m1
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt + . . .
. . .+
∫ m jb(k)−1
k
m
jb(k)−2
k
(∫ t
(m
jb(k)−1
k
)−
u˜q˜(s)ds
) r˜
p˜
[b(t)−a(t)]
− r˜
p˜ u˜q˜(t)dt
]

2r˜/ p˜
2r˜/ p˜−1
jb(k)−1¦
j=0
Jk, j. (5.27)
Now we have from (5.25) – (5.27) that
jb(k)−1¦
j=1
Ik, j ≪
2r˜/ p˜
2r˜/ p˜−1
[
jb(k−1)−1¦
j=0
Jk−1, j +
jb(k)−1¦
j=− ja(k)
Jk, j
]
. (5.28)
By combining (5.23) and (5.28) we conclude that
jb(k)−1¦
j=− ja(k)
Ik, j ≪max
{
2,
2r˜/ p˜
2r˜/ p˜−1
}[
jb(k−1)−1¦
j=0
Jk−1, j +
jb(k)−1¦
j=− ja(k)
Jk, j
]
 max
{
2,
2r˜/ p˜
2r˜/ p˜−1
}[
jb(k−1)−1¦
j=− ja(k−1)
Jk−1, j +
jb(k)−1¦
j=− ja(k)
Jk, j
]
. (5.29)
It follows from (5.17) and (5.29) that
‖ f‖ p˜
p˜
≪ ¦
k∈Z
[
jb(k−1)−1¦
j=− ja(k−1)
Jk−1, j +
jb(k)−1¦
j=− ja(k)
Jk, j
]
 2¦
k∈Z
jb(k)−1¦
j=− ja(k)
Jk, j. (5.30)
Finally, we have by combining (5.14) and (5.30) that
‖G ‖L p˜,1→Lq˜,u˜ ≫
(
¦
k∈Z
jb(k)−1¦
j=− ja(k)
Jk, j
) 1
r˜

(
¦
k∈Z
jb(k)−1¦
j=− ja(k)
∫ m j+1
k
m
j
k
[∫
T−(x)
u˜q˜(s)ds
] r˜
p˜
[b(x)−a(x)]
− r˜
p˜ u˜q˜(x)dx
) 1
r˜
= (B˜G )
−.
Analogously we can prove the inequality
‖G ‖L p˜,1→Lq˜,u˜ ≫ (B˜G )
+.
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Hence, in view of the equivalence BG ≈ (BG )
− +(BG )
+ and since r˜/ p˜ = r/p and
u˜q˜ = uq the lower bound for ‖G ‖Lp,v→Lq,w is proved.
6. Applications
6.1. Embeddings
Let u, v and w be non-negative measurable weight functions such that for 0 <
p,q,s < f, p > 1 the powers us, wq, v−p and vp′ are locally integrable on (0,f)
and 0 < u(x),v(x),w(x) < f for a.e. x ∈ R+. The Sobolev space W 1p,s consists of all
absolutely continuous functions on (0,f) such that
‖F‖W 1p,s := ‖Fu‖s +‖F
′/v‖p < f. (6.1)
We assume for simplicity that W 1p,s is a closure of the set of all finitely supported dif-
ferentiable functions with respect to the norm (6.1), i.e.
W 1p,s =
◦
W
1
p,s. (6.2)
In [15] necessary and sufficient conditions for u and v are pointed out under which
(6.2) holds. In this case by arguing as in [15] it is possible to construct the boundary
functions a(x) and b(x) satisfying (1.2) such that a(x) < x < b(x) and for all x∈ (0,f)∫
'−(x)
vp
′
(y)dy =
∫
'+(x)
vp
′
(y)dy, (6.3)
(∫
'(x)
us(z)dz
) 1
s
(∫
'(x)
vp
′
(y)dy
) 1
p′
= 1, (6.4)
where '(x) = [a(x),b(x)], '−(x) = [a(x),x], '+(x) = [x,b(x)]. The equality (6.3) says
that the fairway V(x) = x, and (6.4) guarantees inequalities(∫
'(x)
|F(z)|sus(z)dz
) 1
s
 2
(∫
'(x)
|F ′(y)|pv−p(y)dy
) 1
p
(6.5)
for every absolutely continuous function F such that F(t) = 0 for some t ∈ '(x) and
sup
t∈'(x)
|F(t)|≪
(∫
'(x)
vp
′
(y)dy
) 1
p′
[(∫
'(x)
|F(z)|sus(z)dz
)1
s
+
(∫
'(x)
|F ′(y)|pv−p(y)dy
)1
p
]
,
which follow by applying Ho¨lder’s inequality.
Let L ⊂
◦
W 1p,s be the set of functions satisfying Definition 4.1. Using (6.5) it is
easy to see that for 1 < p  s < f
‖F‖W1p,s ≈ ‖F
′/v‖p, F ∈L . (6.6)
Applying Theorem 4.1 we obtain the following assertion, where the constants AM
and BMR are given by (4.2) and (4.4), respectively.
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THEOREM 6.1. Let 1 < p  q < f, s > 0. Then the inequality
‖Fw‖q  C‖F‖W1p,s, F ∈L (6.7)
is valid if and only if AM < f. Moreover, for the least constant C in (6.7) the equiv-
alence C ≈ AM holds. If 0 < q < p < f, s  p > 1, then (6.7) is valid if and only if
BMR < f, moreover C ≈BMR.
Proof. The upper bounds C ≪ AM and C ≪ BMR follow from (4.11) and the
upper bounds for the norm ‖H ‖ established in Theorem 4.1. The estimate C ≫BMR
follows from the proof of Theorem 4.1 and (6.6). To justify C≫AM we fix an arbitrary
number t > 0 and consider a test function Ft := F(x) determined by
F(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, x /∈ [(t−)−,t+],∫ x
(t−)−
vp
′
(y)dy, x ∈ [(t−)−,t−],∫ t−
(t−)−
vp
′
(y)dy, x ∈ [t−,t],
∫ t+
x
vp
′
(y)dy
∫ t−
(t−)−
vp
′
(y)dy∫ t+
t
vp
′
(y)dy
, x ∈ [t,t+].
Obviously, F is absolutely continuous, suppF ⊆ [(t−)−,t+] and
(∫
'−(t)
wq(x)dx
) 1
q
(∫
'−(t−)
vp
′
(y)dy
)
 ‖Fw‖q. (6.8)
Let us show that
‖F‖W1p,s ≪
(∫
'−(t−)
vp
′
(y)dy
) 1
p
. (6.9)
We have
‖Fu‖ss =
∫
'−(t−)
(∫ z
(t−)−
vp
′
(y)dy
)s
us(z)dz+
(∫
'−(t−)
vp
′
(y)dy
)s ∫
'−(t)
us(z)dz
+
⎛⎜⎜⎝
∫
'−(t−)
vp
′
(y)dy∫
'+(t)
vp
′
(y)dy
⎞⎟⎟⎠
s ∫
'+(t)
(∫ t+
z
vp
′
(y)dy
)s
us(z)dz =: I1 + I2 + I3,
‖F ′/v‖pp =
∫
'−(t−)
vp
′
(y)dy+
⎛⎜⎜⎝
∫
'−(t−)
vp
′
(y)dy∫
'+(t)
vp
′
(y)dy
⎞⎟⎟⎠
p ∫
'+(t)
vp
′
(y)dy =: I4 + I5.
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Using (6.3) and (6.4) we find
I1 
(∫
'−(t−)
us(z)dz
)(∫
'−(t−)
vp
′
(y)dy
)s

(∫
'−(t−)
vp
′
(y)dy
) s
p
,
I2 
(∫
'−(t−)
vp
′
(y)dy
) s
p
(∫
'(t−)
vp
′
(y)dy
) s
p′
∫
'(t)
us(z)dz
= 2s/p
′
(∫
'−(t−)
vp
′
(y)dy
) s
p
(∫ (t−)+
t−
vp
′
(y)dy
) s
p′ ∫
'(t)
us(z)dz
 2s/p
′
(∫
'−(t−)
vp
′
(y)dy
) s
p
,
I3 
(∫
'−(t−)
vp
′
(y)dy
) s
p
(∫ (t−)+
t−
vp
′
(y)dy
) s
p′
(∫
'+(t)
us(z)dz
)

(∫
'−(t−)
vp
′
(y)dy
) s
p
,
I5  2
p−1
∫
'−(t−)
vp
′
(y)dy.
Putting these estimates together we get (6.9). Now we represent the function F in the
form
F = F1 +F2,
where
F1(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎩
0, x /∈ '(t−),∫ x
(t−)−
vp
′
(y)dy, x ∈ '−(t−),∫ (t−)+
x
vp
′
(y)dy, x ∈ '+(t−).
F1 ∈L because of (6.3), therefore F2 := F−F1 belongs L too. It is easy to see, that
‖F1‖W 1p,s 
∫
'−(t−)
vp
′
(y)dy
(∫
'−(t−)
us(z)dz
) 1
s
+
∫
'−(t−)
vp
′
(y)dy
(∫
'+(t−)
us(z)dz
) 1
s
+2
(∫
'−(t−)
vp
′
(y)dy
) 1
p
≪
(∫
'−(t−)
vp
′
(y)dy
) 1
p
(6.10)
and by the inequality (6.9)
‖F2‖W 1p,s  ‖F‖W1p,s +‖F1‖W1p,s ≪
(∫
'−(t−)
vp
′
(y)dy
) 1
p
. (6.11)
From (6.8), (6.10) and (6.11) applying (6.7) to F1 and F2 we find(∫
G+(t−)
wq(x)dx
) 1
q
(∫
'−(t−)
vp
′
(y)dy
)
 ‖F1w‖q +‖F2w‖q
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 C
[
‖F1‖W1p,s +‖F2‖W1p,s
]
≪C
(∫
'−(t−)
vp
′
(y)dy
) 1
p
.
It implies (∫
G+(t−)
wq(x)dx
) 1
q
(∫
'(t−)
vp
′
(y)dy
) 1
p′
≪C,
where G+(t) = [t,a−1(t)], G−(t) = [b−1(t),t]. Similar inequality with G−(t+) and
'(t+) instead of G+(t−) and '(t−) follows from analogous consideration with test
function Gt := G of the form
G(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, x /∈ [t−,(t+)+],
∫ x
t−
vp
′
(y)dy
∫ (t+)+
t+
vp
′
(y)dy∫ t
t−
vp
′
(y)dy
, x ∈ [t−,t],
∫ (t+)+
t+
vp
′
(y)dy, x ∈ [t,t+],∫ (t+)+
x
vp
′
(y)dy, x ∈ [t+,(t+)+].
Since t > 0 was arbitrary we obtain AM ≪C.
6.2. Inequalities on monotone functions
In this section we study the operator (1.1) from weighted Lp to Lq on subclasses
of non-increasing ( f ↓ ) or non-decreasing ( f ↑ ) non-negative functions. The border
functions a(x) and b(x) as before satisfy the conditions (1.2).
Applying the Sawyer criterion [21] we reduce the problem to the Lp−Lq charac-
terization of integral operators with Oinarov’s kernels considered in Section 3. Using
the results of Theorem 3.1 and 3.2 we characterize the operator H on the cones of
monotone functions.
Let U(x) :=
∫ x
0 u
p(y)dy. Put
A
↓
0 =
(∫ f
0
[∫ b(x)
a(x)
v(y)dy
]q
wq(x)dx
) 1
q
U−1/p(f),
A
↓
1,0 := sup
t>0
(∫ t
0
[∫ b(x)
a(x)
v(y)dy
]q
wq(x)dx
) 1
q
(∫ f
b(t)
U−p
′
(z)up(z)dz
) 1
p′
,
A
↓
1,1 = sup
s>0
sup
sta−1(b(s))
[
A
↓
0(s,t)+A
↓
1(s,t)
]
,
where
A
↓
0(s,t) =
(∫ t
s
[∫ a(t)
a(x)
v(y)dy
]q
wq(x)dx
) 1
q
(∫ b(s)
a(t)
U−p
′
(z)up(z)dz
) 1
p′
,
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A
↓
1(s,t) =
(∫ t
s
wq(x)dx
) 1
q
(∫ b(s)
a(t)
[∫ z
a(t)
v(y)dy
]p′
U−p
′
(z)up(z)dz
) 1
p′
.
Also we notate
B
↓
1,0 : =
(∫ f
0
[∫ t
0
{∫ b(x)
a(x)
v(y)dy
}q
wq(x)dx
] r
p
×
[∫ f
b(t)
U−p
′
(z)up(z)dz
] r
p′
[∫ b(t)
a(t)
v(y)dy
]q
wq(t)dt
) 1
r
,
B
↓
1,1 =
[
¦
k∈Z
(
B
↓
k,1
)r
+
(
B
↓
k,2
)r
+
(
B
↓
k,3
)r
+
(
B
↓
k,4
)r] 1r
,
where
B
↓
k,1 =
⎛⎝∫ a([k+1)
a([k)
[∫ a−1(t)
[k
{∫ t
a(x)
v(y)dy
}q
wq(x)dx
] r
q
×
[∫ a([k+1)
t
U−p
′
(z)up(z)dz
] r
q′
U−p
′
(t)up(t)dt
) 1
r
,
B
↓
k,2 =
(∫ [k+1
[k
[∫ t
[k
wq(x)dx
] r
p
×
[∫ a([k+1)
a(t)
{∫ z
a(t)
v(y)dy
}p′
U−p
′
(z)up(z)dz
] r
p′
wq(t)dt
⎞⎠
1
r
,
B
↓
k,3 =
(∫ b([k+1)
b([k)
[∫ [k+1
b−1(t)
{∫ a([k+1)
a(x)
v(y)dy
}q
wq(x)dx
] r
q
×
[∫ t
b([k)
U−p
′
(z)up(z)dz
] r
q′
U−p
′
(t)up(t)dt
) 1
r
,
B
↓
k,4 =
(∫ [k+1
[k
[∫ [k+1
t
wq(x)dx
] r
p
×
[∫ b(t)
b([k)
{∫ z
a([k+1)
v(y)dy
}p′
U−p
′
(z)up(z)dz
] r
p′
wq(t)dt
⎞⎠
1
r
,
and [k = (a−1 ◦ b)k([0), [0 = 1.
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THEOREM 6.2. For the least possible constant C in the inequality
‖H f‖q  C‖ f u‖p , f ↓, (6.12)
the estimates
C ≈
{
A
↓
0 +A
↓
1,0 +A
↓
1,1, 1 < p  q < f,
A
↓
0 +B
↓
1,0 +B
↓
1,1, 1 < q < p < f,
hold.
Proof. We start with analysis of the Sawyer criterion for the three-weighted in-
equality
‖T f‖q  C‖ f u‖p , f ↓, (6.13)
where
T f (x) = w(x)
∫ f
0
t(x,y) f (y)v(y)dy
is an integral operator with a non-negative kernel t(x,y). Let
T ∗g(y) = v(y)
∫ f
0
t(x,y)g(x)w(x)dx
be a formally adjoint operator to T. By Sawyer criterion [21] the inequality (6.13) is
equivalent, when 1 < p,q < f, to the following two inequalities(∫ f
0
[
U−1(z)up−1(z)
∫ z
0
T ∗g(y)dy
]p′
dx
) 1
p′
 C1
(∫ f
0
gq
′
(x)dx
) 1
q′
, g  0,
(6.14)
and ∫ f
0
T ∗g(y)dy  C2
(∫ f
0
gq
′
(x)dx
) 1
q′
U1/p(f), g  0. (6.15)
We assume the constants C, C1 and C2 as the least possible. The second inequality
(6.15) is easily characterized by the duality in Lebesgue’s space and
C2 =
(∫ f
0
[∫ f
0
t(x,y)v(y)dy
]q
wq(x)dx
) 1
q
U−1/p(f).
As for the first inequality (6.14) it is more convenient for our purpose to use its
dual form (∫ f
0
[
w(x)
∫ f
0
t(x,y)v(y)
{∫ f
y
U−1(z)up−1(z)g(z)dz
}
dy
]q
dx
) 1
q
 C1
(∫ f
0
gp(z)dz
) 1
p
, g  0. (6.16)
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Now, applying this scheme for the least possible constant C in (6.12) we have
C ≈A ↓0 +A
↓
1 ,
where A
↓
1 is a characterization constant for the inequality(∫ f
0
[
w(x)
∫ b(x)
a(x)
v(y)
{∫ f
y
U−1(z)up−1(z)g(z)dz
}
dy
]q
dx
) 1
q
 C1
(∫ f
0
gp(z)dz
) 1
p
, g  0. (6.17)
We write for the left hand side of (6.17)
F :=
∫ f
0
[
w(x)
∫ b(x)
a(x)
v(y)
{∫ f
y
U−1(z)up−1(z)g(z)dz
}
dy
]q
dx
≈
∫ f
0
[
w(x)
∫ b(x)
a(x)
v(y)dy
{∫ f
b(x)
U−1(z)up−1(z)g(z)dz
}]q
dx
+
∫ f
0
[
w(x)
∫ b(x)
a(x)
U−1(z)up−1(z)g(z)
{∫ z
a(x)
v(y)dy
}
dz
]q
dx.
Hence,
F ≈
∫ f
0
[
w(x)
∫ b(x)
a(x)
v(y)dy
{∫ f
b(x)
U−1(z)up−1(z)g(z)dz
}]q
dx
+
∫ f
0
[
w(x)
∫ b(x)
a(x)
k(z,x)g(z)U−1(z)up−1(z)dz
]q
dx,
where k(z,x) :=
∫ z
a(x) v(y)dy. Clearly, the kernel k(z,x)  0 satisfies the condition (3.4).
Thus, the inequality (6.17) is equivalent to the following two inequalities(∫ f
0
[
w(x)
∫ b(x)
a(x)
v(y)dy
{∫ f
b(x)
U−1(z)up−1(z)g(z)dz
}]q
dx
) 1
q
 C1,0
(∫ f
0
gp(z)dz
) 1
p
, g  0, (6.18)
and (∫ f
0
[
w(x)
∫ b(x)
a(x)
k(z,x)g(z)U−1(z)up−1(z)dz
]q
dx
) 1
q
 C1,1
(∫ f
0
gp(z)dz
) 1
p
, g  0, (6.19)
with C1 ≈C1,0 +C1,1. The constant C1,0 of (6.18) is characterized by Lemma 2.2 and
2.4: for 1 < p  q < f we have C1,0 ≈ A ↓1,0, and C1,0 ≈ B↓1,0 for 1 < q < p < f.
Applying Theorem 3.1 for the inequality (6.19) we finish the proof.
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REMARK 6.1. The similar result as Theorem 6.2 is also true for non-decreasing
functions. We omit details.
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[2], the case a(x) = x, b(x) = 2x was later completely characterized in PhD Thesis by
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