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Abstract
A ray pattern is a matrix each of whose entries is either 0 or a ray in the complex plane
originating from 0 (but not including 0). A ray pattern is a natural generalization of the concept
of a sign pattern, whose entries are from the set {+,−, 0}. Powers of sign patterns and ray
patterns, especially patterns whose powers are periodic, have been studied in several recent
papers. A ray pattern A is said to be powerful if Ak is unambiguously defined for all positive
integers k. In this paper, irreducible powerful ray patterns, in particular, primitive powerful ray
patterns, are completely characterized. Among the various characterizations, it is established
that every irreducible powerful ray pattern is a ray multiple of a periodic irreducible powerful
ray pattern. © 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 15A21; 15A48; 15A57
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1. Preliminaries
A ray pattern is a matrix each of whose entries is either 0 or a ray in the complex
plane of the form reiθ , where θ ∈ R and r runs through all positive real numbers. For
brevity, we denote a ray reiθ simply by eiθ . Of course, eiθ = ei(θ+2k) for any integer
k; if the arguments of two rays do not differ by an integer multiple of 2, then the rays
are distinct. For rays eiθ1 and eiθ2 , we perform multiplication, division and addition
in the obvious way. The product and quotient are given by eiθ1 eiθ2 = ei(θ1+θ2) and
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eiθ1/eiθ2 = ei(θ1−θ2). If θ1 and θ2 differ by a multiple of 2, then eiθ1 + eiθ2 = eiθ1 .
The sum of two distinct rays eiθ1 and eiθ2 is either an acute sector in the complex
plane with vertex at the origin (see [3] for the formal definition of sector) or a straight
line through the origin (when the two rays are opposite in direction). We denote by
# any sum of rays where at least two of the rays are distinct. Note that eiθ + # =
#, eiθ# = #, 0 + # = #, 0# = 0, # + # = # and ## = #.
The product of an m× n ray pattern A = (ars) and an n× p ray pattern B =
(brs) is defined in the usual way, with the (r, s) entry of AB given by
∑n
k=1 arkbks .
Clearly, such a product does not always yield a ray pattern, since some entries in the
product may be #. We define a generalized ray pattern to be a matrix each of whose
entries is 0, a ray or #. Observe that ray pattern multiplication is associative.
Ray patterns are natural generalizations of sign patterns, which are matrices with
entries from the set {+,−, 0}. Ray patterns have been investigated in the recent pa-
pers [3–5,9]. In qualitative and combinatorial matrix theory, powers of sign patterns
and ray patterns arise frequently, and substantial research has been done on such
powers, especially when the powers are unambiguously defined, for example, see
[6,7,10–13]. The study of the powers of sign patterns and ray patterns is motivated
by and based on the theory of nonnegative matrices, especially nonnegative primi-
tive matrices and nonnegative irreducible matrices, see, for example, [1,2] or [8] for
general information on nonnegative matrices.
Let A = (ars) be an n× n ray pattern. The digraph of A, denoted D(A), is the
digraph with vertex set {1, 2, . . . , n} such that there is an arc from r to s iff ars /= 0.
By a walk of length k in A we mean a formal product of some nonzero entries of A
of the form W = ai0i1ai1i2 · · · aik−1ik ; such a walk W is called a path if the indices
i0, i1, i2, . . . , ik are distinct, except possibly i0 = ik . Note that a walk W may be
identified with the corresponding walk in the digraph D(A). A cycle of length k in A
is a nonzero product of the form γ = aiki1ai1i2 · · · aik−1ik . If the indices i1, i2, . . . , ik
are distinct, we say that γ is a simple cycle or a k-cycle in A. Note that a cycle (a
simple cycle) is a walk (path). As in [4], for a walk W in A, ap(W) means the actual
product of the entries in W, resulting in a ray.
For an m× n ray pattern A = (ars), the ray pattern class of A, denoted R(A), is
the set of m× n complex matrices given by
{B = (brs) ∈ Mm×n(C) | brs = 0 iff ars = 0; arg(brs) = arg(ars) otherwise}.
We say that an n× n ray pattern A is powerful if for each positive integer k,
the matrix Ak is an unambiguously defined ray pattern, that is to say, there are no #
entries in Ak . It can be seen that Ak is unambiguously defined iff there is a unique
ray pattern (in fact, it is Ak) whose ray pattern class contains B1B2 · · ·Bk for all
B1, B2, . . . , Bk ∈ R(A). The following lemma follows directly from this definition.
Lemma 1.1. A ray pattern A of order n is powerful iff for each positive integer k
and all s, t ∈ {1, 2, . . . , n}, ap(W1) = ap(W2) for any two possible walks W1 and
W2 from s to t of length k.
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For example, the ray pattern
A =
[
1 eiθ
e−iθ 1
]
is powerful, since A = A2 and hence, for every k  1, Ak = A is unambiguously
defined.
In contrast, the ray pattern
B =
[
1 ei/3
1 1
]
is not powerful. Indeed,
B2 =
[
1 + ei/3 ei/3
1 1 + ei/3
]
=
[
# ei/3
1 #
]
.
If A is an n× n ray pattern, by a subpattern of A we mean an n× n ray pattern
obtained from A by setting a number (possibly none) of entries in A to 0. Thus, A is
a subpattern of itself.
The identity ray pattern I of order n is the n× n diagonal ray pattern each of
whose diagonal entries is the ray 1. Clearly, for a nonsingular diagonal ray pattern
D, we have DD∗ = D∗D = I and D−1 = D∗. We say that D∗AD is diagonally
similar to A.
Given some powerful ray patterns, it is easy to obtain new powerful ray patterns,
as can be seen from the following lemma, whose proof is straightforward and is
omitted.
Lemma 1.2. The set of powerful ray patterns is closed under the following opera-
tions:
(i) multiplication by any ray;
(ii) transposition;
(iii) conjugate transposition (denoted by ∗);
(iv) diagonal similarity;
(v) permutational similarity;
(vi) direct sum;
(vii) tensor product;
(viii) taking subpatterns.
A powerful ray pattern is said to be periodic if there exist positive integers b and p
such that Ab = Ab+p; following [6], the smallest such positive integers b and p are
called the base and period of A, respectively. If A = A1+p, A is said to be p-potent.
Throughout the paper, we let J, Jn or Jm×n denote the ray pattern of appropriate
size all of whose entries are equal to 1.
Example 1.3. Let α be any irrational number. Then eiαJn is powerful but not peri-
odic.
50 Z. Li et al. / Linear Algebra and its Applications 342 (2002) 47–58
Proposition 1.4. A powerful ray pattern A is periodic iff there exist positive integers
l and k such that Al is k-potent.
Proof. (⇐) Suppose Al = (Al)1+k . Then Al = Al+lk so that A is periodic.
(⇒) Suppose that A is periodic, that is, Ab = Ab+p for some positive integers b
and p. ThenAb = Ab+p = AbAp = Ab+pAp = Ab+2p = Ab+3p = · · · = Ab+bp =
(Ab)1+p. Hence, Ab is p-potent. 
A square matrix A is said to be reducible if there is a permutation matrix P such
that
P TAP =
[
A11 A12
0 A22
]
,
where A11 and A22 are square and nonempty. Otherwise, A is said to be irreducible.
It is well known that A is irreducible iff D(A) is strongly connected. That is to say,
for every pair of distinct vertices s and t in D(A), there exists a path in D(A) from s
to t.
Theorem 1.5. Let A be an irreducible powerful ray pattern. Then for any cycles γ1
and γ2 in A of lengths l1 and l2,we have the ray equation [ap(γ1)]m/l1 =[ap(γ2)]m/l2 ,
where m is the least common multiple of l1 and l2. In particular, any two 1-cycles
are the same ray.
Proof. Let W be a walk (of length k) from a vertex s in γ1 to a vertex t in γ2. Note
that both W(γ1)m/l1 and W(γ2)m/l2 are walks from s to t in A of length k +m. An
application of Lemma 1.1 yields the desired result. 
The proof of Lemma 3.4 in [6] can be adapted to show the following result.
Theorem 1.6. An irreducible ray pattern A is powerful iff all the walks in A from 1
to 1 of the same length yield the same actual product.
2. Primitive powerful ray patterns
We begin by characterizing entrywise nonzero powerful ray patterns.
Theorem 2.1. Let A be an n× n entrywise nonzero ray pattern. Then A is powerful
iff A is diagonally similar to eiθJ for some θ ∈ R.
Proof. Sufficiency is clear. We now prove necessity. Assume that A is an entrywise
nonzero powerful ray pattern. Clearly, A is diagonally similar to a ray pattern B each
of whose entries in the first row is eiθ for some fixed θ ∈ R. The powerfulness of
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B now implies that each column of B is a multiple of the all ones vector, and hence
B = eiθJ . 
Corollary 2.2. Let A be an n× n entrywise nonzero ray pattern. Then A is powerful
iff A = cuu∗ for some ray c and some entrywise nonzero n× 1 ray pattern u.
Proof. Sufficiency is clear. For necessity, by Theorem 2.1, A = DeiθJD−1, where
θ ∈ R and D is a nonsingular diagonal ray pattern. Therefore, A = eiθDJD−1 =
eiθD11∗D∗ = eiθ (D1)(D1)∗ = eiθuu∗, where u = D1 and 1 is the n× 1 ray pattern
all of whose entries are equal to 1. 
The following result can be shown easily, by using a similar argument as in the
proof of Lemma 3.1 in [6]. Note that the result does not hold if A is reducible. For
instance, if an n× n ray pattern A (n  4) is strictly upper triangular, then An = 0 is
unambiguously defined, while As for 2  s  n− 2 may be ambiguous.
Lemma 2.3. Let A be an irreducible ray pattern. Suppose k > 1 and Ak is un-
ambiguously defined. Then As is unambiguously defined for all positive integers
s < k.
For a ray pattern matrix A of order n, we let |A| be the (0, 1) matrix obtained from
A by replacing each nonzero entry of A by 1, while keeping 0 entries to be 0. We
say that a ray pattern A is primitive if the nonnegative matrix |A| is primitive, that
is, |A|k > 0 (entrywise positive) for some positive integer k. It is well known that a
nonnegative matrix B of order n is primitive iff it is irreducible and the greatest com-
mon divisor of the lengths of the simple cycles in the matrix is 1, iff B(n−1)2+1 > 0
(entrywise positive), see [1,2] or [8]. We are now ready to characterize primitive
powerful ray patterns.
Theorem 2.4. Let A be an n× n primitive ray pattern. Then A is powerful iff A is
diagonally similar to a subpattern of eiαJ for some α ∈ R.
Proof. Sufficiency follows from Lemma 1.2. We now show necessity. Assume that
A is an n× n primitive powerful ray pattern. Let m = (n− 1)2 + 1. It follows that
|Am| = |A|m > 0. Thus, Am is entrywise nonzero. Of course, A is powerful implies
that Am is powerful. By Theorem 2.1, Am is diagonally similar to eiθJ for some
θ ∈ R. Since A is powerful iff eiβA is powerful for any β ∈ R, we may replace A by
e−iθ/mA and perform a diagonal similarity. Thus, without loss of generality, we may
assume that Am = J .
Now, since A is powerful, JA = AmA = Am+1 and AJ = AAm = Am+1 = JA
are unambiguously defined. From the fact that JA and AJ are unambiguously de-
fined, we see that all nonzero entries on the same row or column of A are equal. Let
eiα be a nonzero entry of the first row of A. Then every entry of the first row of AJ
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is eiα . It then follows from AJ = JA that every entry of the first row of JA is eiα ,
which implies that every nonzero entry in each column of A is equal to eiα . Hence,
all the nonzero entries of A are equal to eiα . Therefore, A is a subpattern of eiαJ . 
The following result follows easily from Theorem 2.4.
Corollary 2.5. Let A be an n× n primitive ray pattern. Then A is powerful iff A is
a subpattern of cuu∗ for some ray c and some entrywise nonzero n× 1 ray pattern
u.
Observe that by Theorem 2.4 or Corollary 2.5, a primitive powerful ray pattern
may be “filled up”, that is, the zero entries can be replaced by suitable rays, to obtain
an entrywise nonzero powerful ray pattern.
3. Irreducible powerful ray patterns
Let A be an irreducible ray pattern with index of imprimitivity k, where k is equal
to the greatest common divisor of the lengths of the simple cycles in A. By adapting
arguments on irreducible nonnegative matrices, we see that A is permutationally sim-
ilar to a ray pattern in block cyclic form, see [1,2] or [8]. For simplicity of notation,
we may assume that A is already in block cyclic form:
A =


0 A12
0 A23
.
.
.
.
.
.
.
.
. Ak−1,k
Ak1 0


, (1)
where the zero diagonal blocks are square, and the nonzero blocks have no zero row
or zero column.
We first characterize the irreducible powerful ray patterns in form (1), where the
nonzero blocks are entrywise nonzero.
Theorem 3.1. Let A be an irreducible ray pattern with index of imprimitivity k. Sup-
pose that A is in block cyclic form (1), where all the nonzero blocks
A12, A23, . . . , Ak−1,k, Ak1 are entrywise nonzero. Then A is powerful iff there exist
entrywise nonzero column ray vectors v1, v2, . . . , vk and rays c1, c2, . . . , ck such
that Aj,j+1 = cj vj v∗j+1 for all j from 1 to k, where the indices are modulo k.
Proof. Note that for every positive integer l, Akl = diag (El1, El2, . . . , Elk), where
Ej = Aj,j+1Aj+1,j+2 · · ·Aj+k−1,j+k for 1  j  k, in which the indices are mod-
ulo k. Thus, it is clear that if there exist entrywise nonzero column ray vectors
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v1, v2, . . . , vk and rays c1, c2, . . . , ck such that Aj,j+1 = cj vj v∗j+1 for all j from 1 to
k, then each Ej is unambiguously defined and further, Akl is unambiguously defined
for all positive integers l. It then follows from Lemma 2.3 that As is unambiguously
defined for all positive integers s, namely, A is powerful.
Conversely, assume that A is powerful. Then A2 is unambiguously defined, that
is, A12A23, A23A34, . . . , Ak1A12 are unambiguously defined. In particular, A12A23
is unambiguously defined. Let v2 be the ray column vector so that the first row of A12
is equal to v∗2 . Then the fact that A12A23 is unambiguously defined implies that each
column of A23 is a ray multiple of v2. Therefore, A23 can be written as A23 = v2v∗3
for some ray vector v3. Similarly, the fact that A23A34 is unambiguously defined
implies thatA34 = v3v∗4 . Continuing in this fashion, we also obtainAj,j+1 = vjv∗j+1
for 2  j  k. Finally, it can be seen that each column of A12 is a multiple of v1, and
the first row of A12 is known to be v∗2 . Thus, A12 = c1v1v∗2 for some ray c1. Thus, A
has the desired form, and we may choose c2 = c3 = · · · = ck = 1 = ei0. 
We are now ready to characterize general irreducible powerful ray patterns.
Theorem 3.2. Let A be an irreducible ray pattern with index of imprimitivity k.
Suppose that A is in block cyclic form (1), where the jth diagonal block has order
nj . Then A is powerful iff E1 = A12A23 · · ·Ak−1,kAk1 is unambiguously defined and
E1 is a subpattern of d1u1u∗1 for some ray d1 and some entrywise nonzero n1 × 1
ray pattern u1.
Proof. Suppose that A is powerful. Then Ak is also powerful. As in the proof of The-
orem 3.1, we have Ak = diag (E1, E2, . . . , Ek), where Ej = Aj,j+1Aj+1,j+2 · · ·
Aj+k−1,j+k for 1  j  k, in which the indices are modulo k. It follows that E1 is
unambiguously defined. It can be seen that E1 is primitive (see [1] or [8]). Thus,
by Corollary 2.5, E1 is a subpattern of d1u1u∗1 for some ray d1 and some entrywise
nonzero n1 × 1 ray pattern u1.
Conversely, assume that E1 = A12A23 · · ·Ak−1,kAk1 is unambiguously defined
and E1 is a subpattern of d1u1u∗1 for some ray d1 and some entrywise nonzero n1 × 1
ray pattern u1. Then by Corollary 2.5, E1 is powerful. Since E1 is primitive, there
is a positive integer l such that El1 is entrywise nonzero. Since the nonzero blocks
Aj,j+1 (1  j  k) in A have no zero row or column, and the product (in either
order) of an entrywise nonzero ray pattern and a pattern with no zero row or column
is again entrywise nonzero, it can be seen that for each j (1  j  k), El+1j =
Aj,j+1Aj+1,i+2 · · ·Ak1El1A12A23 · · ·Aj−1,j is also entrywise nonzero. Further, the
fact that El+21 is unambiguously defined implies that E
l+1
j is unambiguously de-
fined, since El+21 can be written as E
l+2
1 = A12 · · ·Aj−1,jEl+1j Aj,j+1 · · ·Ak1 and a
# entry in El+1j forces a # entry in E
l+2
1 . Thus, for all sufficiently large l, A
kl =
diag (El1, E
l
2, . . . , E
l
k) is unambiguously defined. Therefore, by Lemma 2.3, A is
powerful. 
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Lemma 3.3. Let u, v be entrywise nonzero ray patterns of sizes m× 1 and n× 1,
respectively. Suppose B = (brs) is an m× n ray pattern such that the product u∗Bv
is unambiguously defined. Then there is a ray c such that B is a subpattern of cuv∗.
Proof. Write u = [x1, x2, . . . , xm]T and v = [y1, y2, . . . , yn]T. Let D1 = diag (x1,
x2, . . . , xm) and D2 = diag (y1, y2, . . . , yn). Note that u∗Bv is unambiguously de-
fined implies that u∗D1(D∗1BD2)D∗2v is unambiguously defined, since D1D∗1 and
D2D
∗
2 are the identity ray patterns. Obviously, u
∗D1 = [1, 1, . . . , 1] and D∗2v =[1, 1, . . . , 1]T. Let C = (crs) = D∗1BD2. Then
[1 1 · · · 1]C


1
1
...
1


is unambiguously defined. That is to say,∑
1rm, 1sn
crs
is unambiguously defined, which means that all the nonzero entries of C are the same
ray, c say. Thus, C is a subpattern of
c


1
1
...
1

 [1 1 · · · 1].
Therefore, B = D1CD∗2 is a subpattern of
D1c


1
1
...
1

 [1 1 · · · 1]D∗2
= c

D1


1
1
...
1



 ([1 1 · · · 1]D∗2) = cuv∗. 
The above lemma enables us to prove the following explicit characterization of ir-
reducible powerful ray patterns, which can be used to construct irreducible powerful
ray patterns conveniently.
Theorem 3.4. Let A be an irreducible ray pattern with index of imprimitivity k.
Suppose that A is in block cyclic form (1), where the jth diagonal block has order nj .
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Then A is powerful iff there exist rays cj and entrywise nonzero nj × 1 ray patterns
uj , for 1  j  k, such that each nonzero block Aj,j+1 is a subpattern of cjuju∗j+1,
where the indices are modulo k.
Proof. Sufficiency follows easily from Theorem 3.2. We now prove necessity. As-
sume that A is powerful. Just as in the proof of Theorem 3.2, we have Ak = diag (E1,
E2, . . . , Ek), where each Ej = Aj,j+1Aj+1,j+2 · · ·Aj+k−1,j+k is unambiguously
defined, powerful, and primitive, for 1  j  k. Therefore, for a sufficiently large
positive integer l, each Elj (1  j  k) is an entrywise nonzero powerful ray pattern,
and hence, by Corollary 2.2, Elj = djuju∗j for some ray dj and entrywise nonzero
nj × 1 ray pattern uj . Observe that A2kl+1 is unambiguously defined implies that the
product El1A12E
l
2 = d1d2u1u∗1A12u2u∗2 is unambiguously defined, which means that
u∗1A12u2 is unambiguously defined. An application of Lemma 3.3 yields that A12 is
a subpattern of c1u1u∗2 for some ray c1. A similar argument yields that Aj,j+1 is a
subpattern of cjuju∗j+1 for some ray cj . 
The above theorem shows that every irreducible powerful ray pattern in form (1)
can be filled up to obtain an irreducible powerful ray pattern with all nonzero blocks
entrywise nonzero. Furthermore, suppose A is an irreducible powerful ray pattern in
block cyclic form (1), where all the nonzero blocks A12, A23, . . . , Ak−1,k, Ak1 are
entrywise nonzero. Then, by Theorem 3.1, there exist entrywise nonzero column ray
vectors v1, v2, . . . , vk and rays c1, c2, . . . , ck such that Aj,j+1 = cj vj v∗j+1 for all
j from 1 to k, where the indices are modulo k. Let D be the diagonal ray pattern
obtained by putting the entries of v1, v2, . . . , vk on the diagonal positions. It can be
seen that
D∗AD =


0 c1Jn1×n2
0 c2Jn2×n3
.
.
.
.
.
.
.
.
. ck−1Jnk−1×nk
ckJnk×n1 0


.
Let
D˜ = diag
(
In1 ,
t
c1
In2 ,
t2
c1c2
In3 , . . . ,
tk−1
c1c2 · · · ck−1 Ink
)
,
where tk = c1c2 · · · ck . Then
A˜ = (DD˜)∗A(DD˜) =


0 tJn1×n2
0 tJn2×n3
.
.
.
.
.
.
.
.
. tJnk−1×nk
tJnk×n1 0


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is a subpattern of tJn. Of course, tJn is entrywise nonzero and powerful. It follows
that A = (DD˜)A˜(DD˜)∗ is a subpattern of (DD˜)tJn(DD˜)∗, which is an entrywise
nonzero powerful ray pattern. Thus, we arrive at the following remarkable result.
Theorem 3.5. Every irreducible powerful ray pattern is a subpattern of an entry-
wise nonzero powerful ray pattern.
We point out that the above conclusion does not hold for reducible powerful ray
patterns, as can be seen from the example A = diag (1,−1).
It is clear that if A is a powerful ray pattern, then so is any ray multiple of A. In
particular, if A is a periodic powerful ray pattern, then for any ray c, cA is powerful.
An interesting question is: Can every powerful ray pattern A be written as cB for
some ray c and some periodic powerful ray pattern B? In general, the answer to this
question is negative, as can be seen from the example
A =
[
1 0
0 ei2
]
,
since e−iθA is periodic would imply θ is a rational multiple of  and 2 − θ is a
rational multiple of . Thus, 2 = θ + (2 − θ) would be a rational multiple of , a
contradiction.
Surprisingly, however, for irreducible ray patterns, the answer to the above ques-
tion is affirmative, which is the content of the following theorem.
Theorem 3.6. Let A be an irreducible ray pattern. Then A is powerful iff A can be
written as cB for some ray c and some periodic powerful ray pattern B.
Proof. Only necessity needs to be shown. Suppose that A is an irreducible powerful
ray pattern. We may assume that A has index of imprimitivity k and A is in block cy-
clic form (1). As in the proof of Theorem 3.2, we have Ak = diag (E1, E2, . . . , Ek),
where Ej = Aj,j+1Aj+1,j+2 · · ·Aj+k−1,j+k for 1  j  k, in which the indices are
modulo k. Since each Ej is primitive, there exists a positive integer l such that Elj
is entrywise nonzero for all j from 1 to k. It follows that the (1, 2) block of Akl+1 is
entrywise nonzero since El1A12 is entrywise nonzero. Similarly, the (j, j + 1) block
of Akl+1 is entrywise nonzero, for each j from 1 to k. Thus, C = Akl+1 has the form
C =


0 C12
0 C23
.
.
.
.
.
.
.
.
. Ck−1,k
Ck1 0


,
where the diagonal blocks are of orders n1, n2, . . . , nk , and the nonzero blocks
Cj,j+1, 1  j  k, are entrywise nonzero. Of course, C is powerful. By an argument
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in the proof of Theorem 3.5, we see that there is a nonsingular diagonal ray pattern
D such that
(D)∗C(D) = t


0 Jn1×n2
0 Jn2×n3
.
.
.
.
.
.
.
.
. Jnk−1×nk
Jnk×n1 0


= tP .
Note that the ray pattern P satisfies P = P k+1 and P is diagonally similar to 1
t
C.
Hence, 1
t
C = ( 1
t
C)k+1. Let c be a ray such that ckl+1 = t . Then
1
t
C = 1
ckl+1
Akl+1 =
(
1
c
A
)kl+1
.
Therefore, the powerful ray pattern B = 1
c
A satisfies Bkl+1 = B(kl+1)(k+1). Thus,
B = 1
c
A is a periodic powerful ray pattern and we have A = cB. 
It is well known that a reducible ray pattern A is permutationally similar to a
ray pattern in block upper triangular form where the diagonal blocks (known as the
irreducible components of A) are irreducible. Clearly, a necessary condition for a
reducible ray pattern A to be powerful is that all the irreducible components of A
are powerful. Our results on irreducible powerful ray patterns are fundamental for
understanding reducible powerful ray patterns. The structure of reducible powerful
ray patterns will be investigated in a subsequent paper.
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