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1. INTRODUCCIÓN  
 
La prueba de habilidades prácticas es una herramienta de evaluación del Diplomado 
de profundización de Cisco CCNP, con la cual se busca medir las habilidades y 
competencias que el estudiante logró alcanzar mediante el desarrollo del diplomado 
y cada una de sus actividades, esta evaluación pondrá a prueba al estudiante 
mediante la solución de problemas relacionados con redes.Esta actividad final 
contara con tres escenarios en la cual cada estudiante realizará cada una de las 
configuraciones necesarias para solventar el problema propuesto, anexando cada 
una de las evidencias que muestran la solución del problema. Se abordarán 
conceptos principales como protocolos de enrutamiento EIGRP, OSPF, BGP, 
redistribución de rutas, entre otros. De igual forma un ejercicio del módulo CCNP 
SWITCH que se aplican y se pone en práctica conceptos principales como 
operaciones y puertos de swtiches, VLANs y troncales y configuración de usuarios. 
Se pretende diseñar una plantilla de configuración para administrar dispositivos de 
Networking orientados al diseño de redes escalables y de conmutación, mediante 
el estudio del modelo OSI, mediante la definición de criterios aplicados a diversos 
escenarios de red; realizar enrutamiento interno y comprender el uso y 










2. ESARROLLO DE LOS ESCENARIOS PROPUESTOS  
 

















1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers. Configurar las interfaces con las direcciones que se muestran en la 
topología de red. 
 
A continuación se describe la configuración relacionada para permitir la 
comunicación de para la topología de red solicitada. 
Configuración y direccionamiento para R1: 
enable Ingreso a modo privilegiado 
hostname R1 Se asigna nombre al router 
router ospf 1 
router-d 1.1.1.1 Se Identifica el router 
network 10.103.12.0 255.255.255.0 area 0 
exit 
 
interface s0/0 Configuración de interfaz serial 0 
description to R2 
ip address 10.103.12.1 255.255.255.0      
clock rate 128000 Se configura reloj al DCE 
bandwidth 128 





Configuración y direccionamiento para R2: 
configure terminal Ingreso a modo de configuración 
hostname R2  Se asigna nombre al router 
router ospf 1 
router-id 2.2.2.2 Se Identifica el router 
network 10.103.12.0 255.255.255.0 area 0 





interface s0/0 Configuración de interfaz serial 0 
description to R1 
ip address 10.103.12.2 255.255.255.0      
no shutdown Se activa la interfaz 
exit 
 
interface s0/1 Configuración de interfaz serial 0 
description to R3 
ip address 10.103.23.1 255.255.255.0      
no shutdown Se Activa la interfaz 
exit 
end 
      wr 
Configuración y direccionamiento para R3: 
configure terminal Ingreso a modo de configuración 
hostname R3 Asigno nombre al router 
router ospf 1 
router-id 3.3.3.3 Identifico el router 
network 10.103.23.0 255.255.255.0 area 0 
exit 
 
interface s0/0 Configuro interfaz serial 0 
description to R2 
ip address 10.103.23.2 255.255.255.0      
clock rate 128000 Como es DCE se configura reloj 
bandwidth 128 
no shutdown Activo la interfaz 
exit 
interface s0/1 Configuro interfaz serial 1 
)description to R4 
ip address 172.29.34.1 255.255.255.0      





Para el primer paso se procede a configura cada uno de los routers, asignando 
nombre protocolos de comunicación mediante EIGRP sugeridos, con el código 




configure terminal Ingrese a modo configuración 
router eigrp 10 Configuro eigrp 
eigrp router-id 3.3.3.3 Asigno identidad al router 





Configuración y direccionamiento para R4: 
configure terminal Modo de configuración 
hostname R4 Asigno nombre al router 
router eigrp 10 Configuro eigrp 
eigrp router-id 4.4.4.4 Asigno identidad al router 
network 172.29.34.0 255.255.255.0 




ip address 172.29.34.2 255.255.255.0      




ip address 172.29.45.1 255.255.255.0      





Configuración y direccionamiento para R5: 
configure terminal Modo de configuración 
hostname R5 Asigno nombre al router 
router eigrp 10 Configuro eigrp 
eigrp router-id 5.5.5.5 Asigno identidad al router 
network 172.29.45.0 255.255.255.0 
interface s0/0 
ip address 172.29.45.2 255.255.255.0    







2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 0 
de OSPF.  
Para este paso se muestra las líneas de código de configuración y es necesario 
establecer la máscara de red 255.255.255.0 
conf t 
interface loopback 4 se crea la interfaz lo 4 
ip address 10.1.4.1 255.255.252.0 Establezco la dirección IP 
ip ospf 1 area 0 Se configura la int. En OSPF 
exit 
 
interface loopback 8  
ip address 10.1.8.1 255.255.252.0  
ip ospf 1 area 0  
exit 
 
interface loopback 12  
ip address 10.1.12.1 255.255.252.0  
ip ospf 1 area 0  
exit 
 
interface loopback 16  
ip address 10.1.16.1 255.255.252.0  





Se crea la interface para cada uno de los loopback y se establece la misma mascara 
de red para identificar y garantizar la comunicación y pueda participar en el área 0 
OSPF. 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 10. 
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configure terminal Ingreso a modo de configuración 
 int lo 4  
address 172.5.4.1 255.255.252.0 
exit 
int lo 8  
ip address 172.5.8.1 255.255.252.0 
exit 
 
int lo 12  
ip address 172.5.12.1 255.255.252.0 
exit 
 
lo 16  
ip address 172.5.16.1 255.255.252.0 
exit 
 
router eigrp 10  
no auto-sumary 
network 172.5.4.0 255.255.255.0 
network 172.5.8.0 255.255.255.0 
network 172.5.12.0 255.255.255.0 
network 172.5.16.0 255.255.255.0 





Con la configuración asignada se puede evidenciar que las 4 interfaces de loopback 
participan en EIGRP 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
En la imagen relacionada a continuación podemos  verificar la configuración de IP’S 






5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 
T1 y 20,000 microsegundos de retardo. 
router eigrp 10 
redistribute ospf 1 metric 100000 20000 255 255 1500 
exit 
 
router ospf 1 





Para lograr la redistribución de las rutas EIGRP con el costo y en tiempo 




6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
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En las dos imágenes mostradas anteriormente, se puede evidenciar que se creó de 
forma correcta la configuración de los loopback de manera correcta para R1 y R5 




Información para configuración de los Routers 
R1 
Interfaz Dirección IP Máscara 
Loopback 0 1.1.1.1 255.0.0.0 
Loopback 1 11.1.0.1 255.255.0.0 
S 0/0 192.1.12.1 255.255.255.0 
 




spanning-tree mode pvst 
 
interface Loopback0 
ip address 1.1.1.1 255.0.0.0 
 
interface Loopback1 
ip address 11.1.0.1 255.255.0.0 
 
interface GigabitEthernet0/0 
 no ip address 
 duplex auto 




 no ip address 
 duplex auto 




 ip address 192.1.12.1 255.255.255.0 
 clock rate 2000000 
 
interface Serial0/0/1 
 no ip address 






 no ip address 
 shutdown 
 
router bgp 1 
 bgp router-id 11.11.11.11 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.12.2 remote-as 2 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 







En la imagen mostrada anteriormente, se muestra la configuración y 
direccionamiento para el Loopback 0 y 1 y el puerto GigabitEthernet  S0/0 









no ip cef 
no ipv6 cef 
 
interface Loopback0 
 ip address 2.2.2.2 255.0.0.0 
 
interface Loopback1 
 ip address 12.1.0.1 255.255.0.0 
 
interface GigabitEthernet0/0 
 ip address 192.1.23.2 255.255.255.0 
 duplex auto 
 speed auto 
 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 




 ip address 192.1.12.2 255.255.255.0 
Interfaz Dirección IP Máscara 
Loopback 0 2.2.2.2 255.0.0.0 
Loopback 1 12.1.0.1 255.255.0.0 
S 0/0 192.1.12.2 255.255.255.0 





 no ip address 




 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/1 
 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/2 
 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/3 
 switchport mode access 
 switchport nonegotiate 
 
interface Vlan1 
 no ip address 
 shutdown 
 
router bgp 2 
 bgp router-id 22.22.22.22 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.12.1 remote-as 1 
 neighbor 192.1.34.3 remote-as 3 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 







En la imagen mostrada anteriormente, se muestra la configuración y 
direccionamiento para los Loopback 0 y 1 y los puertos de comunicación 
para el R2 
 
R3 
Interfaz Dirección IP Máscara 
Loopback 0 3.3.3.3 255.0.0.0 
Loopback 1 13.1.0.1 255.255.0.0 
E 0/0 192.1.23.3 255.255.255.0 











no ip cef 
no ipv6 cef 
 
spanning-tree mode pvst 
 
interface Loopback0 
 ip address 3.3.3.3 255.0.0.0 
 
interface Loopback1 
 ip address 13.1.0.1 255.255.0.0 
 
interface GigabitEthernet0/0 
 ip address 192.1.23.3 255.255.255.0 
 duplex auto 
 speed auto 
 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 




 ip address 192.1.34.3 255.255.255.0 
 clock rate 2000000 
 
interface Serial0/0/1 
 no ip address 




 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/1 
 switchport mode access 





 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/3 
 switchport mode access 
 switchport nonegotiate 
 
interface Vlan1 
 no ip address 
 shutdown 
 
router bgp 3 
 bgp router-id 33.33.33.33 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.34.4 remote-as 4 
 neighbor 192.1.12.2 remote-as 2 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 







En la imagen mostrada anteriormente, se muestra la configuración y 
direccionamiento para los Loopback 0 y 1 y el puerto serial S0/0 de 








Interfaz Dirección IP Máscara 
Loopback 0 4.4.4.4 255.0.0.0 
Loopback 1 14.1.0.1 255.255.0.0 
S 0/0 192.1.34.4 255.255.255.0 
 




no ip cef 
no ipv6 cef 
 
spanning-tree mode pvst 
 
interface Loopback0 
 ip address 4.4.4.4 255.0.0.0 
 
interface Loopback1 
 ip address 14.1.0.1 255.255.0.0 
 
interface GigabitEthernet0/0 
 no ip address 
 duplex auto 




 no ip address 
 duplex auto 




 ip address 192.1.34.4 255.255.255.0 
 
interface Serial0/0/1 
 no ip address 






 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/1 
 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/2 
 switchport mode access 
 switchport nonegotiate 
 
interface FastEthernet0/1/3 
 switchport mode access 
 switchport nonegotiate 
 
interface Vlan1 
 no ip address 
 shutdown 
 
router bgp 4 
 bgp router-id 44.44.44.44 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.34.3 remote-as 3 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 




En la imagen mostrada a continuación se muestra la configuración y 
direccionamiento para los Loopback y 1 y el puerto serial S0/0 de 





1. Configure una relación de vecino BGP entre R1 y R2. R1 debe estar en AS1 y 
R2 debe estar en AS2. Anuncie las direcciones de Loopback en BGP. Codifique 
los ID para los routers BGP como 11.11.11.11 para R1 y como 22.22.22.22 para 
R2.  Presente el paso a con los comandos utilizados y la salida del comando 
show ip route. 
Configuración BGP para R1 
router bgp 1 
 bgp router-id 11.11.11.11 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.12.2 remote-as 2 








line con 0 
 
line aux 0 
 





Configuración BGP para R2 
router bgp 2 
 bgp router-id 22.22.22.22 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.12.1 remote-as 1 
 neighbor 192.1.34.3 remote-as 3 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 






En las dos  imágenes mostrada a continuación podemos ver que si hay relación 







2. Configure una relación de vecino BGP entre R2 y R3. R2 ya debería estar 
configurado en AS2 y R3 debería estar en AS3. Anuncie las direcciones de 
Loopback de R3 en BGP. Codifique el ID del router R3 como 33.33.33.33. 
Presente el paso a con los comandos utilizados y la salida del comando show 
ip route. 
 
3. Configure una relación de vecino BGP entre R3 y R4. R3 ya debería estar 
configurado en AS3 y R4 debería estar en AS4. Anuncie las direcciones de 
Loopback de R4 en BGP. Codifique el ID del router R4 como 44.44.44.44. 
Establezca las relaciones de vecino con base en las direcciones de Loopback 0. 
Cree rutas estáticas para alcanzar la Loopback 0 del otro router. No anuncie la 
Loopback 0 en BGP.  Anuncie la red Loopback de R4 en BGP. Presente el paso 
a con los comandos utilizados y la salida del comando show ip route. 
Configuración BGP para R3 
router bgp 3 
 bgp router-id 33.33.33.33 
 bgp log-neighbor-changes 
28 
 
 no synchronization 
 neighbor 192.1.34.4 remote-as 4 
 neighbor 192.1.12.2 remote-as 2 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 




Configuración BGP para R4 
router bgp 4 
 bgp router-id 44.44.44.44 
 bgp log-neighbor-changes 
 no synchronization 
 neighbor 192.1.34.3 remote-as 3 




ip flow-export version 9 
 
line con 0 
 
line aux 0 
 







Como se evidencia en las 5  imágenes mostradas a continuación podemos verificar 
la configuración vecino BGP que se realizó entre R3 y R4, además se muestra la 
configuración correcta de los loopback entre vecinos y las rutas estáticas 















2.3 ESCENARIO 3 
 
A. Configurar VTP 
1. Todos los switches se configurarán para usar VTP para las actualizaciones de 
VLAN. El switch SWT2 se configurará como el servidor. Los switches SWT1 y 
SWT3 se configurarán como clientes. Los switches estarán en el dominio VPT 
llamado CCNP y usando la contraseña cisco.  
 
 





SWT1(config)#vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SWT1(config)#vtp version 2 
SWT1(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
SWT1(config)#vtp password cisco 











SWT2(config)#vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SWT2(config)#vtp version 2 
SWT2(config)#vtp mode server 
Device mode already VTP SERVER. 
SWT2(config)#vtp password cisco 
Setting device VLAN database password to cisco 
 
 





SWT3(config)#vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SWT3(config)#vtp version 2 
SWT3(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
SWT3(config)#vtp password cisco 















B.  Configurar DTP (Dynamic Trunking Protocol) 
1. Configure un enlace troncal ("trunk") dinámico entre SWT1 y SWT2. Debido a 
que el modo por defecto es dynamic auto, solo un lado del enlace debe 
configurarse como dynamic desirable. 
 
 





SWT1(config)#interface fastEthernet 0/1 











3. Entre SWT1 y SWT3 configure un enlace "trunk" estático utilizando el comando  
switchport mode trunk en la interfaz F0/3 de SWT1 




SWT1(config)#interface fastEthernet 0/3 
SWT1(config-if)#switchport mode trunk 




5. Configure un enlace "trunk" permanente entre SWT2 y SWT3. 
 




SWT2(config)#interface fastEthernet 0/3 








SWT3(config)#interface fastEthernet 0/1 











C. Agregar VLANs y asignar puertos. 
1. En STW1 agregue la VLAN 10. En STW2 agregue las VLANS Compras (10), 
Mercadeo (20), Planta (30) y Admon (99) 
 





SWT2(config)#interface fastEthernet 0/3 
SWT2(config-if)#switchport mode trunk 
SWT2(config-if)#exit 
 





SWT3(config)#interface fastEthernet 0/1 









2. Verifique que las VLANs han sido agregadas correctamente. 
 
En el SWT1 no se crearon debido a los permisos de clente en el VTP, en el 





3. Asocie los puertos a las VLAN y configure las direcciones IP de acuerdo con la 
siguiente tabla. 
Interfaz  VLAN  Direcciones IP de los PCs  
F0/10  VLAN 10  190.108.10.X / 24  
F0/15  VLAN 20  190.108.20.X /24  
F0/20  VLAN 30  190.108.30.X /24  
X = número de cada PC particular 
 




Enter configuration commands, one per line. End with CNTL/Z. 
SWT1(config)#interface vlan 10 
SWT1(config-if)# 
%LINK-5-CHANGED: Interface Vlan10, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan10, changed state to up 
SWT1(config-if)#ip address 190.108.10.1 255.255.255.0 
SWT1(config-if)#exit 
 
SWT1(config)#interface vlan 20 
SWT1(config-if)# 
%LINK-5-CHANGED: Interface Vlan20, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan20, changed state to up 





SWT1(config)#interface vlan 30 
SWT1(config-if)# 
%LINK-5-CHANGED: Interface Vlan30, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan30, changed state to up 
SWT1(config-if)#ip address 190.108.30.1 255.255.255.0 
SWT1(config-if)#exit 
 




Enter configuration commands, one per line. End with CNTL/Z. 
SWT2(config)#interface vlan 10 
SWT2(config-if)#ip address 190.108.10.2 255.255.255.0 
SWT2(config-if)#exit 
 
SWT2(config)#interface vlan 20 
SWT2(config-if)#ip address 190.108.20.2 255.255.255.0 
SWT2(config-if)#exit 
 
SWT2(config)#interface vlan 30 
SWT2(config-if)#ip address 190.108.30.2 255.255.255.0 
SWT2(config-if)#exit 
 






Enter configuration commands, one per line. End with CNTL/Z. 
SWT3(config)#interface vlan 10 
SWT3(config-if)# 
%LINK-5-CHANGED: Interface Vlan10, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan10, changed state to up 
SWT3(config-if)#ip address 190.108.10.3 255.255.255.0 
SWT3(config-if)#exit 
 
SWT3(config)#interface vlan 20 
SWT3(config-if)# 
%LINK-5-CHANGED: Interface Vlan20, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan20, changed state to up 
SWT3(config-if)#ip address 190.108.20.3 255.255.255.0 
SWT3(config-if)#exit 
  
SWT3(config)#interface vlan 30 
SWT3(config-if)# 
%LINK-5-CHANGED: Interface Vlan30, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan30, changed state to up 
SWT3(config-if)#ip address 190.108.30.3 255.255.255.0 
SWT3(config-if)#exit 
 
4. Configure el puerto F0/10 en modo de acceso para SWT1, SWT2 y SWT3 y 
asígnelo a la VLAN 10. 
 






Enter configuration commands, one per line. End with CNTL/Z. 
SWT1(config)#interface fa 
SWT1(config)#interface fastEthernet 0/10 
SWT1(config-if)#switchport mode access 




%SYS-5-CONFIG_I: Configured from console by console 
 
Configuración de Vlan para SWT2 
 
SWT2(config)#interface fa 
SWT2(config)#interface fastEthernet 0/10 
SWT2(config-if)#switchport mode access 









Enter configuration commands, one per line. End with CNTL/Z.. 
SWT3(config)#interface fa 
SWT3(config)#interface fastEthernet 0/10 
SWT3(config-if)#switchport mode access 






%SYS-5-CONFIG_I: Configured from console by console 
SWT3# 
 
5. Repita el procedimiento para los puertos F0/15 y F0/20 en SWT1, SWT2 y 
SWT3. Asigne las VLANs y las direcciones IP de los PCs de acuerdo con la 
tabla de arriba.  
 




Enter configuration commands, one per line. End with CNTL/Z. 
SWT1(config)#interface fa 
SWT1(config)#interface fastEthernet 0/15 
SWT1(config-if)#switchport mode access 
SWT1(config-if)#switchport access vlan 20 
SWT1(config-if)#exit 
SWT1(config)#interface fa 
SWT1(config)#interface fastEthernet 0/20 
SWT1(config-if)#switchport mode access 




%SYS-5-CONFIG_I: Configured from console by console 
 






Enter configuration commands, one per line. End with CNTL/Z. 
SWT2(config)#interface fa 
SWT2(config)#interface fastEthernet 0/15 
SWT2(config-if)#switchport mode access 





SWT2(config)#interface fastEthernet 0/20 
SWT2(config-if)#switchport mode access 








Enter configuration commands, one per line. End with CNTL/Z. 
SWT3(config)#interface fa 
SWT3(config)#interface fastEthernet 0/15 
SWT3(config-if)#switchport mode access 





SWT3(config)#interface fastEthernet 0/20 
SWT3(config-if)#switchport mode access 











D. Configurar las direcciones IP en los Switches. 
1. En cada uno de los Switches asigne una dirección IP al SVI (Switch Virtual 
Interface) para VLAN 99 de acuerdo con la siguiente tabla de direccionamiento 
y active la interfaz. 
Equipo  Interfaz  Dirección IP  Máscara 
SWT1  VLAN 99  190.108.99.1  255.255.255.0  
SWT2  VLAN 99  190.108.99.2  255.255.255.0  
SWT3  VLAN 99  190.108.99.3  255.255.255.0  
 




Enter configuration commands, one per line. End with CNTL/Z. 
SWT1(config)#interface vlan99 
SWT1(config-if)# 
%LINK-5-CHANGED: Interface Vlan99, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan99, changed state to up 










Enter configuration commands, one per line. End with CNTL/Z. 
SWT2(config)#interface vlan 99 
SWT2(config-if)# 
%LINK-5-CHANGED: Interface Vlan99, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan99, changed state to up 
SWT2(config-if)#ip address 190.108.99.2 255.255.255.0 
SWT2(config-if)#exit 
 




Enter configuration commands, one per line. End with CNTL/Z. 
SWT3(config)#interface vlan 99 
SWT3(config-if)# 
%LINK-5-CHANGED: Interface Vlan99, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Vlan99, changed state to up 











E. Verificar la conectividad Extremo a Extremo 
1. Ejecute un Ping desde cada PC a los demás. Explique por qué el ping tuvo o no 
tuvo éxito. 
 
Respuesta: Mediante los pantallazos mostrados a continuación podemos observar 
que las pruebas ping entre PC’s son exitosas siempre y cuando estos estén bajo la 
misma Vlan,  
 







2. Ejecute un Ping desde cada Switch a los demás. Explique por qué el ping tuvo 
o no tuvo éxito. 
Respuesta: Al ejecutar la prueba Ping desde cada Switch a los demás nos damos 
cuenta que la respuesta es exitosa, esto se debe a que se reconoce el 
direccionamiento de la Vlan 99 que se configuro a cada Switch, por tal razón la 
comunicación entre estos es exitosa.  
 





3. Ejecute un Ping desde cada Switch a cada PC. Explique por qué el ping tuvo o 
no tuvo éxito. 
Respuesta: la prueba Ping desde cada Switch a cada PC es correcta, debido a que 
cada switch reconoce el direccionamiento de cada Vlan que se le asocio, de tal 
forma que el enrutamiento será redirigido los equipos que están conectados dentro 
del segmento de red. 



















3. CONCLUSIONES  
 
 Se logró desarrollar del trabajo de habilidades prácticas con el cual se pudo 
poner a prueba la capacidad de diseño y configuración de una red en los 
escenarios propuestos, en tal sentido se establecieron los direccionamientos 
IP, protocolos de enrutamiento. 
 Con la infraestructura de los escenarios propuestos lograron afianzar las 
capacidades de configuración de dispositivos como router y switches, 
configuración de Vlan, puertos troncales, configuración de redes primarias y 
secundarias. 
 Al finalizar el desarrollo de los ejercicios de habilidades prácticas se logró 
evidenciar los diferentes problemas que pueden presentarse y como 
solucionarlas, además permitió hacer uso de diferentes herramientas de 
simulación que afianzaron las habilidades y competencias adquiridas 
durante el desarrollo del diplomado de profundización de CCNP 
 Se logró concluir que el uso de VLAN dinamiza el manejo de una red ya que 
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