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Introduction
Les me´thodes de de´composition de domaine se sont particulie`rement de´veloppe´es ces
dix dernie`res anne´es avec l’arrive´e d’ordinateurs paralle`les et constituent actuellement un
axe de recherche tre`s actif en analyse nume´rique. Elles sont actuellement bien comprises
dans le cas d’un domaine re´gulier de´compose´ en sous-domaines re´guliers, voir par exemple
[24], [15] et [1]. Un enjeu important pour les applications est une bonne compre´hension
des cas singuliers : proble`mes a` coins (2D), areˆtes et trie`dres (3D).
Le principe de ces me´thodes est le suivant : pour un ope´rateur elliptique L et un
domaine Ω, on cherche a` re´soudre{
Lu = f dans Ω
+C.L sur ∂Ω
(1)
Quand le domaine Ω est “grand”, on le de´compose en sous-domaines, Ω = ∪i=Ni=1 Ωi
ou` les Ωi sont des ouverts de Ω et on re´sout de fac¸on ite´rative
Lun+1i = f dans Ωi
Bijγiju
n+1
i = Bijγiju
n
j sur ∂Ωi ∩ Ωj(i 6= j)
+C.L sur ∂Ωi ∩ ∂Ω
pour i = 1, ..., N. Les ope´rateurs d’interface Bij sont des ope´rateurs diffe´rentiels ou
pseudo-diffe´rentiels applique´s aux vecteurs traces γij, i, j = 1...N.
Le choix des ope´rateurs d’interface a une tre`s grande influence sur la vitesse de conver-
gence de l’algorithme. Dans le cadre des interfaces re´gulie`res, cette analyse a de´ja` e´te´
faite tant au niveau the´orique que nume´rique : un choix optimal repose sur un compromis
entre optimalite´ the´orique et facilite´ d’imple´mentation, voir [16].
Dans la situation avec singularite´s ge´ome´triques on peut envisager deux situations :
1. Le cas ou` le domaine global Ω est re´gulier et donc la solution globale est plus
re´gulie`re a` priori que les solutions du proble`me dans chaque sous-domaine seule-
ment re´gulier (C1) par morceaux avec des conditions d’interfaces usuelles, voir
figure 1.
2. Le domaine global est singulier et non convexe et donc la solution globale pre´sente
des singularite´s qui n’apparaissent pas a` priori dans les solutions des proble`mes
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O
Fig. 1 – Domaine re´gulier.
O
Fig. 2 – Domaine irre´gulier.
dans chaque sous-domaine suppose´ re´gulier avec des conditions d’interfaces bien
choisies, voir figure 2.
Nous conside´rons dans ce travail le cas ou` L est le Laplacien en dimension deux.
L’analyse du proble`me en dimension deux a` l’aide de la transforme´e de Mellin conduit a`
conside´rer des conditions d’interface a` proximite´ des sous-domaines de la forme
Bij =
∂
∂ni
+
βij
r
− ∂
∂r
(
αij
2
r
∂
∂r
)
ou` r de´signe la distance au coin, ni la normale exte´rieure au sous-domaine Ωi, αij et βij
sont des coefficients a` de´terminer. Les types asymptotiques de un+1i de´pendent de ceux
de Bij(u
n
j ) ainsi que des coefficients αij et βij. On se place dans la situation ide´ale ou` u
n
j
a les meˆmes types asymptotiques que ceux de la solution u de (1). On choisit αij et βij de
fac¸on a` ce que les types asymptotiques de un+1i soient le plus proche possible de ceux de
u. Les formules correspondantes pour αij et βij sont diffe´rentes selon que l’on se trouve
dans l’une des deux situations e´voque´es plus haut.
Des simulations nume´riques base´es sur la me´thode des e´le´ments finis et re´alise´s a`
l’aide du logiciel FreeFem++ confortent cette approche puisque le nombre minimum
d’ite´rations correspond au choix the´orique propose´.
Ce travail est pre´sente´ de la manie`re suivante :
1. Dans le premier chapitre nous faisons un rappel bibliographique de la me´thode de
de´composition de domaine pour re´soudre le proble`me de Laplace, nous introduisons
la notion des conditions aux limites artificielles exactes, et nous rappelons quelques
re´sultats d’optimisation des conditions d’interface.
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2. Dans le deuxie`me chapitre nous rappelons la the´orie de V.Kondratiev et les pro-
prie´te´s de la transforme´e de Mellin, qui permet de de´crire la re´gularite´ Hs dans les
domaines a` coins.
3. Dans le chapitre trois nous pre´sentons la notion de type asymptotique et nous
introduisons des espaces de Sobolev avec singularite´s prescrites qui interviennent
dans la re´solution des proble`mes elliptiques.
4. Le chapitre 4 a pour objet la construction des ope´rateurs d’interface de la forme
∂
∂n
+
β
r
− ∂
∂r
(
α
2
r
∂
∂r
)
ou` r est la distance au coin. Nous faisons une e´tude d’optimisation des condi-
tions d’interface dans le cas ou` le domaine global est irre´gulier(voir figure 2). Nous
donnerons des re´sultats nume´riques re´alise´s avec le logiciel FreeFem++.
5. Dans ce chapitre 5, contrairement au chapitre pre´ce´dent nous traitons le cas ou`
le domaine global est re´gulier (voir figure 1). Nous travaillons avec des conditions
d’interface de type
∂
∂n
− ∂
∂r
(
α
2
r
∂
∂r
)
ou` r est la distance au coin. Nous faisons une e´tude d’optimisation des conditions
d’interface. Dans le cadre d’une de´composition en deux sous-domaines, un calcul
explicite montrera qu’on peut optimiser que dans le sous-domaine convexe. Nous
pre´sentons des re´sultats nume´riques qui confirment nos pre´visions the´oriques.
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Chapitre 1
Ge´ne´ralite´s et rappels
Nous exposons dans ce chapitre les principes et ge´ne´ralite´s des me´thodes de de´composition
de domaines et la construction des conditions aux limites artificielles (CLA) exactes.
Nous ne ferons qu’un bref rappel sur les me´thodes de de´composition de domaines et
des de´finitions des CLA exactes. Nous reviendrons en de´tail sur l’application de ces
me´thodes pour la re´solution des proble`mes aux de´rive´es partielles avec des CLA exactes
bien choisies pour avoir des algorithmes efficaces.
1.1 Me´thode de de´composition de domaine
1.1.1 Motivation de l’utilisation des me´thodes de de´composition
de domaine
L’objectif principal des me´thodes de de´composition de domaine est de trouver des
solutions aux proble`mes issus des e´quations aux de´rive´es partielles de´finies sur des
ge´ome´tries complique´es ou de grande taille. En effet, la re´solution directe du proble`me
dans le domaine global engendre des syste`mes line´aires de grande taille difficiles a`
re´soudre par des solveurs directs ou me´thodes ite´ratives classiques, d’autant plus que de
tels syste`mes sont souvent mal conditionne´s, d’ou` l’utilite´ des me´thodes de de´composition
de domaine. Elles permettent de de´composer le proble`me initial en des sous-proble`mes de
petite taille de´finis sur des ge´ome´tries plus simples. En outre, les me´thodes de de´composition
de domaine ont re´cemment eu un grand inte´reˆt du point du vue the´orique et nume´rique
car elles fournissent des algorithmes bien adapte´s aux ordinateurs paralle`les, elles peuvent
s’appliquer a` des proble`mes de´finis sur des ge´ome´tries complexes, elles facilitent l’utili-
sation des sche´mas nume´riques (e´le´ments finis, diffe´rences finies,...) pour chaque sous-
proble`me et peuvent eˆtre combine´es avec d’autres me´thodes telles que le raffinement
local du maillage.
Les me´thodes de de´composition de domaine consistent a` partager le domaine de
re´solution d’une e´quation aux de´rive´es partielles en sous-domaines. On peut alors trai-
ter des proble`mes de grande taille pour lesquels aucun ordinateur n’aurait suffisamment
de place me´moire. On reformule le proble`me en un proble`me e´quivalent dont les in-
connues sont des fonctions de´finies sur les interfaces des sous-domaines (me´thode de
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sous-structuration). La re´solution du proble`me d’interface par des me´thodes ite´ratives
(de type Gradient conjugue´) s’effectue par des re´solutions successives du proble`me dans
chaque sous-domaine de fac¸on inde´pendante : chaque sous-domaine est attribue´ a` un
processeur qui re´sout son proble`me a` l’aide des donne´es contenues dans la me´moire lo-
cale. Au cours de la re´solution des proble`mes d’interface, il est ne´cessaire de choisir des
bonnes conditions de raccord sur les interfaces des sous-domaines pour avoir une vitesse
de convergence optimale.
1.1.2 Historique des me´thodes de de´composition de domaine
La premie`re me´thode de de´composition de domaine a e´te´ de´veloppe´e a` la fin du 19e`me
sie`cle par le mathe´maticien H.A.Schwarz dans le but d’e´tudier l’ope´rateur de Laplace.
Son ide´e est d’e´tudier le proble`me dans le cas ou` Ω est la re´union de domaines simples,
par exemple : l’union d’un rectangle et d’un disque.
Nous pre´senterons plus tard un rappel sur la me´thode de Schwarz.
La me´thode de Schwarz ne´cessite un recouvrement entre les sous-domaines [18] (H.A.
Schwarz, 1870). La convergence a e´te´ e´tudie´e par H.A.Schwarz, puis P.L.Lions [20] (P.L.
Lions, 1988). L’inconve´nient de ce type de de´coupage est la complexite´ de sa mise en
oeuvre nume´rique, surtout dans le cas de proble`mes 3D, en outre il est difficile de de´finir
les zones de recouvrement pour des ge´ome´tries tre`s complexes. De plus, la convergence
de la me´thode est tre`s lente.
- Vu la complexite´ de la premie`re me´thode, une autre me´thode a e´te´ introduite : la
me´thode de de´composition de domaine sans recouvrement des sous-domaines. Dans ce
cas on doit choisir des ope´rateurs d’interface spe´cifiques pour que la me´thode converge.
Une extension de la me´thode de Schwarz dans le cas sans recouvrement a e´te´ introduite
dans [21] (P.L. Lions, 1989), puis [4] (B. Despre`s, 1991), [9] (F. Nataf, F. Rogier et
P. Charton, 1991), [2] (C. Carlenzoli et A. Quarteroni, 1995). Dans [23] (P. Le Tallec,
1994) a prouve´ que l’algorithme de Schwarz est un cas particulier des me´thodes de sous-
structuration.
1.2 Me´thode de Schwarz
La me´thode de Schwarz sert a` re´soudre des proble`mes elliptiques sur un domaine
de´compose´ en plusieurs sous-domaines qui se recouvrent. Pour simplifier on va se limiter
aux proble`mes elliptiques avec des conditions aux limites homoge`nes.
Exemple : soit Ω = Ω1 ∪ Ω2 avec Ω1 ∩ Ω2 6= ∅
On re´sout {
(η −∆)u = f dans Ω
u = 0 sur ∂Ω
ou` η ≥ 0.
Pour une de´composition en deux sous-domaines, on rappelle l’algorithme de Schwarz :
1.2Me´thode de Schwarz 13
soient (un1 , u
n
2 ) une approximation de (u|Ω1 , u|Ω2) a` l’ite´ration n de l’algorithme.
(un+11 , u
n+1
2 ) sont de´finis par :
(η −∆)un+11 = f dans Ω1
un+11 = 0 sur ∂Ω1 ∩ ∂Ω
un+11 = u
n
2 sur ∂Ω1 ∩ Ω2
(η −∆)un+12 = f dans Ω2
un+12 = 0 sur ∂Ω2 ∩ ∂Ω
un+12 = u
n+1
1 sur ∂Ω2 ∩ Ω1
Le proble`me dans Ω1 doit eˆtre re´solu avant celui de Ω2, une le´ge`re modification de
l’algorithme est la me´thode de Schwarz additive.
∀i, j ∈ {1, 2},

(η −∆)un+1i = f dans Ωi
un+1i = 0 sur ∂Ωi ∩ ∂Ω
un+1i = u
n
j sur Γi = ∂Ωi ∩ Ωj
Les deux proble`mes dans Ω1 et Ω2 peuvent eˆtre re´solus concurremment. On ite`re
plusieurs fois, jusqu’a` ce que le crite`re d’arreˆt soit ve´rifie´, on peut par exemple utiliser
comme crite`re d’arreˆt, pour ǫ assez petit donne´ :
||u1n+1|Γ1 − u1n|Γ1 || ≤ ǫ et ||u2n+1|Γ2 − u2n|Γ2 || ≤ ǫ
ou
||u1n+1 − u1n|| ≤ ǫ et ||u2n+1 − u2n|| ≤ ǫ
Schwarz prouve qu’il y a convergence de (un1 , u
n
2 ) vers (u|Ω1 , u|Ω2) quand n tend vers
l’infini en utilisant le principe de maximum.
Vers les anne´es 30, Sobolev a de´couvert une formulation variationnelle pour des proble`mes
en e´lasticite´ line´aire [Sobolev, 1936], il a montre´ qu’on peut utiliser ces algorithmes meˆme
pour des proble`mes ne ve´rifiant pas le principe de maximum. Puis 1988, P.L.Lions a
montre´ que la convergence de me´thode de Schwarz de´pend de la taille du recouvrement
δ, du pas de discre´tisation h et du diame`tre caracte´ristique des sous-domaines. On note
que la convergence est meilleure si le recouvrement est important.
L’avantage de ces algorithmes est l’e´conomie en place me´moire, en effet si ces algo-
rithmes sont re´solus par des me´thodes directes le couˆt de stockage est tre`s grand, mais
en divisant le proble`me original en plus petits morceaux la quantite´ de stockage peut
eˆtre re´duite.
L’inconve´nient de la me´thode additive de Schwarz est le besoin d’une de´composition
de domaine avec recouvrement afin de converger, mais on peut remplacer les conditions
de Dirichlet sur l’interface par d’autres conditions qui apportent la convergence pour une
de´composition de domaine sans recouvrement, exemple : on prend la condition de Robin
(∂n + β),... de plus, on peut optimiser les conditions d’interface afin d’avoir une conver-
gence plus rapide. Parmi les re´sultats on note celui de P.L.Lions prouvant la convergence
en remplac¸ant les donne´es de Dirichlet sur l’interface par des conditions de type Robin.
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Nous supposons pour simplifier les calculs que le domaine Ω est de´coupe´ en deux
sous-domaines disjoints se´pare´s par une interface Γ12. De fac¸on ge´ne´rale l’algorithme de
Schwarz dans le cas d’un de´coupage du domaine sans recouvrement se pre´sente comme
suit :
• Algorithme de Schwarz, sans recouvrement
Soit (u0i )i=1,2 une approximation initiale de la solution de u dans chaque sous-domaines
dans le cas d’un de´coupage en deux sous-domaines, et (uni )i=1,2 la valeur de l’approxima-
tion de u a` l’ite´ration n. L’algorithme de Schwarz s’e´crit :{
L(un+11 ) = f, dans Ω1
B1(u
n+1
1 ) = B1(u
n
2 ) sur Γ12{
L(un+12 ) = f, dans Ω2
B2(u
n+1
2 ) = B2(u
n
1 ) sur Γ12
ou` B1 et B2 sont des ope´rateurs d’interfaces.
En de´composition de domaine, le choix des conditions de raccord aux interfaces des
sous-domaines est tre`s important pour obtenir des algorithmes stables et performants.
Nous proposerons d’abord un rappel bibliographique des conditions aux limites artifi-
cielles (CLA) puis nous donnerons une me´thode de construction des conditions d’interface
en de´composition de domaine a` partir des CLA pour re´soudre le proble`me : (η−∆)u = f .
1.3 Introduction aux conditions aux limites artifi-
cielles
Dans cette section nous exposons la notion de condition aux limites artificielles et
son utilite´ pour choisir des conditions de raccord aux interfaces comme dans [12], [13]
(F. Nataf et F. Rogier 1994-1995). Choisir comme condition d’interface les conditions
aux limites absorbantes est un point fondamental car cela permet d’ame´liorer le taux de
convergence, voir [15] (F. Nataf, F. Nier).
1.3.1 Rappel sur les CLA exactes : cas de 2 sous-domaines
On note par ni la normale exte´rieure a` un sous-domaine Ωi de R
2 et τi le vecteur
tangent unitaire de´fini comme suit (voir figure 1.1) :
Les conditions aux limites artificielles (CLA) sont utilise´es en calcul scientifique pour
re´soudre des proble`mes pose´s dans des domaines non borne´s (cas de R2).
Si on fait une discre´tisation de types e´le´ments finis, volumes finis, diffe´rences finies, il est
ne´cessaire de tronquer le domaine de calcul par une frontie`re artificielle sur laquelle il
faut donner une condition aux limites dite artificielle. De manie`re ide´ale, cette condition
est telle que la solution calcule´e dans le domaine tronque´ soit la restriction de la solution
calcule´e dans le domaine non tronque´, on dira qu’une telle condition aux limites est une
condition aux limites artificielle exacte (CLAE). En ge´ne´ral cette condition s’e´crit sous
forme inte´grale en espace et temps et son imple´mentation nume´rique est tre`s couˆteuse.
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Ω Ω2 1
τ
n 2n 1
Fig. 1.1 – Interface entre deux sous-domaines
Ce proble`me a motive´ la recherche d’une condition qui approche (en espaces et en temps)
les CLAE, ceci fait l’objet de plusieurs travaux ([7], [8], Engquist et A. Majda 1977-1979).
On suppose qu’on veut re´soudre l’e´quation : L(u) = f dans R2 ou` L = η −∆, η ≥ 0.
On suppose de plus que le support de f est inclus dans le demi espace x ≤ 0.
On conside`re la troncature du domaine de calcul a` droite par la frontie`re artificielle x = 0,
note´e Γ.
On introduit l’ope´rateur de Steklov-Poincare´ du demi-espace {x ≥ 0} :
Λx>0 : u0 −→ − ∂∂xw(0, y) ou`
L(w) = 0, x ≥ 0
w(0, y) = u0(y)
w est borne´e a` l’infini
On cherche a` mettre une condition aux limites en x = 0 qui soit exacte, c’est-a`-dire
que l’on cherche un ope´rateur B tel que la solution v du proble`me :{
L(v) = f, x < 0
B(v) = 0, x = 0
soit la restriction de u sur ]−∞, 0]× R.
Comme u ve´rifie L(u) = 0 dans [0,∞[×R, d’apre`s la de´finition de Λx>0 et l’unicite´
de solution du syste`me ve´rifie´ par w, nous avons (∂x + Λx>0)(u) = 0 en x = 0, cette
condition s’appelle condition aux limites artificielle exacte.
On suppose maintenant que le support de f est inclus dans le demi-espace x ≥ 0.
On introduit l’ope´rateur de Steklov-Poincare´ du demi-espace {x ≥ 0} :
Λx<0 : u0 −→ ∂∂xw(0, y) ou` 
L(w) = 0, x ≤ 0
w(0, y) = u0(y)
w est borne´e a` l’infini
On cherche a` mettre une condition aux limites en x = 0 qui soit exacte, c’est-a`-dire
que l’on cherche un ope´rateur B tel que la solution v du proble`me :
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{
L(v) = f, x > 0
B(v) = 0, x = 0
soit la restriction de u sur [0,−∞[×R.
Comme u ve´rifie L(u) = 0 dans [0,∞[×R, d’apre`s la de´finition de Λx<0 et l’unicite´
de solution du syste`me ve´rifie´ par w, nous avons (∂x − Λx<0)(u) = 0 en x = 0, cette
condition s’appelle condition aux limites artificielle exacte.
Comme L est un ope´rateur a` coefficients constants, le symbole de Λx>0 peut eˆtre
de´termine´ explicitement.
On de´signe par wˆ la transforme´e de Fourier partielle par rapport a` y de w et k la
variable duale associe´e a` y. On de´finit
wˆ(x, k) =
∫
R
e−ikyw(x, y)dy
et F−1k de´signe la transforme´e de Fourier inverse.
Prenons la transforme´e de Fourier partielle par rapport a` y de L(w) = 0 on obtient :
(η − ∂2x + k2)wˆ(x, k) = 0, dans x > 0 et k ∈ R.
Les solutions sont cherche´es sous la forme
∑
i αi(k)e
λi(k)x ou` les λi(k) annulent le
polynoˆme caracte´ristique de L : η − λ2 + k2
Ainsi nous avons deux possibilite´s pour λi(k) :
λ− = −
√
η + k2, λ+ =
√
η + k2
La solution wˆ e´tant borne´e a` l’infini, le terme en facteur de eλ
+x doit eˆtre nul. Nous
avons ainsi :
wˆ(x, k) = b(k)eλ
−(k,η)x,
or en x = 0, wˆ(0, k) = uˆ0(k) donc :
wˆ(x, k) = uˆ0(k)e
λ−(k,η)x
et
Λx>0(u0) = F
−1
k (−λ−(k)uˆ0(k)).
De meˆme, si le support de f est inclut dans R+, on a
Λx<0(u0) = F
−1
k (λ
+(k)uˆ0(k))
Remarque 1 Dans le cas ou` L est un ope´rateur a` coefficients constants on prend la
transforme´e de Fourier de L par rapport a` y, on peut le factoriser.
Exemple : soit L = η −∆
L peut s’e´crire sous la forme
L = −(∂x − Λx<0)(∂x + Λx>0)
Les ope´rateurs intervenants dans les conditions aux limites artificielles exactes sont
les termes de la factorisation de L. Si L est a` coefficients variables on peut relier la
factorisation de L aux conditions aux limites artificielles exactes (voir [17], F. Nataf, F.
Nier).
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Pour les me´thodes de type Schwarz plusieurs conditions d’interface ont e´te´ introduites
a` partir des conditions aux limites artificielles.
1.4 Les CLA exactes en tant que condition d’inter-
face
Les conditions aux limites artificielles ont e´te´ utilise´es pour la premie`re fois comme
condition d’interface dans [19] (T. Hagstrom, R.P. Tewarson et A. Jazcilevich, 1988). On
a alors convergence en deux ite´rations de la me´thode de de´composition de domaine.
En ge´ne´ral les ope´rateurs intervenant dans les CLA exactes ne sont pas utilise´s direc-
tement comme conditions d’interface, car ils ne sont pas des ope´rateurs aux de´rive´es
partielles et donc leur imple´mentation nume´rique dans un code sera tre`s pe´nible. Pour
cette raison, il faut chercher des ope´rateurs aux de´rive´es partielles qui approchent ceux
intervenant dans les CLA exactes.
On a vu que les ope´rateurs intervenant dans les conditions aux limites artificielles
exactes sont de la forme :
(∂x + Λx>0), (∂x − Λx<0).
Les ope´rateurs Λx<0 et Λx>0 ne sont pas des ope´rateurs aux de´rive´es partielles. Nous
sommes motive´s par la recherche des ope´rateurs aux de´rive´es partielles qui approchent
Λx<0 et Λx>0, ceci revient a` approcher λ
− et λ+ par un polynoˆme en k. Par simplicite´, on
ne regardera que des polynoˆmes d’ordre 2 qui correspondent a` des conditions d’interface
avec des de´rive´es tangentes d’ordre 2 faciles a` mettre en oeuvre nume´riquement. Le choix
de cette approximation sera fait de fac¸on a` acce´le´rer la convergence de l’algorithme.
On travaille avec des ope´rateurs d’interface qui contiennent des de´rive´es tangentes
d’ordre 2, exemple :
B =
∂
∂n
+ β − ∂
∂τ
(
α
2
∂
∂τ
) (1.1)
ou` α et β sont deux constantes positives, est une CLA qui approche les CLAE.
Avec ce choix d’ope´rateur l’algorithme de Schwarz s’e´crit :
∀(i, j) ∈ {1, 2},
{
(η −∆)un+1i = f dans Ωi(
∂
∂ni
+ β − ∂
∂τi
(α
2
∂
∂τi
)
)
un+1i =
(
− ∂
∂nj
+ β − ∂
∂τj
(α
2
∂
∂τj
)
)
unj sur ∂Ωi ∩ Ωj
(1.2)
1.5 Convergence de l’algorithme de Schwarz avec les
conditions aux limites approche´es
Dans cette section, nous rappelons un re´sultat de convergence montre´ dans [15] (F.
Nataf et F. Nier, 1997). Nous utiliserons dans toute la suite les meˆmes notations que les
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sections pre´ce´dentes, et nous travaillerons avec les CLA approche´es qui s’e´crivent dans
le cas ge´ne´ral sous la forme :
B1 =
∂
∂n1
+ β − ∂
∂τ1
(
α
2
∂
∂τ1
)
B2 =
∂
∂n2
+ β − ∂
∂τ2
(
α
2
∂
∂τ2
)
ou` α et β sont deux constantes positives.
Dans la suite, on montre que le lien entre B1 et B2 est crucial pour obtenir des
algorithmes qui convergent rapidement.
1.5.1 Cas d’un de´coupage en deux sous-domaines
On note eni l’erreur u
n
i − u a` l’interface Γ12 = {0} × R de Ωi a` l’ite´ration n, i = 1, 2.
On de´finit le taux de convergence de l’algorithme de Schwarz par :
en+2i = ρ e
n
i , n ≥ 0
• Calcul du taux de convergence
D’apre`s la partie 1.3.1 on a :
eˆn+11 = γ
n+1
1 (k)e
λ−x (1.3)
eˆn+12 = γ
n+1
2 (k)e
λ+x (1.4)
ou` γ1 et γ2 sont deux fonctions qui de´pendent de k.
On rappelle les conditions d’interface approche´es applique´es a` l’erreur :(
∂n1 + β − ∂τ1(
α
2
∂τ1)
)
en+11 =
(
− ∂n2 + β − ∂τ2(
α
2
∂τ2)
)
en2 (1.5)
et (
∂n2 + β − ∂τ2(
α
2
∂τ2)
)
en+12 =
(
− ∂n1 + β − ∂τ1(
α
2
∂τ1)
)
en1 . (1.6)
Les conditions d’interface (1.5) (1.6) se traduisent en (x, y) et a` savoir que ∂n2(resp.
∂n1) est remplace´ par ∂x (resp.−∂x), on obtient alors :(
− ∂x + β − ∂y(α
2
∂y)
)
en+11 =
(
− ∂x + β − ∂y(α
2
∂y)
)
en2 (1.7)
et (
∂x + β − ∂y(α
2
∂y)
)
en+12 =
(
∂x + β − ∂y(α
2
∂y)
)
en1 . (1.8)
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Les conditions d’interface (1.7) (1.8) (1.3) (1.4), donnent :
γn+11 (−λ−(k) + β +
α
2
k2) = γn2 (−λ+(k) + β +
α
2
k2) (1.9)
γn+12 (λ
+(k) + β +
α
2
k2) = γn1 (λ
−(k) + β +
α
2
k2) . (1.10)
Comme par de´finition ρ(k;α, β, η) =
γn+21
γn1
, les relations (1.9), (1.10) impliquent :
ρ(k;α, β, η) =
(−λ+ + β + α
2
k2
−λ− + β + α
2
k2
)(λ− + β + α
2
k2
λ+ + β + α
2
k2
)
.
Comme −λ+ = λ−, il s’en suit :
ρ(k;α, β, η) =
(λ− + β + α
2
k2
λ+ + β + α
2
k2
)2
.
On remarque que pour tout k ∈ R, ρ(k, α, β, η) < 1.
Par e´limination on obtient
γ2n1 = ρ(k;α, β, η)
n
γ01 ,
donc
eˆ2n1 (0, k) = ρ(k, α, β, η)
n
eˆ01.
Un calcul analogue dans Ω2 donne
γ2n2 = ρ(k;α, β, η)
n
γ01 ,
donc
eˆ2n2 (0, k) = ρ(k;α, β, η)
n
eˆ02.
Comme ρ(k;α, β, η) < 1 alors ρ(k;α, β, η)n converge vers ze´ro.
Donc l’algorithme de Schwarz converge.
Il est possible d’optimiser le choix du parame`tre α, β afin de re´duire au minimum le
taux de convergence dans l’espace physique de´fini par maxk ρ(k;α, β, η).
Les parame`tres optimaux sont solutions du proble`me :
min
α,β
max
|k|≤pi
h
ρ(k;α, β, η) (1.11)
ou` h est le pas du maillage dans la direction y.
La convergence de´pend des parame`tres du proble`me continu et aussi des parame`tres
discrets.
On rappel un re´sultat duˆ a` F.Nataf d’optimisation de condition d’interface pour un
ope´rateur d’interface de type
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Bi =
∂
∂ni
+
α˜β˜ + η
α˜+ β˜
− 1
α˜+ β˜
∂2
∂τ 2i
.
ou` α˜, β˜ sont deux parame`tres positifs.
L’e´tude du proble`me de minimisation du taux de convergence de l’algorithme de
Schwarz avec condition d’interface de type Bi permet de calculer les coefficients optimise´s
de l’ope´rateur Bi(note´s α˜opt, β˜opt) solution du proble`me (1.11).
Proposition 1 Soit L = η −∆
1. L’optimisation des coefficients de l’ope´rateur d’interface Bi donne :
α˜optβ˜opt = λmλM
α˜opt + β˜opt =
(
2
√
λmλM(λm + λM)
) 1
2
ou`
λm =
√
η + k2min, λM =
√
η + k2max
et
kmax =
π
h
, kmin =
1
a
ou` a : est la longueur de l’interface commune entre les deux sous-domaines.
2. Comportement asymptotique des coefficients optimise´s quand h −→ 0
– λM ≃ πh
–
α˜opt + β˜opt ≃
[
2
√
λm(
π
h
)
1
2
π
h
] 1
2
=
√
2λ
1
4
m(πh)
3
4
– α˜optβ˜opt ≃ λmπh
La proposition 1 nous permet de de´duire les parame`tres optimaux du proble`me (1.11)
avec condition d’interface de type (1.1). On note ces parame`tres par αopt, βopt, et ils sont
donne´s par :
βopt =
α˜optβ˜opt + η
α˜opt + β˜opt
(1.12)
αopt =
2
α˜opt + β˜opt
(1.13)
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On peut aussi donner le comportement asymptotique des deux coefficients αopt et
βopt, un simple calcul donne :
αopt =
√
2
λ
1
4
mπ
3
4
h
3
4 (1.14)
βopt =
λ
3
4
mπ
1
4√
2
h−
1
4 (1.15)
1.5.2 Cas d’une de´composition en N sous-domaines
Dans le cas ge´ne´ral pour une de´composition du domaine enN sous-domaines (bandes),
le taux de convergence est estime´ en fonction du taux de convergence du cas a` deux sous-
domaines. La convergence a e´te´ prouve´e en utilisant des techniques de langages formels
dans [15](F. Nataf et F. Nier, 1994).
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Chapitre 2
Proprie´te´s de la transformation de
Mellin et les espaces de Sobolev a`
poids
Nous rappelons, en quelques points la the´orie de V. Kondratiev qui permet d’e´tudier
la re´gularite´ des proble`mes elliptiques dans des domaines a` coins. Apre`s avoir introduit la
transforme´e de Mellin et les espaces de Sobolev a` poids, nous rappelons les liens avec les
espaces de Sobolev. La transformation de Mellin permet une repre´sentation tre`s visuelle
de la re´gularite´ Hs dans les domaines a` coins. Cela nous conduira au chapitre suivant a` la
notion de type asymptotique et a` l’introduction des espaces de Sobolev avec singularite´s
prescrites qui interviennent dans la re´solution des proble`mes elliptiques.
2.1 Transformation de Mellin
La transformation de Mellin consiste a` transporter tout ce qu’on sait faire sur le
groupe additif (R,+) avec la transformation de Fourier au groupe multiplicatif (R⋆+, .).
Cela peut se faire en pratique avec le changement de variable r = e−t, t ∈ R dans la
formule de transformation de Fourier :
F (f)(τ) = fˆ(τ) =
∫ +∞
−∞
e−iτtf(t)dt
On pose f(t) = u(e−t), alors on a :
M(u)(τ) =
∫ +∞
0
riτu(r)
dr
r
(2.1)
La formule d’inversion de Fourier
F−1(fˆ)(t) =
∫ +∞
−∞
eiτtfˆ(τ)
dτ
2π
conduit a`
M−1(uˆ)(r) =
∫ +∞
−∞
r−iτ uˆ(τ)
dτ
2π
.
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Notons que l’on peut introduire directement la transforme´e de Mellin sur (R⋆+, .) a`
l’aide des caracte`res r −→ r−iγ et la mesure de Haar dr
r
.
2.1.1 Isome´trie et Proprie´te´s de M
• Isome´trie
La transformation de Mellin est une isome´trie de L2(R+,
dr
r
) dans L2(R, dτ
2π
).
Preuve 1 On sait que la transformation de Fourier est une isome´trie de L2(R, dt) dans
L2(R, dt
2π
), donc la transformation de Mellin est une isome´trie de L2(R+,
dr
r
) dans L2(R, dτ
2π
).
•Proprie´te´s de M
1. Dans la transformation de Mellin la multiplication par un caracte`re riα revient a`
la translation en fre´quence par −α, c’est a` dire :
M(riαf)(τ) =M(f)(τ + α) pour α ∈ R.
Cette formule est encore valable pour α complexe.
2. Formules de de´rivation pour la transformation de Mellin :
M(ir ∂rf)(τ) = τM(f)(τ)
M(i ln(r)f)(τ) = ∂τM(f)(τ)
3. Formules de dilatation :
M(f(rc))(τ) = c−1M(f)(c−1τ), c ∈ R⋆+
M(f(c r)(τ) = c−iτM(f)(τ), c ∈ R⋆+
4. Produit de convolution :
On de´finit le produit de convolution dans un groupe multiplicatif par :
f ∗ g(r) =
∫ +∞
0
f(
r
r′
)g(r′)
dr′
r′
Alors on a :
M(f ∗ g) =M(f)M(g)
5. M(fg) =M(f) ∗2π M(g)
Preuve 2 1. On travaille avec des fonctions de classe C∞ et a` support compact dans
(0,+∞) et on prolonge les identite´s par densite´.
En utilisant la de´finition inte´grale de la transformation de Mellin (2.1) on obtient
la 1e`re e´galite´ c’est a` dire :
M(riαf)(τ) =
∫ +∞
0
ri(α+τ)f(r)
dr
r
=M(f)(τ + α)
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2. • D’apre`s (2.1) on a :
M(ir∂rf)(τ) =
∫ +∞
0
iriτr∂rf(r)
dr
r
= i
∫ +∞
0
riτ∂rf(r)dr
Par inte´gration par partie on obtient : M(ir∂rf)(τ) = τM(f)(τ), pour toute fonc-
tion f de classe C∞ et a` support compact dans (0,+∞)
• D’apre`s (2.1) on a
M(i ln(r)f)(τ) =
∫ +∞
0
riτ i ln(r)f(r)
dr
r
,
il suffit de remarquer que
∂τr
iτ = i ln(r)riτ
alors on obtient :
M(i ln(r)f)(τ) =
∫ ∞
0
∂τr
iτf(r)
dr
r
= ∂τ (
∫ +∞
0
riτf(r)
dr
r
).
Donc M(i ln(r)f)(τ) = ∂τM(f)(τ).
3. • Pour montrer la formule de dilatation il suffit de poser le changement de variable
r′ = rc, Ce qui donne dr
′
r′
= cdr
r
Donc d’apre`s (2.1) on a :
M(f(rc))(τ) =
∫ +∞
0
riτf(rc)
dr
r
=
∫ +∞
0
r′
iτ
c f(r′)
1
c
dr′
r′
= c−1M(f)(
τ
c
)
• La deuxie`me formule de dilatation se de´montre en posant comme changement de
variable r′ = c r on obtient facilement le re´sultat.
4. D’apre`s (2.1) on peut e´crire :
M(f ∗ g)(τ) =
∫ +∞
0
riτ (f ∗ g)(r)dr
r
, (2.2)
en utilisant la de´finition du produit de convolution
(f ∗ g)(r) =
∫ +∞
0
f(
r
r′
)g(r′)
dr′
r′
,
donc l’e´galite´ (2.2) est e´quivalente a` :
M(f ∗ g)(τ) =
∫∫
(0,+∞)2
riτf(
r
r′
)g(r′)
dr′
r′
dr
r
. (2.3)
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On pose le changement de variable y = r
r′
alors on a : dy
y
= dr
r
Donc avec ce changement de variable et l’e´galite´ (2.3) on obtient le re´sultat i.e :
M(f ∗ g)(τ) =
(∫ +∞
0
r′iτg(r′)
dr′
r′
)(∫ +∞
0
yiτg(y)
dy
y
)
=M(g)(τ)M(f)(τ)
5. Par un calcul analogue a` celui du produit de convolution on montre que
M(fg) =M(f) ∗2π M(g)
2.2 Les espaces a` poids en dimension un
On se propose de de´terminer les isome´tries et les proprie´te´s de la transformation de
Mellin dans des espaces a` poids qui seront de´finis ulte´rieurement. Comme la transfor-
mation de Mellin n’est autre que la transformation de Fourier avec un petit changement
(r = e−t), nous sommes ramene´s a` chercher les proprie´te´s de la transformation de Fourier
dans des espaces bien de´finis puis les traduire en Mellin.
2.2.1 Transformation de Fourier a` poids exponentiel
De´finition 1
L2,γ+
1
2 := L2(R, e2γtdt) = {f ∈ L2loc(R), tel que
∫
R
|f(t)|2e2γtdt <∞} (2.4)
H2(R + i[γ, γ′]) := {u;u holomorphe dans γ < ℑ(z) < γ′, u|ℑ(z)=γ ∈ L
2(R + iγ)
u|ℑ(z)=γ′ ∈ L2(R + iγ′) }
(2.5)
Proprie´te´ 1 La transformation de Fourier note´e (F ) est une isome´trie de L2,γ+
1
2 dans
L2(R + iγ, dτ
2π
).
Preuve 3 Soit f ∈ L2,γ+ 12 ⇐⇒ eγtf ∈ L2(R, dt)( ceci est clair d’apre`s 2.4),
alors on a
||f ||2
L2,γ+
1
2
=
∫
R
|f(t)|2e2γtdt = ||eγ.f ||L2(R,dt). (2.6)
En utilisant le fait que la transforme´e de Fourier est une isome´trie de L2(R, dt) dans
L2(R, dτ
2π
), alors l’e´galite´ (2.6) devient :
||f ||
L2,γ+
1
2
= ||eγ.f ||L2(R,dt) = ||êγ.f ||L2(R, dτ
2pi
). (2.7)
Avec un simple calcul de transforme´e de Fourier on montre que :
(êγ.f)(τ) =
∫
R
e−i τ teγ tf(t) dt =
∫
R
e−i t(τ+iγ) f(t) dt, (2.8)
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d’ou`
(êγ.f)(τ) = fˆ(τ + iγ). (2.9)
On peut remarquer que l’e´galite´ (2.9) revient a` une translation en fre´quence par (iγ).
En utilisant les deux identite´s (2.7) et (2.9) on aboutit a` :
||f ||
L2,γ+
1
2
= ||fˆ( .+ iγ)||L2(R, dτ
2pi
)
Donc la transformation de Fourier est une isome´trie de L2,γ+
1
2 dans L2(R + iγ, dτ
2π
).
Proprie´te´ 2 1. La transformation de Fourier est une isome´trie de L2,γ+
1
2 ∩ L2,γ′+ 12
dans H2(R + i[γ, γ′])
2. Ine´galite´ d’interpolation entre les espaces L2(R + iγ)
Soit u ∈ L2(R + iγ) ∩ L2(R + iγ′) alors u ∈ L2( R + iγ′′),∀γ′′, γ ≤ γ′′ ≤ γ′,
de plus on a l’ine´galite´ suivante :
||u||L2(R+iγ′′) ≤ ||u||L2(R+iγ) + ||u||L2(R+iγ′). (2.10)
En fait l’ine´galite´ (2.10) n’est pas optimale, on peut avoir mieux a` partir du the´ore`me
de Paley Wiener. Avant d’introduire le the´ore`me de Paley Wiener nous rappelons, en
quelques lignes, les espaces de Hardy.
On note par Γ une courbe rectifiable, oriente´e et se´parant le plan complexe en deux
composantes connexes Ω+ et Ω−, il est possible de de´finir l’espace de Hardy H2(Ω−) des
fonctions analytiques dans Ω− et ayant des valeurs au bord dans L2(Γ). Les fonctions
de H2(Ω−) sont caracte´rise´es par leurs valeurs au bord de sorte que H2(Ω−) peut eˆtre
assimile´ a` un sous-espace de L2(Γ). De la meˆme fac¸on on de´finit H2(Ω+).
The´ore`me 1 ( The´ore`me de Paley Wiener )
Soient les espaces H2(C+) et L
2(R−, dt) de´finis par :
H2(C+) =
{
u;u holomorphe dans {z;ℑ(z) > 0}, u|R ∈ L2(R, dτ2π )
}
L2(R−, dt) =
{
u;u ∈ L2(R, dt), u|R+ = 0
} .
alors la transformation de Fourier est une isome´trie de L2(R−, dt) dans H2(C+)
Preuve 4 Voir Rudin (tome 4) pour plus de de´tail.
A` partir du the´ore`me de Paley Wiener on peut de´duire les deux corollaires 1 et 2
qui de´finissent des isome´tries re´alise´es par la transforme´e de Fourier entre les espaces de
Sobolev a` poids exponentiel dans des espaces de Hardy.
Corollaire 1 On a les isome´tries suivantes :
F : L2(R−, e2γtdt) −→ H2(C+ + iγ) (2.11)
F : L2(R+, e
2γtdt) −→ H2(C− + iγ) (2.12)
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Corollaire 2 Pour γ ≤ γ′ les transformations de Fourier :
F : L2,γ+
1
2 ∩ L2,γ′+ 12 −→ L2(R−, e2γtdt)⊕ L2(R+, e2γ′tdt) (2.13)
F : L2,γ+
1
2 ∩ L2,γ′+ 12 −→ H2(C+ + iγ)⊕H2(C− + iγ) (2.14)
sont des isome´tries
2.2.2 Traduction des proprie´te´s de la transformation de Fourier
en transformation de Mellin
Avec le changement de variable r = e−t, on peut de´duire les isome´tries re´alise´es par
la transformation de Mellin a` partir de celles de la transformation de Fourier.
On remarque que le changement de variable r = e−t envoie R− en [1,+∞[ et R+ en ]0, 1].
Proprie´te´ 3 : Les transformations de Mellin de´finies par :
1.
M : L2(R⋆+, r
−2γ dr
r
) −→ L2(R + iγ, dτ
2π
) (2.15)
2.
M : L2(]0, 1], r−2γ
dr
r
) −→ H2(C− + iγ, dτ
2π
) (2.16)
3.
M : L2([1,+∞[, r−2γ dr
r
) −→ H2(C+ + iγ, dτ
2π
) (2.17)
4. ∀γ ≤ γ′ on a :
M : L2(R⋆+, r
−2γ dr
r
) ∩ L2(R⋆+, r−2γ
′ dr
r
) −→ H2(C+ + iγ, dτ
2π
)⊕H2(C− + iγ′, dτ
2π
)
(2.18)
5.
M : L2(R⋆+, r
−2γ dr
r
) ∩ L2(R⋆+, r−2γ
′ dr
r
) −→ H2(R + i[γ, γ′]) (2.19)
sont des isome´tries.
Preuve 5 – L’isome´trie (2.15) se de´duit facilement a` partir de la proprie´te´ 1.
– Les autres proprie´te´s de Mellin sont des conse´quences des corollaires 1 et 2.
2.3 Les espaces a` poids en dimension n
Soit Ω = R⋆+ × ω ou` ω est un ouvert re´gulier de Sn−1
On note par dθ un e´le´ment de surface sur ω
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De´finition 2 On de´finit les espaces L2(Ω, dx) et L2,γ comme suit :
L2(Ω, dx) = L2(R⋆+ × ω, rn−1drdθ) = L2(R⋆+ × ω, rn
dr
r
dθ)
L2,γ = L2(Ω, |x|−2γ dx) = L2(R⋆+ × ω, r−2γrn
dr
r
dθ) = L2(R⋆+ × ω, r2(−γ+
n
2
)dr
r
dθ)
Proposition 2 En toute dimension on a L2,0 = L2(Ω, dx)
Preuve 6 Pour n = 1 (en dimension 1) on a par de´finition : L2,γ+
1
2 = L2(R⋆+, r
−2γ dr
r
),
donc pour γ = −1
2
on obtient le re´sultat L2,0 = L2(R⋆+, dr).
Pour n > 1, d’apre`s la de´finition des espaces L2,γ on a L2,γ = L2(R⋆+ × ω, r2(−γ+
n
2
) dr
r
dθ)
donc pour γ = 0 on a :
L2,0 = L2(R⋆+ × ω, rn
dr
r
dθ) = L2(Ω, dx).
Donc en toute dimension L2,0 = L2(Ω, dx).
2.3.1 Proprie´te´s de la transformation de Mellin en dimension
n
Les transformations de Mellin de´finies par
1.
M : L2,γ −→ L2
(
R− i(−γ + n
2
),
dτ
2π
;L2(ω)
)
,
2.
M : L2
(
Ω ∩ (r ≤ 1), |x|−2γdx
)
−→ H2
(
C− − i(−γ + n
2
),
dτ
2π
;L2(ω)
)
,
3.
M : L2
(
Ω ∩ (r ≥ 1), |x|−2γdx
)
−→ H2
(
C+ − i(−γ + n
2
),
dτ
2π
;L2(ω)
)
,
4. ∀γ ≤ γ′ on a
M : L2
(
Ω, |x|−2γdx
)
∩ L2
(
Ω, |x|−2γ′dx
)
−→ H2
(
C+ − i(−γ + n
2
);L2(ω)
)
⊕H2
(
C− − i(−γ′ + n
2
);L2(ω)
)
,
sont des isome´tries.
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Preuve 7 1. On a
L2,γ = L2(Ω, |x|−2γdx)
= L2(R⋆+ × ω, r−2γrn drr dθ)
= L2(R⋆+ × ω, r−2(γ−
n
2
) dr
r
dθ)
Donc d’apre`s (2.15), on de´duit que la transformation de Mellin re´alise une isome´trie
de L2(R⋆+ × ω, r−2(γ−
n
2
) dr
r
dθ) dans L2
(
R− i(−γ + n
2
), dτ
2π
;L2(ω)
)
.
2. Pour la deuxie`me isome´trie, il suffit d’e´crire :
L2(Ω ∩ (r ≤ 1), |x|−2γdx) = L2(]0, 1]× ω, r−2(γ−n2 )dr
r
dθ) (2.20)
donc d’apre`s (2.16) et (2.20), la transformation de Mellin est une isome´trie de
L2(Ω ∩ (r ≤ 1), |x|−2γdx) dans H2
(
C− − i(−γ + n
2
),
dτ
2π
;L2(ω)
)
.
3. De la meˆme manie`re que pre´ce´demment on a
L2(Ω ∩ (r ≥ 1), |x|−2γdx) = L2([1,∞[×ω, r−2(γ−n2 )dr
r
dθ), (2.21)
donc d’apre`s (2.17) et (2.21) M est une isome´trie de
L2(Ω ∩ (r ≥ 1), |x|−2γdx) dans H2
(
C+ − i(−γ + n
2
),
dτ
2π
;L2(ω)
)
.
4. On proce`de comme pre´ce´demment et on utilise (2.17), on prouve que M est une
isome´trie de L2(Ω, |x|−2γdx)∩L2(Ω, |x|−2γ′dx) dansH2
(
C+ − i(−γ + n2 );L2(ω)
)
⊕
H2
(
C− − i(−γ′ + n2 );L2(ω)
)
.
2.3.2 Les espaces de Sobolev a` poids : Hs,γ
De´finition 3 Soient s ∈ N et γ ∈ R
On de´signe par Hs,γ l’espace :
Hs,γ := {u ∈ L2loc(Ω), (r∂r)α1(∂θ)α2u ∈ L2(Ω, r−2γdx) = L2,γ ;α1 + |α2| ≤ s}.
C’est un espace de Hilbert muni de la norme donne´e par
‖u‖2Hs,γ =
∑
α1+|α2|≤s
‖(r∂r)α1∂α2θ u‖2L2,γ .
Pour s ∈ R+, les espaces Hs,γ sont de´finis a` partir des s entiers par interpolation a` γ
fixe´.
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Lemme 1 Soit Ω ⊂ Rn,Ω = R× ω, ou` ω est un ouvert re´gulier de Sn−1 et s ∈ N.
Alors
Hs,
n
2 = {u(ln(r), θ), u ∈ Hs(R× ω)}.
Preuve 8 Soit u ∈ Hs,n2 , comme s ∈ N donc d’apre`s la de´finition des espaces Hs,γ on a
u ∈ Hs,n2 ⇐⇒ (r∂r)α1∂α2θ u ∈ L2(Ω, r−nrn−1drdθ), α1 + |α2| ≤ s
⇐⇒ (r∂r)α1∂α2θ u ∈ L2(R⋆+ × ω, drr dθ), α1 + |α2| ≤ s
On pose r = et, uˆ(t, θ) = u(et, θ) alors
u ∈ Hs,n2 ⇐⇒ (∂t)α1∂α2θ uˆ ∈ L2(R× ω, dtdθ), α1 + |α2| ≤ s
⇐⇒ uˆ ∈ Hs(Ω)
D’apre`s le Lemme 1, toute fonction u dans Hs,
n
2 s’e´crit sous la forme u(r, θ) =
uˆ(ln(r), θ), uˆ ∈ Hs(Ω). On se met dans la situation d’une varie´te´ a` bord re´gulier, donc
on pourra de´duire les proprie´te´s de l’ope´rateur de trace sur les espaces de Sobolev
Hs(Ω), s > 1
2
. Ainsi nous donnerons une caracte´risation des traces des fonctions dans
Hs,γ(Ω).
Lemme 2 Soit Ω ⊂ Rn tel que ∂Ω = R× ∂ω ou` ω une varie´te´ a` bord (∂ω) re´gulier.
Soit l’ope´rateur de trace de´fini par γ∂Ω : Ω −→ ∂Ω
Alors γ∂Ω est bien de´fini et surjectif de : H
s,γ dans Hs−
1
2
,γ− 1
2 de`s que s > 1
2
Remarque 2 1. On sait que la transformation de Mellin est une isome´trie de
L2,γ dans L2(R− i(−γ + n
2
),
dτ
2π
;L2(ω))
alors on peut donner une autre caracte´risation des espaces a` poids Hs,γ, en effet
pour u ∈ Hs,γ on a :
(r∂r)
α1(∂θ)
α2u ∈ L2,γ ⇐⇒ (z
i
)
α1
(∂θ)
α2M(u)(z, θ) ∈ L2(R− i(−γ + n
2
),
dτ
2π
;L2(ω))
On note que z s’e´crit sous la forme z = τ − i(−γ + n
2
), τ ∈ R.
Donc
u ∈ Hs,γ ⇐⇒ (z
i
)
α1
(∂θ)
α2M(u)(z, θ) ∈ L2(R− i(−γ + n
2
),
dτ
2π
;L2(ω))
Nous ge´ne´ralisons cette caracte´risation ci-dessous.
Proposition 3 Soient s ∈ N et γ ∈ R alors on a l’e´quivalence suivante :
u ∈ Hs,γ ⇐⇒ r−γ+|α|Dαxu ∈ L2(Ω, dx),∀α, |α| ≤ s
⇐⇒ r|α|Dαxu ∈ L2(Ω, |x|−2γdx) = L2,γ ,∀α, |α| ≤ s
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Preuve 9 En e´crivant
Dx =
1
r
(
r∂r
∂θ
)
et en utilisant la de´finition de l’espace Hs,γ on a :
u ∈ Hs,γ ⇐⇒ r|α|Dαxu ∈ L2(Ω, |x|−2γdx) = L2,γ ,∀α, |α| ≤ s
Proposition 4 Soient s ∈ R+ et Ω = R⋆+ × ω, ou` ω est un ouvert re´gulier de Sn−1.
Alors on a
u ∈ Hs,γ ⇐⇒ ∃ u˜ ∈ Hs,γ(R⋆+ × Sn−1) tel que u˜|Ω = u.
Si de plus le support de u est inclus dans l’ensemble {x, x|x| ∈ K ⊂⊂ ω} ou` K est un
compact alors u = u˜.
Preuve 10 Comme la multiplication par rγ de´finit un isomorphisme de Hs,γ0 dans
Hs,γ0+γ il suffit de conside´rer le cas γ = n
2
. Nous nous restreignons d’abord a` s ∈ N.
On a :
u ∈ Hs,n2 (Ω) ⇐⇒ r|α|Dαxu ∈ L2(Ω, |x|−ndx),∀α, |α| ≤ s
⇐⇒ (r∂r)α1∂α2θ u ∈ L2(Ω, r−ndx), α1 + |α2| ≤ s.
Donc
(r∂r)
α1∂α2θ u ∈ L2(R⋆+ × ω,
dr
r
dθ), α1 + |α2| ≤ s.
On pose r = e−t et uˆ(t, θ) = u(e−t, θ), alors
u ∈ Hs,n2 (Ω) ⇐⇒ ∂α1t ∂α2θ uˆ ∈ L2(R× ω, dtdθ), α1 + |α2| ≤ s
⇐⇒ uˆ ∈ Hs(R× ω) .
Comme ω est un ouvert re´gulier de Sn−1, on utilise un ope´rateur de prolongement en θ
qui permet de trouver u˜ ∈ Hs(R×Sn−1) telle que u˜∣∣
R×ω = uˆ. En revenant aux variables
(r, θ), u est la restriction a` R∗+ × ω d’un e´le´ment de Hs,
n
2 (R∗+ × Sn−1).
L’ope´rateur de prolongement peut eˆtre choisi pour eˆtre continu de Hs(R × ω) dans
Hs(R× Sn−1) pour s entier infe´rieur ou e´gal a` N ∈ N fixe´. Par interpolation cela de´finit
un ope´rateur de prolongement pour s ∈ [0, N ] et le re´sultat est valable pour s non entier.
D’apre`s la proposition 4, pour caracte´riser les espaces Hs,γ il suffit de caracte´riser
les espaces Hs,γ(R⋆+ × Sn−1). Ainsi nous donnerons au the´ore`me 2 une caracte´risation
des espaces Hs,γ(R⋆+ × ω) pour s ∈ R+ et γ ∈ R.
Caracte´risation des espaces Hs,γ(R⋆+ × Sn−1)
On donne ici une caracte´risation des espaces de Sobolev Hs,γ(R⋆+ × Sn−1) avec la trans-
forme´e de Mellin.
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On revient sur le cas s ∈ N. L’appartenance de u a` Hs,γ(R∗+ × Sn−1) se traduit par∑
α1+|α2|≤s
‖zα1∂α2θ M(u)‖2L2(R+i(γ−n
2
);L2(Sn−1)) <∞.
En introduisant l’ope´rateur de Laplace-Beltrami ∆S sur S
n−1 et en posant Λ = (1−∆S) 12
on a alors
u ∈ Hs,γ(R∗+ × Sn−1)⇐⇒ (1 + Λ + |z|)sM(u) ∈ L2(R + i(γ −
n
2
);L2(Sn−1)) .
Cette caracte´risation est alors valable pour s ∈ R+ par interpolation. Comme la proprie´te´
supp (u) ⊂ {r ≤ 1} se traduit par une proprie´te´ d’holomorphie dans {ℑz < γ − n
2
}
il est
pre´fe´rable de remplacer le poids (Λ + |z|)s par une quantite´ e´quivalente holomorphe par
rapport a` z dans
{ℑz < γ − n
2
}
.
Notons que l’ope´rateur Λ = (1 − ∆S) 12 est un ope´rateur auto-adjoint minore´ par 1
et que le calcul fonctionnel auto-adjoint rame`ne le proble`me au cas ou` Λ est un scalaire
positif (diagonaliser ∆S sur la base des harmoniques sphe´riques). On remarque que pour
ℑz < γ − n
2
, on a en posant Z = i(z − i(γ − n
2
))
ℜZ = ℜ[i(z − i(γ − n
2
))] = −ℑ[z − i(γ − n
2
)] > 0 .
Pour λ ≥ 1 la quantite´ (λ + i(z − i(γ − n
2
))) a donc une partie re´elle supe´rieure ou
e´gale a` 1. On peut choisir sur le demi-plan {ℜζ ≤ 1} une de´termination holomorphe du
logarithme et donc une de´termination holomorphe de ζs pour tout s ∈ R qui ve´rifie
|ζs| = |ζ|s. Il reste a` ve´rifier si les quantite´s λ + |z| et ∣∣λ+ i(z − i(γ − n
2
))
∣∣ sont bien
e´quivalentes sur
{ℑz < γ − n
2
}
. En posant i(z − i(γ − n
2
)) = Z = a + ib avec a > 0, on
obtient
2λ2 + 2 |Z|2 ≥ |λ+ Z|2 ≥ |λ+ a+ ib|2 ≥ λ2 + a2 + b2 = λ2 + |Z|2 .
On conclut alors par les e´quivalences pour s ∈ R+ et γ ∈ R
u ∈ Hs,γ(R∗+ × Sn−1)⇐⇒ (Λ + i(z − i(γ −
n
2
)))sM(u) ∈ L2(R + i(γ − n
2
);L2(Sn−1))
et
u ∈ Hs,γ(R∗+ × Sn−1) , suppu ⊂ {r ≤ 1}
⇐⇒
(Λ + i(z − i(γ − n
2
)))sM(u) ∈ H2(C− + i(γ − n2 );L2(Sn−1)) .
Les re´sultats obtenus dans ce paragraphe se re´sument dans le the´ore`me suivant.
The´ore`me 2 Pour s ∈ R+ et γ ∈ R on a les e´quivalences suivantes
1 u ∈ Hs,γ(R∗+ × ω) si et seulement si sa transforme´e de Mellin Mu est la restriction a`
[R + i(γ − n
2
)]× ω d’une fonction v(z, θ) sur R× Sn−1 ve´rifiant(
Λ + i(z − i(γ − n
2
))
)s
v ∈ L2(R + i(γ − n
2
);L2(Sn−1)) .
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2 u ∈ Hs,γ(R∗+ × ω) avec suppu ⊂ {r ≤ 1} si et seulement si sa transforme´e de Mellin
Mu est la restriction a` [R + i(γ − n
2
)] × ω d’une fonction v(z, θ) sur R × Sn−1
ve´rifiant (
Λ + i(z − i(γ − n
2
))
)s
v ∈ H2(C− + i(γ − n
2
);L2(Sn−1)) .
2.4 Lien avec les espaces de Sobolev usuels
On travaille toujours avec Ω = R∗+×ω ou` ω est un ouvert re´gulier de Sn−1. Nous nous
inte´ressons essentiellement au comportement des fonctions au voisinage du coin. Nous
traiterons donc des fonctions a` support dans {r ≤ 1}. Nous allons de´crire la re´gularite´
Hs, s ≥ 0 usuelle en terme de transforme´e de Mellin puis faire le lien avec les espaces
de Sobolev a` poids introduits pre´ce´demment. Nous allons voir que la transforme´e de
Mellin d’une fonction Hs a` support dans {r ≤ 1} admet un prolongement me´romorphe
dans un demi-plan complexe a` valeur L2 en angle et dont les poˆles correspondent au
de´veloppement de Taylor de la fonction au voisinage de 0. On traitera en premier lieu le
cas de la dimension un, puis on ge´ne´ralisera les re´sultats en toute dimension.
Avant cela nous rappelons une version des ine´galite´s de Hardy tire´e de [3] (Appendice
A, The´ore`me A.A.7).
Lemme 3 Pour s ∈ (0, 1) (en excluant le cas s = 1
2
pour n = 1) toute fonction dans
Hs(Ω) a` support dans {r ≤ r1} (avec la condition u(0) = 0 si n = 1 et s > 12) appartient
a` L2,s(Ω) et il existe une constante Cn,s,r1 telle que
∀u ∈ Hs(Ω), suppu ⊂ {r ≤ r1} , ‖u‖L2,s(Ω) ≤ Cn,s,r1 ‖u‖Hs ,
avec la condition u(0) = 0 si s > 1
2
et en excluant s = 1
2
pour le cas n = 1.
Avant de donner la preuve du Lemme 3 (tire´e de M. Dauge pp 218-219), nous rap-
pelons la de´finition des espaces Hs pour tout s.
Soit Ω un ouvert de Rn, on note par σ = s−m, ou` m de´signe la partie entie`re de s,
avec 0 < σ < 1.
On de´finit
Qσ[u](x, y) =
|u(x)− u(y)|
|x− y|σ+n2 ,
alors les espaces Hs sont de´finis par :
1. Hm est l’espace des fonctions u de´finies dans Ω tel que
||u||Hm(Ω) =
{∑
α≤m
∫
Ω
|Dαu(x)|2dx
} 1
2
< +∞
2. Hs est l’espace des fonctions de´finies dans Ω tel que
||u||Hs(Ω) = ||u||Hm +
∑|α|=m
∫∫
Ω×Ω
|Qσ[Dαu](x, y)|2dxdy

1
2
< +∞
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Preuve 11 On note par Ω1 = Ω ∩B(0, r1), pour simplifier les calculs on choisit r1 = 1.
On a C∞(Ω1) est dense dans Hs(Ω1). Ainsi, il suffit de montrer l’ine´galite´ pour les
fonctions dans C∞(Ω1), puis on prolonge l’ine´galite´ par densite´.
Soit u ∈ C∞(Ω1). On distinguera dans la suite le cas de la dimension 1 et le cas ou`
n > 1.
– Si n = 1 et s > 1
2
, et si de plus u(0) = 0, alors r−su ∈ L2(Ω1), donc u ∈ L2,s.
– On de´finit Ω˜ = {(x, y) ∈ Ω1 × Ω1, |y| ≤ |x|}
On remarque que
||Qs[u]||L2(Ω˜) ≤ ||u||Hs(Ω), (2.22)
pour (x, y) ∈ Ω˜, on a |x− y| ≤ 2|x|, d’ou`
|u(x)− u(y)|
|x|s+n2 ≤ 2
s+n
2
|u(x)− u(y)|
|x− y|s+n2
⇐⇒
|u(x)− u(y)|
|x|s+n2 ≤ 2
s+n
2Qs[u](x, y)
⇐⇒
∣∣∣ u(x)|x|s+n2 − u(y)|x|s+n2
∣∣∣ ≤ 2s+n2Qs[u](x, y) (2.23)
On pose
g1(x, y) =
u(x)
|x|s+n2
g2(x, y) =
u(y)
|x|s+n2
Donc 2.23 devient
|g1(x, y)− g2(x, y)| ≤ 2s+n2Qs[u](x, y),
ce qui donne
||g1 − g2||L2(Ω˜) ≤ 2s+
n
2 ||Qs[u]||L2(Ω˜).
On de´duit alors ∣∣∣||g1||L2(Ω˜) − ||g2||L2(Ω˜)∣∣∣ ≤ 2s+n2 ||Qs[u]||L2(Ω˜) (2.24)
On peut exprimer les normes ||g1||L2(Ω˜) et ||g2||L2(Ω˜) en fonction de ||u||L2,s(Ω1), en
effet
– L’estimation de ||g1||L2(Ω˜) s’effectue par inte´gration par rapport a` y, ou` |y| ∈
[0, |x|]. On obtient :
||g1||L2(Ω˜) = µ(ω)n−1||u||2L2,s(Ω1) (2.25)
ou` µ(ω) de´signe le volume de ω ⊂ Sn−1.
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– L’estimation de ||g2||L2(Ω˜) s’effectue par inte´gration par rapport a` x, ou` |x| ∈
[|y|, 1]. On obtient :
||g2||L2(Ω˜) = µ(ω)(2s)−1
[
||u||2L2,s(Ω1) − ||u||2L2(Ω1)
]
(2.26)
On pose A = ||u||L2,s(Ω1) et B = ||u||L2(Ω1)
D’apre`s (2.22),...,(2.26), il existe une constante C, qui de´pend de s et de n tel que
|A(2s) 12 − (A2 −B2) 12n 12 | ≤ C||u||Hs (2.27)
• Si n < 2s,
[(2s)
1
2 − n 12 ]A ≤ |A(2s) 12 − (A2 −B2) 12n 12 |
≤ C||u||Hs
Donc
||r−su||L2(Ω1) ≤ Cn,s||u||Hs
• Si n > 2s, d’apre`s (2.27)
(A2 −B2) 12n 12 − A(2s) 12 ≤ C||u||Hs ,
comme 0 ≤ A−B ≤ (A2 −B2) 12 , on de´duit que
[n
1
2 − (2s) 12 ]A ≤ C||u||Hs + n 12B.
Donc il existe une constante Cn,s tel que
||r−su||L2(Ω1) ≤ Cn,s||u||Hs
Si on suppose que u est a` support dans {r ≤ r1}, on de´duit qu’il existe une
constante positive Cn,s,r1 tel que
||r−su||L2(Ω1) ≤ Cn,s,r1||u||Hs
En passant en transforme´e de Mellin on en de´duit
Proposition 5 Pour s ∈ (0, 1) (en excluant le cas s = 1
2
si n = 1) une fonction u ∈
Hs(Ω) telle que suppu ⊂ {r ≤ 1} (et u(0) = 0 pour s > 1
2
et n = 1) a une transforme´e
de Mellin qui appartient a` H2(C− + i(s− n2 );L2(ω)).
Preuve 12 Il suffit d’utiliser la caracte´risation des espaces L2 a` poids avec condition de
support.
Dans le cas de la dimension 1, une valeur non nulle en 0 fait apparaˆıtre un poˆle en z = 0
et on ne peut parler que du prolongement me´romorphe de la transforme´e de Mellin. Cela
sera plus clair avec les re´sultats qui suivent.
2.4Espaces de Sobolev usuels 37
2.4.1 Cas de la dimension un
Proposition 6 1. u ∈ L2(R∗+, dr) et a` support dans {r ≤ 1} si et seulement si
M(u) ∈ H2(C− − i2 , dτ2π ),
2. u ∈ H1(R⋆+) et a` support dans {r ≤ 1} si et seulement si M(u) admet un prolonge-
ment me´romorphe dans le demi-plan complexe ℑ(z) < 1
2
avec un unique poˆle simple
en ze´ro dont le re´sidu est −iu(0). De plus si χ ∈ C∞([0, 1)) avec χ ≡ 1 au voisinage
de r = 0 la diffe´rence u − u(0)χ(r) appartient a` H1,1(R∗+) et sa transforme´e de
Mellin M [u− u(0)χ(r)] appartient a` H2(C− + i2 , dτ2π ).
Preuve 13 1. Par de´finition des espaces L2,γ on de´duit que :
u ∈ L2(R⋆+, dr) et suppu ⊂ {r ≤ 1} ⇐⇒ u ∈ L2,0 et suppu ⊂ {r ≤ 1}.
D’apre`s les proprie´te´s d’isome´trie de la transforme´e de Mellin on de´duit que u ∈ L2,0
et a` support dans {r ≤ 1} si et seulement siM(u) ∈ H2(C−− i2 , dτ2π ), d’ou` le re´sultat.
2. En utilisant les de´finitions des espaces H1 et L2,γ on obtient l’e´quivalence :
u ∈ H1(R∗+) et suppu ⊂ {r ≤ 1} ⇐⇒ u ∈ L2,0, ∂ru ∈ L2,0 et suppu ⊂ {r ≤ 1}.
(2.28)
En utilisant la premie`re e´quivalence de la proposition 6 on obtient :
u ∈ L2,0, ∂ru ∈ L2,0 et suppu ⊂ {r ≤ 1}
⇐⇒
M(u) ∈ H2(C− − i
2
) et M(∂ru) ∈ H2(C− − i
2
)
D’apre`s les proprie´te´s de de´rivation et de multiplication par riα pour la transforme´e
de Mellin, on de´duit que la transforme´e de Mellin ve´rifie l’e´quation fonctionnelle
M(∂ru)(z) =M(r
−1r∂ru)(z)
=M(r∂ru)(z + i)
= z+i
i
M(u)(z + i)
(2.29)
Si on pose Z = z + i alors (2.29) devient
ZM(u)(Z) = iM(∂ru)(Z − i). (2.30)
CommeM(∂ru)(Z) ∈ H2(C−− i2), on en de´duit queM(u) admet un prolongement
me´romorphe dans le demi-plan complexe ℑ(z) < 1
2
avec un unique poˆle simple en
z = 0.
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En utilisant la relation entre M(u) et M(∂ru) on peut calculer le re´sidu de M(u)
1
en ze´ro, qu’on le note par Res(M(u), 0).
On a par de´finition des re´sidus : Res(M(u), 0) = [zM(u)(z)]|z=0
D’apre`s (2.30) et la de´finition des re´sidus on a :
Res(M(u), 0) = iM(∂ru)(z − i)|z=0 = iM(∂ru)(−i)
En appliquant (2.1) a` iM(∂ru)(−i) on obtient :
iM(∂ru)(−i) = i
∫ +∞
0
∂ru(r)dr = −iu(0)
Donc Res(M(u), 0) = −iu(0).
Il reste a` ve´rifier la dernie`re proprie´te´. Tout d’abord u ∈ H1(R∗+) avec suppu ⊂
{r ≤ 1} entraˆıne r∂ru ∈ L2(R∗+, dr) et u ∈ H1,0(R∗+), il en est de meˆme pour
u− χ(r)u(0). La transforme´e de Mellin de u− χ(r)u(0) ∈ H1(R∗+) admet un pro-
longement me´romorphe dans C−+ i2 sans poˆle en z = 0 puisque u(0)−χ(0)u(0) = 0.
C’est une fonction analytique. Par l’e´quation fonctionnelle ce prolongement ve´rifie
zM [u− χ(r)u(0)](z) = iM [∂ru− χ′(r)u(0)](z − i),
on sait de plus que ce prolongement admet une trace L2 sur R + i
2
. On en de´duit
M [u− χ(r)u(0)] ∈ H2(C− + i
2
)
et donc u− χ(r)u(0) ∈ L2,1(R∗+). De plus on a aussi par l’e´quation fonctionnelle
|z|M [u− χ(r)u(0)](z) ∈ L2(R + i
2
,
dτ
2π
)
et on en de´duit u ∈ H1,1(R∗+).
Le Lemme 3 donne le re´sultat pour s < 1
2
. On admettra que le re´sultat est valable pour
u ∈ Hs(R+) avec s > 12 en changeant les exposants. Nous renvoyons pour les de´tails a` [3].
Modulo ce re´sultat (qui demande un traitement spe´cifique seulement pour la dimension
1), nous sommes capables d’en donner la version ge´ne´rale en ite´rant le proce´de´ pre´ce´dent.
The´ore`me 3 Pour tout s ∈ R+ tel que s − 12 6∈ N on a les proprie´te´s suivantes. Si u
appartient a` Hs(R∗+) et a un support inclus dans {r ≤ 1} alors M(u) admet un prolon-
gement me´romorphe dans le demi-plan complexe ℑ(z) < s − 1
2
admettant uniquement
des poˆles simples en zk = ik, k = 0, . . . , [s− 12 ] avec Res(M(u), ik) = − ik!∂kru(0). De plus
si Pu,[s− 1
2
] de´signe son de´veloppement de Taylor a` l’ordre [s − 12 ] et si χ ∈ C∞0 (R+) avec
suppχ ⊂ {r ≤ 1} et χ ≡ 1 au voisinage de 0 alors on a
u− χ(r)Pu,[s− 1
2
] ∈ Hs,s(R∗+) .
1On notera Mu meˆme s’il s’agit d’un prolongement me´romorphe de la vraie transforme´e de Mellin.
En revanche on ne pourra plus interpre´ter cette fonction comme la transforme´e de Mellin de quelque
chose quand on regarde cette fonction sur des droites horizontales du plan complexe situe´es au dessus
des poˆles.
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Preuve 14 Nous posons s = m + σ avec m = [s] et σ 6= 1
2
. Le cas m = 0 est suppose´
acquis (voir la proposition 6 et la remarque pre´ce´dente). Dans un premier temps nous
allons montrer que la transforme´e de Mellin ve´rifie l’e´quation fonctionnelle
imM(∂kru)(z) =
m∏
l=1
(z + il)M(u)(z + im)
pour k ≤ m. Cela permettra de de´finir le prolongement me´romorphe de M(u) dans
C− + i(s− 12). Ensuite nous calculerons les re´sidus aux poˆles zk = ik, k = 0, . . . [s− 12 ],
Res(M(u), ik) = − i
k!
∂kru(0),∀k, tel que 0 ≤ k ≤ [s−
1
2
].
Enfin nous terminerons en e´tudiant u− χ(r)Pu,[s− 1
2
].
D’apre`s formule de de´rivation de la transformation de Mellin on a :
M(∂mr u)(z) =
z+i
i
M(∂m−1r u)(z + i)
= z+i
i
z+2i
i
M(∂m−2r u)(z + 2i).
Une re´currence imme´diate donne :
M(∂mr u)(z) =
∏m
l=1(z + il)
im
M(u)(z + im)
que l’on e´crit
imM(∂mr u)(Z − im) =
m−1∏
l=0
(Z − il)M(u)(Z) (2.31)
en posant Z = z + im. Or on sait que ∂mr u appartient a` H
σ(R∗+) avec suppu ⊂ {r ≤ 1}.
Il y a deux cas :
– Pour s ∈ (0, 1
2
) le Lemme 3 nous dit que ∂ru appartient a` L
2,σ et donc M(∂ru) ∈
H2(C− + i(σ − 12)). L’e´quation fonctionnelle pre´ce´dente nous dit alors que M(u)
admet un prolongement me´romorphe dans C−+ i(m+σ− 12) = C−+ i(s− 12) avec
des poˆles simples en z = ik, k = 0, . . . ,m− 1 avec ici m− 1 = [s− 1
2
].
– Pour s ∈ (1
2
, 1) on utilise la remarque pre´ce´dente et nous admettons que M(u)
admet un prolongement me´romorphe dans C−+ i(σ− 12) avec un poˆle en 0. On en
de´duit que M(u) admet un prolongement me´romorphe dans C−+ i(s− 12) avec des
poˆles simples en z = ik, k = 0, . . . ,m avec ici m = [s− 1
2
].
•Calcul du Res(M(u), ik)
Pour 0 ≤ k ≤ m− 1 on a par de´finition
Res(M(u), ik) = (z − ik)M(u)(z)|z=ik
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D’apre`s l’e´galite´ (2.31) on a :
Res(M(u), ik) =
imM(∂mr u)(z − im)∏m−1
l=0
l 6=k
(z − il) |z=ik
=
imM(∂mr u)(i(k −m))∏m−1
l=0
l 6=k
(i(k − l))
=
iM(∂mr u)(i(k −m))∏m−1
l=0
l 6=k
((k − l))
.
D’une part on a :∏m−1
l=0
l 6=k
(k − l) =∏k−1l=0 (k − l) ∏m−1l=k+1(k − l)
= (−1)m−1−k∏kl=1(l) ∏m−1l=k+1(l − k)
= (−1)m−1−k k! ∏m−1−kl=1 (l)
= (−1)m−1−k k! (m− 1− k)!
(2.32)
D’autre part on a par de´finition de la transforme´e de Mellin :
M(∂mr u)(i(k −m)) =
∫ +∞
0
rm−k−1∂mr u(r)dr.
L’inte´gration par parties valable pour u ∈ Hs, suppu ⊂ {r ≤ 1} donne :
M(∂mr u)(i(k −m)) = −(m− k − 1)
∫ +∞
0
rm−k−2∂m−1r u(r)dr
= (−(m− k − 1))(−(m− k − 2))
∫ +∞
0
rm−k−3∂m−2r u(r)dr
Une re´currence imme´diate donne
M(∂mr u)(i(k −m)) = (−1)m−k−1(m− k − 1)!
∫ +∞
0
∂k+1r u(r)dr.
Donc
M(∂mr u)(i(k −m)) = (−1)m−k(m− k − 1)! ∂kru(0) (2.33)
En utilisant(2.32) (2.33) on peut de´duire que Res(M(u)(z), ik) = −i∂
k
r u(0)
k!
.
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Enfin pour k = m et dans le cas σ > 1
2
, on a
Res(M(u), im) =
im∏m−1
l=0 (im− il)
Res(M(∂mr u, 0)) = −
i
m!
∂mr u(0) .
Nous terminons par l’e´tude de v = u− χPu,[s− 1
2
]. Comme dans le cas s = 1, on voit que
v ∈ Hs(R∗+) avec supp v ⊂ {r ≤ 1}. Ainsi M(v) admet un prolongement me´romorphe
dans C−+ i(s− 12). Comme de plus ∂kr v = 0 pour 0 ≤ k ≤ [s− 12 ], on en de´duit que M(v)
est holomorphe dans C−+ i(s− 12), et donc v ∈ L2,s. Enfin l’e´quation fonctionnelle assure
que M(v) a une trace L2 sur R+ i(s− 1
2
) telle que |z|[s]M(v)(z) ∈ L2(R+ i(s− 1
2
)). Cela
entraˆıne v ∈ H [s],s(R∗+). En fait on peut de´montrer v ∈ Hs,s(R∗+) meˆme si s n’est pas un
entier et nous renvoyons pour cela a` [3]-Theorem A.A.7.
2.4.2 Cas de la dimension n > 1
Dans cette partie on conside`re un domaine conique re´gulier R∗+ × ω = Ω ⊂ Rn.
The´ore`me 4 Pour tout s ∈ R+ tel que s − n2 6∈ N on a les proprie´te´s suivantes. Si u
appartient a` Hs(Ω) et a un support inclus dans {r ≤ 1} alors pour tout α′ ∈ Nn−1,
|α′| ≤ [s], M(∇α′θ u) admet un prolongement me´romorphe dans le demi-plan complexe
ℑ(z) < s− n
2
admettant uniquement des poˆles simples en zk = ik, |α′| ≤ k ≤ [s− n2 ] avec
Res(M(∇α′θ u), ik) = −
i
(k − |α′|)!∂
k−|α′|
r (
1
r
∇θ)α′u(0) .
De plus si Pu,[s−n
2
] de´signe son de´veloppement de Taylor a` l’ordre [s− n2 ] et si χ ∈ C∞0 (R+)
avec suppχ ⊂ {r ≤ 1} et χ ≡ 1 au voisinage de 0 alors on a
u− χ(r)Pu,[s−n
2
] ∈ Hs,s(Ω) .
Preuve 15 Nous posons s = m+ σ avec m = [s], s− n
2
6∈ N.
Dans un premier temps nous allons montrer que la transforme´e de Mellin ve´rifie l’e´quation
fonctionnelle
M(∂α
′
θ u)(z) =
iα∏α−1
k=0(z − i(|α′|+ k))
M(∂αr (
∂α
′
θ
r|α′|
)u)(z − i(|α′|+ α))
pour α + |α′| ≤ m. Cela permettra de de´finir un prolongement me´romorphe de
M(∇α′θ u) dans C− + i(s− n2 ). Ensuite nous calculons les re´sidus aux poˆles zk = ik, k =|α′|, ..., [s− n
2
],
Res(M(∇α′θ u), ik) = −
i
(k − |α′|)!∂
k−|α′|
r (
1
r
∇θ)α′u(0) .
Enfin nous terminerons en e´tudiant u− χ(r)Pu,[s−n
2
].
D’apre`s les proprie´te´s de la transforme´e de Mellin (multiplication par riα ) on a
M(∇α′θ u)(z) =M(r|α
′| 1
r|α′|
∇α′θ u)(z) =M(
1
r|α′|
∇α′θ u)(z − i|α′|).
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On utilise la formule de de´rivation de la transforme´e de Mellin (M(∂ru)(z) =
z+i
i
M(u)(z+
i)) on aboutit a`
M(∂r(
1
r|α′|
▽α′θ u))(z) =
z + i
i
M(
1
r|α′|
▽α′θ u)(z + i). (2.34)
En remplac¸ant z par z − i dans (2.34) on obtient
M(
1
r|α′|
∇α′θ u)(z) =
i
z
M(∂r(
1
r|α′|
∇α′θ u))(z − i). (2.35)
Une re´currence simple donne
M(
1
r|α′|
∇α′θ u)(z) =
iα∏α−1
l=0 (z − i l)
M(∂αr
∇α′θ
r|α′|
u)(z − iα). (2.36)
Finalement, en remplac¸ant z par z− i|α′| dans (2.36) on obtient la formule demande´e
c’est a` dire
M(∇α′θ u)(z) =
iα∏α−1
k=0(z − i(|α′|+ k))
M(∂αr (
∇α′θ
r|α′|
u))(z − i(α+ |α′|))
A` partir de l’e´quation fonctionnelle on de´duit que M(∇α′θ u) admet un prolongement
me´romorphe dans C− + i(s− n2 ).
En posant α+ |α′| = m, dans l’e´quation fonctionnelle on obtient :
M(∇α′θ u)(z) =
iα∏m−1
k=|α′|(z − ik))
M(∂αr (
∇α′θ
r|α′|
u))(z − im)
On remarque que
– Si |α′| > s − n
2
, alors M(∇α′θ u) est une fonction holomorphe et n’a pas de poˆles
dans la partie du plan complexe ou` ℑ(z) ≤ s− n
2
.
– Si |α′| < s− n
2
alors M(∇α′θ u) admet un prolongement me´romorphe dans le demi-
plan complexe ℑ(z) < s− n
2
, avec des poˆles simples en zk = ik, |α′| ≤ k ≤ [s− n2 ].• Calcul du re´sidu
Pour |α′|+α = k+1, en utilisant l’e´quation fonctionnelle et la de´finition des re´sidus
on peut e´crire
Res(M(∇α′θ u), ik) = limz→ik (z − ik)M(∇α′θ u)(z)
= (i)
k+1−|α′|
(i)k−|α
′|(k−|α′|)!M(∂
k−|α′|+1
r
∇α′
θ
r|α
′|u)(−i)
= i
(k−|α′|)!M(∂
k−|α′|+1
r
∂α
′
θ
r|α
′|u)(−i).
En utilisant la de´finition de la transforme´e de Mellin et un simple calcul donne :
M(∂k−|α
′|+1
r
∇α′θ
r|α′|
u)(−i) = −∂k−|α′|r (
∇θ
r
)α
′
u(0),
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donc le re´sidu de M(∇α′θ u) au poˆles zk est donne´ par
Res(M(∇α′θ u), ik) =
−i
(k − |α′)!∂
k−|α′|
r (
∇θ
r
)α
′
u(0).
Nous terminons par l’e´tude de v = u− χ(r)Pu,[s−n
2
].
On voit que v ∈ Hs(Ω) et supp v ⊂ {r ≤ 1}. Ainsi M(v) admet un prolongement
me´romorphe dans C− + i(s − n2 ) et donc v ∈ L2,s. L’e´quation fonctionnelle assure que
M(∇α′θ ) a une trace L2 sur R+ i(s− n2 ) telle que |z|[s]−|α
′|M(∇α′θ v)(z) ∈ L2(R+ i(s− n2 )).
Cela entraˆıne que v ∈ H [s],s(Ω), et peut prolonger l’identite´ pour les exposants non
entiers, ainsi v ∈ Hs,s, nous renvoyons pour cela a` [3]-Theorem A.A.7.
L’appartenance de u − χ(r)Pu,[s−n
2
] ∈ L2,s(Ω), signifie que le reste est ne´gligeable
quand r → 0 en norme L2.
L’appartenance de u− χ(r)Pu,[s−n
2
] ∈ Hs,s signifie que le reste est ne´gligeable quand
r → 0 en norme L2 des de´rive´es par rapport a` r et r−1∂θ.
On pre´sente dans la figure 2.1 la re´partition des poˆles dans le plan complexe.
Im(z)=−n/2
Im(z)=s−n/2
Im(z)=[s−n/2]
0
2i
3i
i[s−n/2]
i
Fig. 2.1 – Re´partition des poˆles dans le plan complexe.
Remarque 3 En dimension n la description de la re´gularite´ Hs avec s− n
2
∈ N est un
peu plus de´licate. Ces espaces conduisent a` des transforme´es de Mellin qui ont juste des
44 Chapt 2. Proprie´te´s de la transformation de Mellin et les espaces de Sobolev ...
singularite´s sur la droite ℑz = s − n
2
du type 1
x−i0 sur R. Nous ne discuterons pas plus
ce point et renvoyons pour cela a` [3], [22] et [6].
Nous e´viterons toujours ces situations critiques en travaillant sous l’hypothe`se d’un
peu plus ou d’un peu moins de re´gularite´. Comme nous allons le voir dans le chapitre sui-
vant, l’ide´e est de travailler sur les types asymptotiques qui ge´ne´ralisent le de´veloppement
de Taylor, c’est-a`-dire dans ce cas sur la position des poˆles entre 0 et i[s− n
2
], la valeur
exacte de s important peu.
Chapitre 3
Types asymptotiques et strate´gie de
l’optimisation des conditions
d’interface au coin.
Nous introduirons les espaces de Sobolev avec singularite´s prescrites (ou type asymp-
totique) qui interviennent naturellement dans la re´solution des proble`mes elliptiques dans
des domaines a` singularite´ conique. La transformation de Mellin permet de donner une
description tre`s visuelle de ces espaces. La pre´sentation que nous donnons ici ne couvre
pas tous les aspects de l’e´tude des proble`mes elliptiques dans les domaines a` coins et
nous ne retenons de cette the´orie que les e´le´ments qui nous sont utiles pour discuter l’op-
timisation des conditions d’interface dans les me´thodes de de´composition de domaine.
Nous renvoyons pour plus de de´tails a` [22] et [3]. Enfin, nous nous limiterons ici a` la
dimension n = 2, Ω = R∗+×]θ−, θ+[, le cas n = 1 intervenant pour les traces sur les bords
{θ = θ±}.
3.1 Re´sume´ du chapitre pre´ce´dent.
Nous avons vu dans le cas n = 2 qu’un e´le´ment u de Hs(Ω) pour s 6∈ N∗ s’e´crit
u = Pu,[s−1](x) +R(x)
ou` Pu,[s−1] est l’approximation de Taylor de u en 0 a` l’ordre s et R ∈ Hs,s(Ω). Notons
que R ∈ L2,s(Ω) = H0,s(Ω) signifie que R est un reste ne´gligeable en 0 mesure´ en norme
L2, et R ∈ Hs,s(Ω) donne en plus des informations sur les de´rive´es d’ordre ≤ [s]. Apre`s
transformation de Mellin en supposant u a` support dans {r ≤ 1}, la transforme´e de
Mellin est une fonction me´romorphe sur {ℑz < s− 1} a` valeur dans L2((θ−, θ+)) avec
des poˆles simples aux points ik, 0 ≤ k ≤ [s− 1]1.
Ainsi une fonction u ∈ Hs(Ω) s’e´crit
u(x) =
∑
|α|≤[s−1], α∈N
cαx
α +R(x)
1L’e´criture du chapitre pre´ce´dent e´tait un peu plus explicite. Cette re´e´criture ne pose pas de proble`me
si l’on note que la transformation de Mellin est introduite apre`s une se´paration des variables en r et θ.
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ou`
– les exposants α sont lie´s a` la position des poˆles du prolongement me´romorphe de
la transforme´e de Mellin a` {ℑz < s− 1} ;
– les coefficients cα sont donne´s par les re´sidus en ces poˆles de M(u) ;
– le reste R(x) ∈ Hs,s(Ω) ⊂ L2,s(Ω) est ne´gligeable en norme L2.
En conclusion la partie principale de u au voisinage de x = 0 est entie`rement code´e par les
poˆles du prolongement me´romorphe de la transforme´e de Mellin Mu dans {ℑz < s− 1},
l’appartenance du reste R a` Hs,s se lit sur le fait que Mu admet une trace L2 sur
{ℑz = s− 1}.
3.2 Quelques rappels.
Pour motiver l’introduction des types asymptotiques et avant de pre´ciser notre point
de vue sur l’optimisation des me´thodes de de´composition de domaines aux coins, nous
faisons quelques rappels classiques sur la re´solution des proble`mes elliptiques dans des
domaines coniques de R2.
3.2.1 Un exemple.
Commenc¸ons pour fixer les ide´es par traiter l’exemple simple suivant. On travaille
dans Ω = R∗+× (θ−, θ+) un secteur du plan et on conside`re une fonction u ∈ H1(Ω) telle
que suppu ⊂ {r ≤ 1} et
−∆u = f ∈ L2,γ(Ω) (3.1)
u(r, θ±) = g±(r) ∈ L2,γ+2− 12 (R∗+) . (3.2)
Les conditions sur u entraˆınent que sa transforme´e de Mellin est holomorphe dans
{ℑz < 0} et comme les conditions de support se transmettent a` f, g±, les transforme´es de
Mellin de f et g± sont holomorphes respectivement dans {ℑz < γ − 1} et {ℑz < γ + 1}
avec traces L2 sur les droites limites (on a aussi force´ment des proprie´te´s de re´gularite´s
sur g± sur lesquelles nous ne nous attardons pas). Nous nous inte´ressons au cas γ > −1.
En passant en coordonne´es polaires, l’e´quation (3.1) devient[
∂2θ + (r∂r)
2
]
u = −r2f
u(r, θ±) = g±(r) .
Apre`s transformation de Mellin on obtient[
∂2θ − z2
]
(Mu)(z, θ) =M [−r2f ](z, θ) = −(Mf)(z − 2i, θ) (3.3)
Mu(z, θ±) =Mg±(z, θ±) . (3.4)
L’ope´rateur ∂2θ avec conditions de Dirichlet homoge`ne sur (θ−, θ+) est un ope´rateur auto-
adjoint ne´gatif a` re´solvante compacte dont les valeurs propres sont simples et valent
−( nπ
θ+−θ− )
2, n ∈ N. La the´orie de Fredholm analytique conduit alors a`
Mu(z) = R(z)[Mf(z − 2i),Mg−(z),Mg+(z)]
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ou` R(z) est une fonction me´romorphe a` valeur ope´rateur borne´e sur L2((θ−, θ+)) avec
des poˆles simples en z = in π
θ+−θ− , n ∈ Z.
Compte tenu des informations a` priori que nous avons sur u, f , g±, nous en de´duisons la
Proposition 7 Une fonction u ∈ H1(Ω) telle que suppu ⊂ {r ≤ 1} ve´rifiant (3.1) avec
γ > −1, a une transforme´e de Mellin me´romorphe dans {ℑz < γ + 1}. Elle a des poˆles
simples aux points in π
θ+−θ− ,
nπ
θ+−θ− < (γ + 1), n ∈ N avec
Res(Mu, in
π
θ+ − θ− ) = cn,u sin(n
π
θ+ − θ− (θ − θ−)),
nπ
θ+ − θ− < γ + 1 .
Si de plus γ + 1 6∈
{
nπ
θ+−θ− , n ∈ N
}
, on a
u = χ(r)
∑
n∈N,n< (θ+−θ−)(γ+1)
pi
icn,ur
npi
θ+−θ− sin
(
nπ
θ+ − θ− (θ − θ−)
)
+R
avec χ ∈ C∞0 (R+), suppχ ⊂ {r ≤ 1}, χ ≡ 1 au voisinage de 0, et R ∈ L2,γ+2(Ω).
Remarque 4 – En fait on peut avoir en plus des proprie´te´s de re´gularite´ sur u et
R si on pre´cise la re´gularite´ de f , g− et g+ (voir le re´sultat de Kondratiev rappele´
plus loin).
– Le meˆme type d’analyse peut se faire en remplac¸ant l’intervalle (θ−, θ+) par S1.
Les poˆles de R(z) sont donne´s par les valeurs in, n ∈ Z correspondant aux valeurs
propres −n2 du Laplacien sur S1 avec les fonctions propres cos(nθ) et sin(nθ). En
fait les poˆles correspondent aux poˆles associe´s a` une fonction H2 (voire Hs+2 si on
suppose de la re´gularite´ supple´mentaire sur f) et le de´veloppement asymptotique
n’est rien d’autre que le de´veloppement de Taylor de la solution a` l’ordre [γ + 1].
Preuve 16 En premier lieu, les poˆles de R(z) sont de´termine´s par la re´solution du
proble`me aux valeurs propres
∂2θv = z
2v, v(θ−) = v(θ+) = 0
Les solutions sont
z =
inπ
θ+ − θ− , v(θ) = sin
(
nπ
θ+ − θ− (θ − θ−)
)
.
On en de´duit la position des poˆles du prolongement me´romorphe de Mu et la forme
du re´sidu. Si γ + 1 6∈
{
nπ
θ+−θ− , n ∈ N
}
, R(z) est un ope´rateur uniforme´ment borne´ par
rapport a` z sur {ℑz = (γ + 1)} et on en de´duit que le prolongement me´romorphe de Mu
a` {ℑz < γ + 1} a une trace L2 sur {ℑz = γ + 1}. Il suffit donc d’e´liminer les poˆles de
Mu pour conclure. Compte tenu de
M [rγ
′
χ](z) =M [ri(−iγ
′)χ](z) =M(χ)(z − iγ′) = i
z − iγ′M [r∂rχ](z − iγ
′)
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ou` M [r∂rχ] est holomorphe avec M [r∂rχ](0) = −χ(0) = 0, cela revient a` supprimer le
terme
χ(r)
∑
n∈N,n< (θ+−θ−)(γ+1)
pi
icn,ur
npi
θ+−θ− sin
(
nπ
θ+ − θ− (θ − θ−)
)
.
Nous terminons ce paragraphe par une remarque. Ici nous avons suppose´ les donne´es
f, g± dans un espace a` poids de telle sorte que leur transforme´e de Mellin n’a pas de poˆle
dans {ℑz < γ − 1} et {ℑz < γ + 1}.
On pourrait conside´rer des donne´es (f ∈ Hs et g ∈ Hs+ 32 par exemple) dont les
transforme´es de Mellin sont me´romorphes. Dans ce cas la transforme´e de Mellin de u
aurait des poˆles venant de R(z) auxquels s’ajouterait les poˆles venant des donne´es.
3.2.2 Un autre exemple
On donne dans cette section une application des re´sultats de Kondratiev dans le cas
ou` les ope´rateurs intervenant dans les conditions aux limites sont ceux de Neumann ou
de Dirichlet. On restreint aussi cette application a` l’ope´rateur de Laplace qui est un
ope´rateur diffe´rentiel d’ordre 2.
Soit Ω un secteur angulaire infini d’angle φ, de sommet O et de frontie`re Γ.
On e´tudie le proble`me de Laplace avec condition de Dirichlet ou de Neumann
(S)
{
∆u = f dans Ω
B0l u = g, sur Γ, l = 0 ou 1
ou` f est donne´e dans Hk,γ(Ω) et{
B00 = Id avec g ∈ Hk+2−
1
2
,k+2− 2
2
−γ(Γ)
B01 = ∂n avec g ∈ Hk+2−1−
1
2
,k+2−1− 2
2
−γ(Γ)
On choisit O comme origine.
Le proble`me s’e´crit en coordonne´es polaires{
1
r2
(
(r∂r)
2 + ∂2θ
)
u = f
B1l u = g
ou` {
B10 = Id
B11 =
1
r
∂θ
On effectue maintenant la transformation d’Euler r = e−τ , qui transforme le secteur
en une bande note´e B, de´finie par
B = {(τ, θ), τ ∈ R, 0 < θ < φ}
de frontie`re
∆1 = {(τ, 0), τ ∈ R}
∆2 = {(τ, φ), τ ∈ R}
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on note ∆˜ = ∆1 ∪∆2.
On remarque que ∂τ = −r∂r.
Alors { (
∂2τ + ∂
2
θ
)
u(τ, θ) = e−2τf = f1(τ, θ)
B2l u = ge
−τl = g1(τ, θ)
ou` {
B20 = Id
B21 = ∂θ
Donc on re´sout maintenant un proble`me dans un domaine a` frontie`re re´gulie`re.
Par passage au Fourier par rapport a` τ ou de fac¸on e´quivalente le passage en Mellin
par rapport a` r on obtient{ (
∂2θ − λ2
)
uˆ(τ, θ) = fˆ1(λ, θ) = f2(λ, θ) dans D =]0, φ[
B2l u|∆˜ = gˆ1(λ, θ)|∆˜ = g2(λ, θ)|∆˜
Donc le proble`me s’e´crit sous la forme
P (λ)uˆ = (f2, g2)
ou`
P (λ) : Hk+2(]0, φ[) −→ Hk(]0, φ[)×Hk+2−l− 12 (∂D)
est un ope´rateur diffe´rentiel sur D.
Donc uˆ = R(λ)(f2, g2).
Un calcul simple donne que les poˆles de R(λ) sont de la forme inπ
φ
, ou` n ∈ Z, les
fonctions propres sont
– si B20 = Id, les fonctions propres sont de la forme vn = a sin(
nπθ
φ
), a est une
constante ;
– si B21 = ∂θ, les fonctions propres sont de la forme vn = a cos(
nπθ
φ
), a est une
constante.
Remarque 5 Dans notre cas on peut de´terminer explicitement l’expression de R(λ) en
utilisant les the´ore`mes classiques des e´quations ordinaires. Apre`s avoir trouve´ l’expression
de R(λ) il sera facile de savoir ses poˆles.
The´ore`me 5 Si R(λ) n’admet pas de poˆle sur la droite ℑ(λ) = k + 1− γ
c’est a` dire γ n’est pas de la forme k + 1− nπ
φ
, n ∈ Z.
Alors ∀(f, g) ∈ Hk,k−γ(Ω)×Hk+2−l− 12 ,k+2−l− 12−γ(Γ),
le proble`me (S) a une unique solution u ∈ Hk+2,k+2−γ(Ω).
De plus il existe une constante C positive telle que
||u||Hk+2,k+2−γ(Ω) ≤ C
[
||f ||Hk,k−γ + ||g||Hk+2−l− 12 ,k+2−l− 12−γ(Γ)
]
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Preuve 17 Voir le the´ore`me 1.1 de Kondratiev [22] ”que nous rappelons dans la section
suivante”.
Supposons que
(f, g) ∈ Hk,k−γ(Ω)×Hk+2−l− 12 ,k+2−l− 12−γ(Γ)
et que
(f, g) ∈ Hk1,k1−γ1(Ω)×Hk1+2−l− 12 ,k1+2−l− 12−γ1(Γ)
ou` k1 ≥ k et h = −γ + 1 + k < h1 = −γ1 + 1 + k1.
Si R(λ) n’admet pas de poˆles sur les deux droites ℑ(λ) = h et ℑ(λ) = h1 alors d’apre`s
le the´ore`me 5, il existe une solution u dans Hk+2,k+2−γ(Ω) et une autre solution w dans
Hk1+2,k1+2−γ1(Ω), de plus w est plus re´gulie`re que u en ze´ro.
Alors on peut donner le re´sultat suivant, qui caracte´rise le de´veloppement asympto-
tique de u.
The´ore`me 6 Si
u ∈ Hk+2,k+2−γ
et
(f, g) ∈ Hk1,k1−γ1(Ω)×Hk1+2−l− 12 ,k1+2−l− 12−γ1(Γ)
avec k1 ≥ k, h1 > h > 0.
Supposons de plus
γ 6= k + 1− nπ
φ
, n ∈ Z;
γ1 6= k1 + 1− nπφ , n ∈ Z
.
Alors
1. Si B00 = Id, u s’e´crit sous la forme
u =
∑
m∈N, h<mpi
φ
<h1
amr
mpi
φ sin
mπ
φ
+ w
ou`
w ∈ Hk1+2,k1+2−γ1(Ω)
2. Si B01 = ∂n, u s’e´crit sous la forme
u =
∑
m∈N, h<mpi
φ
<h1
amr
mpi
φ cos
mπ
φ
+ w
ou`
w ∈ Hk1+2,k1+2−γ1(Ω)
Preuve 18 C’est une conse´quence du the´ore`me 1.2 de Kondratiev ”que nous rappelons
dans la section suivante”. [22]
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3.3 Re´sultats de Kondratiev
Nous rappelons ici une version simplifie´e des re´sultats de Kondratiev dans notre
contexte et avec nos notations. Nous nous limitons toujours au cas de la dimension 2 et
on travaille dans Ω = R∗+ × (θ−, θ+).
On conside`re un ope´rateur diffe´rentiel d’ordre 2 (pour ne pas alourdir cette pre´sentation).
L(x, ∂x) =
∑
|α|≤2
aα(x)∂
α
x
a` coefficients aα de classe C∞, elliptique. Les ope´rateurs intervenant dans les conditions
aux limites sont donne´es par des ope´rateurs
B±(x, ∂x) =
∑
|β|≤m±
bβ(x)
|x|µβ ∂
β
x
avec µβ ≤ m± − |β| et les coefficients bβ sont de classe C∞.
On associe a` ces ope´rateurs les parties principales en x = 0
L0 =
∑
|α|=2
aα(0)∂
α
x elliptique
B0,± =
∑
|β|+µβ=m±
bβ(0)
|x|m±−|β|∂
β
x (6= 0) .
On fait l’hypothe`se sur le proble`me aux limites
L(x, ∂x)u = f (3.5)
B−(x, ∂x)u
∣∣
θ=θ−
= g− (3.6)
B+(x, ∂x)u
∣∣
θ=θ+
= g+ (3.7)
ve´rifie les conditions de Lopatinski en dehors de x = 0, ce qui assure l’ellipticite´ du
proble`me aux limites en dehors du coin x = 0.
On e´crit ensuite les ope´rateurs L0, B0,± en coordonne´es polaires
L0(x, ∂x) = r
−2L˜0(r∂r, ∂θ), B0(x, ∂x) = r−m±B˜0(r∂r, ∂θ).
Le syste`me
L˜0(iz, ∂θ)v = ϕ (3.8)
B˜0,−(iz, ∂θ)v(θ−) = ψ− (3.9)
B˜0,+(iz, ∂θ)v(θ+) = ψ+ (3.10)
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admet alors une re´solvante R(z) me´romorphe sur C selon la the´orie de Fredholm
analytique (cette condition est en ge´ne´ral, en dimension quelconque, encore induite par
des hypothe`ses d’ellipticite´ de ce syste`me).
Nous pre´cisons dans ce contexte plus restreint les e´nonce´s des The´ore`mes 1.2 et 2.2
de Kondratiev dans [22]. Le premier re´sultat concerne le cas ou` les ope´rateurs L(x, ∂x)
et B±(x, ∂x) sont des ope´rateurs homoge`nes :
L(x, ∂x) = L0(x, ∂x) et B±(x, ∂x) = B0,±(x, ∂x) .
The´ore`me 7 Supposons que u ∈ Hk+2,k+2−α2 (Ω) est solution de (3.5) (3.6) (3.7) avec
f ∈ Hk1,k1−α12 (Ω) et g± ∈ Hk1+2−m±− 12 ,k1+2−m±− 12−
α1
2 (R∗+) avec
h1 =
2k1 + 4− 2− α1
2
>
2k + 4− 2− α
2
= h, k1 ≥ k.
Supposons de plus que la re´solvante R(z) du proble`me (3.8)(3.9)(3.10) n’ait pas de poˆle
de partie imaginaire h1. Alors
u =
∑
j
µj−1∑
ν=0
aj,νr
−iλj lnν(r)ψν,j(θ) + w(x)
ou`
– la somme sur j est une somme sur les poˆles de R(z) appartenant a` {h < ℑz < h1}
et µj e´tant la multiplicite´ du poˆle λj ;
– le reste w(x) appartient a` Hk1+2,k1+2−
α1
2 avec
‖w‖
Hk1+2,k1+2−
α1
2
≤ C
[
‖u‖
Hk+2,k+2−
α
2
+‖f‖
Hk1,k1−
α1
2
+‖g±‖
Hk1+2−m±−
1
2 ,k1+2−m±−
1
2−
α1
2
]
.
Remarque 6 – Dans l’article [22] de Kondratiev l’e´nonce´ est donne´ avec les espaces
a` poids note´
◦
W
m
α , m ∈ N, α ∈ R, (p 231). Avec nos notations, ils co¨ıncident avec
Hm,m−
α
2 .
– On notera que pour cet e´nonce´ l’entier k1, le re´el −α1 et donc le re´el h1 peuvent eˆtre
pris aussi grands que l’on veut. Ainsi si les donne´es sont arbitrairement re´gulie`res
(et s’annulent a` un ordre arbitraire en x = 0) on obtient un de´veloppement asymp-
totique complet de u au voisinage de x = 0 en calculant tous les poˆles de R(z) dans
{ℑz > h} qui contiennent les poˆles de Mu, et les re´sidus correspondant de Mu en
ces points.
– La preuve de ce re´sultat est la version ge´ne´rale du cas particulier que nous avons
pre´sente´ au paragraphe pre´ce´dent. Nous reprendrons ces calculs pre´cise´ment dans
d’autres cas, avec meˆme des donne´es ayant des transforme´es de Mellin me´romorphes,
auquel cas les poˆles de Mu (et donc le de´veloppement asymptotique de u) sont
donne´s par les poˆles de R(z) et les poˆles des transforme´es de Mellin des donne´es.
Le deuxie`me e´nonce´ concerne le proble`me complet.
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The´ore`me 8 Supposons que la solution u de (3.5)(3.6) (3.7) appartient a`Hk+2,k+2−
α
2 (Ω)
avec f ∈ Hk,k−α12 (Ω) et g± ∈ Hk+2−m±− 12 ,k+2−m±− 12−
α1
2 (R∗+), α − 2 ≤ α1 < α et f, g±
a` support inclus dans {r ≤ ρ0}. Supposons de plus que la re´solvante R(z) du proble`me
(3.8)(3.9) (3.10) n’ait pas de poˆle de partie imaginaire h1 =
−2−α1+2k+4
2
. Alors
u =
∑
j
µj−1∑
ν=0
aj,νr
−iλj lnν(r)ψν,j(θ) + w(x)
ou`
– la somme sur j est une somme sur les poˆles de R(z) appartenant a` {h < ℑz < h1},
h = −2−α+2k+4
2
et µj e´tant la multiplicite´ du poˆle λj ;
– le reste w(x) appartient a` Hk+2,k+2−
α1
2 avec
‖w‖
Hk+2,k+2−
α1
2
≤ C
[
‖u‖
Hk+2,k+2−
α
2
+ ‖f‖
Hk,k−
α1
2
+ ‖g±‖
Hk+2−m±−
1
2 ,k+2−m±−
1
2−
α1
2
]
.
Remarque 7 Ici on a pris k1 = k avec en plus la limitation α1 ≥ α − 2 sur −α1. Cela
est duˆ aux termes d’ordre infe´rieur de L(x, ∂x) et B±(x, ∂x), qui doivent intervenir si on
veut un de´veloppement asymptotique complet de la solution et que l’e´nonce´ ne prend
pas en compte.
Ce que nous retiendrons essentiellement de ces e´nonce´s est qu’un de´veloppement asymp-
totique de la solution de (3.5)(3.6)(3.7) est de´termine´ par les poˆles de la re´solvante R(z)
du proble`me homoge`ne (3.8)(3.9) (3.10) 2. Cela est valable jusqu’a` n’importe quel ordre
pour le proble`me homoge`ne pour des donne´es “re´gulie`res” et jusqu’a` un ordre limite´ si
les ope´rateurs L(x, ∂x), B±(x, ∂x) contiennent des termes d’ordre infe´rieur.
3.4 Types asymptotiques
Dans la section pre´ce´dente, nous avons vu qu’au moins en premie`re approxima-
tion, le de´veloppement asymptotique des solutions de (3.5)(3.6)(3.7) est de´termine´ par
l’e´tude des poˆles de la re´solvante du proble`me homoge`ne principal (3.8)(3.9)(3.10) (et
e´ventuellement par les poˆles des transforme´es de Mellin des donne´es). Avant d’introduire
des de´finitions quelques remarques s’imposent :
– L’objectif final de notre travail est d’ame´liorer la convergence des me´thodes de
de´composition de domaines aux voisinages des coins. En conse´quence nous tra-
vaillons uniquement avec des solutions tronque´es, χ(r)u, avec χ ∈ C∞0 (R+), suppχ ⊂
{r ≤ 1} et χ ≡ 1 au voisinage de {r = 0}, voire nous pouvons nous mettre dans la
situation u = χ(r)u. Les proble`mes elliptiques que nous conside´rons sont donne´s
par une formulation variationnelle qui assurent u ∈ H1(Ω). En conse´quence, en
dimension 2, on peut de´ja` affirmer queM [u] =M [χu] est une fonction holomorphe
dans {ℑz < 0}. Comme les ope´rateurs L(x, ∂x) et B+(x, ∂x) sont diffe´rentiels la
donne´e f ∈ L2(Ω) a une transforme´e de Mellin holomorphe dans {ℑz < −1} et les
donne´es g± ont e´galement une transforme´e de Mellin holomorphe dans un demi-
plan infe´rieur.
2et e´ventuellement les poˆles des transforme´es de Mellin des donne´es
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– Pour la meˆme raison que pre´ce´demment nous limiterons l’e´tude au proble`me ho-
moge`ne principal (3.8)(3.9) (3.10). Les re´sultats de Kondratiev nous assurent que
l’on de´crit bien ainsi la nature du de´veloppement asymptotique des solutions si
on ne s’inte´resse qu’aux premiers termes du de´veloppement asymptotique. On se
rame`ne ainsi a` un proble`me au traitement alge´brique “facile”.
– Pour de´terminer les parties principales L0(x, ∂x) et B0,±(x, ∂x), il suffit d’e´crire les
ope´rateurs en coordonne´es polaires, de conside´rer ∂r,
1
r
∂θ comme des ope´rateurs
d’ordre −1, la multiplication par rα comme un ope´rateur d’ordre α, les ope´rateurs
r∂r et ∂θ comme des ope´rateurs d’ordre 0. . . et ne garder que les termes de degre´
d’homoge´ne´ite´ les plus bas.
– Conforme´ment aux remarques de la section pre´ce´dente et a` la description des es-
paces Hs(Ω) et Hs(R∗+) les donne´es f , g± ne sont pas force´ment dans des espaces
a` poids, correspondant a` des transforme´es de Mellin holomorphes comme dans les
e´nonce´s de Kondratiev. Ces transforme´es de Mellin peuvent avoir des prolonge-
ments me´romorphes et le de´veloppement asymptotique de u fait intervenir a` la fois
les poˆles de la re´solvante R(z) et les poˆles des transforme´es de Mellin des donne´es.
– Enfin la re´gularite´ du reste importe peu. Nous ne souhaitons travailler que sur les
premiers termes du de´veloppement asymptotique, le reste e´tant conside´re´ comme
ne´gligeable. Pour les traces sur la droite
{ℑz = γ − n
2
}
nous e´crirons simplement
qu’elles sont L2(R+ i(γ− n
2
)) meˆme si on a en fait plus de re´gularite´ dans bien des
cas. Nous allons nous focaliser sur la position des poˆles des transforme´es de Mellin
et e´ventuellement sur le calcul des re´sidus.
Toutes ces remarques conduisent aux de´finitions suivantes qui facilitent la discussion.
De´finition 4 Nous appellerons type asymptotique dans Ω (resp. sur R∗+) une collection
finie T = ((λj, µj, ϕj,ν(θ), 0 ≤ ν ≤ µj − 1))j∈{1,...,N} (resp. T = ((λj, µj))j∈{1,...,N}) ou`
λj sont des points de {ℑz ≤ 0}, les entiers µj sont les multiplicite´s des poˆles en λj et
ϕj,ν ∈ L2((θ−, θ+)) .
On notera pour γ ≥ 0 L2,γr≤1,T (Ω) (resp. L2,γr≤1,T (R∗+)) l’ensemble des fonctions u ∈ L2(Ω)
(resp. u ∈ L2(R∗+)) a` support dans {r ≤ 1} dont la transforme´e de Mellin admet un
prolongement me´romorphe dans {ℑz < γ − 1} (resp {ℑz < γ − 1
2
}
) avec trace L2(R +
i(γ−1);L2(θ−, θ+)) (resp. L2(R+ i(γ− 12))) et des poˆles donne´s par le type asymptotiqueT .
Remarque 8 On lit parfois dans la litte´rature le nom d’ensemble des singularite´s pour
le type asymptotique. Ce dernier terme nous semble plus approprie´ dans le sens ou` il
correspond au de´veloppement asymptotique des donne´es et des solutions au voisinage de
r = 0. En fait cette notion contient les de´veloppements de Taylor d’une fonction C∞ en
un point inte´rieur a` un ouvert. Il suffit de remplacer l’intervalle (θ−, θ+) par le cercle S1,
λj = ij et des fonctions ϕν,j e´gales a` cos(jθ), sin(jθ).
Une e´limination simple des poˆles de la transforme´e de Mellin de´ja` faite dans plusieurs
cas conduit a` la
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Proposition 8 1. Si u ∈ L2,γr≤1,T (Ω), avec aucun poˆle de T de partie imaginaire γ,
alors on a
u(x) = 1[0,1](r)
∑
0≤ℑλj<γ−1
µj−1∑
ν=0
cj,νr
−iλj lnν(r)ϕj,ν(θ) + w(x)
avec w ∈ L2,γ(Ω) et ou` les (λj, µj, ϕj,ν) sont ceux donne´s par T .
2. Si u ∈ L2,γr≤1,T (R⋆+), avec aucun poˆle de T de partie imaginaire γ, alors on a
u(r) = 1[0,1](r)
∑
0≤ℑλj<γ− 12
µj−1∑
ν=0
cj,νr
−iλj lnν(r) + w(r)
avec w ∈ L2,γ(R⋆+) et ou` les (λj, µj) sont ceux donne´s par T .
La re´solution apre`s transforme´e de Mellin du proble`me homoge`ne conduit e´galement
a` la
Proposition 9 Si u ∈ H1(Ω), suppu ⊂ {r ≤ 1} re´sout le proble`me homoge`ne (3.8)(3.9)(3.10)
avec f ∈ L2,γr≤1,T (Ω), γ ≤ 2, g± ∈ L
2,γ+2−m±− 12
r≤1,T± (R
∗
+), et si les poˆles de T translate´s de 2iγ,
les poˆles de T± translate´s de m±i et les poˆles de la re´solvante R(z) ne rencontrent pas
{ℑz = γ + 1} alors u ∈ L2,γ+2r≤1,T∞(Ω) ou` le type asymptotique T∞ se de´duit par union (en
ajoutant les multiplicite´s e´ventuellement) de T , T± et des poˆles de R(z).
Preuve 19 A` partir des hypothe`ses de la proposition 9 et de la de´finition 4 on a
– f ∈ L2,γr≤1,T (Ω), donc M(f) admet un prolongement me´romorphe dans {ℑ(z) <
γ − 1}, de plus f ∈ L2,
– de meˆme si g± ∈ L2,γ+2−m±−
1
2
r≤1,T± (R
∗
+) alorsM(g±) admet un prolongement me´romorphe
dans {ℑ(z) < γ + 2−m± − 12 − 12} = {ℑ(z) < γ + 1−m±}, de plus g± ∈ L2(R∗+).
Or on sait que
Mu(z) = R(z)
[
M(r2f)(z),M(rm±g±)(z)
]
de plus M(r2f)(z) =M(f)(z − 2i) et M(rm±g±)(z) =M(g±)(z − im±).
Donc les poˆles de M(f) (resp. M(g)) sont translate´s par 2i(resp. m±i), et par suite
M(f)(.−2i) admet un prolongement me´romorphe dans {ℑ(z) < γ+1}, de plusM(g±)(.−
im±) admet un prolongement me´romorphe dans {ℑ(z) < γ + 1−m± +m±} = {ℑ(z) <
γ + 1} . Si on suppose de plus que les poˆles de la re´solvante R(z) ne rencontrent pas
{ℑ(z) = γ + 1} alors M(u) est une fonction me´romorphe dans {ℑ(z) < γ + 1}, donc
u ∈ L2,γ+2r≤1,T∞(Ω).
Donc le type asymptotique T∞ se de´duit par union (en ajoutant les multiplicite´s
e´ventuellement) de T , T± et des poˆles de R(z).
Remarque 9 D’apre`s la proposition 9, le de´veloppement asymptotique de u, fait inter-
venir les poˆles de la re´solvante et les poˆles des donne´es(f, g±), des calculs pre´cis seront
faits comple`tement dans des cas particuliers.
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3.5 Strate´gie pour la de´composition de domaine.
On voit que si l’on de´compose un domaine re´gulier Ω de R2 en plusieurs secteurs
dont le sommet commun est inte´rieur a` Ω, les types asymptotiques associe´s au proble`me
aux limites de chaque sous-domaine n’a a` priori rien a` voir avec la re´gularite´ espe´re´e
a` l’inte´rieur (Hm+2 pour un ope´rateur d’ordre 2 avec donne´es Hm) pour le proble`me
complet. Inversement on peut envisager de faire une de´composition de domaine pour
re´soudre un proble`me elliptique dans un secteur non convexe qui va conduire a` une
partie principale plus singulie`re que ce que donne a` priori la re´solution dans chaque sous-
domaine. Conforme´ment aux re´sultats de Kondratiev, les types asymptotiques donnent
les parties principales jusqu’a` un certain ordre des solutions aux voisinages de x = 0.
Notons qu’ils ont pour la solution u deux origines :
a) le type asymptotique des donne´es ;
b) le type asymptotique associe´ aux parties principales des ope´rateurs P0 et B0,±.
Inde´pendamment des donne´es (supposons que les transforme´es de Mellin des donne´es
sont holomorphes dans ℑz < S1 avec S1 grand) on voit que la de´composition de domaine
engendre a` priori une mauvaise ade´quation des types asymptotiques entre le domaine
complet et chaque sous-domaine.
En fait comme cela a e´te´ pre´sente´ au chapitre 1, nous avons des degre´s de liberte´ dans
les me´thodes de de´composition de domaine au niveau des conditions d’interfaces. L’ide´e
est donc de de´terminer les conditions d’interfaces qui vont faire co¨ıncider les premiers
poˆles(ceux les plus proches de z = 0) des transforme´es de Mellin des solutions dans
chaque sous-domaine avec ceux associe´s a` la solution du proble`me complet. En outre, on
verra au chapitre suivant (chapitre 4) que les conditions d’interface ne sont pas prises au
hasard, mais plutoˆt elles sont choisies de telle sorte qu’elles marchent bien sans coin puis
les adapter au voisinage du coin de fac¸on a` avoir une bonne convergence. Apre`s avoir
construit ces ope´rateurs, on peut chercher a` optimiser les coefficients de telle sorte qu’on
obtient des solutions plus re´gulie`res pre`s du coin, en pratique cela peut se faire via deux
approches :
– La premie`re approche consiste a` choisir les conditions d’interface de fac¸on que le
re´sidu sur le premier poˆle parasite (associe´ au sous-domaine et non au domaine
complet) soit nul pour des donne´es bien choisies (correspondant au de´veloppement
asymptotique de la solution du proble`me complet).
– La deuxie`me approche consiste a` choisir les conditions d’interface de fac¸on a` pousser
le plus loin possible de z = 0 les poˆles parasites (i.e. faire monter les exposants des
modes parasites dans les de´veloppements asymptotiques).
A` priori on ne sait pas en avance quelle me´thode utiliser, il faut a` chaque fois comparer
les deux me´thodes et voir jusqu’a` quel ordre on peut augmenter la re´gularite´ de la solution
du proble`me a` envisager, ceci fait l’objet des deux chapitres suivants.
La me´thode de de´composition de domaine engendre deux types de coins, il y a des
coins qui sont inte´rieurs au domaine complet et des coins qui sont sur le bord du domaine
complet. Le traitement de ces deux cate´gories de coins est le´ge`rement diffe´rent. En fait
dans le choix des conditions d’interface on doit tenir compte de la nature des coins. Nous
montrerons dans le chapitre suivant que pour des coins a` l’inte´rieur du domaine complet
ou des coins sur le bord du domaine complet avec condition de Neumann sur le bord,
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les conditions de raccord aux interfaces ne doivent pas contenir un terme constant pour
avoir un proble`me bien pose´ qui autorise des valeurs non nulles au coin. Par contre pour
une de´composition de domaine qui engendre des coins sur le bord du domaine complet,
avec condition de Dirichlet autorise des termes constants dans les conditions de raccord
aux interfaces des sous-domaines.
3.6 Deux remarques importantes.
1. Premie`re remarque :
Nous travaillons avec des ope´rateurs diffe´rentiels a` coefficients re´els. Il est clair
que dans ce cas les de´veloppements asymptotiques des solutions doivent eˆtre re´els
pour des donne´es re´elles. Cela impose que les poˆles associe´s a` la re´solvante R(z)
du proble`me homoge`ne doivent pre´senter des syme´tries par rapport a` l’axe iR de
fac¸on a` ce que les premiers termes du de´veloppement asymptotique soient re´els.
Nous ve´rifierons en fait dans tous les cas qui nous inte´ressent que les poˆles sont
exactement sur l’axe imaginaire.
2. Deuxie`me remarque :
Le proble`me que nous regardons est issu d’une formulation variationnelle qui assure
l’appartenance a` H1 des solutions pour le domaine complet et chaque sous-domaine
(Nous prendrons bien soin d’assurer cette condition au niveau des choix des condi-
tions d’interface). Cela e´limine la possibilite´ d’avoir un poˆle multiple en z = 0.
Nous savons donc que les solutions que nous regardons dans le domaine complet
ou dans chaque sous-domaine admet un poˆle simple.
De ces deux remarques nous de´duisons que nous devons nous concentrer sur le
traitement des poˆles de la forme z = it avec t > 0.
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Chapitre 4
De´composition de domaine avec coin
sur le bord
4.1 Introduction
Nous mettons ici en oeuvre la strate´gie de´crite au chapitre pre´ce´dent a` l’aide de
la transformation de Mellin dans le cadre de la the´orie de Kondratiev qui permet de
comprendre l’inade´quation entre les proble`mes dans les sous-domaines et le proble`me
global : tout se joue au niveau des types asymptotiques, i.e. les poˆles de la re´solvante du
proble`me angulaire. En de´pit de cette difficulte´, F.Nataf a obtenu, a` l’aide d’estimations
d’e´nergie, un re´sultat de convergence pour un ope´rateur d’ordre 2 dans un carre´ de´coupe´
en quadrillage. Donc l’ide´e est d’utiliser des conditions d’interface qui contiennent des
de´rive´es tangentes qui sont valables dans un domaine sans coins et de les adapter au
niveau du coin afin d’avoir une bonne convergence, des expe´riences nume´riques montrent
que l’erreur pre´sente des pics tre`s marque´s au niveau des coins si on ne fait rien au
coin. Une fac¸on d’ame´liorer la convergence serait d’annuler au coin au premier ordre le
terme avec de´rive´e tangentielle d’ordre 2, puis jouer sur les coefficients des conditions
d’interface au voisinage de la singularite´ pour faire co¨ıncider les poˆles des solutions dans
les sous-domaines avec ceux de la solution du proble`me global (voir [10]).
Des calculs pre´liminaires de F.Nataf et F.Nier dans la situation mode`le (L := −∆,
disque de´coupe´ en secteurs) valident la pertinence de cette approche.
Le but de ce chapitre est de de´velopper cette approche avec le choix de L := η−∆, η ≥
0 tant sur le plan the´orique que nume´rique.
4.2 Motivation
Soit Ω un secteur du plan.
On cherche a` re´soudre l’e´quation :
L(u) = (η −∆)(u) = f dans Ω, ou` f ∈ L2(Ω).
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Les conditions d’interface de Taylor d’ordre 2 conduisent, dans la plupart des cas, a`
des gains en vitesse de convergence par rapport aux conditions de Taylor d’ordre 0 ou
celles de Dirichlet dans le cas d’un de´coupage avec recouvrement (voir [12] F. Nataf et
F. Rogier,1995). Pour cette raison on cherche dans ce travail des ope´rateurs d’interface
sous la forme des ope´rateurs diffe´rentiels d’ordre 2 qui soient une bonne approximation
des ope´rateurs intervenant dans les CLA exactes.
4.3 Construction des conditions d’interface d’ordre
2
On cherche a` re´soudre le proble`me (η − ∆)u = f dans R2 avec une donne´e f dans
L2 par la me´thode de de´composition de domaine en secteurs. On doit chercher donc les
conditions qu’il faut mettre sur les interfaces.
Il nous a paru inte´ressant de chercher des conditions d’interface d’ordre 2 en la variable
tangentielle de manie`re a` eˆtre des bonnes approximations des CLA exactes. Pour fixer
les ide´es on cherche des conditions d’interface d’ordre 2 sous forme :
∂
∂n
+ β − ∂
∂τ
(
α
2
∂
∂τ
)
ou` α et β sont deux parame`tres positifs.
Nous montrerons que ces conditions d’interface adapte´es au secteur ne peuvent pas
conduire directement a` des bonnes proprie´te´s de convergence au niveau du coin sans les
modifications.
4.3.1 Traduction des conditions aux limites artificielles exactes
a` un secteur du plan sans modification
On travaille avec des conditions d’interface de type :
∂
∂n
+ β − ∂
∂τ
(
α
2
∂
∂τ
)
ou` n est la normale exte´rieur et τ le vecteur tangent a` l’interface.
On remarque que l’ope´rateur est a` coefficients constants ; donc on peut travailler avec
les conditions d’interface optimise´s du cas re´gulier :
∂
∂n
+ βopt − ∂
∂τ
(
αopt
2
∂
∂τ
)
On va e´tudier l’algorithme 1.2 dans le cas ou` un sous-domaine note´ Ω est un secteur
de plan de sommet O et de frantie`re Γ et on note par n la normale exte´rieur a` Γ et τ le
vecteur tangent unitaire (voir figure 4.1).
On notera un± les valeurs de u dans le sous-domaine adjacent a` Ω en θ = θ±. Donc le
proble`me a` re´soudre dans le sous-domaine Ω est
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Ω
θ
−
θ+
O
Γ
τn
Fig. 4.1 – Secteur de R2.

(η −∆)un+1 = f dans Ω(
∂
∂n
+ β − ∂
∂τ
(α
2
∂
∂τ
)
)
un+1 =
(
− ∂
∂n
+ β − ∂
∂τ
(α
2
∂
∂τ
)
)
un+(
∂
∂n
+ β − ∂
∂τ
(α
2
∂
∂τ
)
)
un+1 =
(
− ∂
∂n
+ β − ∂
∂τ
(α
2
∂
∂τ
)
)
un−
(4.1)
Pour re´soudre le proble`me (η − ∆)u(x, y) = f(x, y) dans le secteur, on l’e´crit en
coordonne´es polaires.
En effet l’ope´rateur ∆ = ∂2x + ∂
2
y s’e´crit en coordonne´es polaires comme
∆ = ∂
2
∂r2
+ 1
r
∂
∂r
+ 1
r2
∂
∂θ2
= 1
r2
[
(r∂r)
2 + ∂2θ
]
.
Donc l’e´quation (η −∆)u = f devient(
η − 1
r2
((r∂r)
2 + ∂2θ )
)
u(r, θ) = f(x, y).
Par passage en coordonne´es polaires le proble`me 4.1 devient

(
η − 1
r2
((r∂r)
2 + ∂2θ )
)
un+1(r, θ) = f dans Ω(
− 1
r
∂θ − βopt + 12∂r(αopt∂r)
)
un+1(r, θ+) =
(
− 1
r
∂θ − βopt + 12∂r(αopt∂r)
)
un+(r, θ+)(
− 1
r
∂θ + βopt − 12∂r(αopt∂r)
)
un+1(r, θ−) =
(
− 1
r
∂θ + βopt − 12∂r(αopt∂r)
)
un−(r, θ−)
Soit v la solution de
(1−∆)(v) = f dans R2.
On pose en = un − vn, e+ = un+ − vn+ et e− = u− − v−.
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Donc en+1 est solution du proble`me :

(
η − 1
r2
((r∂r)
2 + ∂2θ )
)
en+1(r, θ) = 0(
− 1
r
∂θ − βopt + 12∂r(αopt∂r)
)
en+1(r, θ+) =
(
− 1
r
∂θ − βopt + 12∂r(αopt∂r)
)
en+(r, θ+)(
− 1
r
∂θ + βopt − 12∂r(αopt∂r)
)
en+1(r, θ−) =
(
− 1
r
∂θ + βopt − 12∂r(αopt∂r)
)
en−(r, θ−)
• Partie principale + Homoge´ne´ite´
On se propose dans cette partie de montrer qu’il ne faut pas conside´rer dans les proble`mes
a` coins des ope´rateurs d’interface faisant intervenir des coefficients constants.
Les conditions aux limites absorbantes en θ± sont de la forme
∂
∂n
+ βopt − 1
2
∂
∂r
(αopt
∂
∂r
)
ou` n est la normale exte´rieur, r est la distance au coin, αopt, βopt ∈ R+.
En e´crivant ∂2r =
1
r2
[
(r∂r)
2−r∂r
]
, on voit que ∂2r est un ope´rateur homoge`ne de degre´
−2 et comme ∂n est homoge`ne (en x) de degre´ −1 donc elle est ne´gligeable au coin par
rapport au de´rive´es tangentielles d’ordre 2 qui est un ope´rateur d’homoge´ne´ite´ e´gale a`
−2.
Nous travaillons au voisinage de r = 0, on ne´glige alors les termes d’ordre ze´ro, donc
le proble`me a` re´soudre dans Ω devient
(
(r∂r)
2 + ∂2θ )
)
en+1(r, θ) = 0
(1
2
∂2r )e
n+1(r, θ+) = (
1
2
∂2r )e
n
+(r, θ+)
(−1
2
∂2r )e
n+1(r, θ−) = (−12∂2r )en−(r, θ−)
Par passage en Mellin on obtient
(∂2θ − z2)eˆn+1(z, θ) = 0
(z2 + iz)eˆn+1(z, θ+) = (z
2 + iz)eˆn+(z, θ+)
(z2 + iz)eˆn+1(z, θ−) = (z2 + iz)eˆn−(z, θ−)
Comme on s’inte´resse a` ce qui se passe au voisinage de ze´ro, on peut supposer que la
solution u(r, θ) est a` support compact en r, cela signifie que l’on cherche uˆ(z, θ) comme
une fonction me´romorphe dans un demi-plan complexe.
Les fonctions me´romorphes en z forment un corps, on peut donc simplifier dans les
conditions aux interfaces par (z2 + iz), donc le proble`me devient
(∂2θ − z2)eˆn+1(z, θ) = 0
eˆn+1(z, θ+) = eˆ
n
+(z, θ+)
eˆn+1(z, θ−) = eˆn−(z, θ−)
On remarque que la partie principale homoge`ne du proble`me aux limites dans un
secteur se comporte comme un proble`me de Dirichlet pour lequel l’information ne passe
pas d’un sous domaine a` l’autre sans chevauchement. Les conditions d’interface opti-
mise´es du cas re´gulier ne peuvent pas conduire a` des bonnes proprie´te´s de convergence
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au niveau du coin sans les modifications. Cela est observe´ nume´riquement et nous allons
mettre en place la strate´gie pre´sente´e au chapitre pre´ce´dent pour obtenir un ajustement
optimal.(voir [10])
4.3.2 Traduction des conditions aux limites artificielles exactes
a` un secteur avec modification
L’ide´e est de mettre un coefficient qui s’annule devant la de´rive´e tangentielle d’ordre
deux (∂2r ) dans les conditions d’interface pour avoir quelque chose d’homoge`ne de degre´
−1, ceci peut se faire en remplac¸ant αopt par αr, et en remplac¸ant le coefficient constant
βopt par
β
r
pour avoir quelque chose d’homoge`ne de degre´ −1. Apre`s multiplication par
r les conditions d’interfaces sont donne´es par les ope´rateurs
en θ+ : ∂θ + β+ − α+
2
(r∂r)
2,
en θ− : ∂θ − β− + α−
2
(r∂r)
2 .
Donc on travaille avec des conditions d’interface de type :
∂
∂n
+
β
r
− 1
2
∂
∂r
(αr
∂
∂r
)
ou` n est la normale exte´rieur, r est la distance au coin, α, β ∈ R+.
On sait que les conditions d’interfaces optimise´es du cas re´gulier marchent bien loin du
coin. En pratique ce que l’on fera sera une fois les coefficients α et β de´termine´s pour
avoir le meilleur comportement au coin, on raccordera la fonction αr avec la constante
αopt et la fonction
β
r
avec la constante β0pt.
1
4.4 Formulation variationnelle
La re´solution nume´rique dans chaque sous-domaine se fait dans un cadre variationnel.
Nous pre´cisons ici les espaces variationnels naturels pour une telle formulation et ve´rifions
ensuite que leur formulation au sens des distributions co¨ıncident avec les proble`mes aux
limites introduits pre´ce´demment. Notons qu’il faut distinguer les deux cas β = 0 et
β 6= 0. Les espaces variationnels naturels sont distincts dans les deux cas. Le deuxie`me
cas est inte´ressant quand le coin du sous-domaine est sur un bord du proble`me global
sur lequel on a mis une condition de Dirichlet homoge`ne. En revanche dans les cas ou` le
coin du sous-domaine est sur un bord du domaine global avec condition de Neumann ou
carre´ment a` l’inte´rieur du proble`me global on doit prendre β = 0 pour ne pas forcer la
valeur de la solution au coin a` eˆtre nulle.
Ici Ω est un secteur de R2, Ω = R∗+× (θ−, θ+) et on note Ω son adhe´rence et Ω \ {O}
son adhe´rence prive´e du sommet. Nous introduisons les espaces de fonctions re´gulie`res
1Noter que le cas raccord dans le cas β = 0 consiste tout simplement a` garder le coefficient βopt sur
toute l’areˆte.
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C∞0 (Ω) qui est l’espace des restrictions a` Ω de fonction C∞ a` support compact dans R2 et
C∞0 (Ω\{O}) l’espace des e´le´ments de C∞0 (Ω) dont le support ne rencontre pas le sommet
0. Notons que ces deux espaces contiennent l’espace des fonctions test C∞0 (Ω) et qu’ils
contiennent des fonctions tests permettant l’analyse au bord loin du coin.
Nous introduisons les espaces variationnels suivants :
– G1 : est le comple´te´ de C∞0 (Ω) pour la norme ‖ ‖G1 donne´e par
‖u‖2G1 =
∫
Ω
|u|2 (x) + |∇u|2 (x) dx+
∫
∂Ω
|(r∂r)u|2(r) dr
r
,
qui fait de G1 un espace de Hilbert dans lequel C∞0 (Ω) est dense.
– G10 : est le comple´te´ de C∞0 (Ω \ {O}) pour la norme ‖ ‖G10 donne´e par
‖u‖2G10 =
∫
Ω
|u|2 (x) + |∇u|2 (x) dx+
∫
∂Ω
|(r∂r)u|2(r) + |u|2 dr
r
,
qui fait de G10 un espace de Hilbert dans lequel C∞0 (Ω \ {O}) est dense.
La de´finition de ces espaces conduit de plus aux proprie´te´s suivantes :
– G10 ⊂ G1 ⊂ H1(Ω).
– En conse´quence pour tout u ∈ G1 (ou u ∈ G10) admet une trace dans H
1
2
loc(∂Ω \
{ O}). Les conditions supple´mentaires contenues dans les normes de G1 et de G10 ne
font que pre´ciser la re´gularite´ requise de ces traces et le comportement au voisinage
du coin.
– L’inclusion G10 ⊂ G1 est stricte. En fait G10 ne contient meˆme pas C∞0 (Ω) puisque
une fonction constante e´gale a` 1 au voisinage de 0 ve´rifie
∫
∂Ω
|u(r)|2 dr
r
= +∞.
Sur ces espaces nous conside´rons les formulations faibles suivantes :
β± = 0 :
∀v ∈ G1, aα±,0(u, v) = Lf,g−,g+(v) (4.2)
avec aα±,0(u, v) =
∫
Ω
ηu(x)v(x) +∇u(x)∇v(x) dx+∫ +∞
0
α+
2
(r∂r)u(r, θ+)(r∂r)v(r, θ+)
dr
r
+
∫ +∞
0
α−
2
(r∂r)u(r, θ−)(r∂r)v(r, θ−)
dr
r
et Lf,g−,g+(v) =
∫
Ω
f(x)v(x) dx−
∫ +∞
0
g+(r)v(r, θ+) dr +
∫ +∞
0
g−(r)v(r, θ−) dr .
β± 6= 0 :
∀v ∈ G10, aα±,β±(u, v) = Lf,g−,g+(v) (4.3)
avec aα±,β±(u, v) =
∫
Ω
ηu(x)v(x) +∇u(x)∇v(x) dx+∫ +∞
0
α+
2
(r∂r)u(r, θ+)(r∂r)v(r, θ+)
dr
r
+
∫ +∞
0
β+
r
u(r, θ+)v(r, θ+) dr
+
∫ +∞
0
α−
2
(r∂r)u(r, θ−)(r∂r)v(r, θ−)
dr
r
+
∫ +∞
0
β−
r
u(r, θ−)v(r, θ−) dr
et Lf,g−,g+(v) =
∫
Ω
f(x)v(x) dx−
∫ +∞
0
g+(r)v(r, θ+) dr +
∫ +∞
0
g−(r)v(r, θ−) dr .
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Le the´ore`me de Lax-Milgram assure l’existence et l’unicite´ de solutions de ces proble`mes.
The´ore`me 9 Pour α± > 0 et β± = 0 (resp. α± > 0 et β± > 0) et pour des donne´es
(f, g−, g+) telles que Lf,g−,g+ de´finissent une forme line´aire continue sur G
1 (resp. G10)
le proble`me (4.2) (resp. (4.3)) admet une unique solution dans G1 (resp. G10). C’est une
solution faible du proble`me aux limites

(η −∆)u = f, dans Ω(
−1
r
∂θ − β+r + 12∂r(α+r∂r)
)
u(r, θ+) = g+(r)(
−1
r
∂θ +
β−
r
− 1
2
∂r(α−r∂r)
)
u(r, θ−) = g−(r) .
(4.4)
Preuve 20 On montre en premier temps que le proble`me (4.2) admet une unique solu-
tion et cette solution est en fait une solution faible de (4.4) avec β± = 0.
La preuve est base´e sur le the´ore`me de Lax-Milgram.
Il est clair que aα±,0 est une forme biline´aire, il reste a` ve´rifier qu’elle est continue et
coercive.
– Continuite´
On note par max(a, b)(resp. min(a, b)) le maximum (resp. le minimum) entre a et b.
En utilisant l’ine´galite´ de Cauchy Schwarz on obtient
∣∣aα±,0(u, v)∣∣ ≤ η(∫
Ω
|u|2(x)dx
) 1
2
(∫
Ω
|v|2(x)dx
) 1
2
+
(∫
Ω
|∇u|2(x)dx
) 1
2
(∫
Ω
|∇v|2(x)dx
) 1
2
+max(
α+
2
,
α−
2
)
[ ∫ ∞
0
|(r∂r)u|(r, θ+) |(r∂r)v|(r, θ+)dr
r
+
∫ ∞
0
|(r∂r)u|(r, θ−) |(r∂r)v|(r, θ−)dr
r
]
≤ η||u||L2 ||v||L2 + ||∇u||L2 ||∇v||L2
+max(
α+
2
,
α−
2
)
∫
∂Ω
|(r∂r)u|(r) |(r∂r)v|(r)dr
r
≤ max
(
η, 1,max(
α+
2
,
α−
2
)
) [
||u||L2 ||v||L2 + ||∇u||L2 ||∇v||L2
+
(∫
∂Ω
|(r∂r)u|2(r)dr
r
) 1
2
(∫
∂Ω
|(r∂r)v|2(r)dr
r
) 1
2 ]
il suffit maintenant de majorer chaque terme par ||u||G1 , alors on obtient
∣∣aα±,0(u, v)∣∣ ≤ 3max(η, 1, α±2 )) ||u||G1 ||v||G1
– Coercivite´
66 Chapt 4. De´composition de domaine avec coin sur le bord
∣∣aα±,0(u, u)∣∣ = ∫
∂Ω
(η|u|2 + |∇u|2)(x)dx+ α±
2
∫ ∞
0
|(r∂ru)|2(r, θ±)dr
r
≥ min(η, 1, α±
2
)
[∫
∂Ω
|u|2 + |∇u|2 +
∫
∂Ω
|(r∂r)u|2dr
r
]
≥ min(η, 1, α±
2
)||u||2G1
Donc aα±,0 est une forme biline´aire continue coercive, et comme Lf,g+,g− est une
forme line´aire continue pour de telles donne´es (f, g+, g−), donc d’apre`s the´ore`me
de Lax-Milgram il existe une unique solution dans G1 du proble`me (4.2).
Avant de montrer que cette solution faible du proble`me variationnel est une solution
du proble`me aux limites, on montre tout d’abord que toute solution classique du (4.4)
(avec β± = 0) est une solution faible de (4.2).
Soit v ∈ C∞0 (Ω), graˆce a` la formule de Green on a∫
ω
(∆u)v =
∫
∂Ω
∂u
∂n
vdσ −
∫
Ω
∇u∇v
ou` dσ est la mesure superficielle sur ∂Ω.
Si u est une solution classique de (4.4) alors∫
Ω
(η −∆)u(x)v(x)dx =
∫
Ω
f(x)v(x)dx. (4.5)
En utilisant la formule de Green on obtient
∫
Ω
(η−∆)u(x)v(x)dx =
∫
Ω
(
ηu(x)v(x)+∇u(x)∇v(x)
)
dx−
∫
∂Ω
∂u
∂n
(r, θ)v(r, θ)dr. (4.6)
Or∫
Ω
∂u
∂n
(r, θ)v(r, θ) dr =
∫ ∞
0
∂u
∂n
(r, θ−)v(r, θ−) dr +
∫ ∞
0
∂u
∂n
(r, θ+)v(r, θ+) dr (4.7)
D’apre`s les conditions aux limites sur les bords {θ = θ±} on a(
− ∂n + 12∂r(α+r∂r)
)
u(r, θ+) = g+(r)(
∂n − 12∂r(α−r∂r)
)
u(r, θ−) = g−(r)
Donc (4.7) devient :
∫
Ω
∂u
∂n
(r, θ)v(r, θ)dr =
∫ ∞
0
g−(r)v(r, θ−)dr −
∫ ∞
0
α−
2
(r∂r)u(r, θ−)(r∂r)v(r, θ−)
dr
r
−
∫ ∞
0
g+(r)v(r, θ+)dr (4.8)
−
∫ ∞
0
α+
2
(r∂r)u(r, θ+)(r∂r)v(r, θ+)
dr
r
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Donc les e´galite´s (4.5),...,(4.8) donnent que u est solution de
aα±,0(u, v) = Lf,g−,g+(v),∀v ∈ C∞0 (Ω)
On en de´duit par densite´ que
aα±,0(u, v) = Lf,g−,g+(v),∀v ∈ G1
De la meˆme manie`re on montre que :
– le proble`me variationnel (4.3) admet une unique solution dans G10,
– toute solution du proble`me aux limites (4.4) est une solution du proble`me varia-
tionnel (4.3).
Enfin, on montre qu’une solution du proble`me variationnel est une solution du proble`me
aux limites, on distinguera le cas ou` β+,− = 0 et le cas ou` β+,− 6= 0.
• β+,− = 0
Si u ∈ C∞0 (Ω) une solution du proble`me variationnel (4.4), en effectuant les meˆmes
inte´grations par parties que pour e´tablir la formulation variationnelle (mais dans le sens
contraire), et en utilisant la formule de Green, on en de´duit que
∀v ∈ C∞0 (Ω) on a
∫
Ω
(
(η −∆)u(x)− f(x)
)
v(x)dx+∫ ∞
0
(
− 1
r
∂θu(r, θ+) +
1
2
∂r(α+r∂r)u(r, θ+)− g+(r)
)
v(r, θ+)dr (4.9)
+
∫ ∞
0
(
− 1
r
∂θu(r, θ−)− 1
2
∂r(α−r∂r)u(r, θ−)− g−(r)
)
v(r, θ−)dr = 0
En particulier pour v ∈ C∞0 (Ω) on a∫
Ω
(
(η −∆)u(x)− f(x)
)
v(x)dx = 0
Donc
(η −∆)u = f dans Ω
L’e´quation (4.9) se simplifie sous la forme
∫ ∞
0
(
− 1
r
∂θu(r, θ+) +
1
2
∂r(α+r∂r)u(r, θ+)− g+(r)
)
v(r, θ+)dr
+
∫ ∞
0
(
− 1
r
∂θu(r, θ−)− 1
2
∂r(α−r∂r)u(r, θ−)− g−(r)
)
v(r, θ−)dr = 0
D’ou` on de´duit que (
− 1
r
∂θ +
1
2
∂r(α+r∂r)
)
u(r, θ+) = g+(r)
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et
(
− 1
r
∂θ − 1
2
∂r(α−r∂r)
)
u(r, θ−) = g−(r)
• β+,− 6= 0
On refait le meˆme raisonnement que dans le cas β+,− = 0, et on travaille avec des
fonctions tests dans C∞0 (Ω \ {O}).
Remarque 10 – On voit que le proble`me est bien pose´ pour les coefficients α± ≥ 0
et β± ≥ 0. Nous prendrons soin dans l’optimisation de ces coefficients de fac¸on a`
respecter cette contrainte.
– En fait pour α+ = α− = β+ = β− = 0 le proble`me variationnel est aussi bien pose´
pour des bonnes donne´es. La` il suffit de prendre comme espace de travail H1(Ω).
On peut aussi envisager des situations interme´diaires avec α− = 0 et α+ > 0 par
exemple.
– Nous ne de´taillons pas les conditions qui assurent que Lf,g−,g+ est une forme line´aire
continue. En fait loin du coin, c’est-a`-dire pour des donne´es dont le support (com-
pact) ne rencontre pas le coin, la re´gularite´ H−1 pour f et la re´gularite´ H−1/2
pour g± suffisent. L’e´tude de ce qui se passe au coin se fait via le point de vue en
Mellin et pour cela nous ferons l’e´tude plus de´taille´e du positionnement des poˆles
de la solution (ou plus pre´cise´ment de χ(r ≤ 1)u en fonction de la re´gularite´ des
donne´es).
– Notons enfin que comme cela a e´te´ mentionne´ au chapitre pre´ce´dent, cette formula-
tion variationnelle assure l’appartenance a` H1(Ω) de la solution et en conse´quence
la transforme´e de Mellin de χ(r ≤ 1)u ne peut pas avoir de poˆle multiple en z = 0.
4.5 Coin interface bord avec terme d’ordre ze´ro dans
les conditions d’interface
Soit Ω1 un secteur du plan de´fini par Ω1 = R
∗
+ × (θ−, θ+) (voir figure 4.2).
On pose Ω = Ω1 ∪ Ω2.
Soit v solution de
{
(η −∆)v = f dans Ω
v = 0 sur ∂Ω
(4.10)
On re´sout le proble`me (4.10) par me´thode de de´composition de domaine en secteurs.
On distingue dans notre e´tude le cas des conditions de Dirichlet a` bord plat et a` bord
secteur. Nous traitons en premier lieu le cas des conditions de Dirichlet a` bord plat, puis
nous ge´ne´ralisons le calcul pour un domaine a` bord secteur.
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θ
θ
θ +0
−
ΩΩ2 1
Fig. 4.2 – Secteur au bord plat.
4.5.1 Cas des conditions de Dirichlet a` bord plat
Soit le proble`me de´fini dans Ω1 par
(η −∆)u = f
u(r, θ+) = 0 sur R
∗
+ × {θ = θ+}(
∂n +
β−
r − α−2 ∂r(r∂r)
)
u(r, θ−) =
(
∂n +
β−
r − α−2 ∂r(r∂r)
)
u−(r, θ−) sur R∗+ × {θ = θ−}
ou` u− est la restriction de u dans le domaine voisin.
Par passage en coordonne´es polaires, le proble`me qu’on cherche a` re´soudre est

(
η − 1
r2
((r∂r)
2 + ∂2θ )
)
u(r, θ) = f
u(r, θ+) = 0(
−1
r
∂θ +
β−
r
− α−
2
∂r(r∂r)
)
u(r, θ−) =
(
−1
r
∂θ +
β−
r
− α−
2
∂r(r∂r)
)
u−(r, θ−)
On pose e = u− v , e− = u− − v−, donc e est solution de

(
η − 1
r2
(
(r∂r)
2 + ∂2θ
))
e(r, θ) = 0
e(r, θ+) = 0(
−1
r
∂θ +
β−
r
− α−
2
∂r(r∂r)
)
e(r, θ−) =
(
−1
r
∂θ +
β−
r
− α−
2
∂r(r∂r)
)
e−(r, θ−)
(4.11)
On travaille au voisinage de ze´ro, on ne´glige les termes d’ordre ze´ro, donc le proble`me
(4.11) devient 
(∂2θ + (r∂r)
2) e(r, θ) = 0
e(r, θ+) = 0(
∂θ − β− + α−2 (r∂r)2
)
e(r, θ−) = g−(r)
(4.12)
ou` α− et β− sont deux parame`tres positifs et g− est donne´e par :
g−(r) =
(
∂θ − β− + α−
2
(r∂r)
2
)
e−(r, θ−) (4.13)
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La transforme´e de Mellin applique´e a` (4.12) donne
(∂2θ − z2)eˆ(z, θ) = 0
eˆ(z, θ+) = 0
(∂θ − β− − α−2 z2)eˆ(z, θ−) = gˆ−(z)
(4.14)
L’e´quation (∂2θ − z2)eˆ(z, θ) = 0, est une e´quation diffe´rentielle ordinaire dont on peut
chercher les solutions sous la forme
eˆ(z, θ) = a(z)ez(θ−θ−) + b(z)e−z(θ−θ+),
ou` a(z) et b(z) sont deux fonctions qui de´pendent de z.
A` partir des conditions d’interfaces a(z) et b(z) sont solutions de
ez(θ+−θ−)a(z) + b(z) = 0
(z − β− − α−2 z2)a(z)− (z + β− + α−2 z2)ez(θ+−θ−)b(z) = gˆ−(z)
D’ou`
a(z) =
[
(z − β− − α−
2
z2) + (z + β− +
α−
2
z2)e2z(θ+−θ−)
]−1
gˆ−(z).
On voudrait avoir une solution me´romorphe dans une zone ℑ(z) ≤ δ ce qui correspond
a` (e ∈ H1+δ) avec δ > 0 et un poˆle simple en 0, i, 2i, ... si gˆ− est bien choisie.
De´terminons les poˆles du facteur de gˆ−(z).
Proposition 10 Les poˆles a` partie imaginaire positive de[
(z − β− − α−
2
z2) + (z + β− +
α−
2
z2)e2z(θ+−θ−)
]−1
(4.15)
sont de la forme
z = it, t > 0 et tan (t(θ+ − θ−)) = 2t
α−t2 − 2β− .
Remarque 11 Les poˆles viennent des poˆles ge´ne´re´s par l’inversion( P (z)−1) ou les poˆles
des seconds membres dans les conditions aux limites. Plus pre´cise´ment on conside`re z
comme un parame`tre et on e´tudie la famille des proble`mes line´aires elliptiques en θ. Dans
le cas ge´ne´ral le syste`me (4.14) peut s’e´crire sous la forme :
P (z)eˆ = F
avec
F =
[
0, 0, gˆ−(z)
]T
P (z) =
[
(∂2θ − z2); γθ+ ; γ|θ−(∂θ − β− − α−2 z2)
]T
ou` γ est un ope´rateur de trace.
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La` ou` il existe l’inverse de P (z) sera note´ R(z), d’apre`s la the´orie de Fredholm ana-
lytique (Reed and Simon tome 4), R(z) est une fonction me´romorphe dont les poˆles sont
les points ou` P (z) n’est pas injective.
Preuve 21 Pour de´terminer les poˆles de (4.15), il suffit de re´soudre l’e´quation
(z − β− − α−
2
z2) + (z + β− +
α−
2
z2)e2z(θ+−θ−) = 0.
Donc les poˆles sont solutions de
e2z(θ+−θ−) =
−z + β− + α−2 z2
z + β− +
α−
2
z2
. (4.16)
Comme z ∈ C, on note z = r + it avec r et t deux re´els dans R, par passage au
module dans (4.16) apre`s avoir remplace´ z par r + it on obtient
e4r(θ+−θ−) =
(−r + β− + α− r2−t22 )2 + t2(−1 + α−r)2
(r + β− + α− r
2−t2
2
)2 + t2(1 + α−r)2
.
Pour simplifier les calculs on pose
ψ(r) =
(−r + β− + α− r2−t22 )2 + t2(−1 + α−r)2
(r + β− + α− r
2−t2
2
)2 + t2(1 + α−r)2
.
La preuve que r = 0 est base´e sur cette e´galite´
ψ(r)− 1 = −2r(2β− + α−|z|
2)
(r + β− + α− r
2−t2
2
)2 + t2(1 + α−r)2
.
On remarque que r(ψ(r)− 1) < 0, donc ψ(r)− 1 est de signe contraire que r .
Comme θ+ > θ− alors on peut de´duire :
– Si r > 0 on a
e4r(θ+−θ−) > 1 et ψ(r) < 1
donc on ne peut pas avoir r > 0 .
– Si r < 0 on a
e4r(θ+−θ−) < 1 et ψ(r) > 1
donc on ne peut pas avoir r < 0.
Donc on ne peut pas avoir l’e´galite´ entre e4r(θ+−θ−) et ψ(r) pour un re´el r non nul,
donc ne´cessairement r = 0.
Comme nous inte´ressons aux poˆles dont la partie imaginaire est strictement positive donc
les poˆles sont de la forme z = it et t est solution de :
e2it(θ+−θ−) =
−it+ β− + α−2 (it)2
it+ β− +
α−
2
(it)2
. (4.17)
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En e´crivant le second membre de (4.17) sous sa forme exponentielle on obtient :
e2it(θ+−θ−) =
−it+ β− + α−2 (it)2
it+ β− +
α−
2
(it)2
= eiπe−2i arctan(
α−
2
t−β−
t
), (4.18)
on en de´duit par e´galite´ des arguments des deux nombres complexes dans (4.18) que
2t(θ+ − θ−) = π − 2 arctan(α−t
2 − 2β−
2t
)mod(2π),
d’ou` l’e´quation ve´rifie´e par les poˆles(dite e´quation des poˆles) est
tan(t(θ+ − θ−)) = 2t
α−t2 − 2β− .
•Etude de l’e´quation des poˆles
On pose dans toute la suite x = θ+−θ−
π
.
En trac¸ant les deux courbes t→ tan(πxt) et t→ 2t
α−t2−2β− , on peut visualiser la position
des solutions de l’e´quation des poˆles :
tan(t(θ+ − θ−)) = 2t
α−t2 − 2β− .
Nous remarquons qu’il suffit de discuter deux possibilite´s sur le choix
√
2β−
α−
par rapport
a` 1
2x
pour localiser le premier poˆle,(voir les figures 4.3, 4.4).
Ainsi nous posse´dons deux strate´gies :
1. Choisir les conditions d’interface (i.e (α−, β−)) de fac¸on que le re´sidu sur le premier
poˆle parasite it1 (associe´ au sous-domaine et non au domaine complet) soit nul,
pour des donne´es bien choisies (correspondantes au de´veloppement asymptotique
de la solution du proble`me complet). Ainsi le premier poˆle qui intervient est it2 de
plus on a :
t2 >
1
x
si
√
2β−
α−
<
1
2x
;
t2 >
3
2x
si
√
2β−
α−
>
3
2x
;
t2 >
1
x
si
√
2β−
α−
>
1
2x
.
2. Choisir les conditions d’interface de fac¸on a` pousser le premier poˆle it1 le plus loin
possible de z = 0, ce qui correspond a` choisir
√
2β−
α−
> 1
2x
(voir figure 4.4), et on a
t1 ∈] 12x , 1x [.
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Exemple : Pour un angle droit ( θ+ − θ− = π2 ) on a
x = 1
2
si
√
2β−
α−
= 1
2x
alors β− =
α−
2
.
On remarque que la premie`re strate´gie est meilleure que la seconde.
tan(pi.*x.t)
2*t/alpha*t2−2*beta
t1 t2 
1/2x 1/x 2/x 3/2x 
t3 
Fig. 4.3 – Cas ou`
√
2β−
α−
< 1
2x
.
tan(pi.*x.t)
2*t/alpha*t2−2*beta
1/2x 1/x 3/2x 
t1 t2 t3 
Fig. 4.4 – Cas ou`
√
2β−
α−
> 1
2x
.
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• Second membre bien choisi pour le proble`me de Dirichlet plat
L’ide´e est que si g− est associe´e a` une solution re´gulie`re a` l’exte´rieur de Ω1 alors la
solution doit avoir une bonne re´gularite´.
On rappelle que : g−(r) =
(
∂θ − β− + α−2 (r∂r)2
)
e−(r, θ−)
Si e− est C∞ on espe`re une tre`s bonne re´gularite´ sur e.
Dans la logique de l’asymptotique r −→ 0 on travaille seulement avec les premiers
termes du de´veloppement de Taylor de e− et on veut que le choix de (α−, β−) fasse
disparaˆıtre le premier poˆle en it1 de e.
On suppose que dans le comple´mentaire de (θ−, θ+) on a la re´gularite´ voulue. Le
premier type asymptotique doit eˆtre : e−(x, y) = b1x+ b2y
On effectue le changement en coordonne´es polaires x = r cos θ, y = r sin θ, et comme
e−(r, θ+) = 0 donc le de´veloppement asymptotique au premier ordre de e− est :
e−(r, θ) = r sin(θ − θ+) + o(r), r ≤ 1, (4.19)
ou encore en prenant θ0 = θ+ − π
e−(r, θ) = −r sin(θ − θ0) + o(r), r ≤ 1. (4.20)
Lemme 4 Pour z ∈ C− {i}, on a
M(r1{r≤R})(z) = R
1+iz
1+iz
Preuve 22 On a
(−r∂r + 1)(r1{r≤R}) = R2δR(r) (4.21)
ou` δR de´signe la mesure de Dirac au point R.
Par passage en Mellin dans (4.21)et a` savoir que
R2
∫ +∞
0
rizδR(r)
dr
r
= R1+iz
on de´duit
M(r1{r≤R})(z) =
R1+iz
1 + iz
.
Si on revient au proble`me (4.12) et on choisit comme donne´e initiale
e−(r, θ) = r sin(θ − θ0)
Un simple calcul donne
g−(r) = r
[
cos(θ− − θ0) + (−β− + α−
2
) sin(θ− − θ0)
]
. (4.22)
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Ainsi, la seule fac¸on d’avoir g−(r) = 0, est
cos(θ− − θ0) + (−β− + α−
2
) sin(θ− − θ0) = 0.
Donc on obtient une relation entre les parame`tres α− et β− donne´e par :
1
tan(θ0 − θ−) = −β− +
α−
2
, pour θ0 − θ− 6= kπ, ∀k ∈ Z.
Comme θ+ − θ− + θ− − θ0 = π donc tan(θ+ − θ−) = tan(θ0 − θ−), d’ou la relation
entre α− et β− peut eˆtre aussi e´crite en fonction de θ+ :
1
tan(θ+ − θ−) = −β− +
α−
2
, pour θ+ − θ− 6= kπ, ∀k ∈ Z.
Le re´sultat obtenu dans ce paragraphe se re´sume dans la proposition 11.
Proposition 11 Dans le cas du proble`me de Dirichlet plat, un choix optimal(en nombre
d’ite´ration) des coefficients α−, β− est donne´ par
1
tan(θ+ − θ−) = −β− +
α−
2
, pour θ+ − θ− 6= kπ, ∀k ∈ Z (4.23)
et en particulier si θ+ − θ− = π2 on a β− = α−2 .
4.5.2 Cas des conditions de Dirichlet secteur
Soit Ω1 un secteur du plan de´fini par Ω1 = R
∗
+ × (θ−, θ+) (voir figure 4.5). On prend
une condition de Dirichlet u = 0 sur le bord de Ω = Ω1 ∪ Ω2.
θ
θ
θ
U=0
+
−
0
Ω 1
Ω2
Fig. 4.5 – Domaine au bord secteur.
Les calculs dans Ω1 sont les meˆmes que dans le cas plat θ0 = −π on aboutit a`
l’e´quation :
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a(z) =
[
(z − β− − α−
2
z2) + (z + β− +
α−
2
z2)e2z(θ+−θ−)
]−1
gˆ−(z).
D’apre`s la proposition 10, les poˆles a` partie imaginaire positive de[
(z − β− − α−
2
z2)) + (z + β− +
α−
2
z2)e2z(θ+−θ−)
]−1
sont de la forme
z = it, t > 0 et tan(t(θ+ − θ−)) = 2t
α−t2 − 2β− .
Ce qui change par rapport au proble`me de Dirichlet plat c’est le second membre bien
choisi. Les types asymptotiques pour le secteur R∗+× (θ0, θ+) sont donne´s par la solution
du proble`me spectral : {
(∂2θ − z2)φ = 0
φ(θ0) = φ(θ+) = 0
Une re´solution simple du proble`me spectral donne :
φ = sin(nπ
θ − θ0
θ+ − θ− ) avec z =
inπ
θ+ − θ0 .
On pose dans la suite du calcul x0 =
θ+−θ0
π
.
•Second membre bien choisi pour le proble`me de Dirichlet secteur
Avant d’introduire le comportement asymptotique de la solution du proble`me de Diri-
chlet dans un domaine a` bord secteur, on rappelle un re´sultat ge´ne´ral de re´gularite´ des
proble`mes de Dirichlet dans un ouvert borne´ ayant un coin.
Proposition 12 Soit Ω un secteur angulaire de R2 de´fini par Ω = R∗+ × (θ0, θ+).
Pour une donne´e f ∈ Hs,s, une solution u du proble`me{
∆u = f dans Ω
u = 0 sur ∂Ω
admet un de´veloppement asymptotique au voisinage de r = 0 donne´ par
u ≃
[s−1]∑
k=1
akr
k
x0 sin(
k
x0
(θ − θ0))
Preuve 23 C’est une conse´quence des the´ore`mes de Kondratiev, voir chapitre 3.
On remarque que la condition de Dirichlet impose u0 = 0. Ensuite on se place dans
le cas ou` la fonction f appartient a` tous les espaces Hs,s(Ω) de fac¸on a` ne traiter que les
poˆles associe´s a` l’ope´rateur (et non a` la donne´e).
Au niveau du terme principal, si on suppose que la donne´e e−, issue de la me´thode de
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de´composition de domaine est de´finie dans le comple´mentaire de Ω1, a un de´veloppement
asymptotique adapte´ a` l’ope´rateur de Dirichlet dans le secteur complet Ω :
e−(r, θ) = u1r
1
x0 sin(
θ − θ0
x0
) + o(r
1
x0 ). (4.24)
On rappelle que
g−(r) = 1{r≤R}
(
∂θ − β− + α−
2
(r∂r)
2
)
e−(r, θ−). (4.25)
En utilisant (4.24) et (4.25) on a
g−(r) = r
1
x0 u11{r≤R}
[
1
x0
cos(
θ− − θ0
x0
) + (−β− + α−
2x20
) sin(
θ− − θ0
x0
)
]
.
Le passage en Mellin dans g−, donne
gˆ−(z) =
R
1
x0
+iz
1
x0
+ iz
u1
[
1
x0
cos(
θ− − θ0
x0
) + (−β− + α−
2x20
) sin(
θ− − θ0
x0
)
]
. (4.26)
On veut gˆ−(it1) = 0 et la seule fac¸on de l’avoir est :
1
x0
cos(
θ− − θ0
x0
) + (−β− + α−
2x20
) sin(
θ− − θ0
x0
) = 0.
On pose x = θ+−θ−
π
alors θ− − θ0 = π(x0 − x), donc avec ces notations la relation
entre les parame`tres α− et β− s’e´crit :
−β− + α−
2x20
=
1
x0 tan(
πx
x0
)
Le re´sultat obtenu dans ce paragraphe se re´sume dans la proposition 13.
Proposition 13 Pour le proble`me de Dirichlet secteur, un choix optimal( en nombre
d’ite´ration) des coefficients α−, β− est donne´ par
−β− + α−
2x20
=
1
x0 tan(
πx
x0
)
(4.27)
•Cas particuliers :
On pre´sente ici quelques types de de´coupages particuliers en deux sous-domaines.
• Si θ+ − θ0 = π et θ+ − θ− = π2 (voir figure 4.6)
on a alors x0 = 1 et x =
1
2
donc β− =
α−
2
. On retrouve les re´sultats pre´ce´dents.
• Si θ+ − θ0 = 3π2 et θ+ − θ− = π2 (voir figure 4.7)
on a alors x0 =
3
2
et x = 1
2
donc −β− + 2α−9 = 23√3 .
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θ
θ
θ +0
−
ΩΩ2 1
Fig. 4.6 –
θ
−
θ+
θ
Ω
0
Ω2
1
Fig. 4.7 –
θ+θ−
θ0
Ω1
Ω2
Fig. 4.8 –
θ+
θ
−
θ0
Ω
Ω
1
2
Fig. 4.9 –
• Si θ+ − θ0 = 3π2 et θ+ − θ− = π (voir figure 4.8)
on a alors x0 =
3
2
et x = 1 donc − β− + 2α−9 = −23√3 .
• Si θ+ − θ0 = 3π2 et θ+ − θ− = 3π4 (voir figure 4.9)
on a alors x0 =
3
2
et x = 3
4
donc − β− + 2α−9 = 0.
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4.5.3 Cas des conditions de Neumann.
Avec les meˆmes notations que pre´ce´demment, on notera par Ω1 un secteur du plan
de´fini par Ω1 = R
∗
+ × (θ−, θ+) comme le montre la figure 4.5.
On se propose de re´soudre le meˆme proble`me que la partie pre´ce´dente mais au lieu de
travailler avec une condition de Dirichlet sur le bord du domaine complet : Ω = Ω1 ∪Ω2
on travaillera avec une condition de Neumann : ∂nu = 0 sur le bord du domaine Ω, de
plus on ne distinguera pas le cas a` bord plat et a` bord secteur, on va traiter le cas ge´ne´ral.
Contrairement au proble`me de Dirichlet, pour le cas du proble`me de Neumann il n’est
pas ne´cessaire de discuter l’optimisation par rapport a` β−.
Pour avoir un proble`me bien pose´ qui autorise des valeurs non nulles au coin, il faut
prendre β− = 0.
Donc d’apre`s le calcul de´ja` fait dans le cas des conditions de Dirichlet a` bord secteur,
nous re´solvons dans cette partie le proble`me (4.28) de´fini par
(
∂2θ + (r∂r)
2
)
e(r, θ) = 0
∂θe(r, θ+) = 0(
∂θ +
α−
2
(r∂r)
2
)
e(r, θ−) = g−(r)
(4.28)
Par passage en Mellin dans (4.28) on obtient :
(∂2θ − z2)eˆ(z, θ) = 0
∂θeˆ(z, θ+) = 0(
∂θ − α−2 z2
)
eˆ(z, θ−) = gˆ−(z)
(4.29)
L’e´quation (∂2θ − z2)eˆ(z, θ) = 0, est une e´quation diffe´rentielle ordinaire dont on peut
chercher les solutions sous la forme
eˆ(z, θ) = a(z)ez(θ−θ−) + b(z)e−z(θ−θ+),
ou` a(z) et b(z) sont deux fonctions qui de´pendent de z.
A` partir des deux conditions d’interface, on montre facilement que a(z) et b(z) sont
solutions du syste`me :
zez(θ+−θ−)a(z)− zb(z) = 0
(z − α−
2
z2)a(z)− (z + α−
2
z2)ez(θ+−θ−)b(z) = gˆ−(z)
d’ou` a(z) est donne´e par :
a(z) =
1
z
[
(1− α−
2
z)− (1 + α−
2
z)e2z(θ+−θ−)
]−1
gˆ−(z)
De´terminons les poˆles du facteur de gˆ−(z).
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Proposition 14 Les poˆles a` partie imaginaire positive de[
(1− α−
2
z)− (1 + α−
2
z)e2z(θ+−θ−)
]−1
(4.30)
sont de la forme
z = it ou` t est solution de tan(t(θ+ − θ−)) = −α−
2
t
Preuve 24 Il suffit de refaire le meˆme raisonnement que la proposition 10.
•Etude des poˆles
On pose dans toute la suite x = θ+−θ−
π
, donc l’e´quation ve´rifie´e par les poˆles devient :
tan(πxt) = −α−
2
t
tan(pi.*x.t)
−alpha*t/2
1/2x 1/x 3/2x 
 t1 t2 t1(0) 
Fig. 4.10 – De´termination de t1, pour le proble`me de Neumann.
D’apre`s la figure 4.10, nous remarquons qu’il suffit de discuter deux possibilite´s sur
le choix de α− pour localiser le premier poˆle it1.
On posse`de deux approches dans cette analyse :
1. Annuler le re´sidu au premier poˆle it1 (associe´ au sous-domaine et non au domaine
complet) pour le second membre bien choisi (correspond au de´veloppement asymp-
totique de la solution du proble`me complet), ainsi le premier poˆle qui intervient
est it2.
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2. Pousser le premier poˆle it1 le plus loin possible ce qui correspond a` choisir α− tre`s
petit.
•Second membre bien choisi pour le proble`me de Neumann
Pour traiter le comportement asymptotique de la solution du proble`me de Neu-
mann dans un domaine a` bord secteur, on rappelle un re´sultat ge´ne´ral de re´gularite´
des proble`mes de Neumann dans un ouvert ayant un coin.
Remarque 12 Les types asymptotiques pour le secteur Ω = R∗+ × (θ0, θ+) sont donne´s
par la solution du proble`me spectral :{
(∂2θ − z2)φ = 0
∂θφ(θ0) = ∂θφ(θ+) = 0
Une re´solution simple du proble`me spectral donne :
φ = cos(nπ θ−θ0
θ+−θ0 ) avec z =
inπ
θ+−θ0 ,∀n ∈ Z
On pose dans la suite du calcul x0 =
θ+−θ0
π
.
Proposition 15 Soit Ω un secteur du plan, Ω = R∗+ × (θ0, θ+).
Pour une donne´e f ∈ Hs,s, une solution u du proble`me{
∆u = f dans Ω
∂nu = 0 sur ∂Ω
admet un de´veloppement asymptotique au voisinage de ze´ro donne´ par
u ≃
[s−1]∑
k=0
akr
k
x0 cos(
k
x0
(θ − θ0))
Preuve 25 C’est une conse´quence imme´diate des re´sultats du chapitre 3.
On remarque que la condition de Neumann n’impose pas u0 = 0.
On se propose maintenant de re´pondre a` la
•Question : Peut-on optimiser α−?
On remarque, d’apre`s l’e´tude graphique de l’e´quation des poˆles (voir figure 4.10) que
dans tous les cas t1 ∈] 12x , 1x [. On se propose dans cette partie de chercher les valeurs de
α− pour lesquelles on peut annuler le re´sidu au poˆle it1.
Au niveau du terme principal, on prend les deux premiers termes du de´veloppement
asymptotique de u
e−(r, θ) = u0 + u1r
1
x0 cos(
θ − θ0
x0
). (4.31)
On rappelle que
g−(r) = 1{r≤R}
(
∂θ +
α−
2
(r∂r)
2
)
e−(r, θ−). (4.32)
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Un simple calcul utilise (4.31),(4.32) donne :
g−(r) = u1r
1
x0 1{r≤R}
[
− 1
x0
sin(
θ− − θ0
x0
) +
α−
2x20
cos(
π(x0 − x)
x0
)
]
. (4.33)
Par passage en Mellin dans (4.33) et d’apre`s le Lemme 4 on a :
gˆ−(z) = u1
R
1
x0
+iz
1
x0
+ iz
[
− 1
x0
sin(
θ− − θ0
x0
) +
α−
2x20
cos(
π(x0 − x)
x0
)
]
. (4.34)
Donc la seule fac¸on d’avoir gˆ−(it1) = 0,∀u1 est :
α− = −2x0 tan(πx
x0
). (4.35)
Remarque 13 On remarque que dans le cas du proble`me de Dirichlet (a` bord-plat ou a`
bord secteur) ou de Neumann la strate´gie qui consiste a` annuler le premier poˆle parasite
pour des donne´es bien choisies est tout simplement la condition aux limites qui annule
comple`tement la contribution du premier type asymptotique de la solution exacte, voir
(4.22),(4.26),(4.34).
Remarque 14 On remarque que la valeur de α− ne peut pas eˆtre toujours positive.
Exemples :
- Pour θ0 = −π et θ− = −π2 ce qui revient a` choisir x0 = 1 et x = 12 , alors d’apre`s
(4.35) on a α− =∞.
- Pour θ0 = −3π2 et θ− = −π2 ce qui revient a` choisir x0 = 32 et x = 12 , alors d’apre`s
(4.35) on a α− = −3
√
3.
Pour 0 < x < x0
2
, les valeurs de α− sont ne´gatives donc on ne peut pas faire disparaˆıtre
le premier poˆle, ainsi il faut opter pour l’autre strate´gie qui consiste a` pousser le premier
poˆle le plus loin possible de z = 0 ce qui correspond a` choisir ide´alement α− = 0. En
pratique il suffit de prendre α− petit. Graphiquement, puisque le graphe de tan(πxt) se
situe en dessous de sa tangente au point ( 1
x
, 0) pour t ∈ ( 1
2x
, 1
x
), on voit que le premier
poˆle t1 (en fait it1) apparaˆıt pour t1 > T1 ou` T1 est solution de
πx(T1 − 1
x
) = −α−
2
T1.
donc T1 est donne´ par
T1 =
π
πx+ α−
2
.
Pour 0 < x < x0
2
on a
t1 > T1 >
2π
πx0 + α−
.
En prenant α− < 2π − πx0 = 2π − (θ+ − θ0) on obtient t1 > T1 > 1 (ce qui signifie que
l’on colle au de´veloppement asymptotique du proble`me complet, modulo une re´gularite´
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H2).
Pour une de´composition du domaine en deux sous-domaines non syme´trique, on peut
choisir les coefficients α− dans les deux sous-domaines de la fac¸on suivante :
– Si le premier sous-domaine ve´rifie la condition 0 < x < x0
2
, alors on prend
α− < 2π − (θ+ − θ0) .
– Pour le second sous-domaine qui correspond a` x0
2
< x < x0, on peut choisir α−
positif et sa valeur est donne´e par la formule (4.35) de plus sur la courbe 4.10 on
voit qu’on ame´liore beaucoup ainsi la re´gularite´.
Les re´sultats de ce paragraphe se re´sument dans la proposition suivante.
Proposition 16 Pour le proble`me de Neumann, un choix optimal du coefficient α− est
donne´ par :
1. Si le premier sous-domaine ve´rifie la condition 0 < x < x0
2
, alors on prend
α− < 2π − (θ+ − θ0) .
2. Pour le second sous-domaine qui correspond a` x0
2
< x < x0, on peut choisir α−
positive et sa valeur est
α− = −2x0 tan(πx
x0
).
4.6 Construction des conditions d’interface
Nous avons dit qu’on travaille avec des conditions d’interface de la forme
∂
∂n
+
β
r
− 1
2
∂
∂r
(αr
∂
∂r
)
qui sont valable au coin.
Les conditions d’interface se pre´sente de fac¸on ge´ne´rale sous la forme
∂
∂n
+ β(r)− ∂
∂r
(
α(r)
2
∂
∂r
) (4.36)
ou` α(r), β(r) deux fonctions seront construites de telle sorte que l’ope´rateur (4.36)
soit valable sur toute l’interface entre les deux sous-domaines.
• Me´thode de construction des deux fonctions α(r) et β(r)
On donne ici une me´thode de construction des deux fonctions α(r) et β(r).
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En pratique, une fois les coefficients α et β de´termine´s pour avoir le meilleur com-
portement au coin, on raccordera la fonction αr avec la constante αopt et la fonction
β
r
avec la constante βopt, ceci revient a` dire :
pour un couple (α, β) fixe´, on de´finit les deux fonctions α(r), β(r) comme
α(r) =
{
αr si r ≤ αopt
α
αopt sinon
(4.37)
et
β(r) =
{ β
r
si r ≤ β
βopt
βopt sinon
(4.38)
Les deux fonctions α(r) et β(r) sont choisies continues, positives.
Les coefficients α et β sont relie´s par la relation (4.23)(resp.(4.27)) dans le cas du
Dirichlet plat (resp. dans le cas du Dirichlet secteur).
On peut ainsi fixer α et en de´duire β ou inversement. Une manie`re de fixer les deux
coefficients α et β au meˆme temps serait d’imposer que
αβ = αoptβopt (4.39)
L’e´quation (4.39), nous donne une deuxie`me relation fondamentale entre les deux pa-
rame`tres α et β. Nous pouvons ainsi, donner explicitement les deux constantes optimise´s
de α et β.
On notera par :
– αopt : le coefficient optimise´ de α(r) au voisinage du coin,
– βopt : le coefficient optimise´ de β(r) au voisinage du coin.
2
Proposition 17 Pour le proble`me de Dirichlet secteur les coefficients optimise´s au coin
sont donne´s par :
αopt =
x0
tan(π x
x0
)
+
√
(
x0
tan(π x
x0
)
)2 + 2αoptβoptx20 (4.40)
βopt =
αoptβopt
x0
tan(π x
x0
)
+
√
( x0
tan(π x
x0
)
)2 + 2αoptβoptx20
(4.41)
Pour le cas de Dirichlet a` bord plat c’est-a`-dire x0 = 1, et pour x =
1
2
(Interface-bord
forme un angle droit) (voir figure 4.2) les coefficients optimise´s sont
αopt =
√
2αoptβopt (4.42)
2On distinguera entre les notations αopt 6= αopt, βopt 6= βopt
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α
α
opt
r
Fig. 4.11 – Repre´sentation de la
fonction α(r).
β /r
optβ
Fig. 4.12 – Repre´sentation de la
fonction β(r).
βopt =
√
αoptβopt
2
(4.43)
D’autres crite`res pourraient probablement eˆtre envisage´s. Les tests nume´riques sur
un pas de maillage h ont montre´ qu’il est important que α et β soient tels que αopt
αh
et
β
βopth
sont de l’ordre de 3 a` 4. Cela correspond au nombre de mailles pre`s du coin ou` les
coefficients des deux fonctions α(r) et β(r) de la condition d’interface sont variables.
4.7 Discre´tisation
4.7.1 Cas a` deux sous-domaines : Proble`me continu
On pre´sente un sche´ma de discre´tisation du proble`me : (η−∆)u = f dans un domaine
Ω de´compose´ en deux sous-domaines Ω1,Ω2 avec une interface Γ12.
La me´thode de Schwarz additive, a` laquelle nous nous restreindrons, s’e´crit

(η −∆)un+11 = f dans Ω1
un+11 = 0 sur ∂Ω1 ∩ ∂Ω(
∂n1 + β(x)− ∂s(α(x)2 ∂s)
)
un+11 =
(
− ∂n2 + β(x)− ∂s(α(x)2 ∂s)
)
un2 sur ∂Ω1 ∩ Ω2

(η −∆)un+12 = f dans Ω2
un+12 = 0 sur ∂Ω2 ∩ ∂Ω(
∂n2 + β(x)− ∂s(α(x)2 ∂s)
)
un+12 =
(
− ∂n1 + β(x)− ∂s(α(x)2 ∂s)
)
un1 sur ∂Ω2 ∩ Ω1
Une discre´tisation directe exigerait un calcul des de´rive´es normales le long de l’interface
afin d’e´valuer les bonnes conditions de transmission. Ceci peut eˆtre e´vite´ en introduisant
deux nouvelles variables :
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λn1 =
(
− ∂n2 + β(x)− ∂s(α(x)2 ∂s)
)
un2 ,
λn2 =
(
− ∂n1 + β(x)− ∂s(α(x)2 ∂s)
)
un1 .
L’algorithme de Schwarz s’e´crit en fonction de λn1 et λ
n
2 :
(η −∆)un+11 = f dans Ω1
un+11 = 0 sur ∂Ω1 ∩ ∂Ω(
∂n1 + β(x)− ∂s(α(x)2 ∂s)
)
un+11 = λ
n
1 sur ∂Ω1 ∩ Ω2
(η −∆)un+12 = f dans Ω2
un+12 = 0 sur ∂Ω2 ∩ ∂Ω(
∂n2 + β(x)− ∂s(α(x)2 ∂s)
)
un+12 = λ
n
2 sur ∂Ω2 ∩ Ω1
Nous pouvons interpre´ter ce nouvel algorithme comme un algorithme de point fixe
dans les nouvelles variables λj, j = 1, 2.
Soit le proble`me sous-structure´ : λ1 = −λ2 +
(
2β(x)− ∂s(α(x)∂s)
)
u2(λ2, f)
λ2 = −λ1 +
(
2β(x)− ∂s(α(x)∂s)
)
u1(λ1, f)
(4.44)
ou` uj = uj(λj, f), j = 1, 2 sont solutions de
(η −∆)uj = f dans Ωj(
∂nj + β(x)− ∂s(α(x)2 ∂s)
)
uj = λj sur Γ12
uj = 0 sur ∂Ωj ∩ ∂Ω
Au lieu de re´soudre le proble`me a` point fixe on peut re´soudre le proble`me sous-
structure´ en utilisant les me´thodes de sous-espaces de Krylov, ce qui correspond a` utiliser
la me´thode de Schwarz.
4.7.2 Cas a` deux sous-domaines : Proble`me discret
La re´solution nume´rique avec le logiciel FreeFem++ consiste a` introduire le proble`me
a` re´soudre dans chaque sous-domaine sous sa formulation faible. La formulation varia-
tionnelle du proble`me pour chaque sous-domaine avec des conditions d’interface de type
∂n + β(x)− ∂τ (α(x)
2
∂τ )
est donne´e par
∫
Ωi
ηun+1i vi+
∫
Ωi
∇un+1i ∇vi+
∫
Γ12
β(x)un+1i vi+
∫
Γ12
α(x)
2
∂su
n+1
i ∂svi =
∫
Ωi
fvi+
∫
Γ12
λni vi ; i ∈ {1, 2}
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Pour simplifier les calculs, on notera dans la suite
S = β(x)− ∂s(α(x)
2
∂s).
Le proble`me sous-structure´ (4.44) est introduit aussi sous sa formulation faible a`
laquelle on peut associer un syste`me matriciel avec une discre´tisation par une me´thode
d’e´le´ments finis P1-Lagrange. La re´solution de ce proble`me d’interface s’effectue par
des me´thodes ite´ratives de type Gradient conjugue´, dans chaque sous-domaine de fac¸on
inde´pendante.
Une discre´tisation par e´le´ments finis du proble`me (4.44) donne
λ1 = −λ2 + (2S)B2u2
λ2 = −λ1 + (2S)B1u1
K˜1u1 = f +B
T
1 λ1
K˜2u2 = f +B
T
2 λ2
(4.45)
ou` par abus de notation on note λ1, λ2, u1 et u2 les degre´s de liberte´ des fonctions
e´le´ments finis P1 approchant les fonctions solutions du proble`me continu et ayants meˆme
noms.
K˜1, K˜2 sont donne´es par :
K˜j = ηMj +Kj +B
T
j (Mβ,Γ +Kα,Γ)Bj,∀j = 1, 2
et B1(resp.B2) est un ope´rateur de trace de Ω1(resp. Ω2) a` valeurs dans Γ12.
En outre les deux matrices Mj et Kj sont la matrice de masse et la matrice de rigi-
dite´, respectivement, Mβ,Γ est la matrice de masse a` l’interface et Kα,Γ est la matrice de
rigidite´ a` l’interface.
Les deux matrices d’interface sont donne´es par :
(Mβ,Γ)ij =
∫
Γ
β(x)φi(x)φj(x)dx,
(Kα,Γ)ij =
∫
Γ
α(x)
2
∇τφi(x)∇τφj(x)dx.
Les fonctions φi sont les fonctions de base des e´le´ments finis, ∇τφ est la composante
tangentielle de ∇φ a` l’interface.
Pour des donne´es λ1 et λ2 on peut de´terminer u1 et u2 a` partir des deux dernie`res
e´quations de (4.45).
Si on e´limine u1 et u2 des deux premie`res e´quations de (4.45) on obtient le syste`me
sous-structure´ :
Fλ = d
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ou`
F =
(
I I − 2SB2K˜2−1BT2
I − 2SB1K˜1−1BT1 I
)
et
d =
(
2SB1K˜1
−1
f
2SB2K˜2
−1
f
)
.
Donc le proble`me revient a` re´soudre un proble`me d’inconnu λ. L’optimisation des
conditions d’interface acce´le`re la convergence de la me´thode de Schwarz additive.
4.8 Maillage adapte´ a` la singularite´
Le traitement nume´rique par me´thode d’e´le´ments finis du proble`me de Dirichlet pour
le Laplacien dans un domaine a` coins ne´cessite un maillage adapte´ a` la singularite´ pour
obtenir des majorations d’erreurs optimales du cas re´gulier.
Soit Ω un ouvert plan polygonal borne´ dont la frontie`re Γ a N sommet Sj d’angles ωj.
On conside`re le proble`me suivant :
Trouver u ∈ H1(Ω) tel que
(1)
{
(η −∆)u = f dans Ω
u = 0 sur ∂Ω
ou` la fonction f est donne´e dans l’espace de Sobolev Hn(Ω), n ∈ N.
On rappelle la formulation variationnelle du proble`me (1), consiste a` chercher u ∈ H10 (Ω)
telle que :
a(u, v) =< f, v >,∀v ∈ H10 (Ω)
ou`
a(u, v) =
∫
Ω
ηuv +
∫
Ω
∇u∇v,< f, v >=
∫
Ω
fv.
Nous utiliserons les proprie´te´s du re´gularite´s de la solution u dans les espaces de
Sobolev a` poids, e´tant donne´ un N -uplets α = (α1, α2, .., αN) ∈ RN , on lui associe une
fonction φ = φα ayant les proprie´te´s suivantes :
− φ ∈ C0(Ω);
− φ(x) = rαjj (x) dans un voisinage de Sj ou` rj(x) = ||x− Sj||;
− φ(x) > 0 dans Ω.
On introduit l’espace de Sobolev a` poids :
W
m,2
φ (Ω) = {v ∈ D(Ω) tel que φ∂jv ∈ L2(Ω), 0 ≤ |j| ≤ m},
ou`
∂jv =
∂|j|v
∂
j1
x1∂
j2
x2
, j = (j1, j2), |j| = j1 + j2, x = (x1, x2).
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The´ore`me 10 (G.Raugel)
Si f est donne´e dans Hm(Ω), alors la solution du proble`me (1) appartient a` un espace
de Sobolev a` poids Wm+2,2φ (Ω), pour tout N -uplets (α1, α2, .., αN ) ∈ RN
ve´rifiant
αj = 0 pour ωj <
π
m+1
αj > m+ 1− πωj si ωj ≥ πm+1
Preuve 26 voir ([5], Genevie`ve Raugel).
- Pour obtenir des majorations d’erreurs optimales du cas re´gulier, nous utiliserons a` la
place d’une triangulation compose´e de diame`tre uniforme, un maillage dont les triangles
deviennent plus petits au voisinage des sommets correspondant aux angles ωj ≥ πm+1 .
E´tant donne´e une suite h(h > 0), de nombres tendant vers ze´ro, on lui associe une
suite re´gulie`re de triangulations τh qui ve´rifie l’hypothe`se H :
– si K est un triangle de τh n’ayant aucun Sj pour sommet, son diame`tre hK
satisfait a` l’ine´galite´ hk ≤ C h(infK φ) 1m+1 ,
– si Kj est un triangle de sommet Sj, alors hKj ≤ C h
m+1
m+1−αj .
•Description d’une famille re´gulie`re de triangulations, ve´rifiant l’hypothe`se
H.
On de´signe par n un entier destine´ tendre vers l’infini.
Pour construire une triangulation d’un domaine a` coin, il suffit de proce´der de la manie`re
suivante : on note par Ω un domaine a` coin, la construction du maillage raffine´ au coin
se fait en deux e´tapes.
1. On divise le domaine Ω en grands nombres de triangle T fixes ayant au plus un
sommet qui soit aussi sommet de Ω ;
2. Si aucun sommet du triangle T n’est sommet du Ω, on divise le triangle T en n2
triangles e´gaux suivant la me´thode classique.
Exemple :
Si un triangle T ( T = SAB ) a pour sommet S, on le divise en n2 triangles de la
manie`re suivante.
Notons par λ1, λ2 et λ3 les coordonne´es barycentriques relatives respectivement aux
points S,A,B.
Pour i = 1, 2, ..., n, on trace le segment de droite d’e´quation :
λ1 = 1− ( i
n
)
m+1
m+1−αj , λ2 ≥ 0, λ3 ≥ 0
et on divise ce segment en i parties e´gales, ce qui donne les (i + 1) points aki ,
(0 ≤ k ≤ i) de coordonne´es barycentriques :
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λ1(a
k
i ) = 1− ( in)
m+1
m+1−αj ;
λ2(a
k
i ) =
k
i
(1− λ1(aki ));
λ3(a
k
i ) = 1− λ1(aki )− λ2(aki ).
Finalement, on trace les segments aki a
k
i+1 et a
k
i a
k+1
i+1 , pour 1 ≤ i ≤ n−1 et 0 ≤ k ≤
i .
Ainsi avec cette me´thode on construit un maillage plus raffine´ au voisinage du coin.
Remarque 15 1. Le raffinement du maillage au voisinage du coin n’est pas une
ne´cessite´ de la me´thode de de´composition de domaine, mais que nous le faisons de
fac¸on a` nous assurer que ce que nous observons correspond bien a` nos pre´visions
the´oriques et n’est pas l’effet d’un filtrage nume´rique duˆ a` un maillage trop grossier
au coin.
2. Avec ce proce´de´ de raffinement de maillage, la matrice de rigidite´ conserve les
meˆmes dimensions et la meˆme structure que si on utilise un maillage uniforme
partout.
Fig. 4.13 – De´composition en deux sous-domaines sans recouvrements avec maillage
adapte´ a` la singularite´.
La figure 4.13 montre le raffinement au voisinage du coin dans le cas ou` Ω est un
secteur d’angle 3π
2
.
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4.9 Quelques re´sultats nume´riques
Nous pre´sentons dans cette section deux types de re´sultats nume´riques :
– En premier lieu nous pre´sentons le cas ou` l’interface entre les deux sous-domaines
forme un angle droit avec le bord du domaine global, ceci peut se faire en e´tudiant
le cas ou` Ω est un rectangle coupe´ en deux.
– En second lieu, nous traitons le cas ou` Ω est un secteur sous forme de L coupe´ en
deux secteurs.
On de´compose a` chaque fois Ω en deux sous-domaines et on utilise un maillage uni-
forme partout sauf au voisinage du coin, ou` on utilise un maillage adapte´ a` la singularite´.
Nous exe´cutons toutes nos expe´riences sur l’e´quation de l’erreur(on appelle erreur la
diffe´rence entre la solution exacte du proble`me et la solution calcule´e a` chaque ite´ration).
Nous avons re´alise´ un algorithme avec le logiciel FreeFem++ dans le cas d’une
de´composition du domaine en deux sous-domaines, on fait varier les valeurs des pa-
rame`tres des conditions de transmissions, on note que pour les valeurs optimise´es on a
une convergence plus rapide, et l’erreur est e´tale´e vers le milieu de l’areˆte. Par contre
avec des mauvais coefficients l’erreur reste au coin.
Tous les tests nume´riques sont re´alise´s sur un pas de maillage h, ce qui correspond a`
choisir α et β tels que αopt
αh
et β
βopth
sont de l’ordre de 3. Cela correspond au nombre de
mailles pre`s du coin ou` les coefficients des deux fonctions α(r) et β(r) de la condition
d’interface sont variables. Dans le cas ou` αopt
αh
et β
βopth
sont de l’ordre de 0, on dira qu’on
travaille sur ze´ro mailles pre`s du coin.
Nous pre´sentons dans la suite quelques courbes de´crivant l’allure de l’erreur en fonc-
tion du nombre d’ite´rations ne´cessaires pour atteindre le crite`re : Erreur < 1.e− 6.
Nous conside´rons un de´coupage du domaine en deux sous-domaines et nous regardons la
de´croissance de la courbe logarithmique de l’erreur en fonction du nombre d’ite´rations
avec
– COC : conditions d’interface a` coefficients optimise´s au coin,
– CICC : conditions d’interface a` coefficients constants.
4.9.1 Coin interface-bord avec angle droit
On e´tudie le proble`me de Dirichlet dans le cas ou` Ω est un rectangle coupe´ en deux
(voir figure 4.14). Nous sommes donc dans la situation des conditions de Dirichlet a` bord
plat avec θ+ − θ− = π2 . D’apre`s la proposition 11 les coefficients optimise´s sont de la
forme β− =
α−
2
.
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Fig. 4.14 – De´composition en deux sous-domaines sans recouvrements avec maillage
adapte´ a` la singularite´.
•Convergence et nombre d’ite´rations
On donne dans ce paragraphe des re´sultats nume´riques qui montrent l’importance de
choisir COC au coin.
On de´finit ||u||L2(Ω) et |u|1 par :
–
||u||L2(Ω) =
∫
Ω
|u|2(x)dx
–
|u|1 =
∫
Ω
|∇u|2(x)dx
Les tableaux 4.1, 4.2 montrent le nombre d’ite´rations ne´cessaires pour avoir une er-
reur de l’ordre de 10−6.
On rappelle que dans les tableaux (4.1), (4.2),(4.3) la colonne “nombre de mailles au
coin” correspond au nombre de mailles sur les quelles les coefficients α, β des conditions
d’interface sont variables.
Les figures 4.15, 4.16 donnent une comparaison entre l’erreur logarithmique pour le
choix de COC, CICC en fonction des ite´rations.
La figure 4.17 montre qu’avec les conditions d’interface a` coefficients optimise´s au
coin (COC)l’erreur est e´tale´e vers le milieu de l’areˆte, par contre la figure 4.18, montre
qu’avec CICC l’erreur reste au coin.
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Valeurs au coin Nombre d’ite´rations Nombre de mailles au coin
COC 10 3
CICC 12 0
Tab. 4.1 – Nombre d’ite´rations en fonction du coefficient choisi au coin, avec
||erreur||L2(Ω) < 10−6.
Valeurs au coin Nombre d’ite´rations Nombre de mailles au coin
COC 10 3
CICC 13 0
Tab. 4.2 – Nombre d’ite´rations en fonction du coefficient choisi au coin, avec |erreur|1 <
10−6.
-7
-6
-5
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-3
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 0
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Fig. 4.15 – T29.gp : Log10(erreur) en fonction du nombre d’ite´rations avec CICC,
T31.gp : Log10(erreur) en fonction du nombre d’ite´rations avecCOC, pour
||erreur||L2(Ω) < 10−6.
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-7
-6
-5
-4
-3
-2
-1
0
0 2 4 6 8 10 12 14
"Tgrad6.gp"
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Fig. 4.16 – Tgrad6.gp : Log10(erreur) en fonction du nombre d’ite´rations avec CICC,
Tgrad8.gp : Log10(erreur) en fonction du nombre d’ite´rations avec COC,
pour |erreur|1 < 10−6.
IsoValue
5.73924e-09
1.72177e-08
2.86962e-08
4.01747e-08
5.16532e-08
6.31316e-08
7.46101e-08
8.60886e-08
9.75671e-08
1.09046e-07
1.20524e-07
1.32003e-07
1.43481e-07
1.54959e-07
1.66438e-07
1.77916e-07
1.89395e-07
2.00873e-07
2.12352e-07
2.2383e-07
Fig. 4.17 – Les isovaleurs de l’erreur avec COC a` la 10e`me ite´ration sont entre 5.73924×
10−9 et 2.2383× 10−7.
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IsoValue
2.96729e-09
8.90186e-09
1.48364e-08
2.0771e-08
2.67056e-08
3.26401e-08
3.85747e-08
4.45093e-08
5.04438e-08
5.63784e-08
6.2313e-08
6.82476e-08
7.41821e-08
8.01167e-08
8.60513e-08
9.19858e-08
9.79204e-08
1.03855e-07
1.0979e-07
1.15724e-07
Fig. 4.18 – Les isovaleurs de l’erreur avec CICC a` la 12e`me ite´ration sont entre 2.96729×
10−9 et 1.15724× 10−7.
• La relation β− = α−2 , est-elle optimale ?
On traite dans ce paragraphe le cas ou` θ+ − θ− = π2 et se met dans la situation ou`
le domaine global est a` bord plat. D’apre`s la proposition 11 les coefficients optimise´s au
coin sont relie´s par la relation :
β− =
1
2
α−
est une droite de pente 1
2
infe´rieur a` 1.
Jusqu’a` maintenant on a re´alise´ des expe´riences nume´riques qui montrent, qu’avec le
COC l’erreur s’e´limine du coin et l’erreur reste au coin si on met le CICC.
Dans cette partie nous pre´sentons quelques expe´riences nume´riques qui montrent que la
relation entre α− et β− due au calcul the´orique est optimale dans le sens ou` les coefficients
optimise´s sont ne´cessairement la droite de pente 1
2
.
Le tableau 4.3 montre le nombre d’ite´rations ne´cessaire pour avoir une ||erreur ||L2 <
10−6 en fonction du coefficient de la pente et la figure 4.19 de´crit la de´croissance loga-
rithmique de l’erreur en fonction des ite´rations.
On remarque que pour des pentes plus grandes que 1
2
le nombre d’ite´rations devient de
plus en plus grand et il diminue et devient optimal (cas du COC) si la valeur de la
pente e´gale a` 1
2
, donc les coefficients optimaux (α−, β−) sont sur la droite de pente 12 . Les
figures 4.20, 4.21 montrent que les isovaleurs de l’erreur restent au coin pour une pente
non optimale.
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Valeurs de la pente Nombre d’ite´rations Nombre de mailles au coin
10 173 3
2 34 3
1 17 3
Pente optimale = 1
2
10 3
1
10
12 3
1
15
12 3
1
100
15 3
Tab. 4.3 – Nombre d’ite´rations en fonction du coefficient de la pente, pour un angle
droit.
-7
-6
-5
-4
-3
-2
-1
 0
 0  5  10  15  20  25  30  35
"T3.gp"
"T14.gp"
"T16.gp"
"T18.gp"
"T20.gp"
"T33.gp"
Fig. 4.19 – T3.gp : Log10(erreur) en fonction du nombre d’ite´rations avec une pente
optimale(=0.5 ),
Ti, i 6= 3.gp : Log10(erreur) en fonction du nombre d’ite´rations pour
diffe´rentes choix non optimise´s de la pente.
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IsoValue
1.91314e-09
5.73941e-09
9.56569e-09
1.3392e-08
1.72182e-08
2.10445e-08
2.48708e-08
2.86971e-08
3.25233e-08
3.63496e-08
4.01759e-08
4.40022e-08
4.78284e-08
5.16547e-08
5.5481e-08
5.93073e-08
6.31335e-08
6.69598e-08
7.07861e-08
7.46124e-08
Fig. 4.20 – Les isovaleurs de l’erreur, avec une pente e´gale a` 1, a` la 17e`me ite´ration sont
entre 1.91314× 10−9 et 7.46124× 10−8.
IsoValue
3.07043e-09
9.21129e-09
1.53521e-08
2.1493e-08
2.76339e-08
3.37747e-08
3.99156e-08
4.60564e-08
5.21973e-08
5.83382e-08
6.4479e-08
7.06199e-08
7.67607e-08
8.29016e-08
8.90425e-08
9.51833e-08
1.01324e-07
1.07465e-07
1.13606e-07
1.19747e-07
Fig. 4.21 – Les isovaleurs de l’erreur avec une pente e´gale a` 10, a` la 173e`me ite´ration sont
entre 3.07043× 10−9 et 1.19747× 10−7 .
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• Erreur en 3D
Nous pre´sentons des exemples de´crivant l’erreur calcule´e en norme L2 en 3D dans le
cas d’un rectangle divise´ en deux sous-domaines syme´triques.
1. Les expe´riences nume´riques avec des conditions d’interface bien adapte´es aux coins
et a` coefficients optimise´s montrent que la diffe´rence entre l’ite´re´e et la solution
“exacte” (erreur) est faible dans les deux coins, et l’erreur pre´sente des pics tre`s
marque´s au milieu de l’areˆte, voir les figures 4.22,...,4.25.
2. Pour le choix des CICC, l’erreur pre´sente des pics tre`s marque´s au niveau des
coins, donc elle est forte aux coins, voir les figures 4.26,...,4.29.
3. Si on travaille avec des bons coefficients(cas du COC) dans l’un des deux coins, et
on met une pente non optimale dans le second coin, on remarque que l’erreur est
forte au second coin, voir les figures 4.30,...,4.33.
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Fig. 4.22 – L’erreur avecCOC a` la premie`re
ite´ration.
Fig. 4.23 – L’erreur avec COC a` la 2e`me
ite´ration.
Fig. 4.24 – L’erreur avec COC a` la 8e`me
ite´ration.
Fig. 4.25 – L’erreur avec COC a` la dernie`re
ite´ration.
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Fig. 4.26 – L’erreur avec CICC a` la
premie`re ite´ration.
Fig. 4.27 – L’erreur avec CICC a` la 4e`me
ite´ration.
Fig. 4.28 – L’erreur avec CICC a` la 9e`me
ite´ration.
Fig. 4.29 – L’erreur avecCICC a` la dernie`re
ite´ration (12e`me ite´ration).
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Fig. 4.30 – L’erreur avec une pente non op-
timale(pente=2) a` la premie`re ite´ration.
Fig. 4.31 – L’erreur avec une pente non op-
timale(pente=2) a` la 11e`me ite´ration.
Fig. 4.32 – L’erreur avec une pente non
optimale(pente=2) a` 33e`me(avant dernie`re)
ite´ration.
Fig. 4.33 – L’erreur avec une pente non op-
timale(pente= 2) a` la dernie`re ite´ration().
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4.9.2 Coin interface bord avec angle quelconque
Soit Ω ⊂ R2, on e´tudie le proble`me de Dirichlet dans le cas ou` Ω est un secteur sous
forme de L (voir figure 4.13) d’angle 3π
2
.
D’apre`s la proposition 13 les coefficients optimise´s au coin sont relie´s par la relation
β− =
2
9
α− − 2
3
1
tan(2
3
θ)
, θ = θ+ − θ−
est une droite de pente 2
9
infe´rieur a` 1.
•Convergence et nombre d’ite´rations
Pour une de´composition en deux sous-domaines syme´triques, on a :
– Les tableaux 4.4, 4.5 montrent le nombre d’ite´rations ne´cessaires pour avoir une
erreur de l’ordre de 10−6 en fonction du coefficient choisi au coin.
– Les figures 4.34, 4.35 de´crivent la de´croissance logarithmique de l’erreur en fonction
des ite´rations avec COC, CICC.
– La figure 4.36 montre qu’avec COC l’erreur est e´tale´e vers le milieu de l’arrete par
contre la figure 4.37 montre qu’avec CICC l’erreur reste au coin.
On rappelle que dans les tableaux (4.4),(4.5) et (4.6) la colonne “nombre de mailles au
coin” correspond au nombre de mailles sur les quelles les coefficients α, β des conditions
d’interface sont variables.
Les ope´rateurs d’interface avec les parame`tres optimise´s au coin (COC) apportent
une meilleure convergence que ceux avec les CICC.
Valeurs Nombre d’ite´rations Nombre de mailles au coin
COC 10 3
CICC 13 0
Tab. 4.4 – Nombre d’ite´rations en fonction du coefficient choisi au coin, avec
||erreur||L2(Ω) < 10−6.
Valeurs Nombre d’ite´rations Nombre de mailles au coin
COC 9 3
CICC 22 0
Tab. 4.5 – Nombre d’ite´rations en fonction du coefficient choisi au coin, avec |erreur|1 <
10−6.
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Fig. 4.34 – T420.gp : Log10(erreur) en fonction des ite´rations avec COC,
T422.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
||erreur||L2(Ω) < 10−6.
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Fig. 4.35 – Tgrad1.gp : Log10(erreur) en fonction des ite´rations avec COC,
Tgrad3.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
|erreur|1 < 10−6.
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IsoValue
2.24737e-09
6.74211e-09
1.12369e-08
1.57316e-08
2.02263e-08
2.47211e-08
2.92158e-08
3.37106e-08
3.82053e-08
4.27001e-08
4.71948e-08
5.16895e-08
5.61843e-08
6.0679e-08
6.51738e-08
6.96685e-08
7.41633e-08
7.8658e-08
8.31527e-08
8.76475e-08
Fig. 4.36 – Les isovaleurs de l’erreur a` la 10e`me ite´ration, avec COC, sont entre 2.24737×
10−9 et 8.76475× 10−8.
IsoValue
2.03962e-08
6.11887e-08
1.01981e-07
1.42774e-07
1.83566e-07
2.24358e-07
2.65151e-07
3.05943e-07
3.46736e-07
3.87528e-07
4.28321e-07
4.69113e-07
5.09906e-07
5.50698e-07
5.9149e-07
6.32283e-07
6.73075e-07
7.13868e-07
7.5466e-07
7.95453e-07
Fig. 4.37 – Les isovaleurs de l’erreur a` la 13e`me ite´ration, avecCICC, sont entre 2.03962×
10−8 et 7.95453× 10−7.
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•Question : La relation β− = 29α− − 23 1tan( 2
3
θ)
est elle optimale ?
La relation entre α− et β− est une droite de pente 29 . Dans cette partie nous pre´sentons
quelques expe´riences nume´riques qui montrent que la relation entre α− et β− due au
calcul the´orique est optimale dans le sens ou` les coefficients optimise´s sont ne´cessairement
sur cette droite de pente e´gale a` 2
9
. Nous restreindrons notre e´tude a` une de´composition
syme´trique, ce qui correspond a` choisir θ = 3π
4
.
– Le tableau 4.6 montre le nombre d’ite´rations ne´cessaires pour avoir une ||erreur ||L2 <
10−6 en fonction du coefficient de la pente.
– La figure 4.38 de´crit la de´croissance logarithmique de l’erreur en fonction des
ite´rations.
On remarque que pour des pentes plus grandes que 1 le nombre d’ite´rations devient
de plus en plus grand et il diminue et devient optimal (cas du COC) si la valeur de la
pente e´gale a` 2
9
, donc les coefficients optimaux (α−, β−) sont sur la droite de pente 29 .
Valeurs de la pente Nombre d’ite´rations Nombre de mailles au coin
20 461 3
10 224 3
5 120 3
2 44 3
1 22 3
Pente optimale = 2
9
10 3
0.3 10 3
0.05 12 3
0.01 15 3
0.001 15 3
Tab. 4.6 – Nombre d’ite´rations pour diffe´rentes choix de la pente.
Conclusion :
– La pente 2
9
apporte une convergence meilleure (en ite´ration) que les autres valeurs.
– Tous les re´sultats nume´riques dans cette paragraphe montrent bien que l’erreur
s’e´limine du coin pour les coefficients optimise´s au coin, et ils sont relie´s par la
relation : β− = 29α− − 23 1tan( 2
3
θ)
.
106 Chapt 4. De´composition de domaine avec coin sur le bord
-7
-6
-5
-4
-3
-2
-1
 0
 1
 0  50  100  150  200  250  300  350  400  450  500
"Top.gp"
"T32.gp"
"T310.gp"
"T311.gp"
"T312.gp"
"T313.gp"
Fig. 4.38 – Top.gp : Log10(erreur) en fonction des ite´rations avec une pente optimale
(2
9
),
Ti.gp,i 6= op : Log10(erreur) en fonction des ite´rations pour diffe´rentes choix
non optimise´s de la pente, ||erreur||L2(Ω) < 10−6.
• De´composition en deux sous-domaines syme´triques
On sait que pour une de´composition en deux sous-domaines syme´triques(θ = 3π
4
), et
pour des ope´rateurs d’interface a` coefficients optimise´s au coin l’erreur est e´tale´e vers le
milieu de l’areˆte, voir la figure 4.36. Par contre les figures 4.39, 4.40 montrent qu’avec des
pentes diffe´rentes de 2
9
, l’erreur reste au coin de plus la convergence est lente(en nombre
d’ite´rations).
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IsoValue
2.63719e-09
7.91156e-09
1.31859e-08
1.84603e-08
2.37347e-08
2.9009e-08
3.42834e-08
3.95578e-08
4.48321e-08
5.01065e-08
5.53809e-08
6.06553e-08
6.59296e-08
7.1204e-08
7.64784e-08
8.17527e-08
8.70271e-08
9.23015e-08
9.75759e-08
1.0285e-07
Fig. 4.39 – Les isovaleurs de l’erreur, a` la 224e`me ite´ration, pour une pente non
optimale(= 10), sont entre 2.63719× 10−9 et 1.0285× 10−7.
IsoValue
2.55567e-09
7.66701e-09
1.27784e-08
1.78897e-08
2.3001e-08
2.81124e-08
3.32237e-08
3.83351e-08
4.34464e-08
4.85577e-08
5.36691e-08
5.87804e-08
6.38918e-08
6.90031e-08
7.41144e-08
7.92258e-08
8.43371e-08
8.94485e-08
9.45598e-08
9.96712e-08
Fig. 4.40 – Les isovaleurs de l’erreur, a` la 461e`me ite´ration, pour une pente non
optimale(= 20), sont entre 2.55567× 10−9 et 9.96712× 10−8.
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•De´composition en deux sous-domaines quelconques
Dans cette partie nous illustrons quelques exemples de de´composition du domaine en
deux sous-domaines non syme´triques, a` priori l’erreur n’est pas force´ment syme´trique.
On donne deux courbes de convergence de l’erreur dans le cas d’un de´coupage avec
θ = 9π
10
(voir figure 4.41) et θ = 49π
50
(voir figure 4.42).
Les figures 4.43,...,4.46 montrent qu’avec des bons coefficients au coin(cas du COC)
l’erreur s’e´limine du coin, meˆme pour des angles limites : cas du θ = π(En pratique
il suffit de prendre de angles proches de π) et on a convergence dans 10 ite´rations.
Par contre en travaillant avec des CICC, l’erreur reste au coin(voir les figures
4.47,...,4.50).
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Fig. 4.41 – T91.gp : Log10(erreur) en fonction des ite´rations avec COC,
T93.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
||erreur||L2(Ω) < 10−6, θ = 9π10 .
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Fig. 4.42 – T02.gp : Log10(erreur) en fonction des ite´rations avec COC,
T104.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
||erreur||L2(Ω) < 10−6, θ = 49π50 .
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IsoValue
4.32629e-09
1.29789e-08
2.16315e-08
3.02841e-08
3.89366e-08
4.75892e-08
5.62418e-08
6.48944e-08
7.3547e-08
8.21996e-08
9.08522e-08
9.95047e-08
1.08157e-07
1.1681e-07
1.25463e-07
1.34115e-07
1.42768e-07
1.5142e-07
1.60073e-07
1.68725e-07
Fig. 4.43 – Les isovaleurs de l’erreur avecCOC sont entre 4.32629×10−9 et 1.68725×10−7
pour une de´composition du domaine avec θ = 2π
3
, a` convergence(nombre d’ite´ration=10).
IsoValue
3.44732e-09
1.0342e-08
1.72366e-08
2.41313e-08
3.10259e-08
3.79206e-08
4.48152e-08
5.17099e-08
5.86045e-08
6.54992e-08
7.23938e-08
7.92884e-08
8.61831e-08
9.30777e-08
9.99724e-08
1.06867e-07
1.13762e-07
1.20656e-07
1.27551e-07
1.34446e-07
Fig. 4.44 – Les isovaleurs de l’erreur avec COC, sont entre 3.44732× 10−9 et 1.34446×
10−7, pour une de´composition du domaine avec θ = 9π
10
, a` convergence(nombre d’ite´ration
=10).
IsoValue
3.8772e-09
1.16316e-08
1.9386e-08
2.71404e-08
3.48948e-08
4.26492e-08
5.04036e-08
5.8158e-08
6.59124e-08
7.36668e-08
8.14212e-08
8.91756e-08
9.693e-08
1.04684e-07
1.12439e-07
1.20193e-07
1.27948e-07
1.35702e-07
1.43456e-07
1.51211e-07
Fig. 4.45 – Les isovaleurs de l’erreur avecCOC sont entre 3.8772×10−9 et 1.51211×10−7
pour une de´composition du domaine avec θ = 49π
50
, a` convergence(nombre d’ite´ration=10).
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IsoValue
4.01671e-09
1.20501e-08
2.00835e-08
2.8117e-08
3.61504e-08
4.41838e-08
5.22172e-08
6.02506e-08
6.8284e-08
7.63175e-08
8.43509e-08
9.23843e-08
1.00418e-07
1.08451e-07
1.16485e-07
1.24518e-07
1.32551e-07
1.40585e-07
1.48618e-07
1.56652e-07
Fig. 4.46 – Les isovaleurs de l’erreur avec COC sont entre 4.016711× 10−9 et 1.56652×
10−7 pour des angles limite, θ = π, a` convergence(nombre d’ite´ration=10).
IsoValue
1.25053e-08
3.7516e-08
6.25266e-08
8.75373e-08
1.12548e-07
1.37559e-07
1.62569e-07
1.8758e-07
2.12591e-07
2.37601e-07
2.62612e-07
2.87623e-07
3.12633e-07
3.37644e-07
3.62655e-07
3.87665e-07
4.12676e-07
4.37686e-07
4.62697e-07
4.87708e-07
Fig. 4.47 – Les isovaleurs de l’erreur avec CICC sont entre 1.25053 × 10−8 et
4.87708× 10−7 pour une de´composition du domaine avec θ = 2π
3
, a` convergence(nombre
d’ite´ration=13).
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IsoValue
2.38545e-09
7.15636e-09
1.19273e-08
1.66982e-08
2.14691e-08
2.624e-08
3.10109e-08
3.57818e-08
4.05527e-08
4.53236e-08
5.00945e-08
5.48654e-08
5.96363e-08
6.44073e-08
6.91782e-08
7.39491e-08
7.872e-08
8.34909e-08
8.82618e-08
9.30327e-08
Fig. 4.48 – Les isovaleurs de l’erreur avec CICC sont entre 2.38545 × 10−9 et
9.30327× 10−8 pour une de´composition du domaine avec θ = 9π
10
, a` convergence(nombre
d’ite´ration=13).
IsoValue
1.9459e-08
5.83771e-08
9.72951e-08
1.36213e-07
1.75131e-07
2.14049e-07
2.52967e-07
2.91885e-07
3.30803e-07
3.69721e-07
4.08639e-07
4.47558e-07
4.86476e-07
5.25394e-07
5.64312e-07
6.0323e-07
6.42148e-07
6.81066e-07
7.19984e-07
7.58902e-07
Fig. 4.49 – Les isovaleurs de l’erreur avecCICC sont entre 1.9459×10−8 et 7.58920×10−7
pour une de´composition du domaine avec θ = 49π
50
, a` convergence(nombre d’ite´ration=12).
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IsoValue
2.45429e-09
7.36286e-09
1.22714e-08
1.718e-08
2.20886e-08
2.69971e-08
3.19057e-08
3.68143e-08
4.17229e-08
4.66314e-08
5.154e-08
5.64486e-08
6.13571e-08
6.62657e-08
7.11743e-08
7.60829e-08
8.09914e-08
8.59e-08
9.08086e-08
9.57171e-08
Fig. 4.50 – Les isovaleurs de l’erreur avec CICC sont entre 2.45429 × 10−9 et
9.57171× 10−8, pour une de´composition du domaine avec θ = π(angle limite), a` conver-
gence(nombre d’ite´ration=13).
• Erreur en 3D
Pour ne pas alourdir la pre´sentation en 3D, nous restreindrons a` une de´composition
de domaine en deux sous-domaines syme´triques. Nous donnons ici trois types de re´sultats
nume´riques pour une erreur qui ve´rifie le crite`re d’arreˆt : ||erreur||L2 < 10−6.
1. On traite en premier lieu le cas des COC dans les conditions d’interface,
2. choisir les CICC partout(les COC n’intervient plus au coin),
3. choisir une pente non optimale(6= 2
9
), nous choisissons le cas d’une pente e´gale a`
deux.
On aboutit aux re´sultats :
– Les figures 4.51,...,4.54 montrent qu’avec les coefficients optimise´s au coin (COC)
l’erreur est faible au coin.
– Pour le choix des CICC, l’erreur pre´sente des pics tre`s marque´s au coin, donc elle
ne s’e´limine pas du coin, voir les figures 4.55,...,4.58.
– Pour une pente e´gale a` deux l’erreur est forte au coin, voir les figures 4.59,...,4.62,
donc elle reste au coin pour une pente non optimale.
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Fig. 4.51 – L’erreur avecCOC a` la premie`re
ite´ration.
Fig. 4.52 – L’erreur avec COC a` la 6e`me
ite´ration.
Fig. 4.53 – L’erreur avec COC a` la 8e`me
ite´ration.
Fig. 4.54 – L’erreur avec COC a` la dernie`re
(10e`me) ite´ration.
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Fig. 4.55 – L’erreur avec CICC a` la
premie`re ite´ration.
Fig. 4.56 – L’erreur avec CICC a` la 6e`me
ite´ration.
Fig. 4.57 – L’erreur avec CICC a` la 10e`me
ite´ration.
Fig. 4.58 – L’erreur avecCICC a` la dernie`re
ite´ration (13e`me)
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Fig. 4.59 – L’erreur avec une pente e´gale a`
2 a` la 9e`me ite´ration.
Fig. 4.60 – L’erreur avec une pente e´gale a`
2 a` la 17e`me ite´ration.
Fig. 4.61 – L’erreur avec une pente e´gale a`
2 a` la 31e`me ite´ration.
Fig. 4.62 – L’erreur avec une pente
e´gale a` 2 a` la dernie`re ite´ration.
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4.10 Remarques importantes
1. Les figures des isovaleurs de l’erreur donnent les erreurs entre la solution du proble`me
global discre´tise´ et la solution obtenue par la me´thode de de´composition de do-
maine a` convergence. Il est donc normal que les erreurs en valeur absolue soient
comparables. Par contre, les courbes de convergence et les tableaux avec le nombre
d’ite´rations a` convergence montrent sans ambigu¨ıte´ que les conditions optimise´es
au coin ame´liorent la vitesse de convergence de la me´thode de de´composition de
domaine.
2. Les expe´riences nume´riques avec des conditions d’interface bien adapte´es au coin
et a` coefficients optimise´s montrent que la diffe´rence entre l’ite´re´e et la solution
“exacte” (erreur) s’e´limine du coin, et l’erreur est e´tale´e vers le milieu de l’areˆte.
En revanche si on choisit d’autres coefficients que les coefficients optimise´s l’erreur
pre´sente des pics tre`s marque´s au niveau du coin.
Chapitre 5
De´composition de domaine avec coin
inte´rieur
5.1 Introduction
La re´solution des proble`mes elliptiques avec les me´thodes de de´composition de do-
maine, fait apparaˆıtre des interfaces avec singularite´s ge´ome´triques. Contrairement au
chapitre pre´ce´dent(chapitre 4) dans lequel on a traite´ un proble`me elliptique dans un do-
maine global non convexe, et par suite la solution dans le domaine complet est singulie`re,
on traite dans ce chapitre le meˆme proble`me elliptique que le chapitre pre´ce´dent mais on
travaille dans un domaine global Ω qui est re´gulier et donc la solution du proble`me{
(η −∆)u = f dans Ω
+C.L. sur ∂Ω
est plus re´gulie`re a` priori que la solution dans chaque sous-domaine.
En pratique, on traite par exemple le cas ou` le domaine global est un disque de R2,
et on effectue une de´composition du disque en deux sous-domaines sous forme secteur
de R2(voir la figure 5.1).
L’incidence des interfaces des deux sous domaines, cre´e deux types de coins, des coins
qui sont sur le bord du domaine global, proble`me qu’on sait de´ja` re´soudre et des coins
a` l’inte´rieur du domaine global. On s’inte´resse dans ce chapitre aux coins inte´rieur au
domine global.
On a de´ja` dit que dans le cas ou` le coin du sous-domaine est a` l’inte´rieur du domaine
global, les conditions d’interface ne doivent pas contenir un terme constant ce qui exige
de choisir β = 0 dans les conditions aux limites pour ne pas forcer la valeur de la solution
au coin a` eˆtre nulle.
On travaille le long de ce chapitre avec des conditions d’interface de type
∂
∂n
− ∂
∂r
(
α
2
r
∂
∂r
)
ou` α est un parame`tre positif.
Le proble`me consiste a` choisir α de fac¸on convenable pour avoir une re´gularite´ opti-
male de notre proble`me, on distinguera dans notre e´tude le cas des secteurs convexes et
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2*pi+theta− 
theta+ 
Omega1 
Omega2 
Fig. 5.1 – De´composition d’un disque de R2 en deux sous-domaines
des secteurs non convexes et on montrera qu’on peut optimiser le parame`tre α dans un
secteur convexe. En revanche pour un secteur non convexe on ne peut plus e´liminer le
premier poˆle pour le choix de α.
Dans le cas d’une de´composition du domaine en deux sous-domaines : cas d’un disque
coupe´ en deux secteurs(voir la figure 5.1), on a toujours la pre´sence d’un sous-domaine
non convexe, le mieux que l’on puisse faire dans le sous-domaine non convexe est de
pousser le premier poˆle le plus loin possible, ou il faut opter pour une de´composition en
sous-domaines convexes, cas d’un disque coupe´ en trois secteurs convexes.
5.2 Calcul des poˆles avec condition d’ordre 2 pour
un sous-domaine
Soit Ω un secteur du plan, Ω = R⋆+×]θ−, θ+[.
On travaille dans cette section avec un seul parame`tre α dans les conditions aux limites
sur les bords {θ = θ±}. On se propose de montrer qu’il existe un unique parame`tre α qui
e´limine le premier poˆle de la re´solvante dans le cas d’un secteur convexe. En revanche
pour un secteur non convexe on n’arrive pas a` e´liminer le premier poˆle avec le meˆme
parame`tre α qui intervient dans les deux conditions d’interface en θ+ et en θ−.
On cherche a` re´soudre dans Ω le proble`me de´fini par :
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(S)

(
η − 1
r2
(
(r∂r)
2 + ∂2θ
))
u(r, θ) = f(
∂θ +
α
2
(r∂r)
2
)
u(r, θ−) =
(
∂θ +
α
2
(r∂r)
2
)
u−(r, θ− + 2π)(
∂θ − α2 (r∂r)2
)
u(r, θ+) =
(
∂θ − α2 (r∂r)2
)
u−(r, θ+)
ou` η est un re´el positif, u− est une restriction de u dans le domaine voisin.
Soit v la solution de : (
η −∆
)
(v) = f dans R2
On pose e = u− v, e− = u− − v−.
Comme on s’inte´resse a` ce qui se passe au voisinage de l’origine, on ne´glige les termes
d’ordre ze´ro en r, ainsi e est solution du proble`me :
(
∂2θ + (r∂r)
2
)
e(r, θ) = 0 dans Ω(
∂θ +
α
2
(r∂r)
2
)
e(r, θ−) = g−(r)(
∂θ − α2 (r∂r)2
)
e(r, θ+) = g+(r)
(5.1)
Avec g+ et g− sont donne´es par les formules
g+(r) =
(
∂θ − α2 (r∂r)2
)
e−(r, θ+)
g−(r) =
(
∂θ +
α
2
(r∂r)
2
)
e−(r, θ− + 2π)
On rappelle que
M((r∂r)
nf)(z) = (
z
i
)nM(f)(z).
Ainsi le syste`me (5.1) devient apre`s Mellin
(∂2θ − z2)eˆ(z, θ) = 0
(∂θ − α2 z2)eˆ(z, θ−) = gˆ−(z)
(∂θ +
α
2
z2)eˆ(z, θ+) = gˆ+(z)
(5.2)
On a
(5.2)⇐⇒ P (z)eˆ = F
ou`
F =
[
0, gˆ+(z), gˆ−(z)
]T
et
P (z) =
[
(∂2θ − z2); γ|θ+(∂θ +
α
2
z2); γ|θ−(∂θ −
α
2
z2)
]T
ou` γ repre´sente l’ope´rateur de trace et T indique le transpose´.
La` ou` il existe, l’inverse de P (z) sera note´ R(z), d’apre`s la the´orie de Fredholm ana-
lytique (Reed and Simon tome 4), R(z) est une fonction me´romorphe dont les poˆles sont
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les points ou` P (z) n’est pas injective.
On se propose dans cette partie d’e´tablir l’expression de eˆ en fonction des donne´es
gˆ+ et gˆ−.
L’e´quation (∂2θ − z2)eˆ(z, θ) = 0, est une e´quation diffe´rentielle ordinaire dont on peut
chercher les solutions sous la forme
eˆ(z, θ) = a(z)ez(θ−θ−) + b(z)e−z(θ−θ+)
ou` a(z) et b(z) sont deux fonctions qui de´pendent de z.
A` partir des deux conditions d’interface on peut de´terminer un syste`me ve´rifie´ par
a(z) et b(z).
En θ+ :
(∂θ +
α
2
z2)eˆ(z, θ)|θ=θ+ = gˆ+(z)⇐⇒ (z +
α
2
z2)ez(θ+−θ−)a(z) + (−z + α
2
z2)b(z) = gˆ+(z)
En θ− :
(∂θ − α
2
z2)eˆ(z, θ)|θ=θ− = gˆ−(z)⇐⇒ (z −
α
2
z2)a(z)− (z + α
2
z2)ez(θ+−θ−)b(z) = gˆ−(z)
Donc a(z) et b(z) sont solutions de
(1 +
α
2
z)ez(θ+−θ−)a(z) + (−1 + α
2
z)b(z) =
gˆ+(z)
z
(1− α
2
z)a(z)− (1 + α
2
z)ez(θ+−θ−)b(z) =
gˆ−(z)
z
On pose
B(z) =
(
(1 + α
2
z)ez(θ+−θ−) −1 + α
2
z
1− α
2
z −(1 + α
2
z)ez(θ+−θ−)
)
la solution eˆ est donne´e par(
a(z)
b(z)
)
=
1
z
B−1(z)
(
gˆ+(z)
gˆ−(z)
)
On pose ∆(z) = detB(z), un simple calcul de de´terminant donne
∆(z) = −(1 + α
2
z)2e2z(θ+−θ−) + (1− α
2
z)2.
Pour de´terminer les poˆles il suffit de re´soudre l’e´quation ∆(z) = 0.
Donc les poˆles sont solutions de l’e´quation
e2z(θ+−θ+) =
(1− α
2
z)2
(1 + α
2
z)2
.
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Proposition 18 Les poˆles a` partie imaginaire positive de B−1 ve´rifient
z = it et e2it(θ+−θ−) =
(
1− iα
2
t
1 + iα
2
t
)2
. (5.3)
Preuve 27 On sait que les poˆles sont solutions de
e2z(θ+−θ+) =
(
1− α
2
z
1 + α
2
z
)2
. (5.4)
Remplac¸ons z par r + it dans (5.4) et par passage au module on obtient
e2r(θ+−θ−) =
(1− α
2
r)2 + (α
2
)2t2
(1 + α
2
r)2 + (α
2
)2t2
,
pour simplifier les calculs on pose
θ1(r) =
(1− α
2
r)2 + (α
2
)2t2
(1 + α
2
r)2 + (α
2
)2t2
.
On remarque que pour r > 0, on a
θ1(r) < 1 et e
2r(θ+−θ−) > 1
donc on ne peut pas avoir r > 0.
Le meˆme raisonnement donne que r ne peut pas eˆtre ne´gatif. Donc force´ment r = 0.
Ainsi les poˆles sont de la forme z = it, t > 0, et ve´rifient l’e´quation
e2it(θ+−θ−) =
(
1− iα
2
t
1 + iα
2
t
)2
.
Remarque 16 1. Comme u ∈ H1, cela entraˆıne que l’on a a` conside´rer les poˆles dont
la partie imaginaire est strictement positive.
2. uˆ(z) a un poˆle simple en ze´ro dont le re´sidu de´pend de u(0), cela est une quantite´
globale.
Exemple : Si on e´tudie dans un disque note´ D le syste`me suivant :{ −∆u = 0 dans D
u∂D = g
Alors u(0) = 1
2π
∫
∂D g(θ)dθ, est donne´e par la valeur de u sur le bord du disque. Si
on sait bien re´soudre en dehors de x = 0, la valeur en ze´ro va eˆtre donne´e par le
couplage entre |x| ≤ ǫ et |x| ≥ ǫ.
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5.3 Etude de l’e´quation (5.3)
On sait que les poˆles a` partie imaginaire strictement positive sont solutions de
e2it(θ+−θ−) =
(
1− iα
2
t
1 + iα
2
t
)2
.
On pose λ(z) =
1−α
2
z
1+α
2
z
e−z(θ+−θ−).
Donc z = it est un poˆle si et seulement si λ(it) = ±1, ainsi on ne regarde dans la
suite que les deux e´quations λ(it) = +1 et λ(it) = −1, t > 0.
5.3.1 De´termination de l’e´quation des poˆles
1. Cas ou` λ(it) = 1
l’e´quation λ(it) = 1 est e´quivalente a` eit(θ+−θ−) =
1− iα
2
t
1 + iα
2
t
.
On pose dans toute la suite x = θ+−θ−
π
.
En e´crivant
1− iα
2
t =
√
1 + (
α
2
t)2 eiτ ,
ou` τ est donne´ par
τ = arctan(−αt
2
)mod(π),
donc t est solution de
eiπxt = e2iτ .
Par e´galite´ des arguments des deux nombres complexes on de´duit que :
tπx = (2τ)mod(2π),
d’ou`
tan(
tπx
2
) = −αt
2
.
Donc on aboutit a` la premie`re e´quation des poˆles donne´e par
tan(
tπx
2
) = −αt
2
.
2. Cas ou` λ(it) = −1
Avec les meˆmes techniques de calculs on obtient la deuxie`me e´quation des poˆles,
donne´e par la formule
tan(
tπx
2
) =
2
αt
.
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tan(pi.*x.t/2)
2/alpha*t
−alpha*t/2
t1 t2 t3 
1/x 3/x 2/x 
Fig. 5.2 – Cas ou` α > 0
Remarque 17 D’apre`s l’e´tude graphique des e´quations des poˆles,(voir la figure 5.2) on
peut de´duire
1. Dans l’intervalle ]0, 2
x
[ on a toujours un poˆle avec λ(it) = 1 et un poˆle avec
λ(it) = −1.
2. Pour α > 0, le premier poˆle est associe´ a` λ(it) = −1, il est dans l’intervalle ]0, 1
x
[
et le second poˆle est associe´ a` λ(it) = 1, et il appartient a` l’intervalle ] 1
x
, 2
x
[.
3. Pour α = 0, les poˆles sont solutions de λ(it) = ±1
–
λ(it) = +1 ⇐⇒ eit(θ+−θ−) = 1
⇐⇒ tπx = 0 mod (2π)
Comme on s’inte´resse aux poˆles a` partie imaginaire strictement positive donc
t = 2k
x
, k ∈ N∗.
–
λ(it) = −1 ⇐⇒ eit(θ+−θ−) = −1
⇐⇒ tπx = π mod (2π)
Comme on s’inte´resse aux poˆles a` partie imaginaire strictement positive donc
t = 2k+1
x
, k ∈ N.
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5.4 Etude avec des donne´es bien choisies
On se propose dans cette partie de de´terminer α pour annuler le premier poˆle pour
des donne´es bien choisies.
On pose
g+(r, θ+) =
(
∂θ − α2 (r∂r)2
)
e−(r, θ+)
g−(r, θ−) =
(
∂θ +
α
2
(r∂r)
2
)
e−(r, θ− + 2π)
avec e− ayant une bonne re´gularite´ (par exemple H2, C∞).
L’ide´e est que si g+ et g− sont associe´es a` une solution re´gulie`re a` l’exte´rieur de Ω
alors la solution doit avoir une bonne re´gularite´ .
Comme on travaille au voisinage du coin, on conside`re seulement les premiers termes
du de´veloppement de Taylor de e− en ne´gligeant les termes d’ordre supe´rieur et on veut
que le choix de α fasse disparaˆıtre le premier poˆle en it1 de e.
5.4.1 Cas des donne´es re´gulie`res
On sait que le premier poˆle est dans ]0, 1
x
[ est associe´ a` λ(it1) = −1, le deuxie`me
poˆle est dans ] 1
x
, 2
x
[ et est associe´ a` λ(it1) = 1. Dans tous les cas on ne pourra pas faire
disparaˆıtre les deux poˆles, mais on peut essayer de faire disparaˆıtre le premier et voir ou`
se positionne le second.
Les conditions aux limites ne contiennent pas de terme d’ordre ze´ro donc g+ et g− ne
de´pendent plus de la valeur en ze´ro de e−, on prendra ainsi une donne´e line´aire
e−(x, y) = b1x+ b2y.
Par passage aux coordonne´es polaires (x = r cos θ, y = r sin θ) on obtient
e−(r, θ) = b1r cos(θ) + b2r sin(θ).
Comme nous travaillons au voisinage du coin, il suffit de conside´rer g+ et g− de la forme
g+(r, θ+) = 1{r≤R}
(
∂θ − α2 (r∂r)2
)
e−(r, θ+);
g−(r, θ−) = 1{r≤R}
(
∂θ +
α
2
(r∂r)
2
)
e−(r, θ− + 2π);
ou` R est un re´el strictement positif.
Alors g+(r) et g−(r) sont donne´es par
g+(r) = r1{r≤R}
[
b1(− sin θ+ − α2 cos θ+) + b2(cos θ+ − α2 sin θ+)
]
;
g−(r) = r1{r≤R}
[
b1(− sin θ− + α2 cos θ−) + b2(cos θ− + α2 sin θ−)
]
.
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Les transforme´es de Mellin de g+, g− sont donne´es par
gˆ+(z) =
R1+iz
1+iz
[
b1(− sin θ+ − α2 cos θ+) + b2(cos θ+ − α2 sin θ+)
]
;
gˆ−(z) = R
1+iz
1+iz
[
b1(− sin θ− + α2 cos θ−) + b2(cos θ− + α2 sin θ−)
]
.
Dans la partie suivante on se propose de de´terminer α pour que
B−1(z)
(
gˆ+(z)
gˆ−(z)
)
n’ait plus de poˆle en it1, (t1 > 0).
Cela revient a` dire
∆(it1)B
−1(it1)
(
gˆ+(it1)
gˆ−(it1)
)
= 0.
Donc ( −(1 + iα
2
t1)e
it1(θ+−θ−) 1− iα
2
t1
−1 + iα
2
t1 (1 + i
α
2
t1)e
it1(θ+−θ−)
)(
gˆ+(it1)
gˆ−(it1)
)
= 0. (5.5)
Comme det(∆(it1)B
−1(it1)) = ∆(it1) = 0, donc il suffit de prendre une seule e´quation
de (5.5)
gˆ+(it1) =
(1− iα
2
t1)
(1 + iα
2
t1)
e−it1(θ+−θ−)gˆ−(it1) (5.6)
or on sait que
(1− iα
2
t1)
(1 + iα
2
t1)
e−it1(θ+−θ−) = λ(it1) = ±1,
donc l’e´quation (5.6) s’e´crit en fonction de λ(it1), et elle est donne´e par
gˆ+(it1) = λ(it1)gˆ−(it1).
On note que la relation gˆ+(it1) = λ(it1)gˆ−(it1) ne de´pend pas du choix de la tronca-
ture R.
Proposition 19 Dans un secteur convexe, pour e´liminer le premier poˆle il suffit de
choisir
α =
2
tan(π
2
x)
si x ∈]0, 1[.
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Preuve 28 On sait que le premier poˆle est associe´ a` λ(it1) = −1, de plus t1 ∈]0, 1x [
la relation gˆ+(it1) = −gˆ−(it1) s’e´crit :
b1(− sin θ+ − α
2
cos θ+) + b2(cos θ+ − α
2
sin θ+)
=
−
[
b1(− sin θ− + α
2
cos θ−) + b2(cos θ− +
α
2
sin θ−)
]
Donc quelque soit (b1, b2) on a :
α
2
(cos θ− − cos θ+) = sin θ+ + sin θ−
α
2
(sin θ+ − sin θ−) = cos θ+ + cos θ−
On remarque que les deux e´quations du syste`me pre´ce´dent sont lie´es, donc il suffit de
conside´rer une seule e´quation. En choisissant une seule e´quation, on obtient l’expression
de α
α
2
=
sin θ+ + sin θ−
cos θ− − cos θ+ ,
d’ou`
α =
2
tan( θ+−θ−
2
)
.
Comme x = θ+−θ−
π
, donc on peut exprimer α en fonction de x
α =
2
tan(πx
2
)
.
On remarque que α > 0 n’est possible que pour x < 1 i.e θ+ − θ− < π.
Donc, dans un secteur convexe on peut trouver un parame`tre α positif qui e´limine le
premier poˆle it1 associe´ a` λ(it) = −1.
Remarque 18 1. Si on travaille avec un seul parame`tre α et pour des donne´es
re´gulie`res on ne peut pas avoir α positif pour e´liminer le premier poˆle dans un
secteur non convexe.
2. Par passage a` la de´composition du domaine, par exemple on de´coupe un disque en
deux et on regarde le proble`me avec les deux sous-domaines.
On peut supposer que Ω1 est convexe, alors dans Ω1 on peut obtenir une re´gularite´
H2 et meˆme mieux pour des donne´es re´gulie`res, en revanche dans Ω2 le mieux que
l’on puisse obtenir est H1+
1
x
−δ, ou` δ un re´el positif tre`s petit (par exemple choisir
α = 0). En pratique il suffit de prendre α petit.
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5.4.2 Cas des donne´es associe´es au proble`me de Neumann
Si on regarde le proble`me avec les deux sous-domaines, on a toujours un domaine
convexe et un domaine non convexe, on peut supposer par exemple que Ω1 est convexe,(voir
figure 5.1).
On sait que dans le domaine convexe on peut e´liminer le premier poˆle, et on peut obtenir
une re´gularite´ H2 et meˆme mieux pour des donne´es re´gulie`res. Par contre dans Ω2(sous-
domaine non convexe) le mieux que l’on puisse obtenir pour des donne´es re´gulie`res est
H1+
1
x
−δ, ou` δ est re´el positif petit, en prenant α = 0, avec un poˆle en i
x
. En conse´quence,
les donne´es e− re´gulie`res sont au mieux H1+
1
x
−δ dans le comple´mentaire de Ω1 avec une
singularite´ associe´e au poˆle i
x
. Ainsi au lieu de travailler avec un de´veloppement de Taylor
usuel de e−, il vaut mieux conside´rer
e−(r, θ) = br
1
xφx(θ)
ou` r
1
xφx(θ) est le type asymptotique associe´ au proble`me de Neumann dans Ω2,
(
∂2θ − z2
)
φ = 0
∂θφ|θ+ = 0
∂θφ|θ−+2π = 0
On prend z = i
x+
, ou` x+ =
θ−+2π−θ+
π
, donc φ ve´rifie
(
∂2θ +
1
x2+
)
φ = 0
∂θφ|θ+ = 0
∂θφ|θ−+2π = 0
On en de´duit par un simple calcul que
φ = cos
(
π(θ − θ+)
θ− + 2π − θ+
)
.
Donc, on travaille dans la suite avec une donne´e
e−(r, θ) = b r
1
x+ cos
(
θ − θ+
x+
)
, (5.7)
et on veut que le premier poˆle associe´ au proble`me dans Ω1 soit e´limine´ pour tout
b ∈ R.
On sait que le premier poˆle dans ]0, 1
x
[ apparaˆıt pour λ(it1) = −1, on doit choisir
α > 0 dans Ω1 de telle sorte que gˆ+(it1) = −gˆ−(it1).
On rappelle que
g+(r) = 1{r≤R}
(
∂θ − α2 (r∂r)2
)
e−(r, θ+),
g−(r) = 1{r≤R}
(
∂θ +
α
2
(r∂r)
2
)
e−(r, θ− + 2π).
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Un simple calcul utilise les de´finitions de g+, g− et la relation (5.7) donne
g+(r) = −1{r≤R}b r
1
x+
x2+
,
et
g−(r) = −1{r≤R}b r
1
x+
x2+
.
On constate que g+(r) = g−(r), donc il est impossible d’avoir gˆ+(it1) = −gˆ−(it1) avec
une donne´e de la forme
e−(r, θ) = br
1
x+ cos
(
θ − θ+
x+
)
.
Le premier poˆle it1 apparaˆıt pour la donne´e singulie`re issue de Ω2.
Regardons a` quel niveau est cette singularite´ associe´e a` Ω1 pour le α bien calcule´
pour des donne´es re´gulie`res.
On sait que t1 est solution de
2
αt
= tan(
πxt
2
), t ∈]0, 1
x
[, x < 1
ou`
α =
2
tan(πx
2
)
donc t1 est solution de
tan(πx
2
)
t
= tan(
πxt
2
). (5.8)
Comme t1 ∈]0, 1x [, x < 1 donc force´ment t1(α) = 1 est l’unique solution de l’e´quation
(5.8).
Meˆme si ce poˆle (t1 = 1) s’e´limine au cours des ite´rations, il correspond a` des singula-
rite´s moins fortes que celles apparaissant dans Ω2(1 >
1
x+
). En outre, il correspond dans
Ω1 a` la re´gularite´ H
2−0 et enfin apre`s un certain nombre d’ite´rations on est proche des
donne´es re´gulie`res et pour des donne´es re´gulie`res et dans le cas d’un domaine convexe
ce poˆle s’e´limine pour le bon choix de α, i.e choisir
α =
2
tan(πx
2
)
.
5.5 Cas a` deux parame`tres : α+ en θ+ et α− en θ−
On sait jusqu’a` maintenant que pour les secteurs convexes on peut optimiser le coef-
ficient α mais ce n’est pas le cas pour un secteur non convexe. Donc on se propose dans
cette partie de voir si c’est possible d’optimiser dans le cas d’un secteur non convexe
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quand on posse`de deux parame`tres. Alors on va essayer de re´pondre a` la question sui-
vante :
Peut-on optimiser α± dans un secteur non convexe ?
Pour re´pondre a` cette question, on calcule les poˆles puis voir la possibilite´ de choisir α±
pour e´liminer le premier poˆle dans le cas d’un secteur non convexe.
5.5.1 Calcul des poˆles
On posse`de dans cette partie deux ope´rateurs d’interface qui de´pendent des deux pa-
rame`tres α+ en θ+ et α− en θ−. On proposera dans la suite une analyse de la re´solvante
de notre proble`me pour de´terminer les poˆles et on discutera la position des poˆles relati-
vement a` ze´ro pour des donne´es bien choisies.
Soit Ω = R⋆+×]θ−, θ+[ un secteur angulaire du plan.
Le syste`me a` re´soudre est
(
∂2θ + (r∂r)
2
)
e(r, θ) = 0(
∂θ +
α−
2
(r∂r)
2
)
e(r, θ−) = g−(r)(
∂θ − α+2 (r∂r)2
)
e(r, θ+) = g+(r)
avec
g+(r) =
(
∂θ − α+
2
(r∂r)
2
)
e−(r, θ+),
et
g−(r) =
(
∂θ +
α−
2
(r∂r)
2
)
e−(r, θ−).
Par passage en Mellin, on en de´duit que
(
∂2θ − z2
)
eˆ(z, θ) = 0(
∂θ − α−2 z2
)
eˆ(z, θ−) = gˆ−(z)(
∂θ +
α+
2
z2
)
eˆ(z, θ+) = gˆ+(z)
Nous avons vu que les solutions de l’e´quation (∂2θ − z2)eˆ(z, θ) = 0 sont cherche´es sous
la forme
eˆ(z, θ) = a(z)ez(θ−θ−) + b(z)e−z(θ−θ+)
ou` a(z) et b(z) sont deux fonctions qui de´pendent de z.
Les conditions aux limites sur les bords {θ = θ±} donnent
En θ+ :
(∂θ+
α+
2
z2)eˆ(z, θ)|θ=θ+ = gˆ+(z)⇐⇒ (z+
α+
2
z2)ez(θ+−θ−)a(z)+(−z+ α+
2
z2)b(z) = gˆ+(z),
En θ− :
(∂θ − α−
2
z2)eˆ(z, θ)|θ=θ− = gˆ−(z)⇐⇒ (z −
α−
2
z2)a(z)− (z + α−
2
z2)ez(θ+−θ−)b(z) = gˆ−(z).
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Donc a(z) et b(z) sont solutions de
(1 +
α+
2
z)ez(θ+−θ−)a(z) + (−1 + α+
2
z)b(z) =
gˆ+(z)
z
(1− α−
2
z)a(z)− (1 + α−
2
z)ez(θ+−θ−)b(z) =
gˆ−(z)
z
On pose
B(z) =
(
(1 + α+
2
z)ez(θ+−θ−) −1 + α+
2
z
1− α−
2
z −(1 + α−
2
z)ez(θ+−θ−)
)
,
donc la solution eˆ est donne´e par(
a(z)
b(z)
)
=
1
z
B−1(z)
(
gˆ+(z)
gˆ−(z)
)
.
On note par ∆(z) le de´terminant de B(z), un simple calcul de de´terminant donne
∆(z) = −(1 + α+
2
z)(1 +
α−
2
z)e2z(θ+−θ−) + (1− α+
2
z)(1− α−
2
z).
Pour de´terminer les poˆles de B−1(z) il suffit de re´soudre l’e´quation ∆(z) = 0, donc
les poˆles sont solutions de
e2z(θ+−θ+) =
(1− α−
2
z)(1− α+
2
z)
(1 + α−
2
z)(1 + α+
2
z)
.
Proposition 20 Les poˆles a` partie imaginaire positive de B−1(z) sont de la forme
z = it avec 
tan
(
t(θ+ − θ−)
)
=
α++α−
2
t
α+α−
4
t2−1 , t > 0
ou
t(θ+ − θ−) = π2 mod (π) si α+α−4 t2 − 1 = 0
Preuve 29 On sait que les poˆles sont solutions de
e2z(θ+−θ−) =
(1− α+
2
z)
(1 + α+
2
z)
(1− α−
2
z)
(1 + α−
2
z)
. (5.9)
Remplac¸ons z par r + it dans (5.9) et on prend le carre´ du module on obtient
e4r(θ+−θ−) = θ1(r) θ2(r)
ou`
θ1(r) =
(1− α+
2
r)2 + (α+
2
)2t2
(1 + α+
2
r)2 + (α+
2
)2t2
et θ2(r) =
(1− α−
2
r)2 + (α−
2
)2t2
(1 + α−
2
r)2 + (α−
2
)2t2
.
On remarque que pour r > 0, on a θ1(r) < 1 et θ2(r) < 1, par contre e
4r(θ+−θ−) > 1
donc on ne peut pas avoir r > 0, le meˆme raisonnement donne que r ne peut pas eˆtre
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ne´gatif. Donc force´ment r = 0.
Ainsi les poˆles sont de la forme z = it et t est solution de
e2it(θ+−θ−) =
(1− α+
2
it)(1− α−
2
it)
(1 + α+
2
it)(1 + α−
2
it)
. (5.10)
En e´crivant le second membre de l’e´galite´ (5.10) sous sa forme exponentielle c’est-a`-
dire
(1− α±
2
it)
(1 + α±
2
it)
= e2i arctan (−
α±t
2
),
puis par e´galite´ des arguments dans la relation (5.10) on de´duit que
t(θ+ − θ−) = arctan(−α+t
2
) + arctan(−α−t
2
) mod (π)
= arctan
(
α++α−
2
t
α+α−
4
t2 − 1
)
mod (π)
donc t est solution de
tan (t(θ+ − θ−)) =
α++α−
2
t
α+α−
4
t2 − 1 , t > 0
ou
t(θ+ − θ−) = π2 mod (π) si
α+α−
4
t2 − 1 = 0
Remarque 19 1. Nous posse´dons deux strate´gies pour avoir des solutions plus re´gulie`res :
– Annuler le re´sidu au premier poˆle pour le bon choix des parame`tres α+ et α−.
– La deuxie`me strate´gie consiste a` pousser le premier poˆle le plus loin possible de
z = 0 pour des coefficients α+ et α− bien choisis.
2. On remarque qu’avec la deuxie`me me´thode on peut pousser le premier poˆle jusqu’a`
π
θ+−θ− =
1
x
, ce qui correspond a` choisir (α+, α−) deux re´els qui tendent vers ze´ro.
Par contre annuler le re´sidu du premier poˆle it1 pour le bon choix des parame`tres
α± (s’ils existent), le premier poˆle qui intervient est supe´rieur a` πθ+−θ− =
1
x
. Donc
la premie`re me´thode est meilleure que la seconde.
Remarque 20 1. Si 2√
α+α−
< 1
2x
, d’apre`s la figure 5.3, on peut localiser les poˆles
k = 1, t1 ∈ ] 1√α+α− , 12x [
k ≥ 2, tk ∈ ]k−1x ,
k− 1
2
x
[
2. Si 2√
α+α−
> 1
2x
d’apre`s la figure 5.4 on peut localiser les poˆles
k = 1, t1 ∈ ] 12x ,min( 1√α+α− , 1x)[
k ≥ 2, tk ≥ 1x
3. On note pour les cas limites 2√
α+α−
= 1
2x
le premier poˆle est donne´ par t1 =
1
2x
.
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tan(pi.*x.t)(alpha
+
+alpha
−
/2)*t/ [alpha
+
*alpha
−
*0.25*t2−1]
1/2x 1/x 3/2x 
t1 t2 
Fig. 5.3 – Cas ou` 2√
α+α−
< 1
2x
tan(pi.*x.t)(alpha
+
+alpha
−
/2)*t/ [alpha
+
*alpha
−
*0.25*t2−1]
1/2x 1/x 3/2x 
t1 
t2 t3 
Fig. 5.4 – Cas ou` 2√
α+α−
> 1
2x
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5.5.2 Etude avec des donne´es bien choisies
Nous travaillons d’un secteur non convexe et on se propose de de´terminer α+ et α−
pour annuler le premier poˆle(it1) pour des donne´es bien choisies.
On prend dans la suite du calcul e−, une donne´e line´aire e−(x, y) = b1x + b2y. En
utilisant les meˆmes techniques de calcul que les sections pre´ce´dentes, on peut de´terminer
l’expression de gˆ+(z) et gˆ−(z), et on a
Proposition 21 Soit e−(x, y) = b1x+ b2y alors
gˆ+(z) =
R1+iz
1 + iz
[
b1(− sin θ+ − α+
2
cos θ+) + b2(cos θ+ − α+
2
sin θ+)
]
et
gˆ−(z) =
R1+iz
1 + iz
[
b1(− sin θ− + α−
2
cos θ−) + b2(cos θ− +
α−
2
sin θ−)
]
Proposition 22 Soit Ω un secteur non convexe alors on a
1. α+ = α−(= α),
2. on ne peut pas optimiser le coefficient α pour e´liminer le premier poˆle it1.
Preuve 30 – On veut que pour le bon choix de α±,
1
z
B−1(z)
(
gˆ+(z)
gˆ−(z)
)
n’ait pas de poˆle en z = it1 i.e
∆(it1)B
−1(it1)
(
gˆ+(it1)
gˆ−(it1)
)
= 0.
Donc, le proble`me revient a` re´soudre le syste`me( −(1 + α−
2
it1)e
it1(θ+−θ−) 1− α+
2
it1
−(1− α−
2
it1) (1 +
α+
2
it1)e
it1(θ+−θ−)
)(
gˆ+(it1)
gˆ−(it1)
)
= 0.
On remarque que det(∆(it1)B
−1(it1)) = ∆(it1) = 0, donc pour re´soudre ce syste`me
d’inconnus α±, il suffit de conside´rer une seule e´quation.
Alors, on a
gˆ+(it1) =
1− iα+
2
t1
1 + iα−
2
t1
e−it1(θ+−θ−)gˆ−(it1).
On pose
λ(it1) =
1− iα+
2
t1
1 + iα−
2
t1
e−it1(θ+−θ−) ∈ R.
Donc avec cette notation α± est solution de
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gˆ+(it1) = λ(it1)gˆ−(it1). (5.11)
On sait que le premier poˆle est associe´ a` λ(it1) = −1, de plus dans tous les cas
t1 <
π
θ+−θ− , donc pour un secteur non convexe on a force´ment t1 < 1.
La relation gˆ+(it1) = λ(it1)gˆ−(it1) donne
λ
(
− sin θ− + α−2 cos θ−
)
= −
(
α+
2
cos θ+ + sin θ+
)
λ
(
cos θ− +
α−
2
sin θ−
)
=
(
− α+
2
sin θ+ + cos θ+
) (5.12)
On met les deux e´quations du syste`me (5.12) au carre´, puis on remplace λ2 = |λ|2
par
1 + (α+
2
t1)
2
1 + (α−
2
t1)2
. En de´veloppant les deux e´quations obtenues, et en faisant leurs
somme on obtient [
(
α+
2
)2 − (α−
2
)2
]
(t21 − 1) = 0. (5.13)
Comme on a de´ja` dit que dans un secteur non convexe t1(α±) < 1, donc d’apre`s la
formule (5.13) on en de´duit que α+ = α−.
– On a de´ja` dit qu’avec un seul parame`tre on ne peut optimiser que dans le cas
convexe, comme nous travaillons dans un secteur non convexe alors il n’existe
aucun α qui e´limine le premier poˆle it1.
Remarque 21 1. On remarque que dans un secteur non convexe on n’arrive pas a`
trouver α pour e´liminer le premier poˆle it1 avec la premie`re strate´gie.
2. Si on utilise la deuxie`me strate´gie on peut pousser le premier poˆle jusqu’a` π
θ+−θ−
ce qui revient a` choisir α+, α− tre`s petits (proche de ze´ro), donc les conditions
d’interface au voisinage du coin se re´duisent a` des conditions de Neumann, dans ce
cas on peut avoir la re´gularite´ H
3
2 . On peut d’ailleurs prendre dans ce cas α = 0.
3. Nume´riquement, le choix de α tre`s petit dans le cadre d’une de´composition du
domaine, se traduit par l’utilisation des conditions optimise´es d’interface partout
sur le cote´ commun des deux sous-domaines.
4. Si on veut envisager une de´composition du domaine dans le cas ou` le domaine
global est un disque, il vaut mieux conside´rer une de´composition du domaine en
trois sous-domaines convexes, qu’on sait de´ja` optimiser le long des interfaces entre
les sous-domaines.
5.6 Construction des conditions d’interface
Nous avons dit qu’on travaille avec des conditions d’interface de la forme
∂
∂n
− 1
2
∂
∂r
(αr
∂
∂r
)
qui sont valable pre`s du coin.
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On rappel que les conditions d’interface se pre´sente de fac¸on ge´ne´rale sous la forme
∂
∂n
+ β(r)− ∂
∂r
(
α(r)
2
∂
∂r
) (5.14)
ou` α(r), β(r) deux fonctions seront construites de telle sorte que l’ope´rateur (5.14)
soit valable sur toute l’interface entre les deux sous-domaines.
Nous avons de´ja` dit que pour le coin inte´rieur au domaine global, on prendra β = 0
dans les conditions d’interface (5.14).
• Me´thode de construction des deux fonctions α(r) et β(r)
La construction des deux fonctions α(r) et β(r) est la meˆme que le chapitre pre´ce´dent.
Nume´riquement, une fois le coefficient α de´termine´ pour avoir le meilleur comporte-
ment au coin, on raccordera la fonction αr avec la constante αopt, et on choisit β tre`s
petit.
En pratique, les tests nume´riques sont re´alise´s sur un pas de maillage h, ce qui cor-
respond a` choisir α et β tels que αopt
αh
soit de l’ordre de 3 et β
βopth
soit de l’ordre de ze´ro.
Cela correspond au nombre de mailles pre`s du coin ou` les coefficients des deux fonctions
α(r) et β(r) de la condition d’interface sont variables. Si de plus αopt
αh
est de l’ordre de 0,
on dira qu’on travaille sur ze´ro mailles pre`s du coin.
5.7 Quelques re´sultats nume´riques
Soit Ω ⊂ R2, on e´tudie le proble`me de Dirichlet dans le cas ou` Ω est un disque (voir la
figure 5.1).
Nous exe´cutons toutes nos expe´riences sur l’e´quation de l’erreur(l’erreur est la diffe´rence
entre l’ite´re´e et la solution “exacte”).
Nous avons re´alise´ un algorithme avec le logiciel FreeFem++ dans le cas d’une de´composition
du domaine en trois sous-domaines, on fait varier la valeur du parame`tre α qui in-
tervient dans les conditions aux limites, on note que pour la valeur optimise´e de α
on a une convergence plus rapide que les autres valeurs prises par α.
Dans nos expe´riences nume´riques, nous faisons un maillage plus raffine´ au voisinage du
coin (voir la figure 5.5) de fac¸on a` nous assurer que ce que nous observons corres-
pond bien a` nos pre´visions the´oriques et n’est pas l’effet d’un filtrage nume´rique
duˆ a` un maillage trop grossier au coin.
•Convergence et nombre d’ite´rations
Dans cette section nous pre´sentons quelques courbes de´crivant l’allure de l’erreur en
fonction du nombre d’ite´rations ne´cessaires pour atteindre le crite`re : ||erreur||L2(Ω) <
10−6.
Nous conside´rons un de´coupage du domaine en trois sous-domaines et nous regardons la
de´croissance logarithmique de l’erreur en fonction du nombre d’ite´rations.
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Fig. 5.5 – De´composition d’un disque de R2 en trois sous-domaines avec raffinement du
maillage au coin.
Dans un premier temps, nous travaillerons avec les conditions aux limites optimise´es
dans deux sous-domaines et nous ferons varier le coefficient α dans les conditions aux
limites du troisie`me sous-domaine, puis nous traiterons le cas ou` le coefficient optimise´
au coin est pris dans un seul domaine et nous terminerons notre e´tude par le choix d’un
mauvais coefficient dans les conditions aux limites des trois sous-domaines.
• 1er cas
Nous traitons ici, l’effet d’un mauvais coefficient au coin pris dans les conditions d’in-
terface dans l’un des trois sous-domaines par rapport au cas ide´al ou` tous les coefficients
des ope´rateurs d’interface sont des coefficients optimise´s.
Le tableau 5.1 montre le nombre d’ite´rations ne´cessaire pour avoir une erreur de
l’ordre de 10−6.
La figure 5.7 de´crit la de´croissance logarithmique de l’erreur. On remarque que la
convergence est plus rapide pour les conditions d’interface avec COC au coin.
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α tan(pix
2
)
2
Nombre d’ite´rations
10−2 22
10−1 21
1 (COC) 13
10 16
Tab. 5.1 – Nombre d’ite´rations pour diffe´rentes valeurs de
α tan(pix
2
)
2
.
-7
-6
-5
-4
-3
-2
-1
 0
 1
 0  5  10  15  20  25
"Top.gp"
"T004.gp"
"T007.gp"
"T010.gp"
Fig. 5.6 – Top.gp : Log10(erreur) en fonction des ite´rations avec COC,
Ti.gp, i 6= op : Log10(erreur) en fonction des ite´rations pour diffe´rentes
choix non optimise´s de
α tan(pix
2
)
2
, ||erreur||L2 < 10−6.
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•2e`me cas
Nous traitons maintenant le cas ou` on posse`de le COC dans les conditions d’interface
d’un seul sous-domaine, et nous regardons l’influence des mauvais coefficients dans les
deux autres sous-domaines par rapport au cas ide´al.
Le tableau 5.2 montre le nombre d’ite´rations ne´cessaires pour avoir une erreur de
l’ordre de 10−6.
La figure 5.7 de´crit la de´croissance logarithmique de l’erreur. On remarque que la
convergence est plus rapide pour les conditions d’interface avec COC.
α tan(pix
2
)
2
Nombre d’ite´rations
0.02 47
0.15 53
10−1 62
1 (COC) 13
10 34
15 129
Tab. 5.2 – Nombre d’ite´rations pour diffe´rentes valeurs de
α tan(pix
2
)
2
.
-7
-6
-5
-4
-3
-2
-1
 0
 1
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Fig. 5.7 – Top.gp : Log10(erreur) en fonction des ite´rations avec COC,
Ti.gp, i 6= op : Log10(erreur) en fonction des ite´rations pour diffe´rentes
choix non optimise´s de
α tan(pix
2
)
2
, ||erreur||L2 < 10−6.
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•3e`me cas
Nous terminons par l’e´tude du cas ou` on met partout un “mauvais” coefficient au
coin et nous regardons l’influence des mauvais coefficients au coin par rapport au cas
ide´al ou` on met partout le coefficient COC au coin.
Le tableau 5.3 montre le nombre d’ite´rations ne´cessaires pour avoir une erreur de
l’ordre de 10−6.
La figure 5.8 de´crit la de´croissance logarithmique de l’erreur. On remarque que la conver-
gence est plus rapide pour les conditions d’interface avec COC.
α tan(pix
2
)
2
Nombre d’ite´rations
0.1 34
1 (COC) 13
10 14
20 16
100 20
150 21
Tab. 5.3 – Nombre d’ite´rations pour diffe´rentes valeurs de
α tan(pix
2
)
2
.
-7
-6
-5
-4
-3
-2
-1
 0
 1
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"T054.gp"
"T051.gp"
"T058.gp"
Fig. 5.8 – Top.gp : Log10(erreur) en fonction des ite´rations avec COC,
Ti.gp, i 6=op : Log10(erreur) en fonction des ite´rations pour diffe´rentes
choix non optimise´s de
α tan(pix
2
)
2
, ||erreur||L2 < 10−6.
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• Les conditions optimise´s au coin et a` l’interface
On travaille toujours avec les meˆmes notations que le chapitre pre´ce´dent. On donne
dans ce paragraphe des re´sultats nume´riques qui montrent que les conditions opti-
mise´s au coin( cas du COC) apportent mieux la convergence au coin.
On rappelle que :
–
||u||L2(Ω) =
∫
Ω
|u|2(x)dx
–
|u|1 =
∫
Ω
|∇u|2(x)dx
Les tableaux 5.4, 5.5 montrent le nombre d’ite´rations ne´cessaires pour avoir une erreur
de l’ordre de 10−6.
On rappelle que dans les tableaux (5.4),(5.5) la colonne “nombre de mailles au coin”
correspond au nombre de mailles sur les quelles le coefficient α des conditions
d’interface est variable.
Les figures 5.9, 5.10 de´crivent la de´croissance logarithmique de l’erreur.
On remarque que la convergence est plus rapide pour les conditions d’interface avec
COC.
Valeurs au coin Nombre d’ite´rations Nombre de mailles au coin
COC 13 3
CICC 24 0
Tab. 5.4 – Nombre d’ite´rations en fonction deCOC etCICC, avec ||erreur||L2(Ω) < 10−6
Valeurs au coin Nombre d’ite´rations Nombre de mailles au coin
COC 24 3
CICC 60 0
Tab. 5.5 – Nombre d’ite´rations en fonction de COC et CICC, avec |erreur|1 < 10−6
• Erreur en 3D
Nous pre´sentons des exemples de´crivant l’erreur en 3D dans le cas d’une de´composition
du domaine en trois sous-domaines syme´triques. On remarque qu’au cours des ite´rations
l’erreur s’e´limine du coin quand on choisit le COC dans les conditions d’interface (voir
figures 5.11,...,5.14). Par contre si on travaille avec les CICC, l’erreur pre´sente des pics
tre`s marque´s au niveau du coin(voir figures 5.15,...,5.18), donc l’erreur reste au coin.
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Fig. 5.9 – T071.gp : Log10(erreur) en fonction des ite´rations avec COC,
T074.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
||erreur||L2(Ω) < 10−6.
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Fig. 5.10 – Tgrad7.gp : Log10(erreur) en fonction des ite´rations avec COC,
Tgrad5.gp : Log10(erreur) en fonction des ite´rations avec CICC, pour
|erreur|1 < 10−6.
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Fig. 5.11 – L’erreur avec COC a` la
premie`re ite´ration.
Fig. 5.12 – L’erreur avecCOC a` la 5e`me
ite´ration.
Fig. 5.13 – L’erreur avecCOC a` la 8e`me
ite´ration.
Fig. 5.14 – L’erreur avec COC a` la
13e`me(dernie`re) ite´ration.
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Fig. 5.15 – L’erreur avec CICC a` la
4e`me ite´ration.
Fig. 5.16 – L’erreur avec CICC a` la
7e`me ite´ration.
Fig. 5.17 – L’erreur avec CICC a` la
13e`me ite´ration.
Fig. 5.18 – L’erreur avec CICC a` la
24e`me(dernie`re) ite´ration.
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• Remarques
1. Les expe´riences nume´riques avec des conditions d’interface bien adapte´es au coin et
a` coefficients optimise´s montrent que l’erreur est faible au coin et on a convergence
dans 13 ite´rations (Pour la norme L2 de l’erreur). En revanche si on choisit d’autres
coefficients que les coefficients optimise´s l’erreur pre´sente des pics tre`s marque´s au
niveau du coin et la convergence est lente. Donc, les conditions d’interface a` coeffi-
cients optimise´s au coin(COC) conduisent a` un gain en vitesse de convergence(les
ite´rations) par rapport aux conditions d’interface de type CICC.
2. Dans les deux derniers chapitres, nous avons mis en e´vidence le fait que la conver-
gence de la me´thode est sensible aux variations des parame`tres(α, β) intervenant
dans les conditions d’interface.
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