We present a system that allows OpenMP programs to execute on a network of workstations with a variable number of nodes. The ability to adapt to a variable number of nodes allows a program to take advantage of additional nodes that become available after it starts execution, or to gracefully scale down when the number of available nodes is reduced. We demonstrate that the cost of adaptation is modest; the system allows a program to adapt at a moderate rate without much performance loss.
We present a system that allows OpenMP programs to execute on a network of workstations with a variable number of nodes. The ability to adapt to a variable number of nodes allows a program to take advantage of additional nodes that become available after it starts execution, or to gracefully scale down when the number of available nodes is reduced. We demonstrate that the cost of adaptation is modest; the system allows a program to adapt at a moderate rate without much performance loss.
Two ideas underlie the efficiency of our design. First, we recognize that OpenMP programs exhibit convenient aduptation points during their execution, points at which the cost of adaptation can be much reduced. Second, by allowing a process a certain grace period before it must leave a node, we insure that most adaptations can occur at these adaptation points, and thus at low cost. Migration of a process, a much more expensive method for providing adaptivity, is used only as a back-up solution, when the process cannot reach an adaptation point within the grace period.
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GA, USA Q 1999 ACM l-58113-lOO-3/99/0004...$5.00 1 Introduction Networks of workstations (NOWs) may be used as computational engines [3] , but, unlike in dedicated computing environments, individual nodes in a NOW become available or unavailable as the workstation owner goes away or returns. To be truly useful, a parallel processing system for a NOW must be able to adapt to a continually changing pool of available nodes. Ideally, this adaptation should be transparent, allowing the user to program in a relatively standard way, without requiring any special-purpose code in the application. Such an adaptive parallel processing system is also useful in other environments (e.g., a parallel computer with a changing job mix), but in this paper we focus on a NOW, because there adaptivity is a requirement, not just an added feature.
Recent parallel programming models like HPF [13] or OpenMP [20] shelter the user from having to deal with some aspects of parallel programming, such as the number of nodes, the low-level details of iteration or data partitioning, or the communication of data between nodes. These properties simplify parallel programming, but, in addition, they also provide the foundation for transparent adaptive parallelism. Since aspects like the number of nodes are handled by the system and not the user, it becomes possible to change them adaptively without user intervention.
We focus in this paper on the emerging OpenMP standard [20] . In an OpenMP progam, the programmer specifies, roughly speaking, what pieces of the code can be run in parallel. The number of processes executing these parallel constructs need not be hardwired. Therefore, adjusting the number of processes at runtime can be done transparently. Furthermore, OpenMP's execution model, consisting of a succession of sequential code and parallel constructs, naturally suggests efficient adaptation points at the beginning or the end of these parallel constructs.
One of the main technical challenges in supporting adaptivity on a NOW is to transparently move application data around at the time of adaptation, either moving it to newly joining nodes or moving it off leaving nodes. We rely on a software distributed shared memory (DSM) runtime sys-tern [ 1.51 to avoid any need for user intervention in this task. Automatic data distribution is the main advantage of such systems, regardless of adaptivity. Here, that same feature is used to support automatic data re-distribution after an adaptation has taken place.
Our adaptive system is an extension of the TreadMarks DSM system [2] , and uses the SUIF compiler toolkit [l] to generate TreadMarks code from OpenMP programs [ 171. We demonstrate the performance of our system for different rates of adaptation and compare the results with nonadaptive runs of the same applications on the non-adaptive base TreadMarks system. We analyze the factors contributing to the cost of node joins and leaves. We conclude that for moderate rates of adaptation, the cost of adaptation is well within acceptable range and is a cost well worth paying for the added flexibility and functionality.
This paper then presents the following contributions:
1. The design of a transparent adaptive parallel computation system using an emerging industry-standard programming paradigm (OpenMP). No code is added to the application specifically to obtain adaptivity.
2. Experimental evidence that the system provides good performance on a moderate-sized NOW and for moderate rates of adaptation.
The outline of the rest of this paper is as follows. Section 2 provides some basic information about OpenMP and TreadMarks. Section 3 demonstrates how transparent adaptation is achieved. Section 4 describes the implementation of the system, and Section 5 assesses its performance. Related work is covered in Section 6, and Section 7 offers some discussion and concluding remarks.
Background
OpenMP uses the fork-join model of parallel execution. An OpenMP program begins execution as a single process, called the master process ' . When the master process enters a parallel construct, it forks a team of t processes (one of them being the master process), and work is continued in parallel among these processes. Upon exiting the parallel construct, the processes in the team synchronize (join the master), and only the master continues execution (see Figure 1) . A program may fork and join in this way any number of times. Each OpenMP parallel construct is thus executed using t processes, with the opportunity to change the number t at every new fork. The degree of parallelism need only be constant during the execution of one parallel construct [20] .
OpenMP is designed for a shared memory environment. To run OpenMP programs on a NOW, we compile OpenMP to the TreadMarks distributed shared memory (DSM) system [2] . TreadMarks is a user-level software DSM system 'The OpenMP document uses the term thmd. In our distributed implementation of OpenMP, these threads execute as Unix processes on different nodes. We therefore consistently use the term pi-ocess that runs on commonly available Unix systems and on Windows NT. TreadMarks provides multithreaded parallel programming primitives similar to those used in hardware shared memory machines, namely, process creation, shared memory allocation, and lock and barrier synchronization.
To support OpenMP-like environments, recent versions of TreadMarks include Tmk-wait, Tmk-fork, as well as Tmk-j oin; these primitives are specifically tailored to the fork-join, master-slave style of parallelism that is expected by OpenMP and most other shared memory compilers [I]. Tmk-wait causes the slaves to wait for the next Tmk-f ork issued by the master. In the master, Tmk-wait has no effect. Tmk-fork is a one-to-all synchronization: the master process causes all waiting 'slave processes to start executing. Tmk-j oin is the converse all-to-one synchronization: all processes, including both the master and the slaves, need to execute Tmk-j oin before the master can continue. The slaves return to the Tmkwai t state after they execute Tmk-j oin.
Compiling an OpenMP C program to TreadMarks is fully automated. The compiler is based on the SUIF [l] preprocessor. The body of each parallel loop (or, more generally, each parallel construct) is encapsulated into a new procedure. In the master, the loop is replaced by a call to Tmk-fork with as argument a reference to the procedure embodying the parallel loop. Additional code generated inside this procedure lets each process figure out, based on its TreadMarks process identifier and the total number of processes, which iterations of the loop it should execute. The procedure terminates with a call to TmkJoin, which causes a return to the waiting state in the slaves. When all processes have executed TmkJoin, the master proceeds with any further sequential code and/or calls Tmk-f ork to execute the next parallel loop. 3 
Transparent adaptation
We present the added functionality for transparent adaptation in this section; the implementation is discussed in Section 4.
Each node normally executes one process. When a new node becomes available and starts participating in a computation, this is called a join event. When a node withdraws, we speak of a leave event. An adapt event is either a join or a leave event.
A request for an adapt event may occur anytime, but it is usually only executed at the next adaptation point. OpenMP provides natural adaptation points at the beginning or the end of the execution of a parallel construct. At these points, joins and Ieaves can be handled efficiently by increasing or decreasing the number of processes and re-partitioning the loop iterations among them.
Join events' have the nice property that the system can always delay its response. If the event arrives while the system is not at an adaptation point, the system simply ignores the -this code is executed sequentially and only by the master --#pragma omp parallel for for(i=O; i<MAX; i++) ( -the iterations of this loop are divided among all processes --#pragma omp end parallel for --this code is executed sequentially and only by the master -- availability of an extra node until the computation reaches the next adaptation point. We call this behavior a (normal) join; Figure 2 .a depicts such a situation. Leave events are more complicated to handle since presumably the workstation node is needed for some other task with a higher-priority. For a leave event, if the computation can reach the next adaptation point within a specifiable time limit, termed the grace period, we let the leave events take effect there. In this case, handling the leave event is greatly simplified since it is processed at a time when the system is free to determine the number of processes. We call this a normal leave. Figure 2 .b depicts this case: a leaving process reaches an adaptation point within the grace period and is terminated at the adaptation point. For a normal leave, only the data that are still needed by other processes need to be moved.
If the computation does not reach an adaptation point within the grace period, then the current process is migrated to another node in the system. The process is then executed on that node by multiplexing it with the process already running on that node until the next adaptation point is reached. At that time, processing proceeds as in the case of a normal leave. We call this sequence an urgent leave, it is depicted in Figure 2 .~. Urgent leaves cause much more data to be moved than normal leaves, because all intermediate data of the migrating process needs to be transferred. In addition, if a computation is balanced for t processes, multiplexing one node may idle the t -2 non-multiplexed nodes for some time.
Since adaptation points are reached fairly frequently (in many applications several adaptation points are reached per second), urgent leaves are typically not needed. The concept of a grace period allows fine tuning the management of the workstation nodes, since this period can be node-specific (and may even vary during a day). The owner of a workstation node is not denied service during the grace period. The node is, however, shared with the computation that occupies a node.
Although all of the foregoing describes the joining or leaving of a single node, the system also supports multiple adaptations. In fact, one of the additional advantages of postponing adaptations is that many of them can be handled at once, leading to reduced overhead. Finally, the system also provides checkpointing to recover from catastrophic failures such as a crash, power flicker, or a machine reboot.
In this section we elaborate on the support added to the standard TreadMarks system to implement adaptation. These changes are purely TreadMarks-internal, without any changes to the standard TreadMarks API or the operating system, so we can run standard TreadMarks programs, and we can convert OpenMP programs automatically to TreadMarks programs, using the same compiler we used for the non-adaptive version [17] .
Each node recognizes join and leave events and communicates those to the master. How these events are generated is beyond the scope of this paper. E.g., a daemon may generate events at set times according to an operational schedule, or a load sensor may be employed to make load-dependent decisions.
For simplicity, most of the following discussion focuses on the implementation of a single join event or a single leave event. The system is, however, capable of dealing with multiple join and leave events at a single adaptation point.
The principal implementation challenge is to make sure that after an adaptation memory continues to be shared consistently between the remaining processes. In other words, any shared memory information residing solely on leaving processes, whether shared memory data or shared memory state information, must be recorded in one or more of the remaining processes. Furthermore, any newly joining processes must receive the necessary shared memory state information so that they can locate the data that they need to access later.
To simplify this task, a central idea of our implementation is to use the garbage collection mechanism, already present in the non-adaptive TreadMarks system. During execution, both the non-adaptive and the adaptive version of TreadMarks accumulate a variety of consistency information, primarily twins, diffs, and write notices [2] . When the memory allocated for these data structures becomes exhausted, TreadMarks initiates a garbage collection, typically at a barrier or at a Tmk-fork.
The garbage collection removes all these internal data structures, and leaves each memory page either valid and up-to-date, or invalid but with its "owner field" pointing to a node with a valid copy of the page. By executing a garbage collection when an adaptation event takes place, we considerably reduce the complexity of adaptation and the amount of data that needs to be exchanged. In particular, no consistency data needs to be sent at the time of an adaptation.
Join events
The master spawns a new process on the specified host. While all processes Continue normally, the new process asynchronously sets up network connections, first to all other slave processes, then to the master. Therefore, when the master receives this connection request, it knows that the new process has set up all its other connections and is ready to join the computation. When all current processes have arrived at the adaptation point, the master initiates a garbage collection. Afterwards, the master sends the joining process a message describing where an up-to-date copy of every shared memory page is located.
The process identifiers are (re-)assigned, and the total number of processes is reset. Then the master sends the next Tmk-fork message to the new set of processes, and each process determines a (new) iteration partitioning based on its process identifier and the total number of processes, using the code generated by the OpenMP compiler.
Such a re-partitioning of the iteration space causes in many cases are-distribution of the data. This re-distribution, if any, happens during further execution of the application, as a result of processes fetching pages on a page fault, using the normal DSM mechanisms.
Normal leave events
The handling of normal leave events is similar to the handling of join events. When all processes have reached the adaptation point, the master initiates a garbage collection. It then suffices to move all pages exclusively valid at the leaving process elsewhere. To expedite this transfer, each of the remaining processes is sent a roughly equal number of these -Multiplexing of Pi and Pj pages, allowing the data to be sent in parallel. Furthermore, several pages are sent in a single message, further reducing the cost. The master then informs all processes of the identity of the new owners of these pages. The remainder of the leave procedure is identical to that for a join, including reassignment of process identifiers, the Tmk-fork message sent by the master, and any data re-distribution.
As an additional optimization, if an equal number of processes join and leave the computation at the same adaptation point, the joining processes try to "take the place" of the leaving processes: the pages exclusively valid at a leaving process are sent immediately to a newly joining process.
Urgent leave events
When a process needs to migrate to another host, a new process is first created on that host, and the interprocess communication connections are set up to this process. All processes then wait for the completion of the migration. We rely on a modified version of the libckpt library to implement migration [21] . Libckpt is designed for checkpointing to disk and for recovery from that checkpoint, but we have modified it to write out the heap and the stack of the leaving process to the newly created process, and then start that process.
Fault tolerance
We use checkpointing for fault tolerance and include a brief description of it here, because fault tolerance is a natural complement to adaptivity. Whereas a distributed computation normally requires a consistent checkpoint [6] , or some form of message logging [ 121, to guarantee correct recovery, we can avoid much of this complication by limiting checkpoints to the OpenMP adaptation points. At these points in the execution, the slave processes do not have any private "process" state (such as a stack) that needs to be recovered; they only have shared memory state. Only the master process has process state that needs to be recovered.
Checkpointing is therefore done periodically but only at an adaptation point. First, a garbage collection is invoked to bring shared memory into a well-defined state. Second, the master collects all pages for which it does not have a valid copy. Finally, the master uses the libckpt library to checkpoint itself to disk. No checkpointing by slave processes is required, avoiding the considerable complexity of checkpoint and recovery coordination. Adaptivity is limited to programs that repeatedly fork and join. Applications that fork once at the beginning and join once at the end run non-adaptively. We are adding support for adaptive execution of such applications in our next implementation.
It should also be understood that it is quite possible in OpenMP for the user to explicitly code the iteration partitioning in terms of the process identifiers and the number of processes. Clearly, adaptivity will not have any benefit for such applications. It is also possible for the user to explicitly disable adaptivity by setting the switch that OpenMP provides for this purpose. 
Key overall results
In this section we discuss the cost of join and leave events.
In the next section we analyze these costs based on detailed implementation measurements. In the absence of adapt events, there is no cost to supporting adaptivity compared to the non-adaptive base system. Table 1 shows the applications and the amount of shared memory used, and compares the execution times for the nonadaptive TreadMarks system and for our adaptive system without any adaptations. The results demonstrate that in the absence of adapt events the overhead of the adaptive system is virtually nil. The slight performance gain of our system in some cases is coincidental. More importantly, the network traffic is identical in both systems.
Applications
We use a group of standard application kernels to assess the performance of our adaptive DSM system. Jacobi and Gauss are simple numerical codes. 3D-FIT comes from the standard NAS benchmark suite. It performs a 3-dimensional FFT transform using a sequence of 3 l-dimensional transforms, with a transposition of the matrix between the second and the third transform. NBF (Non-Bonded Force) is the kernel of a molecular dynamics programs. It simulates the force interactions between molecules. Water and Barnes are two applications from the Splash benchmark suite.
Cost of normal joins and leaves
It is not straightforward to quantify the cost of adaptation. The cost of an adapt event varies, even for a single application. For instance, the process id of the leaving process may significantly affect the amount of data to be moved, as demonstrated by the schematic example in Figure 3 . Many other factors affect the cost of joins and leaves, as documented in Section 5.4.
To provide an idea of the overhead of adaptation, we periodically cause an adapt event to occur during the execution of an application. We report results for a range of periods at which adapt events occur. Figure 4 shows the results for each application. In these experiments, the grace period is made large enough such that all adapt events can occur at adaptation points. The application starts out with 4 or 8 processes. Alternately, at the end of a period, a process leaves, or a process joins. The leaving process is always the one with the highest process id, exhibiting a worst-case for many applications (see Figure 3) . The x-axis shows the period at which adapt events occur. The y-axis shows the execution time. The figures demonstrate that, for these applications, the system can support upto several adaptations per minute with only modest performance loss. Tables 2 and 3 provide a different view of the results. To obtain these results, a single adapt event was made to occur during the execution of an application. Again, in the case of a leave, the last process was made to leave. To produce a representative result, we performed this experiment a number of times, changing the time at which the adaptation occurred. The adaptation delay, presented in Tables 2  and 3 is calculated by subtracting the execution time of a non-adaptive execution starting at the adaptation point from the execution time of the adaptive execution starting at the same adaptation point. The main result is that the cost of an adaptation is typically on the order of 0.1 to 3 seconds for this set of applications.
The above measurements are performed with a sufficiently long grace period to ensure that all leaves are normal leaves. For the applications in Table 1 , the average time between successive adaptation points is 0.1-0.2 seconds for Gauss, Jacobi and 3D-FFT, 1.4 seconds for Water, 2.6 seconds for NBF, and about 4.4 seconds for Barnes.
We conclude that with reasonable values of the grace Table 3 : Normal join times (in seconds). period, the system supports rates of adapt events of several adaptations per minute without significant performance degradation. In addition, the cost of adaptation has to be weighed against the flexibility of using additional nodes as they become available, or the ability to continue when a node' withdraws.
Cost of migration
The cost of adaptation by migration alone is substantially higher than that of adaptation by normal leaves and joins. We measured the cost of migrating a process from one node to another. Two components determine the direct cost of migration: (i) the cost to create a new process on the new host (approximately 0.6 to 0.8 seconds), and (ii) the cost to move the process image (at a rate of approx. 8.1 MByte/s). The results are reported in Table 4 , and have to be compared against the results in Table 2 for normal leaves. We see that, with the exception of Barnes, where the costs are comparable, the cost of migration is substantially higher than that of a normal leave.
The total cost of an urgent leave is the sum of the migration cost above plus the cost of a normal leave (performed at the next adaptation point) plus the cost of multiplexing until the adaptation point is reached (see Figure 2 .~).
The main benefit of adapting with normal leaves and joins is that the application can change the number of processes during its execution. That processing of the joins and normal leaves is a few seconds faster than the direct cost of migration is an additional advantage. Furthermore, if we only had migration, the execution time after the adaptation might well double after the adaptation: the multiplexing shown in Figure 2 .c continues until the end or until another node becomes available.
Micro analysis of adaptation costs
To understand the cost of handling adapt events, we report some detailed execution statistics in Tables 5 through 7 .
The advantage of a DSM -automatic data movementalso makes it difficult to obtain accurate statistics for the real cost of adaptation (the sum of the cost of maintaining the consistency information and the transfer cost for all pages). Unfortunately, simply counting the number of page fetches in both adaptive and non-adaptive runs does not provide a good indication of the overhead. For instance, when a page fetch occurs after an adaptation, it is difficult to distinguish whether this page fetch would have occurred even without the adaptation, or whether it was caused by the adaptation. In fact, the garbage collection and the relocation of data on a leave may cause certain page fetches not to occur after adaptation, while they would have occurred in a non-adaptive execution. Furthermore, since we move several pages in a single message when handling a leave event, it is actually possible that a program runs faster with adaptation than without (see, e.g., Water in Table 5 ), if the leave event moved pages that would have been fetched in any case.
We therefore use the following method to measure the data movement associated with a single adaptation from m to n processes. We perform an adaptive run, and we start recording statistics at the adaptation point. Then, we perform a non-adaptive run with n processes with statisticsrecording started at the same point during the execution as where the adaptation occurred in the adaptive run. The difference between the statistics recorded in these two experiments reflects exactly the effects of the adaptation. At the time statistics recording starts, the application has performed exactly the same amount of work in both experiments, albeit with m processors in the adaptive run and n in the nonadaptive run. The statistics recorded therefore show exactly the same amount of remaining work performed on n processes, plus the data movement as a result of adaptation in the case of the adaptive run.
For each of the applications, Tables 5 and 6 provide detailed statistics obtained using these experiments. In particular, Table 5 provides statistics for one process leaving, or two processes leaving at the same adaptation point, always starting with eight processes. In each case, a maximum and a minimum case are reported, depending on the process id of the leaving processes. The statistics reported are the difference in execution time, the number of pages moved when handling the leave event (Pages-System), the extra number of pages that are fetched subsequently during execution of the application (Pages-Application). Table 6 shows statistics for one process joining and two processes joining at the same adaptation point, in each case ending up with a total of eight processes after adaptation. We also show the case of one process leaving and one process joining at the same adaptation point. Finally, Table 7 shows for a single application, 3D-FFT, the same statistics but for differing numbers of processes before and after adaptation. 5 Apple  1776  3338  1755  4787  1868  2874  1504  3584  3585  5490  3473  5378   Table 7 : 3D-FFT Costs for leaves and joins.
Data transfer
The key component in handling an adaptation is additional network traffic. In almost all cases, the number of pages transfered by the application after the adaptation (labeied Pages-Application) dominates the number of pages transfered during the actual adaptation (labeled Pages-System). This observation suggests that better process id reassignment strategies, that reduce the amount of application data transfer, could have an important beneficial effect on adaptation times.
Size of the system
The cost of adaptation decreases as the number of processes increases. Table 7 shows the cost of handling leaves (top) Table 6 : Costs for one join (7 +S), two joins (6 + 8) and a leave/join (6 + 6) .
and joins (bottom); the cost increases as the number of processes is reduced. For many applications, the total amount of data to be re-distributed for any adaptation from 2 to 2 + n processes tends to grow as x decreases. Furthermore, fewer links are available to carry this traffic.
Batching joins and leaves
The cost per adaptation decreases as more processes join or leave at the same time. Looking at Table 5 and 6, we see that handling two events together is cheaper than handling two single events. * These observation applies when the two events are both leaves, or both joins, but it especially applies where there is a leave and a join, because of the optimization applied in this case (see Section 4.2). As a result, since the numbers reported in Section 5.3 always report on a single leave or a single join at an adaptation point, they must be considered somewhat pessimistic. 5.4.4 Other factors
The cost of adaptation decreases as more adaptations happen during the execution. Many applications do not access all the shared memory they own in every iteration. At a leave, only the accessed pages need to be transferred, even if the leaving process' data partition is much larger. So the more recently a process had previously joined, the fewer data must be transferred. Furthermore, the process id reassignment algorithm, the ids of leaving/joining processes, the number of pages owned ' The exception is Water, where adaptations are very cheap to begin with. Also, such minor time differences may bd due to the measurement setup. by leaving processes, the number of pages accessed after adaptation -all affect thecost of adaptation. 6 Related work Various systems have been developed to allow sequential computations to use idle time on networked nodes. These systems include, among others, Butler [19] , Condor [16] , and many process migration systems such as, e.g. Sprite [7] . Our work distinguishes itself from these systems by its support for parallel computations.
Cilk-NOW [4] , Dataparallel-C [ 181, Piranha [5] , and various migration-based systems (e.g., Millipede [ 1 l] or versions of PVM [14]) support adaptive parallel computation on NOWs.
Blumofe and Lisiecki [4] describe the Cilk-NOW system for adaptive and reliable parallel execution offunctional Cilk programs on networks of workstations. Programs need to be written in the Cilk language. Only functional Cilk programs are supported by Cilk-NOW. Nodes may join and leave an ongoing computation at any time, although, as with all systems, there is some "lag time" before the computation effectively leaves the node. Joining nodes "steal" work, under the form of a closure, from a randomly chosen node that is already participating in the computation. Leaving nodes return their unfinished closures to one of the remaining nodes. Various mechanisms make this work stealing efficient. Fault tolerance is achieved by a combination of transactional subcomputations and checkpointing. In contrast to Cilk-NOW, our system is not restricted to functional programs. Furthermore, although unmodified Cilk programs can be run on Cilk-NOW, our system has the advantage of supporting unmodified programs written in an industry standard form, based on a more general programming model. Finally, we take advantage of the inevitable "lag time" to attempt a more efficient form of adaptation. 7 Discussion and concluding remarks Nedeljkovic and Quinn [ 181 describe a system for executing Dataparallel C [9] programs on NOWs. Dataparallel C contains data distribution statements, and programs are compiled to execute in parallel on virtual processors. Each virtual processor executes a C program augmented with communication statements inserted by the compiler. The runtime system then allocates some number of virtual processors to physical processors. To adapt to various'load conditions, the number of virtual processors on a particular physical processor is adjusted. In addition, the data sections associated with a moving virtual processor must be moved as well. In the absence of an underlying shared memory platform, Dataparallel C is limited to programs for which the compiler can fully analyze the program to the point where it can generate communication statements, and discover exactly what data must be moved when a virtual processor moves. Furthermore, the use of virtual processors deprives the compiler of optimization opportunities. Our system avoids this limitation by using an underlying shared memory platform.
Piranha [5] supports adaptive parallelism for programs using the Linda tuple space. In Piranha, the programmer needs to provide three routines: a feeder routine to oversee the adaptive computation, a piranha routine to perform the actual computation, and a retreat routine to output to the tuple space whatever information is necessary for the computation to continue after a process leaves. Piranha processes may come and go at any time. Piranha requires the adoption of the tuple space as a parallel programming model, and, in addition, requires the programmer to write special code to achieve adaptivity (the retreat routine, and some modifications to the piranha routine for mutual exclusion). Instead, our system uses an industry standard programming model, and requires no modifications.
As compared to migration-based systems [ 11, 141, we use migration only if the grace period expires. We have documented the benefits of doing so, compared to the relatively small cost.
Our system provides transparent adaptive parallel execution of OpenMP programs on NOWs. This system is a version of the TreadMarks DSM augmented to support adaptivity. The system works through iteration re-partitioning at the end of parallel loops -its efficient mode of operation -or through migration -a less efficient procedure only executed when necessary.
It is instructive to observe what properties of the resulting system are dependent on which design decisions. The use of OpenMP, besides being an industry-standard, allows transparent iteration re-partitioning, because the compiler generates the iteration-partitioning code such that it is executed at the beginning of each parallel construct. It is possible for the user to write TreadMarks code that does the same, but this is not the typical way TreadMarks programs are written (iteration partitioning is done once in many programs, as soon as the number of nodes becomes known). This result is not specific to OpenMP: the same techniques can be used for other contexts that do not fix the number of processes (nodes), e.g., when compiling the Fortran or HPF array statement [22] .
The use of TreadMarks allows automatic distribution and communication of data, both during regular computation and after adaptation. Otherwise, the compiler would face the difficult task of generating communication code, or the user would have to write it.
The use of a grace period allows the system to most often execute adaptations by iteration re-partitioning, with migration as a backup solution.
We have described a prototype implementation and demonstrated that it exhibits good performance in a small NOW. There is no cost for the provision of adaptivity in the absence of adaptation. The performance penalty incurred for moderate rates of adaptations appears acceptable in the face of the augmented functionality.
Fully automatic data management distinguishes our approach from systems such as Adaptive Multiblock PARTI [S], where the application programmer must add communication schedules by hand. Also, this system requires a skeleton process to be left on a leaving node where our system can completely remove processes from a node.
Ioannidis and Dwarkadas use a DSM as a platform for load balancing [lo] . To adjust the load (e.g., in response to competing use on a node), the iterations of a loop are partitioned based on a sophisticated strategy that tries to avoid rebalancing the computation too often. Their system explicitly deals with competing loads on a node, but does not handle the departure of a node.
Our current system delivers good performance but many opportunities for improvement are yet to be explored. Better process id reassignment strategies offer much room for improved performance. The grace period also gives rise to a new use of compiler optimization that we have started to explore. In this paper, we equate adaptation points with the entry or exit into a concurrent construct, i.e., in many cases, the start or end of a parallel loop written by the user. However, the compiler can control the frequency of adaptation points by transformations similar to loop tiling or strip mining. Depending on the degree of flexibility required, the compiler can generate code that determines at runtime the trip counts or tiling of the loops, subject to the characteristics of the execution environment.
Shared memory on a NOW provides an attractive platform because it provides application-transparent access to a large memory. Transparent management of leaving and joining nodes allows computations to continue for a long period of time; they are no longer bounded by the time an individual workstation is present in the pool of compute servers. Both features, a large memory and a long lifetime, are essential to execute demanding applications on networks of commodity workstations.
