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Abstract
Glushkov’s algorithm computes a nondeterministic nite automaton without -transitions and
with n + 1 states from a regular expression having n occurrences of letters. The aim of this
paper is to give a set of necessary and sucient conditions characterizing this automaton. Our
characterization theorem is formulated in terms of directed graphs. Moreover these conditions
allow us to produce an algorithm of conversion of a Glushkov automaton into a regular expression
of small size. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
During the last 40 years, the synthesis of automata 1 has stimulated a good deal of
research. The taxonomy that Watson [21] has dedicated to this topic enlights two wide
categories of algorithms: the rst ones yield automata with -transitions [20, 14], the
second ones, nondeterministic automata without -transition [17, 13, 18]. The second
approach provides in a \natural" way [6] automata of \small" size [4] currently called
Glushkov automata. This construction is implemented in many automata manipulation
softwares such as AUTOMATE [10, 9], AMoRE [15, 16] or Automap [7, 8]. It was
studied and improved by Chang and Paige [11], Bruggemann-Klein [6], and Ziadi et
al. [22], who produced quadratic time algorithms on the size of the expression.
The best known property of Glushkov automata is certainly the fact that a given
state is always reached using the same letter. However, this property is not sucient
for an automaton to be a Glushkov one. Our aim is to study structural properties of
Glushkov automata and to state a characterization of these automata. Beyond its theo-
retical interest, this study yields an algorithm computing a regular expression from a
 Corresponding author.
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1 Better known today under the name of conversion of regular expressions into automata.
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Glushkov automaton. This expression is particularly \short" (it contains n − 1 occur-
rences of letters if the initial Glushkov automaton has n states). Let us notice that our
characterization is entirely formulated in terms of graphs. Section 2 aims at dening the
notion of Glushkov automaton of an expression. The third section gathers denitions
and notations we use for the characterization in terms of graphs. Section 4 enumerates
necessary conditions for an automaton to be the Glushkov automaton of an expression.
The last section establishes the characterization theorem.
2. Glushkov automata
This section introduces notations used in this paper. General references concerning
automata are [1, 3, 12, 14].
Kleene’s theorem asserts that, given a regular expression, there exists a nite
automaton recognizing the language that it denes. This automaton can be chosen
without -transitions and nondeterministic. We are interested by a particular class of
recognizers: Glushkov automata. These automata are computed by an algorithm whose
best known variants are due to Glushkov [13], and McNaughton and Yamada [17].
This algorithm will be called \Glushkov’s algorithm" and we refer the reader to the
papers of Berry and Sethi [2], Berstel [4], Bruggeman-Klein [6], Berstel and Pin [5]
for descriptions and analyses of this algorithm. Our notation follows [19].
In order to specify their position in the expression, symbols are subscripted following
the order of reading. For example, starting from E = (a + ):b:a, one obtains the
subscripted expression E = (a1 + ) b2 a3. The set of positions for an expression E is
denoted by Pos(E). If F is a subexpression of E, we denote by PosE(F) the subset 2 of
positions of E which are symbols of F . We shall write Pos(F) for PosE(F) whenever
it is not ambiguous. We denote by  the application which maps each position in
Pos(E) to the symbol of  which appears at this position in E.
In order to construct a nondeterministic nite automaton recognizing L(E), Glushkov
denes the following sets: First(E) is the set of initial positions of words of L(E),
Last(E) is the set of nal positions of words of L(E), and Follow(E; x) is the set of
positions which immediately follow the position 3 x in E.
Formally First(E) is dened by induction according to the following rules:
First(;) = First() = ;
First(x) = fxg
First(F + G) = First(F) [ First(G)
First(F G) =

First(F) if  =2 L(F)
First(F) [ First(G) if  2 L(F)
First(E) = First(E+) = First(E)
2 For E = F + G and E = FG, Pos(F) \ Pos(G) = ;; for E; Pos(E) = Pos(E).
3 x =2 Pos(E)) Follow(E; x) = ;.
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In order to obtain rules for Last(E) substitute \Last" for \First" and replace the last
but one rule by
Last(F G) =

Last(G) if  =2 L(G)
Last(F) [ Last(G) if  2 L(G)
The set Follow(E; x) can be inductively computed as follows:
Follow(; x) = Follow(;; x) = Follow(a; x) = ;
Follow(F + G; x) =

Follow(F; x) if x 2 Pos(F)
Follow(G; x) if x 2 Pos(G)
Follow(F G; x) =
8<
:
Follow(F; x) if x 2 Pos(F) n Last(F)
Follow(F; x) [ First(G) if x 2 Last(F)
Follow(G; x) if x 2 Pos(G)
Follow(E+; x) =

Follow(F; x) if x 2 Pos(F) n Last(F)
Follow(F; x) [ First(F) if x 2 Last(F)
Follow(E; x) = Follow(E+; x)
The Glushkov automaton of E is the automaton ME = (Q;; f0g; F; ) where the set
of states is Q = Pos(E)[f0g for some element 0 not in Pos(E), the set of nal states
is F = Last(E) if  =2 L(E) and Last(E) [ f0g otherwise, and the set of transitions is
 = f (x; (y); y) j x 2 Pos(E) and y 2 Follow(E; x)g [ f (0; (y); y) j y 2 First(E)g.
Proposition 2.1. For every regular expression E; L(E) = L(ME).
Notice that the Glushkov automaton of an expression E which does not contain a
reference to the empty set is a trim automaton (i.e. every state is on a path from the
initial state to some nal state).
An automaton is homogeneous if for all (p; a; q); (p0; a0; q0) 2 ; q = q0 ) a = a0.
It is easy to see that the Glushkov automaton of an expression E is homogeneous.
Consequently, this automaton can be seen as a vertex-labeled directed graph GE =
(X;U ) where (1) the set X of vertices is the set made up with Pos(E), the state 0
called \root", and in the case where F 6= ;, the state  called \antiroot" (the state 
is introduced in order to \forget" the nal states); (2) the set U of directed edges is
made up with the pairs (x; y) such that (x; (y); y) 2  or x 2 F and y = ; and (3)
the function  assigns the label (x) 2  [ fg to each vertex x (() = (0) = ).
This graph is called the Glushkov graph of the expression E. We can notice that the
only Glushkov graph with a unique vertex is the graph G; associated to the empty set.
Moreover G; has no loop.
3. Graph properties
Let G = (X;U ) be a graph. A hammock is a graph with the following properties. If
G has a unique vertex, then it has no loop, otherwise G has two distinguished vertices
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Fig. 1. The hammock T includes eight orbits.
i and t such that for any vertex x of X , (1) there exists a path from i to t going
through x, (2) there is no path from t to x nor from x to i. One can notice that a
hammock has a unique root (the vertex i) and a unique antiroot (the vertex t); these
vertices are distinct and have no loop. A hammock is connected and is not strongly
connected.
OX is an orbit of G if and only if for all x and x0 in O there exists a non trivial
path from x to x0.
An orbit is maximal, if for each vertex x of O and for each vertex x0 out of O,
there do not exist at the same time a path from x to x0 and a path from x0 to x. In
other words, an orbit is maximal if it is not contained in an other orbit. A maximal
orbit is a strongly connected component but the converse is not true, since a vertex
without loop is not an orbit.
The set of direct successors (resp. direct predecessors) of x 2 X is denoted by Q+(x)
(resp. Q−(x)). For an orbit OX , O+(x) denotes Q+(x)\ (X nO) and O−(x) denotes
the set Q−(x)\ (X nO). In other words, O+(x) is the set of vertices which are directly
reached from x and which are not in O.
In(O) = fx 2 O j O−(x) 6= ;g and Out(O) = fx 2 O j O+(x) 6= ;g denote the input
and the output of the orbit O.
The hammock T (see Fig. 1) includes eight orbits, two of which are maximal, namely
O1 = f2; 3g and O3 = f4; 5; 6; 7g. O2 = f5; 6; 7g is not a maximal orbit because it is
contained in O3. In(O1) = f2; 3g, Out(O1) = f2g.
An orbit O is stable if Out(O)  In(O)U . Remark that if an orbit is stable,
every vertex which is at the same time in Out(O) and in In(O) is equipped with a
loop. The orbit O2 = f5; 6; 7g of the hammock T is not stable. Out(O2) = f6; 7g,
In(O2) = f5; 6; 7g. Out(O2)  In(O2) = f(6; 5); (6; 6); (6; 7); (7; 5); (7; 6); (7; 7)g. The
edge (6; 6) does not exist, so O2 is not stable.
A maximal orbit O is strongly stable if it is stable and if after deleting the edges
in Out(O) In(O) every maximal suborbit is strongly stable.
Let us consider the orbit O01 = f1; 2; 3; 4g (see Fig. 2). Out(O01) = f4g, In(O01) = f1g
and the edge (4; 1) exists. After deleting this edge, we consider the unique (maximal)
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suborbit O02 = f2; 3g. We perform the same process on O02. After deleting the edges
(2; 2), (2; 3), (3; 2) and (3; 3) there is no suborbit anymore. Therefore O01 is strongly
stable.
An orbit O is transverse if for all x; y 2 Out(O), O+(x) = O+(y) and for all x; y 2
In(O), O−(x) = O−(y). The orbit O3 = f4; 5; 6; 7g of the hammock T is not transverse
because In(O3) = f5; 6; 7g, 1 62 O3, the edge (1; 6) exists but the edge (1; 5) does
not. A maximal orbit O is strongly transverse if it is transverse and if every maximal
suborbit obtained by deleting the edges in Out(O) In(O) is strongly transverse.
Let G be a graph in which all the orbits are strongly stable. We call graph without
orbit of G and denote by SO(G) the acyclic graph obtained by recursively deleting,
for every maximal orbit O of G, the edges in Out(O) In(O).
A graph G is reducible if it has no orbit and if it can be reduced to one vertex by
iterated applications of any of the three rules R1, R2, R3 described below.
Rule R1: If x and y are vertices such that Q−(y) = fxg and Q+(x) = fyg, then
delete y and dene Q+(x) := Q+(y).
Rule R2: If x and y are vertices such that Q−(x) = Q−(y) and Q+(x) = Q+(y),
then delete y and any edge connected to y.
Rule R3: If x is a vertex such that for all y 2 Q−(x); Q+(x)Q+(y), then delete
edges in Q−(x) Q+(x).
Example 3.1. We show using Figs. 3{10 an example of reduction of a Glushkov graph.
4. Properties of Glushkov graphs
We now study some conditions which are necessary for a graph to be a Glushkov
graph.
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Fig. 2. The orbit O01 = f1; 2; 3; 4g is strongly stable.
Fig. 3. Example of reduction of an automaton without Fig. 4. Reduction by the rule R3 then R1.
orbit.
Fig. 5. Reduction by the rule R1. Fig. 6. Reduction by the rule R2.
Fig. 7. Reduction by the rule R3. Fig. 8. Reduction by the rule R3.
Fig. 9. Sequence of reductions by the rule R1. Fig. 10. Reduction by the rules R1 and R3.
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Proposition 4.1. A Glushkov graph is a hammock.
Proposition 4.2. Every maximal orbit of a Glushkov graph is strongly stable and
strongly transverse.
In order to prove this proposition, we rst study the link between the subexpressions
of E and the orbits of the graph GE , which leads us to state several lemmas. We shall
use the expression \closure operation" both for Kleene closure and for positive closure.
The expression E+ and E will be called closure expressions. Let GE be the Glushkov
graph of the expression E. An edge (i; j) of GE is a forward edge if i < j, otherwise
it is a back edge. Let us recall that the set of vertices of GE is the set of positions of
E augmented by a position 0 and a position  (observe that edges (i; ) are forward
edges for each i, i 6= ).
The following lemma explicits the origin of the forward edges and of the back edges
in a Glushkov graph.
Lemma 4.1. Consider the Glushkov graph associated with an expression E.
(a) A union expression does not create any edge.
(b) A concatenation expression only creates forward edges (and at least one edge
if the second operand is not  nor ;).
(c) A closure expression can create both forward edges and back edges, all the
back edges going from the Last set to the First set of the expression.
(d) A closure expression creates at least one back edge.
(e) For a given subexpression F of E; every position x in Last(F) has the same
set Follow(E; x).
Proof. Properties (a){(c) and (e) immediately infer from computation of the
set Follow(E; x). Property (d) comes from the fact that every expression E veri-
es: min(First(E))6min(Last(E)). Let us remark that the relation max(First(E))6
max(Last(E)) holds too.
The link between back edges and closure subexpressions is specied in the following
lemma which is a corollary of Lemma 4.1.
Lemma 4.2. Each back edge (j; i) of GE is produced by a closure operation acting
on a subexpression F of E such that (1) [i; j]Pos(F); (2) j 2 Last(F) and (3)
i 2 First(F).
Conversely every closure subexpression F of E induces at least one back edge (j; i)
in GE satisfying the properties (1){(3).
Two edges (p01; p1) and (p
0







p02. Lemma 4.3 studies the case of overlapping back edges.
82 P. Caron, D. Ziadi / Theoretical Computer Science 233 (2000) 75{90
Lemma 4.3. Let GE be the Glushkov graph of the expression E and let (p01; p1)
and (p02; p2) be two overlapping back edges of GE . Then there exist two closure
subexpressions F1 and F2 such that
1. Pos(F1)Pos(F2) or Pos(F2)Pos(F1);
2. First(F2)First(F1) or Last(F1)Last(F2).
Proof.
According to Lemma 4.2, there exist two closure expressions F1 and F2 such
that [p1; p01]Pos(F1)Pos(E), p01 2Last(F1), p1 2First(F1) and [p2; p02]
Pos(F2)Pos(E), p02 2 Last(F2), p2 2 First(F2).
Notice that F1 and F2 are either disjoined (Pos(F1) \ Pos(F2) = ;), or one is
a subexpression of the other. As [p1; p01] \ [p2; p02] 6= ; we are obviously in the
second case. This proves part (1). Consider the situation where [p1; p01] and [p2; p
0
2]
overlap. Suppose that F1 is a subexpression of F2; we must prove that Last(F1)
Last(F2).
As p02 2 Last(F2), there exists q 2 Pos(E) n Pos(F2), q > p02, such that q 2
Follow(E; p02). We also have p
0
2 2 Pos(F1) and q 62 Pos(F1). Consequently the ex-
istence of the edge (p02; q) implies p
0
2 2 Last(F1). From Lemma 4.1 (e) it comes
that for p in Last(F1) we have q 2 Follow(E; p). Therefore p 2 Pos(F1) implies
p 2 Pos(F2). So p 2 Last(F2). A similar proof gives First(F2)First(F1) in the
case where F2 is a subexpression of F1.
The following lemma enables us to study the paths from y to x with x < y. Every
path from y to x with x < y necessarily includes one or more back edges; the head
of a back edge is linked to the tail of the following edge by a path of forward edges.
Due to the possible back edges overlapping, one can obtain a path from y to x such
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as in the following gure:
where dotted lines denote paths. This path can be simplied
by absorbing some of the back edges in fore-paths. Notice that pi and p0i+1 can be the
same vertex.
Lemma 4.4. Let GE be the Glushkov graph of the expression E and x and y be two
vertices such that x<y. If there exists a path from y to x; then there exists a closure
subexpression F such that
1. [x; y]Pos(F);
2. For each u; v in Pos(F); there exist a path from u to v.
Proof. Consider the path going from y to x and including back edges (p01; p1); : : : ;
(p0n; pn) and let us show that there exists a back edge (p
0
1; pn).
The two back edges (p02; p2) and (p
0
1; p1) are such that [p2; p
0
2] \ [p1; p01] 6= ;.
According to Lemma 4.3 there exists a closure subexpression F such that [p2; p02] [
[p1; p01]Pos(F), p01 2 Last(F) and p2 2 First(F). As F is a closure expression, the
back edge (p01; p2) exists. By iterating this process on back edges, we can show that
there exists a back edge (p01; pn). Therefore there exists a subexpression G such that
[x; y][pn; p01]Pos(G). This proves part (1).
For each u; v in Pos(F), there exists two vertices t 2 Last(F) and i 2 First(F) such
that there is a path from i to v and a path from u to t. Since H is a closure expression,
the edge (t; i) exists. Therefore there exists a path from u to v.
The following lemma relates maximal orbits of GE to closure subexpressions of E.
A closure subexpression F is maximal if there does not exist a closure expression F 0
such that Pos(F)Pos(F 0).
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Lemma 4.5. Let GE be the Glushkov graph of the expression E and let O be a
maximal orbit. Then E contains a maximal closure subexpression F such that O =
Pos(F); In(O) = First(F) and Out(O) = Last(F).
Proof. Let O be a maximal orbit of GE . Let x1 = minfx j x 2 Og and x2 = maxfx j
x 2 Og. There is a path from x1 to x2 and a path from x2 to x1. From Lemma 4.4 there
exists a closure subexpression F of E such that [x1; x2]Pos(F); therefore OPos(F).
In the other hand, as F is a closure expression, and x1 2 Pos(F), we have: for all x
in Pos(F), there is a path from x to x1 and a path from x1 to x. As O is a maximal
orbit, we deduce that x 2 O. Therefore Pos(F)O. Finally Pos(F) = O and as O
is maximal, so is F . If x 2 In(O) then there exists a vertex r in X n O such that
the edge (r; x) exists. Since O is maximal, there is no edge from x to r. So we have
x 2 First(F). Conversely if x 2 First(F), there exists r 2 Pos(E) n Pos(F) such that
the edge (r; x) exists. As F is maximal there is no path from x to r. It implies that
x 2 In(O). Out(O) = Last(F) can be proved in a similar way.
Lemma 4.6. Every maximal orbit of a Glushkov graph is stable.
Proof. Let GE = (X;U ) be a Glushkov graph and let O be a maximal orbit of GE . Con-
sider the subexpression F of E such that Pos(F) = O. As F is a closure expression, we
have: x 2 Last(F) implies First(F)Follow(E; x). Consequently Out(O) In(O)U .
Lemma 4.7. Every maximal orbit of a Glushkov graph is transverse.
Proof. Let O be a maximal orbit of a Glushkov graph GE . Assume that O is not
transverse. Then (a) there exist x; y 2 Out(O) such that O+(x) 6= O+(y) or (b) there
exist x; y 2 In(O) such that O−(x) 6= O−(y). Suppose that (a) holds. Then we have
Follow(E; x) 6= Follow(E; y) or x 2 Last(E) and y =2 Last(E). Contradiction with
Lemmas 4.1 and 4.2. The second case (b) leads us to a similar contradiction.
Let us recall now the notion of star normal form introduced in [6]. An expression
E is in star normal form (SNF) if it veries the following condition, for each H such
that H is a subexpression of E:
8x 2 Last(H);Follow(H; x) \ First(H) = ;
Bruggemann-Klein showed that to each expression E can be associated an expression
E, such that E is in star normal form and ME = ME .
Lemma 4.8. Let GE = (X;U ) be the Glushkov graph of the expression E. Let O
be a maximal orbit of GE corresponding to the closure subexpression F of E. Let
G0 be the graph obtained by removing the edges in Out(O) In(O). Then G0 is the
Glushkov graph of the expression E0 deduced from E by substituting F to F+ or
(F + ) to F, where F is the star normal form of F .
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Proof. It is easy to verify that: First(E0) = First(E), Last(E0) = Last(E) and that
Follow(E0; x) =

Follow(E; x) n First(F) if x 2 Last(F);
Follow(E; x) otherwise:
It follows that GE0 = (X;U n Last(F) First(F)) = (X;U nOut(O) In(O)) = G0.
We can now give a proof of Proposition 4.2 which asserts that every maximal orbit
of a Glushkov graph is strongly stable and strongly transverse.
Proof of Proposition 4.2. The graph obtained by removing edges belonging to Out(O)
In(O) from a maximal orbit of a Glushkov graph is a Glushkov graph (Lemma 4.8). In
this graph, orbits are stable (Lemma 4.6) and transverse (Lemma 4.7). Consequently,
the recursive process of edges removal deduced from the denition of strong stability
produces only maximal orbits which are stable and transverse. The orbit O is therefore
strongly stable and strongly transverse.
The following lemma is used in the proof of Proposition 4.3 which deals with the
reducibility of a graph w.r.t. the rules R1, R2, R3.
Lemma 4.9. Let G = (X;U ) and G0 = (X 0; U 0) be the Glushkov graphs of the
expression E and E0. Let G00 = (X 00; U 00) the graph obtained by replacing in G the
vertex  (0<  <  and (; ) =2 U ) by G0; in the following way:
X 00 = (X n fg) [ (X 0 n f0G0 ; G0g);
U 00 = [U n (X  fg [ fg  X )]
[ Q−G () Q+G (0G) [ Q−G0(G0) Q+G ()
[ [U 0 n (X 0  f0G0 ; G0g [ f0G0 ; G0g  X 0)]:
The graph G00 is the Glushkov graph of the expression E00 deduced from E by
replacing  by the expression E0.
Proposition 4.3. Let G be a graph without orbit. G is a Glushkov graph if and only
if one of the following propositions holds:
 G has only one state.
 There exists a rule R among R1; R2; R3 such that the resulting graph G=R is a
Glushkov graph.
Proof. The rst three cases we shall examine correspond to the atomic expressions: ;,
, a, where a is a letter.
(a) The only Glushkov graph with one vertex is the Glushkov graph of the empty
set.
(b) The only Glushkov graph with two vertices is the Glushkov graph of the empty
word. The only applicable rule is R1 and G=R1 is the Glushkov graph of the empty set.
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(c) If G has three vertices, and if G is the Glushkov graph of an atomic expression
with only one letter, then the only applicable rule is R1 and G=R1 is the Glushkov graph
of the empty word. Conversely if G=R is the Glushkov graph of the empty word, R is
necessarily the rule R1 and G is the Glushkov graph of an expression which has only
one letter.
(d) We now suppose that G is the Glushkov graph of a non atomic expression E,
and we show that there exists a rule applicable to G. As E is not atomic, there exists
a subexpression F of E such that F = ai  ai+1 or F = ai + ai+1 or F = ai + . Let us
examine each of these cases:
Case 1: F = ai ai+1. Follow(E; i) = fi+1g and for all j in Pos(E), j 6= i, we have
i+1 62 Follow(E; j). These two conditions are equivalent to the following propositions
on the graph GE : Q+(i) = fi+ 1g and Q−(i+ 1) = fig. The rule R1 can therefore be
applied.
Case 2: F = ai + ai+1. Follow(E; i) = Follow(E; i + 1) and i 2 First(E) , i + 1 2
First(E). For all j in Pos(E) we have: i 2 Follow(E; j) , i + 1 2 Follow(E; j). In
terms of graphs, this means that Q+(i) = Q+(i+1) and Q−(i) = Q−(i+1). The rule
R2 can therefore be applied.
Case 3: F = ai + . For all j in Pos(E) such that i 2 Follow(E; j) we have
Follow(E; i)Follow(E; j). In terms of graphs, this means that, for all x, x 2 Q−(y),
we have Q+(y)Q+(x). The rule R3 can therefore be applied.
Let us show that after applying one of the three rules, the graph is still a Glushkov
graph. For this purpose, one veries that there exists, for each rule R, an expression E0
deduced from E such that the Glushkov graph of E0 is equal to GE=R. This part is a
direct application of Lemma 4.9. E0 is the expression deduced from E by substituting
ai ai+1 (resp. ai + ai+1, ai + ) to ai in the case of the rule R1 (resp. R2, R3).
5. Characterization theorem
Theorem 5.1. G = (X;U ) is a Glushkov graph if and only if the three following
conditions are satised:
 G is a hammock.
 Each maximal orbit in G is strongly stable and it strongly transverse.
 The graph without orbit of G is reducible.
Proof. If G is a Glushkov graph the following properties hold:
(i) G is a hammock (Proposition 4.1).
(ii) Each orbit in G is strongly stable and strongly transverse (Proposition 4.2).
(iii) The graph without orbit of G is reducible (Proposition 4.3).
In order to prove the converse part of this theorem, we need the following lemma:
Lemma 5.1. Let G = (X;U ) be a graph that satises the conditions (ii) and (iii).
Let O be a maximal orbit in G. By iteration of the rules R1; R2 and R3 in SO(G);O
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will be reduced to a unique vertex, under the assumption that rules R1 and R2 are
only applied to pairs (x; y) 2 O2 or (x; y) 2 (X n O)2.
Proof. Let G = (X;U ) be a graph and O be a maximal orbit in G. Let us suppose that
after the iteration of the rules R1, R2 and R3 in O and out of O, O cannot be reduced
to one vertex. As SO(G) is reducible, there exists at least one rule R1 or R2 which is
applicable on a pair (x; y) with x 2 O and y 62 O. Let us examine these two cases.
Rule R1: Q+(y) = fxg; Q−(x) = fyg:
Let us consider x 2 O and y 62 O such that the conditions of reduction by R1 are
veried. The cases (y; x) 2 U and (x; y) 2 U are symmetric. We examine the case
(y; x) 2 U . We have Q+(y) = fxg, thus x is the unique element of In(O). We show
that the application of the rule R1 on (y; x) does not lead to any new applicable rule
on the pair (x; z) 2 O2.
 If there exists a new applicable rule R1 on (x; z), with z 2 O, then necessarily
Q+(x) = fzg and Q−(z) = fxg. Consequently R1 would have been applicable on
(x; z) in O, before applying R1 on (x; y). By assumption, it is not the case.
 If there exists a new applicable rule R2 on (y; z), with z 2 O, one has the following
diagram:
The vertex x is the unique element of In(O). Thus Q−(z) is included in O. We have
y 62 O, thus Q−(z)Out(O). As x 2 In(O), there exists an element s of Out(O)
such that there exists a path from x to s. As there is an edge from every vertex of
Q−(z) to y, as Q−(z)Out(O), and as O is transverse, there exists an edge from
s to y. Therefore there exists a cycle in SO(G). Contradiction.
 If there exists a new applicable rule R3 on a vertex x of O, one has the following
diagram:
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If there exists z, z 2 O\Q−(y) then we prove, in a similar way, the existence of a
cycle. It implies Q−(y)\O = ;. If Q+(y)\O = ; then x is the unique element of O,
but O has at least two vertices. If there exist z, z 2 Q+(y)\O, then z 2 In(O) but x
is the unique element of In(O). Thus there does not exist a new applicable rule R3.
Rule R2: Q+(y) = Q+(x); Q−(y) = Q−(x):
Notice that if z and t are two vertices of Q−(x), we have: z 2 O implies t 2 O.
Indeed if z 2 O and t 62 O, we have z 2 Q−(y), hence z 2 Out(O) and t 2 Q−(x)
and then x 2 In(O). The edge (z; x) does not exist in SO(G) because it belongs to
Out(O)In(O). Similarily if z and t are two vertices in Q+(x), we have: z 2 O implies
t 2 O. Hence there are four cases to consider:
 Q−(x) \ O = ; and Q+(x)O:
As Q−(x) \ O = ;, x 2 In(O). By assumption Q+(x)O and y 62 O. If Q+(x) =
Q+(y), then, for all z in Q+(x), we have z 2 In(O). By transversality of O, we get
[(y; z) 2 U ) (y; x) 2 U ]. Contradiction.
 Q+(x) \ O = ; and Q−(x)O:
By a similar proof, we show the existence of the edge (x; y) which leads to a
contradiction.
 Q+(x)O and Q−(x)O:
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Let z 2 Q−(x) and z0 2 Q+(x). By assumption, there is a path from z to z0 containing
y. As vertices z and z0 are in the orbit, there exists a path from z0 to z in G; this
implies y 2 O. Contradiction.
 Q−(x) \ O = ; and Q+(x) \ O = ;:
Each edge having x for tail (resp. head) has its head (resp. tail) out of the orbit O.
Therefore there does not exist a rule R1 on (y; z) with z 2 O. If there existed a new
rule R2 on (y; z) with z 2 O, then this rule would have been applicable on (z; x) in
O. If the rule R3 is applicable on y, it was already applicable before using R2.
Proof. (Converse of Theorem 5.1). Let G = (X;U ) be a graph satisfying conditions
(i) to (iii). Let SO(G) = (X 0; U 0) be the graph without orbit of G. Let us show that
G is a Glushkov graph. Let OX be a maximal orbit of G. The set O is reduced
to a unique vertex after iteration of the rules R1, R2, R3 in O or out of O (Lemma
5.1). Consider the graph GO = (XO; UO), where XO = O [ f00; 0g and UO = (U 0 \
O2) [ f00g  In(O) [Out(O) f0g. Thus dened, GO is reducible. Consequently GO
is the Glushkov graph of a regular expression F (Proposition 4.3). We construct the
Glushkov graph of F+ by adding the edges of the set Last(F)  First(F). This set
is exactly the set Out(O)  In(O). Let o be the vertex to which O reduces. We can
substitute in SO(G) the graph GO to the vertex o under the conditions of Lemma 4.9
(o is neither 0 nor , as G is a hammock). According to this lemma, the graph we
obtain is a Glushkov one. Consequently, the graph G is a Glushkov graph.
6. Conclusion
Our study of structural properties of Glushkov automata leads to a theorem of charac-
terization for these automata. We intend to use this characterization in order to simplify
the expression computed by classical methods of conversion of an automaton into an
expression. The Maple package \Automap" developed by Caron [7, 8] proves to be an
ecient tool to undertake this type of survey.
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