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Abstract
In this work, we consider the higher-order differential equation
(−1)nx (2n)(t) = f (t, x(t), x ′(t), . . . , x (2n−1)(t)), 0 < t < 1, (1)
subject to one of the following multi-point boundary value conditions:
x (2i)(0) = x (2i)(1) = 0 for i = 0, 1, . . . , n − 1, (2)
or
x (2i+1)(0) = x (2i)(1) = 0 for i = 0, 1, . . . , n − 1, (3)
where f (t, x0, x1, . . . , x2n−1) is continuous with f (t, x0, x1, . . . , x2n−1) ≥ 0 for all t ∈ [0, 1] and
(x0, x1, . . . , x2n−1) ∈ R2n . Sufficient conditions for the existence of at least one positive solution of the BVP
(1) and (2) and BVP (1) and (3) are established, respectively. The emphasis in this work is on f depending on all
higher-order derivatives. Examples are given to illustrate the main results.
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1. Introduction
Recently, the study of the existence of positive solutions of boundary value problems for second-order
or higher-order ordinary differential equations has gained prominence and it is a rapidly growing field,
since it arises, especially for fourth-order differential equations [1], in many applications. We refer the
reader to [2–10] and the monograph [11–13].
For the second-order case, the existence of positive solutions of boundary value problems for nonlinear
differential equations has been studied by many authors. In particular, the study of the following
differential equation:
x ′′(t) + f (t, x(t)) = 0, 0 < t < 1, (1)
subjected to different boundary value conditions such as
x(0) = 0 = x(1),
and
x ′(0) = 0 = x(1)
has received much attention in searches for conditions on the nonlinearity f for which there are at least
one, at least two or at least three positive solutions; [14–18] provide examples.
However, the existence of positive solutions of the following differential equation:
x ′′(t) + f (t, x(t), x ′(t)) = 0, 0 < t < 1, (2)
associated with different boundary value conditions, has not been much studied, since the presence of x ′
in the nonlinearity f causes considerable difficulties. We name a few; see [9,19–21], for examples.
Very recently, Chyan and Henderson, in [1], studied the following 2mth-order differential equation:
x (2m)(t) = f (t, x(t), x ′′(t), . . . , x2(m−1)(t)), 0 < t < 1, (3)
with either the Lidstone boundary value condition
x (2i)(0) = x (2i)(1) = 0 for i = 0, 1, . . . , m − 1, (4)
or the focal boundary value condition
x (2i+1)(0) = x (2i)(1) = 0 for i = 0, 1, . . . , m − 1. (5)
They proved the existence of at least one positive solution in the case where either f is super-linear or f
is sub-linear.
Similar problems were also investigated in [10] by Palamides by using an analysis of the corresponding
field on the phase plane and the well known Sperner’s lemma. The method there is different from that
in [1,9]. There were some studies of the boundary value problems (BVPs) given by (3), (4) and (3), (5)
in [22–24]. In the papers mentioned above, the nonlinearity f only depends on x, x ′′, . . . , x (2(m−1)). The
problem that we consider is: under what conditions do BVP (3) and (4) and BVP (3) and (5) have positive
solutions if f depends on all derivatives, i.e. x, x ′, . . . , x (2n−1)?
In this work, we consider the existence of positive solutions of the higher-order differential equation
(−1)nx (2n)(t) = f (t, x(t), x ′(t), . . . , x (2n−1)(t)), 0 < t < 1, (6)
subject to one of the following multi-point boundary value conditions:
x (2i)(0) = x (2i)(1) = 0 for i = 0, 1, . . . , n − 1, (7)
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x (2i+1)(0) = x (2i)(1) = 0 for i = 1, . . . , n − 1, (8)
where f (t, x0, x1, . . . , x2n−1) is continuous with (−1)n f (t, x0, x1, . . . , x2n−1) ≥ 0 for all t ∈ [0, 1] and
(x0, x1, . . . , x2n−1) ∈ R2n. The purpose of this work is to establish existence results for positive solutions
of BVP (6) and (7) and BVP (6) and (8). Some examples are given to illustrate the main results.
2. Existence results for BVPs
In this section, we first establish sufficient conditions for the existence of at least one positive solution
of BVP (6) and (7) and BVP (6) and (8), and then we give some examples to illustrate the main results.
Let G0(t, s) be the Green’s function of the problem{−x ′′(t) = 0, t ∈ (0, 1),
x(0) = 0 = x(1).
Let
Gk(t, s) =
∫ 1
0
G0(t, u)Gk−1(u, s)du, for k = 1, . . . , n − 1.
It is easy to see that G0(t, s) > 0 for all t, s ∈ (0, 1) and so that Gk(t, s) > 0 for all t, s ∈ (0, 1).
Theorem 2.1. Assume that f is continuous and the following conditions hold.
(A) There are a continuous function e(t) and nonnegative continuous functions gi (t, x)(i =
0, 1, . . . , 2n − 1) such that f (t, x0, . . . , x2n−1) ≡ 0 for all (t, x0, . . . , x2n−1) ∈ [0, 1] × R2n
satisfying
0 ≤ f (t, x0, x1, . . . , x2n−1) ≤ e(t) +
2n−1∑
i=0
gi (t, xi ),
for all t ∈ [0, 1] and (x0, x1, . . . , x2n−1) ∈ R2n and also that gi satisfies
lim sup
|x |→+∞,t∈[0,1]
|gi(t, x)|
|x| = ri , for i = 0, 1, . . . , 2n − 1
with ri ≥ 0 for i = 0, 1, . . . , 2n − 1. Then BVP (6) and (7) has at least one solution provided
2n−1∑
i=0
ri <
1
2
. (9)
Proof. Let X = C2n−1[0, 1] and Y = C0[0, 1] be endowed with the norm ‖y‖∞ = maxt∈[0,1] |y(t)| and
X be endowed with the norms
‖x‖ = max{‖x‖∞, ‖x ′‖∞, . . . , ‖x (2n−1)‖∞},
To apply Schaeffer’s theorem (see Theorem 4.3.2 of [21]), we should define an operator T acting on X .
Define the operator T by
T x(t) =
∫ 1
0
Gn−1(t, s) f (s, x(s), x ′(s), . . . , x (2n−1)(s))ds
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for x ∈ X . Obviously, T is compact, and since Gn−1(t, s) > 0 for all (t, s) ∈ (0, 1) × (0, 1) [1–3].
It is easy to see that x(t) is a solution of BVP (6) and (7) if and only if x is a fixed point of the
operator T . Furthermore, if x(t) is a solution of BVP (6) and (7), then x(t) > 0 for all t ∈ (0, 1)
since (−1)n f (t, x0, . . . , x2n−1) ≥≡ 0. Let
Ω = {x ∈ X, λT x = x for some λ ∈ (0, 1)}.
It suffices to prove that Ω is bounded. We need to prove that there is a constant B > 0 such that
‖x‖ = max{‖x‖∞, ‖x ′‖∞, . . . , ‖x (2n−1)‖∞} ≤ B.
For x ∈ Ω , since there is ξi ∈ [0, 1] such that x (2i+1)(ξ2i+1) = 0 for i = 0, 1, . . . , n − 1, it is easy to
show that
|x (2n−2)(t)| =
∣∣∣∣x (2n−2)(0) +
∫ t
0
x (2n−1)(s)ds
∣∣∣∣ ≤
∫ 1
0
|x (2n−1)(s)|ds,
|x (2n−3)(t)| =
∣∣∣∣x (2n−3)(ξ2n−3) +
∫ t
0
x (2n−2)(s)ds
∣∣∣∣
≤
∫ 1
0
|x (2n−2)(s)|ds ≤
∫ 1
0
|x (2n−1)(s)|ds,
· · · ,
|x ′′(t)| =
∣∣∣∣x ′′(0) +
∫ t
0
x ′′′(s)ds
∣∣∣∣ ≤
∫ 1
0
|x (2n−1)(s)|ds,
|x ′(t)| =
∣∣∣∣x ′(ξ1) +
∫ t
ξ1
x ′′(s)ds
∣∣∣∣ ≤
∫ 1
0
|x (2n−1)(s)|ds,
|x(t)| =
∣∣∣∣x(0) +
∫ t
0
x ′(s)ds
∣∣∣∣ ≤
∫ 1
0
|x (2n−1)(s)|ds.
(10)
Now, we divide the remainder of the proof into two steps.
Step 1. Prove that there is constant M > 0 such that
∫ 1
0 |x (2n−1)(s)|2ds ≤ M for every x ∈ Ω .
For x ∈ Ω , we have
(−1)nx (2n)(t) = λ f (t, x(t), x ′(t), . . . , x (2n−1)(t)). (11)
It is easy to see that there is η ∈ [0, 1] such that [x (2n−1)(η)]2 = ∫ 10 [x (2n−1)(s)]2ds. Multiplying the two
sides of (11) by x (2n−1)(t) and integrating from ξ2n−1 to η, using (A), we get
1
2
∫ 1
0
[x (2n−1)(s)]2ds
= 1
2
(
x (2n−1)(η)
)2 − 1
2
(
x (2n−1)(ξ2n−1)
)2
=
∫ η
ξ2n−1
x (2n)(s)x (2n−1)(s)ds
= λ
∫ η
ξ2n−1
(−1)n f (s, x(s), x ′(s), . . . , x (2n−1)(s))x (2n−1)(s)ds
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≤
∫ 1
0
f (s, x(s), x ′(s), . . . , x (2n−1)(s))x (2n−1)(s)ds
≤
2n−1∑
i=0
∫ 1
0
|gi(s, x (i)(s))||x (2n−1)(s)|ds + ‖e‖∞
∫ 1
0
|x (2n−1)(s)|ds
≤
2n−1∑
i=0
∫ 1
0
|gi(s, x (i)(s))||x (2n−1)(s)|ds + ‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
.
By (9), let  > 0 satisfy
1
2
>
2n−1∑
i=0
(ri + ).
For such an  > 0, we find from (A) that there is a constant δ > M such that, for every i =
0, 1, . . . , 2n − 1,
|gi (t, x)| < (ri + )|x| uniformly for t ∈ [0, 1] and |x| > δ.
Let, for i = 0, 1, . . . , 2n − 1,
∆1,i = {t : t ∈ [0, 1], |x (i)(t)| ≤ δ},
∆2,i = {t : t ∈ [0, 1], |x (i)(t)| > δ},
gδ,i = max
t∈[0,1],|x |≤δ
|gi(t, x)|.
Then
1
2
∫ 1
0
∣∣x (2n−1)(s)∣∣2 ds
≤
2n−1∑
i=0
∫
∆1,i
|gi(s, x (i)(s))||x (2n−1)(s)|ds
+
2n−1∑
i=0
∫
∆2,i
|gi(s, x (i)(s))||x (2n−1)(s)|ds + ‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
≤
2n−1∑
i=0
gδ,i
∫ 1
0
|x (i)(s)|ds +
2n−1∑
i=0
(ri + )
∫ 1
0
|x (i)(s)||x (2n−1)(s)|ds
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
.
Again using (10), we get, for i = 0, 1, . . . , 2n − 2,∫ 1
0
|x (i)(s)|ds ≤
∫ 1
0
|x (2n−1)(s)|ds. (12)
So from∫ 1
0
|x (2n−1)(s)|ds ≤
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
,
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we get
1
2
∫ 1
0
|x (2n−1)(s)|2ds
≤
2n−1∑
i=0
gδ,i
∫ 1
0
|x (2n−1)(s)|ds +
2n−2∑
i=0
(ri + )
(∫ 1
0
|x (2n−1)(s)|ds
)2
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
+ (r2n−1 + )
∫ 1
0
|x (2n−1)(s)|2ds
≤
2n−1∑
i=0
gδ,i
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
+
2n−1∑
i=0
(ri + )
∫ 1
0
|x (2n−1)(s)|2ds
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
.
That is,(
1
2
−
2n−1∑
i=0
(ri + )
)∫ 1
0
|x (2n−1)(s)|2ds
≤
2n−1∑
i=0
gδ,i
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
+ ‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
.
From the definition of , we find that there is a constant M > 0 such that∫ 1
0
|x (2n−1)(s)|2ds ≤ M .
Step 2. Prove that there is B > 0 such that ‖x‖ ≤ B.
From Step 1, we have, for i = 0, 1, . . . , 2n − 2,
‖x (i)‖∞ ≤
∫ 1
0
|x (2n−1)(s)|ds ≤
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
≤ M1/2.
Similarly to Step 1, we can get
1
2
|x (2n−1)(t)|2
≤
2n−1∑
i=0
∫
∆1,i
|gi (s, x (i)(s))||x (2n−1)(s)|ds
+
2n−1∑
i=0
∫
∆2,i
|gi (s, x (i)(s))||x (2n−1)(s)|ds + ‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
≤
2n−1∑
i=0
gδ,i
∫ 1
0
|x (i)(s)|ds +
2n−1∑
i=0
(ri + )
∫ 1
0
|x (i)(s)||x (2n−1)(s)|ds
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
.
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Using (10), we get
1
2
|x (2n−1)(t)|2
≤
2n−1∑
i=0
gδ,i
∫ 1
0
|x (2n−1)(s)|ds +
2n−2∑
i=0
(ri + )
(∫ 1
0
|x (2n−1)(s)|ds
)2
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
+ (r2n−1 + )
∫ 1
0
|x (2n−1)(s)|2ds
≤
2n−1∑
i=0
gδ,i
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
+
2n−1∑
i=0
(ri + )
∫ 1
0
|x (2n−1)(s)|2ds
+‖e‖∞
(∫ 1
0
|x (2n−1)(s)|2ds
)1/2
≤
2n−1∑
i=0
gδ,i M
1/2 +
2n−1∑
i=0
(ri + )M + ‖e‖∞M1/2.
So there is M > 0 such that |x (2n−1)(t)| ≤ M . It follows from the above discussion that there is B > 0
such that
‖x‖ ≤ B.
Hence Ω is bounded. This shows that all solutions of x = λT x are bounded independently of λ ∈ [0, 1].
Taking into account that T is compact and using Schaeffer’s theorem (Theorem 4.3.2 of [21]), T has at
least one fixed point in Ω , which is a positive solution of BVP (6) and (7). This completes the proof of
Theorem 2.1.
For BVP (6) and (8), let G0(t, s) be the Green’s function of the problem{−x ′′(t) = 0, t ∈ (0, 1),
x ′(0) = 0 = x(1).
Let
Gk(t, s) =
∫ 1
0
G0(t, u)Gk−1(u, s)du, for k = 1, . . . , n − 1.
It is easy to see that G0(t, s) > 0 for all t, s ∈ (0, 1) and so Gk(t, s) > 0 for all t, s ∈ (0, 1). We have
the following theorem.
Theorem 2.2. Assume that f is continuous and the following conditions hold.
(A) There are a continuous function e(t) and nonnegative continuous functions gi (t, x)(i =
0, 1, . . . , 2n − 1) such that f (t, x0, . . . , x2n−1) ≡ 0 for all (t, x0, . . . , x2n−1) ∈ [0, 1] × R2n
satisfying
0 ≤ (−1)n f (t, x0, x1, . . . , x2n−1) ≤ e(t) +
2n−1∑
i=0
gi (t, xi ),
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for all t ∈ [0, 1] and (x0, x1, . . . , x2n−1) ∈ R2n and also that gi satisfies
lim|x |→=∞ supt∈[0,1]
|gi(t, x)|
|x| = ri , for i = 0, 1, . . . , 2n − 1
with ri ≥ 0 for i = 0, 1, . . . , 2n − 1. Then BVP (6)–(8) has at least one solution provided that
2n−1∑
i=0
ri < 1. (13)
Proof. Similarly to the approach in the proof of Theorem 2.1, we define
T x(t) =
∫ 1
0
Gn−1(t, s) f (s, x(s), . . . , x (2n−1)(s))ds for x ∈ X = C2n−1[0, 1].
Let
Ω = {x ∈ X : x = λT x for some λ ∈ (0, 1)}.
It suffices to prove that Ω is bounded. For x ∈ Ω , we get (11). It is easy to see from (8) that
‖x‖∞ ≤ ‖x ′‖∞ ≤ · · · ≤ ‖x (2n−1)‖∞.
Integrating (11) from 0 to t , we get
|x (2n−1)(t)|=λ
∣∣∣∣
∫ t
0
f (s, x(s), . . . , x (2n−1)(s))ds
∣∣∣∣
≤
∫ 1
0
| f (s, x(s), . . . , x (2n−1)(s))|ds
≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
∫ 1
0
|gi (s, x (i)(s))|ds.
Let  > 0 satisfy
1 >
2n−1∑
i=0
(ri + ).
For such a  > 0, we find from (A) that there is a constant δ > 0 such that, for every i = 0, 1, . . . , 2n−1,
|gi (t, x)| < (ri + )|x| uniformly for t ∈ [0, 1] and |x| > δ.
Let, for i = 0, 1, . . . , 2n − 1,
∆1,i = {t : t ∈ [0, 1], |x (i)(t)| ≤ δ},
∆2,i = {t : t ∈ [0, 1], |x (i)(t)| > δ},
gδ,i = max
t∈[0,1],|x |≤δ
|gi (t, x)|.
Then we get
|x (2n−1)(t)|≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
∫ 1
0
|gi(s, x (i)(s))|ds
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≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
∫
∆1,i
|gi (s, x (i)(s))|ds
+
2n−1∑
i=0
∫
∆2,i
|gi(s, x (i)(s))|ds
≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
gδ,i +
2n−1∑
i=0
(ri + )
∫ 1
0
|x (i)(s)|ds
≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
gδ,i +
2n−1∑
i=0
(ri + )‖x (2n−1)‖∞.
Thus
‖x (2n−1)‖∞ ≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
gδ,i +
2n−1∑
i=0
(ri + )‖x (2n−1)‖∞.
So we get(
1 −
2n−1∑
i=0
(ri + )
)
‖x (n−1)‖∞ ≤
∫ 1
0
|e(s)|ds +
2n−1∑
i=0
gδ,i .
It follows from the definition of  that there is A > 0 such that ‖x (2n−1)‖∞ ≤ A. Thus we get ‖x‖ ≤ A
for all x ∈ Ω . Hence Ω is bounded. The remainder of the proof is similar to that of Theorem 2.1 and is
omitted.
Now, we give some examples to illustrate the main results.
Example 1. Consider the following boundary value problem:
x
(4)(t) = |e(t)| + t
16
|x ′′′(t)| + t
2
16
|x ′′(t)| + t
3
8
|x ′(t)| + t
4
8
|x(t)|,
x(0) = x ′′(0) = x(1) = x ′′(1) = 0.
(14)
It is easy to see that all the conditions of Theorem 2.1 hold. It follows from Theorem 2.1 that BVP (14)
has at least one positive solution for every continuous function e ∈ C[0, 1] with e(t) ≡ 0.
Example 2. Consider the following boundary value problem:
−x
(6)(t) = |e(t)| + t
16
|x ′′′′′(t)| + t
2
16
|x ′′′′(t)| + t
3
16
|x ′′(t)| + t
4
16
|x ′(t)| + t
5
8
|x(t)|,
x(1) = x ′′(1) = x ′′′′(1) = x ′(0) = x ′′′(0) = x (5)(0) = 0.
(15)
It is easy to see that all conditions of Theorem 2.2 hold. It follows from Theorem 2.2 that BVP (15) has
at least one positive solution for every continuous function e ∈ C[0, 1] with e(t) ≡ 0.
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