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1. INTRODUÇÃO 
Está comprovado que os conceitos de Álgebra são indispensáveis para inúmeras 
pesquisas realizadas em diversas áreas da ciência. ` 
O objetivo primordial deste trabalho de conclusão de curso é propiciar ao estudante de 
gaduação, bem como ao leitor que tem interesse na área, a aquisição de conhecimentos sobre 
equações polinomiais matriciais. 
O trabalho compreende quatro capítulos, sendo que o primeiro capítulo foi 
desenvolvido a partir de um estudo bibliográfico de alguns autores da área da História da 
Matemática para descrever aspectos históricos das equações, em especial as equações do 
segundo grau. A princípio apresentamos as contribuições dos babilônios para o 
desenvolvimento dessas equações. Em seguida, trazem-se as descobertas dos Árabes e 
Hindus, principalmente aquelas que contribuíram para deduzir a fórmula geral para a 
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solução das equações quadráticas pelo método de complemento de quadrado. 
No segundo capítulo são tratados os conceitos básicos de Álgebra Linear, que são 
indispensáveis para a resolução de equações polinorniais matriciais 
O terceiro capitulo traz um estudo mais detalhado sobre o assunto, incluindo 
dlefinições, observações, teoremas, corolários e a resolução de algumas equações polinomiais 
matriciais do primeiro e segundo grau. Lembrando ao leitor que serão abordadas apenas as 
equações polinomiais matriciais de primeiro e segundo grau, devido à dificuldade de se 
encontrar a solução de uma equação polinomial matricial de grau maior. 
No quarto capitulo acontecem efetivamente as soluções das equações polinomiais 
quadráticas. Por último, nas considerações finais, apontamos as dificuldades encontradas, o 
que a experiência trouxe de novo e o questionamento a ser investigado em uma pesquisa 
firtura.
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2 ABORDAGEM HISTÓRICA DA EQUAÇÃO DO SEGUNDO GRAU 
As referências mais antigas sobre a resolução de problemas envolvendo equações do 
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BOYER (1996) {2] enfatiza que no periodo babilônico muito textos de problemas mostram 
que os babilônios não tinham dificuldades na solução de equações quadráticas e que os 
egípcios trataram muito de equações lineares. 
rx.. ' A ' 1 1.1 f ' Ê? cr ::.. C) :Õ Êx- Ê... :r§ ~ ‹ ‹n‹r\n fu ne nwvnvn-‹ nzxcu-1 z\øu1¬‹\‹\f\4`4¬ usas'-A Q-‹\n^ 'wma «\¢-1» ^«›\n« «\¢~n-6-‹z\¢`:¬ U5 IUUS Vdlll UUIU ULlUi'1\¡?\)Cb` Pälii ICSUIVCI Pl UUlUlll¡1.§ Pl ZZUUUS, 
principalmente àqueles ligados à agricultura e divisão de terras. Cada problema era resolvido 
para cada caso particular e sua solução, que era uma espécie de “receita matemática”, fornecia 
somente uma raiz positiva e não especificava nem sua fórmula geral (se houvesse), nem o 
modo como a solução tinha sido obtida. Assim, perwbe-se que a busca pelas soluções 
relacionava-se às equações particulares para resolver problemas específicos. Os métodos 
estavam quase sempre ligados as idéias aritméticas, sem a preocupação de encontrar soluções 
gerais. Então, a noção de equação utilizada por esses povos, principalmente os egípcios, tinha 
essencialmente um caráter pragmático e intuitivo, tornando o desenvolvimento do problema 
muito demorado e exaustivo, como no seguinte exemplo: 
Qual é o lado de um quadrado em que a área menos o lado dá 870? 
(o que hoje se escreve xz - x = 870). 
E a receita era: tome a metade de 1 (coeficiente de x) e multiplique por ela mesma, 
( 0,5 x 0,5 = 0,25) . Some o resultado a 870 (termo independente). Obtém um quadrado 
(870,25 = (29,5)2) cujo lado somado à metade de 1 vai dar ( 30 ) 0 lado do quadrado 
procurado [7]. 
EVES, na obra Introdução à História da Matemática (2004) [6] comenta: 
'Tor volta do ano 2000 a.C a aritmética babilônica já tinha evoluído para urna 
álgebra retórica bem desenvolvida Os babilônios passaram a resolver equações 
quadraticas pelo método de substituição ou pelo método de completar quadrados. 
Ainda enfatiza que a ,matemática babilônica refere-se a uma geometria de caráter 
puramente algébrioo, com problemas expressos em terminologia geométrica, mas 
que não passam de problemas algébrioos não triviais”. 
Na Grécia, as equações do segundo grau eram resolvidas por meio de construções 
geométricas e de forma dedutiva. A resolução baseava-se em manipulações geométricas. 
Desta forma, os gregos já imaginavam as equações de forma diferente dos babilônios e 
egípcios. Mas a busca pelas soluções ainda estava relacionada às equações particulares e não a 
métodos gerais.
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Um dos processos de resolução de equação do segundo grau que se tem notícia, usado, 
por exemplo, na equação que hoje se escreve como x2 - 10x + 9 = O era o seguinte: trace o 
segmento AB = 10. Por P, ponto médio de AB, levante o segmento perpendicular PE = 3 
(igual à raiz quadrada de 9 ) e, com centro em E e raio PB, trace um arco de circunferência 
que corta AB no ponto Q. A raiz desejada será dada pelo comprimento AQ. 
Corn efeito, por construção, a medida do segmento AQ será 
~ 
%¬_/[1§]2~(«§)2 ~ 
e corresponde à raiz 9 da equação [7]. 
Os árabes e os Hindus costumavam trabalhar tanto com equações que se originavam 
de problemas de ordem prática, como situações que incide em interpretações e manipulações 
geométricas. A noção de equação utilizada por eles tinha um caráter mais algébrico e uma 
concepção mais estrutural, pois passa a ser observado às características e propriedades 
definidas em várias equações e não mais em equações relacionadas a situações particulares. 
Como vimos nos babilônios. 
Um dos principais nomes da época que contribui para a resolução de equações do 
segundo grau foi o matemático árabe al-khwarizmi com a_ obra /ilm al-jabr Wa al Muqabalah/ 
[2], que pode ser entendida como “restauração por transposição de termos de um lado da 
equação para outro”. Foi uma das obras que mais trouxe contribuições para o estudo das 
equaçoes. 
Nesse livro aparecem pela primeira vez, regras para resolver equações de segundo 
graus a coeficientes numéricos, e pode-se afirmar que essas regras são semelhantes àquelas 
utilizadas hoje em dia Apareoem, ainda, expressões muito presentes na resolução de 
equações: al-jabr e al Muqabalah. 
Para resolver alguns tipos de equações al-khwarizimi utilizava duas operações 
filndamentais al-jabr e al muqabalah, que significam: 
- al-jabr á operação que soma a ambos os membros da equação termos iguais; 
- al muqabalah é a operação que reduz ou elimina termos iguais de ambos os membros 
da igualdade. 
Observa-se na obra de al khwarizmi, que embora ele não dispusesse de uma linguagem 
simbólica, ele conseguiu elaborar um catálogo com as formas canônicas utilizando-se 
unicamente de linguagem natural e algumas figuras geométricas a fim de resolver qualquer 
tipo de equação quadrática. Logo, chega-se `a conclusão que, antes dele já se resolvia
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problemas quadráticos com procedimentos característicos e, depois dele, qualquer problema 
quadrático. 
Baseado na interpretação geométrica dados pelos gregos à expressão (a + b)2, o 
matemático árabe al-khwarizmi, no século IX, estabeleceu um processo geométrico para a 
resolução de equações do segundo grau com uma incógnita. 
Os matemáticos indianos tinham preferência em trabalhar com números nas operações 
aritméticas ou na resolução de equações, utilizando com fieqüência os métodos da falsa 
posição ou de inversão, no qual se trabalha “de trás para fi'ente”, a partir dos dados do 
problema. 
Grandes contribuições foram dadas a resolução de equações do segundo grau, por 
matemáticos hindus, como: Brahmagupta, Sridhara e Bháskara. 
Brahmagupta representou - as equações do segundo grau de forma sincopada, 
encontrando soluções gerais das equações quadráticas, determinando duas raízes, inclusive 
sendo uma delas negativa, enquanto que Sridhara definiu a regra para completar o quadrado 
em xz + bx + c = 0, multiplicando inicialmente por 4a. 
O mais importante matemático hindu do século XII foi Bhaskara, que completou falha 
na obra de Brahmagupta e conseguiu chegar, através de sua obra, ao ponto culminante das 
contribuições hindus anteriores. A mais conhecida, Lilavati,é uma reunião de problemas de 
Brahmagupta e outros, que continha muitos problemas sobre equações,em especial do 
segundo grau. 
Utilizando-se de conhecimento deixado por outros matemáticos hindus, 
principalmente Sridhara, Bhaskara unificou a solução geral das equações quadráticas pelo 
método do complemento de quadrados. 
Bhaskara apresentou a solução de equações do segundo grau ao resolver problemas de 
ordem comercial / financeiro. Apresentamos um deles com linguagem de hoje: um capital de 
100 foi cmpmstado a curta taxa de jum ao ano. Após 1 ano, u capital Rai retirada c u juro 
obtido foi aplicado durante mais 1 ano. Se o juro total foi de 75, qual foi a taxa ao ano? 
Sendo essa taxa x%, tem-se que o juro no 1° ano será de x e no 2° ano será de 
x- x / 100, ou seja, a equação em linguagem algébrica hoje seria: x + x. x /100 = 75 
ou X2 + IOOX - 7500 = 0. [7] 
Sobre Bhaskara, CONTADOR (2006) [5] afirma: 
“Quando falamos em Bhaskara, não podemos deixar de relacionar com ele a 
equação do segundo grau e a famosa fiírmula de Bhaskara ; embora não tenha sido 
ele que a deduziu, a fórmula leva seu nome e ele, suas homarias. Na realidade este
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feito não se deve a um ímioo homem [___] além do que já era bem conhecida por 
Brahmagupta e por Omar Khayyma, que, ao contrário de Bhaskara, as resolviam 
recorrendo ao uso das comcas”.
' 
A importante fónnula geral para a resolução da equação de segundo grau xz + bx + 
c = 0, conhecida nos dias atuais como fórmula de Bhaskara será base para o trabalho 
desenvolvido nos próximos capítulos.
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3 NoÇoEs BASICAS 
Para a compreensão do tema proposto é necessário conhecer algins conceitos e 
resultados que serão apresentados no decorrer da pesquisa. Serão vislumbrados alguns 
teoremas, algumas definições que servem como suporte dos próximos tópicos, tudo numa 
perspectiva descritiva, partindo do pressuposto que as demonstrações são vistas nas 
disciplinas de Álgebra Linear. 
Portanto, farão parte deste estudo as equações polinomiais e alguns conceitos da 
álgebra linear, como: matrizes, sistema de equações lineares, determinantes, dependência 
linear e, por fim autovalores e autovetores. 
3.1 EQUAÇÕES PoL1NoM1AIs 
Nesta seção apresentamos noções sobre soluções de equações polinomiais através de 
algumas definições e resultados teúrieus. 
Definição 1 Denomina-se equação polinomial ou equação algébrica, a equação da forma: 
P(x) = O onde P(x) e' um polinômio de grau n Z 1 e 
P(x) = af, x" + a.,.,_¡x"'1 + + azxz + + as = 0, 
nessa igualdade an, a,,_1 , ..., az , al e ao são números complexos chamados coeficientes 
an :E 0 e ao é o termo independente. 
Definição 2 Raiz ou zero de uma equação algébrica P(x) = 0 é todo número complexo a 
para o qual P(a) == 0 é um sentença verdadeira, ou seja, (1 é raiz de P(x) ‹-› P(a) = 0. 
Exemplo 1. Araiz da equação de grau l: ax + b = O,coma #= 0 éx = -Ê. 
Exemplo 2. As raizes da equação de grau 2: axz + bx + c = 0, com a :E O são: 
-b+\/bz-4ac x=-'--í. 
za 
Sabemos que os zeros ou raízes das equações do l° e 2° são obtidos por fórmulas, 
citados no exemplo 1 e 2 . Quando o grau da equação for maior ou igual a 3 as fórmulas de 
resolução são extremamente trabalhosas e nem sempre é possível expressar todas as raízes por
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radicais. Os teoremas seguintes apresentam resultados teóricos que fomecem informações 
sobre o número de raízes existentes. 
Teorema 1 (Teorema Fundamental da Álgebra): Toda equação algébrica P(x) = 0, de 
grau n 2 l, admite , ao menos, uma raiz real ou complexa. _ 
Demonstração: O teorema pode ser encontrado em [9]. 
O próximo teorema está relacionado eom a decomposição de uma equação polinomial 
algébrica. 
Teorema 2 (Teorema da Decomposição): Todo polinômio P(x) = an x" + a,,_1x""1 + 
+ a2x2 + alx + ao de grau n 2 1 pode ser decomposto em n fatores do 1° graus de fonna 
(x - ai), ou seja, 
P(x) = 0<zz.(X - fl1)(_X - az.) (X ~ az.) 
em que al , az, ,an são raízes de P(x). 
Demonstração: Pelo teorema fimdamental, P (x) tem pelo menos uma raiz. Seja ela r1. Logo: 
Püf) = (X - 11)- QUI) 
Q(x) é um novo polinômio de grau n-1, que possui também pelo menos uma raiz. Seja 
ela rz. Logo: P(x) = (x - rz). QI (x). Fazendo o mesmo procedimento com Q1(x) e 
continuando até a n-ésima expressão temos: Q,,_1(x) = (x - r,,).Qn(x). Em Q" o grau do 
polinômio sera zero e Qn sera Igual a uma constante que ehamamos de uz”. Substituindo todas 
as equações obtidas na decomposição de P(x), temos: 
P(x) = fL.z(X - f1)- (X - fz)- (X - fa). 
O estudo das relações entre as raízes complexas de um polinômio é útil na 
determinação de seu conjunto solução, enunciaremos a seguir, dois teoremas que valem para 
todos os polinômios de coeficientes reais. 
Teorema 3 (Teorema das raízes complexas): Se um número complexo z = a + bi com a, b 
E IR e b qê O é raiz da equação algébrica P(x) = 0, de coeficientes reais, então o seu 
conjugado Z = a - bi é também raiz da mesma equação. . 
Demonstração: Consideremos o número complexo z = a + bi com a, b E IR e b aê O e a 
equação algébriea de eoefieientes reais P(x) = um x"~ + a,n_1x“`1 + an_2z“"2 + + alx +
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ao = 0. Se z é raiz de P(x) = 0, então: P(x) = anz" + a,,_1z"`1 + a,,_2z“"2 + + a1z + 
ao = 0. 
Tomando os conjugados dos dois membros, temosz. 
a_,,z" + a,,_1z"'1 + a.,,_¿z"“2 + + alz + ag = Ô 
Como Õ = Ge o conjugado da soma é igual à soma dos conjugados, obtemos: an z" + 
a,,_1z"“1 + a,,_zz"“2 + + `ãi`z` + É = 0. Lembrando ainda que o conjugado do produto 
é igual ao dos conjugados, vem: WF + a,,_1 z"'1 + a,,_2 z"“2 + + FIZ + ão" = 0 . 
zf /_\ 5, 'S Sendo o conjugado de urna potência igual à potência do conjugado, teinosí TT ~' + 
`ã`nÍ§®"`1 + ãnÍz`®"`2 + + F1 š + ãff = 0. Como o conjugado de um número real é o 
próprio número, isto é, ía' = a,,,â,,E_ = a,,_1,E,T¿ = a,,_¿, ...,í1 = al e W = 
ao . obtemos: aq, Ê" + a.,,_1ÍÊ)"`1 + a,,_2Ê"'2 + + alõ + ao = 0. 
Da última igualdade concluímos que Z é a raiz de P(x) = 0. 
Teorema 4 Se uma equação polinomial de coeficientes reais admite a raiz Z com 
multiplicidade P, então admite a raiz Í, com multiplicidade P. 
É importante observar que, de acordo com os teoremas enunciados, toda equação 
polinomial de coeficientes reais, que admite raízes complexas, não reais, as terá em numero 
par, pois a cada raiz teremos sua conjugada. Consequentemente, todo polinômio de grau 
impar terá um número impar dc raízes rcaia. 
3.2 ALGUNS CONCEITOS DA ÁLGEBRA LINEAR 
Nesta seção, vamos introduzir alguns assuntos sobre matrizes, determinantes, sistema 
'I1«z`.`.- .‹1.««...¬,1.'ë..,.Z.` 1Z.¬.`.«- «HJ-.`-,..I^.-.\.¬ .` ....4-z“.^4.`.-«.¬ ....+-^ ^..+.-^.¬ (*.«..... .I.`1--.¬.- ,lfl L`....,¬.‹ 1.«‹-.`.- ULIICZU, UUPUIIUUIIUIU, 11115211, ¡'1UI.UV21.lUlU§ C HUIUVCLUIUS, UIIUU UUUU5. DCUI UUIÀZU UU LZILUI IULUI 
relação com a álgebra linear. 
3.2.1 MATRIZES 
Para que possamos atingir o foco principal deste trabalho é necessário introduzir 
definições e teoremas sobre este assunto, pois serão essenciais para abordarmos o problema 
do polinômio matricial.
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Definição 3 Seja m 2 1 e n 2 1 dois números inteiros. Uma matriz m x n real é uma dupla 
seqüência de números reais, distribuídos em m linhas e n colunas, fonnando uma tabela que 
se indica do seguinte modo: 
011 Q12 Í113 am 
A _ [(121 022 azs azn j 
u . . 1 ~ 
~ e › ¬. . 
i0»m1 “fmz “fmz amu imm 
Abreviadamente esta matriz pode ser expressa por (ai)-)i S j S m ou apenas 
i S j S n. 
3.2.1.1 OPERAÇÕES coM MATRIZES 
(i) Adição Seja A = (au-) e B = (bij) matriz m x n. Indicamos por A + B e chamamos 
soma de A com B a matriz m x n cujo termo geral é a¿¡ + b¿¡, ou seja, 
au + 1711 a12 + b12 (113 + 1913 am + bm 
A _¡_ B = a21 + 1721 022 'Í' b22 (123 'Í' b23 a2n + 17211 
am1 + bm1 “mz + bmz ama + bms 0-mn + bmn 
(ii) Produto de uma matriz por um escalar Dada uma matriz real A = [a¿¡-jmxn, e dado um 
número real 3, o produto de B por A é a matriz real m x n dada por: 
r/9311 19312 13313 /-r",'5'¢1n 1 
BA: 5321 55122 55123 fiazn 
- . z - Q 
. z ~ - Q 
Bafnu Bam: 160-ms---Bamn 
(iii) Produto de uma matriz por outra Sejam A = [au-jmxn e B = [b¡-kjmxp. O produto AB 
é a matriz m x p cujo termo geral é dado por: 
(fik : . : an . blk + ain . bnk :F4
= 
.=.= \-_
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3.2.1.2 MATRIZES [Propriedades] Sejam A,B e C matrizes com tamanhos apropriados, 
m e /5' esealares. São válidas as seguintes propriedades para as operações matriciais; 
i. A + B = B + A (comutatividade) 
ii. A + (B + C) = (A + B) + C (associativa) 
iii. A + O = A, onde 0 denota a matriz nula m x n. 
iv. Para cada matriz A, existe uma matriz (-A), também m x n, tal que A + (-A) = 0. 
vz _ = (a,8)A (associativa) 
vi. (oz + B)A = aA + ,GA (distributividade) 
vii. a(A + B) = aA + aB (distiibutividade) 
viii. (AB)C = A(BC) (associativa) 
ix. A(B + C) = AB + BC e (B + C)A = BA + CA (distributiva a direita e a
Â 1» .là \_/ 
esquerda da multiplicação, em relação a soma). 
x. AI = IA = A Para cada inteiro positivo p a matriz pxp, chamada matriz identidade, 
para toda matriz A = [a¿¡-imm 
`
z 
xi. ‹z(AB) = (‹zA)B = A(zzB) 
xii. (A +B)T = AT + BT 
xiii. (aA)T = aAT 
xiv. (AT)T = A 
xv. (AB)T = ATBT 
3.2.1.3 TIPOS ESPECIAIS DE MATRIZES 
Ao trabalhar com matrizes, observamos que existem algumas que seja pela natureza de 
seus elementos, tem propriedades que as diferenciam de uma matriz qualquer. Além disso, 
estes tipos de matrizes aparecem frequentemente na prática e, por isso, recebem nomes 
especiais. 
Uma matriz quadrara A = [a¿¡-], de ordem n, 'e denominada: 
Í:¬ÍnnfÊ¡Ín|Ín 1\.lÚllI.l\l¢I.\IÚ 
Quando cada elemento da diagonal principal tem o valor 1 e o demais tem valor zero. 
Uma matriz identidade pode ser definida do seguinte modo: 
_ a¿¡ = 1,se i =j 1" [aff] m'°"de ia., = o,se i zfzj
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Trianguiar Superior 
Quando tem os elementos a¿¡- = 0 para i > j, isto é, os elementos abaixo da diagonal 
principal sao iguais a zero. 
' 
Triangular Inferior ' 
Quando tem os elementos a¿¡ = O para i < j, isto é, os elementos acima da diagonal
~ principal sao iguais a zero. 
Diagonal 
Quando tem os elementos a¿¡ = O para i ¢ j, ou seja, os elementos acima da diagonal 
principal e abaixo da diagonal principal são iguais a zero. Portanto, a matriz diagonal é 
triangular superior e triangular inferior. 
Ortogonal 
U tri . A cuia. inversa. coincide com a. transnnsta /F1 _ AT. isto ez -T1121 !1J.š!-__Z __ _-. -. _--. __-.. --___-__- ---__ .. --_.--_ -___ __ - __ J I' 7 
A.AT = APA = 1 
Simétrica 
n.......i- /| _ /IT ._...... ..---1...--.. ......,.z..:__. ..--..,1.....i.. A \¿uu.uuU A - fl , para quëuquci matriz. quuuluuu A. 
Isto é, se a¿¡ = a¡¿, então os elementos disposto simetricamente em relação à diagonal 
principal são iguais. 
Definida Positiva 
Uma matriz A é definida positiva se xTAx > 0, para todo x ¢ 0. 
Alguns critérios abaixo equivalentes, para verificar que uma matriz é definida positiva: 
i) Se A é uma matriz real simétrica de ordem n. Logo, A definida positiva se e somente 
se todos os seus autovalores são positivos. 
ii) A matriz A é definida positiva, se e somente se é simétrica e a forma escalonada de 
A tenha todos os pivôs positivos. 
iii) Todas as matnzes lideres flossuern ~det.erm.inantes oositivos. I 1' I' 
iv) Se A é uma matriz real simétrica definida positiva, logo a matriz A é inversível. 
Neste* momento, fornecemos algumas considerações sobre inversão de matrizes, que
1 
..-..-...-..`1....`..+.. -.-.,;: 1;. 4..-.- ^...,..‹¬...:.1,`A.. A- ...¬+...|,` .., .i:.,.,:..1:..,. A- ,u..,.1...,. 1 :..-_.- n ...¬.. piuvavcuucutc vuoc _|‹t tcvc upui tuuluauc uc cstuuu ua uisuipuua uc 1-uëcuia Lzuicai. U usu 
dlesse conhecimento estará sempre presente na resolução do problema polinomial matricial.
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Definição 4 Se existe uma matriz B, quadrada de ordem n, tal que A. B = B.A = In, dizemos 
que a matriz B é a matriz inversa de A. Denotamos a inversa da matriz A por A"1. Assim 
B = A-1.
~ 
Portanto, A.A`1 = A./F1 = In. 
A matriz I é a matriz identidade da mesma ordem que as matrizes A e A"1. 
Se a matriz quadrada Â é invertívei, então a sua inversa é única. 
Quando uma matriz quadrada não possui inversa, dizemos que ela é uma matriz 
singular ou não invertível. 
Apresentaremos agora um estudo simplificado sobre o conceito de determinante, 
similar ao utilizado no âmbito do Ensino Médio. 
Como as matrizes tratadas neste estudo são quadradas, faz-se necessário identificar 
tais matrizes. 
3.2.2 DETERMINANTES 
Uma matriz quadrada A de ordem n será denotada por A = [a¿¡] onde os índices 
i = 1,2, ...,n indicam as linhas e os índices j = 1,2, ...,n indicam as colunas da matriz. O 
elemento da linha i e da coluna da matriz A será indicada por a¿¡~. 
Dentre as di ...inantes serão relacionada «1 53 cn se cn '52 (D 'td :Il
. 
CD 13.. s» (3. (TDm lã. Om 5%' §5T yâ sx: U. 5% «Ê int
1 
\, 
-s nn . 
aquelas que de uma forma ou outra dizem mais de perto com o cálculo dos determinantes de 
qualquer ordem. Essas propriedades não serão demonstradas, tão-somente verificadas em 
algumas passagens do trabalho. 
A seguir listamos alguns resultados sobre determinantes: 
0 Uma matriz quadrada A = [ag] cujo determinante é nulo é uma matriz singular. 
0 Sejam A e B matrizes de ordem n. Então det(AB) = det(A) det (B). 
0 Seja A uma matriz de ordem n, inversívei. Então: det(A) ví O e det(A`1) = 
(det(A))“1. 
0 A matriz unidade 1 é não-singular (det I = 1) e é a sua própria inversa: I = I "1. 
0 Se a matriz A é não-singular, sua transposta AT também é. A matriz inversa de AT é 
(A`1)T- 
0 Se a matrizes A e B são não-singulares e de mesma ordem, o produto AB é uma 
,i> '53i 5'-1 E3' :;' 1: ‹:› D šã' CL tu ic» CD (D~ ao 53 Fu
' 
Cb ` 
i-\ 
.is I 
P* rnofriv n'ãr\_ci‹n1lar nuuu 14'.. uaueoxõunux . 1
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0 Se a matriz A possui uma linha (ou coluna) constituída de elementos nulos, o 
determinante é nulo. Se a matriz A tem duas linhas (ou colunas) iguais, o 
determinante é nulo. 
0 O determinante de uma matriz diagonal A (superior ou inferior) é igual ao termo 
principal, isto é, é igual ao produto dos elementos da diagonal principal. 
3.2.3 s1s'r1‹:MA DE EQUAÇÕES LINEARES 
Na natureza, as coisas estão sempre mudando, se transformando, e 0 ser humano, para 
garantir sua sobrevivência e melhor sua existência, precisa conhecer e dominar estes 
processos de mudança. Os sistemas lineares é um instrumento que é utilizado em mais de um 
quarto de todos os problemas matemáticos encontrados em aplicações da ciência e indústria e 
a resolução de tais sistemas está presentes, entre outras, em áreas como Administração, 
Economia, Ecologia, Engenharia e Física. 
Definição 5 Equação linear é uma equação da forma: alxl + azxz + a3x3 + + aflxn = b 
na qual x1,xz, 1:3, ..., xn são as variáveis; al, a2,a3, , an são os respectivos coeficientes das 
variáveis, e b é o termo independentellm sistema de rn equações lineares n incógnitas se 
anxl + alzxz + a13x3 + + amxn = bl 
apresenta do seguinte modo: azlxl + azzxz + a23x3 + + aznxn = bz (l.1) 
amlxl + afm2x2 + am3x3 + + amnxn : bm 
em que an, am, (113, , am, bl, bz, ..., bm são números reais, x1,x2, x3, , x,, as incógnitas. 
O sistema pode ser escrito sob a forma matricial 
AX = B, 
onde: 
(111 0112 an am xl b1 
A = a?1 a?2 ÍIÉ3 2.. a.2:n 
1 
, X = x:2 , B = bzz 
am Cl x b aml 2 ms mam" mx" 7* nxl m mxl 
O vetor B é chamado “lado direito” do sistema (1.l).
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an aiz ais “in 5 bi 
. a a a ...a zb . Amatnz fl fz É3: 2:": :2 =[AzB], 
afnn Ufmz f¿m3...a,,,mš bm 
associado ao sistema dado de equações lineares, é chamada de matriz ampliada do sistema. 
Definição 6 Posto de uma matriz é o numero de linhas não nulas quando a mesma está escrita 
ria forma reduzida escalonada por linhas. O posto de uma matriz coincide com a dimensão do 
espaço linha da matriz. 
3.2.3.1 CARACTERISTICA OU POSTO DE UMA MATRIZ 
Muitas vezes nos interessa saber se um sistema tem ou não solução. Isso pode se feito 
através da característica ou posto de uma matriz. 
Quando se transforma no número l, por meio de operações adequadas, cada elemento 
ai,-, para i = j (a11.azz.a33. e em zero os demais elementos das colunas em que se 
situam esses elementos a¿¡, diz-se que a matriz inicial foi transformada numa matriz em 
forma de escada. 
Antec :le ini 'arm Q ne nrnredimentna nara røeglvr-r um gietema do enirnrõee linøaree ›--~~"~ -' -›--91---››9'» W zz--'~'~›-››~--~- 1»-~ -~"- - - ~'- ~--- t--›~-›--» -- -›¬»»~z' ~'- ---~- -~, 
temos que dar respostas às seguintes perguntas: o sistema tem solução, ou seja, é compatível? 
Caso tenha solução: tem uma única solução ou infinitas? Para responder, uma das ferramentas 
que podemos utilizar é o Teorema de Frobenius. 
Teorema 5 Seja AX = B, onde A é uma matriz quadrada de ordem n. Se 
designarmos:
' 
A - a matriz ampliada do sistema. 
B ~ a matriz reduzida à forma de escada. 
Ca - caracteristica da matriz ampliada A. É igual ao numero de linhas de B com 
elementos não todos nulos. 
Cv - característica da matriz dos ooeficientes das variáveis contida na matriz B. É 
igual ao número de linhas da matriz dos coeficientes das variáveis contida na matriz B com 
elementos não todos nulos. 
z 1. . . . . z Consideremos um sistema de m equaçoes meares com n mcognltas, cuja expressao 
geral é da forma:
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{ 
allxl + alzxz + a13x3 + ... + alnxn : bl 
azlxl + azzxg + a2j_.zx3 + ... + aznxn -: bz 
lam1x1 + amzxz + amsxs 'l' 'l' awrmxn = bm 
Sejam A matriz do sistema e B a matriz ampliada do sistema. 
A_ a21 a22 a23 azn B_ aa: (122 aaa aan. 5 bz 
an (112 ais m] ÍÚ11 a12 313 am 
5 b1 
fm ami “mz ams amn l am; 5 bm_ 
A caracteristica Ca de uma matriz ampliada A, que representa um sistema de m 
equações lineares com n Variáveis, não pode ser menor que a caracteristica Cv da matriz dos 
coeficientes das variáveis contidas na matriz reduzida à forma de escada [12]. 
Quando Ca > Cv, o sistema é incompatível. 
Quando Ca = Cv = C, C recebe a denominação de característica da matriz-reduzida à 
forma de escada. 
C não pode ser maior que n. 
Quando C = n, o sistema é compatível e determinado (tem solução única). 
Quando C < n, 0 sistema é compatível e indeterminado (admite infinitas soluções). 
Grau de liberdade de um sistema: g = n - C. _ 
O significado do grau de liberdade de um sistema de equações lineares informa o 
número de variáveis às quais devem ser atribuídos valores arbitrários para calcular cada uma 
das variáveis restantes. 
Definição 7 Seja A = [a¿¡]mn , designa-se por espaço-linha de A o subespaço de R" 
gerado pelas linhas de A. Designa-se por espaço-coluna de A o subespaço de Rm gerado pelas 
colunas de A. ' 
Assim, o sistema AX = B pode ser escrito como:
b 
x1(Ê:Êi>+xz(ãëš)+ ...+x1(ii%:)=(b;iz) (1.2) 
afim arnz ~ afim b,;m 
Vem de ( 1.2) que o sistema AX = B é compativel se e só se B pode ser escrito como 
uma combinação linear dos vetores coluna de A.
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Assim, o leitor deve ter notado que é outra forma de descrever o quarto item da 
característica da matriz onde define o sistema compatível e determinado. 
Outra definição a serem abordado serão os de dependência e independência Linear. 
3.2.4 DEPENDÊNCIA LINEAR 
Definição 8 Seja V um espaço vetorial e 111,122, ....,v,1 E V. Dizemos que um conjunto 
A = {v1, vz, , v,1} é linearmente independente (L.I.) se, e somente se, uma igualdade do tipo 
a1v1 + azvz + ...+ aflvn = 0 com a1,a2,a3,...,a,1 E R, só for possível para 
a1=a2= ...= a11=0 
Dizemos que A = {v1, vz, ,v,,} é linearmente dependente (L.D.) se, e somente se, A não é 
L.I., ou seja, é possível uma igualdade do tipo a1v1 + azvz + ...+ aflvn = 0 sem que os 
escalares a1, az, as., , an seja todos iguais ao número zero. 
Teorema 6 Sejam x1,x2,x3, ...,x,1 , n vetores em R". Se X = (x1,x2,x3, ...,x,,) é a matriz 
cuja j-ésima coluna é x¡, então os vetores x1,x2,x3, ...,x,1 são linearmente dependente se e 
somente se X é singular. 
3.2.4.1 PROPRIEDADES 
i) Se um conjunto finito A C V contém o vetor nulo, então esse conjunto ó L.D. 
Seja A = {v1, ...,v,,}_ Então, evidentemente 0.111 + + a. 0 + + 0.v,1 = O 
se verifica para a =# 0. Isso é suficiente para concluir que A é L.D. 
ii) SeA = {v} C Ve v =# 0, entãoAéL.I. 
Suponhamos av = 0. Como v ¢ 0, então a = O. 
iíi\ Se uma narte :ienm nnniuntn A C V é ln entãn A étamhém T, D """j "" "'^^“"' ["'" "" "" "°^^^ ""^^J"'^^"" '^ " ' "' ^“'^' '7 "^^"""" ^" V *'“'^^^""^^^ “""“"" 
Por hipótese, seja A = {v1, ...,vk, ..., vn} e a parte A1 = {v1, ...,vk} C A, e A1 é L.D. 
Como A1 é LD, existem a1 #= 0 que verificam a igualdade: a1v1 + ...+ akvk = 0 e esse 
.+_ 
_C> §l mesmo a1 :É 0 verificam também a igualdade a1'‹z'1 + + âkvk + G. iz^k+1 ¬'- E G 
. Logo, A = {v1, ...,vk, ...,v,,} éL.D. 
iv) Se um conjunto A C V é LI, qualquer parte A1 de A é também LI. 
Suponhamos se A1 fosse LD, pela propriedade anterior o conjunto A seria também 
LD, o que contradiz a hipótese.
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v)Se A = {v1, ...,vn} C V é LI e B = {v1, ...,vn,w} C V é LD, então o vetor W e' 
combinação linear dos vetores fil, , vn. 
Então, como B é LD, existem escalares al, ...,a,,,b, nem todos nulos, tais que: 
a1v1 + + anvn + bw = 0. Logo, se b = 0, então algum dos aí não é zero na igualdade: 
alvl + + amvn = 0. 
Como, porém esse fato contradiz a hipótese de que A é LI. Consequentemente, tem-se 
b #= 0, logo: bw = -alvl - - anvn o que implica w = - %v1 - - %vn, isto é, w e'
~ combinaçao de v1, , vn. 
3.2.5 AUTOVALORES E AUTOVETORES 
Autovalores e autovetores são conceitos importantes de matemática. As noções de 
autovetor e autovalor de uma matriz são fimdamentais, por exemplo, em Física Atômica 
porque os níveis de energia dos átomos e moléculas são dados por autovalores de 
determinadas matrizes. 
Também o estudo dos fenômenos de vibração, análise de estabilidade de um avião e 
muitos outros problemas de F ísiea leva à procura de autovalores e autovetores de matrizes. 
Definição 9 Se A é uma matriz, de ordem n, real ou complexa, chama-se valor próprio de A 
X1 O 
toda matriz X = - #= tal que AX = ÂX, onde Â é um escalar chamado valor 
rn Ó 
próprio de A. Para que Â seja um valor próprio de A é necessário e suficiente, então que exista 
uma matriz X =# 0, do tipo n x 1, tal que (A -}zIn)X = 0. Isto ocorre se, e somente se, 
A - 111,1 não é inversível e, portanto se, e somente se, (A -Âln)X #2 0. O vetor X é um 
autovetor ou vetor característico associado a Â. 
Observações 
Matrizes semelhantes têm o mesmo polinômio característico e por isso, os mesmos 
valores próprios. 
Seja A uma matriz de ordem n, denominamos polinômio característico de A, o 
polinômio P(À) obtido pelo cálculo de P(Â) = det(A - IJ).
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A equação P(/1) = 0 é denominada equação caracteristica de A. 
Seja A uma matriz quadrada não singular. Então, A e A' tem os mesmos autovalores. 
Se X for um auto vetor de A, então também e será, para qualquer k as 0. 
Os autovalores de uma matriz triangular superior ou inferior são os valores de sua 
diagonal principal. 
Ç.. fx is §.z C? C. rx ._^..:._...,. 4.. _.._....-._..1,__ ,, 4- A .r .,1._.....,...1.. J.. ..¬.. uz..- 4- /1 z ,1......z,..1.. _..- U UUIIJUIILU UC dUI.UVd.lUl eö UC ll U blldllld.UU UC CbPÊL‹l.lU UC 11. C UCllUl.dUU PU 
seja, À(A) = {)l/ AX = 
Teorema 7 Os autovalores de uma matriz A são precisamente as soluções il da equação 
caracteristica. 
Demonstração: 
Seja o operador linear TA: R" -› R", cuja matriz canônica é: 
an aiz am 
a a nun a A = .21 2.2 Ê" ~ . . 
. z ú 
-anl (1212 ann- 
Se V e Â são respectivamente, vetor próprio e o correspondente valor da matriz A, tem- 
se: A .v = /lv (V é matriz-coluna nxl) ou ainda Av - /lv = 0. Tendo em vista que v = Iv (1 
é a matriz-identidade), pode-se escrever: Av - /llv = 0 ou ainda (A - Âl)v = 0. 
Para que esse sistema homogêneo admita solução não-nula, isto é: 
X1 O 
'v = 5 ¢ E deve-se ter: det(A - /11) = 0. 
X 0 'fl 
Impondo esta condição determinamos primeiramente os autovalores Â que satisfazem 
a equação e depois os autovalores a eles associados. Observamos que 
(111 012 am /1 0 0 
P(zt) = deú(A -11) = def af* (1152 af" - Ê fl Ê = o 
“ami “nz am- -Q 0 Â-, 
ou, ainda:
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au _ Â 012 am » 
P(/1) = af* “ZÉ "Â af" 1 = o 
um ‹1».zz «mz - /1 
é um polinômio em Â de grau n. P(/1) = (an - Â )(a22 - Â) (am, - À) + termos de 
grau < n, e os autovalores procurados são as raizes deste polinômio. P(/1) é chamado 
polinômio característico da A. 
A substituição de /1 pelos seus valores no sistema homogêneo de equações lineares 
permite determinar os vetores próprios associados. 
Faremos um exemplo para fixar melhor o processo envolvido no cálculo de 
autovalores e autovetores através do polinômio característico. 
Exemplo 1 
I) Seja a matriz A = Lã 
A equação característica da matriz A é: det(A - id) = Â 2 Í Ã] =O, isto é, 
P(z1) = (-3 - )l)(2 - Ã) + 4 . As raízes dessa equação são: 11 = lou /12 = -2 que são 
valores própnos da matriz A. 
II) O sistema homogêneo de equações lineares que permite a determinação dos 
. . , . 
X . 
vetores própnos associados e: (A - /1I)v = 0. Considerando v = [Y] o sistema fica: 
-3 - À 4 X _ 0 
l -1 z_,1llyl-lol 
i) Substituindo /1 por 1 no sistema homogêneo, obtém-se os vetores próprios 
associados ao valor próprio Â1 = 1: 
W 41r1=i°1=› V” + -1 1 Y 0 -x + y = O 
Então, temos x = y.
H 
Portanto os autovetores associados a Â = 1 são os vetores U1 = (x, x) = x(1, 1), 
x ¢ 0, são os vetores próprios associados ao valor próprio Â = 1. 
ii) Substituindo Ã por -2 no sistema homogêneo, obtêm-se os vetores próprios 
associados ao valor próprio À2 = -2:
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[Ii ÍllÍ]=l3l={ÊÍÍzÍ§ÍÊ› =>×=4>f
A 
Os autovetores correspondentes ao autovalor À = -2 são os vetores vz = (431, y), y =/= 0, ou 
(vz = (x, Ê xnsão os vetores próprios associados ao valor próprio Â = -2. 
lllefinição 10 (Auto-espaço associado a um autovalor de uma matriz A) O conjunto V1 de 
todos os autovetores de A associados a Â, formam um subespaço de A chamado de auto - 
espaço. Com efeito, 0 6 Va. 
A multiplicidade algébrica é dada pela sua multiplicidade como raiz da equação. 
A multiplicidade geométrica é dada pela dimensão de seu auto - espaço. 
É importante que você observe que os autovetores podem formar um conjunto 
linearmente independente, como descreve o teorema a seguir. 
Teorema 8 Sejam x1,x2,x3, ...,xn são autovetores de uma matriz A associados aos 
alltovalores distintos /11, 212, Â3, ,Ã,,j, então x1,x2, x3, , xn são linearmente independentes. 
Definição ll (Diagonalização) A matriz quadrada A de ordem n é diagonalizável se existe 
uma matriz inversível P e uma matriz diagonal A tal que P`1AP = A. Diz-se, nesse caso, que 
a matriz P diagonaliza A, ou que P é a matriz diagonalizadora. V 
Teorema 9 Uma matriz quadrada de ordem n, é diagonalizável se, e somente se, A tem n 
autovetores linearmente independentes. 
Demonstração: Seja Puma matriz quadrada de ordem n cujas colunas são v1, vz, , vn e D 
uma matriz diagonal qualquer cujos elementos da diagonal principal são /11, Â2, , Â.,,, então: 
AP = A[v1 122 vn] 
= [A111 Avz Avn] (1) 
,11 Q Q 
PD : P 0: ,Ê2 ...:() 
Q Q ,ju 
PD = [/11111 /12122 /lnvn] (2)
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Seja A diagonalizável, com A = PDP`1. Então multiplicando essa relação à direita por P, 
obtemos AP = PQ. Nesse caso (1) e (2) implicam que: 
[A121 A112 Avn] = [)11v1 /lzvz Âflvn] (3) 
A111 = /11121 
Avz = /12112 
Avn = zlnvn (4) 
Como P é inversível, suas colunas são linearmente independentes. Mais ainda como essas 
colunas são não nulas, (4) mostra que 11,12, ...,À,, são autovalores e 111,122, ...,vn são os 
autovetores associados. Essa argumentação prova as primeiras duas afirmações do teorema. 
Finalmente dados quais quer 11. autovetores 121, vz, , vn, use-os para montar as colunas de P c 
use os autovalores associados Ã¡;.Â_.¿›; ,An pma montar D. Por (1) ~ (3), AP = PD. E se P é 
inversível concluímos que A = PDP'1. 
Observações 
Se uma matriz A é diagonalizável, então a matriz A pode ser escrito na forma fatorada 
PD P`1. 
Se A é diagonalizável, então os vetores colunas da matriz P que diagonaliza A são os 
autovetores de A e os elementos diagonais de D são os autovalores associados. 
iSe A é uma matriz de ordem n, e têm n autovalores distintos, então A é diagonalizável 
Se os autovetores não forem distintos. A Pode ou não ser diagonalizâvel, dependendo se tem 
ou não n autovetores linearmente independente. 
Portanto, baseado nos teoremas 8 e 9 tem-se o seguinte resultado: 
Teorema 10 Uma matriz A é diagonalizável se todas as raizes de seu polinômio característico 
13.-^..... ---Zz ,` ,¬I1,¬41...4.»» LUI Ulll 153.15 C Ulällllldä.
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Proposição 1 Dadas duas matrizes quadradas A e B diagonalizáveis. Logo, A e B comutam, 
ou seja, AB = BA, se e somente se, A e B tem os mesmo autovetores. 
Demonstração: Suponhamos que as matrizes A e B tenham os mesmos autovetores. Se A e B 
são diagonalízáveis, logo se deve terA = PA1P“1 me B = PA2P_1, onde A1 de autovalores de 
A e A2 é a matriz diagonal de autovalores de B. Logo, 
AB = (PA1P`1)(PA2P“1) 
= PA1(P”1P)AzP'1 
= PA1A2P"1 
= PAZAI P"1 
= (.P^zP_1)(P^1P_1) 
= BA. 
Teorema 11 (teorema Espectral para Matrizes Simétricas) Uma simétrica A pode ser 
'T3 
,':› 'U 
-5 
fãíöfâflâ êffl Â = ÕÕÍÍÍ â.¡.iÍÕVêÍÕfêš Ôííögõñäiš 6 üñiíäfiõš ñä Í`I`lâÍfiZ I' Ô OS ãüÍÔVãlÕfêSu 
na matriz diagonal A.
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4 EQUAÇÕES POLINOMIAIS MATRICIAIS 
Apresentaremos algumas idéias que permitam entender o problema de encontrar 
solução de certas equações polinomiais com coeficientes matriciais, bem como apresentar 
alguns resultados que ajudaram a descrever um método de resolução de equações polinomiais 
matriciais quadráticas. 
Iniciaremos apresentando dois exemplos que tomarão claro os obstáculos que são 
encontrados ao estudar o problema. Em seguida, veremos to estudo de equações polinomiais
~ 
matriciais quadráticas, logo após, virá uma breve apresentaçao de alguns conceitos e 
resultados teóricos sobre polinômios matriciais. 
41.1 MOTIVAÇÃQ E FQRMULAÇÃQ no PROBLEMA 
O principal foco deste trabalho é como encontrar solução para equação polinomial 
de grau m da forma Pm(X) = AmX'" t+ Am_1X'""1 + ...+ AIX +A0 = O com 
Ai E Rm'“,i = 0, Am :fz 0,eX E Rm”, sempre possui solução? E se possui como 
encontrar uma matriz X que satisfaça Pm(X) = 0, O E Rmm? Lembrando ainda que serão 
abordadas apenas as equações polinomiais matriciais de primeiro grau. 
Daremes a seguir dois exemplos envolvendo equações polinomiais matriciais de 
primeiro grau que ilustra o grau de dificuldade, porem, o problema é dificil e pode ou não ter 
solução. 
Exemplo 2 Considere o polinômio P1 (X) = AIX + A0, em que 
A1 = L11 Êl M0 = lfz "fl 
Então = 0 :Ô AIX +140 : O í AIX 3: ""A0. 
Dessa forma A1X = -A0 pode ser escrito substituindo A1 X e A0 pelos seus 
respectivos valores: 
L11 :`i_1z -4212 [31 E4] 
Observa-se que este é um sistema do tipo AX = B com A = A1 e B = -A0. Considerando 
ainda que: 
E B: P-1 CU pó . 1ú CU BJ ¡._¿ U.
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i 
de maneira que 
_ X11 _ X12 _ bn _ 1 Í712 X1 [x21],X2 [x22]'B1 [b21]'B2 -_ Iíbzzil 
Portanto AIX = -A0 ‹=> [AIXI E AIXZ] = [B1 E B2]. Então, para encontrar a solução 
.1r_ _ ~ da equação Alá A0 devem-se encontrar soluçoes dos sistemas: 
I) AIXI Z B1 e = B2 
Calculo da solução da primeira equação: I) A1X1 = B1 ' 
[-1 5: 2l_›L2""2+L1 “lo aš 1l_)L1(1/8) “[0 
Solução 
i_11 = de onde vem o sistema: 
{x11 + 3x21 : _1 
'_x11 + 5x21 : 2 
Resolvendo o sistema de 2 equações com duas variáveis, temos: 
132-1 _ 13*-1 135-11 151/8 
Tendo em vista que Ca = 2 e que Cv = 2, isto é, que Ca = Cv = 2, logo o sistema é 
compatível c determinado, conforme o toorcma. 5. Portanto, a. solução da equação I) é: 
Í-11/ l 
/8 
K111 =\
1 
Vamos calcular agora a solução da segunda equação: II) A1X2 = B2 
Solução 
L11 = Lil, de onde vem to sistema:
V 
ã 
xlz + gxzz = 2 
_x12 + sxzz = "4' 
Resolvendo o sistema de 2 equações com duas variáveis, temos: 
Li -Íl¬Lz=Lz+L«^lä â§iäl¬'«<1/8>“lÊ ÍÊÍÍ/zil
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Examinando a matriz ampliada, verifica-se que: Ca = Cv = 2, logo o sistema é 
compatível e detenninado, sua solução é 
[X12] : 
1 1/4 
X22 -1/4
' 
Portanto, a equação polinomial P1 (X) = 0 também é compatível e determinado. 
Exemplo 3 Seja o polinômio P1(X) = AIX + A0, em que 
_ 1' «s _ -4 -1 A1 [-4 12] eA° ` [16 6] 
Procedendo da mesma forma do exemplo anterior, temos 
P1(X) E 0 E›A1X+A0 E o 2 Alxz -A0 
Onde a equação AIX = -A0 pode ser escrito substituindo A1,X e A0 pelos seus 
respectivos valores: 
l-121 
V 
1šl 
2 `  
l1Ê 
= l-lis - Ê] 
Considerando os seguintes sistemas de equações, vamos obter a solução desejada resolvendo 
o sistema analogamente ao exemplo anterior. 
1)/11X, = B, fz 11)A1x2 = B2 
Calculo da solução da primeira equação: I) AIX1 = B1 
Soluçao 
Li 1 = L 1:1, de onde vem o sistema: 
í 
X11 "' 3x21 = 4
V 
"_4X11 + 12x21 = 
Resolvendo o sistema de 2 equações com duas variáveis, temos: 
_ › 1 -3 : 4 _ 1 -3 : 4- 
l-4 12 s -16] 
“' L2 `- L2 J' “(4) io 0 ê oi 
Examinando a matriz ampliada, observa-se que Ca = Cv = 1, logo o sistema é 
compatível. Mas, n = 2, isto é, C < n, portanto 0 sistema é compatível e indeterminado e seu 
graudeliberdadeé_g=n-C=2-1=1.
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A 2” equação não estabelece nenhuma condição para xn e xzl por isso, a solução do 
sistema é dada pala 1” equação xfl = 3x21 + 4. Assim, se xzl = 1, por exemplo, xu = 7, ou 
seja, o sistema admite infinitas soluções. 
Vamos calcular agora a solução da segunda equação: II) AIXZ = B2 
La = [_êl, de onde vem o sistema: 
Í 
X11 _ 37521 = 1 
_'4'x11 Z "'6 
Resolvendo o sistema de 2 equações com duas variáveis, temos: 
l-fi -ó1l")L2='“2+'“1<(4) “là -0355 fz] 
Examinado a matriz, verifica-se que Ca = 2 e Cv = 1, isto é, Ca > Cv logo o sistema 
é incompatível. 
Como a 2” equação que compõe o sistema geral não admite solução, embora a 1” 
possua infinitas soluções, conclui-se que o polinômio P1 (X) = 0 também não possui solução. 
Os exemplos resolvidos acima demonstram que o problema de encontrar as raízes das 
equações polinomiais com coeficientes matriciais pode ter ou não solução, portanto um 
problema diñcil de ser resolvido. Ficando assim, o trabalho de demonstrar apenas as equações 
matriciais quadráticas. 
4.2 NoÇöEs BÁSICAS soBR1‹: 1›oL1NôM1os MATRICIAIS 
Por volta de cinco séculos atrás, começou o estudo de equações polinomiais. No 
entanto, a preocupação com equações polinomiais envolvendo matrizes com coeficientes 
matriciais e relativamente recente, A referência envolvendo polinômio matricial, fortemente 
motivada por problemas relacionados com sistema vibratórios, é Frazer, Ducan e Collar, 
publicada em 1938. Um polinômio matricial de grau m, também chamado de /1 - matriz, e' 
uma função de valor matricial da forma: 
= + Am_1Â.m_1 + ... + AIA. + A0 
onde os coeficientes Ai são matrizes nxn e Am #= 0 e O a matriz nula. No entanto, Pm (À) será 
uma matriz nxn cujas entradas são polinômios escalares de grau menor ou igual a m.
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V Porém, existem dois problemas que se destacam no que se refere a polinômios 
matriciais. O primeiro, no qual este trabalho foi direcionado, tem o objetivo encontrar 
matrizes X E (Cmm, ela é dita solvente de Pm(X), em que: 
P,,,(X) = AmX'" + Am_1X""1 + + A0 = O (43) 
e o segundo, auxiliará para que o problema acima seja resolvido, e encontrar escalares /1 em 
que 
âef(lP,,,(z1)) = 0. (4.4) 
Portanto, este capítulo tratará unicamente de equações polinomiais matriciais 
quadráticas, logo o problema de encontra um solvente, ou raiz, para Pm (X) reduz-se a: 
= AZXZ +A0 : 
Observação 
Se Am é não-singular a equação polinomial Pm(X) = 0 pode ser transformada numa 
outra equivalente da forma: 
N(X) = Xm + B,,,_1X'“-1 + + B0 = 0 (45) 
onde Bi = AI,,1A¿, para i = 0,, m. Neste caso N (X) é dito polinõmio Mônico. 
Se X é uma matriz escalar, então X = /11, logo P na equação (4.3) toma-se /1 - matriz 
ou um polinõmio matricial na variável complexa Ã descrito em (4.2), e o problema de 
encontrar pares (Â, x), com À G IR, x E IR" e x ¢ 0, em que 
Pm(/l)X = 0, (4.6) 
é chamado de problema de autovalor polinomial matricial. 
;› El-. Hi iculdade maior de se encontrar os solvente ou raízes de um polinõmio matricial, é que 
não há um resultado que garanta a existência de soluções, como há no Teorema Fundamental 
da Álgebra, válido para polinômios com coeficiente escalares. Então, vamos formalizar o 
conceito de autovalor para polinômios matriciais, para saber como isto pode ser feito.
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Definição 12 O valor À é denominado autovalor do polinômio matricial quadrático Pm (Â) se, 
e somente se, o det(P,,,(/1)) = 0. Então, P(/1) será chamado de polinômio característico de 
Pm (Â). Logo, podemos dizer que existe uma matriz X =# 0, do tipo n x 1, que é um autovetor 
ou vetor característico associado a Â se Pm (Ã)X = 0. 
Observações: 
\.J >< 6 O método para calcular o solvente do polinômio P", (Â E G, é o mesmo método utilizado 
para resolver um sistema homogêneo com n equações. 
0 Os coeficientes Ai são n x n, logo a equação caracteristica, P(/1) = det(Pm(/1)) = 0 
possui grau menor ou igual mn, onde m é o grau do polinômio Pm(Ã) e n é o tamanho dos 
coeficientes A,-S. Portanto, o número de autovalores existentes também será. dado pelo grau 
de P(/1). O trabalho restringe-se às equações polinomiais quadráticas, logo trabalharemos 
com o grau de P(/1) menor ou igual Zn. Logo, considerando a equação quadrática, existirá 
no máximo Zn. 
0 Se A2 for igual à matriz nula e A1 = -I, então equação característica reduz-se a 
det(A0 - ill) = 0. Neste caso, Pm(/1) possui grau um e o problema de autovalor é 
simplesmente o problema de autovalor - autovetor matricial padrão. Da mesma forma, se x 
é um autovetor associado a Â, Pm(Â)X = 0 reduz-se a (A0 - ÀI)X = 0 ou 
equivalentemente AOX = ÂX. 
Daremos a seguir um exemplo que ilustra 0 ultimo item acima: 
Exemplo 4 Dado o polinômio P2 (11) = A2/12 + A111 + A0, em que 
A2 = 0, A1 = -I e A0 = L11 Logo, P2(Â) = -/1I+A0 se, e somente se 
P2 (Â) = A0 - ÂI. Primeiramente vamos encontrar os autovalores da matriz A0. A equação 
característica de A0 é: 
âzz:(A0-z1r)=[1_'1Â sf/1]=o =› (1-¡r)(5-,1)+3=o 
=›5-/1-5Â+Â2+3=0 
=› Ã2 - 61 + 8 = 0 
As raízes dessa equação são: Â1 = 2 e Âz = 4 que são os valores próprio da matriz A0.
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O sistema homogêneo de equações lineares que permite a determinação dos vetores 
próprios associados à Ã1 e /12 é: (A0 - Â1)X = 0. Considerando ainda que os autovalores X¿ 
serão derrotados no exemplo a seguir por X Í = {v¡ v2}T, o sistema fioa: 
il-1/1 
5 É 1] = lg] 
i) Substituindo 11 por 2 no sistema homogêneo, obtém-se os vetores próprios 
uasoeiados u /11 = Zz 
r1-2 31ív11_r01 .I-1 31í”11_r01 
l-1 5-zllvzl"l0l =›l_1 3llvzl`l0l 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor À1 = Z que e 
X1 = Ígvízi, fazendo vz = 1 obtém-se: X1 = 
ii) Substituindo Â por 4 no sistema homogêneo, obtém-se os vetores próprios 
associados a ill = 4: _ 
P514 Sit] [ill = [31 => [Í Í] [ill = lã] 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor À2 = 4 que é 
X2 = fazendo vz = 1 obtém-se: X2 = 
` Como os autovalores são distintos, os autovetores são lineamente independentes, logo 
a matriz A0 é diagonalizável e pode ser escrito na forma fatorada P'1A0P = A ou A0 = 
P!\.P`1.
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5 EXISTÊNCIA E CONSTRUÇÃO DE SOLVENTES
~ O obstáculo maior é encontrar solventes para uma equaçao polinomial matricial,. 
Assim, apenas o caso quadrático será estudado, incluindo uma generalização da fórmula de 
Báskara, que é valida para equações polinomiais escalares quadráticas, para resolver equações 
polinomiais matriciais quadráticas. 
5.1 A FÓRMULA DE BÁSKARA PARA EQUAÇÕES POLINOMIAIS MATRICIAIS 
QUADRÁTICA. 
A questão que surge é se a formula usual de uma equação polinomial escalar 
quadrática, pode ser generalizada para determinar solventes de equações polinomiais 
matriciais quadráticas. Ou seja, se equação polinomial matricial quadrática 
AX2+BX+C=0 (5_1) 
pode ser resolvida usando a formula de Báskara. Pode-se dizer que sim, mais com certas 
restrições. Para fazer isso, utilizaremos alguns conceitos. 
Definição 13 Uma matriz real B de ordem n é raiz quadrada de uma matriz real A de mesma 
ordem, se e somente se, B2 = A. 
Agora vamos dm' um exemplo com matriz diagonal com entradas positivas. E 
observará que será necessário extrair apenas a raiz dos elementos de sua diagonal 
0 0] SeiaA=i0 64 Qi ==> B= = 8 0J,fazendo
9 
J 
lo 0 sil [0 
gl Ê] l0 0 
ó00õ00 3600 B2=B.B=0 so 0s0=0 64 0=A 009009 0081 
UJ o~ o o ___., 
.za 
o~ 
‹) 
‹› 
flo 
cao 
qí-J 
-*-1 :cn 
Veja também poderíamos encontrar outras soluções para matriz A.
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-6 O 0 6 0 0 B= 0 8 0 0uB= 0 -8 O 
lo 0 -91' lo 0 91 
Logo, estes exemplos demonstram que uma matriz quadrada pode admitir varias raízes 
quadradas. 
Como a matriz B é a raiz quadrada da matriz A, então a matriz A será denotada por A1/ 2. 
Proposição 2 Toda matriz quadrada diagonalizável com autovalores positivos admite raiz 
quadrada.
A 
Demonstração: Se a matriz A é uma matriz diagonalizável. Logo, 
A = PAP'1 
1 1 = PAEAEP* 
= PAÊP-1P/ÊP-1 
= BB 
_D2 -D. 
Portanto, como B = PA%P`1 podemos concluir que B2 = A, logo, B = PA%P`1 é uma 
raiz quadrada da matriz A. 
Fazendo agora um exemplo que ilustra a Proposição 2 enunciada acima. 
Exemplo 5 Seja A = 
Primeiro detemiinamos os autovalores da matriz A, de fato, a equação característica 
de A é: 
âez(A-z11)=[9;'l õf,/1]=o =›(9-À)(ó-À)-4=o 
=› 54-9/1-6/1+/12-4:0 
= /12-15/1+50=0 
As raízes dessa equação são: ill = 10 e/12 = 5. Observe que a matriz quadrada A tem os 
autovalores positivos. Que são os valores próprios da matriz A. 
Determinação dos autovetores associados aos autovalores Ã1 = 10 e /12 = 5. 
i) Sendo X1 = {v1 v2}T o autovalor associado ao autovalor À1 = 10, temos:
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‹z«~»z››‹1=‹›‹=›P:;Â 6i,11r;;1=i31 
<:> 
ig 
-410 
6 -110]
= 
<=> [Í _14]lÍÍ§]=lÊl 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor 11 = 10, isto é: 
_v1+ v2=0 
4 v O:›v2:v1 U1 _ 4 2 = 
O sistema admite infinitas soluções próprias: 
U . 1 
X1 = Ívfl, fazendo v1 = lobtem-se: X1 = [1] 
ii) Sendo X 2 = {v1 v2}T o autovalor associado ao autovalor À2 = 5, temos: 
__ 9 - Ã 1 V1 _ O (A"mX2"°“=> 
i 4 6-,1iivzi"i0i 
<=> [915 6í5llÉ1l=l3l 
4 11 ['71] - l°] Q i4 '1 vz ` 0 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor 12 = 5, isto é: 
{4'v1 + vz = 0 
4- + 0 =›v =-411 U1 U2: 2 1 
O sistema admite infinitas soluções próprias: 
U , 1 
X2 = [_ 4133, fazendo v1 lobtem-se: X2 = [_ 41. 
Logo, a matriz P é constituída pelos autovetores da matriz A, cujas colunas são as 
componentes dos vetores próprios v1 e vz associados aos valores próprios ill e Àz: 
_ 1 1 P 
[1 _4] 
Para calcular a matriz inversa de P, é necessário que PP`1 = I .
‹=›ií iii; iizl, 11 
De onde vêm os sistemas: 
{x+ y=1 e {t+ z= x-4y=O t-4z= 
1 0
0
1 
Resolvendo os sistemas de duas incógnitas obtém-se: 
x-Í -1t-1ez- 1 _5'y_5' 5 _ 5 
UIHUIFP Logo, a matriz inversa P é P"1 = 
[1 
autovalorcs /1¿, isto é: 
U'l|flU'I¢P 
l-\
1
5 
_ 1 `
5 
A matriz A será uma matriz diagonal onde os elementos da diagonal principal são os 
=[ ii âiií 341 
U1!-¡U'\›¡> P-1AP =
Y 
Então, fica fácil verificar que: 
P^P_1=li -lzilllo 5] 
denotada por: PA%P`1, ou seja: 
.W J;-llO
DW > Fl ›-› Bzi r ia äl 
I' ‹ P- C -l ‹ L
ÓÉ Häi 
'T 
mis' 
_ _šJ 
U`IHU'I'P 
_z lw _ 
O O
Í 
Determinaçao da raiz quadrada da matriz real Á. 
›-¡U1›P 
U1 
Ê] 
10 
ão] =›P_1AP:l1o gl:
5
í
5 
_ 1
5 
Conforme foi visto na demonstração da Preposição 2 a raiz quadrada da matriz A e
1
5
1
5
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4\/Éh/š \/Tí-~/š 
B = 5 5 ' 4«/É-4«/š \/Íõ+4\/š 
5 5 
_[¿ 4\/§+1 \/É-1 B- 5l4\/5-4 \/54-Ai 
Verificação 2 
BB_§[4~/§+1 Ji-1] «š{4»/§+1 ~/É-1]
5 
_ 
-4«./š-4 ~./§+ 4- `?-4«./š- 4 ~./š+4- 
BB:¿{4«/í+1 \/E-1H4à/í+1 «/É-1] 
54»/E-4 ~./§+4 4\/Z-4 «Jë+4 
BBZÊÊÊ ssolzlã Êl=A° 
Proposição 3 Toda matriz simétrica real com autovalores positivos possui raiz quadrada. 
Demonstração: Basta aplicar a Proposição 2 e o teorema Espectral para matrizes simétricasv. 
Varnos fazer agora um exemplo que ilustra a Proposição 3 errúnciada acima. 
Exemplo 6 
4 -4] -4 10 
Determinação dos autovalores da matriz A 
Seja a matriz A =
[ 
A. equação característica de A é: 
dez(A-À1)= [4_"4Â 10`Í/1] = o =› (4-,1)(1o-,1)- 1ó = 0 
=40-41-1OÂ+À2-16=0 
=› 112-14Â+24=0 
As raízes dessa equação são: 
À1 = 2 e 112 = 12. Observe que a matriz quadrada A tem os autovalores positivos. Que 
são os valores próprios da matriz A.
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Determinação dos autovetores associados aos autovalores À1 = 2 e Â2 = 12. 
i) Sendo X1 = {v1 v2}T o autovalor associado ao autovalor Â1 = 2, temos: 
(A _ wxl = O ‹:> [4-4/1 1o_Í À] = [gi 
Ci' [4-:42 10_íl 2] 
: 
ig] 
2 -4 V1 _ 0 <=> Lt 8 l lzzz] - lol 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor Â1 = 2, isto é: 
Zv - 411 = 0 1 2 __ 
i-414 + svz = 0 :*' ”1 2”2 ` 
O sistema admite inñnitas soluções próprias: 
r 2 1 
X1 = 
l 
1/2 fazendo v2 = lobtém-se: X1 = [2] U2 1 
ii) Sendo X2 = {v1 v2}T o autovalor associado ao autovalor Â2 = 12, temos: 
‹=› H rf li r;;1 z [31 
Ç* i4 :zilz 10-412] Z ig] 
'8 '41 l'“l - l°l Ç) i-4 -2 vz _ 0 _ 
Resolvendo o sistema obtém-se o autovetor associado ao autovalor Â2 = 12, isto é: 
-812 - 412 =0 
i-llví -2vš=0 => v2=_2v1 
O sistema admite infinitas soluções próprias: 
V , 1 
.X2 = Lzvfl, fazendo 111 = lobtem-se: X2 = LJ. 
Logo, a matriz P é constituída pelos autovetores da matriz A, cujas colunas são as 
componentes dos vetores próprios v1 e v2 associados aos valores próprios 11 e Â2:
'
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Pzfi «ai 
Determinaçao da matriz inversa de P: 
Para calcular a matriz inversa de P, é necessário que PP'1 = I . 
wwwfiémww 
De onde vêm os sistemas: 
{2x+ y=1 E {2r+ z=0 x - Zy = 0 ` r - Zz = 1 
Resolvendo os sistemas de duas incógnitas obtém-se: 
x'-2 -1t-1ez- 2 "s'y_5' "s _ 5 
. . . -1 2/5 1/5 Logo, amatriz inversa P e P = 1 2 . /5 _ /5 
A matriz A será uma matriz diagonal onde os elementos da diagonal principal são os 
autovalores /l¿, isto é: 
Hmáäämmfiu 
4 2 
_ /5 /5 2 1 _ 2 o P1/iP=L2/5 _24/5 [1 _2]=›P1AP=[0 12]=A 
Então, fica fácil verificar que: 
PAP_1_[2 1H2 012/5 1/5 _A '1 -2 o 12 1/5 _2/5"' 
Determinação da raiz quadrada da matriz real A.
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Conforme foi visto na demonstração da Preposição 2 ` a raiz quadrada da matriz A é 
denotada por: PAÊIÍÍ, ou seja:
1 
B=PA%P-1= _ 
/5 ¿5i Pí-l 
›-›
N
N 
I'-^ 
hu-and |____¬ 
<:›
É
< ›-›-`|
O
N 
L-.--_-I 
-Z-|
N 
:Ai U1 l'~\ U1 1.- 
B_:[z~/Ê «/ÍÊHZ/5 1/51 
\/5 -2×/ii 1/5 -2/5 
4\/ã+\/12 2«/§~2 12 
B: 5 5 ou B=Q[4+~/E 2-za/E] 
2\/5-zw/Íí \/í+4\/E ' 5 2_2`/'ã 1_¡_4\/Ê 
5 5 
Verificação: 
BB:Q[4+\/E 2-2\/ä]Q[4+\/E 2-2~/Ê] 
5 2-2~/E 1+4~/š 'S 2-2~/E 1+4~./E 
BB:_z_[4+«/E 2-i2\/šH4+\/E 2-zw/Ê] 
252-2\/E 1+4~/E 2-2~/E 1+4\/E 
BB: Ízšši-Säo išgi:iÍ4 idi:A' 
Teorema 12 (Generalizando a fórmula de Báskara) Seja A = I, B e C são diagonalizáveis e 
B comuta com C, ou seja, BC = CB,e B2 _ 4C possui um ` a raiz quadrada, então podemos 
encontrar um solvente da equação (5.1) através da formula: 
sz-šB+š×/B2-46 (52) 
Demonstração: Vamos provar que (5 2) sati f ^ . s az o polinomio P(.S`) = IS2 + BS + C = 0. 
Como B e C comutam, então, B e C tem o S ITICSIÍIO ZIUÍOVCÍOÍCS. 
Logo as matrizes 
B = PAL?-1, c = PAZP* (53)
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Usando duas matrizes quadrada arbitrária E, F obtemos: 
(E-F)2=E2-EF-FE+F2 
Analogamente a este resultado tem-se 
52 = (-ÊB +š\/BT-`4_c) (--21-B +š\/BT-TE) 
=§B2 -im/B2 -40-§×/B2 -4c .B +§(B2 -4c) 
=§B2-§B\/B2-4c-§«/B2-4c .B-c. (54) 
Como B2 - 46' possui uma raiz quadrada, utilizando-se de (4.3), tem-se que 
B2 - 4c = PA§P-1 - 4PA2P*1 = (P,/Aí - 4AzP-1) (P,/Aí -4AzP-1). 
Logo, 
B2 - 46 = P,/Aí ~ 4AzP-1. (55) 
Utilizando-se de (53), tem-se que 
B~/BT-TÔ = PA1P°1 P\/mp-1 
= PAU/YÍÍÉP-1 
: P~^1P_1 
= P\/'1\§Í1ÇP-1PA1P-1 
=\/B2 --4C .B 
No terceiro item da resolução acima A1 e \/-.Tí-Í\2 comutam por serem diagonais 
Portanto, usando este fato e (5.4) segue que 
52 =§B2-šB«/šffzf-c. (só) 
Então, 
P(S) = [S2 +BS+C 
zšz-22 -šB~/šíífi-c+B(-ÊB +§\/`1§7-fic) +c
46 
= 0 
Logo, o valor de S dado em (5_2) é solução da equação polinomial matricial 
quadrática. 
Exemplo 7 
Sejam as matrizes A = , B = [160 160] e C = 
Verificar agora se as matrizes B e C comutam, isto é se BC = CB. 
BC : [160 160] Z i13s0¬Í16o lõoi 3108] = E3 ÊÊ] 
__ 3 1 10 6 _ 30+6 18+10 _ 36 28 
- 
CB [1 siió 10] i1o+18 ó+3oi` izs só] 
Logo, BC = CB. 
Determinação dos autovalores e autovetores de B2 - 46' : 
Fazendo H = B2 - 4C, tem-se 
H=B2~4f=[ÍÊÊ ÍÊ21-Ff ÊHÍÍÊ ÍÊÍ]
~ A equaçao característica de H é: 
4 ._ (H - z11)= 0 =› [12116 Â 12141f Ã] = o =› (124 - z1)(124 - 1)- 13456 = o 
=› 15376 - 124,1 - 1241 + 12 - 13456 = o 
=`Â2-248Â+ =0 ¡...\ \C> N) C) 
Logo, os autovalores são 11 = 240 e /12 = 8. 
Determinação dos autovetores associados aos autovalores Â1 = 240 e /12 = 8. 
i) Sendo X1 = {v1 v2}T o autovalor associado ao autovalor /11 = 240 é: 
(H "'11 )X1 = O Ç) i12411ó240 1241Í624oi = ig]
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<=> l_1111ó6 Íffól [Ê] = lg] 
Resolvendo o sistema homogêneo 
116171 - 116172 = O 
, ~ v obtêm-se os autovetores associados ao autovalor /11 = 240 que sao da forma X1 = Ívfl, 
fazendo vz = lobtém-se: X1 = 
ii) Procedendo de maneira análoga, verifica-se que um autovetor associado ao 
autovalor /12 = 8 é X2 = 
Portanto, a matriz P é constituída pelos autovetores de H, cujas colunas são as 
oomponentes dos vetores próprios 111 e vz associados aos valores próprios /11 e /12 e sua 
inversa são: 
1/ 1/ _ 
Pzli -11] 8 W: 
il/Í -lizi' mM»mW¶¶%fimfi 
Observe que H é uma matriz real simétrica com autovalores positivos, logo de acordo 
com a Proposição 3 a matriz H possui raiz quadrada. 
ewwflwwäfl 
:pv/râ+fi zm-vã] 
2«/`1Í-«/5 2«/E+\/5 
Logo, o solvente da equação polinomial AX 2 + BX + C = 0, onde A = l,BC = 
CB, e B2 - 46' admite raiz quadrada, é denotada por: 
1 1 1 S›= -šB +-i(B2 -4C)Í
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Então, no exemplo acima citado, a solução é: 
S=_¿[1o ó]+¿{2\/Em/5 2«/É-\/5] ~2 6 10 2z«/E-Ji `2«/š+«/5 
-s+z\/15+¬/5 -3+2¬/15¬/E 
= 2 2 
-3+2\/15-\/Ê -s+2×/1s+\/5
` 
2 2 
Sejam as matrizes A = B = I. Logo a equação polinomial (4. 1) será: 
X 2 + X + C = 0. 
Então, se (12 - 46') possui uma raiz quadrada, a formula (4.2) é aplicável e o solvente
1 
será denotado por S = -Ê! +š(I - 4C)5. Vamos demonstrar dois exemplos que ilustram 
esta situação. 
l\J 
CD 
|__.¡ Exemprossejzm =B=1ec= _ . 
H='2-4f=lÊ Íl+lÍ§‹z 3l=lÍ§‹› 31 
Determinação dos autovalores e autovetores de H: 
Sendo H uma matriz triangular inferior, os autovalores associados a ela são 
/11 = 13 el; = 9 
Logo, a matriz P é constituída pelos autovetores da matriz H, cujas colunas são as 
componentes dos vetores próprios associados aos valores próprios /11 e /12: 
_ 1 0 P L5 1] 
Determinação da matriz inversa de P. Procedendo de maneira análoga aos exemplos 
'I 
anteriores, verifica-se que a matriz inversa de P é: P`1 = Í)
1 
Determinação de H5.
_ 1 0 x/13 
= 
31 É 31 
-Í `/É 0] -(1-4c)Ê _ -5«/13+1s 3
_ 
me Jan; 31 
Poflanto, o solvente da equação polinomial X 2 + X + C = 0, é: 
1 ~/E o 1 1 1 1 1 0 S--šI+-i(I-4C)2==› S--EL) 1]+šL5`/E445 
CNH 
_; ` -5\/13+1s 3 Í" ÊHÊ Í 
01 
í J13-1 
"Õ""" """":' ' "`°°""' " _ O] Agora vamm verifica se S :Í 2 É SOIQÇÊIO 919 p0linÔm1Q mat[1‹_:1a1 
l Ú2 
X2+X+C=0. 
l-5\/'12É+15 1] 
_ _ - -Z _ `/_3_ _ 
X2+X+C= 
7¬/E z/E-1 T ° T ° -3 0 : 
5¬/E-25 
1] 
+ 
[ 
-5\/íã+1s 1 
+ 
Í 5 -2] 
2 2 
«/É 1 1 1 -- 0 í 0 _ 2 + z + 
[ 
3 0] -s\/ñ+1s 1 -s~/Eus 1 5 -2 
2 2 
=[Ê5 z°]+[`§' -gl =lÊ 81
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Exemplo9 
. -2 2 Se]aA=B=IeC=[2 __2]. 
2 _ 2 _ = 1 0 8 -8 : 9 -8 Entao, H -1 46 [0 1]+ L8 8 ] L8 91. 
Determinação dos autovalores e autovetores de H 1 
/\ ...`IZ...â....Z.. .=.`...-.=4....!¬4I.=_.. J.. Á. U IJUIUIUIIUU Lzäläblül lbllbd U . 
(H-,11)=o => [9_“8Â 9"_8Ã]=o =>(9-,1)(9-À)-õ4=o
a 512 n 
=›81-9/1-9/1+Â2-64= 0 
==> Ã2-18/1+17=0 
Portanto, os autovalores são /11 = 1 e /12 = 17. 
Logo, a matriz P é constituída pelos autovetores da matriz H, cujas colunas são as 
componentes dos vetores próprios associados aos valores próprios Â1 e /12: 
P = É Í] 
Determinação da matriz inversa de P _ 
Procedendo de maneira análoga aos exemplos anteriores, verifica-se que a matriz 
inversa de P é: P'1 =
1 
Determinação de H 5. 
ewwflwmfim 
1+\/T7 1- 17 
: 2 2 
1-JÍ7 1+JÍ7 
2 2 
z (1 - 4c)'Ê1 
Logo, o solvente da equação polinomial X 2 + X + C = 0, é:
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NH
H
N
N 
I-\ \l 
_ 1 0 1+~./Ú 1-¬/1"? = 2 V 1 + -4 4 
2 4 4 
1+\/Ú 1- 17 
__¿ ¿ _ 1 __¿1 0 _ 2 s  21+2(1 4c)z=›s_ ZL) 1]+ HQ
2 
O __ 1×/Ú 1+\/Ú 
-1+×/T? 1-~/Ú 
_ 4 4 _ 1~×/Ú -1+«/Ú Í* -_T- 
1+\/17 1 \/17] 
4 e Agora vamos verifica. se S I solução do polinômio matricial 
X2+X+C=0. 
-1+\/17 1-~/172 -1+~/17 1-×/174 
__-1 ¡ x¢+X+c 4 4 
C:
+ 
-11 
I-§ I-P 
___:
+ r--¬ N 
N 
[Q 
l\J 
\xI_I-J 
36-4¬/E -3ó+ 17 ~1+\/17 1-\/T7 
= 16 16 + 4 4 +[-2 2] -3õ+4\/'Tí só-44/Ú 1¬/Ú -1+»/É 2 -2 
16 16 4 
' 4 
9¬/E -9+ 17 -1+\/Ú 1¬/Í7 
: 4 4 + 4 4 +[-2 2] -9+¬/F 9-~/Ú 1¬/T7 -1+\/Ú 2 -2 
4 4 4 4 
_ 2 -2 -2 2 'i-2 2]+i 2 -2] 
: [0 0]' 0 O 
1-m -1+~/nl [1-4/rf -1+«/nl - 
4 4 4 4 
Portanto, a matriz encontrada é solução da equação polinomial matricial: X 2 + X + 
_ 4 
«wi
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6 CONSIDERAÇÓES FINAIS 
A realização deste trabalho de conclusão de curso mostrou que é possível 
aperfeiçoarmos alguns conhecimentos matemáticos adquiridos, especialmente durante a 
graduação, e adquirir outros conhecimentos mais complexos e desconhecidos. 
Considerando a matemática uma linguagem universal, desenvolvemos uma análise 
crítica da evolução do conhecimento sobre a equação do segundo grau fazendo referência aos 
procedimentos de resolução, enfatizando a fórmula de Bhaskara, pois acreditamos que sem 
essa análise crítica do processo histórico, a criação de teorias e práticas, respondendo a 
complexidade do mundo moderno, pode ser pouco eficiente e, sobretudo, conduzir a 
equívoco. 
A intenção central deste trabalho foi tomar possível, a aquisição de uma pequena 
parte de conhecimento a respeito de equações polinomiais, onde mostramos algumas 
definições e resultados teóricos que explicam o problema de. encontrar soluções de equações 
polinomiais. Ainda, descrevemos alguns conceitos, definições e teoremas de álgebra Linear e 
enfatizamos alguns tópicos relacionados às matrizes, determinantes, sistemas lineares, 
autovalores e autovetores, entre outros, no intuito de divulgar parte da teoria fundamental 
utilizada para tratar desse assunto. 
Ao desenvolver o tema Equações Polinomiais Matriciais, apresentamos algumas 
idéias que permitiram, primeiramente, entender o problema de encontrar soluções de certas 
equações polinomiais com coeficientes matriciais, e em segundo lugar, mostrar alguns 
resultados que ajudaram a descrever um método de resolução de equações polinomiais 
matriciais quadráticas, que foi abordado no capítulo sobre existência e construção de 
solventes. Neste capítulo, foi analisado somente o caso quadrático devido à dificuldade de 
encontrar solventes para uma equação polinomial matricial. Também, incluímos uma 
generalização da fórmula de Báskara para resolver equações matriciais quadráticas. 
Observarmos nessa investigação que esse tema é aplicado em diversas áreas, embora, 
.I.“.ZzI^ ^ 4.^..«..^ ..;'.. 4^..L,`w..`¬ zlzt..-..^...,ó.-,VIA ,JA-...~.,..¬_ ,~.J2z,,.zv^¿..., AIA... ,l2.,.¬_^ -....ILÉ.,,........¬ ....^ UUVIUU U LCUIPU, lidU l.Gl1lldlllUb UUlllUllbl.ld.UU d.1ëUllldb d.P11Ud.§zUCb. 1115111 Ulb§U, VUI lLlLzd.lllUb LIUC 
o problema de encontrar os solventes de uma equação polinomial com coeficientes matriciais 
é muito dificil de resolver, mesmo existindo casos especiais, com matrizes específicas, que 
diminuem a dificuldade no encontro da solução, não simplifica o entendimento. Por isso, o 
nosso trabalho foi realizado somente com equações polinomiais matriciais de segundo grau.
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Assim, propomos-que a partir dessa dificuldade, de encontrar os solventes de equação 
polinomial com coeficientes matriciais, sejam realizados outros estudos para que os 
conhecimentos sejam ampliados. 
V
r 
Enfim, essa investigação caracterizou-se como uma nova etapa das nossas vidas para a 
construção de novos conhecimentos, onde estes abrirão outras.
p
› 
‹~ \« 
_¬`
`
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