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Why are nonlinear ts so hallenging?
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hta, and James P. Sethna
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 and Solid State Physis, Cornell University, Itha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∗
Fitting model parameters to experimental data is a ommon yet often hallenging task, espeially
if the model ontains many parameters. Typially, algorithms get lost in regions of parameter spae
in whih the model is unresponsive to hanges in parameters, and one is left to make adjustments
by hand. We explain this diulty by interpreting the tting proess as a generalized interpolation
proedure. By onsidering the manifold of all model preditions in data spae, we nd that ross
setions have a hierarhy of widths and are typially very narrow. Algorithms beome stuk as
they move near the boundaries. We observe that the model manifold, in addition to being tightly
bounded, has low extrinsi urvature, leading to the use of geodesis in the tting proess. We
improve the onvergene of the Levenberg-Marquardt algorithm by adding geodesi aeleration to
the usual step.
The estimation of model parameters from experimen-
tal data is astonishingly hallenging. A nonlinear model
with tens of parameters, t (say) by least-squares to ex-
perimental data, an take weeks of hand-ddling before
a qualitatively reasonable agreement an be found; even
then, the parameters annot usually reliably be extrated
from the data. Both general minimization algorithms and
algorithms like Levenberg-Marquardt that are designed
for least-squares ts routinely get lost in parameter spae.
This beomes a serious obstale to progress when one is
unsure of the validity of the model, e.g. in systems biology
where one wants to automatially generate and explore
a variety of alternative models.
Here we use dierential geometry to explain why ts
are so hard. We rst explore the struture of the model
manifoldM, the manifold of preditions embedded in the
spae of data, D, and nd that it is typially bounded,
with ross setions having a hierarhy of widths, so that
the overall struture is similar to that of a long, thin
ribbon. We explain this hierarhy by viewing the tting
proess as a generalized interpolation proedure with few
eetive model degrees of freedom. We interpret the dif-
ulty in tting to be due to algorithms getting stuk
near the boundary of M, where the model is unrespon-
sive to variations in the parameters. We then disuss how
geometry motivates algorithms to alleviate this diulty.
A typial nonlinear least squares problem ts a model
Ym(θ) with N parameters θ to M experimental data
points ym. We dene the model manifold, M, as the
parametrized N -dimensional surfae ~Y (θ) embedded in
Eulidean data spae, D = RM . The best t to the
experiment is given by the point on M with Eulidean
distane losest to the data, minimizing the ost C =
1
2 (
~Y (θ)− ~y)2. The Eulidean metri of data spae (with
distane between models given by the hange in resid-
uals, ~r = ~Y (θ) − ~y) indues a metri on the manifold,
gµν = ∂µ~Y · ∂ν ~Y = (JTJ)µν , where Jmµ = ∂∂θµYm; gµν
is known as the Fisher Information matrix. As an exam-
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Figure 1: The model manifold for the two-exponential prob-
lem, with yi evaluated at t = 1/3, 1, and 3. Boundaries exist
when θµ = 0,∞ and when θ1 = θ2. (The ribbon-like struture
of Fig. 2 emerges only in higher dimensions.)
ple, the model Y (t, θ) = fθ(t) = e
−θ1t+e−θ2t sampled at
three time points is given in Fig. 1. The model manifold
has been extensively studied by the information geometry
statistis ommunity [1℄, but they fous on the intrinsi
urvature; as the ost is the distane in data spae, the
embedding and its extrinsi urvature are ruial to nd-
ing best ts [2, 3℄.
As seen in gs. 2 and 3, this model manifold an take
the form of a hyper-ribbon, with thinnest diretion four
orders of magnitude smaller than the long axes. To
understand this observed hierarhy, onsider the speial
ase of analyti models, f(t, θ), of a single independent
variable (time) where the data points are Ym = f(tm).
Let R be the typial time sale over whih the model be-
havior hanges, so that the nth term of the Taylor series
f (n)(t)/n! . R−n (roughly the radius of onvergene).
If the funtion is sampled at n time point (t1, t2, ..., tn)
within this time sale, the Taylor series may be approxi-
mated by the unique polynomial of degree n−1, Pn−1(t)
passing through these points. At a new point, t0, the
disrepany between the interpolation and the funtion
is given by
f(t0)− Pn−1(t0) = ωn(t0)f (n)(ξ)/n!, (1)
2Figure 2: Top: Two views of the ross setion of the
model manifold for an innite sum of exponentials FA,θ(t) =P
n
An exp(−θnt) with An ≥ 0, given by xing F (0) = 1
and F (1) = 1/e. Bottom: The range of allowed ts (grey)
is strongly redued by xing the output at t = 1/2 to the
midpoint of its range (blak).
where ξ lies somewhere in the interval ontaining
t0, t1, ..., tn [4℄. The polynomial ωn(t) has roots at eah
of the interpolating points ωn(t) = (t−t1)(t−t2)...(t−tn).
The possible error of the interpolation funtion bounds
the allowed range of behavior, ∆fn, of the model at t0
after onstraining the nearby n data points (i.e. ross
setions). Consider the ratio of suessive ross setions,
∆fn+1
∆fn
= (t − tn+1)(n + 1) f
n+1(ξ)
fn(ξ′) . If n is suiently
large, then (n + 1) f
n+1(ξ)
fn(ξ′) ≈ 1R ; therefore, we nd that
∆fn+1
∆fn
≈ t−tn+1
R
< 1 by the ratio test. Eah ross se-
tion is thinner than the last by a roughly onstant fator,
yielding the observed hierarhy.
We argue that this hyper-ribbon struture will be
shared with a wide variety of nonlinear, multiparame-
ter models. Note that the eigenvalues of the metri ten-
sor gµν in Fig. 3 also form a hierarhy, spanning eight
orders of magnitude  this `sloppiness' has been dou-
mented in a number of other models, inluding seven-
teen in systems biology [5℄, inset ight and variational
quantum wave funtions [6℄, interatomi potentials [7℄,
and a model of the next-generation international linear
ollider [8℄. (Multiparameter models whose parameters
are individually measured by the data, and on the other
extreme models with sensitive, haoti dependene on
parameters, will likely not fall into this family.) Most
parameters in these models have bounded eets  they
an be set to limiting values (zero, innity, et.) and
still have nite model preditions  rates and Mihaelis-
Menten oeients in systems biology, Jastrow and de-
terminential fators in variational wave funtions, et.
Note that the widths of the model manifold trak niely
with these eigenvalues in Fig. 3 (taking the square root
to math units): moving parameter ombinations along
eigendiretions of the metri by an order of magnitude
(xed shift in log parameters) exhausts the range of be-
havior (width). This traking suggests that the ubiquity
Figure 3: Geodesi ross-setional widths of an eight dimen-
sional model manifold along the eigendiretions of the metri
from some entral point, together with the square root of the
eigenvalues (singular values of the Jaobian), the inverse ex-
trinsi (geodesi) urvature K [9℄, and the inverse geodesi
parameter-eets urvature KP [2, 3, 10℄. Notie the hierar-
hy of these data-spae distanes  the widths and singular
values eah spanning around four orders of magnitude and
the urvatures overing eight. Note also that the extrinsi
urvatures are three orders of magnitude smaller than the
parameter-eets urvature.
of sloppy eigenvalue spetra at best ts implies a ubiqui-
tous hyper-ribbon struture for the model manifold.
Our observation that many models are sloppy, pre-
sumably sharing this hyper-ribbon model manifold stru-
ture, is now explained: multiparameter models are a kind
of high-dimensional analyti interpolation sheme, and
near degenerate Hessians result whenever multiple data
points reside within some generalized radius of onver-
gene. When this is the ase, the data points are highly
orrelated and the model has few eetive degrees of free-
dom. Whenever there are many model parameters for
eah eetive degree of freedom there will be a hierarhy
of widths and the model will be sloppy.
Our geometri interpretation explains a number of ob-
servations about nonlinear models. First, although pa-
rameters annot be reliably extrated by tting degener-
ate models, it is still possible to onstrain the outome
of new experiments [5, 11℄. Beause the tting proess is
an interpolation sheme, only a few sti parameter om-
binations need to be tuned to t most of the data, sine
only a few data points onstrain the preditions at other
times. The remaining unonstrained parameter ombina-
tions ontrol the interpolated values, whih are already
restrited by the analytiity of the model.
Figure 3 also shows that the parameter eets urva-
ture [2, 3, 10℄ and the geodesi extrinsi urvatures vary
over twie as many deades as the widths and
√
λ; in-
deed, their formulas inlude a fator of 1/λ[23℄. Why is
the extrinsi urvature so muh smaller? The manifold
has zero extrinsi urvature if there are equal numbers
of parameters as data points, N = M (where the model
3Figure 4: Geodesis an be used to onstrut polar oordi-
nates on M (above). In these new geodesi oordinates, the
ost ontours are nearly perfet, isotropi irles (below).
manifold is a sub-volume in the Eulidean data spae).
We have seen that most of the data points are interpo-
lations that supply little new information; the extrinsi
urvature will be small when the eetive dimensional-
ity of the embedding spae is not larger than than the
number of parameters. [24℄
We use geodesis to onstrut new polar oordinates
γµ = γµ(θ) onM that generalize Riemann normal oor-
dinates [12℄. Sine geodesis are nearly straight lines in
data spae onM, we nd that ost ontours in these o-
ordinates are nearly quadrati and isotropi around the
best t, as expliitly omputed in Fig. 4. Nonlinear mod-
els loally look like linear models with badly hosen pa-
rameters, well beyond the harmoni approximation.
Can these nearly straight geodesis inspire algorithms
that lead eiently to the best t? Integrating the
geodesi equation with a single Euler step reprodues the
Gauss-Newton step (δθµ = −gµν∇νC in our notation),
ineetive due to the large eigenvalues in the inverse met-
ri gµν ; even geodesi motion hits the boundaries of M.
The ribbon is nearly at, but very thin; the geodesis hit
the edges long before nding a good t.
To improve onvergene, we an modify the model
manifold to remove the boundaries. One method of do-
ing this is to introdue the model graph G, whih is the
N -dimensional parametri surfae drawn by the model
embedded in data spae rossed with parameter spae.
Sine most boundaries our at innite parameter val-
ues, the model graph G `strethes' these boundaries to
innity in the parameter spae portion of the embed-
ding. The metri for the model graph is an interpo-
lation of the data spae and parameter spae metris,
gµν = g
0
µν + λ
∗Iµν , where λ
∗
determines the weight of
the two spaes. Notie that the eigendiretions of the
metri are the same on both M and G; however, the
Algorithm Suess Rate Mean njev Mean nfev
Traditional LM + ael 65% 258 1494
Traditional LM 33% 2002 4003
Trust Region LM 12% 1517 1649
BFGS 8% 5363 5365
Table I: The results of several algorithms applied to a test
problem of tting a sum of four exponential terms (varying
both rates and amplitudes) in log-parameters (to enfore pos-
itivity). Initial onditions are hosen near a manifold bound-
ary with a best t of zero ost near the enter of the manifold.
Among suessful attempts, we further ompare the average
number of Jaobian and funtion evaluations needed to ar-
rive at the t. Suess rate indiates an algorithm's ability
to avoid the manifold boundaries (nd the anyon from the
plateau), while the number of Jaobian and funtion evalua-
tions indiate how eiently it an follow the anyon to the
best t. BFGS is a quasi newton salar minimizer of Broy-
den, Flether, Goldfarb, and Shanno (BFGS) [16, 17℄. The
traditional [13, 15℄ and trust region [14℄ implementations of
Levenberg-Marquardt onsistently outperform this and other
general optimization routines on least squares problems, suh
as Powell, simplex, and onjugate gradient. Inluding the
geodesi aeleration on a standard variant of Levenberg-
Marquardt dramatially inreases the suess rate while de-
reasing the omputation time.
eigenvalues on the graph are given by λG = λM + λ
∗
.
Therefore, the degenerate eigendiretions with λM ≪ λ∗
have eigenvalues λG ≈ λ∗ on the model graph; λ∗ uts o
the small eigenvalues of the Hessian. The analogy of the
Gauss-Newton step on the model graph is the well-known
Levenberg-Marquardt step, δθ = − (JT J + λ∗I)−1∇C
in our notation [13, 14, 15℄. By dynamially adjust-
ing λ∗, the algorithm an shorten its step, removing the
danger of the degenerate Hessian, while rotating from
the Gauss-Newton diretion into the steepest desents
diretion. Geometrially we understand the superiority
of Levenberg-Marquardt to be due to the lak of bound-
aries of the model graph.
Inspired by the results in Fig. 4, we further improve
the standard Levenberg-Marquardt algorithm. Interpret-
ing the Levenberg-Marquardt step as a veloity, vµ =
−gµν∇νC, where g is the metri on the model graph, the
geodesi aeleration (giving the parameter-eets urva-
ture) is given by aµ = −gµν∂ν~y · ∂α∂β~y vαvβ , giving a
step δθµ = vµ + 12a
µ
. The geodesi aeleration is very
heap to alulate, requiring only a diretional seond
derivative, whih an be estimated from three (heap)
funtion evaluations (one or two additional funtion eval-
uations) at eah step with no extra (expensive) Jao-
bians. The geodesi aeleration serves two purposes.
First, it provides an estimate for the trust region in whih
the linearization approximation (from whih Levenberg-
Marquardt is traditionally derived) is valid. At eah step,
we adjust λuntil the aeleration is smaller than the ve-
loity, whih we nd is more eetive at avoiding model
boundaries than either tuning until a downhill step is
4found [13, 15℄ or onsidering the redution ratio [14℄. The
seond benet of the aeleration ours when the algo-
rithm must follow a long narrow anyon to the best t.
In these senarios onvergene may be sped up by ap-
proximating the path with a parabola instead of a line.
The utility of the geodesi aeleration is seen in Table
I, where the performane of several algorithms on a test
problem is summarized. More extensive omparisons and
further rened algorithms are in preparation [18℄.
Just as the speial sum of squares form of the ost
funtion gives an approximate Hessian using only rst
derivatives of the residuals, H ≈ JT J , it has (together
with the low extrinsi urvature) allowed us to approx-
imate the ubi orretion using only a diretional se-
ond derivative. All other algorithms that seek to im-
prove the Levenberg-Marquardt algorithm use seond
derivative information only to alulate the orretion
δHµν = ~r · ∂µ∂ν~r, to the Hessian [19, 20, 21, 22℄. This
orretion is negligible if the nonlinearities are primarily
parameter-eets urvature; sine the unt data is nearly
perpendiular to the surfae of the model manifold while
the nonlinearities are tangent to the model manifold, the
dot produt vanishes. Qualitatively, this means that the
approximate Hessian is very aurate and that the bend-
ing of the loal ellipses, (due to the third order terms in
the ost that we onsider) are the most important or-
retion.
By interpreting the tting proess as a generalized in-
terpolation sheme, we have seen that the diulties in
tting are due to the narrow boundaries on the model
manifold, M. These boundaries form a hierarhy of
widths dual to the hierarhy of Hessian eigenvalues har-
ateristi of nonlinear model ts. Additionally, we both
observe and argue that the model manifold is remark-
ably at (low extrinsi urvature), whih leads us to the
use of geodesis in the tting proess. The modied
Gauss-Newton and Levenberg-Marquardt algorithms are
understood to be Euler approximations to the geodesi
equation on the model manifold and model graph respe-
tively. The geodesi aeleration improves onvergene
of Levenberg-Marquardt by providing a more aurate
trust region while reduing omputation time. Data ts
are both pratially important and theoretially elegant.
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