Transfer Entropy is capable of capturing non-linear source-destination relations between multivariate time-series. It is a measure of association between source data that are transformed into destination data via a set of linear transformations between their probability mass functions. The resulting tensor formalism is used to show that in specific cases, e.g. in the case the system consists of three stochastic processes, bivariate analysis suffices to distinguish true relations from false relations. This allows us to determine the causal structure as far as encoded in the probability mass functions of the data.
Transfer Entropy is capable of capturing non-linear source-destination relations between multivariate time-series. It is a measure of association between source data that are transformed into destination data via a set of linear transformations between their probability mass functions. The resulting tensor formalism is used to show that in specific cases, e.g. in the case the system consists of three stochastic processes, bivariate analysis suffices to distinguish true relations from false relations. This allows us to determine the causal structure as far as encoded in the probability mass functions of the data.
Efficient inference of the source-destination relations within a complex system from observational is essentially a "catch 22" situation. Pairwise analysis is relatively cheap, but a bivariate analysis will reveal a relation between two non-interacting processes that are correlated only due to a common source. Multivariate analysis leads to a higher precision, but it is computational very costly. For transfer entropy (TE) [1] several approaches have been developed to resolve the computational and precision issue (e.g. [2, 3] ).
In this letter we report a novel approach. Our vantage point is that of a machine builder. Photo-lithography machines are extremely complex systems consisting of tens of thousands of interacting components. Designing and building these systems is impossible without the notion of causality. Because the output of a machine can be thought of as the result of a computation, we assume that a Turing machine can be used to model a real machine [4] . This is not a tautology. The actions of the real machine are encoded in the transition function of the Turing machine. Although TE in general measures "information transfer" [5] , it is capable to capture "true" causal relations ("true" in an interventional sense [6] ). Instead of computing TE, we provide a description of the transition function that describes how source data is transformed into destination data so that TE is a resulting measure of association. We hope that this can lead to novel insights that help to resolve (part of) the "catch 22" conundrum.
Both Information Theory and TE are used. We therefor start with a short recap of the relevant concepts. We then show that the transformation of the probability mass function of the source data into the probability mass function of the destination data occurs via linear transformations. A consequence is that in well defined cases bivariate analysis suffices to infer the causal structure of a complex machine. We end this paper with an experimental result that illustrates that our approach is indeed capable to capture non-linear relations.
Information theory was introduced in 1948 by C. Shannon [7] . It relates two data sets x and y. The data are indexed realizations of quantized random variables representing discrete-time stationary ergodic Markov processes X and Y respectively. If there is dependency between the two messages, information is shared between them. The data are ordered sets of symbols from finite alphabets. In this letter we will use three alphabets:
The random variable X is associated with the alphabet X , Y with Y and Z with Z respectively.
Mutual information (MI) is a measure of the information shared between two time-series
It is non-negative and symmetric in X and Y . The information sharing results from data transmission over a communication channel (or channel in short). Source data is transmitted, destination data is received. In a channel every input alphabet symbol has it's own input "socket". Likewise, every output alphabet symbol has it's own output socket. Whenever data is transmitted, the input symbol is fed to the related input socket. The channel transforms the input symbol into an output symbol in a probabilistic fashion and makes it available on the associated output socket. The simplest type of channel is the noisy discrete memoryless communication channel (DMC). In a memoryless channel the output (y t ) only depends on the input (x t ) and not on the past inputs or outputs: p(y t |x t , x t−1 , y t−1 ) = p(y t |x t ). A memoryless channel embodies the Markov property. The maximum rate with which information can be transmitted over a channel is called the channel capacity C XY = max p(x) (I(X; Y )). This is achieved for a so called channel achieving input distribution. In a noisy channel the output depends on the input and another random variable representing perturbations, i.e. noise. Transmission of data over a DMC transforms the probability mass function of the input into the probability mass function of the output. It is a linear transformation via a probability transition matrix [8] . The probability transition matrix fully characterizes the DMC. Instead of using matrix/vector notation we use index notation. To simplify our formula's the index i is associated with x, the index j with y and the index k with z respectively. The j th element of the probability mass function p(y) equals p(y = ψ j ). Because every random variable has it's own alphabet letter associated with it this can be written as p(ψ j ), or even as p j . Using the Einstein summation convention where we sum over double indices, the transmission of x over a noisy channel resulting in y equals
The row stochastic probability transition matrix elements A j i = p(ψ j |χ i ) represent the elements of the tensor A [9] . The placement of the indices has specific significance which is not relevant in the context of this letter, so here it is used as a mnemonic device. The subscript or covariant index indicates over which alphabet element we have to condition. The superscript or contra-variant index indicates which alphabet element is conditioned. It follows directly from Eq.(2) that the input distribution can be reconstructed from the output distribution:
We call this reversal in analysis direction the † operation. If the directed graph X → Y represents the transmission of data from X to Y with the associated tensor A j i , the † operation associates
Information is a function of the probability transition tensor (or tensor in short) and the input probability mass function p(x). As such it might not be the best measure to indicate the underlying structure for systems of which the structure is independent from the input. In contrast, the earlier mentioned channel capacity only depends on the elements of the tensor A [10]:
In this letter we investigate a system consisting of three random variables, X, Y and Z. We assume that the bivariate relations have the following associated tensors A: X → Y , B: Y → Z and C: X → Z. The aim is to determine the true structure: (1) the chain X → Y → Z, (2) the fork X → Y , X → Z or (3) the triangle itself. To be able to analyze this graph we need to introduce two concepts [11] : (1) the causal Markov condition and (2) the faithfulness assumption. The Causal Markov Condition states that a process is independent of its non-effects, given its direct causes, i.e. parents. A directed graph is said to be faithful to the underlying probability distributions if the independence relations that follow from the graph are the exact same independence relations that follow from the underlying probability distributions. We assume faithfulness and that the causal Markov condition is applicable.
Let's start with the situation that the actual structure is a chain. Because it is a straightforward exercise we leave it to the reader to confirm that for the chain we have
In contrast, if assuming that the actual structure is the fork, which can be interpreted as a chain thanks to the † operation, we end up with
We are now capable of distinguishing a false relation from a true relation within a system consisting of three random variables by which one the the equivalences is valid. Only in the case where B = C do we need interventions to determine the real causal structure because the "natural" perturbations in the data are not sufficient. In this case the probability mass functions of x and y are identical, i.e. A is noiseless and MI is maximal.
To reduce the number of calculations we use the Data Processing Inequality or DPI [8] . The inequality states that processing of data can never increase the amount of information. For a chain I(X; Z) ≤ min(I(X; Y ), I(Y ; Z)) must be valid. From the definition of the channel capacity it follows that for a chain C c ≤ min ( A c , B c ) . If C c ≤ B c is valid, the real structure could be a chain and we have to verify this by using the "tensor check". In the case B c ≤ C c the real structure could be a fork and we have to check for that. We can not decide between a chain or a fork when C c = B c .
All this is of course also applicable to time delayed MI. Schreiber however showed that time delayed MI is not always capable of determining the correct relation [1] . Transfer entropy
outperforms time delayed mutual. It is assumed that Y is a Markov process of order ℓ ≥ 1. With output y = y t , the relevant past vector of y, y − = (y t−1 , · · · , y t−ℓ ) and the input vector x − = (x t−τ , · · · , x t−τ −m ) with m ≥ 0 and τ ≥ 0. Assuming that there is a finite interaction delay τ , it is proved that this modified TE is maximal for the real interaction delay [12] . The alphabet for the input vector is X m , the m-ary Cartesian power of the input alphabet X . Likewise, the alphabet for the relevant past vector is Y ℓ , the ℓ-ary Cartesian power of the output alphabet Y. From now on we will use the convention that the index g is associated with the relevant past vector of y and h is associated with the relevant past vector of z. Transfer entropy can be associated with communication channels. We start with conditioning the MI from Eq.(1) on the event y
Because x − and y − are the only parents of the output y, it follows from the causal Markov condition that the associated channel is memoryless. The conditioned MI quantifies the amount of information that is transmitted over the g th -sub-channel. Transfer entropy of Eq.(3) can now be expressed in terms of conditioned MI:
In terms of DMC's Eq. (5) is the result of transmission of data over an inverse multiplexer. Let's envision the two time-series as data on two parallel vertical tapes. Our inverse multiplexer aligns the tapes by shifting the source data according to the interaction time delay τ . The cell of the input tape containing x(t − τ ) is positioned next to the empty cell of the output tape that will contain y(t). Next it chooses a transmission channel based on the value of the relevant past vector y − . The input vector x − is fed to a channel input based on the value of the input vector. The channel transforms the input. The output is written in the appropriate cell of the output tape. To be able to distinguish the input vector index from the output index, we indicate an element of the input vector based on x with the indexî and the index j is associated with the input vector based on y. With p
the linear transformation associated with the g th channel is
with δ g ′ g the Kronecker delta. The interaction delay is τ xy . The channel capacity for the inverse multiplexer is independent from the input probability mass function
Let's assume that we measure the bivariate transition probability matrices within our system of three random variables introduced earlier in this letter. As with the MI case we first assume that the structure is a chain. Additional to Eq.(6) we have two additional linear transformations.
. Due to the causal Markov condition this does not impact the end result, so we can replace j byĵ. The next step is to condition all sides of Eq. (6) . Combining the three conditioned equations finally gives us
The last step is that we "sum out" index g by multiplying both sides with
. We repeat these steps assuming that the fork is the true structure. We finally end up with two expressions for the tensors of the false relations in terms of the tensors of the true relations
These equations can be used to determine exactly if a relation is false or not. We need interventions to determine the real causal structure when B = C. In this case the probability mass functions of x and y are identical and TE is maximal. Again the DPI, applicable to every h th sub-channel, can be used to minimize the number of checks.
Thus-far we didn't reflect on the interaction delays. As indicated earlier, the optimal interaction delay maximizes TE. In the case of a chain the maximal total TE will be achieved if the TE per individual relation is maximized with respect to the interaction delays. These interaction delays can therefor be summed. The † operation reconstructs the input vector from the output. It is a timereversal operation:
The total interaction delay for this equivalent chain is τ yz = −τ yx + τ xz . On the other hand, the fork is also equivalent to the chain Y ← X ← † Z, so τ zy = −τ zx + τ xy . Of these only the relations with a non-negative total interaction delay could represent physical processes.
Apart from the DPI, the additivity of delays in a cascade (as used in [3] ) can be used to detect potential false relations. Both are necessary but not sufficient conditions. For the actual proof Eq. (9) is needed.
When inferring the causal structure as far as encoded in the probability mass functions of the data, we prefer to use channel capacities. Instead of maximizing TE we maximize the channel capacity to determine the optimal interaction delay. In the case of none-or weak autoregressive data we use the upper boundary.
It is only achieved if for every sub-channel in Eq.(5) the channel capacity is achieved. To determine when the bivariate approach is applicable we investigated the v-structure X → Z ← Y . Due to the multivariate relation D : (X, Z) → Y there is the additional linear transformation
Under the assumption thatî ′′ =î ′ andĵ ′ =ĵ and using the fact that pîĵ h = δ h ′ h · δî ′î · pî h pĵî ′ h we get the following two relations relating D to both B and C
Let's assume thatî ≤ N andĵ ≤ M . In the bivariate approach we want to determine the tensor D from the bivariate measurements. This is only possible in the case N, M ∈ {1, 2}. When there are two or more indirect causes the bivariate approach can, in theory, not be used.
In practice however some indirect paths might be so noisy that they do not contribute to the false relation in the sense of information transfer. We propose to use the bivariate approach to determine all relations in a complex system. For pairs of variables with two paths between them, one direct path and an indirect path, we can determine which relation is false. If there are 2 or more indirect paths: (1) use the additivity of delays to select indirect paths that might be causing a false relation, (2) use the DPI for channel capacities to check if any of the relations could be false, (3) if so, use the tensor check to verify. Skipping the last step results in approximate pruning approach.
No assumptions were made about the cardinality of the alphabets, our approach is therefor also applicable to non-quantized time-series. We can indeed show this for the DPI. The proof is out of scope for this letter but it hinges on writing I(X; Y, Z|Z − ) in two different ways. The (partial) DPI I(X; Z|Z − ) ≤ I(X; Y |Z − ) for a chain follows from Shannon inequalities (e.g. [8] ) and the Markov property.
We finalize this letter with an experiment to illustrate that non-linear behavior is indeed captured by measuring the probability transition tensors and calculating the channel capacities.
We use the onedimensional lattice of unidirectional coupled maps 2 is interesting because there are two regions (ǫ ≈ 0.18, ǫ ≈ 0.82) where no information is shared between maps [1] . We used the following quantization scheme: if x n−1 ≥ x n < x n+1 or x n−1 < x n ≥ x n+1 then x ′ n := 1 otherwise x ′ n := 0. Furthermore we chose ℓ = m = 1 (see Eq. (3)). The relations for the set {X 1 , X 2 } were measured with significance level 0.01. The interaction delays were varied between 1 and 20. The Channel capacity is maximal for an interaction delay of 1 sample. As can be seen in figure 1 , the structure is identical to the one as determined by Schreiber
To conclude, we have shown that we are capable of determining the causal structure as far as encoded in the probability mass functions of quantized time-series. Instead of computing TE, we determine probability transition tensors that transform source data into destination data. These were used to show that in specific cases bivariate analysis suffices to distinguish false relations from true relations. The approach should also be applicable to non-quantized data.
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