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Abstract
PointNet has recently emerged as a popular representation for
unstructured point cloud data, allowing application of deep
learning to tasks such as object detection, segmentation and
shape completion. However, recent works in literature have
shown the sensitivity of the PointNet representation to pose
misalignment. This paper presents a novel framework that
uses PointNet encoding to align point clouds and perform reg-
istration for applications such as 3D reconstruction, tracking
and pose estimation. We develop a framework that compares
PointNet features of template and source point clouds to find
the transformation that aligns them accurately. In doing so,
we avoid computationally expensive correspondence finding
steps, that are central to popular registration methods such
as ICP and its variants. Depending on the prior information
about the shape of the object formed by the point clouds,
our framework can produce approaches that are shape spe-
cific or general to unseen shapes. Our framework produces
approaches that are robust to noise and initial misalignment
in data and work robustly with sparse as well as partial point
clouds. We perform extensive simulation and real-world ex-
periments to validate the efficacy of our approach and com-
pare the performance with state-of-art approaches. Code is
available at https://github.com/vinits5/pointnet-registration-
framework.
1 Introduction
3D point clouds are ubiquitous today, thanks to the devel-
opment of low-cost and reliable lidar, stereo cameras and
structured light sensors. As a result there has been a grow-
ing interest in developing algorithms for performing classi-
fication, segmentation, tracking, mapping, etc. directly us-
ing point clouds. However, the inherent lack of structure
presents difficulties in using point clouds directly in deep
learning architectures. Recent developments such as Point-
Net (Qi et al. 2017a) and its variants (Qi et al. 2017b) have
been instrumental in overcoming some of these difficulties,
resulting in state-of-the-art methods for object detection and
segmentation tasks (Qi et al. 2018; Yuan et al. 2018a).
Prior works (Yuan et al. 2018a; Aoki et al. 2019) have
observed that robust performance of PointNet requires min-
imal misalignment of the point clouds with respect to a
∗equal contribution
Figure 1: ‘No free lunch’ in point cloud registration. Com-
parison of different registration methods based on their ro-
bustness to noise and computation time with respect to ob-
ject specificity. The iterative version of point cloud registra-
tion network (PCRNet) exploits object specificity to produce
accurate results. The PCRNet without iterations is computa-
tionally faster and more robust to noise, but compromises
a little on accuracy. Deep closest point (Wang and Solomon
2019) is also computationally fast, but not as robust to noise.
While PointNetLK (Aoki et al. 2019) exhibits good gener-
alizability to unseen objects. ICP (Besl and McKay 1992) is
object-shape agnostic and slow for large point clouds, while
Go-ICP (Yang et al. 2016) is computationally expensive.
canonical coordinate frame. While this is present in syn-
thetic datasets such as ModelNet40 (Wu et al. 2015), real
world data is seldom aligned to some canonical coordinate
frame. Inspired by recent works on iterative transformer net-
work (IT-Net) (Yuan et al. 2018a) and PointNetLK (Aoki et
al. 2019), this work introduces a framework for estimating
the misalignment between two point clouds using PointNet
as an encoding function. It is worth noting that our approach
can directly process point clouds for the task of registration,
without the need for hand crafted features (Rusu, Blodow,
and Beetz 2009; Gelfand et al. 2005), voxelization (Matu-
rana and Scherer 2015; Gojcic et al. 2019) or mesh genera-
tion (Wang et al. 2018). Our framework provides approaches
that can utilize prior knowledge of the shape of the object be-
ing registered, to robustly deal with noise, sparse measure-
ments and incomplete data. Our framework also provides
additional context for PointNetLK (see Sec. 3.2 for more de-
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tails). It is worth emphasizing, that we do not propose a sin-
gle registration technique that outperforms all state-of-the-
art methods. Instead we propose a framework that generates
a number of registration approaches, including some that al-
ready exist in literature. The performance of the various ap-
proaches produced by our framework depend on factors such
as the prior information about the shape of the object, noise
in the measurements and computation time (see Fig. 1).
Our approach uses PointNet in a siamese architecture to
encode the shape information of a template and a source
point cloud as feature vectors, and estimates the pose that
aligns these two features using data driven techniques. The
pose estimation from the features are carried out either us-
ing a number of fully connected (FC) layers or using classi-
cal alignment techniques such as Lucas-Kanade (LK) algo-
rithm (Lucas and Kanade 1981; Baker and Matthews 2004).
The LK algorithm results in good generalizability, but is not
robust to noise. The FC layers are robust to noise, but not
generalizable to shapes unseen during training.
Using shape-specific prior information in the training
phase allows us to be robust to noise in the data, compared
to shape agnostic methods such as iterative closest point
(ICP) (Besl and McKay 1992) and its variants (Rusinkiewicz
and Levoy 2001). Unlike ICP, our approach does not re-
quire costly closest point correspondence computations, re-
sulting in improved computational efficiency and robustness
to noise. Further, the approach is fully differentiable which
allows for easy integration with other deep networks and can
be run directly on GPU without need for any CPU computa-
tions.
Our contributions are (1) presenting a novel framework
for point cloud alignment which utilize PointNet representa-
tion for effective correspondence-free registration, and (2) a
thorough experimental validation of our approaches includ-
ing comparison against popular and state-of-the-art regis-
tration methods (both conventional and learning-based ap-
proaches), on both simulated and real-world data.
2 Related Work
Classical registration. Iterative Closest Point (ICP) re-
mains one of the most popular techniques for point cloud
registration, as it is straightforward to implement and pro-
duces adequate results in many scenarios (Besl and McKay
1992). Extensions of ICP have increased computational effi-
ciency (Rusinkiewicz and Levoy 2001; Srivatsan et al. 2019)
and improved accuracy (Yang et al. 2016). However, nearly
all ICP variants rely on explicit computation of closest point
correspondences, a process which scales poorly with the
number of points. Additionally, ICP is not differentiable
(due to the requirement to find discrete point correspon-
dences) and thus cannot be integrated into end-to-end deep
learning pipelines, inhibiting the ability to apply learned de-
scriptors for alignment.
Interest point methods compute and compare local de-
scriptors to estimate alignment (Gelfand et al. 2005; Guo
et al. 2014). These methods have the advantage of being
computationally favorable, however, their use is often lim-
ited to point cloud data having identifiable and unique fea-
tures which are persistent between point clouds that are
being registered (Makadia, Patterson, and Daniilidis 2006;
Ovsjanikov et al. 2010; Rusu, Blodow, and Beetz 2009).
Globally optimal methods (Izatt, Dai, and Tedrake 2017;
Maron et al. 2016) seek to find optimal solutions which
cannot reliably be found with iterative techniques such as
ICP. Unfortunately, these techniques are characterized by
extended computation times, which largely precludes their
use in applications requiring real-time speed. A representa-
tive example which we use as a baseline is Go-ICP (Yang et
al. 2016), a technique using branch-and-bound optimization.
PointNet. PointNet is the first deep neural network which
processes point clouds directly (Qi et al. 2017a), as op-
posed to alternative representations such as 2D image pro-
jections of objects (Xiang et al. 2018; Bristow, Valmadre,
and Lucey 2015; Georgakis et al. 2018), voxel representa-
tions (Maturana and Scherer 2015; Wu et al. 2015; Zhou
and Tuzel 2018) or graph representations (Wang et al. 2018).
Within larger network architectures, PointNet has proven to
be useful for tasks including classification, semantic seg-
mentation, object detection (Qi et al. 2018), flow estima-
tion (Liu, Qi, and Guibas 2019), and completion of partial
point clouds (Yuan et al. 2018b). An extension to PointNet
for estimating local feature descriptors is described in (Qi et
al. 2017b). Yuan et al. introduced iterative transformer net-
work (IT-Net) which uses PointNet to estimate a canonical
orientation of point clouds to increase classification and seg-
mentation accuracy. Global descriptors from PointNet are
used in (Angelina Uy and Hee Lee 2018) for place recogni-
tion from 3D data.
Learned registration. Early learning-based approaches
use a combination of hand-crafted and learned features
and learned map sets for the task of point cloud registra-
tion (Vongkulbhisal et al. 2018). Deep auto-encoders are
used to extract local descriptors for registration of large out-
door point clouds in (Elbaz, Avraham, and Fischer 2017).
Yew and Lee introduced a network which learns both in-
terest point detection and descriptor computation, for a
descriptor-matching registration approach. More recently Lu
et al. developed Deep-ICP, an approach that learns corre-
spondences between point clouds and then uses an SVD to
align the points similar to ICP (Lu et al. 2019). A major
shortcoming of all these approaches is they do not typically
scale well with increase in the number of points being reg-
istered, and lack generalization due to the feature vector and
registration maps both being learned.
PointNetLK (Aoki et al. 2019), which performs registra-
tion of arbitrary point clouds by minimizing the distance
between the fixed-length, global descriptors produced by
PointNet, is the most closely related to our work and serves
as a baseline. Another work that comes close to ours is the
siamese network used by Zhou et al. to estimate the orien-
tation between two point clouds (Zhou et al. 2019). As an
alternate to PointNet encoding, Wang et al. perform con-
volution operations on the edges that connect neighboring
point pairs, by using a local neighborhood graph (Wang et
al. 2018). They introduced a network called Deep Closest
Figure 2: (a) Single Pass Alignment Module (SPAM): This
module estimates the pose in a single pass, from a source and
template point cloud. PointNet is used in a siamese archi-
tecture to extract a global feature vectors from both source
and template. The point cloud alignment problem is posed
in terms of alignment of the features. This circumvents the
problem of finding explicit point correspondences. Differ-
ent choices for the feature alignment algorithms gives rise to
different approaches with their inherent advantages and dis-
advantages. (b) Iterative Alignment: The output of SPAM
can be iteratively improved. After each iteration, the source
point cloud is transformed using the pose estimated from the
previous iteration. After performing n iterations, the poses
from each iteration are combined to find the overall trans-
formation.
Point (DCP), which uses this graph to perform point cloud
alignment (Wang and Solomon 2019). We also present com-
parisons to this method in this work.
In addition to the above mentioned methods, there are sev-
eral learning-based approaches that perform alignment with
RGB-D data (Pais et al. 2019; Insafutdinov and Dosovitskiy
2018; Li et al. 2018; Wang et al. 2019). Since we use only
point cloud data and no associated RGB information in this
work, we restrict our comparisons to methods that use only
point clouds for alignment.
3 Method
Point clouds are highly unstructured with ambiguities in the
order permutations. While performing classification using
PointNet, a symmetric pooling function such as max pool is
used to afford invariance to input permutation (see (Qi et al.
2017a) for more details). The output vector of the symmetry
function is referred to as a global feature vector. We denote
the template point cloud PT and source PS , and the Point-
Net function φ. Since the global feature vectors contain the
information about the geometry as well as the orientation
of the point clouds, the transformation between two point
clouds can be obtained by comparing the feature vectors.
In other words, we calculate the rigid-body transformation
T ∈ SE(3), that minimizes the difference between φ(PS)
and φ(PT ).
3.1 Single Pass Alignment Module
This section introduces an alignment module that is central
to the framework (see Fig. 2(a)). This module takes as in-
put a point cloud data obtained from a sensor, which is re-
ferred to as the source and a point cloud corresponding to the
known model of the object to be registered, which is referred
to as the template. Both source PS and template PT are given
as input to a PointNet module. The PointNet internally has-
several layers of multi-layered perceptrons (MLPs), which
are arranged in a Siamese architecture (Held, Thrun, and
Savarese 2016). A symmetric max-pooling function is used
to find the global feature vectors φ(PS) and φ(PT ). Weights
are shared between the MLPs used for source and template.
The model consists of five MLPs having size 64, 64, 64,
128, 1024. The global features are concatenated and given
as an input to a feature alignment module. This module ei-
ther uses classical alignment techniques of uses data driven
techniques to learn the alignment between the features.
3.2 Iterative Alignment
Inspired by iterative schemes for alignment problem such
as (Baker and Matthews 2004; Besl and McKay 1992; Li et
al. 2018), etc., we use SPAM to refine the pose estimate after
each iteration and obtain an accurate alignment between the
source and template point clouds (see Fig. 2(b)).
In the first iteration, original source and template point
clouds are given to SPAM which predicts an initial align-
ment T(1) ∈ SE(3) between them. For the next iteration,
T(1) is applied to the source point cloud and then the trans-
formed source and the original template point clouds are
given as input to the SPAM. After performing n iterations,
we find the overall transformation between the original
source and template point clouds by combining all the poses
in each iteration: T = T(n)× T(n− 1)× · · · × T(1).
Depending on the choice of feature alignment algorithm,
number of iterations, and choice of loss functions several
different approaches can be produced by this framework. We
explain three approaches in the next section, namely: PCR-
Net, i-PCRNet and PointNetLK.
PCRNet This section introduces the point cloud registra-
tion network (PCRNet) architecture. The PCRNet is a sin-
gle pass pose estimator, which uses data driven techniques
to align the PointNet features. Five fully connected layers of
size 1024,1024,512,512,256 are used along with an output
layer of the dimension of the parameterization chosen for
the pose. We tried using lesser number of FC layers, but the
performance of the network was poor.
The transformation T which aligns φ(PS) and φ(PT ) is
estimated with a single forward pass, or single-shot, through
the network. The single-shot design lends itself particularly
well to high-speed applications, which will be discussed fur-
ther in Sec. 4.
Iterative PCRNet In this section, we introduce iterative
PCRNet (i-PCRNet). The i-PCRNet uses a modified form
of PCRNet as the single pass alignment module in Fig. 2(b).
We retain the structure of PCRNet but modify the number
of layers. The fully connected layers have three hidden lay-
ers with size 1024, 512, 256. Also, there is an additional
dropout layer before the output layer, to avoid overfitting.
We empirically observe that introducing iterations allows us
to use lesser number of hidden layers compared to PCRNet,
and yet obtain robust performance.
PointNetLK The PointNetLK was introduced by Aoki et
al.. We observe that PointNetLK is just another special case
of our framework. If we were to use an inverse composi-
tional Lucas-Kanade algorithm (Baker and Matthews 2004)
for aligning the features, while still performing the iterations
similar to i-PCRNet, the resulting implementation is Point-
NetLK.
Pose Parameterization The transformation T, can be pa-
rameterized in a number of different ways. We tried several
parameterizations namely Cartesian coordinates and unit
quaternions, Euler angles, twist coordinates, 6D continuous
parameters (Zhou et al. 2019), and 12D parameters (Pais et
al. 2019). Contrary to the observations of Zhou et al., we do
not observe any significant improvement in using one over
the other.
Loss Function There are several choices for loss functions
that can be used to train the networks. We considered three
options, Frobenius norm (Aoki et al. 2019), EMD (Yuan et
al. 2018a) and chamfer distance (Fan, Su, and Guibas 2017).
From Fig. 9(a), we observe that while all three loss functions
perform well, CD slightly outperforms the other two.
Training In this work, we use ModelNet40 dataset (Wu et
al. 2015) to train the network. This dataset contains CAD
models of 40 different object categories. We uniformly sam-
ple points based on face area and then used farthest point
algorithm (Eldar et al. 1997) to get a complete point cloud.
We train the networks with three different types of datasets
as following – (1) Multiple categories of objects and mul-
tiple models from each category, (2) Multiple models of a
specific category, (3) A single model from a specific cate-
gory. We choose these 3 cases to showcase the performance
of the PointNet-based approaches on data with differing lev-
els of object-specificity.
We train the i-PCRNet with 8 iterations during training,
observing that more than 8 produced little improvement to
results. In some experiments the training data was corrupted
with Gaussian noise, which is discussed in detail in Sec. 4.3.
The networks are trained for 300 epochs, using a learning
rate of 10−1 with an exponential decay rate of 0.7 after every
3×106 steps and batch size 32. The network parameters are
updated with Adam Optimizer on a single NVIDIA GeForce
GTX 1070 GPU and a Intel Core i7 CPU at 4.0GHz.
(a) Training and testing: Mul-
tiple object categories with
noise.
(b) Training and testing: Sin-
gle category with noise.
(c) Training and testing: Sin-
gle model with noise.
(d) Training: model without
noise. Testing: model with noise.
Figure 3: Results for Section 4.3. The y-axis is the ratio of
experiments that are successful and the x-axis shows value
of the maximum rotation error that qualifies the estimation to
be a success. (a), (b) and (c) shows results for comparisons
of i-PCRNet with ICP and PointNetLK using three differ-
ent types of datasets. We observe superior performance of
i-PCRNet as our network has more model/category specific
information. (d) PCRNet which has not seen noise during
training but tested with noisy data also shows good perfor-
mance and is faster than ICP and PointNetLK.
4 Results
In this section, we compare performance of our networks
on test data with multiple object categories, a specific ob-
ject category, a specific object from training dataset and
objects unseen in training. We use models from Model-
Net40 dataset (Wu et al. 2015) for the following experi-
ments. Template point clouds are normalized into a unit
box and then their mean is shifted to origin. We randomly
choose 5070 transformations with Euler angles in the range
of [−45◦, 45◦] and translation values in the range of [-
1, 1] units. We apply these rigid transformations on the
template point clouds to generate the source point clouds.
We allow a maximum of 20 iterations for both i-PCRNet
and PointNetLK while performing tests, while the maxi-
mum iterations for ICP was chosen as 100. In addition to
maximum iterations, we also use the convergence criteria∥∥TiT−1i−1 − I∥∥F < ,where Ti,Ti−1 ∈ SE(3) are the trans-
formations predicted in current and previous iterations, and
the value of  is chosen to be 10−7.
In order to evaluate the performance of the registration
algorithms, we generate plots (see Fig. 3) showing success
(a) Trained on one car
i-PCRNet: Rot error = 2.14◦,
Trans error = 0.0056 units.
(b) Trained on multiple cars
i-PCRNet: Rot error = 2.14◦,
Trans error = 0.0056 units.
(c) Trained on multiple categories
i-PCRNet: Rot error = 3.07◦,
Trans error = 0.0107 units.
(d) Trained on multiple categories
i-PCRNet: Rot error = 0.34◦,
Trans error = 0.0048 units.
ICP: Rot error = 43.62◦,
Trans error = 0.2564 units.
(e) Trained on multiple categories
Registration of chair point cloud
taken from Stanford S3DIS indoor
dataset (Armeni et al. 2016).
(f) Trained on multiple categories
i-PCRNet: Rot error = 26.90◦,
Trans error = 0.8157 units.
PointNetLK: Rot error = 0◦,
Trans error = 0 units.
Figure 4: Qualitative results for Section 4. For each example, template is shown by a grey rendered CAD model, purple points
show initial position of source and red points show converged results of i-PCRNet trained on data with noise and green points
show results of ICP. (d) shows a result with sparse point cloud, (e) shows a result with partial point cloud, and (f) shows a result
of unseen category for PointNetLK with yellow points and i-PCRNet with red points. For (a) - (e), where the test data has some
representation in training, i-PCRNet performs better. On the other hand, in the case of (f) where the test data is obtained from
an RGBD scan and is unseen during training, PointNetLK performs better.
ratio versus success criteria on rotation error (in degrees) 1.
We define the area under the curve in these plots, divided by
180 to normalize between 0 and 1, as AUC. AUC expresses a
measure of success of registration and so the higher the value
of AUC, the better the performance of the network. We mea-
sure the misalignment between predicted transformation and
ground truth transformation and express it in axis-angle rep-
resentation and we report the angle as rotation error. As for
the translation error, we report the L2 norm of the difference
between ground truth and estimated translation vectors.
4.1 Generalizability versus specificity
In the first experiment, i-PCRNet and PointNetLK are
trained on 20 different object categories from ModelNet40
with a total of 5070 models. We perform tests using 100
models chosen from 5 object categories which are not in
training data (referred to as unseen categories) with no noise
in point clouds. We ensure that same pair of source and tem-
plate point clouds are used to test all algorithms, for a fair
comparison.
We trained i-PCRNet and PointNetLK using multiple ob-
ject categories and tested them using object categories which
are not in training data. There was no noise in source data
1We define success ratio as the number of test cases having ro-
tation error less than success criteria.
Figure 5: (a) Partial point cloud of office scene from Stan-
ford S3DIS indoor dataset (b) red points show registration
result of i-PCRNet (19 degrees rotation error) (c) yellow
points show registration result of PointNetLK (7 degrees
rotation error) (d) cyan points show registration result of
3DSmoothNet (14 degrees rotation error)
during training and testing for this experiment. With these
tests, we found that AUC for ICP is 0.802, for i-PCRNet is
0.682 and for PointNetLK it is 0.998.
Upon repeating the experiments by training the networks
with objects from the same category as the data being tested
on, we observe a massive improvement in the AUC for i-
PCRNet, going from 0.682 to 0.972. The AUC for ICP and
PointNetLK were similar to earlier at 0.862 and 0.998 re-
spectively, and the AUC of PCRNet was 0.998.
These results emphasize that the i-PCRNet and PCRNet,
when retrained with object specific information, provide im-
proved registration results compared to ICP as well as the
version trained with multiple categories. Their performance
is comparable to PointNetLK when trained with object spe-
cific information. However, PointNetLK shows better gener-
alization than i-PCRNet across various object categories and
has better performance compared to ICP (as also observed
by (Aoki et al. 2019)). We attribute this to the inherent lim-
itation of the learning capacity of PCRNet to large shape
variations, while PointNetLK only has to learn the PointNet
representation rather than the task of alignment. However, in
the next set of experiments, we demonstrate the definite ad-
vantages of PCRNet over PointNetLK and other baselines,
especially in the presence of noisy data.
4.2 Incomplete point cloud
Extending our discussion on robustness when trained with
object specific information, we present results for the net-
works trained on partial source point cloud data. Fig. 6
shows results for varying percentage of incomplete data in
the source point cloud. Note that the network trained with
partial data is very robust compared to the one that is trained
without any partial data. While ICP performs well in all
cases, it is computationally slower than iPCRNet (as dis-
cussed later in Sec. 4.4). Further, refining the output of the
network with ICP is not always helpful. For instance when
the network predicts a wrong pose, ICP refinement can fur-
ther worsen the alignment as shown in Fig. 6. In case of
partial source data, i-PCRNet does not perform very well if
it hasnt been trained on the partial data as shown in Fig. 10.
This might hint at the object-specificity of this approach.
4.3 Gaussian noise
In order to evaluate robustness of our networks to noise,
we perform experiments with Gaussian noise in the source
points. For our first experiment, we use dataset as described
in Sec. 4.1. We sample noise from a zero mean Gaussian
distribution with a standard deviation varying in the range
of 0 to 0.04 units. During testing, we compare the methods
with noise in source data for each algorithm. We ensured
that the dataset has the same pairs of source and template
point clouds for a fair comparison.
For the second experiment, we train the networks only
on a specific object category with added Gaussian noise. We
test them on the 150 models of the same category with Gaus-
sian noise. In a similar manner, for the third experiment,
we train and test the networks on only one noisy model.
In all these cases, i-PCRNet is most robust to Gaussian
noise, with higher number of successful test cases having
Figure 6: Results for Sec. 4.2. Rotation and translation er-
ror for registering incomplete source point cloud to a tem-
plate model of airplane. The i-PCRNet v1 and i-PCRNet v2
are trained without and with incomplete source data, respec-
tively. (a) 70% incompleteness, (b) 50% incompleteness, (b)
20% incompleteness, and (d) complete source data. The per-
formance of i-PCRNet v2 is comparable to ICP (and much
better than i-PCRNet v1) even with large amounts of missing
points, while being computationally faster than ICP. The ICP
refinement produces and improvement only for i-PCRNet v2
and not i-PCRNet v1, since the alignment of i-PCRNet v1 is
poor and beyond ICP’s capability of refinement.
Figure 7: Rotation and translation error for registering in-
complete source point cloud to a template model of airplane.
The i-PCRNet v1 and i-PCRNet v2 are trained without and
with incomplete source data, respectively. The performance
of i-PCRNet v2 is comparable to ICP (and much better than
i-PCRNet v1) even with large amounts of missing points,
while being computationally faster than ICP. The ICP re-
finement produces and improvement only for i-PCRNet v2
and not i-PCRNet v1, since the alignment of i-PCRNet v1 is
poor and beyond ICP’s capability of refinement.
smaller rotation error as compared to ICP and PointNetLK
(see Fig. 3a 3b 3c). It is worth noting that PointNetLK is
very sensitive to noisy data.
Finally, we compare PCRNet that is trained without noise
and tested on noisy data, with ICP and PointNetLK. While
(a) Lamp
i-PCRNet: Rot error = 0.34◦
PointNetLK: Rot error = 11.00◦
(b) Door
i-PCRNet: Rot error = 0.34◦
PointNetLK: Rot error = 4.73◦
(c) Stairs
i-PCRNet: Rot error = 0.34◦
PointNetLK: Rot error = 51.67◦
(d) Bed
i-PCRNet: Rot error = 4.15◦,
PointNetLK: Rot error = 79.29◦
(e) Stool
i-PCRNet: Rot error = 9.13◦
PointNetLK: Rot error = 30.25◦
(f) Toilet
i-PCRNet: Rot error = 5.73◦,
PointNetLK: Rot error = 8.26◦
Figure 8: Results for noisy source point clouds. For each example, the template is visualized by a grey rendered CAD model,
purple points show initial position of source, green points show results of ICP, red points show converged results of i-PCRNet
trained on data with noise, yellow points show the results of PointNetLK trained on noisy data.
Figure 9: (a) Performance of i-PCRNet for different choices
of loss functions. Chamfer loss shows best performance in
our experiments. (b) Performance of ICP, i-PCRNet, Point-
NetLK and DCP for different levels of noise in source point
cloud. DCP and PointNetLK are very sensitive to noise and
perform the worst. i-PCRNet is very robust to noise in the
levels that it has observed during training. (c) Rotation error
versus the number of iterations performed to find the pose.
i-PCRNet aligns source and template point clouds in least
amount of iterations.
not being as good as ICP, PCRNet is still competitive, and
performs much better than PointNetLK (See Fig. 3d). We
present qualitative results in Fig. 4 using i-PCRNet trained
on multiple datasets and testing with noisy data. As ex-
pected, the accuracy of i-PCRNet is highest when trained
on the same model that it is being tested on. The accuracy
drops only a little when trained on multiple models and mul-
tiple categories, showing a good generalization as long as
there is some representation of the test data in the training.
Fig. 8 shows an extension of our discussion where we ob-
serve that i-PCRNet performs better than PointNetLK when
dealing with noisy data.
Fig. 9(b) shows success ratio versus the amount of noise
added to source point clouds during testing. DCP, i-PCRNet
and PointNetLK are trained on multiple object categories
with Gaussian noise having a maximum standard deviation
of 0.04. We observe a sudden drop in the performance of
PointNetLK and DCP as the standard deviation for noise in-
creases above 0.02. On the other hand, i-PCRNet performs
best in the neighbourhood of the noise range that it was
trained on (0.02-0.06), and produces results comparable to
ICP beyond that noise level. This shows that i-PCRNet is
more robust to noise as compared to PointNetLK. Fig. 9(c)
shows the rotation error versus number of iterations in for
the different methods. Notice that the i-PCRNet takes only 3
iterations to get close to convergence, compared to the other
methods that take upwards of 15 iterations.
(a) i-PCRNet: Rot error = 4.78◦,
Trans error = 0.1035 units.
(b) i-PCRNet: Rot error = 4.83◦,
Trans error = 0.0952 units.
(c) i-PCRNet: Rot error = 7.72◦,
Trans error = 0.1673 units.
(d) i-PCRNet: Rot error = 13.85◦,
Trans error = 0.1339 units.
(e) i-PCRNet: Rot error = 6.88◦,
Trans error = 0.0466 units.
(f) i-PCRNet: Rot error = 21.82◦,
Trans error = 0.1937 units.
Figure 10: Qualitative results for partial point clouds. For each example, template is shown by a grey rendered CAD model,
purple points show initial position of source and red points show converged results of i-PCRNet trained on partial data.
4.4 Computation speed comparisons
We use a testing dataset with only one model of car from
ModelNet40 dataset, with Gaussian noise in the source data.
We apply 100 randomly chosen transformations with Eu-
ler angles in range of [−45◦, 45◦] and translation values in
range of [-1, 1] units. All the networks are trained using
multiple models of same category (i.e. car). We compared
the performance of i-PCRNet, PCRNet, PointNetLK, DCP,
ICP and Go-ICP, as shown in Table 1. We also develop a
variant of i-PCRNet (we refer to this as VoxReg), where
the PointNet module is replaced with a VoxNet (Maturana
and Scherer 2015). The comparison methods were chosen
to cover a wide spectrum of registration methods, includ-
ing conventional approaches and learning-based approaches.
The learning-based methods use different embeddings such
as pointNet, dynamic graph and voxels.
The results demonstrate that Go-ICP converges to a glob-
ally optimal solution in all cases with a very small rotation
error and translation error, but the time taken is three or-
ders of magnitude more than i-PCRNet and five orders of
magnitude more than PCRNet. The VoxReg has an accu-
racy and computation time similar to ICP. The i-PCRNet
has an accuracy similar to Go-ICP, but is computationally
much faster, allowing for use in many practical applications.
Further, while PCRNet is not as accurate as i-PCRNet, the
accuracy may be good enough for a pre-aligning step in ap-
plications such as object detection and segmentation (Yuan
et al. 2018a).
Table 1: Results from Section 4.4.
Rot. Error Trans. Error Time AUC
(deg) (×10−2) (ms)
µ σ µ σ µ σ
PCRNet 8.82 4.82 0.77 0.08 1.89 0.39 0.95
i-PCRNet 1.03 2.56 0.85 0.24 146 30.40 0.99
PtNetLK 51.8029.6387.83 0.54 234 41.60 0.70
ICP 11.8731.87 2.82 3.92 407 128.0 0.93
DCP 24.1514.65 0.74 0.42 27.4 1.55 0.86
VoxReg 13.9710.67 5.61 3.27 459 88.4 0.92
Go-ICP 0.45 0.19 0.16 0.07 2.7×1051.5×105 1.00
4.5 Sparse Data
We observe from Fig. 11 that i-PCRNet trained on sparse
data performs better on testing with sparse data.
5 Model replacement using segmentation
To show qualitative performance on real-world data, we
demonstrate the use of i-PCRNet to find the pose and mod-
ify the models in an indoor point cloud dataset (Armeni et
al. 2016). We use the semantic segmentation network intro-
duced in PointNet (Qi et al. 2017a) to segment a chair from
a scene chosen from the Stanford S3DIS indoor dataset. We
then register it to a chair model from ModelNet40 dataset
using i-PCRNet, which was trained on multiple object cate-
gories with noise.
(a) i-PCRNet:
Rot error = 3.59◦,
Trans error
= 0.0434 units.
(b) i-PCRNet:
Rot error = 25.67◦,
Trans error
= 0.0436 units.
(c) i-PCRNet:
Rot error = 173◦,
Trans error
= 0.4867 units.
Figure 11: Qualitative results for sparse point clouds. For
each example, template is shown by a grey rendered CAD
model, purple points show initial position of source and red
points show converged results of i-PCRNet trained on sparse
point clouds
Figure 12: Replacement of chairs in office scene from Stan-
ford S3DIS indoor dataset. Red leather chairs shows the
replaced chair from ModelNet40 (a) Original scene. Red
leather chair replaced by using registration from (b) ICP, (c)
Global registration method, and (d) i-PCRNet.
We replace the original chair with a different chair using
the pose obtained from i-PCRNet as shown in Fig. 12. No-
tice that both ICP and global registration method (Izatt, Dai,
and Tedrake 2017) fail to register the chair to the right pose,
while i-PCRNet accurately registers the point clouds.
6 Discussions and future work
This work presents a novel data-driven framework for per-
forming registration of point clouds using the PointNet rep-
resentation.
The framework illustrates how data-driven techniques
may be used to learn a distribution over appearance varia-
tion in point cloud data, including noisy data or category-
specificity, and perform better at test time using such a
learned prior. The framework can be implemented in an it-
erative manner to obtain highly accurate estimates compa-
rable to global registration methods. The framework could
also be implemented without the iterations, but with deeper
layers to produce two to five orders of magnitude speed im-
provement compared to popular registration methods. Fi-
nally, this framework also puts into context other recent
PointNet-based registration methods in literature such as the
PointNetLK.
Future work would involve integration into larger deep
neural network systems, for tasks such as multi-object track-
ing, style transfer, mapping, etc. Future work may ex-
plore the limitations of the learning capacity of the fully-
connected registration layers to the size of data distribution.
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