We prove that the Hilbert scheme of 11 points on a smooth threefold is irreducible. In the course of the proof, we present several known and new techniques for producing curves on the Hilbert scheme.
proved irreducibility of H d n for all n and d ≤ 7. Iarrobino [27, 28] showed that for every n ≥ 3 and d ≥ 78 the scheme H d n is reducible. Emsalem and Iarrobino proved that H d n is reducible for d ≥ 8 and n ≥ 4, see [29, Section 2.2, p. 158] and also [8] . Borges dos Santos, Henni, and Jardim [2] showed that H 9 3 and H 10 3 are irreducible by comparing them with appropriate spaces of commuting matrices and using the results ofŠivic [40, Theorems 26, 32] . Thus, the reducibility of H d n was unknown only for the values n = 3 and 11 ≤ d ≤ 77. Here we improve the lower bound. We prove Theorem 1.1 in Section 4. We review background information in Section 2. In Section 3 we give an overview of strategy, gather general results that will be used in the proof of the above theorem, and demonstrate how to use Macaulay2 [21] for some computations.
In Section 5 we discuss a special class of subschemes, which appeared in the earliest example of reducible H d 3 , due to Iarrobino [27] . Namely, let m be the ideal of the origin of The key points of the proof are the use of smoothings by degenerating to initial ideals and a Macaulay2 calculation, see Section 5.
We now explain our approach to the proof of Theorem 1.1. We build upon the strategy of [8] . As explained there, questions about smoothability of a specified ideal I are easily reduced to the case where I is local and has full embedding dimension 3. There are fifteen possible Hilbert functions of I, see Table 1 . For each Hilbert function h, the scheme H h 3 parameterizes local ideals with fixed Hilbert function h and the standard graded Hilbert scheme H h 3 parameterizes homogeneous ideals with fixed Hilbert function h. We apply three different strategies to show that for each Hilbert function h in our list, we have H First, for some cases the knowledge about the Hilbert function of an ideal I is enough to produce a deformation (via ray families introduced in [9] ) whose special fiber is I and general fiber is reducible. By Lemma 1.4, such an I is smoothable, see Section 4.1. Proof. The locus of smooth and smoothable points is open and contained in R 11 3 , so the intersection Z ∩ R 11 3 contains an open subset of Z. Then, the subset Z ∩ R 11 3 ⊂ Z is dense and closed, so it is equal to Z.
⊓ ⊔
To apply the above lemma, we write H h 3 as a union of irreducible sets Z and show that each Z contains a smooth and smoothable point. To find the sets Z we may take advantage of the morphism π h : H h 3 → H h 3 taking an ideal I to its initial ideal, see [8] . We employ the following 3-step strategy:
1. Decompose H h 3 into irreducible strata. 2. Using the morphism π h : H h 3 → H h 3 , decompose H h 3 into irreducible strata. 3. For each stratum of H h 3 , find a smooth point of the Hilbert scheme which lies in the smoothable component and conclude that the whole stratum lies there.
In steps 1 and 2, we use Macaulay's inverse systems, see Section 2. In the simplest cases, we find that there is a bijection between irreducible strata of H h 3 and H h 3 , but this is not always true, see for example Section 4.5. For step 3 we introduce cleavable ideals. An ideal is said to be cleavable (or limit-reducible) if it can be deformed to an ideal whose support consists of at least two points. 11 3 is smoothable.
Lemma 1.4. A cleavable ideal I ∈ H
Proof. Let I t be a one-parameter flat family of ideals with I 0 = I and for t = 0, I t supported at more than one point. Each irreducible component of I t has length strictly less than 11, so it is smoothable. Hence, the ideal I is also smoothable. ⊓ ⊔ To show that an ideal I is cleavable, we construct a family over Spec k[t] whose general fiber is reducible and check that it is flat, see Section 3.1. Third, there is a case where both previous methods do not apply. This is the case h = (1, 3, 6, 1), see Proposition 4.22. The stratum H h 3 does not seem to contain smooth points. However, the stratum is irreducible and we can describe what general points look like. We build a deformation showing that such general points are smoothable, hence, by irreducibility, the entire stratum has to be smoothable.
We work over an algebraically closed field k of characteristic zero.
Prerequisites
Hilbert schemes and smoothability. 
n is said to be smoothable. Thus, an ideal I is smoothable if and only if it can be deformed to an ideal of d distinct points. This means that one can build a one-parameter flat family of schemes over a discrete valuation ring for which the general member consists of d distinct points and the special fiber is T /I, see [6, 8] for details. In particular, a disjoint union of smoothable schemes is smoothable and a limit of smoothable schemes is smoothable.
Hilbert functions. In analyzing the Hilbert scheme H d n , it is useful to use work with an invariant that refines the degree d. There are two closely-related notions of Hilbert function:
• For a graded T -module M, its Hilbert function is defined by h(i) = dim(M i ). In particular, given a homogeneous ideal I ⊂ T , we consider the Hilbert function of the quotient ring T /I.
the Hilbert function h is defined by h(i) = dim(M i /M i+1 ). In particular, if the scheme associated to an ideal I ⊂ T is supported at a point, then T /I is a local ring (A, m), and the Hilbert function h with respect to the filtration by powers of m is defined to be h(i) = dim(m i /m i+1 ). If I is homogeneous and T /I is local, the two notions coincide.
We write h as a vector (h(0), h(1), . . . ), trimming it after the last positive entry. Let A = T /I where T = k[α 1 , α 2 , . . . , α n ] is a polynomial ring with its standard grading and I is a homogeneous ideal. Assume that I contains no linear forms. We call such an algebra standard graded.
Macaulay's bound is an upper bound for the growth of Hilbert functions of standard graded algebras, defined as follows. First, for positive integers h and d, there exist uniquely determined integers δ ≥ 1 and
This expression is called the d-binomial expansion of h and denoted h (d)
. The d-binomial expansion of h can be found greedily: let k d be the greatest integer such that
then we define 
Once the Macaulay bound is attained then it will also be attained for all higher degrees provided that no new generators of the ideal appear: 
Apolarity and inverse systems. A key tool in the analysis of finite schemes is the technique of Macaulay's inverse systems, also known as apolarity. General references include [15, 18] , [30, Section 1.3, Chapter 5], [39] .
Let , . . . , α a n +1 n ). Indeed, it is easy to see that each α
n with each b i ≤ a i , then the apolar pairing of this term with F is a monomial that determines the b i , meaning that it cannot be cancelled by the other terms of Θ . Hence, if Θ ∈ F ⊥ , then each term of Θ must lie in the indicated ideal.
The linear map T → S given by Θ → Θ F provides a simple approach to computing F ⊥ . The apolar ideal F ⊥ is the kernel of this map. We can compute J ⊥ by intersecting the ideals F ⊥ for F in J. If J is a k-vector space, then it is sufficient to consider F in a basis for J.
Definition 2.10. A Macaulay inverse system, or simply inverse system, is a T -submodule of S. That is, an inverse system is a k-vector subspace J ⊆ S which is closed under differentiation: if F ∈ J, then all of the derivatives α 1 F, . . . , α n F lie in J.
The inverse system generated by a subset f 1 , . . . , f s of S is f 1 , f 2 , . . . , f s = T f 1 + T f 2 + · · · + T f s , that is, the vector space spanned by the f i together with all higher partial derivatives. Clearly, we have
i . An inverse system is homogeneous if it is generated by homogeneous elements.
Remark 2.11. The mapping J → J ⊥ sends finite-dimensional inverse systems to local ideals supported at the origin, that is, m-primary ideals where m is the ideal of the origin. The mapping is one-to-one, since J may be computed from J ⊥ similarly to the discussion above. In fact it is a bijection, as shown by Macaulay [35] , or see for example [15, Corollaire 2] . When I is a local ideal, we will write I ⊥ for its inverse system.
Recall that H 
for some independent linear functions ℓ, m ∈ S 1 , and either way f has Hilbert function (1, 2, 2, . . . , 2, 2, 1). For proof see for example [30, Theorem 1.44 ]: in their notation, s = 2, and f ⊥ has a quadratic generator, which up to a change of coordinates is either αβ or β 2 .
Dealing with nonhomogeneous inverse systems is much harder than working with homogeneous ones. Fortunately, each inverse system J has an associated homogeneous inverse system lead(J). Definition 2.18. The leading form of a polynomial is its highest degree homogeneous part. This may not be a monomial. For an inverse system J ⊂ S, the inverse system of leading forms of J, denoted lead(J), is the vector subspace of S spanned by leading forms of all the elements of J.
For example, the inverse system x 3 + y 2 
There is a tight connection between a system J and lead(J). The initial form or lowest degree form of a polynomial g i is its lowest degree homogeneous part. The initial ideal of an ideal K, denoted in(K), is the ideal generated by the initial forms of all elements of K. 
It follows that Θ F is the highest degree part of Ψ G = 0, so it is zero. This shows that in(I) ⊆ lead(J) ⊥ . We have Table 1 . Since h(2) ≤ 6, we need to consider every possible value for h(2), 1 ≤ h(2) ≤ 6. Also, ∑ h(i) = dim k T /I = 11. Finally, if h(i) ≤ 2 for any i ≥ 2, then h is nonincreasing from the ith step onward, by Corollary 2.4. It is then easy to list the possible Hilbert functions and to check that all of them are in Table 1 .
Proposition 2.22 ([15, §C.2]). Let F(t)
= { f 1 (t), f 2 (t), . . .
, f s (t)} ⊂ S[[t]] be a collection of polynomials in S[[t]], which we regard as polynomials in S whose coefficients are continuous functions of a parameter t in a neighborhood of 0. The family of apolar ideals
{F(t) ⊥ } satisfies lim t→0 F(t) ⊥ ⊆ F(0) ⊥ .
If the inverse systems F(t) have the same Hilbert function for all t, then we have lim t→0 F(t)
The equality of Hilbert functions implies equality of dimensions, so the ideals are equal.
⊓ ⊔ Definition 2.23.
is a parametrized family of inverse systems generated by polynomials f i whose coefficients are continuous functions of t, we will say lim t→0 J t = J 0 if and only if lim t→0 J
Example 2.24. Consider the families
we have, by Proposition 2.22, that
This is because every inverse system in each family has Hilbert function (1, 2, . . . , 2). This implies that W 2 is in the closure of W 1 in the Zariski topology.
The Hilbert scheme of 11 points in 3-space
In this section we, use Macaulay2 to perform some computations that will be needed later on and gather some general methods applicable to several of the cases.
Macaulay2 code examples
To check if an ideal I in T = k[a, b, c] is smooth we can run the following code. This is one of the cases we check in the proof of Proposition 4.16. These computations show that we have a zero-dimensional scheme of degree 11 with tangent space dimension 33. If we now know that this is in the smoothable component, then it has to be a smooth point, since we know that the smoothable component has dimension 3 · 11 = 33. To check that this point is in the smoothable component, we construct a deformation. We guess a candidate ideal K, then check that it satisfies the needed conditions.
i4 : R = T[t]
i5 : K = ideal {b * c,a * b,aˆ2 * c,aˆ3-cˆ2,bˆ5+t * bˆ4}
To check that this is a flat family over k[t], we appeal to [25, Proposition III.9.7] which implies that if the ideal (K : t) equals K, then the family is flat in a neighbourhood of 0. The general fiber is supported at the two points (0, −t, 0), (0, 0, 0). This shows the special fiber I is cleavable, hence, by Lemma 1.4 I is also smoothable.
Some general methods
In this section we collect various results which we use in Section 4. In our analysis of the irreducible components of some standard graded Hilbert scheme (and the fibers of π h ), we will often consider the set of quadric generators {q 1 , q 2 , . . . , q k } of a homogeneous ideal I ⊂ T . The following lemma describes the space of cubics q 1 , q 2 , · · · , q k · T 1 in the ideal generated by these quadrics. Proof. Let h be the Hilbert function of T /I. The 2-binomial expansion of h(2) is given by h(2) = n+1
Suppose that equality holds. We will show that the q i share a linear factor. By Gotzmann's Persistence Theorem, see Theorem 2.5, the equality h(3) = h(2) 2 implies that h(t + 1) = h(t) t for all t ≥ 2, which gives by induction
This shows that the projective scheme V ⊂ P n−1 defined by I has Hilbert polynomial of degree n − 2 with leading coefficient 1/(n − 2)!. By standard properties of Proof. Let I be a homogeneous ideal in H h n . The fiber π ′ to equal h imposes conditions on the coefficients of these higher degree terms. Adding terms of degree greater than t has no effect, since these are already contained in I. To any generator of degree t − 2 or t − 1, we can freely add terms of degree t since they cannot change the Hilbert function. To any degree t − 2 generator q i , we can add a term a i of degree t − 1, however, now there is something to check: For any tuple of linear forms ℓ 1 , ℓ 2 , . . . , ℓ r ∈ T 1 such that ℓ 1 q 1 + · · ·+ ℓ r q r = 0, we require that ℓ 1 a 1 + · · · + ℓ r a r ∈ I ′ t = I t . These are all linear conditions on the coefficients of the a i , hence, the solution space is an affine space. Hence, the fiber at I is isomorphic to A k for some k. ⊓ ⊔ Remark 3.4. If there are only two generators q 1 and q 2 of degree t − 2, then there can be at most one (possibly trivial) linear condition on the forms a 1 and a 2 (as above). Namely, if there are linear forms ℓ 1 , ℓ 2 such that ℓ 1 q 1 + ℓ 2 q 2 = 0, then these are uniquely determined up to a common scalar multiple, and the condition ℓ 1 a 1 + ℓ 2 a 2 ∈ I t is sufficient for in(I ′ ) = I.
Going beyond the situation of Lemma 3.2, it is possible that the fibers of π h may be reducible. To show that they are contained in the main component of the Hilbert scheme we would have to find a smooth and smoothable point in each component of the fiber. Unfortunately in general it is difficult to describe the fibers of π h . The following statement allows us in a handful of very special cases to avoid this difficulty. 
Non-linear changes of coordinates
We recall the technique of non-linear changes of coordinates as in [9, 14] 
The power series ring has a much larger automorphism group than the polynomial ring. Denote the maximal ideal of R by m. For any σ 1 , σ 2 , σ 3 ∈ m whose images span m/m 2 , there is an automorphism φ of R defined by φ (α) = σ 1 , φ (β ) = σ 2 , and φ (γ) = σ 3 .
. . , f r be the associated inverse system of I. By [31, Section 2.2], the inverse system of φ −1 (I) is generated by φ ∨ ( f i ) where φ ∨ is defined as follows.
By subtracting multiples of α f and α 2 f from f , we may assume the monomials x 3 and x 2 do not appear in g. We will perform a non-linear change of coordinates so that there are no monomials in g divisible by x 2 . This will be needed in the proof of Lemma 4.8.
Let B be the coefficient of x 2 y in g and let C be the coefficient of
where we have omitted terms of degree less than 3. Similarly φ ∨ (y 4 ) = y 4 and φ ∨ (g) is equal to g, modulo terms of degree less than 3. Also φ ∨ ( f ) will have no terms divisible by x 2 .
An explicit construction of flat families
The section is adapted from [9, Section 5] , where more general results were proved for Gorenstein schemes. Fix a zero-dimensional scheme R. In this section, under certain mild assumptions on R, we construct a family with special fiber R and general fiber reducible, so that R becomes cleavable. Proof. Since R ∩ C is cut out of C by x r , we can choose an
There is a deformation of R ⊂ R ∪ C given by deforming this equation, namely
with t being the local parameter on A 1 .
To prove the flatness of the family (1) it is enough to prove that every polynomial f ∈ k[t] is not a zero-divisor in the coordinate ring of V = V (x r −tx r−1 − q). Suppose there is an f ∈ k[t] and a function g on V such that f g is zero. We will show that g vanishes on V ∩ (C × A 1 ) and on V ∩ (H r−1 × A 1 ). Since R ∪ C ⊂ C ∪ H r−1 , this implies that g vanishes on the whole of V , so that it is zero.
First let us restrict to C, i.e. consider the family V ∩ (C × A 1 ). It is given by the equation x r − tx r−1 , thus, it is flat. Therefore, f (t) is not a zero-divisor, hence, g restricts to zero on C × A 1 . Next let us restrict to H r−1 , i.e. consider the family V ∩ (H r−1 × A 1 ). It is given by the equation x r − q, which does not involve t. Hence, this family is constant, thus, flat. Hence, g restricts to zero on H r−1 × A 1 , which concludes the proof of flatness. The fiber of the family (1) over t = 0 is supported on at least two points: the origin and (t, 0, . . . , 0), thus, reducible. Therefore, R is cleavable.
⊓ ⊔
Corollary 3.8. Let R ⊂ A n be a finite scheme supported at the origin. Let I = I(R) be its ideal. Choose coordinates
Proof. This follows from Proposition 3.7 above if we take C = V (α 2 , α 3 , . . . , α n ), H = (α 1 ). Then r is defined by R ∩ C = (α r 1 ) and by assumption r > c, so that R ⊂ C ∪ H r−1 .
⊓ ⊔ 
Cases with long tails of ones
Proposition 4.1. Let h be one of these Hilbert functions: (1, 3, 1, 1, 1, 1, 1, 1, 1) , (1, 3, 2, 1, 1, 1, 1, 1), (1, 3, 2, 2, 1, 1, 1), (1, 3, 3, 1, 1, 1, 1), (1, 3, 4, 1, 1, 1 Proof. Let I be the ideal of R and let J be the inverse system of I. Consider a minimal generating set of J. It has a unique generator f of degree s. As explained in Section 3.3, we can perform a non-linear coordinate change to assume that f = x s 1 + g, for some g such that α c 1 g = 0. All other generators of J are of degree at most c. By subtracting some partials of f , we may assume that they are also annihilated by α c 1 . Thus, α c 1 α j lies in I for all j = 1. It remains to check that α c 1 / ∈ I + (α 2 , α 3 , . . . , α n ). Take any q ∈ (α 2 , α 3 , . . . , α n ). Let h = (1, 3, 3, 4) .
3 , equality holds in the dimension bound, and by Lemma 3.1, the quadrics in I 2 must share a common linear factor ℓ.
Then I 2 is spanned by ℓα, ℓβ , ℓγ. Let I ⊂ T , I ∈ H h 3 be a homogeneous ideal such that A = T /I has Hilbert function h. Then dim I 2 = 2. By Lemma 3.1, the space of cubics generated by the quadrics in I 2 can have dimension either 6 or 5, and the latter occurs exactly when the quadrics share a linear factor. Let P ⊂ H h 3 be the set of ideals I whose quadrics generate a 6-dimensional space of cubics and let Q ⊂ H h 3 be the set of ideals I whose quadrics generate a 5-dimensional space of cubics. Then H h 3 = P ∪ Q. We claim that each of P and Q is irreducible.
The subset P is parametrized by pairs of spaces (K, M), where K is a 2-dimensional subspace of T 2 , not of the form span{ℓ · ℓ 1 , ℓ · ℓ 2 }, and M is a 7-dimensional subspace of T 3 that contains K · T 1 , equivalently a line in T 3 /K · T 1 . Thus, P is realized as a projective bundle with fiber P(T 3 /K · T 1 ) over an open subset of Gr(2, T 2 ). In particular, P is irreducible.
In the subset Q, the quadrics q 1 , q 2 that span I 2 have the form q 1 = ℓ · ℓ 1 and q 2 = ℓ · ℓ 2 for some lines ℓ, ℓ 1 , ℓ 2 . This component is parametrized by a triple (ℓ, L, N) , where ℓ ∈ T 1 is the common line, L = (ℓ 1 , ℓ 2 ) ⊂ T 1 is the space spanned by the other two lines, and N is a 7-dimensional space of T 3 that contains the 5-dimensional space ℓ · L · T 1 . So Q is isomorphic to a Grassmannian bundle with fiber Gr(7
h (Q), and by Lemma 3.2 these are irreducible sets as well. To complete this case, we provide a smooth and smoothable ideal for each set.
The ideal I = (α 2 , β 2 , γ 3 , αβ γ 2 ) lies in P and, hence, also in π Proof. Let I ⊂ T , I ∈ H h 3 be a homogeneous ideal such that A = T /I has Hilbert function h. Then dim I 2 = 1 and dim I 3 Proof. Let I ′ ∈ π −1 h (I) with inverse system J ′ . Let F be the degree 4 generator of J ′ , so that f is the leading form of F. We will construct a family J ′ t so that of z 2 , zx, or z(x + y) . Now x 2 y 2 , z 2 ⊥ and x 2 y 2 , zx ⊥ are monomial ideals, hence, smoothable. The family (γ 2 , αγ − β γ, β 2 γ, β 3 , α 3 + tα 2 ) shows that x 2 y 2 , z(x + y) ⊥ = (γ 2 , αγ − β γ, β 2 γ, β 3 , α 3 ) is smoothable. So all three points are smoothable and it is easy to check that each one is a smooth point. Hence, the irreducible (one-dimensional) family {(J Proof.
h (I) with inverse system J ′ . We will apply Corollary 3.8. Consider the degree four generator F = x 4 + y 4 + g ∈ J ′ , where deg g ≤ 3. Since x 2 ∈ J we can subtract the x 2 term out of g. Then the only terms of g divisible by x 2 are possibly x 3 , x 2 y, x 2 z. After a non-linear coordinate change as in Example 3.6 we may assume that there are no such terms. Then α 2 F = 12x 2 , so α 2 ∈ F ⊥ + (β , γ). Moreover α 2 β and α 2 γ annihilate F and so its partials, hence, lie in I ′ . Therefore, the assumptions of Corollary 3. Proof. Assume ℓ = x, m = y, so that J = x 3 y, Q 1 , Q 2 for some quadratic forms
h (I) with inverse system J ′ . We will show I ′ is smoothable by writing it as a limit of smoothable points. Note, J ′ = x 3 y + g 3 + g 2 , Q 1 , Q 2 where g i is a form of degree i for i = 2, 3. We introduce a parameter t and let y t = x + ty. Observe that lim t→0 (y 4 t − x 4 )/4t = x 3 y. For general t we will define a form g 3 (t) so that y) for some scalars a, b, c, d and a 3 -form e. Now we define g 3 (1, 1, 1, 1, 1) . Then π −1
Proof. By Remark 2.17, we can choose coordinates so that f = z 4 . Let V ⊂ H h 3 be the set of ideals I satisfying the hypothesis, that is, V = {I ∈ H h 3 | I ⊂ (z 4 ) ⊥ }. For I ∈ V , dim I 2 = 2 and dim I 3 = 8. By Lemma 3.1, dim T 1 ·I 2 is either 5 or 6. Let V 1 ⊂ V be the set of I such that dim T 1 · I 2 = 6, equivalently the quadrics in I 2 have no common factor. Let V 2 ⊂ V be the set of I such that dim T 1 ·I 2 = 5 and I 2 = span{ℓℓ 1 , ℓℓ 2 } for some linear forms ℓ, ℓ 1 , ℓ 2 such that span{ℓ 1 , ℓ 2 } ⊆ z ⊥ = span{α, β } (necessarily equality must hold). And let V 3 ⊂ V be the remainder, the set of I such that dim T 1 · I 2 = 5 and I 2 = span{ℓℓ 1 , ℓℓ 2 } for some linear forms ℓ, ℓ 1 , ℓ 2 such that span{ℓ 1 , ℓ 2 } ⊂ z ⊥ . We will show that each V i and each π 
is defined by β a 1 − αa 2 ∈ I 4 = (z 4 ) ⊥ , where a 1 , a 2 are the cubic terms added to the quadric generators ℓα, ℓβ . Hence, π −1 h (V 2 ) is irreducible. A smooth and smoothable point in this set is given by the limit of the flat family (αγ, β γ, β 3 + γ 4 , α 3 − t · α 2 , α 2 β ).
If I ∈ V 3 then, writing I 2 = span{ℓℓ 1 , ℓℓ 2 }, we must have ℓ z = 0, since for at least one of i = 1, 2 we have ℓ i z = 0, but ℓℓ i z 2 = 0. Now ℓ may be chosen from z ⊥ and span{ℓ 1 , ℓ 2 } may be chosen to be any 2-dimensional subspace of T 1 other than z ⊥ . So the choice of I 2 is parametrized by an open subset of P(z ⊥ ) × Gr(2, T 1 ). Once again, for each choice of I 2 , I 3 may be chosen from the Grassmannian (3, 4) . Hence, V 3 is a Grassmannian bundle over an irreducible base, in particular irreducible. By Remark 3.4, π −1 h (V 3 ) is a (nontrivial) subbundle of a trivial vector bundle over V 2 , namely π 
Both of these can be obtained as limits of inverse systems of the first two forms in appropriate ways, using Proposition 2.22. Explicitly,
Proof. By Lemma 4.11, every homogeneous ideal in H h 3 is the apolar ideal of an inverse system which is isomorphic to one of the following:
We may dispose of the first two cases easily. We compute I 2 = J ⊥ 2 = (α 5 , β 2 , αγ, β γ, γ 2 ). Then I 2 is smoothable because it is a monomial ideal and one can easily check computationally that it is a smooth point. By Lemma 3.5, the smooth and smoothable point I 2 lies in every component of the fiber π −1 h (I 2 ), which shows that each irreducible component of the fiber is contained in R 11 3 . Similarly,
is smooth and it is smoothable by Corollary 3.9. Using Lemma 3.5 again, this smooth and smoothable point lies in each irreducible component of the fiber, so each irreducible component of the fiber is contained in R 11 3 . Now we consider the last two cases, where one finds that the homogeneous ideals J ⊥ 3 , J ⊥ 4 are not smooth points (although they are monomial, hence, smoothable). So we need to develop a more detailed description of the fibers in these cases. In Lemma 4.13 we show that the fiber π
is contained in R 11 3 and in Lemma 4.14 we do the same for J 4 .
⊓ ⊔ Lemma 4.13. Let h = (1, 3, 2, 2, 2, 1) and
Proof. First we will show that the fiber π −1 h (I) is irreducible, then we will display a smooth and smoothable point in the fiber. To begin, I is generated by f 1 
where F i = f i + g i and each g i involves monomials of degree 3 or greater that are not in I. Those monomials are α 3 , β 3 , α 4 , β 4 , α 5 . We can write, for each i = 1, 2, 3, 4,
This embeds the fiber π −1 h (I) into A 20 with coordinates a 1 , . . . , e 4 . It remains to find its equations, that is, determine which ideals I ′ of the form (2) have initial ideal I. We claim that π −1 h (I) is defined by the equations
Since in(
Clearly, the fiber ofĨ ′ over t = 1 is I ′ and over t = 0 is I. Also the family is flat over 
That is, there exist R
The relations between the f i are the syzygies of I. They are generated by four linear syzygies, two quartic syzygies, and two quintic syzygies (direct check). It is enough to check (5) for those generators. SinceĨ ′ ⊃ (α, β , γ) 6 , the property (5) is automatically satisfied for quartic and quintic syzygies. The linear generators are given by
By (5), the fiber is cut out by the conditions
We now check that they unfold into (3). Consider an ideal I ′ ∈ π −1 h (I). The element γg 1 − βg 2 lies inĨ ′ by (5). Since
lies inĨ ′ , its initial form lies in I, which implies b 2 = 0. Similarly, by considering the initial forms of γg 1 − αg 3 ∈ I ′ we deduce that a 3 = 0; from γg 2 − αg 4 ∈ I ′ we get a 4 = 0; from γg 3 − βg 4 ∈ I ′ we get b 4 = 0. Note the following relations:
Using these relations, together with b 2 = a 3 = a 4 = b 4 = 0, we check that
This implies that −t(a 1 a 2 + c 3 )α 5 ∈Ĩ ′ , so by evaluating at t = 1 we get (a 1 a 2 + c 3 )α 5 ∈ I ′ . Hence, the leading form
which gives the condition a 2 2 + c 4 = 0, whereas for γg 3 − βg 4 and γg 1 − βg 2 we get trivially zero. Thus, (3) is satisfied for every I ′ in the fiber. Conversely, the above reasoning implies that each I ′ satisfying (3) lies in the fiber. This shows that the fiber is irreducible, in fact isomorphic to A 14 via projection to the coordinates a 1 , a 2 , b 1 , b 3 , c 1 , c 2 , d 1 , . . . , e 4 .
Finally, let I ′ = (α 6 , β 5 , αβ , αγ, β γ + α 5 , γ 2 ). It is smoothable by Corollary 3.9. We verify computationally that I ′ is a smooth point. Proof. The proof directly follows the argument of Lemma 4.13. The ideal I is generated by
where
The syzygies among f i 's are again generated by linear, quartic, and quintic syzygies. The linear
An analysis of the resulting conditions gives the following equations for π −1 h (I):
This shows that the fiber π −1 h (I) is irreducible, in fact isomorphic to A 14 via projection to the coordinates a 1 , a 2 , b 1 , b 2 , c 1 , c 2 , d 1 , . . . , e 4 . A smooth and smoothable point in the fiber is I ′ = (α 6 , α 4 β , αγ, β 2 , β γ, γ 2 + α 5 ). It is smoothable by Corollary 3.9 and is computationally verified to be a smooth point. ⊓ ⊔ (which we may take to be x 4 +y 4 after a change of coordinates), f = ℓ 3 m (equivalently, x 3 y), or something else; and dim g 3 = 1 or 2. In every case one checks that either span{ f , g} = span{x 4 , y 4 } or span{ f , g} = span{x 4 , x 3 y}, after a change of coordinates.
Case
In either case, J is generated by J 4 , some quadratic form Q, and possibly linear forms: J is generated, possibly redundantly, either by {x 4 , y 4 , Q, x, y, z} or by {x 4 , x 3 y, Q, x, y, z}, where Q is linearly independent from {x 2 , y 2 } in the first case or {x 2 , xy} in the second case. Now we claim that there is an automorphism of S 1 = span{x, y, z} that takes J to one of the following. If J 4 is generated by x 4 , y 4 then we claim there is an automorphism taking J to the inverse system generated by {x 4 , y 4 , Q, x, y, z} where Q ∈ {z 2 , z 2 + xy, z(x+ y), zx, xy}. And if J 4 is generated by x 4 , x 3 y then we claim there is an automorphism taking J to the inverse system generated by {x 4 , x 3 y, Q, x, y, z} where Q ∈ {z 2 , z 2 + y 2 , yz, y 2 + xz, y 2 , xz}.
First suppose J is generated by x 4 , y 4 , Q, x, y, z. Write Q = axy + bxz + cyz + dz 2 , where we can eliminate x 2 , y 2 terms since x 2 , y 2 ∈ J 2 . If d = 0 then replacing z with a suitable linear combination of z, x, y allows us to eliminate the xz, yz terms by completing the square, as well as simultaneously rescaling z to get rid of the coefficient d. Then Q = a ′ xy + z 2 . If a ′ = 0 then Q = z 2 , and if a ′ = 0 then rescaling x, y gives Q = z 2 + xy. On the other hand, if d = 0, then rescaling x, y, z allows us to get rid of the coefficients a, b, c, so we may assume each of them is 0 or 1. This shows Q ∈ {z 2 , z 2 + xy, xy + xz + yz, xy + xz, xy + yz, xz + yz, xy, xz, yz}. By symmetry, interchanging x and y allows us to eliminate the cases xy + yz, yz since these are respectively isomorphic to xy + xz, xz. And replacing z with z − y takes xy + xz = x(y + z) to xz. Similarly, replacing z with z − y takes xy + xz + yz to xz + yz − y 2 , and span{x 2 , y 2 , xz + yz − y 2 } = span{x 2 , y 2 , xz + yz}, so this case is also equivalent to Q = xz. This finishes the analysis of the case J 4 = span{x 4 , y 4 }.
The case J 4 = span{x 4 , x 3 y} is similar. Instead of a symmetry interchanging x and y, we can replace y with y + ax, since span{x 4 , x 3 y} = span{x 4 , x 3 (y + ax)}. Write Now by Lemma 3.3 each fiber over a point in H h 3 is irreducible. Thus, it suffices to find a smooth and smoothable inverse system J ′ such that lead(J ′ ) = J for each of the normal forms J. For the case that J 4 is spanned by x 4 and y 4 see Table 2 . For the case that J 4 is spanned by x 4 and x 3 y see Table 3 . 
First we consider separately a special case, where the quadrics in the inverse systems have a most special form. Proof. The inverse system J has a quartic generator and its leading form f is uniquely determined. Since h(2) = 3 and x 2 , xy, y 2 ∈ lead(J), we see that f ∈ k[x, y]. We consider two cases. In each case we show that the space of possible J is irreducible and find a smooth and smoothable point there.
First suppose f is annihilated by a linear form in k[α, β ]. Then, up to coordinate change, we have f = x 4 . Consider the family of tuples (x 4 + c + q, c 1 + q 1 , c 2 + q 2 , x, y, z), where c i , c are cubics and q i , q are quadrics, with the condition that γ c, β c lie in span{x 2 , xy, y 2 } and also all derivatives of c i lie in span{x 2 , xy, y 2 }. The space of polynomial tuples satisfying these conditions is an affine space. Each inverse system K generated by a tuple as above has Hilbert function at most (1, 3, 3, 3, 1) . Thus, a general one has Hilbert function exactly (1, 3, 3, 3, 1) . Denote the irreducible family of such K's by F . Then F gives a morphism to the Hilbert scheme H h 3 and the image contains J. The image contains also J 0 = x 4 + x 2 z, x 2 y, xy 2 , x, y, z . A deformation of its ideal is given by (β γ, γ 2 + tγ, β 3 , α 3 − 12αγ, α 2 β 2 ). For t = 0 this is supported at more than one point, hence, J ⊥ 0 is smoothable. And J ⊥ 0 is smooth as well, hence, the whole image of F is contained in R 11 3 by Lemma 1.3. Suppose now f is not annihilated by a linear form in k[α, β ]. Then the proof of the previous case applies with the difference we consider the family of g + c + q, c 1 + q 1 where g ∈ k[x, y] 4 with the condition that γ c and all derivatives of c 1 lie in span{x 2 , xy, y 2 }. The smooth and smoothable point is given by the inverse system x 2 y 2 + xyz, x 3 , z and a deformation of the corresponding ideal is given by (γ 2 , β 2 γ, α 2 γ, β 3 , αβ 2 − 4β γ, α 2 β − 4αγ, α 4 + α 3 t).
⊓ ⊔ Consider an inverse system J generated by all linear forms and a tuple in F 0 . We now prove that its Hilbert functionh is at most (1, 3, 3, 3, 1) position-wise. By Proposition 2.19, it is enough to show that the Hilbert function of lead(J) is at most (1, 3, 3, 3, 1) . It is clear thath(0) =h(4) = 1 andh(1) ≤ 3. All cubic terms in lead(J) are leading forms of combinations of c i and partials of f . Thus, they are annihilated by I. The space of cubics annihilated by I is h(3) = 3-dimensional, thus, h(3) ≤ 3. Consider now the quadrics in lead(J). They are combinations of leading forms of partials of f , of c i and also of A c. All those forms lie in Q, thus,h(2) ≤ 3. Therefore,h ≤ (1, 3, 3, 3, 1) position-wise.
Since (1, 3, 3, 3, 1) is the maximal possible value ofh, the set F gen ⊂ F 0 consisting of systems with Hilbert function (1, 3, 3, 3, 1) is open, thus, irreducible. It gives a map to the Hilbert scheme whose image is J (Q, A), which is, therefore, irreducible as well.
⊓ ⊔ Proposition 4.20. Let h be (1, 3, 3, 3, 1) . Then H h 3 ⊂ R 11 3 . Proof. Let J be a graded inverse system in S = k[x, y, z] with Hilbert function h = (1, 3, 3, 3, 1) . It has a unique degree 4 generator f . We will subdivide the cases according to the Hilbert function of the inverse system K generated by f . The Hilbert function is symmetric. Using Macaulay's bound, we find that there are four different cases for the Hilbert function of K: (1, 1, 1, 1, 1), (1, 2, 2, 2, 1), (1, 2, 3, 2, 1),  (1, 3, 3, 3, 1) .
Case (1, 3, 3 
and the linear forms annihilating f (up to simultaneous coordinate change). It remains to check which annihilators are possible for each Q. Let A = T /Q ⊥ . By the proof of Proposition 4.18, this is a homogeneous coordinate ring of a zerodimensional subscheme of Proj T . Note that if a linear form σ annihilates f , then the intersection of ProjA with the projective line (σ = 0) has degree at least two.We directly check that for the four cases in (9) we get the following possible annihilators. To check smoothability we verify that a general point of the stratum is obtained as a k * -limit, a notion which we now explain. The scaling (homothety) action of k * on A 3 extends to an action on P 3 . Take a set Γ of d points in P 3 . For every t ∈ k * we may take t · Γ . The k * -limit of Γ is Γ ′ = lim t→0 (t · Γ ). This is a flat limit, in the sense of [25, Proposition III.9.8] . It is constructed as follows. Take the graph of the k * -action, which is a family Z • Γ ⊂ k * × P 3 , whose fiber over t ∈ k * is tΓ . This family is just the union of n lines in k * × P 3 through the points (1, p) , where p ∈ Γ . All its fibers are isomorphic to Γ and it is flat over k * . Let Z Γ ⊂ k× P 3 be the closure of Z • Γ . This family is flat over k, see [25, Proposition III.9.8] . Finally let Γ ′ = Z Γ ∩ (t = 0). By construction, Γ ′ is smoothable (as a limit of Γ ) and k * -invariant.
A general set Γ of d points imposes independent conditions on forms, hence, the ideal defining the limit scheme has no small-degree generators. For example, for d = 11 the algebra Γ ′ has Hilbert function h = (1, 3, 6, 1). After restricting to general Γ 's the k * -limit can be made relative [8, Proof of Lemma 5.4] and we get a rational map
where R d P 3 is the smoothable component of the Hilbert scheme of points of P 3 .
Lemma 5.2. The map ϕ d is dominating for all
Proof. First, we prove that for every 8 ≤ d ≤ 95 there is a smooth point x ∈ R d P 3 such that the tangent map
is surjective. This is verified by a direct computer calculation. 
