We present an efficient method for the characterization of two coupled discrete quantum systems, one of which can be controlled and measured. For two systems with transition frequencies ωq, ωr and coupling strength g we show how to obtain estimates of g and ωr whose error decreases exponentially in the number of measurement shots rather than a power law expected in simple approaches. Thereby the algorithm can identify g and ωr with high precision in few hundred measurement shots. This is achieved by adapting measurement settings by feeding back already obtained data. Both g and ωr are determined simultaneously. Our method works quite generally also in the presence of relaxation and typical noise. It is applicable to many candidate technologies for quantum computation, e.g., for the characterization of spurious two-level systems in superconducting qubits or stripline resonators. Parameter estimation in many microscopic and some macroscopic systems inevitably involves quantum measurements. This implies that parameters cannot be identified with a single measurement shot since the outcome of such a measurement is generally random. Instead, the standard approach is to determine ensemble averages for many experiments and fit the parameters of certain quantitative model to those averages. The most common example for this is spectroscopy: it involves direct measurement of the energy splittings between quantum states in the form of resonances to incoming radiation. Typically, a large ensemble average is produced by gathering data from a large number of independent trials; either simultaneously on an ensemble of molecules (in nuclear magnetic resonance [1]) or from many repetitions of a specific experiment (in optical spectroscopy of single molecules, quantum dots, or superconducting qubits [2]).
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While being reliable in many contexts, this approach is often too resource-intensive. Specifically, the error in the estimate of a single expectation value at a fixed measurement setting decreases in proportion to M − 1 2 r after M r measurement shots. Moreover, many choices of measurement settings are usually required for complex measurement tasks. Such slowness of parameter estimation can also turn into imprecision in the estimate if the parameters of interest drift as a function of time, broadening spectroscopic signatures.
Imprecision in system characterization is particularly problematic for quantum information processing applications. These require extremely precise logic operations, usually implemented as pulses. The pulse parameters such as length, amplitude, and carrier frequency, depend on the system parameters. In manufactured solid state qubits, this is rather central as they are subject to fabrication uncertainty.
In this Letter, we demonstrate that advanced spectroscopy can be performed far more efficiently. Our results are particularly relevant for the 'tune-up' stage in , with ωq the qubit frequency, ωr,0 the resonator frequency, and g0 the coupling strength. The color scale of the swap-spectrum represents the probability of the qubit being in its excited state. (b) Outcomes of a set of simulated singleshot measurements; blue: ground state, red: excited state. quantum information processing, i.e., for the initial calibration of the system and maintaining it. We use a controlled qubit to characterize the uncertain frequency of another mode ω r that is coupled to the qubit with uncertain coupling strength g. Our algorithm employs modern Bayesian inference techniques to choose informative experimental settings while remaining computationally feasible. These modern inference techniques are able to use each bit of data obtained from experiment, instead of inferred expectation values only. This is both faster and more precise than the conventional approach involving ensemble averages. We demonstrate that our approach is robust against experimental imperfections.
Bayesian inference has been applied to identify qubit Hamiltonians in a standard tomographic setting using fixed, evenly spaced waiting times t between preparation and measurement [3] . In extracting an unknown frequency of a qubit, significant advantage can be achieved through an adaptive algorithm [4, 5] that updates the measurement setting during the experimental data collection and tends to choose exponentially increasing, rather than evenly spaced, waiting times. Such a problem is equivalent to extracting g in a model discussed below when the frequency ω r is known. The assumption that ω r is known, however, limits the applicability of the model. The situation where both g and ω r are initially unknown is more widely and practically applicable. To solve the latter problem, we deliver a strategy that chooses both t and the qubit frequency ω q to achieve near-optimal scaling of errors in estimates.
A qubit coupled to a resonator is described by the Jaynes-Cummings Hamiltonian
where g ω r . This model is broadly applicable to potential quantum computing technologies [6] and reproduces also the dynamics of spurious two-level systems [7] [8] [9] , a notorius source of decoherence for superconducting qubits.
The standard method to estimate g and ω r is called swap-spectroscopy [10] . One starts by preparing the qubit in the excited state and the cavity in its ground state (typically by moving ω q far away from ω r and then exciting it with an external pulse). Then ω q is fixed to a chosen value that in Fig. 1 determines the horizontal coordinate (see the caption). The system is allowed to evolve a time t (vertical coordinate of Fig. 1 ) after which it is measured in theσ z basis. The system is then reset to its ground state before the next measurement.
As the Jaynes-Cummings Hamiltonian conserves the total number of excitationsN =â †â + 1 2 σ z +1 we can describe the resulting dynamics in the single-excitation subspace by the HamiltonianĤ = ∆ω 2η z + gη x wherê η are Pauli matrices and the detuning ∆ω = ω q − ω r . This form of the relevant Hamiltonian occurs, in addition to the applications mentioned above, also in settings in magnetic resonance spectroscopy. For the Hamiltonian H the probability of the qubit being in its excited state is
with ω R = ∆ω 2 + 4g 2 . The Supplementary Material generalizes this formula to account for qubit relaxation.
In conventional swap-spectroscopy, the measurement is repeated at a fixed setting (ω q , t) in order to establish an ensemble to calculate the relative frequency of the excited state and hence approximate its probability. To estimate g, usual swap-spectroscopy first seeks ω q where ∆ω = 0, and where the Chevron pattern of the oscillating excitation probability has a maximum visibility, cf. Fig. 1 . Measuring the angular frequency of these oscillations then yields 2g by Eq. (2).
Our algorithm, rather than establishing ensemble averages, chooses a new pair (ω q , t) after each measurement , with ωq the qubit frequency, ωr,0 the resonator frequency, and g0 the coupling strength. The color scale for the swap-spectrum represents the probability for the qubit to be in its excited state. Note the logarithmic scale on the time-axis. step. We employ Bayes' theorem, which reads
for our system. This formula can be understood as a rule for iterative learning of the parameters. One starts with an initial probability distribution, or prior, P (g, ω r ) that describes one's a priori conception about the uncertain parameters. Based on the measurement outcome d, c.f. Fig. 2a , one can use Bayes' theorem to update the probability distribution into a posterior based on the likelihood of the data P (d|g, ω r ) according to conjectured model parameters g and ω r . The normalization factor in the denominator can be calculated via the integral P (d) = P (d|g, ω r )P (g, ω r )dgdω r . The estimate is obtained from the mean value of the posterior. The posterior is then identified as the prior for the next measurement. Thus each measurement outcome is immediately incorporated into our knowledge of the system. We now want to optimize the measurement settings based on the current knowledge about ω r and g. In prin-ciple, for each adaptation step one can maximize utility (e.g., a negative trace of the posterior covariance matrix or information gain I [11] ) of the next shot as if it were the last in the series, a so-called "greedy" algorithm. Computationally however, maximizing utility between the shots is quite unwieldy. Moreover, to optimize the whole series of measurement shots, i.e., to optimize globally, it is not sufficient to optimize greedily, i.e., locally. We have therefore analyzed offline exemplary instances of information gain landscapes I(t,
Here, a = 1.57, b = 0.518, and c = 3.0 are numerical constants that we have found to yield a robust and efficient strategy. Furthermore, z is a standard normal deviate and r 1,2 are uniform random variables on the interval [0, 1]. This strategy is the central result of our paper. The measurement settings with M ≤ M 0 are chosen more uniformly to obtain a unimodal posterior in the beginning of the series which makes the strategy more effective. We choose M 0 = 15 which we found to be sufficient especially for our prior and the parameters considered in Figs. 3, 4a , and 4b. Figure 2b illustrates an exemplary trace of measurement shots chosen adaptively according to Eq. (4).
A numerical challenge with Bayesian inference techniques is that each application of Bayes' theorem (3) requires the evaluation of the computationally expensive integral P (d). To calculate the integrals we adapt a sequential Monte-Carlo approach [12] [13] [14] [15] with moving grid points or "particles" whose density describes the probability distribution of interest [16] . In evaluating a probability distribution in fixed grid points, the density of the grid points would limit the precision on the estimates, which is mitigated by the adaptive grid. We perform the calculations with 50 000 particles, so for instance in computing P (d) one evaluates 50 000 times the likelihood function.
To consider the performance of our algorithm, we have applied it to ensembles of 10 000 simulated samples with randomly chosen parameters (g 0 , ω r,0 ). Here the subscript 0 denotes a specific fixed true value, in contrast to the symbols naming a quantity. The values g 0 have been chosen from a log-normal distribution with the mean µ g and the standard deviation σ g while ω r,0 have been cho-
Measurement shot
Relative median squared error . The curves correspond to T1 = ∞ and Pe = 0 (black), T1 = ∞ and Pe = 0.1 (blue), T1µg = 2000π and Pe = 0.1 (red), and T1µg = 40π and Pe = 0.1 (brown). Here T1 is the relaxation time, Pe is the probability for a readout error, and µg the mean of g over the ensemble. sen from the normal distribution N (µ ω ,σ ω ). For each sample we have chosen the initial prior of the (g, ω r ) estimate to coincide with the probability distribution from which the true values (g 0 , ω r,0 ) are randomly picked. Unless specified otherwise we have chosen σ g = 0.25µ g and σ ω = µ g . Figure 3 exhibits the relative median squared error as a function of measurement shots for g (solid) and ω r (dotted). The changes in parameters represent the effects of relaxation and noise: (i) T 1 = ∞, P e = 0 (black), (ii)
µg , P e = 0.1 (red), and (iv) T 1 = 40π µg , P e = 0.1 (brown). Here T 1 is the relaxation time and P e the probability of a readout error. The error decays exponentially with the base affected by P e until the level set by T 1 where the exponential decrease changes to a power law.
For each simulated ensemble there are some samples we call "outliers" for which the error significantly exceeds the exponentially decaying median and the width of the posterior distribution. The outliers mostly correspond to unlikely parameter values. Our algorithm can be made robust against such outliers through repetition as follows. After 300 measurement shots we set the prior widths back to their original values but keep the mean of the probability distribution unchanged. Another 300 measurement shots are performed thereafter. We then compare the estimates after 300 and 600 measurement shots. If their difference is smaller than a set threshold, we conclude that we have found a correct estimate, otherwise we start a new search of the estimate. For the new search we choose a prior whose mean values for g and ω r are randomly chosen from the original prior while the prior widths equal those of the original prior. Table I summarizes the performance of our outlier correction scheme. Outliers are defined as the samples with the squared error of the g estimate larger than thresholdẼ 2 g . Our scheme appears to reduce the number of outliers with an acceptable overhead.
Figures 4 exhibit the average number of measurement shots required to meet the desired level of relative mean squared error. Each point represents the average performance over 10 000 samples. The robustness of our algorithm against measurement errors and relaxation is demonstrated in Figs. 4a and 4b , and the effect of greater initial parameter uncertainty is considered in Figs. 4c and 4d. We find that when |ω r,0 − µ ω | is no larger than few times g 0 , the number of measurement shots is comparable to the one ideally required when ω r is initially known precisely [5, 15] , indicating near-optimality of our algorithm in this parameter region.
With conventional swap-spectroscopy, the choice of the measurement settings tends to limit the accuracy of the estimates. Their squared error scales no better than ∼ M −1 s in the number of measurement settings M s (uniformly distributed grid points in Fig. 1 ) and in a typical experiment M s is in the range O(10 4 ) − O(10 5 ). The accuracy of the estimate of P t,ωq (1|g, ω r ) (color scale in Fig. 1a ) is also limited due to projection noise as the ensemble average is typically taken over M r ∼ O(10 3 ) − O(10 4 ) trials. Our results show that it is possible to obtain far more accurate estimates with much smaller number of measurement shots which makes our approach highly efficient.
In order to estimate the experimental time advantage, one has to take into account the delay of requesting and transferring data between the experiment and the computation that determines the measurement setting, t latency , as well as the time to computationally determine a single measurement setting, t adapt . If the adaptive scheme is implemented on a field-programmable gate array, t latency ∼200µs is dominated by t adapt ∼ 10ms [17] . The typical time to initialize the system and perform the measurement, e.g., in superconducting qubits is t cycle ∼100µs. We therefore expect it is optimal to repeat measurements in a single setting ∼ 10 − 100 times. Making several repetitions decreases the number of required adaptation steps. We estimate that in a few seconds it is possible to obtain estimates that are more precise by several orders of magnitude compared to conventional swap-spectroscopy where the time to carry out M s M r measurement shots ranges from minutes to several hours. For experimental considerations it will also be useful to develop a more general scheme for wide frequency ranges that contain multiple resonators at frequencies ω (i) r . In conclusion, by adaptively focusing measurements on the regions of high information gain we obtained a globally efficient measurement strategy for two control parameters. Our algorithm makes advanced spectroscopy drastically more efficient.
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Since the trace of an operator is the same in the interaction and the Schrödinger pictures we find the occupation probability of the state |10 
Using tan θ = 2g ∆ω and T 1 = 
This generalizes Eq. (2) in the main text for finite relaxation.
