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Abstract
In this note we give an elementary proof of a theorem that characterizes those three-dimen-
sional (0, 1)-matrices that are determined by their plane sum vectors. © 2002 Elsevier Science
Inc. All rights reserved.
Let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be nonnegative integral vectors
satisfying
r1 + r2 + · · · + rm = s1 + s2 + · · · + sn, (1)
and let τ be the common value in (1). We denote by A(R, S) the class of all m by n
(0, 1)-matrices with row sum vector R and column sum vector S, and by M(R, S)
the class of all m by n nonnegative integral matrices with row sum vector R and
column sum vector S. Without loss of generality we assume that
r1  r2  · · ·  rm and s1  s2  · · ·  sn,
and thus that both R and S are partitions of the integer τ .
Eq. (1) implies that M(R, S) is nonempty. In fact, the recursive procedure of
choosing (i) a11 = min{r1, s1}, (ii) a1j = 0 (j = 2, 3, . . . , n) if r1  s1, and
(iii) ai1 = 0 (i = 2, 3, . . . , m) if s1  r1, (iv) striking out row 1 and replacing s1 with
s1 − r1 if (ii) holds, and (v) striking out column 1 and replacing r1 with r1 − s1 if
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(iii) holds, produces a matrix inM(R, S). By the Gale–Ryser theorem (see Corollary
6.2.5 in [2])A(R, S) is nonempty if and only if S  R∗. Here R∗ = (r∗1 , r∗2 , . . . , r∗n)
is the partition of τ conjugate to R. The conjugate R∗ is the column sum vector of the
m by n (0, 1)-matrix A¯ with row sum vector R for which the 1’s in each row occur
in the initial positions. (Here and elsewhere we consider trailing 0’s to be dropped,
as necessary, in order to conform to the usual convention that a partition consist of
positive integers.) Since conjugation is an idempotent operation, R = R∗∗. Also, for
nonincreasing vectors X = (x1, x2, . . . , xn) and Y = (y1, y2, . . . , yn),
X  Y (X is majorized by Y )
means that
x1 + x2 + · · · + xk  y1 + y2 + · · · + yk (k = 1, 2, . . . , n),
with equality for k = n. We write X ≺ Y (X is strictly majorized by Y ) provided
X  Y and X /= Y . Each matrix in A(R, S) can be obtained from A¯ by shifting 1’s
in rows. Conversely, a matrix obtained from A¯ by shifting 1’s in rows in order to
attain column sum vector S belongs to A(R, S).
Now let T = (t1, t2, . . . , tp) be a third nonincreasing integer vector also with
t1 + t2 + · · · + tp = τ . Extending the notation above, we letM(R, S, T ) denote the
class of all m by n by p nonnegative integral matrices with plane sum vectors R,
S, and T . Here R denotes the row-vertical plane sum vector, S denotes the column-
vertical plane sum vector, and T denotes the horizontal plane sum vector. We denote
the subclass of M(R, S, T ) consisting of (0, 1)-matrices by A(R, S, T ).
Let A = [aij ] be a matrix in M(R, S), and let p  max{aij: 1  i  m,
1  j  n}. Then we may define a three-dimensional m by n by p (0, 1)-matrix
A¯ = [a¯ijk], where
a¯ijk =
{
1 if 1  k  aij ,
0 otherwise.
(There is no harm in leaving p vague.) The matrix A¯ has row-vertical plane sum
vector R and column-vertical plane sum vector S, and its 1’s are in the lowest vertical
positions. Let
π(A) = (e1, e2, . . . , ek)
denote the sequence of positive elements of A arranged in nonincreasing order. Then
π(A) is also a partition of τ and the horizontal plane sum vector of A¯ equals the
conjugate partition of the partition π(A). Write
π(A)∗ = (t1, t2, . . . , tp).
The matrix A is minimal provided there does not exist a matrix B in M(R, S) for
which π(B) ≺ π(A). The matrix A is π-unique provided A is uniquely determined
by its row sum vector, column sum vector, and its vector of entries (all assumed to
be taken in nonincreasing order). Thus A is π-unique provided there does not exist
a matrix B /= A inM(R, S) for which π(B) = π(A). We are interested in minimal,
π-unique matrices in M(R, S). Consider the matrices
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A1 =

3 3 12 1 1
2 0 0

 , A2 =

3 0 00 2 0
0 0 1

 , A3 =





Then A1 is minimal but not π-unique (because the transpose At1 of A1 has the same
row sum and column sum vectors, and π(A1) = π(At1)), A2 is π-unique but not
minimal (there is a (0, 1)-matrix with the same row and column sum vector), and A3
is minimal and π-unique.
Now let B = [bijk] be an arbitrary matrix in the classA(R, S, T ). To B there cor-
respond three nonnegative integral matrices. The matrix B(1,2) is the m by n matrix
in M(R, S) whose element in the (i, j)-position equals the vertical line sum
bij1 + bij2 + · · · + bijp, 1  i  m, 1  j  n,
of B. The m by p matrix B(1,3) inM(R, T ) and the n by p matrix B(2,3) inM(S, T )
are defined in a similar way. The elements of B(1,3) are the column-horizontal line
sums of B. The elements of B(2,3) are the row-horizontal line sums of B. Using
the construction in the previous paragraph we also have, corresponding to B, three
three-dimensional (0, 1)-matrices B(1,2), B(1,3), and B(2,3). We consider these three-
dimensional matrices to have the same size as B by filling in 0’s as necessary. Thus
e.g. B(1,2) is considered to be obtained from B by shifting 1’s downward in the
vertical direction so that they occupy the lowest positions. As observed by Jurkat
and Ryser (Theorem 5.5 in [5]) A(R, S, T ) is nonempty if and only if there is a
matrix A in M(R, S) with T  π(A)∗. Moreover, every matrix in A(R, S, T ) can
be obtained from A¯, for some matrix A inM(R, S), by shifting 1’s vertically in order
to obtain the horizontal plane sum vector T . This follows from the two-dimensional
matrix case by considering B¯ as an mn by p matrix B ′, noting that shifting 1’s
in rows of B ′ and then changing back to an m by n by p (0, 1)-matrix leaves the
row-horizontal and column-horizontal plane sum vectors unchanged.
Torres-Cházaro and Vallejo [7] have given a characterization of those R, S, and
T for which there is a unique matrix in A(R, S, T ). Their proof uses some identi-
ties involving characters of the symmetric group. We shall give an elementary com-
binatorial proof which relies on our preceding discussion. The motivation for this
problem comes from discrete tomography where one would like to reconstruct a
three-dimensional discretized object from the knowledge of its cross-sectional sums
(plane sum vectors) [3,4].
In the two-dimensional case, the problem is to reconstruct an m by n (0, 1)-matrix
from knowledge of its row sum vector R and column sum vector S. It is well known
that A(R, S) contains exactly one matrix if and only if S is the conjugate R∗ of R.
The reason is: if S = R∗, then no 1’s of A¯ can be shifted in rows and A¯ is the unique
matrix in A(R, S). On the other hand, suppose that S  R∗ and S /= R∗. Then for
any matrix A in A(R, S), in some row a 0 precedes a 1. Since the column sums are
nonincreasing, this implies that A has a 2 by 2 interchange submatrix of one of the
forms











Interchanging one for the other gives a second matrix in A(R, S).
The following theorem is the main result (Theorem 1) in [7] obtained by
using some interesting connections between characters of the symmetric group and
matrices with prescribed plane sums. A nonnegative integral matrix is called a plane
partition if each row and each column of A is nonincreasing.
Theorem 1. Let R, S, and T be partitions of a positive integer τ. Then there exists a
unique matrix inA(R, S, T ) if and only if there exists a unique matrix A inM(R, S)
with π(A) = T ∗ and A is minimal in M(R, S). If M(R, S, T ) contains a unique
matrix A, then A is a plane partition.
Proof . From our previous discussion, every matrix inA(R, S, T ) can be obtained
by
(a) choosing an m by n nonnegative integral matrix A in M(R, S) satisfying
T  π(A)∗,
(b) forming the m by n by p (0, 1)-matrix A¯, and
(c) shifting 1’s of A¯ vertically to attain the horizontal plane sum vector T .
Moreover, every matrix obtained in this way belongs to A(R, S, T ). Let
A(R, S, T ; A¯) be the set of all matrices in A(R, S, T ) obtained from A¯ by shifting
1’s vertically. Then
A(R, S, T ) =
⋃
{A(R, S, T ; A¯): A ∈M(R, S)}
and hence
|A(R, S, T )| =
∑
A∈M(R,S)








|A(R, S, T ; A¯)|.
Thus |A(R, S, T )| = 1 if and only if there exists exactly one matrix A in M(R, S)
with π(A)  T ∗ and for this A, |A(R, S, T ; A¯)| = 1.
Suppose that there exists a matrix B ∈M(R, S) with B /= A and π(B)  π(A).
Then π(B)  T ∗ implying that |A(R, S, T ; B¯)|  1 and hence |A(R, S, T )| > 1.
Moreover, it follows from the uniqueness result in the two-dimensional case that
A(R, S, T ; A¯) = 1 if and only if π(A) = T ∗. The first assertion in the theorem now
follows. The second assertion follows as in [7]; if A is not a plane partition, then an
interchange is available to produce another matrix A′ in M(R, S), different from A,
that satisfies π(A′)  π(A) and hence |A(R, S, T )| > 1. 
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We conclude with several remarks:
(1) As discussed in [7], when A(R, S, T ) contains a unique matrix, namely the
matrix A¯ associated with the plane partition A in M(R, S), then A¯ has the configu-
ration of a pyramid.
(2) The existence of a plane partition matrix in M(R, S) does not necessarily
imply that M(R, S) contains a unique matrix. The matrix A1 defined earlier
illustrates this.
(3) IfM(R, S) contains a plane partition, not every matrix inM(R, S) need be a








in M(R, S) is not a plane partition.
(4) Any two matrices in A(R, S) can be obtained from each other by a sequence
of interchanges using 2 by 2 submatrices as described earlier [1,6]. This implies that
for an A in M(R, S), any two matrices in A(R, S, T ; A¯) can be obtained from one
another by a sequence of 2 by 2 interchanges, each of them in a pair of vertical
lines. If the pair of lines is in a row-vertical plane (respectively, column-vertical
plane), then the interchange takes place in a row-vertical plane (respectively, col-
umn-vertical plane). Otherwise, the interchange takes place in a vertical plane not
parallel to the vertical sides of the three-dimensional array. By using 2 by 2 inter-
changes in horizontal planes, one might hope to pass from any matrix inA(R, S, T )
to any other (a horizontal interchange takes one from one subclass A(R, S, T ; A¯)
(A∈M(R, S)) to a different subclassA(R, S, T ; B¯) (B∈M(R, S))). For example,
with R = S = T = (7, 4, 2), there are only two matrices in A(R, S, T ). They are
the unique matrix P inA(R, S, T ;A1) and the unique matrix Q inA(R, S, T ;At1).
The matrices P and Q differ in each row-vertical, column-vertical, and horizontal
plane section. A more complicated “interchange” is needed to pass between matrices
in A(R, S, T ).
(5) Finally, we note that, as observed by Vallejo in a private communication, our
proof of Theorem 1 contains a combinatorial proof of an identity used to prove part
(i) of Theorem 1 in [7] obtained from character theory.
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