Abstract. In this paper, we develop an energy and bandwidth efficient approach for target classification in sensor networks. Instead of adopting decision fusion to reduce network traffic as some recent research, we try to realize energy efficient target classification from a computational point of view. Our contribution is we propose a novel tree construction algorithm that autonomously organizes the distributed computation resources to execute the trained BP-network (BPN) in parallel manner. We evaluate the performance of our parallel computing paradigm compared to the traditional client/server-based computing paradigm from perspectives of energy consumption and communication traffic through analytical study. Finally, we take a target classification experiment to show the effectiveness of the proposed computing paradigm.
Introduction
Wireless sensor networks promise an unprecedented opportunity to monitor the physical world via cheap wireless nodes that can sense the environment in multiple modalities, including acoustic, seismic, and infrared [1] , [2] . Distributed decision making is an important application of sensor networks; for example, the detection and classification of objects in the sensor field. Due to a variety of factors, such as measurement noise and statistical variability in target signals, collaborative processing of multiple node measurements is necessary for reliable decision making.
The key challenges in such distributed decision making are: (i) energy challenge: sensor nodes have limited and unreplenishable power resources. The inappropriate energy usage will largely reduce the system lifetime; and (ii) bandwidth challenge: sensor nodes have limited communication capability. Large amount of data transmission may exceed available bandwidth, resulting in poor performance of the system.
The focus of this paper is target classification in sensor networks which is to extract effective features in sensor measurements (seismic sensors) and classify a target through these features. Figure 1 depicts the flow chart of a widely used target detection and classification algorithm.
Fig. 1. Flow chart of the target detection and classification algorithm
In this algorithm, when a sensor receives a sensing task, it begins collecting samples. The gathered information is preprocessed on the sensor, which provides the optimal signal for further feature extraction. The computation in the first three steps is relative simple and can be executed on individual sensor that has limited computation capability.
The final step is to identify the target, viz. pattern recognition. The BP networks (BPN) is a suitable candidate for classifier for its simple structure, stable work state, and easy realization by hardware [2] . However, its computation requirement can not be satisfied on a single sensor node. The traditional way is to send the feature sets to a server where a trained BPN algorithm is centrally executed to classify targets. Although widely used, the main disadvantage of this client/server-based computing model is that large amount of data gathered by the sensor nodes have to be moved from the clients to the server, which will consume a lot of energy and largely reduce the lifetime of the system. With the aim of energy efficient target classification, we propose a distributed computing paradigm in this paper, which uses an aggregation tree like structure to organize the distributed computation resources in sensor networks. Under this paradigm, the BPN algorithm will be executed in a parallel manner in the aggregator nodes on the tree. So we also call it parallel computing paradigm. This proposed computing paradigm has many advantages over the traditional centralized paradigm:
(1) Energy efficiency: Since the total amount of data transmission is reduced, the energy usage can also be reduced, as most of the energy consumed goes to radio transmission [3] . The system lifetime is prolonged.
(2) Bandwidth efficiency: Network bandwidth requirement is reduced for the parallel computing. Instead of passing large amount of data over the network through multi-hop trips, computation is distributed over the network, only obtained result is sent to the base station.
The outline of this paper is as follows: In section 2, we briefly discuss related work, and describe the parallel computing paradigm for sensor networks in section 3. Section 4 uses analytical analysis to evaluate the performance of client/server-based computing paradigm and our parallel computing paradigm from energy consumption Gather the seismic signal generated by the moving target Preprocess the seismic signal Obtain the essential features of the seismic signal Identify the target using the pre-designed classifier and communication traffic points of view. In section 5, we present the experimental results and finally we conclude the paper in section 6.
Related Work

Target Classification
Target classification is an important signal processing task for surveillance sensor networks. However, the traditional classification methods are computation intensive and processed in a centralized manner, which restrict their real applications in resource-limited sensor networks. To realize energy efficient target classification in sensor networks, some researchers [4] , [5] propose to use local classification and global decision fusion. The main idea is that a local pattern classifier at each sensor node will first make a local decision based on its own feature vector, then encode and transmit the results together with the estimated probability of being a correct decision efficiently via the wireless channel to a local fusion center for decision fusion. Simulation results show the classification rate of this decision fusion is acceptable in some conditions. T. Clouqueur gives an in-depth analysis on the performance of traditional value fusion and decision fusion in [6] . He concludes if fault-tolerance is not required, value fusion performs much better than decision fusion when the SNR is low. Based on this conclusion, in this paper, we try to solve the problem from a computational point of view. We still use the value fusion and propose a new parallel processing model to take the place of the traditional centralized model.
Computing Paradigm
In the context of sensor networks, computing paradigm refers to the information processing model deployed at the application layer of the protocol stack. Data aggregation model has been widely discussed such as in [7] , [8] , most of which are focus on eliminating redundant data transmission. Until recently, some distributed computing paradigms [9] , [10] are proposed to do some simple computation by utilizing the computing resources in each sensor. The representative is the mobileagent based computing paradigm proposed by Hairong Qi [10] . In this paradigm, instead of each sensor node sending raw data or pre-processed data to the processing center, the processing code is moved to the data locations through mobile agents. The mobile agent is a special kind of "software". Once dispatched, it can migrate from node to node performing data processing autonomously. The structure of a mobile agent has four attributes: identification, itinerary, data, and processing code. Identification uniquely identifies each mobile agent. Data is the agent's data buffer which carries a partially integrated result. Itinerary is the route of migration. Processing code carries out the integration whenever the mobile agent arrives at a local sensor node. Simulation results show the mobile-agent based computing paradigm performs significantly better than client/server based computing paradigm from perspectives of energy consumption and execution time. However, the mobileagent based computing paradigm can only be used to solve quadratic optimization problems. Quadratic optimization problems are very special since their solutions are linear functions of data, in which case a simple accumulation process leads to a solution. More complex problems like target classification do not share this simple feature, can not be solved using the mobile-agent based computing paradigm.
Parallel Computing Paradigm for Sensor Network
In this section, we propose a parallel computing paradigm which uses an aggregation tree like structure to organize the distributed computation resources in sensor networks to implement an m-layer trained BPN.
BPN Algorithm
One of the key features of BPN is those neurons' outputs are fed forward to next layers. In a BPN, the output of the j th neuron at the n th layer
and
is the active function, where j θ is the threshold for the j th neuron and ij W are network weights. The function f is a transform function, which is used to map the active function to be the output of a neuron. Investigating the equation (2), it is obviously that each node in a hidden layer can be run in parallel.
The Sensor Network Model
Consider a network of n sensor nodes and a base station node distributed over a region. All sensor nodes are stationary and have similar capabilities (processing/ communication). For the sensor network is deployed in a big region, it needs to use multi-hop forwarding. We assume that all nodes transmit at the same constant power which implies all sensor nodes have the same radio transmission range. Based on the radio transmission range, we partition the set of all sensor nodes V into subsets
for all j i ≠ and no i S is empty. i S is the set of nodes that can be reached from the base station node B in i hops ( } { 0 B S = ), but not less than i hops. We call i S the sphere of radius i around B .
Aggregation Tree Based Partitioning Scheme
The main idea of our parallel computing paradigm is to form a tree like structure to organize the distributed computation resources in sensor networks, and assign processes to aggregator node on the tree in each intervening sphere by using the following equation,
where ij A stands for the number of assigned neurons at hidden layer j to aggregator node i , j h is the number of hidden neurons at hidden layer j , and j p is the number of aggregator nodes in the corresponding sphere j n S − , which is determined based on the computation capability of each sensor node.
The key challenge in such parallel computing paradigm is to form the aggregation trees according to the BPN structure and assign computation tasks to aggregator nodes dynamically and autonomously.
Reactive Tree Construction Algorithm
For most of recently developed sensors, the transmission range is at least twice the sensing range [11] . So, it is most likely the sensors that detect the target are all located in the same sphere. In this paper, we assume k sensors in sphere f S detect the target simultaneously, which act as data sources and are used as the input of BPN. We further assume each node in the network stores the structure of the BPN to be implemented. Different from most existing algorithms that derive trees proactively, our tree construction algorithm works in a reactive manner. That is the tree construction is event-driven, and needs no maintenance after data fusion. The algorithm consists of the following three steps:
1) Neighbor beacon exchange
Every node in network periodically broadcasts a beacon packet to its neighbors. This periodic beaconing is only used for link quality estimation. For the parallel computing paradigm is fault sensitive, any packet lost will seriously influence the accuracy of results, this beacon exchange helps each node to setup a neighbor table which consists of its neighbors with good bidirectional links. We argue that the beaconing rate can be low for the sensor network is stationary. Moreover, piggybacking methods can also be exploited to reduce this beacon overhead.
In addition to periodic beaconing, the algorithm uses a type of event-driven beacon in the next root selection step, namely a detection beacon, to quickly identify the data sources.
2) Root selection
When a sensor detects the target, it broadcast a detection beacon packet containing its residual energy level information and the detecting timestamp information. This beacon exchange will confirm the data sources that act as input of BPN. The data source with the highest residual energy level then notify the m th intervening node (resides in m f S − , denoted by m T ) on its shortest path to the base station node to be the root of the tree.
The shortest paths from every sensor node to the base station should be set up using Dijkstra like algorithm at network initialization. The algorithm completes when all data sources join the tree as leaves. The computation tasks of BPN are distributed to aggregator nodes when they determine their roles in the tree.
3) Aggregator nodes selection
Let the network graph G consist of all the nodes in the sensor network. If the subgraph ' G of G induced by the set of k data sources is connected, the aggregation tree can be formed in polynomial time. For more details and the formal proofs, see [8] .
Performance Evaluation
We choose to use two metrics, the energy consumption and the communications traffic, to evaluate the performance of the client/server-based computing paradigm and our parallel computing paradigm in target classification.
The Communications Traffic
The communications traffic is the total amount of data transmission, in terms of number of bytes. For the bandwidth is strictly constrained in sensor networks, the communications traffic has a strong impact on the performance of the system. For the shortest paths are needed for both paradigm, we choose to neglect the overhead caused by the shortest paths set-up in this section.
Let b be the size of the feature obtained by FFT executed in all k data sources. The distance (in terms of number of hops) of the shortest path from data sources in sphere f S to the base station is f . So, the communications traffic generated by the client/server-based computing paradigm in this case (call it
Let the communications traffic required for our parallel computing paradigm be nb CT .
nb
CT consists of the traffic generated by the tree construction (call it tree CT ) and the traffic generated by the parallel computation (call it comp CT ). According to our algorithm, to construct an m-layer tree:
where d is the node degree, l is an constant. In the process of computation, each intervening layer j has j P aggregator nodes.
We assume that the output of each aggregator in the j th layer has the same size j w .
The output of BPN is a one byte result which is transmitted along the shortest path from m T to the base station. So,
where m f − is the distance (in terms of number of hops) of the shortest path from m T to the base station. According to the structure of the aggregation tree, we have
The communications traffic nb CT satisfies the following bounds:
Assume d , b , m and k are fixed, then as f tends to infinity (i.e. as the base station is farther and farther away from the sources):
The Energy Consumption
Sensor nodes are normally composed of four basic units: a sensing unit, a processing unit, a communication unit, and a power unit. Among these units, communication and sensing consume most of the energy. However, since the energy consumed in sensing is the same for both computing paradigms we choose to neglect this factor. The energy consumption for the two computing paradigms depends on two components, energy consumed in data transfer ( tran E ) and data processing ( proc E ). Since no matter where the data processing is taken place, be it at the local sensor node or the processing center, the energy consumed for the entire sensor network is the same for both computing paradigms, we choose to neglect proc E . In our model, we assume that all nodes transmit at the same constant power. So each node has the same energy consumption in transmitting or receiving one bit data. Let r be the energy consumption for receiving one bit and t be the energy required to transmit one packet. We calculate the energy consumption for client/server-based computing paradigm as,
Correspondingly, the energy consumption for the parallel computing paradigm can be calculated as
as f tends to infinity:
We assume that each sensor has a battery with finite, unreplenishable energy E . Let the lifetime of the sensor network be T . Clearly, it demands that the total energy consumed (call it all E ) be no greater than the total energy available at the start,
which reduces to,
We can calculate the lifetime for both computing paradigm using Eq.(10), Eq.(11) and Eq.(14). It is obvious that the lifetime of the parallel computing paradigm is b k ⋅ times longer than that of the client/server-based computing paradigm.
Experiments
We implemented both computing paradigms on the "mote" sensor platform [12] . Each node has a 4MHz Atmel microprocessor with 4 KB RAM, 128 KB code space and 512KB external EEPROM. Motes use TinyOS which provides a MAC layer with a simple CSMA/collision avoidance protocol running on a 433MHz RFM radio transceiver at 40kbps. Nodes are placed along two straight lines with inter-node distance of 2.5 meters, as shown in Figure 2 . Each node has a degree of 5. Given only a limited number of nodes, our intention is to stress test our approach with the largest network diameter as much as possible. In our experiments, we study three different sensor fields, ranging from 12 to 36 nodes in increments of 12 nodes. So the network diameter ranges from 6 to 18 hops (spheres) in increments of 6 hops.
There are two possible target classes: mobile robot and walking man. The accelerometer sensor (ADXL202JE) is used to measure shock waves generated by the moving target, which has a limited sensing range about 1 meter. We use the data set pre-obtained to train a two-layer BPN, as shown in Figure 3 . The size of the features (calculated by FFT) sent by each sensor is 160 bytes. The size of the output of each aggregator node is 20 bytes. To demonstrate how the two computing paradigms behave when the network diameter change, we make targets only pass the outermost sphere, that is, only the four sensor nodes in the outermost sphere can detect the target each time. So,
, f ranges from 6 to 18. Figure 4 shows the communications traffic observed as a function of network diameter. As we analysis in section 4, when the network diameter increases, there is a dramatic increase of the traffic of client/server-based computing paradigm, while the traffic of parallel computing paradigm keeps stable but low growth. We further analysis the constitution of the traffic of parallel computing paradigm. Figure 5 shows the traffic generated by tree construction changes a little with increase of network diameter. It because that the tree construction algorithm is localized and independent of the network size.
In our reactive tree construction algorithm, the two factors that significantly impact aggregator nodes selection are packet loss and node degree. In this experiment, we measure packet loss for each link every minute for an hour. A link is defined as a good link if its average packet loss % 10 ≤ p . Links between a pair of nodes are defined as symmetric if both are good links. Results show the symmetric link is about 75% of the total links. Under this packet loss condition, we vary node degree by varying the transmit power. For each setting, we run the experiments twenty times and take the success rate of tree construction. Figure 6 shows the success rate increase 
Conclusions
In this paper, we presented a parallel computing paradigm for target classification in sensor networks. We compared the performance of our computing paradigm with the classic client/server based paradigm from the communication traffic and energy consumption perspectives through analytical study. We conclude that in the context of sensor networks where the number of sensor nodes is very large, the communication bandwidth is considerably low, and the energy resource is contingent, the parallel computing paradigm is more suitable for conducting collaborative target classification. We further applied it in a collaborative target classification experiment in a ground sensor network and the results clearly show the effectiveness of the proposed computing paradigm.
