Abstract. In this paper, we study the spectral problem on a compact Finsler manifold with or without boundary. More precisely, given a certain collection of sets in Sobolev space H 1,2 (M ) and a dimension-like function, we can define a corresponding spectrum. Such a spectrum satisfies nice properties. In particular, the eigenfunction corresponding to each eigenvalue always exists. And a Cheng type upper bound estimate for eigenvalues is obtained. Moreover, some interesting examples are constructed and investigated in this paper.
Introduction
The classical spectrum of a compact domain Ω with boundary ∂Ω in an Euclidean space R n is defined to be the eigenvalues of the following Laplacian equation Namely, u ∈ χ is a critical point of E with respect to a critical value λ if and only if (1.1) ∆u + λu = 0.
Let χ 0 be a Sobolev space consisting of H 1,2 functions with u| ∂M = 0 if ∂M = ∅ while M u dm = 0 if ∂M = ∅. Then (1.1) implies each critical point u satisfies either u = const. or u ∈ χ 0 \{0}. On the other hand, the set of eigenvalues are called the spectrum of (M, g). It is known that all eigenvalues of (M, g) can be listed as 0 ≤ λ 1 ≤ λ 2 ≤ · · · with lim k→∞ λ k = ∞. In the other words, the spectrum is defined as the set of critical values of E on the Sobolev space χ. This setting allows to define the spectrum for compact Finsler manifolds using an appropriate energy functional.
Let (M, F, dm) be a compact Finsler metric measure manifold and X be the Sobolev space consisting of H 1,2 functions on M with u| ∂M = 0 if ∂M = ∅. Define
where F * denotes the Finsler co-metric on T * M dual to F . E is called an energy functional. It can be restricted to the "unit sphere" S := {u ∈ X : M u 2 dm = 1}. The spectrum of (M, F, dm) is defined to be the set of critical values of E on S. A challenging task is how to capture these eigenvalues and find their relationship with their geometric quantities.
To overcome this problem, we use a dimension-like function dim on a collection C of certain subsets in S to capture an infinite sequence of eigenvalues. For any positive integer k, set (1.2) λ k := sup λ > 0 : dim E −1 [0, λ] < k ,
Clearly, the spectrum depends on the choice of a particular pair of (C , dim). We are only interested in those faithful pairs (Definition 5.11) such that their spectrum is just the standard spectrum when F is Riemannian and dm is the canonical Riemannian measure. Unfortunately, so far we have only found faithful dimension pairs for reversible Finsler metric measure manifolds. See Section 6 for some interesting examples. Moreover, we prove the following Theorem 1.1. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. For a faithful dimension pair (C , dim), the spectrum defined by (1.2) has the following properties:
where the first positive eigenvalue can be given by    λ 2 = inf u∈X0\{0} E(u), if ∂M = ∅;
In particular, the multiplicity of each eigenvalue λ k is always finite. Moreover, for each λ k , there exists u = const. or u ∈ X 0 \{0} with ∆u + λ k u = 0 in the weak sense.
Here, X 0 is the Sobolev space consisting of H 1,2 functions on M with u| ∂M = 0 if ∂M = ∅ or M u dm = 0 if ∂M = ∅.
As we mentioned early, the spectrum might depends on the choice of a particular faithful dimension pair. This means that the set of eigenvalues {λ k } ∞ k=1 defined by (1.2) might be the set of all eigenvalues defined as the critical values of the energy functional. Nevertheless, we can show that the eigenvalues λ k 's are bounded from above by the lower bound of the weighted Ricci curvature Ric N and the upper bound of the diameter. Theorem 1.2. Let (M, F, dm) be an n-dimensional closed reversible Finsler metric measure manifold. Suppose that
where N is a constant in [n, +∞). Then there exists a positive constant C = C(N ) only dependent on N such that for any faithful dimension pair (C , dim), the corresponding eigenvalues λ k 's always satisfy
We shall continue to discuss the spectrum in another forthcoming paper. 
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Preliminaries
In this section, we recall some definitions and properties about Finsler manifolds. See [2, 21, 18, 25, 7] for more details.
A reversible Finsler n-manifold (M, F ) is an n-dimensional differential manifold M equipped with a Finsler metric F which is a nonnegative function on T M satisfying the following two conditions:
(1) F is absolutely homogeneous, i.e., F (λy) = |λ|F (y), for any λ ∈ R and y ∈ T M ; (2) F is smooth on T M \{0} and the Hessian
And a triple (M, F, dm) is called a reversible Finsler metric measure n-manifold if (M, F ) is a reversible Finsler n-manifold and dm is a smooth measure on M .
Let π : P M → M and π * T M be the projective sphere bundle and the pullback bundle, respectively. Then a Finsler metric F induces a natural Riemannian metric
which is the so-called fundamental tensor, on π * T M , where
The Euler theorem yields that F 2 (x, y) = g ij (x, [y])y i y j , for (x, y) ∈ T M \{0}. It also should be remarked that g ij can be viewed as a local function on T M \{0}, but it cannot be defined on y = 0 unless F is Riemannian, i.e., F 2 (x, y) = g ij (x)y i y j . The uniformity constant Λ F is defined by
F (x, y) = 1} and SM := ∪ x∈M S x M . Clearly, Λ F ≥ 1, with equality if and only if F is Riemannian.
The average Riemannian metricĝ on M induced by F is defined aŝ
where ν(S x M ) = SxM dν x (y), and dν x is the Riemannian volume form of S x M induced by F . It is noticeable that
with equality if and only if F is Riemannian. Given a smooth measure dm on M , define the divergence of a vector field X by
Hence, the divergence is dependent on the choice of measure in the Finsler setting. Supposing M is compact, we have the divergence theorem
where dA = n dm, and n is the unit outward normal vector field along ∂M , i.e., F (n) = 1 and g n (n, Y ) = 0 for any Y ∈ T (∂M ). The dual Finsler metric F * on M is defined by
which is a Finsler metric on
In particular, F * (L(X)) = F (X). Given f ∈ C 1 (M ), the gradient of f is defined as ∇f = L −1 (df ). Thus, df (X) = g ∇f (∇f, X). Moreover, for a C 2 -function f , the Laplacian of f on U = {x ∈ M : df | x = 0} is defined by ∆f := div(∇f ). It is noticeable that ∆f is usually nonlinear for a non-Riemannian Finsler metric.
The Finsler metric induces a vector field, called Spray, on T M \ {0}
where G i 's are given by
A smooth curve γ(t) in M is called a (constant speed) geodesic if it satisfies
In this paper, we always to use γ y (t) to denote the geodesic withγ y (0) = y.
The cut value i y of y is defined by i y := sup{r : the geodesic γ y | [0,r] is globally minimizing}.
The injectivity radius at p is defined as i p := inf y∈SpM i y , whereas the cut locus of p is Cut p := {γ y (i y ) : y ∈ S p M with i y < ∞} .
It should be remarked that Cut p is closed and null Lebesgue measure. Let dm be a smooth measure on M . In a local coordinate system (
And the S-curvature S is defined by
Both the distortion and the S-curvature are dependent on the choice of the measure. The Riemannian curvature R y of F is a family of linear transformations on tangent spaces. More precisely, set
The Ricci curvature of y = 0 is defined by
.
Given N ∈ (−∞, 0) ∪ (n, +∞), the weighted Ricci curvature is defined by
Given a Lipschitz continuous path γ : [0, 1] → M , the length of γ is defined by Given a complete reversible Finsler manifold (M, F ), for any p ∈ M , there exists a polar coordinate system at p. More precisely, let (r, y) denote the polar coordinate system at p. Then r := r(x) = d(p, x), y := y(x) ∈ S p M such that the minimal geodesic γ y (r) = x. Given an arbitrary measure dm, write
where dν p (y) is the Riemannian volume measure induced by F on S p M . An important property is (2.2) lim r→0 +σ p (r, y) r n−1 = e τ (γy(r)) .
In particular, for any fixed y ∈ S p M , we have ∆r = ∂ ∂r log(σ p (r, y)), for 0 < r < i y .
In the following sections, if (M, g) is a Riemannian manifold, we use d vol g to denote the canonical Riemannian measure. 
where
It is easy to check that 1. f H ≥ 0, with equality iff f = 0;
Let H 1,2 (M ) be the completeness of C ∞ (M ) under the norm · H . Letĝ be the average Riemannian metric induced by F and let H 1,2 (M ) be the standard Sobolev space induced byĝ on M .
Since M is compact, there exists a positive constant C m ≥ 1 such that 
, where L is the Legendre transformation.
Lemma 3.2. There exists a finite constant C = C(M ) > 0 such that
Hence, if {f n } is a sequence convergent to f in
and therefore, lim
Proof. The proof is inspired by [12] . Given a local coordinate system (x i ), let (η i ) denote the coordinates of T * M and set
Given any x ∈ M , one can find a small neighbourhood U x such that U x is compact and there is a coordinate system defined on U x . There exists a constant C x ≥ 1 with (see [12, (11) ])
where · is the standard Euclidean norm induced by the local coordinate system. Since U x is compact, there exists a positive constant C x ≥ 1 such that
Now on U x , we have
where dim(M ) is the dimension of the manifold M . Since M is compact, there are only finitely many U x 's, say
Now define
Clearly, X is a Banach space contained in H 1,2 (M ). According to [18] , the distributional Laplacian of f ∈ C ∞ (M ) ∩ X satisfies
In particular, one can get ∆f (x) = div(∇f )(x) for any x ∈ U = {x ∈ M : df | x = 0}. Furthermore, using the convergence properties of · H , one can easily check the following definition is well-defined.
In particular,
For convergence, in the following we will use the notation
Since M is compact, X 0 is a closed subspace of X and therefore, it is a Banach space as well.
Rayleigh quotient
Let (M, F, dm), X and X 0 be as before. Define the canonical energy functional (i.e., Rayleigh quotient) on X \{0} by
Clearly, E is continuous on X \{0}. Given u ∈ X \{0}, for any v ∈ X , we have
It is easy to see that DE(u) is a linear functional on X ∼ = T X . In this paper, if DE(u) = 0 (i.e., v, DE(u) = 0 for all v ∈ X ), we say ∆u + E(u) u = 0 in the weak sense, in which case u is a critical point of E. Following [22] , we call β a critical value of E if E −1 (β) contains at least one critical point. If β is not a critical value, then it is a regular value of E. Proposition 4.1. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. Then for any u ∈ X \{0}, DE(u) is a bounded functional and moreover,
Proof. Given u ∈ X \{0}, we have
That is, DE(u) is a continuous and bounded functional. Moreover, by the above inequality and Lemma 3.2, a direct but cumbersome calculation furnishes that
where u n 's are nonzero. That is, DE(u) is continuous at u.
Recall the following (P.-S.) condition.
Proposition 4.2 ([12]
). Given any 0 < δ < ∞, if {u n } is a sequence in X \{0} with
then there exists a (strongly) convergent subsequence in X \{0}.
Now we introduce the following definition.
Definition 4.3. Given β ≥ 0, the eigenset corresponding to β, K β , is defined as
Lemma 4.4. Given any β ≥ 0, the eigenset K β is compact.
Proof. Given a sequence {u m } ⊂ K β , (P.-S.) yields that a subsequence {u m k } converge to u ∈ X strongly. Now Proposition 4.1 yields that
Hence, K β is compact. (1) Let X be a Banach space and f : X → R be a C k -function, k ≥ 1. If Df (x) = 0 for all the solutions x of the equation f (x) = 0, then the solution set S := f −1 (0) is a closed submanifold of X and especially, is a C k -Banach manifold.
(3) Every paracompact Banach manifold is an ANR (i.e., absolute neighborhood retract).
In our case, let · be the trivial metric structure on T X induced by · H . Then (X , · ) is a C ∞ -Banach-Finsler manifold. Now set
is a complete C ∞ -Banach-Finsler manifold and i * E is a C 1 -function on S, where i : S → X is the inclusion. In particular, S is an ANR.
Proof. Consider the function h :
The Hölder inequality together with the compactness of M then yields h ∈ C ∞ (X ). Moreover, if u ∈ X satisfies Dh(u) = 0, (4.2) then implies u = 0. Thus, Dh(u) = 0 for any u ∈ h −1 (0) = S. Now (1) and (2) in Lemma 4.6 yield that (S, · | T S ) is a complete C ∞ -Banach-Finsler manifold. In particular, S is paracompact since it is metrizable. Now Lemma 4.6 (3) yields that S is an ANR. From above and by Proposition 4.1, one can easily check that i * E is a C 1 -function on S.
Remark 4.8. In fact, S is an AR (i.e., absolute retract) (see Proposition A.3).
Note that if u ∈ S is a critical point of E, then DE(u) = 0 =⇒ D(i * E)(u) = 0, i.e., u is a critical point of i * E. On the other hand, we have
Remark 4.10. In [12] , Y. Ge and the first author showed that if DE(u) = 0, then u ∈ C 1,α (M ) for some 0 < α < 1.
According to Lemma 4.9, there is no difference between E and i * E from the point of view of critical points. So in the following, by abuse of notation, we use E to denote i * E. Note that E is a C 1 -function on the C ∞ -Banach-Finsler manifold S (Proposition 4.7) and E also satisfies (P.-S.) Condition (Proposition 4.2). Then a standard argument concerning pseudo-gradient vector fields yields the following result. We omit the proof because it is the same as [22, Chapter II, Theorem 3.11]. .1)). Then there exist a numbers 0 ∈ (0, ) and a continuous 1-parameter family of homeomorphisms Φ(·, t) of S, 0 ≤ t < ∞, with the following properties:
(1) Φ(u, t) = u, if one of the following conditions holds
, for all t ≥ 0 and u ∈ S.
(5) Φ : S × [0, +∞) → S has the semi-group property, that is,
Here, for any δ > 0, E δ := {u ∈ S : E(u) < δ}.
dimension pairs and spectrums
In general, the Laplacian of a non-Riemannian Finsler manifold is nonlinear (cf. [12, 21] ). Hence, it is hard to define the high order eigenvalues by the traditional method in the Finsler setting. In [9] , Gromov suggested that the eigenvalues of an arbitrary energy function could be defined by a dimension-like function. Inspired by this idea, we introduce the concept of Finslerian spectrum in this section.
In the following, we use these notations
And a map h : S → S is called an odd homeomorphism if h is a homeomorphism with h(−u) = −h(u), for all u ∈ S.
Definition 5.1. An optional family C is a certain collection of subsets of S satisfying the following conditions:
Given an optional family C , a dimension-like function dim on C is a function from C to N ∪ {+∞} satisfying the following properties: (D1) dim(A) ≥ 0 for any A ∈ C with equality if and only if A = ∅.
A pair (C , dim) is called a dimension pair, if C is an optional family and dim is a dimension-like function on C .
Remark 5.2. Since the inverse of an odd homeomorphism is still an odd homeomorphism, (D4) is equivalent to the following: (D4') For any odd homeomorphism h :
Now we introduce the definition of spectrum. Definition 5.3. Let (M, F, dm) be a compact reversible Finsler metric measure manifold and let E be the canonical energy functional. Given a dimension pair (C , dim), the corresponding eigenvalues of E are defined as
is called (C , dim)-spectrum. Remark 5.4. In [9] , Gromov defined a dimension-like function dim as a function on a collection of sets C only satisfying Property (D2). In this paper, we require that both an optional family C and a dimension-like function dim satisfy more properties, although the definition of spectrum here is the same as Gromov's. One will see soon that those additional assumptions in Def. 5.1 make the corresponding spectrum have nice properties.
First we have the following min-max principle.
Theorem 5.5. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. Given a dimension pair (C , dim), set
Then the corresponding eigenvalue satisfies the min-max principle, i.e.,
In particular, λ k is always finite for any k ∈ N + .
Proof. For any k ∈ N + , (D3) in Def. 5.1 implies C k = ∅. Thus, for any λ ∈
Now we show each eigenvalue is finite. First, let (·, ·) denote the standard inner produce on H 1,2 (M ) induced by the average Riemannian metricĝ (see Proposition 3.1), that is,
and let · 1 denote the norm induced by (·, ·). Using (3.1) and (2.1), one can easily see that · 1 is equivalent to · H . Thus, the topology of (X , · 1 ) coincides with the one of (X , · H ). Let {λ
be the standard spectrum of the Laplacian ∆ĝ and {f i } 
Given k ∈ N + , we construct a k-dimensional linear subspace V ⊂ X by V := Span{f 1 , . . . , f k }. Then for any u ∈ V ∩ S, (5.2) yields
Hence, V ∩ S is a bounded closed subset in (V, · 1 ) and therefore, V ∩ S ⊂ X is compact. In particular, sup u∈V ∩S E(u) < ∞, as E is continuous in the topology of (X , · 1 ). On the other hand, since V ∩ S ∈ C k , the min-max principle above then furnishes
Remark 5.6. If dim does not satisfy (D3) in Def. 5.1, C k could be empty, in which case Def. 5.3 yields λ k = +∞.
Definition 5.7. Let (M, F, dm) be a compact reversible Finsler metric measure manifold and let (C , dim) be a dimension pair. Given an eigenvalue λ k , u ∈ S is called an eigenfunction corresponding to λ k if u satisfies E(u) = λ k and ∆u + λ k u = 0 in the weak sense. Now, we have the following universal properties of a spectrum.
Theorem 5.8. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. Given a dimension pair (C , dim), the corresponding spectrum {λ k } ∞ k=1 satisfy the following properties:
(1) (Monotonicity)
In particular, the first eigenvalue is
If F is Riemannian and dm is the canonical Riemannian measure, then
where λ ∆ k is the standard eigenvalue of the Laplacian ∆ in the Riemannian case. (3) (Existence of eigenfunction)
For each k ∈ N + , the eigenfunction u corresponding to the eigenvalue λ k always exists. In particular, either u = ±(m(M ))
Then it follows from Theorem 5.5 that λ * 1 ≤ λ 1 . On the other hand, for each f ∈ S, {±f } = Rf ∩ S ∈ C 1 , which together with Theorem 5.5 yields
Now suppose ∂M = ∅. Letĝ be the average Riemannian metric of F . The spectral theory in Riemannian geometry together with (2.1) and (3.1) yields
Since C k+1 ⊂ C k , the monotonicity of the eigenvalues follows from Theorem 5.5.
(2) Let dim C (V ) denote the Lebesgue covering dimension of a linear space V (cf. [14] ). Since F is Riemannian, Courant's minimax principle yields
V is a linear subspace with dim C (V ) = k}.
Thus, for any > 0, there exists a k-dimensional linear space V with max u∈V \{0} E(u) < λ
(3) It suffices to prove each λ k is a critical value of E. Recall that λ k < +∞ (see Theorem 5.5). Suppose that λ k is a regular value. That is, if u ∈ S with E(u) = λ k , then DE(u) = 0. Hence, the eigenset K λ k = ∅ (see (4.1)). Now Lemma 4.11 (O = ∅ and = 1) yields that there exists 0 > 0 and a family of odd homeomorphisms
Thus, E(Φ(A, 1)) < λ k − 0 . On the other hand, (D4) in Definition 5.1 yields
and hence,
which is a contradiction. This means λ k is a critical value of E and therefore, the eigenfunction u ∈ S corresponding to λ k does exist. Now it follows from Lemma 4.9 that u = ±(m(M )) 
Therefore, Property (i) in Theorem 5.8 is true in the Riemannian case.
Remark 5.10. In view of Property (3) in Theorem 5.8, the spectrum of a dimension pair (C , dim) is a sequence of critical values of E. In particular, Property (2) together with Property (3) yields that for a compact Riemannian manifold equipped with the canonical Riemannian measure, each eigenvalue of a dimension pair (C , dim) is exactly a standard eigenvalue of the Laplacian. However, (C , dim)-spectrum may not contain all the critical values of E even in the Riemannian case. In fact, different dimension pairs may induce different spectrums. See Sec.6 for the examples.
Now we introduce a "stronger" dimension pair.
Definition 5.11. A dimension pair (C , dim) is said to be faithful if for any compact Riemannian manifold (equipped with the canonical Riemannian measure),
where λ ∆ k is the standard eigenvalue of the Laplacian ∆ in the Riemannian setting. Theorem 5.12. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. For a faithful dimension pair (C , dim), the corresponding spectrum satisfies (1) The first positive eigenvalue is equal to
Proof. Letĝ be the average Riemmanin metric induced by F . The assumption implies that one can use C k to define the standard eigenvalues ofĝ, which are denoted by λ ∆ĝ k 's. Thus, by (3.1) and (2.1), one gets λ
Now λ k > 0 for k ≥ 2 and λ k → +∞ follow from the spectral theory in Riemannian geometry. On the other hand, λ k < +∞ (see Theorem 5.5) together with lim k→+∞ λ k = +∞ implies the finiteness of the multiplicity. Hence Property (2) and (3) follow. Now we show Property (1). If ∂M = ∅, Theorem 5.8 (1) together with X = X 0 yields
Now suppose ∂M = ∅. Recall λ 2 > 0. Theorem 5.8 (3) yields an eigenfunction f ∈ X 0 \{0} corresponding to λ 2 . Thus,
On the other hand, for each u ∈ X 0 \{0}, set V u = Span{1, u}. Since
Proof of Theorem 1.1. It is easy to see that Theorem 1.1 follows from Theorem 5.8 and Theorem 5.12 directly.
Examples of dimension pairs
This section is devoted to some interesting dimension pairs and their spectrums, especially the faithful ones. First, we introduce some notions and notations.
Let P(X ) denote the quotient space S/Z 2 . Thus, p : S → P(X ) is a 2-fold covering as Z 2 act freely and properly discontinuously on S. In particular, P(X ) is a normal ANR (see Proposition A.4). The following result is clear. Hence, we also use P(X ) to denote the projective space (X \{0})/ ∼ in the following. Moreover, given a k-dimensional linear subspace V of X , P(V ) := p(V ∩ S) is also utilized to denote the projective space induced by V . And all the maps in this section are continuous.
Lusternik-Schnirelmann dimension pair.
In this subsection, we construct two dimension pairs by the Lusternik-Schnirelmann category. First, we recall the relative Lusternik-Schnirelmann (LS) category on P(X ).
Definition 6.2 ([8, 22])
. Given a subset A ⊂ P(X ), the LS category of A relative to P(X ), cat P(X ) (A), is the smallest possible integer value k such that A is covered by k closed sets A j , 1 ≤ j ≤ k, which are contractible in P(X ). If no such finite covering exists we write cat P(X ) (A) = +∞. Definition 6.3. Define two optional families C α , α = 1, 2 by
Given a closed set A ⊂ S, we define the Lusternik-Schnirelmann dimension of A by
where p : S → P(X ) is the natural projection.
Then we have the following result.
Proof. Fix any α ∈ {1, 2}. Clearly, the definition yields that (C α , dim LS ) satisfies Property (D1) and (D2) in Def. 5.1. Moreover, for each k ∈ N + , let V be a kdimensional linear space. Then A := V ∩ S is the "unit" sphere in V . Obviously, p(A) = P(V ) and hence, dim LS (A) = cat P(X ) (P(V )) = k. So Property (D3) follows. Moreover, an arbitrary odd homeomorphism h : S → S induces a homeomorphism H : P(X ) → P(X ) by H([u]) := p • h(u). Since cat P(X ) (·) is invariant under homeomorphism (cf. [6, Lemma 1.13 (5)]), one gets
for any A ∈ C α . That is, Property (D4) in Def. 5.1 holds.
Remark 6.5. It is unsuitable to use the LS category relative to S to define dimension pairs, since S is contractible (see Proposition A.3). More precisely, let C α , α = 1, 2 be as in Def. 6.3 and let dim * LS (A) := cat S (A). Then Proposition A.3 furnishes dim * LS (A) ≡ 1 for any nonempty A ∈ C α , which implies that (D3) does not hold and hence, dim * LS is not a dimension-like function. Also see Remark 5.6 for more details about such spectrums.
According to Theorem 5.5, we introduce the spectrums of (C α , dim LS ), α = 1, 2.
Definition 6.6 (LS-spectrum). Let (M, F, dm) be a compact reversible Finsler metric measure manifold. For α ∈ {1, 2}, the spectrum of (C α , dim LS ) is denoted by {λ
and C
LS,α k
The following result implies that LS-spectrum can be obtained in an alternative approach. 
Then for each
Proof. For any A ∈ C α , we have
According to this property, the rest of proof is direct and hence, we omit it.
We can estimate the "dimension" of the eigenset.
Lemma 6.8. Let (M, F, dm) be a compact reversible Finsler metric measure manifold. Given α ∈ {1, 2}, if for some k ∈ N + ,
k+l−1 = β, i.e., the multiplicity of the eigenvalue β is l, then dim LS (K β ) ≥ l (see (4.1)). In particular, there exist (at least) l linearly independent eigenfunctions corresponding to eigenvalue β. Moreover, if l > 1, then K β is a infinite set.
The proof of Lemma 6.8 will be given in the next subsection. This lemma furnishes the following important result. Theorem 6.9. For each α ∈ {1, 2}, (C α , dim LS ) is a faithful dimension pair.
Proof. Let (M, g) be a compact Riemannian manifold. Fix α ∈ {1, 2} and k ∈ N + . Since g is always reversible, Theorem 5.8 together with the spectral theory in Riemannian geometry implies that for each j with 1 ≤ j ≤ k, there exists u j ∈ C ∞ (M ) such that E(u j ) = λ LS,α j and ∆u j + λ LS,α j
i+l−1 = β, i.e., the multiplicity of the eigenvalue β is l, Lemma 6.8 then yields that there exist l linearly independent eigenfunctions {u s } l s=1 corresponding to β, which still satisfy (6.1) (since ∆ is linear). Hence, one always obtains k eigenfunctions {u j } k j=1 such that u j 's are mutually orthogonal (in the sense of (6.1)) and E(u j ) = λ LS,α j . Now let
Clearly, dim C (V k ) = k and then Courant's minimax principle (5.3) together with (6.1) yields λ
Now the theorem follows from λ
In this subsection, we use the Krasnoselskii genus to construct dimension pairs. Also refer to [1] for the corresponding spectrum defined on L 2 (M ), in which the Cheeger energy, instead of the Rayleigh quotient, is the main tool to study eigenvalues.
According to [17, 22] , we introduce the Krasnoselskii genus as follows.
Definition 6.10. Set G := {A ⊂ X : A is closed and A = −A}. The Krasnoselskii genus dim K : G → N ∪ {+∞} is defined by
Note that the Krasnoselskii genus always satisfies the following properties. Refer to [22, Lemma 6.11. Let A, B ∈ G and let h : X → X be an odd map. Then the following properties hold: A) ). In particular, if 0 / ∈ A, this property holds for any odd map h :
From (i)-(v) in Lemma 6.11, one easily gets the following result. Then for each α ∈ {1, 2}, (
Thus, we can define the corresponding spectrums by Theorem 5.5.
Definition 6.13 (K-spectrum). Let (M, F, dm) be a compact reversible Finsler metric measure manifold. For α ∈ {1, 2}, the spectrum of (
and D
It is noticeable that the K-spectrums can also be obtained by G and dim K .
Proposition 6.14. Set
For α ∈ {1, 2}, define
Proof. Fix α ∈ {0, 1} and k ∈ N + . Clearly,
follows from the definition. On the other hand, we define an odd map h :
Before pointing out an important fact between the LS-spectrum and the Kspectrum, we recall a theorem in [8] . . Let E denote any contractible paracompact free G-space where G is a compact Lie group. Let Σ denote the collection of closed, invariant subsets of E and set B = E/G. Then for any A ∈ Σ, we have
In particular, if G = Z 2 , G-genus is exactly the Krasnoselskii genus. 
Proof. According to Prop. A.3 and Prop. 4.7, S is a contractible, paracompact, and
, A is Z 2 -invariant and p(A) = A/Z 2 . Thus, Theorem 6.15 yields
which implies A ∈ C LS,α k and hence, λ
On the other hand, given any A ∈ C LS,α k , consider A := A ∪ −A. Theorem 6.15 again yields
Since F is reversible, we have
By Theorem 6.16, we can give an simple proof of Lemma 6.8.
Proof of Lemma 6.8. According to Theorem 6.16, it suffices to show Lemma 6.8 holds for Krasnoselskii dimension pairs.
Firstly, K β ∈ D 2 follows from F is reversible and K β is compact (see Lemma 4.4). According to Lemma 6.11 (vii) , there exists a symmetric neighborhood O of K β such that dim K (O) = dim K (K β ) < ∞. For = 1, let 0 be the constant and Φ(·, t) be the family of odd homeomorphisms in Homotopy Lemma (Lemma 4.11). Choose A ∈ D α with dim K (A) ≥ k + l − 1 and sup u∈A E(u) < β + 0 . Homotopy Lemma together with the min-max principle (Theorem 5.5) then yields
Now it follows from Lemma 6.11 (vi) that
Secondly, recall that (X , (·, ·)) is a complete Hilbert space, where (·, ·) is defined by (5.1). In particular, K β is still compact with dim K (K β ) ≥ l in (X , (·, ·)), since the topology of (X , (·, ·)) is the same as the one of (X , · H ). Now let {u 1 , . . . , u s } be a maximal set of mutually orthogonal vectors in K β , set V := span{u 1 , . . . , u s } ≈ R s , and let π : X → V be orthogonal projection onto V . Thus, 0 / ∈ π(K β ) and
The cardinality K β = +∞ follows from Lemma 6.11 (iii) directly.
Since every Riemannian metric is reversible, Theorem 6.16 together with Theorem 6.9 then yields the following result immediately.
Theorem 6.17. For each α ∈ {1, 2}, (D α , dim K ) is a faithful dimension pair.
Essential dimension pair.
In [9] , Gromov introduced the essential dimension to the projective space. In this section, we utilize this function to define dimension pairs. In the following, let dim C denote the Lesbesgue covering dimension (cf. [14] ). A subset A ⊂ P(X ) is said to be contractible in P(X ) onto a subset B ⊂ P(X ) if there exists a map h : A × [0, 1] → P(X ) with h(·, 0) = Id A and h(A, 1) = B. For simplicity, h is called a homotopy in this paper.
Definition 6.18 (Gromov [9] ). Given a closed set A ⊂ P(X ) and A = ∅, the essential dimension of A is defined by ess(A) :=the smallest integer i such that A is contractible in P(X ) onto a subset B ⊂ P(X ) with dim C (B) = i, And set ess(∅) := −1.
A standard argument yields the following result.
Lemma 6.19. If f : P(X ) → P(X ) is a homeomorphism, then ess(A) = ess(f (A)). That is, ess is a topological invariant.
Now we introduce essential dimension pairs.
Definition 6.20. Let C α , α = 1, 2 be two optional families, i.e.,
Given a closed set A ⊂ S, we define the essential dimension of A by dim ES (A) := ess(p(A)) + 1.
According to [9, 0.4B,0.4B1], we have the following result.
Lemma 6.21. Let A, B ∈ C α and h : S → S be an odd homeomorphism.
Proof. (i) and (ii) follows from the definition directly and (iii) follows from [9, 0.4B1], i.e., for any A, B ⊂ P(X ), ess(A ∪ B) ≤ ess(A) + ess(B) + 1.
We now prove (iv). First we claim that
are two homeomorphisms on P(X ). Clearly, H, G are well-defined and surjective. Note that
Since p is a quotient map, H and G are continuous. It is easy to see that
which imply both H and G are homeomorphisms. Thus, Lemma 6.19 yields
In order to show (v), consider the "unit sphere" A := V ∩ S in a k-dimensional linear space V . Then p(A) = P(V ), which together with ess(P(V )) = dim C (P(V )) (see [9, Definition 6.24 (Ess-spectrum). Given α ∈ {1, 2} and k ∈ N + , set
and λ
By an argument similar to the one of Proposition 6.7, one can easily show the following result. 
Then for each
Now we show the following result.
Theorem 6.26. For each α ∈ {1, 2}, (C α , dim ES ) is a faithful dimension pair.
Proof. Fix α ∈ {1, 2} and let (M, g) be a compact Riemnannian manifold equipped with the canonical measure. Theorem 5.8 yields that λ
Step 1. In this step, we show that if β is an eigenvalue w.r.t the essential dimension, there exists an open subset
Since the metric is Riemannian, the eigenspace of β, say W β , is a (finite) kdimensional linear space which is spanned by {u 1 , . . . , u k }. Here, u i 's are eigenfunctions satisfying (6.1). Since ∆ is linear, K β = S ∩ W β and hence, p(K β ) = P(W β ), which together with Lemma 6.21 (v) yields dim ES (K β ) = k < +∞.
On the other hand, since (X , (·, ·)) is a separable Hilbert space (see (5.1)), for a fixed ∈ (0, 1), define
Clearly, using a complete orthonormal basis, it is easy to check that O is an open neighbourhood of W β . Since the expression of u + ρ ∈ O is unique, we can define a homotopy H :
Since H(u + ρ, t) = 0 implies u = 0 and ρ L 2 ≤ (ρ, ρ) ≤ < 1, we define a homotopy H : O ∩ S → S by
It is easy to see that H (·, 0) = Id and We have shown that K-spectrum is exactly LS-spectrum (see Theorem 6.16). In order to investigate the relationship between Ess-spectrum and LS-spectrum, we need the following facts. See [6, Remark 1.12, Lemma 1.13] for the proofs.
Lemma 6.27. Let X be a normal ANR. For any closed subset A ⊂ X, we have , 1) ).
Remark 6.28. The LS-category defined in [6] is smaller than the one in Def. 6.3 by 1. So the first statement in [6] reads: cat X (A) ≤ dim C (A). And the homotopy we define before is called a deformation in [6] .
Now we have the following result.
Theorem 6.29. For any k ∈ N + , we have
, it suffices to show that λ
, let B be the homotopic image of p(A) with dim C (B) = ess(p(A)). Note that B is compact (closed) and P(X ) is a normal ANR (see Proposition A.4). Then Lemma 6.27 (1) yields
On the other hand, it follows from Lemma 6.27 (2) that
A universal upper bounded for eigenvalues
In this section, let (C , dim) be a dimension pair and let (M, F, dm) be a complete reversible Finsler metric measure n-manifold.
Given a precompact domain
is a compact reversible Finsler metric measure n-manifold and the Banach space X corresponding to
Let λ 1 (D) denote the first eigenvalue defined on X (D) w.r.t (C , dim). According to Theorem 5.8 (1), one has
On the other hand, let B N K (r 0 ) denote a geodesic ball with radius r 0 in the Ndimensional Riemannnian space form with constant sectional curvature K, and let λ Thus, inspired by [5] , we obtain the following lemma.
Lemma 7.2. Let (M, F, dm) be a complete reversible Finsler metric measure nmanifold. If for some N ∈ [n, +∞), the N -Ricci curvature satisfies Ric N ≥ (N − 1)K, then for any p ∈ M ,
On the othe hand, let S(B p (r 0 )) be the "unit ball" of X (B p (r 0 )), that is,
Let (r, y) be the polar coordinate system at p and set a(y) := min{i y , r 0 } for any y ∈ S p M . Thus, f (r, y) = ϕ(r) and ∂f /∂r = dϕ/dr < 0. Moreover, since F * (dr) = 1 (cf. [21] ), one has Note that lim t→0 +σ p (r, y) = 0 (see (2.2)). Thus, the above inequality together with (7. According to [16] , we introduce convex Finsler manifolds.
Definition 7.3. Let (M, F ) be a complete reversible Finsler manifold and let C be a subset in M . C is called convex, if for any p, q ∈ C, there exists a minimal geodesic in M from p to q, which is contained in C.
A compact reversible Finsler n-manifold M with or without boundary is said to be convex if there are a complete reversible Finsler n-manifold W and an isometric imbedding i : M → W such that i(M ) is a convex subset of W . Now we have the following estimate.
Theorem 7.4. Let (M, F, dm) be a compact convex reversible Finsler metric measure n-manifold. If for some N ∈ [n, +∞), the N -Ricci curvature satisfies Ric N ≥ (N − 1)K, then for any dimension pair (C , dim), the corresponding spectrum satisfies 
E(u).
Now, (7.3) yields that for each i ∈ {1, . . . , k},
Recall that the unit sphere in an infinite-dimensional Hilbert space is contractible (cf. [15] ). Then we have the following. Proposition A.3. S is contractible and hence, an AR.
Proof. Recall that (X , (·, ·)) is a separable Hilbert space, where (·, ·) is defined by (5.1). Thus, the unit sphere S := {u ∈ X : u 1 = 1} in (X , (·, ·)) is contractible (cf. [15] ), where · 1 denotes the norm induced by (·, ·). On the other hand, (5.2) implies that f ∈ X with f L 2 = 0 if and only if f 1 = 0. Thus, one can define two maps between S and S by t 1 : S → S , t 1 (u) = u u 1 , t 2 : S → S, t 1 (u) = u u L 2 .
Clearly, t 1 , t 2 are continuous and surjective. Furthermore, t 1 • t 2 = Id S and t 2 • t 1 = Id S , which imply t 1 , t 2 are injective and hence, homeomorphisms. Thus, S is contractible. Recall that S is an ANR (see Prop. 4.7). Now the proposition follows from Lemma A.2 (1).
Proposition A.4. P(X ) is a paracompact Banach topological manifold and hence, a normal ANR.
Proof. Since S is a C ∞ -Banach manifold (see Prop. 4.7) and p : S → P(X ) is a 2-fold covering, a standard argument yields that P(X ) is a Banach topological manifold. Now we show P(X ) is paracompact. Given any open covering {U α } of P(X ), we can obtain a refinement {V β } of {U α } and an open covering {V β , −V β } of S such that p| ±V β : ±V β → V β are homeomorphisms. Recall that S is a metric space and hence, paracompact. Thus, there exists a locally finite refinement {O γ } of {V β , −V β } and thus, each p| Oγ : O γ → p(O γ ) a is homeomorphism. So, {p(O γ )} is a covering of P(X ). In particular, since O γ ⊂ V β or −V β , we have where denotes the cardinality of a set. Hence, {p(O γ )} is locally finite and therefore, P(X ) is paracompact and normal. Now it follows from Lemma A.2 (2) that P(X ) is an ANR.
