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Capítulo 1 
Introducción 
Poder estudiar hipotéticos cambios en un procesador puede resultar muy complicado 
debido a que todo hardware es intrínsecamente difícil de modificar. La necesidad de 
simular estos componentes ha propiciado la aparición de simuladores software con los que 
comprobar las consecuencias que provocaría un cambio en un hardware. Herramientas 
como UNISIM permiten diseñar y optimizar hardware, pero sin embargo se alejan de la 
implementación real. 
Fruto de la necesidad de analizar posibles cambios de una arquitectura cerrada como 
es Cell Broadband Engine (Cell BE) nace este proyecto, continuación del trabajo iniciado 
por Daniel Cabrera en su proyecto de final de carrera, donde se pretende implementar 
un componente del procesador Cell en un lenguaje de diseño de hardware y hacerlo lo 
más flexible posible para poder estudiar modificaciones en su estructura y en el juego de 
instrucciones que puede ejecutar. 
A continuación se listan los objetivos de este proyecto y después se explica la arqui-
tectura del Cell BE y más concretamente, de la SPU. En la sección 1.4 se detalla la 
organización de esta memoria. 
1.1. Objetivos 
Los objetivos de este proyecto son los siguientes: 
1. Comprender el funcionamiento del simulador de SPU (Synergistic Processor Unit) 
que hizo Daniel Cabrera: este proyecto se basa en el simulador software desarrollado 
en el proyecto Diseño e implementación de un simulador de una Spu. 
2. Comprender la estructura de una SPU. 
3. Introducirse en el mundo de la programación de FPGAs1 y lenguajes HDL2 . 
4. Diseño e implementación de la SPU en Verilog. 
1 Field Progmmmable Gafe Array, lógica programable 
2 Hardware Design Lang7wge, lenguaje de diseño de hardware 
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5. Flexibilizar el diseño implementado para permitir modificaciones. 
6. Simulación y verificación de la implementación Verilog de la SPU con un simulador 
de FPGA de Xilinx. 
7. Trabajo futuro: Sintetización en una F'PGA Virtex 4 del código Verilog de la SPU. 
1.2. Cell BE 
Cell BE es un procesador de IBM que se caracteriza por estar compuesto de un núcleo 
PowerPC (llamado PowerPC Element, PPE) y 8 nucleos llamados Synergistic PmcessoT 
Element (SPE) que contienen la Synergistic PmcessoT Unit (SPU), que es motivo de 
estudio en este proyecto de final de carrera, yel Memory Flo'W Contmller (MFC), que se 
encarga de la comunicación entre la SPU y los demás núcleos y la memoria principal. 
En la figura 1.1 puede verse la arquitectura del CeIl BE. Pueden diferenciarse los 8 
SPEs, el PPE, el bus que los comunica (Element Interconnect bus, EIB) y los buses de 
acceso a la RAM. 
1.3. 
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Figura 1.1: Arquitectura general del Cell BE [1] 
Synergistic Processor Unit 
La SPU es un procesador a medio camino entre los procesadores de propósito general 
y el hardware de propósito específico. Está totalmente segmentado y ejecuta mayormente 
instrucciones de tipo SIMD3 . Tiene su propia memoria local, llamada Local StoTe (LS). Es 
3 Single In8truction lvf1tltiple Data, cada instrucción puede llevar a cabo múltiples cálculos. 
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pequeña, de 256KB, por lo que uno de los cuellos de botella detectados [1] en el SPE son 
los accesos al ElB para intercambiar datos con la memoria principal, que está compartida 
con el resto de núcleos. Las SPU no disponen de caché, ni de instrucciones ni de datos, 
por lo que todos los datos necesarios para la ejecución del programa deben estar en el LS. 
Dispone de un banco de 128 registros de 128 bits. Los datos son accesibles en tamaños 
de byte (8), half word (16), word (32), double word (64) y quad word (128). 
Figura 1.2: Esquema de los elementos de un SPE [1] 
1.3.1. Pipeline 
La SPU tiene dos pipelines segmentados para poder ejecutar idealmente dos instruccio-
nes por ciclo. Estos pipelines son de la misma longitud y están diferenciados en dos partes 
que funcionan independientemente, el front end y el back end. El front end es idéntico 
para los dos pipelines, y en cambio en el back end encontrarnos unidades funcionales 
distintas en cada uno de ellos. Los p'ipelines tienen un tamaño fijo y el procesador ejecuta 
las instrucciones en orden, por lo que las escrituras en el banco de registros son también 
en orden. 
Los dos pipelines de la SPU toman los nombres even y odd del inglés. Las instrucciones 
deberán tomarar un pipeline u otro dependiendo de la unidad funcional en la que deban 
ejecutarse. Sin embargo, la alineación en memoria decide por que pipel'ine se ejecutarán 
las instrucciones, siendo las instrucciones alineadas en posiciones de memoria pares las 
que se ejecutan en el pipeline even y las alineadas en posiciones impares las que se 
ejecuten en el pipeline odd. Por lo tanto, una instrucción alineada en el pipeline que no le 
corresponde causa siempre pérdida de rendimiento, ya que el fTOnt end deberá bloquearse 
para reorganizar las instrucciones. 
En la figura 1.5 puede verse el pipeline de la SPU. 
Front End 
El fTOnt end comprende las etapas de decode e issue. Recibe las instrucciones de fetch 
y gestiona los riesgos de datos con otras instrucciones que ya estén en ejecución para 
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que una vez pasadas al back end, éstas puedan terminar sin bloquearse ningún ciclo. 
Por lo tanto, en caso de existir riesgos de datos o estar las instrucciones mal alineadas 
en memoria, es el front end el que bloquea la ejecución y resuelve (o espera a que se 
resuelvan) los problemas mencionados. 
Fetch provee al pipeline de instrucciones y de mantiene la secuencia del programa. 
La función de fetch es gestionaT dos buffers de instrucciones y un buffer llamado 
Predicted path buffer (PPB), además de un buffer de hint-for-bmnch. Puede considerarse 
que no forma parte del pipeline, aunque es la parte que permitirá iniciar la ejecución. 
Los buffers de instrucciones tienen una capacidad de 32 instrucciones cada uno, y 
por lo tanto, de 128 bytes. Las instrucciones en estos buffers tienen PCs4 consecutivos, 
y están alineadas de la misma manera que estaban en memoria, es decir, diferenciadas 
en posiciones par e impar. Cuando se vacía uno de los buffer.'!, se lanza una petíción de 
lectura contra el local.'!tore (la memoria de la SPU, ver figura 1.2). En cuanto la petición 
es atendida, fetch recibe en seis ciclos las instrucciones necesarias para llenar un buffer, 
que tendrán PCs consecutivos a las instrucciones que ya se encuentran en el otro buffer. 
Estos buffers se encargan de rellenar el buffer PPB, con capacidad para 16 instruc-
ciones. Este buffer es el que entrega las instrucciones al front end. En caso de no haber 
instrucciones en este buffer, se pierden ciclos. En caso de estar el front end bloqueado, se 
bloqueará también la inyección de instrucciones nuevas en el front end. 
El buffer- de hint-for-bmnch también tiene una capacidad de instrucciones. Se 
carga con las instrucciones en la dirección predicha de destino de un salto. En cuanto se 
encuentra la dirección del salto en el PPB, se añaden detrás de ella las instrucciones en 
el buffer de hint en lugar de añadir instrucciones desde los buffer.'! de instrucciones. 
Decode se encarga de decodificar las instrucciones obtenidas de fetch. Su tarea es 
extraer de la instrucción los datos necesarios para su ejecución. 
Issue se encarga de eliminar los riesgos de datos y pasar las instrucciones al back end. 
Issue es el encargado de bloquear la ejecución del front end si es necesario. Existen los 
siguientes escenarios problemáticos posibles: 
liI Una instrucción en L'381Le quiere leer un registro bloqueado: la respuesta es bloquear 
el front end hasta que el back end desbloquee el registro causante del conflicto. 
111 La instrucción odd pretende leer un dato que escribirá la instrucción even: se pasa 
la instrucción even al back end y se bloquea el front end hasta que el registro de 
destino se desbloquee; así, la instrucción odd ya tendrá disponible el registro y podrá 
pasar a ejecutarse. 
II! Las instrucciones están mal planificadas: Hay dos instrucciones eveTl, seguidas, o dos 
instrucciones odd seguidas, o las dos instrucciones están en el pipeline incorrecto. 
4Program counter, es un número asignado a cada instrucción para conocer la secuencia del programa. 
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En este caso, se deja pasar al back end la instrucción con pe más pequeño y se 
cruza al pipeline correcto si es necesario. Se bloquea el front end durante un ciclo 
(o más si existe algún riesgo de datos \VaR). En las figuras 1.3 y 1.4 podemos ver 
la reorganización de las instrucciones en caso de estar mal planificadas. 
Figura 1.3: Instrucciones mal planificadas en el front end [1] 
Clock 
Cycles 
Figura 1.4: Instrucciones mal planificadas ya en el back end [1] 
Al terminar su trabajo la etapa de L5sue, las instrucciones que han pasado al bacA: 
end están situadas en el pipeline que les corresponde y no se producirá ningún riesgo de 
datos. 
Back End 
En el back end se encuentran las unidades funcionales de la SPU, donde se ejecutan 
las operaciones. El último ciclo de todas las unidades funcionales es siempre de escritura 
en el banco de registros (excepto en el caso de instrucciones de store o salto, que no 
escriben en el banco de registros). 
Las instrucciones en el back end nunca verán alterado su camino de ejecución ni 
serán bloqueadas. Las únicas excepciones a esta norma son la invalidación por rotura de 
secuencia y la ejecución de una instrucción stop. En estos dos casos, las instrucciones 
afectadas se invalidarían. 
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Las unidades funcionales en el back end son suficientes para. ejecutar siempre las 
dos instrucciones por ciclo que se reciben, ya que están totalmente segmentadas y cada 
tipo de instrucción tiene su propio pipeline. Además, cada unidad funcional corresponde 
al pipeline even u odd. Gracias a esta restricción, nunca tendremos, por ejemplo dos 
instrucciones FP6 ejecutándose en el mismo ciclo, y por lo tanto, en esta arquitectura no 
hay riesgos estructurales. 
Las funciones de las unidades funcionales existentes son las siguientes: 
111 FX2: Ejecuta instrucciones aritmeticológicas de punto fijo. Tiene dos ciclos de 
latencia. 
111 FX3: También ejecuta instrucciones de punto fijo, pero tiene tres ciclos de latencia. 
111 FXB: Ejecuta operaciones de desplazamiento binario y rotación de bits. Tiene tres 
ciclos de latencia. 
111 BR: Se encarga de los cambios en la secuencia de ejecución. Tarda cuatro ciclos en 
determinar si toma o no un salto. 
111 SHUF: Ejecuta instrucciones para hacer máscaras. Estas instrucciones sirven para 
escribir datos más pequeños de 16 bytes en memoria. Tiene 4 ciclos de latencia. 
111 FP6: Ejecuta instrucciones aritmeticológicas de punto flotante. Tiene seis ciclos de 
latencia. 
III FP7: Ejecuta instrucciones de punto fijo y flotante. Tiene siete ciclos de latencia. 
111 LSU: Carga datos de local store. Tarda seis ciclos en leerlos. 
111 SPR: Escribe resultados en local store. Tarda seis ciclos en escribirlos. 
La organización de las unidades funcionales según si ejecutan instrucciones eve.n u 
odd es la siguiente: 
111 En el pipeline even, se ejecutan las instrucciones correspondientes a las unidades 
funcionales FX2, FX3, FXB, FP6 y FP7. Estas unidades funcionales ejecutan 
operaciones aritméticológicas, algunas de punto fijo y otras de punto flotante. 
111 En el pipeline odd se ejecutan las instrucciones de las unidades funcionales BR, 
SHUF, LSU y SPR.. Estas unidades funcionales ejecutan saltos, operaciones de 
acceso a memoria, y desplazamiento, rotación y reordenación de bytes. 
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Figura 1.5: Pipeline de la SPU [1] 
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1.3.2. Riesgos de datos 
Las instrucciones siempre empiezan y terminan su ejecución en orden, por lo que no 
existen problemas de dependencias Ra VI.¡5, ya que los operandos se leen siempre antes de 
que otras instrucciones posteriores escriban; ni WaW6 , ya que los accesos de escritura al 
banco de registros son siempre en orden. Podrían existir riesgos \VaR7 . Para evitarlos, la 
SPU mantiene una lista de registros pendientes de ser escritos, y bloquea el fron! end si 
una instrucción pretende leer uno de estos operandos. 
1.3.3. Local Store 
El local store es la memoria local de la SPU. Es de 256KBytes, permite un acceso por 
ciclo y tiene una latencia de 6 ciclos. 
1.3.4. Banco de registros 
El banco de registros es la memoria interna del procesador. Está formado por 128 
registros de 16 bytes cada uno. 
1.3.5. Forwarding N etwork 
La mayor parte de las veces, un programa calcula un resultado parcial que necesitará 
inmediatamente para realizar nuevos cálculos. Es por ello que intentar minimizar el 
impacto de los riesgos WaR resulta muy importante. Hemos visto que las escrituras en el 
banco de registros son en orden, sin embargo hay instrucciones sencillas que tardan mucho 
menos que otras más complejas en terminar. Tener instrucciones calculadas sin escribir sus 
resultados en el banco de registros para que otras instrucciones puedan usarlos provoca 
un gran descenso en la eficiencia del procesador. Es por ello que la SPU implementa una 
estructura llamada FOTwanling network (FN), que permite a las instrucciones acceder a 
datos que están calculados pero que todavía no están escritos en el banco de registros. A.sí, 
seguimos sin tener riesgos Wa W y además hemos reducido considerablemente el tiempo 
que necesitaremos bloquear el jTOnt end en caso de riego WaR, ya que en algunos casos 
los datos se obtendrán directamente de la jOTwarding network. 
La SPU siempre intentará acceder a la jorward'¿ng network antes que al banco de 
registros, ya en caso de existir datos en la FN, éstos serán los más recientes. Además, 
se accederá siempre al dato escrito por la instrucción más joven en la FN por ser éste 
el dato válido, ya que éste será el valor que sobreescribirá todos los demás. Pero aun 
siendo el resultado más reciente siempre el válido, debemos tener en cuenta que no se 
5 Read after' WTite, lectura después de escritura. Estos riesgos de datos consisten en leer un dato escrito 
por una instrucción más joven. 
6 WTite afteT WTite, escritura después de escritura. Consistente en sobreescribir el resultado de una 
instrucción con el resultado de una instrucción más vieja. 
7 WTite afteT Read, escritura después de lectura, se leería un operando antes de que instrucciones más 
antiguas lo hubiesen escrito. 
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R12B 
R9 resultadol 
R3 )()()OOOO()( 
R36 resultado 2 
Rl )()()OOOO()( 
R1l3 xxxxxxxx 
R4 
R3 
R2 
Rl 
RO 
Figura 1.6: Ejemplo de estado de la forwarding networ-k. 
pueden eliminar resultados de instrucciones viejas de la FN, ya que en caso necesitar 
invalidar una instrucción que ha escrito en la FN, deberemos recuperar el valor que 
existía previamente, ya sea este el valor que existía en el banco de registros o un valor en 
la forwarding network escrito por una instrucción más vieja que la instrucción invalidada. 
En la figura 1.6 podemos ver un ejemplo del estado de la forwarding network. En 
este caso sabemos que los registros 9, 3, 36, 1 y 113 no han sido escritos en el banco de 
registros todavía. También podemos saber que los registros 3, 1 y 113 están siendo todavía 
calculados, mientras que los registros 9 y 3 están en la forwarding network esperando a 
ser escritos en el banco de registros y pueden ser leídos por instrucciones más jóvenes que 
necesiten acceder a sus datos (resultado1 y resultado2 en el ejemplo) 
1.3.6. Saltos 
La SPU no dispone de predictor de saltos, ni siquiera estático. Cada vez que se rompe 
la secuencia se invalidan todas las instrucciones posteriores al salto que se estuviesen 
ejecutando y se le indica a fetch la nueva dirección. Es por esto que el juego de instruc-
ciones de la SPU incluye unas instrucciones llamadas hint-for-bmnch que permiten al 
compilador indicar el comportamiento esperado de una instrucción de salto para que la 
SPU pueda hacer prefetch. 
1.3.7. Juego de instrucciones 
El potencial de la SPU reside en que ejecuta instrucciones SIMD, es decir, con una sola 
instrucción puede hacer varios cálculos. La cantidad de cálculos que la SPU puede realizar 
por instrucción depende del tamaño de los datos a calcular. En el caso de instrucciones 
que calculan bytes, éstas pueden hacer 16 cálculos por instrucción; en el caso de half 
words, 8 cálculos por instrucción; en el caso de words, 4 cálculos por instrucción; en el 
caso de double words, 2 cálculos por instrucción. Y en el caso de instrucciones que operan 
con quad words, no es posible hacer varios cálculos, ya que todos los datos de que la SPU 
puede disponer corresponden a un solo operando. 
Dependiendo del tamaño de los datos a operar, se organizan los datos de manera 
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distinta en el banco de registros. En la figura l. 7 vemos como se colocan en los registros 
los distintos tipos de dato en caso de querer operar con ellos individualmente. Sin embargo, 
en memoria suelen juntarse tantos datos como quepan en una línea, para aprovechar al 
máximo la memoria disponible y para poder operarlos usando instrucciones SIMD cuando 
sea posible. En caso de necesitar solamente uno de los datos en la línea de memoria, pueden 
usarse las instrucciones Genende controls !or byte/hall 'WoT-d/'Word/ do'Uble 'Word inseT-tion 
seguidas de la operación Slwfie bytes para tratar estos datos individualmente. 
Registers 
Figura l.7: Organización de los datos en los registros [2J 
1.4. Organización del documento 
Este documento está dividido en los siguientes capítulos: 
Byte Index 
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111 Diseño: decisiones de diseño tomadas y organización e interfaz de los módulos 
diseñados. 
111 Implementación: detalles de la implementación de la SPU. 
111 Parametrización de la SPU: explicación sobre cómo modificar la SPU y algunos 
ejemplos prácticos. 
111 Entorno de trabajo: entornos de programación, simulación y compilación usados. 
11 Evaluación: pruebas realizadas para probar la SPU. 
111 Conclusiones obtenidas tras la realización del PFC. 
1111 Trabajo futuro: tareas candidatas a ser realizadas en futuros trabajos sobre la SPU 
implementada. 
I!I Metodología, planificación y costes del proyecto 
iIi Apéndice A: explicación de las constantes usadas en la implementación 
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• Apéndice B: scripts usados durante el desarrollo del proyecto 
• Apéndice C: interacciones ínter e íntramodulares 
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Capítulo 2 
Diseño 
Se ha procurado que el diseño de la SPU se asemeje a su estructura lógica jerarquizan-
do los módulos diseñados como se ve en la figura 2.3. Se ha definido también un pipeline 
simplificado de 16 etapas, de las cuales 5 forman parte del fTOnt end (sin incluir fetch) y 
11 forman parte del back end. En la figura 2.1 se muestra un esquema de la estructura 
usada para el pipeline. Puede apreciarse la diferenciación entre pipeline even y odd, así 
como entre fTOnt end y back end. 
En este capítulo se explica cada parte de la SPU definida como módulo. La figura 2.2 
muestra la estructura lógica de la SPU diseñada. Por motivos que se detallan en este 
capítulo, finalmente se ha optado por disminuir la modularidad del diseño, aun procu-
rando mantenerla al máximo para permitir la modificación y la legibilidad del código. En 
la figura 2.3 puede verse un esquema de los módulos definidos finalmente en la SPU. 
A continuación se explican las funcionalidades y decisiones de diseño de cada módulo. 
Para cada módulo se detalla también la interfaz y las interacciones con otros módulos. 
Además de las señales de entrada mencionadas en las interfaces de cada módulo, todos 
ellos reciben también una señal de reloj y de re8et. 
En el apéndice C se muestran las figuras de las interconexiones inter e intramodulares 
que complementan de una manera gráfica la explicación en este capítulo. 
2.1. SPU 
SPU es el módulo principal. Su única función es la de interconectar y contener los 
demás módulos. Comunica la SXU con el Local Sl;ore. 
2.1.1. Interfaz e interacciones 
SPU no tiene interfaz. Este módulo engloba todo el procesador como sistema cerrado. 
En caso de implementarse en una FPGA este módulo haría de interfaz entre la FPGA 
y los elementos externos que se quieran usar (como por ejemplo el reloj, la memoria, 
botones, leds, etcétera). 
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PlpetineQdd 
Figura 2.1: Diseño del pipeline 
Figura 2.2: Esquema lógico de la estructura diseñada 
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Figura 2.3: Módulos definidos finalmente 
2.2. Local Store 
En el módulo Local Store encontramos la memoria del SPU. Ha sido diseñado para 
facilitar la simulación y la interacción con los demás módulos. 
2.2.1. Interfaz e interacciones 
Este módulo recibe entradas del árbitro y devuelve resultados a SXU. 
Señales de entrada 
11 arb _ls _ dir, el árbitro indica a local store la dirección sobre la que desea actuar. 
111 arb_ls_data, el árbitro indica a local store los datos a escribir. 
111 arb_ls_enable, el árbitro indica a local "tare que se desea actuar. 
111 ar b _ls _ rw, el árbitro indica a local s tare si se desea leer o escribir. 
Señales de salida 
11 ls _ sxu _ data, local store devuelve a SXU el valor leído 
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2.3. Árbitro 
El árbitro rige el acceso al local store. Está conectado al módulo SXU y recibe 
peticiones de lectura desde fetch y peticiones de lectura y escritura de las unidades 
funcionales LSU y STR. El árbitro decide a qué módulo permite acceder al local store y 
cuando corresponde a cada módulo leer la respuesta de local store. 
2.3.1. Interfaz e interacciones 
El árbitro se comunica únicamente con los módulos local store y SXU. SXU se encarga 
de la comunicación con fetch y las unidades funcionales LSU y SPR. 
Señales de entrada 
• fet_arb _ dir, SXU indica al árbitro la dirección de memoria que fetch desea leer. 
• fet _ arb _ enable, SXU indica al árbitro que fetch desea leer. 
• fet _ arb _ cancel, SXU indica al árbitro que fetch desea cancelar la lectura solicitada. 
• loa _ arb _ dir, SXU indica al árbitro la dirección de memoria que LSU /SPR desea 
leer/escribir. 
• loa_arb_data, SXU indica al árbitro el dato que SPR desea escribir. 
• loa _ arb _ isload, SXU indica al árbitro si se desea leer o escribir. 
• loa _ arb _ enable, SXU indica al árbitro que LSU /SPR desea actuar sobre la memo-
ria. 
Señales de salida 
• arb_sxu_isfetch, el árbitro indica a SXU si la salida del local store es un dato que 
pidió fetch o que pidió LSU. 
• arb _ sxu _ ok, el árbitro indica a SXU que la salida del local store contiene un dato 
válido. 
• arb_Is_dir, el árbitro indica a local store la dirección que se desea leer o escribir. 
• arb_ls_data, el árbitro indica a local SÜ)7'e los datos que se desean escribir. 
• arb_Is_enable, el árbitro le indica al local store que se desea actuar sobre él. 
• arb_ls_rw, el árbitro le indica al local store si se desea leer o escribir. 
18 
2.4. sxu 
SXU es el procesador en si mismo, se encarga de ejecutar el programa contenido en 
local store. Interconecta los diferentes módulos que contiene, y se encarga también de 
la comunicación con el árbitro. Provee de datos a las unidades funcionales y recoge sus 
resultados. 
Como puede apreciarse comparando las figuras 2.2 y 2.3 hay elementos que no se 
han traducido en módulos, como i88ue y unidades funcionales como BR, LSU y STR 
Tampoco hay un módulo para la etapa -write back, que corresponde a la escritura de 
datos de la for-warding net-work al banco de registros en la figura 2.2. 
Estos elementos se han acabado pasando al módulo SXU debido a que las ventajas 
de disminuir la modularidad del código eran superiores a las molestias que acarreaba 
mantenerlos en su propio módulo separado. Write back, las instrucciones de salto, loads 
y stores se han quedado finalmente en este módulo aun cuando podrían funcionar en 
módulos independientes. 
A continuación se detalla el funcionamiento de estos elementos que han acabado 
integrados en el módulo SXU. 
2.4.1. Issue 
La tarea de issue consiste en detectar riesgos de datos e instrucciones alineadas en el 
pipeline incorrecto. Debe bloquear el front end cuando sea necesario y emutar hacia el 
back end las instrucciones según convenga. Este módulo ha sido integrado en el mismo 
fichero que SXU debido a que era necesario interactuar con muchos elementos de ese 
módulo y las limitaciones del lenguaje hacían imposible una comunicación fácil de dichos 
elementos entre ambos módulos. 
2.4.2. Write Rack 
vVrite back escribe en el banco de registros los resultados escritos por las unidades 
funcionales en la Porwarding N et-work. Ha sido integrado en SXU por la gran necesidad 
de interacción con este módulo. 
2.4.3. BR, LSU y SPR 
LSU y SPR son dos unidades funcionales que ejecutan instrucciones de lectura y es-
critura en el local stor'e, y BR es la unidad funcional encargada de cambiar la secuencia de 
ejecución de instrucciones. Estas unidades funcionales se ejecutan de manera combinada 
entre el módulo Execute (sección 2.7) y SXU. Se ha decidido llevar a cabo los cálculos 
necesarios en el módulo Execute y las tareas comunicación entre elementos en SXU. 
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2.4.4. Interfaz e interacciones 
Señales de entrada 
• clk_fpu, es la señal de reloj para el módulo FPU, obtenida desde el módulo SPU. 
• fet_arb_dir, SXU le indica al árbitro la dirección que fetch desea leer. 
• fet_arb_enable, SXU le indica al árbitro que fetch desea actuar sobre local store. 
• fet_arb_cancel, SXU le indica al árbitro que fetch quiere cancelar las peticiones de 
lectura en curso. 
• loa_arb_dir, SXU le indica al árbitro la dirección que LSU/SPR desean leer/e-
scribir de local stor'e. 
• loa _ arb _ data, SXU le indica al árbitro los datos que SPR desea escribir en local 
store. 
• loa _ arb _ isload, SXU le indica al árbitro si se desea leer o escribir. 
• loa _ arb _ enable, SXU indica al árbitro que LSU /SPR desea actuar sobre la memo-
ria. 
Señales de salida 
• ls _ sxu _ data, local store devuelve a SXU el valor leído. 
• arb _ sxu _ isfetch, el árbitro indica a SXU si la salida del local store es un dato que 
pidió fetch o que pidió LSU. 
• arb _ sxu _ ok, el árbitro indica a SXU que la salida del local store contiene un dato 
válido. 
2.5. Fetch 
El trabajo de fetch consiste en ofrecer a SXU instrucciones siguiendo la secuencia, 
en parar de ofrecer instrucciones nuevas cuando el front end está bloqueado, y en cargar 
nuevas instrucciones cuando SXU lo requiere. Fetch lanza peticiones de lectura contra el 
árbitro siempre que uno de los dos buffers de instrucciones se haya vaciado. 
2.5.1. Interfaz e interacciones 
Señales de entrada 
• pc, SXU indica a fetch el pc al que saltar. 
• pc _load, SXU indica a fetch si debe saltarse o seguir con la secuencia. 
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111 stall, SXU indica a fetch que el front end está bloqueado. 
11 ls _ fet _ data, SXU indica a fetch los valores devueltos por local store. 
111 arb _ fet _ ok, SXU indica a fetch que los datos devueltos por local store son válidos. 
Señales de salida 
iIiI feL _ arb _ dir, fetch indica a SXU la dirección de la que quiere leer. 
111 fet _ arb _ enable, fetch indica a SXU que desea leer de local 8toTe. 
11 fet _ arb _ cancel, fetch indica a SXU que desea cancelar las lecturas en curso. 
111 fetch_ regO, fetch devuelve a SXU la siguiente instrucción en la secuencia, alineada 
en posición par. 
111 fetch_reg1, fetch devuelve a SXU la siguiente instrucción en la secuencia, alineada 
en posición impar. 
2.6. Decode 
El módulo decode decodifica las instrucciones obtenidas de Fetch. Está instanciado 
dos veces (una vez para cada pipeline). Su tarea es extraer de la instrucción los siguientes 
datos: 
111 Determinar de qué instrucción se trata mediante su código de operación. 
111 La unidad funcional a la que pertenece esta instrucción. 
111 El pipeline por donde se deberá ejecutar esta instrucción (even u odd). 
111 La localización de los operandos necesarios: se deberán leer del banco de registros 
o de la instrucción en el caso de operandos inmediatos. 
111 Los registros de destino: etapas posteriores necesitarán escribir un resultado en la 
mayoría de casos. 
2.6.1. Interfaz e interacciones 
Señales de entrada 
111 p'ipe.line _ dec, SXU pasa a decode los datos necesarios para operar. 
111 pipeline _ dec _ ok, SXU indica a decode que los datos son correctos. 
21 
Señales de salida 
11 dec_reg, decode pasa a SXU los resultados obtenidos. 
2.7. Execute 
El módulo execute pertenece ya al back end. Ejecuta el primer ciclo de las unidades 
funcionales integradas en SXU. En este módulo se hacen los cálculos requeridos por las 
instrucciones BR, LSU y SPR y se devuelven a SXU para que se encargue de hacer 
las tareas especiales que estas unidades funcionales requieren: invalidar instrucciones, 
cambiar la secuencia de ejecución y lanzar peticiones contra el árbitro. 
2.7.1. Interfaz e interacciones 
Señales de entrada 
liI pipel'ine _ exe, datos necesarios para la ejecución. 
Señales de salida 
111 exe _ br, salida de la ej ecución. 
2.8. Unidades Funcionales 
Encontramos en el back end un módulo por etapa de cada unidad funcional. Por 
ejemplo, FP6 dispone de seis módulos, y en cambio FXB dispone solo de tres. Estos 
módulos realizan los cálculos necesarios y propagan los resultados al siguiente módulo 
de la unidad funcional hasta terminar la ejecución de la instrucción. El último de los 
módulos devuelve el valor al módulo SXU, que se encargará de gestionarlo. 
2.8.1. Interfaz e interacciones 
Todas las unidades funcionales tienen una interfaz similar. La primera etapa de todas 
ellas obtiene los datos necesarios para su ejecución de SXU, y da como salida a la siguiente 
etapa un resultado total o parcial. El resto de etapas propagan o siguen calculando el 
resultado hasta llegar a la última etapa, que devuelve el resultado a SXU. 
Señales de entrada 
111 in, datos necesarios para la ejecución. 
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Señales de salida 
11 out, resultado parcial de la ejecución para la etapa siguiente, o resultado final para 
SXU. 
2.9. Floating point unit (FPU) 
Este módulo es usado por las unidades funcionales FP6 y FP7 paTa ejecutar instruc-
ciones de coma flotante. Está totalmente segmentada y tarda cuatro ciclos en terminar. 
2.9.1. Interfaz e interacciones 
La interfaz del módulo FPU ya ha venido dada [3]. 
La única entrada remarcable es clk_fpu, desde SXU, como señal de reloj para este 
módulo. 
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Capítulo 3 
Implementación 
En este capítulo se detalla la implementación de los módulos definidos en el capítulo 2. 
Esta implementación se ha realizado usando el HDL Verilog. 
Este HDL ha ido evolucionando. Verilog 95 es su primera versión estandarizada por el 
IEEE1 . Esta versión mejoró hasta convertirse en Verilog 2001, que es el que se ha usado 
para desarrollar este proyecto. 
Es importante remarcar que el simulador usado (ver la sección 5.1 para más infor-
mación sobre el simulador) no admite el lenguaje Verilog 2001 completo. Una de las 
características que más se ha echado de menos en el desarrollo ha sido la capacidad 
para generar instrucciones en tiempo de compilación con la instrucción generate. Esta 
carencia ha provocado que el código desarrollado sea menos modificable de lo deseable. 
Para compensar esta deficiencia se han desarrollado en algunos casos scripts que generan 
código, como por ejemplo los que se muestra en los apéndices B.2 y B.3. Esta carencia 
también podría ser compensada usando un preprocesador que pueda generar las instruc-
ciones, pero nuevamente, el simulador usado no dispone de un preprocesador integrado. 
El código fuente Verilog que corresponde a la implementación de la SPU puede 
encontrarse en el CD adjunto a la memoria, en el directorio src. 
3.1. SPU 
En el módulo SPU, el principal, se generan dos señales de reloj, una para todo el 
procesador y la otra específica para las FPUs. También se genera un reset durante los 
primeros ciclos para permitir que el resto del procesador se inicialice correctamente. 
3.2. Local Store 
El local "tore dispone de un vector de 16384 posiciones de 128 bits cada una. Esto es 
un total de 256KBytes de memoria. Esta memoria se carga inicialmente con un ejecutable 
1 The Institute 01 Electrical and Electronic8 Engineers, Instituto de Ingenieros Eléctricos y Electróni-
cos, es un organismo de estandarización, entre otras cosas. 
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convertido para la simulación al formato definido en la sección 5.3.1 (página 40). Para 
ello, se ha usado una sentencia de Verilog llamada $readmemb() que sirve para cargar 
la memoria con valores binarios. El programa que se carga en el local store se encuentra 
concretamente en el fichero memorias/ls. dato 
3.3. Árbitro 
El árbitro decide quien actúa sobre el local 8tore. Para tomar esta decisión, se basa en 
una única norma: Petch nunca tiene prioridad. Así pues, siempre que exista una petición 
de L8U o 8TR se atenderá inmediatamente. Este módulo también se encarga de, una 
vez ha pasado la latencia del local stoTe, avisar a Petch, 8TR o L8U de que los datos 
solicitados ya están listos. Esos otros elementos leen directamente el dato del bus. 
3.4. sxu 
El módulo 8XU implementa el núcleo del procesador: todo el pipeline y fetch. Incluye 
como estructuras de datos el banco de registros, la for'l1Jarding net'l1Jork y el vector de 
instrucciones (con los datos sobre cada instrucción en ejecución en ese momento). 
El motivo de que haya elementos que se han acabado integrando en 8XU es por 
facilidad para acceder a los datos, ya que estos elementos están muy ligados a 
estructuras de datos existentes en 8XU: 
111 Issue necesita manipular tanto el banco de registros como la información sobre 
instrucciones en ejecución, ya que debe consultar y bloquear registros, bloquear 
instrucciones y cambiarlas de pipeline si conviene. 
111 Write back se encarga de acceder a la fOT'I1Jarding net'l1Jork y escribir en el banco de 
registros, ambas estructuras ligadas al módulo SXU. 
111 Load y Store trabajan contra la memoria, por lo que es más sencillo saltar un nivel 
en la jerarquía de módulos e implementar estas instrucciones en SXU, que accede 
directamente al árbitro. 
11 Las instrucciones de salto deben invalidar instrucciones en caso de romper la secuen-
cia, lo cual es una tarea que no pueden desempeñar desde un submódulo. Deben 
tener acceso al vector de instrucciones, por lo que se han integrado en el módulo 
8XU. 
A continuación se habla de las estructuras de datos implementadas en el módulo SXu. 
3.4.1. Vector de instrucciones 
El módulo SXU implementa el pipeline. Esta implementación se hace usando el vector 
de instrucciones y unos punteros que indican la etapa actual de cada elemento en el 
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vector. A cada ciclo que pasa los punteros se mueven, haciendo que la instrucción pase 
a etapas posteriores del pipeline. Después de cada etapa, se escriben resultados en la 
posición correspondiente del vector, y una vez movidos los punteros en el cambio de ciclo, 
la etapa siguiente recoge los resultados, los opera, y escribe nuevos resultados para la 
etapa siguiente. 
El vector de instrucciones mantiene información sobre el estado de ejecución de cada 
instrucción en el pipeline. A cada etapa que supera la instrucción, más datos se añaden a 
la estructura. En el apéndice A.4 se detallan los componentes del vector de instrucciones. 
El vector de instrucciones es una estructura de tamaño POINTERS_WIDTH (ver apéndice 
A.4 para más información sobre constantes) por dos pipelines y por 16 etapas. Los datos 
que llegan de fetch se dan de entrada para decode, las que salen de iS8ue se dan de entrada 
para exeC'ute, y y las instrucciones terminadas (que salen de write back se marcan como 
inválidas. 
::::y : : : 
issue write 
back 
fp7 fp6 
lsu 
\ 
spr 
Figura 3.1: Pipeline implementado 
fxb fx3 fx2 
shuf br execute 
En la figura 3.1 puede verse una imagen de la implementación del pipdinc usando el 
vector de instrucciones. Pueden apreciarse los punteros indicando la etapa en la que se 
encuentra cada instrucción en el vector. Estos punteros rotan hacia la derecha y el efecto 
conseguido es que las instrucciones recorren todas las etapas del pipeline. 
3.4.2. Forwarding network 
La forwaTd'ing netwoTk se encarga de almacenar temporalmente los resultados de cada 
instrucción antes de escribirlos en el banco de registros. Está integrada en el vector de 
instrucciones, y solamente existe como concepto, ya que a la práctica no existe como 
elemento diferenciado; se encuentra en el vector de instrucciones, como cualquier otra 
información relativa a cada instrucción. 
3.4.3. Banco de registros 
Los operandos de casi todas las instrucciones se leen del banco de registros, y los 
resultados también se escriben en el banco de registros. Está formado por 128 registros 
de 16 bytes. Cada ciclo pueden leerse todos los operandos necesarios para ejecutar dos 
instrucciones, es decir, 6 registros, y también escribir dos resultados. Cada registro además 
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tiene dos bits adicionales con información sobre su estado, información necesaria para 
Issue: 
l1li Commited: indica que el registro está libre y ninguna instrucción está pendiente de 
sobreescribirlo. Este valor le indica a IS8ue que no existe ningún tipo de problema 
y que puede disponer de ese registro tanto para lectura como para escritura. 
l1li Non-commited: indica que el registro está libre, pero hay algunas instrucciones 
pendientes de sobreescribir su valoL Este valor le indica a IS8ue que si quiere 
leer el valor de este registro, deberá buscarlo en la. fO'rwa'rding netwoTk, ya que 
alguna instrucción ha calculado un valor más actualizado para él. No existe ningún 
problema para escribirlo, ya que en la SPU no existen riesgos vVa Vv'. 
111 Blocked: indica que el registro está siendo calculado y por lo tanto está bloqueado, 
ya que en este momento no se puede obtener el valor del registro ni del banco de 
registros ni de la fO'r1JJaTding netwo'rk. Pretender leer de un registro en estado blocked 
causa siempre que i88ue bloquee el front end. 
3.5. Fetch 
Fetch está implementado con una matriz representando los dos bufférs de instruccio-
nes, y un vector representando el PPB. Este módulo mantiene la secuencia del programa, 
y a cada ciclo pasa dos nuevas instrucciones (una en posición de memoria par y otra en 
posición impar) al front end . 
. Fetch pedirá acceso de lectura al local 8to-re siempre que se vacíe uno de sus lnlffer8 de 
instrucciones. Cuando esto suceda, tendremos como máximo 48 instrucciones precargadas 
en los buffe'rs de fetch (32 en el buffer que no se está usando y 16 en el PPB). 
Cuando se rompe la secuencia del programa, se invalidan los datos en sus lmffeT8 y 
se cargan nuevas instrucciones en función de cual sea el nuevo Pe. Esto puede presentar 
un problema: que el programador o compilador haya requerido un salto a una dirección 
impar. En caso de suceder esto, debe mantenerse la distinción entre posiciones pares 
e impares, y para ello es necesario hacer el salto a la dirección de la instrucción par 
inmediatamente anterior a la que queremos cargar e inyectar una nop sustituyendo esta 
instrucción. 
3.6. Decode 
El módulo decode asigna un código de instrucción a cada instrucción decodificada. 
Estos códigos se asignan según el tipo de instrucción, y serán usados en el mismo módulo 
decode para extraer los operandos de la instrucción. Así, a cada tipo de instrucción le 
corresponde un rango de valores, como puede verse en la cuadro 3.1. En las figuras 3.2, 
3.3, 3.4, 3.5, 3.6 y 3.7 puede verse el formato de cada uno de estos tipos de instrucción. 
El tipo RI8 es una variación de RI7 en que el código de operación ocupa un bit menos 
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01" 1111 RT 
.¡: l + + • • lo 61 7 24 125 31 I 
Figura 3.2: Instrucción de tipo RU8 [2J 
OP !'IT !'lB !'lA Re 
+ • ~ • ~ t ,¡; t ,¡; .. lo 3 14 10 111 171. 8 24 125 31 I 
Figura 3.3: Instrucción de tipo RRR [2] 
y el inmediato un bit más. Los códigos de operación de las instrucciones de la SPU son 
de longitud variable, por lo que se ha tenido que usar la sentencia Verilogcasex para 
decodificar la instrucción. 
Tipo Rango 
RI8 2-3 
RIl8 4-7 
RRR 8-15 
RI16 16-31 
RIlO 32-63 
RR 128-255 
RI7 256-511 
Cuadro 3.1: Rangos correspondientes a los códigos de instrucción asignados por decodc 
a las instrucciones en función de su tipo. 
3.7. Issue 
Issue comprueba el estado de los registros que quieren leerse y enruta las instrucciones 
hacia el p'ipeline adecuado del back end. El origen de los datos a leer se determina a 
partir del estado de los registros afectados en el banco de registros: si el registro está 
en estado REG_NONCOMMITED se busca en la forwarding nebj}ork, y si el registro está en 
estado REG_COMMITED se lee directamente del banco de registros. Es necesario repetir este 
proceso de búsqueda para los tres registros que pueden ser leídos y para los dos pipelines. 
Con la información sobre el estado de los registros, se puede tomar la decisión de 
enrutar hacia el back end una, las dos o ninguna de las instrucciones. En el caso que 
no pasen las dos instrucciones al back end, es necesario bloquear el front end. Esto se 
consigue dejando de rotar hacia la derecha los punteros p_decode y p_issue, y avisando 
a fetch de que no queremos más instrucciones. Cuando se resuelvan los problemas que 
impedían inyectar las instrucciones en el back end se avisa a fetch de que se vuelven a 
necesitar instrucciones y se reactiva la rotación de los punteros del front end. 
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OP 116 RT 
+ + + + + J. 
lo 81 9 24 125 31 1 
Figura 3.4: Instrucción de tipo RIl6 [2] 
OP 110 RA RT 
t ~ + + t • f + lo 716 17 118 24 125 31 1 
Figura 3.5: Instrucción de tipo RIlO [2] 
3.8. Unidades funcionales 
La mayor parte de las unidades funcionales implementadas hacen todos sus cálculos 
en un solo ciclo, a pesar de que su pipeline se compone de varias etapas. Algunas 
instrucciones, como fma (multiplicación y suma en coma flotante) requieren realizar 
cálculos en varias etapas. 
Todas las unidades funcionales están implementadas de una manera similar: reciben 
como entrada los datos necesarios para operar y el código de la instrucción. Se determina 
a partir del código la instrucción de la que se trata y se calcula su resultado. Este resultado 
es propagado hasta que necesita ser leído por SXU para escribirlo en la forwarding 
network. 
Algunas instrucciones usan las FPUs para operar. En estos casos, las unidades fun-
cionales se encargan después de recoger los resultados de las FPUs para seguir operando 
con ellos o para propagarlos hasta devolverlos al módulo SXU. 
3.9. FPU 
Se ha tomado una FPU ya implementada [3]. Está segmentada, tiene una latencia 
de 4 ciclos y solamente ejecuta instrucciones de coma flotante simples. Esto presenta un 
problema: hay instrucciones de la SPU que requieren de dos operaciones de esta FPU 
para ejecutarse, y deben hacerlas en seis ciclos. Es por ésto que este módulo recibe una 
señal de clock al doble de frecuencia que el resto de la SPU. Esto supone que la FPU tarde 
la mitad en realizar sus cálculos y que por lo tanto en 6 ciclos de SXU haya tiempo para 
calcular dos operaciones de coma flotante. La SXU dispone de ocho instancias de la FPU, 
ya que esta es de 32 bits y algunas unidades funcionales deben ejecutar dos operaciones 
de 128 bits. 
OP RB RA RT 
+'-----------------.. t + +r----------~+ +'---------.+ 
lo 1°1 11 
Figura 3.6: Instrucción de tipo RR [2] 
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01' 17 RA Al 
+'------------------'~ + 
lo 10 111 17 1 18 
Figura 3.7: Instrucción de tipo RI7 [2J 
3.10. Write back 
Write back comprueba si la instrucción es válida, si debe escribir en el banco de 
registros y si dispone de un resultado válido para ser escrito. En el caso de cumplirse 
estas tres condiciones, el módulo lee el resultado de la forwarding network y lo escribe en 
el banco de registros. 
Este módulo debe, además, encargarse de actualizar el estado del registro. Si el registro 
se encuentra en estado blocked, Write back mantendrá su estado, ya que esto significa. que 
una instrucción más joven escribirá un valor más adelante en este mismo registro. Esta 
información no debe ser modificada, ya que la etapa de i88ue debe saber que un registro 
está siendo calculado todavía. En cambio, si el estado del registro es non-comrnited no 
hay ninguna instrucción calculando un resultado a escribir en este registro. En este caso, 
deberemos asignar al registro el estado cornrnited siempre que no haya otro resultado 
pendiente en la forwarding network. El último caso, que llegue a write back una instrucción 
que debe escribir en un registro marcado como commited, no puede darse. 
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Capítulo 4 
Parametrización de la SPU 
Se ha procurado que la SPU diseñada en este PFC sea fácilmente modificable. Es 
interesante poder simular variaciones de la SPU original para poder observar diferencias 
en el rendimiento dependiendo de su diseño. Durante este capítulo se habla de constantes 
que están explicadas en más detalle en el apéndice A. 
En la figura 4.1 se muestran los valores iniciales de los punteros en el vector de 
instrucciones. Estos valores iniciales vienen dados por las constantes prefij adas por P L _ . 
Figura 4.1: Punteros del vector de instrucciones y constantes relacionadas 
A continuación se explica como hacer algunas de las modificaciones que se han con-
siderado relevantes. 
4.1. Pipeline de tamaño variable 
Un cambio posible en la SPU sería añadir unidades funcionales que tarden más ciclos 
de los que el pipeline actual admite. Para soportar este cambio, la implementación de 
la SPU permite alargar o acortar el pipeline según convenga. Para ello, disponemos de 
varias constantes definidas en el fichero includes. v: todas las prefijadas por PL. 
11 PLFE",- SlZB: Define la longitud del front end. Este valor es .5 en la SPU original. 
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liI PLBE_ SIZE: Define la longitud del back end. Este valor es 11 en la SPU original. 
111 PLSIZE: Define la longitud total del pipeline. No debe modificarse, puesto que es un 
valor derivado. Este valor es 16 en la SPU original. (PLFE _SIZE+PLBE _SIZE) 
111 PLLAST: Indica cual es el último elemento en el vector de instrucciones. No debe 
modificarse, puesto que es un valor derivado. Este valor es 15 en la SPU original 
(PLLAST -1). 
II! PL_ *: Las constantes prefijadas por PL_ indican el momento en que terminará la 
ejecución un elemento del pipeline. El front end ejecutará primero el elemento con 
su constante más alta, y terminará con el elemento con constante 0, mientras que 
el back end ejecutará primero el elemento con la constante más alta y terminará 
con el elemento con constante igual a PLFE_SIZE (constante más baja posible 
para un elemento en el back end). Así pues, en un pipeline con PLLAST igual a 
15, si definimos PL_ejemplo a 12 la unidad funcional que esté siendo direccionada 
por este puntero tardará 4 ciclos en escribir los resultados en la forwarrling network 
((15 - 12) + 1). Esto puede resultar algo confuso, así que lo ilustraremos en el 
ejemplo 4.l.2. 
111 PL exec: Esta constante marca el inicio del back end. Inicialmente coincide con 
el valor de PLLAST. No debe modificarse, puesto que se calcula a partir de otras 
constantes. 
111 P L wb: Esta constante marca el fin del back end. Inicialmente coincide con el 
valor de PLFE_SIZE. No debe modificarse, puesto que se calcula a partir de otras 
constantes. 
4.1.1. Ejemplo: Alargar el back end 3 ciclos 
En el siguiente ejemplo ilustraremos como sería posible alargar el pipeline. Este cambio 
posiblemente no influya en el rendimiento de la SPU, ya que no modificaremos la longitud 
de las unidades funcionales, y por lo tanto los cálculos terminarán en el mismo ciclo que 
terminarían en la SPU original; la única diferencia será que en esta SPU modificada, se 
escribirán 3 ciclos más tarde en el banco de registros. 
Para realizar este cambio, deberemos modificar: 
1. PLBE SIZE: Cambiaremos el valor de PLBE SIZE de 11 a 14. 
2. PL_ *: Añadiremos tres unidades a los valores de todas las constantes prefijadas 
por PL_, excepto el de la constante PL_ wb y PL_ eTec, que se actualizan automáti-
camente. 
Esto provocará que todas las unidades funcionales inicien su ejecución al primer ciclo 
del back end, y tarden lo mismo que en la SPU original en terminar. El momento de inicio 
de ejecución lo marca la constante PL _ exec, que debe definirse siempre igual a PLLAST. 
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4.1.2. Ejemplo: Acortar el back end y los ciclos de ejecución de 
todas las unidades funcionales 
Este ejemplo nos podría mostrar un escenario donde hemos bajado la frecuencia del 
reloj (ralentizado) del procesador y por lo tanto ahora las unidades funcionales ya no 
necesitan tantos ciclos para ejecutarse. En este ejemplo reduciremos a la mitad los ciclos 
que tarda cada unidad funcional en terminar su tarea, y reduciremos también la longitud 
del back end. 
Para ello, deberemos seguir los siguientes pasos, teniendo en cuenta algunas restric-
ciones enumeradas en la sección 4.5 
1. PLBE_SIZE: Cambiaremos el valor de PLBE_SIZE de 11 a 6. Esto provocará que 
PL_ SlZE pase a valer 11 y PLLÁST y PL_ exec pasen a valer 10. 
2. PL_fx2: Pasará de valer 14 a valer 10, por lo que terminará en un solo ciclo su 
ejecución (PL_ exec - PL_fx2) + 1 = 1 ciclo). 
3. PL_f¡;3: Pasará de valer 13 a valer 9, reduciendo así de 3 a 2 ciclos su tiempo de 
ejecución (PL_ exec - PL_f¡;3) + 1 = 2 ciclos). 
4. PL_fxb: Pasará de valer 13 a valer 9, reduciendo así de 3 a 2 ciclos su tiempo de 
ejecución (PL_ exec - PL_fxb) + 1 = 2 ciclos). 
5. PL_ bT: Pasará de valer 12 a valer 9, reduciendo así de 4 a 2 ciclos su tiempo de 
ejecución (PL_exec- PL_bT) + 1 = 2 ciclos). 
6. PL_shuf: Pasará de valer 12 a valer 9, reduciendo así de 4 a 2 ciclos su tiempo de 
ejecución (P L _ exec - P L _ shuf) + 1 = 2 ciclos). 
7. PL_fp6: Pasará de valer 10 a valer 7, reduciendo así de 6 a 4 ciclos su tiempo de 
ejecución (PL_ exec - PL_fp6) + 1 = 4 ciclos). Este cambio requeriría modificar el 
código de la unidad funcional, disponible en los ficheros fp6_1. v, fp6_2. v, hasta 
fp6_6. v. 
8. PL_lsu y PL_SpT: Pasarán de valer lO a valer 7, reduciendo así de 6 a 4 ciclos 
sus tiempos de ejecución. Este cambio requeriría modificar el código del local "lOTe, 
disponible en el fichero localstore. v, o asignar a local stoTe una señal de reloj 
distinta para que termine su tarea en menos ciclos. 
9. PL_fp7: Pasará de valer 9 a valer 7, reduciendo así de 7 a 4 ciclos su tiempo de 
ejecución (PL_ exec - PL_fp1) + 1 = 4 ciclos). 
Después de estos cambios, tendremos un pipeline con un bacA: end de 6 ciclos, un 
tamaño total del pipeline de 11 ciclos y unas unidades funcionales que terminarían sus 
tareas en menos ciclos. 
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4.2. Anchura de datos variable 
Se ha previsto que se requiera modificar la anchura de los registros para hacer caber 
más datos y obtener el máximo provecho de las instrucciones SIMD. Para ello, se dispone 
de la constante BRh, siendo su valor en la SPU original 127. 
Esta constante definen el bit de mayor peso de los registros, y puede ser modificado en 
múltiples de 128. Por ejemplo, estableciendo BRh=255 tendíamos registros de 256 bits. 
Hay que tener en cuenta que muchas instrucciones basan sus cálculos en un tamaño de 
dato, y alterarlo supondría tener que modificar la implementación de dichas instrucciones. 
4.3. Añadir instrucciones 
Aunque para hacer la evaluación del buen funcionamiento de la SPU se usaron pro-
gramas compilados por compiladores reales, en el procesador implementado en este PFC 
no se encuentra el juego de instrucciones completo de SPU. Es posible que en el futuro 
quiera añadirse una instrucción a una unidad funcional ya existente. En esta sección se 
explica como se añadió la instrucción ai a modo de ejemplo. Para añadir una instrucción 
nueva, deberían seguirse los mismos pasos. 
1. Modificar decode. v para añadir la instrucción: hay que añadir un caso para la 
instrucción que queremos añadir, donde asignaremos el código de operación, la 
unidad funcional y el pipeline a la instrucción. Para ello, debemos ir a la línea donde 
empieza el casex y, teniendo en cuenta en el cuadro 3.1 (página 29), asignarle un 
código de operación (siempre teniendo en cuenta que el código elegido no debe estar 
usado por otra instrucción). En este caso debe añadirse el siguiente código: 
11 'bOOOlllOO '??'?: //Ai 
begin 
end 
pipe 1 i ne:;;:;E\t'EN; 
execution llnit,=UFX2; 
instr= 3i; 
2. Editar los ficheros de la unidad funcional a la que corresponda la instrucción y 
añadir al case el código de la instrucción que queremos implementar. Este código es 
la implemnentación de la instrucción en si misma. En el caso deberemos modificar 
el fichero fx2_1. v (primera etapa de la unidad funcional FX2) y añadir el siguiente 
código, donde 32 es el código de instrucción que le habíamos asignado en decode: 
4.4. 
32: I/Ai 
begin 
end 
ext [9: O] = inrn [g : O] ; 
ext[31:10] = inm[91?····22~sbl:22)bO; 
fx2 1 2[31:0] <= ext + ra data[31:0]; 
fx2-1-2[63:32] <= ext + ra data[63:32]; 
fx2-1-2[95:64] <= ext, -+- ra-data[95:64]; 
fx2:::1:::2[127:96] <= ext + ra_data[127:96]; 
Añadir unidades funcionales 
Añadir unidades funcionales nuevas a la SPU es algo más complicado que añadir 
instrucciones, pero no es excesivamente difícil. A continuación se enumeran los pasos 
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necesarios para ello, ejemplificando la explicación con la unidad funcional ya existente 
FX2. 
1. Añadir los ficheros de la nueva unidad funcional a la compilación; debe haber tantos 
ficheros como etapas tenga la unidad funcional. Cada uno de estos ficheros deberá 
propagar los datos necesarios para que, en la última etapa de la unidad funcional, 
pueda devolverse un valor correcto al módulo SXU, que se encargará de escribirlo. 
Cada fichero corresponderá a una etapa de la unidad funcional segmentada. En el 
caso de FX2, los ficheros añadidos serían ufx2_1. v y ufx2._2. v. 
2. Añadir las instrucciones de la unidad funcional al fichero ufx2_1. v como se explica 
en el ejemplo 4.3. En el fichero ufx2_2 . v deben implementarse las acciones a tomar 
en la segunda etapa, o si no son necesarios más cálculos, debe recogerse el resultado 
y propagarlo. 
3. Añadir un puntero que indique en que ciclo termina la ejecución nuestra unidad 
funcional. El uso de estos punteros se ha explicado en la sección 4.1. Habrá que 
declarar una variable que en nuestro ejemplo deberá llamarse, para seguir con el 
estándar en el fichero, p _fx2. Esta variable deberá inicializarse cuando se produzca 
un reset y deberá incrementarse en cada ciclo. Para ello, debe modificarse el fichero 
sxu. v y añadir las siguientes líneas. Los puntos suspensivos sustituyen instrucciones 
irrelevantes dentro del mismo bloque. 
111 Declaración: 
111 Inicialización (en este caso, la constante PL_fx2 deberá estar declarada en el 
fichero includes. v): 
always @(negedgo clk && ! reset) begin 
... 
p_fx2 <= PL_fx2; 
end 
111 Rotación hacia la derecha del puntero: 
4. Instanciar y conectar en sxu. v la unidad funcional. Estas lineas interconectaran 
los módulos (etapas) de nuestra unidad funcional. Además, la unidad funcional 
obtendrá datos durante el primer ciclo de ejecución y devolverán un resultado en el 
último ciclo de ejecución. 
ufx2_1 fx2_1(clk, pipeline IEVEN]lp_exec] ,fx2_1_2); 
ufx2_2 fx2_2(clk Jx2_1_2) fx2_br) j 
5. Recogida de resultados de la unidad funcional y escritura en la forwarding network: 
debemos las siguientes líneas en sxu. v que se encarguen de recoger el resultado 
generado y escribirlo en la forwarding network. 
if ('OK(EVEN,p fx2) && 'UF(EVEN,p fx2) == UFX2) begin 
pipelin(;[~"'VEN][p fx2] [PFNh:PFNT] <= fx2 br; /1 escritura del result.ado 
pipeline [EVEN] [p-fx2] [PFNV] <= 1; - /1 valida.ción del resultado 
br 1 pipeline [h'VENn p_fx2] [PHTh:PHTl]] [BHSTATh:BHSTATl] <= HEG_NONCOt-1MITED; 
ead 
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Después de tomar estas medidas los resultados obtenidos por la nueva unidad funcional 
se escribirán automáticamente en el banco de registros cuando las instrucciones lleguen 
a la etapa de write back. 
4.5. Restricciones a las modificaciones 
Hay que tener en cuenta que varias modificaciones en el tamaño del back end causarán 
problemas en el funcionamiento del procesador, o serán complicadas de implementar. 
4.5.1. Saltos y stop 
La instrucción stop está implementada en la unidad funcional SHUF. La unidad 
funcional SHUF deberá tardar siempre igual o más cielos que la unidad funcional BR; 
de no ser así, en caso de existir una instrucción de salto seguida de una instrucción stop, 
podría llegarse a producir el stop del procesador cuando la instrucción de salto debería 
haber roto la secuencia del programa y por lo tanto no debería haberse ejecutado la 
instrucción stop. La ejecución de stop es irreversible y cuando termina de ejecutarse se 
detiene el procesador. 
4.5.2. Write back 
Esta operación se realizará siempre en el último cielo de ejecución. Es importante que 
ninguna unidad funcional termine el mismo ciclo que write back, ya que de ser así, el 
resultado no estaría disponible para escribirse a tiempo en el banco de registros. 
4.5.3. Cambios difíciles 
Hay limitaciones a la cantidad de cambios que pueden realizarse en la SPU fácilmente. 
Concretamente, no es fácil cambiar los módulos de issue y de fetch. En caso de querer 
hacer modificaciones en el funcionamiento de estos dos módulos no bastará con cambiar 
constantes, y será necesario modificar el código fuente. En caso que sea necesario hacer 
estos cambios, los ficheros que habría que editar son sxu. v para issue y fetch. v para 
fetch. 
Fetch es difícil de modificar porque es muy interdependiente con los módulos árbitro 
y local store, y a su vez también depende del estado del front end. Cambiar las interfaces 
en los accesos a memoria o la manera en que el front end se bloquea supondrá hacer 
cambios fundamentales en este módulo. 
Issue es difícil de modificar por estar fuertemente integrado en el módulo SXU, y por 
ser dependiente de la implementación de la forwarding network. 
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Capítulo 5 
Entorno de trabajo 
En este capítulo se describen los entornos de simulación, programación y compilación. 
En el cuadro 5.1 se detallan las versiones usadas de cada programa. 
5.1. Entorno de simulación 
Se ha usado como entorno de simulación el software gratuito ModelSirn XE JII StaT'teT' 
Edition. La elección de este entorno ha sido motivada por su integración con eliBE De8ign 
Suite de Xilinx, que permite llevar fácilmente el diseño a una FPGA de este fabricante. 
Este entorno está disponible tanto para Windows como para Linux, y es gratuito (aunque 
requiere registro) y descargable desde la página web de Xilinx. 
Para realizar las pruebas se ha usado una frecuencia de 5MHz. Se ha usado el edi-
tor de ondas de ModelSim para hacer el debug del código y para comprobar el buen 
funcionamiento de la SPU durante las simulaciones. 
5.2. Entorno de programación 
El código escrito en Verilog se ha desarrollado indistintamente en varias plataformas, 
según la disponibilidad de estas en los distintos lugares físicos desde donde se ha llevado 
a término este PFC. 
iII Se ha usado ModelSim para escribir código en general, y sobre todo para modificar 
el código durante simulaciones. En este IDE se ha creado una jerarquía de módulos 
que facilita su localización. 
111 Se ha usado Vim o cualquier otro editor de texto para escribir código en máquinas 
sin ModelSim disponible. 
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5.3. Compilación para SPU 
Para probar el correcto funcionamiento de la SPU desarrollada, se necesita como 
entrada un programa compilado para SPU. Para ello, hemos usado el compilador spu-gcc, 
disponible gratuitamente. El compilador genera un binario ELF, que además del código 
ejecutable tiene también una serie de cabeceras que no son interpretables por la SPU. 
5.3.1. .Formato del programa de entrada 
La memoria de la SPU debe inicializarse con un código ejecutable comprensible para 
el procesador. Para ello, se ha usado una sentencia del Verilog llamada $readmemb que 
sirve para cargar una memoria con datos a partir de un fichero de texto con ceros y 
unos representando valores binarios. Estos datos consistirán en líneas de 128 caracteres 
representando las cuatro instrucciones que caben en una línea de memoria. Podemos ver 
un ejemplo en la figura 5.1 
010000001000000000000000000001110011001 0000000000010001 00000000001000000001 000000000000001111111 000100 1 00 1111111111111111000 1001 
0100000100011111110000000000001100110100000000000000001010001000000111001111111111000011000001100011111 011 00000000000010100001 00 
01000000001 00000000000000 1111111 ¡ 01 ¡ 000001 00001 00000000110000 10000 1001 00000000000000001 0100000 10000111 000000000 1 0000001 01 00001 o 1 
0010000101111 ¡ 11 ¡ 111101100000 1100001110000000000010000111 00001110111110000001000000000111000010100 10000 100000000000 111 o 11 0000 1 o 1 
00 1100100000000000011010 100000000001001000000000000000000000 1001 01 00000 1000 1111111000000000010 11 00 110 100000000000000()() 1 DIOOO 1 o 1 o 
00011100111111111100001100000 1100011111 011000000000000101000110001 00000000 1 00000000000000 111111110 11000 1 00 1000 10 100001011 000 1100 
00100100000000000000001010001001000111000000000 1000000101 00001 010010000 10 1111111111110111000011000011100000000000 100001110000111 
01111100000010000000001110000 11000100001000000000001100 11 000011000 11 001 000000000000 10 11 01 00000000001001 000000000000000000000 100 1 
0100000010000000000000000000111100110100000000000000001 o 100011100001110011111111110000110000011000 11111 011 0000000000001 01 001 0000 
010000000010000000000000011 111 1.1101100011O1000111O0001111001O00 00010010000000000000000101000110100011100000000010000001 01 0000101 
001000010111111111111 01110000110000111 0000000000010000111 0000111 o 11111000000 1000000000111 001 000100 10000 1 00000000000 1110 11 001 0001 
0011001000000000000100101000000000010010000000000000000000001001000111 0011111111110000110000011 000110100000000000000001 01001 0101 
Figura 5.1: Fragmento de programa MxM compilado con -01, convertido para poder ser 
cargado por Verilog. 
Para obtener una entrada como la descrita que elimine las cabeceras ELF y reformatee 
el binario, se ha desarrollado un script, disponible en el apéndice B.l que convierte 
directamente la función main en un código interpretable por el simulador. Para ello, 
se ha usado la herramienta spu-objdump con el parámetro -d (desensamblar) sobre el 
ejecutable generado por spu-gcc, y posteriormente se han aplicado unos filtros para 
convertir la salida obtenida en una entrada válida para la SPU. Actualmente el script tan 
solo convierte la función Tnain del programa compilado, pero esto no es una límitación 
de la SPU sino del entorno de pruebas preparado. Modificar el script para que pueda 
convertir otras funciones o incluso el código completo es sencillo, pero no se ha realizado 
porque carecía de importancia dentro de los objetivos de este proyecto. Podemos ver un 
ejemplo de salida de spu-objdump en la figura 5.2. 
40 
00000160 <main>: 
160: 40 80 00 02 il $2,0 
164: 32 80 00 Oc fsmbi $12,0 
168: 42 15 88 Of ila $15,11024 # 2b10 
16e: 00 20 00 00 lnop 
170: 42 05 80 Od ila $13,2816 # bOO 
174: 23 87 33 82 stqr $2,3b10 <i> # 3b10 
178: 42 Od 88 Oe ila $14,6928 # 1b10 
17e: 00 20 00 00 lnop 
180: Of 61 e6 03 shli $3,$12,7 
Figura 5.2: Fragmento de salida de objdump para el programa MxM con floats compilado 
con -01. 
Programa Versión 
Xilinx ISE 10.1 
ModelSim XE III Starter 6.3c 
spu-gcc 4.1.1 
spu-objdump 2.17.50 
Vim 7.1 
Cuadro 5.1: Detalle de las versiones de los programas usados 
5.4. Otras herramientas usadas 
Para mantener un control de cambios en el código y en la documentación, se ha usado 
una herramienta de control de versiones. Concretamente, se ha usado Subversion por 
ser una solución gratuita y disponer los estudiantes de la FIB de un servidor de esta 
herramienta. 
Para la documentación se ha usado Latex, ya que al tratarse de texto sin formato 
la herramienta de control de versiones puede gestionar los cambios. Además, es una 
herramienta también gratuita y multiplataforma. 
41 
42 
Capítulo 6 
Evaluación 
En este capítulo se describen las pruebas realizadas para evaluar el funcionamiento de 
la SPU implementada. Estas pruebas se han realizado bajo el entorno de simulación y de 
compilación definido en el capítulo .5. Las pruebas consisten en la ejecución de programas 
y la medición de la eficiencia conseguida. 
Para cada prueba realizada se describirá el programa, en e y en ensamblador, y se 
detallarán las opciones de compilación usadas, así como los resultados obtenidos. Para 
todas las pruebas supondremos que la memoria está previamente inicializada. 
Los prograIuas que se han ejecutado son distintas versiones de programas que multipli-
can matrices cuadradas (llamaremos a estos programas MxM). Se han usado tamaüos de 
matriz de 32x32 y de 64x64 para las pruebas, y se han compilado con distintas opciones de 
optimización. También se ha diferenciado entre pruebas con código que realiza operaciones 
escalares (no SIMD) y vectoriales (SIMD). 
Para abreviar, se ha dado un nombre corto a todos los programas: MxMlN-sufijo, 
donde l es la letra que define el tipo de datos que usa (i para enteros, f para reales), N es 
el tamaüo de las matrices cuadradas, y sufijo indica alguna propiedad característica del 
programa en caso de existir alguna. 
6.1. Matriz por matriz, enteros 
6.1.1. MxMi sin desenrollado de bucles, 32x32 (MxMi32) 
En esta sección se detallan las pruebas realizadas sobre el programa en el listado 6.1. 
Este programa multiplica dos matrices de 32x32 elementos, y con elementos de 32 bits. 
#:include <stdio. h> 
.fldefine N 32 
int A[NJ [NJ, B[NJ[NJ, C[NJ[NJ; 
int i, j) k; 
int main () 
{ 
for (i=O; i<N; H+) 
for (j=O; j<N; j++) 
for (k=O; k<N; k++) 
C[iJ[jJ·;-=A[iJ[kJ.B[kJ[jJ; 
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~1} __ a_s_m_(_"s_t_oP_\_,t_12_'7_"_)_; _______________________________________ , _____________________ ~ 15 
Listado 6.1: Código C del programa MxMi32. 
MxMi32 con -01 
En el listado 6.2 se muestra el código del bucle más interno generado por el compilador 
tras compilar con la opción -01 el programa Mxrv1i32. 
,L4: 
ai $9,$9,-·1 
lqd $26,0($6) 
lqd $27,0($7) 
rotqby $25 , $26 , $6 
ai $6 , $6 , 128 
rotqby $23 , $27 , $7 
ai $7,$7,4 
lnop 
ori $24, $25,0 
mpyh $21 , $23, $24 
mpyh $22 , $24 , $23 
mpyu $20 , $2:3 , $24 
a $19, $21, $22 
$18, $19, $20 
$8,$8,$18 
,L16: 
brnz $9,. L4 
Listado 6.2: Código ensamblador del bucle interno de MxMi32, producido tras compilar 
con -01 
MxMi32 con -02 
En el listado 6.3 se muestra el código del bucle más interno generado por el compilador 
tras compilar con la opción -02 el programa Mxl\l1i:32 . 
. L4: 
ai $9, $9,-1 
Iqd $26,0($7) 
Iqd $25,0($6) 
rot.qhy $22 , $26 , $7 
al $7,$7,4 
rotqb,y $24, $25 , $6 
al $6 , $6,128 
mpyh $20, $22 , $24 
rnpyh $21 , $24, $22 
mpyu $19, $22, $24 
$18, $20, $21 
$5,$18,$19 
$8,$8,$5 
. L17: 
brnz $9,. L4 
Listado 6.3: Código ensamblador del bucle interno de MxMi32, producido tras compilar 
con -02 
6.1.2. Análisis de los resultados obtenidos 
En el cuadro 6.1 se muestran los datos de rendimiento obtenidos al ejecutar los 
algoritmos MxMi32-01 y MxMi32-02. Se muestran el CPIl, los ciclos necesarios para 
terminar toda la ejecución, y el número de ciclos necesarios para efectuar un cálculo. 
leidos por instrucción, medida de eficiencia. Menos es mejor. 
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MxMi-Ol MxMi-02 
Ciclos necesarios 1871000 1866000 
Tiempo estimado a 100MHz 0.019s 0.019s 
Iteraciones realizadas 32768 32768 
Instrucciones en el bucle más interno 16 14 
Instrucciones en el segundo bucle 39 32 
Instrucciones en el bucle externo 46 39 
CPI 3.56 4.07 
Ciclos por elemento calculado 57.1 56.94 
Cuadro 6.1: Estadísticas para MxMi con -01 
6.2. Matriz por matriz, floats 
6.2.1. MxMf sin desenrollado de bucles, 32x32 (MxMf32) 
En esta sección se detallan las pruebas realizadas sobre el programa en el listado 6.4. 
Este programa multiplica dos matrices de 32x32 elementos, y con elementos de 32 bits 
representando fl.oats en formato IEEE 754 [17]. En este caso las diferencias entre código 
optimizado con -01 y con -02 ha sido mínima. 
#include <stdio .h> 
#define N 32 
float A[N] [N], B[N] [N], C[N] [N]; 
lnt i, j, k; 
int main () 
{ 
for (i=O; i<N; i-'-+) 
for (j=O; j<N; j++) 
for (k=O; k<N; k++) 
C ¡ i J r j J +=A [ i J [ k J * B [ k J ¡ j j ; 
asm("st.op\t127!1) ; 
Listado 6.4: Código C del programa MxM, con floats (~)2 bits). 
MxMf32 con -01 
En el listado 6.5 se muestra el código del bucle más interno generado por el compilador 
tras compilar con la opción -O 1 . 
. L4: 
ai $t) , $6, ····1 
lqd $19,0($5) 
lqd $18 ,O( $4) 
rotqby $17,$19,$5 
ai $5,$5,4 
rotqby $16,$18,$4 
fma $7, $17 ,$16, $7 
ai $4, $4 ,128 
. Ll6: 
brnz $6,. L4 
Listado 6.5: Código ensamblador del bucle interno de MxMf32, producido tras compilar 
con -01 
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MxMf32 con -02 
En el listado 6.6 se muestra el código del bucle m&'l interno generado por el compilador 
tras compilar con la opción -02 . 
. L4: 
ai $7, $7,-1 
Iqd $19,0($5) 
Iqd $18,0($4) 
rotqby $17,$19,$5 
ai $5,$5,4 
rotqby $16 , $18 , $4 
ai $4, $4 ,128 
froa $6 • $17 , $16 .$6 
127 
4 
9 
'.1,17: 
nop 
brnz $7,. L4 J 
Listado 6.6: Código ensamblador del bucle interno de MxMf32, producido tras compilar 
con -02 
6.2.2. MxMf con bucles desenrollados, 32x32 (Mxl\!If32-unroll) 
En esta sección se detallan las pruebas realizadas sobre el programa en el listado 6.7. 
Este programa multiplica dos matrices de 32x32 elementos, y con elementos de 32 bits 
representando floats en formato IEEE 754 [17]. En esta sección se ha optado por des-
enrollar el bucle más interno para minimizar el impacto de los saltos, así que ahora se 
calculan 32 elementos en cada iteración. 
lifinC!Ude <stdio, h> 
#define N 32 
f10at A[N] [N], B[N] [N], C[N] [N]; 
int i) j, k j 
int main () 
{ 
for (i=O; i<)'1; i++) { 
for (.i=0; j<~N; .i++) { 
C[ i J [.iJ+=A[ i J [OJ *E[OJ [j J; 
C[ i J [ .i J +=A [ i J [ 1 J • B [ 1 J [ j ) ; 
C[iJ[jJ+ooA[iJ[2J.B[2J[.i]; 
C[iJ[j]+A[i][3J.B[3J[jJ; 
C[iJ[j]+A[i][4J.B[4J[jJ; 
C[i][jh-=Afi ][5J.B[5][j]; 
C[ i] [jJ+=Af i 1 [61 013 [6] f j]; 
C[iJ[j]+A[i][7].B[7][j]: 
e[ i J [j]+=A[ i] [81 .13[81 [j]; 
e[ i J [jJ+=A[ i] [9] .13[9] [j]: 
e [ i J [j ]+=A [ i ] [10] * 13 [ I O] [ 5 
C[ i ]fH+=A[i ][11]oB[11] [5 
e [ i ] [ j ]+=A [ i ][ 1 2] "E [ 1 2] [ 5 
e [ i ] [j ]+=A[ i ] [13] .13 [13] [ 5 
e[iJ[j]-r=A[iJ[14].B[14][.i 
C [ i ] [ j ]+=A [ i ][ 15] .13 [ 1 5] [ j 
C [ i ] [H+=A [ i ] [16] ,,13 [ 16] [ j 
e[i][j]+=A[i][17].B[17][j 
C [ i ] [ j ]+=A [ i ) [18] * 13 [ 1 8] [ j 
e [ i ] [j J+=A [ i J [19] .13 [ 19] [ .i 
e[ i] [5]+·A[ i] [20]013[20] [j 
e[i][jJ+A[i][21]*B[21][j 
e[ i] [5]+A[ i] [22]oB[22J [j 
C[i][j]+A[i][23].B[23][j 
C[ i] [j]+A[ i J [24].13[24] [5 
e[ i] [5]+.A[ i] [25] .13[25] [5 
e[i][5]+·A[i][26].B[26][j 
Cfi]fj]+=A[i]f27]*B[27][j 
e[ i] f 5]+=A[ i ][28] .13[28] [j 
ef i] f 5]+=A[ i ][29] .13[29] [j 
e [ i ] [ 5] +=A [ i ][ 3 O] • B [3 o J [ j 
C[i][.i]+=A[i][31].B[31J[j 
aslU ( !! S t; o p \ t; 127 !I ) j 
Listado 6.7: Código C del programa MxM, con floats y bucle desenrollado. 
46 
13 
18 
23 
28 
33 
38 
43 
48 
MxMf32-unroll con -01 
En el listado 6.8 se muestra un fragmento de código generado por el compilador tras 
compilar con la opción -01. La secuencia del listado se repite (cambiando los números de 
los registros) para hacer los cálculos, sin bucle. 
¡qel $.58,3200($5) 
rotqby $59,$61,$5 
lnop 
fma $53 , $28 , $55 , $56 
Listado 6.8: Fragmento del código ensamblador del programa MxMf32-unroll, producido 
tras compilar con -01 
MxMf32-unroll con -02 
En el listado 6.9 se muestra el código del bucle más interno generado por el compilador 
tras compilar con la opción -02 . 
. L3, 
$5,$40,$74 
lqd $18,0($38) 
ai $41 , $41 , 1 
hbrp # 1 
nop 127 
¡qx $2,$40,$74 
ai $40, $40,4 
¡qel $3,128($37) 
¡qel $4,256($37) 
¡qd $7 ,384( $37) 
nop 127 
¡gd $8 ,512( $37) 
or i $36, $18,0 
rot.qby $6,$18,$38 
rot,qby $18,$2,$5 
rol;qby $3,$3,$37 
¡qd $9,640($37) 
lqd $10 ,76S( $37) 
nop 127 
hbrp # 2 
fma $2 , $66 , $18 , $6 
rotqby $18 , $4 , $37 
rotqby $6,$7,$37 
rotq by $5 , $8 , $37 
¡qd $11 ,89B( $37) 
rotqby $9,$9,$37 
nop 127 
rotqby $10, $10, $37 
fma $3 , $65 , $3 , $2 
¡qd $12,1024($37) 
¡qd $13,1152($37) 
¡qel $14,1280($37) 
rotqby $11 ,$11 ,$37 
¡qd $15,1408($37) 
nop 127 
¡qel $16,1536($37) 
fIna $4, $64 , $18, $3 
rot q by $12, $12, $37 
rotqby $13, $13, $37 
rotqby $14, $14, $37 
¡qd $17,1664($37) 
rotqby $15, $15, $37 
nop 127 
rotq by $16, $16, $37 
fma $3 , $63 , $6 , $4 
¡qd $19,1792($37) 
¡qd $20,1920($37) 
¡qd $21,2048 ($37) 
rotq by $17,$17,$37 
lqd $22,2176($37) 
nop 127 
¡qd $23,2304($37) 
fma $2,$73,$5,$3 
rotqby $18, $19, $37 
rotqby $19, $20, $37 
rOI;qby $20, $21, $37 
lqd $24,2432($37) 
rotq by $21 ,$22, $37 
nop 127 
rotqby $22, $23, $37 
fIna $9 , $62 , $9 , $2 
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lqd $25,2560($37) 
lqd $26,2688($37) 
lqd $27,2816($:37) 
rotqby $23, $24, $37 
lqd $28,2944($37) 
nop 127 
lqd $79 ,3072( $37) 
fma $8, $61, $10 ,$9 
rotq by $24, $26, $37 
rotqhy $25, $26 ,$37 
rotqby $26, $27, $37 
lqd $29,3200($37) 
rotq by $27, $28, $37 
nop 127 
rotqby $28, $79 , $37 
fma $11 ,$60 ,$11 ,$8 
lqd $30,3328($37) 
lqd $31 !3456( $37) 
lqd $32 ,3584( $37) 
rotqby $79 , $29 , $.37 
lqd $33,3712($37) 
nop 127 
lqd $34,3840($37) 
fma $10, $72, $12, $11 
rotqby $30, $30 , $37 
rotqby $7,$31,$37 
rotqby $6,$32,$37 
lqd $36,3968($37) 
rot,qby $4,$33,$37 
nop 127 
rotqby $3, $34, $37 
hna $9, $59 ,$13, $10 
cwd $2,0($38) 
rot;qby $5 , $35 , $37 
ai $37,$37,4 
fma $1"1, $58, $14, $9 
fma $8 , $57 , $15 , $14 
fma $16,$71,$16,$8 
fma $17,$56,$17,$16 
fma $15, $55) $18, $17 
fma $13, $54, $19, $15 
fma $18, $70, $20, $13 
fma $12, $53, $21, $18 
fma $19, $52, $22, $12 
fma $1l ,$51 ,$23 ,$19 
fma $20, $69, $24, $11 
fma $10, $50, $25, $20 
fma $21, $49, $26, $10 
fma $9, $48, $27 ,$21 
frna $22 , $68 , $28 , $9 
frna $8, $47 , $79 , $22 
froa $23 , $46 , $30 , $8 
fma $24,$45,$7,$23 
fma $26,$67,$6,$24 
frna $27 , $44 , $4 , $26 
fma $28 , $43 , $3 , $27 
fma $29 , $42 , $5 , $28 
shufb $79, $29 , $36, $2 
stqd $79,0($38) 
ai $38,$38,4 
, L12: 
brnz $41,.L3 
Listado 6,9: Código ensamblador del bucle interno del programa MxMf-unroll, producido 
tras compilar con -02 
6.2.3. MxMf sin desenrollado de bucles, 64x64 (MxMf64) 
En esta sección se detallan las pruebas realizadas sobre el programa en ellístado 6,10. 
Este programa multiplica dos matrices de 64x64 elementos, y con elementos de 32 bits 
representando floats en formato IEEE 754 [17J, En este caso las diferencias entre código 
optimizado con -01 y con -02 ha sido mínima, 
#:include <stdio .h> 
#define N 64 
float A[N] [N], B[NJ [N], C[NI [NI; 
int i, j) k; 
int main () 
{ 
for (i =0; i <:Ni i++) 
48 
66 
71 
76 
81 
86 
91 
96 
101 
106 
11J 
116 
121 
for (j=O; j<N; j+-'-) 
for (k=O; k<N; k++) 
C[i][jJ+=A[i)[k]*B[kJ[jJ; 
asm( I! stop \ t1271!); 
Listado 6.10: Código C del programa MxMf64, con fioats (32 bits). 
MxMf64 con -O 1 
El código generado por el compilador tras compilar con la opción -01 no se muestra, ya 
que es prácticamente idéntico al código generado para el programa MxMf32-01; solamente 
han cambiado los números 32 por 64 y los números 128 por 256. Puede consultarse el 
listado 6.5 para ver el código de MxMf32-01. 
MxMf64 con -02 
El código generado por el compilador tras compilar con la opción -02 no se muestra, ya 
que es prácticamente idéntico al código generado para el programa MxMf32-02; solamente 
han cambiado los números 32 por 64 y los números 128 por 256. Puede consultarse el 
listado 6.6 para ver el código de MxMf32-02. 
6.2.4. MxMf con bucles desenrollados, 64x64 (MxMf64-unroll) 
En esta sección se detallan las pruebas realizadas sobre el programa en el listado 6.11. 
Este programa multiplica dos matrices de 64x64 elementos, y con elementos de 32 bits 
representando fioats en formato IEEE 754 [17J. En esta sección se ha optado por des-
enrollar el bucle más interno para minimizar el impacto de los saltos, así que ahora se 
calculan 64 elementos en cada iteración. 
#include <stdio. h> 
#define N 64 
float A[NJ [N). B[NJ [NJ, C[N) [NJ; 
int i, j, k; 
int main () 
{ 
for (i=O; i<N; i++) { 
for (j=O; j<N; j++) { 
C[iJ[j)+=A[ )[O)oB[OJ[jJ 
C[iJ[jJ+·=A[ J[1J*B[lJ[jJ 
C[iJ[j)+=A[ j[2].B[2j[jJ 
C[i)[j)+=A[ )[3j.B[3j[j) 
C[i)[j)+='A[ )[4].B[4j[jJ 
C[ i J [jJ+=A[ 115J .B[5J [i J 
C[iJ[jj+=A[ 116j*B[6j[jJ 
C[iJ[jj+=A[ j[7].B[7j[jJ 
C[ij[jj+.A[ )[8J*B[8j[jj 
C[iJ[jJ+A[ J[9J*B[9][jJ 
C[iJ[jJ+A[ ][10J*B[10)[ 
C[iJ[jJ+A[ J[IIJ*B[11][ 
C[iJ[j]+=A[ J[12J*B[12][ 
C[ i J [jJ+.A[ ][13J .B[13] [ 
C[iJ[jJ+A[ J[14J.B[14][ 
C[i ][jJ+=A[ ][15]*B[15J[ 
C[iJ[jJ+=A[ J[161*B[.16][ 
C[iJ[jl+=A[ J[171.B[17][ 
C[iJ[jJ+=A[ ][18JoB[18][ 
C[iJ[jJ+=A[ J[19J-B[19][ 
C[iJ[jJ+=A[ J[20J-B[20J[ 
C[ i j [iJ+=A[ J[21] .B[21J [ 
C[ í J [jJ+=A[ ][22J _B[22][ 
C[ í J [jJ+=A[ J [23J .B[23J [ 
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el l.i]+=A[ [24] *B[24][ j J 
e[ l.i]+~A[ [25] .B[25] [j J 
el lj]+=A[ [25J*Bl26j[j) 
e[ [.i)+A[ [27J .B[27)[ j J 
e[ [jJ+A[ [28J *B[28)[ j J 
e[ [jJ+A[ [29J .B[29) [j J 
C[ [jJ+=Af [30J *B[30][ j) 
e[ [jJ+,~Af [31J _B[31 J [j J 
e[ [j)+A[ [32J *B[32J [j J 
e[ [jJ+~Af [33J oB[33J [j J 
e[ [jJ+=Af [34J*B[34J[j J 
e[ [jJ+=Af f35J.Bf35J[j J 
e[ [jJ+=A[ [36J oB[36J [j J 
C[ [ jJi-=A[ [37J oB[37J [j J 
e[ [jJ-t=A[ [38J oB[38J [j J 
e[ ljJ+=Al [39J.B[39J[j J 
C[ [jJ+=Al [40J.B[40J[j J 
e[ [ jJ+"-.I\( [41JoB[41Jlj J 
e[ [jJ+=AI [42J*B[42J[j J 
e[ [jJ+=Al [43J *B[43J [j J 
e[ [jJ+=Al [44J*B[44)[j J 
el [jJ+AI [45JoB[45J[j J 
e[ [jJ+A[ [46J oB[46J [j J 
e[ [jJ+A[ [47JoB[47J[j J 
e[ [ jJ--,.A[ [48J oB[48J [j J 
e[ [jJ+A[ [49J_B[49J[j J 
e[ [jJ+A[ [50J oB[50J [j J 
e[ [jJ+A[ [51]0B[51J[j 1 
e[ [jJ+~A[ [52J *B[.02J [j J 
e[ [jJ+~A[ [53J _B[53J [j J 
e[ [jJ+~A[ [54J oB[54J [j J 
e[ [jJ+=A[ [55JoB[55J[j J 
e[ [jJ+=A[ [56J _B[56J [j J 
e[ [j)+=A[ [57J _B[57J [i J 
e[ [.iJ+=A[ [58)oB[58)[i J 
e[ [.iJ+=A[ [59J 08[59J [i J 
C[ 1.il+=A[ [60) oB[60) [.i J 
e[ l.iJ+=A[ [51J oB[61] li J 
el [.iJ+=A[ [62J .Bl62J [j J 
e[ [.iJ+=A[ [63J oB[63] [j] 
asm( n stop \ t127 I!); 
Listado 6.11: Código C del programa MxMf64-unroll, con Hoats y bucle desenrollado. 
MxMf64-unroll con -01 
Por claridad y debido a su longitud, no se reproduce el código ensamblador generado 
a partir de la compilación con -01 del programa MxMf-unro1l64. 
MxMf-unro1l64 con -02 
Por claridad y debido a su longitud, no se reproduce el código ensamblador generado 
a partir de la compilación con -02 del programa MxMf-unro1l64. 
6.2.5. MxMf con bucles desenrollados, 64x64, SIMD (MxMf64-
SIMD) 
El código matmul_spu_simd, desarrollado por Daniel Hackenberg de la universidad 
técnica de Dresden [11] es una función muy conocida, escrita en ensamblador y usada 
para multiplicar matrices cuadradas. Está considerado uno de los algoritmos más rápidos 
para SPU para este fin. Consiste de un solo bucle con más de 6000 instrucciones. 
Para hacer las pruebas, se ha modificado la función para convertirla en un programa, 
y se ha calculado el resultado de multiplicar dos matrices de floats de 64x64 elementos. 
50 
38 
43 
48 
51 
58 
6:3 
68 
73 
78 
6.2.6. Análisis de los resultados obtenidos 
En los cuadros 6.2 y 6.3 se muestran los resultados obtenidos tras la ejecución de 
los programas descritos en la sección 6.2. En la primera se muestran los resultados para 
los programas que multiplican matrices de 32x32 y en la segunda los resultados de los 
programas que multiplican 64x64. 
f32-01 f32-02 f32-unroll-O 1 f32-unroll-02 
Ciclos necesarios 1358200 1346606 280400 291540 
Tiempo a 100MHz 0.014s 0.013s 0.003s 0.003s 
Iteraciones realizadas 32768 32768 1024 1024 
Instr. bucle interno 9 10 138 122 
Instr. segundo bucle 29 29 - -
Instr. bucle externo 36 37 301 281 
CPI 4.61 4.11 1.98 2.33 
Ciclos / eIem. calculado 41.45 44.10 8.61 8.89 
Cuadro 6.2: Estadísticas para MxMf32 
f64-01 f64-02 f64-unroll-01 f64-unroll-02 f64-SIMD 
Ciclos necesarios 10669282 10626253 3518624 2252800 66368 
Tiempo a lOOMHz 0.107s 0.106s 0.035s 0.023s 6,64· lO-4s 
Iteraciones realizadas 262144 262144 4096 4096 16 
Instr. bucle interno 9 10 320 322 6525 
Instr. segundo bucle 29 29 - - -
Instr. bucle externo 36 37 626 648 -
CPI 4.52 4.05 2.68 1.71 0.6.3 
Ciclos/ elem. calculado 40.70 40.54 13.42 8.59 0.252~ 
Cuadro 6.3: Estadísticas para MxMf64 
En los cuadros 6.4 y 6.5 se muestran los datos para los mismos programas analizados 
anteriormente, pero suponiendo que el procesador tuviera implementadas las instrucciones 
de hint-foT-bmnch y que se usaran adecuadamente. 
f32-01 f32-02 f32-unroll-O 1 f32-unroll-02 
Ciclos necesarios 768410 756941 262038 273107 
Tiempo a 100MHz 0.008s 0.008s 0.003s 0.003s 
Iteraciones realizadas 32768 32768 1024 1024 
Instr. bucle interno 9 10 138 122 
Instr. segundo bucle 29 29 - -
Instr. bucle externo 36 37 301 281 
CPI 2.61 2.31 1.85 2.18 
Ciclos / elem. calculado 23.45 23.1 7.99 8.33 
Cuadro 6.4: Estadísticas para MxMf32 suponiendo implementado hint-foT-bmnch 
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f64-01 f64-02 f64-unroll-Ol f64-unroll-02 f64-SIMD 
Ciclos necesarios 5950690 5906104 3444896 2179072 66080 
Tiempo a 100MHz 0.059s 0.059s 0.034s 0.022s 6,61 . 1O-4s 
1 teraciones realizadas 262144 262144 4096 4096 16 
Instr. bucle interno 9 10 320 322 6525 
Inst1'. segundo bucle 29 29 - - -
Instr. bucle externo 36 37 626 648 -
CPI 2.52 2.50 2.63 1.65 0.63 
Ciclos í eIem. calculado 22.70 22.53 13.14 8.31 0.253 
Cuadro 6.5: Estadísticas para MxMf64 suponiendo implementado hint-for-branch 
6.3. Análisis de resultados 
En las figuras 6.1 y 6.3 pueden verse los datos analizados en forma de gráficos de 
barras que los hacen más comprensibles para su análisis. En estos gráficos se muestran los 
resultados obtenidos para los diferentes programas ejecutados para multiplicar matrices 
de fioats. En el eje X tenemos los distintos programas analizados, yen el eje Y tenemos la 
medida del rendimiento obtenido, en CPI y ciclos por elemento calculado respectivamente. 
Para cada programa, cada una de las cuatro columnas representa un tamaño de matriz 
y la disponibilidad o no de instrucciones hint-for-bmnch, como puede verse en la leyenda 
a la derecha de las figuras. 
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Figura 6.1: Comparativa del CPI de distintos programas probados en función del tamaño 
de las matrices y del uso o no de hínt-for-branch. 
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Como se ha documentado en esta memoria, la SPU implementada durante este proyec-
to de final de carrera no dispone de instrucciones de hint-for-branch. Como ha podido 
verse en este capítulo, el índice CPI del procesador sube a medida que baja el número 
de instrucciones en los bucles, es decir, la eficiencia por instrucción baja a medida que 
hacemos más pequeños los bucles. Si comparamos el CPI obtenido en la ejecución del 
programa MxMf64-SIMD con los demás programas probados, vernos un incremento de 
más del 600 % en algunos casos en la cantidad de instrucciones ejecutadas por cicl02 . Esto 
es debido a que ejecuta tan solo 16 saltos, mientras que los demás ejecutan hasta 262144. 
Al mismo tiempo, el programa MxMf64-SIMD (en la sección 6.2.5) obtiene 4 resulta-
dos por instrucción, por lo que su rendimiento en términos de resultados obtenidos por 
instrucción es cuatro veces superior a la del resto de programas, que no han sido opti-
mizados por el compilador para usar esta característica. La combinación de esta mejora 
junto al desenrollado del bucle provoca que tengamos un resultado tan impresionante 
como que este programa calcule casi cuatro resultados por ciclo, el máximo teórico para 
instrucciones fma (se puede ejecutar una sola instrucción fma por ciclo, pero al ser una 
instrucción SIMD cada una realiza 4 operaciones de multiplicación y suma). 
Por otra parte, los programas en las secciones 6.2.2 y 6.2.4, en los que el bucle más 
interno del programa está desenrollado, han presentado rendimientos muy superiores a los 
programas que no usaban esta técnica. Este dato también confirma que la mayor pérdida 
de .rendimiento es debida a la..'l roturas en la secuencia del programa. 
La bajada de rendimiento provocada por los saltos hace que las diferencias entre 
programas compilados con más (-02) o menos (-01) optimización del compilador no 
sean notables en términos de ciclos necesarios, corno puede verse en la figura 6.1 (aunque 
en algunos casos sí en cuanto a tamaño del código generado). La ejecución de programas 
compilados sin optimización (-00) ha presentado resultados pésimos debido a que se 
ge1!l,eraba código mal alineado en memoria, y que no sacaba de los bucles las instrucciones 
.¿fk;, de store. 
También se ha podido observar un mayor rendimiento de los programas que hacen 
cálculos con operaciones de coma flotante. Esto es debido a que el compilador usado genera 
instrucciones fma (multiplicación y suma) al compilar los programas que multiplican 
matrices de reales. Las multiplicaciones de matrices se hacen realizando una multiplicación 
y sumando el resultado obtenido a los datos existentes en la posición de destino de 
este dato; por lo tanto, se realizan dos operaciones (multiplicación y suma) para cada 
resultado parcial (ver figura 6.2), por lo que la instrucción fma es ideal para realizar este 
cálculo. Al no disponer la SPU de una instrucción para realizar multiplicación y suma de 
enteros pero sí de reales, los resultados para estos últimos son mucho mejores. Además, 
la SPU no puede multiplicar enteros de 32 bits con una sola instrucción, por lo que las 
multiplicaciones de enteros se realizan combinando dos instrucciones mpyh y una mpyu. 
Así, se realiza una sola instrucción fma para floats contra dos mpyh, una mpyu y dos a, 
con dependencias de datos entre ellas (ver el listado 6.3) para enteros. El resultado es 
que la ejecución termina hasta un 28 % más rápid03 en el caso de las multiplicaciones de 
matrices de reales. 
2Como puede apreciarse si comparamos los CPls en el cuadro 6.3 
3Medida tomada comparando las medidas de ciclos totales entre MxMi32 y MxMf32 de los cuadros 6.2 
y 6.1 
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Figura 6.2: Algoritmo de multiplicación de matrices: multiplicar elemento a elemento filas 
de A con columnas de E, sumar los resultados y posicionarlos en la matriz resultante. [18] 
Además, se ha podido observar que el aumento del tamaño de las matrices a multiplicar 
no provoca un impacto significativo sobre el ePI obtenido, como puede verse en la figu-
ra 6.1. Esto es debido a que los algoritmos que se encargan de hacer estas multiplicaciones 
son idénticos, y por lo tanto las proporciones de tipos de instrucciones que se ejecutan 
son las mismas; la única diferencia es que las instrucciones del programa que multiplica 
matrices de 64x64 se ejecutan más veces que las del programa que multiplica matrices de 
32x32. 
Así pues, lo más interesante ahora de cara a tener un procesador cuyo rendimiento se 
asemeje más a una SPU real sería implementar las instrucciones de hint-for-bmnch, ya 
que la mayor pérdida de rendimiento actualmente se debe a los saltos. Para confirmar 
esta suposición, se ha estimado cuales serían las estadísticas obtenidas al ejecutar los 
programas si se hubiese implementado el hint-for-bmnch. En la figura 6.1 pueden verse 
los datos extraídos de la sección 6.2.6. Puede comprobarse que disponer de hint-for-
bmnch mejora mucho el ePI de los programas con bucles más pequeños, como MxMf32 o 
MxMf64. En cambio, en los programas con bucles desenrollados, el rendimiento obtenido 
es prácticamente idéntico al que teníamos sin instrucciones hint-for-bmnch operativas. 
Por último, cabe destacar que el over'head de tener bucles con pocas instrucciones 
es muy alto en la SPU. En la figura 6.1 podemos apreciar que, suponiendo activas las 
instrucciones de hint-for-bmnch, el ePI entre los programas con o sin bucles desenro-
llados no varía significativamente. Sin embargo, como podemos ver en la figura 6.3, el 
tiempo necesario para hacer un cálculo útil (es decir, obtener un resultado parcial de la 
multiplicación de matrices) se divide entre tres si comparamos los programas con bucles 
con y sin desenrollado. 
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Figura 6.3: Comparativa de los ciclos necesarios para realizar un cálculo parcial con los 
distintos programas probados en función del tamaño de las matrices y del uso o no de 
hint·'¡or-branch. 
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Capítulo 7 
Conclusiones 
En este capítulo se describen las conclusiones alcanzadas tras la realización de la 
implementación y la evaluación de la SPU. 
7.1. Objetivos 
La evaluación sobre el trabajo realizado muestra que la SPU implementada es capaz 
de ejecutar un código compilado con spu-gcc, un compilador real. El procesador imple-
mentado se ha demostrado capaz de ejecutar códigos de diversa complejidad, entre ellos 
multiplicaciones de matrices de enteros y reales, mostrando la total operatividad de la 
implementación. 
Los objetivos cumplidos en este proyecto de final de carrera son los siguientes: 
1. Comprender el funcionamiento del simulador de SPU desarrollado en el proyecto 
de final de carrera Diseño e implementación de un simulador de una Spu. 
2. Comprender la estructura de una SPU. 
3. Introducirse en el mundo de la programación de FPGAs y lenguajes HDL. 
4. Diseño e implementación de la SPU en Verilog. 
5. Flexibilizar el diseño irnplementado para permitir modificaciones. 
6. Simulación y verificación de la implementación Verilog de la SPU con un simulador 
de FPGA de Xilinx. 
Referente al objetivo quinto, la experiencia de este PFC nos indica que se podría 
haber mejorado la flexibilidad de la descripción hardware de la SPU si se hubiera utilizado 
otro entorno de trabajo. Esto no se ha podido saber hasta bien avanzado el PFC pero 
seguramente sería un punto interesante a tener en cuenta para continuar este trabajo. 
Un objetivo inicial que se había fijado era el de hacer la sintetización y el place and 
mute de la SPU implementada en Verilog sobre una FPGA real Virtex 4, pero se ha dejado 
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como trabajo futuro. El trabajo de implementación, verificación y testeo del port'ing de 
una implementación software del simulador SPU ha sido más costo de lo esperado. Ésto 
junto con el trabajo previo de entender la versión software del simulador de SPU y más 
la adquisición de información adicional para la implementación de un hardware más fiel 
a la realidad (que la versión software no tenía en cuenta), ha sobrepasado la planificación 
inicial que se había realizado. Además, tras la experiencia que se ha adquirido en el 
departamento de Arquitectura de Computadores en el tema de TOtlting y sintetización de 
hardware en una FPGA, este paso requiere un trabajo equivalente a otro PFC (quizás 
solamente técnico). 
7.2. Cuantificación de los resultados obtenidos 
En este proyecto se han llevado a término tareas cuantificables, se muestran en el 
cuadro 7.1. 
Tarea Cantidad 
Líneas de código Verilog desarrolladas 6913 
Líneas en shell script8 desarrollados 118 
Programas codificados para el simulador 11 
Instrucciones codificadas para el simulador 2699 
Programas evaluados en el simulador 12 
Instrucciones evaluadas en el simulador 10727 
Cuadro 7.1: Cuantificación de los resultados obtenidos 
Las lineas codificadas y evaluadas corresponden a líneas de código ensamblador codi-
ficadas a código comprensible para el simulador, correspondientes a los programas eval-
uados. 
7.3. Conclusiones sobre el PFC 
Durante la elaboración de este PFC han sido muy provechosos los conOClIluentos 
adquiridos durante la carrera. Han sido de especial utilidad las asignaturas del depar-
tamento de arquitectura de computadores, especialmente ArqtlitecttlTa de comptltadore8 
(AC) donde se obtuvieron los conocimientos sobre procesadores segmentados, y Arquí-
tectUTa8 de computadore8 avanzada8 (ACA, actualmente con el nombre Arqu'itectum8 
de computadore8 act-uale8) donde se llevó a cabo un proyecto de implementación de un 
procesador SISA modificado en Verilog, siendo esta parte especialmente beneficiosa para 
la implementación llevada a cabo en este PFC. 
También cabe remarcar la utilidad de asignaturas como EstT'uct1tTa de computadores 1 
(ECl) y E8tr-uctUTa de computadores 2 (EC2) por ser la base necesaria para la compren-
sión del funcionamiento de un procesador, y de sus laboratorios, donde los conocimientos 
adquiridos sobre lenguaje ensamblador han sido de utilidad para la etapa de evaluación del 
presente proyecto (aun tratándose de lenguaje ensamblador de una arquitectura distinta 
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a la trabajada en este PFC). En este último aspecto fue también importante la asignatura 
de ProgramaciÓ'n consciente de la arquitectura (PCA), donde además se obtuvieron los 
conocimientos de optimización de programas que han sido usados para hacer el análisis 
de rendimiento en el capítulo 6 de este proyecto. Gracias a esta última asignatura ha sido 
sencillo deducir que el mayor impacto en el rendimiento de la SPU implementado está 
causada por la falta de instrucciones hint-foT-branch, y también ha sido inmediato pensar 
en una de las técnicas aprendidas en los laboratorios de PCA, el desenrollado de bucles, 
para minimizar el impacto de esta carencia. 
Por último, las asignaturas de proyecto han sido también una buena experiencia para 
afrontar un proyecto más largo como es el PFC. PROP, PROSO, PXC y PESBD han 
sido en mayor o menor medida una buena base y han servido para hacer una mejor 
planificación del tiempo. 
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Capítulo 8 
Trabajo futuro 
El procesador implementado actualmente es interesante para realizar simulaciones, 
pero no es una SPU completa. Como trabajo futuro, se tendría que: 
l1li Implementar las instrucciones de hint-for-branch. 
!!I Place and Ro'ute, y sintetizaciém del código en una FPGA. 
l1li Buscar o implementar un controlador para acceder a la memoria de la placa donde 
esté montada la FPGA. 
111 Buscar un módulo de FPU más adecuado que el actual. 
111 Implementar el juego de instrucciones completo. 
8.1. Hint-for- branch 
Las instrucciones de hint-for-branch son instrucciones que indican al procesador si un 
salto futuro se tomará o no. Estas instrucciones son especialmente importantes en el caso 
de la SPU, ya que ésta no dispone de predictor de saltos de ningún tipo. 
Al estar mal documentadas y siendo instrucciones que en caso de no ejecutarse no 
provocan un mal funcionamiento de la SPU, se ha optado por no implementarlas, ya que 
en cualquier caso el resultado de añadirlas sin conocer exactamente su funcionamiento 
habría provocado que la disminución de ciclos perdidos en los saltos no se ajustase a la 
realidad. La especificación de estas instrucciones es la siguiente: 
These instructions have no semantics. They provide a hint to the implementa-
tion abo'Ut a f'Ut'Ure branch instruction, with the intention that the information 
be 'Used to improve performance by either IJTefetching the branch target or by 
other' means. Each of the hint-jor-branchinstT'Uctions specifies the address of 
a brancl~ instruction and the addrcss of the expectcd bmnch to;rgcl addrc8s. Jf 
thc cxpectation is that the branch is not taken, the target addrcss is thc addrc8s 
of the instruchon following the branch. [2J 
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Esta especificación es vaga y no indica durante cuantas instrucciones será válida una 
instrucción de hint-for-branch, o cuantas hint-for-branch pueden ejecutarse seguidas sin 
tener un salto entre ellas. 
8.2. Implementación en FPGA 
El código de la SPU no es sintetizable al finalizar este PFC. Es habitual que códigos 
HDL que han sido correctamente verificados y testeados con simuladores tengan que ser 
adaptados en función de las características de las placas y de los programas de place t1 
mute y sintetizadón. 
Los problemas más típicos en esta etapa de la implementación serán: 
I!I Asignaciones en paralelo y bloqueantes mezcladas: en la simulación a veces es 
conveniente hacer una asignación bloqueante para parar la ejecución del algorit-
mo, mientras que otras veces lo más adecuado es hacer asignaciones en paralelo 
para aumentar el rendimiento del hardware. Estas opciones tienen sentido tomadas 
durante la etapa de simulación, pero sin embargo no es posible sintetizar bloques 
que combinan ambos tipos de asignación. Para solucionar esto, pueden llevarse a 
cabo varias acciones: 
• Cambiar todas las asignaciones en paralelo a asignaciones bloqueantes: esta 
solución es duda más fácil de implementar, pero provoca que debamos 
disminuir la frecuencia del reloj, ya que las operaciones que podrían haberse 
ejecutado en paralelo se han ejecutado secuencialmente. 
e Cambiar todas las asignaciones bloqueantes a asignaciones en paralelo: esta 
medida puede provocar escrituras fuera de orden si no se tiene cuidado. Si 
se prevé que una parte del algoritmo debe escribir antes que otra, debemos 
bloquear un bloque de instrucciones. Esta solución es más eficiente que la 
primera. 
11 Asignar puertos al módulo principal: actualmente el módulo principal no tiene 
ningún puerto, ya que desde el punto de vista de la simulación la SPU es un 
sistema cerrado. Pero al implementarse en una FPGA será necesario conectar el 
módulo SPU a, como mínimo, las señales de dock y reset. También sería adecuado 
conectar algún interfaz como el J-Tag para poder obtener los resultados, y también 
una memoria externa a la FPGA. 
Para llevar a cabo la implementación en una FPGA es posible que se requiera opti-
mizar el tamaño del diseño. Un punto de partida sería optimizar el funcionamiento del 
vector de instrucciones, que ocupa un tamaño considerable (2.6KBytes). 
8.3. Memoria 
La solución actual implementa la memoria en el diseño, es decir, en caso de sintetizarse 
el código, se usarían recursos de la FPGA como memoria. Los retrasos de acceso a 
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memoria son simulados actualmente para coincidir con los retrasos reales de una SP{J. 
Una posible ampliación para el futuro sería usar los recursos en la placa y usar la FPGA 
solamente para tareas de cálculo. 
En los sistemas actuales que están saliendo al mercado es normal que se ofrezcan COTes 
(códigos VHDL o Verilog) de controladores de memoria para poder gestionar el acceso a 
la memoria de estos sistemas. Por ejemplo, los C(Jr'e seTvíces de las RASe Lib de SGr [13]. 
8.4. FPU 
La FPU actual funciona al doble de frecuencia que el resto del procesador para poder 
realizar instrucciones que combinan operaciones distintas (fma, multiplicación y suma en 
coma flotante, por ejemplo). La FPU usada actualmente está totalmente segmentada y 
tarda cuatro ciclos. Para la SPU, podría usarse una unidad de coma flotante que tardase 
6 ciclos y que fuese capaz de realizar operaciones compuestas. Esto se ha dejado de lado 
en el presente proyecto debido a la complejidad de la tarea, y se ha optado por doblar la 
frecuencia y el número de unidades de coma flotante disponibles. 
Figura 8.1: Esquema del funcionamiento de la instrucción fma, perteneciente a la unidad 
funcional FP6. Usa 8 FPUs a doble frecuencia. 
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Capítulo 9 
Metodología, planificación y costes 
En este capítulo se describe la metodología usada, la planificación de las tareas en el 
tiempo y el coste económico del proyecto. 
g.l. Metodología 
En este proyecto se ha sido poco estricto en el seguimiento de una metodología. N o se 
han generado entregables más allá de los requeridos por la facultad para la presentación 
del proyecto. Aun así, se intentado efectuar las tareas siguiendo de manera relajada 
la metodología Scrum [16], un método Agile [15J. 
Esta metodología consiste en iteraciones cortas (de entre 15 y 30 días) en las que 
se pretende obtener un prototipo usable, o demostrador. Las funcionalidades se añaden 
incrementalmente en cada nueva iteración, denominadas spr'ints, y son evaluadas por una 
serie de actores. 
Los actores existentes en esta metodología son los siguientes: 
l1li PT'Oduct owner, el cliente. 
111 Scrum Master, el jefe de proyecto. 
111 El equipo, los programadores. 
111 Stakeholders, los inversores. 
111 Los usuarios 
l1li Managers 
El método Scrum requiere de la generación de entregables documentando la planifi-
cación de los sprints, que no se han generado en el caso del presente proyecto. 
En el caso de este proyecto, el director Daniel Jimenez habría tomado los roles de 
PT'Oduct Owner, Usuario, Stakeholder, y Manager, y el estudiante ha tomado los roles de 
Scrum master y equipo. De todas maneras y al ser esta distinción de roles poco adecuada 
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para desarrollar un proyecto en un ámbito académico y unipersonalmente, los roles no se 
han seguido estrictamente, 
La parte de Scrum interesante y que sí se ha seguido en la medida de lo posible es el 
desarrollo en sprints, intentando tener cada pocos días una versión usable del procesador. 
En la figura 9.1 se muestra el ciclo que se ha seguido. 
Figura 9.1: Ciclo de desarrollo seguido. 
La elección de esta metodología ha sido muy ventajosa sobre otros métodos más 
tradicionales. Depurar el código ha sido costoso, pero lo hubiera sido mucho más de no 
haberse hecho por partes e incrementalmente. 
9.2. Planificación 
En la figura 9.3 se muestra la planificación de las tareas en el tiempo. Como puede 
verse, el proyecto ha tomado 19 semanas en llevarse a cabo, a tiempo completo, siendo 
el total de horas trabajadas 760. El proyecto de final de carrera son 37.5 créditos, a 20 
horas por crédito son por lo tanto 750 horas las asignadas. La desviación sobre las horas 
previstas por la facultad ha sido del 1.3 %. 
Ha habido una desviación respecto a la planificación inicial del proyecto. Puede 
compararse la planificación inicial en la figura 9.2 con la real en la figura 9.3 
9.3. Costes 
Los costes de este proyecto se desglosan en costes de software, costes de hardware y 
sueldos. 
Para llevar a cabo este proyecto, no ha sido necesario ningún hardware específico, así 
que el cálculo aproximado de este coste sería el de un ordenador de sobremesa con los 
periféricos necesarios, como se muestra en el cuadro 9.1. 
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Figura 9.2: Planificación inicial del proyecto 
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Figura 9.3: Planiílcación real del proyecto 
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Elemento Coste (EUR) 
Ordenador de sobremesa 450 
Monitor de 22' 130 
Total 580 
Cuadro 9.1: Costes del hardware 
En cuanto al software, se ha sopesado usar soluciones de pago como ActiveHDL, pero 
finalmente se descartó y se decidió seguir adelante con las herramientas software gratuitas 
de Xilinx, descritas en el capítulo 5. Por lo tanto, como vemos en el cuadro 9.2, el coste 
del software ha sido nulo. 
Elemento Coste (EUIl) 
Licencia para estudiante Xilinx 1SE ·1 ModelSim Starter Edition O 
Total O 
Cuadro 9.2: Costes del software 
Las horas de trabajo han sido 760, en su mayoría como programador. El coste en 
salarios está desglosado en el cuadro 9.3. Se consideran las consultas con el director del 
proyecto como consultoría. 
Elemento Horas Coste/Hora (EUR) Coste total(EUR) 
Salario de jefe de proyecto 150 30 4500 
Salario de programador 610 20 12200 
Salario de consultor 40 50 2000 
Total 760 22 18700 
Cuadro 9.3: Costes de los salarios necesarios para llevar a cabo el proyecto 
Así, el coste económico de este proyecto sería de 19280 euros, corno puede verse en el 
cuadro 9.4. 
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Elemento Coste (EUR) 
Hardware 580 
Software O 
Salarios 18700 
Total 19280 
Cuadro 9.4: Coste total del proyecto 
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Apéndice A 
Constantes 
En este apéndice se detalla el significado de las constantes definidas en el código 
desarrollado. Las constantes están definidas en el fichero includes. v. 
A.l. Constantes de debug 
Dan información extra en tiempo de simulación. 
11 DEBUG_ VERBOSE da gran cantidad de información sobre varias acciones rele-
vantes: fetch, 'UlTÍte back, lecturas y escrituras en memoria, etcétera. 
11! DEBUG_PIPELINE dibuja un pipeline mostrando en cada etapa una instrucción. 
Las instrucciones están representadas por su pe y su código de instrucción (después 
de ser decodificadas). 
11 DEBUG INSTR muestra otros eventos interesantes de analizar. como la entrada 
de instrucciones en el back end. 
11 DEBUG LOAD muestra las lecturas de memoria que realizan instrucciones de 
load. 
A.2. Reloj 
La constante CLOCK marca la duración en nanosegundos de medio ciclo. 
A.3. Parámetros del Banco de Registros 
11 BRl indica el bit de menor peso en el banco de registros. 
111 BRh indica el bit de mayor peso. 
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l1li BRDATA W indica el tamaño de los datos en el banco de registros. 
I!i BRSTATl y BRSTATh indican los bits de menor y mayor peso para los bits de 
estado del registro. 
II! BR_ WIDTH y BW muestran la anchura total de los registros, es decir BRDATAW + 
(BRSTATh - BRSTATl + 1). 
111 REG _ BLOCKED indica que un registro está bloqueado, es decir, se espera que 
una instrucción escriba en él pero todavía no ha terminado de calcular el dato. 
liI REG_NONCOMMITED indica que se espera que una instrucción escriba en el 
registro, pero de momento el dato está en la forwarding network. 
liI REG_ COMJ¡¡lITED indica que todas las escrituras pendientes sobre el registro ya 
se han efectuado. 
A.4. Parámetros del pipeline 
Estos datos parametrizan la longitud y el comportamiento del pipeline. 
lB PLFE_SIZE es el número de etapas del front end. 
111 P LBE _ SIZE es el número de etapas del back end. 
11 PLSIZE es el número de etapas total del pipeline. 
111 PLLAST es el último elemento y corresponde al valor de PL_ e:r:ec. 
111 PL_ decode indica la posición del módulo de decode en el pipeline. 
111 P L _ issue indica la posición del módulo de issue en el pipeline. 
lIIi PL_ exec indica la posición del módulo de exec (inicio del back end) en el pipeline. 
11 P L _#2 indica la posición del módulo FX2 en el pipeline. 
lIi PL_Jx3 indica la posición del módulo FX3 en el pipeline. 
11 PL_frb indica la posición del módulo FXB en el pipeline. 
111 PL_ br indica la posición del módulo BR en el pipeline. 
111 PL_ shuf indica la posición del módulo SHUF en el pipeline. 
11 PL_Jp6 indica la posición del módulo FP6 en el pipeline. 
111 PL_lsu indica la posición del módulo LSU en el pipeline. 
111 P L _ .wr indica la posición del módulo SPR en el pipeline. 
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111 PL_fp7 indica la posición del módulo FP7 en el pipeline. 
11 PL_ wb indica la posición del módulo \VB en el pipeline. 
Los siguientes datos indican dónde se están almacenando los datos correspondientes 
a cada instrucción que se ejecuta. Todos los elementos de varios bits tienen dos compo-
nentes, el bit de mayor peso, cuyo nombre termina en h y el bit de menor peso, terminado 
en l. 
111 PIWORDh:PIWORDl indican la posición de la palabra de instrucción, es decir, la 
instrucción en si misma. 
11 PPCh:PPCl indican el pe de la instrucción. 
11 PRAh:PRAl indican el registro RA que se usará. 
111 PRBh:PRBl indican el registro RB que se usará. 
11 PRCh:PRCl indican el registro Re que se usará. 
11 PRTh:PRTl indican el registro RT que se usará. 
111 PINMh:PINMl indican el valor del inmediato, si existe. 
l1li POK indica si la instrucción es válida. 
!II PINSTRh:PINSTRl representa el código de instrucción. 
!II PRESERVEDh:PRESERVEDl no se usa y puede ser usado para futuras amplia-
ciones. 
11 PRAV indica si el registro RA será leído o no. 
111 P RB V indica si el registro RB será leído o no. 
111 PRCV indica si el registro Re será leído o no. 
11 PRADATAh:PRADATAl son los datos en el registro RA. 
111 PRBDATAh:PRBDATAl son los datos en el registro RB. 
111 PRCDATAh:PRCDATAl son los datos en el registro Re. 
11 PPIPE indica si la instrucción debe ejecutarse en el pipeline even u odd. 
11 PUFh:PUFl indican la unidad funcional donde se ejecutará la instrucción (ver 
sección A.6. 
11 PFNh:PFNl representan el valor escrito por la instrucción en la forwarding network. 
11 PFNV indican si realmente la instrucción ha escrito en la forwarding network. 
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I!I PDATA TYPEh:PDA TATYPEl indican el tipo de dato que se escribirá. Por defecto, 
quadword. 
liIl PBRW indica si la instrucción escribe o no en el banco de registros. 
111 POINTERS _ WIDTH y PW indican el tamaño de todos los datos anteriormente 
descritos. 
Para acceder a los datos delimitados por las constantes anteriores, existen unas macros 
que facilitan su lectura (aunque por limitacione¡,; del lenguaje, no pueden ser usada¡,; para 
hacer escrituras). Estas macros toman dos parámetros: el primero representa el pipeline, 
que puede ser EVEN u ODD y el segundo es el puntero indicando la etapa de la que desea 
leerse el dato. Por ejemplo, 'PC(EVEN ,p _ exec) nos mostraría el PC de la instrucción 
que actualmente se encuentra. en el pipeline EVEN en la etapa exec. 
111 PC(p'ipe,pointer) devuelve el PC 
l1li RESULT(pipe,pointer) devuelve el resultado calculado, en el caso de resultados que 
no deben escribirse en el banco de registros. 
111 FN(pipe,pointer) devuelve el resultado en la fOT"1lJarding net11Jork. 
111 UF(pipe,pointer) devuelve la unidad funcional donde debe ejecutarse la instrucción. 
Iil OK(pipe,pointe-r) devuelve 1 si la instrucción es válida, O sino. 
11 RAV(pipe,pointer) devuelve 1 si la instrucción debe leer el registro RA. 
l1li RBV(pipe,pointer) devuelve 1 si la instrucción debe leer el registro RB. 
III RCV(pipe,pointer) devuelve 1 si la instrucción debe leer el registro Re. 
111 RA_DATA(pipe,pointer) devuelve el valor leido del registro RA. 
111 RB _ DATA (pípe,pointer) devuelve el valor leido del registro RB. 
111 RC_DATA(pipe,poínter) devuelve el valor leido del registro RC. 
ii PIPELINE(pípe,pointer) indica si la instrucción se deberá ejecutar en el pipeline 
e·ven o en el odd. 
11 RA(pipe,pointer) devuelve el número del registro RA. 
11 RB(pipe,pointer) devuelve el número del registro RB. 
11 RC(pipe,po'ínter) devuelve el número del registro RC. 
11 RT(pipe,pointer) devuelve el número del registro RT. 
11 DATATYPE(pipe,poinlcr) devuelve el tipo de dato que devuelve la instrucción. 
Por defecto es un quadword. Los tipos vienen representados por las siguientes 
constantes: 
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ti RE YT E indica un byte. 
(1 RHWORD indica un haZ! word . 
• RWORD indica un word . 
• RDWORD indica un double wo'td. 
11 RQWORD indica un quad wo'td. 
11 INSTR(pipe,pointe't) devuelve el código de instrucción. 
lIi BRW(pipe,pointe't) devuelve 1 si la instrucción escribirá un resultado en el banco 
de registros. 
Además, se tienen dos constantes que sirven más para añadir legibilidad al código que 
para flexibilidar la SPU: 
11 EVEN con valor 0, representa el pipeline even. 
111 ODD con valor 1, representa el pipeline odd. 
A.5. Registros internos del procesador 
Tan solo se ha definido una constante para manipular registros internos de la 
SPU. La constante LSLR permite parametrizar el valor del registro de mismo nombre. 
Este registro sirve para indicarle a la SPU el tamaño del local store. Por defecto su valor 
es h3FFFF, indicando que el tamaño del local store es de 256KBytes. 
A.6. Unidades funcionales 
Estas constantes representan las distintas unidades funcionales disponibles. Sus nom-
bres son auto explicativos. 
11 UJi'X2 
11 UFX3 
111 UFXB 
111 UBR 
11 USHUF 
fiI UFP6 
111 ULSP 
11 USPR 
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111 UFP7 
111 UNOP representa una NOP correspondiente al pipeline even. 
111 ULNOP representa una NOP correspondiente al pipeline odd. 
A.7. Tamaño de datos 
111 bPB es el número de bits por byte. 
111 bPW es el número de bits por word. 
111 bP HW es el número de bits por haZ! word. 
111 bPDW es el número de bits por do'u,ble word. 
111 bPQ W es el número de bits por quad word. 
A.8. Otras constantes 
11 BP 1 son los bytes por instrucción. 
11 BPL son los bytes por registro. 
111 IPL son las instrucciones por registro. 
111 IMASK es la máscara para acceder a instrucciones. Por defecto hFFFFFFFF-(BPI-
1) . 
111 LMASK es la máscara para acceder a memoria. Por defecto hFFFFFFFF-(BPL-l). 
76 
Apéndice B 
Scripts 
En este apéndice se presentan los distintos scripts usados durante el desarrollo de la 
SPU. 
B.l. Script ELF a Verilog 
Este scr'ipt convierte un ejecutable ELF a una entrada con un formato comprensible 
para la instruccón de simulación de Verilog $readmemb. 
#!/binjbash 
FILF=$l 
'lMl'=jtmpj ene. $$ 
main=O 
iustr=O 
isNumeric O { 
case $·1 in 
, t) return 1; j # an empty entry 
*(fO -9]*) return 1 j j # all commas so in1Jalid 
... ) return O;; # valid entry 
esac 
if [ ! -f "$FILE" J; then 
echo UNo se encuentra el fichero 11 > stderr 
exit O 
5 
10 
15 
fl 20 
spu-objdump -d $FILE > $'!M? 
exec <$TMP 
25 
while read Jine; do 
if 
else 
n 
$main -eq 1 J j then 
if II$line ll = IltI Ji then 30 
main=O 
exlt O 
fl 
IWORD-,---'echo $line I cut -d: -f2 I cut -d" " -fl-5 I sed s/\ //g' 
echo -n $1WORD I sed -s s¡O/O/g I sed -5 5/1/0001jg I sed -s 8/0/0000/g I sed -8 5 35 
/2/0010jg I sed -s sj3j0011jg I sed -8 s/4j0100/g I sed -s s/5j0101/g I sed -s s 
!6jOll0jg I sed -s sj7/0111jg I sed -8 s/8í1000/g Ised -s s/9/1001/g I sed -8 s/a 
jlOlO/g Ised -s sjb/1011/g Ised -8 s/cjll00jg Ised -s sjd/llOl/g Ised -s s/e/lllOj 
g Ised -8 8jf/1111/g 
instr=$«$instr + 1)) 
if [ $instr -eq 4. J; then 
instr=O 
echo 
n ~ 
ir ti 'echo $liue I cut --d: ---fl I grep \<main\>'" != tltI ]; then 
main=l 
fl 
45 
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I done 
Listado B.l: Script encoder.sh 
B.2. Generar instrucción shufb 
Este 8cript genera el código que debe ejecutar la instrucción shufb, Este búcle no ha 
podido hacerse en Verilog debido a que el simulador usado no soporta las instrucciones 
genera te de Verilog 2001. 
I¡!/ bin/sh 
i'O 
while 
echo !l 
$; - 1 t 16 ], do 
tmp[7:0] re data[$(((S>($;+I))-1)):$((Si*8))], 
if (tmp[7:6] ::::: 2'bI0) 011t[$«((8>($;+I))-1)) :$(($;*8)] ~ 0, 
else if (tmp[7:5] _0= 3'b1l0) out[$(((8*($i-'-1»-I)) :$($;.8»J 8'hFF; 
els" if (tmp[7:5J == 3'b111) 0l1L[$(((8.($i+1»···I»:$({$i.S»J 8'h80; !O 
elsü begin 
case (trnp[4:0J) 
O: 0111:[$(((8.($;+1)····1)):$(($¡.8))J r"_data,[$(((16.8)····1):$ 
«1.'5*8»]; 
1: 011t[$(((8*($;+1))····I)):$(($¡.8))J ra_dala[$(((15>8) 1):$ 
«(14.8») j; 
2: out[$«(8*($i+1»)-1)):$«($i.8))] - la data[$(((1''['8)-I)):$ 15 
(( 13 * 8) ) J ; 
3: out [$(((8*( $i+I) -1»):$ (( Si *8») J radata[S (((13*8) -1)): $ 
«(12>8) 1, 
4: out [$(((8*( $i+l)) -1») :S(( $i *8)) J ra_data[S (((12*8) -1)): $ 
(11>8)) J, 
,5: out [$(((8.( $i+l))-I)) :$(( $i *8) 1 .data[S (((lb8) -1): $ 
«( 1 O * 8) ) J , 
6: out [$«((8*( $i+l») -1): $ (( Si *8)) J ra datarE; ((10*8)1)): $«9>8) 
)J; 
7: out [$«((8*( $i+1)) --1»: $« $i *8»)] ra_data[% ((9*8) -·1)): $«8*8)) 20 
J; 
8: out [$«(8*( $i+I» 1):$ ( Si *8»] ",_data[S «(8*8) 1)): $«7*8» 
J; 
9: out[$«(8'(Si+1))-1)) :$«($;*8))] - ra_data[$«(h8)-1» :$«(6*8)) 
J, 
ID: out [$«(8*( $i +1»)···1)) :$«( $1 *8») J rl1_daloa[$«(6*8) 1»: S((5*8) 
)); 
11: out[$(((8*($1+1)-I)) :$«($;.8)J - ra_data[$(((5*8)-I) $(4*8) 
)J, 
12: out [$ «((8*( $i+l))-I)):$ (( $i *8») J -- ra_data[$ (((4*8) --1»: $í(3*8) 25 
)J; 
13: out [$((8*( $i+I»)-1»: $( $i *8») ] ra_data[S «(3*8) -1»): $«3*8) 
) J; 
14: out [$(((8*( $i+1)) -1»: $«( $i *8) J data [$((2*8) -1)): S«hS) 
)); 
15: out [$«((8.( $;+1)) -1» :$«( $i *8») J ra.data[$ (((bS) -1»: $(0*8) 
JJ; 
16: out [$((8.( $i+l») -1)) :$«( $i *8)) ¡ rb_data[8((( 16*8) -1»):$ 
« 15 * 8) ) ¡ ; 
17: out [$((8*( $;+1)) -1) :$(( $i *8) ¡ ~ rb_data[$((J,5*8) -1)): $ ,30 
«14*8))); 
18: out [$«((8.( $;+1)) -1) :8« $i*8») ¡ _. rb_data[$«(14*8) -1): $ 
((13*8»)J, 
19: ont,[$(((8*($;P))···1)):$(($i*8))J rb_dat",[S(((L3.8) 1»,$ 
((12*8») J; 
20: out[$(((S.($i+l)) 1»):$(($i*8))J - rb_clata[S«(12.8) 1»):$ 
((11>8) J; 
21: out. [$«(8*( $i+1)) -1)): $(( $i .8») J - rb_dat.a[$((lh8) -1): $ 
((10.8»J, 
22: out [$«((8*( $i+1)) -1)) :$(( S; .8» J rb_data[S((10*8) -1)): $ 35 
«9.8) J; 
23: out[$(((8*($i+1)) 1») :$(($1*8)J rb data[$(((9*8)-I» :$«(8*8) 
)J; 
24: out[$((8*($i+1»-l) :$«($;*8»J rb data[S«(8d)-I» :,«(7d) 
)J; 
25: out [$((8*( $;+1» -1) :$« $1 *8) J rh_data[$ (( 7*8) -1): $«(6*8) 
)J; 
26: out [$(((8*( $i+I») -1» :$« $; *8») J rbdata[$ ((6*8) -1): $«(5.13) 
)J; 
27: 011t[$«((8*($i+1»)-1»:$(($;*8»J rl,_data[$(fi*8)-1):$((4.·8) 40 
)J; 
28: out [$ «(8*( $i+1» ···1)):$ « $i *8») ¡ rb d,¡ta[S ((4>8) 1»: $«3<8) 
)J; 
29: out [$((8.( $i+1)) 1») :$« $i *8» J rb_data [$ (((.3.8) 1»: $( (2*8) 
)J; 
30: 0I1t[$«(8*($;+1) ... I») :$«($i*8»J rb_daLa[$(((2*8) 1»):$[(1*8) 
)J; 
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:31: out [$«(8*( $i+1))-1)) :$« $i _8))] rb_data[$ «(1-8) -1)): $«0_8) 
)]: 
endcase 45 
elld 
ic ... $ « $i+1)) 
done 
Listado B.2: Script shufb.sh 
B.3. Generar instrucción rotq by y rotq byi 
Este sCTipt genera el código que debe ejecutar las instrucciones de rotación de bytes 
rotq by y rotq byi. 
#!/ bin/sh 
8=0 
echo U case (tmp[3;O]) tJ 
while [ $5 -le 15 ]; do 
echo II $8 ; 11 
echo II begin n 
i=ü 
while 1 $i -le 15 ] ;do 
echo " fxb_1_2[S«7+«$i+$s)%16).8)):$««$i+$s)%16)_8))] <~ ra_data[$«7+Si*8)):$«( 10 
$i _8)) 1 ; " 
i·$«$i + 1) 
done 
s=$« $s+1)) 
echo!1 end 1I 
done 15 
echo I! esac I! 
Listado B.3: SCTipt rotqby. sh 
79 
80 
Apéndice e 
Interacciones inter e intramodulares 
En este apéndice se presentan las figuras detallando las conexiones entre módulos y 
partes de módulos en la implementación de la SPu. 
IlrrF-_·~-~_·_··_·_~·····_···_···_··7---~·-~·_~·_-~ ..  ...... _~ .. _~ .... __ ..... _ ...... _._~-_... 1"11"32 
I 1, 
! I 
.--------, ; , 
Figura C.1: Diagrama de bloques del módulo SPU 
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···=0; 
#(2600) 
reset'~ t; 
>~:r~rp;y;~' 
~ ~* Q ~ 9. 
" ~ e 
;: 
Figura 0.2: Diagrama de bloques del módulo Localstore 
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always 
@(pcsoo!)eufk&a. raaet) 
beyin 
¡r{IO~Ulfb_enabft¡) 
begjlJ 
.. rbJs_Wt <= lo ... 
arb_fs_1W <= loa". 
arb,.,JILonable<'" 
arb_liIrb1Jsfetch ... 
ar~_arbl_oIi <:. i~ 
--------··----·O,lrtUs_daÜ;¡1127:GJ 
rt--------------------------------··Parb_I&_dir(31:0) 
·······~:hJ(!;_'s_emlble 
\1>all:l,)&_Iy.¡ 
Figura C.3: Diagrama de bloques del módulo Arbitro 
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Figura C.4: Diagrama de bloques del módulo SXU 
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, ................ . ...................................... . ............. . 
................................. .... Lll·· 
....... :'-:.:: always t= ~U I PC(31:0)1¡¡'>------WI-li--=-==-------~-~-4·· +1:+=Hf:W~ @~~:dge elk && resel) ............ I;! ..... Ih 
resetilill> 
·,fet_arb_dir(31 :0) 
_. r~ al@~.edge elk && Ireset it='ª='ª:':-=g:'~' '1"'f' E~1!m if (peJoad) .. • 
clkelb····- -- [ be!!in ~ b~~~Pb=_1; ~~ ¡: [ p .. ppb <= -1: r .,. fetch_regO(64:0) ! p_buffer[OJ<=-·t: 1 .... t p_buffer[(l] =-1: >---- ,! 
1 1 '-----C P. buffer[:] = -'1', "-' ...... +J.._--J-j-" !...:--o 
. p_bufferfi] <= ,'1: 1 '---, .. " prefetch_adr = pe: ~ felclueg1(64:0) 
! prefeteh_adr <= pe: c-- 1--+ ~ I active_buffer <= O: r- r--t' preleloh = C; >---
! prefetch <= Q; Jet_arb_oa"cel =! ~í---++-~ 
. end elld ~ 
block1SS 
Is_leLdata(1023:0)rD---~- assignIsJet_dataO[26j= . ., -
block185 
'-- assign Is_let_dataO[2Bj",.. -
block196 
1--- assig" Is_feLdataO['I6] = -
blockZl1 
.s"lgn JS.;.fet_dataO(3)" 1 ... 
blockZ10 
asslgn la _fe!_ dataO[4) " 1 ... 
block203 
asslgn Js_taLdalaOpl)" ... 
'-- else ..... _.. I_I·~ 
begín 
fet arb cancel = ~) 
end- -
Figura C.5: Diagrama de bloques del módulo Fetch 
r+ __ A----------~ r:f~a:Jwa=y:s========~=Sl-Ddec-reg(162:0) 
pipeline_dec(63:0)1f!.!)· ----1- assign iword = pipeline_dec@(pOsedgeclk} 
block59 
assígn opcade = pipeline ... 
pipeline_dec_oklill)··-------------------++--' 
clk.·-----------------' 
begil1 
dec_reg[16'\:1S91 <= 
dat~type "'= o; 
dec_reg[1SS:'¡SS] <= 
dec_reg[lS::>:Hi) <= 
dec_reg[POK] <= pi... 
dec_reg[109:G4] <= ü; 
dec_reg[63:0¡ <= pi. .. 
dec_reg[í62] <= o; 
casex (opeode) 
í j 'bO1 DDOtlOOOD 1: 
begin 
Figura C.6: Diagrama de bloques del módulo Decode 
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Glosario 
Back End 
CPI 
Double Word 
EIB 
FN 
FPGA 
FPU 
Front End 
HalfWord 
HDL 
PC 
Pipeline 
PPE 
Quad Word 
RaW 
SPE 
SPU 
Última parte del pipeline, en donde se realizan 
las operaciones correspondientes a la instruc-
ción en ejecución, 5 
Ciclos por instrucción, medida de eficiencia, 
44 
Dato de tamaño 8 bytes, 4 
Element Interconnect Bus, 4 
Forwarding Network, 10 
Pield PrognLm:mable Cale Array, lógica pro-
gramable, 3 
Floating Po'int Unit, unidad de coma flotante, 
23 
Primera parte del pipeline, en donde se ob-
tienen los datos necesarios para la ejecución 
de la instrucción, 5 
Dato de tamaño 2 bytes, 4 
Hardware Design Language, lenguaje de dise-
ño de hardware, 3 
Program Counter, contador de programa., 6 
Camino de ejecución, 5 
PowerPC Element, 4 
Dato de tamaño 16 bytes, 4 
Read after Wr"ite, lectura después de escritura. 
Estos riesgos de datos consisten en leer un 
dato escrito por una instrucción más joven, 8 
Synergistic Processor Element, 4 
Synergistic Processor Unit, 3 
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WaR 
WaW 
Word 
Write afta Read, escritura después de lectura, 
se leería un operando antes de que instruccio-
nes más antiguas lo hubiesen escrito, 8 
Write alter Write, escritura después de escrit-
ura. Consistente en sobreescribir el resultado 
de una instrucción con el resultado de una 
instrucción más vieja, 8 
Dato de tamaño 4 bytes, 4 
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