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Abstract
Let X be a product of Drinfeld modular curves over a general base ring A of
odd characteristic. We classify those subvarieties of X which contain a Zariski-dense
subset of CM points. This is an analogue of the Andre´-Oort conjecture. As an
application, we construct non-trivial families of higher Heegner points on modular
elliptic curves over global function fields.
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1 Introduction
1.1 Basic notations
The following notations will be used throughout this paper. Let Fq denote the finite
field with q elements, where q is a power of the odd prime p. Let k be a global function
field with field of constants Fq. Fix a place ∞ of k, and denote by k∞ the completion
of k at ∞, and by C∞ = ˆ¯k∞ the completion of an algebraic closure of k∞. Let A =
{x ∈ k | x is regular outside ∞}, it is a Dedekind domain of finite class number. We
denote by | · | the absolute value corresponding to ∞, and note that for a ∈ A, we have
|a| = qdeg(a) = |A/〈a〉|.
Unless stated otherwise, a Drinfeld module always means a rank 2 Drinfeld A-module
defined over C∞ of generic characteristic. See [9] and [11] for an overview of Drinfeld
modules.
We denote by Aˆ = lim←−A/n the profinite completion of A, and by Af = Aˆ ⊗A k the
ring of finite ade`les of k. Let K be a subgroup of finite index (i.e. an open subgroup)
of GL2(Aˆ), then we denote by M2A(K) the coarse moduli scheme parameterizing rank 2
Drinfeld A-modules with level K-structure, it is an affine curve over Spec(A), which is not
in general irreducible. A Drinfeld modular curve over C∞ is an irreducible component of
someM2A(K)C∞ =M2A(K)×AC∞. If K = GL2(Aˆ) we will just writeM2A =M2A(GL2(Aˆ)),
which is the coarse moduli space of Drinfeld modules without level structure.
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Let Ω := P1(C∞) − P1(k∞) denote the Drinfeld upper half-plane, which has a rigid
analytic structure. The group GL2(k∞) acts on Ω via fractional linear transformations.
Let X be a Drinfeld modular curve, then it is known that, as rigid analytic varieties, we
have
X(C∞)
an ∼= Γ\Ω (1.1)
for some arithmetic subgroup Γ ⊂ GL2(k). We denote by [ω] ∈ X(C∞) the point corre-
sponding to ω ∈ Ω.
1.2 Main results
Let X = X1 × · · · × Xn be a product of Drinfeld modular curves. A point x ∈ X(C∞)
is called a CM point if it corresponds to an n-tuple of Drinfeld modules with complex
multiplication. These in turn correspond via (1.1) to points ω ∈ Ω with [k(ω) : k] = 2.
An irreducible algebraic subcurve Y ⊂ X is called a special subcurve if there exists a
partition {1, . . . , n} = I0
∐
I1, I1 6= ∅, and elements gi ∈ GL2(k), for all i ∈ I1, such that
Y = {x} × Y ′, where x ∈ ∏i∈I0 Xi(C∞) is a CM point and Y ′ ⊂ ∏i∈I1 Xi is a curve such
that Y ′(C∞) is the image of the map
Ω −→
∏
i∈I1
Xi(C∞); ω 7−→
(
[gi(ω)]
)
i∈I1
.
The curve Y is called a pure special subcurve if I0 = ∅, i.e. if the projections pi : Y → Xi
are surjective for all i = 1, . . . , n.
An irreducible algebraic subvariety Y ⊂ X is called a special subvariety if there exists
a partition {1, . . . , n} =∐gj=0 Ij such that Y = {x} ×∏gj=1 Yj, where x ∈∏i∈I0 Xi(C∞) is
a CM point, and each Yj ⊂
∏
i∈Ij
Xi is a pure special subcurve, for j = 1, . . . , g. We see
that CM points are just special subvarieties of dimension zero.
The aim of this paper is to prove the following result.
Theorem 1.2 Let X = X1 × · · · ×Xn be a product of Drinfeld modular curves. Then an
irreducible algebraic subvariety Y ⊂ X contains a Zariski-dense subset of CM points if and
only if Y is a special subvariety.
It is easy to see that a special subvariety contains a Zariski-dense set of CM points,
the hard part is to prove the converse. In the special case where Y is a curve, we actually
prove an effective result, namely that Y is special if and only if Y contains a CM point of
sufficiently large CM height, see Theorem 3.21.
Theorem 1.2 is an analogue of the Andre´-Oort Conjecture for products of classical
modular curves, see [1] and [4]. In fact, our proof is closely modeled on Edixhoven’s
approach [4].
Theorem 1.2 was proved in [3] for the special case A = Fq[T ]. In this paper we show how
to adapt the arguments of [3] to the case of general A (but still of odd characteristic). As
an application, in Section 4 we extend our previous results [2] concerning higher Heegner
points on elliptic curves over rational functions fields to the case of global function fields.
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2 Some preliminaries
We begin by gathering some basic results which will be needed in the proof of Theorem 1.2.
2.1 Complex multiplication and CM heights
Let φ be a Drinfeld module with complex multiplication by the ring R, and let K be the
quotient field of R. Then K/k is a quadratic imaginary extension, which means that only
one prime of K lies above∞, which we again call∞. Denote by OK the ring of integers of
K, i.e. the integral closure of A in K. Then A ⊂ R ⊂ OK , and R is a projective A-module
of rank 2, hence by the invariant factor theorem, R = A + fOK , for some ideal f ⊂ A,
which we will call the conductor of R. Note that fOK is the largest OK-ideal which is also
an R-ideal, which is the definition of conductor usually found in the literature.
The ring R is an order in K, and is not in general integrally closed. However, one
may still view φ as a Drinfeld R-module of rank 1, after Hayes [10], and in fact we have
M1R = Spec(OHR), where OHR is the ring of integers of the class field HR/K corresponding
to the class group K×\A×f,K/Rˆ× ∼= Pic(R). The field HR is also known as the ring class
field of R, and HR/K is unramified outside fOK . Note that we only deal with the finite
ade`les Af,K , so that HR/K splits completely at ∞. The action of A×f,K on Spec(OHR)
coincides, via class field theory, with the action of Gal(HR/K) onM1R. Hence φ is defined
over HR and isogenies act like Galois. In particular, we have
Proposition 2.1 Let φ be a Drinfeld module with complex multiplication by R. Let n ⊂ A
be a non-zero ideal such that every prime factor of n splits in R, and let σn = (n, HR/k) ∈
Gal(HR/k) be the corresponding Frobenius element. Then φ and φ
σn are linked by a cyclic
isogeny of degree n.
Proof. As every prime factor of n splits in R, we may choose an ideal N of R such that
R/N ∼= A/n. Now an isogeny of φ as a rank 2 Drinfeld A-module with kernel A/n is also
an isogeny of φ as a rank 1 Drinfeld R-module with kernel R/N. The result now follows
from the above discussion. 
Note that HR/k might not be abelian, but since all prime factors of n split in K/k
and HR/K is abelian, the conjugacy class (n, HR/K) contains only the one element σn =
(N, HR/K).
Denote by |f| = |A/f|, then we define the CM height of φ by
HCM(φ) := q
g|f|, (2.2)
where g is the genus of K. Note that this definition differs from [3, Def. 3.7] by a power
of 1/2. If x = (x1, . . . , xn) ∈M2A(K1)(C∞)× · · · ×M2A(Kn)(C∞), then we define
HCM(x) := max
(
HCM(x1), . . . , HCM(xn)
)
.
The following result shows that HCM is a counting function on the set of CM points in
M2A(C∞), which justifies the terminology.
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Proposition 2.3 For every B > 0, the set
{φ ∈M2A(C∞) | φ is CM and HCM(φ) < B}
is finite.
Proof. For a given g ≥ 0 there are only finitely many global function fields K with genus
g and field of constants contained in Fq2. For each such field K, there are only finitely
many orders of the form R = A + fOK with bounded f. And for each such R, there are
only |Pic(R)| Drinfeld modules φ with End(φ) ∼= R. 
We will need the following class-number estimate
Proposition 2.4 Let φ be a Drinfeld module with complex multiplication by R. Then for
every ε > 0 there exists a computable constant Cε > 0 such that
|Pic(R)| > CεHCM(φ)1−ε.
Proof. Let K be the quotient field of R, and g its genus. Firstly, we have [3, Prop. 3.1]
|Pic(OK)| ≥ h(K) ≥ (q − 1)(q
2g − 2gqg + 1)
2g(qg+1 − 1) ,
where h(K) denotes the class number of K. Secondly, the exact sequence [14, §I.12]
1→ O×K/R× −→ (OK/fOK)×/(R/fR)× −→ Pic(R) −→ Pic(OK)→ 1
leads, as in the classical case, to the pleasing expression
|Pic(R)| = |Pic(OK)|
[O×K : R×]
· |f|
∏
p|f
(
1− χ(p)|p|−1), (2.5)
where
χ(p) =


1 if p splits in K/k
−1 if p is inert in K/k
0 if p is ramified in K/k.
Here one uses the fact that R/fR ∼= A/f. The estimate now follows easily. 
2.2 Drinfeld modular curves
Let K ⊂ GL2(Aˆ) be a subgroup of finite index, and recall that M2A(K) denotes the coarse
moduli scheme parameterizing Drinfeld modules with level-K structure. Identifying Drin-
feld modules over C∞ with their associated rank 2 lattices in C∞, and parameterizing the
space of such lattices ade`lically, one arrives at the following analytic parametrization (see
e.g. [7]).
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M2A(K)(C∞)an ∼= GL2(k)\Ω×GL2(Af)/K
∼=
∐
s∈S
Γs\Ω, (2.6)
where S ⊂ GL2(Af) denotes a (finite) set of representatives for GL2(k)\GL2(Af)/K, and
Γs = sKs−1 ∩GL2(k).
The determinant map induces an isomorphism
det : GL2(k)\GL2(Af )/K ∼−→ k×\A×f / det(K) ( ∼= Pic(A) if det(K) = Aˆ×).
We next describe a scheme-theoretic version of the determinant map. Let f ∈ A, and
denote by K(f) ⊂ GL2(Aˆ) the kernel of reduction mod f . The Weil pairing for Drinfeld
modules [13, Chap. 5] gives us a map of A[1/f ]-schemes
M2A(K(f))
wf−→M1A(det(K(f))) = Spec(OHf ), (2.7)
where OHf denotes the ring of integers of the class field Hf of k corresponding to the class
group k×\A×f / det(K(f)) = k×\A×f /{x ∈ Aˆ× | x ≡ 1 mod f}. Under this map, the left
A×f GL2(Aˆ)-action on M2A(K(f)) corresponds to its determinant A×f -action on Spec(OHf ),
which in turn corresponds to the Gal(kab/k)-action on both sides given by the reciprocity
map. It follows thatM2A(K(f))×Ak is defined over k, and all its k¯-irreducible components
are defined over Hf .
Suppose now that K contains K(f) for some f ∈ A, so K is a congruence subgroup.
Then we may divide out by the action of K and det(K) in the left and right hand sides of
(2.7), respectively. As M2A(K) = K\M2A(K(f)), we thus get a map of A[1/f ]-schemes
M2A(K) wK−→M1A(det(K)) = Spec(OHK), (2.8)
where this time HK is the class field corresponding to k
×\A×f / det(K). As before, it follows
thatM2A(K)×A k is defined over k, and its k¯-irreducible components are defined over HK.
We point out that, analytically, the maps wf and wK above send the rank 2 lattice L
to the rank 1 lattice ∧2L.
In the case K = GL2(Aˆ), recall that we use the notation M2A :=M2A(GL2(Aˆ)). Let H
denote the Hilbert class field of k, corresponding to the class group k×\A×f /Aˆ× ∼= Pic(A).
It is the maximal unramified abelian extension of k in which ∞ splits completely. Then
we see that the irreducible components of M2A,C∞ are defined over H . We also see that
its set of irreducible components corresponds to Pic(A) in such a way that the component
corresponding to [a] ∈ Pic(A) parametrizes lattices isomorphic to A ⊕ a as projective
A-modules.
We may choose our representatives S such that 1 ∈ S, in which case Γ1 = GL2(A),
and one of the irreducible components ofM2A,C∞ thus corresponds to GL2(A)\Ω via (2.6).
We call it the identity component, and denote it by M. It is the simplest modular curve.
If A = Fq[T ] then in fact M ∼= A1 is the affine line. In general, we have seen that M is a
smooth irreducible affine curve defined over H .
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2.3 The curves Y (n), Y0(n) and Y2(n)
We denote by Z the center of the algebraic group GL2. Let n ⊂ A be a non-zero ideal, and
consider the following open subgroups of GL2(Aˆ).
K(n) = ker (GL2(Aˆ)→ GL2(A/n)),
K0(n) = {
(
a b
c d
) ∈ GL2(Aˆ) | c ∈ nAˆ},
K2(n) = {γ ∈ GL2(Aˆ) | (γ mod n) ∈ Z(A/n)}.
These lead to coarse moduli schemes M2A(K(n)) (also denoted MrA(n) in the literature),
M2A(K0(n)) and M2A(K2(n)). Similarly to the previous section, we define the Drinfeld
modular curves Y (n), Y0(n) and Y2(n) as the identity components of the respective moduli
schemes tensored with C∞.
We have isomorphisms of rigid analytic varieties
Y (n)(C∞)
an ∼= Γ(n)\Ω, Y0(n)(C∞)an ∼= Γ0(n)\Ω, Y2(n)(C∞)an ∼= Γ2(n)\Ω,
for the arithmetic groups
Γ(n) = {γ ∈ GL2(A) | γ ≡ 1 mod n},
Γ0(n) = {
(
a b
c d
) ∈ GL2(A) | c ∈ n},
Γ2(n) = {γ ∈ GL2(A) | (γ mod n) ∈ Z(A/n)}.
As in the classical case, Y0(n) parametrizes pairs of Drinfeld modules linked by cyclic n-
isogenies, but where the first Drinfeld module corresponds to a lattice isomorphic to A2 as
an A-module.
As K(n), K0(n) and K2(n) are all congruence subgroups of GL2(Aˆ) (pick any 0 6= f ∈ n),
it follows from the Weil-pairing (2.8) that Y0(n) is defined over H , whereas the curves Y (n)
and Y2(n) are defined over the class fields corresponding to
k×\A×f /{x ∈ Aˆ× | x ≡ 1 mod n}, and
k×\A×f /{x ∈ Aˆ× | x is a square mod n},
respectively.
For a ring R ⊃ Fq, and algebraic group G, we define
G1(R) := {g ∈ G(R) | det(g) ∈ F×q }.
The degree of an ideal n ⊂ A is deg(n) := logq |n| = logq |A/n|.
Proposition 2.9 We have covers Y (n) → Y2(n) → Y0(n) → M. Moreover, Y (n) and
Y2(n) are Galois covers of M with Galois groups
Gal(Y (n)/M) ∼= GL12(A/n)/Z(Fq)
Gal(Y2(n)/M) ∼= GL12(A/n)/Z1(A/n) ∼= PGL12(A/n).
Note that PGL12(A/n)
∼= PSL2(A/n) if every prime factor of n has even degree.
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Proof. Clearly, Γ(n) ⊂ Γ2(n) ⊂ Γ0(n), whence the coverings. Furthermore, Γ(n) and
Γ2(n) are normal subgroups of GL2(A), so the respective coverings are Galois with Galois
groups
Gal(Y (n)/M) ∼= GL2(A)/Γ(n) ∼= GL12(A/n)/Z(Fq), and
Gal(Y2(n)/M) ∼= GL2(A)/Γ2(n) ∼= GL12(A/n)/Z1(A/n) ∼= PGL12(A/n).
Lastly, if every prime factor of n has even degree, then every element of Fq is a square in
A/n and PGL12(A/n) = PSL2(A/n). 
2.4 Special subcurves of
(M2A,C∞)n
In the Introduction we defined the notion of (pure) special subcurves of a product of n
Drinfeld modular curves, in particular in Mn.
For a subset I ⊂ {1, . . . , m} we denote by pI : Mn → MI the projection onto the
coordinates listed in I. We will also write p{i} = pi and p{i,j} = pi,j.
The curve Y0(n) parametrizes Drinfeld modules linked by a cyclic isogeny of degree n.
If (φ, φ′) is such a pair, then φ ∈ M(C∞); and φ′ ∈ M(C∞) if and only if n is a principal
ideal. Thus, for n = 〈N〉 principal, we obtain a map Y0(n) → M2 whose image is denoted
by Y ′0(N). Analytically, this map is given by
Γ0(n)\Ω −→
(
GL2(A)\Ω
) × (GL2(A)\Ω)
[ω] 7−→ ([ω], [Nω]). (2.10)
In particular, we see that Y ′0(N) is an irreducible pure special subcurve of M
2. Moreover,
every irreducible pure special subcurve ofM2 is of the form Y ′0(N) for some N ∈ A. Indeed,
for any g ∈ GL2(k), we denote by N = deg(g) the determinant of a·g, with a ∈ A chosen in
such a way that the entries of a · g are in A and have no common factor. This N is defined
up to the square of a unit, and is called the degree of g. Now, let g1, g2 ∈ GL2(k) and
N := deg(g2g
−1
1 ). Then the special curve corresponding to the map ω 7→
(
[g1(ω)], [g2(ω)]
)
is just Y ′0(N) ⊂M2.
It follows that an irreducible curve Y ⊂ Mn is a pure special subcurve if and only if
pi,j(Y ) = Y
′
0(Nij) for some Nij ∈ A for all i 6= j.
Next, it will be convenient to study the space SCn of all special subcurves in
(M2A,C∞)n.
Analytically, this will turn out to be the following double coset space
SCn(C∞)an := GL2(k)\GL2(Af)n × Ω/
(
Z(Af)GL2(Aˆ)
)n
, (2.11)
where
(
Z(Af )GL2(Aˆ)
)n
acts from the right on GL2(Af)
n in the usual way, and trivially on
Ω, while GL2(k) acts from the left on Ω in the usual way, and diagonally on GL2(Af )
n.
Choose a set of representatives T ⊂ GL2(Af)n for the double quotient
GL2(k)\GL2(Af)n/
(
Z(Af)GL2(Aˆ)
)n
. (2.12)
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Note that T is infinite, and we again choose 1 ∈ T . For each t = (t1, . . . , tn) ∈ T let
Γt = ∩ni=1tiGL2(Aˆ)t−1i ∩GL2(k). Then we have a canonical bijection
GL2(k)\GL2(Af)n × Ω/
(
Z(Af)GL2(Aˆ)
)n ∼−→ ∐
t∈T
Γt\Ω
[(h1, . . . , hn), ω] 7−→ [g−1(ω)]t,
where t ∈ T is such that [t] = [(h1, . . . , hn)] = [h] in (2.12), and g ∈ GL2(k) is such that
h = gta, for some a ∈ (Z(Af)GL2(Aˆ))n. We see that SCn is the disjoint union of an
infinite family of Drinfeld modular curves, parametrized by T .
Next, we describe a map from SCn(C∞) into
(M2A(C∞))n.
SCn(C∞) θ−→
(M2A(C∞))n
GL2(k)\GL2(Af)n × Ω/
(
Z(Af )GL2(Aˆ)
)n −→ GL2(k)n\GL2(Af )n × Ωn/(Z(Af)GL2(Aˆ))n
=
(
GL2(k)\GL2(Af)× Ω/GL2(Aˆ)
)n
[(h1, . . . , hn), ω] 7−→
(
[h1, ω], . . . , [hn, ω]
)
;
∐
t∈T
Γt\Ω −→
∐
s∈Sn
(
Γsi\Ω
)n
i=1
[ω]t 7−→
(
[g−1i (ω)]si
)n
i=1
, (2.13)
where si ∈ S such that [si] = [ti] in GL2(k)\GL2(Af)/GL2(Aˆ), and gi ∈ GL2(k) such that
gisiai = ti for some ai ∈ GL2(Aˆ), for i = 1, . . . , n.
We note that GL2(k)\GL2(Af)/
(
Z(Af)GL2(Aˆ)
)
= GL2(k)\GL2(Af)/GL2(Aˆ), as for
any x ∈ Af we have
(
x 0
0 x
) ≡ ∏p
(
pi
np
p 0
0 pi
np
p
)
mod GL2(Aˆ), where πp ∈ k denotes a chosen
uniformizer at p, and np = min(0, vp(x)) is zero for almost all p. This latter scalar is in
GL2(k), and, as scalars commute in GL2(Af), is killed by the left GL2(k) action. The
same principle does not hold when we have n > 1 copies of GL2(Af) and of Z(Af)GL2(Aˆ)
but only one copy of GL2(k), which is why the Z(Af) appears explicitly in the definition
of SCn(C∞)an.
Let
T 0 := ker
(
T → GL2(k)n\GL2(Af)n/GL2(Aˆ)n
)
.
Then for every t ∈ T 0, the Drinfeld modular curve Γt\Ω is mapped into Mn(C∞) by θ,
where its image is a pure special curve, as defined in the Introduction.
Conversely, all pure special curves in Mn arise in this way:
Proposition 2.14 We have bijections
T 0 ←→ (Z(k)GL2(A))n\GL2(k)n/GL2(k) ←→ {Isomorphism classes of pure
special curves in Mn}
t 7−→ [g] = [(g1, . . . , gn)] 7−→ Pure special curve defined by
ω 7→ [(g1(ω), . . . , gn(ω))],
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with g ∈ GL2(k)n such that g = at−1 for some a ∈
(
Z(Af)GL2(Aˆ)
)n
.
Proof. In the first bijection, let t ∈ T 0, then by definition there exist g ∈ GL2(k)n and
a−1 ∈ (Z(Af)GL2(Aˆ))n such that gta−1 = 1. Then [g] = [at−1] is well-defined, since if also
g′ = a′t−1, then g′ = a′a−1g with a′a−1 ∈ (Z(Af )GL2(Aˆ))n ∩ GL2(k)n = (Z(k)GL2(A))n.
Moreover, given g ∈ GL2(k)n, there exist h ∈ GL2(k), t ∈ T 0 and a ∈
(
Z(Af )GL2(Aˆ)
)n
such that g−1 = hta, hence the map is surjective. If also g−1 = h′t′a′, then it is clear that
t = t′, by definition of T .
The second bijection follows as (g1, . . . , gn) and (g
′
1, . . . , g
′
n) in GL2(k)
n define the same
pure special curve inMn if and only if g′i = γigiσ for all i = 1, . . . , n, for some (γ1, . . . , γn) ∈(
Z(k)GL2(A)
)n
and σ ∈ GL2(k). 
This proposition justifies our definition of SCn as the space of all pure special subcurves
of (M2A,C∞)n. We also denote by SC0n ⊂ SCn the subfamily of those Drinfeld modular curves
corresponding to T 0, i.e. SC0n(C∞)an ∼=
∐
t∈T 0 Γt\Ω, which is the space of all pure special
subcurves of Mn.
It remains to define special subvarieties of
(M2A,C∞)n as products of pure special sub-
curves and CM points.
2.5 Pure special curves and trees
Let p ⊂ A be a prime. Recall (e.g. [15]) that the Bruˆhat-Tits tree Tp of GL2(kp) is
the (|p| + 1)-regular tree whose vertices represent homothety classes of Ap-lattices in k2p,
and two vertices representing classes Λ and Λ′ are joined by an (unoriented) edge if there
exist representative lattices L ∈ Λ and L′ ∈ Λ′ such that L′ ⊂ L and L/L′ ∼= A/p.
The group GL2(kp) acts transitively on Tp and the stabilizer of the “origin” vo,p, which
is the vertex corresponding to the lattice A2p, is Z(kp)GL2(Ap). Thus we get a bijection
Tp ↔ GL2(kp)/Z(kp)GL2(Ap).
Hence we have bijections
T ←→ GL2(k)\GL2(Af)n/
(
Z(Af)GL2(Aˆ)
)n ←→ GL2(k)\∏
p
′T np . (2.15)
Here the restricted product
∏′
p denotes the subset of those families (v1,p, . . . , vn,p)p of n-
tuples of vertices vi,p ∈ Tp such that v1,p = · · · = vn,p = vo,p for almost all primes p.
We also have the following bijection
GL2(k)\
∏
p
′T np ←→ S ×
∏
p
′
GL2(k)\T np
(↔ Pic(A)×∏
p
′
GL2(kp)\T np
)
(2.16)
which arises from
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GL2(k)\GL2(Af)n/
(
Z(Af)GL2(Aˆ)
)n ∼−→
GL2(k)\GL2(Af)/Z(Af)GL2(Aˆ) × GL2(Af )\GL2(Af )n/
(
Z(Af)GL2(Aˆ)
)n
;
[g1, . . . , gn] 7−→
(
[g1], [1, g
−1
1 g2, . . . , g
−1
1 gn]
)
,
which is readily verified. This bijection may also be of help to the reader puzzling over [3,
§1.3].
The moduli interpretation of (2.15) and (2.16) is the following.
We may view Tp as the tree of p-isogenies of Drinfeld modules as in the elliptic curve
case, but with the added subtlety that different vertices will map to different irreducible
components of
(M2A,C∞)n when p ⊂ A is not principal. Now let t ∈ T correspond to the
pure special subcurve Ct
θ→֒ (M2A,C∞)n. Let (s, v) ∈ S ×∏p′GL2(k)\T np correspond to
t via (2.16). We may choose a representative family (v1,p, . . . , vn,p)p of the class v such
that v1,p = vo,p for all p. Then a typical point x = (x1, . . . , xn) ∈ Ct(C∞) satisfies: x1
lies on the s-component of M2A,C∞, and the isogenies x1 → x2 → · · · → xn correspond to
(v2,p, . . . , vn,p)p, respectively.
In the case n = 3 we have a particularly pleasing combinatorial description of GL2(k)\T 3p .
Any triple of vertices (v1, v2, v3) ∈ T 3p has a well-defined center vc, defined by the property
that the three paths (possibly of length zero) from vc to the vi are pairwise edge-disjoint.
Denote by (n1, n2, n3) ∈ N30 the lengths of these paths. Furthermore, GL2(kp) acts 3-
transitively on the set of ends of Tp, and it follows that a triple of vertices (v1, v2, v3)
with corresponding center vc and triple of path-lengths (n1, n2, n3) is mapped by GL2(k)
to another triple (v′1, v
′
2, v
′
3) with center v
′
c and path-lengths (n
′
1, n
′
2, n
′
3) if and only if
(n1, n2, n3) = (n
′
1, n
′
2, n
′
3). Thus we have bijections
GL2(k)\T 3p ←→ N30;
∏
p
′
GL2(k)\T 3p ←→ I3A; T ←→ Pic(A)× I3A, (2.17)
where IA denotes the semigroup of non-zero A-ideals. The second bijection is given by
(v1,p, v2,p, v3,p)p 7→ (n1,p, n2,p, n3,p)p 7→ (n1, n2, n3) =
∏
p
(
pn1,p , pn2,p , pn3,p
)
.
Let Y be the special curve corresponding to the data
(
[a], (n1, n2, n3)
) ∈ Pic(A) × I3A.
Then Y maps into M3 if and only if [a] = 1 and ni = 〈Ni〉 is principal for i = 1, 2, 3. In
this case we have pi,j(Y ) = Y
′
0(NiNj) ⊂M2. In particular, we have shown
Lemma 2.18 The set of pure special subcurves of M3 is in bijection with (A/F×q )
3. 
In general, if a pure modular curve Y ⊂ (M2A,C∞)3 corresponds to a triple (n1, n2, n3) ∈
I3A, then pi,j(Y ) is isomorphic to a suitable irreducible component of M2A(K0(ninj))C∞ .
The following result will be important later on.
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Proposition 2.19 Let Y ⊂M3 be a pure special curve corresponding to a triple (n1, n2, n3),
and fix (x1, x2) ∈ p1,2(Y (C∞)). Then
|p−11,2(x1, x2) ∩ Y (C∞)| ≥
∏
p|n3
(|p| − 1)(|p|+ 1)n3,p−1
2n3,p+ 1
,
where ni =
∏
p p
ni,p .
Proof. Let (v1,p, v2,p, v3,p)p ∈
∏′
pT 3p be a representative family of tuples corresponding to
the special curve Y , and denote by (vc,p)p its family of centers. Fixing x1 and x2 amounts
to fixing v1,p, v2,p for all p. We now count the possible vertex families (v3,p)p for which
(v1,p, v2,p, v3,p)p represents Y . As (n1, n2, n3) is prescribed, so is vc,p for every p, and from
(2.17) follows that we must count the paths of length n3,p from vc,p which are edge-disjoint
from the two paths leading to v1,p and v2,p, which gives at least (|p| − 1)(|p|+ 1)n3,p−1 for
each p. Thus the number of valid cyclic n3-isogenies from xc (corresponding to (vc,p)p) to
x3 is given by
∏
p|n3
(|p| − 1)(|p|+ 1)n3,p−1.
But if xc has complex multiplication by an order in K, then distinct isogenies may well
lead to the same x3, they correspond to non-trivial endomorphisms f ∈ End(xc) of norm
NK/k(f) = n
2
3. There are at most
∏
p(2n3,p+1) such endomorphisms, which completes the
proof. 
2.6 Main results and reduction to Mn
Let Ki ⊂ GL2(Aˆ) be subgroups of finite index, for i = 1, . . . , n. With a bit more effort,
we could give a general treatment of pure special subcurves of
∏n
i=1M2A(Ki)C∞ as in the
previous two sections. But the following definition is much easier:
Consider the morphism
π :
n∏
i=1
M2A(Ki)C∞ −→
(M2A,C∞)n
induced by the inclusions Ki →֒ GL2(Aˆ). Then an irreducible subvariety Y ⊂
∏n
i=1M2A(Ki)C∞
is a special subvariety if and only if the image π(Y ) is a special subvariety of
(M2A,C∞)n.
Similarly for (pure) special subcurves.
We restate our main result as follows
Theorem 1.2′ Let Ki ⊂ GL2(Aˆ) be subgroups of finite index for i = 1, . . . , n. Let Y ⊂∏n
i=1M2A(Ki)C∞ be an irreducible subvariety. Then Y (C∞) contains a Zariski-dense subset
of CM points if and only if Y is a special subvariety.
As every irreducible component ofM2A(Ki)C∞ is a Drinfeld modular curve correspond-
ing to Γs\Ω, for the arithmetic subgroup Γs = sKis−1 ∩ GL2(k) with some s ∈ GL2(Af),
we see that the above Theorem is equivalent to Theorem 1.2.
Next we want to show that it suffices to prove Theorem 1.2 for X =Mn.
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Proposition 2.20 Let Γ′i ⊂ Γi ⊂ GL2(k) be arithmetic subgroups corresponding to Drin-
feld modular curves X ′i and Xi, respectively, for i = 1, . . . , n. Let X = X1 × · · · ×Xn and
X ′ = X ′1 × · · · × X ′n. Then the canonical map f : X ′ → X preserves special subvarieties.
In other words, a subvariety Y ⊂ X ′ is special if and only if f(Y ) is special.
Proof. This is immediate, as special subvarieties are defined purely in terms of isogeny
relations between coordinates, and the property that any constant projections Y → X ′i
have CM points as images. These properties are independent of any level structures. 
Now let Γi ⊂ GL2(k) be an arithmetic subgroup such that Xi(C∞)an ∼= Γi\Ω, for each
i = 1, . . . , n. Then each Γ′i = GL2(A) ∩ Γi is again an arithmetic subgroup, and we have
maps
Γ′i\Ω −→ Γi\Ω, Γ′i\Ω −→ GL2(A)\Ω
corresponding to morphisms of Drinfeld modular curves
fi : X
′
i −→ Xi, gi : X ′i −→M,
for each i = 1, . . . , n.
Applying Proposition 2.20 to the maps
∏
i fi and
∏
i gi shows that Theorem 1.2 holds
for X1 × · · · ×Xn if and only if it holds for Mn.
With this reduction step out of the way, the rest of our proof of Theorem 1.2 will
follow [3] very closely, with Mn playing the role of An. The main geometric aspect of An
used in [3] is its structure as the product of affine lines, and it turns out that the product
structure of Mn will suffice, with some caveats. Firstly, M is not defined over k but over
H , the Hilbert class field of k. (Classically, the elliptic modular curve Y (1) is defined over
the Hilbert class field of Q, which is just Q itself. In our case, k 6= H in general, which
illustrates the “metamathematical” phenomenon of splitting of the two different roles of Q
into two different fields (k and H) in characteristic p. See [9, Preface] for a discussion).
Secondly, in general the isomorphism
GL2(A)\Ω ∼−→M(C∞)an
is no longer induced by a well-behaved “j-invariant” j : Ω → C∞, as is the case for
A = Fq[T ]. Consequently, we cannot take advantage of the analytic properties of the
j-function, and will say nothing about the Weil heights of CM points.
3 Hecke correspondences and CM points
3.1 The general formalism
We briefly describe Hecke correspondences on M2A(K) in general. Let g ∈ GL2(Af), and
set Kg = K ∩ g−1Kg. Then g acts from the left on M2A(Kg) (by letting g−1 act from
the right on Drinfeld modules with full level structures, see [7, II.3]). Combined with the
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standard projection π :M2A(Kg)→M2A(K) this gives rise to the Hecke correspondence on
M2A(K):
Tg :M2A(K) pi←−M2A(Kg) pi◦g−→M2A(K). (3.1)
This is an algebraic correspondence of finite degree [K : Kg].
Analytically, this correspondence is described as follows. The group GL2(Af) acts from
the left on GL2(Af)× Ω by g · (h, ω) = (hg−1, ω). This gives rise to the correspondence
GL2(Af)× Ω g //

GL2(Af )× Ω

GL2(k)\GL2(Af)× Ω/K GL2(k)\GL2(Af)× Ω/K,
which is easily seen to factor through GL2(k)×Kg, thus describing the finite correspondence
GL2(k)\GL2(Af)× Ω/Kg
pi
sshhh
hhh
hhh
hhh
hhh
hhh
h
pi◦g
++WW
WWW
WWW
WWW
WWW
WWW
WW
GL2(k)\GL2(Af )× Ω/K Tgoo // GL2(k)\GL2(Af)× Ω/K.
(3.2)
Explicitly, this correspondence acts as follows. Choose a finite set {gi ∈ GL2(Af) | i ∈
Ig} of representatives for the cosets K\KgK. Let [h, ω] ∈ GL2(k)\GL2(Af) × Ω/K ∼=
M2A(K)(C∞). Then Tg maps the point [h, ω] to the set {[hg−1i , ω] | i ∈ Ig}.
At first sight, the g-action does not seem to effect the Ω part of the above spaces,
but we will show next how Tg acts on M2A(K)(C∞) ∼=
∐
s∈S Γs\Ω. For simplicity, we
assume that det(Kg) = det(K). That way, M2A(Kg)C∞ and M2A(K)C∞ have the same
number of irreducible components, and we may choose the same set 1 ∈ S ⊂ GL2(Af ) of
representatives for GL2(k)\GL2(Af )/K as for GL2(k)\GL2(Af)/Kg. We may also assume
that h ∈ S.
For each i ∈ Ig, there exist fh,g,i ∈ GL2(k) and kh,g,i ∈ K such that fh,g,ihg−1i kh,g,i =
sh,g ∈ S. Now [hg−1i , ω] = [sh,g, fh,g,i(ω)], and this element maps to [fh,g,i(ω)] ∈ Γsh,g\Ω.
Moreover, we can check that sh,g here only depends on h and on g, not on i, so the
correspondence Tg maps the h-component Γh\Ω to the sh,g-component Γsh,g\Ω. Within
the h-component, Tg maps the point [ω] to the set {[fh,g,i(ω)] | i ∈ Ig}, and in fact the
set {fh,g,i | i ∈ Ig} is a set of representatives for Γsh,g\Γsh,gfh,gΓh, where fh,g ∈ GL2(k)
is such that fh,ghg
−1kh,g = sh,g ∈ S for some kh,g ∈ K. Hence, for each h ∈ S, the
correspondence Tg onM2A(K) induces the following correspondence from the h-component
to the sh,g-component of M2A(K)(C):
Ω

fh,g
// Ω

Γh\Ω Γsh,g\Ω
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which factors through
Γh ∩ f−1h,gΓsh,gfh,g = hKgh−1 ∩GL2(k) = Γh ∩ Γhg,
thus giving the correspondence
(Γh ∩ Γhg)\Ω
pi
xxqq
qq
qq
qq
qq
q
pi◦fh,g
''N
NN
NN
NN
NN
NN
Γh\Ω Γsh,g\Ω
(3.3)
which has finite degree [Γh : Γh ∩ Γhg] = [K : Kg]. Thus the correspondence (3.3) gives a
component by component description of the correspondence Tg on M2A(K)C∞ of (3.1).
Remark 3.4 Let s1, s2 ∈ S, and set g = s−12 s1. Then fs1,g = ks1,g = 1, and so Tg maps
the s1-component of M2A(K)C∞ to the s2-component, while leaving the ω unchanged in
that component.
We also notice that sh,g = h if and only if g ∈ Kh−1GL2(k)h.
3.2 Hecke correspondences on Mn
In the remainder of this section, we closely follow [3, §2]. From now on, we will assume that
K = GL2(Aˆ) and g = diag(N, 1, . . . , 1) for some N ∈ A with |N | > 1. In this case, we see
that Kg = K0(〈N〉) =: K0(N), Γ1 = GL2(A), Γ1 ∩ Γg = Γ0(N), and furthermore, TN := Tg
acts trivially on the set of irreducible components on M2A,C∞, in particular, it induces a
correspondence, again denoted TN , on M. The correspondence is also described by the
inclusion Y ′0(N) ⊂ M2 from (2.10), and it maps the point x ∈ M(C∞) to the set of those
points y ∈ M(C∞) corresponding to Drinfeld modules linked to x via cyclic 〈N〉-isogenies.
We define TMn,N to be the correspondence on M
n which is the product of the corre-
spondences TN on each factor M. When there is no risk of confusion, we also denote it
by TN . We say TMn,N stabilizes an algebraic subvariety Y ⊂ Mn if Y ⊂ TMn,N(Y ). In this
case, we define the restriction of TN to Y , denoted TY,N , to be the union of the irreducible
components of TMn,N ∩ (Y × Y ) of maximal dimension. It is a correspondence on Y which
is still surjective, in the sense that the two projections TY,N → Y are surjective. Whenever
we mention TY,N , it is implicit that TN stabilizes Y .
Let x ∈ M(C∞), and suppose that x ∈ TN (x). Then x admits a cyclic endomorphism,
hence is a CM point. For a given N ∈ A, |N | > 1, there are only finitely many points
stabilized by TN , which correspond to the points of the diagonal in M
2 which intersect
Y ′0(N). On the other hand, given a CM point x ∈ M(C∞) with R = End(x), there are
infinitely many N ∈ A such that x ∈ TN(x), namely all those N composed of primes
p ⊂ A for which pR is a product of two distinct principal prime ideals of R. Equivalently,
these primes split completely in the class field corresponding to Pic(R), hence the set of
such primes has density 1/2|Pic(R)|, by Cˇebotarev. Notice also that such primes p are
necessarily principal in A.
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3.3 Some intersection theory
M is affine, so we may fix an embeddingM ⊂ Am
C∞
. Then we obtain embeddingsMn ⊂ Amn
C∞
and Mn ⊂ Pmn
C∞
. (Here ·¯ denotes the Zariski-closure).
For any irreducible Y ⊂ Mn, we denote by deg(Y ) the degree of Y ⊂ Pmn in the
usual sense. If Y = ∪iYi is a union of irreducible components, then deg(Y ) :=
∑
i deg(Yi),
(regardless of their dimensions).
We denote by ψ(N) = [GL2(A) : Γ0(N)] =
∏
p|N(1+ |p|−1) the degree of the correspon-
dence TN on M. In particular, ψ(N) ≤ deg(Y ′0(N)) ≤ 2ψ(N).
We collect the following facts:
Proposition 3.5 Let Y ⊂Mn be an algebraic subvariety.
1. Y has at most deg(Y ) irreducible components.
2. If Y ′ ⊂ Mn is another subvariety, then deg(Y ∩ Y ′) ≤ deg(Y ) deg(Y ′).
3. deg(TMn,N(Y )) ≤ 2nψ(N)n deg(Y ).
4. There are only finitely many pure special subcurves of Mn of degree less than a given
bound.
Proof. (1) is trivial, (2) and (3) follow from [6, 8.4.6], and (4) follows from the fact that
a curve Y ⊂ Mn is pure special if and only if pi,j(Y ) = Y ′0(Nij) for some Nij ∈ A for all
i 6= j, and deg(Y ′0(Nij)) ≥ ψ(Nij). 
3.4 Preimages in Ωn
Denote by π the rigid analytic map π : Ωn → Mn(C∞)an, which is the quotient for the
GL2(A)
n-action. For each irreducible component Yi of Y , we choose an irreducible rigid
analytic variety Zi ⊂ Ωn with π(Zi) = Yi(C∞)an. The group GL2(k∞)n acts on Ωn, and
the GL2(A)
n-orbit of Zi is π
−1(Yi). We next describe the action of TN in Ω
n.
We may choose a set T ⊂ GL2(k) of representatives for GL2(A)\GL2(A)
(
N 0
0 1
)
GL2(A)
such that the following holds: For every pair of principal ideals a, d ⊂ A with ad = 〈N〉,
and set of representatives {b1, . . . , br} ⊂ A of A/d, there exist a, d ∈ A with a = 〈a〉 and
d = 〈d〉 such that (
a bj
0 d
)
∈ T for j = 1, . . . , r. (3.6)
One easily verifies that these elements indeed represent distinct coset classes. We write
T n = {tj ∈ GL2(k)n | j ∈ In}, where I = {1, . . . , ψ(N) = |T |}.
For each Zi we define JZi ⊂ In as the set of those indices j for which tj(Zi) ⊂ π−1(Yi).
Now let y ∈ Yi(C∞) and choose some z ∈ Zi with π(z) = y. Then
TMn,N(y) = {π(tj(z)) | j ∈ In}, (3.7)
TY,N(y) = {π(tj(z)) | j ∈ JZi}. (3.8)
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In particular, we see that each JZi is non-empty, as TY,N is a surjective correspondence.
In fact, under suitable conditions, the sets JZi are fairly large:
Proposition 3.9 Let Y ⊂ Mn be a subvariety all of whose irreducible components have
the same dimension, and suppose that Y ⊂ TMn,N(Y ) for some N ∈ A such that 〈N〉
is a product of distinct primes p ⊂ A of even degree satisfying |p| ≥ max(13, deg(Y )).
Let I ⊂ {1, . . . , n} and let Yi be an irreducible component of Y for which the projection
pI : Yi → MI is dominant, and choose a preimage Zi ⊂ Ωn of Yi(C∞)an. Then the
projection
pI : JZi −→ II
is surjective.
Proof. This is [3, Thm. 4], the proof is exactly the same. We briefly explain the
hypotheses on N : we use the fact that M has a PSL2(A/NA) ∼=
∏
pPSL2(A/p)-covering
Y2(N), of which Y0(N) is a subcover (Proposition 2.9), and that this group has no proper
subgroups of index deg(Y ) or less when |p| ≥ max(13, deg(Y )). 
3.5 An interlude in group theory
We remark that the GL2(k∞) action on Ω induces a PGL2(k∞) action, as the center acts
trivially. Until now we have found it more convenient to work with GL2, but in order to
continue we will need a number of group-theoretic results, and here it will be simpler to
work with PGL2, as had been done throughout [3].
For the convenience of the reader, we recall here some basic properties of the groups
PGL2(k∞), which we will need. These results were used implicitly in [3], and thus may
also help the reader with that paper.
Lemma 3.10 k×∞/k
×2
∞
∼= (Z/2Z)2.
Proof. This is trivial, as k∞ ∼= Fq((̟)) for a uniformizer ̟. 
Proposition 3.11 Every non-trivial normal subgroup of PGL2(k∞) contains PSL2(k∞).
In particular, PGL2(k∞) has no non-trivial discrete normal subgroups.
Proof. Let H ⊳ PGL2(k∞) be a normal subgroup. Then, as PSL2(k∞) is simple, either
PSL2(k∞) ⊂ H , or H ∩ PSL2(k∞) = {1}. In the latter case we get an embedding H →֒
PGL2(k∞)/PSL2(k∞) ∼= k×∞/k×2∞ ∼= (Z/2Z)2. It remains to show that PGL2(k∞) has no
normal subgroups isomorphic to Z/2Z or (Z/2Z)2. This may be verified with explicit
calculations, by conjugating elements of order 2 with
(
1 1
0 1
)
. 
Proposition 3.12 Let H be a subgroup of finite index in G = PGL2(k∞). Then H is
normal and contains PSL2(k∞). In particular, if H is simple then H = PSL2(k∞).
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Proof. G acts on the cosets G/H , giving a representation ρ : G → Aut(G/H) ∼= Sn
where n = [G : H ]. Then K = ker(ρ) is a normal subgroup of G contained in H . As K is
infinite, K must intersect non-trivially with PSL2(k∞), hence contains PSL2(k∞), as the
latter is simple. We will not need the fact that H is normal, but it is known that all the
subgroups between PSL2(k∞) and PGL2(k∞) are normal in G. 
Corollary 3.13 Let PSL2(k∞) ⊂ H ⊂ PGL2(k∞) and suppose that f : H →֒ PGL2(k∞)
is a monomorphism with image of finite index. Then f |PSL2(k∞) in an automorphism of
PSL2(k∞).
Proof. The image f(PSL2(k∞)) has finite index in PGL2(k∞) and is simple, hence
f(PSL2(k∞)) = PSL2(k∞). 
The above results may easily be generalized to PGL2 over other (infinite) fields. Mostly
we have just used the fact that k×∞/k
×2
∞ is finite.
Proposition 3.14 (Goursat’s Lemma) Let G1 and G2 be groups, and H ⊂ G1 ×G2 a
subgroup such that the two projections pri : H → Gi are surjective. Then Ki = ker(pri)
can be considered a normal subgroup of Gj, for i 6= j, and H is the inverse image of the
graph of an isomorphism ρ : G1/K2
∼→ G2/K1.
Proof. This is straight forward. The map
ρ : G1/K2 −→ G2/K1
g1 7−→ g2 with (g1, g2) ∈ H
is easily checked to be a well-defined isomorphism. Now H is the inverse image of the
graph of ρ. 
3.6 Curves stabilized by Hecke correspondences
Our next goal is to characterize special subvarieties of Mn by their property of being
stabilized by suitable Hecke correspondences. The hard part is to prove this for curves.
Theorem 3.15 Let Y ⊂ M2 be an irreducible algebraic curve such that both projections
Y → M are dominant, and suppose Y ⊂ TM2,N(Y ) for some N ∈ A such that 〈N〉 is a
product of distinct primes p ⊂ A of even degree satisfying |p| ≥ max(13, deg(Y )). Then
Y = Y ′0(N
′) for some N ′ ∈ A.
Note that we cannot deduce N ′ from N . Indeed Y ′0(N
′) is stabilized by TM2,N for all
N ∈ A coprime to N ′.
Proof. Suppose that the hypotheses of Theorem 3.15 are satisfied. The group G :=
PGL2(k∞)
2 acts on Ω2, and we define the following subgroups: S := PSL2(k∞)
2, Γ :=
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PGL2(A)
2 and Σ := PSL2(A)
2. We fix an irreducible rigid analytic curve Z ⊂ Ω2 with
π(Z) = Y (C∞)
an. Let GZ ⊂ G be the stabilizer of Z, which is a closed analytic subgroup
of G. We also define the subgroups SZ = GZ ∩ S, ΓZ = GZ ∩ Γ and ΣZ = GZ ∩ Σ. We
intend to prove Theorem 3.15 by investigating the structure of GZ and SZ .
Denote by pri : GZ → PGL2(k∞) the two projections for i = 1, 2.
Lemma 3.16 The projection pri : GZ → PGL2(k∞) is injective, and pri(ΓZ) has finite
index in PGL2(A), for i = 1, 2.
Proof. Exactly the same as [3, Lemma 2.11]. Here one uses Proposition 3.11. 
Let i ∈ JZ , then ti(Z) ⊂ π−1(Y ), so there is some γi ∈ Γ such that γiti ∈ GZ . As
the projections pr1, pr2 : JZ → I are surjective (Proposition 3.9), we get many non-trivial
elements of GZ this way.
Let H1 = pr1(GZ). Our first goal is to show that H1 contains PSL2(k∞). By a slight
abuse of notation, we also denote the elements of pr1(T ) ⊂ GL2(k) by ti, for i ∈ I. We
have seen that, for every i ∈ pr1(JZ) = I, there exists some γi ∈ PGL2(A) such that
gi := γiti ∈ H1. Lemma 3.16 says that H1∩PGL2(A) has finite index in PGL2(A), and we
choose a finite set R ⊂ PGL2(A) of representatives for PGL2(A)/(PGL2(A) ∩H1).
We claim that given any string i1, . . . , in of elements of I, and any a ∈ GL2(A), there
exists γ ∈ R such that
γtintin−1 · · · ti1a ∈ H1.
Indeed, by induction it suffices to prove the claim for n = 1. Let i1 ∈ I and a ∈ GL2(A) be
given. GL2(A) acts from the right on the set of left cosets GL2(A)\GL2(A)
(
N 0
0 1
)
GL2(A),
so we let a act from the right on GL2(A) · ti1 , obtaining GL2(A) · ti1a = GL2(A) · tj for
some j ∈ I. Thus ti1a = γ′jtj , and for suitable γ ∈ R and γ′ ∈ H1 ∩ PGL2(A) we have
γti1a = γγ
′
jtj = γ(γ
′
jγ
−1
j )γjtj = γ
′γjtj = γ
′gj ∈ H1.
This proves the claim.
Now, multiplying by a suitable power of
(
N 0
0 N
)
, we see from (3.6) that for any x ∈
A[1/N ] and a ∈ GL2(A), there exists some γx,a ∈ R such that γx,a
(
1 x
0 1
)
a ∈ H1. Denote by
E ⊂ PSL2(A[1/N ]) the subgroup generated by elementary matrices. We have shown that
H1 ∩ E has finite index in E. As A[1/N ] is dense in k∞, and PSL2(k∞) is generated by
elementary matrices, it follows that E is dense in PSL2(k∞).
Next, we see that H1 is a closed subgroup of PGL2(k∞), exactly the same way as [3,
Lemma 2.12 and the following paragraph], where we need only replace PSL2(A[1/m]) by
E. It follows that H1 ∩ PSL2(k∞) has finite index in PSL2(k∞), so by Proposition 3.12
PSL2(k∞) ⊂ H1, and similarly, PSL2(k∞) ⊂ H2 = pr2(GZ). (3.17)
Now, since the projections pr1, pr2 : GZ → PGL2(k∞) are injective, Proposition 3.14
implies that
GZ = {(g, ρ(g)) | g ∈ H1},
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where ρ : H1
∼→ H2 is an isomorphism. From (3.17) and Corollary 3.13 follows that
SZ = GZ ∩ PSL2(k∞)2 = {(g, ρ(g)) | g ∈ PSL2(k∞)}, (3.18)
where ρ|PSL2(k∞) is an automorphism of PSL2(k∞).
It is known that the automorphisms of PSL2(k∞) are all of the form g 7→ hgσh−1 for
some h ∈ PGL2(k∞) and σ ∈ Aut(k∞), see [12]. By the definition of ΣZ and (3.18), we see
that h · pr1(ΣZ)σ · h−1 ⊂ PSL2(A). On the other hand, Lemma 3.16 tells us that pr1(ΣZ)
has finite index in PSL2(A). This in turn tells us a lot about h and σ. Fix some ̟ ∈ A so
that ̟−1 is a uniformizer for k∞, i.e. k∞ = Fq((̟
−1)).
Proposition 3.19 Let G be a subgroup of finite index in PGL2(A), and suppose that
hGσh−1 ⊂ PGL2(k), for some h ∈ PGL2(k∞) and σ ∈ Aut(k∞). Then h ∈ PGL2(k),
σ|Fq ∈ Gal(Fq/Fp), and σ(̟−1) = u̟−1 + v for some u ∈ F∗q and v ∈ Fq.
Proof. Let R = Fq[[̟
−1]] be the unique valuation ring in k∞. We show that h ∈ PGL2(k),
σ(k) ⊂ k and σ(R) ⊂ R exactly as in [3, Prop. 2.13].
It follows that σ(A) ⊂ A and σ(A×) ⊂ A×, hence σ(Fq) ⊂ Fq. Furthermore, σ(̟−1) ∈
A−1 must again be a uniformizer for k∞. But all other uniformizers of k∞ that lie in A
−1
are of the form u̟−1 + v for some u ∈ F∗q and v ∈ Fq. This completes the proof. 
Now that we have assembled enough ingredients, the proof of Theorem 3.15 follows
exactly as in [3, §2.7]. We provide a sketch. We have seen that
SZ = {(g, hgσh−1) | g ∈ PSL2(k∞)},
where h ∈ PGL2(k) and σ ∈ Aut(k∞) is as in Proposition 3.19. In particular, there exists
an integer t ≥ 0 such that σ(α) = αqt , for all α ∈ Fq. Let f = (̟−q − ̟−1)q−1, and
F := Fp((f)), which is a complete subfield of k∞ on which σ acts trivially. Fix some
non-square α ∈ Fq, and set
P = {z ∈ Ω | z2 = αe, e ∈ F} ⊂ Ω.
Pick any z1 ∈ P . Then S1 = StabPSL2(F )(z1) is a one-dimensional Lie group (so far we have
made essential use of the assumption that p is odd).
Now let z2 ∈ Ω such that (z1, z2) ∈ Z. Then the “S1-orbit”
{(g(z1), hgσh−1(z2)) | g ∈ S1} ⊂ Z ∩ ({z1} × Ω)
is discrete, but S1 is not, so there exists 1 6= g ∈ S1 such that hgσh−1 fixes both z2
and h′(z1), where h
′ = h ◦ ( α(pt−1)/2 0
0 1
) ∈ PGL2(k). This means that z2 and h′(z1) are
conjugate over k∞, i.e. z2 = ±h′(z1). It follows that either π(z1, h′(z1)) ∈ Y (C∞) or
π(−z1, h′(−z1)) ∈ Y (C∞). Both of these points also lie on Y ′0(N ′), where N ′ = deg(h′)
is independent of (z1, z2). As P is uncountable, whereas the fibers of π are countable, it
follows that Y = Y ′0(N
′). 
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To extend Theorem 3.15 to subvarieties Y ⊂ Mn of higher dimension we may follow
[3, §2.8 and Corollaries 2.8 and 2.9] almost verbatim, no new ingredients are required. We
must just keep in mind that M is defined over H , the Hilbert class field of k. We also use
Galois action on CM points as in the following section.
Theorem 3.20 Let F be a field lying between H and C∞. Let Y ⊂ Mn be an F -irreducible
algebraic subvariety, containing a CM point x ∈ Y (C∞). Suppose that Y ⊂ TMn,N(Y ) for
some N ∈ A such that 〈N〉 is a product of distinct primes p ⊂ A of even degree satisfying
|p| ≥ max(13, deg(Y )). Then Y ⊂Mn is a special subvariety. 
3.7 CM points on curves
We may now start proving our main results, by exploiting the behavior of CM points under
Galois action (Proposition 2.1) in conjunction with Theorems 3.15 and 3.20. We first treat
the case of curves, where our results are effective.
Theorem 3.21 Let X = X1 × · · · × Xn be a product of Drinfeld modular curves. Let
F/H be a finite extension, and d ∈ N. Then there exists an absolutely computable constant
B = B(X,F, d) > 0 such that the following holds. Let Y ⊂ X be an irreducible algebraic
subcurve of degree d and defined over F . Then Y is a special subcurve if and only if Y (C∞)
contains a CM point x satisfying HCM(x) > B.
This indeed implies Theorem 1.2 for curves, since if Y ⊂ X contains a Zariski-dense
set of CM points, then it contains CM points of arbitrary CM height and Y is defined over
some finite extension F/k, as the CM points are all defined over ksep.
Proof. We again follow [3, §3.4] very closely, but will provide full details here for the
benefit of the reader.
It follows from Proposition 2.20 that we may assume that X = Mn. Furthermore, we
may assume that none of the projections pi : Y → M are constant. Using the fact that
Y ⊂ Mn is a pure special subcurve if and only if pi,j(Y ) ⊂ M2 is special for all i < j, we
have reduced the problem to the case n = 2.
Let x = (x1, x2) ∈ Y (C∞) be a CM point. For i = 1, 2 we write Ri = End(xi) = A +
fiOKi, an order of conductor fi ⊂ A in the CM field Ki, which has genus gi. Furthermore,
we denote by Ki(xi) := HRi the ring class field of Ri, which is a field of definition for
xi, and we have Gal(Ki(xi)/Ki) ∼= Pic(Ri), and Ki(xi)/Ki is unramified outside fi. We
denote by K = K1K2 and K(x1, x2) = K1(x1)K2(x2) the composite fields. Denote by
Fs the separable closure of k in F (which contains H), and by L the Galois closure of
FsK(x1, x2) over k.
Let p be a prime of k of even degree which splits completely in FsK (in particular, p
is principal, as it splits in H), and suppose p ∤ f1f2. Let P be a prime of L lying above p,
and denote by Pi its restriction to Ki(xi). Denote by σ ∈ Aut(FL/FK) an extension of
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the Frobenius element (P, L/k), and let σi = σ|Ki(xi) = (Pi, Ki(xi)/Ki) (remember that p
splits in K and is unramified in L).
It follows from Proposition 2.1 that xi and x
σ
i correspond to Drinfeld modules linked
by cyclic p-isogenies, and hence
(x1, x2) ∈ Y ∩ TM2,p(Y σ) = Y ∩ TM2,p(Y ). (3.22)
Moreover, the whole Gal(FK(x1, x2)/F )-orbit of (x1, x2) lies in this intersection, which
thus contains at least max
(|Pic(R1)|, |Pic(R2)|)/[F : k] points. On the other hand, from
Proposition 3.5, deg(Y ∩ TM2,p(Y )) ≤ 4(|p|+ 1)2 deg(Y )2. Therefore, if
|Pic(Ri)|/[F : k] > 4(|p|+ 1)2 deg(Y )2, for i = 1 or 2, (3.23)
then the intersection is improper, Y ⊂ TM2,p(Y ) and hence Y is special (Theorem 3.15),
provided also |p| ≥ max(13, deg(Y )).
It remains to show that such a suitable prime p indeed exists, if HCM(x) is sufficiently
large. Let M be the Galois closure of FsK over k, and set
πM(t) = #{p ⊂ A | prime, split in M and |p| = qt}.
Let T ∈ k be a transcendental element such that k is a finite separable geometric extension
of Fq(T ), and let e = [k : Fq(T )]. Let F be the algebraic closure of Fq inM , let nc = [F : Fq]
be the constant extension degree and ng = [M : Fk] the geometric extension degree ofM/k.
The Cˇebotarev Theorem for function fields [5, Prop. 5.16] says
if nc|t, then |πM(t)− 1
ng
qt/t| < 4(e2 + gM(e+ 1)/2 + gk + 1)qt/2, (3.24)
where gM and gk are the genuses of M and k, respectively. We may bound gM in terms of
g1, g2 and gk using the Castelnuovo inequality [16, III.10.3], and eventually obtain
πM (t) > C1q
t/t− (C2(g1 + g2) + C3)qt/2, (3.25)
where C1, C2 and C3 are absolutely computable positive constants, depending on k and F .
We want πM(t) > logq |f1f2|, qt ≥ max(13, deg(Y )) and 2nc|t, so that there exists
a prime p which splits in M (and thus in FsK), does not divide f1f2, and satisfies the
hypotheses of Theorem 3.15. We also want (3.23) to hold, for which we employ Proposition
2.4:
|Pic(Ri)| > CεHCM(xi)1−ε = Cε(qgi|fi|)1−ε, for any ε > 0.
In summary, we need a simultaneous solution t ∈ 2ncN to the three inequalities
qt ≥ max(13, deg(Y )),
C1q
t/t− (C2(g1 + g2) + C3)qt/2 > logq |f1f2|,
and
Cε(q
gi|fi|)1−ε > 4[F : k](qt + 1)2 deg(Y )2 for some ε > 0, and i = 1 or 2.
Such a solution will always exist if HCM(x) = max(HCM(x1), HCM(x2)) is sufficiently large.
(Intuitively, qt must be large compared to logq |fi| and gi, and small compared to |fi| and
qgi). 
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3.8 Completing the proof of Theorem 1.2
The proof of Theorem 1.2 now follows exactly as in [3, §3.5]. We sketch the proof here for
the sake of completeness.
Firstly, as Y (C∞) contains a Zariski-dense subset S of CM points, which are defined
over ksep, there exists a finite Galois extension F/k over which Y is defined. We will use
induction on d = dim(Y ), the case d = 1 following from Theorem 3.21, so we assume that
d ≥ 2 and n ≥ 3. We may furthermore assume that Y ⊂ Mn is a hypersurface, as it is an
irreducible component of ⋂
I⊂{1,...,n}
|I|=d+1
p−1I pI(Y ).
Lastly, we may assume that all the projections pi : Y → M are dominant.
Step 1. For a given constant B > 0, we may assume that every x = (x1, . . . , xn) ∈ S
satisfies HCM(xi) > B, ∀i = 1, . . . , n (otherwise we replace S by a Zariski-dense subset).
Pick one such x ∈ S. Suppose that there exist primes p1, . . . , pd−1 ⊂ A of even degree
satisfying the following conditions:
(i) Each pj splits in F and in End(xi), for all i = 1, . . . , n.
(ii) |p1| ≥ max(13, deg(Y )).
(iii) |pj+1| ≥ (deg(Y ))2j
∏j
m=1(2|pm|+ 2)n2
j−m
, for j = 1, . . . , d− 2.
(iv) |Pic(End(xi))| > [F : k]|pd−1|2(2|pd−1|+ 2)n, for all i = 1, . . . , n.
Then one shows, again using Galois action on x together with Theorem 3.20, that there
exists a pure special subvariety Yx ⊂ Y containing x.
As the points in S are Zariski-dense, it follows that there exists a Zariski-dense family
C of pure special subcurves C ⊂ Y , C ∈ C.
Step 2. We now show that Y is special. Choose a CM point x1 ∈M(C∞), and consider
the slice
Y1 = Y ∩ ({x1} ×Mn−1).
Each pure special curve C ∈ C intersects Y1 in at least one CM point, and we denote by
Y ′ the Zariski-closure of these intersection points:
Y ′ = ∪C∈C(C ∩ Y1) ⊂ Y1.
We must have dim(Y ′) < dim(Y ), so by the induction hypothesis, Y ′ is special. We write
Y ′ = Y ′1 ∪ · · · ∪ Y ′r as a union of irreducible components. Replacing C by a Zariski-dense
subfamily and renumbering if necessary, we may assume that Y ′1 contains at least 1/r of
the points of C ∩ Y1 for all C ∈ C.
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Now, either Y ′1
∼= {y} ×Mm for some CM point y ∈ Mn−m(C∞), in which case Y =
Y ′0(N
′)×Mn−2 is special (here we use the fact that Theorem 1.2 has already been proved
for curves), or else at least one pure special curve appears as a factor of Y ′1 .
It follows that there exist indices 1 < i < j such that pi,j(Y
′
1) = Y
′
0(M) for some fixed
M ∈ A. Fix C ∈ C and let the pure special curve p{1,i,j}(C) ⊂ M3 correspond to the
triple (NC,1, NC,i, NC,j) ∈ A3 via Lemma 2.18. Again restricting C and switching i and j if
necessary, we may assume that |Nc,i| ≤ |NC,j| for all C ∈ C.
Now we fix C ∈ C and x1, xi ∈ M(C∞). Then the number of distinct xj ∈ M(C∞)
such that (x1, xi, xj) ∈ p{1,i,j}(C) is bounded from below by an increasing function in
|NC,j| (Proposition 2.19). But at least 1/r of these points xj must also satisfy (xi, xj) ∈
Y ′0(M), of which there can be at most ψ(M). It follows that |NC,i| and |NC,j| are bounded
independently of C ∈ C. Restricting C once again, we may assume that pi,j(C) = Y ′0(N0)
for all C ∈ C.
Now one can show that Y ∼= Y ′0(N0)×Mn−2, which is special.
Step 3. It remains to show that the primes p1, . . . , pd−1 ⊂ A satisfying (i)-(iv) above
actually exist, if the constant B > 0 is chosen sufficiently large. Let x = (x1, . . . , xn) ∈ S
such that HCM(xi) = q
gi|fi| > B for all i = 1, . . . , n.
As before, the problem boils down to finding simultaneous solutions t1, . . . , td−1 ∈ 2ncN
to the following four inequalities:
qt1 ≥ max(13, deg(Y )),
Cε(q
gi|fi|)1−ε > [F : k]q2td−1(2qtd−1 + 2)n, for some ε > 0 and some 1 ≤ i ≤ n,
qtj+1 ≥ (deg(Y ))2j
j∏
m=1
(2qtm + 2)n2
j−m
, for all 1 ≤ j ≤ d− 1,
C1q
tj/tj −
(
C2(g1 + · · ·+ gn) + C3
)
qtj/2 > logq |f1 · · · fn|, for all 1 ≤ j ≤ d− 1.
If B > 0 is sufficiently large, then such solutions exist. This completes the proof of
Theorem 1.2. 
4 Application to Heegner points
In this section we apply Theorem 1.2 to extend the main result of [2] to arbitrary global
function fields of odd characteristic.
Let E be an elliptic curve defined over k, which we recall is a global function field over
Fq, with q odd. Suppose that the j-invariant of E is not constant, so we say that E is
non-isotrivial. Then, replacing k by a finite extension if necessary, there exists a place
of k at which E has split multiplicative reduction, and if we call this place ∞ we are in
the situation of the previous sections. Now the conductor of E is of the form n · ∞, for
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an ideal n ⊂ A. It follows from the work of Drinfeld and others that we have a modular
parametrization
X0(n) −→ E (4.1)
defined over k, where X0(n) is the smooth projective model for the curve Y0(n) defined in
§2.3. See [8] for a detailed treatment.
We fix a prime p of A for the remainder of this section.
Lemma 4.2 There exist infinitely many quadratic imaginary extensions K/k satisfying
the following two conditions:
(i) Every prime q ⊂ A, q 6= p, which ramifies in K/k is principal in k.
(ii) Every prime q ⊂ A which divides n splits in K/k (Heegner hypothesis).
Proof. Denote by kn the ray class field of k with conductor n. Then a prime q ⊂ A splits
completely in kn if and only if q = 〈x〉 with x ≡ 1 mod n. Denote by Qn the set of primes
q ⊂ A of odd degree which split completely in kn. By the Cˇebotarev Theorem [5, Prop.
5.16], this set is infinite. Now let m ∈ A such that 〈m〉 is a product of primes in Qn and
deg(m) is odd. Then k(
√
m)/k is a quadratic imaginary extension satisfying conditions (i)
and (ii) above. 
Fix a quadratic imaginary extension K/k satisfying conditions 4.2.(i)-(ii) above, and
let n ∈ N. Denote by OK the ring of integers of K, and let On = A + pnOK , which is an
order of conductor pn in OK . Thanks to condition 4.2.(ii), there exists an ideal Nn ⊂ On
such that On/Nn ∼= A/n as A-modules. It follows that the pair of lattices (On,N−1n ) defines
a pair of Drinfeld modules with complex multiplication by On and linked by a cyclic n-
isogeny. Thus the pair defines a point xn ∈ X0(n)(K[pn]), where K[pn] denotes the ring
class field of On.
We let K[∞] := ∪n≥0K[pn] in a chosen algebraic closure k¯ of k. Then Gal(K[∞]/K) ∼=
G0×Z∞p , where Z∞p denotes the direct product of countably many copies of Z+p , where p is
the characteristic of k, and G0 is a finite abelian group, see [2, Proposition 2.1]. We denote
by H [∞] ⊂ K[∞] the fixed field of G0, so Gal(K[∞]/H [∞]) = G0 and Gal(H [∞]/K) ∼=
Z∞p . We write H [p
n] = H [∞] ∩K[pn].
We now define the nth higher Heegner point on E by
yn := TrG0(π(xn)) =
∑
σ∈G0
π(xσn) ∈ E(H [pn]). (4.3)
The main result of this section is
Theorem 4.4 Let I ⊂ N be an infinite subset. In the above situation, the group generated
by {yn | n ∈ I} in E(H [∞]) has finite torsion and infinite rank.
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Proof. Most of the work has already been done in [2, Theorem 2], combined with
Theorem 1.2. It remains to verify the surjectivity of a new modular parametrization
π′ : X0(mn)→ E, which we proceed to describe.
Let p1, . . . , pg denote the primes 6= p of A which ramify in K/k. As we have assumed
condition 4.2.(i), we know that they are all principal ideals. Let m = p1 · · · pg denote
their product. Choose a set S ⊂ GL2(Af ) of simultaneous representatives for the double
quotients GL2(k)\GL2(Af)/K0(n) and GL2(k)\GL2(Af )/K0(nm), (see §2.3 for notation).
For each s ∈ S we write Γs(n) = sK0(n)s−1 ∩GL2(k) and Γs(nm) = sK0(nm)s−1 ∩GL2(k).
Setting Ω∗ = Ω ∪ P1(k), on which GL2(k) acts in the obvious way, we get
X0(n)(C∞)
an ∼=
∐
s∈S
Γs(n)\Ω∗
X0(nm)(C∞)
an ∼=
∐
s∈S
Γs(nm)\Ω∗.
Every divisor d|m is principal, and we write d = 〈d〉 for a chosen d ∈ A. Let D denote a
set of these d’s as d ranges through all divisors of m, so |D| = 2g.
We define the full degeneracy map δ : X0(nm) → X0(n)2g by its action on C∞-valued
points:
δ : [ω] 7−→ ([dω])
d∈D
on each Γ0(nm)\Ω∗. (4.5)
Next, we give an analytic description of the modular parametrization (4.1), see [8] for
details. Denote by T∞ the Bruˆhat-Tits tree of GL2(k∞), and by H(T∞,Z) the group of
Z-valued harmonic cochains on the set of edges of T∞. For each s ∈ S one associates to E
a primitive Hecke newform ϕs ∈ H !(T∞,Z)Γs(n), the latter group denoting those harmonic
cochains invariant under Γs(n)-action and with compact (= finite) support on Γs(n)\T∞.
To ϕs one associates a certain holomorphic theta function us : Ω → C×∞ with multiplier
cs : Γs(n) → C×∞; in other words, us(αω) = cs(α)us(ω) for all ω ∈ Ω and α ∈ Γs(n). We
let ∆s = {cs(α) | α ∈ Γs(n)}, which is a multiplicative lattice in C×∞. The elliptic curve E,
which has split multiplicative reduction at ∞, is isomorphic to the Tate curve C×∞/∆s, for
each s ∈ S. Finally, on each s-component of Y0(n), the modular parametrization (4.1) is
given explicitly on C∞-valued points by
Γs\Ω −→ C×∞/∆s
[ω] 7−→ us(ω) mod ∆s,
and the cusps X0(n)r Y0(n) map to the identity of E.
Now we can combine (4.1) with (4.5) to obtain a new modular parametrization of E:
π′ : X0(nm)
Σ◦pi◦δ−−−−−→ E (4.6)
[ω] 7−→
∏
d∈D
us(dω) mod ∆s, on each Γs(nm)\Ω.
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According to [2, Theorem 2] it remains for us to show that π′ : Γs(nm)\Ω∗ → E is
surjective for every1 s ∈ S, in other words, that u′s(ω) :=
∏
d∈D us(dω) is not constant.
Denote by OΩ(Ω) the ring of rigid analytic functions on Ω, then there is an exact
sequence
1 −→ C×∞ −→ OΩ(Ω)× r−→ H(T∞,Z) −→ 0,
and the homomorphism r satisfies r(f ◦ α) = r(f) ◦ α for all α ∈ GL2(k). Moreover,
r(us) = ϕs.
Now suppose that u′s is constant. Then
0 = r(u′s) =
∑
d∈D
ϕs ◦
(
d 0
0 1
)
. (4.7)
Now ϕs 6= 0, so there exists an edge e0 of T∞ such that ϕs(e0) 6= 0. Thus by (4.7) there is
some 1 6= d0 ∈ D such that ϕs
((
d0 0
0 1
) · e0) 6= 0. Write e1 = ( d0 00 1 ) · e0, and we again find
some 1 6= d1 ∈ D such that ϕs
((
d1 0
0 1
) · e1) 6= 0, and so on, giving us an infinite sequence
e0, e1, . . . , of edges of T∞ with ϕs(ei) 6= 0 for all i ≥ 0. Moreover, as |di| > 1 for all i, we
see that the ei’s form a sequence of distinct edges all lying on one end of T∞. It follows
that their images in Γs(n)\T∞ still form an infinite sequence of edges lying on one end of
Γs(n)\T∞. But this contradicts the fact that ϕs has compact support modulo Γs(n), which
completes the proof of Theorem 4.4. 
Remark 4.8 The assumption 4.2.(i) should not be necessary, but the trouble begins
when, if we have non-principal ramified primes other than p, the generalization of (4.7)
mixes Hecke newforms ϕs for several different s ∈ S in a single equation.
Acknowledgment. The author would like to thank Gebhard Bo¨ckle for pointing out
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