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1 Introduction
This paper, broadly speaking, covers the use of randomness in two main areas:
low-rank approximation and kernel methods.
1.1 Low-rank Approximation
Low-rank approximation is very important in numerical linear algebra. Many
applications depend on matrix decomposition algorithms that provide accurate
low-rank representations of data. In modern problems, however, various factors
make this hard to accomplish:
• the amount of data and amount of features is absurdly large at times
• we often have missing or inaccurate data
• it may not be possible to simultaneously store all the data in memory
One solution to these problems is the use of random projections. Instead of
directly computing the matrix factorization, we randomly project the matrix
onto a lower-dimensional subspace and then compute the factorization. Often,
we are able to do this without significant loss of accuracy.
We describe how randomization can be used to create more efficient algo-
rithms to perform low-rank matrix approximation, as well as introducing a
novel randomized algorithm for matrix decomposition. Compared to standard
approaches, random algorithms are often faster and more robust. With these
randomized algorithms, analyzing massive data sets becomes tractable.
1.2 Kernel Methods
Kernel methods are almost diametrically opposite from low-rank approximation.
The idea is to project low-dimensional data into a higher-dimensional ‘feature
space,’ such that it is linear separable in the feature space. This enables the
model to learn a nonlinear separation of the data.
As before, with large data matrices, computing the kernel matrix can be expen-
sive, so we use randomized methods to approximate the matrix.
In addition, we propose an extension of the random Fourier features kernel in
which hyperparameter values are randomly sampled from an interval or Borel
set.
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The experiments discussed in this paper can be found on our GitHub repository
and website using the following links:
• https://github.com/rishi1999/random-projections
• https://rishi1999.github.io/random-projections/
2 Johnson-Lindenstrauss Lemma
The Johnson-Lindenstrauss Lemma, first appearing in [JL84], is a fundamental
result in this area and falls under the umbrella of concentration of measure.
Simply put, the Johnson-Lindenstrauss Lemma describes the existence of a map
from a higher dimensional space Rd into a lower dimensional space Rk that
preserves pairwise distances between the n points up to an error tolerance 0 <
ε < 1, with k on the order of ε−2 log n.
In applications with which we are concerned, the data (collection of points) can
be viewed as a matrix A ∈ Rn×d, with each row representing a point in Rd, and
the map in question can be represented by a matrix in Rk×d.
Lemma (Johnson-Lindenstrauss). Let {x1, ..., xn} be a collection of data points
in Rd. Let k ∈ N such that
k > C · log n
ε2
(C ≈ 24)
Then there exists a linear map f : Rd → Rk such that for any xi, xj ∈ X,
(1− ε) ‖xi − xj‖22 ≤ ‖f(xi)− f(xj)‖22 ≤ (1 + ε) ‖xi − xj‖22
Remark. The proof we give is probabilistic. Reconstructing the proof from
[Mic09], we will take a random rectangular matrix with entries drawn from a
standard normal distribution, first show that the expectation of the squared
2-norm of the low-dimensional projection of an arbitrary vector in Rn is the
equivalent to its original squared 2-norm in higher dimensional space, and then
show that we can be within an arbitrary tolerance with positive probability.
Proof. Let u ∈ Rd and let R ∈ Rk×d, where every entry in R is drawn i.i.d.
from a standard normal distribution. Set v = 1√
k
Ru. Here the coefficient 1√
k
represents a normalization factor.
Proposition. E[‖v‖22] = ‖u‖22
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Proof.
E[‖v‖22] = E
[ k∑
i=1
v2i
]
=
k∑
i=1
E [v2i ]
=
k∑
i=1
1
k
E [(
∑
j
Rijuj)
2]
=
k∑
i=1
1
k
∑
1≤j,l≤d
ujulE[RijRil]
=
k∑
i=1
1
k
∑
1≤j,l≤d
ujulδjl
=
k∑
i=1
1
k
d∑
j=1
u2j =
d∑
j=1
u2j = ‖u‖22
Now, we have determined the mean of our random variable ‖v‖22, and it remains
to show that its value concentrates around this mean. More specifically, we want
to put an upper bound on the probability that we are arbitrarily far from the
mean, and later to bound the probability of the union of all of these events to
reach the desired conclusion.
Proposition. Pr(‖v‖22 ≥ (1 + ε)‖u‖22) ≤ n−2
Proof. We define a random variable X ∈ Rk as a scaled version of v, such that
X =
√
k
‖u‖v. Thus, each element xi =
1
‖u‖R
T
i u for i = 1 . . . k. Additionally,
denote x = ‖X‖22 =
∑k
i=1 x
2
i =
k‖v‖22
‖u‖22 . Since vi =
1√
k
RTi ui, we have vi ∼
N(0,
‖u‖22
k ), and thus xi ∼ N(0, 1).
First, substitute to obtain
Pr(‖v‖22 ≥ (1 + ε)‖u‖22) = Pr(x ≥ (1 + ε)k).
Exponentiating both sides and multiplying by eλ for any arbitrary real λ yields
Pr(eλx ≥ eλ(1+ε)k).
4
Next, we use Markov’s inequality, which states that for a nonnegative random
variable X, we have Pr(X ≥ a) ≤ E[X]a , in order to get the upper bound
Pr(eλx ≥ eλ(1+ε)k) ≤ E[e
λx]
eλ(1+ε)k
.
Since xi, and thus x
2
i , is independent, the expectation of the product equates
to the product of the expectation, which yields equality with the product
k∏
i=1
E[eλx2i ]
eλ(1+ε)k
.
Since xi, and thus x
2
i , is identically distributed, we obtain the final upper bound:(
E[eλx2i ]
)k
eλ(1+ε)k
.
To evaluate the expectation in the numerator, note that, since xi ∼ N(0, 1), we
have x2i ∼ χ21. We now use the moment generating function from mathematical
statistics: observe that if X ∼ χ21, we have MX(t) = E[etX ] = (1− 2t)−1/2.
Thus, this yields
. . . =
( 1√
1− 2λ · eλ(1+ε)
)k
,
and since this is true for any arbitrary 0 < λ < 12 , we may choose λ =
ε
2(1+ε) ,
and obtain
. . . = [(1 + ε)e−ε]k/2.
For the next step, we use an inequality built on the Taylor expansion of log(1+a).
Lemma. For a positive real a,
log(1 + a) ≤ a− a
2
2
+
a3
3
.
Proof. Let f(a) = exp(a− a22 + a
3
3 )− (1 + a). Taking the derivative, we obtain
f ′(a) = (a2−a+1) exp(a− a22 + a
3
3 )−1. This derivative is always positive, which
can be verified by taking its derivative: f ′′(a) = exp(1/6a(6− 3a+ 2a2))a2(3−
2a + a2), which is always positive on a > 0 as the exponential and the two
polynomial factors are all strictly positive on a > 0. Since we know f ′(0) = 0,
and f ′′(a) > 0 for a > 0, this means f ′(a) > 0 for a > 0, and thus since f(0) = 0,
we know f(a) > 0 for a > 0. Thus, exp(a− a22 + a
3
3 ) > 1 + a for a > 0. Taking
the logarithm of both sides yields the desired result.
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Using this lemma, we achieve the upper bound
. . . ≤ exp
(
− (ε
2
2
− ε
3
3
)
k
2
)
≤ e−2 logn ≤ n−2 ,
where the first inequality comes from our bound on k.
We can apply a similar procedure to obtain the bound
Pr(‖v‖22 ≥ (1− ε)‖u‖22) ≤ n−2 ,
and we may combine these using the subadditivity of probability (the probability
of of a union of events is less than or equal to the sum of their probabilities) to
yield
Pr
(
‖v‖22 6∈
(
(1− ε)‖u‖22, (1 + ε)‖u‖22
))
≤ 2n−2 .
Now, since u is an arbitrary vector in Rd, we may let u = xi − xj for xi, xj ,
i, j ≤ n, and define the event
Eij := ‖f(xi)− f(xj)‖22 6∈
(
(1− ε)‖xi − xj‖22, (1 + ε)‖xi − xj‖22
)
.
We then obtain the union bound
Pr
( ⋃
i≤n
j<i
Eij
)
≤
∑
i≤n
j<i
Pr(Eij) ≤ n(n− 1)
2
· 2n−2 = 1− 1
n
.
Thus, the probability that all of the pairwise distances fall within the desired
intervals is given by the complement, and we obtain a lower bound of 1n . Since
the probability of the event occurring is greater than 0, there must exist a map
that satisfies the restrictions we require, concluding the proof.
3 Low-rank Approximation
3.1 Singular Value Decomposition
3.1.1 Deterministic SVD
Given any matrix A ∈ Rm×n, we can express A using the singular value decom-
position:
A = Um×mΣm×nV ∗n×n (1)
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where U and V are unitary matrices and Σ is a diagonal matrix with positive
diagonal entries σ1 ≥ σ2 ≥ .... ≥ σr where r is the rank of matrix A. The σi’s
are called the singular values of A. We note that the first r columns of U will
form an orthonormal basis for the column space of A [16]. Likewise, the first
r columns of V will form an orthonormal basis for the row space of A. The
orthonormal columns of U and V also contain the eigenvectors for the matrices
AA∗ and A∗A [16]. This can be shown using the singular value decomposition
of A to get the following eigendecompositions:
1. A∗A = (UΣV ∗)∗(UΣV ∗) = V Σ∗U∗UΣV ∗ = V Σ∗ΣV ∗ = V Σ2V ∗.
2. AA∗ = (UΣV ∗)(UΣV ∗)∗ = UΣV ∗V Σ∗U∗ = UΣΣ∗U∗ = UΣ2U∗.
These properties of the singular value decomposition will become useful in Sec-
tion 5.2.3 when we experiment with SVD through an eigenface example.
3.1.2 Randomized SVD
Given a matrix A, we want to find a matrix Q with orthonormal columns, such
that A ≈ QQ∗A [HMT09].
The matrix QQ∗ is an orthogonal projector. A projector is a matrix that squares
to itself. This means that applying it a second time to a given vector will do
nothing because the vector has already been projected into the desired subspace.
QQ∗ is a projector because
(QQ∗)2 = (QQ∗)(QQ∗)
= Q(Q∗Q)Q∗
= QIQ∗
= QQ∗ .
It is an orthogonal projector because it is Hermitian (equal to its conjugate
transpose). The kernel and row space of a matrix are orthogonal complements
of each other. So, the kernel and column space are orthogonal iff the matrix is
Hermitian.
We want an orthogonal projector primarily for two reasons. One reason is nu-
merical stability – the operator norm of an orthogonal projector is 1. Another
reason is that it projects each vector to the closest possible vector in the sub-
space. Since it’s not “stretching” vectors, distances are reasonably preserved.
With a general projection, some vectors will be arbitrarily grown and others
shrunk, depending on the specific projector (so it’s not inherent to the data).
Using ideas from [HMT09] we introduce randomness by constructing a n × k
random Gauissan matrix Ω. We set Y = AΩ and construct the matrix Q whose
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columns for an orthonormal basis for Y . Then an approximate SVD can be
computed as follows:
Let B = Q∗A. Then, we have QB = QQ∗A ≈ A. We then compute the SVD
of the small (relative to A) matrix B.
B = U˜ΣV ∗ (2)
We take U = QU˜ , and we now have A ≈ UΣV ∗. For this to be an exact SVD,
we would need to have U unitary, but since we are only trying to find a low-rank
SVD approximation, it will in fact not be square, so the best we can do is ensure
that it has orthonormal columns. This is equivalent to requiring U∗U = I. We
have
U∗U = (QU˜)∗(QU˜) = U˜∗Q∗QU˜ = U˜∗U˜ = I .
Note that traditionally in SVD, U would need to be a square matrix, but here
we have a rectangular matrix that contains only approximations to the most
dominant singular vectors, not all of them.
Thus, finally, we have constructed a randomized low-rank approximation for the
SVD of the matrix A.
3.2 Interpolative Decomposition
3.2.1 Deterministic ID
Given a matrix A ∈ Rm×n we can come up with a low-rank matrix approxima-
tion that uses A’s own columns. As stated in [Yin+18], by reusing the columns
of A, we are able to save space and keep the structure of the columns.
The interpolative decomposition can be computed using the column-pivoted QR
factorization:
AP = QR (3)
where P is a n × n permutation matrix moving picked columns to the front.
The reordering of the columns of A gives us a nice skeleton for the ID. Namely,
the column-pivoted QR chooses the “best” k columns from A.
To obtain our low-rank approximation we form the submatrix Qk formed by the
first k columns of Q. Thus we have the approximation:
A ≈ QkQ∗kA (4)
which gives us a particular rank k projection of A.
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3.2.2 Randomized ID
We introduce a novel method to compute a randomized interpolative decompo-
sition.
We randomly sample (without replacement) p columns from the n columns of
A, where p > k. Let A′ denote the submatrix formed by these p columns. We
then perform a column-pivoted QR factorization on A′:
A′P = QR (5)
Similar to deterministic ID, we take the first k columns of Q to form the sub-
matrix Qk, giving us the decomposition
A ≈ QkQ∗kA , (6)
where QkQ
∗
kA is a rank k projection of A.
3.3 Fixed-precision approximation problem
Given a fixed approximation error ε and a matrix A, we want to find a matrix
Q with orthonormal columns where k = k(ε) such that:
‖A−QQ∗A‖ ≤ ε (7)
In order for A to be approximately equal to QQ∗A the distance between the
two matrices should be within the range of error ε.
Let D = A − QQ∗A. Since Q∗A is a projection of the columns of A onto a
lower dimensional space, the Johnson-Lindenstrauss lemma guarantees that if
k > 243η2−2η3 log n [Mic09], there exists such a Q such that any row Di of D,
‖Di‖22 < η. If we set η = ε
2
n , and let D denote A−QQ∗A, then
‖A−QQ∗A‖ =
√√√√ n∑
i=1
‖Di‖22 ≤
√
nη = ε.
Thus, a bound of k > 24n
3
3ε4n−2ε6 log n guarantees the existence of a Q in order
such that ‖A−QQ∗A‖ < ε in the Frobenius norm.
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4 Kernel Methods
4.1 Deterministic Kernel Methods
Kernel methods are ubiquitous in the fields of machine learning and statis-
tics. These methods enable us to learn a nonlinear decision boundary using a
linear classification algorithm. We do this by mapping the data from the low-
dimensional input space into a high-dimensional feature space in which the data
is linearly separable.
Since we only need to know the inner products between pairs of vectors in the
feature space, we don’t have to explicitly compute the feature map. This is much
more computationally efficient. Letting φ denote the explicit high dimensional
mapping, we need only compute
k(x, y) = 〈φ(x), φ(y)〉 (8)
for each pair (x, y) in the input space.
For many feature maps, there exist simple kernel matrices that we can use to
perform easier computations:
• Polynomial kernel
• Radial Basis Function (RBF) / Gaussian kernel
• etc.
4.2 Kernel PCA
Principal component analysis (PCA) is a common linear method for dimen-
sionality reduction. Given a n × d data matrix A, the goal is to find a n × k
representation, with k < d, that captures most of the information of the data.
This can be done by column centering the data, labelling this as A0, and com-
puting an eigendecomposition of the covariance matrix
1
n
AT0 A0 = QΛQ
−1 (9)
Taking the first k eigenvectors in Q in order of decreasing eigenvalues yields
the k best principal components of the data: an orthogonal set of k linear
combinations of the original features that captures the most variance in the
data.
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Often, when data is not linearly separable, we use kernel methods to project the
data into a higher dimensional space before finding principal components. One
trade off is that the principal components no longer represent explicit linear
combinations of the original features, but rather linear combinations of the
transformed features.
4.3 Kernel SVM
If we want to train a model on a set of labeled data, one option is to use a Support
Vector Machine (SVM). If the data is linearly separable, this construct will
find the (d−1)-dimensional hyperplane that best separates these d-dimensional
points into their respective categories. In the simplest case, we have points in a
plane, and we are separating them with a line.
When we say we want to find the ’best’ separation, we mean that we want
to find the separation that maximizes the minimum distance of the points to
the hyperplane. This distance that we are trying to maximize is the margin.
The intuition is that we want to have as clear of a separation between our two
clusters of data points as possible.
If the data is not linearly separable, we can use the kernel trick to salvage the
classification scheme. We project the data into a high-dimensional space, where
the data is highly likely to be separable, and classify it in that feature space.
4.4 Randomized Fourier Features
In [RR08], a randomized procedure for approximating the kernel is described
by creating a low-dimensional map z into Rm such that
k(x, y) = 〈φ(x), φ(y)〉 ≈ 1
m
z(x)z(y)T . (10)
This can be done with the method of random Fourier features: given a shift-
invariant real-valued kernel k(x, y) on Rd × Rd, if it is normalized such that
k(x, y) ≤ 1 for each x, y, then Bochner’s theorem tells us that its Fourier trans-
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form p(w) is a probability distribution. Then, we may approximate
k(x, y) =
∫
Rd
p(w)e−jw
T (x−y)dw
=
∫
Rd
p(w)e−jw
T xejw
T ydw
≈ 1
m
m∑
i=1
e−jw
T
i xejw
T
i y
≈ 1
m
m∑
i=1
cos(wTi x+ bi) cos(w
T
i y + bi)
where wi ∼ p(w), bi ∼ Uniform(0, 2pi). The first approximation is from Monte
Carlo sampling to approximate the integral. For a given m, let
z(x) =
m∑
i=1
cos(wTi x+ bi). (11)
to yield our approximation 1mz(x)z(y)
T .
As an example, consider a standard RBF kernel defined by
k(x, y) = exp
(−γ‖x− y‖22) . (12)
We can approximate this kernel using m random Fourier features as described
above, with wi drawn from a multivariate normal distribution with mean 0 and
covariance 2γI.
Let X ∈ Rn×d be our data matrix. Define the Kernel matrix K ∈ Rn×n as
Kij = k(xi, xj), and express our approximation Kˆ =
1
mz(X)z(X)
T [Lop+14].
Note that Kˆ is a rank m approximation to K, and thus while these methods
appear to be new, they are intimately connected to the randomized matrix
decompositions earlier.
4.5 Sampling over a range of parameters
In some cases, an experimenter may wish to use the random Fourier features
kernel approximation to approximate a parametric family of kernels, but may
not know exactly what parameter choice to make. We introduce a novel method
involving Monte Carlo sampling over a parametric range:
Let k(x, y;α) denote a real valued, normalized (k(x, y;α) ≤ 1), shift-invariant
parametric family of kernels on Rd × Rd, with parameters α ∈ E ⊂ R`, where
E is the (Borel) parameter domain. Let p(α) be a probability distribution
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given by the inverse Fourier transform of k. For a given m, q, we may sample
α1, ..., αq ∼ Uniform(E) and subsequently ws1 , . . . , wsm ∼ p(αs) for s = 1, . . . , q
and approximate the kernel, sampling over E:
k(x, y) =
∫
E
∫
Rd
p(α)e−jw
T (x−y)dwdα
≈ 1
q
m∑
s=1
∫
Rd
p(w;αs)e
−jwTs (x−y)dw
≈ 1
mq
q∑
s=1
m∑
i=1
e−jw
T
si
xejw
T
si
y
≈ 1
mq
q∑
s=1
m∑
i=1
cos(wTsix+ bi) cos(w
T
siy + bi)
where bi ∼ Uniform(0, 2pi).
This procedure may be useful in cases where efficiency is desired, and an optimal
hyperparameter value is unknown, but instead a range is known. When the
dataset is too large to test individual values in this range specifically (i.e. a grid
search), this method may help to provide decent results at a low computational
cost.
5 Coding Investigations
5.1 Johnson-Lindenstrauss Lemma
The code for this experiment can be found at https://rishi1999.github.io/
random-projections/notebooks/html/JL_Lemma.html
The Johnson-Lindenstrauss lemma is a powerful tool in dimension reduction.
This lemma shows that when randomly projecting n points in any dimension
into a space of dimension O(log n) that pairwise distances are approximately
preserved. In this section, we will provide experimental results to support one
of the propositions instrumental to the proof of JL lemma from [Mic09]:
Proposition. Let u ∈ Rd be fixed, and let R be a random matrix with Rij ∼
N(0, 1). Define v = 1√
k
Ru such that v ∈ Rk. Then
E [‖v‖22] = ‖u‖22 (13)
This proposition is important as it allows us to randomly project a vector from
a d-dimensional space into a k-dimensional space while preserving the squared
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Euclidean norm of the original vector in expectation. Algorithm 1 will allow us
to test the proposition. It proceeds roughly as follows:
1. Find the squared norm of a fixed high-dimensional vector
2. Randomly project it 1000 times, and calculate the average squared norm
of the projections
3. Calculate the error between these two values
Algorithm 1: JL lemma - error in random projections
# create fixed unit vector u
u = random.randn(d,1)
u = u / np.linalg.norm(u)
# number of samples we will generate
iterations = 10000
v_errors = np.empty(iterations)
for i in range(iterations ):
# construct random Gaussian matrix
R = random.randn(k,d)
v = 1/math.sqrt(k) * R @ u
# store squared 2-norm of v
v_errors[i] = np.sum(np.square(v)) - 1
print(f’Mean: {np.mean(v_errors )}’)
print(f’Stdev: {np.std(v_errors )}’)
plt.hist(v_errors , bins =100)
To conduct this experiment we will let u ∈ R1000 and v ∈ R10. When we ran
this algorithm, it computed an error of less than 0.01. Figure 1 shows that the
relative error approximately centers around a mean value of 0. This shows that,
in practice, the statement E [‖v‖22] = ‖u‖22 does hold when u and v are defined
as in the above proposition.
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Figure 1: Error Between Squares Norms in High and Low Dimensional Spaces
5.2 Random Decompositions
The code for the following SVD/ID experiments can be found at https://
rishi1999.github.io/random-projections/notebooks/html/Image_Compression.
html
Randomness is a valuable tool for performing low-rank matrix approximations.
These efficient random methods for performing approximate matrix factoriza-
tion enable us to process very large data sets at significantly lowered costs.
Although random methods tend to be less accurate than deterministic meth-
ods, they can be much more efficient.
In order to confirm that randomness does in fact improve low-rank approxi-
mations, we will experiment with two deterministic methods along with two
random methods. We will then compare their relative errors and times by test-
ing 620 images from LFW dataset [Hua+07] to form a 620× 187500 transpose
matrix.
5.2.1 Interpolative Decomposition
Given a matrix A ∈ Rm×n, we can compute an interpolative decomposition
(ID), a low-rank matrix approximation that includes the original columns of A.
One way we can do this is through the column-pivoted QR factorization
AP = QR , (14)
where P is a permutation matrix. We take the first k columns from Q to obtain
the submatrix Qk. Then we have the following low-rank decomposition:
A ≈ QkQ∗kA . (15)
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In Algorithm 2, we use a new method described in Section 3.2.2 to compute a
randomized ID (RID).
Algorithm 2: Randomized ID - Column Pivoted QR
def random_id_rank_k(matrix , k, oversampling =10):
p = k + oversampling
m,n = A.shape
cols = np.random.choice(n, replace=False , size=p)
S = A[:,cols]
q,r = np.linalg.qr(S,pivoting = True)
q = q[:,:k]
return q @ q.T @ A
Consider d,m, r where d is the deterministic matrix approximation, m is the
original data matrix, and r is the randomized matrix approximation. We can
then measure relative error for Figures 2 and 3 in the following way:
1. Compute absolute random error: ar = ‖(r −m)‖2
2. Compute absolute deterministic error: ad = ‖(d−m)‖2
3. Calculate the error of ar relative to ad: relative.error = (ar − ad)/ad
Upon running the algorithm, as expected, the relative error for the RID tends
to be higher than that of the ID. As we test the algorithm against higher values
of k, we see in figure 2 that the random error does not decrease for larger rank
k approximations as quickly as the deterministic error.
Despite the RID producing less accurate results, it is significantly more efficient.
To show this the average time has been taken to test varying values of k for both
methods of computing the interpolative decomposition. In Figure 2, it is shown
that the random time relative to the deterministic time does not appear to be
hardly growing at all as the value of k increases. Accordingly, the randomized
interpolative decomposition we have introduced here shows experimentally to
be very computationally efficient.
5.2.2 Singular Value Decomposition
Given a matrix A ∈ Rm×n we can express the matrix as a product of three
“special” matrices, the singular value decomposition (SVD):
A = Um×mΣm×nV Tn×n
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Figure 2: Random ID Error and Time Relative to Deterministic ID
where U , V , and Σ are the matrices defined in 3.1.1.
We can compute a randomized SVD (RSVD) by first generating a random n×k
matrix Ω [HMT09], and then forming the following m× k matrix Y :
Y = (AA∗)q(AΩ) (16)
where q = 1 or q = 2. In practice with q = 0, [HMT09] tells us the algorithm
can cause the singular spectrum of A to decay slowly and thus the greatest
singular values will not capture most of the variance.
Algorithm 3 will allow us to test the accuracy and efficiency of this method
using the following steps to compute the RSVD of A:
1. Use QR factorization to compute a matrix Q whose orthonormal columns
form a basis for the column space of Y .
2. Set B = Q∗A
3. Compute the SVD factorization such that: B = U ′ΣV ∗
4. Thus A ≈ QQ∗A = QB = QU ′ΣV ∗
Note that we will be testing Algorithm 3 using real matrices.
The results of running Algorithm 3 for varying values of k shows that the error
for computing the RSVD is consistently slightly higher than computing the
SVD. In Figure 3, we compare the absolute error of the RSVD relative to the
absolute error of SVD as described in Section 5.2.1. This graph also shows the
average RSVD running time relative to the SVD running time. Figure 3 shows
us that the relative error is increasing. Although different from the ID, this is
caused by our absolute error for SVD and RSVD decreasing at similar rates.
Figure 4 demonstrates why the explanation for the increase in relative error for
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Algorithm 3: Randomized SVD
def random_svd_rank_k(A, k, power =1):
omega = random.randn(A.shape [1],k)
pow_matrix = np.linalg.matrix_power(A @ A.T,power)
Y = pow_matrix @ (A @ omega)
Q, R = np.linalg.qr(Y)
B = Q.T @ A
U_tilde , Sigma , Vh = np.linalg.svd(B)
U = Q @ U_tilde
Sigma = np.diag(Sigma)
return U @ Sigma @ Vh[:k]
ID and SVD differs by showing the error for each method relative to the original
data. As expected the RSVD method runs at a faster rate for smaller values of
k than SVD. However, it can be seen in Figure 3 that as the values of k increase,
the RSVD algorithm is not only less accurate than the SVD algorithm, but less
efficient as well.
Figure 3: Random SVD Error and Time Relative to Deterministic SVD
From our experiments we see that, in general, SVD and RSVD have lower errors
than ID and RID, and thus more accurate approximations. However, RSVD is
far less computationally efficient than RID. Not only does does the randomized
SVD lack efficiency for higher values of k, but our randomized ID is surprisingly
just as efficient for smaller values of k as it is for larger rank-k approximations.
Thus, when striving for efficiency or using large datasets, the RID is strongly
preferred over RSVD.
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Figure 4: Error Relative to Original Data
5.2.3 Eigenfaces
The code for the following experiment can be found at https://rishi1999.
github.io/random-projections/notebooks/html/Eigenfaces.html
One application of the SVD includes solving the eigenface problem. Using ideas
from [BKP15] our eigenfaces experiment tests the LFW dataset [Hua+07]. This
dataset contains more than 13,000 images of faces where each image is a 250×
250. By applying SVD to these images we can extract the most dominant
features from each image, resulting in our set of eigenfaces.
Our algorithm starts with flattening each image to represent it as a vector of
length 250× 250× 3 = 187500. Note, we multiple by three to account for three
colors channels of the images. In our experiment we will only use 620 images
from the LFW dataset giving us a matrix A of size 187500× 620. To normalize
the data each column of the matrix will be subtracted by the mean face. This
step allows us to take away the features that each face has in common, leaving
each image with its distinctive features visible. Given A with mean-subtracted
columns, SVD can be performed. The eigenfaces of the data are then given by
the columns of U . In our experiment we use both SVD and RSVD to compute
the eigenfaces of A.
In Figure 7, we display the absolute random error relative to the absolute de-
terministic error as well as the random time relative to deterministic time. As
expected, given the experiment from Section 5.2.2, the relative error increases
since the absolute errors for SVD and RSVD are decreasing at similar rates,
which can be seen in Figure 8. It can also be seen that, as the value of k, where
k is the number of columns of U , increases, the relative time increases until the
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Figure 5: Eigenfaces obtained using Deterministic SVD
Figure 6: Eigenfaces obtained using Randomized SVD
randomized method is running at about the same speed as the deterministic
method does.
Figure 7: Random SVD Error and Time Relative to Deterministic SVD
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Figure 8: Error Relative to Original Data Matrix
5.3 Least-Squares Approximation
The code for the following experiment can be found at https://rishi1999.
github.io/random-projections/notebooks/html/Least_Squares.html
When trying to solve the linear system of equation Ax = b there is not always a
vector x that yields an exact solution. The solution can be approximated such
that ‖Ax − b‖2 is minimized where A is a full rank m × n matrix with m ≥ n
and full column rank. To solve the least squares problem we have tested both
a deterministic method that uses QR factorization and a randomized method.
The deterministic method from [Ale18] used to calculate the linear least-squares
problem solution utilizes QR factorization to find a x∗ such that the equation
Ax = b is best approximated. Since A has full column rank, A has a unique QR
factorization: A = QR. Using the normal equations ATAx = AT b the vector x
can be approximated:
1. (QR)TQRx = (QR)T b
2. RTQTQRx = RTQT b
3. Since Q is an orthogonal matrix: RTRx = RTQT b
4. R is an upper triangular matrix with positive diagonal entries. Thus R
has an inverse and so does its transpose. Thus the system can be solved
so that: x∗ = R−1QT b
To test this method we use Algorithm 4 which generates a new A matrix and b
vector each run where the dimensions of A are increasing.
As expected, as the dimensions for A increases so does the time it takes to run
the algorithm. Figure 9 shows that the absolute error is low for smaller matrices
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Algorithm 4: Deterministic Least Squares Method
dims = np.arange (100, 2000, step =50)
def ls(dims):
times = []
for n in tqdm(dims):
m = 2 * n
A = np.random.randn(m,n)
b = np.random.randn(m,1)
start = perf_counter ()
q,r = np.linalg.qr(A)
qt = np.transpose(q)
c = qt @ b
rinv = np.linalg.inv(r)
xls = rinv @ c
end = perf_counter ()
times.append(end - start)
return times
but continue to increase as the size of the matrix does. Overall, the absolute
error for this method shows reasonably accurate results.
Figure 9: Efficiency and Error of Deterministic Least Squares Approximation
Algorithm
In an attempt to find a more efficient algorithm, we have created a random
method that solves the least squares problem. Given an integer k, this method
samples k Gaussian vectors x and keeps the vector that best minimizes ‖Ax−b‖2.
This algorithm is then run on many random A matrices and b vectors with
entries from a standard normal distribution. Unfortunately, this naive algorithm
was unable to beat the deterministic one. In Figure 10, the random method
proves not only to be less efficient but it is far less accurate.
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Figure 10: Efficiency and Error of Random Least Squares Approximation Algo-
rithm
Further investigations to fix this method may include finding a more structured
way to randomly sample the x vectors, instead of choosing completely arbitrarily
from a standard distribution.
5.4 Randomized Kernel Methods
In the following experiments we will use the randomized kernel method as de-
scribed in Section 4.4 to test m × d matrices. We provide pseduocode for our
random kernel in Algorithm 5.
Algorithm 5: Random Kernel Function
def generate_kernel(m=350, s=1/d):
val = 2*np.pi
b = np.random.uniform(low=0, high=val , size=(1,m))
W = np.random.multivariate_normal(
mean = np.zeros(d),
cov = 2*s*np.eye(d),
size = m
) #mxd
def ker(x, y):
z1 = np.cos(x @ W.T + b)
z2 = np.cos(y @ W.T + b)
return z1 @ z2.T / m
return ker
23
5.4.1 Kernel PCA
The code for the following KPCA experiment can be found at https://rishi1999.
github.io/random-projections/notebooks/html/Kernel_PCA.html
We began our investigation into the randomized Fourier features kernel approx-
imation by applying it to principal component analysis (PCA). We investigated
the effects of changing the hyperparameter m on the resultant embedding for a
conjured dataset of a circle surrounding a cloud of points.
In Figure 12, we display the embeddings yielded by plotting the projections
onto the first two principal components preceded by a deterministic radial basis
function (Gaussian) kernel.
In Figure 13, we vary m, the number of random Fourier features sampled,
for each value of γ, the parameter of the Gaussian kernel seen in Equation
12. We observe how as m grows, the embeddings more closely resemble their
deterministic counterparts, shown in Figure 12. This conclusion is logical as m
solely represents the number of samples taken to approximate the integral (refer
to Section 4.4). As we will see in Section 5.4.2, a low value of m allows for lower
computation cost, but with the trade-off of a worse approximation.
Figure 11: Original data
Figure 12: Embeddings with deterministic Gaussian kernel with varying γ values
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Figure 13: Embeddings with random Fourier features kernel approximating
Gaussian kernel with varying m values
5.4.2 Kernel SVM
The code for the following experiment along with other KSVM investigations
can be found on the following pages:
• https://rishi1999.github.io/random-projections/notebooks/html/
Kernel_SVM.html
• https://rishi1999.github.io/random-projections/notebooks/html/
GridSearchSVM.html
One experiment we ran was using the Kernel SVM technique to classify hand-
written digits from the MNIST dataset [LC10]. Since this task is not binary
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classification (there are ten modes: one for each digit), we have to use a mod-
ified formulation of SVM to tackle the problem. By default, the scikit-learn
[Ped+11] implementation of SVM uses a ‘one-vs-one’ approach for multiclass
classification; instead of performing a single instance of binary classification be-
tween two classes, we use the basic SVM to classify between each of the possible
10 · 9/2 = 45 pairs of classes and then tally up the results to determine which
class fits best.
Figure 14: Randomized Kernel SVM Accuracy
In Figure 14, we observe that as m, the number of random Fourier features
sampled in the kernel approximation, grows, the accuracy grows (converging to
the accuracy of the deterministic kernel), and the computational time increases
as well. Thus, we see a similar trade-off between accuracy and time.
In addition, we tested the computational time needed to train and test (cross
validate) SVMs on many different hyperparameter values, in the spirit of a grid
search. Specifically, we performed three fold cross validation using a determin-
istic and randomized Gaussian kernel on sets of 100 and 1000 γ values, and
observed computational cost results in the following table.
Num. γ values Det. serial (s) Rand. serial (s) Rand. parallel (s)
100 133.03 78.97 41.18
1000 1898.73 733.91 467.58
For the parallel column, we compute the kernel matrices
Kˆ =
1
m
z(X)z(X)T (17)
in parallel using batch matrix multiplication rather than one at a time. We ob-
serve that testing hyperparameters using the randomized kernel is significantly
faster than using the deterministic kernel, and that computing kernel matrices
in parallel provides further speedup. In addition, this experiment is solely using
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1000 samples of MNIST, and the true power of the randomized kernel comes
into play further when more samples are used.
For the parallelized approach, we note that the machine on which the exper-
iments were run had two cores, pointing to an ideal speedup up 2.0 (as ratio
of serial to parallel). Our experimental speedup was 1.92 for 100 γ values, and
1.57 for 1000 γ values, showing a slight deviation from the optimal speedup.
In addition, we note for the 100 γ trial that the γ value that produced the
highest accuracy using the randomized kernel corresponded with the best de-
terministic γ value, and for the 1000 γ value experiment, that the best random
γ corresponded with the 10th (up to uniqueness) best deterministic γ. These
results show that when large amounts of parameters need to be tested, it can
be efficient to test the results using the randomized method, find the best hy-
perparameter value, and use this value in the deterministic kernel.
6 Conclusion
Randomization is a powerful tool in low-rank matrix factorization and dimension
reduction.
Specifically, using randomness in matrix decompositions, despite losing accu-
racy, provides better efficiency. This provides a significant advantage as it en-
ables us to deal with much larger datasets. In this paper we have discussed
randomized methods for computing approximate matrix decompositions and
compared these with their deterministic analogs. Our results show us that, in
general, the SVD is more accurate then ID for both random and deterministic
methods. However, the randomized SVD is far less efficient than random ID.
As k increases, where k is the rank of the projection, the time it takes to run
random SVD increases at a much greater rate then random ID. The results show
that once the value of k is large enough the randomized SVD is not only less
accurate then deterministic SVD but it is no longer more efficient. Based off our
experiments, when aiming for efficiency or using large datasets, the randomized
ID method is preferred to randomized SVD.
In the randomized Fourier features kernel approximation, we note that the ran-
domized kernel is effectively a low-rank approximation of the deterministic ker-
nel, with rank corresponding to the number of random Fourier features sampled.
We note that the randomized kernel matrices were much less computationally
costly to compute than their deterministic counterparts. Applications for these
methods include using kernel methods such as PCA or SVM on large datasets,
or when many hyperparameters values are to be tested, such as a grid search.
In this case, the randomized kernel allows for parallelization using batch matrix
multiplication.
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In conclusion, randomized methods are an excellent tool to use when efficiency
is desired, especially in cases when their deterministic counterparts are compu-
tationally intractable. The phenomenon of concentration of measure allows the
standard deviation of these methods to be surprisingly low, allowing for their
usage in practical scenarios.
References
[] ICERM Logo. ICERM. url: https://icerm.brown.edu.
[16] The Singular Value Decomposition (SVD). 2016. url: https://
math.mit.edu/classes/18.095/2016IAP/lec2/SVD_Notes.pdf.
[Ale18] Alen Alexanderian. Some notes on QR factorization. 2018. url:
https://aalexan3.math.ncsu.edu/articles/qr_notes.pdf.
[BKP15] Brunton, Kutz, and Proctor. Eigenfaces Example. 2015. url: http:
//faculty.washington.edu/sbrunton/me565/pdf/L29secure.
pdf.
[HMT09] Nathan Halko, Per-Gunnar Martinsson, and Joel A. Tropp. Finding
structure with randomness: Probabilistic algorithms for construct-
ing approximate matrix decompositions. 2009. arXiv: 0909 . 4061
[math.NA].
[Hua+07] Gary B. Huang et al. Labeled Faces in the Wild: A Database for
Studying Face Recognition in Unconstrained Environments. Tech.
rep. 07-49. University of Massachusetts, Amherst, Oct. 2007.
[JL84] William Johnson and Joram Lindenstrauss. “Extensions of Lipschitz
maps into a Hilbert space”. In: Contemporary Mathematics 26 (Jan.
1984), pp. 189–206. doi: 10.1090/conm/026/737400.
[LC10] Yann LeCun and Corinna Cortes. “MNIST handwritten digit
database”. In: (2010). url: http : / / yann . lecun . com / exdb /
mnist/.
[Lop+14] David Lopez-Paz et al. Randomized Nonlinear Component Analysis.
2014. arXiv: 1402.0119 [stat.ML].
[Mic09] Mahoney Michael. The Johnson-Lindenstrauss Lemma. Sept. 2009.
url: https://cs.stanford.edu/people/mmahoney/cs369m/
Lectures/lecture1.pdf.
[Ped+11] F. Pedregosa et al. “Scikit-learn: Machine Learning in Python”. In:
Journal of Machine Learning Research 12 (2011), pp. 2825–2830.
[RR08] Ali Rahimi and Benjamin Recht. Random Features for Large-Scale
Kernel Machines. Ed. by J. C. Platt et al. 2008. url: http://
papers.nips.cc/paper/3182-random-features-for-large-
scale-kernel-machines.pdf.
28
[Yin+18] Lexing Ying et al. Interpolative Decomposition and its Applications
in Quantum Chemistry. 2018. url: https://www.ki-net.umd.
edu/activities/presentations/9_871_cscamm.pdf.
29
