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Rekonfigurierbare Schaltkreise wie Field Programmable Gate Arrays (FPGAs) stellen seit Jahren für viele
Unternehmen eine Schlüsseltechnologie zur Hintergrundbeschleunigung von Anwendungen und Cloud-
Diensten dar. Als weltweit führende Betreiber von Rechenzentren und Anbieter von Cloud-Infrastrukturen
setzten mittlerweile Microsoft, IBM und demnächst auch Amazon in ihren Systemen FPGAs auf Anwen-
dungsebene ein, um sowohl die Rechenleistung zu erhöhen als auch die Verlustleistung und damit die
Betriebskosten zu reduzieren. Ebenso stellt die Erhöhung der Zugangssicherheit durch Nutzung von
FPGAs einen weiteren bedeutenden Aspekt dar. Die zentrale Fragestellung dieser Arbeit besteht darin,
wie FPGAs durch Virtualisierung effizient auf der Anwendungsebene nutzbar gemacht werden können.
Das Ziel besteht darin, die FPGAs wie andere Komponenten flexibel und dynamisch in der Cloud einzu-
setzen, und lässt sich wie folgt zusammenfassen:
Evaluation eines flexiblen Einsatzes von FPGAs in der Cloud durch Virtualisierung der Hard-
wareressourcen und Abstraktion von der physischen Position im Rechenzentrum, um eine
adaptive und flexible Architektur für unterschiedliche Anwendungsfälle zu realisieren.
Um ein Cloud-System mit FPGAs evaluieren zu können, werden zunächst Servicemodelle für eine Be-
reitstellung der virtualisierten FPGAs entwickelt und in eine Ressourcenverwaltung eingebettet. Ziel der
Arbeit ist hierbei nicht der Aufbau einer Cloud-Architektur selbst, sondern vielmehr die Untersuchung
ausgewählter Aspekte mit Hinblick auf die Integration rekonfigurierbarer Hardware in eine Cloud.
Dabei wird die klassische System-Virtualisierung auf die rekonfigurierbare Hardware übertragen, um eine
Abstraktion vom physischen FPGA zu erreichen und diesen möglichst effizient auslasten zu können. Das
Ziel besteht hierbei darin, mehrere unabhängige, nebenläufig arbeitende Nutzerkerne auf demselben
physischen FPGA zu realisieren und durch Migration auf andere Rechenknoten zu übertragen sowie von
der physischen Größe und der Architektur des FPGAs zu abstrahieren. Dabei wird nicht nur der FPGA
virtualisiert, sondern – anders als bei der Mehrzahl vergleichbarer Arbeiten – das Gesamtsystem und
der Einsatzzweck berücksichtigt.
Ein prototypisch entwickeltes Cloud-System wurde im Rahmen mehrerer Projekte evaluiert. Durch diese
prototypische Umsetzung wird nachgewiesen, dass eine FPGA-Virtualisierung auf aktuellen FPGAs mög-
lich ist und welche Kosten dazu erforderlich sind. Ebenso zeigt sich, dass aufgrund bestimmter fester
Strukturen eine Etablierung von homogenen Bereichen notwendig ist, um die Migration eines partiel-
len FPGA-Kontextes zu ermöglichen und eine effiziente Lastverteilung in der Cloud zu realisieren. Die
prototypische Implementierung zeigt, dass eine Migration mit aktuellen FPGA-Architekturen möglich,
aber mit Kosten in Form von FPGA-Ressourcen verbunden ist. Des Weiteren wird mittels Simulation
untersucht, ob die in einem komplexen Anwendungsszenario angewendete Migration auch in einem
größeren Cloud-System zu einer effizienteren Auslastung der Ressourcen beitragen kann. Zusammen-
fassend ist sowohl durch die entwickelte Virtualisierung als auch durch die Möglichkeit einer Migration





Reconfigurable circuits (Field Programmable Gate Arrays (FPGAs)) for accelerating applications have
been a key technology for many years. Thus, the world’s leading data center operators and providers of
cloud infrastructures, namely Microsoft, IBM, and soon Amazon, are using FPGAs on their application
platforms. The central question of this contribution is how FPGAs can be virtualized for a flexible and
dynamic deployment in cloud infrastructures. The question and can be summarized as follows.
Evaluation of the flexible use of FPGAs in cloud infrastructures by virtualization of resources
and abstraction from the physical location in the data center to provide adaptive and flexible
architectures for a variety of applications.
In addition to the virtualization of FPGA resources, service models for the provision of virtualized FPGAs
are developed and embedded into a resource management system in order to evaluate the cloud sys-
tem’s behaviour. The objective of this work is not to build a cloud architecture, but rather to examine
selected aspects of cloud systems with regard to the integration of reconfigurable hardware. The FPGAs
are not only virtualized but, unlike in many other projects, the entire system and the application are ta-
ken into account. As a result, the vFPGAs are used dynamically and adaptively at different locations and
topologies in the cloud architecture, depending on the user’s requirements.
Furthermore, a prototypical implementation of a cloud system has been developed, and evaluated in
several projects. The virtualization using state-of-the-art FPGAs has shown that the establishment of
homogenous environments is possible. The Migration of a partial FPGA context is also possible with cur-
rent FPGA architectures, but is associated with high costs in form of hardware resources. Furthermore,
a simulation was carried out to determine whether virtualization and migration, could contribute to a
more efficient utilization of resources in a larger cloud system or impair the service level agreement. In
summary, both the developed virtualization and the possibility of a migration make it possible to reduce
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In dieser Arbeit wird die Eignung von rekonfigurierbarer Hardware für den Einsatz in einer Cloud analy-
siert. Es wird untersucht wie diese spezielle Hardware als Alternative zu Prozessoren in eine moderne
Cloud-Architektur eingebettet werden kann, um die Verarbeitungsgeschwindigkeit zu erhöhen, sowie
den Energieverbrauch und damit die Betriebskosten zu senken. Dabei steht eine systematische Virtuali-
sierung der Hardware im Vordergrund. Die Zielstellung besteht darin, für die Nutzer virtuelle Systemkon-
figurationen entsprechend deren Bedürfnissen bereitzustellen. Die Virtualisierung ist eine der Schlüs-
seltechnologien des Cloud-Computings [Put+15] und ermöglicht so die Abstraktion von der zugrunde
liegenden physischen Hardware. Sie bietet eine Möglichkeit Einschränkungen der physischen Hardware
aufzuheben und damit die Flexibilität eines Rechnersystems zu erhöhen [SN05b, S. 3]. Neben der Ener-
gieeffizienz und der Beschleunigung spielt ebenfalls eine optionale Erhöhung der Zugangssicherheit
durch Nutzung der Spezialhardware eine wesentliche Rolle.
1.1 Motivation
Cloud-Computing, die gleichzeitige Bereitstellung umfangreicher Rechen- und Speicherressourcen für
unterschiedliche Nutzer über das Internet, findet eine immer größere Verbreitung und führt zu einer
erheblichen wirtschaftlichen Bedeutung. Durch die flexible und adaptive Bereitstellung von Ressourcen
und Diensten kann eine deutliche Kostenersparnis auf Nutzerseite erreicht werden. Die Besonderheit
besteht darin, dass die Hardwareressourcen nicht durch den Nutzer selbst physisch vorgehalten werden
müssen [Brä+12]. Die Einsatzgebiete reichen hierbei von einfachen Web-Technologien und Datenspei-
chern über komplexe Geschäftsprozesse bis hin zu datenintensiven Anwendungen und Analysen im Be-
reich des Big Data oder des Internet of Things (IoT). Wachstumsraten von bis zu 30 Prozent weltweit im
Jahr 2016 im Bereich der Bereitstellung von Cloud-Infrastrukturen und -Plattformen [IDC16] führen dabei
zu einer stetig steigenden Konzentration an Rechenressourcen und damit auch zu steigender Rechen-
leistung. Der dadurch steigende Energiebedarf führt zu der Notwendigkeit des Einsatzes effizienterer
Systeme und weiterer Ansätzen zur Energieeinsparung [Bal+11]. Die Bearbeitung enormer Datenmas-
sen in der Cloud und die dazu erforderliche rasant steigende Rechenleistung, sowie der damit verbun-
dene zunehmende Energieverbrauch, führen zu der Notwendigkeit alternative Hardware-Architekturen
– abseits der traditionellen Prozessoren – in Rechenzentren zu integrieren. Eine deutliche Steigerung
der Rechenleistung bei gleichzeitiger Einsparung von Energie wird durch den Einsatz heterogener Syste-
men mit unterschiedlichen Komponenten wie beispielsweise Field Programmable Gate Arrays (FPGAs)
erreicht.
Dabei sind nach einer aktuellen Forbes-Umfrage [Rog16] Field Programmable Gate Arrays (FPGAs), re-
konfigurierbare Schaltkreise zur Beschleunigung von Anwendungen, für viele Unternehmen eine Schlüs-
seltechnologie. Microsoft [Cau+16], IBM [IBM15a] und demnächst auch Amazon [Ama17a] setzen als
weltweit führende Betreiber von Rechenzentren und Anbieter von Cloud-Infrastrukturen in ihren neuen
Systemen FPGAs auf Anwendungsebene ein, um rechenintensive Aufgaben und die Beschleunigung
1
1 Einleitung
von Cloud-Diensten auf die Spezialhardware auszulagern. Aufgrund des deutlich geringeren Energiever-
brauchs gegenüber herkömmlichen Prozessoren [Hoe16] können dadurch die Betriebskosten ebenfalls
gesenkt werden. Die Übernahme von Altera, einem der größten Hersteller von FPGAs, durch den Chip-
hersteller Intel erfolgte auch aufgrund der wachsenden Nachfrage nach FPGAs von Seiten der Betreiber
großer Rechenzentren [Rog16].
In der Vergangenheit beschränkte sich der Einsatz von FPGAs im Rechenzentrum hauptsächlich auf
die Netzwerkinfrastruktur und einfachen Coprozessoren, so dass die Integration der rekonfigurierbaren
Hardwarekomponenten auf der Anwendungsebene zu neuen Herausforderungen führt. Diese Art der
Nutzung der Hardware ist bislang dem Betreiber des Rechenzentrums vorbehalten und nicht effizient
von den Anbietern der eigentlichen Dienste nutzbar. Die Gründe dafür sind eine fehlende flexible Integra-
tion und Virtualisierung, also eine Abstraktion von der physischen Hardware der FPGAs für den Einsatz
in der Ressourcenverwaltung einer Cloud-Architektur.
Eine weitere Einsatzmöglichkeit von FPGAs in der Cloud stellt neben Netzwerkinfrastruktur und Hinter-
grundbeschleunigung die Erhöhung der Sicherheit von Cloud-Diensten dar die mit vertraulichen Daten
arbeiten. Durch den Einsatz spezieller rekonfigurierbarer Hardware bestehen deutlich weniger Angriffs-
möglichkeiten als bei herkömmlichen Prozessor-Architekturen, da die Software nur eine untergeordnete
Rolle spielt und ein sehr effizienter Schutz der Konfiguration der FPGAs möglich ist [TM14]. Die Konfigu-
ration eines FPGAs stellt dabei die Beschreibung des Verhaltens und der Struktur der Hardware, analog
zum Programm bei Prozessoren, dar.
1.2 Historische Entwicklung
Der erste FPGA wurde im Jahr 1984 von Xilinx vorgestellt und ab dem Jahr 2000 wurden FPGAs als Stan-
dardkomponenten in vielen digitalen Systemen eingesetzt. Aufgrund ihrer großen Rechenkapazität wur-
den sie ab 2008 zunehmend für die Beschleunigung von wissenschaftlichen Anwendungen interessant
[Tri15]. Seit 2013 beschäftigen sich vermehrt Forschungsarbeiten mit FPGAs in Cloud-Architekturen, wie
beispielsweise Putnam et al. [Put+14], welche FPGAs in bestehende Rechenzentren eingliedern, um die
Verarbeitungsleistung zu steigern, oder auch Chen et al. [Che+14] und Byma et al. [Bym+14], welche
versuchen, FPGAs als Ressourcen in eine bestehende Cloud-Verwaltung einzubinden.
Die Integration von FPGAs in eine Cloud erfordert neben der physischen Kopplung der Hardware mit
bestehenden Prozessoren auch eine Einbettung in das Betriebssystem auf dem Host-System. Die Vir-
tualisierung ist dabei eine der wichtigsten Technologien, auf denen der Bereich des Cloud-Computing
aufbaut [Plu+08]. Ein bedeutender Aspekt der Forschung ist dabei die Virtualisierung der physischen
Ressource FPGA um mehrere konkurrierende Nutzer zeitgleich auf der selben physischen Hardware
arbeiten zu lassen.
Ein dabei nicht zu vernachlässigender Aspekt ist die Virtualiserung der Ressource FPGA selbst und stellt
ein über Jahre immer wiederkehrendes Thema in der Literatur dar. Erste Gedanken zur Notwendigkeit
einer Virtualisierung von FPGAs veröffentlichten Fornaciari et al. [FP98b] mit dem Ziel, große Anwen-
dungen auf kleinen Schaltkreisen zu realisieren. Mittlerweile werden in der Forschung Wege gesucht
die jetzt verfügbaren, großen FPGAs mit unterschiedlichen Nutzern nebenläufig auszulasten. Eine Vir-
tualisierung von FPGAs mit dem Ziel, auf derselben physischen Hardware unterschiedliche Nutzer zu
etablieren, ist dabei Gegenstand der Arbeiten von El-Araby et al. [EGE08], Wang et al. in [WBP13] oder
Fahmy et al. [FVS15].
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Die Abgrenzung meines Forschungsvorhabens zu vergleichbaren Arbeiten ist hierbei die umfangreiche
Untersuchung unterschiedlicher Ansätze der Virtualisierung aus den klassischen Ansätzen zur Hardware-,
System- oder Treiber-Virtualisierung. Das wesentliche Alleinstellungsmerkmal besteht in einer Übertra-
gung der konventionellen System-Virtualisierung, wie sie auch für Betriebssysteme eingesetzt wird,
auf die rekonfigurierbare Hardware. Ausgangspunkt bildet eine prototypische Implementierung mit Ab-
grenzung und Isolierung der vFPGAs voneinander. Weitere wichtige Punkte sind ein notwendiges Kon-
zept zur Verwaltung von zusammengehörigen vFPGAs und virtuellen Maschinen in einem dynamischen
Cloud-System mit flexiblem Zugang zu den vFPGAs. Auf diese Weise wird sowohl die Beschleunigung
von Cloud-Diensten, als auch der Einsatz des FPGAs für sicherheitskritische Anwendungsfälle ermög-
licht, worin auch der wesentliche Beitrag der Arbeit zum Wissenschaftsgebiet liegt.
1.3 Zielsetzung und Beitrag
Das Ziel dieser Arbeit ist es zu analysieren, wie rekonfigurierbare Hardware-Komponenten im Kontext
von Cloud-Architekturen eingesetzt und sinnvoll genutzt werden können. Um jetzt verfügbaren sehr
großen FPGAs effizient auslasten zu können, ist ähnlich wie bei anderen Komponenten in der Cloud,
eine Virtualisierung der FPGAs und die Einbettung in eine Verwaltungsstruktur erforderlich. Die zentrale
Idee lässt sich wie folgt zusammenfassen:
Evaluation eines flexiblen Einsatzes von FPGAs in der Cloud durch Virtualisierung der Res-
sourcen zur Bereitstellung einer adaptiven und flexiblen Architektur für unterschiedlichste
Anwendungsfälle.
Die Schwerpunkte liegen dabei auf einer flexiblen Verwaltung der FPGAs und deren dynamischer Re-
konfiguration, einer Virtualisierung der Hardware zur Hintergrundbeschleunigung und der Erhöhung der
Sicherheit durch einen direkten Zugang zur dynamisch rekonfigurierbaren Hardware. Eine Virtualisierung
der FPGAs, welche eine optimale Auslastung der Ressourcen ermöglicht, bietet dabei größtmögliche Fle-
xibilität durch die Nutzung der dynamischen partiellen Rekonfiguration. Nach Vergleich unterschiedlicher
Ansätze erfolgt die Virtualisierung in der Arbeit analog zur System-Virtualisierung mit der Möglichkeit,
mehrere Nutzer auf der physischen Ressource gleichzeitig zuzulassen und sicher voneinander zu kap-
seln. Die virtualisierten FPGAs sollen an die Bedürfnisse der Nutzer adaptiert werden und eine höhere
Mobilität als bisher bieten, um die Ressource FPGA effizienter auszunutzen. Neben einer prototypi-
schen Implementierung wir ebenso ein Ausblick gegeben, wie zukünftige virtualisierte FPGAs für den
Cloud-Einsatz beschaffen sein müssen, um effizient und flexibel eingesetzt werden zu können.
Des Weiteren sollen die FPGAs aus Nutzersicht durch Virtualisierung von ihrer physischen Position im
Rechenzentrum losgelöst werden und für unterschiedliche Szenarien und Anwendungsfälle eingesetzt
werden können. Auf diese Weise ist es möglich, den Betreiber des Rechenzentrums von den eigentli-
chen Anbietern eines Dienstes zu entkoppeln, sodass FPGAs flexibel wie andere virtualisierte Ressour-
cen in der Cloud eingesetzt werden können.
Ziel der Arbeit ist nicht der Aufbau einer Cloud-Architektur, sondern vielmehr die Untersuchung ausge-
wählter Aspekte im Hinblick auf die Integration von rekonfigurierbarer Hardware. Der Neuigkeitswert
besteht in der Untersuchung der Integration und Verwaltung virtueller FPGAs auf unterschiedlichen Ab-
straktionsebenen in einem Cloud-System. Dabei wird nicht einfach nur der FPGA virtualisiert sondern,
anders als bei vielen anderen Arbeiten, das Gesamtsystem und der Einsatzzweck berücksichtigt und




1.4 Herangehensweise und Strukturierung der Arbeit
Um sich der Problemstellung anzunähern, wird zu Beginn in Kapitel 2 der Stand der Forschung auf den
relevanten Gebieten vorgestellt. Unterschiedliche Hardwarebeschleuniger und insbesondere rekonfigu-
rierbare Architekturen, sowie deren Kopplungsmöglichkeiten mit Prozessoren werden analysiert. Des
Weiteren werden zunächst die Begriffe Virtualisierung und Cloud-Computing definiert und aktuelle Ent-
wicklungen in diesen Bereichen aufgezeigt, um anschließend vergleichbare Arbeiten aus beiden Berei-
chen im Kontext zu Hardwarebeschleunigern auf FPGA-Basis zu betrachten. Anschließend endet das
Kapitel mit einer Literaturanalyse und der sich daraus ableitenden Zielstellung.
Im Hauptteil der Arbeit werden zu Beginn in Kapitel 3 unterschiedliche Abstufungen für den Einsatz von
rekonfigurierbaren Ressourcen für Cloud-Dienste herausgearbeitet und entsprechend ihrer Flexibilität
charakterisiert. Möglichkeiten der Kopplung zwischen mehreren virtualisierten FPGAs auf einem physi-
schen FPGA und Virtuellen Maschinen auf dem Host-System werden in Kapitel 4 analysiert. Nachdem
hier der vorliegende Entwurfsraum aufgezeigt wird und unterschiedliche Konzepte der Virtualisierung
mit Hinblick auf klassische System-Virtualisierungen gegenübergestellt werden, wird schließlich eine
prototypische Architektur für eine FPGA-Virtualisierung herausgearbeitet. Das Ziel besteht hierbei darin,
mehrere unabhängige, nebenläufig arbeitende Nutzerkerne auf demselben physischen FPGA zu realisie-
ren und durch Migration auf andere physische Rechenknoten zu übertragen, sowie von der physischen
Größe und der Architektur des FPGAs weitestgehend zu abstrahieren. Kapitel 5 zeigt die Möglichkeiten
zur Integration der zuvor virtualisierten FPGAs in eine Cloud-Architektur auf. Die Nutzung des FPGA soll
sich dabei nicht auf die Anwendung als einfacher Hardwarebeschleuniger zur Auslagerung recheninten-
siver Anwendungen beschränken, sondern dieser soll sich auch virtuell an unterschiedlichen Punkten im
System einbetten lassen können. Somit sollen mit Hilfe der Virtualisierung der Architektur auch sicher-
heitsrelevante Anwendungen, wie ein direkter verschlüsselter Zugang durch den FPGA zu gekapselten
Diensten auf den Virtuellen Maschinen des Hosts, ermöglicht werden.
Um die Lösungsansätze bewerten zu können, werden in Kapitel 6 die zuvor beschriebenen Konzepte in
ein prototypisches Cloud-System eingebettet. Dabei wird insbesondere die Virtualisierung der Hardware
realisiert, um Aussagen zur Machbarkeit geben zu können und erzielbare Leistungsdaten zu bestimmen.
In einem Anwendungsszenario wird gezeigt, wie die physischen FPGA-Ressourcen an virtualisierte Nut-
zerdesigns angepasst werden und wie eine Migration die Auslastung des physischen FPGAs optimieren
kann. Die Anforderungen durch eine Etablierung von homogenen und insbesondere migrierbaren FPGA-
Designs auf aktuellen FPGAs und Optimierungsansätze für zukünftige, virtualisierte FPGA-Architekturen
für den Einsatz in der Cloud werden anhand einer Simulation aufgezeigt.
Im letzten Kapitel werden schließlich die wesentlichen Ergebnisse der Arbeit zusammengefasst und in
Hinblick auf die Zielstellungen bewertet. Abschließend wird ein Ausblick auf mögliche Weiterentwick-




2 Stand der Forschung und Technik
Die Untersuchung der Möglichkeiten einer flexiblen Integration von spezieller rekonfigurierbarer Hard-
ware wie FPGAs in ein Mehrbenutzersystem oder eine Cloud-Architektur erfordert zunächst die Betrach-
tung der relevanten Teilgebiete. Der Schwerpunkt liegt dabei auf einheitlichen Begriffsdefinitionen und
den aktuellen Forschungsschwerpunkten auf den einzelnen Teilgebiete.
Abschnitt 2.1 stellt zunächst rekonfigurierbare Hardwarebeschleuniger auf Basis von FPGAs, sowie de-
ren Möglichkeiten vor. Da für die effiziente und flexible Integration von Hardware in eine Cloud eine
Virtualisierung der Hardware unerlässlich ist, werden die Grundlagen und Konzepte der Virtualisierung
in Abschnitt 2.2 erläutert. Darauf aufbauend gibt Abschnitt 2.3 einen Überblick zu den Grundlagen des
Cloud-Computing und der Bereitstellung, Integration und Verwaltung von Hardwareressourcen (Prozes-
sor, Speicher etc.). Verwandte Arbeiten aus den Themengebieten der Virtualisierung und der Bereit-
stellung von FPGA-Ressourcen in einer Cloud werden auf Basis der eingeführten Grundlagen in Ab-
schnitt 2.4 vorgestellt. Abschnitt 2.5 ordnet daraufhin die vorliegende Arbeit in die bestehende Literatur
ein und hebt deren Beitrag zum Wissenschaftsgebiet hervor.
2.1 Hardwarebeschleuniger auf Basis rekonfigurierbarer Hardware
Im folgenden Abschnitt 2.1.1 werden zunächst verschiedene derzeitig eingesetzte Hardwarebeschleuni-
ger vorgestellt, bevor zunächst in Abschnitt 2.1.2 auf die grundlegende Architektur von FPGAs sowie auf
Kopplungsarten mit Prozessoren eingegangen wird. Abschnitt 2.1.3 erläutert typische Einsatzgebiete für
FPGAs. In Abschnitt 2.1.4 wird darauf aufbauend der Ablauf zur Erzeugung eines Bitstreams (Konfigura-
tion) für einen FPGA erläutert und auf aktuelle Entwicklungen eingegangen.
2.1.1 Arten von Hardwarebeschleunigern und deren Leistungsbewertung
Die ersten Hardwarebeschleuniger, beziehungsweise Coprozessoren (siehe Definition 2.1), gehen zu-
rück bis zu den ersten Gleitkomma-Coprozessoren oder auch Direct Memory Access (DMA) Speicher-
controllern des von Neumann Rechners [Wol+84]. Aufgrund dessen hoher Flexibilität, jedes beliebige
Programm abarbeiten zu können, ist der Hauptprozessor, die Central Processing Unit (CPU), in ihrer
Leistungsfähigkeit eingeschränkt und erreicht nicht annähernd die Geschwindigkeit eines spezialisierten
Coprozessors, welcher nur für eine bestimmte Klasse von Anwendungen oder Algorithmen entworfen
wurde.
Definition 2.1: Coprocessor Additional processor used in some personal computers to
perform specialized tasks such as extensive arithmetic calculations or processing of graphical
displays. The coprocessor is often designed to do such tasks more efficiently than the main
processor, resulting in far greater speeds for the computer as a whole1. [Bri16]
1Freie Übersetzung von [Bri16]: Zusätzlicher Prozessor, der in Computern verwendet wird um spezialisierte Aufgaben, wie um-
fangreiche arithmetische Berechnungen oder die Verarbeitung von grafischer Darstellungen. Da der Coprozessor speziell für
diese Aufgaben ausgelegt ist, arbeitet er deutlich effizienter als der Hauptprozessor, was in einer deutlich höheren Verarbei-
tungsgeschwindigkeit des gesamten Rechensystems resultiert.
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Dabei ist zu unterscheiden zwischen einem Coprozessor, welcher Instruktionen direkt von einer eng ge-
koppelten CPU erhält und eine feste Firmware oder einen Mikrocode ausführt und einem Hardwarebe-
schleuniger, der sein eigenes, veränderbares Programm abarbeitet und lediglich Programm, und Daten
von einer CPU erhält, beziehungsweise die Ergebnisse an diese übermittelt. Hardwarebeschleuniger
sind demnach nicht zwangsläufig so eng mit der CPU gekoppelt wie Coprozessoren. Der Schwerpunkt
dieser Arbeit liegt dabei auf Hardwarebeschleunigern zur Auslagerung von rechenintensiven Anwendun-
gen, welche eine Steigerung der Verarbeitungsgeschwindigkeit durch Ausnutzung massiver Parallelität
erreichen.
Coprozessoren zur Ausführung von rechenintensiven arithmetischen Operationen haben sich von einfa-
chen Gleitkomma-Coprozessoren wie dem Intel 8087, welcher im Jahr 1980 vorgestellt wurde [Mue03,
S. 115], bis hin zu zunehmend massiv-parallelen Beschleunigern für Single Instruction Multiple Da-
ta (SIMD) Gleitkomma-Berechnungen, wie dem ClearSpeed Coprozessor [Pro11], weiterentwickelt. Ne-
ben solchen Coprozessoren wurden zunehmend Hardwarebeschleuniger wie beispielsweise IBMs Cell
Broadband Engine (CBE) [Kah+05] entwickelt. Die Architektur besteht aus einer PowerPC CPU und bis
zu acht speziellen Rechenkernen. Ursprünglich war die CBE nur für die Sony Playstation 3 vorgesehen,
wurde aber aufgrund der hohen Rechenleistung auch für die Beschleunigung von wissenschaftlichen An-
wendungen interessant, was zu ihrer Weiterentwicklung und schließlich einem professionellen Einsatz
als IBM PowerXCell 8i im HPC-Bereich im Jahr 2008 führte [Bar+08].
Neben diesen speziellen Architekturen rückten ab dem Jahr 2000 immer wieder FPGAs als frei konfigu-
rierbare und energieeffiziente Hardwarebeschleuniger für spezielle Anwendungen in den Fokus [VB13],
konnten sich aber als Beschleuniger trotz ihrer großen Flexibilität nicht etablieren. Der Grund bestand in
der vergleichsweise geringen Rechenleistung für Gleitkommaarithmetik aufgrund derer FPGAs weiter-
hin lediglich für spezielle kryptografische und Festkommaarithmetik eingesetzt wurden [VB13, S. V]. Mit
dem Erreichen der Taktobergrenze von Prozessoren und dem Übergang zu parallelen Architekturen wur-
den FPGAs zunehmend für spezielle hochparallele Berechnungen eingesetzt. Ab 2007 wurden zudem
Grafikkarten (GPUs) aufgrund des Übergangs von der ursprünglichen Grafikpipeline hin zu vollwertigen
Rechenkernen und des Compute Unified Device Architecture (CUDA)-Programmiermodells von Nvidia,
welches keine Kenntnisse über Grafikprogrammierung erforderte, vermehrt als Hardwarebeschleuniger
mit mehreren Tausend einfachen Rechenkernen eingesetzt [KW12]. Des Weiteren haben sich in den
letzten Jahren Manycore-Architekturen wie der Intel Xeon Phi als weitere Alternative etabliert.
2.1.1.1 Aktuelle Hardwarebeschleuniger und ihre Charakteristiken
Abbildung 2.1 gibt einen Überblick zu den aktuellen Hardwarebeschleunigern und der ihr zugrunde lie-
genden Architektur, wobei diese nach der Komplexität der Rechenkerne, sowie deren Anzahl einge-
ordnet sind. Ausgehend vom klassischen Prozessor und der weiterhin nach Moore’s Law2 steigenden
Anzahl an verfügbaren Transistoren auf einem Chip bestand die zwangsläufige Konsequenz zur weiteren
Steigerung der Rechenleistung in einer Vervielfältigung der Prozessorkerne in Richtung einer vollständi-
gen Multicore-Architektur [Gra03, S. 2].
Hardwarebeschleuniger, welche typischerweise eng mit einem Hauptprozessor gekoppelt sind (siehe
Abbildung 2.2) und diesen für die Programmausführung benötigen, können in die drei Gruppen Many-
core, Grafikkarte und FPGA unterteilt werden. Der Hauptprozessor ist dabei notwendig um die Daten
sowie das auszuführende Programm an den Beschleuniger zu senden, die Verarbeitung durch einen
2Das Gesetz, welches Gordon Moore 1965 formulierte [Moo65], besagt, dass sich die Komplexität integrierter Schaltkreise
regelmäßig verdoppelt. Unterschiedliche Quellen geben 18 bis 24 Monate als Zeitraum für die Verdoppelung an [SW04].
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Abbildung 2.1: Auswahl von Hardwarebeschleuniger-Architekturen mit Einordnung nach Anzahl der nebenläufigen
Rechenkerne und deren Komplexität, beginnend bei einem einfachen Prozessor mit Steuerwerk










Abbildung 2.2: Typische Kopplung zwischen Hardwarebeschleuniger und Hauptprozessor.
Funktionsaufruf zu starten und die Ergebnisse nach der Berechnung wieder zu empfangen. Der Zugang
und die Kommunikation mit dem Beschleuniger werden über eine API gewährleistet, welche die erfor-
derlichen Datentransfers und insbesondere den Funktionsaufruf (Kernelaufruf) der auf den Beschleuni-
ger ausgelagerten Funktion ermöglicht. Typische aktuelle Hardwarebeschleuniger sind unter anderem:
Manycore-Architekturen: Eine Manycore-Architektur besteht aus einer deutlich höheren Anzahl von
Rechenkernen als eine Multicore-Architektur. Die Rechenkerne besitzen einen eigenen Kontroll-
fluss mit eigenständiger Abarbeitung eines oftmals gemeinsamen Programms. In Anlehnung an
Flynn [Fly72] kann die Architektur als Single Programm Multiple Data (SPMD) bezeichnet werden.
Ein Beispiel aus dieser Gruppe ist der Intel Xeon Phi [Int16c] mit bis zu 72 Rechenkernen, welche
komplex und vielseitig sind, so dass eine Programmierung mit beispielsweise OpenMP [Dag98]
genauso möglich ist wie mit Open Computing Language (OpenCL) [Mun+09].
Grafikkarten (GPGPUs): Eine deutliche Steigerung der Anzahl der Rechenkerne durch massive SIMD-
Parallelität ist mittels moderner Grafikkarten, den sogenannten General Purpose Graphics Pro-
cessing Units (GPGPUs) möglich. Hierbei sind die Rechenkerne allerdings deutlich weniger kom-
plex und in Multiprozessoren zusammengefasst, welche ein Programm auf vielen parallelen Re-
chenkernen ausführen. Eine CUDA-fähige Grafikkarte gliedert sich dementsprechend in mehrere
Blöcke (welche aus Hardware-Sicht Multiprozessoren entsprechen) und diese wiederum in unter-
schiedliche Threads (welche auf den Rechenkernen oder Thread-Prozessoren abgearbeitet wer-
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Tabelle 2.1: Überblick über Arten von Hardwarebeschleunigern mit theoretischer Floating-Point Rechenleistung in
SP (einfache Genauigkeit) oder DP (doppelte Genauigkeit) und dem maximalen Energieverbrauch TDP.
Beschleuniger GFlops Taktrate Prozess TDP Kerne Cache/OCRAM
Xilinx 7 Series (Virtex-7 690t [Xil16c; Xil16i]) 833 SP 438 MHz 28 nm 20 - 30 Wa 3.600 DSPs 8,6 MByte
Xilinx UltraScale+ (VU9P [Xil16c; Xil16i]) 4.600 SP 438 MHz 16 nm 20 - 50 Wa 6.840 DSPs 48 MByte
Intel Stratix 10 (GX 2800 [Int16b]) 9.200 SP 450 MHz 14 nm – 5.760 DSPs 30 MByte
Nvidia Tesla (P100 SP [NVI16]) 9.300 SP 1.328 MHz 16 nm 300 W 3.584 Cores 18 MByte
Intel Xeon Phi (7290F [Int16c]) 1.208 DP 1.500 MHz 14 nm 260 W 72 Cores 36 MByte
Intel Core i7 (5960X [Int16a]) 384 DP 3.000 MHz 14 nm 140 W 8 Cores 20 MByte
aTDP auf Basis von [Int16b; Xil16c; Xil16h] mit 20 Watt zusätzlich für on-Board Peripherie [KLS16].
den) [KW12]. Die Verarbeitung wird demnach in Anlehnung an Flynn [Fly72] als Single Program
Multiple Thread (SPMT) bezeichnet. Die Rechenkerne haben hierbei eine geringere Komplexität, al-
lerdings ist deren Anzahl mit bis zu 3.584 CUDA-Kernen in einer Nvidia Tesla P100 [NVI16] deutlich
höher als bei sonst üblichen Manycore-Architekturen. Die Programmierung erfolgt über Sprachen
wie zum Beispiel OpenCL [Mun+09] oder CUDA [KW12] mit einer expliziten Kennzeichnung der
Parallelität innerhalb des Funktionsaufrufes über die beiden Ebenen Blöcke und Threads, sowie
der auf den Beschleuniger ausgelagerten Funktionen (Kernel).
Hardwarebeschleuniger auf Basis rekonfigurierbarer Hardware (FPGAs): Die Nutzung von FPGAs
als Hardwarebeschleuniger erfolgte nach Trimberger [TM14] ab etwa 2005 durch die Verfügbarkeit
immer größerer FPGAs und deutlich sinkender Preise, welche sie für Anwendungen fernab des
ursprünglichen Application Specific Integrated Circuits (ASIC)-Prototyping interessant machten. Im
Jahr 2008 stellte Convey mit dem HC-1 [Bak10] ein leistungsfähiges hybrides System mit einem
FPGA als Coprozessor vor, wodurch in der Folge FPGAs immer wieder als Hardwarebeschleuniger
in Betracht gezogen wurden sich aber aufgrund einer vergleichsweise aufwändigen Programmie-
rung bislang nicht etablieren konnten [KHZ16]. Aus der Realisierbarkeit mehrerer Tausendspezi-
fischer Rechenkerne und deren Anpassbarkeit an die Anforderungen der konkreten Anwendung
resultiert eine hohe mögliche Verarbeitungsleistung [KPS11; VB13]. Die Architektur von FPGAs
und typische Anwendungen werden detailliert in Abschnitt 2.1.2 erläutert. Die Programmierung,
beziehungsweise Konfiguration der FPGAs wird in Abschnitt 2.1.4 betrachtet.
Die oben vorgestellten Beschleuniger sind darauf ausgelegt, hochparallele Berechnungen durchzuführen
und verfügen dazu in der Regel über mindestens zwei Ebenen der Parallelität in sowohl der Hardware als
auch im Kernel-Programm. Dies sind einerseits eine grobgranulare Aufteilung der Arbeitspakete auf die
Blöcke oder Multiprozessoren und des Weiteren eine feingranulare Unterteilung in Threads, welche auf
den eigentlichen Rechenkernen ausgeführt werden. Um Plattformunabhängigkeit zu ermöglichen wurde
zum Beispiel die Sprache OpenCL für die Programmierung von heterogenen Architekturen entwickelt.
2.1.1.2 Leistungsbewertung von Hardwarebeschleunigern
Als Überblick über ausgewählt Beschleuniger zeigt Tabelle 2.1 wichtige Leistungsdaten für Hardware-
beschleuniger. Die Anzahl der nebenläufigen Rechenkerne ist dabei eine wesentliche Kennzahl für die
erreichbare Parallelität. Die vorgestellten Beschleuniger sind dabei in der Regel mittels Peripheral Com-
ponent Interconnect Express (PCIe) mit dem Host-System verbunden. Im Folgenden werden zunächst
unterschiedliche Kriterien zur Bewertung von Hardwarebeschleunigern und ähnlichen parallelen Archi-
tekturen aufgezeigt.
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Theoretisch erreichbare Rechenleistung – FLOPS und GMACS
Die Leistungsfähigkeit von Prozessoren und Hardwarebeschleunigern kann als einfacher Ausdruck von
Arbeit pro Zeiteinheit anhand der Gleitkommaoperation GFLOPS beurteilt werden [Kru09]. Dabei muss
zwischen theoretischer Rechenleistung, welche mit der Architektur erreicht werden kann, und der für
eine konkrete Anwendung erreichten Leistung unterschieden werden. Ausgewählte Vertreter der vor-
gestellten Hardwarebeschleuniger sind in Tabelle 2.1 mit Gleitkommaoperationen, Verlustleistung (TDP)
und weiteren relevanten Kennzahlen aufgelistet, um einen Vergleich zu ermöglichen. Die Gleitkomma-
Rechenleistung ist für eine Vielzahl von wissenschaftlichen Anwendungen mit starkem numerischen
Anteil aus Physik, Chemie und Biologie von großer Bedeutung [Kru09]. Tabelle 2.1 zeigt, dass FPGAs
eine geringere Taktrate und einen deutlich geringeren Energieverbrauch als andere Hardwarebeschleuni-
ger aufweisen, aber dennoch über eine hohe theoretische Gleitkomma-Rechenleistung verfügen. Wird
die theoretisch erreichbare Rechenleistung pro Watt betrachtet, zeigt sich eine höhere Effizienz von
FPGAs gegenüber GPGPUs3.
Eine weitere Metrik, welche neben CPUs und GPGPUs insbesondere auch für DSPs und FPGAs ge-
nutzt wird, ist die Giga Multiply-Accumulate (GMAC)-Leistung auf Basis der insbesondere die für Matrix-
und Vektorarithmetik wichtigen Multiply-Add Operation. In Abschnitt A.1.2 wird des Weiteren die Ent-
wicklung GMAC-Leistung näher betrachtet. Aufgrund der unterschiedlichen Architekturen und typischen
Anwendungsbereiche ist eine Bewertung anhand von Rechenkernen schwierig, da beispielsweise auf
einem FPGA Rechenkerne nur indirekt in Form der DSPs zur verfügung stehen, welche eine deutlich
höhere Rechenleistung im Festkomma-, als im Gleitkommaformat besitzen.
Ausführungszeit, Speedup, Energieverbrauch und Entwicklungszeit
Neben den nur theoretisch erreichbaren Leistungsdaten sind reale Leistungsdaten für konkrete An-
wendungen, beispielsweise Benchmarks wie Linpack für Gleitkommaoperationen [DLP03] oder das
Standard Performance Evaluation Corporation (SPEC) [Hen00] Benchmark, von großer Bedeutung, um
Architekturen im Kontext ihres Einsatzgebietes bewerten zu können.
Sind keine Benchmarks vorhanden oder bilden diese nicht die benötigten Anwendungen zum Vergleich
ab, ist als ein weiteres Kriterium, insbesondere zur Bewertung von Hardwarebeschleunigern, die Aus-
führungszeit sowie der erzielte Geschwindigkeitsgewinn gegenüber einer Vergleichsimplementierung
auf einem Prozessor heranzuziehen.
Bei einer Parallelisierung durch unabhängige Verarbeitungseinheiten innerhalb des Beschleunigers oder
durch mehrere Beschleuniger können dabei die klassischen Ansätze zur Abschätzung und Berechnung
eines Speedups von Amdahls [Amd67] und Gustafson [Gus88] genutzt werden.
Ein wichtiges Kriterium stellt besonders für FPGAs neben der Leistungsfähigkeit der Energieverbrauch
und entsprechend die Rechenleistung pro Watt dar. Beispielsweise zeigen Fowers et al. in [Fow+13],
dass FPGAs eine Fourier-Transformation besonders energieeffizient berechnen können und Che et al.
zeigen in [Che+08] die hohe Rechenleistung für einfache streaming-orientierte Operationen wie Ver-
und Entschlüsselung. Für Anwendungen aus der Biologie erreichen FPGAs aufgrund hoher Parallelität
und der dort genutzten einfachen Datentypen ebenfalls hohe Verarbeitungsgeschwindigkeiten, wie in
[Hou+16; KDW10; KPS11; Ols+12] gezeigt wurde. Im Bereich der Bildverarbeitung übertreffen FPGAs in
ausgewählten Szenarien GPGPUs, wie bei der Clusterung mit Hilfe eines k-Means Algorithmus in der
3Aufgrund der hohen Anschaffungskosten von FPGAs mit mehreren tausend DSPs bieten GPGPUs eine deutlich bessere Effizi-
enz von Rechenleistung bezogen auf Anschaffungskosten [Ber16].
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Tabelle 2.2: Qualitativer Vergleich von unterschiedlichen Hardwarebeschleunigern. Nach [Gup15; Put16].
Rechenleistung Energieverbrauch Komplexität Flexibilität Entwicklungszeit Sicherheit
CPU ✗ ! ✓ ✓ ✓ ✗
ASIC ✓ ✓ ✓ ✗ ✗ ✓
FPGA ✓ ✓ ! ✓ ✗ ✓
GPU ✓ ✗ ! ! ! !
✓: optimal !: eingeschränkt ✗: problematisch
Arbeit von Hussain et al. [Hus+11]. Für komplexere Anwendungen mit vielen Gleitkommaoperationen
eignen sich GPGPUs deutlich besser, wie von Gac et al. [Gac+08] oder Li et al. [LSS11] gezeigt wurde. In
[Wil+10] haben Williams et al. dargestellt, dass FPGAs zwar eine hohe Rechenleistung für Festkomma-
Operationen aufweisen, aber die Gleitkomma-Rechenleistung bei GPGPUs höher liegt.
Nur wenige Arbeiten ziehen zur Bewertung die Entwicklungszeit für eine Anwendung hinzu, da diese oft
nur schwer messbar ist. Jones et al. [Jon+10] und Merchant et al. [Mer+08] zeigen, dass im Vergleich zu
anderen Plattformen wie Multicore und GPU die Entwicklungszeit bei rekonfigurierbarer Hardware deut-
lich höher liegt. FPGAs stellen für bestimmte Anwendungen zwar eine ideale Architektur hinsichtlich
Rechenleistung, Latenz und Energieverbrauch dar, aber die Entwicklungskosten für Anwendungen lie-
gen in der Regel deutlich höher, auch wenn mit der High-Level Synthesis (HLS) und OpenCL für FPGAs
diese zu Lasten der Leistungsfähigkeit reduziert werden kann [Ska+13].
2.1.1.3 Abschließende Betrachtung von Hardwarebeschleunigern
Tabelle 2.2 zeigt einen qualitativen Vergleich zwischen den Beschleunigern und einem Prozessor als
Vergleichsbasis, um die unterschiedlichen Arten von Hardwarebeschleunigern besser charakterisieren
zu können. Die in Abschnitt 2.1.1.2 betrachteten Kriterien fließen in den Vergleich ebenso ein wie die
grundsätzliche Komplexität der möglichen Algorithmen, die Flexibilität, Entwicklungszeit und ein Einsatz
als kryptographischen Hardwarebeschleuniger zur Steigerung der Informationssicherheit.
Prozessoren weisen unter den Vergleichssystemen die geringste Rechenleistung und einen durchschnitt-
lichen Energieverbrauch auf, lassen sich aber aufgrund der komplexen Rechenkerne an eine Vielzahl von
Anwendungen und Algorithmen durch Software anpassen. Sie sind daher sehr flexibel und die Entwick-
lungszeit der Programme damit gering. GPGPUs hingegen haben eine deutlich höhere Rechenleistung
bei entsprechend hohem Energieverbrauch. Ihre Rechenkerne sind vom Funktionsumfang und der Pro-
grammabarbeitung in ihrer Komplexität eingeschränkt, wodurch die Flexibilität entsprechend geringer
ist.
FPGAs hingegen können flexibel an unterschiedlichste Problemstellungen durch Konfiguration der Hard-
ware angepasst werden und verfügen dabei über eine hohe Rechenleistung bei geringem Energiever-
brauch. Gerade für den Einsatz in einem Rechenzentrum, welches Cloud-Dienste bereitstellt, eignen sich
FPGAs zur Beschleunigung von unterschiedlichsten, sogar komplexen Anwendungen, außerordentlich
gut (siehe Abschnitt 2.4.2 für typische Cloud- und sicherheitsrelevante Anwendungen). Eine nähere Be-
trachtung von FPGAs als Beschleuniger zur energieeffizienten Steigerung von Rechenleistung und ihren
möglichen Einsatz in sicherheitskritischen Bereichen innerhalb einer Cloud-Architektur ist daher vielver-
sprechend, wie Putnam et al. in [Put+14], Byma et al. in [Bym+14] und Chen et al. [Che+14] darstellen.
Im folgenden Abschnitt 2.1.2 werden Entwicklung, Architektur, Kopplungs- und Konfigurationsarten von
FPGAs näher erläutert.
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2.1.2 Architektur von FPGAs, Kopplungs- und Konfigurationsarten
Field Programmable Gate Arrays sind Halbleiterbauelemente, auf denen beliebige Schaltungen aufgrund
ihrer internen rekonfigurierbaren Struktur realisiert werden können. Zunächst zeigt Abschnitt 2.1.2.1 die
historische Entwicklung von FPGAs, wonach in Abschnitt 2.1.2.2 die Hardwarearchitektur detailliert vor-
gestellt wird. Anschließend werden in Abschnitt 2.1.2.3 Möglichkeiten der Kopplung von FPGA und CPU
untersucht. Danach wird in Abschnitt 2.1.4.3 zunächst die partielle dynamische Rekonfiguration und in
Abschnitt 2.1.4.4 die Möglichkeiten zur Verschlüsselung eines Bitstreams aufgezeigt.
2.1.2.1 Historische Entwicklung
Der erste FPGA wurde im Jahr 1984 von Xilinx vorgestellt, wobei der Begriff erst von Actel ab 1988
etabliert worden ist [Tri15]. FPGAs sind dabei die komplexesten und leistungsfähigsten Vertreter aus der
Reihe der Hardware programmierbaren Schaltkreise4. Zu diesem Zeitpunkt waren ASICs weit verbrei-
tet um benutzerdefinierte logische Schaltungen im Silizium umsetzen, hatten aber den Nachteil einer
langen Entwicklungs- und Produktionszeit. Durch die zunehmende Anzahl von Prozessschritten und der
dafür erforderlichen Masken wurde es zunehmend teurer, einen ASIC zu entwickeln. FPGAs stellten
eine kostengünstigere Alternative5 [Tri15] für niedrige bis mittlere Stückzahlen dar. Die Besonderheit bei
FPGAs ist dabei die Möglichkeit vorgefertigte Schaltkreise zu nutzen und die Funktion während der Lauf-
zeit durch Konfiguration einer neuen Schaltung auf die zugrundeliegende rekonfigurierbare Architektur
anzupassen. Diese Möglichkeit macht FPGAs für das rapid Prototyping, dem Verfahren kostengünstige
aber schnelle und effiziente Schaltungen direkt in Hardware zu realisieren, interessant. FPGAs stellen
ebenfalls eine geeignete Plattform für das Reconfigurable Computing6 (siehe Definition 2.2) dar [Bob07;
HD08; Tre96]:
Definition 2.2: (Re)configurable Computing Additional processor used in some personal
computers to perform specialized tasks such as extensive arithmetic calculations or pro-
cessing of graphical displays. The coprocessor is often designed to do such tasks more
efficiently than the main processor, resulting in far greater speeds for the computer as a
whole7. [Bri16]
Ab dem Jahr 2000 waren FPGAs Standardkomponenten in vielen digitalen Systemen. Aufgrund ihrer
hohen Kapazität und der dadurch wachsenden Systeme wurden sie zuerst für Anwendungen aus dem
Bereich der Netzwerk- und Telekommunikation interessant [Tri15]. Durch die zunehmende Integrations-
dichte der FPGAs wurden diese in der Zahl ihrer Gatter zunehmend umfangreicher als ASICs, wodurch
auch komplexe Systeme (Plattform FPGA [FPG05]) auf ihnen realisiert werden konnten. Xilinx führte ab
dem Jahr 2000 die dynamische partielle Rekonfiguration zur Laufzeit ein [Kao05; McD08], wodurch Teil-
komponenten eines FPGAs ideal an die aktuellen Bedürfnisse der Anwendung angepasst werden konn-
ten, was sie schließlich für den HPC-Bereich als Hardwarebeschleuniger [EGE08] und ab 2013 ebenso
als Beschleuniger für das Cloud-Computing [Bym+14; Che+14; Put+14] interessant machte.
4Der Bereich der (re)konfigurierbaren Logik reicht von einfachen, mindestens einmalig konfigurierbaren Simple Programmable
Logic Devices (SPLDs) über Complex Programmable Logic Devices (CPLDs), welche SPLDs über ein konfigurierbares Verbin-
dungsnetzwerk koppeln, bis zu den rekonfigurierbaren, also mehrmals programmierbaren, FPGAs [HM04].
5Der Einsatz von ASICs lohnt sich bei hohen Stückzahlen oder wenn Einschränkungen hinsichtlich der Leistungsaufnahme oder
Geschwindigkeit bestehen.
6Die ersten Ansätze für das Reconfigurable Computing gehen zurück auf den Prozessor mit rekonfigurierbaren Gitter von Gerald
Estrin im Jahr 1960 [Est60] und dem Xputer von Reiner Hartenstein [Har01].
7Freie Übersetzung von [Bri16]: Zusätzlicher Prozessor, der in Computern verwendet wird um spezialisierte Aufgaben, wie um-
fangreiche arithmetische Berechnungen oder die Verarbeitung von grafischer Darstellungen. Da der Coprozessor speziell für
diese Aufgaben ausgelegt ist, arbeitet er deutlich effizienter als der Hauptprozessor, was in einer deutlich höheren Verarbei-
tungsgeschwindigkeit des gesamten Rechensystems resultiert.
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2.1.2.2 Definitionen, Begriffe und die Architektur von FPGAs
Durch die Konfiguration der intern vorhandenen Komponenten können in einem FPGA verschiedene
Schaltungen und Funktionen direkt in Hardware realisiert werden. Die Möglichkeiten reichen von einfa-
chen logischen Verknüpfungen, über einfache Zustandsautomaten, bis hin zu vollständigen Mehrkern-
Prozessoren und hochparallelen Systemen. Um dies zu ermöglichen bestehen FPGAs aus einem Array
von konfigurierbaren Logikblöcken (Configurable Logic Blocks (CLBs)) und einer hierarchisch aufgebau-
ten, ebenfalls konfigurierbaren Verbindungsstruktur. Die Möglichkeit der Rekonfiguration ergibt sich aus
dem Schreiben von Bits in Static Random Access Memory (SRAM) basierte Look Up Tables (LUTs),
FlipFlops und Multiplexer zum Schalten der Verbindungsleitungen.
Das anwenderspezifische Hardwaredesign wird dabei auf der zugrundeliegenden FPGA-Architektur aus-
geführt. Sämtliche logischen Verknüpfungen und Verbindungsleitungen ergeben sich durch die Konfi-
guration und bilden das Hardwaredesign. Diese rekonfigurierbare Zwischenschicht mit Millionen von
Multiplexern und Verbindungsleitungen, welche zusammengeschaltet werden können und wovon eine
reale Anwendung oft nur wenige benötigt, stellen einen wesentliche Nachteil von FPGAs dar. Im Ver-
gleich zu ASICs, bei denen die Gatter einfach direkt miteinander verbunden sind, führt die Möglichkeit
zur Rekonfiguration bei FPGAs zu einer Reduzierung der Geschwindigkeit und zusätzlichem Energiebe-
darf [KZH16]. Dieses sogenannte Technology Gap zwischen FPGAs und ASICs wurde von Kuon und
Rose in [KR07] untersucht. Für einen 90 nm-Prozess ist beispielsweise ein FPGA um den Faktor 35
größer als ein ASIC mit dem selben Anwenderdesign. Um die Effizienz zu steigern befinden sich in
modernen FPGAs dedizierte Multiplizierer, DSPs und Speicherblöcke, was zu einer Verringerung des
Technology Gaps auf 18 beigetragen hat [KR07]. Die Geschwindigkeit von FPGAs ist mit einer Taktrate
von zur Zeit bis zu 300 MHz typischerweise um bis zu vier Mal geringer als die von ASICs [KR07]. Die
Möglichkeit, FPGAs durch ihre Rekonfigurierbarkeit durchschnittlich besser auslasten zu können, gleicht
aber diese Einschränkungen aus [KZH16; VB13].
Die sich für eine Rekonfiguration ergebenden Grundbausteine eines modernen FPGAs sind in einem
Gitter angeordnet, wie in Abbildung 2.3 dargestellt. Nach [KZH16] und [HM04] sind die Basiselemente,
aus denen jeder FPGA aufgebaut ist, im Einzelnen Konfigurierbarer Logikblöcke (CLB), Verbindungsnetz-
werk mit Connection Block (CB) und I/O-Blöcke. Eine detaillierte Beschreibung der Komponenten ist im
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Abbildung 2.3: Schematischer Aufbau eines FPGAs mit Logik- (CLBs), I/O, DSP- und dedizierten Speicherblöcken, so-
wie den konfigurierbaren Leitungen mit den Verbindungsblöcken (PSMs), DSPs und OCRAM. Nach
[HD08, S. 9].
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Um höheren Anforderungen an Integrationsgrad und Geschwindigkeit entgegenzukommen, gibt es eine
Reihe weitere fester Komponenten wie DSPs, Multiplexer, Speicherblöcke (OCRAM), PCIe-Endpunkte
oder vollständige Prozessoren, welche über das konfigurierbare Verbindungsnetzwerk in das System
integrierbar sind [HM04; KZH16].
Die Komplexität und der Aufbaue moderner FPGAs werden in Abbildung A.2 veranschaulichet. Der ge-
samte Chip ist dabei in mehrere lokale Taktregionen eingeteilt. Die Struktur der horizontal angeordneten
Komponenten ist nur teilweise homogen und durch die eingebetteten Funktionsblöcke zur Rekonfigu-
ration, weiterer Infrastruktur und PCIe-Endpunkten unterbrochen, was eine beliebige Anordnung und
ein Verschieben von Teilkomponenten erschwert. Die Identifikation von homogenen Regionen zur Ver-
schiebung von Komponenten ohne ein erneutes Platzieren und Verknüpfen ist Gegenstand aktueller
Forschungen, wie in den Arbeiten von Backasch et al. [Bac+14] oder Ichinomiya et al. [Ich+12] und wird
in Abschnitt 2.1.4.3 nochmals aufgegriffen.
2.1.2.3 Kopplung zwischen Prozessoren und FPGAs
Für den Einsatz von FPGAs als Rechenbeschleuniger oder Coprozessor ist eine Kopplung zwischen CPU
und FPGA unerlässlich, um einerseits eine hohe Parallelität durch spezielle Hardware und andererseits
einen universellen Programmfluss durch einen klassischen Programmablauf zu erreichen. Verschiedene
Ansätze zur Kopplung von FPGA und CPU werden im Folgenden aufgezeigt, wobei als Ausgangspunkt
eine klassische Systemarchitektur, wie sie in Abbildung 2.4 gezeigt ist, dienen soll. Die unterschiedlichen
in der Literatur vertretenen Ansätze werden im Folgenden erläutert und sind ebenso in Abbildung 2.5
dargestellt. Unterschiedliche Möglichkeiten FPGAs mit Prozessoren zu koppeln werden in den Arbeiten






Abbildung 2.4: Aufbau eines einfachen Rechnersystems bestehend aus Prozessor, Speicher und Bus für Peripherie-
geräte. Erweiterung von [Tan06, S. 122].
Integration von Prozessor und FPGA auf einem Chip: Eine Möglichkeit, einen FPGA mit einem Pro-
zessor zu koppeln ist die direkte Integration des FPGAs in den Prozessorchip als rekonfigurierbare
Funktionseinheit (Functional Unit (FU)), wie in Abbildung 2.5(a) gezeigt. Hierbei sind nach Comp-
ton et al. [CH02] die rekonfigurierbaren Komponenten direkt als Funktionseinheit in den ebenfalls
rekonfigurierbaren oder erweiterbaren Befehlssatz des Prozessors eingebettet.
FPGA als klassischer Coprozessor: Die enge Kopplung eines FPGAs direkt mit dem Prozessor wie
in Abbildung 2.5(b) gezeigt, entspricht einem klassischen Coprozessor, wie die Systeme in den
Arbeiten von Razdan [Raz94] oder Niyonkuru et al. [NZ04]. Der FPGA hat hierbei nur eine unter-
geordnete unterstützende Rolle und wird über speziellen Befehle vom Prozessor administriert,
beziehungsweise mit Daten versorgt.
Kapselung eines Prozessors: Eine weitere Möglichkeit besteht im umgekehrten Weg der Integration
eines statischen Prozessors als eigenständige Komponente innerhalb eines FPGAs. Dabei liegt
der Prozessor im rekonfigurierbaren Gitter und der FPGA kann nicht nur Teile einer Anwendung
beschleunigen, sondern auch über den Zugang zum Prozessor ein- oder ausgehende Daten be-
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arbeiten. Der FPGA rückt bei dieser Architektur stärker in den Vordergrund als bei den vorheri-
gen Konzepten. Beispiel für einen FPGA mit integrierten festverdrahtetem Prozessor ist die Zynq-
Architektur von Xilinx [Cro+14] mit festen Cortex-A9 innerhalb des FPGA oder SoC-Architekturen
















































(c) Kapselung eines Prozessors als feste Komponente innerhalb des FPGAs mit Zugriff








(d) Integration eines FPGAs als (lose gekoppelter) Coprozessor direkt am Speicherbus


















(e) Kopplung von Prozessor und (prinzipiell) eigenständigem FPGA (Hardwarebeschleu-
niger) über den PCIe-Bus mit jeweils separatem Hauptspeicher.
Abbildung 2.5: Möglichkeiten der Kopplung von FPGAs mit Prozessoren.
Einsatz des FPGAs als externer lose gekoppelter Hardwarebeschleuniger: Ein Ansatz zur direkten
Nutzung von FPGAs als leistungsfähige Hardwarebeschleuniger ist in Abbildung 2.5(d) aufge-
zeigt. Systeme wie Conveys HC-1 [Bak10] oder auch die Cray XD1 [Cra16] nutzen eine enge
Kopplung über den Speicherbus oder den Front-Side Bus (FSB) [Bre10], um eine schnelle Kom-
munikation zwischen den Prozessoren und den FPGA-Beschleunigern zu ermöglichen. Die dazu
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eingesetzten Protokolle sind abhängig von den Hauptprozessoren, dazu gehören beispielsweise
Intels QuickPath Interconnect (QPI) [Zia+10], der von AMD eingesetzte HyperTransport-Link (HT)
[Ahm+02] oder IBMs Coherent Accelerator Processor Interface (CAPI) [Stu+15].
FPGA mit eigenem Speichercontroller: Einen weiteren, aber deutlich flexibleren Ansatz der Kopplung
eines Prozessors mit weiteren Geräten wie FPGAs stellt der PCIe Bus8 dar. Derartige Systeme,
wie in Abbildung 2.5(e) gezeigt, stellen den zur Zeit am weitesten verbreiteten Ansatz zur Kopplung
von Prozessoren und Hardwarebeschleunigern dar und werden auch von den in Abschnitt 2.1.1.1
vorgestellten Beschleunigern eingesetzt. Der derzeitig erreichbare Datendurchsatz liegt in der sel-
ben Größenordnung wie bei den zuvor genannten Systemen. Die Latenz ist aufgrund der lockere-
ren Kopplung allerdings entsprechend größer. Prozessor und FPGA verfügen hierbei über separate
Hauptspeicher, wobei der Zugriff üblicherweise über DMA von Seiten des Prozessors erfolgt. In
diese Kategorie fällt ebenfalls der Intel Stellarton (Intel Atom E6x5C) mit zusätzlichem FPGA auf
demselben Board, welcher über PCIe mit dem Prozessor gekoppelt ist [Int17a]. Der Axel Clus-
ter von Tsoi et al. [Tso10] basiert auf Hardwarebeschleunigern wie FPGAs und GPGPUs und nutzt
PCIe, um eine größtmögliche Flexibilität und Unabhängigkeit von Herstellern zu erreichen. Weite-
re konkrete, und für diese Arbeit relevante Systeme mit einer Kopplung von Prozessor und FPGA
werden in Abschnitt 2.4.4 vorgestellt.
2.1.2.4 Konfiguration
Ein wichtiger Punkt der bei der Kopplung zwischen FPGA und Prozessor beachtet werden muss ist die
Konfiguration des FPGAs selbst. Diese erfolgt bei FPGA-Boards typischerweise über die Boundary-Scan
oder JTAG-Schnittstelle und einen entsprechenden Controller um den Zugriff über USB oder andere
Protokolle zu gewährleisten. Alternativ kann die Konfiguration ohne ein Rechnersystem mit Hilfe eines
Serial Peripheral Interface (SPI) oder Byte Peripheral Interface (BPI) zu einem Flash-Speicher erfolgen, in
welchem ein vordefinierter Bitstream für den FPGA gehalten wird [Xil16b; Xil16f]. Der Bitstream selbst
wird direkt beim Einschalten des Systems auf den FPGA übertragen.
Neben weiteren in [Xil16b] dokumentierten Methoden besteht bei FPGAs des Herstellers Xilinx die
Möglichkeiten der Konfiguration über den Internal Configuration Access Port (ICAP). Dieser ermöglicht
eine Konfiguration eines partiellen Bereiches des FPGAs über einen statischen Bereich innerhalb des
Designs, welcher einen Zugang zum ICAP bereitstellt. Über ein entsprechendes Design kann ein Zugang
zum ICAP von der Aussenwelt erfolgen und somit eine Konfiguration über ein Netzwerkinterface, QPI,
PCIe oder weitere Protokolle ermöglicht werden. Eine notwendige Voraussetzung besteht darin, dass
grundlegende Design in statischen und rekonfigurierbaren Bereiche auf dem FPGA zu unterteilen (siehe
Abschnitt 2.1.4.3).
2.1.3 Einsatzgebiete und typische Anwendungen
Typische Einsatzgebiete von FPGAs reichen vom einfachen ASIC-Prototyping über eigenständige Netz-
werkrouter oder Mobilfunkbasisstationen, bis zur Industrieautomatisierung und einem Einsatz in Fahr-
zeugen. Insbesondere werden sie auch als Hardwarebeschleuniger zur Unterstützung von Prozessoren
in Rechenzentren genutzt, wie bereits in Abschnitt 2.1.2.3 erläutert. Die Anwendungsszenarien für die
einzelnen Gebiete sind dabei sehr unterschiedlich und werden im Folgenden erläutert.
8PCIe erreicht in Version 3.0 mit 16 Lanes eine Datenrate von bis zu 15.754 MByte/s.
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Anwendungsspezifische Schaltungen: FPGAs werden häufig für Anwendungen eingesetzt, bei de-
nen die Latenz von großer Bedeutung ist, Entscheidungen schnellstmöglich getroffen werden
müssen und dabei ebenfalls große Datenmengen im Streaming auszuwerten sind. Beispiele sind
die direkte Auswertung von Messwerten, um das Datenvolumen zu reduzieren [Mus08; You+09],
zeitkritische Entscheidungen im Finanzsektor mit möglichst geringer Latenz zum Netzwerk [LGL11;
Mer76; Wes+11], aber auch die Auswertung von sicherheitskritischen Systemen im Auto [SGH15]
oder Flugzeug. Im Gegensatz zu ASICs kann die Funktion der Hardware jederzeit adaptiert werden.
Hardwarebeschleuniger für Prozessoren: Für das Einsatzgebiet der Hardwarebeschleunigung eignen
sich Anwendungen, welche eine hohe Parallelität erfordern und mit einfachen Datentypen arbeiten
wie beispielsweise das Sequenzalignment [KPS11; Ols+12], neuronale Netze [JK07] oder die Ana-
lyse von Bilddaten im medizinischen Bereich [Cor+02]. Speziell für kryptografische Probleme sind
aufgrund der einfachen, aber zahlreichen Operationen von Brute-Force Ansätzen FPGAs oftmals
bedeutend leistungsfähiger als andere Systeme [JTS05]. In der Bild- und Videobearbeitung errei-
chen FPGAs ebenso eine hohe Rechenleistung und sind für einige konkrete Filteraufgaben deutlich
leistungsfähiger als GPGPUs [Bha+09]. Selbst Datenbankanfragen können unter Umständen effi-
zient auf FPGAs übertragen werden [WIA13]. Die Auslagerung von konkreten Anwendungen auf
FPGAs im Bereich des Cloud-Computings wird in Abschnitt 2.4.2 näher betrachtet.
Autonom agierende Netzwerkkomponenten: Typische Einsatzorte von FPGAs in Rechenzentren
sind weniger auf der Anwendungsebene, sondern vielmehr innerhalb der Infrastruktur zu fin-
den. Beispielsweise werden FPGAs in Netzwerkroutern oder als Zugangshardware eingesetzt,
um bei voller Datenrate direkt Netzwerkoperationen auf den Datenströmen auszuführen. Mögli-
che Operationen sind dabei Analysen der Paketheader oder des kompletten Payloads, wie in der
Arbeit von Ramaswamy et al. [RWW09] aufgezeigt wurde. Eine weitere Möglichkeit ist eine loka-
le Lastverteilung der eingehenden Datenpakete direkt auf Netzwerkroutern oder Netzwerkkarten
wie von Oeldemann et al. [OWH17] untersucht. Netzwerkrouter mit integrierter Firewall [AD11;
JRV08] und der Möglichkeit einer Deep Packet Inspection (DPI) [Spe05] sind möglich. Ebenso
kann die Virtualisierung von Netzwerken mittels FPGAs innerhalb der Router effizient realisiert
werden [Unn+10], sowie die Klassifikation von einzelnen Netzwerkpaketen [SL05] oder vollständi-
gen Dokumenten [Van+13] und Anwendungen zur Ver- und Entschlüsselung von Daten im Netz-
werk [NWZ13; Rao+16; Rou+04]. Hierbei werden typischerweise spezielle FPGA-Schaltungen mit
mehreren Netzwerkinterfaces eingesetzt.
2.1.4 Entwurfsablauf, dynamische partielle Rekonfiguration und Erweiterungen
Neben der Architektur der FPGAs und deren möglicher Kopplung mit Prozessoren ist bei rekonfigurier-
barer Hardware das Erzeugen eines Bitstreams mit der Beschreibung des eigentlichen Hardwaredesi-
gns oder dem Verhalten der Hardware ein wesentlicher Aspekt bei der Entwicklung, beziehungsweise
Übertragung von Anwendungen auf FPGAs. Im Gegensatz zur Übersetzung eines Programms für einen
Prozessor mittels eines Compilers in den herstellerabhängigen Maschinencode ist das Erzeugen ei-
nes Bitstreams für einen FPGA deutlich zeit- und rechenaufwändiger. Die Verhaltensbeschreibung wird
zunächst durch eine Synthese in eine Netzliste überführt, welche dann auf die realen Logikblöcke abge-
bildet wird (Mapping). Darauf folgt zunächst die Platzierung der Komponenten (Place) welche anschlie-
ßend miteinander verknüpft werden (Routing). In einem letzten Schritt wird der eigentliche Bitstream
zur Konfiguration des FPGAs erzeugt. Ein Ablauf dieser notwendigen Schritte nach [Gro11, S. 61] ist in
Abbildung 2.6 aufgezeigt.
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Abbildung 2.6: Entwurfsablauf mit der Erzeugung eines Bitstream aus der Hardwarebeschreibung und anschließen-
der Konfiguration des FPGAs, sowie optionaler Erzeugung des RTL durch eine High-Level Synthesis.
Nach [Gro11, S. 61] und [Gaj+12].
Register Transfer Level: Die RTL-Ebene ist die gängige Ebene für klassische Hardware Description Lan-
guages (HDLs)9 für den Entwurf digitaler Schaltungen. Auf der RTL-Ebene werden somit sämtliche
Speicherelemente, Zustandsmaschinen und die logischen Verknüpfungen sowie die Verbindungen
zwischen allen Elementen modelliert [KZH16, S. 19].
Logik-Ebene – Synthese: Aus dem RTL wird durch Logiksynthese eine Netzliste mit den realen phy-
sischen Elementen der Hardware wie FlipFlops, Gattern und Multiplexern erzeugt. Diese enthält
sämtliche Verbindungen, sodass daraus das Verbindungsnetz mit allen Elementen erzeugt werden
kann. Die Optimierung und Anpassung an die am besten geeigneten Elemente erfolgt ebenfalls
in dieser Stufe [KZH16, S. 19].
Device-Ebene – Mapping, Placement und Routing: Die Übertragung der Netzliste auf einen realen
FPGA-Architektur mit den konkreten Primitiven für LUTs, Speicher-, DSP- und I/O-Blöcken erfolgt
im Schritt des Mappings, wobei beispielsweise für LUTs unterschiedliche Optimierungsziele, wie
Anzahl der Ressourcen oder auch eine geringe Schaltungstiefe und damit geringe Verzögerungs-
zeit wie bei dem Mapping von Cong et al. in [CD94] gelten können. Nach dem Mapping erfolgen
mit der Platzierung der Configurable Logic Blocks (CLBs) auf dem FPGA und dem gleichzeitigen
Festlegen der Verbindungsleitungen, die zeitaufwändigsten Rechenschritte im Entwurfsablauf. So-
bald sämtliche Elemente platziert wurden und das Timing eingehalten wurde, erfolgt das Gene-
9Vertreter von HDLs sind beispielsweise wie die Very High Speed Integrated Circuit Hardware Description Language (VHDL)
oder Verilog.
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rieren des Bitstreams mit sämtlichen internen Konfigurationen für Primitiven und Multiplexern
innerhalb des Verbindungsnetzwerkes, damit sich der FPGA wie die gewünschte Hardware ver-
hält.
Da die Entwurfsabläufe bis zum vollständigen Hardwaredesign sehr rechen- und datenintensiv sein
können, sowie mit unterschiedlichen Optimierungszielen durchgeführt werden können, werden bereits
Dienste für den vollständigen Hardwareentwurf in der Cloud angeboten [Plu16]. Zur Optimierung der
Entwurfsabläufe können dabei Konzepte des Machine Learnings wie von Kapre et al. [Kap+15] einge-
setzt werden, um optimale Parameter für unterschiedliche Entwurfswerkzeuge zu bestimmen und den
Ablauf zu optimieren.
2.1.4.1 Hardware/Software-Codesign
Ein nicht zu vernachlässigender Aspekt bei der Übertragung von Anwendungen auf einen eng mit ei-
nem Prozessor gekoppelt FPGA-basierten Hardwarebeschleuniger, ist das Gebiet des Hardware/Soft-
ware Codesign (HW/SW-Codesign). Ausgehend von der Systemspezifikation, beziehungsweise einer
Anwendung, erfolgt eine Partitioniertung der Anwendung in Software (Host-Prozessor) und Hardware
(FPGA). Die Gründe für eine Implementierung von Teilen des Systems in Software sind hauptsächlich
die geringere Entwurfszeit, somit geringere Entwicklungskosten und die höhere Flexibilität. Für die Im-
plementierung in Hardware sprechen in der Regel eine höhere Verarbeitungsgeschwindigkeit und ein
geringerer Energieverbrauch. Das Ziel des gesamten Prozesses besteht darin, die Gesamtkosten durch
den Einsatz von Software zu minimieren und sämtliche Randbedingungen, wie Verarbeitungszeit oder
Durchsatz, durch die Nutzung von Hardware einzuhalten [Sch14; Tei13].
Ein typischer Entwurfsablauf des HW/SW-Codesigns umfasst in einem ersten Schritt eine iterative Sys-
temspezifikation mit der Validierung und der Partitionierung des Systems in Software und Hardware.
Ausgehend von der Partitionierung erfolgt der Entwurf der beiden Systemteile, eine iterative Validierung
und schließlich die High-Level Synthesis, um für den Hardwareentwurf die auszulagernden Funktionen
von einer Hochsprache in eine Hardwarebeschreibungssprache zu überführen. Parallel dazu erfolgt eine
Optimierung der Softwareseite, gefolgt von einer Validierung des Gesamtsystems oder gegebenenfalls
einer erneuten Partitionierung. Die Herausforderung des HW/SW-Systementwurfes ist das sogenannte
Design-Gap, welches darin besteht, dass die Komplexität der Hardware stärker zunimmt als die mit
Entwurfswerkzeugen beherrschbare Komplexität [Sch14].
2.1.4.2 High-Level Synthesis
Die bereits zuvor erwähnte High-Level Synthesis ist ein automatisierter Entwurfsprozess, welcher eine
algorithmische Verhaltensbeschreibung in einen Beschreibung eines digitalen Systems auf Ebene des
RTLs überführt [CM08], sodass anschließend der zuvor beschriebene Ablauf bis zum Bitstream abgear-
beitet werden kann. Mit Hilfe der HLS kann Programmierern und Softwareentwicklern die Übertragung
von Algorithmen auf rekonfigurierbarer Hardware erleichtert werden und entsprechend auch die Produk-
tivität gesteigert werden [Jon+10; Mer+08]. HLS-Werkzeuge erzeugen dabei aus dem Programmcode
einen Datenfluss, das Scheduling der Operationen auf die Taktschritte, die Allokation der notwendigen
Hardwareressourcen in Form von ALUs, Registern, Bussen, sowie Multiplexern und schließlich die Ver-
knüpfung von Operationen und Ressourcen [CW16].
Um im Programm die gewünschten nebenläufigen Bereiche sowie Speicherelemente zu kennzeich-
nen und somit die Verarbeitungsleistung des Hardwaredesigns zu erhöhen, existieren für die HLS-
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Werkzeuge eine Reihe von architekturspezifischen Direktiven, welche allerdings eine genaue Vorstel-
lung des zu erzeugenden Hardwaredesigns erfordern. Ein erster lauffähiger Entwurf ist mit Hilfe der
HLS in kurzer Zeit möglich, es entsteht aber durch notwendige Optimierungsschritte hinsichtlich Res-
sourcenverbrauch und Leistungsfähigkeit ein ähnlich hoher Entwurfsaufwand wie bei einer direkten
Umsetzung auf RTL-Ebene, wie die Arbeit von Skalicky et al. [Ska+13] anhand einer Matrixmultiplikation
zeigt. Beispiele für HLS-Werkzeuge sind VivadoHLx von Xilinx [Xil17e], BlueSpec [Blu17] oder LegUp
der Universität Toronto [Can+13]. Die mittels HLS erzeugten Modulen müssen noch in eine Infrastruk-
tur mit Schnittstellen zur Kommunikation eingebettet werden, wie sie weiterführend in Abschnitt A.1.3
aufgeführt sind.
2.1.4.3 Partielle Rekonfiguration sowie darauf aufbauende Konzepte
Die Rekonfiguration von FPGAs kann zunächst in statische und dynamische Rekonfiguration eingeteilt
werden. Die dynamische Rekonfiguration kann zur Laufzeit erfolgen und sich auf Teilbereiche des FPGAs
beziehen (partiell). Die dynamische partielle Rekonfiguration zur Laufzeit wurde von Xilinx ab dem Jahr
2000 eingeführt [Kao05; McD08] und ermöglicht es Teilkomponenten eines FPGAs dynamisch an die
aktuellen Bedürfnisse der Anwendung anzupassen. Weiterhin wurden dadurch schnell und adaptiv an
das Problem anpassbare FPGA-Entwürfe ermöglicht, bei denen beliebige Teile unabhängig voneinan-
der ausgetauscht werden können. Dies erfolgt bei FPGAs von Xilinx mittels einer innerhalb der Infra-
struktur zur Rekonfiguration eingebetteten Zustandsmaschine, welche einzelne Spalten (Frames) der
FPGA-Architektur unabhängig voneinander neu konfigurieren kann [TM14; Xil17g]. Abbildung 2.7 zeigt
exemplarisch einen FPGA mit acht Taktregionen und einem Rekonfigurations-Frame der eine Breite von
einer Spalte und eine Höhe von einer kompletten Taktregion hat (siehe Abbildung 7.2(b)). Die Übergänge
zwischen statischer und partiell rekonfigurierbarer Region werden als Partition Pins (PPs) bezeichnet und
automatisch im Entwurfsablauf festgelegt. Der gesamte Bereich außerhalb der partiellen Region bildet
den statischen Bereich. Da statische Leitungen unter Umständen durch eine partielle Region verlaufen
können, muss das statische Design zur Erzeugung des partiellen Bitstreams vollständig bekannt sein.
Durch Maskierung werden die statischen Leitungen im partiellen Bitstream ausgeblendet und bleiben













Abbildung 2.7: Prinzip der dynamischen partiellen Rekonfiguration. Bei Xilinx-FPGAs wird ein Rekonfiguartions-
Frame immer durch eine komplette Spalte einer Taktregion gebildet. Der partielle Bereich ist eine
logische Region auf dem FPGA, welche an vollständige Spalten gebunden ist. Leitungen des stati-
schen Teiles können durch den partiellen Bereich führen. Frei nach [Xil16b].
Ein Xilinx-Bitstream beginnt mit einem Wort zur Synchronisierung, gefolgt von einer Sequenz von Befeh-
len und letztendlich den Konfigurationspaketen. Diese Pakete setzen sich aus einer Reihe von Frames
zusammen und werden durch einen Befehl eingeleitet, welcher in das interne Frame Adress Regis-
ter (FAR)-Register die Startadresse des ersten Frames schreibt, gefolgt von der Anzahl der linear aufein-
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ander folgenden Frames in dem Paket. Abbildung 2.8 zeigt exemplarisch einen Bitstream eines Virtex-7
FPGAs. Ein Frame ist dabei eine komplette Spalte innerhalb einer Taktregion (siehe Abbildung 2.7 oder
Abbildung A.2). In einem Bitstream können beliebig viele Konfigurationspakete für unterschiedliche Be-
reiche enthalten sein, wodurch die partielle Rekonfiguration ermöglicht wird. Zum Abschluss wird die
Integrität des Bitstreams über einen Cyclic Redundancy Check (CRC) überprüft und mit dem Befehl zur




















Abbildung 2.8: Aufbau eines (partiellen) Bitstreams für einen Xilinx FPGA. Die Blöcke mit den einzelnen Configurati-
on Frames sind aufgeteilt in drei Kategorien (CFG_CLB, CLB/IO/CLK und BRAM). Frei nach [Xil16b].
Eine weitere Besonderheit bei modernen Xilinx FPGAs ist es dabei, dass die partielle Rekonfigurati-
on zur Laufzeit direkt vom statischen Bereich des FPGA über einen direkten Zugang zur Infrastruktur
der Rekonfiguration (ICAP [Xil16b]) durchgeführt werden kann. Die Nutzung des ICAP ermöglicht eine
Rekonfiguration eines dynamischen Bereiches direkt über PCIe, das Netzwerk oder den angeschlos-
senen DDR-Speicher, was eine deutlich höhere Geschwindigkeit als eine Konfiguration über die JTAG-
Schnittstelle ermöglicht. Tabelle 2.3 zeigt eine Auswahl von auf den ICAP aufbauende Controller, welche
zum Teil auch das Auslesen (Readback) der aktuellen Konfiguration mit sämtlichen internen Registerin-
halten ermöglichen.
Tabelle 2.3: Überblick zur Partiellen Rekonfiguration. Nach [Gen15].
System Taktfrequenz Busbreite Quelle Steuerung Readback
Xilinx (AXI) [Xil10b] 100 MHz 32 Bit AXI Lite MicroBlaze ✓
Blodget et al. [BML03] 50 MHz 8 Bit OPB Bus MicroBlaze ✓
Claus et al. [Cla+08] 100 MHz 32 Bit DDR2 FSM ✓
Liu et al. [Liu+09] 100 MHz 32 Bit On-Chip RAM (OCRAM) HWICAP ✗
Vatsolakis et al. [VPP14] 125 MHz 32 Bit PCIe Host CPU & DMA ✗
Vipin et al. [V+12] 125 MHz 32 Bit DDR3-RAM Host CPU & DMA ✗
Genßler [Gen15] 100 MHz 32 Bit PCIe FSM ✓
✓: vorhanden ✗: nicht vorhanden
Aufbauend auf der partiellen Rekonfiguration ist das Framework GoAhead von Beckhoff et al. [BKT12]
entstanden, welches einen einfachen Entwurf von Systemen ermöglicht, bei denen flexibel platzierte
Komponenten ausgetauscht oder verschoben werden können. Dazu wird unter anderem ein Zwischen-
format genutzt, welches das vollständig platzierte und geroutete Hardwaredesign in lesbarer Form dar-
stellt10. Somit ist es möglich, Teilkomponenten beliebig auszutauschen um das System adaptiv an die
aktuellen Bedürfnisse anpassen zu können [KZH16, S. 9].
10Bei Xilinx-FPGAs stellt das Xilinx Design Language (XDL)-Format eine Möglichkeit dar, den platzierten und gerouteten Entwurf
für einen FPGA vor Generierung der Konfigurationsdatei zu modifizieren [BKT11].
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Darauf aufbauend gibt es eine Reihe von Arbeiten zum Gebiet der Module Relocation, wie beispielswei-
se die Arbeit von Beckhoff et al. [BKT14]. Um ein vollständiges Hardwaredesigns verschieben zu können,
ist allerdings in der Regel die Nutzung homogener Bereiche auf dem FPGA erforderlich. Wie mehrere
Arbeiten gezeigt haben ist dies möglich [Bac+14; Oom+15], allerdings müssen die zu verschiebenden
Regionen klein sein und von statischen Leitungen und Komponenten freigehalten werden, wie in der
Arbeit von Rettkowski et al. [RFG16]. Ein weiterer Aspekt ist des Weiteren die Nutzung von Overlays wie
in der Arbeit von Kapre et al. [Kap+06] am Beispiel eines flexiblen Paketfilters gezeigt, wobei der Ansatz
die Rekonfiguration von Verbindungsleitungen darstellt, um einzelne Module eines Hardwaredesigns
in ihrem Verhalten anzupassen. Weitere aktuellere Arbeiten in diesem Feld stammen von Koch et al.
[KBL13] oder Yue et al. [YKL15].
Um die Zuverlässigkeit von digitalen Schaltkreisen zu erhöhen beziehungsweise eine frühzeitige Erken-
nung von Fehlern zu ermöglichen, wie es für Prozessoren in Software möglich ist [Sch11], beschäftigen
sich Arbeiten wie beispielsweise die von Jones [Jon07] mit Single-Event Upset (SEU)s in FPGAs. Dabei
wird mit dem ICAP der eigene Bitstream ausgelesen, der aktuelle CRC berechnet und mit dem Original
abgeglichen, um Fehler zu erkennen und zu beheben.
2.1.4.4 Verschlüsselung der Konfiguration
Da moderne FPGAs von Xilinx und Intel auf SRAM-Zellen basieren11, bei denen ohne Versorgungsspan-
nung die interne Konfiguration verloren geht, ist das Speichern des Bitstreams auf einem zusätzlichen
Flash-Speicher oder einem Hostsystem zur initialen Programmierung erforderlich [TM14]. Um den Bit-
stream vor fremden Zugriff zu schützen, liegt dieser in der Regel verschlüsselt vor [Int16d; Xil16b]. Der
Entwurfsablauf ist identisch zum unverschlüsselten, nur im letzten Schritt wird mit einem symmetri-
schen Verschlüsselungsverfahren mit einem geheimen Schlüssel der Bitstream gesichert12. Über JTAG
wird der Schlüssel in einen dedizierten persistenten Speicher13 innerhalb des FPGAs übertragen14. Der
FPGA wird im Anschluss mit dem verschlüsselten Bitstream über die JTAG-Schnittstelle oder den ICAP
konfiguriert [TM14].
Als weitere Sicherheitsstufe ist es möglich, eine Konfiguration nur nach erfolgreicher Authentifizie-
rung des Nutzers zuzulassen. Das hierzu verwendete Verfahren basiert auf einem One-way Hashcode-
Algorithmus15, mit dem die Identität des Senders und die Validität des Bitstreams überprüft wird [TM14].
Durch partielle Rekonfiguration über den ICAP ist das Auslesen eines zuvor verschlüsselten Bitstreams
partiell und unverschlüsselt möglich [Xil16b, S.94], wodurch sich neue Angriffsszenarien bilden, welche
beispielsweise in der Arbeit von Trimberger et al. [TM14] ausführlich beschrieben werden.
11FPGAs von Microsemi oder Lattice nutzen internen Flash-Speicher für die Programmierung [TM14].
12Moderne Xilinx FPGAs ab dem Virtex-4, aber auch Microsemi nutzen zur Verschlüsselung den 256 Bit Advanced Encryption
Standard (AES) [TM14].
13Der Schlüssel um den Bitstream auf dem FPGA zu lesen wird in einem Battery Backup Random Access Memory (BBRAM) auf
dem FPGA-Board oder in einem eFUSE Register innerhalb der FPGA-Infrastruktur gehalten.
14Die Übertragung des Schlüssels erfolgt bei den meisten Herstellern im Klartext und muss daher in einer sicheren Umgebung
erfolgen [TM14].
15Xilinx nutzt seit den Virtex-6 FPGAs den Secure Hash Algorithm (SHA)-256, um einen 256-Bit Hashed Message Authentication
Code (HMAC) zu erzeugen. Die Algorithmen sind innerhalb des FPGAs direkt in dedizierter Hardware implementiert [Xil16b].
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2.2 Virtualisierung
Die Integration spezieller Hardwarekomponenten in Mehrbenutzersysteme und insbesondere in Cloud-
Architekturen erfordert die Virtualisierung der Hardware. Der folgende Abschnitt 2.2.1 erläutert zunächst
die historische Entwicklung der Virtualisierung, sowie wichtige Definitionen und Begriffe. Abschnitt 2.2.2
stellt die Prozess- und Abschnitt 2.2.3 die System-Virtualisierung vor. In Abschnitt 2.2.4 werden Virtuali-
sierungsansätze für spezielle Geräte diskutiert und ein Vergleich der Virtualisierungsarten in Hinblick auf
eine spätere FPGA-Virtualisierung erfolgt abschließend in Abschnitt 2.2.5.
2.2.1 Historische Entwicklung, Definition und Begriffe
Die Grundlagen zur Virtualisierung (siehe Definition 2.3) gehen zurück bis in die 1960er Jahre, in denen
IBM mit der Virtual Machine Facility/370 (VM/370) einen der ersten Ansätze prägte. Auf der Plattform
wurde ein Mehrbenutzerbetrieb realisiert, bei dem Instanzen in Virtuellen Maschinen (VMs) ausgeführt
wurden. Jede VM stellte dabei eine vollständige Nachbildung der zugrundeliegenden Hardware dar
[Cre81]. Die Arbeit von Goldberg [Gol74] etablierte schließlich eine Vielzahl der heute gebräuchlichen
Begriffe wie beispielsweise Virtual Machine Monitor (VMM). Popek und Goldberg [PG74] lieferten die
formalen Grundlagen und den mathematischen Hintergrund mit Abbildungen als Beschreibung der Virtu-
alisierung sowie die Anforderungen an die grundlegende Architektur, um VMs mittels eines VMMs oder
Hypervisors16 zu unterstützen. Der Hypervisor verwaltet dabei die Ressourcenzuteilung (CPU, Speicher
etc.) vom Gast- auf das Host-System und verteilt die Ressourcen so, dass für jedes einzelne Gastsystem
die Ressourcen bei Bedarf verfügbar sind. Virtualisierung ist demnach nach [SN05b, S. 3] die Abbildung
eines nachgebildeten virtuellen Systems über eine Schnittstelle auf ein reales physisches System und
ist wie folgt definiert:
Definition 2.3: Virtualization (Computer) Virtualization provides a way of relaxing the
forgoing constraints and increasing flexibility. When a system device (...), is virtualized, its
interface and all resources visible through the interface are mapped onto the interface and
resources of a real system actually implementing it17. [SN05b, S. 3]
Ein modernes Rechensystemen ist aufgrund seiner Komplexität in Hierarchien auf unterschiedlichen
Ebenen unterteilt, wobei diese über Schnittstellen miteinander verbunden sind, um eine Abstraktion zwi-
schen den Ebenen zu ermöglichen. Abbildung 2.9(a) zeigt ein klassisches System mit einer Schnittstelle
zur Hardware (Instruction Set Architecture (ISA)) und einer weiteren für Systemaufrufe (Application Bina-
ry Interface (ABI)) und für Bibliotheken (Application Programming Interface (API)), welche von High-Level
Languages (HLLs) aufgerufen werden können. Nach der zuvor erfolgten Definition kann die Virtualisier-
ung an diesen beiden Schnittstellen erfolgen [SN05b, S. 3]. Eine übliche Art der Virtualisierung stellen
hierbei nach [SN05b] die Prozess- und die System-Virtualisierung dar, wie sie in Abbildung 2.9 aufgezeigt
sind.
16Der Begriff Hypervisor wird als Synonym für einen VMM genutzt und setzt sich zusammen aus dem griechischen Wortbestand-
teil „Hyper“ (= über), sowie dem lateinischen Wortteil „videre“, was sehen bedeutet. Ein Hypervisor ist somit frei übersetzt
ein System, welches andere Systeme überblickt.
17Freie Übersetzung von [SN05b, S. 3]: Virtualisierung bietet eine Möglichkeit, Einschränkungen aufzuheben und die Flexibilität
zu erhöhen. Wenn ein System (...) virtualisiert wird, werden die Schnittstellen und alle Ressourcen, die durch die Schnittstelle
sichtbar sind, auf die Schnittstelle und Ressourcen eines realen Systems abgebildet, welches sie tatsächlich implementiert.
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2.2.1.1 Unterscheidung zwischen Prozess- und System-Virtualisierung
Eine Virtuelle Maschine (VM) kann sich sowohl auf der Ebene von Prozessen als auch auf der Ebene des
Betriebssystems selbst befinden. Dabei ist die Perspektive dieser Systeme auf die ihnen zugrundelie-
genden Ebenen entscheidend für die Einordnung. Aus Sicht eines Prozesses gibt es zum Beispiel einen
logischen Speicher, die Ausführung eines Programms erfolgt über das Betriebssystem und somit das
ABI [SN05b], wie in Abbildung 2.9(a) gezeigt. Durch eine Virtualisierungsschicht zwischen Anwendung
und Betriebssystem kann eine Abstraktionsschicht, wie in Abbildung 2.9(b) gezeigt, eingeführt werden,
wodurch die Abstraktion vom eigentlichen Betriebssystem erfolgt. Ein Beispiel für eine Anwendungs-
Virtualisierung ist die Java Virtual Machine (JVM), welche als Zwischenschicht zwischen der Java-Anwen-
dung und dem Betriebssystem agiert und die Plattformunabhängigkeit auf API-Ebene ermöglicht. Die
Zwischenschicht wird als Laufzeitumgebung oder Runtime bezeichnet und nutzt einen Zwischencode
(Bytecode), was zur Folge hat, dass es sich bei der Virtualisierung um eine Emulation handelt. Allge-
mein gesprochen kann Virtualisierung somit die Simulation von Software oder Hardware sein, auf der
wiederum andere Software ausgeführt wird [Sca11; SN05b].,
Betriebssystem (BS)
Anwendung
Physische Hardware (CPU, DRAM, I/O)
ISA
ABI/API
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Physische Hardware (CPU, DRAM, I/O)
(c) System-Virtualisierung zwischen physischer Hardware und Betriebssystem. Nach [SN05b, S. 12].
Abbildung 2.9: Unterscheidung von Prozess- und System-Virtualisierung.
Entsprechend ist eine System-Virtualisierung aus Sicht des Betriebssystems eine Abstraktion von allen
Ressourcen eines Rechnersystems unterhalb der ISA-Ebene. Durch eine Virtualisierungsschicht, wie
in Abbildung 2.9(c) gezeigt, kann über einen Hypervisor das Betriebssystem von der realen Maschi-
ne gelöst werden. Dadurch wird es möglich, ein System durch mehrere unabhängige Betriebssystem-
Instanzen zu nutzen [Sca11]. Jede VM stellt einen Container für ein Betriebssystem bereit und verhält
sich wie ein vollwertiges System, welches aber vom physischen System abstrahiert ist. Dieser Ansatz er-
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Abbildung 2.10: Taxonomie der Virtuellen Maschinen mit Kennzeichnung der vollständigen Virtualisierung. Taxono-
mie nach [SN05b, S. 23].
möglicht demnach mehrere voneinander abgeschottete Umgebungen auf einer gemeinsam genutzten
physischen Maschine.
2.2.1.2 Konzepte und Taxonomie von Virtuellen Maschinen
Die Unterteilung in Prozess- und System-Virtualisierung bildet die erste Stufe in der Taxonomie von VMs,
welche in Abbildung 2.10 dargestellt ist. Innerhalb dieser Einteilung sind weitere Unterscheidungen der
VMs anhand der ISA möglich. Die Emulation einer ISA ist dabei eine entscheidende Besonderheit für
eine flexible Virtualisierung. In den folgenden Abschnitten werden unterschiedliche Virtualisierungskon-
zepte innerhalb dieser beiden Varianten vorgestellt.
2.2.2 Prozess-Virtualisierung
Prozess-VMs stellen ein virtuelles Interface (API) für Anwendungen bereit, um diese in einer abgekap-
selten Umgebung auszuführen. Nach der Taxonomie in Abbildung 2.10 sind zum Beispiel sämtliche
modernen Betriebssysteme Prozess-VMs, wenn sie Multiprogrammbetrieb unterstützen. Prozess-VMs
mit unterschiedlichen ISAs nutzen die dynamische Übersetzung eines Programmcodes, um diesen auf
einem System mit einer anderen ISA zu emulieren. Das Ziel eines solchen Vorgehens ist in der Regel
die Loslösung einer Anwendung oder des ausführbaren Programms (Binärdatei) von dem zugrundelie-
genden Betriebssystem oder der physischen Architektur. Es wird hierbei unterschieden zwischen den
nachfolgend erläuterten Varianten.
2.2.2.1 Betriebssysteme mit Multiprogrammbetrieb – gleiche ISA
Betriebssysteme selbst sind die älteste Form der Prozess-Virtualisierung zur Bereitstellung eines Mul-
tiprogrammbetriebes, da sie jedem Prozess eine eigene virtuelle Umgebung bereitstellen. Die gemein-
sam genutzte Hardware (CPU, Speicher etc.) wird den Prozessen durch das Betriebssystem in Zeit-
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scheiben zugeteilt. Damit wird den Prozessen der Eindruck einer jeweils exklusiven Nutzung suggeriert.
Das Betriebssystem dupliziert virtuell die verfügbare Hardware für sämtliche Prozesse und agiert als
Prozess-VM [SN05b, S. 13].
2.2.2.2 Emulatoren und dynamische binäre Übersetzung – unterschiedliche ISAs
Ein anspruchsvolleres Problem als der Multiprogrammbetrieb stellt die Ausführung einer Anwendung
auf einem System mit einer anderen ISA dar. Eine solche Nachbildung eines Systems entspricht ei-
ner Emulation, was allerdings nicht gleichbedeutend mit einer Virtualisierung ist. Typischerweise wird
Emulation durch Interpretation durchgeführt, wobei der Interpreter einen Befehl lädt, dekodiert und
entsprechend den Gast-Befehl mit einen oder mehren Host-Befehlen ausführt, was unter Umständen
auch deutlich zeitaufwändiger sein kann. Eine höhere Leistung wird mit der dynamic binary translation
erreicht, bei der komplette Blöcke von Befehlen übersetzt, im Cache gehalten und wiederverwendet
werden. Durch das Caching wird der Mehraufwand durch die Übersetzung reduziert [SN05b, S. 13].
2.2.2.3 Dynamische binäre Optimierung – gleiche ISA
Ein weiteres Anwendungsfeld der dynamischen Übersetzung ist – neben der Übersetzung von Anwen-
dungen aus der einen in eine andere Maschinensprache – die Programmoptimierung innerhalb dersel-
ben ISA. Dabei werden VMs genutzt, bei denen Quell- und Ziel-ISA von Host und Gast identisch sind und
eine Optimierungsschicht die eigentliche Virtualisierung darstellt. Von den unoptimierten ausführbaren
Dateien werden zunächst Profile erzeugt, welche zur Ausführungszeit dynamisch zur Optimierung von
Codeabschnitten genutzt werden oder direkt Funktionen für das Caching bereit halten [SN05b, S. 15].
Ein Beispiel für einen solchen same-ISA dynamic binary optimizer ist das Dynamo System, ein For-
schungsprojekt von Bala et al. [BDB00].
2.2.2.4 High-Level Language VMs – unterschiedliche ISAs
Die Portabilität von Programmen auf unterschiedlichste Architekturen mit verschiedenen ISAs mittels ei-
ner High-Level Language (HLL)-VM stellt eine weitere Form der Prozess-Virtualisierung dar. Dabei wird
ein abstrakter Zwischencode (zum Beispiel Bytecode) in einer virtuellen ISA erzeugt, welche die Schnitt-
stelle zu einer Runtime darstellt. In der Runtime wird der Zwischencode entsprechend auf die physische
API übersetzt und schließlich im Betriebssystem ausführt. Somit stellt die Runtime die Virtualiserungs-
schicht zwischen Programmcode und dem Betriebssystem dar. Bekannte Beispiele dafür sind die JVM
[MD97] oder die Common Language Infrastructure als Basis des .NET frameworks [Wig+02]. Ein Vorteil
dessen ist die Plattformunabhängigkeit, wobei allerdings die Ausfürungsgeschwindigkeit geringer ist als
bei nativem Programmcode [SN05b, S. 15].
2.2.3 System-Virtualisierung
Die System-Virtualisierung ist die bekannteste Form der Virtualisierung, bei der die Ressourcen eines
Rechnersystems von einer oder mehreren Betriebssystem-Instanzen genutzt werden, um damit die
Auslastung der Ressourcen zu steigern. Jede VM verhält sich dabei wie ein vollständiges Rechnersys-
tem mit eigenen Komponenten und voneinander abgeschotteten Umgebungen. Zugriffe aus der VM
auf externe Geräte werden von der Virtualisierungsschicht zwischen VM und physischer Hardware (ISA)
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abgefangen und entsprechend verwaltet, bevor diese schließlich auf der Hardware ausgeführt oder emu-
liert werden. Die VM selbst fasst ihre abgekapselte Umgebung als eigenständige physische Hardware
auf.
Innerhalb der System-Virtualisierung sind weitere Unterscheidungen anhand einer gemeinsamen oder
unterschiedlichen ISA möglich, wie Abbildung 2.10 zeigt. Hierbei existieren einerseits vollständig virtua-
lisierte VMs mit VMM zur Bereitstellung isolierter Umgebungen, aber auch Whole-System-VMs mit der
Möglichkeit der Emulation unterschiedlicher ISAs auf derselben physischen Hardware [SN05b, S. 19].
2.2.3.1 Vollständige System-Virtualisierung – direkt oder als Gast
Die Virtualisierungsschicht wird, wie bereits in Abschnitt 2.2.1.1 erläutert, bei der vollständigen Virtu-
alisierung als Hypervisor bezeichnet und direkt auf dem Host-System ausgeführt [Gol73]. Der VMM er-
möglicht eine Reproduktion der eigentlichen Hardware-Plattform und entsprechend auch der physischen
Geräte. Hardware, die nicht für einen gleichzeitigen Zugriff von mehreren Betriebssystemen ausgelegt
ist, wird vom VMM emuliert. Als zentraler Bestandteil werden die gemeinsamen Hardwareressourcen
mehreren abgekapselten Betriebssystem-Umgebungen zur Verfügung gestellt, wobei der VMM die Res-
sourcen verwaltet und den Zugang zu diesen bereitstellt.
Die vollständige Virtualisierung mit gleicher ISA wird nach Goldberg [Gol73] in zwei grundlegende Archi-
tekturen von Systemen unterteilt:
• Typ 1: klassische System-VM oder Bare-Metal-Virtualisierung18 (über VMM oder Hypervisor) und
• Typ 2: Hosted VM19 (VMM eingebettet in Host-Betriebssystem).
Das Verhalten zwischen VMM (Host) und VM (Gast) ist daher vergleichbar mit einem konventionel-
len Betriebssystem mit unterschiedlichen Sicherheitsstufen in Form von privilegierten Betriebssystem-
(System-Mode) und nicht privilegierten Prozessen (User-Mode) [TB14, S. 76], wie in Abbildung 2.11(a)
gezeigt. Befindet sich der VMM wie in Abbildung 2.11(b) im Modus mit den höchsten Privilegien, wird
von einer nativen (oder Bare-Metal) Virtualisierung gesprochen. Der VMM wird in diesem Fall auch als
Typ 1-Hypervisor bezeichnet [PG74].
Führen die VMs Befehle aus, welche höhere Privilegien erfordern, erzeugen diese eine Ausnahme (Ex-
ception) innerhalb des VMMs, der jede dieser Ausnahmen einzeln emuliert, um kritische Hardwareres-



































Abbildung 2.11: Übersicht zu nativer und Hosted-Virtualisierung mit Privilegierung. Nach [SN05b, S. 380].
18Eine klassische Typ 1-Virtualisierung sind Hardware Virtual Machine (HVM)-Instanzen auf einem XEN-Hypervisor [Bar+03].
19Varianten der Typ 2-Virtualisierung sind beispielsweise VMware [Bug+12] oder die Kernel-based Virtual Machine (KVM) [Kiv+07].




Befindet sich der VMM selbst als Anwendung innerhalb eines Host-Betriebssystems und somit im
nicht-privilegierten Modus, während das Betriebssystem selbst sich im privilegierten Modus befindet,
wie in Abbildung 2.11(c) dargestellt, wird von einer Hosted Virtualisierung und einem Typ 2-Hypervisor
gesprochen [PG74]. Hat der VMM zusätzlich noch direkten Zugriff auf die physische Hardware und somit
auf den Bereich mit höheren Privilegien, liegt eine Dual-mode Hosted-xVirtualisierung vor, wie in Abbil-
dung 2.11(d) gezeigt. Zugriffe auf die Hardware mit entsprechend höheren Privilegien werden komplett
vom VMM über das Host-Betriebssystem verwaltet [SN05a].
Ein Typ 2-Hypervisor innerhalb eines Host-Betriebssystems bietet eine hohe Flexibilität, allerdings wird
dadurch die Sicherheit deutlich reduziert, da sämtliche Schwachstellen des Host-Betriebssystem für
Angriffe auf das Gesamtsystem mit allen Gast-VMs ausgenutzt werden können. Ein Typ 1-Hypervisor
bietet aufgrund seiner geringen Komplexität deutlich weniger Angriffsfläche und somit ein höheres Maß
an Sicherheit, wodurch das Gesamtsystem mit allen Gast-VMs und deren Daten besser abgesichert sind.
Aufgrund dessen sind gerade in Rechenzentren vermehrt Typ 1-Virtualisierungen im Einsatz [Sca11].
2.2.3.2 Whole-System und Codesigned VMs
Bei den bisherigen System-Virtualisierungen nutzen sowohl Gast als auch VMM oder Host-Betriebssys-
tem dieselbe ISA. Sind die ISAs unterschiedlich, ist ähnlich wie in Abschnitt 2.2.2.2 eine Emulation von
Betriebssystem und Anwendungen durch den VMM erforderlich. Diese Art der Virtualisierung benö-
tigt typischerweise einen Typ 2-Hypervisor, welcher die Emulation durchführt und Whole-System-VMs
ermöglicht [SN05a].
Im Gegensatz zu den bisher betrachteten System-Virtualisierungen besteht das Ziel von Codesigned
VMs darin, die Leistungsfähigkeit durch neuartige ISAs zu erhöhen. Der VMM ist dabei in einer speziel-
len Speicherregion des Prozessors angesiedelt und seine Aufgabe besteht in der Übersetzung von Gast-
in Host-ISA [SN05a].
2.2.3.3 Privilegien, hardwareunterstützte System-Virtualisierung und Paravirtualisierung
Wie bereits in Abbildung 2.11 gezeigt, unterscheiden sich die Privilegien von Host-Betriebssystem oder
VMM von denen der Gast-VMs. Die Ausführung von Befehlen aus den VMs ist nur im Modus mit ge-
ringeren Privilegien möglich. Führt die VM aber einen Befehl aus, der höhere Privilegien erfordert, führt
dieses zwangsläufig zu einer Exception innerhalb des VMMs. Dieser muss darauf entsprechend reagie-
ren und den Befehl emulieren, um Zugriff auf Hardwareressourcen abzusichern oder entsprechend zu
verwalten [SN05a].
Privilegienstufen
Bei x86-kompatiblen21 Architekturen werden vier Privilegierungsstufen in Form von Ringen unterschie-
den, wobei der innerste Ring (Ring 0), die höchste Sicherheitsstufe darstellt (Kernel-Modus) und die
Privilegierung der weiteren Ringe (1 - 3) immer weiter abnimmt (Nutzer-Modus), siehe Abbildung 2.12(a).
Die Ringe schränken den von Prozessen nutzbaren Befehlssatz und ebenso den verwendbaren Speicher-
bereich ein, um Stabilität und Sicherheit des Systems zu erhöhen. Nur in Ring 0 hat das Betriebssystem
21Die x86-Kompatibilität steht für eine kompatible Befehlssatzarchitektur (ISA-Kompatibel).
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Zugriff auf den vollen Befehlssatz und die komplette physische Hardware22. Mit Hilfe der Ringe ist es








(a) Ringe der x86-Architektur mit Kernel-Modus auf









(b) Einordnung der Paravirtualisierung in die Ringe der
x86-Architektur.
Abbildung 2.12: Paravirtualisierung und die Ringe der x86-Architektur. Nach [Spr+07, S. 41].
Die Virtualisierung von x86-Systemen bedient sich der Tatsache, dass typische Systeme lediglich zwei
Ringe nutzen. Bei der Typ 2-Virtualisierung befindet sich das Host-Betriebssystem mit dem Hypervisor in
Ring 0, die Gast-Betriebssysteme in Ring 1 oder Ring 2 und die Anwendungen auf Ring 4. Der VMM stellt
für jede Ausnahme bei Zugriffen, welche höhere Privilegien erfordern, eine entsprechende Behandlung
bereit, welche den Befehl oder Zugriff interpretiert und ausführt [Spr+07, S. 40].
Hardwareunterstützte Virtualisierung – Hardware Virtual Machine (HVM)
Erst mit der Einführung der hardwareunterstützten Virtualiserung ab 2005 durch Virtualization Technolo-
gy (VT) von Intel und Secure Virtual Machine (SVM) von AMD ist die Ausführung von höher privilegierten
Operationen der Gast-VMs direkt in Hardware möglich. Eine wesentliche Änderung besteht darin, dass
zusätzlich ein Ring -1 für den Hypervisor in Hardware geschaffen wurde und Betriebssysteme dadurch
wie gewohnt Befehle in Ring 0 ausführen können. Die VMs, welche durch hardwareunterstützte Virtuali-
serung völlig unverändert ausgeführt werden können, werden als HVMs bezeichnet. Da der Hypervisor
Befehle nicht mehr emulieren muss, ist die Leistungsfähigkeit des Gesamtsystems höher als bei ande-
ren Virtualisierungen [Spr+07, S. 44].
Paravirtualisierung
Im Rahmen der Typ 1-Virtualisierung kann eine Paravirtualisierung eingesetzt werden, um auf physische
Geräte über virtuelle Treiber zugreifen zu können. Es wird eine API bereitgestellt, die sich ähnlich, aber
nicht identisch zu der Schnittstelle mit der physischen Hardware verhält. Der Hypervisor ermöglicht den
Zugriff auf die physische Hardware über die von der Gast-VM bereitgestellte API. Der VMM beinhaltet in
diesem Fall ein auf ein Minimum reduziertes, sogenanntes Metabetriebssystem. Das eigentliche Gast-
Betriebssystem muss übertragen werden, um auf der VM ausgeführt werden zu können und die ent-
sprechende API für den Treiber innerhalb des Hypervisors zu nutzen, wie in Abbildung 2.13 dargestellt.
Der virtuelle Treiber als Modifikation des Gast-Betriebssystems wird dabei als Frontend -Treiber und die
22Die meisten Betriebssysteme arbeiten lediglich auf Ring 1 und 3, weshalb eine Vielzahl von Prozessor-Architekturen lediglich























Abbildung 2.13: Paravirtualisierung mit Treiber innerhalb des Gast-
Betriebssystems. Nach [Spr+07, S. 43].
Schnittstelle (API) innerhalb des Hypervisors als Backend -Treiber bezeichnet. Der Backend-Treiber greift
mittels Systemaufruf auf den physischen Treiber zu.
Sowohl Host-, als auch Gast-Betriebssystem werden in Ring 1 ausgeführt, der Hypervisor in Ring 0 stellt
sogenannte Hypercalls zur Verfügung, um die Kommunikation vom Gast-System mit dem Hypervisor zu
ermöglichen. Die Hypercalls bilden eine zusätzliche Abstraktionsschicht zwischen Gast und Hypervisor
und stellen eine Erweiterung des x86-Befehlssatzes dar. Wie Abbildung 2.12(b) zeigt, nutzt eine An-
wendung in Ring 3 klassische Systemaufrufe, um mit dem Frontend-Treiber des Gast-Systems in Ring 1
zu kommunizieren. Dieser spricht wiederum über den Hypercall den Hypervisor in Ring 0 mittels des
Backend-Treibers an, um Befehle im höherprivilegierten Modus ausführen zu können.
Für die Paravirtualisierung sind demnach sowohl modifizierte Host- als auch Gast-Betriebssysteme not-
wendig [Spr+07, S. 41]. Die Virtualisierung mittels eines Xen-Hypervisors [Pic09] ermöglicht neben der
Paravirtualisierung auch eine klassische Typ 1-Virtualisierung mit Hardware Virtual Machine-Instanzen23.
Das Host-Betriebssystem wird dabei als Dom0 bezeichnet und hat als privilegierte Domain vollen Zugriff
auf die Hardware. Die Gast-Systeme innerhalb der VMs werden als DomU bezeichnet [Pic09, S. 19].
2.2.3.4 Zustände und Migration von System-VMs
VMs können wie normale Systeme gestartet, heruntergefahren, neugestartet und abgebrochen wer-
den. Speziell bei VMs besteht des Weiteren die Möglichkeit, ein System vollständig anzuhalten und
den kompletten Zustand mit Prozessor und Speicher einzufrieren oder ein System zwischen physischen
Rechnern zu migrieren. Besonders für Virtualisierungen in Rechenzentren oder Cloud-Systemen ist es
aufgrund von Wartungen der Hardware oder Lastschwankungen mitunter notwendig, eine VM von ei-
nem physischen Host auf einen anderen Host zu übertragen. Die Migration lässt dabei sich in drei
unterschiedliche Konzepte, je nach Zwischenzustand und Erreichbarkeit, unterteilen [Spr+07, S. 58]:
Kalte Migration: Die VM wird auf Host 1 komplett heruntergefahren und anschließend auf Host 2 neu
gestartet. Die Hosts haben dabei Zugriff auf ein gemeinsames Dateisystem. Das Herunterfahren
und der Neustart benötigen zwar mehrere Sekunden, die Übertragung ist aber insofern sicher, als
dass keine inkonsistenten Daten entstehen können.
23Bei Prozessoren mit Hardware-Virtualisierung ist eine zusätzliche Ausführung von unmodifizierten Betriebssystemen in einer
paravirtualisierten Xen-Umgebung möglich [Pic09, S. 115].
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Warme Migration (bei Xen Offline Migration): Die VM wird auf Host 1 lediglich gestoppt und an-
schließend eingefroren. Der komplette Zustand der VM mit Arbeitsspeicher und Registern wird
auf Host 2 übertragen, und die VM wird anschliessend auf Host 2 aufgetaut und fortgesetzt. Die
Migration benötigt hierbei deutlich weniger Zeit als bei der kalten Migration. Wie bei Letzterer
wird ebenfalls ein gemeinsames Dateisystem zur Datenübertragung eingesetzt.
Live Migration (bei Xen Online Migration): Der Arbeitsspeicher von Host 1 wird während des Be-
triebs der VM kopiert und auf Host 2 übertragen; Änderungen im Speicher während des Vorgan-
ges werden als verändert markiert. Anschließend wird die VM gestoppt und auf Host 2 fortgesetzt,
nachdem die letzten Änderungen übertragen worden sind. Das Vorgehen wird als Pre-copy Memo-
ry Migration bezeichnet. Der Wechsel ist dabei in wenigen Millisekunden möglich [Cla+05]. Das
unter Umständen mehrfache Übertragen von Speicherbereichen wird in der Post-copy Memory
Migration vermieden, indem zunächst der Wechsel auf Host 2 erfolgt und erst dann die benötig-
ten Speicherbereiche übertragen werden [Liu+13].
2.2.3.5 Container-basierte Virtualisierung von Betriebssystemen
Neben den bisher erläuterten System-Virtualisierungen, welche komplette Betriebssysteme in VMs kap-
seln, existiert die Möglichkeit einer container-basierten Virtualisierung. Damit können voneinander ab-
gekapselte und isolierte, identische Systemumgebungen auf demselben Betriebssystem bereitgestellt
werden, wobei vom Betriebssystem aber mehrere Instanzen erzeugt werden [Sol+07]. Anwendungen
können nur mit anderen Anwendungen im gleichen Container oder im bereitgestellten Betriebssystem
interagieren. Die Container gewährleisten des Weiteren die Trennung der auf einem Rechner gemein-
sam genutzten Ressourcen, wodurch ein Container keinen Zugriff auf Ressourcen hat, welche von an-
deren Containern genutzt werden [Mer14].
Die container-basierte Virtualisierung besitzt den Vorteil, dass durch die zugrundeliegenden gleicharti-
gen Ressourcen des Betriebssystems die Verwaltung und Nutzung von gemeinsamen Geräten ohne
komplexe Inter-Domain Kommunikationen erfolgen kann. Entsprechend sind die erreichbaren Leistungs-
werte für Linux-Container (LXC) [Can17] annähernd wie die in einem System ohne Virtualisierung, wie
Xavier et al. in [Xav+13] gezeigt haben.
2.2.4 Virtualiserungsansätze für spezielle Geräte
Die Virtualisierung von Ein- und Ausgabegeräten (I/O) ist besonders anspruchsvoll, da jedes Gerät seine
eigenen Charakteristiken und Bedürfnisse hat, welche in einem VMM oder Hypervisor berücksichtigt
werden müssen. Techniken, um I/O-Geräte zu teilen und in Zeitscheiben auf sie zuzugreifen, wurden
schon in den frühen Betriebssystemen eingesetzt, und viele der Ansätze wurden auch in der Virtualisier-
ung entsprechend berücksichtigt.
Die häufigste Methode, um I/O-Geräte zu virtualisieren, besteht in der Konstruktion einer virtuellen Versi-
on des Gerätes und der reinen Virtualisierung der I/O-Aktivität des Gerätes. Der VMM ordnet die Zugriffe
auf das virtuelle Gerät dem physischen Gerät zu und verwaltet ebenso Zugriffe aus den verschiedenen
VMs. Die Paravirtualisierung aus Abschnitt 2.2.3.3 stellt dabei eine Sonderform dar, da das virtuelle Gerät
lediglich über eine API / Hypercalls mit dem Hypervisor und somit dem realen physischen Gerät kommu-
niziert. Die grundlegenden Techniken und theoretischen Ansätze zur I/O-Virtualisierung werden in der
Arbeit von Smith et al. [SN05b, S. 404-415] und in Abschnitt A.2 vorgestellt.
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2.2.4.1 Hardwareunterstützte Virtualisierung von PCIe-Geräten
Eine spezielle Rolle nehmen aufgrund ihrer typischerweise hohen Datenraten PCIe-Geräte ein. Um
Geräte exklusiv zu nutzen, ist des Weiteren ein direkter Zugriff auf die Hardware - am Hypervisor vor-
bei - erforderlich. In der Regel erfordert das einen Prozessor mit hardwareunterstützter Virtualisierung
[Spr+07, S. 197]. Bei PCI-basierter Hardware ist bei einer Xen-Virtualisierung ein Durchreichen an eine un-
terprivilegierte VM mit einem sogenannten PCI-Backend-Treiber oder PCI-Passthrough ohne Einbußen
in Kommunikations-Latenz und Bandbreite möglich. Dabei wird bei DMA-Geräten der Speicherbereich
des Gerätes durch die Input/Output-Memory Management Unit (IOMMU) nicht in den Speicher des Hy-
pervisors eingeblendet und an die VMs weitergereicht, sondern über I/O-MMU-Virtualisierung direkt in
den Speicher der VM eingeblendet [TB14, S. 596].
Partitionieren oder die gemeinsame Nutzung von unterschiedlichen VMs ist oftmals nur über eine Para-
virtualisierung wie in [Kir+12] möglich. Der Hypervisor verwaltet dabei die unter Umständen zeitglei-
chen Zugriffe auf das Gerät. Eine andere Möglichkeit bei PCIe-Geräten besteht in der Single Root-
Input/Output-Virtualization (SR-IOV)24, die es ermöglicht, ein partitioniertes Gerät an unterschiedliche
VMs durchzureichen [Suz+10]. SR-IOV wird typischerweise von Netzwerkkarten in Rechenzentren oder
im HPC-Bereich [Lac+14], aber auch von ausgewählten Xilinx Virtex-7 FPGAs mit PCIe 3.0-Endpunkt
unterstützt [Sur13].
2.2.5 Virtualiserungsarten und deren Relevanz für eine FPGA-Virtualisierung
Die in den vorherigen Abschnitten vorgestellten Virtualisierungsarten nach der Taxonomie aus
Abschnitt 2.2.1.2 sind in Tabelle 2.4 zusammengefasst. Bei der Charakterisierung der Virtualisierungs-
arten sind zum einen die ISAs eine wesentlicher Aspekt, wie auch die Kapselung der VMs bei der
System-Virtualisierung beziehungsweise der Prozesse bei der Prozess-Virtualisierung. Die Eignung der
jeweiligen Virtualisierung für eine Übertragung auf einen FPGA wird in der Tabelle ebenso qualitativ
aufgezeigt.
Tabelle 2.4: Charakterisierung der Virtualisierungsarten und Relevanz für eine FPGA-Virtualisierung.
Prozess-Virtualisierung gleiche ISA gekapselte VMs Eignung für FPGAs
Multiprogrammbetrieb ✓ ✓ !
Dynamische binäre Optimierung ✓ ✗ ✗
Dynamische binäre Übersetzung (Emulatoren) ✗ ✗ ✗
HLL VMs ✗ ✗ ✗
System-Virtualisierung
Klassische System-VMs (nativ, Bare-Metal) ✓ ✓ ✓
Hosted VMs ✓ ✓ !
Whole System VM ✗ ✓ ✗
Codesigned VM ✗ ✓ ✗
✓: optimal !: eingeschränkt ✗: problematisch
Da die Hardwaredesigns innerhalb der VMs direkt auf der physischen FPGA-Hardware ausgeführt wer-
den sollen, sind Virtualisierungen mit gleicher ISA von VM und Host-System notwendig. Eine Eignung
der Prozess-VMs ist aufgrund des erforderlichen Betriebssystems zwischen dem Prozess und der physi-
schen Hardware mit den in Abschnitt 2.1.4.3 vorgestellten Overlay-Architekturen vergleichbar. Durch ih-
24Das PCI-Special Interest Group (PCI-SIG)-Konsortium stellt unterschiedliche standardisierte I/O-Virtualisierungsmethoden basie-
rend auf PCI Express bereit.
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re Abstraktion kann die Prozess-Virtualisierung mit Overlays auf rekonfigurierbarer Hardware verglichen
werden. Der Aufbau einer eigenen FPGA-Architektur durch Overlays entspricht somit der Emulation
innerhalb einer Prozess-Virtualisierung für eine fremde ISA.
Die System-Virtualisierung bildet hingegen eine Abstraktionsschicht zwischen Anwendung und Betriebs-
system sowie der physischen Hardware. Im Fall von FPGAs bedeutet dies, dass sowohl die eigentliche
Anwendung als auch Strukturen innerhalb der gekapselten vFPGAs in den Verantwortungsbereich des
Nutzers fallen und ein zusätzlicher Hypervisor auf dem FPGA die physischen Schnittstellen und Zugrif-
fe verwaltet. Da ein Äquivalent zu einem vollwertigen Betriebssystem in den unterschiedlichen FPGA-
Virtualisierung nicht zweifelsfrei identifiziert werden kann, ist eine Unterscheidung zwischen Prozess-
und System-Virtualisierung nicht eindeutig möglich.
Bei der System-Virtualisierung sind zusätzliche Zwischenschichten zu vermeiden, wie sie bei einer Hos-
ted-VM notwendig sind. Als möglicher Kandidat für eine FPGA-Virtualisierung eignet sich nach Abwä-
gung der unterschiedlichen Virtualisierungen in Tabelle 2.4 die klassische System-VM als möglicher Aus-
gangspunkt. Die Paravirtualisierung kann unter den System-VMs eingeordnet werden und stellt als Virtu-
alisierung für die Treiber und den Zugriff auf die physischen Schnittstellen bei einer FPGA-Virtualisierung
eine weitere Möglichkeit dar.
2.3 Cloud-Computing
Im Folgenden werden in Abschnitt 2.3.1 zunächst die Entwicklung des Cloud-Computings sowie die
wichtigsten direkt in Zusammenhang stehenden Begriffe vorgestellt. Darauf folgt in Abschnitt 2.3.2 eine
Übersicht zu den wesentlichen Bestandteilen und Schlüsseltechnologien des Cloud-Computings. Aktu-
elle Herausforderungen innerhalb des Themengebietes werden schließlich in Abschnitt 2.3.3 skizziert.
2.3.1 Historische Entwicklung, Definition und Begriffe
Die ursprünglichen Ansätze zu einer Cloud gehen zurück auf die ersten Ideen zum Utility Computing von
John McCarthy 1961 [McC61], Parkhill 1966 [Par66] und Vorschläge zu deren zukünftiger Vernetzung von
Leonard Kleinrock im Jahre 1969 [Kle69].
Das Konzept des Cloud-Computing basiert darauf, dass Nutzer Zugang zu gemeinsamen Ressourcen
oder Diensten (Services) erhalten, die nach Belieben allokiert / genutzt und wieder freigegeben werden
können. Dabei ist ein wesentliches Kriterium eine möglichst geringe Interaktion mit dem Anbieter der
Cloud oder dem Betreiber des Rechenzentrums [MG11]. Ein essenzieller Unterschied zu traditionellen
Rechenzentren, bei denen der Nutzer eine feste Anzahl von Ressourcen mietet, besteht im Konzept der
Elastizität der Ressourcen in der Cloud. Dabei ist die Anzahl der Ressourcen für den Nutzer theoretisch
unbegrenzt, da immer genau die erforderliche Menge an Rechenknoten und Speicher zur Verfügung
steht [Brä+12; EPM13].
Die neueren und konkreteren Entwicklungen zu Clouds in ihrer heutigen Form sind in Abbildung 2.14
dargestellt [EPM13]. Ein erster Schritt war dabei die Umsetzung der alten Idee des Utility Computings
[McC61] im Grid Computing, wobei verteilte Rechenressourcen Wissenschaftlern – ähnlich wie in einem
Stromnetz – in Batch-Verarbeitung bereitgestellt wurden [Fos+08]. Der Begriff des Utility Computing
wurde 1997 erneut aufgegriffen, wobei vermehrt die Bereitstellung von Rechenressourcen und ganzer
Geschäftsprozesse [Plu+08], welche nach tatsächlicher Nutzung (Zeit, Auslastung, Energiebedarf etc.)
abgerechnet wurden, an Bedeutung gewann. Mit der direkten Bereitstellung von Software, aber auch
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von kompletten Diensten wie den Amazon Web Services (AWS), welche über das Internet bereitgestellt
werden, etablierte sich das System Software as a Service (SaaS). Der entscheidende Unterschied zum
traditionellen Cloud-Computing besteht darin, dass bei diesem die Bereitstellung von Diensten und
Hardware bis auf die untersten Ebenen reicht, SaaS-Computing aber lediglich die oberste Ebene des
Cloud-Computing abdeckt [Plu+08].
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Abbildung 2.14: Historische Entwicklung des Cloud-Computings und seiner Vorgängersystemen. Daten aus [BF16;
Brä+12; EPM13; Kav14].
Der Begriff Cloud-Computing umfasst die Bereitstellung von Ressourcen auf sämtlichen Ebenen, also
auch das direkte Anbieten von (virtuellen) Rechenressourcen und Infrastruktur. Der eigentliche Begriff
des Cloud-Computings geht dabei zurück auf ein internes Dokument von Compaq aus dem Jahr 1996
[Cor96] und hat sich etabliert, da es die Ansammlung von Ressourcen ohne direkte physische Reprä-
sentation ideal beschreibt. Durch eine Definition von Gartner [Fos+08], Foster et al. [Fos+08] und das
National Institute of Standards and Technology (NIST) von Mell und Grace aus dem Jahr 200925 [MG09]
erlangte der Begriff schließlich allgemeine Akzeptanz.
2.3.1.1 Definition und Begriffe des Cloud-Computing
Bedeutung und Abgrenzung des Cloud-Computing wurden unter anderem definiert von Gartner durch
Plummer et al. [Plu+08] und Forrester Research durch Staten [Sta+08]. Letztendlich durchgesetzt hat
sich folgende Definition (Definition 2.4) von Mell und Grace [MG09], welche auch für diese Arbeit genutzt
wird, um Aussagen über die Möglichkeiten der Integration von FPGAs in eine Cloud-Architektur treffen
zu können:
Definition 2.4: Cloud-Computing Cloud-Computing is a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing re-
sources (e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider interaction.
This cloud model is composed of five essential characteristics, three service models, and
four deployment models26. [MG11, S. 2]
25Überarbeitete Version aus dem Jahr 2011 [MG11].
26Freie Übersetzung von [MG11, S. 2]: Cloud-Computing ist ein Modell zur Realisierung eines allgegenwärtigen, bequemen und
bedarfsgerechten Netzwerkzugriffs auf einen gemeinsamen Pool von konfigurierbaren Rechenressourcen (Netzwerke, Server,
Speicher, Anwendungen und Dienste), welche schnell und mit minimalem Verwaltungsaufwand bereitgestellt oder als Service
freigegeben werden können. Dabei ist keine direkte Interaktion mit dem Anbieter der Cloud notwendig. Das Cloud-Modell
besteht aus fünf wesentlichen Kriterien, drei Servicemodellen und vier Arten des Cloud-Betriebs.
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Die Ressourcen, welche in Form einer Cloud bereitgestellt werden können, sind demnach auf unterster
Ebene Rechenressourcen wie Server, Hardwarebeschleuniger (in der Regel GPGPUs), Netzwerkres-
sourcen und Datenspeicher sowie auf den höheren Ebenen VMs, Software, aber auch entsprechende
Dienste.
Dabei gibt es fünf elementare Kriterien, sogenannte Cloud Characteristics (siehe Abschnitt 2.3.1.2), drei
Modelle für Dienste, welche als Cloud Service Models bezeichnet werden (siehe Abschnitt 2.3.1.3) und
das Cloud-Computing von ähnlichen Modellen abgrenzen, sowie vier Arten des Cloud-Betriebs (siehe
Abschnitt A.3.2), die Deployment Models nach [MG11].
2.3.1.2 Kriterien
Um ein System als Cloud bezeichnen zu können, listet die Definition des Cloud-Computings von Mell
und Grace [MG11] (siehe Definition 2.4) wesentliche Kriterien zur Abgrenzung zu traditionellen Rechen-
zentren und Angeboten auf. Im einzelnen sind die Kriterien [MG11] für das Cloud-Computing27:
Selbstbedienung nach Bedarf (on-demand self service): Beschaffung von Ressourcen nach Bedarf
in Eigeninitiative. Typischerweise ist dabei keine direkte Interaktion mit dem Anbieter der Cloud
notwendig.
Gemeinsame Nutzung physischer Ressourcen (Resource Pooling): Der gesamte Pool an Ressour-
cen steht allen Nutzern gleichermaßen zur Verfügung. Wichtig ist dabei die Trennung der Daten,
welche in der Regel eine Form der Virtualisierung (siehe Abschnitt 2.2) erfordert. Die Ressour-
cen können einem Nutzer dynamisch zugeteilt werden. Der Nutzer hat typischerweise durch die
Virtualisierung keine Kenntnis oder Kontrolle über die physische Position der bereitgestellten Res-
source.
Anpassung an den Ressourcenbedarf (Rapid Elasticity): Aus Nutzersicht sind die physischen Res-
sourcen unbegrenzt in ihrer Anzahl und Größe und können zu jeder Zeit beliebig erweitert oder
reduziert werden.
Messung der Servicenutzung (Measured Service): Nur die tatsächliche Ressourcenauslastung wird
gemessen und dem Kunden in Rechnung gestellt, wobei die Nutzung der Services vollkommen
transparent sein soll.
Umfassender Netzwerkzugriff (Broad Network Access): Die bereitgestellten Ressourcen sind typi-
scherweise über das Internet erreichbar, was die Verwendung standardisierter Netzwerkzugriffe
erfordert, um möglichst vielen Endgeräten gleichzeitig Zugang zu gewähren.
2.3.1.3 Servicemodelle
Typische Angebote auf Cloud-Systemen können nach Mell und Grace [MG09] in drei Gruppen von Ge-
schäftsmodellen eingeteilt werden. Die Modelle unterscheiden sich hinsichtlich der Ebene, auf welcher
der Dienst angeboten wird, und sind essenziell für die Beschreibung eines Interfaces beziehungsweise
einer Abgrenzung zum Nutzer. Diese sogenannten Servicemodelle (Service Models) werden im Folgen-
den kurz erläutert und sind in Abbildung 2.15 aufgezeigt.
27Deutsche Übersetzungen nach Bräuninger et al. [Brä+12].
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Software as a Service (SaaS): Der Nutzer erhält Zugang zu einer umgehend nutzbaren Software (Mail,
Kalender, Dokumente, Speicher etc.), für deren Verwaltung und Betrieb der Anbieter des Dienstes
vollständig verantwortlich ist. Die Abrechnung erfolgt typischerweise pro Aufruf, nach Nutzungs-
umfang oder -volumen (benötigter Speicherplatz). Die reale Anzahl an virtuellen und physischen
Maschinen sowie deren Konfiguration oder das konkrete Betriebssystem bleiben dem Nutzer üb-
licherweise verborgen.
Platform as a Service (PaaS): Der Nutzer erhält die Möglichkeit, eigene Programme auf einer Platt-
form in der Cloud bereitzustellen. Die Nutzer erhalten eine Entwicklungs- oder Laufzeitumgebung
(üblicherweise in Form von Virtuellen Maschinen), wobei der Nutzer allerdings keine Möglichkeit
hat, die Art der zugrundeliegenden Virtualisierung oder die physischen Systeme zu sehen oder
zu konfigurieren. Ein Beispiel für einen PaaS-Dienst ist Microsoft Azure [Mic16c] auf Basis von
Containern oder Virtuellen Maschinen.
Infrastructure as a Service (IaaS): Der Anbieter der Cloud stellt in diesem Modell ausschließlich die
gesamte (virtuelle) Infrastruktur bereit, welche der Nutzer nach seinen Wünschen konfigurieren
kann. Auf diesem Level ist prinzipiell sogar Zugriff auf die physische Infrastruktur der Cloud mög-
lich. Ein Beispiel hierfür stellt Amazons Elastic Compute Cloud (EC2) [Ama17b] oder Simple Sto-
rage Service (S3) [Ama17c] dar. Ein Teil des IaaS ist dabei die Real-Time-Infrastructure (RTI) mit
einem möglichst tiefgreifenden Zugang zu den physischen Ressourcen mit einer hohen Elastizität
[Plu+08].
Wie Abbildung 2.15 zeigt, bauen die Modelle aufeinander auf, wobei das Modell SaaS zur Bereitstellung
eines Dienstes sowohl eine Infrastruktur (IaaS) als auch die reale physische Plattform (PaaS) benötigt.
Stellt ein Service-Provider einen einfachen Dienst mittels des Modells SaaS bereit, sind die tieferlie-
genden Modelle automatisch mit inbegriffen, beziehungsweise werden diese durch andere Anbieter
bereitgestellt und sind somit indirekt im Dienst mit inbegriffen, wobei der Nutzer keine detaillierten
Kenntnisse über Plattform oder Infrastruktur hat. Konfigurationsmöglichkeiten auf den unteren Ebenen
sind dabei ebensowenig möglich.
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Abbildung 2.15: Cloud Service Modelle mit Umfang und Verantwortlichkeit, sowie Konfigurationsmöglichkeiten ent-
sprechend des Service Modells. Nach [Kav14, S. 14].
Neben den aufgezeigten drei Geschäftsmodellen haben sich in den letzten Jahren weitere Dienste eta-
bliert, welche sich unter dem Begriff Everything as a Service (XaaS) zusammen fassen lassen [Plu+08].
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Die Dienste in diesem Bereich lassen sich nicht konkret einem der anderen Geschäftsmodelle zuordnen,
beziehungsweise sollen sie sich explizit von den etablierten Dienstmodellen abheben [Ban+11]. Zum
Teil umfassen die hier inbegriffenen Dienste deutlich mehr Funktionen als die ursprünglich von Mell
und Grace beschriebenen [Ban+11]. Beispiele dafür sind die Bereitstellung kompletter HPC-Ressourcen,
wie in High Performance Computing as a Service (HPCaaS) [MKH12], oder auch spezielle Dienste mit
stärkerem Fokus auf Daten und deren Verarbeitung ((Big)Data as a Service (DaaS)) [ZZL13] oder reinen
Datenbanken (Database as a Service (DBaaS)) [Al 13]. Eine hierbei auftretende Schwierigkeit besteht in
der Messung des Services und demzufolge in dessen Abrechnung. Die Komplexität von Messung und
Abrechnung von XaaS wird dabei auch in der Literatur als neue Herausforderung des Cloud-Computing
gesehen, wie Duan in [Dua12] oder Lenk et al. in [Len+09] aufzeigen.
2.3.1.4 Horizontale und vertikale Skalierung
Um den Begriff der Elastizität besser eingrenzen zu können, wurden im Cloud-Kontext die Begriffe
Horizontal Scaling und Vertical Scaling [EPM13, S. 37] eingeführt, welche im Folgenden näher erklärt
werden.
Horizontale Skalierung (Horizontal Scaling): Der Begriff bezeichnet das Allokieren zusätzlicher und
die Freigabe ungenutzter Ressourcen desselben Typs. Horizontale Skalierung steht im Cloud-Com-
puting mit dem Begriff Elastizität, also der automatischen Anpassung der Ressourcen an die aktu-
ellen Bedürfnisse, in Zusammenhang.
Vertikale Skalierung (Vertical Scaling): Bei dieser Art der Skalierung werden einzelne Ressourcen
durch größere oder leistungsfähigere Hardware ersetzt. Vertikale Skalierung wird aufgrund der
Komplexität ihrer Verwaltung und Bereitstellung eher selten eingesetzt.
Wird im Bereich des Cloud-Computing von Elastizität gesprochen, ist somit typischerweise eine horizon-
tale Skalierung mit Ressourcen des gleichen Typs gemeint. Skalierbarkeit und Elastizität sind wesent-
liche Anforderungen an Clouds [Plu+08] und von besonderer wirtschaftlicher Bedeutung für Unterneh-
men, welche Clouds einsetzten [Brä+12].
2.3.1.5 Rollenverteilung
Die unterschiedlichen Rollen der an dem Betrieb und der Nutzung einer Cloud beteiligten Akteure sind
nicht zu vernachlässigen und auch für diese Arbeit von besonderen Interesse. Abbildung 2.16 liefert
einen Überblick über eine typische Rollenverteilung nach Bohn et al. [Boh+11, S. 4]. Im Folgenden wer-
den die beteiligten Akteure erläutert, um für die Arbeit eine einheitliche Begriffsdefinition sowie eine
einheitliche Übersetzung zu etablieren. Die Basis der Klassifizierung bilden die von Erl et al. [EPM13,
S. 52] und Bohn et al. [Boh+11] verwendeten Begriffe und Definitionen, die zunächst existentielle Rollen
vorstellen:
Cloud-Nutzer (Cloud-Consumer): Eine Person oder eine Organisation, welche die Ressourcen der
Cloud entsprechend der Modelle aus Abschnitt 2.3.1.3 von einem Cloud-Anbieter in Anspruch
nimmt, wird als Cloud-Nutzer bezeichnet [Boh+11, S. 4]. Nutzer, welche auf dem Service aufbau-
end einen eigenen Dienst anbieten, können gleichzeitig ihrerseits zum Cloud-Anbieter werden.
Cloud-Anbieter (Cloud-Provider): Der Cloud-Anbieter ist eine Organisation, die Ressourcen entspre-
chend der in Abschnitt 2.3.1.2 gezeigten Kriterien anbietet. In vielen Fällen benötigen Anbieter
weitere Cloud-Anbieter, um ihren Dienst entsprechend auf deren Services aufbauen zu können.
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Der Anbieter ist für das Management der physischen Infrastruktur, beziehungsweise für die dar-
über liegenden Schichten verantwortlich, insbesondere für die Komponenten zur Bereitstellung
der Dienste (siehe Abschnitt A.3.1) in Abhängigkeit des dem Kunden bereitgestellten Servicemo-
dells [Boh+11, s. 7]. Abbildung 2.15 rechts gibt einen Überblick über die wachsende Verantwortung
des Anbieters in Abhängigkeit des Servicemodells von IaaS bis zu SaaS.
Besitzer eines Dienstes (Cloud Service Owner): Der eigentliche Dienst, der dem Nutzer bereitge-
stellt wird, muss nicht einem speziellen Cloud-Anbieter gehören. Beispielsweise gibt es Diens-
te eines Anbieters, welche von mehreren Cloud-Anbietern eingesetzt werden, wie Werkzeuge zur




















































Abbildung 2.16: Rollen und beteiligte Akteure aus der Architektur-Definition des NIST von Bohn et al. [Boh+11, S. 4].
Neben Nutzer und Anbieter sind weitere optionale Rollen aufgelistet.
Aufbauend auf diesen Rollen haben sich noch weitere zusätzliche beziehungsweise optionale Rollen
in den vergangenen Jahren herausgebildet, wie im Anhang unter Abschnitt A.3.3 aufgezeigt. Um Ab-
grenzungen bezüglich der Sicherheit der Nutzerdaten zu ermöglichen, wurden aufgrund der Vielzahl von
Akteuren die Begriffe Organization Boundary und Trust Boundary etabliert [EPM13, S. 54].
2.3.2 Wesentliche Bestandteile und Schlüsseltechnologien
Die wesentlichen Technologien, welche das Cloud-Computing erst ermöglichen und daher auch essen-
zielle Komponenten für Cloud-Architekturen darstellen, ergeben sich direkt aus den Kriterien aus Ab-
schnitt 2.3.1.2 und umfassen:
• Leistungsfähige und energieeffiziente Prozessoren,
• Effiziente Virtualisierungstechniken (für Prozessoren, Speicher, Netzwerke etc.),
• Große verteilte Speicher,
• Automatisiertes Management,
• Externer Zugriff auf Ressourcen zur Konfiguration und
• Breitband-Internetzugang.
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Hierbei kommt der Virtualisierung ein besonderer Stellenwert zu [Put+15] und diese wurde daher auch
bereits in Abschnitt 2.2 näher betrachtet. Die sich daraus ergebenden Komponenten, welche ebenso
in den etablierten Verwaltungssystemen OpenNebula [Ope16a] oder OpenStack [Ope16d] eingesetzt
werden, sind unter anderem:
• Verwaltung der Rechenressourcen,
• Lastverteilung der Ressourcen (Load Balancer),
• Netzwerk-Manager (Networking),
• Image-Datenbank, Block- und Objekt-Speicher (Storage),
• Nutzerverwaltung (Identity),
• Verwaltungsinterface (Dashboard),
• Abrechnung (Billing/Accounting) und
• Überwachung der Qualität (SLA-Monitor oder Metering).
In Abschnitt A.3.1 wird weiterführend erläutert, wie diese Komponenten in Clouds eingesetzt werden,
um die in Abschnitt 2.3.1.2 definierten Kriterien umzusetzen.
2.3.2.1 Lastverteilung und Scheduling
Das Verteilen der Last (Load Balancing) ist ein wichtiger Bestandteil innerhalb der Cloud-Architekturen.
Algorithmen zur Lastbalance verfolgen unterschiedliche Optimierungsziele, wie beispielsweise die Prio-
risierung einer bestimmten Arbeitslast, eine asymmetrische Verteilung oder eine Bündelung der Ar-
beitslasten. Typischerweise beinhaltet die Lastverteilung mehrere Quality of Service (QoS)-Parameter,
um entsprechend den Durchsatz zu maximieren oder Überlastung zu vermeiden. Das Modul zur Last-
verteilung kann hierbei an unterschiedlichen Stellen angebunden sein, wie beispielsweise mittels Netz-
werkswitches, spezieller Hardware, dedizierter Module im Hypervisor oder Service Agenten im Kern
der Cloud-Management-Software [EPM13, S. 176].
Um in einem großen System das Freigeben von ungenutzten Ressourcen effizient betreiben zu können,
ist unter Umständen auch die Migration von Diensten [KM11] oder kompletten VMs auf andere phy-
sische Rechenknoten zur Optimierung der Auslastung des Gesamtsystems [BBA10] erforderlich. Diese
Optimierungsprobleme führen zur Entwicklung von komplexen Algorithmen zur Verteilung der Nutzeran-
fragen auf die Ressourcen, wie von Lee et al. in [LCK11] beschrieben, oder zu einem effizienten Schedu-
ling wie in der Arbeit von Shainer et al. in [Sha+09] vorgestellt. Ein Scheduling stellt dabei eine genauere
Ablaufplanung dar als die einfache Lastverteilung. Zhong et al. [ZTZ10] stellen unterschiedliche Algorith-
men zum statischen Scheduling vor, welche auf die Infrastruktur (IaaS) aufsetzten. Effizienter ist die
Ablaufplanung von Fang et al. [FWG10] mit Berücksichtigung der aktuellen Auslastung. Das zugrundelie-
gende Problem ist nicht cloud-spezifisch, sondern wird für verteilte Systeme im Allgemeinen bereits
seit Jahrzehnten thematisiert [SRC85]. Die Untersuchung von Algorithmen zur Lastverteilung erfolgt
typischerweise mit Cloud-Simulatoren wie CloudSim [Cal+11] oder Simulatoren für Rechencluster wie
CHERUB [KZS13], mit denen die Simulation kompletter Rechenzentren möglich ist.
Für energieeffiziente Clouds gewinnt das Problem der Lastverteilung zunehmend an Bedeutung, da
ein Ansatz darin besteht, ungenutzte physische Ressourcen in Zeiten schwacher Nachfrage komplett
abzuschalten, wie in den Arbeiten von Kiertscher et al. [KS15a] und Knauth et al. [Kna14] vorgeschlagen.
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2.3.2.2 Elastizität in Cloud-Architekturen
Wichtige Anforderungen an Cloud-Architekturen sind die Kriterien der Elastizität. Die Elastizität von
Cloud-Ressourcen ist dabei nach Owens [Owe10] das bedeutendste Alleinstellungsmerkmal des Cloud-
Computings. Die Notwendigkeit der Elastizität ergibt sich direkt aus dem Cloud-Kriterium (siehe Ab-
schnitt 2.3.1.2) der schnellstmöglichen und automatisierten Anpassung der nutzbaren Ressourcen an
den aktuellen Ressourcenbedarf [Boh+11, S. 15].
Elastizität in der Cloud bezeichnet nach [HKR13] die adaptive Anpassung der Menge der Ressourcen
an die aktuelle Last durch Skalierung, mit dem Ziel, dabei möglichst effizient exakt die Menge an Res-
sourcen bereitzustellen, welche im Moment gerade benötigt wird. Die Bereitstellung einer elastischen
Cloud, das Buchen und Freigeben von Ressourcen und die Kostenersparnis in Abhängigkeit unterschied-
licher Zielstellungen und SLAs (siehe Abschnitt 2.3.2.3) werden ausführlich von Sharma et al. in [Sha+11]
untersucht. Typischerweise wird die Elastizität auf der Ebene IaaS durch das schnelle Starten und Her-
unterfahren von VM-Instanzen ermöglicht, wobe auf den Ebenen PaaS und SaaS für den Nutzer völlig
intransparent eine automatisierte, elastische Cloud bereitgestellt wird, sobald steigende Anfragen von
















(a) Statische Anzahl von Ressourcen mit Abdeckung der Spit-
zenlast und entsprechend häufig ungenutzten Ressourcen















Notwendige, aber nicht verfügbare 
Ressourcen (SLA<<1.0)
(b) Statische Anzahl von Ressourcen ohne Abdeckung der
Spitzenlast mit nicht ausreichender Verfügbarkeit der Ressour-
cen (Underprovisioning). Nach [Arm+10].
Ungenutzte Ressourcen: Freigabe















(c) Elatizität mit Anpassung der verfügbaren Ressourcen an
den aktuellen Bedarf und entsprechend wenig ungenutzten
Ressourcen.
Abbildung 2.17: Szenarien zur Auslastung und reale Nutzung von Ressourcen in einer elastischen Cloud mit Service
Level Agreement (SLA) (siehe Abschnitt 2.3.2.3).
Abbildung 2.17 zeigt die typischen Probleme bezüglich der Abdeckung der Anforderungen in Spitzen-
zeiten, aber mit ungenutzten Ressourcen in Zeiten schwacher Nachfrage (Peak-Load Provisioning) in
Abbildung 2.17(a). Abbildung 2.17(b) hingegen zeigt eine Cloud, welche der Nachfrage in Zeiten hoher
Auslastung nicht nachkommen kann und somit zu einer nicht ausreichenden Verfügbarkeit (siehe SLA in
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Abschnitt 2.3.2.3) führt. Durch flexibles, automatisiertes und horizontales Skalieren der Ressourcen (sie-
he Abschnitt 2.3.1.4) wird dagegen die Elastizität einer Cloud ermöglicht, wie sie in Abbildung 2.17(c) dar-
gestellt ist. Der Nutzer hat nur die Ressourcen zur Verfügung, welche aktuell benötigt werden [Arm+10].
2.3.2.3 Metrik zur Bewertung von Cloud-Architekturen – Service Level Agreement (SLA)
Die Bewertung und insbesondere die Messung der Leistungsmetriken von Cloud-Diensten und komplet-
ten Cloud-Architekturen ist typischerweise ein komplexes Problem, welches häufig mit Hilfe von Bench-
marks gelöst wird [SK12] und mittlerweile durch Frameworks für unterschiedliche Clouds untersucht
werden kann [GVB13]. Da die Bereitstellung von Diensten eine wesentliche Aufgabe darstellt, ist der
Erfüllungsgrad des SLA (siehe Definition 2.5) eine der wichtigsten Messgrößen zur Beurteilung der Qua-
lität einer Cloud [EPM13, S. 403]. Weiterhin ist eine feingranularere Einteilung in Qualität, Verfügbarkeit,
Zuverlässigkeit, Leistungsfähigkeit und Skalierbarkeit eines Dienstes möglich [EPM13, S. 403-412]. Für
Nutzer und Betreiber stellt das SLA ein wichtiges Instrument dar, um auch den Quality of Service (QoS)
zu verbessern.
Definition 2.5: Service Level Agreement (SLA) A service level agreement (SLA) is a con-
tract between a service provider (either internal or external) and the end user that defines
the level of service expected from the service provider. SLAs are output-based in that their
purpose is specifically to define what the customer will receive. SLAs do not define how the
service itself is provided or delivered 28. [Pal16]
Ein SLA von 1,0 entspricht der vollständigen Erfüllung der Vereinbarungen, wie beispielsweise die Be-
reitstellung ausreichender Ressourcen wie in Abbildung 2.17(a). Ist das SLA hingegen <1,0, bedeutet
das einen Einbruch in der vereinbarten Leistungsfähigkeit des Systems, wie in Abbildung 2.17(b) zu
sehen.
2.3.3 Herausforderungen im Cloud-Computing
In [Arm+10] erläutern Armbruster et al. zehn Punkte und aktuelle Herausforderungen, die sich im Bereich
des Cloud-Computings ergeben. Das bereits in den Abschnitten 2.3.2.1 und 2.3.2.2 angesprochene
Problem der optimalen Lastverteilung und Ablaufplanung ist dort ebenso aufgelistet wie eine schnelle
Skalierung zur Gewährleistung der Elastizität und das Problem der Sicherheit des Cloud-Computing,
welches von der Zugangssicherheit über die Datensicherheit bis hin zur Ausfallsicherheit reicht [Fen+11].
Puthal et al. [Put+15] sehen ebenfalls die Lastverteilung und insbesondere die Eignung von Clouds
für wissenschaftliche Anwendungen und den HPC-Bereich als Herausforderung an. Nach Zhang et al.
[ZCB10] bestehen weitere Herausforderungen in der dynamischen Migration von virtuellen Maschi-
nen und verteilten Anwendungen mittels MapReduce [DG08], um das Cloud-Computing für den HPC-
Bereich attraktiver zu machen [VPB09]. Zwei weitere entscheidende Punkte sind nach [Arm+10] und
[Put+15] der Energieverbrauch der Cloud oder die Sicherheit von Nutzerdaten.
28Freie Übersetzung von [Pal16]: Eine Service-Level-Vereinbarung (SLA) ist ein Vertrag zwischen einem Service-Provider (entweder
intern oder extern) und dem Endverbraucher, welcher das Niveau des Services, welches vom Service-Provider erwartet wird,
definiert. SLAs sind eine Ausgangsbasis, um die Leistungen, welche der Kunde erhält, festzuschreiben. SLAs definieren nicht,
wie der Dienst selbst zur Verfügung gestellt wird.
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2.3.3.1 Sicherheitsaspekte im Cloud-Computing
Die Gewährleistung der Zugriffssicherheit von Daten in der Cloud bildet eine der größten Herausfor-
derungen im Cloud-Computing, da die Daten der Nutzer auf einem fremden Rechnersystem gelagert
werden, auf welches wiederum eine Vielzahl von unterschiedlichen Nutzern Zugriff haben [KV10]. Die
Abschottung der VMs voneinander ist bereits weitestgehend durch die eingesetzten Techniken zur Virtu-
alisierung von Rechen- und Speicherressourcen gewährleistet, die in Abschnitt 2.2.3 aufgezeigt wurden.
Eine Möglichkeit, die Daten in der Cloud noch weitreichender zu schützen, besteht auch in einer Ver-
schlüsselung der Daten, wobei selbst dabei noch das Problem existiert, dass die Daten innerhalb der
VM und im Arbeitsspeicher im Klartext vorliegen. Ein Ansatz, auch diese Daten zu schützen, besteht
einerseits in der Anonymisierung der Daten durch Zusatzhardware, wie in der Arbeit von Mondol et al.
[Mon11] diskutiert, und andererseits in der ausschließlichen Arbeit mit homomorphen Daten, wie es
ursprünglich von Gentry et al. in [Gen+09] gezeigt und von Atayero et al. in [AF11] oder Tebaa et al. in
[TEE12] für den Einsatz in der Cloud evaluiert wurde. Der Einsatz von FPGAs zur Erhöhung der Sicher-
heit von Nutzerdaten in der Cloud wird weiterführend in Abschnitt 2.4.3 untersucht.
2.3.3.2 Energieeffizienz von Cloud-Systemen
Nach Beloglazov et al. [BAB12] ist effizientes Energiemanagement heutzutage von zunehmend großer
Bedeutung und bildet die Basis der von Baliga et al. [Bal+11] angestrebten Green Cloud mit einer Op-
timierung des Energieverbrauches über die gesamte Architektur. Nach einem Bericht des Lawrence
Berkeley National Laboratory aus dem Jahr 2008 [Bro+08] wurden im Jahr 2006 1,5 % der in den USA
erzeugten Energie für Rechenzentren benötigt und es wird davon ausgegangen, dass dieser Wert lang-
fristig auf 18 % anwachsen wird. Ein großer Anteil dieser benötigten Energie ist jedoch der schlechten
Auslastung der Systeme zuzuschreiben, von denen sich ein großer Anteil im Leerlauf befindet29, so-
wie einer Ressourcenplanung, welche auf einer Maximierung des Durchsatzes ausgelegt ist, und nicht
darauf, Energie zu sparen [Li+09].
Eine weitere Möglichkeit zur Steigerung der Energieeffizienz besteht in der Nutzung von speziellen
Hardwarebeschleunigern in der Cloud. Dabei werden rechenintensive Anwendungen zum Beispiel auf
energieeffiziente rekonfigurierbare Hardware [Bym+14; Che+14; FVS15; MS11; OCC16; Wee+15] oder
GPGPUs [Nap+14; Rav+11] ausgelagert. Abschnitt 2.4 dieser Arbeit setzt sich ausführlich mit Beiträgen
auf diesem Gebiet auseinander.
2.4 Relevante Forschungsarbeiten zu FPGAs und Cloud
Aufbauend auf den Grundlagen und derzeitigen Forschungsansätzen zu rekonfigurierbarer Hardware
in Abschnitt 2.1, den grundlegenden Virtualisierungstechniken in Abschnitt 2.2 und dem Konzept des
Cloud-Computing in Abschnitt 2.3 widmet sich dieser Abschnitt der zentralen Fragestellung einer mög-
lichst flexiblen Einbettung von rekonfigurierbaren Hardwarebeschleunigern in Rechenzentren und Cloud-
Systeme zur Erhöhung der Rechenleistung, Senkung des Energieverbrauches und der Steigerung der
Sicherheit. Wie in Abschnitt 2.1.1.3 erläutert, stellen Hardwarebeschleuniger auf Basis von FPGAs eine
vielversprechende Option dar, um sowohl die Rechenleistung als auch die Energieeffizienz zu erhöhen.
Neben der Beschleunigung von Anwendungen sind FPGAs auch zur Steigerung der Sicherheit einsetzbar.
29Im Leerlauf benötigen Server noch 69-70 % der Energie, welche typischerweise unter Volllast benötigt wird [Li+09].
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Daraus ergibt sich eine Vielzahl von Möglichkeiten, wie FPGAs in eine Cloud integriert werden können,
wie Abbildung 2.18 veranschaulicht. Dabei liegt der Schwerpunkt der Arbeit und insbesondere dieses













Abbildung 2.18: Cloud-Architektur mit Einsatzgebieten von FPGAs.
Im Folgenden werden in Abschnitt 2.4.1 Ansätze zur Virtualisierung rekonfigurierbarer Hardware ohne
speziellen Cloud-Bezug diskutiert. In Abschnitt 2.4.2 werden Arbeiten vorgestellt, welche sich der Be-
schleunigung von konkreten Cloud-Anwendungen mit Hilfe rekonfigurierbarer Hardware widmen. Um
einen möglichst universellen Einsatz von FPGAs zur Steigerung der Sicherheit von Daten innerhalb
der Cloud und beim Zugang zu dieser zu untersuchen, widmet sich Abschnitt 2.4.3 den aktuellen For-
schungsthemen in diesem Bereich. Darauf aufbauend werden in Abschnitt 2.4.4 aktuelle Arbeiten und
Forschungsprojekte mit dem Ziel der Bereitstellung von FPGAs in einer Cloud detailliert erläutert.
2.4.1 Virtualisierung von Hardwarebeschleunigern auf Basis von FPGAs
Der Grundgedanke der Virtualisierung ist eine Abstraktion von der realen physischen Hardware mit der
Absicht, eine größere Unabhängigkeit von dieser zu erreichen (siehe Abschnitt 2.2.1). Das Ziel bei der
Virtualisierung von Hardwarebeschleunigern kann also in der Abstraktion von der physischen Struktur,
aber auch in einer Abkapselung zur Erhöhung der Auslastung bestehen. Im Folgenden wird primär die
Virtualisierung von rekonfigurierbarer Hardware als wesentlicher Schwerpunkt der Arbeit betrachtet.
2.4.1.1 Überblick zu relevanten Forschungsarbeiten
Erste Gedanken zur Notwendigkeit einer Virtualiserung von FPGAs veröffentlichten Fornaciari et al. im
Jahr 1998 [FP98a; FP98b]. Hierbei ist die wesentliche Aussage, dass aufgrund der geringen Größe
der verfügbaren FPGAs diese mit Hilfe von Methoden aus dem Bereich der Betriebssysteme virtuell
vergrößert werden können, indem die Funktionen zur Laufzeit ausgetauscht werden (Dynamic Loading).
Die Arbeit stellt allerdings keine konkreten Konzepte oder Ergebnisse vor. Eine Umsetzung der Konzepte
Partitionierung30 und Überlagern von Funktionsblöcken zur Bereitstellung eines virtuellen FPGAs, der
größer als der tatsächliche physische FPGA erscheint, wird später in [FPR00] aufgezeigt.
Erst durch die Bereitstellung einer dynamischen partiellen Rekonfiguration von FPGAs zur Laufzeit (siehe
Abschnitt 2.1.4.3) wurden die von Fornaciari et al. beschriebenen Ansätze für eine größere Nutzergruppe
praktisch zugänglich. Darauf aufbauend beschreiben im Jahr 2008 El-Araby et al. in [EGE08] praktische
Ansätze der Virtualisierung von FPGAs als Hardwarebeschleuniger im Bereich des High Performance
30Einteilung des Hardware-Entwurfes in einen statischen (Module, welche immer benötigt werden, wie Infrastruktur oder spe-
zielle Verarbeitungseinheiten) und einen dynamischen Teil (Komponenten, welche nicht durchgehend benötigt werden und
dynamisch ausgetauscht werden können). Des Weiteren ist eine Aufteilung des prinzipiell zu großen dynamischen Hardware-
designs in kleinere Module, beziehungsweise Partitionen möglich, welche sequenziell abgearbeitet werden können. [FPR00]
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Reconfigurable Computing (HPRC). Die Möglichkeit, FPGAs dynamisch partiell neu zu konfigurieren und
der Versuch, durch statische Schnittstellen die Portabilität von Hardwaredesigns zu erhöhen, führte in
den folgenden Jahren zu unterschiedlichen Ansätzen der Virtualisierung von FPGAs. Eine Vielzahl von
Beiträgen basiert auf FPGAs von Xilinx und dem ICAP für den Zugriff auf die interne Konfiguration. Das
Ziel, den physischen FPGA sowie die Schnittstelle zu diesem vor dem Nutzer zu verstecken und somit
die Portabilität, Wiederverwendbarkeit und letztendlich Produktivität zu erhöhen, wird oftmals unter
dem Begriff der Virtualisierung zusammengefasst.
Eine der einfachsten Möglichkeiten der Virtualisierung besteht in einer Abstraktion von den Hardware-
und Softwareschnittstellen auf Seiten des FPGAs, wie sie bereits in Abschnitt 2.4.1.2 vorgestellt wer-
den. Eine Kapselung unterschiedlicher Nutzer auf demselben physischen FPGA ist Gegenstand der in
Abschnitt 2.4.1.3 vorgestellten Arbeiten. Hardwarebetriebssysteme, wie sie in Abschnitt 2.4.1.4 aufzeigt,
stellen eine weitere Variante der Virtualisierung von FPGAs dar. Die in Abschnitt 2.4.1.5 vorgestellten
Systeme etablieren eine Zwischenschicht zwischen dem Hardwaredesign und dem physischen FPGA,
was einer Virtualisierung für unterschiedliche ISAs von Hostsystem und VM entspricht. Die relevanten
Forschungsarbeiten werden schließlich in Abschnitt 2.4.1.6 miteinander verglichen.
2.4.1.2 Abstraktion von Schnittstellen und Treibern
Eine einfache Möglichkeit der Virtualisierung ist eine Vereinheitlichung beziehungsweise eine Abstrakti-
on von den realen physischen Schnittstellen und die Schaffung eines einheitlichen Interfaces und Proto-
kolls zur Erhöhung der Portabilität. Dabei ist die Ansatzperspektive entscheidend, da die Virtualisierung
sowohl auf dem FPGA als auch auf dem Host, welcher den Zugang zum FPGA bereitstellt, ansetzen
kann, wie im Folgenden weiter analysiert wird.
Portabilität durch einheitliche Schnittstellen – VirtualRC von Kirchgessner et al.
Ein Versuch, eben diese Portabilität zu erhöhen, stellt beispielsweise das Framework VirtualRC von
Kirchgessner et al. [Kir+12] dar. Die Portabilität von HDL-Designs und HLS-Tools wird über unterschied-
liche FPGA-Boards durch ein Framework und eine Middleware zur Virtualisierung von FPGAs erreicht.
VirtualRC von Kirchgessner et al. [Kir+12] ist ein erweitertes Konzept der FPGA Middleware für ein
Software Defined Radio (SDR) von Reves et al. [Rev+05]. Den prinzipiellen Aufbau von VirtualRC veran-
schaulicht Abbildung 2.19. Anhand von Konfigurationen wie der Anzahl von Speicherkanälen oder der
Datenwortbreite generiert das Framework eine virtuelle Plattform in Form eines leeren HDL-Moduls mit
entsprechenden Schnittstellen. Die Nutzeranwendung wird in das bereitgestellte HDL-Modul eingebet-
tet. Im Anschluss generiert das Framework aus dem virtuellen Nutzerdesign und den HDL-Modulen der
gewählten physischen Plattform die Konfigurationsdatei für den FPGA. Die Konvertierung der virtuellen
Interfaces auf die physischen Interfaces einer spezifischen Plattform wird durch einfache Kontrolllogik,
First In First Outs (FIFOs) und Speicher ermöglicht. Das Framework erzeugt hiermit im Wesentlichen
eine generische Schnittstelle (Wrapper) von virtuellen zu physischen Interfaces.
Durch die Virtualisierung tritt bei ungünstigen Datenwortbreiten ein Protokolloverhead von bis zu 6 % auf.
Da entsprechend wenig zusätzliche Logik von Seiten des Frameworks in das Design eingebracht wird,
liegt der zusätzliche Ressourcenbedarf der Fläche bei nur 1 %. Da der Schwerpunkt dieser Arbeit auf
der Virtualisierung der Schnittstellen liegt, sind keine Aussagen zu Konfigurationszeiten, konkurrierenden
Nutzern und dem detaillierten Entwurfsprozess vorhanden. Die Möglichkeiten der partiellen Rekonfigu-
ration bleiben ebenfalls unberücksichtigt, da der Nutzer immer eine vollständige Konfigurationsdatei für
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Abbildung 2.19: Überblick des VirtualRC Frameworks. Nach [Kir+12].
die physische Plattform erzeugt, wobei das VirtualRC-Framework die entsprechenden Schnittstellen und
vordefinierten Module liefert.
Hardware als Software-Prozess – BORPH von So et al.
Ein ähnlicher Ansatz, allerdings mit einer höheren Abstraktion auf Prozessebene, wurde von So et al.
[SB08] mit in BORPH31 eingeführt. BORPH erweitert das Betriebssystem (Linux) um Treiber und Bi-
bliotheken, um rekonfigurierbare Ressourcen einfacher einbinden zu können. Für den Nutzer erfolgt
Kommunikation und Interaktion mit einem Hardware-Prozess wie mit einem traditionellen Software-
Prozess (UNIX-Prozess), jedoch wird der Hardware-Prozess auf einem FPGA ausgeführt [SB08]. Ein
Hardware-Prozess hat dabei die gleichen Möglichkeiten wie ein Software-Prozess, beispielsweise die,
einen Zugriff auf das Dateisystem zu realisieren. Abbildung 2.20 stellt in einer Übersicht die prinzipielle
Systemarchitektur dar, wobei die Grenze zwischen Hard- und Software auf die Ebene des Betriebs-
systems (BORPH-Kernel) verlagert wurde. Der BORPH-Kernel ist ein modifiziertes Linux, welches auf





























Abbildung 2.20: Überblick des Systemaufbaus von BORPH auf Prozessebene. Nach [SB08].
Wird ein Hardware-Prozess gestartet, erfolgt zunächst die Konfiguration des FPGAs. Speicherbereiche
und Register des Hardwaredesigns werden über den Kernel im Betriebssystem eingeblendet, und ein
31Akronym für Berkeley Operating System for ReProgrammable Hardware (BORPH).
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entsprechender Prozess zur Verwaltung wird angelegt. Die ausführbare Datei, welche einem Hardware-
Prozess entspricht (BORPH Object File), enthält sämtliche Informationen, die zur Ausführung notwendig
sind, wie die geeigneten FPGAs, den Bitstream und die Daten zur Einbettung der Register und Speicher-
bereiche. Die Kommunikation der Hardware-Prozesse untereinander wird über einen Kontroll-FPGA mit-
tels konventioneller Kommunikation unter UNIX-Prozessen umgesetzt32. Dieses Vorgehen stellt eine
Schwachstelle des Ansatzes dar, ist allerdings auch nicht das Hauptaugenmerk des Entwurfs.
BORPH entspricht somit einer Virtualisierung, bei der nicht nur die physischen Schnittstellen abstrahiert
werden, sondern auch die Kommunikation im Betriebssystem für den Nutzer wie bei einem typischen
UNIX-Prozess erscheint. Der Vorteil für spätere Entwicklungen besteht in der vollständigen Abstraktion
von der realen Hardware durch Verlagerung der spezifischen Funktionalität in den BORPH-Kernel.
2.4.1.3 Virtualisierung zur Erhöhung der Anzahl an Ressourcen
Um begrenzte Hardwareressourcen unterschiedlichen Nutzern zur Verfügung zu stellen, besteht die
Möglichkeit der Virtualisierung. Dabei wird bei jedem einzelnen Nutzer der Eindruck geschaffen, dass die
Hardware jeweils ihm exklusiv zur Verfügung steht. Es existieren hierbei zwei grundlegende Möglichkei-
ten der Realisierung der Virtualisierung, ähnlich wie in der Klassifikation der Parallelität: eine sequenzielle
Abarbeitung der Anfragen durch deren Serialisierung (Pipelining), oder eine Partitionierung in unabhän-
gige Bereiche (Nebenläufigkeit). Eine dritte, ergänzende Möglichkeit kann die sequenzielle Abarbeitung
der Anfragen mit zusätzlichem Kontextwechsel darstellen. Im Folgenden werden diese Möglichkeiten
der Virtualisierung an unterschiedlichen Arbeiten erläutert.
Mehrere Nutzer durch Serialisierung der Anfragen von VMs – pvFPGA von Wang et al.
Eine weit verbreitete Variante zur Erhöhung der Anzahl der Hardwareressourcen durch Virtualisierung be-
steht darin, die Anfragen in eine Warteschlange einzureihen und nacheinander abzuarbeiten. Die Nutzer
sind immer nur mit einem virtuellen FPGA konfrontiert. Das Problem dieses Ansatzes liegt in der hohen
Bearbeitungszeit bei entsprechend langer Warteschlange, verursacht durch zu viele Nutzeranfragen. Das
Pipelining ermöglicht die Nutzung des gesamten physischen FPGAs mit einem hohem Durchsatz in der
Verarbeitung.
Das System pvFPGA von Wang et al. [WBP13] erlaubt einen konkurrierenden Zugriff unterschiedlicher
paravirtualisierter Virtueller Maschinen auf einen gemeinsamen FPGA zur Rechenbeschleunigung. Ein
Durchreichen des PCIe-Gerätes mittels PCI-Passthrough [Pra+05] ist üblicherweise nur an eine VM mög-
lich und daher nicht für den Zugriff unterschiedlicher VMs geeignet33. Abbildung 2.21 zeigt die Systemar-
chitektur. Dabei greifen sämtliche Nutzer auf denselben Rechenkern zu. Die Kommunikation mit dem
Rechenkern erfolgt über eine einfache Schnittstelle.
Die Virtualisierung beschränkt sich auf den Zugriff von unterschiedlichen VM-Instanzen auf einen ge-
meinsam genutzten Beschleuniger. Im Gegensatz zu den bisher betrachteten Arbeiten erfolgt die Vir-
tualisierung des FPGAs auf Seiten des Host-Systems und ermöglicht den gleichzeitigen Zugriff von
unterschiedlichen VMs. auf den virtualisierten Beschleuniger Der Zugang zum FPGA wird reproduziert
beziehungsweise virtuell vervielfältigt. Ein Nutzerdedesign auf dem FPGA und die Kapselung eines ent-
sprechenden Bereiches mit partieller Rekonfiguration ist nicht vorgesehen.
32Konventionelle UNIX-Mechanismen zur Kommunikation unter Prozessen (Inter-Process Communication (IPC)) sind zum Beispiel
Pipelines, Signale, gemeinsame Dateien und Speicherblöcke [TB14, S. 100].
33Mit einem PCIe 3.0-Endpunkt, welcher die I/O-Virtualisierung unterstützt (SR-IOV), erscheinen im PCI-Baum mehrere virtualisier-
te Geräte, welche an unterschiedliche VMs durchgereicht werden können [Sur13].
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Abbildung 2.21: Überblick des pvFPGA Systems. Nach [WBP13].
Anwendungen aus unterprivilegierten VMs greifen bei pvFPGA [WBP13] über Event Channels in Xen
[Pra+05] über den Hypervisor innerhalb der Dom0 zu. Der Hypervisor wird dabei durch einen sogenann-
ten Coprovisor erweitert, welcher Anfragen der VMs in eine Warteschlange einreiht und nacheinander
auf dem physischen FPGA ausführt [WBP13]. Durch die Beschränkung der Virtualisierung auf den Zu-
gang und den modifizierten Treiber innerhalb der unterpriviligierten VM handelt es sich daher um eine
klassische Paravirtualisierung des Treibers innerhalb des Host-Hypervisors, wie in Abschnitt 2.2.3.3 er-
läutert.
Ein ähnliches Konzept mit einer seriellen Abarbeitung paralleler Anfragen zur Beschleunigung von HPC-
Anwendungen wird von Gonzalez et al. in [Gon+12] beschrieben. Hintergrund ist hier eine typischerwei-
se deutlich geringere Zahl von physischen FPGAs als CPUs. Das Durchreichen an unterschiedliche VMs
entfällt, dafür gibt es eine gemeinsame Warteschlange für die Anfragen. Wie auch in VirtualRC lässt
sich beobachten, dass sich das System mit zunehmender Virtualisierung entsprechend der Anzahl der
Nutzer aus Sicht des jeweiligen einzelnen Nutzers verlangsamt.
Erhöhung der Anzahl der Ressourcen durch Partitionierung in Bereiche
Bedingt durch die wachsende Anzahl an Transistoren in integrierten Schaltkreisen (siehe Abschnitt 2.1.1.1)
und den ebenso in der Zahl ihrer Logikelemente wachsenden FPGAs ist seit 2008 der Trend zu beob-
achten, dass nebenläufige Hardwaredesigns unterschiedlicher Nutzer auf demselben physischen FPGA
zur gleichen Zeit ermöglicht werden, um dessen Auslastung zu erhöhen [Bym+14; Che+14; Don+15;
EGE08; FVS15; Wee+15].
Ein frühes Beispiel eines FPGAs mit festen Regionen, welche zur Laufzeit dynamisch rekonfiguriert
werden können – wenn auch ohne konkreten Cloud-Bezug – zeigen die Arbeiten von El-Araby et al.
[EGE08; EGE09]. Bei dem System, welches aus zwei Mikroprozessoren (µCPU) besteht, ist der phy-
sische FPGA mit einem der Prozessoren direkt verbunden34. Durch die Virtualisierung wird somit die
Anzahl der vFPGAs erhöht, um jedem Mikroprozessor exakt einen vFPGAs zuzuordnen. Das asymme-
trische System wirkt für den Nutzer durch die Virtualisierung symmetrisch, wie in Abbildung 2.22(a)
dargestellt. Dadurch gestaltet sich die Programmierung des Gesamtsystems deutlich einfacher. Die auf
die vFPGAs ausgelagerten Berechnungen arbeiten nebenläufig, die Kommunikation erfolgt allerdings
über einen gemeinsamen Kanal. Die Datenpakete werden in eine Warteschlange eingereiht, sodass die
Datenübertragung zwischen Host und FPGA rein sequenziell erfolgt (siehe Abbildung 2.22(b)).
34Die Cray XD1 [Cra16] besteht aus Knoten mit Mikroprozessoren und FPGAs als eng gekoppelte Coprozessoren. Die Hardware
wird mittels Mitrion-C programmiert, was eine einheitliche systemweite Integration und Programmierung erleichtert.
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(a) Rechenknoten mit zwei Mikroprozessoren und




















(b) Architektur auf Ebene der Software mit einer Serialisierung der Anfra-
gen von unterschiedlichen Prozessen und Prozessoren und Einreihung in
eine Warteschlange.
Abbildung 2.22: Virtualisierung des physischen FPGAs durch feste Einteilung in unterschiedliche Bereiche. Die Re-
chenkerne innerhalb der festgelegten Regionen auf dem physischen FPGA arbeiten nebenläufig.
Nach [EGE08].
Die physischen Regionen für die vFPGAs werden mittels eines statischen Teils realisiert, der die Kom-
munikation und die dynamische partielle Rekonfiguration kapselt. Die vFPGAs selbst sind partiell zur
Laufzeit über den ICAP rekonfigurierbar. Im Abschnitt 2.4.4 stellt diese Form der Virtualisierung die typi-
sche Methode dar, um die Ressourcen effizient an die Anforderungen der Nutzer anzupassen und die
Auslastung der FPGAs zu optimieren.
Ein ähnliches Konzept nutzen auch Dondo Gazzano et al. [Don+15]. Die FPGAs sind allerdings über das
Netzwerk lose untereinander sowie mit einem Rechner verbunden, welcher das Management über-
nimmt. Der FPGA selbst wird in mehrere Bereiche aufgeteilt, welche mittels partieller Rekonfiguration
direkt über das Netzwerk konfiguriert werden können. Durch die ausschließliche Kommunikation über
das Netzwerk ist der Zugang zu der Ressource von unterschiedlichen VMs deutlich einfacher. Eine An-
wendung wird auf diese Weise in kleinere Rechenkerne zerlegt und auf mehrere FPGAs verteilt. Das
so entstehende System erscheint dem Nutzer homogen und ist somit einfacher programmierbar. Auf
dem System befindet sich allerdings immer nur ein Nutzer, wodurch die Virtualisierung ähnlich wie bei
El-Araby et al. dazu dient, eine homogene Sicht von Außen auf Nutzerseite auf die Architektur zu schaf-
fen.
Die Virtualisierung eines eng mit dem Host über PCIe gekoppelten FPGA und einer virtualisierten Schnitt-
stelle für einen Einsatz in einer Cloud wird von Chen et al. in [Che+14] beschrieben. Der Zugriff auf den
von unterschiedlichen VMs gemeinsam genutzten physischen FPGA, welcher in gekapselte Bereiche
(vFPGAs) mit nebenläufigen Rechenkernen unterteilt ist, erfolgt über virtuelle I/O-Geräte im Hypervisor
[Che+14]. Die Anfragen aus den VMs werden in Warteschlangen eingereiht und innerhalb der vFPGAs
entsprechend ihrer Prioritäten abgearbeitet. Die Besonderheit in der Arbeit von Chen et al. besteht darin,
dass der Speicher eines vFPGAs komplett ausgelesen, gesichert und wieder hergestellt werden kann,
was einen kompletten Kontextwechsel ermöglicht, wenn sich in der Warteschlange eine Anfrage mit hö-
herer Priorität befindet. Das Auslesen von internen Registern oder Speichern des FPGAs ist allerdings
nicht möglich.
Das Problem der Kommunikation zwischen einer Vielzahl von Nutzerkernen auf demselben physischen
FPGA wird in der Arbeit von Kidane et al. [KB16] mit Hilfe eines Network-on-Chip (NoC) gelöst. Die
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Kommunikation der Kerne untereinander wird dabei als einer der Hauptkritikpunkte an anderen Arbeiten
mit einer Aufteilung eines FPGAs in feste Regionen beschrieben.
2.4.1.4 Hardware-Betriebssysteme mit Threadwechsel
Mehrere Forschungsprojekte beschäftigen sich mit Betriebssystemen für rekonfigurierbare Hardware,
welche einen wichtigen Schritt darstellen, um einerseits eine Kapselung der Funktionen und anderer-
seits eine Verwaltung der Hardware, analog zu klassischen Betriebssystemen, zu ermöglichen. Die
grundlegende Herangehensweise besteht darin, ähnlich wie bei BORPH (siehe Abschnitt 2.4.1.2) einen
Rechenkern auf der rekonfigurierbaren Hardware durch einen Softwareprozess oder einen Software-
thread zu repräsentieren und somit auch die Schnittstellen zu virtualisieren.
Ein solches System mit der Möglichkeit, mehrere konkurrierende Hardwarekerne auf dem FPGA in re-
konfigurierbaren Bereichen abzukapseln, ist beispielsweise ReconOS von Lübbers et al. [LP07; Lüb10].
Das gesamte ReconOS-System-on-Chip (SoC), bestehend aus Prozessor, Speichersubsystem, Periphe-
rie, ICAP zur Rekonfiguration und den rekonfigurierbaren Bereichen fester Größe, ist in Abbildung 2.23
dargestellt. Die Softwarethreads kommunizieren mit den Hardwarebeschleunigern in den rekonfigurier-
baren Bereichen durch FIFOs (Operating System Interface (OSIF)) und haben im Gegensatz zu BORPH
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Abbildung 2.23: Aufbau des Hardware Betriebssystems ReconOS. Aus [Agn+14].
Um des Weiteren wie in Betriebssystemen einen Threadwechsel durchführen zu können, ist es not-
wendig, den kompletten Zustand beziehungsweise Kontext eines Hardwarethreads auszulesen und zu
einem späteren Zeitpunkt fortzusetzen, wie in [HTK15] beschrieben (Preemptive Hardware Multitasking).
Die Zeit, welche für einen Threadwechsel beziehungsweise für das komplette Auswechseln eines Hard-
waredesigns benötigt wird, liegt bei mehreren Millisekunden35, die Ausführung dieses Prozesses erfolgt
über den internen ICAP durch Zugriff auf die Register und Speicherinhalte. Das Wiederherstellen eines
Hardware-Threads ist allerdings nur in demselben Bereich auf dem FPGA, an der er ausgelesen wurde,
möglich. ReconOS ermöglicht es somit, durch eng gekoppelte rekonfigurerbare Bereiche Anwendungs-
teile zur Beschleunigung in Hardware auszulagern. Hardwarethreads werden dabei in HDL oder durch
35Für einen Bereich mit einer Konfigurationsgröße von 741 kByte werden für das Auslesen und das Wiederherstellen des kom-
pletten Kontextes 25,7 ms benötigt.
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HLS beschrieben. Die Kopplung von Prozessor und FPGA über PCI oder Ethernet wird in dem Projekt
nicht berücksichtigt.
Verwandte Ansätze stellen HThreads von Peck et al. [Pec+06] oder Self Distributing Virtual Machine
(SDVM) von Haase et al. [HHW10], welches entworfen wurde, um parallele und verteilte Berechnungen
in Clustern durch das dynamische Austauschen von Rechenressourcen zu optimieren, dar. Ähnlich kon-
zipiert, allerdings nicht auf Prozess-, sondern auf Betriebssystemebene, ist das PRHS-System [Eck14;
Mey15; MK11], bei dem Mechanismen der System-Virtualisierung (siehe Abschnitt 2.2.3) untersucht wer-
den, um statische Host-Komponenten (Prozessor, Speicher etc.) mit rekonfigurerbaren Gast-Bereichen
zu kombinieren.
2.4.1.5 Zwischenschicht zur Abstraktion von der realen FPGA-Architektur
Um Hardwaredesigns von der physischen FPGA-Architektur zu entkoppeln und so die Flexibilität und die
Wiederverwendbarkeit der Entwürfe zu erhöhen, wurden Overlays-Architekturen entwickelt. Deren Ziel
besteht darin, auf unterschiedlichen FPGAs eine einheitliche Zwischenschicht zu erschaffen, auf welcher
wiederum das eigentliche Design implementiert wird. Koch et al. beschäftigen sich in ihrer Arbeit [KBL13]
mit einem Overlay für unterschiedliche FPGA-Familien von Xilinx. Basis ist die partielle dynamische
Rekonfiguration und die Möglichkeit, in die Konfiguration nach den unterschiedlichen Syntheseschritten
eingreifen zu können, wie in [BKT11] beschrieben.
Ähnliche virtuelle FPGA-Architekturen sind der virtuelle FPGA für schnelles Placement und Routing von
Coole et al. in [CS10] oder die Realisierung neuartiger FPGA-Architekturen auf einem FPGA wie ZUMA
von Brant et al. [BL12]. Durch die Erzeugung einer Zwischenschicht gehen die für diese aufgewendeten
Ressourcen verloren, und die Leistungsfähigkeit eines Hardwaredesigns, insbesondere bezüglich der
Signallaufzeiten (Timings) und erreichbaren Taktraten, wird geringer [BL12]. In der Arbeit von Figuli et al.
[Fig+11] werden neben einer zugrundeliegenden virtualisierten Architektur Möglichkeiten beschrieben,
die virtuellen FPGAs über mehrere physische FPGAs auszudehnen, ohne dass die realen Grenzen der
Hardware für den Nutzer sichtbar sind. Die Möglichkeiten Entwürfe automatisiert auf mehrere FPGAs
zu übertragen, deren Architektur mittels Overlays virtualisiert ist, ist dabei nicht das Ziel dieser Arbeit.
2.4.1.6 Vergleich der Virtualisierungen
Die vorgestellten Arbeiten zur Virtualisierung reichen von einheitlichen Interfaces zur Kopplung von VM
und vFPGA, wobei die Ausführung auf dem physischen FPGA mittels Pipelining oder nebenläufig er-
folgen kann, bis hin zur Kapselung in Hardwareprozesse und der entsprechenden Integration in ein
Betriebssystem. In Tabelle 2.5 wird die Auswahl unterschiedlicher Arbeiten zu aktuellen Forschungsan-
sätzen im Bereich der Virtualisierung rekonfigurierbarer Hardware zusammengefasst.
Im Hinblick auf eine spätere Integration des FPGA als Hardwarebeschleuniger, welcher dynamisch an
eine VM gebunden werden kann, sind hierbei die Virtualisierung des Hosts (VMs), die Abstraktion von
der physischen Schnittstelle zum FPGA (I/O) und die Virtualisierung des eigentlichen FPGAs mit der Mög-
lichkeit, mehrere Nutzer oder Rechenkerne in Bereiche zu kapseln, Kriterien von besonderer Bedeutung,
die in der Spalte Virtualisierung in Tabelle 2.5 gekennzeichnet werden. Die genutzten Techniken, wie par-
tielle Rekonfiguration und darauf aufbauende Besonderheiten, wie das Auslesen und Verschieben eines
Kontextes, sind in der Spalte Merkmale zusammengefasst. Die relevanten Merkmale basieren dabei
auf der partiellen Rekonfiguration von (nebenläufigen) Nutzerdesigns (Partial Reconfiguration (PR)) mit
Hilfe des ICAP, der darauf aufbauenden Möglichkeit, ein Nutzerdesign in eine andere Region zu verschie-
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ben (Design Relocation (DR)) sowie dem Auslesen der aktuellen Register- und Speicherinhalte auf dem
FPGA (Hardware Preemption (HP)). Eine Nutzung der Begriffe oder eine Einteilung nach den Kriterien
der klassischen Virtualisierung, wie sie in Abschnitt 2.2 vorgestellt wurde, ist aufgrund der im Kontext
von FPGAs eher freien Definition des Begriffes häufig nicht möglich. Die vorgestellten Arbeiten lassen
sich in vier Gruppen einteilen, welche sich bezüglich der jeweils eingesetzten Technik unterscheiden:
I. Abstraktion von physischen Schnittstellen und Treibern: Die einfachste Abstraktion von den rea-
len Schnittstellen erfolgt durch das jeweils feste Interface sowohl auf Seiten des FPGAs als auch
auf dem Host-System, wie bei VirtualRC [Kir+12]. Eine vollständige Virtualisierung von Host, FPGA
und Schnittstellen wird in der Arbeit von Chen et al. [Che+14] beschrieben. Der Zugang zu der ge-
meinsamen Ressource von unterschiedlichen VMs aus wird durch eine Treibervirtualisierung, ähn-
lich der von pvFPGA [WBP13] oder Nasiri et al. [NG16], realisiert. Zusätzlich ist der FPGA unterteilt
in gekapselte Regionen (vFPGAs), welche dynamisch rekonfiguriert werden können. Die Kommu-
nikation mit den Rechenkernen kann nahezu interaktiv erfolgen. Der Zugriff auf die gemeinsamen
Ressourcen erfolgt bei mehreren Arbeiten des Weiteren über das Netzwerk [Bym+14; Don+15;
Wee+15], was die Schwierigkeit einer Treibervirtualisierung durch die lose Kopplung von vFPGA
und VM auf dem Host deutlich vereinfacht.
II. Erhöhung der Anzahl der Ressourcen durch Virtualisierung: Die gängige Form einer Virtualisier-
ung, welche insbesondere bei Arbeiten mit Cloud-Kontext eingesetzt wird, ist die Aufteilung eines
physischen FPGAs (und des externen DDR-Speichers) in Regionen fester Größe, welche der Nut-
zer mit seinem eigenen Hardwaredesign konfigurieren kann [Bym+14; Don+15; FVS15; Wee+15].
Da die Regionen auf den FPGAs fest zugeordnet sind, ist die Dynamik an dieser Stelle gering. Pro-
blematisch ist des Weiteren die Reduzierung der Berechnungen auf den FPGAs auf Arbeitspakete
mit festem Kommunikationsablauf, was die nebenläufigen Zugriffe unterschiedlicher Nutzer verein-
fachte: Die Pakete werden zur Abarbeitung in Warteschlangen eingereiht, wodurch sich für einen
Cloud-Einsatz die möglichen Anwendungen aufgrund der fehlenden Interaktion verringern, wie in
den Arbeiten von El-Araby et al. [EGE08] und Dondo Gazzano et al. [Don+15] gezeigt. Die Beiträge
von Fahmy et al. und Asiatici et al. [Asi+16; FVS15], welche neben der festen Einteilung des FPGAs
in Bereiche zusätzlich eine dynamische Partitionierung des externen DDR-Speichers bereitstellen,
erreicht mit ihrer Art der Virtualisierung eine hohe Flexibilität für die unterschiedlichen Nutzer und
deren Bedürfnisse.
III. Hardware-Betriebssysteme und rekonfigurierbare Prozessoren/Prozesse: Weitere wichtige An-
sätze zur Virtualisierung stellen die Arbeiten von Chen et al. [Che+14] und Lübbers et al. [Agn+14]
dar, welche einen vollständigen Wechsel des Kontextes ermöglichen. Insbesondere der Kontext-
wechsel in ReconOS [Agn+14] ist für den Einsatz in einer Cloud geeignet, da hier auch auf interne
Zustände des FPGA zugegriffen werden kann.
IV. Abstraktion von der physischen FPGA-Architektur: Die Nutzung von Overlays bietet den Vorteil,
von der physischen FPGA-Familie oder dem Hersteller abstrahieren zu können, was die Flexibilität
in einer Cloud-Umgebung erhöht, da selbst unterschiedliche FPGA-Architekturen im System ho-
mogen erscheinen und mit derselben Konfigurationsdatei konfiguriert werden können. Diese Art
der Virtualisierung ist auch diejenige, welche einer klassischen Virtualisierung wie in Abschnitt 2.2
beschrieben am nächsten kommt. Der Ansatz ist aber aufgrund der Einbußen in der Leistungsfä-
higkeit auf dem FPGA nur eingeschränkt für die Hintergrundbeschleunigung eines Cloud-Dienstes
anwendbar.
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Tabelle 2.5: Überblick über relevante Forschungsarbeiten zur Virtualisierung von FPGAs mit Klassifizierung.
Arbeit/System Virtualisierung Typ/ Merkmale Nutzer- Kommunikation Kurzbeschreibung
Host I/Oa FPGA Anwendung PR DR HP Bereiche PCIe Mem Net
VirtualRC
[Kir+12]
✗ ✓ ✗ Online
Nutzer HDL
✗ ✗ ✗ 1 ✓ ✓ ✗ Universelles Interface zur
Kommunikation zwischen




✗ ✓ ✗ Online
Nutzer HDL
✗ ✗ ✗ 1 ✓b ✗ ✗ Rekonfigurierbare Hardware




✓ ✓ ✗ Offline
Feste Kerne





✗ ✓ ✓ Offlinec
Nutzer HDL





✗ ✓ ✓ Online
Nutzer HDL






✗ ✗ ✓ Online
Nutzer HDL
✓ ✗ ✗ 2 ✗ ✓ ✓ Cloud-Rechenzentrum auf




✗ ✓ ✓ Online
Nutzer HDL





✗ ✗ ✓ Offline
Nutzer HDL






✗ ✓ ✓ Online
Nutzer HDL





✓ ✓ ✓ Online
Nutzer HDL
✓ ✗ !e N ✓ ✗ ! Integration von vFPGAs in ei-




✗ ✓ ✓ Online
Nutzer Threads





✗ ✗ ✓ Online
Nutzer HDL




✗ ✗ ✓ Online
Nutzer DSLd





✗ ✗ ✓ Online
Nutzer DSLd
✓ ✗ ✗ 1 ✗ ✗ ✗ Overlay-Architektur für
Datenflussarchitekturen auf
FPGAs.∎: Abstraktion von physischen Schnittstellen und Treibern ∎: Erhöhung der Ressourcenanzahl durch Virtualisierung∎: Hardware Betriebssysteme und rekonfigurierbare Prozessoren ∎: Abstraktion von der physischen FPGA-Architektur
!: eingeschränkt ?: nicht bekannt ✓: vorhanden ✗: nicht vorhanden
OV: Overlay DR: Design Relocation HP: Hardware Preemption PR: Partielle Rekonfiguration
Mem: (DDR-)Memory Net: Netzwerk
a: Kommunikation mit FPGA von der physischen Schnittstelle abstrahiert. b: Protokoll/Schnittstelle ähnlich zu PCIe.
c: Serialisierung der nebenläufigen Anfragen. d: Spezielle domainspezifische Sprache zur Beschreibung des Verhaltens.
e: Das Auslesen des Kontextes beschränkt sich auf den externen DDR-Speicher.
f : Externer DDR-Speicher über Seitentabellen virtualisiert.
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2.4.2 Beschleunigung von Cloud-Diensten mit rekonfigurierbarer Hardware
Dieser Abschnitt zeigt die bisher erreichten Größenordnungen zur Steigerung der Verarbeitungsge-
schwindigkeit und der Energieeinsparung bei der Integration von FPGAs in der Cloud auf und stellt
konkrete Einsatzmöglichkeiten vor. Neben den typischen Anwendungen für FPGAs aus Abschnitt 2.1.3
sowie den typischen Cloud-Anwendungen, welche in Abschnitt 2.1.3 vorgestellt wurden, widmet sich
dieser Abschnitt der Umsetzung typischer Cloud-Anwendungen auf FPGAs als Hardwarebeschleuniger.
Tabelle 2.6 zeigt eine Auswahl verschiedener Arbeiten, deren Ansätze sich ideal auf rekonfigurierbare
Hardware auslagern lassen. Die Anwendungen werden eingeteilt in die Klassen Batch- sowie Stream-
Verarbeitung. Die Tabelle zeigt des Weiteren Werte zu Speedup und Energieverbrauch, soweit diese
verfügbar sind.
Tabelle 2.6: Rekonfigurierbare Beschleuniger für rechenintensive Cloud-Dienste in Anlehnung an [KS16]. Speedup
und Energiersparnis im Vergleich zum Hostsystem.
System Anwendung/ Typ Speedup Energie- Integration/
Technik Batch Stream Ersparnis Interface




✓ 1,95 × – Coprozessor/
PCIe
Kachris et al. [Kac+16a] Map Reduce ✓ 4,3 × 33 × Coprozessor/
AXI4
Blott et al. [Blo+15]
Xilinx Research
Memcached ✓ 1,35 × 36 × Autonom/
Ethernet
Kocberber et al. [Koc+13]
EcoCloud, HP, Google
Datenbank ✓ 3.1 × 3.7 × Coprozessor/
–
Knodel et al. [KLS16] Black-Scholes ✓ 28 × 16 × Coprozessor/
PCIe
Choi et al. [CS14] K-Means ✓ 20 × – Coprozessor/
PCIe




✓ – – Coprozessor/
PCIe
Gao et al. [GS16] Sicherheit
RSA
✓ – – Coprozessor/
–
Ideal für FPGAs sind demnach streaming-basierte Anwendungen, wie Memcached von Blott et al. in
[Blo+15], oder aus dem Bereich der Batch-Verarbeitung rechenintensive Anwendungen, wie beispiels-
weise RankBoost von Shan et al. [Sha+10] oder K-Means von Choi et al. [CS14]. Gerade für MapReduce-
basierte Beschleuniger wurden in den letzten Jahren eine Reihe von Frameworks wie [Kac+16a; Y+12]
entwickelt, um die Umsetzung von Anwendungen dieses Bereichs auf rekonfigurierbare Hardware zu
erleichtern. Typische sicherheitsrelevante Anwendungen, welche auf Datenströmen arbeiten, wie der
RSA-Algorithmus in der Arbeit von Gao et al. [GS16], wurden zusätzlich in die Tabelle aufgenommen und
entsprechend ihrer Verarbeitungsart eingeordnet.
2.4.3 Einsatz von FPGAs zur Erhöhung der Sicherheit
Es existieren mehrere Möglichkeiten, FPGAs mit direktem Zugriff durch die Nutzer in die Cloud einzu-
bringen. Neben dem in Abschnitt 2.1.3 angesprochenen Ansatz als Netzwerkrouter und Firewall sind
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insbesondere die Absicherung des Zuganges zur Cloud oder der Einsatz als vertrauenswürdiger Copro-
zessor für Nutzer, neben der reinen Beschleunigung von Anwendungen, relevant.
2.4.3.1 FPGAs als Zugangshardware zur Cloud
Neben ihrer Funktion als Firewall werden FPGAs in einer Reihe von Arbeiten als kryptographischer Co-
prozessor zur Steigerung der Sicherheit durch Verschlüsselung und Authentifizierung in Cloud-Architek-
turen eingesetzt. Aufgaben wie das Ver- und Entschlüsseln von Datenströmen sowie die Authentifizie-
rung von Kommunikationspartnern in einer End-to-End Absicherung, beispielsweise mittels des Internet
Protocol Security (IPSec) Protokolls, können auf FPGA-Hardwarebeschleunigern deutlich effizienter aus-
geführt werden [NWZ13; Rao+16; Rou+04] als auf Prozessoren36.
Die Nutzung des FPGAs als sicherer Coprozesser ergibt sich aus der Möglichkeit, die Konfiguration des
FPGAs zu verschlüsseln, wie bereits in Abschnitt 2.1.4.4 vorgestellt. Durch die flexiblen Möglichkeiten
zur Integration von FPGAs ist auch ein direkter Einsatz im Datenstrom zwischen Netzwerk und Host-
System möglich, wie in der Arbeit von Caulfield et al. in [Cau+16] als Ausblick aufgezeigt wurde. Eine
derartige Integration kann direkt die ein- und ausgehenden Daten der Cloud absichern, aber ebenso die
Daten, welche in der Cloud innerhalb des Network Attached Storage (NAS) oder in einer Datenbank
gespeichert werden. Eine andere Möglichkeit besteht im Einsatz eines FPGAs lokal beim Nutzer, um
die ausgehenden Daten zu verschlüsseln oder zu anonymisieren [Mon11].
2.4.3.2 FPGAs als vertrauenswürdiger Coprozessor
Neben der einfachen Ver- und Entschlüsselungen des Zuganges zur Cloud ist für die Anwendungen
bei nicht vertrauenswürdigen Cloud-Anbietern ebenso eine Anonymisierung von Nutzerdaten möglich,
wie in der Arbeit von Eguro et al. [EV12] vorgestellt. Bei dessen Ansatz kann lediglich der FPGA inner-
halb der Cloud die Klartextdaten einsehen, und sämtliche Anfragen über den eigentlichen Host erfolgen
vollständig anonymisiert. Eine ähnliche Herangehensweise verfolgt die Arbeit von Arasu et al. [Ara+13],
die sich mit einem sicheren Coprozessor für Datenbankenanfragen auf Basis eines FPGAs beschäftigt.
Bei beiden Arbeiten werden die privaten Schlüssel im verschlüsselten Bitstream des FPGAs eingebet-
tet, sodass Angriffe innerhalb des Cloud-Systems nur unter Kenntnis der FPGA-Schlüssel möglich sind.
Xu et al. analysieren in [XSS14], wie die klassische MapReduce-Pipeline auf einen FPGA ausgelagert
werden kann. Dabei wird zu Beginn der Pipeline auf dem FPGA die Entschlüsselung und am Ende die
Verschlüsselung der Daten durchgeführt. Der Ansatz sieht eine ausschließlich aus FPGAs bestehende
Cloud ohne weitere Host-Systeme vor. Die Nutzung von sicheren Enklaven innerhalb eines Prozessors
wird auch bei modernen Prozessoren angewandt, wie beispielsweise im Fall der Erweiterung Software
Guard Extensions (SGX) von Intel [Int17c].
Trusted Computing auf Basis von FPGAs wird in der Arbeit von Eisenbarth et al. in [Eis+07] vorgestellt.
Dabei wird eine Region auf dem FPGA für ein Trusted-Platform-Module (TPM)37 sowie für eine Anwen-
dung auf dem FPGA bereitgestellt. Hierbei werden die komplette Anwendung und die Daten vollständig
verschlüsselt und sind lediglich für den Nutzer lesbar. Das System ist vollständig gegen Softwareangrif-
fe abgesichert und lediglich für direkte Angriffe auf die spezielle Hardware anfällig, wie sie in [Eis+07]
36Ver- und Entschlüsselung (AES-CBC-128-SHA1) eines Datenstroms von 40 GB/s lastet bis zu 15 Kerne eines modernen Server-
prozessors (Intel Haswell) aus [GG13], kann aber effizient auf FPGA-Hardwarebeschleuniger ausgelagert werden [Cau+16].
37TPM-Chips sind von einer Vielzahl von Herstellern verfügbar und die Implementierung innerhalb eines FPGAs benötigt relativ
wenig Ressourcen [Eis+07; Gla+08; Tru16].
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aufgezeigt werden. Die Erhöhung der Sicherheit durch Auslagerung des TPM auf einen externen Chip,
ergänzend zum FPGA, wird von Glas et al. in [Gla+08] untersucht.
Ein weiterer wichtiger Schritt zur Erhöhung der Sicherheit in Cloud-Umgebungen besteht in der homo-
morphen Berechnung auf verschlüsselten Daten, wie von Atayero et al. in [AF11] oder Tebaa et al. in
[TEE12] aufgezeigt wird (siehe Abschnitt 2.3.3.1). Das von Gentry et al. in [Gen+09] entwickelte Ver-
fahren zur homomorphen Verschlüsselung ist für einen Cloud-Einsatz nur bei speziellen Anwendungen
einsetzbar, da die Zahl der möglichen Operationen auf den Daten begrenzt ist [NLV11; VJ10]. Mit der
Simple Encrypted Arithmetic Library (SEAL) [Mic16a; Mic16d] wurde 2015 eine Bibliothek entwickelt,
welche eine Vielzahl von Rechenoperationen auf den verschlüsselten Daten ermöglicht. Die rechenin-
tensive Ver- und Entschlüsselung kann dabei allerdings mit FPGAs deutlich beschleunigt werden, wie
von Theoharoulis et al. in [The+11] bereits gezeigt wurde. Die Beschleunigung der Ausführung eines Pro-
grammes auf homomorph verschlüsselten Daten mit Hilfe eines FPGAs wurde von Pöppelmann et al.
in [Pöp+15] und von Cao et al. in [Cao+14] vorgestellt. Beide Systeme erreichen eine signifikant höhere
Verarbeitungsgeschwindigkeit gegenüber einer Ausführung in Software und zeigen, dass der Einsatz
von FPGA-Coprozessoren für homomorphe Verschlüsselung eine effiziente Lösung darstellt.
2.4.4 Verwaltung und Bereitstellung von FPGAs in Rechenzentrum und Clouds
Aufbauend und ergänzend zu den in Abschnitt 2.4.1.3 vorgestellten Arbeiten zur Virtualisierung phy-
sischer Ressourcen mit dem Ziel, diese unterschiedlichen Nutzern parallel zur Verfügung zu stellen,
werden in folgenden Arbeiten vorgestellt, welche sich mit der Bereitstellung und Verwaltung derartiger
virtueller FPGA-Ressourcen in Cloud-Architekturen beschäftigen.
Typische heterogene Cloud-Architekturen verfolgen das Ziel, mit Hilfe von speziellen Hardwarebeschleu-
nigern eine Steigerung der Verarbeitungsgeschwindigkeit rechenintensiver Anwendungen zu erzielen
und dadurch das SLA zu erhöhen. GPGPUs werden bei kommerziellen Plattformen wie Amazon EC2
dem Nutzer in speziellen Konfigurationen als komplette physischen Resource in eine VM durchgereicht.
Diese Accelerated Computing Instances auf der PaaS-Ebene [Ama16a] werden dabei primär für daten-
intensive Berechnungen eingesetzt. Wissenschaftliche Beiträge von Crago et al. [Cra+11] und Ravi et al.
[Rav+11] versuchen, die Nutzung heterogener Architekturen in OpenStack zu erreichen, wobei allerdings
oftmals lediglich ein einfaches Durchreichen der Ressource an eine Virtuelle Maschine ohne Virtualisier-
ung der Hardware erfolgt.
Eine flexiblere Alternative zu GPGPUs und vergleichbaren Beschleunigern mit fester Funktion oder
Hardwarearchitektur stellen rekonfigurierbare Architekturen dar. Insbesondere in einem Rechenzentrum,
welches flexible Cloud-Architekturen für unterschiedlichste Anwendungsbereiche bereitstellt, bietet die
Möglichkeit einer Rekonfiguration der Hardware in Form von FPGAs enormes Potential in Bezug auf
statische Hardware. Erste Ansätze zum Einsatz von FPGAs in der Cloud und der Frage nach den soge-
nannten Hardware Clouds veröffentlichten Madhavapeddy et al. in [MS11] im Jahr 2011. In dieser Arbeit
werden drei wesentliche Herausforderungen für eine Integration von FPGAs in eine Cloud aufgezeigt.
Insbesondere sicherheitsrelevante Aspekte und die Möglichkeiten der Anonymisierung von Nutzerdaten
in Cloud-Umgebungen stellten ab 2010 die ersten Einsatzgebiete von FPGAs in der Cloud dar [Mon11].
In den folgenden Jahren wurden diese Aspekte zunehmend thematisiert, wie eine Reihe weiterer Ver-
öffentlichungen in diesem Bereich wie [EV12; GS16; Pöp+15; XSS14] zeigen. Erst ab 2014 gewannen
vermehrt Forschungsarbeiten zur Hintergrundbeschleunigung (siehe Abschnitt 2.4.2) und der Verwal-
tung der teilweise virtualisierten FPGA-Ressourcen an Bedeutung [Asi+16; Bym+14; Cau+16; Che+14;
Cho16; Don+15; FVS15; Kac+16b; KLS16; OCC16; Wee+15].
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Einen ausführlichen Überblick zu den aktuellen Entwicklungen und der wissenschaftlichen Relevanz von
Forschungsarbeiten, welche sich mit der Integration rekonfigurierbarer Hardware in Cloud-Umgebungen
auseinandersetzten, bietet die Arbeit von Kachris et al. [KS16]. Die grundlegende Motivation für die In-
tegration von FPGAs in ein Rechenzentrum besteht darin, dass durch den Einsatz von FPGAs an belie-
biger Stelle neue Rechenkerne und Architekturen bereitgestellt werden können, welche sich ideal für
die wechselnden Problemstellungen der Nutzer eignen und somit die physische Hardware nicht mehr
ausgetauscht werden muss. Aufbauend auf derartigen Ansätze besteht das Ziel zahlreicher Forschungs-
arbeiten in diesem Feld darin, FPGAs als flexible und universelle Komponente dem Nutzer beziehungs-
weise Anbieter eines Dienstes bereitstellen zu können [Bym+14; Che+14; FVS15; OCC16; Wee+15].
2.4.4.1 Dedizierte FPGAs als Hardwarebeschleuniger in der Cloud – Amazon EC2 F1
Amazon hat sein Rechenzentrum ab Ende 2016 in einer Testphase mit FPGAs ausgestattet, die vollstän-
dig an die EC2-VMs durchgereicht werden können und als Amazon EC2 F1-Instanzen zur benutzerde-
finierten Hardwarebeschleunigung für beliebige Anwendungen etabliert werden sollen [Ama17a]. Die
F1-Instanzen enthalten ein spezielles FPGA-Entwickler Amazon Machine Image (AMI) und ein Hardware
Developer Kit (HDK). Wenn das Hardwaredesign fertig gestellt ist, kann es als Amazon FPGA Image (AFI)
registriert werden und in beliebigen F1-Instanzen bereitgestellt werden.
Die F1-Instanzen sind in zwei verschiedenen Größen als Vorversion verfügbar. Jede F1-Instanz enthält
bis zu acht FPGAs, die der VM fest zugeordnet sind38. Sie werden nicht von verschiedenen VMs oder
Benutzern gemeinsam eingesetzt. Dadurch wird sichergestellt, dass die volle Leistung des FPGAs der
Instanz jeweils fest zugeordnet ist und die Sicherheit durch die Isolation von Benutzern und Konten
erhöht werden kann [Ama17a].
2.4.4.2 Flexibler Einsatz von FPGAs in einem Rechenzentrum – Microsoft Catapult
Einen wichtigen Schritt zur Integration von FPGAs in ein produktives Rechenzentrum stellen Putnam et al.
in [Put+14] mit dem System Catapult vor. Die ursprüngliche Motivation bestand in der Beschleunigung
des Rankings mit Hilfe von FPGAs innerhalb des Web-Suchdienstes Bing von Microsoft. Dazu wurden
PCIe-Einsteckkarten mit FPGAs bestückt und als Hardwarebeschleuniger für die Prozessoren innerhalb
der bestehenden Server-Racks genutzt39. Das grundlegende Hardwaredesign auf dem FPGA enthält
einen statischen Teil, welcher die Module zur Kommunikation enthält. Die Anwendung wird hingegen
in einem separaten Bereich (Catapult Shell) eingekapselt. Entsprechende Bibliotheken zur Kommunika-
tion und zur einfachen Erweiterung des bestehenden MapReduce-Ansatzes werden ebenso bereitge-
stellt. Neben der engen Kopplung von Prozessor und FPGA über PCIe besteht des Weiteren zwischen
den FPGAs untereinander ein 2D-Torusnetzwerk mit 48 FPGAs, um den Datenaustausch zu optimieren.
Durch Catapult hat Microsoft den Datendurchsatz um 95 % im Vergleich zur Softwarelösung gesteigert
und die Latenz um 29 % reduziert. Der Energieverbrauch der Server wurde durch die zusätzliche Hard-
ware lediglich um 10 % erhöht.
Die Catapult-Architektur ist in Abbildung 2.24 aufgezeigt40. Der FPGA leitet den Datenverkehr zur Netz-
werkkarte (NIC) einer der beiden Prozessoren des Serverblades, hat aber auch die Möglichkeit, den
Datenfluss zu modifizieren oder den Netzwerkanschluss für die eigene Kommunikation zu nutzen. Die
38F1-Instanzen enthalten Einsteckkarten mit Xilinx UltraScale+ FPGAs sowie lokalen 64 GByte DDR4 Error Correction Code (ECC)-
Speicher mit einer dedizierten PCIe x16-Verbindung [Ama17a].
39In der Veröffentlichung von 2014 [Put+14] werden insgesamt 1.632 Server mit FPGA Hardwarebeschleunigern ausgestattet.
40Die Catapult-Architektur stellt seit 2016 die Basis von Microsofts neuen Computing-Servern im Rechenzentrum dar [Mic16b].
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Abbildung 2.24: Hardwarearchitektur eines Knotens von Microsofts Catapult System. Nach [Cau+16].
Auslastungen der CPU- und FPGA-Ressourcen können somit unabhängig voneinander maximiert wer-
den, da ungenutzte FPGA-Ressourcen losgelöst von der CPU genutzt werden können, und umgekehrt.
Somit können sowohl reine FPGA-Cluster als auch hybride Anwendungen, welche einen eng mit einem
Prozessor gekoppelten FPGA benötigen, realisiert werden. Die Architektur hat allerdings den Nachteil,
dass der Netzwerkverkehr zum Prozessor immer über den FPGA geleitet werden muss.
Die Verwaltung der Ressourcen und deren Zuordnung zu einem konkreten Dienst erfolgt mit Hilfe einer
zentralen Ressourcenverwaltung. Jeder Dienst verfügt über einen eigenen Knoten zum Management
[Ovt+15]. Desgleichen hat jeder FPGA einen lokalen Manager, welcher die Anfragen des Diensts ent-
gegennimmt. Durch diese Hierarchie besteht der Managementaufwand innerhalb der Cloud weitestge-
hend nur auf lokaler Ebene.
2.4.4.3 FPGAs als eigenständige virtualisierte Rechenressourcen im Rechenzentrum
Die Möglichkeiten und Vorzüge, rekonfigurierbare Hardware direkt an die Bedürfnisse unterschiedlichs-
ter Nutzer anzupassen und somit eine völlig adaptive und dynamische Architektur eines Rechenzentrums
bereitstellen zu können, welches ausschließlich aus FPGAs als Rechenressourcen besteht, werden in
der Arbeit von Weerasinghe et al. [Wee+15] erläutert. Die FPGAs werden dem Nutzer dabei wie nor-
male Rechenressourcen in einer Cloud zur Verfügung gestellt. In der angestrebten Architektur wird
dabei ein physischer FPGA in mehrere virtuelle, partiell rekonfigurierbare Bereiche unterteilt, welche
über das Netzwerk direkt angesprochen und rekonfiguriert werden können. Die FPGAs werden über ei-
ne Erweiterung des Cloud-Management-Systems OpenStack als eigenständige Beschleuniger, ähnlich
wie Virtuelle Maschinen, verwaltet. Der angestrebte Accelerator Service arbeitet dabei direkt mit dem
Netzwerkmanager zusammen, welcher das virtuelle Netzwerk für den Zugriff auf die FPGA-Ressourcen
bereitstellt. In [Wee+16] wird das Konzept anhand von Messwerten mit klassischen Virtuellen Maschi-
nen und Containern verglichen.
Ein ähnlicher Ansatz wird von Byma et al. in [Bym+14] vorgestellt. Der FPGA wird wie eine traditionel-
le virtualisierte Ressource behandelt, auf die über das Verbindungsnetzwerk zugegriffen werden kann,
und in OpenStack verwaltet. Im Gegensatz zu der Arbeit von Weerasinghe et al. wird die Generierung
einer partiellen Konfigurationsdatei für jede der möglichen vFPGA-Regionen beschrieben. Die Ressour-
cenverwaltung kann entsprechend der später allokierten Region die erforderliche Konfigurationsdatei
auswählen, was die Maximierung der Auslastung der physischen FPGAs erleichtert. Der Host verwaltet
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mehrere physische FPGAs und ist außerdem für Verwaltung und Rekonfiguration verantwortlich. Ein
ähnliches Konzept nutzen auch Dondo Gazzano et al. [Don+15]. Die FPGAs sind in diesem Beitrag aller-
dings über das Netzwerk lose miteinander und zusätzlich mit einem Rechner verbunden, welcher das
Management der Ressourcen mit Hilfe einer Datenbank verwaltet. Die Arbeit von Mishra et al. [MCZ16]
widmet sich einem Protokoll zur partiellen Rekonfiguration von eigenständigen FPGA-Knoten.
2.4.4.4 Virtualisierte FPGA-Beschleuniger als eng gekoppelte Coprozessoren in der Cloud
Der grundlegende Gedanke dieses Ansatzes ist die Nutzung der FPGAs als Coprozessoren oder Hinter-
grundbeschleuniger möglichst verbunden mit der Auslagerung von Funktionsaufrufen eines Programms
auf einen verfügbaren FPGA. In Vineyard von Kachris et al. [Kac+16b] werden dafür vorgefertigte Konfi-
gurationsdateien genutzt. Die Auslagerung auf einen FPGA ist dabei dem Nutzer nicht bekannt.
Eine direkte Nutzung des FPGAs steht bei Chen et al. in [Che+14] im Vordergrund. Die FPGAs werden
mittels PCIe oder CAPI eng mit einem Prozessor gekoppelt, welcher Arbeitspakete auf den Beschleuni-
ger auslagert. Dabei wird jeweils einem Nutzer eine VM zugeordnet und bei Bedarf das entsprechende
Arbeitspaket (Hardware Modul) auf einen verfügbaren Beschleuniger ausgelagert. Durch Kontextwech-
sel und Priorisierung ist sichergestellt, dass Nutzeranfragen zeitnah abgearbeitet werden. Die möglichen
Hardwarekonfigurationen sind in einer Datenbank hinterlegt, eigene Designs müssen innerhalb des Sys-
tems generiert werden. Die Arbeit von Chen et al. [Che+14], ist ein wesentlicher Bestandteil von IBMs
Cloud-Projekt SuperVessel [IBM15b], welches einen Teil der OpenPower Foundation [Ope16b] darstellt.
Eine eigene Ressourcenverwaltung für virtualisierte FPGA-Beschleuniger, welche nebenläufige Rechen-
kerne auf demselben physischen FPGA ermöglicht, ist in der Arbeit von Fahmy et al. [FVS15] beschrie-
ben. Die Infrastruktur der Verwaltungs-Software ist unterteilt in FPGA Cloud-API (Middleware), Hypervi-
sor und FPGA-Treiber. Das zentrale System des Ressourcenmanagements ordnet einer Nutzeranfrage
den jeweils für die angegebene Konfigurationsdatei kleinstmöglichen vFPGA sowie einen Kommunikati-
onsendpunkt in Form eines Threads innerhalb einer VM auf dem Knoten mit dem jeweiligen physischen
FPGA zu. Der Hypervisor auf dem entsprechenden Knoten verwaltet die Zugriffe der Nutzer über einen
entsprechenden Treiber. Das Nutzerprogramm, welches auf dem externen System des Nutzers ausge-
führt wird, greift über das Netzwerk auf den Thread zur Kommunikation mit dem FPGA zu und kann auf
diese Weise Daten senden und empfangen oder die Konfiguration ändern.
Die Arbeit von Kidane et al. [KB16] stellt die Kommunikation zwischen vFPGAs in den Vordergrund und
optimiert diese mit einem NoC. Der bereitgestellte Dienst bietet neben der Beschleunigung mit vorge-
gebenen Kernen (Hardware Accelerator as a Service (HAaaS)) auch eine Nutzung eigener Rechenkerne
(Reconfigurable Region as a Service (RRaaS)). Die Verwaltung der Ressourcen auf den Knoten wird
ähnlich wie in der Arbeit von Fahmy et al. [FVS15] mit einem speziellen Hypervisor ermöglicht.
2.4.4.5 Scheduling von FPGA-Ressourcen in der Cloud
Die Verwaltung heterogener Ressourcen für die Hintergrundbeschleunigung von speziellen Anwendun-
gen bildet einen Schwerpunkt der Arbeiten von Proaño et al. [OCC16; PCC14; PCC16]. Ein Dienst kann
dabei entweder komplett in Software oder alternativ auf einem Hardwarebeschleuniger ausgeführt wer-
den, wobei beide Implementierungen in einer Datenbank hinterlegt sein müssen. FPGAs oder GPGPUs
werden direkt an die VMs durchgereicht, ohne diese zu virtualisieren. Die Abläufe werden in [PCC14]
über die unterschiedlichen Komponenten wie Datenbank, Bitstream, Infrastruktur und Job Controller
erläutert. In [OCC16] wird die Verwaltung und insbesondere das Scheduling für das gesamte System
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in der Management-, Knoten- und Hypervisor-Ebene aufgezeigt. Ein größeres Paket von Aufgaben wird
dabei einem Knoten zugewiesen, welcher wiederum die konkreten Aufgaben an VMs weiterreicht. Um
ein entsprechendes SLA einzuhalten, wird ein verfügbarer FPGA des Knotens zur Beschleunigung an
die VM durchgereicht.
Ein Scheduling für eine elastische Cloud mit rekonfigurierbaren Ressourcen wird in der Arbeit von Gri-
goras et al. in [Gri+14] vorgestellt. Das Problem, einen Knoten aufgrund eines lang laufenden Arbeits-
paketes, welches diesen nicht vollständig auslastet, aber trotzdem dessen Freigabe verhindert, wurde
hierbei durch eine Aufteilung in kleinere Pakete und Ausnutzung der Nebenläufigkeit gelöst. Es wird dar-
auf verwiesen, dass dieses Vorgehen nicht bei jedem Arbeitspaket möglich ist und somit dennoch die
Notwendigkeit einer Virtualisierung mit Kontextmigration eines FPGAs besteht. Ebenso stellen Poglia-
ni et al. [Pog+16] eine Ressourcenverwaltung mit Scheduling vor, welche dynamisch die Zahl der FPGAs
erhöht oder verringert, um systemweit einen vordefinierten QoS zu erzielen. In der Arbeit von Iorda-
che et al. [Ior+16] werden eingehende Arbeitspakete auf Gruppen bestehend aus mehreren physischen
FPGAs verteilt, was einer horizontalen Skalierung entspricht.
2.4.4.6 FPGA Cluster und Remote Labs
Die Arbeiten von [Mey12; Sas07; Sch12; Tso10; Waw+07; Yos+10] integrieren FPGAs in Rechencluster,
um neue Architekturen oder Protokolle zur Kommunikation oder Skalierbarkeit zu untersuchen. Ande-
re Ansätze entwickeln ein massiv paralleles System für spezielle rechenintensive Problemstellungen
[Bak10; Bax07; Men09; Sho09; Tso10]. Aufgrund der fehlenden Virtualisierung und des Fokus auf die
Bereitstellung der Ressourcen werden diese Ansätze hier nicht im Detail betrachtet. Des Weiteren exis-
tieren Systeme mit stärkerem Augenmerk auf der Bereitstellung vollständiger FPGAs zur Entwicklung
[Plu16] und ähnliche Systeme für den Einsatz in der Lehre (Remote Labs) [DS07; MN06; Raj+08].
2.4.4.7 Vergleich der Cloud-Integrationen und offene Fragestellungen
Die vorgestellten Arbeiten in diesem Abschnitt beschäftigen sich primär mit der Integration von FPGAs
in Cloud-Architekturen und weisen – ebenso wie die Arbeiten zur Virtualisierung – abgesehen davon
unterschiedliche Schwerpunkte auf. Da die Virtualisierung für Cloud-Ressourcen eine entscheidende
Grundlage darstellt, sind Überlappungen mit den in Abschnitt 2.4.1 diskutierten Arbeiten vorhanden.
Tabelle 2.7 gibt einen Überblick über eine Auswahl der zuvor vorgestellten Systeme zur Integration
von FPGAs in eine Cloud, sowie über die sicherheitsrelevanten Einsatzmöglichkeiten und ordnet diese
entsprechend in die drei Gruppen:
I. FPGAs als Rechenressource in der Cloud: Die Verwaltung von Hardwarebeschleunigern wie FPGAs
in einer Cloud-Umgebung wird in einer Vielzahl der vorgestellten Arbeiten entweder vollständig an
VMs durchgereicht, wie bei Amazon EC2 F1 [Ama17a], oder in Form von Arbeitspaketen an die
gemeinsam genutzte Hardware ausgelagert. Oftmals wird zum einfacheren Zugang von unter-
schiedlichen VMs auf einen gemeinsamen FPGA (siehe auch Abschnitt 2.4.1) das Netzwerk wie
in Byma et al. [Bym+14] oder Weerasinghe et al. [Wee+15] genutzt. Die einzige Integration mit
flexiblem Zugang zur Ressource FPGA ist in [Cau+16] von Caulfield et al. beschrieben. Der FPGA
kann hierbei entweder als dedizierter Hardwarebeschlauniger oder als rekonfigurierbares Netzwer-
kinterface eingesetzt werden, um sicherheitsrelevante Anwendungen zu ermöglichen.
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Tabelle 2.7: Überblick relevanter Forschungsarbeiten zur Bereitstellung und Verwaltung von FPGAs in der Cloud.
Arbeit/System Cloud Hardware Dienste Zugang Virtualisierung Kurzbeschreibung
Verwaltung CPU FPGA Host FPGA
Microsoft Catapult
[Cau+16; Put+14]
? ✓ ✓ HaaS G-N-H-F
G-N-F-H
F-N-F
✗ ! Flexibler Zugang zu und über FPGAs




✓a ✓ ✓ AaaS G-N-vF ✓ ✓ Auslagerung von Arbeitspaketen





✓a ✓ ✓ AaaS G-N-vH-F ✓ ✗ Zugang zu VMs mit vollständigen
über PCIe durchgereichten FPGAs




✓a ✓b ✓ BAaaS G-N-vF
vF-vF
– ✓ Verwaltung von vFPGAs über Open-




✓a ✗ ✓ AaaS G-N-vF
vF-N-vF
– ✓ Rechenzentrum auf FPGA-Basis mit
OpenStack Erweiterung für AaaS.
Fahmy et al.
[FVS15]
✓ ✓ ✓ AaaS G-N-H-vF ✓ ✓ Ressourcenverwaltung mit Hypervi-
sor und Middleware zur Bereitstel-
lung von Host-Systemen mit vFPGA.
Kidane et al.
[KB16]




✗ ✓ Ressourcenverwaltung mit verteil-
ten vFPGAs und komplettem Ent-
wurfszyklus.
Dondo Gazzano et al.
[Don+15]
✓c – ✓ HPCaaS G-N-vF – ✓ Aufteilung von Arbeitspaketen über




✓ ✓ ✓ AaaS G-N-F ✓ ! Auslagern von Funktionsaufrufen auf
FPGAs mit bereitgestellten Konfigu-
rationen aus einer Datenbank.
Grigoras et al.
[Gri+14]
✓ ✓ ✓ AaaS G-N-H-F
H-N-F
? ! Unterschiedliche Scheduling-
Strategien und elastisches Ma-




✓ ✓ ✓ BAaaS G-N-vH-F ✗ ✗ Auslagern von Arbeitspaketen mit
Schwerpunkt des Schedulings hete-




✓ ✓ ✓ BaaS N-H-F ✗ ! Aufteilung von Arbeitspaketen auf ska-
lierbare Gruppen von FPGAs.
Eguro et al.
[EV12]
✗ ✓ ✓ SaaSd G-N-H-F ✗ ✗ Sichere Übertragung zum FPGA und




✗ ✓ ✓ SaaSd G-N-H-F ✗ ✗ Homomorphe Ausführung von ver-




✗ – ✓ SaaSd G-N-F – ✗ MapReduce Pipeline vollständig inner-
halb des verschlüsselten FPGAs mit zu-
sätzlicher Ent- und Verschlüsselung.∎: FPGAs als Ressource in der Cloud ∎: Verwaltung/Scheduling von FPGA-Ressourcen ∎: Sicherheit und Anonymisierung
!: eingeschränkt ?: nicht bekannt ✓: vorhanden ✗: nicht vorhanden –: nicht relevant
H: Host-System N: Netzwerk F: FPGA v: virtualisiert G: Gateway
a Erweitertes OpenStack zur Verwaltung b Host nur zur Rekonfiguration und Management der Knoten
c Verwaltung von Ressourcen im HPC-Bereich d FPGA nur zur Sicherheit und für Nutzer unsichtbar
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II. Verwaltung/Scheduling von FPGA-Ressourcen: Ein oft vernachlässigter Punkt ist die direkte Ver-
waltung spezieller Ressourcen, insbesondere mit einem erweiterten Scheduling, wie in der Arbeit
von Grigoras et al. [Gri+14] oder Proaño et al. [OCC16; PCC16] beschrieben. Ein Problem dieser Ar-
beiten besteht in der fehlenden Virtualisierung der Ressource FPGA, wodurch sich das Scheduling
allerdings entsprechend vereinfacht, da ein FPGA immer fest genau einer VM zugeordnet ist oder
aber die Abarbeitung einer Batchverarbeitung entspricht.
III. Sicherheit und Anonymisierung: Der Einsatz von FPGAs zur Erhöhung der Sicherheit von flexiblen
Cloud-Architekturen stellt einen weiteren bedeutenden Aspekt dar. Ein Einsatz von FPGAs als
rekonfigurierbares Netzwerkinterface mit einer Untersuchung und Klassifikation von Netzwerkpa-
keten zur Erkennung von Angriffen [SL05] ist ebenso möglich wie Anwendungen zur Ver- und
Entschlüsselung von ein- oder ausgehenden Datenpaketen [NWZ13; Rao+16; Rou+04]. Einen ers-
ten Schritt, um zumindest in der Hardware eine abgeschottete Basis zu schaffen, stellt die Arbeit
von Caulfield et al. [Cau+16] dar, wobei die Verwaltung der Ressourcen vernachlässigt wird. Die Ar-
beiten von Eguro et al. [EV12] oder Xu et al. [XSS14] nutzen den FPGA lediglich zur Anonymisierung
genau einer Anwendung beziehungsweise eines spezifischen Cloud-Dienstes.
2.5 Einordnung der Arbeit
Die aktuellen Bestrebungen von sowohl Amazon [Ama17a] als auch Microsoft [Put+14], FPGAs in Clouds
zu integrieren, zeigen deutlich die Notwendigkeit, FPGAs im Kontext der Cloud näher wissenschaftlich
zu betrachten und entsprechende Forschungsschwerpunkte herauszuarbeiten. Die sich aus der in die-
sem Kapitel vorgestellten Literatur ergebenden offenen Forschungsfragen zu den beiden Teilbereichen
der Virtualisierung und der Bereitstellung und Verwaltung von möglichst flexibel einsetzbaren FPGA-
Ressourcen werden im Folgenden näher betrachtet. Aus der Vielzahl der Veröffentlichungen in Abbil-
dung B.1 wird deutlich, dass beide Themen in den vergangenen Jahren deutlich an Relevanz gewonnen
haben. Nachdem im Folgenden in Abschnitt 2.5.1 offene Forschungsfragen diskutiert werden, widmet
sich Abschnitt 2.5.2 der Aufzeigung der Zielsetzung dieser Arbeit und ihres Beitrags zum Wissenschafts-
gebiet.
2.5.1 Offene Forschungsfragen
Die Forschungsfragen, welche sich aus den beiden Teilbereichen ergeben, werden im Folgenden ge-
trennt voneinander erläutert, um dann schließlich diese Arbeit und ihre Zielstellung in Abschnitt 2.5.2
besser einordnen und ihren Beitrag abgrenzen zu können.
2.5.1.1 Virtualisierung von Hardwarebeschleunigern
Um FPGAs effizient in eine Cloud einbetten zu können, ist ähnlich wie bei allen anderen Komponenten in
der Cloud eine Virtualisierung der Hardware erforderlich. Da gerade in den zukünftigen Cloud-Systemen
möglichst große FPGAs eingesetzt werden [Ama17a; Put+14], ist die Virtualisierung der physischen
Hardware ähnlich wie bei der in Abschnitt 2.2.3 vorgestellten System-Virtualisierung von großer Bedeu-
tung. Wie in Abschnitt 2.4.1 aufgezeigt wurde diese Fragestellung bisher allerdings nur ansatzweise
betrachtet.
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Eines der Ziele dieser Arbeit besteht in der Erhöhung der Auslastung der Ressource FPGA indem un-
terschiedliche Nutzer auf demselben physischen FPGA zugelassen werden, wie in den Arbeiten von
Fahmy et al. [FVS15], El-Araby et al. [EGE08], Gazzano et al. [Don+15] oder Weerasinghe et al. [Wee+15]
bereits gezeigt. In diesen Arbeiten weisen die virtualisierten FPGAs jedoch eine fixe Größe auf, ebenso
unterbleibt eine System-Virtualisierung, sodass das Anhalten und Migrieren von Instanzen nicht mög-
lich ist. Die genannten Arbeiten verzichten ebenso auf die Verknüpfung des FPGAs mit einer Virtuellen
Maschine auf dem Host-System, was jedoch für eine Bereitstellung in der Cloud unerlässlich ist. Zum
Beispiel setzen die bisherigen in Tabelle 2.5 dargestellten Systeme nur selten VMs mit vFPGAs über
PCIe gekoppelt ein. Oftmals erfolgt die Kommunikation stattdessen über das Netzwerk, was den Zu-
griff zwar deutlich vereinfacht, aber auch zu einer losen Kopplung von Host und FPGA führt. Ebenso
existieren derzeit keine Ansätze, neben PCIe auch einen direkten Zugang der FPGAs zum Netzwerk
zu etablieren, um somit auch eine Inter-FPGA Kommunikation in einem System mit unterschiedlichen
Nutzern auf demselben physischen FPGA zu ermöglichen.
Eine Virtualisierung muss demzufolge zum Ziel haben, den realen FPGA in unterschiedlichen Abstrak-
tionsebenen zunächst hinsichtlich seiner physischen Größe und schließlich vollständig vor dem Nutzer
verstecken zu können. Ebenso ist es für eine effektive Virtualisierung eine Migration von Bedeutung,
um von der realen Position des FPGAs Rechenzentrum abstrahieren zu können. Die Aspekte sind bisher
nur in Teilen Gegenstand der Forschung, wobei der Gesamtkontext einer Integration der FPGAs in eine
Cloud oftmals nicht berücksichtigt wird.
2.5.1.2 Bereitstellung spezieller Hardware in einer Cloud-Architektur
Die bisherigen kommerziellen Lösungen beschränken sich auf die Bereitstellung vollständiger physi-
scher FPGAs in einer VM auf dem Gastsystem, ohne jedoch die Ressourcen zu virtualisieren. Dieser
Schritt ist aber für ein Cloud-System essenziell, da zur Kosteneinsparung eine hohe Auslastung aller
Ressourcen im Rechenzentrum erforderlich ist, wie in Abschnitt 2.3 bereits dargestellt wurde. FPGAs in
der Cloud sind derzeit nicht gleichermaßen flexibel und dynamisch einsetzbar wie die anderen (virtuali-
sierten) Komponenten (wie zum Beispiel Prozessor, Speicher, Netzwerk etc.). Die Verwaltung von FPGA-
Ressourcen wurde bislang, wie in Abschnitt 2.4 gezeigt, in einer Vielzahl von Arbeiten wie [Cam+16;
OCC16; PCC16] untersucht. Diese Arbeiten gehen jedoch nicht auf die Virtualisierung der FPGAs und
dementsprechend die Verwaltung virtualiserter FPGA-Ressourcen ein, wie es Ziel der hier vorliegen-
den Arbeit ist. Da bei aktuellen kommerziellen Ansätzen wie Amazons EC2 F1 [Ama17a] sehr große
FPGAs angeboten werden, müssten die Nutzer für eine Maximierung der Effizienz den vollständigen
FPGA auslasten, was jedoch nicht immer möglich ist. Ansätze, durch die Virtualisierung von FPGAs die
Ressourcenauslastung zu erhöhen, sind daher notwendig.
Darauf aufbauend erfordert eine dynamische Lastverteilung in der Cloud unter Umständen die Migration
der VM-Instanz mit der dazugehörigen Hardwarebeschleuniger-Istanz, was bisher nicht ausreichend in
der Literatur betrachtet wurde. Um zusätzlich eine möglichst große Dynamik, Adaptivität und universelle
Einsatzfähigkeit der Cloud zu ermöglichen, sind ebenso unterschiedliche Cloud-Dienste mit FPGAs erfor-
derlich, die nebenläufig auf demselben System arbeiten und den FPGA universell in der Cloud einsetzbar
machen, wie von vielen der Arbeiten in Abschnitt 2.4.4 für einzelne Dienste analysiert wurde. Von Be-
deutung ist dabei auch, sowohl für die Beschleunigung als auch für sicherheitsrelevante Anwendungen
einen direkten Zugang über den FPGA zu ermöglichen.
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2.5.2 Zielsetzung und Beitrag
Die vorliegende Arbeit untersucht, wie rekonfigurierbare Hardware-Architekturen im Kontext von Cloud-
Architekturen eingesetzt und genutzt werden können. Die Notwendigkeit der Virtualisierung von FPGAs
für den Cloud-Einsatz ergibt sich aufgrund der zunehmenden Verfügbarkeit von physischen FPGAs
für die Auslagerung von rechenintensiven Aufgaben [Ama16b; IBM15a; Put+14]. Um die oftmals sehr
großen FPGAs effizient auslasten zu können, ist, ähnlich wie bei anderen Komponenten in der Cloud,
eine Virtualisierung und Integration der virtualisierten FPGAs (vFPGAs) in eine Verwaltungsstruktur erfor-
derlich. Das zentrale Forschungsinteresse, welches bereits in der Einleitung genannt wurde, lässt sich
wie folgt zusammenfassen:
Evaluation eines flexiblen Einsatzes von FPGAs in der Cloud durch Virtualisierung der Res-
sourcen und Abstraktion von ihrer physischen Position und Größe im Rechenzentrum, zur
Bereitstellung einer adaptiven und flexiblen Architektur für unterschiedlichste Anwendungs-
fälle.
Die Schwerpunkte liegen dabei auf einer flexiblen Verwaltung der FPGAs und deren dynamischer Rekon-
figuration sowie in der Virtualisierung der Hardware zur Hintergrundbeschleunigung und der Erhöhung
der Sicherheit durch einen direkten Zugang zur dynamisch rekonfigurierbaren Hardware. Eine Virtuali-
sierung der FPGAs, welche eine optimale Auslastung der Ressourcen ermöglicht, bietet dabei durch
Nutzung partieller Rekonfiguration und einer Virtualisierung von FPGA und Host sowie der Kommunika-
tion zwischen diesen größtmögliche Flexibilität. Die Virtualisierung erfolgt in dieser Arbeit, nach Analyse
unterschiedlicher Ansätze, analog zur System-Virtualisierung mit der Möglichkeit, mehrere Nutzer gleich-
zeitig auf einer physischen Ressource zuzulassen und voneinander sicher abzukapseln. Des Weiteren
werden die FPGAs aus Nutzersicht von ihrer physischen Position im Rechenzentrum losgelöst und er-
halten so die Option, unterschiedliche Topologien zu bilden, um unterschiedlichen Anwendungsfällen
gerecht zu werden. Auf diese Weise wird es möglich, den Betreiber des Rechenzentrums von den An-
bietern eines Dienstes zu entkoppeln. Im Ergebnis können FPGAs so flexibel wie andere virtualisierte
Ressourcen in der Cloud eingesetzt werden.
Der Neuigkeitswert der Arbeit besteht in wissenschaftlichen Untersuchungen darüber, wie eine Integra-
tion und Verwaltung virtueller FPGAs auf unterschiedlichen Abstraktionsebenen in einem Cloud-System
möglich sind. Dabei wird nicht nur der FPGA virtualisiert, sondern – anders als bei vielen anderen Ar-
beiten – das Gesamtsystem berücksichtigt und der vFPGA dynamisch, je nach Anforderung, virtuell an
unterschiedlichen Stellen und Topologien in der Cloud eingesetzt. Im Einzelnen sind die Alleinstellungs-
merkmale:
• Grundsätzliche Untersuchungen, wie FPGAs in einer Cloud auf der Anwendungsebene unter Be-
rücksichtigung unterschiedlicher Dienste eingesetzt werden können.
• Konzept zur Virtualisierung der FPGAs analog zur System-Virtualisierung mit Zuständen, der Mög-
lichkeit einer Migration und Kapselung der Nutzer.
• Flexibler Einsatz der vFPGAs innerhalb unterschiedlicher Dienste in der Cloud mit verschiedenen
Zugangsmöglichkeiten, um den Anforderungen an eine flexible und universelle Cloud gerecht zu
werden.
• Erarbeitung eines entsprechenden FPGA-Hypervisors, um vFPGAs flexibel bereitzustellen zu kön-
nen, sowie Analysen zu Aufgaben, die an den Host-Hypervisor ausgelagert werden müssen.
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• Konzept zur Anpassung der Größe der homogenen vFPGAs an die Ressourcen der Nutzerdesi-
gns sowie Untersuchung der Möglichkeiten der Skalierung von kleinen vFPGAs innerhalb eines
physischen FPGAs bis hin zu vFPGAs, welche einen virtuellen Cluster bilden.
• Entwicklung eines Konzeptes zur Einbettung von vFPGAs über PCIe in das Host-System und des-
sen Verknüpfung mit lokalen VMs.
• Übertragung der Virtualisierung auf die FPGAs in Form einer prototypischen Implementierung mit
Abgrenzung und Isolierung der homogenen vFPGAs unterschiedlicher Größe voneinander.
• Prototypische Einbettung von vFPGAs in eine Cloud-Verwaltung mit der Möglichkeit der Migration
von VM und dazugehörigen vFPGAs.
• Bewertung und Validierung der prototypischen Implementierung und Auswertung der Ergebnisse
sowie der Leistungsfähigkeit des Systems.
Die Abgrenzung zu vergleichbaren Arbeiten besteht hier in Untersuchungen zu unterschiedlichen Ansät-
zen der Virtualisierung aus den klassischen Bereichen wie Hardware-, System- oder Treiber-Virtualisier-
ung. Das wesentliche Alleinstellungsmerkmal besteht in einer Übertragung der Virtualisierung eines
Betriebssystems auf die rekonfigurierbare Hardware. Der Nachweis über die Realisierbarkeit des entwi-
ckelten Konzeptes erfolgt durch eine prototypische Implementierung mit Abgrenzung und Isolierung der
dynamischen virtuellen FPGAs unterschiedlicher Größe voneinander. Des Weiteren wird ein Konzept zur
Verwaltung von zusammengehörigen vFPGA / VM-Instanzen in einem dynamischen Cloud-System mit
flexiblem Zugang zu den vFPGAs entwickelt, um sowohl die Beschleunigung von Cloud-Diensten als
auch den Einsatz des FPGAs für sicherheitskritische Anwendungsfälle zu ermöglichen.
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3 Anforderungsanalyse und Zielstellung für
virtualisierte FPGAs im Cloud-Kontext
In diesem Kapitel werden die Anforderungen an einen universellen FPGA-Einsatz in der Cloud analysiert.
Zu diesem Zweck werden diverse Anwendungsfälle und unterschiedliche Sichtweisen auf die FPGAs
innerhalb des Cloud-Systems erarbeitet, woraus sich die entsprechenden notwendigen Anforderungen
ergeben.
In Abschnitt 3.1 werden die grundlegenden Herangehensweisen und notwendige Dienste für FPGAs in
der Cloud herausgestellt. Darauf aufbauend erfolgt in Abschnitt 3.2 der Entwurf einer adaptiven Archi-
tektur, welche die FPGAs in unterschiedlichen Konfigurationen zulässt. Abschnitt 3.3 zeigt eine mögliche
Einbettung der vFPGAs in eine Systemarchitektur und deren Verwaltungsebene. Abschließend wird in
Abschnitt 3.5 ein Systementwurf für die beiden Teilkomponenten der Virtualisierung und der Verwaltung
der FPGA-Ressourcen aufgezeigt.
3.1 Abstraktionsschichten zur Etablierung von FPGA-spezifischen
Diensten in der Cloud
Um ein System entwerfen zu können, bei dem vFPGAs beliebig mit VMs gekoppelt und in einer Cloud
bereitgestellt werden können, wie in Abbildung 3.1 veranschaulicht, ist eine Abstraktion von der phy-
sischen Hardware notwendig. Durch angepasste Servicemodelle werden in einem ersten Schritt die






Abbildung 3.1: Cloud mit virtualiserten FPGAs (vFPGAs) und VMs.
Die Bereitstellung von rekonfigurierbarer Hardware in einer Cloud oder einem Mehrbenutzersystem er-
fordert grundsätzlich auch die Möglichkeit, die FPGAs auf unterschiedliche Arten zu nutzen, sodass in Ab-
schnitt 3.1.1 zunächst eine Analyse unterschiedlicher Nutzertypen und die Festlegung auf entsprechende
Servicemodelle in Abschnitt 3.1.2 durchgeführt wird. Abschnitt 3.1.3 zeigt, wie die Servicemodelle auf-
einander aufbauen und somit schrittweise eine Abstraktion von der physischen Hardware ermöglichen.
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3.1.1 Erweiterung der Beteiligten und Charakterisierung der Rollen
Die in der Literatur etablierten (siehe Abschnitt 2.3.1.5) Rollenverteilungen innerhalb der Cloud müssen
für die Bereitstellung von FPGAs um den Betreiber eines Rechenzentrums erweitert werden, da nur die-
ser uneingeschränkten Zugriff auf die physische Hardware hat. In der Literatur wird häufig nicht zwischen
dem Anbieter der Cloud und dem Betreiber des Rechenzentrums (Data Centre Operator) unterschieden.
Dieser stellt zwar die physischen Ressourcen für die Cloud bereit, ist aber nicht zwangsläufig auch der
Anbieter des Cloud Servicemodells. Insbesondere bei zusätzlicher Spezialhardware wie FPGAs in den
Rechenknoten hat der Betreiber des Rechenzentrums eine besondere Bedeutung, da dieser uneinge-
schränkten Zugriff auf die FPGA-Ressourcen hat.
Bei den zuvor vorgestellten kommerziellen Ansätzen Microsoft Catapult [Cau+16] und Amazon EC2 F1
[Ama17a] werden die FPGAs direkt vom Betreiber der Rechenzentren verwaltet und nicht an die Nutzer
für eigene Entwicklungen weitergegeben, was auch einer der Gründe für eine fehlende Virtualisierung
der FPGAs in diesen Konzepten ist.
3.1.2 Entwicklung von FPGA-relevanten Servicemodellen/Clouddiensten
Ein entscheidender Aspekt bei der Integration von FPGAs in eine Cloud-Architektur besteht darin, mög-
liche Anwendungsgebiete und Servicemodelle zu definieren. Der erste Schritt der Abstraktion von phy-
sischen FPGAs ist es, eine Einteilung in entsprechende Dienste zu treffen. Eine Anforderung an FPGAs
in der Cloud kann zum einen der uneingeschränkte Zugriff auf die Ressourcen sein, um beispielsweise
eigene Schaltkreise, I/O-Geräte oder Schnittstellen zu entwickeln (Prototyping). Andererseits kann auch
die Entwicklung von FPGA-Hardwarebeschleunigern (Auslagerung von Algorithmen oder sicherheitskri-
tischer Komponenten in Hardware) eine mögliche Zielstellung sein, welche nicht zwangsläufig einen Zu-
griff auf den kompletten physischen FPGA und die physischen Schnittstellen erfordert. Da die meisten
potenziellen Nutzer einer Cloud lediglich eine Anwendung nutzen, benötigen sie keine Kenntnis über
den Hardwarebeschleuniger, sondern ausschließlich einen Funktionsaufruf. Die sich nach diesen drei
Anforderungen an die FPGAs ergebenen Dienste, welche bereits von Knodel et al. in [KS15c] eingeführt
wurden, sind im Einzelnen:
I. RSaaS – Reconfigurable Silicon as a Service
II. RAaaS – Reconfigurable Accelerators as a Service
III. BAaaS – Background Acceleration as a Service
Im Folgenden werden die drei genannten Servicemodelle ausführlich erläutert und mit der NIST-Defi-
nition [MG11] von Servicemodellen im Cloud-Computing verglichen. Zusätzlich gibt Abbildung 3.2 eine
Übersicht zu den Diensten, Einschränkungen, der Sicherheit und Sichtbarkeit der Hardware. Die Abstu-
fung von Freiheitsgraden durch das vordefinierte Hardwaredesign des FPGAs innerhalb der Modelle
wird in Abbildung 3.3 entsprechend veranschaulicht.
3.1.2.1 Reconfigurable Silicon as a Service (RSaaS)
In dem Dienst Reconfigurable Silicon as a Service (RSaaS) wird der volle Zugriff auf den kompletten
physischen FPGA über eine VM ermöglicht, sodass der Nutzer mit beliebigen Werkzeugen die Hardware
seiner Wahl implementieren kann. Für Hardware-Schnittstellen und Treiber-Entwicklung sind Virtuelle
Maschinen mit den entsprechend über PCI-Passthrough durchgereichten FPGA-Geräten für die Nutzer
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Sichtbarkeit der Hardware










































Abbildung 3.2: Übersicht über die drei FPGA-spezifischen Dienste von vollem Zugriff auf die physische Hardware
(RSaaS) über Kapselung durch vFPGAs (RAaaS) bis hin zur Hintergrundbeschleunigung ohne direkte
Kenntnis der Hardware (BAaaS).
notwendig. Die Zuordnung der FPGAs zu einer VM und entsprechend die Rekonfiguration müssen über
einen sicheren Hypervisor erfolgen, um den vollständigen Zugriff auf die physischen FPGAs abzusichern.
Der Bitstream für den FPGA kann mit beliebigen Werkzeugen erstellt werden, genauso wie Treiber und
Anwendungen innerhalb der VM. Die Flexibilität ist daher in diesem Modell sehr groß, da es keinerlei
Einschränkungen für die Nutzer gibt. Die einzige Ausnahme bildet die feste Zuordnung der I/O-Ports
aufgrund der angeschlossenen Geräte und um Schäden an der physischen Hardware zu vermeiden.
Das vordefinierte Hardwaredesign entspricht Abbildung 3.3(a), wobei die Konfiguration des FPGAs vom
Nutzer initial über JTAG erfolgen muss.
Der gesamte Entwicklungsablauf wird somit als Cloud-Service bereitgestellt, ähnlich wie bei Synthese-
Diensten wie Plunify [Plu16], mit dem Ziel, durch hohe Rechenkapazitäten viele unterschiedliche Ent-
würfe mit verschiedensten Parametern parallel abzuarbeiten. Die Möglichkeit, mehrere Entwurfsabläufe
in unterschiedlichen Varianten gleichzeitig auszuführen, kann die Entwurfszeit reduzieren. Parallel zum
Software-Flow kann die Implementierung auf realer Hardware einschließlich Validierung und Test auf ver-
schiedenen FPGAs zum Prototyping durchgeführt werden. Da ein Dienst auf dieser Ebene den Nutzern
gestattet, den FPGA vollständig neu zu konfigurieren, eröffnet dieses Servicemodell völlig neue Angriffs-
vektoren, die in aktuellen Cloud-Umgebungen nicht existieren. Die Sicherheit (Zugriff, Ausfall etc.) auf
einem Knoten ist geringer als bei anderen Diensten, da die Möglichkeit besteht, das physische System
zu zerstören. Das Konzept kann mit den Cloud-Servicemodellen Plattform as a Service (PaaS) und In-
frastructure as a Service (IaaS) verglichen werden. Der aktuelle Ansatz von Amazon EC2 F1 bietet dem
Entwickler vollen Zugriff auf den physischen FPGA mit dem Ziel, leistungsfähige Beschleunigungskerne
für weitere Dienste anzubieten [Ama17a].
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(a) RSaaS: Der gesamte FPGA kann
vom Nutzer mit beliebigen Designs kon-

























(b) RAaaS: Feste I/O-Module zur Kom-














































(c) BAaaS: Feste I/O-Module und Berei-
che fester Größe für ein oder mehre-
re abgeschottete Nutzerdesigns, bezie-
hungsweise Hintergrundbeschleuniger.
Abbildung 3.3: Hardwaredesigns für die drei Servicemodelle mit sinkender Flexibilität durch vordefinierte Module
und Bereiche.
3.1.2.2 Reconfigurable Accelerators as a Service (RAaaS)
Ein weiteres Modell mit allerdings weniger Freiheit für den Nutzer und stärkerem Fokus auf der Be-
schleunigung von Anwendungen in der Cloud stellt der Dienst Reconfigurable Accelerators as a Service
(RAaaS) dar, welcher durch das HPCaaS-Konzept [MKH12] inspiriert ist. In diesem Modell wird der FPGA
als ausschließlicher Hardwarebeschleuniger verwendet und ist über ein Framework mit API und vorde-
finiertem Entwurfsprozess nutzbar. Das Framework kapselt die eigentlichen Rechenkerne der Nutzer in
einer Virtualisierungs-Schale ein, wie sie in Abbildung 3.3(b) abgebildet ist. vFPGAs unterschiedlicher
Größen sind möglich, diese werden dem Nutzer über einen Hypervisor zugewiesen und sind entspre-
chend der API innerhalb der VM nutzbar. Die partielle Konfiguration erfolgt über den Hypervisor im Host-
System und den FPGA-internen ICAP, um höhere Geschwindigkeiten bei der Konfiguration zu erzielen.
Der Nutzer muss den Rechenkern für die Anwendung auf dem vFPGA und ein entsprechendes Host-
programm zur Kommunikation entwerfen. Durch eine derartige Virtualisierungs-Schale wird die Entwick-
lungszeit erheblich reduziert und der Entwurfsprozess optimiert, da Schnittstellen zur Kommunikation
fest vorgegeben sind. Das RAaaS-Modell kann mit dem PaaS-Modell verglichen werden.
Da in dem RAaaS-Modell keine Entwicklung im Bereich der Schnittstellen möglich oder notwendig
ist, eignet es sich ideal zur Einbettung in gekapselte vFPGAs. Mittels einer Abstraktionsschicht kön-
nen vFPGAs in unterschiedlicher Größen angeboten werden, was im Modell RSaaS nicht oder nur mit
großem Aufwand möglich ist. Die vom Nutzer entwickelten Beschleuniger können analysiert und ge-
testet werden, um sie später im Modell BAaaS den eigentlichen Anbietern eines Cloud-Dienstes zur
Beschleunigung oder Auslagerung ihrer Anwendungen zur Verfügung stellen zu können. Die Sicherheit
des Systems wird durch feste Entwurfsabläufe sowie die festen Schnittstellen deutlich erhöht, wodurch
das System eine maßgeblich größere Sicherheit aufweist als das RSaaS-Modell. Flexibilität und Sicht-
barkeit der physischen Hardware sind jedoch geringer, wie Abbildung 3.2 zeigt.
3.1.2.3 Background Acceleration as a Service (BAaaS)
Die Nutzung der zuvor entwickelten Beschleuniger um Cloud-Dienste im Hintergrund auf die Hardware
auszulagern erfolgt innerhalb des Modells Background Acceleration as a Service (BAaaS). Die Beschleu-
niger, welche zuvor mittels des Dienstes RAaaS entwickelt werden, können als Paket, bestehend aus
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den Bitstreams, für alle möglichen homogenen vFPGAs und die korrespondierende Host-Anwendung
in einer Datenbank den Nutzern als Virtual Reconfigurable Acceleration Image (vRAI)1 bereitgestellt
werden. Sämtliche Parameter, wie Anzahl, Ressourcenbedarf und Größe der vFPGAs werden dabei
ebenfalls im vRAI hinterlegt. Der Nutzer hat im Modell BAaaS keine direkte Interaktionsmöglichkeit mit
dem FPGA, da selbst die Konfiguration im Hintergrund durch das vRAI fest vorgegeben ist.
Die Integration eines Hintergrundbeschleunigers in eigene Anwendungen erfolgt hierbei über eine API,
welche im Hintergrund die vFPGAs mit den vorgefertigten Bitstreams (Pre-Built-Bitstreams) konfigu-
riert und die Kommunikation zwischen Host und vFPGA ermöglicht. Die Konfigurationen und Host-
Anwendungen werden vom Cloud-Service-Provider angeboten. Die Zuteilung der erforderlichen VMs
zu den vFPGAs auf den physischen Rechenknoten erfolgt im Hintergrund über die Ressourcenverwal-
tung der Cloud. Entsprechend sind alle wesentlichen Komponenten fest definiert, und der Nutzer kann
den ihm bereitgestellten Dienst seinen Bedürfnissen anpassen. Die FPGAs selbst sind nicht sichtbar,
jedoch bietet das System eine hohe Sicherheit, da der Nutzer nur noch über Funktionsaufrufe auf die
vFPGAs zugreifen kann. Da dieses Modell dem Nutzer konkrete Serviceanwendungen bietet, ähnelt es
dem Cloud-Modell SaaS. Anwendungsgebiete sind sicherheitsrelevante Aufgaben [EV12; Mon11] und
insbesondere rechenintensive Routinen wie beispielsweise Monte-Carlo-Simulationen aus dem Finanz-
bereich [KCL08; TBG08].
Die Motivation zur Nutzung des BAaaS-Modells besteht in der Einsparung von VM-Ressourcen durch
die Auslagerung auf vFPGAs, welche entsprechend ihrer Energiebilanz für die korrespondierende An-
wendung günstiger sind als herkömmliche Rechenressourcen wie Prozessoren oder GPGPUs. Somit
können durch eine Hintergrundbeschleunigung oder für spezielle sicherheitskritische Funktionen FPGAs
eingesetzt werden, ohne das der Endnutzer Kenntnis davon hat.
3.1.2.4 Abschließende Bewertung und Vergleich mit kommerziellen Ansätzen
Die FPGAs in Amazons EC2 F1-Cloud [Ama17a] sind in der derzeitigen Auslegung mit dem Modell RSaaS
vergleichbar, wobei davon auszugehen ist, dass hier langfristig lediglich komplette Pakete zur Auslage-
rung von rechenintensiven Anwendungen für Service-Anbieter auf der SaaS-Ebene vorgesehen sind,
was dem Modell BAaaS entspricht. Dazu ist insbesondere eine Virtualisierung der FPGAs erforderlich,
um die Ressourcen ähnlich effizient auszulasten, wie dies durch eine klassische System-Virtualisierung
für Rechensysteme erreicht wurden. Die Microsoft-Catapult-Architektur [Put+14] ist hingegen aufgrund
der bereitgestellten Schale für ein eigenes Hardwaredesign mit dem Modell RAaaS vergleichbar. Ein
direktes Bereitstellen unterschiedlicher FPGAs für das Hardware / ASIC-Prototyping ist nur für spezielle
Kunden aus dem Bereich von Forschung und Entwicklung im Schaltkreisentwurf von Interesse und wird
daher nicht weiter betrachtet.
Kommerzielle und effiziente Cloud-Lösungen müssen entsprechend große FPGAs bereitstellen, welche
durch zusätzliche Virtualisierung optimal ausgelastet werden können. Dadurch können die Ressourcen
möglichst flexibel eingesetzt werden und die Nutzer erhalten exakt die Infrastruktur, welche sie für ihre
Anwendungen benötigen.
3.1.3 Vertikaler Aufbau der Cloud-Dienste
Für den Anbieter eines Dienstes auf der Ebene SaaS, der diesen Dienst im Hintergrund mittels des
BAaaS beschleunigen möchte, um Betriebskosten zu sparen, sind entsprechend die anderen beiden
1In Anlehnung an Amazons AFI mit dazugehörigen AMI.
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Abstufungen oder Dienste erforderlich. Wie in Abschnitt 2.3.1.3 und speziell in Abbildung 2.15 gezeigt,
bauen die klassischen Cloud-Dienste ebenfalls vertikal aufeinander auf. Abbildung 3.4 veranschaulicht,
wie schrittweise die physischen FPGAs vom Betreiber des Rechenzentrums zunächst vollständig an
die Cloud-Provider weitergegeben werden (RSaaS). Die Cloud-Provider entwickeln ihre Anwendungen
für die vFPGAs (RAaaS) und stellen schließlich die vorgefertigten vFPGA-Beschleuniger (vRAI) für die
eigentlichen Service-Provider im BAaaS-Modell bereit. Der Service-Provider ist der letzte Akteur in der
Kette, der sich der Nutzung von rekonfigurierbarer Hardware bewusst ist und schließlich einem Endnut-






























Abbildung 3.4: Verkettung der FPGA-spezifischen Cloud-Dienste mit den beteiligten Akteuren und den Abstraktions-
stufen vFPGA für RAaaS und schließlich vRAI für BAaaS, sowie der immer stärkeren Verschmelzung
von VM und FPGA.
Die eigentliche Funktion oder Nutzungsart der FPGAs ist aufgrund der nachfolgenden Einbettung in eine
Cloud-Architektur mit zusätzlichen Freiheitsgraden deutlich flexibler als ein reiner Einsatz zur Beschleu-
nigung von Anwendungen auf der Ebene eines einfachen Coprozessors.
3.2 Entwurf einer adaptiven Architektur mit dynamischem Einsatz
von FPGAs
Um die Integration von universell nutzbaren FPGAs in eine Cloud zu erreichen, welche dynamisch ein-
gesetzt werden können, werden zunächst in Abschnitt 3.2.1 unterschiedliche Szenarien und Anwen-
dungsfälle für eine Nutzung aufgezeigt. In Abschnitt 3.2.2 werden schließlich die Einsatzmöglichkeiten
skalierbarer vFPGAs erläutert, bevor anschließend in Abschnitt 3.2.3 die entsprechenden Anforderun-
gen an eine Virtualisierung der FPGAs beschrieben werden. Zusammenfassend werden in Abschnitt 3.4
Begriffe im Rahmen der Virtualisierung von FPGAs eingeführt und definiert.
3.2.1 Virtuelle Sicht der Nutzer auf die FPGAs innerhalb der Cloud
Um den adaptiven Einsatz von FPGAs in einer Cloud zu ermöglichen, werden zunächst unterschiedliche
Sichtweisen und Anwendungsszenarien für die virtualisierten Ressourcen diskutiert. Abbildung 3.5 stellt
die verschiedenen logischen Sichten auf die vFPGAs dar.
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(b) Mehrere Nutzer teilen sich einen physischen FPGA durch direkte Nutzung









(c) Ein Nutzer hat über eine VM Zugriff auf einen Cluster aus mehreren
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Knoten 1 Knoten 2
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(e) Aufbau eines logischen Clusters mit vFPGAs über PCIe, wobei die physi-






(f) Direkter Zugang zu einer VM über einen mittels PCIe gekoppelten vFPGA
mit direktem Netzwerkzugang zur Ver- und Entschlüsselung der Daten und







(g) Zugang zu einem SAN direkt über den über PCIe gekoppelten FPGA zur
Ver- und Entschlüsselung der Daten.
Abbildung 3.5: Logische Sicht auf die virtuellen Ressourcen vFPGA und VM in einer Cloud-Architektur mit Zuord-
nung zu den physischen Rechenknoten.
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Der Einsatz des FPGAs als Hardwarebeschleuniger beziehungsweise Coprozessor wird in
Abbildung 3.5(a) gezeigt. Der Nutzer greift über das Internet auf eine ihm zugewiesene VM zu, der
ein vollständiger FPGA innerhalb des Knotens zur Verfügung steht. Die bereitgestellte Datenrate ist
aufgrund der direkten Kopplung von VM und FPGA relativ hoch. Wird keine vordefinierte Schnittstelle
auf dem FPGA verwendet, sondern ein voller Zugriff gewährleistet, entspricht dies dem Modell RSaaS.
Im Falle des Einsatzes einer vordefinierten Virtualisierungs-Schale als FPGA-Infrastruktur zur Erhöhung
der Sicherheit und Etablierung von vFPGAs ist der Dienst hingegen entweder dem RAaaS- oder dem
BAaaS-Modell zuzuordnen. Bei Nutzung der entsprechenden Modelle mit vFPGAs ist die Aufteilung
eines physischen FPGAs auf mehrere Nutzer möglich, wie Abbildung 3.5(b) veranschaulicht.
Ebenso ist es notwendig, mehrere vFPGAs zu einem Cluster zusammenzufassen. Dabei können sich die
vFPGAs sowohl auf demselben physischen Gerät als auch auf unterschiedlichen FPGAs in unterschied-
lichen Knoten befinden. Zur Optimierung der Kommunikation zwischen den vFPGAs ist ein direkter Zu-
gang zu einem Verbindungsnetzwerk erforderlich, um die Host-Systeme der FPGAs nicht zusätzlich zu
belasten. Abbildung 3.5(c) zeigt ein System aus mehreren vFPGAs, welche sowohl über unterschiedliche
physische FPGAs als auch über verschiedene Rechenknoten hinweg verteilt sind. Der Zugriff erfolgt über
eine VM auf einem Host-System zur Vor- und Nachbearbeitung der Daten, ist aber auch direkt möglich,
wie in Abbildung 3.5(d) gezeigt. Zur optimalen Anpassung des Systems an unterschiedliche Anforderun-
gen ist es notwendig, auch virtuelle Architekturen mit reinen vFPGA-Hardwarebeschleunigern mit enger
Kopplung an eine VM bereitzustellen, wie in Abbildung 3.5(e) dargestellt.
Zudem ist es erforderlich den direkten Zugang zu einer VM über einen FPGA im selben Knoten bereitzu-
stellen, um den ein- und ausgehenden Datenverkehr zu analysieren und zu filtern. Entsprechend kann
mit einem zusätzlichem FPGA beim Nutzer eine vollständige Ende-zu-Ende-Verschlüsselung in Hardwa-
re aufgebaut werden, wie in Abbildung 3.5(f) skizziert. Abbildung 3.5(g) zeigt zusätzlich, wie der (v)FPGA
auch für die Ver- und Entschlüsselung von Daten im SAN eingesetzt werden kann.
3.2.2 Flexibilität im Einsatz von FPGAs in der Cloud
Neben den im vorherigen Abschnitt aufgezeigten Szenarien, mit der dortigen Sichtweise auf die dy-
namisch und adaptiv einsetzbaren Ressourcen, ist eine Abstraktion von ihrer physischen Größe bezie-
hungsweise der Anzahl der internen Ressourcen (LUTs, DSP, BRAM etc.) notwendig, um sowohl für
kleine als auch für große Entwürfe innerhalb eines Clusters von FPGAs eingesetzt werden zu können,
wie in Abbildung 3.6 aufgezeigt.
Die Virtualisierung der FPGAs zur besseren Auslastung der Ressourcen stellt dabei vom Ansatz her ei-
ne klassische System-Virtualisierung der Hardware dar, mittels derer unterschiedlichste Nutzer in ihrem
gekapselten vFPGA arbeiten können, ohne dabei andere Nutzer zu beeinträchtigen. Da die FPGAs als
Hardwarebeschleuniger eingesetzt werden, ist des Weiteren ein logischer Kanal zwischen dem vFPGA
und einer VM auf dem Host notwendig. Abbildung 3.6(a) zeigt einen physischen FPGA, mit vFPGAs un-
terschiedlicher Größe und der Zuordnung zu VMs und Nutzern. Somit wird ein in seiner Größe und der
Anzahl der Nutzer skalierbares System bereitgestellt. Wenn zusätzliche vFPGAs dem Nutzer zugeordnet
werden können, entspricht dies einer horizontalen Skalierung. Wird allerdings die Größe eines vFPGAs
verändert, liegt eine vertikale Skalierung vor (siehe Abschnitt 2.3.1.4). Insbesondere bei FPGAs eignet
sich die vertikale Skalierung deutlich besser, da auf diese Weise die Ressourcen effizienter ausgelastet
werden können. In Kapitel 6 wird anhand eines Szenarios gezeigt, wie und für welche Beispielanwen-
dungen die vertikale Skalierung effizient eingesetzt werden kann.
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Anzahl der Nutzer auf einem physischen FPGA
Größe eines vFPGAs






(a) Flexible Größe und Nutzeranzahl eines FPGAs durch Virtualisierung. Gezeigt wird das Beispiel eines
physischen FPGAs, der in bis zu vier vFPGAs unterschiedlicher Größe unterteilt ist.
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(b) Skalierung über die physischen FPGAs hinaus am Beispiel eines Systems mit mehreren Nutzern auf
vier Knoten. Jeder vFPGA ist in diesem Beispiel genau einer VM zugeordnet und die vFPGAs belegen
einen kompletten physischen FPGA.
Abbildung 3.6: Skalierung der vFPGAs in ihrer Größe von einem kleinen Design innerhalb eines physischen FPGAs
bis hin zu einem Cluster aus mehreren FPGAs. Die Farben zeigen die Zuordnung von VM zu vFPGA.
Um eine Skalierbarkeit der Größe der vFPGAs über den physischen FPGA hinaus zu erreichen, ist der
Aufbau eines virtuellen FPGA-Clusters erforderlich. Es sollte die Möglichkeit bestehen, ein Nutzerde-
sign auf mehrere physische FPGAs auszudehnen, wie in Abbildung 3.6(b) aufgezeigt. Dabei wird über
eine VM ein vFPGA direkt angesprochen und die direkte Kommunikation zwischen den bereitgestellten
vFPGAs erfolgt über ein virtuelles Verbindungsnetzwerk, welches entweder ein dediziertes FPGA-Netz
oder das Verbindungsnetzwerk der Cloud sein kann, wie auch in der Arbeit von Yoshimi et al. [Yos10] der
Fall. Die automatisierte Übertragung eines einzelnen Hardwaredesigns auf ein FPGA-Cluster ist hinge-
gen Gegenstand der Arbeit von Tang et al. [TMT14].
3.2.3 Anforderungen an eine FPGA-Virtualisierung
Aus den bisher betrachteten Anforderungen der Dienste RAaaS und BAaaS in Abschnitt 3.1.2, der vir-
tuellen Sicht auf unterschiedliche Szenarien in Abschnitt 3.2.1 und der erforderlichen Skalierbarkeit hin-
sichtlich der Größe der vFPGAs von Teilbereichen auf dem physischen FPGA bis hin zu Clustern aus
mehreren FPGAs, wie in Abschnitt 3.2.2 erläutert, ergeben sich eine Reihe von Anforderungen an eine
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FPGA-Virtualisierung. Diese werden im Folgenden erläutert. Das Hauptaugenmerk richtet sich dabei auf
die Hintergrundbeschleunigung von Anwendungen und die optimale Auslastung der physischen FPGAs
durch deren Virtualisierung. Aus den in Abschnitt 3.1 und Abschnitt 3.2 erarbeiteten Anforderungen
ergeben sind folgende Hauptaugenmerke und Schlussfolgerungen für eine FPGA-Virtualisierung:
• Virtualisierung der FPGAs analog zur System-Virtualisierung mit System-Hypervisor zur Kapselung
und Isolierung der Nutzer voneinander sowie abgesicherte Konfiguration der vFPGAs durch den
Host-Hypervisor.
• Interaktion mit einem Host / FPGA-Hypervisor zur Konfiguration des gesamten (RSaaS) und des
virtualisierten (RAaaS/BAaaSs) FPGAs mit einer Validierung des Bitstreams.
• Abstraktion von der physischen Größe der FPGAs durch vertikale Skalierung und Anpassung an
den Ressourcenbedarf der Nutzer:
– Notwendigkeit, vFPGAs schrittweise mit anderen vFPGAs auf einem physischen FPGA zu
kombinieren, um die Anzahl der verfügbaren Ressourcen zu vergrößern.
– Mehrere unabhängige Nutzer auf einem physischen FPGA, um diesen effizient auszulasten.
– Konfiguration unterschiedlicher vFPGAs an beliebigen Regionen auf dem physischen FPGA
mit dem selben Hardwaredesign.
– Möglichkeit der Zusammenschaltung mehrerer, dem Nutzer zugehöriger vFPGAs über direkte
Kommunikationskanäle zu einem virtuellen FPGA-Cluster.
• Erforderliche Schnittstellen zur Kommunikation gemäß der in Abschnitt 3.2.1 vorgestellten Szena-
rien:
– Zum Einsatz als Hardwarebeschleuniger muss eine enge Kopplung mit stream-basierter Kom-
munikation zwischen vFPGA und VM auf dem Host-System verfügbar sein,
– Zugang zur Cloud durch direkten Netzwerkzugang über den FPGA und
– Aufbau von Kommunikationskanälen für einen virtuellen FPGA-Cluster mit direkter Kommuni-
kation zwischen den vFPGAs.
• Bibliotheken und API zur Kommunikation und Konfiguration des vFPGAs für Nutzer des Modells
RAaaS.
• Bereitstellung von Beschleuniger-Paketen mit Bitstreams und Host-Anwendung als vRAI zum Ein-
satz im Servicemodell BAaaS.
• Möglichkeit eines Zugangs zu gemeinsam genutzten Ressourcen auf dem FPGA und insbesonde-
re dem FPGA-Board (zum Beispiel auf dem DDR-Speicher).
• Zustandsverwaltung der vFPGAs mit der Möglichkeit einer Migration des Hardwaredesigns auf
andere physische FPGAs beziehungsweise vFPGAs auf dem gleichen FPGA.
Im folgenden Abschnitt wird zunächst eine Systemarchitektur erarbeitet, welche diesen Anforderungen
gerecht wird, bevor in Kapitel 4 ein entsprechendes Konzept zur Virtualisierung eines FPGAs vorgestellt
wird.
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3.3 System- und Softwarearchitektur für die Verwaltung
virtualisierter FPGA-Ressourcen
Im Folgenden wird der Entwurfsraum für die System- und Softwarearchitektur zur Verwaltung der vir-
tualisierten FPGA-Ressourcen entsprechend den Schlussfolgerungen aus Abschnitt 3.2 analysiert. Die
daraus resultierende Architektur stellt die Basis für die folgende FPGA-Virtualisierung und die übergeord-
nete Systemarchitektur der Cloud dar. Dazu werden zunächst Knoten entworfen, die neben Prozessoren
auch FPGAs enthalten und auf die die in Abschnitt 3.2.1 vorgestellten virtuellen Systeme und Szenarien
abgebildet werden können, bevor anschließend die erforderlichen Komponenten zur Verwaltung heraus-
gearbeitet werden.
3.3.1 Analyse einer geeigneten Hardware-Architektur
Bei der Integration von FPGAs in ein Rechenzentrum für eine Cloud sind Aspekte wie Skalierbarkeit, War-
tungsintensität und Auslastung zu beachten, wie bereits in [KLS16] erläutert. Ein wesentlicher Schritt zur
Entwicklung einer geeigneten Architektur ist daher die Wahl der Kopplung von Prozessor und FPGA, wie
sie bereits für FPGA-basierte Hardwarebeschleuniger in Abschnitt 2.1.2.3 erläutert wurde. Anhand von
Abbildung 3.7 werden verschiedene Ansätze zur Integration von FPGAs aufgezeigt. Diese Ansätze wer-
den unter dem Gesichtspunkt bewertet, wie darauf eine universell einsatzfähige Architektur aufgebaut
werden kann, auf welche sich die Szenarien aus Abschnitt 3.2.1 abbilden lassen. Dafür ist einerseits
eine enge Kopplung von Prozessor und FPGA, aber auch der direkte Zugriff auf den FPGA über das
Netzwerk erforderlich, um den unterschiedlichen Anforderungen und Szenarien, wie dem Einsatz als











(a) Erweiterung eines Host-Systems mit eng gekoppel-
ten FPGA-Boards als Hardwarebeschleuniger.
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(b) Erweiterung eines Host-Systems mit direktem Zu-












(c) Aufteilung in FPGA-Beschleuniger- und CPU-Knoten
um eine größtmögliche Flexibilität zu gewährleisten. Die











(d) Integration beider Konzepte in einen Cloud-Knoten.
Enge Kopplung und hohe Flexibilität durch weiteren Zu-
griff über das Verbindungsnetzwerk.
Abbildung 3.7: Unterschiedliche Möglichkeiten der physischen Integration rekonfigurierbarer Hardware in eine
Cloud-Architektur. Nach [KLS16].
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Abbildung 3.8: Physische Zielarchitektur für die unterschiedlichen Szenarien mit Rechenknoten bestehend aus Pro-
zessor und einer beliebigen Zahl von über PCIe gekoppelten FPGAs.
Der in der Vergangenheit am häufigsten genutzte Ansatz für Rechenknoten bestehend aus Prozessor
und FPGA ist die in Abschnitt 2.1.2.3 vorgestellte enge Kopplung mit serieller Punkt-zu-Punkt-Verbindung
und hoher Datenrate, wie beispielsweise PCIe, QPI oder HyperTransport-Link. Ein solches hybrides Sys-
tem kann für eine Vielzahl von Anwendungen eingesetzt werden und ist die Basis zahlreicher Arbeiten
[FVS15; Kac+16b; PCC16; Put+14]. Hochparallele Berechnungen lassen sich auf den FPGA auslagern, so-
bald eine Anwendung dies erfordert. Eine effiziente Vor- und Nachbearbeitung der Daten in Software ist
durch die enge Kopplung ebenfalls einfach durchführbar. Das Problem eines solchen in Abbildung 3.7(a)
gezeigten Systemaufbaus besteht jedoch darin, dass der FPGA nur über den Host erreichbar ist und
dieser bei jeder Nutzung des FPGAs beteiligt ist. Fällt der Host aus, ist keine Nutzung des FPGAs mehr
möglich, was in einem Rechenzentrum aufgrund der Wartungsintervalle zum vollständigen Verlust die-
ser Ressource über einem längeren Zeitraum führen kann. Eine weitere Möglichkeit besteht darin, den
Zugang zum Host über den FPGA bereitzustellen, wie in Abbildung 3.7(b) aufgezeigt. Der FPGA wird
dabei als direkte Schnittstelle zum Netzwerk eingesetzt und kann zusätzlich Operationen wie beispiels-
weise Ver- und Entschlüsselung des Datenverkehrs übernehmen. Fällt der FPGA aus, ist zwangsläufig
der komplette Knoten nicht mehr über das Netzwerk erreichbar.
Den FPGA als alleinige Ressource mit direktem Netzwerkzugang zu nutzen, wie in Abbildung 3.7(c)
gezeigt, führt zu einer eigenständigen und insbesondere weitaus flexibler einsetzbaren Komponente.
Weiterhin ist systemweit die einfachere Verteilung der Anfragen auf die Ressourcen möglich, da belie-
big viele VMs und FPGAs miteinander kommunizieren können, wie eine Reihe von Arbeiten gezeigt ha-
ben [Don+15; Wee+15]. Da aber eine Vielzahl der in Abschnitt 2.4.2 vorgestellten Cloud-Anwendungen
einen Dienst in Software im Hintergrund beschleunigen, ist die enge Kopplung zwischen Dienst und
Beschleuniger notwendig, um ein flexibles System aufzubauen.
Die Verwaltung und insbesondere die Konfiguration des FPGAs ohne Zugriff von einem Rechensystem
erschwert zudem die Wartung, da der Zugang zum FPGA-Board ausschließlich über das Netzwerk und
ein entsprechendes Hardwaredesign möglich ist. Ein integrierter oder zum FPGA eng gekoppelter Pro-
zessor ist daher eine Voraussetzung für ein flexibles und einfach zu wartendes System.
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Ein flexibel einsetzbares und den aufgezeigten Anforderungen gerechtes System stellt somit eine Ver-
knüpfung aus beiden Ansätzen dar, wie sie Abbildung 3.7(d) zeigt. Im Gegensatz zu der Catapult-
Architektur [Put+14], welche nur über einen physischen Netzwerkanschluss verfügt und jeglichen Netz-
werkverkehr durch den FPGA leiten muss, besitzt ein solches System den Vorteil, bei einem Ausfall
einer der beiden Komponenten die verbleibende Ressource weiterhin für einen Teil der Anwendungen
nutzen zu können. Ein Prozessor ohne FPGA kann weiterhin VMs bereitstellen und ein FPGA ohne Host
kann für den Aufbau eines FPGA-Clusters nachgenutzt werden. So stehen die einzelnen Komponenten
auch bei größeren Wartungszyklen zur Verfügung.
Die resultierende Hardwarearchitektur ist in Abbildung 3.8 dargestellt. Im Beispiel sind zwei physische
FPGAs in einem Knoten integriert, wobei die Anzahl beliebig ist. Allerdings sollte die Anzahl der FPGAs
die Zahl der physischen Prozessorkerne aus Gründen der Leistungsfähigkeit nicht überschreiten. Durch
den direkten Zugang zu den FPGAs über das Verbindungsnetzwerk und die eng gekoppelte VM auf
dem Host-System, welches ebenfalls über einen direkten Zugang zum Netzwerk verfügt, sowie durch
die Option, eine direkte Kommunikation zwischen den FPGAs aufzubauen, können sämtliche Szenarien
aus Abschnitt 3.2.1 auf diese physische Architektur abgebildet werden.
3.3.2 Hierarchische Aufteilung der Verwaltungsaufgaben
Die virtuellen Ressourcen, welche dem Nutzer bereitgestellt werden, sind einerseits VMs und ande-
rerseits daran gekoppelte FPGAs. Eingehende Anfragen werden somit zunächst an Knoten mit den
entsprechenden freien Ressourcen weitergeleitet. Dazu sind zum einen ein Verwaltungsknoten erfor-
derlich, welcher eine Gesamtansicht auf das System hat, und zum anderen die Rechenknoten mit Pro-
zessoren und FPGAs, wie in Abbildung 3.9 gezeigt. Die Verwaltung gliedert sich entsprechend in die
Ebenen der Cloud und der einzelnen Knoten, um die Anfragen hierarchisch auf die involvierten Knoten
zu verteilen. Wird der Nutzer, der sich über sein lokales System mit der Cloud verbindet, ebenso in den
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Abbildung 3.9: Logische Systemarchitektur der Verwaltung von FPGA-Ressourcen, bestehend aus einem Knoten
zur Verwaltung und den Rechenknoten mit VMs und entsprechenden eng gekoppelten vFPGAs.
Die wesentliche Komponente bildet dabei die Cloud-Verwaltung, welche eine globale Sicht auf das Ge-
samtsystem ermöglicht, die Belegung verwaltet und die konkreten Anfragen an die Rechenknoten mit
den virtualisierten FPGAs delegiert. Die Rechenknoten müssen dazu die Zuweisung der Ressourcen
im Detail kennen und deren aktuelle Auslastung an die Cloud-Verwaltung übermitteln. Durch den hierar-
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chischen Aufbau wird die Arbeitslast auf das gesamte System verteilt und durch die Auslagerung von
Teilfunktionen in die Knoten die Kommunikation möglichst lokal gehalten, um Latenzen zu reduzieren.
3.3.2.1 Aufgaben der Cloud-Verwaltung
Der Verwaltungsknoten hat die Aufgabe, den Nutzern eine Schnittstelle zur Administration der eigenen
Ressourcen zu bieten. Dabei hat der Nutzer die Möglichkeit, die gewünschten virtuellen Ressourcen
zu konfigurieren, zu allokieren und wieder freizugeben. Eine wichtige Bedingung aus Abschnitt 3.3.3
ist des Weiteren, dass der Nutzer einen der in Abschnitt 3.1.2 eingeführten Dienste auswählen kann.
Über den Cloud-Provider, welcher die Rechte innerhalb der Verwaltungsebene administriert, erhält der
Nutzer die entsprechenden Rechte für die Nutzung der Dienste oder der Ressourcen. Die Zuweisung
zu den Knoten erfolgt in einem zweiten Schritt über einen Scheduler. Die Informationen zu Nutzern,
Knoten und FPGAs werden zentral in einer Datenbank verwaltet, wobei ein Parameter die Auslastung
eines Knotens und insbesondere der des physischen FPGAs angibt. Die weiteren detaillierten Daten zur
Auslastung und den konkreten Zuordnungen von VM zu (v)FPGA erfolgt innerhalb des Rechenknotens
mit den konkreten allokierten Ressourcen.
3.3.2.2 Lokale Verwaltung innerhalb des Rechenknotens
Der Rechenknoten mit einem oder mehreren physischen FPGAs, wie in Abbildung 3.9 gezeigt, erhält die
Anfragen und ordnet dem Nutzer konkrete VMs und (v)FPGAs der gewünschten Größe und Kopplungs-
art zu. Die Konfiguration des (v)FPGAs erfolgt auf Basis des gewählten Dienstes und der entsprechen-
den Konfigurationsart. Eine vollständige Konfiguration, wie sie im Modell RSaaS erforderlich ist, erfolgt
über den Zugriff auf den physischen FPGA über dessen JTAG-Interface. Innerhalb der Modelle RAaaS
und BAaaS erfolgt die Konfiguration partiell für die einzelnen vFPGAs jeweils über die interne ICAP-
Schnittstelle innerhalb eines Hypervisors auf dem FPGA. Die Übertragung der Konfiguration verläuft
über PCIe und einen Kanal, auf den nur ein Hypervisor auf dem Host innerhalb der FPGA-Verwaltung
zugreifen darf. Die FPGA-Verwaltung erhält infolge dessen eine wesentliche Rolle bei der Verwaltung
und Konfiguration der lokalen (v)FPGAs.
Der vom Nutzer stammende partielle Bitstream für einen zugewiesenen vFPGA muss entsprechend
auch von der FPGA-Verwaltung auf gültige Regionen innerhalb des FPGAs überprüft werden, um einen
Zugriff auf Bereiche fremder vFPGAs und Nutzer zu vermeiden. Eine weitere Aufgabe der FPGA-Ver-
waltung besteht somit darin, den vFPGA über seine dedizierten Kommunikationskanäle der dem Nutzer
zugewiesenen VM zuzuordnen und hierbei wiederum Zugriffe auf Kanäle anderer Nutzer zu verhindern.
3.3.3 Anforderung an die Verwaltung von FPGAs in einem Cloud-System
Um die virtualisierten FPGAs mit den Anforderungen aus Abschnitt 3.2.3 in eine Cloud einzubetten,
ergeben sich entsprechend der vorherigen Abschnitte folgende Anforderungen an das Gesamtsystem
und speziell an den Knoten mit den Ressourcen, welcher über sowohl Host- als auch FPGA-Hypervisor
die Abschottung der Nutzer voneinander und die Stabilität des Systems gewährleistet:
• Einbettung der unterschiedlichen Servicemodelle in die gemeinsame Verwaltungsstruktur.
• Konfigurationsdatei zur Beschreibung einer vFPGA-Ressource und des virtuellen Systems entspre-
chend eines der in Abschnitt 3.2.1 vorgestellten Szenarien.
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• Grobgranulare Verteilung der unterschiedlichen Nutzer und der Arbeitspakete entsprechend ihrer
Anforderungen an die Ressourcen.
• Berücksichtigung der Möglichkeiten zur Skalierung (horizontal und vertikal) der vFPGA Ressourcen
im Modell BAaaS, um in einer elastischen Cloud die Ressourcen optimal an die Bedürfnisse der
Nutzer anzupassen.
• Verwaltung der aktuellen Belegung und Zuweisung zu Nutzern auf Cloud-Ebene für den komplet-
ten Cluster.
• Spezielle Anforderungen an die lokale Verwaltung der Ressourcen innerhalb von Host- oder FPGA-
Hypervisor:
– Konkrete Zuordnung von Nutzern, VMs, vFPGAs und deren Kopplungsart.
– Interaktion mit den vFPGAs gemäß den Anforderungen aus Abschnitt 3.2.3.
• Umsetzung der Dienst-Modelle mit entsprechenden Sicherheitsstufen und Konfigurationsarten für
die FPGAs innerhalb der lokalen Verwaltung:
– RSaaS: Konfiguration des FPGAs über JTAG für vollen Zugriff (RSaaS) und Gewährleistung
einer vollständigen Rekonfiguration des FPGAs.
– RAaaS: Kapselung des Nutzers in vFPGAs beliebiger Größe, ohne weitere Nutzer auf dem-
selben FPGA und Validierung der Positionen bei der vollständigen partiellen Rekonfiguration
mittels eines Frameworks (ICAP).
– BAaaS: Konfiguration über den Hypervisor mit Bitstreams für jede mögliche Position eines
vFPGA auf dem physischen FPGA.
• Überwachung der Ressourcen, um Systemlast und Belegung der Knoten vollständig zu erfassen.
• Möglichkeit für ein Scheduling durch Migration zur Erhöhung der Auslastung und Bereitstellung
einer elastischen Cloud.
3.4 Definition innerhalb der FPGA-Virtualisierung im
Cloud-Kontext
Um für die folgenden Kapitel eine einheitliche Bezeichnung in Bezug auf die virtualisierten FPGAs zu eta-
blieren, werden die notwendigen Begriffe definiert, um auf Basis der in diesem Kapitel durchgeführten
Anforderungsanalyse die vFPGAs (siehe Definition 3.1) entsprechend ihres Lebenszyklus besser von-
einander abgrenzen zu können. Die Begriffe orientieren sich an denen der System-Virtualisierung nach
[SN05b].
Definition 3.1: vFPGA Ein vFPGA ist ein virtueller FPGA, welcher sich innerhalb eines physi-
schen FPGAs auf einen oder mehren vFPGA-Slots (siehe Definition 3.2) befindet. Ein vFPGA
wird vom Nutzer als eigenständige Ressource mit dynamischer Anzahl von Hardwareressour-
cen (Slices, LUTs, Register etc.) wahrgenommen.
Definition 3.2: vFPGA-Slots Ein vFPGA (siehe Definition 3.1) wird abgebildet auf einzel-
ne physische Regionen mit fester Anzahl von Hardwareressourcen und somit fester Größe
innerhalb des physischen FPGAs, welche als vFPGA-Slots bezeichnet werden.
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Definition 3.3: vFPGA-Design Als vFPGA-Design wird der Hardwareentwurf / das Hardwa-
redesign eines Nutzers bezeichnet, welches ausgehend von einer Netzliste (RTL-Ebene) in-
nerhalb eines vFPGAs (siehe Definition 3.1) mit seinen Frontend-Schnittstellen platziert und
verdrahtet wird.
Definition 3.4: vFPGA-Image Ein partieller Bitstream, welcher die Basis für eine vFPGA-
Instanz (siehe Definition 3.5) bildet, wird als vFPGA-Image bezeichnet, das bestimmten
vFPGA-Slots (siehe Definition 3.2) zugeordnet wird.
Definition 3.5: vFPGA-Instanz Ein vFPGA-Image (siehe Definition 3.4) innerhalb eines
vFPGAs, welches direkt einem Nutzer zugeordnet ist und nutzerspezifische Daten enthalten
kann (Kontext), wird als vFPGA-Instanz bezeichnet und kann losgelöst von vFPGA-Slots (siehe
Definition 3.2) betrachtet werden.
Neben den soeben vorgenommenen Definitionen, welche sich auf die konkreten vFPGAs und ihren Le-
benszyklus beziehen, sind des Weiteren die unterschiedlichen Hypervisoren in dem Gesamtsystem ge-
geneinander abzugrenzen und zu definieren. Dabei bildet der Begriff Hypervisor, wie er in Abschnitt 2.2.1
als System zur Verwaltung und Zuteilung von Ressourcen des Gast- zum Host-System eingeführt wurde,
die Basis für die folgenden Definitionen.
Definition 3.6: System-Hypervisor Der System-Hypervisor entspricht dem klassischen Hy-
pervisor (VMM), welcher die Virtuellen Maschinen (VMs) innerhalb der System-Virtualisierung
(siehe Abschnitt 2.2.3) auf dem Host-System bereitstellt.
Definition 3.7: RC2F Host-Hypervisor Die Verwaltungsstruktur für die vFPGAs (siehe De-
finition 3.1) auf deren Host-System wird als RC2F Host-Hypervisor, beziehungsweise Host-
Hypervisor bezeichnet.
Definition 3.8: FPGA-Hypervisor Der FPGA-Hypervisor ist die Verwaltungsstruktur auf dem
FPGA, welche die Zugriffe der vFPGAs (siehe Definition 3.1) innerhalb des physischen FPGAs
überwacht.
3.5 Systementwurf und Abgrenzung
Die vorherigen Abschnitte haben die zugrundeliegende Systemarchitektur auf Ebene der Hardware und
ebenso auf Ebene der Software aufgezeigt, welche für eine flexible Bereitstellung von virtualisierten
FPGAs erforderlich ist. Die Anforderungen an die zu virtualisierenden FPGAs wurden in Abschnitt 3.2.3
aufgezeigt, die Anforderungen an das Cloud-System mit dem Schwerpunkt auf der Verwaltung der
FPGA-Ressourcen wurden in Abschnitt 3.3.3 dargestellt. Um den zu entwickelnden Prototypen des
Gesamtsystems modular aufbauen zu können, wird er in zwei eigenständige Teilkomponenten zerlegt,
welche wiederum unabhängig voneinander eingesetzt werden können. Diese zwei wesentlichen Be-
standteile oder Teilkomponenten des Gesamtsystems, welche im Verlauf dieser Arbeit entwickelt wer-
den, sind:
I. RC2F – Reconfigurable Common Computing Frame(work) mit den FPGA-spezifischen Komponen-
ten zur Bereitstellung von virtuellen FPGAs (vFPGAs) und einer entsprechenden API zur Kommu-
nikation zwischen VMs und vFPGAs und
II. RC3E – Reconfigurable Common Cloud Computing Environment für die Verwaltung und Bereit-
stellung der virtualisierten FPGA-Ressourcen.
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Der Schwerpunkt des RC2F liegt auf der Virtualisierung der FPGAs innerhalb einer Cloud-Architektur, mit
dem Ziel, von der physischen Hardware durch Bereitstellung homogener vFPGAs abstrahieren zu kön-
nen. Ein wichtiger Aspekt ist dabei die flexible Nutzung der FPGAs in unterschiedlichen Szenarien, ihre
Interaktion mit einem Host-System und dessen VMs sowie unterschiedlichen Nutzern auf demselben
physischen FPGA. Die Cloud-Verwaltung RC3E dagegen ist eine Verwaltungseinheit, deren Aufgabe dar-
in besteht, die Komponenten zu identifizieren, welche für eine Verwaltung und Integration von FPGAs
in einer flexiblen Cloud notwendig sind. Entsprechend beinhaltet RC3E lediglich die in Abschnitt 3.3.2
beschriebenen Teilkomponenten.
Bereits bestehende Systeme wie OpenNebula [Ope16a] oder OpenStack [Ope16d] werden nicht einge-
setzt, da sie eine sehr hohe Komplexität aufweisen. Die Integration weiterer komplexer Komponenten
in die bestehende Infrastruktur der Systeme, welche sehr spezifisch auf klassische System-VMs ange-
passt sind und andere Komponenten nicht vorsehen, wäre sehr zeitaufwendig und würde aufgrund der
festen Strukturen der Systeme eine verminderte Flexibilität zur Folge haben. Bei anderen Arbeiten wie
Byma et al. [Bym+14] oder Chen et al. [Che+14], welche auf OpenStack aufbauen und FPGAs wie VMs
behandeln, besteht das Problem, dass die Integration nur oberflächlich erfolgt und eine Bereitstellung
von flexiblen vFPGAs für unterschiedliche Szenarien und Diensten nicht vorgesehen ist.
In den folgenden beiden Kapiteln werden die Entwurfsräume für eine Virtualisierung und das resultie-
rende RC2F in Kapitel 4 sowie für das Verwaltungssystem RC3E in Kapitel 5 vorgestellt, um schließlich




4 Virtualisierung der FPGAs für den Einsatz in
einer dynamischen Cloud-Architektur
Die Notwendigkeit und die entsprechenden Anforderungen an eine Virtualisierung von FPGAs für die
Nutzung in einer Cloud-Architektur sowie für die Bereitstellung von vFPGAs (siehe Definition 3.1) wur-
den in Abschnitt 3.2 diskutiert. Ziel dieses Kapitels ist es zunächst, die Herausforderungen einer Vir-
tualisierung für FPGAs in Abschnitt 4.1 zu erarbeiten. Darauf aufbauend werden die grundlegenden
Konzepte für die Virtualisierung in Abschnitt 4.2 aufgezeigt. Der Entwurfsraum für die unterschiedlichen
Komponenten wird in Abschnitt 4.3 dargestellt, um die möglichen Virtualisierungskonzepte abschätzen
zu können. Abschnitt 4.4 stellt den darauf basierenden Entwurf der FPGA-Virtualisierung RC2F vor.
4.1 Grundbausteine einer Virtualisierung von FPGAs für den
Einsatz in Cloud-Architekturen
Um eine Ausgangsbasis für die folgenden Schritte zu etablieren, ist zunächst die Frage der Bedeutung
einer Virtualisierung im Kontext von rekonfigurierbarer Hardware zu klären. Dabei werden die für diese
Arbeit relevanten Gemeinsamkeiten der unterschiedlichen Ansätze aus Abschnitt 2.4.1 diskutiert. Die
vorgestellten Systeme, welche rekonfigurierbare Architekturen in Clouds einsetzen, unterscheiden sich
dabei stark im grundsätzlichen Ansatz der Virtualisierung. Die Abstraktion von den physischen Schnittstel-
len bildet, gemäß der grundlegenden Definition der klassischen Virtualisierung aus Abschnitt 2.2.1, einen
der wichtigsten Bestandteile und auch eine der Gemeinsamkeiten sämtlicher FPGA-Virtualisierungen.
Ein weiterer zentraler Aspekt ist die Abstraktion des virtualisierten FPGAs von der Größe der physi-
schen Hardware und weiterführend die Möglichkeit, diese unter mehreren Nutzern aufzuteilen. Daraus
ergeben sich weitere Gesichtspunkte, wie der gemeinsame Zugriff unterschiedlicher Nutzer mit ihren
VMs auf die gemeinsame physische Ressource FPGA. Zusammenfassend resultieren daraus folgende
zu beachtende Punkte und Anforderungen an virtualisierte FPGAs, welche damit auch den Entwurfs-
raum abstecken:
• Abstraktion und gemeinsame Nutzung physischer Schnittstellen,
• Effiziente Auslastung der Ressourcen und Anpassung an die Bedürfnisse der Nutzer,
• Individuelle Größe der virtuellen FPGAs und unterschiedliche Nutzer auf derselben Hardware,
• Konfiguration der unterschiedlichen vFPGAs über einen FPGA-Hypervisor (siehe Definition 3.8),
• Infrastruktur und API zur Kommunikation zwischen VM auf dem Host und vFPGAs und
• Möglichkeit der Nutzung von FPGAs für sicherheitskritische Anwendungen.
Einen der wichtigsten Aspekte bei der Virtualisierung von Rechnersystemen stellt die Handhabung der
ISA, wie in Abschnitt 2.2.1.2 erläutert, dar. Die Abstraktion von der Struktur des realen FPGAs eben-
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so wie von den architekturspezifischen Komponenten, in denen die Logik realisiert wird (wie LUTs,
Slices und dem Verbindungsnetzwerk) kommt einer Virtualisierung mit unterschiedlichen ISAs gleich,
welche jedoch mit Leistungseinbußen verbunden ist. Bei einer Auslagerung von Diensten auf die re-
konfigurierbare Hardware hat aber die Leistungsfähigkeit eine größere Bedeutung als die Universalität
der Architektur selbst. Wird eine Virtualisierung mit gleicher ISA für Host und Gastsystem – also iden-
tischer zugrundeliegender Architektur für Host- und Gast-FPGA – bevorzugt, resultiert dies in Einbu-
ßen in der Leistungsfähigkeit, wie in Abschnitt 2.4.1.5 gezeigt. In einer produktiven Cloud mit FPGAs
(RAaaS und BAaaS) kann von gleichartiger homogener Hardware ausgegangen werden, sodass weder
Zwischenschicht noch der Einsatz von Overlays unter dem Gesichtspunkt der Leistungssteigerung sinn-
voll erscheinen. Die Anpassung der vFPGAs in ihrer Größe und ihren Ressourcen an die Bedürfnisse
der Nutzer mit der Konsequenz, mehrere voneinander abgeschottete Nutzer auf derselben physischen
Hardware zuzulassen, ist dabei von großer Bedeutung, um die Auslastung der Hardware zu erhöhen.
4.2 Konzept zur Virtualisierung eines physischen FPGAs
Die Möglichkeit, einen FPGA zu partitionieren und somit nebenläufig Nutzer auf demselben physischen
FPGA zu realisieren, stellt die wesentliche Motivation der angestrebten Virtualisierung dar und wird
im Folgenden mit Hinblick auf die Grundlagen zur Virtualisierung näher betrachtet und entsprechend
konkretisiert.
4.2.1 Aspekte der Übertragung einer klassischen Virtualisierung auf FPGAs
Die Eignung der klassischen Virtualisierungsarten für die angestrebte FPGA-Virtualisierung, wurde be-
reits in Abschnitt 2.2.5 und speziell in Tabelle 2.4 untersucht. Die Kapselung unterschiedlicher Nutzer
auf derselben physischen Hardware und die Freiheit und Flexibilität, die innerhalb der vFPGAs beste-
hen sollen, lassen jedoch eine Zuordnung zu einer System-Virtualisierung beziehungsweise direkt in die
Bare-Metal-Virtualisierung zu, welche dann detailliertere Unterscheidungen nach Abschnitt 2.2.3 erlaubt.
Aufgrund des eingeschränkten oder komplett fehlenden Betriebssystems sowie der reinen Verwaltung
der wesentlichen Zugriffe und der Konfiguration der vFPGAs durch ein festes Grunddesign, welches die
Kapselung der Nutzer ausführt und sämtliche Privilegien hält (siehe Abbildung 2.2.3.3), weist die Virtu-
alisierung eines FPGAs die größte Ähnlichkeit mit einer nativen Virtualisierung (Bare-Metal) mit VMM
oder Hypervisor auf. Ein weiterer darauf aufsetzender VMM für eine Hosted-Virtualisierung wäre eine
weitere Zwischenschicht in Form eines Nutzerdesigns.
Der Entwurf einer nativen System-Virtualisierung für FPGAs ist in Abbildung 4.1(a) dargestellt. Der FPGA
wird unterteilt in einen dynamischen und einen statischen Bereich, welcher die Verwaltung des FPGAs
sowie die dynamische partielle Rekonfiguration der einzelnen vFPGA-Regionen steuert und der privi-
legierten Domain (Dom0) gleichzusetzen ist. Die Bereiche, welche die vFPGAs selbst beinhalten, sind
entsprechend unterprivilegierte Domains (DomU). Die einzelnen Regionen werden dabei direkt auf der
physischen FPGA-Hardware ausgeführt.
Um von den vFPGAs aus und durch das statische Design der privilegierten Domain (Dom0) auf die
physischen Schnittstellen des FPGAs zur Kommunikation mit der Außenwelt zugreifen zu können, ist
eine Erweiterung mit einem FPGA-Hypervisor zur Administration der Zugriffe entsprechend der Privile-
gien erforderlich. Ein direkter wechselseitiger Zugriff der vFPGAs auf die physischen Schnittstellen stellt
jedoch einen unnötigen Verwaltungs- und Ressourcenaufwand dar, sodass Paravirtualisierung (siehe
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Physischer FPGA (Ressourcen, PCI-Endpoint, …)
(a) Konzept einer FPGA-Virtualisierung analog zu System-VMs mit Ein-
teilung in einen statischen Bereich (Dom0) zur Verwaltung und partiell
rekonfigurierbare Bereiche für die vFPGAs (DomU).

































Physischer FPGA (Ressourcen, PCI-Endpoint, …)
(b) Erweiterung mit einem Zugriff auf gemeinsam genutzte Schnittstel-
len in Form einer Paravirtualisierung im statischen Bereich mit FPGA-
Hypervisor und Backend-Interface, sowie Frontend-Interface als Schnitt-
stelle zu den vFPGAs im dynamisch rekonfigurierbaren Bereich.
Abbildung 4.1: Einteilung des physischen FPGAs in einen statischen Bereich zur Verwaltung und mehrere vFPGAs
mit partiell rekonfigurierbaren Regionen sowie Übertragung des Konzeptes einer paravirtualisierten
System-VM auf FPGAs.
Abschnitt 2.2.3.3) der Hardwareinterfaces innerhalb eines FPGA-Hypervisors eine deutlich effizientere
Lösung bietet. Abbildung 4.1(b) zeigt die entsprechende Erweiterung von Abbildung 4.1(a) mit einem
zusätzlichen FPGA-Hypervisor, welcher die Kommunikationskanäle zwischen den Frontend-Interfaces
innerhalb der vFPGAs und dem Backend-Interface, welches direkten Zugriff auf das physische Interface
ermöglicht, gestattet. Die physischen Interfaces können hierbei serielle Protokolle mit hoher Bandbreite
wie PCIe oder QPI, aber auch Netzwerkverbindungen wie Ethernet sein.
Auf diese Weise kann über den FPGA ein unmittelbarer Zugang zum Cloud-System geschaffen werden.
Der FPGA-Hypervisor befindet sich, wie die Verwaltung in Dom0, im statischen Bereich des FPGAs und
kann entsprechend nicht dynamisch rekonfiguriert werden, solange noch vFPGA-Images (siehe Definiti-
on 3.4), beziehungsweise vFPGA-Instanzen (siehe Definition 3.5), auf den vFPGAs enthalten sind. Das
resultierende Virtualisierungskonzept kann nach Eingrenzung des Entwurfsraumes und in Anlehnung an
die Begriffe aus der Betriebssystem-Virtualisierung als
Native Typ 1 System-/Bare-Metal-Virtualisierung bei gleicher Architektur (ISA) mit Zugriff auf
externe Geräte mittels Paravirtualisierung innerhalb des FPGA-Hypervisors (VMM)
bezeichnet werden. Für eine möglichst vollständige System-Virtualisierung von FPGAs analog zu den
VMs für klassische Betriebssysteme ergeben sich eine Reihe weiterer Anforderungen, wie die Regle-
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mentierung der FPGA-Ressourcen, Datenraten und die Speichernutzung, um die Hardware FPGA unter-
schiedlichen Nutzern gleichzeitig bereitstellen zu können und diese effizient auszulasten. Das Anhalten
und Verschieben eines Hardwaredesigns, sowie die horizontale und vertikale Skalierung der Nutzerdesi-
gns für die vFPGAs sind ebenso zu betrachtende Komponenten, für welche im Folgenden der Entwurfs-
raum aufgezeigt und eingegrenzt wird.
4.2.2 Mehrbenutzerbetrieb auf rekonfigurierbarer Hardware
Ein wesentliches Ziel der FPGA-Virtualisierung besteht darin, unterschiedliche Nutzer auf derselben phy-
sischen Hardware zuzulassen. Dieser Aspekt kann auf mehrere Arten umgesetzt werden, wobei die
beiden wesentlichen Unterscheidungen bereits in Abschnitt 2.4.1.3 aufgezeigt wurden. Ist lediglich der
Zugang zu demselben physischen FPGA durch unterschiedliche Nutzer das Ziel, ist eine Nutzung des voll-
ständigen FPGAs mit Kontextwechsel oder Arbeitspaketen möglich. Bei dieser Form der Virtualisierung,
wie sie Wang et al. [WBP13] oder Gonzalez et al. in [Gon+12] einsetzen, werden die Anfragen sequenzi-
ell abgearbeitet. Bei längeren Arbeitspaketen wird nach einer bestimmten Zeit ein vollständiger, für den
Nutzer intransparenter Kontextwechsel wie bei Happe et al. in [HTK15] durchgeführt. Ein entsprechen-
des Pausieren des Arbeitspaketes, wie in Abbildung 4.2(a) dargestellt, erfordert somit einen Speicher
















(a) Sharing in Time: Ein physischer Rechenkern mit Serialisierung
der Anfragen unterschiedlicher Nutzer, für die der FPGA durch vir-










(b) Sharing in Space: Nebenläufige virtuelle Re-
chenkerne auf einem gemeinsamen physischen
FPGA, den die Nutzer nicht als Ganzes erkennen
können.
Abbildung 4.2: Unterschiedliche Ansätze zur Virtualisierung rekonfigurierbarer Rechenressourcen.
Eine vollständige Auslastung der Ressourcen eines FPGAs wird durch dieses Verfahren allerdings nicht
erreicht. Um durch eine Virtualisierung die Erhöhung der Auslastung durch an die Größe der Nutzerent-
würfe angepasste vFPGAs und eine annähernde Echtzeitfähigkeit zu ermöglichen, ist eine Aufteilung
des physischen FPGAs wie in Abbildung 4.2(b) erforderlich. Eine solche erfolgt vom grundlegenden Kon-
zept her auch in den in Abschnitt 2.4.1.3 vorgestellten Arbeiten von Fahmy et al. [FVS15], Byma et al.
[Bym+14], oder Chen et al. [Che+14]. Eine Partitionierung stellt demnach einen wesentlichen Schritt zur
Virtualisierung des FPGAs für eine hohe Ressourcenauslastung und einen flexiblen Einsatz in einer Cloud
dar.
Im Gegensatz zu den genannten Arbeiten ist hier der gewählte Ansatz an die etablierten Techniken der
Virtualisierung angelehnt. Damit wird eine System-Virtualisierung erreicht, welche einer Partitionierung
des physischen FPGAs für unterschiedliche Nutzer, gekapselt in festen, dynamisch partiell rekonfigurier-
baren Regionen, entspricht.
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4.3 Entwurfsraum einer FPGA-Virtualisierung
Im Folgenden werden die einzelnen in Abschnitt 4.1 und Abschnitt 4.2 skizzierten Varianten innerhalb
des Entwurfsraumes weiter ausgearbeitet. Für weitere wesentliche Komponenten, welche sich dabei
ergeben haben, wie Schnittstellen, Kommunikationskanäle, Skalierung, Zustandsverwaltung und die Auf-
gaben des FPGA-Hypervisors, werden ebenso Entwurfsräume aufgezeigt.
4.3.1 Größe, Position und Flexibilität der vFPGAs
Die Anzahl und somit auch die Größe der vFPGAs und daher auch deren Ressourcen sind abhängig von
den in ihrer Position festen Schnittstellen und den physischen Regionen, welche in ihrer Zahl theoretisch
beliebig, aber aufgrund der physischen hersteller-spezifischen Architektur des FPGAs faktisch begrenzt
sind. Die einfachste Möglichkeit der Aufteilung der vFPGAs besteht hierbei in einer festen Anzahl und
festen Größe der rekonfigurierbaren vFPGA-Regionen, welche nach Definition 3.2 als vFPGA-Slots be-
zeichnet werden. Diese sind durch die physische Position der Frontends für die vFPGAs fest vorgegeben.
Die vFPGAs sind demzufolge virtuelle Instanzen, welche an definierten physischen Positionen bezie-
hungsweise Regionen innerhalb der vFPGA-Slots instanziiert werden. Sämtliche vFPGA-Slots haben die
gleiche Größe und sind homogen aufgebaut, um vFPGAs beliebig platzieren zu können.
Bei einem größeren Ressourcenbedarf des Nutzers ist demnach eine entsprechende Aufteilung des
Hardwaredesigns auf mehrere vFPGAs erforderlich, welche dann ausschließlich über ihre festen Front-
end-Interfaces miteinander kommunizieren können. Die Unterteilung eines Hardwaredesigns in unter-
schiedliche vFPGAs resultiert unter Umständen in Einbußen in der Leistungsfähigkeit durch die Parti-
tionierung des vFPGA-Designs (siehe Definition 3.3). Für einen Einsatz in der Cloud bildet daher eine
zusätzliche vertikale Skalierung mit vFPGAs unterschiedlicher Größe über mehrere zusammengefass-
te vFPGA-Slots eine Möglichkeit, um die Flexibilität zu erhöhen. Die mögliche Größe eines vFPGAs
entspricht dabei einem ganzzahligen Vielfachen eines homogenen vFPGA-Slots, um die Anzahl mögli-
cher Varianten zu begrenzen. Eine Skalierung über die Grenzen des physischen FPGAs hinaus erfordert
allerdings bei diesem Vorgehen dennoch eine Partitionierung des Hardwaredesigns, welche nicht um-
gangen werden kann. Die gleiche Herausforderung besteht aber ebenso bei klassischen VMs. Abbil-
dung 3.9 zeigt anhand eines Beispiels mit vier Frontend-Interfaces und entsprechenden vFPGA-Slots,
wie unterschiedliche vFPGAs bereitgestellt werden können. Im Beispiel werden ein kleiner vFPGA über
einen einzelnen Slot und ein großer vFPGA, welcher sich über drei vFPGA-Slots erstreckt, instanziiert.
Die Basis der Virtualisierung bildet weiterhin die in Abschnitt 4.2.1 vorgestellte Paravirtualisierung. Ei-
ne Nutzung der zusätzlichen Frontends innerhalb eines vFPGAs über mehrere Slots fällt hierbei in den
Verantwortungsbereich des Nutzers.
Das Problem dieses Ansatzes besteht lediglich darin, dass die Frontends im statischen Teil des FPGAs
angesiedelt sind und dementsprechend ihre Anzahl nicht geändert werden kann, ohne den kompletten
physischen FPGA neu zu konfigurieren und die Nutzerdesigns völlig auszulagern. Eine Möglichkeit, diese
Situation zu umgehen, ist eine baumartige, dynamisch rekonfigurierbare Struktur aus erweiterterbaren
Frontends. Eine solche würde allerdings zu unterschiedlichen Kommunikationslatenzen der Schnittstel-
len führen und die Komplexität des Entwurfes aufgrund von verschiedenen Positionen der Frontends im
Baum deutlich steigern. Da davon ausgegangen werden kann, dass die erforderliche Logik für Frontends
verhältnismäßig klein sein wird, ist somit eine festgeschriebene Zahl an Frontends, welche sich nach der
konkreten FPGA-Architektur richtet, die geeignetste Lösung.
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Die Bereitstellung unterschiedlicher vFPGAs wird bei modernen FPGAs über die partielle dynamische
Rekonfiguration zur Laufzeit erreicht. Dazu ist lediglich ein festes statisches Hardwaredesign mit fes-
ter Position der Frontend-Interfaces erforderlich. Die vFPGA-Images werden auf Basis dessen in den
für sie vorgesehenen vFPGA-Slots über einen modifizierten Entwurfsablauf bis hin zum partiellen Bit-
stream erzeugt. Der Hypervisor auf dem Host-System hat die Aufgabe die vFPGA-Slots zu verwalten,
um Überschneidungen zu vermeiden.





























Abbildung 4.3: Paravirtualisierung mit unterschiedlicher Größe der vFPGAs. Beispielsystem mit vier Frontends und
vier vFPGA-Slots, belegt mit zwei vFPGAs unterschiedlicher Größe.
Mehrere der zuvor in Abschnitt 2.4 beschriebenen Ansätze setzen eine Einteilung der vFPGAs in eine fes-
te Gitterstruktur voraus, wie Fahmy et al. [FVS15] oder Dondo Gazzano et al. [Don+15], sodass die Größe
der vFPGAs immer ein ganzzahliges Vielfaches der Größe eines einzelnen vFPGA-Slots darstellt. Dieses
Vorgehen führt nicht zwangsläufig zu einer effizienten Auslastung des physischen FPGAs, ist aber die
zu bevorzugende Variante, um den Aufwand der Platzierung beziehungsweise die notwendigen Varian-
ten an vFPGA-Images für unterschiedliche Regionen auf dem physischen FPGA zu minimieren. Der in
Abbildung 4.3 skizzierte Ansatz stellt demnach einen ausgewogenen Kompromiss aus Flexibilität und
Auslastung von sowohl vFPGA als auch physischem FPGA dar. Um ein vFPGA-Design für alle beliebigen
vFPGA-Slots bereitstellen zu können, ist entweder die einmalige Generierung aller Varianten oder aber
eine Modifikation der einsatzbereiten Bitstreams wie in den Arbeiten [KBT08; Oom+15; RFG16] erforder-
lich. Die Modifikation eines bereits platzierten Hardwaredesigns ist aufgrund der in Abschnitt 2.1.2.2 vor-
gestellten inhomogenen FPGA-Architektur ein komplexes Verfahren, welches die Hersteller von FPGAs
nicht oder nur teilweise unterstützen.
4.3.2 Anordnung, Schnittstellen und Architektur der vFPGAs
Neben der Virtualisierung selbst stellt auch die Architektur und Struktur der vFPGAs einen entschei-
denden Entwurfsraum dar. Bisher wurde in Abschnitt 4.2.1 lediglich die Notwendigkeit eines FPGA-
Hypervisors zur Kapselung der vFPGAs voneinander und zum Zugriff auf die gemeinsamen Hardwa-
reschnittstellen erarbeitet. Im Folgenden werden daher die vFPGAs selbst sowie ihre Schnittstellen
betrachtet, ebenso wie deren Anordnung auf dem FPGA. Abbildung 4.4 zeigt exemplarisch verschiede-
ne Varianten der Anordnung von vFPGAs, ausgehend von obligatorischer Nutzung von vFPGAs in den
Servicemodellen RAaaS und BAaaS, welche in Abschnitt 3.1.2 eingeführt wurden.
Den Ausgangspunkt für die Konzeption von Anordnung und Architektur der vFPGAs bildet das in Abbil-
dung 3.3(c) in Abschnitt 3.1.2 erläuterte Konzept unterschiedlich gekapselter vFPGAs, welche über einen
Switch auf die gemeinsamen Geräte zugreifen können. Die erste Modifikation erfolgt, wie im vorherigen
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(a) Erweiterung von Abbildung 3.3(c) mit
FPGA-Hypervisor als Abstraktionsschicht zwi-
schen vFPGAs und physischen Kommunikati-








































(b) Aufteilung der vFPGAs in einer Gitterstruk-
















































(c) Struktur mit Verbindungsnetzwerk zu ei-
nem gemeinsamen internen Speicher zum Da-















































(d) Einfache vFPGAs mit FIFOs zur Kommu-
nikation untereinander und mit dem FPGA-
Hypervisor.
Abbildung 4.4: Entwurfsraum für die Architektur der vFPGAs mit FPGA-Hypervisor, Kommunikationsinterfaces und
Anordnung der Schnittstellen.
Abschnitt beschrieben, als Erweiterung des einfachen Switch, welcher die Geräte und vFPGAs über ein
Crossbar koppelt und zu einem FPGA-Hypervisor, wie in Abbildung 4.4(a) dargestellt, zusammenführt.
Dieser übernimmt auch die Aufgaben der lokalen Ressourcenverwaltung sowie der Paravirtualisierung
als Zugriffskonzept für die Hardwareschnittstellen.
Wie in Abbildung 4.4(b) skizziert, kann neben der linearen Anordnung der vFPGAs, wie sie bisher im-
plizit angenommen wurde, beispielsweise auch eine Einteilung in eine Gitterstruktur, ähnlich wie in der
Arbeit von Nguyen et al. [NK14], erfolgen. Die vFPGAs haben dann die Möglichkeit, mit ihren Nachbarn
zu kommunizieren. Ein Algorithmus kann auf diese Weise parallelisiert werden, jedoch wird dadurch
die Dynamik nur vordergründig vergrößert, da ein vFPGA eines Nutzers einen völlig eigenständigen
gekapselten Bereich darstellen soll. Bei diesem Ansatz überträgt der Nutzer aber seinen Algorithmus
auf mehrere vFPGAs im Gitter, welche dann nicht ideal an die erforderlichen Ressourcen angepasst
werden können. Wenn die Möglichkeit besteht, aus Gründen der Effizienz mehrere vFPGAs zu einem
größeren vFPGA zusammenzuschalten, ist es nicht notwendig, mit den benachbarten vFPGAs, welche
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anderen Nutzern zugeordnet sind, zu kommunizieren. Eine anwendungsspezifische Gitterstruktur ist als
Infrastruktur innerhalb eines FPGAs durchaus sinnvoll, aber aus Gründen der Effizienz nicht für eine Virtu-
alisierung zum Einsatz in der Cloud tragbar. Eine weitere Herausforderung besteht in der Kapselung der
Nutzer um eine entsprechende Sicherheit von Nutzerdaten und dem Design selbst zu gewährleisten.
Eine vielversprechende Möglichkeit bietet ebenso eine an OpenCL [Sto10] angelehnte Struktur für die
vFPGAs, wie sie in Abbildung 4.4(c) aufgezeigt und bereits von FPGA-Herstellern umgesetzt wird [Alt13;
Xil17c]. Die Kommunikation mit anderen vFPGAs erfolgt hier über einen gemeinsamen Speicher. Der
Datenaustausch kann ebenfalls über diesen Speicher erfolgen, und die dynamische Vergrößerung eines
vFPGAs ist ebenso möglich wie eine Kapselung der einzelnen Nutzer, wobei der Speicher entsprechend
segmentiert werden muss. Ein wesentlicher Vorteil dieses Ansatzes besteht in einer einfachen Gene-
rierung von Nutzerdesigns über HLS, welche für einen Cloud-Einsatz durchaus sinnvoll ist. Ein Nachteil
dieses Designs ist dessen fehlende Flexibilität aufgrund der notwendigen Kommunikation über den
gemeinsamen Speicher, insbesondere bei Anwendungen, welche ein Streaming von Daten erfordern.
Prinzipiell sollte allerdings die Möglichkeit bestehen, auf vFPGAs eine OpenCL-Struktur umzusetzen, um
den Cloud-Nutzern die Möglichkeit zu geben, Entwicklungswerkzeuge wie OpenCL einzusetzen.
Um eine größtmögliche Flexibilität in Hinblick auf die Szenarien aus Abschnitt 3.2.1 zu gewährleisten,
ergibt sich der in Abbildung 4.4(d) aufgezeigte Entwurf. Die vFPGA-Slots sind linear, wie auch schon in
Abbildung 4.3, angeordnet. Die Anzahl der Frontend-Interfaces ist hierbei variabel, und die Kommunika-
tion mit den Hardwareschnittstellen und zwischen den vFPGAs erfolgt über mindestens zwei unabhän-
gige FIFO-Interfaces zum Netzwerk innerhalb des FPGA-Hypervisors. Die nebenläufigen Datenkanäle
sind zueinander abgegrenzt, um eine Sicherheit der Nutzerdaten zu gewährleisten. Die Verwaltung der
vFPGAs kann gesondert über eine Kontrolleinheit erfolgen. Die vFPGAs sind dabei, wie gefordert, in
ihrer Größe beliebig. Ein solches Design kann wesentlich einfacher ausgelastet werden als die Gitter-
struktur und gestattet dem Nutzer deutlich größere Freiheiten als eine feste OpenCL-Struktur, da dieser
sämtliche Ressourcen innerhalb seines vFPGAs nach Belieben einsetzen kann. Des Weiteren ist eine
einfachere Realisierung der geforderten Schnittstellen möglich, wie im Folgenden in Abschnitt 4.3.3
gezeigt wird.
4.3.3 Kommunikationskanäle zwischen den vFPGAs, Host und Netzwerk
Hinsichtlich der erforderlichen Datenkanäle ergeben sich unterschiedliche Anforderungen und Kommuni-
kationsschnittstellen innerhalb des FPGA-Hypervisors als Knotenpunkt zwischen vFPGA und dem restli-
chen Cloud-System. Entsprechend der Integration der FPGAs in die in Abschnitt 3.3.1 vorgestellte Cloud-
Architektur sind dabei folgende Kommunikationskanäle innerhalb eines Rechen-Knotens mit FPGA-Be-
schleuniger erforderlich:
I. Host-System ↔ vFPGA(s)
II. Host-VM ↔ Host-Dom0
III. Netzwerk ↔ vFPGA ↔ Host-VM
IV. vFPGA ↔ vFPGA
V. (Host-VM ↔) FPGA ↔ On-Board DDR-RAM
Durch die unterschiedlichen Kommunikationspartner, wie andere vFPGAs oder eine VM auf dem Host-
System, ist eine nachrichten- oder paketorientierte Kommunikation oder das Umschalten der Verbindun-
gen über einen Multiplexer erforderlich. An dieser Stelle wird zunächst lediglich ein Knoten mit VMs
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und direkt gekoppelten vFPGAs betrachtet. Übersteigt die Zahl der vFPGAs die physischen Kapazitäten
im Rechenknoten, ist die Kommunikation auf das Netzwerk auszulagern. Die resultierenden Einbußen
in Datenrate und Latenz müssen daher dem Nutzer bekannt sein, damit dieser die Anwendung dar-
an anpassen kann. Im Folgenden werden die einzelnen Kommunikationskanäle näher betrachtet und
analysiert.
I. Host-System ↔ vFPGA(s): Der Kommunikationskanal mit der höchsten Priorität, welcher bei einer
Vielzahl von Anwendungen zum Einsatz kommt, verläuft zwischen dem Host-System und den
vFPGAs auf dem entsprechend eng gekoppelten physischen FPGA. Da hierbei Latenz und Band-
breite von großer Bedeutung sind, stellt ein dediziertes Interface zwischen VM und den vFPGAs,
wie es bei einer Vielzahl von verwandten Arbeiten wie [Che+14; FVS15; V+11] eingesetzt wird,
einen vielversprechenden Ausgangspunkt dar. Wird ein dedizierter Kanal zwischen den beiden
Kommunikationsendpukten eingesetzt, kann eine Kommunikation mit einem kontinuierlichen Da-
tenstrom erfolgen, um eine maximale Datenrate zu erzielen. Jeder vFPGA verfügt über einen
eigenen dedizierten Kanal zum Host, der somit auf alle, ihm zugeteilten vFPGAs gleichermaßen
zugreifen kann. Die Zahl der vom Host über diesen Kanal erreichbaren vFPGAs muss dem Nutzer
und der Ressourcenverwaltung trotz Virtualisierung bekannt sein.
II. Host-VM ↔ Host-Dom0: Einen weiteren Aspekt stellt die Kommunikation zwischen unterschiedli-
chen VMs auf demselben System und der gemeinsam genutzten physischen Hardware dar, denn
durch diese wird eine Bereitstellung von VM und einem bestimmten vFPGA als virtuelles System
ermöglicht. Der Zugriff auf den Hardwarebeschleuniger, welcher eine hohe Datenrate zum Host
erfordert, wird in der Regel durch vollständiges Durchreichen des PCIe-Gerätes (PCI-Passthrough)
an eine bestimmte VM erreicht. Verbergen sich durch die Virtualisierung des Gerätes hinter dem
physischen Gerät mehrere virtuelle Geräte, ist ein solches Durchreichen dagegen nicht möglich. Ei-
ne Lösung dafür bietet die Inter-Domain-Kommunikation zwischen den unterpriviligierten VMs und
der priviligierten Verwaltungs-Domain, welche Zugriff auf die Geräte des Host-Systems ermöglicht
und entsprechend deren Virtualisierung übernimmt.
Die Herausforderung, eine effiziente Inter-Domain-Kommunikation zu entwickeln, ergibt sich nicht
allein für die FPGA-Virtualisierung. Einige Arbeiten im Bereich der Virtualisierung mittels des Host-
Hypervisors Xen [Bar+03], welche aber einen geringen Datendurchsatz erzielen, da sie auf der
Ebene der Netzwerkvirtualisierung arbeiten, sind [Hua+07; Kim+08; WWG08; Zha+07]. Ansätze
für die Inter-Domain-Kommunikation auf Basis eines gemeinsamen Speicherbereiches für GPGPU-
Virtualisierung auf Basis von Xen sind ebenso in der Literatur zu finden [Gup+09; Shi+12] wie für
einen FPGA-Beschleuniger in der Arbeit von Wang et al. [WBP13].
Ein andere Möglichkeit zur Bereitstellung der Hardware ohne eine Inter-Domain-Kommunikation
besteht in einer direkten Virtualisierung der Hardwareschnittstelle, wie beispielsweise die Single
Root I/O-Virtualisierung für PCIe 3.0-Geräte [San+14a; San+14b]. Hierbei wird mehreren virtualisier-
ten Gastbetriebssystemen ein nativer Zugriff auf ein gemeinsam genutztes PCIe-Gerät gewährt.
III. Netzwerk ↔ vFPGA (↔ Host-VM): Für einen direkten Zugang zu einer VM über den FPGA exis-
tiert für das in dieser Arbeit entwickelte System neben der Kommunikation zwischen vFPGA und
VM auf dem Host-System ein weiterer Kanal zum Netzwerk, welcher gleichzeitig genutzt werden
kann. Dieses Design bietet beispielsweise die Möglichkeit, eintreffende Netzwerkpakete direkt zu
analysieren und an den Host weiterzuleiten. Die beiden hierfür notwendigen Schnittstellen sind in
Abbildung 3.8 an den FPGAs dargestellt. Der Datenstrom zwischen vFPGA und VM muss dabei
entsprechend um Paketinformationen ergänzt oder anwendungsspezifisch im Nutzerdesign auf
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dem vFPGA angepasst werden. Der Zugriff von den vFPGAs auf die gemeinsame Netzwerkschnitt-
stelle auf dem physischen FPGA erfolgt über eine entsprechende Paravirtualisierung innerhalb des
FPGA-Hypervisors.
IV. vFPGA ↔ vFPGA: Da bei der Kommunikation zwischen vFPGAs auf unterschiedlichen FPGAs
zwangsläufig das Hypervisor-Netzwerk auf dem FPGA involviert ist, kann nicht vollständig auf Pa-
kete verzichtet werden. Entsprechend sind auch für die Kommunikation zwischen vFPGAs auf
demselben physischen FPGA Pakete notwendig. Um die Zahl der Kommunikationskanäle mög-
lichst gering zu halten, stellt die Nutzung der Schnittstelle für das Netzwerk die optimale Lösung
dar, und es ergeben sich die beiden in Abbildung 4.4(d) gezeigten FIFO-Interfaces zwischen den
vFPGAs und dem FPGA-Hypervisor. Hierbei müssen die Informationen zur physischen Position des
virtuellen Kommunikationspartners über ein Verzeichnis bereitgestellt werden. Dieses wird benö-
tigt, um entscheiden zu können, ob die Pakete über das externe Cloud-Netzwerk geleitet werden
oder lokal vom FPGA-Hypervisor an einen anderen vFPGA gesendet werden müssen. Sämtliche
Nachrichten müssen dabei mit virtuellen IP-Adressen für Empfänger und Sender versehen werden.
Auf diese Weise kann das sofortige Weiterleiten von über das Netzwerk eingehenden Paketen auf-
grund der dedizierten Datenkanäle von den vFPGAs zu den Host-VMs ohne weitere Verzögerung
erfolgen.
V. (Host-VM ↔) FPGA ↔ On-Board DDR-RAM: Ein weiterer Datenkanal ist für die Kommunikation
mit dem On-Board DDR-RAM erforderlich. Die Anwendungen benötigen einen direkten Zugang
zum Speicher, um Daten aus den anderen Kanälen an diesen weiterzuleiten und den Hardware-
designs der vFPGAs einen schnellen und vor allem direkten Zugang zum Speichercontroller zu
gewährleisten.
4.3.4 Skalierung der vFPGAs auf dem physischen FPGA und darüber hinaus
Gemäß der Ausführungen in Abschnitt 3.2.2 soll neben unterschiedlich großen vFPGAs, wie sie in Ab-
schnitt 4.3.1 diskutiert wurden, eine zusätzliche Skalierung der vFPGAs über die Grenzen eines physi-
schen FPGAs hinaus ermöglicht werden, um einen virtuellen FPGA-Clusters zu realisieren. Die Vorge-
hensweise entspricht dabei im Cloud-Kontext einer vertikalen Skalierung. Ein Hardwaredesign muss
in diesem Fall auf unterschiedliche FPGAs automatisiert partitioniert werden. Dies erfolgt, indem inter-
ne Kommunikationskanäle angelegt werden, welche dann auf üblicherweise mehrere parallele serielle
Kanäle abgebildet werden. Ein derartiger Ansatz ist beispielsweise Gegenstand von Arbeiten im Bereich
des Multi-FPGA-Prototyping wie der von Tang et al. [TMT14].
Da für den angestrebten Einsatzzweck im Rechenzentrum Netzwerkverbindungen eingesetzt werden,
ist die vertikale Skalierung über mehrere physische FPGAs mit Einbußen in der Verarbeitungsgeschwin-
digkeit verbunden. Für ein Hardwaredesign, welches entsprechende Mengen an FPGA-Ressourcen be-
nötigt, ist eine manuelle Partitionierung auf einzelne vFPGAs notwendig, welche Nachrichten direkt
über das Netzwerk austauschen können. In diesem Modell kann ein vFPGA dementsprechend nur die
Nutzerressourcen eines physischen FPGAs umfassen, wie in Abschnitt 4.3.1 beschrieben. Die vFPGAs
kommunizieren, wenn sie sich auf demselben physischen FPGA befinden, direkt oder, wenn sie sich
in unterschiedlichen Knoten befinden, über das Cloud-Netzwerk. Das grundsätzliche Problem besteht
in der Partitionierung des Hardwaredesigns auf die einzelnen vFPGAs. Hierbei handelt es sich um ei-
ne klassische horizontale Skalierung, sodass eine nachrichtengekoppelte Programmierung wie mittels
Message Passing Interface (MPI) [Sni98] für die Kommunikation der vFPGAs adaptiert werden kann,
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wie auch in [Sal+10] beschrieben wird. Die Verteilung von Aufgaben auf einen FPGA-Cluster ist eine
Problemstellung, die unter anderem auch in der Arbeit von Kalms et al. [KG16] untersucht wurde.
4.3.5 Zustände und Kontextmigration der vFPGAs
Entscheidend für die Etablierung von virtuellen FPGAs analog zur System-Virtualisierung ist die Fähig-
keit des vFPGA, unterschiedliche Zustände annehmen zu können. Das Starten eines vFPGAs entspricht
dabei einer Allokation der vFPGA-Slots über den Host-Hypervisor und der anschließenden partiellen Re-
konfiguration des korrespondierenden Bereiches auf dem physischen FPGA. Ein Anhalten eines vFPGAs
kann ein Stoppen des Taktes innerhalb der dazugehörigen vFPGA-Slots bedeuten. Das Herunterfahren
eines vFPGAs wäre ein Entfernen des partiellen Hardwaredesigns innerhalb aller dazugehörigen vFPGA-
Slots und des entsprechenden Eintrages innerhalb des Host-Hypervisors.
Insbesondere die Möglichkeit der Migration eines vFPGA ist für einen effizienten Einsatz in der Cloud
nach den Anforderungen aus Abschnitt 3.2.3 essenziell. Dazu ist das vollständige Auslesen und Wie-
derherstellen einen Kontextes mit sämtlichen Speicher- und Registerinhalten (context-save-and-restore
Mechanismus) des Hardwaredesigns erforderlich. Für eine Migration zwischen unterschiedlichen phy-
sischen FPGAs existieren die in Abschnitt 2.2.3.4 aufgezeigten Optionen, wobei eine kalte Migration
mit dem vollständigen Herunterfahren des vFPGAs die einfachste Variante darstellt. Dabei wird vom
Host-Hypervisor das dem vFPGA zugehörige Nutzerprogramm beendet und dessen aktueller Zustand
gesichert. Dem vFPGA wird über den FPGA-Hypervisor ebenfalls signalisiert, dass dieser die Berechnun-
gen stoppen und entsprechende Daten aus Registern und Speichern an den Host-Hypervisor übermit-
teln muss, wo die Daten ebenfalls gespeichert werden. Der Nutzer muss entsprechende Signale zum
Stoppen des vFPGAs in seinem Design und im Host-Programm berücksichtigen und die notwendigen
Vorkehrungen zum Ausgeben der Register- und Speicherinhalte treffen. Danach wird die Berechnung auf
einem anderen vFPGA weitergeführt, nachdem dieser mit den entsprechenden Register- und Speiche-
rinhalten initialisiert worden ist.
Bei der warmen Migration hingegen muss das Hardwaredesign mit seinen Schnittstellen angehalten
oder direkt bei laufendem Betrieb unterbrochen werden. Aufgrund der höheren Geschwindigkeit eig-
net sich dieses Verfahren ideal für die angestrebte Virtualisierung. Das Auslesen des eingefrorenen
Zustandes kann über die Infrastruktur zur Rekonfiguration erfolgen und direkt an einen anderen vFPGA
übertragen werden, welcher sich auf einem anderen physischen FPGA befinden kann. Die Migration des
unter Umständen genutzten DDR-Speichers des FPGA-Boards ist ebenso erforderlich. Um das Auslesen
des Kontextes direkt aus dem FPGA zu ermöglichen, kann ergämzende Logik innerhalb des Entwurfes
eingefügt werden, wie beispielsweise zusätzliche Multiplexer und ein aufwändiges Bussystem. Eben-
so möglich ist die Nutzung der Carry-Chain Leitungen wie in den Arbeiten von Koch et al. [KHT07] oder
Jovanovic et al. [Jov+07] ausgeführt. Derartige Systeme erreichen zwar eine hohe Geschwindigkeit, er-
fordern aber Modifikationen der Designs auf der RTL- oder der Netzlisten-Ebene und ebenso zusätzliche
Hardwareressourcen. Somit würde die Erzeugung des vFPGAs einen Zusatzaufwand für den Nutzer
oder eine automatisierte Modifikation mit dem Risiko veränderter Laufzeiten bedeuten. Des Weiteren
benötigen die zusätzlichen Komponenten im FPGA-Design weitere Ressourcen.
Um dieses Probleme zu umgehen, kann die Möglichkeit genutzt werden, die aktuelle Konfiguration
eines FPGAs mit sämtlichen Registern auszulesen. Dazu können die entsprechenden Bits innerhalb
des Bitstreams identifiziert werden, um diesen über die bestehende Infrastruktur zur Konfiguration des
FPGAs partiell auszulesen (und wiederherzustellen). Dabei ist keine Zusatzlogik erforderlich und der
Kontextwechsel kann an beliebigen Stellen der Berechnung erfolgen. Das grundsätzliche Verfahren wur-
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de bereits in Abschnitt 2.4.1.4 Morales-Villanueva et al. [MG13] für einen Xilinx Virtex-5 untersucht und
schon in ReconOS von Happe et al. [HTK15] als Hardware Task Preemption eingesetzt, um auf einem
Virtex-6 die Zustände aller Register und Speicherinhalte zu erfassen und zu einem späteren Zeitpunkt
wiederherzustellen, um so Multitasking mit Hardware-Threads zu ermöglichen. Entsprechend erscheint
dieses Vorgehen auch für die hier dargestellte Virtualisierung als ein vielversprechender Ansatz.
4.3.6 Virtualisierung des Speichers
Bei der Virtualisierung des Speichers muss zunächst zwischen dem On-Chip Speicher innerhalb des
FPGAs und dem Off-Chip Speicher auf dem FPGA-Board unterschieden werden. Der On-Chip Speicher
ist bei modernen FPGAs, wie in Abschnitt 2.1.2.2 vorgestellt, über den gesamten FPGA verteilt. Bei einer
Zuteilung von vFPGAs auf partielle Regionen resultiert dieser Aufbau in einer von der Region abhängigen
Anzahl an Ressourcen und entsprechend auch Größe des Speichers. Der Zugriff auf spezielle Ressour-
cen anderer Regionen ist mit der partiellen Rekonfiguration nicht ohne Weiteres vereinbar, sodass keine
direkte Möglichkeit besteht, den On-Chip Speicher zu virtualisieren, ohne zu Overlays überzugehen. Da
der Speicher in vFPGA-Slots eines vFPGAs liegt, der einem Nutzers zugeordnet ist, ist eine Virtualisier-
ung jedoch nicht zwingend erforderlich. Aus der Größe der vFPGAs kann indirekt die Größe des dem
Nutzer zur Verfügung stehenden On-Chip Speichers bestimmt werden.
Der On-Board-DDR-Speicher muss hingegen virtualisiert werden, um unterschiedlichen Nutzern bereit-
gestellt werden zu können und eine dynamische Zuteilung des Speichers zu den Nutzern zu ermöglichen.
Ein vergleichbares Vorgehen wird auch bei Betriebssystemen eingesetzt, um den logischen Speicher
vom physischen Speicher und seinen Eigenschaften wie der Größe und Verteilung zu abstrahieren.
Die klassischen Ansätze zur Virtualisierung von Arbeitsspeicher in Betriebssystemen ermöglichen eine
dynamische Zuordnung von virtuellem Speicher auf physischen Speicher. Häufig genutzte Techniken sind
hierbei die statische Einteilung der Bereiche, die Vergabe von Zugriffsrechten, Basis- und Grenzregister
oder (mehrstufige) Seitentabellen [Tan06, S. 476].
4.3.7 Konfiguration der FPGAs und Rolle des Hypervisors
Nachdem der Entwurfsraum für die Virtualisierung selbst, aber auch für die Architektur der vFPGAs auf-
gezeigt wurde, werden im Folgenden die Möglichkeiten zur Kopplung des FPGAs mit dem Host-System
analysiert. Dabei steht nicht die Hardwareschnittstelle im Vordergrund, sondern die Softwareebene und
die Rolle von sowohl Host- als auch FPGA-Hypervisor selbst. In Abschnitt 4.2.1 wurde bereits die Not-
wendigkeit des FPGA-Hypervisors für eine Paravirtualisierung innerhalb des FPGAs erläutert, jedoch
noch nicht auf dessen Aufgaben zur Verwaltung und Zuordnung der Ressourcen eingegangen. In Anleh-
nung an die Definition des Aufgabenbereiches für einen Hypervisor/VMM für die System-Virtualisierung
ergeben sich folgende Aufgaben:
I. Definition der Schnittstellen, Abstraktion von der physischen Hardware und Kapselung/Separation
der Nutzer voneinander,
II. Verwaltung der Ressourcenzuteilung und Rekonfiguration der einzelnen vFPGAs,
III. Überwachung der Zustände der vFPGAs, insbesondere der Migration und
IV. Steuerung des Zugriffs auf gemeinsame und daher virtualisierte (externe) Geräte (Speicher, Netz-
werk etc.).
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4.3 Entwurfsraum einer FPGA-Virtualisierung
Tabelle 4.1: Entwurfsraum für die Verwaltung der vFPGAs auf Host- oder FPGA-Hypervisor.
Aufgabe Host-Hypervisor FPGA-Hypervisor
Zuordnung von vFPGA-Slots und Nutzern ✓ ✗
Kapselung in vFPGAs und Überwachung der Zugriffe ! ✓
Verwaltung des aktuellen Zustandes der vFPGAs ! ✓
Realisierung der Migration und der erforderlichen Zustandsabfolgen ! ✓
Rekonfiguration der vFPGAs ! ✓
Verifikation der partiellen vFPGA-Images ✓ !
Überprüfung der zulässigen Regionen im Bitstream ✓ !
Zuordnung der externen Ressourcen (Netzwerk, Speicher etc.) ✓ ✓
Verwaltung der Zugriffe auf externe Ressourcen ✗ ✓
Organisation der Seitentabellen für den DDR-Speicher ✓ ✗
Übersetzung von virtuellen auf physische Adressen und Absicherung der Zugriffe ✗ ✓
✓: optimal !: eingeschränkt oder nur teilweise ✗: problematisch
Die unterschiedlichen Verwaltungsaufgaben und deren Komplexität sowie Eignung für eine vollständige
Umsetzung auf Host- oder FPGA-Hypervisor wird in Tabelle 4.1 als Entwurfsraum aufgezeigt und bei
der Realisierung der FPGA-Virtualisierung in Abschnitt 4.4 entsprechend berücksichtigt. Die Abstraktion
von dem physischen FPGA erfolgt bei der gewählten Virtualisierung durch die Position und die Größe der
bereitgestellten vFPGAs. Somit ist lediglich eine Abstraktion von den physischen Schnittstellen notwen-
dig, welche idealerweise mittels der Paravirtualisierung innerhalb des FPGA-Hypervisors erfolgen sollte.
Der Zugriff auf die Hardwareschnittstellen und die zugesicherten Datenraten ist dabei ebenfalls vom
FPGA-Hypervisor entsprechend der Anforderungen der Nutzer zuzusichern, da hierbei die Realisierung
in Hardware effizienter umgesetzt werden kann als in Software auf dem Host, wie auch in Tabelle 4.1





















































Abbildung 4.5: Aufteilung von Hypervisor auf Host und FPGA.
Die Zuordnung von den konkreten vFPGAs oder die Validierung der partiellen vFPGA-Bitstreams auf
die zulässigen Bereiche sind hingegen aufgrund der Komplexität und Dynamik in Software auf dem
Host auszulagern, von dem aus auch die eigentliche Konfiguration und Initialisierung der vFPGAs erfolgt.
Das Host-System selbst verfügt aufgrund der Kapselung der Nutzer in VMs ebenfalls über einen Host-
Hypervisor zur Bereitstellung eigener Betriebssystem-Instanzen und kann dementsprechend in seiner
privilegierten Domain (Dom0) die vom FPGA ausgelagerten Verwaltungsaufgaben übernehmen und so-
mit deren Sicherheit gewährleisten. Abbildung 4.5 zeigt das dafür erforderliche System mit den beiden
Hypervisoren auf FPGA und Host sowie die VMs und die dazugehörigen vFPGAs.
Für die partielle Rekonfiguration ist ebenso ein Zusammenspiel der Verwaltung auf dem Host (Dom0),
dessen Hypervisor für die Validierung und Übertragung eines partiellen vFPGA-Images sowie des FPGA-
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Hypervisors zur Durchführung dieser Konfiguration (ICAP) erforderlich. Dabei ist zu gewährleisten, dass
sich in dem vFPGA-Image die korrekten Bereiche der vFPGAs befinden beziehungsweise, dass das
vFPGA-Image vom Cloud-Anbieter für exakt den zu konfigurierenden vFPGA signiert worden ist. Die
Validierung einer Signatur kann sowohl auf dem Host als auch auf dem FPGA erfolgen, wobei bei letz-
terem unter Umständen das Zwischenspeichern des komplettem vFPGA-Images vor dem Laden in die
Konfigurationsinfrastruktur notwendig wird. Die Verwaltung der Zustände der vFPGAs hingegen muss
innerhalb beider Hypervisoren erfolgen, um ein reibungsloses und vor allem sicheres Zusammenspiel
der beiden Komponenten zu ermöglichen.
Die Zuteilung von externen Ressourcen auf dem FPGA-Board und im Speziellen auf die Zugriffe von
den vFPGAs auf diese unter Berücksichtigung der Zugriffsrechte mit zusätzlicher Gewährleistung ei-
ner Arbitrierung für die Zusicherung von Datenraten und Zugriffszeiten ist hingegen ausschließlich vom
FPGA-Hypervisor aus effizient möglich. Eine vollständige Aufteilung der Zuständigkeiten ist demnach
aufgrund der engen Interaktion der beteiligten Systeme ohne Weiteres möglich. Selbst wenn ein vFPGA
vom Nutzer ohne VM auf dem Host und nur über das externe Cloud-Netzwerk betrieben wird, ist der
Host dennoch für die Verwaltung der Ressource und ebenso für deren Konfiguration verantwortlich.
4.4 Virtualisierung von FPGAs im Cloud-Einsatz – RC2F
In diesem Abschnitt wird das Konzept zur Virtualisierung von FPGAs für deren Integration in Cloud-
Architekturen mit der Bezeichnung RC2F entwickelt. Dessen Ziel ist es, nebenläufige vFPGAs unter-
schiedlicher Größe für verschiedene Nutzeransprüche bereitstellen zu können. Die Aspekte des zuvor
besprochenen Entwurfsraums werden berücksichtigt und eine geeignete Variante zur Virtualisierung
wird ausgewählt. Die wesentliche Zielsetzung des Einsatzes von FPGAs in der Cloud besteht darin, eine
hohe Auslastung der physischen Ressource zu erreichen. Die Verknüpfung von FPGA und VM auf dem
Host-System ist dabei ebenso notwendig wie die Möglichkeit unterschiedlicher Zugriffsarten. Einen
vFPGA dynamisch zwischen den physischen Host-Systemen zu migrieren, um die Ressource effizient
in einer Cloud zu nutzen, ebnet den Weg für die dynamische Integration der adaptiven vFPGAs.
4.4.1 Systemarchitektur für die RC2F-Infrastruktur
Auf Basis der in Abschnitt 4.3.1 aufgezeigten Möglichkeiten erfolgt die Festlegung auf eine Typ 1-System-
Virtualisierung mit Paravirtualisierung innerhalb eines Hypervisors auf dem FPGA. Unter Berücksichti-
gung dieser Aspekte sowie nach Abwägung der in Abschnitt 4.3.2 diskutierten Möglichkeiten ergibt
sich das in Abschnitt 4.4.1 aufgezeigte System mit größtmöglicher Flexibilität für die Nutzer. Das Sys-
tem wird in den folgenden Abschnitten in seinen Bestandteilen näher erläutert. Ein für die angestreb-
te Virtualisierung geeigneter FPGA muss als Voraussetzung die dynamische partielle Rekonfiguration
und einen Zugriff auf die interne Konfigurationsinfrastruktur ermöglichen. Für eine Verschlüsselung des
FPGA-Bitstreams sind dabei zudem ein Flash-Speicher sowie BBRAM oder eFUSE-Register von Inter-
esse [Xil16b]. Als Architekturen, welche diese Vorraussetzungen erfüllen, dienen moderne Xilinx-FPGAs
[Xil16c], wobei versucht wird, weitestgehend von den Produkten einzelner Hersteller zu abstrahieren.
Denkbar wären beispielsweise auch FPGAs von Intel, welche ähnliche Eigenschaften aufweisen [Int16b].
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4.4.1.1 Überblick
Die Systemarchitektur der RC2F-Infrastruktur wird in Abbildung 4.6 aufgezeigt. Das System orientiert
sich an dem in Abschnitt 4.3.2 vorgestellten und speziell in Abbildung 4.4(d) illustrierten Systement-
wurf. Der statische Teil umfasst sämtliche Komponenten zur Kommunikation mit der Außenwelt, den
FPGA-Hypervisor mit der Infrastruktur zur partiellen Rekonfiguration und Kontrolleinheiten für FPGA-
Hypervisor (Hypervisor Control Unit (HCU)) und den vFPGA-Slots mit ihren Kontrolleinheiten (vFPGA
Control Units (vCUs)). Der partiell rekonfigurierbare Bereich besteht aus den vFPGA-Slots, welche für
die eigentlichen Nutzerdesigns innerhalb der vFPGAs vorgesehen sind.
JTAGFlashBBRAM
PCIe Core  Dom0
   FPGA-Hypervisor     
      








































































Abbildung 4.6: Systemarchitektur der RC2F-Infrastruktur mit FPGA-Hypervisor, dessen Kontrolleinheit (Hypervisor
Control Unit (HCU)) sowie den vFPGA-Slots mit deren Kontrolleinheiten (vFPGA Control Unit (vCU)).
Es sind lediglich die Datenleitungen ohne Steuersignale und Adressleitungen dargestellt. Die Daten-
leitungen für den Speicher und die beiden FIFOs sind je doppelt als Ein- und Ausgabe vorhanden.
Die grauen Komponenten sind nicht innerhalb des im Abschnitt 6.1 realisierten RC2F-Prototypen
vorhanden.
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Als Schnittstellen zur Außenwelt dienen dem System, welches in Kapitel 6 prototypisch entwickelt wird,
PCIe, Ethernet sowie eine JTAG-Schnittstelle zur initialen Konfiguration des FPGAs mit der in Abbil-
dung 4.6 abgebildeten RC2F-Infrastruktur. Das statische Gerüst des FPGAs, das die Virtualisierung reali-
siert, besteht aus dem FPGA-Hypervisor, der sich zwischen den Backend- und Frontend-Interfaces, also
zwischen der Schnittstelle zu den Hardware-Controllern und den vFPGAs, befindet. Im statischen Be-
reich liegen dementsprechend ebenfalls die Hardware-Controller und Steuereinheiten für die externen
Komponenten selbst (PCIe-, Ethernet-Core und Speichercontroller), wobei weitestgehend von der rea-
len Schnittstelle abstrahiert wird, um die Möglichkeiten der Erweiterung und Portierung zu vereinfachen.
Dem FPGA-Hypervisor selbst kommt die Aufgabe zu, den FPGA grundlegend zu verwalten und insbe-
sondere die Bestandteile der Paravirtualisierung, also die Front- und Backend-Schnittstellen, zwischen
den partiell rekonfigurierbaren und statischen Bereichen auf dem FPGA zu organisieren. Bei der Virtuali-
sierung der Schnittstellen innerhalb des FPGA-Hypervisors wird zwischen dem in Abschnitt 4.4.7 disku-
tierten externen Speicher und den weiteren Schnittstellen aus Abschnitt 4.4.5 unterschieden. Beim Spei-
cher erfolgt nicht nur eine Virtualisierung der physischen Schnittstelle, sondern auch des Adressraumes
des Gerätes in Form von Seitentabellen (Memory-Virtualization). Die Verwaltung des physischen FPGAs
wird mittels einer separaten Kontrolleinheit, der FPGA-HCU, durchgeführt. Diese Einheit übernimmt des
Weiteren die partielle Rekonfiguration der vFPGAs, überwacht diese und verwaltet die unterschiedlichen
vFPGA-Slots über deren Kontrolleinheiten, die vCUs. Die beiden Einheiten und ihre Konfigurationsspei-
cher sowie die vFPGA-Schnittstellen werden im Folgenden separat betrachtet.
4.4.1.2 FPGA-Hypervisor – Hypervisor Control Unit (HCU)
Nachdem in Form einer qualitativen Analyse die Aufgaben des FPGA-Hypervisors in Abschnitt 4.3.7
skizziert und dem Host beziehungsweise dem FPGA zugeordnet wurden, wird auf Basis dessen im Fol-
genden zunächst der Aufbau des FPGA-Hypervisors skizziert sowie die Zuordnung der entsprechenden
Aufgaben vorgenommen. Im folgenden Kapitel werden daraufhin die verbleibenden Aufgaben innerhalb
des Host-Hypervisor umrissen und in den Gesamtkontext der Cloud eingebettet.
Die Steuereinheit für den FPGA-Hypervisor übernimmt die für die angestrebte Virtualisierung erforder-
lichen Verwaltungsaufgaben, welche nach Abschnitt 4.3.7 lokal innerhalb des FPGA-Hypervisors auszu-
lagern sind. Die Schnittstelle zur Verwaltung des FPGA-Hypervisors bildet dabei Konfigurationsspeicher,
der Hypervisor Configuration Space (HCS), welcher über einen dedizierten Kommunikationskanal über
PCIe in den Speicher des Host-Hypervisors eingeblendet wird. Somit sind sämtliche Vorgänge auf dem
System sowie der HCS vollständig von den Nutzern abgeschirmt, sodass ein entsprechend hohes Si-
cherheitslevel gewährleistet werden kann. Der HCS selbst ist in Abbildung 4.7 prototypisch dargestellt
und enthält neben den Informationen zur aktuellen RC2F-Infrastruktur auf dem FPGA auch Informatio-
nen zum Zustand des FPGAs, wie Temperatur, Takte und Konfiguration. Über den Speicher kann der
Host-Hypervisor den vollständigen FPGA oder Teile davon zurücksetzen und die Kommunikationskanäle
grundlegend konfigurieren.
Zum Austausch größerer Datenmengen verfügt das System über einen separaten dedizierten Daten-
kanal, um partielle Bitstreams für die vFPGAs zwischen dem Host-Hypervisor und den Konfigurations-
schnittstellen auf dem FPGA (ICAP) oder Datenblöcke in anderen Funktionseinheiten auszutauschen.
Das Ziel der Daten wird ebenso über den HCS festgelegt, wie beispielsweise die Adresse für Speicher-
zugriffe auf den On-Bord Speicher oder für die vollständigen Seitentabellen. Dank der Nutzung nur eines
Kanals werden Ressourcen eingespart und aufgrund der ausschließlich sequenziell ablaufenden Konfi-
guration und Initialisierung der vFPGAs stellt dieser Kanal keinen Engpass dar. Des Weiteren werden
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Abbildung 4.7: Prototypischer Aufbau des Hypervisor Configuration Space (HCS), innerhalb der Hypervisor Control
Unit (HCU) des FPGA-Hypervisors zur Administration des physischen FPGAs einschließlich der Be-
reiche für die Verwaltung von bis zu 30 vFPGAs.
über den HCS die Kommunikationskanäle global konfiguriert und entsprechend vom FPGA-Hypervisor
zusammen mit der Einheit zur Speicher-Virtualisierung (nachfolgend in Abschnitt 4.4.7 erläutert) gesteu-
ert.
Ein partieller Bitstream kann auf dem FPGA direkt ver- und entschlüsselt sowie verifiziert werden (siehe
Abschnitt 2.1.4.3). Dafür wird für jeden vFPGA entsprechend der private AES-Schlüssel des jeweiligen
Nutzers hinterlegt (siehe Abschnitt 4.4.8). Die vollständige Überprüfung des Inhalts des Bitstreams er-
folgt vor dessen Signatur durch den Anbieter der Cloud. Lediglich die Validierung der Bereiche innerhalb
der vFPGA-Images wird vom FPGA-Hypervisor mit den zuvor vom Host-Hypervisor an den HCS über-
mittelten Daten abgeglichen, um Schäden an vFPGAs anderer Nutzer zu vermeiden.
Neben den Aufgaben der Konfiguration übernimmt der FPGA-Hypervisor ebenfalls die Verwaltung der
Zustände der einzelnen vFPGAs (siehe nachfolgend Abschnitt 4.4.2) sowie die Validierung der vom Host-
Hypervisor übermittelten Daten zu Regionen und den Datenraten der Nutzerkanäle. Um dies zu errei-
chen, ist im HCS in Abbildung 4.7 für jeden vFPGA ein separater Bereich reserviert. Eine Zuordnung der
vFPGAs zu den realen Nutzern erfolgt dabei lediglich innerhalb des Host-Hypervisors.
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Abbildung 4.8: Virtual Control Space (vCS) innerhalb der vFPGA Control Unit (vCU) für die Verwaltung der vFPGAs
mit statischen und vom Nutzer rekonfigurierbaren Bereichen.
4.4.1.3 vFPGA-Steuereinheit – vFPGA Control Unit (vCU)
Die vFPGAs, welche vom Nutzer wie in Abbildung 4.9 dargestellt wahrgenommen werden, stellen ein
eigenes (wenn auch virtuelles) System dar und verfügen als solches, wie auch der FPGA-Hypervisor,
über eigene Kommunikationskanäle (A und B) und einen eigenen Konfigurationsspeicher (C), den Virtual
Control Space (vCS), sowie einen Zugang zum externen Speicher (D). Die beiden zum Datenaustauch
vorgesehenen separaten Kanäle sind dabei der streaming- (A) und der paketbasierte Kanal (B), welche
resultierend aus Abschnitt 4.3.3 als notwendig gelten müssen. Der vCS, welcher in Abbildung 4.8 ab-
gebildet ist, wird in den Speicher der Nutzer-VM eingeblendet und kann mit Hilfe der in Abschnitt 5.1.3
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Abbildung 4.9: Architektur eines vFPGAs des RC2F mit der lokalen vFPGA Control Unit (vCU), welche den Virtual
Control Space (vCS) beinhaltet. Die Datenleitungen für den Speicher und die beiden FIFOs sind je
doppelt als Ein- und Ausgabe vorhanden.
Der vCS besteht aus zwei Teilen. Der statische Bereich wird aus den Bereichen für den jeweiligen
vFPGA-Slot aus dem HCS eingeblendet und kann vom Nutzer in seinem Design nicht verändert werden;
nur im Inhalt sind Anpassungen möglich, um einen systemweiten eindeutigen Zugriff zu gewährleisten.
Ein Nutzer kann daher nur indirekt seine Bereiche innerhalb des HCS modifizieren, und ein Zugriff auf
einen vCS von einem anderen vFPGA ist nicht möglich. Der Nutzer kann den Zustand seines vFPGAs
einsehen und ändern, wobei der FPGA-Hypervisor eine höhere Priorität hat. Ebenfalls kann der Nutzer
auf Basis des Systemtaktes einen eigenen Takt für seinen vFPGA auswählen und den vFPGA ebenso
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vollständig zurücksetzen. Die Möglichkeiten entsprechen im Wesentlichen denen eines einfachen voll-
wertigen physischen FPGAs. Der untere Teil des vCS liegt in der rekonfigurierbaren Region und kann
vom Nutzer völlig frei verwendet oder komplett ausgespart werden. Der Bereich kann für Speicher oder
als I/O-Ports des vFPGAs eingesetzt werden, wodurch der Nutzer in seinen Gestaltungsmöglichkeiten
ähnliche beziehungsweise sogar weitreichendere Freiheiten hat, als dies bei einem physischen FPGA
gegeben wäre.
4.4.2 Zustände der vFPGAs und deren Verwaltung
Um die vFPGAs wie virtuelle Maschinen nutzen zu können, sind entsprechende Zustandsübergänge
und deren Verwaltung erforderlich. Die Steuerung erfolgt vom Host-Hypervisor aus über den zuvor er-
läuterten HCS innerhalb des FPGA-Hypervisors. Ein direkter Zugriff der Nutzer auf die Zustände ist
ebenso vom vCS der vFPGAs möglich, wobei deren Priorität geringer ist. Die Zustände der einzelnen
vFPGAs werden über je eine Zustandsmaschine innerhalb des HCU verwaltet. Um jedoch den kom-
pletten Lebenszyklus eines vFPGAs abzudecken, sind neben den Zuständen auf dem FPGA weitere
Zustände auf dem Host-System innerhalb des Host-Hypervisors erforderlich. Diese analog zu Betriebs-
systemen zu betrachtenden vFPGA-Designs / -Images, welche Nutzern direkt zugeordnet sind und auch
nutzerspezifische Daten enthalten können, werden nach Definition 3.5 als vFPGA-Instanzen bezeichnet.
Dieser Aspekt ist insbesondere für sicherheitsrelevante vFPGA-Designs von Bedeutung, welche so-
wohl spezielle Anwendungslogik als auch private Schlüssel innerhalb des Bitstream enthalten können.
Abbildung 4.10 gibt einen Überblick über die möglichen Zustände und deren Übergänge. Die Zustände
werden innerhalb von Host- und FPGA-Hypervisor gleichermaßen verwaltet. Die vFPGA-spezifischen
Zustände, welche jeder vFPGA einnehmen kann, sind dabei im Einzelnen:
• Free (Host / FPGA): Dem vFPGA-Slot ist keine vFPGA-Instanz zugeordnet und der Slot kann ent-
sprechend vom Host-Hypervisor allokiert werden.
• Booting (Host / FPGA): Die Konfiguration des vFPGA-Slots mit einer vFPGA-Instanz erfolgt. Nach
der erfolgreichen Konfiguration erfolgt der Übergang in den Zustand Active.
• Active (Host / FPGA): Der Nutzer kann die vFPGA-Instanz beliebig nutzen und den Zustand än-
dern.
• Wait for Idle (Host / FPGA): Wird der Zustand Active aufgrund des Zustandsüberganges Migrate
oder Pause verlassen, werden sowohl vFPGA-Instanz als auch die Host-Anwendung gestoppt. Ist
dies erfolgt, wird nach einer definierten Wartezeit in den Zustand Snapshot übergegangen.
• Snapshot (Host / FPGA): Es erfolgt das Auslesen der vFPGA-Instanz beziehungsweise des parti-
ellen Bitstreams aus den vFPGA-Slots.
• Paused (Host): Die vFPGA-Instanz wird auf dem Hostsystem zwischengespeichert und kann fort-
gesetzt (Resume) oder in der Datenbank zwischengelagert werden (Abort).
• Context Relocate (Host): Der Bitstream der vFPGA-Instanz wird dahingehend modifiziert, dass
diese innerhalb eines anderen vFPGA-Slots eingesetzt werden kann.
• Resuming (Host / FPGA): Erneute Konfiguration der allokierten vFPGA-Slots mit der vFPGA-
Instanz.
Für einen in der späteren Praxis als Hardwarebeschleuniger eingesetzten vFPGA beschränkt sich der
Lebenszyklus der vFPGA-Instanzen auf einen inneren Ring, bestehend aus dem Booten des vFPGAs
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Abbildung 4.10: Zustände und Zustandsübergänge der einzelnen vFPGAs innerhalb der beiden Hypervisoren FPGA
beziehungsweise Host. Abgebildet ist der komplette Lebenszyklus eines (nutzerspezifischen)
vFPGAs. Die entsprechenden Zustände der Host-VM sind zum besseren Überblick nicht darge-
stellt, verhalten sich aber analog zum vFPGA, da beide über den Host-Hypervisor ihre Befehle zur
Zustandsänderung erhalten.
(Konfiguration), dem Zustandsübergang von Host auf FPGA (Transition State) und der Ausführung (Acti-
ve) des eigentlichen Hardwaredesigns. Das Stoppen (Herunterfahren) des vFPGAs entspricht dem Ent-
fernen der vFPGA-Instanz. Abbildung 4.10 enthält des Weiteren den Zustand Snapshot, welcher dem
Auslesen einer vFPGA-Instanz entspricht und damit das Pausieren und eine Kontextmigration ermöglicht.
Dazu wird der vFPGA zuvor über den Zustand Wait for Idle durch eine vordefinierte Wartezeit in einen
Zustand versetzt, in dem sämtliche Daten innerhalb des vFPGAs liegen, und nicht mehr innerhalb eines
Hypervisors (Host oder FPGA) oder Systemtreibers. Des Weiteren ist dieser Zustand notwendig, um
die DSPs innerhalb des vFPGAs entsprechend leer laufen zu lassen, da die internen Pipeline-Register
bei einer Migration auf Basis eines zurückgelesenen Bitstreams einer vFPGA-Instanz nicht ausgelesen
werden können. Das Signal muss hier also dementsprechend auch innerhalb der Nutzerdesigns berück-
sichtigt werden. Abbildung 4.10 zeigt ebenso Zustände, welche für die Verwaltung der vFPGA-Instanzen
analog zu VMs in einer Cloud-Umgebung erforderlich sind, wie das Erstellen (Creating) oder Entfernen
(Deleting) und das Bereitstellen in einer Datenbank (Ready / Shelved ).
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Die VM auf dem Host, welche mit dem vFPGA zusammenarbeitet und die Datentransfers steuert, ver-
fügt selbst ebenfalls über einen Zustand. Die beiden Teilkomponenten müssen somit synchronisiert
werden, um einen Datenverlust während der Datenübertragung zu vermeiden. Die zentrale Rolle dabei
übernimmt der Host-Hypervisor, welcher zunächst das Senden der Daten aus der VM über deren RC2F-
API (siehe Abschnitt 5.1.3) stoppt und anschließend ein Timeout abwartet, bevor der vFPGA angehalten
wird und nach einem weiteren Timeout die VM entsprechend gestoppt wird. Auf diese Weise wird si-
chergestellt, dass sich sämtliche Daten zwischen VM und vFPGA jeweils sicher in einem der beiden Sys-
teme befinden und nicht verlorengehen. Die Timeouts entsprechen dabei den Umlaufzeiten der Daten
zwischen den beiden Systemen mit einem zusätzlichen Sicherheitsfaktor. Eine ähnliche Vorgehenswei-
se ist beim Netzwerkverkehr notwendig, wobei hier ein Paketverlust durch die Nutzung entsprechender
Netzwerkprotokolle vermieden wird. Als letzter Schritt muss schließlich das Auslesen der vFPGA-Instanz
mit ihrem vollständigen Kontext erfolgen. Zusätzlich ist das Auslesen des Speicherbereiches, welcher
dem vFPGA zugeordnet ist, aus dem externen DDR-Speicher des FPGA-Boards erforderlich.
4.4.3 Konfiguration von FPGA und vFPGAs
Die Konfiguration des FPGAs erfolgt, abhängig vom gewählten Servicemodell und den Rechten, wel-
che dem Nutzer eingeräumt werden, entweder für den gesamten FPGA oder nur für die zur Verfügung
stehenden vFPGAs. Die Konfiguration wird ausschließlich vom Host-Hypervisor durchgeführt, um mit-
tels der Cloud-Verwaltung die Nutzerrechte überprüfen zu können. Das RC2F-Grunddesign, welches die
vFPGAs bereitstellen, wird automatisch beim Einschalten des Systems aus dem Flash-Speicher des
FPGA-Boards geladen, wie für die Servicemodelle in Abschnitt 3.1.2 skizziert wurde. Somit ist sicherge-
stellt, das sämtliche Servicemodelle zum Systemstart einsatzbereit sind.
4.4.3.1 Unabhängige vFPGAs durch dynamische partielle Rekonfiguration
Bei den Servicemodellen RAaaS und BAaaS wird das RC2F-Grunddesign eingesetzt, wodurch im Folgen-
den die dynamische partielle Rekonfiguration über die interne Schnittstelle zur FPGA-Infrastruktur (ICAP
bei Xilinx FPGAs) erfolgen kann. Dadurch wird die Geschwindigkeit für die Rekonfiguration gegenüber
der externen JTAG-Schnittstelle deutlich erhöht und eine schnelle Rekonfiguration für den Cloud-Einsatz
wird möglich.
Da die vFPGAs mittels partieller Rekonfiguration dynamisch auf den physischen FPGA geladen werden,
ist eine Platzierung auf diesem und damit die Festlegung von sowohl statischem als auch dynamischem
Teil erforderlich. Bevor die Topologie der Anordnung festgelegt werden kann, ist eine Analyse der FPGA-
Architekturen bezüglich der Anordnung von speziellen Funktionsblöcken wie dem ICAP oder der Kom-
munikationsschnittstelle zum Host erforderlich. Wie in Abschnitt 2.1.2.2 gezeigt, sind die physischen Po-
sitionen der eingebetteten PCIe-Endpunkte auf modernen FPGAs, wie beispielsweise der 7er-Serie von
Xilinx, am Rand des FPGAs anzutreffen. Aus der Platzierung des FPGA-Hypervisors und entsprechender
Anordnung der vFPGAs resultiert eine architekturabhängige Beschränkung der Entwurfsraumes.
Da des Weiteren die Konfigurations-Frames eine komplette Spalte der zeilen-orientierten Taktregionen
ausfüllen [Xil16b], die Taktregionen jedoch von den vFPGA-Slots berücksichtigt werden sollten, ist eine
ebenfalls zeilen-orientierte Anordnung des FPGA-Hypervisors über die Taktregionen hinweg zu bevor-
zugen. Wird der FPGA-Hypervisor so angeordnet, sind folglich die vFPGA-Slots horizontal beziehungs-
weise spaltenweise über den physischen FPGA innerhalb mehrerer horizontaler Taktregionen verteilt.
Die vFPGAs verfügen dabei über eigene Taktbäume in ihrer Taktregion, wodurch benachbarte vFPGAs
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nicht beeinflusst werden können und eine sichere Abkapselung der unabhängigen Nutzer voneinander
erfolgten kann. Abbildung 4.11 zeigt beispielhaft die zu bevorzugende Anordnung der vFPGAs auf der
physischen FPGA-Architektur. Eine Ausnahme bei aktuellen FPGA-Architekturen stellt hierbei lediglich
der FPGA-Hypervisor dar, welcher sich über mehrere Taktregionen erstrecken muss, um die entspre-




























Abbildung 4.11: Mögliche Anordnung der vFPGA-Slots aufgrund der technischen Randbedingungen am Beispiel
eines modernen inhomogenen FPGA mit vier übereinanderliegenden Taktregionen und den sich
daraus ergebenden vier vFPGA-Slots.
Durch die Einteilung in statischen und dynamischen Bereich sowie eine feste RC2F-Infrastruktur mit
den entsprechenden Frontend-Schnittstellen der vFPGAs ergeben sich im Entwurfsablauf automatisch
die notwendigen Partition Pins (siehe Abschnitt 2.1.4.3). Diese bilden die physische Repräsentation der
Frontend Schnittstelle zwischen FPGA-Hypervisor und den vFPGA-Slots. Um die Frontend-Interfaces
in ihrer Position innerhalb der vFPGA-Slots einheitlich zu gestalten, werden die Partition Pins einmalig
manuell im Entwurfsablauf für die RC2F-Infrastruktur festgelegt.
Zur Gewährleistung einer weitestgehenden Isolation der vFPGAs voneinander, wie es für sicherheitskriti-
sche Anwendungen erforderlich ist, können ebenfalls Techniken wie Isolation Design Flow (IDF) [Xil17h]
eingesetzt werden. Auf diese Weise wird es möglich, die vFPGAs voneinander zu separieren. Dies wird
durch die physische Abschottung der Regionen durch zusätzliche Randbedingungen und freie Bereiche
auf dem FPGA (sogenannte Fences) gewährleistet [Xil17h].
4.4.3.2 Verschiebung von vFPGAs zwischen Bereichen
Eine Anordnung der vFPGA-Slots, wie sie in Abbildung 4.11 skizziert wird, ermöglicht das Verschieben
der partiellen Bitstreams zwischen den vFPGA-Slots, da die Partition Pins innerhalb der vFPGAs immer
an den gleichen Positionen zu finden sind. Einen Nachteil dieser einfachen eindimensionalen Verschie-
bung stellen lediglich die statischen Leitungen dar, welche jedoch aufgrund der I/O-Pins innerhalb der
vFPGA-Slots notwendig sind. Ein weiteres architekturspezifisches Problem besteht darin, dass die spal-
tenweise übereinanderliegenden Bereiche bei aktuellen FPGAs nicht vollständig homogen sind, sondern
immer wieder durch Komponenten wie PCIe-Endpunkte und FPGA-Infrastruktur unterbrochen werden,
wie auch in Abbildung 4.11 gezeigt (siehe auch Abschnitt A.2).
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Aufgrund dieser Einschränkungen sind zur Erzeugung der vFPGA-Designs verschiedene Entwurfsläufe
für die unterschiedlichen Regionen notwendig. Gleichzeitig sollte jedoch nach Möglichkeit die Platzie-
rung von Registern und Speichern an immer identischen Positionen innerhalb der vFPGAs erfolgen, um
einen ausgelesenen Kontext innerhalb einer anderen vFPGA-Region wiederherstellen zu können. Für
vollkommen homogene Regionen, welche von statischen Leitungen freigehalten werden, können – wie
in einer Reihe von Arbeiten [BKT14; DRN13; KBT08; Oom+15] und zuletzt Rettkowski et al. in [RFG16]
geschehen – die Bereiche verschoben werden. Auf diese Weise wird eine wesentliche Vereinfachung
für den Entwurfsablauf von vFPGA-Designs erreicht, welche in Abschnitt 5.1.5 unter dem Aspekt des
Entwurfsablaufs betrachtet wird.
4.4.4 Dynamische Größe der vFPGAs durch partielle Rekonfiguration
Die in Abschnitt 4.3.1 diskutierte dynamische Größe der vFPGAs lässt sich durch partielle Rekonfigura-
tion erreichen, indem die entsprechenden zugrundeliegenden vFPGA-Slots zu einem größeren vFPGA
zusammengefasst werden. Dabei ist lediglich darauf zu achten, dass das Hardwaredesign des vFPGAs
an die gewünschte Anzahl der Frontend-Interfaces vom Nutzer selbst anzupassen ist. Die Partition Pins
liegen dabei in einer speziellen Region, der Partition Pin Region (PPR), welche zusätzlich zum vFPGA
hinzugefügt wird. Die FPGA-Ressourcen der vFPGAs sind somit immer ein ganzzahliges Vielfaches der-
jenigen eines einzelnen vFPGAs, wie bereits in Abbildung 4.3 aufgezeigt. Um die Platzierung zu verein-
fachen, sind die vFPGA-Slots entsprechend vordefiniert und somit zwangsläufig vom physischen FPGA
abhängig. Im Rahmen dieser Arbeit kann aus Platzgründen auf alle Eventualitäten und Spezialfälle aktu-
eller FPGA-Architekturen unterschiedlicher Hersteller eingegangen werden, und es werden im Rahmen
der Ergebnisse in Kapitel 6 lediglich Vorschläge für zukünftige Architekturen aufgezeigt.
4.4.5 Kommunikationsschnittstellen und deren Virtualisierung
Eine Virtualisierung der Schnittstellen ist erforderlich, um den vFPGAs Zugriff auf die nur einmal vorhan-
denen physischen Schnittstellen zu gewährleisten. Wie in Abschnitt 2.2.3.3 beschrieben, kann diese
Virtualisierung mittels einer Paravirtualisierung erfolgen, erfordert dann aber eine entsprechende Koor-
dination und Abstraktion innerhalb der Hypervisoren auf dem Host sowie dem FPGA. In der in Ab-
bildung 4.6 vorgestellten Systemarchitektur sind entsprechend die Backend- und Frontend-Interfaces,
zwischen denen die Virtualisierung erfolgt, gekennzeichnet. Die innerhalb des in Abschnitt 4.3.3 aufge-
zeigten Entwurfsraumes vorgestellten Kommunikationsarten und die entsprechenden Kanäle bilden da-
bei die Basis der Umsetzung. Im Folgenden werden zunächst Geräte wie PCIe und Ethernet virtualisiert,
indem der wechselseitige Zugriff von verschiedenen vFPGAs koordiniert wird, bevor sich Abschnitt 4.4.7
der Virtualisierung des Speichers widmet.
Das Modul zur Hardware-Virtualisierung, welches auf PCIe und Ethernet aufsetzt und sich nach Abbil-
dung 4.6 zwischen dem Backend- und dem Channel-Interface befindet, ist in Abbildung 4.12 aufgezeigt.
Ausgehend von den physischen I/O-Ports auf dem FPGA (Hardware-Interface) folgen als nächste Kom-
ponenten auf dem Weg zum Channel-Interface der vFPGAs, wie es in Abbildung 4.9 aufgezeigt wurde,
zunächst die Hardware-Controller, welche die Basisfunktionalität der Geräte (Treiber) bereitstellen und
damit dem eigentlichen Backend-Interface einer Paravirtualisierung entsprechen (siehe Abbildung 4.1).
Auf diesem aufbauend wird als nächstes der konkurrierende Zugriff der vFPGAs durch einen Arbiter
ermöglicht. Anschließend wird über eine weitere Schnittstelle die Möglichkeit geschaffen, vom eigentli-
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Abbildung 4.12: Prinzipieller Aufbau des Moduls zur Hardware Virtualisierung zwischen dem Hardware-Controller
(Backend-Interface) und dem internen Kanal-Interface (Channel-Interface) zu den einzelnen vFPGA-
Slots sowie dem FPGA-Hypervisor.
chen Kanal zu abstrahieren (Channel-Interface). Es folgt schließlich das Frontend-Interface, welches die
Schnittstelle zu den vFPGA-Slots darstellt.
Die Datenentnahme aus den FIFOs zwischen Backend-Interface und Channel-Interface wird über den
FPGA-Hypervisor gesteuert, um den dem Nutzer zugesicherten Datendurchsatz gewährleisten zu kön-
nen. Die Festlegung dieser Datenrate erfolgt vom Konfigurationsspeicher des FPGA-Hypervisors, der
wiederum vom Host-Hypervisor instruiert wird. Der Datenkanal für den Hypervisor (System) hat immer
die höchste Priorität, um die vFPGA-Konfiguration oder systemrelevante Aufgaben schnellstmöglich ab-
arbeiten zu können.
Auf das Channel-Interface aufsetzend erfolgt die Channel-Virtualisierung, welche das eigentliche Front-
end-Interface zu den vFPGAs bereitstellt. Der wesentliche Grund zur Einführung dieser Schnittstelle
besteht in der in Abschnitt 4.3.3 formulierten Forderung nach der Möglichkeit, zwischen vFPGAs eine
direkte paketorientierte Kommunikation in Form eines NoCs aufzubauen. Da es sich dabei unter Umstän-
den um Netzwerkverbindungen handelt, werden die vFPGAs über IP-Adressen adressiert. Zu diesem
Zweck sind zunächst von der Cloud-Verwaltung die vFPGAs mit entsprechenden IP-Adressen zu verse-
hen. Diese Pakete werden über die Kanal-Virtualisierung geleitet, die einen Switch zum Schalten der
Verbindungen beinhaltet und über eine Zuordnung der auf dem FPGA vorhandenen vFPGAs zu ihren IPs
verfügt. Dementsprechend können die Pakete direkt über den Switch an die lokal vorhandenen vFPGAs
weitergeleitet werden. Zur möglichen Optimierung kann das System dahingehend ausgebaut werden,
dass Pakete an vFPGAs auf physischen FPGAs im selben Rechenknoten über die Schnittstelle zum Host
geleitet werden, um eine entsprechend höhere Bandbreite zu erzielen.
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4.4.6 Paravirtualisierung auf dem Host zur Inter-Domain-Kommunikation
Um das Konzept der Virtualisierung auch auf Host-Seite umzusetzen und dem Nutzer analog zum vFPGA
eine VM bereitzustellen, ist auch hier eine Paravirtualisierung mit Frontend- und Backend-Schnittstelle
notwendig. Durch Virtualisierung von FPGA und Host-System ergibt sich nutzerseitig eine einfache Sicht
auf das System, wie in Abbildung 4.13 dargestellt. Dabei stehen dem Nutzer auf Seiten des FPGAs die
drei unterschiedlichen in Abschnitt 4.4.1.3 aufgezeigten Schnittstellen zur Verfügung, wobei sowohl die
streamingbasierte Schnittstelle (A) aus Abbildung 4.9 als auch der Konfigurationsspeicher der vFPGAs
(C) in der VM in Form von Gerätedateien eingeblendet werden.
























Abbildung 4.13: Logische Sicht der Nutzer auf ein VM / vFPGA-System mit direkter Kopplung und entsprechender
Abbildung der Hardware-Interfaces der vFPGAs auf Gerätedateien der unterpriviligierten VM auf
dem Host.
In der Analyse des Entwurfsraumes in Abbildung 4.3.3 wurde eine Inter-Domain-Kommunikation zur
universellen und vor allem zur Laufzeit veränderbaren Zuordnung von vFPGAs und VMs als bevorzugter
umfassender Lösungsansatz erarbeitet. Auf diese Weise besteht keine Abhängigkeit, wie sie bei sys-
temspezifischen Verfahren gegeben ist, beispielsweise bei der I/O-Virtualisierung für PCIe 3.0-Geräte
[San+14a; San+14b]. Dieser Ansatz führt vielmehr dazu, dass das physische Gerät primär im Host-
Hypervisor beziehungsweise in der privilegierten VM (Dom0) sichtbar ist. Über die entsprechenden
Hardwaretreiber werden Speicherbereiche oder Gerätedateien mittels DMA im Speicher eingeblendet.
Die Geräte, auf welche der Host-Hypervisor selbst direkten Zugriff benötigt, sind der Konfigurationsspei-
cher HCS des FPGA-Hypervisors (rc2f_hcs), die Streaming-Kanäle (rc2f_config_*) für die partiellen
Bitstreams und System-Daten (rc2f_system_*) wie Seitentabellen (siehe Abschnitt 4.4.7) oder kom-
plette Datenpakete für spezielle Systemmodule. Innerhalb des Host-Hypervisors ist die Zuteilung der
Gerätedateien der einem Nutzer zugewiesenen vFPGAs zu den entsprechenden VMs durch die Verwal-
tungsebene erforderlich. Für einen vFPGA selbst sind die entsprechenden Geräte, welche in die VM ein-
geblendet werden, der vFPGA-Konfigurationsspeicher vCS (rc2f_vcs) und die Datenkanäle (rc2f_*),
wie in Abbildung 4.14 dargestellt.
Um ein derartiges Durchreichen der Geräte zu ermöglichen, wird ebenfalls eine klassische Paravirtuali-
sierung eingesetzt, bei welcher der Host-Hypervisor die Geräte über entsprechende Backend-Interfaces
einer VM zuordnet. Diese besitzt wiederum ein spezielles Frontend-Interface, welches die Geräte in-
nerhalb der VM bereitstellt beziehungsweise direkt über eine API, welche in Abschnitt 5.1.3 vorgestellt
wird, zugänglich macht. Die sich ergebene Architektur mit einer Paravirtualisierung auf sowohl Host als
auch FPGA ist in Abbildung 4.14 veranschaulicht.
Dieses Verfahren der Paravirtualisierung wird bei VMs üblicherweise für die Bereitstellung virtueller
Netzwerkkarten genutzt, kann aber im Kern auf Kommunikationskanäle erweitert werden. Da zwangs-
läufig die Daten zwischen verschiedenen Speicherbereichen vom Nutzer in der VM über den Kernel
und schließlich den Host-Hypervisor in der Dom0 ausgetauscht werden müssen, ist ein entsprechender
Overhead bei der Kommunikation die Folge. Bei einer Virtualisierung mit dem Xen-Hypervisor [Bar+03]
besteht die Möglichkeit, beispielsweise über gemeinsame Speicherbereiche innerhalb des Host-Hyper-
visors eine Kommunikation zu den VMs aufzubauen. Das Verfahren wurde ursprünglich dazu entwickelt,
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Abbildung 4.14: Hypervisor auf FPGA und Host mit Paravirtualisierung.
um statische Informationen des Host-Hypervisors einer VM zugänglich zu machen. Um eine VM über
Daten zu informieren, kann ein spezieller Kanal mit geringem Datendurchsatz, aber auch geringer La-
tenz aufgebaut werden. Dieses Kommunikationsmodell ist bereits in vielen Arbeiten als Mittel zur Inter-
Domain-Kommunikation etabliert. Die Speicherbereiche fungieren dabei als Ringspeicher, und die API
bietet dem Nutzer einfache paketbasierte Kommunikationskanäle an [Spr+07].
4.4.7 Speicher-Virtualisierung
Um den reibungslosen Zugriff auf den externen DDR-Speicher des FPGA-Boards durch unterschiedliche
Nutzer gewährleisten zu können, ist eine Speicher-Virtualisierung erforderlich. Diese führt im Wesent-
lichen dazu, dass die Nutzer mit virtuellen Adressen arbeiten, welche auf die physischen Adressen
des Speichers übertragen werden. Wie bereits bei der Analyse des Entwurfsraumes in Abschnitt 4.3.6
gezeigt, eignet sich ein an Seitentabellen angelehntes Modell am besten zur Virtualisierung, da die
Allokation der Speicherbereiche zwar nur beim Konfigurieren des vFPGAs erfolgt, aber aufgrund der
unterschiedlichen Zeitpunkte und Allokationsgrößen eine Fragmentierung des Speichers trotzdem un-
vermeidbar ist.
Um den Speicher dennoch so effizient wie möglich auszulasten, sind daher Seitentabellen geeignet
[Tan06, S. 476], wie auch bereits im Rahmen der Arbeit von Kemnitz [Kem15] gezeigt wurde. Abbil-
dung 4.15 zeigt den Aufbau der Speicher-Virtualisierung mit Seitentabellen. Die globale Verwaltung der
vollständigen Seitentabelle, aus der sich die Tabellen für die einzelnen vFPGAs ableiten, erfolgt inner-
halb des Host-Hypervisors, der sämtliche Überschreitungen der Speicherbereiche abfängt. Der FPGA-
Hypervisor erhält seine Tabellen direkt vom Host-Hypervisor und teilt sie entsprechend den vFPGAs zu.
Nutzer haben somit nicht die Möglichkeit, Seitentabellen ohne den Host-Hypervisor zu verändern und
auf Speicherbereiche anderer Nutzer zuzugreifen. Durch die Kapselung der Speicherzugriffe über den
FPGA-Hypervisor wird sichergestellt, dass die Daten unterschiedlicher Nutzer vollständig voneinander
separiert werden. Die Seitentabellen selbst werden vom Host-Hypervisor an die Speicher-Virtualisierung
übertragen. Die Datenübertragung vom Host in den Speicherbereich der vFPGAs erfolgt zwangsläufig
über die vFPGA-Instanz selbst und fällt somit in den Verantwortungsbereich des Nutzers.
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Abbildung 4.15: Speicher-Virtualisierung mit je einer Seitentabelle für jeden Nutzer und einem Kanal für den FPGA-
Hypervisor.
Einen kritischen Parameter bei der Speicher-Virtualisierung stellt die Größe der einzelnen Seiten Spage
dar. In Abhängigkeit der physischen Speichergröße Sphy kann entsprechend die Anzahl der sich daraus




Der Speicherbedarf einer Seitentabelle Stable berechnet sich entsprechend über Gleichung 4.2, wobei
in der aktuellen Implementierung keine weiteren Bits für ergänzende Statusinformationen vorgesehen
sind. Da jeder vFPGA prinzipiell alle Seiten allokieren kann, sind Tabellen der Größe Stable in allen vFPGAs
vorhanden.
Stable = Ntable ∗ (2 ∗ log2(Sphy)) (4.2)
Für eine Auswahl unterschiedlicher Größen des physischen DDR-Speichers ergibt sich in Abhängigkeit
verschiedener Seitengrößen der in Abbildung 4.16 gezeigte Speicherbedarf. Da die für einen vFPGA al-
lokierte Speichermenge in der Regel mehrere MByte umfassen sollte, ist von Seitentabellen im Bereich
von wenigen kBytes pro vFPGA auszugehen.
4.4.8 Erweiterung zur sicheren rekonfigurierbaren Hardware in der Cloud
Insbesondere wenn FPGAs für sicherheitsrelevante Anwendungen eingesetzt werden, ist eine Ver-
schlüsselung der Bitstreams ebenso wünschenswert wie eine Überprüfung des Grunddesigns, damit
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Abbildung 4.16: Größe der Seitentabellen in Abhängigkeit der Seitengrößen.
dieses nicht missbraucht werden kann, um Daten aus den Nutzerdesigns an Dritte zu übertragen. Ins-
besondere in Cloud-Architekturen existieren aufgrund der unterschiedlichen Akteure und einer entspre-
chend großen Vielzahl von unterschiedlichsten Angriffsvektoren und Angreifermodellen [Fer+14] zahl-
reiche Sicherheitsrisiken. Speziell wenn der Anbieter der Cloud oder des Rechenzentrums nicht voll-
ständig vertrauenswürdig ist, wird eine zusätzliche Sicherheitseinrichtung oder Trusted Authority (TA)
erforderlich, wie sie in einer Vielzahl von Arbeiten auf dem Gebiet der Kryptographie vorgeschlagen
wird [DOW92; Fer+14] und bereits von Kapa et al. [Kep+08], aber auch Devic et al. [DTB10] und Egu-
ro et al. [EV12] für FPGAs evaluiert wurde. Ein Sicherheitskonzept für die Bereitstellung virtualisierter
FPGAs unter Einbezug einer TA ist in Abbildung 4.17 aufgezeigt.
Entscheidend bei der Bereitstellung von vFPGAs in nicht vertrauenswürdigen Umgebungen ist, dass
ein realer physischer FPGA als Zielarchitektur vorhanden ist und sich dieser auch über einen Schlüssel
authentifiziert. Nur so kann darauf aufbauend die Sicherheit der vFPGAs und der darin enthaltenden
Schlüssel garantiert werden. Der Schutz des vFPGA-Images erfolgt nach Abschnitt 2.1.4.4 bei aktuellen
FPGA-Architekturen in der Regel mit symmetrischen Verfahren. Da dazu der Zugriff auf den physischen
FPGA zur initialen Übertragung des Schlüssels in einer vertrauenswürdigen Umgebung erfolgen sollte
und der Schlüssel jedem Nutzer bekannt sein muss, ist dies Vorgehen nicht für den Einsatz in der Cloud
praktikabel.
Weil der symmetrische Schlüssel des FPGAs lesbar zu diesem übertragen wird, ist zwangsläufig ei-
ne TA notwendig, welche diese vertrauenskritische Aufgabe übernimmt. Dies kann entweder der Her-
steller des FPGAs oder der Anbieter der virtualisierten FPGAs sein, welcher zu Beginn vollen physi-
schen Zugriff auf die FPGA-Boards haben muss, um seinen Schlüssel zu hinterlegen. Darauf aufbauend
kann die TA mit symmetrischen Verfahren wie AES den authentifizierten FPGA mit einer verifizierten
RC2F-Infrastruktur konfigurieren, und ein Sicherheitskonzept für vFPGAs in der Cloud kann, wie in Ab-
bildung 4.17 aufgezeigt, etabliert werden. Weiterführend wird mittels asymmetrischer Verfahren (ellipti-
sche Kurven) eine zusätzliche Infrastruktur für die vFPGAs bereitstellt und somit die Übertragung eines
vFPGA-Image (siehe Definition 3.4) vom Entwickler oder Nutzer an den authentifizierten RC2F-FPGA
abgesichert.
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Abbildung 4.17: Sicherheitskonzept für FPGAs im Cloud-Einsatz. Die RC2F-Infrastruktur wird von der TA mittels sym-
metrischer, die vFPGA-Designs mittels asymmetrischer Verschlüsselung geschützt. Der kritische
Bereich besteht innerhalb des FPGA-Hypervisors, da dieser vollen Zugriff auf die vFPGAs hat.
Zu diesem Zweck ist in der RC2F-Infrastruktur eine separate Encryption-Unit vorgesehen, welche vom
FPGA-Hypervisor aus über dessen Konfigurationsspeicher HCS initialisiert werden kann. Eine Inspekti-
on des partiellen Bitstreams (vFPGA-Image) ist innerhalb des FPGA-Hypervisors nicht möglich, sodass
derartige sicherheitsrelevante vFPGA-Designs nur in vFPGA-Slots ohne statische Leitungen eingesetzt
werden sollten, oder auf speziellen FPGA-Architekturen (siehe Abschnitt 6.4.1). Ein Nachteil dieses An-
satzes besteht darin, dass die TA, welche die RC2F-Infrastruktur liefert, über diese die vFPGA-Images der
Nutzer auslesen kann. Dabei wird die Schwachstelle auf die TA als einzigen kritischen Bereich reduziert
und alle anderen Beteiligten (siehe Abschnitt 2.3.1.5) werden ausgeblendet.
Indem lediglich nur ein Nutzer innerhalb der FPGA-Virtualisierung zugelassen wird, wie im Modell Recon-
figurable Accelerators as a Service (RAaaS), ist allerdings eine weitere Steigerung der Sicherheit möglich,
da ein möglicher Einfluss anderer Nutzer auf dem selben FPGA verhindert wird. Sämtliche Vorteile
der in diesem Kapitel aufgezeigten Virtualisierung können dementsprechend mit einem hohen Grad an
Sicherheit genutzt werden. Vollständig abgesicherte FPGAs, welche der Nutzer ohne Vertrauen in andere
Beteiligte nutzen kann, sind in der Cloud mit aktuellen FPGA-Architekturen nur schwer möglich. Das
Konzept wurde im Rahmen weiterer Arbeiten zur Erweiterung des RC2F zum Secured FPGA (SecFPGA)




5 Entwurfsprozess und Verwaltungs-
hierarchie der Cloud
Nachdem in Kapitel 4 eine System-Virtualisierung für FPGAs vorgestellt wurde, widmet sich dieses
Kapitel der notwendigen Software-Architektur für den Entwurfsprozess des Hardwaredesigns (vFPGA-
Image) für die zuvor entwickelten vFPGAs. Ebenso wird die Verwaltungshierarchie für eine Integrati-
on der virtualisierten FPGAs in eine Cloud-Architektur aufgezeigt. Hierbei steht nicht der Aufbau eines
vollständigen Entwurfsprozesses oder einer komplexen Cloud-Architektur im Vordergrund, sondern die
Untersuchung ausgewählter Aspekte im Hinblick auf die Integration der zuvor virtualisierten FPGAs. Ins-
besondere sind dabei die Komponenten mit direkter Interaktion und Verwaltung beziehungsweise Be-
reitstellung der Ressource FPGA unter Verwendung der in Abschnitt 3.1.2 vorgestellten Servicemodelle
von Bedeutung.
In Abschnitt 5.1 wird der Entwurfsprozess für die Hardwaredesigns erläutert, welcher den Entwicklern
bereitgestellt werden muss. Nachdem die Interaktionsmöglichkeiten betrachtet wurden, widmet sich
Abschnitt 5.2 dem konzeptionellen Aufbau einer Architektur mit den wesentlichen zuvor identifizierten
FPGA-spezifischen Teilkomponenten. Die Beschreibungsmöglichkeiten der nutzerspezifischen vFPGAs
werden in Abschnitt 5.3 in Form von drei unterschiedlichen Anwendungsszenarien aufgezeigt.
5.1 Entwurfsprozess und Verwendung der vFPGAs
Nachdem die Architektur des RC2F-Hardwaredesigns im vorherigen Kapitel erläutert wurde, wird in
diesem Abschnitt die Erzeugung eines Hardwaredesigns für vFPGAs untersucht. Abschnitt 5.1.1 zeigt
zunächst einen Entwurfsraum zur Erzeugung der Hardwaredesigns für vFPGAs, bevor anschließend in
Abschnitt 5.1.2 ein angepasster Entwurfsablauf für vFPGAs innerhalb des Cloud-Dienstes RAaaS vorge-
stellt wird. Vervollständigt wird dieser Entwurfsablauf durch eine entsprechende API zur Interaktion mit
den vFPGAs in Abschnitt 5.1.3 und der detaillierten Beschreibung einer Systemumgebung für vFPGA-
Instanzen in Abschnitt 5.1.4. Der erläuterte Entwurfsprozess wird anschließend für eine Bereitstellung
von Beschleunigern im Modell BAaaS in Abschnitt 5.1.5 erweitert. Dabei stehen insbesondere sowohl
die Migration von vFPGA-Images als auch die in Abschnitt 5.1.6 aufgezeigte Einbettung sämtlicher rele-
vanter Daten für den einfachen Einsatz als Hintergrundbeschleuniger für typische Cloud-Anwendungen
in Form eines einfachen Paketes (vRAI) im Vordergrund. Mit einer Diskussion der Einsatzmöglichkeiten
für sicherheitsrelevante Anwendungen in Abschnitt 5.1.7 schließt der Abschnitt.
5.1.1 Entwurfsablauf innerhalb der unterschiedlichen Servicemodelle
Bei einer Betrachtung des Entwurfsablauf ist aufgrund der in Abschnitt 3.1.1 eingeführten Servicemo-
delle eine genauere Abstufung der Modelle erforderlich. So unterliegt der Entwickler im Modell RSaaS
keinerlei Einschränkungen bezüglich seines Hardwaredesigns und ist dementsprechend nicht an einen
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speziellen Entwurfsablauf gebunden. Der erzeugte Bitstream stellt insofern ein Sicherheitsrisiko dar, als
dass keine Kontrolle bezüglich der Hardwareschnittstellen stattfindet und entsprechend das gesamte
System, einschließlich dem Host, einem Risiko ausgesetzt wird. Aufgrunddessen ist das Modell RSaaS
nur Nutzern in einem abgeschotteten Teil-System bereitzustellen.
Innerhalb des Servicemodells RAaaS besteht hingegen lediglich die Möglichkeit, eigene Hardwaredesi-
gns innerhalb der vorgegebenen vFPGAs zu realisieren. Auch in diesem Modell werden dem Entwickler
jegliche Freiheiten, abgesehen von einer Änderung der Schnittstellen (Frontend-Interfaces) gewährt, um
unterschiedlichste Anwendungen entwickeln zu können. Das Ergebnis ist ein partieller Bitstream für
einen vFPGA, welcher die Basis für eine vFPGA-Instanz bildet und nach Definition 3.4 als vFPGA-Image
bezeichnet wird. Die vFPGA-Images können dann innerhalb des Servicemodells BAaaS als verifiziertes
vRAI-Paket zur Hintergrundbeschleunigung von Cloud-Diensten angeboten werden.
5.1.2 Modifizierter Entwurfsablauf für Entwickler im Modell RAaaS
Im Modell RAaaS verfügt der Entwickler über weitestgehende Freiheiten in Bezug auf das Hardwarede-
sign innerhalb des gekapselten vFPGAs. Des Weiteren steht bei der Entwicklung der physische FPGA ex-
klusiv zur Verfügung, um das entwickelte Hardwaredesign für unterschiedliche Größen der vFPGAs und
verschiedene vFPGA-Slots zu evaluieren. Zu diesem Zwecke werden entsprechende Debugging- und
Tracing-Werkzeuge der FPGA-Hersteller bereitgestellt. Der Entwurfsprozess kann sowohl lokal, als auch
innerhalb der Cloud erfolgen. Für den Beschleuniger selbst wird die entsprechende RC2F-Infrastruktur
zur Verfügung gestellt, welche das komplette statische Design als Netzliste enthält. Der grundlegende
Aufbau eines vFPGAs, für den ein Design innerhalb des Modells RAaaS entwickelt werden soll, wurde in
Abschnitt 4.4.1 und speziell in Abbildung 4.9 vorgestellt. Da dem Nutzer demnach die Schnittstellen und
die möglichen Größen des vFPGAs sowie die verfügbaren Ressourcen innerhalb der vFPGAs bekannt
sind, ist für ein eigenes vFPGA-Design (siehe Definition 3.3) lediglich dieses einfache Gerüst als Basis
nötig. Dadurch ist es möglich, den kompletten Prozess nicht zwangsläufig in der Cloud auszuführen.
Die Ressourcen können nach einer Synthese ermittelt werden und bieten einen ersten Anhaltspunkt
zur Wahl einer geeigneten vFPGA-Größe. Nach dem Syntheseschritt kann die Zuweisung eines vFPGAs
mit ausreichenden Ressourcen automatisch innerhalb des Entwurfsprozesses erfolgen, wobei der Nut-
zer entsprechende Informationen über Ressourcenverbrauch und Zeitverhalten erhält und iterativ sein
Hardwaredesign optimieren kann.
Der Entwurfsprozess bietet ebenfalls die Möglichkeit, mittels HLS einen Beschleuniger zu entwickeln.
Mithilfe entsprechender Zusatzbibliotheken können die Schnittstellen beschrieben werden, um eine ein-
fache Integration in sowohl einen vFPGA auf Seiten der Hardware als auch in eine entsprechende API
auf Seiten des Hosts (siehe Abschnitt 5.1.3) zu gewährleisten. Der zuvor erläuterte modifizierte Ent-
wicklungsprozess zur Erzeugung eines Bitstreams im Modell RAaaS ist in Abbildung 5.1 exemplarisch
aufgezeigt. Das statische RC2F-Design sowie Regionen der vFPGA-Slots und Frontend-Interfaces müs-
sen dem Entwickler bereitgestellt werden.
Ergebnis des Entwurfsablaufes sind einerseits ein ausführbares Host-Programm sowie andererseits ein
vFPGA-Image für spezielle vFPGA-Slots. Das erzeugte vFPGA-Image muss über die Ressourcenverwal-
tung der Cloud auf Kompatibilität hinsichtlich des zu konfigurierenden Bereiches auf dem physischen
FPGA validiert werden, um entsprechende Schäden am Hypervisor, den Schnittstellen und damit dem
Host-System zu vermeiden.
Der Entwurfsablauf innerhalb des Modells BAaaS ist aufgrund der angestrebten Migration der vFPGA-
Instanzen deutlich komplexer und wird im Nachfolgenden in Abschnitt 5.1.5 aufgezeigt.
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Abbildung 5.1: Entwurfsablauf zur Erzeugung eines vFPGA-Image auf Basis des RC2F im Cloud-Dienst RAaaS.
5.1.3 Bereitstellung von Host-API und Bibliotheken zur Integration der vFPGAs
Die Kommunikation zwischen vFPGA und VM ist aufgrund der statischen Schnittstellen zu den vFPGAs
und den bereitzustellenden Treibern auf dem Host-System vordefiniert. Daher ist zur Interaktion mit
den vFPGAs eine grundlegende API erforderlich, um späteren Cloud-Diensten auf dem Host eine ein-
fache Schnittstelle zum Hardwarebeschleuniger innerhalb der vFPGAs zur Verfügung zu stellen. Neben
der Initialisierung des vFPGAs muss die API insbesondere eine Konfiguration der innerhalb der VM
verfügbaren vFPGAs über deren Konfigurationsspeicher (vCS) bieten und ebenso die Datentransfers
realisieren. Tabelle C.1 gibt einen Überblick der wichtigsten Funktionen der API und ihrer Auswirkungen
auf den FPGA beziehungsweise auf die vFPGAs. Neben der direkten Interaktion mit den vFPGAs ist des
Weiteren über den Host-Hypervisor ein Zugriff auf den FPGA-Hypervisor (siehe Definition 3.8) möglich,
um beispielsweise über die RC2F-API die Konfiguration eines vFPGAs zur Laufzeit zu ändern. Der dar-
aus entstehende Entwurfsablauf auf Seiten der Software auf dem Host ist in Abbildung 5.1 durch die
Host-Bibliothek innerhalb des RC2F gekennzeichnet.
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Für den flexiblen Einsatz der vFPGAs sind ebenso eine stärkere Integration von HLS-Systemen in den
Entwurfsprozess und eine engere anwendungsspezifischere Kopplung von FPGA und API erforderlich,
um die Entwicklung von Anwendungen zu vereinfachen. Zu diesem Zweck ist die direkte Integration von
HLS-Werkzeugen in den Entwurfsablauf möglich, indem über die RC2F-Bibliothek sowohl die Schnittstel-
len der Hardware auf Seiten des HLS-Rechenkerns als auch auf Seiten des Hosts eingebunden werden.
Das Host-Programm muss entsprechend an den Schnittstellen vom Entwickler durch die bereitgestell-
ten Funktionen ergänzt werden. Die daraus hervorgehende Umgebung ist vergleichbar mit OpenCL
oder CUDA, wobei die API entsprechend eng mit dem Host-Hypervisor und somit der Cloud-Verwaltung
zusammenarbeiten muss. Da die Beschreibung der vFPGAs selbst mehrere Parameter erfordert, um so-
wohl den FPGA-Hypervisor (HCS) als auch vFPGA-Konfigurationsspeicher (vCS) zu initialisieren, wird die
Beschreibung der vFPGA-Instanzen in separate Konfigurationsdateien ausgelagert, welche im folgenden
Abschnitt näher beschrieben werden.
Eine besondere Aufgabe kommt der API zuteil, wenn eine Migration von VM und vFPGA erfolgen soll,
da hierbei die Datentransfers über die API vom Hypervisor schrittweise gestoppt werden müssen, um
einen Datenverlust zu vermeiden, wie bereits in Abschnitt 4.4.2 erläutert. Die API greift dabei intern in-
nerhalb des Treiber auf Signale zu, welche vom Host-Hypervisor generiert werden. Der Entwurfsprozess
zur Bereitstellung von vFPGA-Designs, die an beliebigen vFPGA-Positionen instanziiert und ausgelesen
werden können, wird in Abschnitt 6.1.4.7 erläutert.
5.1.4 Beschreibung einer FPGA-Ressource als RCFG-Datei
Zur Bereitstellung der nutzerspezifischen FPGA-Ressourcen innerhalb der unterschiedlichen Servicemo-
delle ist eine zusätzliche Beschreibung des gewünschten Systems beziehungsweise der vFPGAs erfor-
derlich. Diese Beschreibung der FPGA-Ressourcen mit Informationen über den Aufbau des Systems
wird im Folgenden als Reconfigurable (Device) Configuration (RCFG) bezeichnet. Da bei der Beschrei-
bung einer vFPGA-Instanz in der Regel eine VM auf dem Host involviert ist (siehe Abschnitt 4.3.7), ori-
entiert sich die Beschreibung an derjenigen der VMs1. Die Beschreibung der Ressourcen innerhalb der
RCFG erfolgt aus zwei Gründen: Zum einen werden die Ressourcen, FPGAs oder vFPGAs entsprechend
des gewählten Servicemodells von der Ressourcenverwaltung dem Nutzer zugeordnet, zum anderen
werden die Einträge im Host-Hypervisor und ebenso innerhalb des FPGA-Hypervisors angelegt.
Da in Abhängigkeit der verschiedenen Servicemodelle unterschiedliche RCFGs erforderlich sind, werden
diese im Folgenden skizziert und entsprechend erläutert. Listing 5.1 zeigt eine exemplarische RCFG,
welche im Modell RSaaS service=’rs’ einen vollständigen physischen FPGA beschreibt, der als
Instanz den Namen name=’fpga0’ erhält und in der VM-Instanz vm=’vm1-hvm’ mittels Hardware-
Virtualisierung und PCI-Passthrough an einer bestimmten Adresse im PCI-Baum pci=’01:00.0’ ein-
geblendet wird. Die virtuelle Netzwerkadresse wird für das System über vif=’10.0.0.43’ eige-
richtet. Für die VM muss eine eigene Konfigurationsdatei in Abhängigkeit der Virtualisierung vorlie-
gen, wobei die Einbettung der VM-Konfiguration in die RCFG für den FPGA ebenso möglich ist. Da
in diesem Modell unterschiedliche FPGAs bereitgestellt werden sollen, ist ein entsprechender Eintrag
mit dem Namen des FPGA-Boards board=’vc707’ vorhanden. Die Konfiguration des FPGAs erfolgt
mittels der JTAG-Schnittstelle config=’jtag’, wobei ein initiales Design zusätzlich angegeben ist:
design=’led.bit’. Über eine RCFG-Datei kann im Modell RSaaS nur ein FPGA mit dazugehöriger
VM allokiert werden, da das angeforderte System ansonsten zu komplex werden kann und eine Abbil-
dung auf die physischen Hardwareressourcen nicht zwangsläufig möglich ist.
1Die Basis für die vFPGA Konfigurationsdatei bildet eine Systembeschreibung, wie sie unter anderem durch den Xen-Hypervisor
nach [Pic09, S. 122] genutzt wird.
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Listings 5.1: Beispiel einer RCFG für einen vollständigen FPGA im Modell RSaaS.
service = ’rs’ #Service Model RSaaS
name = ’fpga0’ #FPGA-Instance Name
vm = ’vm1-hvm’ #VM-Instance Name
board = ’vc707’ #FPGA-Board
vif = ’ip=10.0.0.43’ #FPGA-IP
vpci = ’01:00.0’ #PCI Node in VM-Instance
design = ’led.bit’ #Initial Design
config = ’jtag’ #Configuration Method
Komplexer wird die Beschreibung der vFPGAs im Modell RAaaS service=ra, wie in Listing 5.2 ge-
zeigt. Zusätzlich zu den bereits bekannten Parametern werden in diesem Beispiel über vfpga=[2]
zwei vFPGAs mit unterschiedlicher Anzahl von vFPGA-Slots size=[2, 1] allokiert, wobei beide an
dieselbe VM vm=[’vm1-pvm’] durchgereicht werden. Die Anzahl der Frontend-Interfaces wird über
frontends = [2, 1] für jeden vFPGA festgelegt werden, wobei die Anzahl kleiner oder gleich der
Anzahl der vFPGA-Slots sein muss. An dieser Stelle muss die Cloud-Verwaltung versuchen, das ge-
wünschte virtuelle System auf ein physisches System abzubilden, wobei im Modell RAaaS zusätzlich
die Position des vFPGAs auf dem physischen FPGA durch das Feld loc=[0,2] angegeben werden
kann. Über debug=[’csp’] wird in dem Modell RAaaS der Ressourcenverwaltung mitgeteilt, welche
Debug- / Tracing-Schnittstelle zusätzlich zu instanziieren ist. Die Kapazität des externen DDR-Speichers
kann ebenso angegeben werden (memory=[2000,1000]), wie auch der gewünschte Zustand der
vFPGAs boot=[’paused’]. Die Position der Werte innerhalb der Listen, wie beispielsweise size,
loc, vif oder design, ist entscheidet für die Zuordnung der Einträge untereinander. Ist des Weiteren
in einer Liste wie zum Beispiel key nur ein Eintrag vorhanden, wird dieser für alle vFPGAs gleicher-
maßen übernommen. Ist keine eindeutige Zuordnung möglich oder ist diese nicht zulässig, wird eine
Fehlermeldung ausgegeben.
Listings 5.2: Beispiel einer RCFG für einen vFPGA im Modell RAaaS.
service = ’ra’ #Service Model RAaaS
name = [’vfpga-bsmc’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name
vfpga = [2] #Number of vFPGAs
size = [2, 1] #vFPGA-Slots
frontends = [2, 1] #Frontend-Interfaces
loc = [0,2] #vFPGA location on physical device
memory = [2000,1000] #DDR-Memory Size in MByte
vif = [’ip=10.0.0.42’,’ip=10.0.0.43’] #vFPGA-IPs
debug = [’csp’] #Instantiate ChipScope Server in Dom0
key = [’AAAABC1yc2 ... BuaY74HNE’] #User AES-Key for vFPGA authentication
boot= [’paused’] #Initial vFPGA-State
design = [’bsmc-large.bit’,’bsmc-small.bit’] #Initial Design
Anhand der vorhandenen Daten erfolgt durch die Cloud-Verwaltung die Auswahl eines FPGAs, welcher
die entsprechenden Kriterien erfüllt. Sind die Forderungen nicht auf das physische System abbildbar,
muss das System eine entsprechende Fehlermeldung generieren. Der vFPGA kann beispielsweise nicht
größer sein als ein physischer FPGA, und an eine VM können nicht mehr physische FPGAs direkt durch-
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gereicht werden, als sich im Knoten befinden2. Die RCFGs werden von der Cloud-Verwaltung nach der
Überprüfung direkt vom Host-Hypervisor an den FPGA-Hypervisor übergeben, und die entsprechenden
Daten werden in den GCS (siehe Abbildung 4.7) eingetragen.
Im Modell BAaaS hat der eigentliche Nutzer keine Kenntnis von den vFPGA-Ressourcen und die RCFG-
Datei, welche zusammen mit allen erforderlichen vFPGA-Images in der vRAI hinterlegt wird, ist deutlich
einfacher. Wie in Listing 5.3 gezeigt, sind beispielsweise keine Positionen der vFPGA-Slots (loc) oder
Informationen zur Debug- / Tracing-Schnittstelle (debug) erforderlich.
Listings 5.3: Beispiel einer RCFG für einen vFPGA im Modell BAaaS.
service = ’ba’ #Service Model BAaaS
name = [’vfpga-kmeans’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name
vfpga = [1] #Number of vFPGAs
size = [4] #vFPGA-Slots
frontends = [2] #Frontend-Interfaces
memory = [4000] #DDR-Memory Size
vif = [’ip=10.0.0.151’] #vFPGA-IP
key = [’AAAABC1yc2 ... BuaY74HNE’] #User AES-Key
boot= [’booting’] #Initial vFPGA-State
design = [’kmeans-quad.vrai’] #Initial Design
Die RCFGs müssen von der Ressourcenverwaltung in Hinblick auf die Rechte der Nutzer innerhalb des
Servicemodells überprüft werden, bevor zunächst die globale Allokation der passenden Ressource er-
folgt und dem Nutzer zugewiesen wird. Die konkrete Verarbeitung des Inhaltes geschieht anschließend
innerhalb der Dom0 des zugewiesenen Knotens. Die Auswertung der RCFG und der Aufbau größerer
und speziellerer FPGA-Anordnungen in Anlehnung an die Motivation in Abschnitt 3.2.1 wird für unter-
schiedliche Szenarien nachfolgend in Abschnitt 5.3 diskutiert.
5.1.5 Erweiterung des Entwurfsprozesses für das Modell BAaaS
Die auf dem in Abschnitt 5.1.2 innerhalb des Servicemodells RAaaS beschriebenen Weg erzeugten
vFPGA-Images müssen für den produktiven Einsatz im Modell BAaaS zunächst für unterschiedliche,
möglichst homogene vFPGA-Slots generiert werden. Aufgrund der Abhängigkeit von den FPGA-Herstel-
lern wird dieser Aspekt im Rahmen der prototypischen RC2F-Virtualisierung nachfolgend in Kapitel 6 ge-
nauer betrachtet. Um die vFPGA-Designs auf FPGAs mit unterschiedlichen Nutzern einzusetzen, muss
des Weiteren sichergestellt werden, dass innerhalb der vFPGA-Images die Bereiche mit denen der vor-
gesehenen vFPGA-Slots übereinstimmen und weder die RC2F-Infrastruktur im statischen Bereich noch
andere vFPGAs beschädigt werden können.
Nach einer Analyse des vFPGA-Images auf zulässige vFPGA-Slots werden weitere Kontextinformatio-
nen, wie zum Beispiel die ID des entsprechenden Frontends sowie die genutzten vFPGA-Slots, am
Anfang des vFPGA-Images als zusätzliche Kommentarzeile hinzugefügt. Anschließend werden sämtli-
che Informationen mit dem geheimen Schlüssel des Cloud-Anbieters von diesem signiert und in einer
Beschleuniger-Datenbank bereitgestellt. Eine Verifikation der Signatur ist vor jeder Rekonfiguration des
2Durch weiterführende Virtualisierung und Abstraktionsschichten kann ebenfalls dieses Problem gelöst werden, was allerdings
aufgrund der Einbußen in Datenrate und Latenz beim Einsatz der FPGAs als Hardwarebeschleuniger eine weitere Herausfor-
derung darstellt.
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FPGAs innerhalb des Host-Hypervisors notwendig, um Schäden am System und an den vFPGAs an-
derer Nutzer zu vermeiden und damit die Sicherheit zu erhöhen. Die signierten vFPGA-Images können
zusammen mit der erforderlichen Softwareanwendung für den Einsatz als vRAI, wie nachfolgend in Ab-
schnitt 5.1.6 gezeigt, zusammengefasst und innerhalb des produktiven Dienstes BAaaS weiteren Nut-
zern zur Verfügung gestellt werden. Die Nutzer können so ihren Cloud-Dienst auf die Spezialhardware
auslagern, ohne Kenntnis von den FPGAs im Hintergrund zu haben.
Für das Modell BAaaS stellt die Erzeugung von vFPGA-Images, welche innerhalb beliebiger vFPGA-
Slots eingesetzt werden können, einen wesentlichen Aspekt dar. Besonders anspruchsvoll ist das Wie-
derherstellen eines vFPGA-Images innerhalb eines anderen vFPGA-Slots, da in diesem Fall sämtliche
Komponenten an exakt den gleichen relativen Positionen innerhalb der homogenen vFPGA-Slots ange-
siedelt sein müssen. Dieses kann mittels Module Relocation (siehe Abschnitt 2.1.4.3) erfolgen, indem
die Frameadressen innerhalb der vFPGA-Images modifiziert werden. Die vFPGA-Images können dann
aufgrund der homogenen vFPGA-Slots durch einfaches Verschieben an unterschiedlichen vFPGA-Slots
instanziiert werden. Für den Sonderfall, dass zusätzlich statische Leitungen innerhalb der vFPGA-Slots
vorliegen, ist ein wiederholtes Verdrahten der Leitungen für die unterschiedlichen vFPGA-Slots erforder-
lich. Die höhere Laufzeit für die dafür erforderlichen Entwurfsläufe ist vertretbar, da die entstehenden
vFPGA-Images mehrfach eingesetzt werden können und somit eine relativ lange Lebensspanne besit-
zen. Sämtliche erzeugten vFPGA-Images, welche erforderlich sind, um eine vFPGA-Instanz innerhalb
beliebiger vFPGA-Slots zu instanziieren, werden in ein vRAI-Paket gekapselt, welches nachfolgend in
Abschnitt 5.1.6 vorgestellt wird.
Die Migration einer vFPGA-Instanz erfolgt, wie bereits in Abschnitt 4.3.5 erläutert, ohne Eingriff in das
eigentliche Hardwaredesign und ist fast ausschließlich Aufgabe der Software. Es sind somit keine zu-
sätzlichen Hardwareressourcen innerhalb der vFPGAs erforderlich, welche einen Eingriff in die Nutzerde-
signs darstellen und neben der Erhöhung der benötigten Menge an Ressourcen auch das Zeitverhalten
der vFPGA-Images negativ beeinflussen würden. Das vollständige Auslesen einer kompletten vFPGA-
Instanz ist ebenso über die Konfigurationsinfrastruktur des FPGAs möglich, sodass keine zusätzlichen
Ressourcen auf dem FPGA beansprucht werden. Damit wird auch die Migration vollständig auf den
Host-Hypervisor ausgelagert, der, wie bereits in Abschnitt 4.4.2 gezeigt, die Zustände von VM / vFPGA
administriert.
Werden die verschiedenen vFPGA-Images nicht durch Module Relocation erzeugt, befinden sich Regis-
ter oder Speicher an unterschiedlichen physischen Positionen innerhalb der vFPGA-Slots und ein Aus-
lesen und Wiederherstellen eines Kontextes an unterschiedlichen vFPGA-Slots ist nicht ohne Weiteres
möglich. Um dennoch eine Migration zu ermöglichen, ist die Abbildung von Quell- auf Ziel-Bitstream er-
forderlich. Dazu werden sämtliche Informationen der Komponenten innerhalb aller vFPGA-Slots in einer
Datenbank gespeichert und im Fall einer Migration entsprechend übertragen. Ein solcher Ansatz hat den
Nachteil, dass unter Umständen große Datenmengen anfallen und ebenso ein zusätzlicher Rechenauf-
wand für die Migration erforderlich ist.
5.1.6 Kapselung vollständiger Beschleuniger-Umgebungen in vRAI-Pakete
Sämtliche für die Ausführung von Beschleunigern innerhalb des Modells BAaaS erforderlichen Dateien
werden in Virtual Reconfigurable Acceleration Image (vRAI) als Pakete gebündelt, um sie als vollständig
gekapselte Beschleuniger an die Entwickler eines Cloud-Dienstes auf den höheren Ebenen zu überge-
ben. Aus Sicht der Anbieter eines Dienstes besteht dabei die Anforderung, eine Anfrage in Form eines
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Funktionsaufrufes möglichst kompakt, sicher oder energieeffizient abzuarbeiten, ohne dabei Kenntnis
von der physischen Hardware im Hintergrund zu besitzen.
Um einen Beschleuniger aus einer VM heraus zu allokieren und auszuführen, sind mehrere Bestandteile
innerhalb des vRAI-Paketes (siehe Abbildung 5.2) erforderlich:
• Die erforderlichen vFPGA-Images für alle möglichen vFPGA-Slots mit zusätzlicher Kennzeichnung
der FAR (siehe Abschnitt 2.1.4.3) zur Verifikation des zu rekonfigurierenden Bereiches (vFPGA-Slot).
• Die RCFG-Datei zur Beschreibung des erforderlichen vFPGAs, wie er für das vFPGA-Image not-
wendig ist (siehe Abschnitt 5.1.4).
• Die Host-Anwendung zur Initialisierung und Interaktion mit der vFPGA-Instanz, welche direkt in
den auszulagernden Dienst des Nutzers eingebettet wird (siehe Abschnitt 5.1.3).
• Optional (bei statischen Leitungen): VCBM zum Auslesen der relevanten Bits innerhalb der vFPGA-
Instanzen, welche den aktuellen Zustand (Kontext) kennzeichnen.
Eine vRAI selbst kann von Entwicklern in einen eigenen Dienst über die in der Host-Anwendung inner-
halb der vRAI definierten Funktion eingebunden werden. Sämtliche Arbeitsschritte von der Allokation der
Ressourcen über die Konfiguration der vFPGAs bis hin zur Initialisierung und eigentlichen Ausführung
der vFPGA-Instanz wird von der Host-Anwendung innerhalb des Paketes übernommen.
Um die Validierung der Regionen innerhalb des Host-Hypervisors zu optimieren, werden die partiellen
vFPGA-Images innerhalb der vRAI-Pakete zusätzlich mit den IDs und den FAR-Adressen der vFPGA-Slots
versehen. Diese zusätzliche Kontrolle der Positionen verringert das Risiko, den falschen vFPGA-Slot
zu konfigurieren. Des Weiteren enthalten die vRAIs die für die Migration erforderlichen Masken zum
Auslesen und Wiederherstellen des Zustandes (Kontextes) für den Sonderfall, dass die vFPGA-Slots
statische Leitungen enthalten, welche innerhalb der unterschiedlichen vFPGA-Images für verschiedene
















Abbildung 5.2: Virtual Reconfigurable Acceleration Image (vRAI)-Paket mit sämtlichen zum Ausführen einer vFPGA-
Instanz erforderlichen Dateien wie vFPGA-Image, RCFG, Host-Programm und optionale Masken.
Bei Ausführung einer vRAI wird zunächst eine erforderliche vFPGA-Instanz, falls diese noch nicht vom
Nutzer allokiert wurde, entsprechend der RCFG über die Ressourcenverwaltung oder indirekt über den
lokalen Host-Hypervisor angefordert. Komplexere Systemkonfigurationen sind, wie in Abschnitt 5.3 auf-
gezeigt, dabei ebenso denkbar. Anschließend wird mittels des Host-Programms über die RC2F-API der
zugewiesene vFPGA konfiguriert, wobei zunächst die vFPGA-Slots im Header des vFPGA-Images zur
Validierung ausgelesen werden. Danach erfolgt die Initialisierung des vFPGAs über den HCS innerhalb
des FPGA-Hypervisors, bevor ein fester Programmablauf oder auch eine interaktive Ausführung erfolgen
kann.
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5.1.7 Einsatz der vFPGAs und vRAIs für sicherheitsrelevante Anwendungen
Auf Basis der vFPGAs und der vRAIs können durch eine zusätzliche Verschlüsselung die vRAI-Pakete
für sicherheitskritische Anwendungen eingesetzt werden. Dabei ist zu bedenken, dass hierbei, wie be-
reits in Abschnitt 4.4.8 erläutert, unter Umständen eine Trusted Authority mit einbezogen werden soll-
te, um die Authentizität der initialen statischen RC2F-Infrastruktur zu überprüfen. Ebenso muss die TA
das verschlüsselte vFPGA-Image entsprechend in einer vertrauenswürdigen Umgebung innerhalb des
Host- / FPGA-Hypervisors auf Konformität mit der statischen RC2F-Infrastruktur und den vFPGA-Slots
überprüfen. Ein Zugriff auf das vFPGA-Image ermöglicht insbesondere die erforderliche Analyse der zu
rekonfigurierenden vFPGA-Slots, wie sie bei statischen Leitungen innerhalb der vFPGA-Slots erforderlich
ist. Die Arbeit mit verschlüsselten vFPGA-Images oder vFPGA-Instanzen ist folglich nur möglich, wenn
entweder eine TA involviert ist oder die erforderlichen vFPGA-Slots komplett von statischen Leitungen
freigehalten werden können.
Für eine größtmögliche Sicherheit muss nicht zwangsläufig auf die FPGA-Virtualisierung innerhalb des
Dienstes BAaaS verzichtet werden. Wird nur ein einziger großer vFPGA auf dem physischen FPGA
instanziiert, oder gehören alle vFPGAs zum selben Nutzer, dann können die vFPGAs für sicherheitskri-
tische Anwendungen eingesetzt werden. Um dem Nutzer des Weiteren eine exklusive Umgebung be-
reitstellen zu können, in der keine anderen Nutzer involviert sind, können ebenfalls die Dienste RSaaS
und RAaaS angeboten werden. Wird RAaaS genutzt, ist zwangsläufig eine Konfiguration des gesamten
FPGAs durch den Nutzer erforderlich.
5.2 Erweiterung einer System-Architektur zur Verwaltung von
virtualisierten FPGAs
Der prinzipielle Aufbau des vollständigen Systems zur Integration von vFPGAs in eine Cloud wurde in
seinen Grundzügen bereits in Abschnitt 3.3.2 aufgezeigt. Im folgenden Abschnitt 5.2.1 wird an einem
Entwurf ausgewählter FPGA-spezifischer Komponenten der RC3E-Architektur gezeigt, welche Kompo-
nenten in einer Cloud-Verwaltung entsprechend angepasst beziehungsweise ergänzt werden müssen.
Eine hierarchische Aufteilung der Ressourcenverwaltung wird in Abschnitt 5.2.2 skizziert. Abschnitt 5.2.3
widmet sich nochmals der Rolle des Host-Hypervisors, nachdem die wesentlichen Aufgaben und zeitli-
chen Abläufe skizziert wurden. Wie eine Zuordnung möglichst effizient mit einer Aufteilung der Arbeits-
last auf die Hirarchieebenen erfolgen kann, wird schließlich in Abschnitt 5.2.4 diskutiert.
5.2.1 Aufbau und Verwaltungsebenen
Die grundlegende Systemarchitektur der rekonfigurierbaren Cloud-Verwaltung RC3E orientiert sich an
den in Abschnitt 2.3.2 und Abschnitt A.3.1 gezeigten Komponenten sowie den etablierten Verwaltungs-
systemen OpenNebula [Ope16a] oder OpenStack [Ope16d]. Die wesentliche Besonderheit der zu ent-
wickelnden Architektur stellt die Kopplung von VM und virtueller Hardwareressource – dem vFPGA – dar,
welcher, anders als in typischen Architekturen, eine feingranulare Sicht auf die Ressourcen erfordert.
Abbildung 5.3 zeigt den Aufbau einer Cloud-Verwaltung mit den typischen Elementen, angepasst für
das angestrebte RC3E-System zur Evaluation der Einbettung von FPGAs in eine Cloud, wie es be-
reits von Knodel et al. in [KLS16] beschrieben wurde. Für die Integration von vFPGAs sind Lastvertei-
lung und Scheduling auf der Cloud-Verwaltung und eine erweiterte lokale Verwaltungsebene (Lokale
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Abbildung 5.3: Architektur des Cloud-Ressourcenverwaltung RC3E zur Evaluation der Einbettung von FPGAs in eine
Cloud-Architektur.
Knoten-Verwaltung) innerhalb der Dom0 auf dem Rechenknoten sowie dessen erweiterter RC2F Host-
Hypervisor (siehe Definition 3.7) zur Integration der FPGAs von Bedeutung. Die VMs für die Nutzer wer-
den über einen klassischen System-Hypervisor (siehe Definition 3.6), wie beispielsweise XEN (siehe
auch Abschnitt 2.2.3.1) bereitgestellt. Die Ressourcenverwaltung RC3E ist eine typische Drei-Schichten-
Architektur (3-Tier-Architektur) mit einer Trennung von Client-System, Cloud-Verwaltungsebene und un-
tergeordneten Rechenknoten, welche die eigentlichen Aufgaben abarbeiten. Die Systeme bauen dabei
auf ein gemeinsames Dateisystem für VM- und vFPGA-Images beziehungsweise komplette Beschleu-
niger in Form von vRAIs sowie Datenbanken zur Verwaltung des Systems und der Ressourcen auf. Die
für eine Integration von FPGAs erforderlichen beziehungsweise anzupassenden Komponenten sind:
Cloud-Verwaltung: Auf oberster Verwaltungsebene der Cloud bilden die Etablierung der unterschied-
lichen Servicemodelle aus Abschnitt 3.1.2 und das Durchreichen an die ausführenden Knoten die
wesentliche Erweiterung, zusammen mit einer Lastverteilung und einem Monitoringsystem für
die vFPGAs. Das System sollte möglichst an die unterschiedlichen in Abschnitt 3.1.2 vorgestell-
ten Servicemodelle anpassbar sein und die speziellen Sicherheitsebenen in Bezug auf die FPGAs
durchsetzen, welche für die jeweiligen Servicemodelle definiert wurden.
Lastverteilung und Scheduling: Die eingehenden Anfragen, Arbeitspakete oder Systemallokationen
werden an die verfügbaren Knoten weitergereicht. Dazu ist eine Lastverteilung erforderlich, die
Zugriff auf die relevanten Daten zur Auslastung und Verfügbarkeit der einzelnen vFPGAs hat. Der
Aufwand der Zuteilung eines vFPGAs zu einem konkreten vFPGA-Slot auf dem physischen FPGA
sollte möglichst an den eigentlichen Rechenknoten delegiert werden, um die Arbeitslast der Cloud-
Verwaltungsebene innerhalb der Cloud-Architektur besser zu verteilen. Das dynamische Hinzufü-
gen von weiteren Rechenknoten und Ressourcen zu den Nutzer-Ressourcen wird ebenfalls zentral
von dieser Ebene in Form des Load Schedulers gesteuert (siehe Abschnitt 5.2.4), um der Anforde-
rung einer elastischen Cloud möglichst gerecht zu werden.
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Lokale Knoten-Verwaltung: Der Knoten ist zuständig für die feingranularen Aufgaben der Verwaltung
und ordnet die vFPGAs den konkreten Bereichen auf dem FPGA und den eigentlichen VMs zu. Der
interne Aufbau basiert auf dem Konzept der FPGA-Virtualisierung RC2F, welche in Abschnitt 4.4
eingeführt wurde. Die enge Kopplung zwischen Host- und FPGA-Hypervisor erfolgt dabei wie in
Abschnitt 4.4.1.2 beschrieben, wobei der RC2F Host-Hypervisor des Weiteren die Aufgabe über-
nehmen muss, die einzelnen vFPGAs für die Ressourcenverwaltung zu überwachen.
Die notwendige Interaktion zwischen den Komponenten bei unterschiedlichen FPGA-spezifischen Sze-
narien wird im folgenden Abschnitt näher betrachtet.
5.2.2 Hierarchische Verteilung der Anfragen auf die verfügbaren Ressourcen
Die Cloud-Ressourcenverwaltung RC3E hat die Aufgabe, die vom Nutzer beschriebenen Ressourcen be-
reitzustellen, wobei die aktuelle Systemauslastung bekannt sein muss. Im ersten Schritt muss lediglich
ein verfügbarer Rechenknoten identifiziert werden, welcher den Anforderungen genügt, also vFPGAs in
ausreichender Zahl und insbesondere Größe bereitstellt. Um in möglichst kurzer Zeit eine entsprechen-
de VM zu starten, muss die Entscheidung so schnell wie möglichst getroffen werden.
Steht der Rechenknoten fest, kann nach Starten der VM der entsprechende vFPGA vom lokalen Host-
Hypervisor mit der entsprechenden zugrundeliegenden RCFG (siehe Abschnitt 5.1.4) vorbereitet werden.
Diese Vorbereitung umfasst im Wesentlichen die konkrete Zuordnung eines vFPGAs zu den vFPGA-Slots
auf einem physischen FPGA. Die Zuordnung erfolgt demnach in zwei Schritten, um nicht alle Entschei-
dungen innerhalb der Cloud-Verwaltung zu treffen, sondern die Details auf den Rechenknoten mit den
Ressourcen auszulagern. Die Aufgaben, Abläufe und involvierten Ebenen der Cloud sowie der spezi-
ellen Teilkomponenten werden in Abbildung 5.4 für die drei Szenarien (I) der Allokation einer vFPGA-
Ressource mit VM, (II) dem Starten eines vRAI-Paketes und (III) der Freigabe einer vFPGA-Ressource
veranschaulicht. Die Ebenen der 3-Tier-Architektur sind dabei (A) der Cloud-Verwaltungsknoten, (B) der
Rechenknoten mit einer (freien) vFPGA-Ressource und (C) der physischen FPGA-Ressource in diesem
Rechenknoten. Anhand dieser drei nachfolgend erläuterten Szenarien werden die wesentlichen Schritte,
welche den Lebenszyklus eines vFPGAs in der Cloud abdecken, skizziert:
(I) Allokation einer vFPGA-Ressource mit VM: Ausgehend von der Anfrage, welche auf der obers-
ten Ebene im Cloud Verwaltungsknoten (A) eingeht, wird zunächst aufgrund einer grobgranula-
ren Systemauslastung (CPU und FPGA) ein Rechenknoten mit ausreichenden freien Ressourcen
in ausreichender Größe (B) ermittelt. Nach einer unverbindlichen Reservierung in der globalen
Datenbank (A) erfolgt eine Zuordnung innerhalb des Rechenknotens (B) auf Basis der RCFG für
die vFPGA-Instanz (siehe Abschnitt 5.1.4). Nach erfolgreicher Zuordnung erfolgt der bindende Ein-
trag in der Datenbank, und sowohl VM als auch vFPGA werden gestartet. Innerhalb der lokalen
Knoten-Verwaltung und dem RC2F Host-Hypervisor werden die erforderlichen Kommunikations-
kanäle zum vFPGA an die VM entsprechend Abschnitt 4.4.6 durchgereicht und die Initialisierung
des vFPGAs kann über den Konfigurationsspeicher des FPGA-Hypervisors (HCS) erfolgen, ebenso
wie die Rekonfiguration der vFPGA-Slots (C).
(II) Starten eines vRAI-Paketes: Das in Abbildung 5.4 skizzierte Starten eines vRAI-Pakets kann direkt
aus einer VM erfolgen, wobei in der skizzierten Sequenz bereits ein vFPGA allokiert wurde. Über
die Anwendung des Nutzers innerhalb einer VM (B) kann der vFPGA mit einem vFPGA-Image für
die entsprechenden vFPGA-Slots konfiguriert werden, und die Interaktion über Datenkanäle und
den Konfigurationsspeicher des vFPGAs (vCS) kann erfolgen (C).
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Allocation eines vFPGAs mit VM
Starten eines vRAI Paketes








































































(I) Allokatio  iner vFPGA-Ressource mit VM
(II) Starte  eines vRAI-Paketes
(III) Freigabe einer vFPGA-Ressource
Abbildung 5.4: Sequenzdiagramm mit Interaktion der Ebenen im RC3E-System über Cloud-Verwaltungsknoten,
dem Rechenknoten mit einer (freien) vFPGA-Ressource bis hin zum physischen FPGA für drei ex-
emplarische Szenarien.
(III) Freigabe einer vFPGA-Ressource: Bei der Freigabe eines vFPGAs, welche ebenfalls über die VM
möglich ist (B), wird der vFPGA zunächst über den FPGA-Hypervisor gestoppt (C), die Kanäle zwi-
schen vFPGA und VM innerhalb des RC2F Host-Hypervisors werden entfernt (B) und der vFPGA
wird mit seinem vFPGA-Image für die entsprechende Region physisch gelöscht (C), damit Nutzer-
daten nicht durch den nächsten Nutzer ausgelesen werden können. Anschließend wird die neue
Zuordnung der Ressourcen des Nutzers an die zentrale Cloud-Verwaltung übermittelt (A).
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Die Zuteilung von vFPGAs zu den entsprechenden physischen Hardwareressourcen und vFPGA-Slots
stellt ein typisches Scheduling-Problem dar, wie es auch neben der Informatik in vielen anderen Berei-
chen wie beispielsweise in der Betriebswirtschaftslehre auftritt. In [Bru01] werden unterschiedlichste
Algorithmen vorgestellt, welche zum Teil eine NP-vollständige Komplexität [GJ79] besitzen. Beispie-
le sind das Scheduling von Prozessen im Betriebssystem, aber auch zur Planung von Transaktionen
in Datenbankverwaltungssystemen. Das hier angesprochene Scheduling ist vergleichbar mit dem Job-
Scheduling, wie es in großen IT-Systemen beispielsweise bei der Abarbeitung von Batchjobs [Bru+98]
oder auch innerhalb von Cloud-Systemen eingesetzt wird [BC11]. Die Voraussetzungen für ein Schedu-
ling von vFPGA-Ressourcen werden in Abschnitt 5.2.4 näher betrachtet.
5.2.3 Erweiterung des Host-Hypervisors innerhalb der Rechenknoten
Die Rolle des Hypervisors innerhalb der Rechenknoten sowie der FPGAs wird in Abschnitt 4.3.7 als Ent-
wurfsraum aufgezeigt. Dieser Abschnitt geht konkret auf die Aufgaben ein, welche bei der Diskussion
des Entwurfsraums sowie im vorherigen Abschnitt vom Ablauf her skizziert wurden:
• Verwaltung der lokalen Ressourcen hinsichtlich deren Auslastung, Größe sowie konkreter Zuord-
nung zum Nutzer.
• Starten der VM und Konfiguration der FPGAs in Abhängigkeit vom Servicemodell:
– vFPGA-Konfiguration auf zulässige FPGA-Slots validieren und über den FPGA-Hypervisor
durchführen,
– Einrichten der Kommunikationskanäle zwischen VMs und vFPGAs (Abschnitt 4.4.6) und
– Konfigurationsspeicher (HCS) des FPGA-Hypervisors entsprechend der Daten aus der RCFG-
Datei ergänzen (Abschnitt 5.1.4).
• Administrieren der Zustände von sowohl VM als auch vFPGA-Instanzen.
• Validieren und Weiterleiten der Befehle von der VM (RC2F-API) an den vFPGA.
• Stoppen der Ressourcen:
– Signale zum Stoppen an sowohl die VM als auch den vFPGA senden,
– Entfernen der Kommunikationskanäle zwischen VMs und vFPGAs,
– Konfigurationsspeicher des FPGA-Hypervisors (HCS) zurücksetzen und
– vFPGA-Region vollständig entfernen (leere partielle vFPGA-Konfiguration).
• Zusätzliche Schritte für ein Anhalten oder Migrieren der vFPGA-Instanz:
– Kontrolliertes Anhalten der Datentransfers (FIFO-Interfaces) über die RC2F-API und den FPGA-
Hypervisor,
– Auslesen des vollständigen FPGA-Kontextes mit entsprechendem DDR-Speicherbereich auf
dem FPGA-Board und
– Stoppen von sowohl vFPGA als auch VM.
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5.2.4 Auslastung der vFPGAs im adaptiven elastischen Scheduling
In einer Cloud-Architektur, wie sie in Abschnitt 2.3 beschrieben wird, stellt die Elastizität ein wesentli-
ches Kriterium dar. Wenn zusätzlich die FPGA-Ressourcen sowohl horizontal als auch vertikal skaliert
werden können (siehe Abschnitt 2.3.2.2), stellt dies besondere Herausforderungen an ein Scheduling.
Insbesondere bei größeren Mengen von Ressourcen und potentiell zahlreichen Endnutzern von Diens-
ten, deren genaue Anzahl nicht vorhersehbar ist, ist Elastizität notwendig, um eine effiziente Auslastung
des Systems zu erreichen.
Die Zuteilung der Ressourcen erfolgt dabei mittels Scheduling, wobei es notwendig ist, möglichst
schnell eine Entscheidung zu treffen, um trotz der unterschiedlichen Ressourcen innerhalb eines Kno-
tens ein SLA (siehe Abschnitt 2.3.2.3) einhalten zu können. Das Scheduling hat daher nicht das Ziel, eine
optimale Zuordnung zu finden, sondern lediglich die Ressourcen annähernd optimal auszulasten. In der
Arbeit von Proaño et al. [PCC16] werden die Arbeitspakete für die FPGAs einfach auf die kompletten
FPGAs verteilt, wobei durch vorher bekannte Laufzeiten das Scheduling einen anderen Schwerpunkt
aufweist. Andere Arbeiten mit virtualisierten FPGAs, wie [Che+14; Wee+15], nutzen, wenn sie sich mit
der Ressourcenverteilung beschäftigen, nur vFPGAs identischer Größe.
Um vFPGAs unterschiedlicher Größe möglichst effizient einem physischen System zuordnen zu können,
muss die Ressourcenzuteilung in zwei Stufen durchgeführt werden. In der ersten Stufe wird dabei ein
Rechenknoten mit ausreichenden freien Ressourcen ausgewählt, in der zweiten Stufe schließlich wird

























Abbildung 5.5: Berechnung der Auslastung für einen physischen FPGA mit 4 vFPGAs für unterschiedliche Belegun-
gen.
Eine weiterer zu beachtender Aspekt besteht in dem Umstand, dass über einen längeren Zeitraum
eine interne Fragmentierung des physischen FPGAs durch die vFPGAs entstehen kann, ähnlich wie
bei der Speicherverwaltung3 aus dem Bereich der Betriebssysteme [TB14]. Um diese Fragmentierung
in eine einfach zu verarbeitende Größe zu überführen, ist für das angestrebte Scheduling neben der
Auslastung die Anzahl benachbarter freier vFPGA-Slots als Parameter erforderlich. Abbildung 5.5 zeigt
ein Beispiel eines Systems mit zwei FPGAs pro Rechenknoten, die wiederum je vier vFPGAs aufnehmen
können. Des Weiteren zeigt die Abbildung die beiden Parameter für die Auslastung der FPGAs innerhalb
3Die relevanten Techniken aus dem Bereich der Speicherverwaltung sind hierbei Multiprogramming with a Fixed number of
Tasks (MFT), beziehungsweise Multiprogramming with a Variable number of Tasks (MVT) [TB14].
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des Rechenknotens, sowie die maximale Anzahl benachbarter freier vFPGA-Slots. Da die Parameter
Auskunft über die Belegung des kompletten Rechenknotens geben, ist eine Entscheidung für einen
Knoten im Scheduling auf oberster Ebene der Cloud-Verwaltung möglich, ohne die genauen vFPGA-
Slots und deren Belegungen innerhalb der FPGAs zu kennen.
Für ein entsprechendes Scheduling kann ein Algorithmus dienen, der innerhalb der Cloud-Verwaltung die
Liste der verfügbaren vFPGAs durchsucht, wobei das Ziel in einer möglichst hohen Auslastung besteht.
Die Entscheidung erfolgt auf Basis der zuvor eingeführten Kennzahl zur Beschreibung der Auslastung
und der benachbarten freien vFPGA-Slots innerhalb eines Rechenknotens. Die für die Entscheidung
erforderlichen Daten liegen in der Datenbank der Cloud-Verwaltung, und der Zugriff auf die detaillier-
te Platzierung der vFPGAs innerhalb des Rechenknotens ist nicht erforderlich. Die Auslastung sowie
der größtmögliche vFPGA sollen dabei auf möglichst einfache Weise beschrieben werden. Die spätere
konkrete Platzierung der vFPGAs erfolgt über den Host-Hypervisor des Rechenknotens, welcher den
physischen FPGA enthält.
5.3 Aufbau einer Umgebung aus virtuellen Komponenten für
unterschiedliche Szenarien
In diesem Abschnitt werden die bisherigen Erkenntnisse und Konzepte genutzt, um die Beschreibung
einer virtuellen Systemarchitektur auf Basis des in Abschnitt 5.1 gezeigten Entwurfsprozesses innerhalb
der in Abschnitt 5.2 aufgezeigten Cloud-Verwaltung zu ermöglichen und einordnen zu können. Dazu
wird zunächst im Folgenden in Abschnitt 5.3.1 aufgezeigt, wie eine virtuelle Systemarchitektur auf die
zugrundeliegende physische Systemarchitektur der Cloud übertragen werden kann. Anschließend wird
für drei exemplarische Anwendungsszenarien die Beschreibung der virtuellen Architekturen zum Aufbau
unterschiedlicher Systeme in den Abschnitten 5.3.2, 5.3.3 und 5.3.4 veranschaulicht.
5.3.1 Abbildung der virtuellen Systembeschreibung auf die physische
Cloud-Architektur
Ein wichtiger Aspekt der zugrundeliegenden Motivation dieser Arbeit wird durch die in Abschnitt 3.1
und Abschnitt 3.2 gezeigte Abbildung eines virtuellen Systems auf die physischen Hardwareressourcen
verdeutlicht. Die Beschreibungen des vom Nutzer gewünschten virtuellen Systems werden in Form
der RCFG-Datei (siehe Abschnitt 5.1.4) eingelesen, analysiert und schließlich von der Cloud-Verwaltung
allokiert, entsprechend konfiguriert und initialisiert.
Für den Nutzer existieren entsprechend der drei Servicemodelle aus Abschnitt 3.1.2 unterschiedliche
Sichtweisen auf ihre Ressourcen, wobei die Modelle RAaaS und Reconfigurable Silicon as a Service
(RSaaS) immer vollständige physische FPGAs erfordern. Für das Modell Background Acceleration as a
Service (BAaaS) existiert aus Sicht der Anbieter eines Dienstes lediglich eine Funktion, welche aufge-
rufen und in Form einer vRAI ausgeführt wird (siehe Abschnitt 5.1.6). Durch die vRAI wird ebenso ein
virtuelles System aufgebaut, wobei im Gegensatz zu den Modellen RAaaS und RSaaS die effiziente
Auslastung der FPGA-Ressourcen durch unterschiedliche Nutzer im Vordergrund steht.
Das Ziel der Abbildung des virtuellen auf das physische System besteht darin, zusammengehörige
vFPGA-Allokationen möglichst auch auf demselben physischen FPGA beziehungsweise Rechenknoten
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zu instanziieren. Zu diesem Zweck wird zunächst die Anzahl der erforderlichen physischen FPGAs ermit-
telt, indem:
1. Die Liste der benötigten vFPGA-Slots size in absteigender Reihenfolge sortiert wird,
2. Eine Liste für erforderliche physische FPGAs angelegt wird,
3. Die vFPGAs auf physische FPGAs mit ausreichend freien Ressourcen (vFPGA-Slots size und
externer Speicherbedarf memory) verteilt werden und
4. Neue physische FPGAs der Liste hinzugefügt werden, sobald keine freien benachbarten vFPGA-
Slots oder externer Speicher auf den bisherigen physischen FPGAs verfügbar sind.
Das Ergebnis ist eine Zuordnung der vom Nutzer allokierten vFPGAs zu den erforderlichen physischen
FPGAs. Ist die Beschreibung innerhalb der vRAI nicht auf die verfügbare Hardware übertragbar, wird eine
entsprechende Fehlermeldung ausgegeben. Mit Hilfe der zuvor in Abschnitt 5.2.4 beschriebenen Kenn-
zahlen zur realen Systemauslastung können die benötigten vFPGAs innerhalb der Cloud-Verwaltung auf
die physische Cloud-Architektur übertragen werden. Im Folgenden wird der Aufbau der einzelnen Konfi-
gurationsdateien für drei ausgewählte Anwendungsszenarien exemplarisch skizziert:
• Hardwarebeschleuniger für Cloud-Dienste (BAaaS),
• Virtueller FPGA-Cluster (RAaaS) und
• FPGAs zur Ver- und Entschlüsselung im Datenstrom (RAaaS).
Ein spezielles Anwendungsszenario für physische FPGAs ohne Virtualisierung innerhalb des Modells
RSaaS erfolgt analog zu den aufgezeigten Szenarien.
5.3.2 Hardwarebeschleuniger (BAaaS)
Listing 5.4 zeigt eine exemplarische RCFG-Datei für die Verwendung eines vFPGAs innerhalb des Diens-
tes BAaaS als einfacher Hardwarebeschleuniger, welcher direkt einer VM zugeordnet ist. Der Schwer-
punkt liegt dabei auf der einfachen Kopplung zwischen der vFPGA-Instanz name=[’vfpga-bsmc’]
und der VM vm=[’vm1-pvm’], wie sie für eine Hintergrundbeschleunigung nach Abschnitt 2.1.2.3
üblich ist. Das Beispiel allokiert innerhalb des Modells BAaaS einen einzelnen vFPGA vfpga=[1],
bestehend aus zwei vFPGA-Slots size=[2]. Sobald die Ressource bereitsteht, wird diese mit dem er-
forderlichen vFPGA-Image für die zugewiesenen vFPGA-Slots aus der vRAI design=[’bsmc.vrai’]
konfiguriert und in den Wartezustand boot=[’idle’] versetzt. Das Starten des dazugehörigen Host-
Programms innerhalb der VM ist dabei Aufgabe des Nutzers innerhalb des übergeordneten Cloud-
Servicemodells.
Listings 5.4: RCFG-Datei für einen FPGA-basierten Hardwarebeschleuniger mit VM.
service = ’ba’ #Service Model BAaaS
name = [’vfpga-bsmc’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name
vfpga = [1] #Number of vFPGAs
size = [2] #vFPGA-Slots
memory = [4000] #DDR-Memory Size
boot= [’idle’] #Initial vFPGA-State
design = [’bsmc.vrai’] #Initial Design
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5.3.3 FPGA-Cluster (RAaaS)
Der Aufbau eines FPGA-Clusters kann für speziellere Anwendungen mit stärkerem Fokus auf der Ent-
wicklung komplexerer Systeme innerhalb des Modells RAaaS, aber auch in der Hintergrundbeschleuni-
gung BAaaS erfolgen. In Listing 5.5 wird beispielsweise der Aufbau eines FPGA-Clusters
name=[’cluster1’] innerhalb des Modells RAaaS mittels der eingeführten RC2F-Virtualisierung ge-
zeigt. Entscheidend für den Aufbau des Systems ist die Reihenfolge innerhalb der Felder vm, vfpga,
size und memory, da die Einträge untereinander entsprechend dieser Reihenfolge zugeordnet werden.
Das entsprechende System besteht dabei aus zwei VMs vm=[’vm1’,’vm2’], wobei zwei vFPGAs
an vm1 und vier vFPGAs an vm2 durchgereicht werden (vfpga=[2,4]). Die vFPGAs belegen dabei ei-
ne unterschiedliche Anzahl von vFPGA-Slots size=[6, 2]. Da keine vFPGA-Images angegeben sind,
muss die Konfiguration der vFPGAs manuell über die Cloud-Verwaltung oder die RC2F-API erfolgen.
Für den Aufbau eines komplexeren FPGA-Systems ist die Kenntnis der physischen System-Architektur
der Rechenknoten notwendig, da nicht jede Beschreibung einer virtuellen Architektur auf das physische
System abgebildet werden kann. Beispielsweise können an eine VM nur so viele vFPGAs durchgereicht
werden, wie maximal auf den physischen FPGAs des Host-Systems instanziiert werden können. Ist das
in einer RCFG-Datei beschriebene System nicht realisierbar, wird die Cloud-Verwaltung die Allokation
der entsprechenden Ressourcen mit einer Fehlermeldung abbrechen und vollständig verwerfen.
Listings 5.5: RCFG-Datei für einen FPGA-Cluster mit zwei Host-VMs und zugeordneten vFPGAs.
service = ’ra’ #Service Model RAaaS
name = [’cluster1’] #vFPGA/User Design Name
vm = [’vm1’, ’vm2’] #VM-Instance Name
vfpga = [2, 4] #Number of vFPGAs
size = [6, 2] #vFPGA-Slots
boot= [’idle’] #Initial vFPGA-State
Der Aufbau eines FPGA-Clusters, welches für spezielle Anwendungsfälle optimiert werden soll, ist unter
Umständen für das Modell RSaaS besser geeignet, da eigene Kommunikations-Schnittstellen und spe-
zielle Infrastruktur auf der bereitgestellten FPGAs realisiert werden können. Im Modell RSaaS ist aber
die FPGA-Virtualisierung RC2F optional und fällt vollständig in den Verantwortungsbereich des Nutzers.
5.3.4 Direkter Zugang über das Netzwerk (RAaaS)
Ein Anwendungsfall aus dem Bereich der sicherheitskritischen Anwendungen ist der Einsatz des FPGAs
als kryptographischer Coprozessor innerhalb des Modells RAaaS. Dadurch, dass sich in diesem Modell
lediglich ein Nutzer auf dem physischen FPGA befindet, kann ein hohes Sicherheitslevel erreicht werden,
da Einflüsse anderer Nutzer entfallen. Konkrete Anwendungen können dabei die direkte Ver- und Ent-
schlüsselung des Datenverkehrs über den FPGA als sicheren Zugangspunkt zwischen der Außenwelt
und der VM des Anwenders, aber auch eine Anonymisierung der Nutzerdaten sein. Listing 5.6 zeigt ex-
emplarisch einen entsprechenden Aufbau einer vFPGA-Konfiguration. Die Anwendung ist entsprechend
klein und erfordert lediglich einen vFPGA-Slot, welchem eine feste IP durch vif=[’ip=10.0.0.43’]
zugeordnet ist.
Wichtig bei dieser Anwendung ist der öffentliche Schlüssel innerhalb der RCFG key=[’...’], wel-
cher über Host- / FPGA-Hypervisor initialisiert wird. Die weiteren geheimen Schlüssel müssen in der
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verschlüsselten vFPGA-Instanz, wie in Abschnitt 4.4.8 diskutiert, eingebettet werden, um ein höheres
Sicherheitslevel zu erreichen. Die Realisierung der Flusskontrolle und des Aufbaus der Pakete auf den
höheren Open Systems Interconnection (OSI)-Schichten sowie die Bereitstellung der eigentlichen An-
wendung ist Aufgabe des Entwicklers beziehungsweise des Anbieters des Dienstes. Der vFPGA kann
auch mithilfe der Einbettung der RC2F-API in einen Treiber als Netzwerkkarte fungieren, was ebenfalls
im Verantwortungsbereich des Entwicklers liegt und hier nicht weiter betrachtet wird.
Listings 5.6: RCFG-Datei für den Einsatz des vFPGA zwischen Netzwerk und VM.
service = ’ra’ #Service Model RAaaS
name = [’secure-endpoint’] #vFPGA/User Design Name
vm = [’vm1-pvm’] #VM-Instance Name
vfpga = [1] #Number of vFPGAs
size = [1] #vFPGA-Slots
vif = [’ip=10.0.0.43’] #vFPGA-IPs
key = [’AAAABC1yc2 ... BuaY74HNE’] #User AES-Key
design = [’secure.bit’] #Initial Design
boot = [’run’] #Initial vFPGA-State after config
Neben dem Zugang zur Cloud über den vFPGA ist ebenso der Zugang zu einem Network Attached
Storage (NAS) oder einer Datenbank in der Cloud möglich. Dabei kann der FPGA zum Beispiel sämtli-
che Daten ver- und entschlüsseln, damit die Klartextinformationen nur innerhalb der VM sichtbar sind.
Für ein noch größeres Maß an Sicherheit ist ebenfalls eine komplette homomorphe Verschlüsselung
möglich, bei welcher der FPGA die Operationen direkt in Hardware mit hoher Effizienz durchführt oder
andererseits der FPGA die Klartextinformationen einsehen kann. Ein solcher Ansatz benötigt unter Um-
ständen zusätzliche Modifikationen der FPGA-Architektur, um die vertrauenswürdige Spezialhardware
dem Nutzer vollständig zugänglich zu machen. Beim aktuellen Stand der Technik wäre dazu der Einsatz




6 Prototypische Implementierung und
Ergebnisse
Die in Kapitel 4 vorgestellte Virtualisierung von FPGAs – Reconfigurable Common Computing
Frame(work) (RC2F) – und deren Eingliederung in eine Architektur zur Verwaltung – Reconfigurable
Common Cloud Computing Environment (RC3E) –, die in Kapitel 5 skizziert wurde, werden in diesem
Kapitel prototypisch implementiert und evaluiert.
In Abschnitt 6.1 werden zunächst die Implementierung des Cloud-Prototypen RC3E, die Modellierung
des RC3E-Simulators zur Evaluation eines größeren Cloud-Systems sowie der FPGA-Virtualisierung
RC2F vorgestellt. Die Virtualisierung RC2F wird dazu genutzt, um den Bedarf an FPGA-Ressourcen, Sy-
stemparameter sowie die Eignung einer aktuellen FPGA-Architektur für das Konzept der Virtualisierung
bewerten zu können. Abschnitt 6.2 stellt Demonstratoren auf Basis der vFPGAs vor. In einem darauf
aufbauenden Anwendungsszenario für die FPGA-Virtualisierung wird der Einsatz in einer produktiven
Cloud-Umgebung skizziert. Anschließend wird in Abschnitt 6.3 an den Demonstratoren der Einsatz der
virtualisierten FPGAs evaluiert und das System validiert. Abschließend werden in Abschnitt 6.4 die ent-
wickelten Prototypen bewertet und mit anderen Arbeiten verglichen.
6.1 Prototypische Implementierung und Aufbau einer Cloud
Zunächst zeigt der folgende Abschnitt 6.1.1 den Testaufbau des Cloud-Prototypen auf. Der prototypi-
scher Aufbau der Cloud-Ressourcenverwaltung RC3E wird in Abschnitt 6.1.2 beschrieben. Abschnitt 6.1.3
zeigt die Modellierung des RC3E-Simulators zur Evaluation des Verhaltens der Cloud-Verwaltung für ein
größeres Cloud-System auf. Die eigentliche Virtualisierung der FPGAs wird in Abschnitt 6.1.4 prototy-
pisch umgesetzt, wobei sich das Hauptaugenmerk auf die Auslastung der Ressourcen sowie die Kosten
der Bereitstellung homogener vFPGAs richtet.
6.1.1 Hardwareaufbau des Cloud-Prototypen zur Integration von FPGAs in eine
Cloud-Architektur
Der Hardwareaufbau des Cloud-Prototypen zur Integration von FPGAs in eine Cloud umfasst einen
Verwaltungsknoten und zwei Rechenknoten, wie in Abbildung 6.1 aufgezeigt. Die eigentliche Cloud-
Architektur ist entsprechend der Anforderungsanalyse aus Abschnitt 3.3.1 aufgebaut. Auf dem Cloud-
Verwaltungsknoten befindet sich die RC3E-Ressourcenverwaltung. Auf den Rechenknoten werden die
lokale Knoten-Verwaltung sowie der RC2F Host-Hypervisor zur Überwachung der physischen und vir-
tuellen FPGA-Ressourcen ausgeführt (siehe Abbildung 5.3). Über den Verwaltungsknoten kann über
das interne Verbindungsnetzwerk der Cloud (Gigabit-Ethernet) auf die Rechenknoten sowie die FPGA-
Boards zugegriffen werden.
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Abbildung 6.1: Aufbau des Cloud-Prototypen zur Evaluation der Ressourcenverwaltung RC3E mit einem
Verwaltungs- und zwei Rechenknoten, welche je zwei physische FPGAs beinhalten.
In den beiden Rechenknoten des Cloud-Prototypen befinden sich je zwei eng über PCIe gekoppelte
FPGAs des Hersteller Xilinx, welche für eine Reihe von Projekten und studentischen Arbeiten im Rah-
men der Servicemodelle RSaaS oder RAaaS eingesetzt werden:
Rechenknoten 0: (Intel Core i7-2600K):
• VC707 Evaluation Kit – Virtex-7 XC7VX485T-2FFG1761C, PCIe Gen2x8 [Xil16f].
• ML605 Evaluation Kit – Virtex-6 XC6VLX240T-1FFG1156, PCIe Gen2x4 [Xil10a].
Rechenknoten 1: (Intel Core i5-4690):
• KC705 Evaluation Kit – Kintex-7 XC7K325T-2FFG900C, PCIe Gen2x4 [Xil16e].
• ML505 Evaluation Platform – Virtex-5 XC5VSX50-TFFG1136, PCIe Gen2x1 [Xil11].
Der für die Virtualisierung von FPGAs innerhalb des Modells BAaaS relevante FPGA ist ein Virtex-
7 XC7VX485T [Xil17a] auf einem VC707 Evaluation Kit [Xil16f]. Der Virtex-7 wird nachfolgend in Ab-
schnitt 6.1.4 genutzt, um das RC2F-System prototypisch zu realisieren und zu evaluieren.
6.1.2 Prototypischer Aufbau der Cloud-Ressourcenverwaltung – RC3E
Die Ressourcenverwaltung RC3E, wie sie in Abschnitt 5.2 beschrieben wird, wurde als Prototyp ent-
wickelt, um die FPGA-spezifischen Komponenten für die angestrebte Virtualisierung analysieren und
in Form einer Machbarkeitsstudie evaluieren zu können. Die in Abschnitt 5.2.1 aufgezeigte System-
Architektur der Cloud-Ressourcenverwaltung ist entsprechend, wie in Abbildung 5.3 gezeigt, prototy-
pisch umgesetzt1. Die Komponenten sind im Einzelnen ein Nutzer-Frontend auf Kommandozeilenebene,
die Cloud-Verwaltung auf dem Verwaltungsknoten sowie die darin eingebetteten Komponenten zum
Monitoring und zum Scheduling der eingehenden Anfragen und Arbeitspakete (siehe Abschnitt 5.2.4).
Auf der Ebene der Rechenknoten ist ein System-Hypervisor (siehe Definition 3.6) zur Virtualisierung
des Betriebssystems und zur Bereitstellung der paravirtualisierten VMs (DomU) für die Nutzerumge-
bungen innerhalb der Rechenknoten erforderlich. Als System-Hypervisor wird der Typ 1-Hypervisor Xen
1Die Implementierung der einzelnen Teilkomponenten des RC3E erfolgt in Python 3.5.x [Fou17].
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[Bar+03] (siehe auch Abschnitt 2.2.3.1) eingesetzt. Innerhalb der privilegierten Domain (Dom0) wird die
lokale Knoten-Verwaltung als System-Dienst ausgeführt, welcher sich nach Systemstart bei der Cloud-
Verwaltung registriert. Die lokale Knoten-Verwaltung nutzt den RC2F Host-Hypervisor, um die FPGA-
Ressourcen für die Nutzer zu administrieren und bereitzustellen, wie in Abschnitt 5.2.3 beschrieben.
Die Abläufe zur Allokation, Interaktion und Freigabe der Ressourcen sind wie in Abschnitt 5.2.2 darge-
stellt prototypisch implementiert.
Das Durchreichen der vFPGA-Ressourcen, wie es Abschnitt 4.4.6 beschreibt, erfolgt mittels einer Inter-
Domain Kommunikation auf Basis von vChan2 [Zha+07]. Die Zuordnung der Kommunikationskanäle
zwischen den VMs und den vFPGAs, wie sie in Abbildung 4.14 dargestellt sind, erfolgt über die lokale
Knoten-Verwaltung innerhalb der privilegierten Domain (Dom0), um einen vollen Zugriff auf die Geräte
zu gewährleisten. Für das Modells RSaaS läuft das Durchreichen der vollständigen FPGAs über PCI-
Passthrough ab3. Zur Messung des Durchsatzes werden aufgrund der Einbußen bei der Inter-Domain
Kommunikation keine VMs eingesetzt, um entsprechend die Leistungsfähigkeit der reinen FPGA-Virtu-
alisierung zu demonstrieren.
6.1.3 Modellierung des RC3E-Simulators
Der zuvor vorgestellte Prototyp der Ressourcenverwaltung RC3E ermöglicht die Integration virtuali-
sierter FPGAs in den in Abschnitt 6.1.1 vorgestellten Cloud-Prototypen. Um das Verhalten der Cloud-
Verwaltung und insbesondere die Lastverteilung (siehe Abschnitt 5.2.4) der eingehenden Arbeitspa-
kete auf die Ressourcen in einem größeren Cloud-System untersuchen zu können, wurde der RC3E-
Simulator entwickelt [Kan15; KLS16]. Speziell die Eignung der aufgezeigten prototypischen FPGA-Virtu-
alisierung RC2F für den Einsatz in einem horizontal skalierbaren Cloud-System mit mehreren Rechenkno-
ten wird dabei unter verschiedenen Lastbedingungen evaluiert. Die virtualisierten FPGAs können dabei
unterschiedliche Größen auf dem physischen FPGAs einnehmen, wie es innerhalb der RC2F-Virtualisier-
ung ermöglicht wird.
Die wesentlichen Fragestellungen sind dabei, ob und wie stark die Menge der aktiven Ressourcen durch
Virtualisierung optimiert werden kann, und inwiefern der Energiebedarf der Cloud durch den Einsatz
virtualisierter FPGAs reduziert werden kann. Neben der Virtualisierung selbst wird auch das Konzept der
Migration von vFPGAs zur systemweiten Optimierung der Auslastung evaluiert.
6.1.3.1 Aufbau des Simulators
Der Aufbau des Simulators orientiert sich an dem zuvor in Abschnitt 6.1.2vorgestellten Prototypen der
Cloud-Ressourcenverwaltung mit den Komponenten der Cloud-Verwaltung, der Lastverteilung und der
lokalen Knoten-Verwaltung. Untersucht wird dabei im Speziellen die Zuordnung von vFPGAs zu Rechenk-
noten und auf zu auf diesen verfügbaren vFPGA-Slots, wie sie in Abschnitt 5.2.4 eingeführt wurde. Da-
bei spielt die Ermittlung sowohl der Auslastung des physischen Rechenknotens als auch der maximalen
Anzahl benachbarter freier vFPGA-Slots eine zentrale Rolle. Ein wesentliches Ziel besteht darin, sowohl
den Nutzen der virtualisierten FPGAs wie auch deren Migration in einer Cloud zu evaluieren. Die durch
die Cloud-Prototypen ermittelten Leistungsdaten bilden dabei die Basis, um das entsprechende Verhal-
2Durch die Erweiterung XVMSocket für XEN 4.6.5 [ZGR15] kann vChan innerhalb des Cloud-Prototypen eingesetzt werden.
3Für den späteren Einsatz von vFPGAs in einer Cloud ist für die Servicemodelle RAaaS und BAaaS eine Single Root I/O-
Virtualisierung für PCIe 3.0-Geräte [San+14a] des System-Hypervisors zu bevorzugen, da keine Einbußen in Latenz und Daten-
rate auftreten [San+14b].
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Abbildung 6.2: Aufbau des RC3E-Simulators zur Evaluation der Lastverteilung innerhalb der Cloud-Verwaltung für
eine Cloud mit virtualisierten FPGAs und deren Migration.
Bei der RC3E-Simulation handelt es sich um eine ereignisgesteuerte Simulation [Lie95, S. 9 ff.], welche
die generierten oder aus einer externen Datei eingelesenen Arbeitspakete entsprechend der Lastszena-
rien in einer Warteschlange bereitstellt oder über einen Generator innerhalb des Simulator erzeugt. Der
grundlegende Aufbau des RC3E-Simulators4 ist in Abbildung 6.2 dargestellt.
Die Arbeitspakete werden vom Simulator in eine zentrale Warteschlange eingereiht, und die Lastvertei-
lung des RC3E (siehe Abschnitt 6.1.2) verteilt die Arbeitspakete an die simulierten Rechenknoten mit der
lokalen Knoten-Verwaltung. Diese weist über einen simulierten RC2F Host-Hypervisor den Arbeitspake-
ten Positionen in einem Vektor zu, welche in der Simulation den eigentlichen vFPGA-Slots entsprechen.
Entsprechend der Auslastung der Rechenknoten und Informationen über die eingehenden Arbeitspake-
te werden von der Cloud-Verwaltung weitere Rechenknoten hinzugefügt beziehungsweise (bei geringer
Last) entfernt, um eine elastische Cloud simulieren zu können. Die einzelnen Systeme (Verwaltungs-
und Rechenknoten) sind dabei als Prozesse modelliert und kommunizieren über feste Schnittstellen mit-
einander. Ein Arbeitspaket, welches verarbeitet wird, entspricht in der Simulation einem Thread, welcher
pausiert wird, um die Rechenzeit zu simulieren. Die Zeitbasis des Simulators wird über das Verhältnis
von realer zu Simulationszeit angegeben.
4Die Implementierung des Simulators erfolgt in Python 3.5.x [Fou17].
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6.1.3.2 Parameter zur Anpassung des Simulators
Anhand von Parametern und Kenngrößen erfolgt die Beschreibung des zu simulierenden Cloud-Systems
und das Verhalten des Simulators. Der Simulator kann dadurch an unterschiedliche Anwendungsfälle
angepasst werden, um bestehende oder zukünftige Cloud-Architekturen zu evaluieren. Die wichtigsten
Parameter zur Systembeschreibung sind dabei:
• Die Maximal Anzahl der:
– Nutzbaren Rechenknoten MaxKnoten,
– (Virtuellen) Prozessorkerne innerhalb eines Rechenknotens MaxKerne,
– Physischen FPGAs innerhalb eines Rechenknotens MaxFPGAs und
– vFPGA-Slots innerhalb eines physischen FPGAs MaxvFPGA−Slots.
• Die Leistungsaufnahmen:
– Eines Rechenknotens unter Volllast PCPU−Last und im Leerlauf PCPU−Leerlauf in Watt, sowie
– Eines FPGAs unter Volllast PFPGA−Last und ohne Last PFPGA−Leerlauf in Watt.
• Länge der Warteschlange NWarteschlange für eingehende Arbeitspakete,
• Anzahl wartender Arbeitspakete NWaiting bis neue Rechenknoten aktiviert werden,
• Zeitdauer zum Aktivieren eines weiteren Rechenknotens tKnoten−Start,
• Auslastung eines Rechenknotens ρKnoten und Zeitdauer zum Deaktivieren des Rechenknotens
tKnoten−Stop,
• Zeitspanne tMigration und Auslastung des physischen FPGAs ρFPGA bis zum Migrieren von vFPGA-
Ressourcen auf andere Rechenknoten innerhalb der Zeitspanne tMigration−FPGA.
Wird die Anzahl der vFPGA-Slots auf 1 gesetzt, entspricht das einem System ohne Virtualisierung der
FPGAs. Innerhalb des Simulators wird die Leistungsaufnahme der Rechenkerne PKern in Watt bezie-
hungsweise der vFPGAs PvFPGA−Slot in Watt über Gleichung 6.1 beziehungsweise Gleichung 6.2 auf
Basis der zuvor festgelegten Parameter berechnet.
PKern = (PCPU−Last − PCPU−Leerlauf)/MaxKerne (6.1)
PvFPGA−Slot = (PFPGA−Last − PFPGA−Leerlauf)/MaxvFPGA−Slots (6.2)
6.1.3.3 Modellierung der Arbeitspakete
Die Arbeitslasten selbst werden entweder innerhalb des Simulators generiert oder über ein Szenario in
Form einer externen Datei eingelesen, in welcher jedes Arbeitspaket neben Laufzeit und Ressourcen-
bedarf einen Startzeitpunkt für die Übergabe an die Ressourcenverwaltung / Lastverteilung enthält. Die
einzelnen Arbeitspakete innerhalb der Simulation sind angelehnt an die in Abschnitt 5.1.6 eingeführten
vRAIs innerhalb des Servicemodells BAaaS. Abbildung 6.3 zeigt ein exemplarisches Arbeitspaket inner-
halb des RC2F-Simulators. Die wesentlichen Kennwerte zur Beschreibung eines Arbeitspaketes sind:
• Startzeitpunkt innerhalb der Simulation zur Übergabe des Arbeitspaketes an die Warteschlange
zur Ressourcenverwaltung / Lastverteilung,
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• Gesamtlaufzeit tArbeitspaket zur Bearbeitung eines Arbeitspaketes auf vFPGA und Rechenknoten,
• Beschreibung des Ressourcenbedarfs:
– Anzahl der erforderlichen (zusammenhängenden) vFPGA-Slots NvFPGA−Slots und
































Gesamtlaufzeit des Arbeitspaketes (vRAI) 
Abbildung 6.3: Aufbau eines Arbeitspaketes innerhalb des RC3E-Simulators. Das exemplarische Arbeitspaket be-
steht aus einem vFPGA, der über fünf vFPGA-Slots reicht, und einer VM mit zwei Prozessorkernen.
Die Arbeitspakete werden für die Simulation über einen Ressourcenbedarf in Form der Anzahl der
vFPGAs und Prozessorkerne, sowie über eine Gesamtlaufzeit in Sekunden modelliert. Die Gesamtlauf-
zeit setzt sich dabei zusammen aus der Zeitdauer von Initialisierung, der eigentlichen Ausführung des
Rechenkernes und der Freigabe der Ressourcen.
6.1.3.4 Ergebnisse und Ausgabedaten
Im Rahmen der Simulation werden die Anzahl der benötigten Rechenknoten für die unterschiedlichen
Szenarien, deren Auslastung und der sich daraus ergebende Energiebedarf berechnet, um eine pro-
gnostische Abschätzung zum Verhalten einer FPGA-Cloud geben zu können. Ein Service Level Agree-
ment (SLA) (siehe Abschnitt 2.3.2.3 und insbesondere Definition 2.5) wird ebenso ermittelt wie die
durchschnittliche Wartezeit eines Arbeitspaketes, um Aussagen über die Auswirkungen der Virtualisier-
ung auf die Güte des Cloud-Dienstes treffen zu können. Die wesentlichen Ergebnisparameter der Simu-
lation sind:
• Anzahl der aktiven Rechenknoten der Cloud und deren Auslastung,
• Der aus der Auslastung und den allokierter Rechenknoten resultierende Energiebedarf der Cloud
WCloud (in kWh) und
• Das erreichte Service Level Agreement (SLA) der Cloud auf Basis der Zeitspanne zur Bearbeitung
der Arbeitspakete tSLA.
Der gesamte Energiebedarf WCloud in Kilowattstunden (kWh) innerhalb des Simulationszeitraumes wird
aus dem Energiebedarf aller verarbeiteten Arbeitspakete WArbeitspaket und aller aktiven Rechenknoten
im Leerlauf WKnoten über Gleichung 6.3 berechnet. Durch den Energiebedarf der allokierten Rechenk-
noten im Leerlauf werden zusätzlich zu den durch Arbeitspakete anteilig genutzten Rechenknoten auch
die aktiven, aber ungenutzten Knoten in der gesamten Energiebilanz berücksichtigt.
WCloud = N∑
n=0WArbeitspaket + M∑m=0WKnoten (6.3)
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Mit Gleichung 6.4 wird der Energiebedarf für ein einzelnes Arbeitspaket WArbeitspaket berechnet. Die
Gleichung orientiert sich an den zuvor in Abschnitt 6.1.3.3 beschriebenen Arbeitspaketen und ist von der
Gesamtlaufzeit tArbeitspaket, den genutzten Ressourcen (NvFPGA−Slots und NKerne) und deren Energie-
bedarf (siehe Gleichung 6.1 und Gleichung 6.2) abhängig.
WArbeitspaket = tArbeitspaket ⋅ (NvFPGA−Slots ⋅ PvFPGA−Slot +NKerne ⋅ PKern) (6.4)
Der Energiebedarf eines Rechenknotens im Leerlauf WKnoten wird über die Zeitspanne, in welcher
der Koten aktiv ist tKnoten, und der Leistungsaufnahme von Prozessor PCPU−Leerlauf als auch dem
physischen FPGA PFPGA−Leerlauf im Leerlauf wird durch Gleichung 6.5 berechnet.
WKnoten = tKnoten ⋅ PCPU−Leerlauf +MaxFPGAs ⋅ PFPGA−Leerlauf (6.5)
6.1.4 Realisierung eines Prototypen der FPGA-Virtualisierung – RC2F
Die prototypische Implementierung der FPGA-Virtualisierung RC2F auf einer aktuellen FPGA-Architektur
dient dazu, das in Abschnitt 4 entwickelte Konzept in Form einer Machbarkeitsstudie zu evaluieren. Da-
zu wird zunächst die Platzierung der vFPGAs in homogenen Regionen auf dem physischen FPGA vor-
genommen. Darauf aufbauend wird die in Abschnitt 4.4.1 erläuterte RC2F-Infrastruktur realisiert. Der
Begriff FPGA-Ressourcen wird im Folgenden dazu genutzt, um die Grundbausteine (Slice Register, Slice
LUTs, Block-RAM (BRAM) Tiles, DSPs) auf dem physischen FPGA zu bezeichnen.
Die für den RC2F-Prototypen eingesetzte Zielplattform (physischer FPGA) ist im folgenden ein Virtex-7
XC7VX485T [Xil17a] auf einem VC707 Evaluation Kit [Xil16f]. Das FPGA-Board befindet innerhalb des
Cloud-Prototypen RC3E (siehe Abschnitt 6.1.1). Für den RC2F-Prototypen sind die genutzten Ressour-
cen des FPGA-Boards ein PCIe Gen2x8-Schnittstelle, ein Gigabit-Ethernet-Anschluss für den direkten
Netzwerkzugang und ein 1GB großer On-Board DDR3 SODIMM Speicher [Xil16d].
6.1.4.1 Anordnung der vFPGAs auf einem physischen FPGA
Die Anordnung der vFPGAs auf dem physischen FPGA selbst ist zunächst abhängig von den genutz-
ten externen Ressourcen auf dem FPGA-Board. Abbildung 6.4 zeigt entsprechend die Positionen der
für das RC2F erforderlichen I/O- und Infrastruktur-Komponenten (ICAP, BSCAN etc.). Die Platzierung der
Komponenten ist durch das physische Layout des VC707 FPGA-Boards [Xil16f] und der daraus resultie-
renden festen Positionen der I/O-Blöcke sowie des PCIe-Endpoints vorgegeben. Die RC2F-Infrastruktur
(siehe nachfolgend Abschnitt 6.1.4.4) befindet sich innerhalb eines statischen Bereiches. Dieser stati-
sche Bereich wird entsprechend vertikal über alle sieben Taktregionen an der rechten Seite des FPGAs
angeordnet, wie in Abbildung 6.5 dargestellt. Die Frontends werden entsprechend auf der linken Seite
des FPGA-Hypervisors platziert. Die unterste Taktregion ist für den Ethernet-Controller und als Zugang
zur FPGA-Infrastruktur zur Rekonfiguration der vFPGA-Slots vorgesehen.
Resultierend aus den in Abschnitt 4.4.3.1 erläuterten Abwägungen und den festen Positionen der Kom-
ponenten ergeben sich insgesamt sechs vertikal übereinander angeordnete vFPGA-Slots auf dem Virtex-
7. Die Bereiche für die vFPGA-Slots sind entsprechend dynamisch partiell rekonfigurierbar. Der Zugang
zu den vFPGA-Slots erfolgt aufgrund ihrer Anordnung von deren rechten Seite über die Frontends inner-
halb der statischen Region und die Partition Pins als Zugangspunkt über die Partition Pin Regions (PPRs)
innerhalb der dynamisch rekonfigurierbaren vFPGA-Slots.
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Abbildung 6.4: Übersicht zu den I/O- und Infrastruktur-Komponenten auf dem Virtex-7 mit Kennzeichnung der für
das RC2F benötigten Hardware-Ressourcen. Die Positionen sind durch das Layout des FPGA-Boards



















































































vFPGA-Slot 0 vFPGA-Slot 0
vFPGA-Slot 1 vFPGA-Slot 1
vFPGA-Slot 2 vFPGA-Slot 2
vFPGA-Slot 3 vFPGA-Slot 3
vFPGA-Slot 4 vFPGA-Slot 4
vFPGA-Slot 5 vFPGA-Slot 5
Abbildung 6.5: RC2F-Prototyp mit den unterschiedlichen Bereichen für die statische RC2F-Infrastruktur, den sechs
dynamisch rekonfigurierbaren homogenen vFPGA-Slots und den Partition Pin Regions (PPRs) auf
dem Virtex-7. Erzeugt und ausgegeben mit der Vivado Design Suite 2016.4 von Xilinx [Xil16g].
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Des Weiteren kommt den Frontend-Interfaces eine besondere Bedeutung zu, da diese sich innerhalb
sämtlicher vFPGA-Slots stets an den gleichen Positionen befinden müssen, um eine Schnittstelle zu
bieten, welche die geforderte 1D-Relocation zur Optimierung der Migration bereitstellt. Die Partition
Pins (siehe Abschnitt 2.1.4.3) werden dazu direkt vor dem Mapping des statischen vFPGA-Designs mit
entsprechendem Offset innerhalb der vFPGA-Slots platziert, wie in Abbildung 6.5 dargestellt.
6.1.4.2 Kosten der Bereitstellung homogener vFPGAs
Um die Migration von vFPGA-Instanzen zwischen unterschiedlichen vFPGA-Slots und unterschiedlichen
physischen FPGAs zu ermöglichen, ist es – wie bereits erwähnt – erforderlich, dass sich Register und
Speicher innerhalb unterschiedlicher vFPGA-Slots an identischen relativen Positionen befinden. Inho-
mogene Strukturen, wie die FPGA-Infrastruktur und die PCIe-Endpunkte (siehe Abbildung 6.4), welche
Homogenität verhindern, müssen entsprechend innerhalb aller vFPGA-Slots über die kompletten Spal-
ten des FPGAs ausgespart werden. Diese Bereiche, welche die vFPGA-Slots unterbrechen, enthalten
dabei keine FPGA-Ressourcen, werden aber für Leitungen innerhalb der vFPGAs genutzt.
Für die Inhomogenität der in Abbildung 6.5 aufgezeigten vFPGA-Slots sind die PCIe-Endpunkte in vFPGA-
Slot 1 und vFPGA-Slot 4 sowie die FPGA-Infrastruktur in vFPGA-Slot 5 und vFPGA-Slot 6 verantwortlich.
Die Anzahl der auf dem physischen FPGA verfügbaren Hardware-Ressourcen ist daher innerhalb der
vFPGA-Slots unterschiedlich, wenn diese über die komplette Breite des FPGAs reichen. Abbildung 6.6
zeigt die maximale Anzahl der Hardware-Ressourcen innerhalb der inhomogenen vFPGA-Slots. Die größ-
ten Einbußen entstehen demnach bei vFPGA-Slot 4, welcher entsprechend die Basis für eine Homoge-
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vFPGA-Slot 0 vFPGA-Slot 1 vFPGA-Slot 2 vFPGA-Slot 3 vFPGA-Slot 4 vFPGA-Slot 5 Homogener  
 vFPGA-Slot
Slice Registers/LUTs Block-Ram Tiles
 2
Abbildung 6.6: Einbußen in den Ressourcen der unterschiedlichen vFPGAs, verglichen mit einer vollständigen Regi-
on wie vFPGA-Slot 0.
Das Ausgrenzen derjenigen Spalten, welche die inhomogenen Strukturen enthalten, resultiert in den
in Abbildung 6.5 gezeigten, in den FPGA-Ressourcen allerdings homogenen vFPGA-Slots. Die entspre-
chenden FPGA-Ressourcen der homogenen vFPGA-Slots sind ebenso in Abbildung 6.6 dargestellt. Die
Einbußen auf Seiten der Slice LUTs und Slice Register liegen bei 10,06 %, die der BRAM Tiles bei
4,55 %. Weitere Ressourcen wie DSPs werden nicht beeinträchtigt.
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6.1.4.3 Auslastung der unterschiedlichen Bereiche innerhalb des RC2F-Prototypen
Auf dem physischen FPGA ergeben sich somit für den in Abbildung 6.5 gezeigten RC2F-Prototypen drei
unterschiedliche Arten von Bereichen:
• Die dynamisch rekonfigurierbaren Bereiche für die unterschiedlichen vFPGA-Slots,
• Der statische Bereich für die RC2F-Infrastruktur und die Frontend-Interfaces und
• Die aufgrund der Homogenität innerhalb der vFPGA-Slots nicht für die Platzierung von Hardware-
Ressourcen nutzbaren Bereiche.
Abbildung 6.7 zeigt den Anteil der FPGA-Ressourcen innerhalb der unterschiedlichen Bereiche im Ver-
hältnis zu den Hardware-Ressourcen des gesamten physischen FPGAs. Aufgrund des großen stati-
schen Bereiches stehen effektiv nur zwischen 58,30 % (Slice Registers) und 61,17 % (BRAM Tiles) der
Hardware-Ressourcen für vFPGAs bereit. Eine Ausnahme bilden die DSPs, welche sich zu 72,86 % in-
nerhalb der vFPGA-Slots befinden. Anteilig stehen somit insgesamt 62,34 % aller FPGA-Ressourcen
des physischen FPGAs in Form von vFPGA-Slots dem Nutzer zur Verfügung. Dabei ist zu berücksich-
tigen, dass sämtliche Kommunikationsinfrastruktur innerhalb des statischen Bereiches den Nutzern in-
direkt zur Verfügung steht. Die FPGA-Ressourcen innerhalb des statische Bereich für die Infrastruktur
umfassen 31,07 % der gesamten FPGA-Ressourcen. Durch die homogenen Bereiche sind nicht nutz-
bare Regionen entstanden, welche 6,59 % der FPGA-Ressourcen des physischen FPGAs umfassen.
Bei größeren FPGAs ist der Anteil der statischen RC2F-Infrastruktur entsprechend kleiner, da die RC2F-
Implementierung und die unterschiedlichen Bereiche nicht linear mit der Größe des physischen FPGAs
skalieren (siehe nachfolgend Abschnitt 6.4.3).
Table 1
---inhomogen--- homogen leer 15 x vFPGA infra komplett
CLB LUTs 68.160 63.360 4.800 950.400 188.640 1.182.240
LUT as Logic 68.160 63.360 4.800 950.400 188.640 1.182.240
LUT as Memory 35.040 30.240 4.800 453.600 95.040 591.840
CLB Registers 136.320 126.720 9.600 1.900.800 377.280 2.364.480
Register as Flip Flop 136.320 126.720 9.600 1.900.800 377.280 2.364.480
Register as Latch 136.320 126.720 9.600 1.900.800 377.280 2.364.480
CARRY8 8.520 7.920 600 118.800 23.580 147.780
F7 Muxes 34.080 31.680 2.400 475.200 94.320 591.120
F8 Muxes 17.040 15.840 1.200 237.600 47.160 295.560
F9 Muxes 8.520 7.920 600 118.800 23.580 147.780
CLB 8.520 7.920 600 118.800 23.580 147.780
CLBL 4.140 4.140 0 62.100 11.700 73.800
CLBM 4.380 3.780 600 56.700 11.880 73.980
LUT Flip Flop Pairs 68.160 63.360 4.800 950.400 188.640 1.182.240
Block RAM Tile 120 120 0 1.800 360 2.160
RAMB36/FIFO 120 120 0 1.800 360 2.160
RAMB18 240 240 0 3.600 720 4.320
URAM 64 64 0 960 720 960
DSPs 408 408 0 6.120 360 6.840
Bonded IOB 52 52 0 780 360 832
HPIOB_M 24 24 0 360 28 384
HPIOB_S 24 24 0 360 7 384
HPIOB_SNGL 4 4 0 60 6 64
HPIOBDIFFINBUF 48 48 0 720 14 720
HPIOBDIFFOUTBUF 48 48 0 720 14 720
BITSLICE_CONTROL 16 16 0 240 3 240
BITSLICE_RX_TX 104 104 0 1.560 3 1.560
BITSLICE_TX 16 16 0 240 11.520 240
RIU_OR 8 8 0 120 12 120
GLOBAL CLOCK 
BUFFERs
80 80 0 1.200 3 1.560
BUFGCE 48 48 0 720 3 720
BUFGCE_DIV 8 8 0 120 6 120
BUFG_GT 24 24 0 360 3 720
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Slice LUTs 90560 32600 28400
LUT as Logic 90560 32600 28400
LUT as Memory 36744 14400 13200
Slice Registers 181120 65200 56800
Register as Flip 
Flop
181120 65200 56800
Register as Latch 181120 65200 56800
F7 Muxes 45280 16300 14200
F8 Muxes 22640 8150 7100
Slice 22640 8150 7100
SLICEL 13454 4550 3800
SLICEM 9186 3600 3300
LUT Flip Flop Pairs 90560 32600 28400
Block RAM Tile 358 100 100
RAMB36/FIFO 358 100 100
RAMB18 716 210 200
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Abbildung 6.7: Anteil der Hardware-Ressourcen in den unterschiedlichen Bereichen auf dem physischen FPGA in-
nerhalb des RC2F-Prototypen an den Hardware-Ressourcen des gesamten physischen FPGAs.
6.1.4.4 Komponenten der RC2F-Infrastruktur
Die in Abschnitt 4.4 eingeführte RC2F-Infrastruktur wird exemplarisch mit den Komponenten, wie sie
in Abbildung 4.6 aufgezeigt sind, innerhalb des statischen Bereichs realisiert. Für die Infrastruktur sind,
wie Abbildung 6.5 zeigt, sowohl die rechte Seite des physischen FPGAs, als auch die untere Taktregion
vorgesehen. Die konstanten Komponenten der statischen Infrastruktur innerhalb der RC2F-Infrastruktur
sind dabei im Einzelnen:
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FPGA-Hypervisor: Kernstück der Implementierung ist der FPGA-Hypervisor, welcher die Frontends zu
den vFPGAs, wie in Abbildung 4.9 gezeigt, bereitstellt. Wesentliche Komponenten sind der in Ab-
schnitt 4.4.1.2 erläuterte Konfigurationsspeicher des FPGA-Hypervisors, über den sämtliche Steu-
erbefehle und Signale an den FPGA übermittelt werden, sowie der ICAP-Controller [Gen15] zur Re-
konfiguration der vFPGA-Slots und zum Auslesen einer partiell rekonfigurierbaren vFPGA-Instanz
für eine Migration. Die Speicher sind aus Komponenten der Pile of Cores (PoC)-Bibliothek [Leh16;
Pre+16] realisiert und wie in Abbildung 4.7 gezeigt aufgebaut. Die interne Taktrate (Systemtakt)
des FPGA-Hypervisors und der Geräte-Virtualisierung beträgt 250 MHz. Um den FPGA-Hypervisor
sowohl von der internen Logik der vFPGAs als auch von den I/O-Komponenten zu entkoppeln,
befinden sich an den Schnittstellen zwischen den Taktdomänen Cross-Clocking-FIFOs. Die wei-
teren Kommunikationskanäle sind, wie in Abschnitt 4.4.5 erläutert, aufgebaut, wobei die Kanal-
Virtualisierung im Prototypen nicht vollständig umgesetzt wurde.
PCIe-Controller: Der PCIe-Controller ist der von Xilinx bereitgestellte Intellectual Property Core (IP-Core)
7 Series FPGAs Integrated Block for PCI Express v3.3 [Xil17b] mit einem aufgesetzten Xillybus-
Controller [Xil16j], welcher auf dem FPGA sowohl FIFO- und Speicherschnittstellen, als auch einen
Treiber innerhalb des Host-Hypervisors bereitstellt (vergleiche Abbildung 4.14).
DDR3-Controller und Speicher-Virtualisierung: Der verwendete DDR3-Controller ist der IP-Core Xi-
linx MIG V1.4 [Xil12a], welcher die Schnittstelle zum Backend-Interface, wie in Abschnitt 4.4.7 dar-
gestellt, bereitstellt. Die darauf aufsetzende Speicher-Virtualisierung, die über den Host-Hypervisor
verwaltet wird, organisiert die konkrete Übersetzung von den virtuellen auf die physischen Adres-
sen und separiert somit die Nutzerbereiche im Speicher voneinander.
Ethernet-Controller: Der verwendete Ethernet-Controller basiert auf dm IP-Core LogiCORE IP Tri-Mode
Ethernet MAC v5.2 [Xil12b], welcher ein Interface auf der Media-Access-Control (MAC)-Ebene des
OSI-Referenzmodelles [Zim80] bietet. Darauf aufbauend werden Teile der PoC-Bibliothek genutzt,
um die Schnittstellen zu den vFPGAs zu realisieren.
Neben den zuvor erläuterten Komponenten der RC2F-Infrastruktur sind weitere Komponenten erforder-
lich, deren Hardwareressourcen von der Anzahl der physischen vFPGA-Slots abhängig ist und die sich
ebenfalls im statischen Bereich befinden:
Geräte-Virtualisierung: Die Geräte-Virtualisierung, wie sie in Abschnitt 4.4.5 erläutert wurde, stellt
die nebenläufigen Kommunikationskanäle für die vFPGAs bereit. Die Realisierung der PCIe-Virtu-
alisierung erfolgt mittels der durch den Xillybus-Controller [Xil16j] bereitgestellten Komponenten.
Die bereitgestellten FIFOs werden dabei an die vFPGAs durchgereicht und entsprechend entkop-
pelt (Cross-Clocking), um unterschiedliche Taktdomänen für den FPGA-Hypervisor und das vFPGA-
Design zu ermöglichen. Für die Speicher-Virtualisierung wird je eine Seitentabelle für jeden Nutzer
benötigt. In der prototypischen Implementierung werden Seitengrößen von 8 MByte genutzt (sie-
he Abschnitt 4.4.7).
vFPGA-Frontends: Die Frontends werden, wie in Abschnitt 4.4.1.3 skizziert, umgesetzt. Die Konfigura-
tionsspeicher sind entsprechend Abbildung 4.8 aufgebaut und bestehen einerseits aus einem im
statischen Bereich des FPGAs angesiedelten Teil und andererseits aus einem Anwenderbereich,
welcher frei genutzt werden kann. Neben den Speichern werden die Zustände jedes vFPGAs, wie
in Abschnitt 4.4.2 skizziert, verwaltet.
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6.1.4.5 Ressourcenverbrauch der RC2F-Infrastruktur
Die benötigten FPGA-Ressourcen des zuvor beschriebenen Prototypen stellen eine entscheidende Kenn-
zahl dar, um die Auslastung des statischen Bereiches sowie die Skalierung des Ressourcenverbrauches
in Abhängigkeit der Anzahl der vFPGAs bewerten zu können. Die FPGA-Ressourcen für einen bestimm-
ten Bereich werden im Folgenden über den 4-dimensionalen Vektor Ð→ρ aus Gleichung 6.6 beschrieben.




Die FPGA-Ressourcen des statischen Bereiches des RC2F-Prototypen Ð→ρ RC2F−Statisch(NvFPGA−Slots)
bestehend aus den Ressourcen der RC2F-Infrastruktur Ð→ρ RC2F−Infrastruktur und den Ressourcen für
eine bestimmten Anzahl vFPGA-Slots Ð→ρ vFPGA−Slots(NvFPGA−Slots) werden über Gleichung 6.7 berech-
net.
Ð→ρ RC2F−Statisch(NvFPGA−Slots) =Ð→ρ RC2F−Infrastruktur +Ð→ρ vFPGA−Slots(NvFPGA−Slots) (6.7)
Die FPGA-Ressourcen für die eigentliche Infrastruktur Ð→ρ RC2F−Infrastruktur innerhalb des statischen Be-
reiches wird mittels über Gleichung 6.8 berechnet. Die FPGA-Ressourcen der einzelnen Komponenten
sind dabei die des FPGA-Hypervisor Ð→ρ FPGA−Hypervisor, des DDR Ð→ρ DDR3, des Ethernet Ð→ρ Ethernet so-
wie des PCIe-Controllers Ð→ρ PCIe.
Ð→ρ RC2F−Infrastruktur =Ð→ρ FPGA−Hypervisor +Ð→ρ PCIe +Ð→ρ DDR3 +Ð→ρ Ethernet (6.8)
Für den Virtex-7 ergeben sich die in Tabelle 6.1 aufgezeigten FPGA-Ressourcen für die statische RC2F-
Infrastruktur. Sämtliche FPGA-Ressourcen wurden durch die Synthese- und Entwicklungsumgebung
Vivado 2016.4 von Xilinx [Xil16g] ermittelt. Dabei werden zunächst sechs vFPGAs auf dem FPGA reali-
siert. Neben der Anzahl der FPGA-Ressourcen zeigen Tabelle 6.1 und Abbildung 6.8 den prozentualen






















1 2 3 4 5 6 7 8
Frontends 4.752 4.995 1,57 % 5,27 % 8.694 9.385 1,43 % 4,58 % 60 5,83 % 16,26 % 0,05 0,08
Virtualisierung 20.653 21.230 6,80 % 22,39 % 17.545 18.668 2,89 % 9,25 % 80 7,72 % 21,56 % 0,03 0,06
Gesamt 39.538 40.115 13,02 % 42,30 % 32.203 33.326 5,30 % 16,98 % 113 10,97 % 30,62 % 0,01 0,03
7vFPGA Infrastruktur 18.551 18.985 6,11 % 20,02 % 10.326 10.203 1,70 % 5,44 % 23 2,22 % 6,19 % 0,02 0,01
Frontends 5.544 5.778 1,83 % 6,09 % 10.143 9.822 1,67 % 5,35 % 70 6,80 % 18,97 % 0,04 0,03
Virtualisierung 24.095 24.763 7,94 % 26,11 % 20.469 20.025 3,37 % 10,79 % 93 9,01 % 25,16 % 0,03 0,02
Gesamt 42.980 43.648 14,16 % 46,03 % 35.127 34.683 5,79 % 18,52 % 126 12,26 % 34,22 % 0,02 0,01
8vFPGA Infrastruktur 21.201 21.744 6,98 % 22,93 % 11.801 12.233 1,94 % 6,22 % 26 2,53 % 7,07 % 0,03 0,04
Frontends 6.336 6.657 2,09 % 7,02 % 11.592 11.920 1,91 % 6,11 % 80 7,77 % 21,68 % 0,05 0,03
Virtualisierung 27.537 28.401 9,07 % 29,95 % 23.393 24.153 3,85 % 12,33 % 106 10,30 % 28,75 % 0,03 0,03
Gesamt 46.422 47.286 15,29 % 49,87 % 38.051 38.811 6,27 % 20,06 % 140 13,55 % 37,81 % 0,02 0,02
Sliced LUTs Sliced Register BRAM Diff
Component ideal real voll static ideal real voll static ideal/real voll static LUTs Register
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Sliced LUTs Sliced Register BRAM
Component real vFPGA real vFPGA real vFPGA
Static Region 94.824 189.648 369
Memory 10.156 10,71 7.002 3,69 12 3,25
Ethernet 1.448 1,53 1.723 0,91 8 2,17
PCI 2.864 3,02 3.475 1,83 8 2,17
Hypervisor control 4.417 4,66 2.458 1,30 5 1,47
Infrastruktur Gesamt 18.885 19,92 14.658 7,73 33 9,06
1vFPGA Infrastruktur 2.529 2,67 1.432 0,76 3 0,88
Frontends 835 0,88 1.428 0,75 10 2,71
Virtualisierung 3.364 3,55 2.860 1,51 13 3,59
Gesamt 22.249 23,46 17.519 9,24 47 12,65
2vFPGA Infrastruktur 5.157 5,44 2.993 1,58 7 1,77
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Abbildung 6.8: Prozentualer Bedarf an FPGA-Ressourcen innerhalb der statischen RC2F-Infrastruktur mit den einzel-
nen Komponenten des RC2F-Prototypen auf dem Virtex-7 mit sechs vFPGAs.
Tabelle 6.1 zeigt weiterhin, dass die Slice LUTs hauptsächlich innerhalb des DDR-Controllers benötigt
werden, die BRAMs hingegen innerhalb der Frontend-Interfaces. Dieses Verhalten kann mit den zu-
146
6.1 Prototypische Implementierung und Aufbau einer Cloud
sätzlichen Kommunikationskanälen und deren massivem Pipelinig erklärt werden. Die ebenso innerhalb
der RC2F-Infrastruktur enthaltenen Frontends und die zusätzliche Geräte-Virtualisierung für die sechs
vFPGA-Slots benötigt den größten Teil der FPGA-Ressourcen aus dem Grunde, dass die entsprechen-
den Komponenten, wie beispielsweise die Kommunikationskanäle und Seitentabellen, für jeden der
vFPGA-Slots vorhanden sind. Der in Abschnitt 6.1.4.1 für die RC2F-Infrastruktur und die sechs vFPGA-
Slots festgelegte statische Bereich ist nach Tabelle 6.1 mit maximal 42,30 % (Slice LUTs) ausgelastet.
Tabelle 6.1: Benötigte FPGA-Ressourcen der statischen RC2F-Infrastruktur und deren Einzelkomponenten auf dem
Virtex-7 XC7VX485T für sechs vFPGA-Slots. Erzeugt / Gemessen mit Vivado 2016.4 [Xil16g].
RC2F-Komponenten Slice LUTs Slice Register BRAM Tiles
Anzahl Statischer Anzahl Statischer Anzahl Statischer
Bereicha (%) Bereicha (%) Bereicha (%)
RC2F-Infrastruktur
FPGA-Hypervisor 4.417 4,66 2.458 1,30 5 1,47
PCIe-Controller 2.864 3,02 3.475 1,83 8 2,17
DDR3-Controller 10.156 10,71 7.002 3,69 12 3,25
Ethernet-Controller 1.448 1,53 1.723 0,91 8 2,17
Summe – Ð→ρ RC2F−Infrastruktur 18.885 19,92 14.658 7,73 33 9,06
6 vFPGA-Slots
Geräte-Virtualisierung 16.235 17,12 9.283 4,89 20 5,30
vFPGA-Frontends 4.995 5,27 9.385 4,95 60 16,26
Summe – Ð→ρ vFPGA−Slots(6) 21.230 22,39 18.668 9,84 80 21,56
Summe – Ð→ρ RC2F−Statisch(6) 40.115 42,30 33.326 17,57 113 30,62
a FPGA-Ressourcen des statischen Bereichs auf dem Virtex-7 XC7VX485T (Slice LUTs: 94.824, Slice Register: 189.648,
BRAM Tiles: 369).
Tabelle 6.2: FPGA-Ressourcen für die RC2f-Infrastruktur mit entsprechenden Frontend-Interfaces in Abhängigkeit
der Anzahl der vFPGA-Slots auf dem Virtex-7 XC7VX485T. Erzeugt / Gemessen mit Vivado 2016.4
[Xil16g].
vFPGA-Slots Slice LUTs Slice Register BRAM Tiles
nvFPGA−Slots Anzahl Statischer Anzahl Statischer Anzahl Statischer
Bereicha (%) Bereicha (%) Bereicha (%)
0 18.885 19,92 14.658 7,73 33 9,06
1 22.249 23,46 17.519 9,27 47 12,65
2 25.194 26,57 20.582 10,81 60 16,25
3 28.748 30,32 23.528 12,35 73 19,84
4 31.870 33,61 26.355 13,90 86 23,44
5 36.776 38,78 29.879 15,44 100 27,03
6 40.115 42,30 33.326 17,57 113 30,62
7b 43.648 46,03 34.683 18,53 126 34,22
8b 47.286 49,87 38.811 20,06 140 37,81
a FPGA-Ressourcen des statischen Bereichs auf dem Virtex-7 XC7VX485T (Slice LUTs: 94.824,
Slice Register: 189.648, BRAM Tiles: 369).
b Die FPGA-Ressourcen für 7 und 8 vFPGA-Slots sind ohne eine partielle Region auf dem FPGA ermittelt.
Um eine Aussage über das Wachstum der FPGA-Ressourcen in Abhängigkeit von der Anzahl der FPGA-
Slots treffen zu können, zeigt Tabelle 6.2 die erforderlichen FPGA-Ressourcen für eine unterschiedliche
Anzahl von vFPGA-Slots. Hierbei sind bis zu acht vFPGA-Slots auf dem FPGA realisiert, wobei für mehr
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Tabelle 6.3: Approximation der Messwerte aus Tabelle 6.2 durch lineare Regression mit den Konstanten K1 und
K2 für Gleichung 6.9, sowie dem Bestimmtheitsmaß R2.
Regression Anzahl Slice LUTs Anzahl Slice Register Anzahl BRAM Tiles
Konstanter Anteil K1 14.780 11.589 20,17
Linearer Faktor K2 3594,50 14.780 13,26
Bestimmtheitsmaß R2 0,9978 0,9971 1,00
als sechs vFPGA-Slots keine physischen Bereiche zugewiesen sind. Mit den Messwerten aus Tabel-
le 6.2 können durch lineare Regression die FPGA-Ressourcen für den vollständigen statischen Bereich
mit RC2F-Infrastruktur und vFPGA-SlotsÐ→ρ RC2F−Statisch(NvFPGA−Slots) nach Gleichung 6.9 approximiert
werden. Abbildung 6.9 zeigt die Messreihen für die unterschiedlichen FPGA-Ressourcen, sowie die li-
neare Approximation, bei welcher der linearer Zusammenhang zu erkennen ist.
Ð→ρ RC2F−Statisch(NvFPGA−Slots) =Ð→ρ K1 + (NvFPGA−Slots + 1) ⋅Ð→ρ K2 (6.9)
Die Konstanten Ð→ρ K1 und Ð→ρ K2 der Regression sind entsprechend für die unterschiedlichen FPGA-
Ressourcen in Tabelle 6.3 aufgezeigt. Diese Konstanten wurden mit Hilfe der Methode der kleinsten
Quadrate [FKL07] ermittelt und sind für die unterschiedlichen FPGA-Ressourcen in Tabelle 6.2 aufge-
listet. Die Tabelle enthält ebenso das Bestimmtheitsmaß R2, um den linearen Zusammenhang nachzu-
weisen [CW97]. Da das Bestimmtheitsmaß die FPGA-Ressourcen in allen Fällen über 0,99 liegt ist der






















1 2 3 4 5 6 7 8
Frontends 4.752 4.995 1,57 % 5,27 % 8.694 9.385 1,43 % 4,58 % 60 5,83 % 16,26 % 0,05 0,08
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Gesamt 39.538 40.115 13,02 % 42,30 % 32.203 33.326 5,30 % 16,98 % 113 10,97 % 30,62 % 0,01 0,03
7vFPGA Infrastruktur 18.551 18.985 6,11 % 20,02 % 10.326 10.203 1,70 % 5,44 % 23 2,22 % 6,19 % 0,02 0,01
Frontends 5.544 5.778 1,83 % 6,09 % 10.143 9.822 1,67 % 5,35 % 70 6,80 % 18,97 % 0,04 0,03
Virtualisierung 24.095 24.763 7,94 % 26,11 % 20.469 20.025 3,37 % 10,79 % 93 9,01 % 25,16 % 0,03 0,02
Gesamt 42.980 43.648 14,16 % 46,03 % 35.127 34.683 5,79 % 18,52 % 126 12,26 % 34,22 % 0,02 0,01
8vFPGA Infrastruktur 21.201 21.744 6,98 % 22,93 % 11.801 12.233 1,94 % 6,22 % 26 2,53 % 7,07 % 0,03 0,04
Frontends 6.336 6.657 2,09 % 7,02 % 11.592 11.920 1,91 % 6,11 % 80 7,77 % 21,68 % 0,05 0,03
Virtualisierung 27.537 28.401 9,07 % 29,95 % 23.393 24.153 3,85 % 12,33 % 106 10,30 % 28,75 % 0,03 0,03
Gesamt 46.422 47.286 15,29 % 49,87 % 38.051 38.811 6,27 % 20,06 % 140 13,55 % 37,81 % 0,02 0,02
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Abbildung 6.9: Bedarf an FPGA-Ressourcen der RC2F-Infrastruktur in Abhängigkeit von der Anzahl der vFPGA-Slots
nach Gleichung 6.9 mit den Konstanten aus Tabelle 6.3 sowie den Messpunkten aus Abbildung 6.9.
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6.1.4.6 Aggregierte Gruppen von vFPGAs
Neben den einzelnen vFPGA-Slots, wie sie in Abbildung 6.5 gezeigt wurden, sind des Weiteren, wie in
Abschnitt 4.3.1 erläutert, unterschiedliche große vFPGAs durch Zusammenschluss der einzelnen vFPGA-
Slots möglich (vergleiche Abbildung 4.3). Ein vFPGA, welcher über einen vFPGA-Slot reicht wird im
Folgenden als Single, zusammengeschlossene homogene vFPGAs werden entsprechend der Anzahl an
aggregierten vFPGA-Slots als Double-, Triple-, Quad-, Quint- und Hexa-vFPGA bezeichnet. Da der Hexa-
vFPGA, welcher sich entsprechend über alle sechs vFPGA-Slots beziehungsweise den kompletten dem
Nutzer zur Verfügung stehenden Bereich auf dem Virtex-7 erstreckt, nur an genau einer Stelle platziert
werden kann, kann auf die untereinander homogenen Bereiche verzichtet werden, da dieser vFPGA nur

























Abbildung 6.10: Beispiel eines aggregierten vFPGAs über drei vFPGA-Slots und zwei Frontend-Interfaces mit den
erforderlichen Partition Pin Regions (PPRs).
Da die einzelnen homogenen vFPGAs-Slots zu größeren Bereichen aggregiert werden, sind die sich
ergebenden FPGA-Ressourcen für die unterschiedlichen vFPGAs immer ein ganzzahliges Vielfaches ei-
nes einzelnen vFPGA-Slots (Single), wie in Tabelle 6.4 dargestellt. Um jedem aggregierten vFPGA des
Weiteren mindestens ein, und maximal so viele Frontend-Interfaces bereitzustellen zu können, wie
vFPGA-Slots genutzt werden, ist für die Berechnung der konkreten FPGA-Ressourcen die Berücksich-
tigung der Partition Pin Regions (PPRs) erforderlich. Für die innerhalb der RCFG-Datei angeforderten
Frontend-Interfaces wird entsprechend die Konfiguration der zusätzlichen PPR zugelassen, wie in Abbil-
dung 6.10 gezeigt. Der Bereich eines nicht genutztes Frontends steht dem vFPGA-Design entsprechend
nicht zur Verfügung.
Tabelle 6.4: FPGA-Ressourcen der aggregierten vFPGA-Slots, welche durch den RC2F-Prototypen auf einem Virtex-
7 XC7VX485T dem Nutzer zur Verfügung gestellt werden. Die vFPGAs sind in ihrer Größe immer ein
ganzzahliges Vielfaches eines einfachen (Single) vFPGAs, welcher einem einzelnen homogenen vFPGA-
Slot entspricht.
FPGA-Ressourcen PPR Größe des vFPGAs (auf Basis homogener vFPGA-Slots)
Single Double Triple Quad Quint Hexa-homogena Hexab
Slice LUTs 1200 28.400 56.800 85.200 113.600 142.000 170.400 188.400
Slice Registers 2400 59.000 118.000 177.000 236.000 295.000 354.000 376.800
BRAM Tile 0 105 210 315 420 525 600 630
DSPs 20 340 680 1.020 1.360 1.700 1.940 2.040
a Zusammenfassung der homogenen vFPGA-Slots.
b Größtmöglicher Bereich ohne Einhaltung der Homogenität in den vFPGA-Slots, da Verschiebung nicht möglich ist.
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Durch die Angabe der Anzahl der aggregierten vFPGA-Slots NvFPGA−Slots und der Frontends NFrontends
können die FPGA-Ressourcen Ð→ρ vFPGA(NvFPGA−Slots,NFrontends) mittels Gleichung 6.10 berechnet
werden. Dabei steht Ð→ρ FPGA−Slot für die FPGA-Ressourcen eines einzelnen vFPGAs (Single) und Ð→ρ ppr
für die Ressourcen der Partition Pin Region.
Ð→ρ vFPGA(NvFPGA−Slots,NFrontends) = NvFPGA−Slots ⋅Ð→ρ vFPGA−Slot +NFrontends ⋅Ð→ρ PPR (6.10)
Die von den aggregierten vFPGAs ungenutzten Fontend-Schnittstellen in Form der Partition Pins werden
durch einen speziellen partiellen Bitstream versiegelt, welcher einen einfachen Endpunkt bereitstellt,
um definierte Signalzustände zu garantieren. Der vFPGA-Konfigurationsspeicher enthält entsprechen-
de Basisinformationen, um sowohl Host- als auch FPGA-Hypervisor den entsprechenden Zustand des
vFPGA-Frontends mitzuteilen.
6.1.4.7 Entwurfsablauf für homogene vFPGAs zur Kontextmigration
Der in Abschnitt 5.1.5 skizzierte Entwurfsablauf für die Nutzung von homogenen und insbesondere mi-
grierbaren vFPGAs ist prototypisch umgesetzt beziehungsweise erweitert. Als Basis dient dafür die Ent-
wicklungsumgebung Xilinx Vivado 2016.4 [Xil16g]. Das Ziel des modifizierten Entwurfsablaufes besteht











Abbildung 6.11: Erforderliche vFPGA-Images für unterschiedliche Größen von (aggregierten) vFPGAs. Ein Dual-
vFPGA kann sich beispielsweise innerhalb von drei unterschiedlichen aggregierten vFPGA-Slots
auf dem physischen FPGA befinden.
Abbildung 6.11 zeigt exemplarisch die unterschiedlichen zu erzeugenden vFPGA-Images für alle mög-
lichen (aggregierten) vFPGA-Slots auf dem physischen FPGA anhand eines Beispiels mit vier vFPGA-
Slots. Dabei müssen sich für eine einfache Migration sämtliche Slice Registers / LUTs, BRAM Tiles und
DSPs an identischen relativen Positionen innerhalb der vFPGAs befinden. Als Basis dienen dabei die in
Abbildung 6.5 aufgezeigten homogenen Regionen. Abbildung 6.12 gibt einen Überblick über den modi-
fizierten Entwurfsablauf zur Erzeugung sowohl von statischer FPGA-Infrastruktur als auch von partiellen
vFPGA-Images für die vFPGA-Slots. Der Entwurfsablauf beginnt zunächst mit der einmaligen Erzeugung
der statischen RC2F-Infrastruktur vom Anbieter der Cloud:
Schritt 0 – Erzeugen der statischen RC2F-Infrastruktur: Zunächst wird mit dem vom FPGA-Hersteller
vorgesehenen Entwurfsablauf, unter Berücksichtigung der partiellen dynamischen Rekonfiguration
[Xil17g], die statische RC2F-Infrastruktur, wie sie in Abschnitt 6.1.4.4 aufgezeigt ist, generiert. Dabei
werden die Partition Pins über ein Skript in jedem vFPGA-Slots an der gleichen relativen Positionen
innerhalb der Partition Pin Region platziert (siehe Abbildung 6.5), um entsprechend das Interface
zu den vFPGA-Slots bereitzustellen. Platzierung und Routing können erfolgen, und das fertigge-
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stellte Hardwaredesign wird als Checkpoint gesichert und für die weiteren Schritte bereitgestellt.

































































































Abbildung 6.12: Modifizierter Entwurfsablauf (auf Basis von Vivado 2016.4 [Xil16g]) zur Erzeugung sowohl von sta-
tischer FPGA-Infrastruktur als auch von homogenen vFPGA-Images, welche eine Migration der
vFPGA-Instanzen auf Basis homogener vFPGA-Slots ermöglichen.
In den nächsten Schritten werden die vFPGA-Images für ein konkretes vFPGA-Design eines Nutzers
erzeugt. Für die Ausnahme, dass statische Leitungen der RC2F-Infrastruktur innerhalb der vFPGA-Slots
enthalten sind, wie es im RC2F-Prototypen der Fall ist, ist der angepasste Entwurfablauf zur Erzeugung
der unterschiedlichen vFPGA-Images entsprechend in sechs Hauptschritte unterteilt:
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Schritt 1 – vFPGA-Designs in den ersten (aggregierten) vFPGA-Slot(s) platzieren: Auf Basis der
Netzliste des vFPGA-Designs wird in einem ersten Schritt ein vFPGA passender Größe ausge-
wählt. Die Netzliste wird daraufhin in einen homogenen vFPGA-Slot geeigneter Größe (Single,
Double etc.) platziert, wobei die inhomogenen Spalten nicht zur Verfügung stehen. Die Partition
Pin Regions (PPRs) als Schnittstellen zu den Frontends innerhalb der statischen RC2F-Infrastruktur,
welche die Partition Pins (PPs) enthält, werden entsprechend der Beschreibung des vFPGAs aus
der RCFG-Datei (siehe Abschnitt 5.1.4) hinzugefügt.
Nachdem das erste vFPGA-Designs innerhalb (aggregierter) vFPGA-Slots platziert ist, erfolgt die Über-
tragung der platzierten FPGA-Ressourcen auf die anderen möglichen (aggregierten) vFPGA-Slots, um
ein vFPGA-Image innerhalb beliebiger (aggregierter) vFPGA-Slots platzieren zu können. Die Anzahl der
notwendigen NvFPGA−Images wird nach Gleichung 6.11 berechnet (siehe auch Abbildung 6.11). Die An-
zahl ist dabei ebenso abhängig von der Anzahl der auf dem physischen FPGA vorhandenen vFPGA-Slots
NvFPGA−Slots und von der Anzahl der aggregierten vFPGA-Slots NAgg über welche sich der vFPGA er-
streckt.
NvFPGA−Images = NvFPGA−Slots −NAgg + 1 (6.11)
Die folgenden Schritte innerhalb des Entwurfsablaufes müssen entsprechend NvFPGA−Images Male
durchgeführt werden und berücksichtigen die statischen Leitungen innerhalb der vFPGA-Slots des RC2F-
Prototypen. Sind die vFPGA-Slots vollkommen identisch und frei von statischen Leitungen und inhomo-
genen Komponenten, können die vFPGA-Images mit sämtlichen platzierten Komponenten und Leitun-
gen verschoben werden, indem lediglich die FAR-Adressen innerhalb des Bitstreams modifiziert werden.
Schritt 2 – Übertragen des platzierten vFPGA-Designs auf weitere vFPGA-Slots (1D-Relocation):
Die Register-, BRAM- und DSP-Positionen auf dem physischen FPGA, welche durch Location Cons-
traintss (LOCs) und Basic Element Locations (BELs) bestehen, werden aus dem platzierten vFPGA-
Design ausgelesen und in einer separaten Virtual Context Locations (VCL) Datei gespeichert. An-
schließend wird die Netzliste der weiteren (aggregierten) vFPGA-Slots geladen und die Komponen-
ten entsprechend der zuvor erzeugten VCL Datei mit den Offsets der vFPGA-Regionen innerhalb
des physischen FPGAs platziert.
Schritt 3 – Erweitern der homogenen vFPGA-Slots auf die inhomogenen vFPGA-Slots: Nach dem
Platzieren der Komponenten wird der homogene vFPGA-Slot über die gesamte Breite des inho-
mogenen vFPGA-Slots ausgedehnt (Hinzunahme sämtlicher inhomogener Spalten). Nach der Plat-
zierung der Komponenten folgt das Routing der vFPGA-Designs. Durch das vollständige Routing
werden auch statische Leitungen innerhalb einzelner vFPGAs berücksichtigt.
Schritt 4 – Erzeugung von vFPGA-Images: Für die vollständig platzierten und verdrahteten vFPGA-
Designs wird im nächsten Schritt des Entwurfsablaufes das vFPGA-Image in Form des partiellen
Bitstreams (.pbit) erzeugt. Aus dem Bitstream werden für die Verifikation der physischen Bereiche
der vFPGA-Instanz innerhalb des FPGAs sämtliche Informationen, wie die Frame Adress Regis-
ter (FAR) (siehe Abschnitt 2.1.4.3), extrahiert und als Header an das vFPGA-Image angehängt. Der
Header wird vor der eigentlichen Konfiguration der vFPGA-Slots innerhalb des FPGA-Hypervisors
analysiert und an den ICAP zur Konfiguration weitergereicht, wenn die allokierten vFPGA-Slots mit
denen des vFPGA-Images übereinstimmen.
Schritt 5 – Erzeugung der Bit-Maske für die Kontextmigration: Für die Kontextmigration ist die zu-
sätzliche VCBM erforderlich, um die relevanten Daten aus der vFPGA-Instanz extrahieren bezie-
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hungsweise in einem vFPGA-Image wiederherstellen zu können. Die VCBM wird innerhalb des
Entwurfsablaufes mit Hilfe der nach der Generierung der vFPGA-Images bereitgestellten Metada-
ten, wie der Logic Location (LL)-Datei, erzeugt. Der über die VCBM extrahierte Kontext wird in
einer separaten Virtual Context Content (VCC)-Datei zwischengespeichert. Mit Hilfe der VCC wer-
den die Inhalte sämtlicher Slice Registers / LUTs und BRAM Tiles in anderen vFPGA-Images für
das äquivalente vFPGA-Design mit Hilfe der dazugehörigen VCBM wiederhergestellt.
Der CRC des Bitstreams wird durch die Wiederherstellung des Kontextes verändert. Daher müs-
sen für die Rekonfiguration der vFPGA-Slots entsprechende Befehle in den Bitstream ergänzt
werden, um den CRC innerhalb des FPGAs zurückzusetzen. Das Laden des neuen Kontextes er-
folgt über die Initialisierungs-Register (INIT) der Slice Register / LUTs, beziehungsweise direkt in
die BRAM Tiles und wird über das Global Set/Reset-Signal für die entsprechenden zu rekonfigurie-
renden Spalten in die Komponenten auf dem physischen FPGA übernommen (siehe auch [KGS16;
Xil16b].
Schritt 6 – Erzeugung der vRAI für das initiale vFPGA-Design: In einem letzten Schritt werden sämt-
liche vFPGA-Images mit ihren dazugehörigen VCBMs zur Kontextmigration und der Beschreibung
des vFPGAs in Form der RCFG zu einem vRAI-Paket für den Einsatz innerhalb des Modells BAaaS
zusammengefasst und signiert (siehe Abschnitt 5.1.6).
Die Laufzeit, welche zur Generierung einer vRAI tvRAI benötigt wird, kann nach Gleichung 6.12 be-
rechnet werden. Die einzelnen Laufzeiten der zuvor erläuterten Schritte innerhalb des modifizierten Ent-
wurfsablaufs (siehe auch Abbildung 6.12) sind dabei die Laufzeiten zum Platzieren des vFPGA-Designs
tplace und das Extrahieren der Positionen sämtlicher Slice Registers / LUTs und BRAM Tiles textract, wel-
che einmalig erforderlich sind.
tvRAI = tplace + textract +NvFPGA−Images ⋅ (trelocate + troute + tvFPGA−Image + tV CBM) (6.12)
Das Übertragen der Positionen auf die Anderen (aggregierten) vFPGA-Slots trelocate, sowie das erneute
Routing troute, die Generierung des vFPGA-Images (bitstream) tvFPGA−Image und das Generieren der
VCBM tV CBM erfolgen für jede mögliche Position der (aggregierten) vFPGA-Slots NvFPGA−Slots (sie-
he Gleichung 6.11). Die Anzahl der Durchläufe NvFPGA−Slots ist dabei maßgeblich für die Laufzeit des
Entwurfsprozesses zur Erzeugung der vRAIs verantwortlich.
6.1.4.8 Speicherbedarf der vRAI-Pakete
Die zuvor erzeugten vFPGA-Images werden, wie in Abschnitt 6.1.4.7 und Abschnitt 5.1.6 erläutert, in
einem vRAI-Paket gebündelt. Bei der Ausführung einer vRAI werden, nach Allokation eines vFPGAs
vom Host-Hypervisor die entsprechenden vFPGA-Images für die zugewiesenen vFPGA-Slots ausge-
wählt und der vFPGA wird konfiguriert. Neben den vFPGA-Images enthält das vRAI-Paket ebenfalls die
VCBMs zur Kontextmigration und der Beschreibung der zu allokierenden vFPGA-Instanz in Form der
RCFG (siehe Abschnitt 5.1.4). Die Anzahl der erforderlichen Bitstreams in Abhängigkeit der aggregierten
vFPGA-Regionen und die entsprechenden Dateigrößen der vRAIs sind in Tabelle 6.5 aufgezeigt.
Zusätzlich zeigt Abbildung 6.13 die Dateigrößen der einzelnen (aggregierten) vFPGA-Images sowie die
notwendige Anzahl der erforderlichen vFPGA-Images, um sämtliche Positionen der vFPGA-Slots inner-
halb des RC2F-Prototypen abzudecken. Die Dateigröße der vFPGA-Images ist unabhängig von dem zu-
grundeliegenden vFPGA-Design, da jeder Bitstream die gesamten vFPGA-Slots konfiguriert und keine
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Kompression eingesetzt wird. Sind die Anzahl der innerhalb des RC2F-Prototypen verfügbaren vFPGA-
Slots NvFPGA−Slots sowie der Speicherbedarf eines vFPGA-Images SvFPGA−Image bekannt, lässt sich
die Größe einer vRAI SvRAI mit Hilfe von Gleichung 6.11 und Gleichung 6.13 berechnen.
SvRAI = 2 ⋅NvFPGA−Images ⋅ SvFPGA−Image (6.13)
Tabelle 6.5: Größe der vFPGA-Images und resultierenden vRAIs in MByte innerhalb des RC2F-Prototypen.
Größe des vFPGAs (auf Basis homogener vFPGA-Slots)
Single Double Triple Quad Quint Hexa
Bitstream (MByte) 4,8 9,0 13,0 17,3 21,3 20,3
Mögliche Positionen 6 5 4 3 2 1
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Abbildung 6.13: Größe der vRAI-Pakete für den RC2F-Prototypen (Virtex-7) in Abhängigkeit der unterschiedlichen
Größe des zugrundeliegenden vFPGA-Designs.
6.2 Demonstratoren und ausgewählte Szenarien
Um den flexiblen Einsatz des in Abschnitt 6.1.4 entwickelten RC2F-Prototypen für die FPGA-Virtualisier-
ung zu demonstrieren, wird eine Evaluation mit beispielhaften Anwendungen in Form von Demonstra-
toren genutzt, welche zunächst in Abschnitt 6.2.1 vorgestellt werden. Darauf aufbauend wird in Ab-
schnitt 6.2.2 ein Szenario aufgezeigt, in welchem die vFPGA-Images / -Instanzen dynamisch innerhalb
des RC2F-Prototypen migriert werden. Abschnitt 6.2.3 zeigt in einem nächsten Schritt die Szenarien,
anhand derer das Verhalten des RC3E-Simulators evaluiert wird.
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6.2.1 Demonstratoren zur Evaluation der FPGA-Virtualisierung RC2F
Um den RC2F-Prototypen zu evaluieren, werden exemplarisch vier Demonstratoren, welche sich in
Komplexität und Komunikationsmuster unterscheiden, auf Basis der in Abschnitt 6.1.4.6 entwickelten
vFPGAs realisiert. Die Demonstratoren werden im Folgenden kurz erläutert, um darauf aufbauend die
Flexibilität der entwickelten Virtualisierung zu demonstrieren. Die Demonstratoren unterscheiden sich
im Aufbau der virtuellen Umgebung, in welche sie eingebettet werden (siehe auch Abschnitt 5.3), und in
ihrer Bereitstellung (HDL, HLS, IP-Core) voneinander. Alle Demonstratoren nutzen die RC2F-API (siehe
Abschnitt 5.1.3 und Abschnitt C.1) und liegen in Form einer vRAI über den zuvor in Abschnitt 6.1.4.7
aufgezeigten modifizierten Entwurfsablauf vor.
I. Matrix-vFPGA (HLS): Als Anwendung zur Evaluation der Integration eines durch Vivado HLS 2016.4
[Xil17f] erzeugten Rechenkernes innerhalb eines vFPGAs unter Nutzung der RC2F-API zur Initiali-
sierung und Konfiguration dient eine Matrixmultiplikation. Dabei wird das FIFO-Interface als Basis
für das Streaming unterschiedlicher Matrizen und der vFPGA-Konfigurationsspeicher als Zustands-
maschine eingesetzt. Eine Matrix wird komplett innerhalb des vFPGAs gehalten, die andere wird































Abbildung 6.14: Aufbau der Matrixmultiplikation auf Basis von vFPGAs und RC2F-API.
Die Anwendung profitiert daher von einer Virtualisierung und Anpassung der FPGA-Ressourcen
eines vFPGAs an das erzeugte vFPGA-Design [KS15b]. Eine Matrix der Größe 32×32 benötigt bei-
spielsweise drei aggregierte vFPGA-Slots (Triple-vFPGA). Die erforderlichen FPGA-Ressourcen für
sowohl eine 16×16 als auch eine 32×32 Matrix, und deren notwendige vFPGA-Slots sind Tabel-
le 6.6 zu entnehmen. Der erreichte Speedup ist verglichen mit einem Prozessor5 mit 4 Kernen
aufgrund der Floating Point Rechenleistung des FPGAs entsprechend gering. Der Matrix-vFPGA
ist lediglich eine Machbarkeitsstudie und kann zur Entlastung des Host-System eingesetzt wer-
den, nicht aber zur konkreten Beschleunigung einer Anwendung.
5Als Referenzsystem für die Softwareimplementierungen dient Rechenknoten 0 des in Abschnitt 6.1.1 vorgestellte Cloud-
Prototyps mit einem Intel Core i7-2600K mit 4 Rechenkernen.
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II. BSMC-vFPGA (HDL): Eine typische rechenintensive Anwendung für eine Cloud, welche ideal auf
rekonfigurierbare Hardware ausgelagert werden kann, ist eine Monte-Carlo-Simulation des Black-
Scholes-Modells (BSMC) zur Bewertung von Finanzoptionen [Hig04]. Insbesondere die Erzeugung
der Vielzahl der hierfür benötigten Zufallszahlen ist auf rekonfigurierbarer Hardware effizient mög-
lich [SPV06]. Des Weiteren können sämtliche Berechnungen mit mehreren Millionen Iterationen
auf dem FPGA durchgeführt werden, nachdem eine Initialisierung mit wenigen Parametern erfolg-
te. Die zu übertragende Datenmenge zum und vom FPGA umfasst lediglich wenige kByte. Der
Demonstrator BSMC-vFPGA ist in HDL entwickelt und in einen vFPGA mit der entsprechenden
RC2F-API eingebettet [Rus15].
Die Besonderheit der BSMC besteht darin, dass ein einzelner Rechenkern nur eine geringe Anzahl
an FPGA-Ressourcen benötigt und durch die effiziente Generierung der Zufallszahlen ein hoher
Speedup im Vergleich zum Host-System erreicht werden kann. Beispielsweise kann ein BSMC
Hardwaredesign mit 8 Monte-Carlo Kernen in einem einzelnen vFPGA (Single) realisiert werden
(siehe Tabelle 6.6). Ein solcher BSMC-8-vFPGA erreicht gegenüber einem Prozessor5 mit 4 Kernen
einen Speedup (siehe Abschnitt 2.1.1.2) von 7,82 bei 100 Millionen Durchläufen [Rus15].
III. Alignment (HDL): Eine weitere Anwendung, die sich aufgrund ihrer einfachen Datentypen ideal auf
einem FPGA realisieren lässt, ist das Sequenzalignment von kurzen DNA-Sequenzen (Reads) an
ein vollständiges Genom, um deren Position darin zu ermitteln. Das Verfahren, welches als Short
Read Mapping Problem (SRMP) [TS09] bekannt ist, wurde in [KPS11; PKS12] auf einen FPGA über-
tragen. Das vFPGA-Design für einen Alignment-vFPGA mit 160 Einheiten, welche jeweils einen
Read beinhalten, benötigt vier aggregierte vFPGA-Slots (Quad). Da die Genom-Datenbank nicht
lokal auf dem FPGA gehalten werden kann, wird diese konstant über die PCIe-Schnittstelle mit
maximal 52 MByte/s gleitet. Der so erzielte Speedup liegt für das Alignment von 500.000 Reads
(50 Basenpaare) innerhalb des menschlichen Genoms (3,27 Milliarden Basenpaare) bei 4,52, ge-
genüber dem eines Prozessors5 mit vier Kernen und dem vergleichbaren Basic Local Alignment
Search Tool (BLAST) [Alt+90] des National Center for Biotechnology Information (NCBI) [Mad13].
IV. k-Means-vFPGA (HDL): Der kMeans Algorithmus [DG08; JD88] zur Vektorquantisierung, welcher
auch zur Clusteranalyse von unterschiedlichsten Daten eingesetzt wird, ist eine typische rechen-
intensive Anwendung im Bereich des Cloud-Computings [Mis+10]. Dabei wird aus einer Menge
von ähnlichen Objekten eine vorher bekannte Anzahl von k Clustern erzeugt. Mit der Übertragung
des k-Means Algorithmus auf einen FPGA kann ein hohen Speedup erreicht werden, wie bereits
in der Liste der Cloud-Anwendungen in Abschnitt 2.4.2 gezeigt wurde.
Durch Kombination von HLS und HDL ist ein vFPGA-Design realisiert, welches durch lokales Spei-
chern des zu analysierenden Datensatzes einen vergleichsweise großen Speedup auf dem FPGA
erreicht. Der in [Knö17] entwickelte k-Means-vFPGA benötigt insgesamt für ein Bild der Größe
von 640×480 und einer Clusterzahl von k = 6 insgesamt sechs aggregierte vFPGA-Slots (Hexa)
[Knö17] und erreicht einen Speedup von 8,53 gegenüber einem Prozessors5 mit vier Kernen. Durch
das Speichern des kompletten Datenatzes auf den FPGA werden 532 BRAMs, verteilt auf sechs
vFPGA-Slots (Hexa), benötigt (siehe Tabelle 6.6).
V. Crypto-vFPGA (IP-Core): Des Weiteren ist ein Rechenkern für den Einsatz als kryptographischer
Coprozessor (Crypto-vFPGA) oder als Endpunkt für eine abgesicherte Datenkommunikation zwi-
schen Client-System und VM-Hostsystem in der Cloud entwickelt, wie es in Abschnitt 3.2.1 und
speziell in Abbildung 3.5(f) dargelegt wurde. Wie in [GG13] gezeigt, kann durch Auslagerung einer
derartigen Anwendung zur Ver- und Entschlüsselung (AES-CBC-128-SHA1) eines Datenstroms ein
moderner Serverprozessor deutlich entlastet werden. Auf Seiten der Cloud bilden dahingehend
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die Energieersparnis und die Auslagerung von Rechenlast die Hauptmotivationen für den Einsatz
von vFPGAs. Auch auf dem Client-System kann der FPGA als Endpunkt zum Einsatz kommen, um
dieses ebenfalls zu entlasten und durch die Nutzung von Spezialhardware Angriffsmöglichkeiten
zu reduzieren und somit die Sicherheit bei der Datenübertragung zu erhöhen.


































Abbildung 6.15: Einsatz des Crypto-vFPGAs zur Ver- und Entschlüsselung eines Datenstromes.
Als Beispiel für das RC2F dient hierbei ein 256-Bit AES ECB-Core [Rus17], dessen Schnittstellen
entsprechend modifiziert wurden, um in einen mittels des RC2F bereitgestellten vFPGA eingebet-
tet werden zu können. Aufgrund des geringen Bedarfes an FPGA-Ressourcen (siehe Tabelle 6.6)
benötigt der Rechenkern lediglich einen vFPGA-Slot (Single). Der Crypto-vFPGA entschlüsselt den
vom externen Client-System verschlüsselten und über die Gigabit-Ethernet Schnittstelle des FPGA-
Boards eingehenden Datenstrom und leitet diesen im Klartext an eine Nutzer-VM auf dem Host-
System innerhalb der Cloud weiter (siehe Abbildung 6.15). Das Senden eines Datenstromes aus
der VM verläuft äquivalent in die umgekehrte Richtung. Bei der Implementierung übernimmt der
FPGA entsprechend auch die Rolle der Netzwerkvirtualisierung für den Host-Hypervisor.
Durch die gewählten Anwendungen ist die Virtualisierung der FPGAs evaluiert. Die vier Anwendungen
repräsentieren verschiedene Einsatzmöglichkeiten der vFPGAs und zeigen, wie flexibel diese in ihrem
Bedarf an FPGA-Ressourcen und physischem Platz an die Bedürfnisse der Nutzer und Anwendungen
angepasst werden können. Die flexible Programmierung mittels HLS und die entsprechende Einbet-
tung in die RC2F-Virtualisierung ist ebenso evaluiert. Des Weiteren können durch eine Kombination der
unterschiedlichen Rechenkerne und Anwendungen die verschiedenen Kommunikationskanäle besser
ausgelastet werden, da beispielsweise der Matrix-vFPGA (I) die PCIe-Schnittstelle vergleichsweise stark
auslastet, der BSMC-vFPGA dagegen lediglich Daten zur Initialisierung und die Ergebnisse überträgt.
Tabelle 6.6: Bedarf an FPGA-Ressourcen und Anzahl der erforderlichen vFPGAs-Slots für die vier Demonstratoren
innerhalb des RC2F-Prototypen auf dem Virtex-7, sowie der erreichbare Speedup und die Datenrate zum
Hostsystem.
Demonstrator vFPGA- Anzahl FPGA-Ressourcen / Anteil des vFPGAs Datenrate Speedup
Slots Slice LUTs Slice Registers BRAM Tiles DSPs Host / vFPGA zur CPUa
I.a) Matrix 16×16 1 25.298 / 89,08 % 41.654 / 70,60 % 14 / 13,33 % 80 / 23,53 % 509 MByte/s 0,42
I.b) Matrix 32×32 3 64.711 / 75,95 % 125.715 / 71,03 % 68 / 21,59 % 160 / 15,69 % 279 MByte/s 0,63
II. BSMC-8 1 20.059 / 70,63 % 33.289 / 56,42 % 126 / 120,00 % 70 / 20,59 % 0,85 MByte/s 7,82
III. Alignment 4 108.436 / 95,45 % 156.765 / 66,43 % 338 / 80,48 % 0 / 0 % 52 MByte/s 4,52
IV. Crypto 1 10.654 / 37,51 % 12.054 / 6,81 % 48 / 45,71 % 0 / 0 % 125 MByte/s 1,00
V. k-Means 6 22.592 / 11,99 % 14.309 / 3,80 % 532 / 88,67 % 18 / 0,93 % 43 MByte/s 8,53
a Als Referenzsystem dient Rechenknoten 0 des in Abschnitt 6.1.1 vorgestellte Cloud-Prototyp mit einem Intel Core i7-2600K.
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6.2.2 Allgemeiner Einsatz der virtualisierten FPGAs
Die unterschiedlichen Demonstratoren, welche in Abschnitt 6.2.1 vorgestellt wurden, haben insbeson-
dere die Untersuchung der effizienten Auslastung des physischen FPGAs durch die direkte Anpassung
der vFPGAs an die benötigten FPGA-Ressourcen zum Ziel. Als weiterführendes Szenario für den allge-
meinen Einsatz der Virtualisierung innerhalb der Ressourcenverwaltung RC3E zeigt Abschnitt 6.16, wie
ein exemplarisches System durch den Einsatz der Migration bezüglich der Auslastung optimiert werden
kann. Zwischen den einzelnen Aktionen (A) bis (F) vergehen jeweils 60 Sekunden. Das Szenario wird im
nachfolgenden Abschnitt 6.3.3.4 genutzt, um die Flexibilität der Virtualisierung nachzuweisen und mögli-
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Abbildung 6.16: Szenario für den allgemeiner Einsatz eines mittels RC2F virtualisierten FPGAs zur Optimierung der
Auslastung des physischen FPGAs innerhalb der Ressourcenverwaltung RC3E.
6.2.3 Lastszenarien für die Simulation des RC3E
Die RC3E-Simulation wird mit einer Reihe unterschiedlicher Werte für die im vorherigen Abschnitt er-
läuterten Parameter durchgeführt, wobei die Szenarien für Arbeitspakete in zwei Gruppen eingeteilt
werden können. Zum einen werden kryptografische Arbeitspakete mit langer Laufzeit eingesetzt, wel-
che lediglich einen vFPGA (Single) einnehmen und zum anderen Arbeitspaket mit einer vergleichsweise
kurzen Laufzeit, welche aber mehrere zusammenhängende vFPGAs benötigen.
Die Simulation untersucht die Dynamik des Systems, was über zwei unterschiedliche Lastszenarien er-
folgt. Zum einen werden (I) synthetische Arbeitslasten für unterschiedliche Szenarien und zum anderen
(II) die Lastdaten eines Webservers genutzt, um eine Tendenz für reale Lastszenarien abschätzen zu
können. In Szenario (I) erfolgt zunächst ein spontaner Anstieg der eigehenden Arbeitspakete (a), gefolgt
von einem deutlichen Abfall (b) und eine Phase mit annähernd konstanter Anzahl eingehender Arbeits-
pakete über einen längeren Zeitraum (c). Die Zeitpunkte und die Anzahl der eintreffenden Arbeitspakete
ist in Abbildung 6.17 aufgezeigt.
Das Lastszenario (II) mit realen Anfragen auf Basis eines Webservers [ITA16], welche über einen Zeit-
raum von 24 Stunden (1.440 Minuten) eintreffen, ist in Abbildung 6.18 gezeigt. Die 47.685 Arbeitspakete
haben feste Zeitpunkte, zu denen sie vom RC3E-Simulator entgegengenommen werden. Die Arbeitspa-
kete werden des Weiteren um Laufzeit und die Beschreibung der Ressourcen ergänzt.
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Abbildung 6.17: Lastzenario (I) mit einer synthetischen Arbeitslast von 4.981 Arbeitspaketen über einen Zeitraum
von 150 Minuten. Es erfolgt zunächst ein spontaner Anstieg der eigehenden Arbeitspakete (a), ge-
folgt von einem deutlichen Abfall (b) und einer Phase mit annähernd konstanter Anzahl eingehender
Arbeitspakete über einen längeren Zeitraum (c).
Abbildung 6.18: Lastszenario (II) mit 47.748 Anfragen auf Basis eines Webservers über einen Zeitraum von 24 Stun-
den [ITA16].
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6.2.3.1 Arbeitspakete innerhalb der Lastszenarien
Für die beiden Lastzenarien werden jeweils Arbeitspakete basierend auf den vier in Abschnitt 6.2 ein-
geführten Demonstratoren generiert. Die Demonstratoren sind entsprechend in sechs unterschiedliche
Arbeitspakete gemäß Tabelle 6.6 eingeteilt. Ein weiterer Parameter nach Abschnitt 6.1.3.3 ist die Ge-
samtlaufzeit tArbeitspaket, welche gemäß einer Gleichverteilung zwischen 10 und 300 Sekunden liegt. Die
durchschnittliche Gesamtlaufzeit über alle Arbeitspakete liegt entsprechend bei 2,5 Minuten. Die Anzahl
der benötigten vFPGA-Slots NvFPGA−Slots ergibt sich ebenfalls gemäß der Demonstratoren nach Tabel-
le 6.6, was eine durchschnittliche Belegung von 26,67 % beziehungsweise zwei vFPGA-Slots entspricht.
Die Anzahl der erforderlichen Prozessorkerne NKerne beschränkt sich je Arbeitspaket auf einen.
6.2.3.2 Simulationsparameter und Systemkonfigurationen der simulierten Cloud
Das zu simulierende System ist angelehnt an den in Abschnitt 6.1.1 beschriebenen Cloud-Prototypen.
Die Parameter innerhalb des RC3E-Simulators, wie sie in Abschnitt 6.1.3.2 eingeführt wurden, sind im
Einzelnen:
• MaxKnoten = 100
• MaxKerne = 8
• MaxFPGAs = 2
• MaxvFPGA−Slots = 1 oder 6
• PCPU−Last = 100 W
• PCPU−Leerlauf = 20 W
• PFPGA−Last = 24 W
• PFPGA−Leerlauf = 20 W
• NWarteschlange = 200
• NWaiting = 20 s
• tKnoten−Start = 10 s
• ρKnoten = 20 %
• tKnoten−Stop = 20 s
• tMigration = 1 Minute
• tMigration−FPGA = 10 s
• ρFPGA = 16 %
• tSLA = 1,5 s
Die RC3E-Simulation ist für drei unterschiedliche Systemkonfigurationen zu evaluieren:
(1) Basis: FPGA-Cloud ohne Virtualisierung der FPGA-Ressourcen,
(2) RC2F-Virtualiserung der FPGAs (MaxvFPGA−Slots = 6) und
(3) Zusätzliche Migration der Virtualisierten FPGAs.
6.3 Evaluation und Validierung der Prototypen
Im Folgenden werden sowohl der Cloud-Prototyp RC3E als auch die prototypische FPGA-Virtualisierung
RC2F anhand der zuvor in Abschnitt 6.2 eingeführten Demonstratoren und Szenarien evaluiert. Zunächst
wird in Abschnitt 6.3.1 die Vorgehensweise in Bezug auf den Test der Einzelkomponenten innerhalb der
Ressourcenverwaltung RC3E skizziert. Der zur Evaluierung einer Cloud-Architektur entwickelte RC3E-
Simulator aus Abschnitt 6.1.3 wird in Abschnitt 6.3.2 genutzt, um die Ressourcenverwaltung weiterfüh-
rend zu evaluieren. Die zuvor in Abschnitt 6.2 aufgezeigten Demonstratoren und das darauf aufbauende
Anwendungszenario für den allgemeinen Einsatz der virtualisierten FPGAs aus Abschnitt 6.2.2 werden
abschließend in Abschnitt 6.3.3 zur Validierung und Evaluation des RC2F-Prototypen aus Abschnitt 6.1.4
herangezogen, um ausgewählte Einsatzmöglichkeiten zu veranschaulichen.
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6.3.1 Validierung des RC3E-Prototypen auf Ebene der Cloud-Verwaltung
Der RC3E-Prototyp wurde mittels ausgewählter Testfälle und komplexer Anwendungsszenarien unter-
sucht und auf seine Eignung für die in Abschnitt 3.2.3 formulierten Anforderungen hin evaluiert bezie-
hungsweise validiert [Bal98, S. 101]. Dabei ist insbesondere der Test der Einzelkomponenten von großer
Bedeutung, um die entsprechende Reaktion des Systems zu beobachten und ein Fehlverhalten auszu-
schließen.
Der RC2F Host-Hypervisor ist durch einen Testlauf über mehrere Jahre mit realen Nutzern für die Ser-
vicemodelle RSaaS und RAaaS exemplarisch evaluiert. Indem des Weiteren konkurrierende Zugriffe auf
die physischen (v)FPGA-Ressourcen durchgeführt wurden, konnte dabei ein Fehlverhalten ausgeschlos-
sen werden. Insbesondere bezüglich der Zugriffsrechte und der wesentlichen Abläufe kann im Ergebnis
von einem stabilen System ausgegangen werden und die in Abschnitt 5.2 erarbeiten Abläufe sind in
der Praxis umgesetzt. Lediglich die Lastverteilung innerhalb des Modells BAaaS wurde durch die RC3E-
Simulation (siehe nachfolgend Abschnitt 6.3.2) validiert und evaluiert.
6.3.2 Evaluation der Ressourcenverwaltung durch die RC3E-Simulation
Um das Verhalten der Ressourcenverwaltung und insbesondere sowohl den Nutzen der virtualisier-
ten FPGAs als auch deren Migration in einer Cloud zu evaluieren, wird der RC3E-Simulator aus Ab-
schnitt 6.1.3.1 eingesetzt. Die durch den Cloud-Prototypen RC2F in Abschnitt 6.1.4 ermittelten Leis-
tungsdaten bilden dabei die Basis, um das entsprechende Verhalten innerhalb einer größeren Cloud mit
mehreren Rechenknoten durch den Simulator nachzubilden und zu untersuchen. Betrachtet wird dabei
im Speziellen die Zuordnung von vFPGAs zu Rechenknoten und zu auf diesen verfügbaren vFPGA-Slots.
Die Ergebnisse der Simulation auf Basis der in Abschnitt 6.2.3.2 eingeführten Simulationsparameter
und Systemkonfigurationen sowie den in Abschnitt 6.2.3 vorgestellten Lastszenarien sind in Tabelle 6.7
aufgezeigt. Die Tabelle zeigt neben der durchschnittlichen Anzahl der allokierten Rechenknoten deren
Energiebedarf sowie die Auslastung der dem Nutzer zur Verfügung stehenden FPGA-Ressourcen. Das
Service Level Agreement (SLA) gibt zusätzlich an, welcher Anteil der Arbeitspakete innerhalb einer be-
stimmten Zeitspanne (2,5 s) bearbeitet wird, um das Systemverhalten in Bezug auf die Qualität der
Bereitstellung der Ressourcen bewerten zu können.
Die Auslastung der FPGAs liegt in der Simulation, wie in Abschnitt 6.2.3.1 gefordert, bei den Referenz-
systemen mit FPGAs ohne Virtualisierung (1) bei circa 27 % (siehe Tabelle 6.7). Der Energiebedarf der
Cloud wird in beiden Szenarien durch die Virtualisierung (2) um zusätzliche 64,78 % gegenüber dem
FPGA-System (1) für Szenario (I) und 60,25 % für Szenario (II) gesenkt. Entsprechend sinkt durch eine
Steigerung der Auslastung der Energiebedarf. Das SLA steigt leicht um 0,04, beziehungsweise 0,02 an,
da die virtualisierten Ressourcen schneller verfügbar sind als ein neuer Rechenknoten. Die zusätzliche
Migration (3) trägt nur unwesentlich zur Einsparung von Ressourcen und Energie bei. Durch den Prozess
der Migration wird allerdings das SLA beeinträchtigt, da die Migration eine entsprechend hohe Priorität
hat und neue Ressourcen erst verzögert bereitgestellt werden. Lastszenario (II) liefert in den Konfigura-
tionen (2) und (3) bessere Werte, da keine Extremwertsituationen, wie in Lastszenario (I), auftreten.
Zusätzlich zu Tabelle 6.7 zeigt Abbildung 6.19 exemplarisch das Ergebnis einer RC3E-Simulation für Last-
szenario (I). In der Grafik sind die allokierten vFPGA-Slots, deren Auslastung sowie die Zeitpunkte, zu
denen neue Rechenknoten allokiert werden oder Migrationen stattfinden, veranschaulicht. Die Migratio-
nen (d) finden verstärkt bei neu eintreffenden Arbeitspaketen (a) statt, da vor dem Hinzufügen neuer
Rechenknoten zunächst versucht wird, bestehende vFPGAs zu migrieren.
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Tabelle 6.7: Ergebnisse der RC3E-Simulation für die Systemkonfigurationen (1) zusätzliche FPGAs (+FPGA), (2)
RC2F FPGA-Virtualisierung (+RC2F) und (3) zusätzlicher Migration (+Mig). Die Szenarien sind (I) eine
synthetische Arbeitslast und (II) die Lastdaten eines realen Webservers [ITA16].
Lastszenario (I) – 4.981 Arbeitspakete Lastszenario (II) – 47.748 Arbeitspakete
über 150 Minuten über 1.440 Minuten
Clouda +FPGA (1) +RC2F (2) +Mig (3) Clouda +FPGA (1) +RC2F (2) +Mig(3)
Rechenknotenb 357 132 26 24 376 128 25 24
FPGA Auslastung ( %) — 27,34 78,14 85,07 — 26,74 94,24 97,82
Energiebedarf ( kWh) 35,37 24,53 8,64 8,13 287,37 225,12 89,48 83,06
Energiebedarf (%) 100,00 69,35 24,43 22,99 100,00 78,34 31,14 28,90
SLAc 0,91 0,87 0,91 0,85 0,96 0,90 0,92 0,91
a FPGA-Cloud ohne Virtualisierung der FPGA-Ressourcen.
b Durchschnittliche Anzahl der allokierten Rechenknoten.
c Anteil der Arbeitspakete, welche innerhalb von 2,5 s bearbeitet werden.
Bei einem Einbruch der Arbeitslast (b) findet die Migration nur noch bei den Arbeitspaketen mit längerer
Laufzeit statt, da die Freigabe der Ressourcen erst spät erfolgt. Die zusätzlichen Einsparungen gegen-
über der reinen Virtualisierung (2) betragen durch die Migration (3) weitere 2,08 % für Szenario (I) und
2,85 % für Szenario (II) verglichen mit dem FPGA-System (1).
Aufgrund der Ergebnisse der RC3E-Simulation kann davon ausgegangen werden, dass sowohl die Virtu-
alisierung als auch die damit verbundene Migration von vFPGAs zu Einsparungen von Ressourcen und
somit Energie führen können (siehe Abbildung 6.20), ohne das SLA deutlich zu verringern. Die hohen Ein-
sparungen sind mit den gewählten Demonstratoren und den darauf basierenden Arbeitspaketen (siehe
Abschnitt 6.2.3.1) zu erklären. Lasten die vFPGA-Designs den physischen FPGA vollständig aus, können
durch die Virtualisierung keine Rechenknoten eingespart und entsprechend der Energiebedarf reduziert
werden. Die Migration ermöglicht jedoch die Verlagerung der vFPGA-Images auf andere Rechenknoten





Abbildung 6.19: RC3E-Simulation für Lastszenario (I) mit FPGA-Virtualisierung und Migration (3).
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Table 1
Last I Last II
Basis +FPGA +RC2F +Migration Cloud RC2F Migration
Rechenknotena 357 132 26 24 376 128 25 24
Auslastung — 27,34 % 78,14 % 85,07 % —% 26,74 % 94,24 % 97,82 %
Rechenknoten (%) 100,00 % 36,97 % 7,28 % 6,72 % 100,00 % 34,04 % 6,65 % 6,38 %
Energiebedarf 35,37 24,53 8,64 8,13 287,37 225,12 89,48 83,06
Energie (%) 100,00 % 69,35 % 24,43 % 22,99 % 100,00 % 78,34 % 31,14 % 28,90 %
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Abbildung 6.20: Vergleich der unterschiedlichen Systemkonfigurationen innerhalb der RC3E-Simulation.
Neben der Evaluation, wie sich Virtualisierung und Migration auf die Optimierung von Auslastung und
Energieverbrauch auswirken, wurde des Weiteren durch den RC3E-Simulator die Zuordnung von vFPGAs
zu physischen FPGAs und den Rechenknoten validiert.
6.3.3 Evaluation des Lebenszyklus eines virtualisierten FPGAs
Eine Validierung des RC2F und der API erfolgt im Einzelnen zunächst in Abschnitt 6.3.3.1 durch die Er-
zeugung der migrierbaren vFPGA-Images auf Basis der vFPGA-Designs der vier in Abschnitt 6.2.1 vorge-
stellten Demonstratoren. Die Validierung der Kontextmigration anhand einfacher Register und Speicher
erfolgt in Abschnitt 6.3.3.3. Darauf folgend wird in Abschnitt 6.3.3.2 der Test der konkurrierenden Daten-
transfers zwischen Host und vFPGAs innerhalb des physischen Cloud-Prototypen demonstriert, bevor
Abschnitt 6.3.3.4 mit dem Szenario zum allgemeinen Einsatz der vFPGAs den Abschnitt abschließt.
6.3.3.1 Erzeugung der vRAI-Pakete
Der in Abschnitt 6.1.4.7 eingeführte Entwurfsablauf zur Erzeugung homogener vFPGAs, welche sich für
eine Migration eignen, ist entsprechend für die in Abschnitt 6.2.1 vorgestellten Demonstratoren durch-
geführt. Abbildung 6.21 zeigt am Beispiel eines BSMC-vFPGA-Designs das Kopieren der platzierten
Komponenten (Slice Register, Slice LUTs, BRAM Tiles, DSPs) der wesentlichen Schritte innerhalb des
Entwurfsprozesses. Das darauf folgende Routing und die anschließende Generierung des Bitstreams
erfolgte mittels des vom Hersteller vorgegebenen Entwurfsablaufes.
Tabelle 6.8: Paketgrößen in MByte für die einzelnen vFPGAImages und vRAIs für die vFPGA-Demonstratoren.
I. Matrix 16×16 I. Matrix 32×32 II. BSMC-8 III. Alignment IV. Crypto V. k-Means
Bitstream (MByte) 4,8 13,0 4,8 17,3 4,8 20,3
vRAI (MByte) 57,6 104 57,6 103,8 57,6 40,6
Die unterschiedlichen Bitstreams beziehungsweise vFPGA-Images sind, wie in Abschnitt 6.1.4.7 be-
schrieben, mit den zusätzlichen Bitmasken (VCBMs) zu vRAIs zusammengefasst. Die sich ergebenden
Dateigrößen für die erzeugten vFPGA-Images und die vRAIs sind in Tabelle 6.8 aufgezeigt und auf der
physischen Hardware hinsichtlich ihrer Funktionsfähigkeit validiert.
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(a) Schritt 2: Übertragen der relativen Positionen (LOC, BEL)
der platzierten Komponenten in weitere (aggregierte) vFPGA-
Slots.
(b) Schritt 3: Vergrößerung des homogenen vFPGA-Slots auf
die volle Breite der inhomogenen vFPGA-Slots und vollständi-
ges Routing der vFPGAs.
Abbildung 6.21: Teilschritte des Entwurfsablaufes zur Erzeugung homogener vFPGA-Images am Beispiel der BSMC.
Erzeugt und ausgegeben mit der Vivado Design Suite 2016.4 [Xil16g].
6.3.3.2 Validierung des RC2F-Prototypen
Auf Seiten der FPGA-Virtualisierung RC2F erfolgte ein Test der in Abschnitt 6.1.4 erläuterten prototypi-
schen Implementierung auf der physischen Hardware (Xilinx Virtex-7 XCVU9P). Sowohl die Kommunikati-
on und die Interaktion des RC2F Host- und des FPGA-Hypervisors über die FPGA-Konfigurationsspeicher
Hypervisor Control Unit (HCU) und vFPGA Control Unit (vCU) (siehe Abschnitt 4.4.1.3 und
Abschnitt 4.4.1.2) sind innerhalb des in Abschnitt 6.1 dargestellten Versuchsaufbaus mit den in Ab-
schnitt 6.2.1 entwickelten Demonstratoren und dem in Abschnitt 6.2.2 aufgezeigte Szenario auf der
physischen Hardware evaluiert. Insbesondere beim Zusammenspiel zwischen RC2F Host- und FPGA-
Hypervisor können Verstöße, wie die Konfiguration oder das Auslesens fremder vFPGAs ausgeschlos-
sen werden. Der Test der physischen Hardware und des Zusammenspiels innerhalb des Cloud-Proto-
typen, welcher in Abschnitt 6.1 vorgestellt wurde, erfolgt sowohl in der RTL-Simulation für die FPGA-
Virtualisierung RC2F und insbesondere den FPGA-Hypervisor, als auch innerhalb des Cloud-Testsystems
(siehe Abschnitt 6.1.1).
Hinsichtlich der Kommunikation zwischen Host und FPGA wurde beispielsweise mittels nebenläufiger
Loopback-vFPGAs (siehe auch Abbildung C.1), welche die eingehenden Daten innerhalb der vFPGAs
umgehend an den Host zurücksenden, sowohl die erreichbaren Datenraten als auch die Korrektheit der
Daten innerhalb des Cloud-Prototypen (siehe refsecsec:ergebnis:impl:cloud) überprüft. Insbesondere
durch die konkurrierenden vFPGAs konnte die Funktion der Arbitrierung innerhalb des FPGA-Hypervisors
validiert werden. Die erreichbare Datenrate der Kommunikation zwischen Host und einer unterschiedli-
chen Anzahl vFPGAs ist in Abbildung 6.22 aufgezeigt. Die maximal erreichbare Datenrate innerhalb des
physischen Testsystems mit mit PCIe Gen2x8 und dem Virtex-7 FPGA liegt bei 3,5 GByte/s [Xil16j].
Im Testaufbau ist jeweils eine unterschiedliche Anzahl nebenläufiger vFPGAs aktiv, und in Abbildung 6.22
ist jeweils der Netto-Datendurchsatz für einen exemplarischen vFPGA aufgezeigt. Verringert sich die An-
zahl der aktiven vFPGAs, steigen entsprechend die Datendurchsätze der verbleibenden vFPGAs an. Der
Datendurchsatz eines einzelnen aktiven vFPGAs ist in diesem Beispiel aufgrund dessen Taktfrequenz
von 100 MHz auf 1.604,74 MByte begrenzt. Erst ab zwei aktiven vFPGAs setzt eine Begrenzung des
Datendurchsatzes auf 800 MByte/s ein. Der aufgrund des PCIe-Controllers maximal gemessene Daten-
durchsatz liegt bei 2.746,93 MByte/s und ist in Abbildung 6.22 als maximal aggregierter Datendurchsatz
aufgezeigt. Alle weiteren Messkurven ab drei vFPGAs zeigen die Begrenzung des Datendurchsatzes
aufgrund der konkurrierenden vFPGAs. Der maximale Datendurchsatz setzt ab einer übertragenen Da-
tenmenge von 128 MByte ein.
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Infrastruktur lerre Regionen vFPGAs aggregiert
Anteil Anzahl Anteil
32,78 % 33.680 11 % 58,50 % 102,37 %
32,78 % 33.680 11 % 56,13 % 100,00 %
31,04 % 8.600 7 % 62,39 % 100,00 %
32,78 % 54.160 9 % 58,30 % 100,00 %
32,78 % 67.360 11 % 56,13 % 100,00 %
32,78 % 67.360 11 % 56,13 % 100,00 %
32,78 % 16.840 11 % 56,13 % 100,00 %
32,78 % 8.420 11 % 56,13 % 100,00 %
34,76 % 42 4 % 61,17 % 100,00 %
34,76 % 42 4 % 61,17 % 100,00 %
34,76 % 24 1 % 64,08 % 100,00 %
24,71 % 68 2 % 72,86 % 100,00 %
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Abbildung 6.22: Erreichbarer Netto-Datendurchsatz zwischen Host und vFPGAs in Abhängigkeit der Anzahl vFPGAs.
6.3.3.3 Validierung der Kontextmigration der vFPGA-Instanzen
Die Validierung der Kontextmigration ist anhand der Migration von Register-, LUT-RAM- und BRAM-
Inhalten auf dem Virtex-7 innerhalb des Cloud-Prototypen (siehe Abschnitt 6.1.2) mit dem in
Abschnitt 6.1.4.7 beschriebenen Entwurfsablauf durchgeführt. Die drei wesentlichen Schritte sind da-
bei:
1. Auslesen der vFPGA-Instanz (Readback),
2. Übertragen auf einen anderen physischen vFPGA oder FPGA mit Hilfe der VCBM (Relocate) und
3. Konfiguration der vFPGA-Slots mit der neuen vFPGA-Instanz.
Für den Test auf der physischen Hardware wurden über die RC2F-API Daten in den dynamisch rekonfigu-
rierbaren Bereich der vCSs innerhalb eines vFPGAs geschrieben, welche innerhalb der vFPGA-Designs
sowohl als einfache Register, LUT-RAMs und BRAMs realisiert sind. Anschließend wird das vFPGA-
Image ausgelesen (1), und die Inhalte werden entsprechend über die VCBM extrahiert und auf Kor-
rektheit überprüft. Daraufhin werden die Inhalte über eine weitere VCBM in ein anderes vFPGA-Image
übertragen (2). Die somit erzeugte vFPGA-Instanz wird auf eine andere physische Position als die ur-
sprüngliche vFPGA-Instanz übertragen (konfiguriert) (3). Das darauf folgende Auslesen und Überprüfen
der Register-, LUT-RAM- und BRAM-Inhalte über die RC2F-API lieferte die Daten, welche initial innerhalb
des vFPGAs auf einer anderen physischen Position innerhalb des FPGAs geschrieben sind, womit die
Funktion anhand eines einfachen Beispiels nachgewiesen wurde.
Tabelle 6.9 und Abbildung 6.23 zeigen die gemessenen Zeiten sowohl für die Konfiguration als auch
das für das Auslesen des Kontextes und das Migrieren des Bitstreams für unterschiedliche Größen
der vFPGAs. In allen Fällen erfolgte die Migration auf einem FPGA innerhalb des gleichen Rechenkno-
tens, und eine entsprechende Übertragung der vFPGA-Instanzen über das Netzwerk entfiel. Die vFPGA-
Designs sind die Demonstratoren aus Abschnitt 6.2, wobei das BSMC-vFPGA-Design entsprechend für
die vFPGA-Größen Dual und Quint in der Anzahl der Kerne angepasst ist. Durch die Arbeit mit Mas-
ken auf den ausgelesenen vFPGA-Instanzen verhält sich die Laufzeit annähernd linear und die FPGA-
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Tabelle 6.9: Laufzeiten in Sekunden (s) für die Rekonfiguration und die Migration unterschiedlich großer vFPGA-
Instanzen.
Arbeitsschritt Größe des vFPGAs
Single Dual Triple Quad Quint Hexa
(1) Readback (s) 0,76 1,43 2,07 2,75 3,39 4,03
(2) Relocate (s) 0,0528 0,078 0,102 0,1278 0,1518 0,1758
(3) Konfiguration (s) 0,044 0,065 0,085 0,1065 0,1265 0,1465
Gesamte Migration (s) 1,72 3,15 4,51 5,98 7,34 8,79
Ressourcen des zugrundeliegende vFPGA-Images haben keinen Einfluss. Die Zeit für das Auslesen
(Readback) der vFPGA-Instanzen (des partiellen Bitstreams) liegt mit bis zu einer Sekunde deutlich höher
als die Zeit zur Konfiguration des vFPGAs, da das Auslesen spaltenweise innerhalb der Konfigurations-
Frames erfolgt.
Ein weiterer wichtiger Aspekt besteht in den verwendeten DSPs, da die internen Pipelining-Register
nicht über den Bitstream ausgelesen werden können, wie bereits in Abschnitt 4.4.2 erläutert. Der Nut-
zer muss bei aktuellen FPGA-Architekturen entsprechende Vorkehrungen treffen, um eine Migration zu
ermöglichen.
Die prototypische Implementierung hat hierbei gezeigt, dass das Auslesen und Migrieren eines vFPGA-
Kontextes möglich ist. Es wurde bewiesen, dass selbst bei einer großen vFPGA-Instanz (Hexa) weniger
als 8,79 Sekunden für eine komplette Migration benötigt werden. Die ebenso erforderliche Migration
eines korrespondierenden Inhaltes des DDR-Speichers des FPGA-Boards dauert bei einer der vFPGA-
Instanz zugeordneten Datenmenge von 1 GByte lediglich 2,34 Sekunden.
Relocate Mask (MByte) 4,8 9 13 17,3 21,3 25,3 20,3
Relocate Time (s) 0,0528 0,078 0,102 0,1278 0,1518 0,1758 0
Migration 1,72 3,15 4,51 5,98 7,34 8,70 0
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(I) a (I) a (II) (III) (IV) (V) Mean
slots 1 3 1 4 1 6 2,66666666666667
Szenario
I II III IV V
vFPGA-Image 0,264 0,132 1,7656 0,085 4,20 6,44931666666667
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Abbildung 6.23: Zeiten für die Migration unterschiedlich Großer vFPGA-Instanzen (innerhalb des selben Rechenkno-
tens).
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6.3.3.4 Kontextmigration innerhalb eines Szenarios für den allgemeinen Einsatz der FPGAs
Der allgemeine Einsatz von virtualisierten FPGAs, wie er in Abschnitt 6.2.2 in Form eines Szenarios
skizziert wurde, wird im Folgenden anhand des in Abbildung 6.16 skizzierten Ablaufes vorgestellt. Ab-
bildung 6.25 zeigt unterschiedliche vFPGA-Images / Instanzen innerhalb des RC2F-Prototypen auf dem
Virtex-7 FPGA. Abbildung 6.25(a) stellt zunächst ein platziertes Hardwaredesign dar, bei dem lediglich
ein Nutzer ein vFPGA-Design samt Schnittstellen innerhalb des Servicemodells RSaaS realisiert hat. Die
Auslastung der FPGA-Ressourcen des gesamten FPGAs liegt bei 63 %.
Um die Auslastung der Hardware für den Cloud-Einsatz zu maximieren, kann durch die RC2F-Virtualisier-
ung in einem ersten Schritt (A) eine Belegung wie in Abbildung 6.25(b) aufgezeigt erzielt werden, wobei
aus den zuvor in Abschnitt 6.2 erläuterten Anwendungen sowohl der BSMC- als auch der Crypto-vFPGA
jeweils einen vFPGA-Slot (Single) benötigen. Durch die Freigabe mehrere vFPGA-Slots (B) entsteht ein,
wie in Abbildung 6.25(c) dargestellter, fragmentierter physischer FPGA mit einer Auslastung von 50%˙
und zwei benachbarten freien vFPGA-Slots (0,5 / 2). Die Auslastung lässt zwar einen vFPGA über drei
vFPGA-Slots (Triple) zu, allerdings verhindert die Fragmentierung eine entsprechende Platzierung. Das
Problem kann von der RC3E-Ressourcenverwaltung durch Migration der vFPGA-Instanz von vFPGA-
Slot 5 auf vFPGA-Slot 0 (C) gelöst werden, und es entsteht die in Abbildung 6.25(d) gezeigte Belegung.
Die erforderliche Zeit für die Migration innerhalb eines FPGAs des selben Rechenknotens beträgt dabei
1,72 Sekunden.
Anschließend wird der Bereich ab vFPGA-Slot 3 durch ein vFPGA-Image der Größe Triple belegt (D)
und es wird eine Auslastung von 100 % erreicht, wie in Abbildung 6.25(e) gezeigt. Um das Szenario
abzuschließen, werden alle vFPGAs entfernt und der größtmögliche vFPGA (Hexa) mit dem k-Means-
vFPGA konfiguriert (E), wie in Abbildung 6.25(f) gezeigt. Als letzter Schritt folgt das Auslesen der vFPGA-
Instanz des k-Menas-vFPGAs (F) innerhalb von 4,03 Sekunden.
Relocate Mask (MByte) 4,8 9 13 17,3 21,3 25,3 20,3
Relocate Time (s) 0,0528 0,078 0,102 0,1278 0,1518 0,1758 0
Migration 1,72 3,15 4,51 5,98 7,34 8,70 0
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Abbildung 6.24: Verhältnis von Konfiguration und Migration zur Laufzeit der Arbeitspakete.
Werden sämtliche Verwaltungsschritte wie Konfiguration der vFPGA-Slots, Entfernen von vFPGA-Instan-
zen, Migration und Auslesen aufsummiert und einer Laufzeit der Arbeitspakete von je einer Sekunde
zwischen den Schritten (A) bis (F) gegenübergestellt, ergibt sich das in Abbildung 6.24 gezeigte Verhält-
nis. Die Verwaltungsaufgaben nehmen entsprechend einen Anteil von lediglich 2,10 % ein. Des Weite-
ren wurde innerhalb des Szenarios gezeigt, dass sich die vFPGA-Instanzen der unterschiedlichen Nutzer
nicht beeinflussen.
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(a) Einzelnes Hardwaredesign im Modell RSaaS, welches den
vollständigen FPGA allokiert, wobei das Design den FPGA
nicht auslastet.
vFPGA-Slot 0:    I0 - BSMC8-vFPGA
vFPGA-Slot 4:   I 4 -  Crypto-vFPGA
vFPGA-Slot 2:   I 2 - BSMC8-vFPGA
vFPGA-Slot 3:   I 3 - Crypto-vFPGA
vFPGA-Slot 1:   I 1 - Crypto-vFPGA




























































(b) RC2F-Infrastruktur mit annähernd voller Auslastung des phy-
sischen FPGAs durch sechs vFPGAs-Instanzen (I0 - I5) unter-
schiedlicher Nutzer. (1,0 / 0)
vFPGA 0: —
vFPGA 4: —
vFPGA-Slot 2:   I 2 - BSMC8-vFPGA
vFPGA 3: —
vFPGA-Slot 1:   I 1 - Crypto-vFPGA




























































(c) Über einen längeren Zeitraum entstandene fragmentierte
Belegung mit drei freien vFPGAs-Slots und der maximalen ag-
gregierten Größe von zwei vFPGAs (Dual). (0,5 / 2)
vFPGA-Slot 0:    I 5 - BSMC8-vFPGA
vFPGA 4:  — 
vFPGA-Slot 2:    I 2 - BSMC8-vFPGA
vFPGA 3: —
vFPGA-Slot 1:    I 1 - Crypto-vFPGA




























































(d) Migration von vFPGA-Instanz 5 aus (c) an die Position von
vFPGA 0 um eine vFPGA-Instanz über drei vFPGAs (Triple) zu
ermöglichen. (0,5 / 3)
vFPGA-Slot 0:    I 5 - BSMC8-vFPGA
vFPGA-Slot 2:    I 2 - BSMC8-vFPGA
vFPGA-Slot 1:    I 1 - Crypto-vFPGA




























































(e) Platzierung einer großen vFPGA-Instanz (Triple) in vFPGA 3
und dadurch Auslastung von nahezu 100 %. (1,0 / 0)




























































(f) Beispiel für die Nutzung des größtmöglichen vFPGAs
(Hexa). (1,0 / 0)
Abbildung 6.25: Szenario aus Abschnitt 6.2.2 mit unterschiedlich großen vFPGAs, deren Auslastung (Auslas-
tung / größte verfügbare Region) nach Abschnitt 5.2.4 sowie Migration unter Verwendung der
Demonstratoren aus Abschnitt 6.2.1. Erzeugt und ausgegeben mit der Vivado Design Suite 2016.4
von Xilinx [Xil16g].
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6.4 Abschließende Bewertung und weiterführende Betrachtungen
Die prototypische Virtualisierung von FPGAs und deren Verwaltung innerhalb der prototypischen RC3E-
Cloud, wurde in den vorherigen Abschnitten erläutert, umgesetzt und evaluiert. Im Folgenden wird der
RC2F-Prototyp in Abschnitt 6.4.1 abschließend bewertet. In Abschnitt 6.4.2 wird eine Abschätzung zum
Bedarf an FPGA-Ressourcen des RC2F auf einem Virtex-7 UltraScale+ FPGA gegeben. In Abschnitt 6.1.3
erfolgt eine Bewertung hinsichtlich der Ergebnisse der RC3E-Simulation. Zusammenfassend wird in
Abschnitt 6.4.4 auf Basis der Ergebnisse ein Vergleich zu anderen Arbeiten auf dem Gebiet gezogen.
6.4.1 Erkenntnisse der FPGA-Virtualisierung innerhalb des Cloud-Prototypen
Die in Kapitel 4 vorgestellte FPGA-Virtualisierung RC2F, welche dort prototypisch auf einem handels-
üblichen FPGA implementiert wird, hat gezeigt, dass der Ansatz der Virtualisierung umsetzbar ist. Die
Auslastung der physischen Hardware kann insbesondere bei kleinen Hardwaredesigns erhöht werden,
wie in der RC2F-Simulation in Abschnitt 6.3.2 gezeigt. Die Anpassung der vFPGAs an die Anforderungen
der Nutzerdesigns (vFPGA-Designs) wurde ebenso gezeigt wie die Beschreibung von vFPGA-Instanzen
(siehe Abschnitt 5.3) und die notwendigen Schritte zur Verwaltung der Hardware in einem Cloud-System
(siehe Abschnitt 5.2). Somit ist eine Abstraktion der FPGAs von Ressourcen, Bereich und Schnittstellen
möglich. Über die RC2F-API wird des Weiteren eine einfache Interaktion zwischen den Host-VMs und
den vFPGAs etabliert.
Weitere wichtige Erkenntnisse und Anforderungen zur Verbesserung zukünftiger FPGA-Architekturen für
den speziellen Einsatz der virtualisierten rekonfigurierbaren Hardware in Cloud-Architekturen werden im
Folgenden aufgezeigt:
• Statische RC2F-Infrastruktur, Bereiche und Taktregionen,
• Homogenität und Migration und
• Sicherheit.
6.4.1.1 Statische RC2F-Infrastruktur, Bereiche und Taktregionen
Als eine Schwierigkeit hat sich die Einteilung des physischen FPGAs in statische und dynamische Regio-
nen für die Rekonfiguration herausgestellt. Im aktuellen RC2F-Prototypen nimmt der statische Bereich
31,07 % der FPGA-Ressourcen ein (siehe Abbildung 6.7), lastet davon aber lediglich 42,30 % der Slice
LUTs aus (siehe Abbildung 6.8). Eine optimalere Aufteilung der Regionen ist aufgrund der Platzierung
der statischen Komponenten auf dem FPGA und dessen Architektur derzeit nicht möglich. Eine spezi-
elle FPGA-Architektur mit angepassten Bereichen und der statischen RC2F-Infrastruktur in Form eines
SoC-FPGAs, wie in Abbildung 6.26 skizziert, für den Cloud-Einsatz ein notwendiger Schritt.
6.4.1.2 Homogenität und Migration
Ein bedeutender Aspekt zur Abstraktion vom physischen Ort von vFPGA-Image / -Instanz auf dem phy-
sischen FPGA ist innerhalb des RC2F-Prototypen durch die Etablierung homogener Regionen und ein
zusätzliches Routing der vFPGA-Designs realisiert worden. Derartige homogene vFPGAs und ein an-
gepasster Entwurfsablauf ermöglichen eine komplette Migration einer vFPGA-Instanz innerhalb und
zwischen physischen FPGAs. Es wird deutlich, dass eine Kontextmigration möglich, aber mit zum Teil
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hohen Kosten hinsichtlich der nutzbaren Ressourcen auf dem FPGA verbunden ist. Durch die homoge-
nen vFPGAs sind 6,59 % der Fläche des physischen FPGAs nicht nutzbar und durch statische Leitungen,
welche im RC2F-Prototypen nicht vollständig vermeidbar sind, ist zudem ein separates Routing erforder-
lich. Die dabei entstehenden unterschiedlichen partiellen Bitstreams, welche notwendig sind, um die
Flexibilität bezüglich der konkreten Position der vFPGAs zu gewährleisten, führen zu einem deutlichen
Zuwachs der Datenmengen in Form von vRAI-Paketen (siehe Abschnitt 6.13).
Die vFPGAs selbst sollten dabei in einer gemeinsamen FPGA-Struktur ohne räumliche Trennung von-
einander realisiert werden, um weiterhin wie beschrieben unterschiedliche Größen der vFPGAs zu er-
möglichen, wie in Abbildung 6.26 am Beispiel einer zukünftigen konzeptionellen SoC-FPGA Architektur
gezeigt. Da die Regionen in diesem Fall vollständig homogen sind und keine statischen Leitungen be-
nötigt werden, ist eine Verschiebung der vFPGA-Designs deutlich einfacher als bisher möglich und der
in Abschnitt 6.1.4.7 skizzierte modifizierte Entwurfsablauf entfällt. Ebenso sollte die Möglichkeit beste-
hen die internen Pipelineregister innerhalb der DSPs auszulesen, um einen vollständigen Kontext ohne
weitere Randbedingungen zwischen vFPGAs migrieren zu können.
6.4.1.3 Sicherheit
Die Gewährleistung der Sicherheit ist bei der aktuellen Implementierung aufgrund der statischen Leitun-
gen und der daher notwendigen Validierung der Bitstreams eine weitere Schwierigkeit, kann aber durch
spezielle FPGA-Architekturen, beziehungsweise ein entsprechendes Layout des FPGA-Boards für einen
produktiven Cloud-Einsatz vermieden werden. Entsprechend sind dabei auch I/O-Ports ausschließlich in-
nerhalb des statischen Bereiches erforderlich, um einerseits Sicherheit zu garantieren und andererseits
statische Leitungen innerhalb der vFPGA-Slots zu vermeiden. Ebenso sind separate Taktregionen für
die vFPGA-Slots erforderlich, um Konflikte zwischen den unterschiedlichen vFPGAs zu vermeiden. Da
die Virtualisierung von FPGAs für den Cloud-Einsatz einen zukunftsweisender Ansatz auch für andere
Anwendungsfälle darstellt. Dabei ist möglichst die gesamte RC2F-Infrastruktur, wie sie in Form des in Ab-
schnitt 6.1.4 vorgestellten RC2F-Prototypen realisiert wurde, als fester Bestandteil mit Kommunikations-
und Speichercontrollern auf dem Chip mit festen Frontends zu vertikal angeordneten Taktregionen für



















Taktregionen   
Abbildung 6.26: Aufbau eines konzeptionellen SoC-FPGAs zur Bereitstellung von beispielsweise vier vFPGAs mit
eigenen, abgeschlossenen Taktregionen.
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6.4.2 Erkenntnisse der RC3E-Simulation für einen Einsatz in einer Cloud
Die in Abschnitt 6.3.1 aufgezeigten prognostischen Ergebnisse des RC3E-Simulators basieren auf den
zuvor in Abschnitt 6.2 eingeführten Demonstratoren. Da diese die Vorteile der Virtualisierung der FPGAs
zeigen sollen und diese entsprechend nicht vollständig auslasten. Basierend auf dieser Annahme konn-
te entsprechend mittels der RC3E-Simulation gezeigt werden, dass durch die RC2F-Virtualisierung die
Auslastung der FPGA-Ressourcen deutlich erhöht werden konnte. Durch diese Erhöhung der Auslastung
der FPGAs konnte des Weiteren der Energieverbrauch in einem realen Lastszenario (siehe Szenario (II)
in Tabelle 6.7) konnten des Weiteren der Energiebedarf um 60,25 % gesenkt werden. Gerade bei dem
Einsatz von größeren FPGAs in einer Cloud zur Hintergrundbeschleunigung von Anwendungen (BAaaS),
wie nachfolgend in Abschnitt 6.4.3 gezeigt, bekommt die Optimierung der Auslastung der Hardware
einen deutlich höheren Stellenwert.
Eine zusätzliche Migration von vFPGAs bringt nur geringe Einsparungen von weiteren 2,85 %. Aufgrund
einer Verschlechterung des SLAs in Extremwertsituationen wie Szenario (I) ist der Einsatz der Migration
unter Umständen nicht zur Optimierung der Auslastung geeignet. Der wesentliche Vorteil der Migra-
tion ist hingegen eine örtliche Verlagerung der Arbeitspakete auf andere physische Rechenknoten zur
Wartung der Hardware.
6.4.3 Weitere Entwicklungen und Ausblick – Xilinx UltraScale+ FPGA
Der in dieser Arbeit verwendete Virtex-7 XC7VX485T wird als Hardwarebeschleuniger für zahlreiche
Anwendungen eingesetzt und ebenso für die prototypische RC2F-Virtualisierung. Wie bereits zuvor in
Abschnitt 6.1.4.3 gezeigt ist die Aufteilung der FPGA-Ressourcen auf die unterschiedlichen Bereiche auf
dem physischen FPGA für eine Virtualisierung problematisch.
Table 1
---inhomogen--- homogen leer 15 x vFPGA infra komplett
CLB LUTs 68.160 63.360 4.800 950.400 188.640 1.182.240
LUT as Logic 68.160 63.360 4.800 950.400 188.640 1.182.240
LUT as Memory 35.040 30.240 4.800 453.600 95.040 591.840
CLB Registers 136.320 126.720 9.600 1.900.800 377.280 2.364.480
Register as Flip Flop 136.320 126.720 9.600 1.900.800 377.280 2.364.480
Register as Latch 136.320 126.720 9.600 1.900.800 377.280 2.364.480
CARRY8 8.520 7.920 600 118.800 23.580 147.780
F7 Muxes 34.080 31.680 2.400 475.200 94.320 591.120
F8 Muxes 17.040 15.840 1.200 237.600 47.160 295.560
F9 Muxes 8.520 7.920 600 118.800 23.580 147.780
CLB 8.520 7.920 600 118.800 23.580 147.780
CLBL 4.140 4.140 0 62.100 11.700 73.800
CLBM 4.380 3.780 600 56.700 11.880 73.980
LUT Flip Flop Pairs 68.160 63.360 4.800 950.400 188.640 1.182.240
Block RAM Tile 120 120 0 1.800 360 2.160
RAMB36/FIFO 120 120 0 1.800 360 2.160
RAMB18 240 240 0 3.600 720 4.320
URAM 64 64 0 960 720 960
DSPs 408 408 0 6.120 360 6.840
Bonded IOB 52 52 0 780 360 832
HPIOB_M 24 24 0 360 28 384
HPIOB_S 24 24 0 360 7 384
HPIOB_SNGL 4 4 0 60 6 64
HPIOBDIFFINBUF 48 48 0 720 14 720
HPIOBDIFFOUTBUF 48 48 0 720 14 720
BITSLICE_CONTROL 16 16 0 240 3 240
BITSLICE_RX_TX 104 104 0 1.560 3 1.560
BITSLICE_TX 16 16 0 240 11.520 240
RIU_OR 8 8 0 120 12 120
GLOBAL CLOCK 
BUFFERs
80 80 0 1.200 3 1.560
BUFGCE 48 48 0 720 3 720
BUFGCE_DIV 8 8 0 120 6 120
BUFG_GT 24 24 0 360 3 720
0
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Slice LUTs 90560 32600 28400
LUT as Logic 90560 32600 28400
LUT as Memory 36744 14400 13200
Slice Registers 181120 65200 56800
Register as Flip 
Flop
181120 65200 56800
Register as Latch 181120 65200 56800
F7 Muxes 45280 16300 14200
F8 Muxes 22640 8150 7100
Slice 22640 8150 7100
SLICEL 13454 4550 3800
SLICEM 9186 3600 3300
LUT Flip Flop Pairs 90560 32600 28400
Block RAM Tile 358 100 100
RAMB36/FIFO 358 100 100
RAMB18 716 210 200
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Statischer Bereich der RC2F-Infrastruktur und Frontends
Aufgrund der Inhomogenität nicht nutzbare Bereiche
Rekonfigurierbarer Bereiche für homogene vFPGAs
 1
Abbildung 6.27: Anteile der Bereiche auf dem FPGA für eine Bereitstellung homogener vFPGAs innerhalb des RC2F-
Prototypen und einer prognostischen RC2F-Virtualisierung auf einem Xilinx UltraScale+ FPGA.
Die von Amazon in den EC2-F1 Instanzen eingesetzten Hardwarebeschleuniger sind Virtex-7 UltraScale+
FPGAs [Ama17a] auf einem VCU1525 Acceleration Development Kit mit einem XCVU9P [Xil17d]. Eine
prognostische Übertragung der RC2F-Virtualisierung auf eine UltraScale+ (XCVU9P) FPGA liefert die in
Abbildung 6.27 aufgezeigte Aufteilung der FPGA-Ressourcen auf die unterschiedlichen Bereiche (siehe
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auch Abbildung C.2 und Tabelle C.2). Der für die vFPGAs nutzbare Bereich liegt demnach bei 83,04 %
und skaliert nicht linear mit der Göße des FPGAs, welcher im Vergleich zum Virtex-7 XC7VX485T 4,55
mal so groß ist. Durch die homogene Struktur der UltraScale+ FPGAs ist der nicht nutzbare Bereich auf
0,44 % gesunken aber dennoch Vorhanden, sodass eine Homogenisierung weiterhin erforderlich ist. Die
entsprechenden Forderungen an die Struktur eines SoC-FPGAs aus Abschnitt 6.4.1 werden daher nicht
erfüllt, auch wenn Statische RC2F-Infrastruktur, Bereiche und Taktregionen deutlich besser umgesetzt
werden können.
6.4.4 Vergleich mit anderen Arbeiten
Der Vergleich zu anderen Arbeiten aus dem Gebiet sowohl der Integration von FPGAs in eine Cloud,
wie in Abschnitt 2.4.4.7 dargestellt, als auch der Virtualisierung in Abschnitt 2.4.1.6 wird an dieser Stelle
auf Basis der umgesetzten Konzepte und aufgezeigten Möglichkeiten vorgenommen. Eine zusätzliche
Klassifizierung relevanter Arbeiten ist im Anhang in Abschnitt B zu finden. Direkte Leistungsvergleiche
wurden, wenn möglich, in den Kapiteln 4, 5 und 6 angebracht. Eine Auswahl von Arbeiten mit dem
Schwerpunkt der Virtualisierung von FPGAs in der Cloud sind überblicksweise in Tabelle 6.10 dargestellt.
Die in Abschnitt 2.4.1.6 vorgestellten Arbeiten zur Virtualisierung ohne Cloud-Bezug sind in der Tabelle
nicht aufgeführt, da deren Fokus sich in der Regel nur auf einen Aspekt der Virtualisierung richtet und
sie daher für den Vergleich an dieser Stelle ungeeignet sind.
Tabelle 6.10: Qualitativer Vergleich mit einer Auswahl von Arbeiten mit Fokus auf dem Einsatz von FPGAs in einer
Cloud und entsprechendem Virtualisierungskonzept. Der Grad der Virtualisierung ist die Summe der
Bewertung der nachfolgenden Kriterien, wobei realisiert (✓) dem Wert 1, eingeschränkt (!) dem Wert
0,5 und nicht realisiert (✗) dem Wert 0 entspricht.
Arbeit Cloud- Grad der Host Migration Homogene Mehrere Skalierbarkeit
Integration Virtualisierung VM (vFPGAs) (vFPGAs) Nutzera FPGA Cluster
Fahmy et al. [Asi+16; FVS15] ! 1,0 ✗ ✗ ✗ ✓ ✗ ✗
Byma et al. [Bym+14] ✓ 1,5 ✗ ! ✗ ✓ ✗ ✗
Kachris et al. [Kac+16b] ✓ 1,0 ✓ ✗ ✗ ✗ ✗ ✗
Gazzano et al. [Don+15] ✓ 2,0 ✗ ✗ ✗ ✓ ✗ ✓
Iordache et al. [Ior+16] ! 2,5 ✓ ! ✗ ✗ ✗ ✓
Chen et al. [Che+14] ✓ 3,5 ✓ ! ✗ ✓ ✓ ✗
RC3E & RC2F ✓ 5,5 ✓ ✓ ✓ ✓ ✓ !
✓: realisiert ( 1) !: eingeschränkt nutzbar ( 0,5) ✗: nicht realisiert ( 0) a nebenläufig auf demselben FPGA
Um eine Aussage über die Qualität, beziehungsweise die Facetten der Virtualisierung treffen zu kön-
nen, werden die unterschiedlichen Kennwerte (abgesehen von der Cloud-Integration) zum Parameter
Grad der Virtualisierung zusammengefasst, welcher die Summe der nachfolgenden Werte bildet. Die
Spalte Cloud-Integration zeigt lediglich, wie stark die Rolle der Cloud-Integration in der jeweiligen Ar-
beit ist. Viele der Arbeiten erfüllen mehrere Kriterien einer Virtualisierung, wie sie in der vorliegenden
Arbeit umgesetzt ist. Da die vorliegende Arbeit in großem Umfang die Methoden einer klassischen Vir-
tuellen Maschine auf FPGAs überträgt und eine dynamische Verteilung der Arbeitspakete, sowie eine
Abstraktion von der konkreten Position auf dem physischen FPGA umsetzt, wird ein hoher Grad der
Virtualisierung erreicht. Die Kriterien der Virtualisierung nach Abschnitt 2.2 sind damit weitgehend erfüllt,
bis auf eine vollkommenen örtliche Unabhängigkeit, aufgrund der fehlenden Homogenität moderner
FPGAs. Ein Ansatz die Homogenität auf aktuellen FPGA-Architekturen dennoch zu ermöglichen und die
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damit Verbundenen Einbußen in FPGA-Ressourcen und Speicherplatz wurden in Abschnitt 6.1.4.2 und
Abschnitt 6.1.4.8 aufgezeigt.
Die starke Integration und Kopplung zwischen FPGA und VMs, sowie die Abstraktion von der Größe
und der konkreten Position des vFPGAs auf dem physischen FPGA, sowie die eingeführte Homoge-
nität zum Migrieren des Kontextes ist in der Literatur bislang nicht untersucht. Oftmals werden nur
Teilaspekte betrachtet, nicht aber das Zusammenspiel von FPGA-Virtualisierung, Host-Hypervisor und
Cloud-Verwaltung. Beispielsweise kann eine Virtualisierung eines FPGAs nicht durchgeführt werden, oh-
ne die Kopplung mit einer VM auf dem Host zu berücksichtigen, sowie eine detaillierte Betrachtung der
verschiedenen Nutzer und deren Interaktion untereinander und mit den Ressourcen.
Die Arbeiten von Fahmy et al. [Asi+16; FVS15] und Byma et al. [Bym+14] verfolgen im Ansatz eben-
falls die Bereitstellung einer ähnlichen Kapselung der Nutzer in vFPGAs, die aber in Größe und Res-
sourcen nicht flexibel sind. Die Arbeiten von Kachris et al. [Kac+16b] und Gazzano et al. [Don+15] legen
mehr Wert auf die Untersuchung einer Integration der FPGAs in eine Cloud. Einen vielversprechenden
Ansatz stellt die Arbeit von Iordache et al. [Ior+16] dar, da das Konzept des Zusammenschlusses von
physischen FPGAs dem Cloud-Konzept der Skalierung sehr entgegenkommt. Die Arbeit von Chen et al.
[Che+14] verfolgt eine tiefgreifendere Integration von FPGAs in ein Cloud-System, wobei die Flexibilität
der virtuellen FPGAs deutlich geringer ist, als in der RC2F-Virtualisierung der hier vorgelegten Arbeit. Die
Virtualisierung in Chen et al. [Che+14] ist reduziert auf für den Nutzer vordefinierte Bereiche, was eine
dynamische und flexible Lastverteilung deutlich erschwert. Bei der RC3E-Simulation zur Evaluation des
Einsatzes von FPGAs in der Cloud wird sowohl die Virtualisierung der FPGAs als auch die Migration der
FPGA-Ressourcen im Gegensatz zu anderen Arbeiten berücksichtigt. Die Lastverteilung in der Arbeit von
Proaño [PCC16] ist dagegen nur auf volle und vor allem einzelne FPGAs beschränkt und es wird primär
ein zweistufiges Schedulingverfahren ähnlich wie dem innerhalb des RC3E-Simulators untersucht.
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7 Zusammenfassung und Ausblick
Die vorliegende Arbeit hat die Einsatzmöglichkeiten von rekonfigurierbarer Hardware im Cloud-Kontext
untersucht. Die Notwendigkeit einer Virtualisierung der Ressource FPGA für einen effizienten Einsatz in
der Cloud ist eine der Haupterkenntnisse der Arbeit. Es wurde ein Ausblick auf mögliche Einsatzgebiete
gegeben, um die Virtualisierung der FPGAs zu motivieren. Im Folgenden werden zunächst die Ergeb-
nisse zusammengefasst und in Hinblick auf die in Kapitel 2.5.2 formulierten Ziele bewertet. Das Kapitel
schließt mit einem Ausblick auf weitere offene und sich daraus ergebende Forschungsfragen, sowie auf
die Anforderungen an zukünftige FPGA-Architekturen für einen Einsatz in der Cloud.
7.1 Zusammenfassung
Im Rahmen dieser Arbeit wurde zunächst in Kapitel 2 gezeigt, wie FPGAs im Kontext von Cloud-Archi-
tekturen eingesetzt werden können. Die Integration der FPGAs in handhabbarer und effizienter Form auf
der Anwendungsebene wird untersucht, um die Ressource FPGA den Anbietern von Diensten bereitzu-
stellen. Im Vordergrund stehen Nutzbarkeit, Effizienz, Leistungssteigerung, Sicherheit, Ergonomie und
eine Erhöhung der Auslastung der rekonfigurierbaren Hardware, welche sich an die Bedürfnisse der Nut-
zer anpasst. Ebenso spielt die Einbettung der FPGAs in eine Verwaltungsstruktur mit unterschiedlichen
Servicemodellen eine besondere Rolle. Die Untersuchungen zeigten weiterhin mögliche Entwurfsräu-
me mit vielfältigen Lösungsvarianten auf, wie eine Integration der FPGAs auf der Anwendungsebene
möglich ist. Ein Teilgebiet aktueller Forschungen, welches seit circa 2014 stetig wächst, widmet sich
dabei dem Aspekt mehrere Nutzer mit ihren Hardwaredesigns auf dem selben physischen FPGA gleich-
zeitig interagieren zu lassen, um diesen möglichst effizient auszulasten.
Für einen effizienten Einsatz von FPGAs in einer Cloud hat sich auch bei der Analyse anderer Arbeiten der
eigene Ansatz der Virtualisierung als eine zentrale Zielstellung herausgebildet, da eine Cloud-Integration
zwangsläufig virtualisierte Ressourcen benötigt. Die Kopplung zwischen virtualisierten FPGAs und Vir-
tuelle Maschinen auf dem Host-System wird dabei ebenso berücksichtigt, wie die Integration in die
Verwaltungsebene der Cloud. In Kapitel 3 wurden aufgrund dessen zunächst drei Dienste entwickelt,
welche eine Abstraktion von der Hardware auf unterschiedlichen Ebenen ermöglichen. Somit wurde ei-
ne Basis für weitere Dienste von der Bereitstellung kompletter physischer Hardware bis zu virtualisierten
FPGAs adaptiver Größe geschaffen. Die möglichen, für die Nutzer relevanten Systemtopologien wie ein
Zugang zu einer VM über einen (sicheren) FPGA oder der Einsatz als einfacher Hardwarebeschleuniger
werden aufgezeigt. Hierbei spielt die Sicherheit der Nutzerdaten eine entscheidende Rolle, da sich durch
die Virtualisierung unterschiedliche virtualisierten FPGAs auf demselben physischen FPGA befinden. Ent-
sprechend wurden die Anforderungen an eine FPGA-Virtualisierung aufgezeigt und abgegrenzt. Des wei-
teren wurden ebenso Anforderungen an sowohl eine Verwaltungsstruktur für die FPGA-Ressourcen, als
auch an deren Kopplung mit dazugehörigen VMs auf dem Host-System aufgezeigt.
Der gewählte Ansatz für die Virtualisierung der FPGAs, wie er in Kapitel 4 vorgestellt wurde, besteht
im Gegensatz zur Literatur darin, die rekonfigurierbare Hardware in der Cloud zu nutzen wie andere vir-
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tualisierte Komponenten (Virtuelle Maschinen, Betriebssysteme etc.). Da eine die Abstraktion vom phy-
sischen FPGA erfolgen muss, ohne diesen durch eine Zwischenschicht, welche zu Leistungseinbußen
führen würde, zu ersetzten, erfolgt die FPGA-Virtualisierung analog zu einer native Typ 1 System- / Bare-
Metal-Virtualisierung bei gleicher Architektur (ISA). Der Zugriff auf externe Geräte wird dabei mittels Pa-
ravirtualisierung innerhalb des Hypervisors (VMM) ermöglicht. Durch die Bereitstellung homogener Be-
reiche wird eine einheitliche Plattform geschaffen, um die Migration zwischen Regionen auf demselben
FPGA, aber auch zwischen unterschiedlichen FPGAs zu gewährleisten. Das entwickelte Reconfigurable
Common Computing Frame(work) (RC2F) ermöglicht somit eine Etablierung von virtuellen
FPGAs (vFPGAs), welche ähnlich wie klassische VMs einsetzbar sind.
Um eine Bereitstellung der virtualisierten FPGAs in eine Cloud-Architektur zu ermöglichen wurden in
Kapitel 5 Möglichkeiten und erforderliche Systemkomponenten aufgezeigt. Dabei nehmen sowohl der
Hypervisor auf dem Host-System, als auch dessen Zusammenspiel mit den Hypervisor auf dem FPGA
entscheidende Rollen einnehmen. Ebenso wurden eine Lastverteilung und die Beschreibung der virtu-
ellen FPGAs in der Cloud erarbeitet. Das somit entstandene Reconfigurable Common Cloud Computing
Environment (RC3E) bietet Nutzern die Möglichkeit, unterschiedlichste virtuelle Konfigurationen für das
RC2F zu beschreiben und zu verwalten.
In Kapitel 6 wurden prototypische Implementierungen von sowohl RC2F als auch RC3E vorgestellt,
mittels derer nachgewiesen wird, dass die Bereitstellung von vFPGAs dynamischer Größe und losge-
löst vom physischen Ort möglich ist. Innerhalb des entwickelten RC2F-Prototypen konnte exemplarisch
gezeigt werden, wie vFPGA-Designs flexibel angeordnet werden können und wie eine Migration von
vFPGAs realisiert werden kann. Die Etablierung homogener Bereiche – welche für eine Migration der
vFPGAs notwendig sind – benötigen 6,59 % der FPGA-Ressourcen des genutzten FPGAs. Die statische
RC2F-Infrastruktur erfordert 31,07 % der Fläche, ist aber lediglich zu 42,30 % (Slice LUTs) ausgelastet.
Für die eigentlichen vFPGAs stehen somit insgesamt 62,34 % der FPGA-Ressourcen zur Verfügung. Der
praktikable Einsatz der prototypischen RC2F-Virtualisierung wurde anhand von Demonstratoren gezeigt
und im Rahmen mehrerer Szenarios untersucht.
Eine Abschätzung zur Übertragung des RC2F auf neuartige FPGAs hat gezeigt, dass bis zu 83,04 %
der FPGA-Ressourcen innerhalb von vFPGAs den Nutzern zur Verfügung gestellt werden können. Somit
kann eine Steigerung zu den 62,34 % der nutzbaren FPGA-Ressourcen innerhalb des RC2F-Prototypen
erreicht werden. Die Größe der Bereiche skalieren somit nicht linear mit der Größe des physischen
FPGAs und mit größeren FPGAs können somit deutlich bessere Werte erzielt werden.
Mithilfe der RC3E-Simulation konnte ebenfalls verdeutlicht werden, dass für spezielle Szenarien durch
die RC2F-Virtualisierung der Energiebedarf des aufgezeigten Cloud-Systems um 60,25 % reduziert wer-
den kann. Eine zusätzliche Migration der vFPGAs ergab zusätzliche 2,85 % Energieeinsparungen und ist
des Weiteren zum Beispiel für die Wartung der Hardware im Rechenzentrums unerlässlich.
Ein Vergleich mit anderen Arbeiten zu den Teilbereichen der Virtualisierung der FPGAs sowie deren Inte-
gration in eine Cloud wurde durchgeführt. Ein wichtiges Kriterium stellt neben dem Ressourcenbedarf
die Flexibilität und insbesondere die dynamische Änderung der vFPGAs in ihrer Größe und Position in-
nerhalb der physischen Systeme dar. Die Analyse hat gezeigt, dass die vorliegende Arbeit im Vergleich
zu anderen Arbeiten alle wesentlichen Teilaspekte einer Virtualisierung abdeckt und des Weiteren auch
die Integration in moderne Cloud-Architekturen ermöglicht. Damit sind die eingangs in Abschnitt 2.5.2
formulierten Ziele weitestgehend erreicht. Die starke Integration und Kopplung zwischen virtualisier-
ten FPGAs und VMs, die Abstraktion von der Größe und der konkreten Position der vFPGAs auf den
physischen FPGAs ebenso wie die eingeführte Homogenität zum Migrieren des Kontextes sind in der




Aus den im vorherigen Abschnitt dargestellten Ergebnissen resultieren Fragestellungen, welche sich
für die Bearbeitung im Rahmen zukünftiger Arbeiten anbieten. Insbesondere kann diese Arbeit als eine
Grundlage für weitere Forschungen auf Basis der beiden Systeme RC2F und RC3E dienen:
Übertragung des RC2F auf einen UltraScale+ FPGA: Die Übertragung des RC2F auf einen
UltraScale+ FPGA innerhalb eines Cloud-Systems ist mit den entsprechenden homogenen Be-
reichen und der Migration zu evaluieren.
Weiterentwicklung des RC3E-Simulators: eine detaillierte Abbildung des physischen Systems ist er-
forderlich, um weitere Untersuchungen für unterschiedlichste Systemkonfigurationen und Lastsze-
narien durchführen zu können.
Migration zur Defragmentierung und Wartbarkeit von FPGAs in der Cloud: Die Migration zur Erhö-
hung der Wartbarkeit der Hardwarekomponenten im Rechenzentrum und deren Beitrag zur Opti-
mierung der Auslastung der FPGAs durch Defragmentierung sollte ebenso betrachtet werden.
Detailliertes Scheduling von FPGA-Ressourcen unter Nutzung der Migration: Im Kontext des
RC3E-Simulators können weiterführend im Detail untersucht werden, für welche Arten von Ar-
beitspaketen und in welchem Kontext eine Migration sinnvoll zur Maximierung der Auslastung
und zur Einsparung von Ressourcen und Energie eingesetzt werden kann.
Weitere Anwendungsszenarien und konkrete Anwendungen: Neben den gezeigten beispielhaften
Anwendungen können alternative Einsatzgebiete (Datenbanke, Big Data etc.) innerhalb der vFPGAs
realisiert werden, um die Flexibilität der entwickelten RC3E-Architektur nachzuweisen.
Verknüpfung von RC3E mit OpenStack oder OpenNebula: Für eine Weiterentwicklung der entstan-
denen Ressourcenverwaltung ist die Integration, beziehungsweise Verknüpfung mit einem eta-
blierten Cloud-Management System wie OpenStack oder OpenNebula zu untersuchen.
7.3 Aspekte für zukünftige FPGA-Architekturen
Die erarbeiteten Ansätze zur Virtualisierung von FPGA-Ressourcen innerhalb des RC2F sollten des Wei-
teren in kommerzielle virtualisierte FPGA-Architekturen eingebettet werden. Dazu sind unterschiedliche
Aspekte und strukturelle Änderungen der FPGA-Architekturen zur Erleichterung einer Bereitstellung von
vFPGA-Ressourcen erforderlich:
SoC-FPGA Architektur für die statische Infrastruktur: Strukturierung eines statischen Bereiches spe-
ziell für die Verwaltung (RC2F-Infrastruktur mit FPGA-Hypervisor) mit sämtlichen Schnittstellen zur
Außenwelt, um statische Leitungen der Infrastruktur vollständig vom rekonfigurierbaren Bereich
der vFPGAs zu separieren.
Strukturelle Änderungen innerhalb der FPGA-Architektur: Etablierung homogener und abgeschlos-
sener Bereiche mit eigenen Taktregionen auf den FPGAs, welche keine statische Leitungen inner-
halb der vFPGAs enthalten. Ebenso ist ein effizientes Auslesen sämtlicher Register- und Speicherin-
halte (ebenso der Registerinhalte innerhalb der DSPs) für eine vollständige Migration erforderlich.
Umsetzung des Sicherheitskonzeptes: Sicherheitskonzept auf Basis einer Trusted Authority zur Be-
reitstellung von verifizierbarer Infrastruktur mit FPGA-Hypervisor, in welche sich die dynamisch
rekonfigurierbaren vFPGAs integrieren lassen.
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Die sich für eine Rekonfiguration ergebenden Grundbausteine eines modernen FPGAs sind in der Re-
gel in einem Gitter angeordnet, wie in Abbildung A.1 dargestellt. Nach [KZH16] und [HM04] sind die
Basiselemente, aus denen jeder FPGA aufgebaut ist, im Einzelnen:
Konfigurierbarer Logikblock (CLB): Die CLBs stellen die eigentlichen Basiselemente von FPGAs dar,
in denen die logischen Verknüpfungen und die FlipFlops innerhalb der Schaltung realisiert werden.
Die eingehenden Datenleitungen werden mit LUTs zu einer logischen Funktionen verknüpft, wie in
Abbildung A.1(c) dargestellt. Ein CLB besteht bei modernen FPGAs typischerweise aus mehreren
LUTs mit je bis zu sechs Eingängen und FlipFlop, wie in Abbildung A.1(a) dargestellt.
Konfigurationszellen: Um die CLBs zu konfigurieren werden die Inhalte der LUTs (bei sechs Eingän-
gen hat der LUT-Speicher entsprechend 26 Zeilen), welche die logische Funktion darstellen sowie
die Steuersignale der Multiplexer in SRAM-Zellen1 gespeichert, wodurch der FPGA entsprechend
für eine Anwendung konfiguriert und jederzeit rekonfiguriert werden kann. Die Größe einer Kon-
figurationsdatei (Bitstream) liegt bei modernen FPGAs wie dem Xilinx Virtex-7 XC7VX485T bei
20 MByte.
Verbindungsnetzwerk und CB: Das Verbindungsnetzwerk eines FPGAs, wie in Abbildung A.1(b) ver-
anschaulicht, verbindet die gitterförmig angeordneten CLBs untereinander. Die Verbindungsleitun-
gen können dabei über direkte lokale Verbindungen auf benachbarte CLBs beschränkt sein, aber
auch global über den ganzen FPGA reichen. Spezielle Carry-Leitungen ermöglichen direkte Verbin-
dungen zwischen den LUTs benachbarter CLBs. Das Verbindungsnetzwerk ist ein wesentlicher
Teil, der für den kritischen Pfad in der Schaltung (zwischen zwei FlipFlops) und damit für die Takt-
rate verantwortlich ist2. Das Konfigurieren der Verbindung zwischen den CLBs und dem Netzwerk
erfolgt über Connection Block (CB)s, wie sie in Abbildung A.1(d) gezeigt sind. An den Kreuzungs-
punkten der Leitungen in Abbildung A.1(b) sind Programmable Switch Matrices (PSMs) angeord-
net, um die Leitungen untereinander zu verschalten. Obwohl das Verbindungsnetzwerk mit seinen
zahlreichen Multiplexern in einem FPGA den größten Teil der Ressourcen beansprucht, ist die Do-
kumentation verglichen mit der aller anderen Komponenten eher gering. Neben den Verbindungen
zwischen den CLBs untereinander stellt das Verbindungsnetzwerk des Weiteren auch die Konnek-
1Die Hersteller Intel (Altera), Lattice und Xilinx nutzen SRAM-basierte FPGAs und erreichen dadurch eine hohe Logikdichte und
Leistungsfähigkeit. Solange der FPGA mit Energie versorgt wird, behält er entsprechend seine Funktion (volatile). Microsemi
stellt FPGAs auf Basis von Flash-Electrically Erasable Programmable Read-Only Memory (EEPROM) Speicher her, welche
weniger anfällig gegenüber Umwelteinflüssen wie Strahlung sind [KZH16].
2Bei modernen FPGAs gehen 60-70% der Verzögerungszeiten der Signalen auf das Verbindungsnetzwerk zurück [KZH16].
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tivität mit der Außenwelt über konfigurierbare I/O Blöcke (IOBs) her. Spezielle I/O Pins zur Span-






































(a) Vereinfachte Darstellung eines modernen Xilinx-
Slice mit vier 6er LUTs und FlipFlops, sowie den dazu-
gehörigen Multiplexern zur Konfiguration und Carry-
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(b) Aufbau eines vollständigen FPGAs mit Logik-
(CLBs), I/O, DSP- und dedizierten Speicherblöcken
sowie den konfigurierbaren Leitungen mit den Ver-





















(c) 3er-LUT mit Wahrheitswertetabelle für ein XOR
mit drei Eingängen, sowie serieller Leitung zur Kon-
figuration. Nach [HD08, S. 404].
CLB
CB
(d) Konfigurierbarer Verbindungsleitungen mit PSM,
CLB und CB. Nach [HD08, S. 10].
Abbildung A.1: Bestandteile und Aufbau eines modernen FPGAs.
Den Aufbau eines modernen Xilinx Virtex-7 (XC7VX485T) FPGAs zeigt Abbildung A.2(a). Der FPGA ist in
14 Taktregionen unterteilt, welche die Takte innerhalb der Regionen an die unterschiedlichen Basisele-
mente über Mixed-Mode Clock Managers (MMCMs) oder Phase Locked Loops (PLLs) verteilen. Eine
detaillierte Ansicht über die einzelnen Spalten, welche sich vertikal über den gesamten FPGA erstrecken














































(a) Gesamtübersicht mit 14 Taktregionen, PCIe-Endpunkten und der
FPGA-Infrastruktur eines Virtex-7. Erzeugt und ausgegeben mit der
Vivado Design Suite 2016.4 von Xilinx [Xil16g].
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(b) Schematischer Ausschnitt ohne Routingressourcen innerhalb einer Taktregion eines Virtex-7 mit GTX Transceivern
und PLL.
Abbildung A.2: Aufbau der Architektur eines Xilinx Virtex-7 XC7VX485T FPGAs [Xil16f].
A.1.2 GMAC-Leistung
Abbildung A.3 zeigt die Entwicklung der Giga Multiply-Accumulate (GMAC)-Leistung pro Watt für unter-
schiedliche Architekturen nach Degnan et al. [DMH16]. Des Weiteren veranschaulicht Abbildung A.3 den
Trend der GMAC-Leistung und die Beobachtung von Koomey et al. [Koo+09], nach welcher sich die Re-
chenleistung pro Kilowattstunde innerhalb von jeweils 1,5 Jahren verdoppelt. Hierbei zeigt sich deutlich
eine höhere Effizienz von sowohl FPGA als auch GPU gegenüber CPU.
A.1.3 Frameworks zur Kopplung von Prozessor und FPGA-Hardwarebeschleuniger
Die HLS-Werkzeuge erzeugen meist nur die reine Software-Funktion für den FPGA, sodass das Gerüst
zur Kommunikation mit einem Host mittels PCI oder Ethernet ergänzt werden muss. Tabelle A.1 gibt
eine Übersicht zu unterschiedlichen in der Literatur häufig eingesetzten Frameworks, in welche auch
über HLS erzeugte Netzlisten eingebunden werden können. Die Systeme bieten dabei in der Regel nur






















Abbildung A.3: Entwicklung der GEMAC-Leistung von CPU, FPGA und GPU. Nach [DMH16].
Tabelle A.1: Überblick zu FPGA-Beschleuniger Frameworks und deren Schnittstellen.
System Schnittstellen PR Virtualisiert/ Bandbreite (MByte/s)
PCI Ethernet DDR Mehrbenutzer Up Down
Riffa 2 [Jac+15] ✓ ✗ ✗ ✗ ✗ 1.600 1.600
Xillybus [Xil16j] ✓ ✗ ✗ ✗ ✗ 3.500 3.500
Leap [Par+10] ✓ ✗ ✗ ✗ ✗ 680a 339a
OpenCPI [MKS13] ✓ ✓ ✗ ✗ ✗ 925 925
SIRC [Egu10] ✗ ✓ ✗ ✗ ✗ 118 118
Vipin et al. [V+11] ✓ ✓ ✓ ✓ ✗ 1.474 1.452
Zhao et al. [Zha+16] ✓ ✗ ✗ ✓ ✗ 800 800
✓: vorhanden ?: nicht bekannt ✗: nicht Vorhanden
a Aus [Vip+13].
Viele der Arbeiten liefern auch Konzepte und Ansätze dazu, wie eigene Rechenkerne möglichst flexibel
eingebettet werden können, wie beispielsweise die Arbeiten von Miller et al. [MKS13] oder Parashar et al.
[Par+10]. Die Arbeit von Zhao et al. [Zha+16] nimmt dabei einen besonderen Stellenwert ein, da ein





Im Folgenden werden unterschiedliche Kategorien oder Klassen von Geräten und deren charakteristi-
sche Virtualisierung auf der Basis exklusiver oder gemeinsamer Nutzung durch VMs aufgelistet.
Dedizierte Geräte
Eine besondere Kategorie sind Geräte, welche einer VM exklusiv zugeordnet werden und entsprechend
eine längere Zeit benötigen, um an eine ander VM übergeben werden zu können. Der Zugang zu den
Geräten erfolgt in der Regel ohne Virtualisierung durch direktes Durchreichen vom VMM, um die Pri-
vilegien (Zugriffsart, Speicherbereiche etc.) der neuen VM entsprechend anzupassen. Beispiele sind
einfache Eingabegeräte [SN05b, S. 404].
Gemeinsame Geräte
Andere Geräte, wie beispielsweise Netzwerkkarten, können nicht einfach unter den VMs aufgeteilt
werden, sondern werden geteilt, wozu der VMM eine Serialisierung der Anfragen nebenläufiger VMs
durchführen muss. Bei einer Netzwerkkarte muss der VMM beispielsweise die internen Anfragen der
VMs durch die reale, externe Netzwerkadresse ersetzen. Eingehende Pakete müssen wiederum an
die virtuelle Netzwerkkarte der Ziel-VM weitergeleitet werden. Es wird also innerhalb des VMM eine
Umsetzung der Adressen zum Beispiel durch Network Address Translation (NAT) durchgeführt [SN05b,
S. 405]. Das Scheduling von Anfragen an I/O-Geräte innerhalb eines VMMs wurde zum Beispiel von
Ongaro et al. in [OCR08] untersucht.
Partitionierte Geräte
Einige Geräte wie zum Beispiel Festplatten können in einzelne Partitionen unterteilt werden. Eine so
entstandene virtuelle Festplatte wird von der VM behandelt wie eine normale Festplatte, um aber einen
Zugriff zu emulieren, setzt der VMM die Adressparameter für die eigentliche reale Hardware, führt die
Operation aus und sendet entsprechende Daten oder emulierte Statusinformationen der Festplatte zur
VM zurück [SN05b, S. 405].
Nicht existente Geräte
Wie bereits im vorherigen Abschnitt angedeutet, müssen virtuelle Geräte nicht zwangsläufig real exis-
tieren. Ein Beispiel sind virtuelle Netzwerkkarten, die über ein virtuelles Netzwerk im VMM direkt eine
Kommunikation zwischen den unterschiedlichen VMs aufbauen können. Somit kann der VMM als Rou-
ter für ein virtuelles internes Netz mit virtuellen Interfaces zu den VMs auftreten [SN05b, S. 407].
A.2.1 Speicher-Virtualisierung
Speicher-Virtualisierung wird eingesetzt um den logischen Speicher vom physischen Speicher und von
seinen Eigenschaften wie Größe, Adressierung und Verteilung zu abstrahieren. Für VMs erscheint der
Speicher demnach virtuell, da die zugrundeliegenden physischen Geräte nicht mehr ersichtlich sind.
Durch Speicher-Virtualisierung ist der Speicher für Nutzer nicht an physische Grenzen gebunden. Eine
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Erweiterung oder Umstrukturierung des physischen Speichers erfolgt für die Nutzer völlig intransparent.
Der Vorteil besteht darin, dass der physische Speicher effektiver auf die vorhandenen Nutzer aufge-
teilt und somit die Auslastung verbessert werden kann [Sku12]. Zur Speicher-Virtualisierung existieren
unterschiedliche Ansätze, basierend auf der eigentlichen Position des Speichers im Gesamtsystem (Ar-
beitsspeicher, Festplatte etc.) und speziell im Datenpfad. Die Verfahren für Speicher im Netzwerk sind
Out of Band mit einer Virtualisierung außerhalb des Datenpfades, In Band direkt innerhalb des Da-
tenpfades des Speichergeräts oder im Host-System (VMM), welches die VMs bereitstellt [Sku12]. Die
Virtualisierung von Festplatten im Host-System erfolgt über eine Abstraktionsebene im Betriebssystem
wie beispielsweise im Logical Volume Management (LVM), welches es ermöglicht, dynamisch verän-
derbare Bereiche (Logical Volumes) aufzubauen, die sich über mehrere Festplatten erstrecken können
[Has01].
Neben der Virtualisierung von Festplattenspeichern ist auch die klassische Virtualiserung von Arbeitsspei-
cher im Betriebssystem mit dynamischer Zuordnung von virtuellem Speicher zu physischem Speicher
möglich. Techniken sind hierbei die statische Einteilung der Bereiche, Zugriffsrechte, Basis- und Grenz-
register oder (mehrstufige) Seitentabellen [Tan06, S. 476].
A.2.2 Netzwerk-Virtualisierung
Eine Besonderheit stellt die Virtualisierung des Netzwerkverkehrs dar, die in jedem VMM notwendig ist,
um den VMs eine Kommunikation mit der Außenwelt über das Netzwerk zu gestatten. Der VMM agiert
dabei wie ein klassischer Router und ermöglicht in der Regel eine Netzwerkadressübersetzung (NAT)
über eine Netzwerkbrücke zwischen der physischen Netzwerkkarte, den entsprechenden virtuellen in-
ternen Netzwerken und den virtuellen Netzwerkkarten der Gast-VMs [Pic09, S. 404].
Neben dem Aufbau eines internen virtuellen Netzwerkes innerhalb eines VMMs ist es des Weiteren
möglich, im Netzwerk eines Rechenzentrums eine virtuelle Umgebung in Form von dynamischen, von-
einander gekapselten Virtual Local-Area Network (VLAN)s nach IEEE-Norm 803.1Q3 aufzubauen. Das
Verfahren wird als VLAN-Tagging4 bezeichnet und die einzelnen Ethernet-Pakete werden mit VLAN-IDs
versehen. Entsprechende 803.1Q fähige Netzwerkrouter bieten die Option, Pakete mehrerer VLANs
über einen einzigen Port weiterzuleiten. Dadurch wird es möglich unterschiedliche virtuelle Netzwerke
im VMM mit in das Netzwerk des Rechenzentrums einzugliedern [Pic09, S.404].
3Der Vorgänger des Standards war nicht dynamisch und die physischen Ports eines Switches waren immer genau einem VLAN
zugeordnet.





A.3.1 Typische Cloud-Architektur und Komponenten
Eine typische Cloud-Architektur ist ein auf mehrere Rechenknoten verteiltes System mit lokalem Ver-
bindungsnetzwerk (Multi-Tier Architecture). Ein oder mehrere Knoten übernehmen dabei die Kontroll-
funktion und stellen die Instanzen der Virtuellen Maschinen auf den verfügbaren Rechenknoten einem
Nutzer bereit. Für die größtmögliche Flexibilität ist ein verteiltes Dateisystem oder SAN für die zentrale
Verwaltung von Betriebssystem-Images der Nutzer sowie der weiteren relevanten Daten verantwortlich.
Durch die zentrale Anforderung, (virtualisierte) Ressourcen auf unterschiedlichen Ebenen als Dienst ei-
ner breiten Masse an unterschiedlichsten Nutzern bereitzustellen, ergeben sich eine Reihe von speziel-
len Cloud-Komponenten, die in der Regel für die drei Kernanwendungen der Bereitstellung von Rechen-,
Speicher- und Netzwerkinfrastruktur ausgelegt sind. In den letzten Jahren haben sich in diesem Bereich
die Systeme OpenNebula [Ope16a] und OpenStack [Ope16d] etabliert.
OpenStack ist ein Cloud-Betriebssystem, welches ursprünglich von Rackspace sowie der National Ae-
ronautics and Space Administration (NASA) entwickelt und im Jahr 2010 vorgestellt wurde. OpenStack
setzt sich aus einer Vielzahl von Komponenten zusammen, welche unter anderem die Virtualisierung der
Rechenressourcen (Nova-Compute), sowie die Bereitstellung von Speicher (Swift) und die Verwaltung
von Images (Glance) übernehmen [Wen+12].
OpenNebula hingegen entstand bereits im Jahr 2005 als Forschungsprojekt mit einer ersten öffentli-
chen Bereitstellung im Jahr 2008 [Wen+12]. Der Schwerpunkt von OpenNebula liegt ebenfalls auf der
Ebene der Infrastruktur (IaaS) und der Orchestrierung von virtualisierten Rechen-, Speicher- und Netz-
werkressourcen, wobei das Monitoring dieser Ressourcen sowie Sicherheitsaspekte einen besonderen
Stellenwert einnehmen. Der ursprüngliche Ansatz bestand in der Bereitstellung von Multi-Tier Diens-
ten wie Computerclustern als Virtuelle Maschinen auf verteilten Infrastrukturen [Wen+12]. Es wird des
Weiteren Wert auf die Standardisierung, Interoperabilität und Portabilität des Gesamtsystems gelegt,
was die Nutzung unterschiedlichster Cloud-APIs und Hypervisoren ermöglicht. Die flexible Architektur
erlaubt es außerdem, verschiedene Hard- und Softwarekombinationen in einem Rechenzentrum zu ver-
einen [Sot+09].
Im Folgenden werden die wichtigsten Komponenten, welche für die Bereitstellung einer Infrastruktur
(IaaS) nach [Boh+11, S. 24] notwendig sind, kurz vorgestellt5, wobei OpenStack [Ope16c] als Referenz
dient.
Verwaltung der Rechenressourcen: Die Ressourcenverwaltung stellt die Hauptkomponente einer
Cloud zum Management der verteilten und virtualisierten Rechenressourcen dar. Typischer Be-
standteil ist das Management des Hypervisors, welcher Virtuelle Maschinen auf den Rechenkno-
ten bereitstellt. Eine wichtige Aufgabe stellt die Lastverteilung auf den physischen Rechenknoten
sowie die Bereitstellung eines Zugangs zu diesen mit Hilfe des Netzwerk-Managers dar.
Lastverteilung der Ressourcen (Load Balancer): Die Lastverteilung ist eine wesentliche Komponen-
te, da sie die Instanzen den eigentlichen physischen Rechenknoten nach unterschiedlichen Kriteri-
en zuordnet. Bei OpenStack wird das Scheduling vom Netzwerk-Manager übernommen, der die
Zuordnung der VM-Instanzen zu den physischen Knoten (sowie das Bereitstellen des Zuganges)
ermöglicht. Hierbei wird zur Lastverteilung eine API angeboten, um die Integration von eigenen
Algorithmen zu vereinfachen.
5Derartige Komponenten sind in ähnlicher Form ebenso in Amazons EC2 [Ama17b], sowie in OpenStack [Ope16c] vorhanden.
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Netzwerk-Manager (Networking): Diese Komponente ist verantwortlich für die Konfiguration des (vir-
tuellen) Netzwerks, um dem Cloud-Nutzer ein eigenes gekapseltes System mit IP-Adressen für
die VMs (statisch oder dynamisch) durch VLANs bereitstellen zu können. Das dynamische Routing
zu jeder beteiligten Ressource des Nutzers fällt ebenso in diesen Bereich.
Image-Datenbank, Block- und Objekt-Speicher (Storage): In einer Datenbank werden Images von
Virtuellen Maschinen verwaltet. Diese werden als Vorlage genutzt, um Instanzen von virtuellen
Maschinen, sowie verschiedene Blockspeicher für virtualisierte Speichermedien zu erzeugen. Eine
weitere wichtige Komponente ist der Objekt-Speicher, welcher für die redundante Datenspeiche-
rung verantwortlich ist und als Backend für Image- oder Blockspeicher eingesetzt werden kann.
Nutzerverwaltung (Identity): Die Nutzerverwaltung koordiniert das Authentifizierungs- und Rechte-
system zwischen den beteiligten Komponenten sowie die Verwaltung der Nutzer über alle In-
stanzen, welche systemweit dem Nutzer zugeordnet sind.
Verwaltungsinterface (Dashboard): Die virtuelle Infrastruktur wird durch Administratoren und Nutzer
über ein Webinterface verwaltet. Nutzer haben die Möglichkeit, ihre Plattform zu administrieren.
Weitere Funktionen sind das Beobachten der Ressourcen sowie die Abrechnung der Nutzung der
Cloud-Ressourcen.
Abrechnung (Billing/Accounting): Aufgrund der vielseitigen Möglichkeiten, die Nutzung der unter-
schiedlichen Dienste zu messen, sind eigenständige Komponenten notwendig, welche sämtliche
verfügbaren Daten (Anzahl VM-Instanzen, Speicherbedarf, Rechenleistung, Netzwerkverkehr etc.)
zur Nutzung der Ressourcen systemweit sammeln.
Überwachung der Qualität (SLA-Monitor oder Metering): Um eine hohe Qualität der Dienste zu ga-
rantieren und umgehend auf Probleme (Latenz, Bandbreiten, Rechenleistung etc.) eingehen zu
können sowie den gesamten Systemzustand zu kontrollieren, ist eine Überwachung der Cloud
erforderlich.
Aufbauend auf diesem Grundkonzept, welches die wesentliche Infrastruktur enthält (IaaS), kann eine
komplexere Architektur realisiert werden, mittels derer die Plattformen (PaaS) für den Nutzer innerhalb
dieser die Anwendungen und Dienste (SaaS) bereitgestellt werden.
A.3.2 Arten des Cloud-Betriebs
Des Weiteren können Cloud-Architekturen nach Mell und Grace [MG11] nach Art des Betriebs eingeord-
net werden. Hierbei gibt es vier Arten, welche sich anhand Zugang und Verantwortlichkeit unterscheiden.
Abbildung A.4 gibt einen Überblick.
Öffentliche Cloud (Public Cloud): Die Bereitstellung der Cloud-Dienste erfolgt über das Internet für
eine Vielzahl von unterschiedlichen Kunden und somit für eine breite Öffentlichkeit. Beispiele sind
die Clouds großer Unternehmen wie Amazon, Apple, Microsoft und Google. Der Nutzer der Cloud
ist nicht der Eigentümer des physischen Systems und hat keine Kontrolle über die Speicherung
der eigenen Daten oder eine Möglichkeit der Mitbestimmung bei Prozessabläufen. Das Modell
bietet als Vorteil die größtmögliche Flexibilität und das Entfallen der Notwendigkeit einer eigenen
Infrastruktur beim Kunden. Durch eine hohe Anzahl von Nutzern und die Ausnutzung der Elastizität
werden die Betriebskosten für alle Beteiligten gesenkt, wobei die Kontrolle über die eigenen Daten
und deren Sicherheit jedoch verloren gehen kann [Brä+12].
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Abbildung A.4: Arten des Cloud-Betriebs. Die verantwortlichen Unternehmen für spezielle Cloud-Arten sind ent-
sprechend gekennzeichnet. Für den Bereich des Internets liegt die Verantwortung außerhalb des
Unternehmens, beziehungsweise Nutzers der Cloud. Nach [HV10, S. 17].
Private Cloud (Private Cloud): Im Gegensatz zur öffentlichen Cloud ist der Zugriff auf die private Cloud
auf einen engeren Kreis von Nutzern, zum Beispiel die Mitarbeiter eines Unternehmens oder
dessen Kunden und Geschäftspartnern, beschränkt. Die Organisation und Verwaltung der Cloud,
sowie deren Standort fällt in den Verantwortungsbereich des Unternehmens, welches damit die
vollständige Kontrolle über die Dienste und die Daten hat [Brä+12]. Die Sicherheit der Daten steigt
im Vergleich zur öffentlichen Cloud, allerdings steigen auch die Betriebskosten der Bereitstellung
der Dienste, und die Auslastung der Ressourcen und die Flexibilität verringert sich in der Regel
deutlich. Für sicherheitskritische private Clouds in fremden Rechenzentren ist eine räumliche Tren-
nung der Daten und der volle Zugriff zur Konfiguration auf die physischen Systeme erforderlich.
Gemeinschaftliche Cloud (Community Cloud): Die Cloud-Infrastruktur wird von einer Gemeinschaft
(Unternehmen, Universitäten, Organisation oder Interessengruppe) betrieben und auch nur den
Angehörigen dieser Gemeinschaft zur Verfügung gestellt. Die Anforderung an die Cloud in Bezug
auf Sicherheit sind innerhalb der Gemeinschaft dieselbe [Brä+12]. Bereitgestellt und verwaltet
wird die Cloud direkt von einem der teilnehmenden Partner. Die Dienste und Daten können typi-
scherweise von den Mitgliedern kontrolliert werden.
Hybride Cloud (Hybrid Cloud): Hierbei handelt es sich um eine Mischform von öffentlicher und priva-
ter Cloud, welche durch eine Kooperation verschiedener Cloud-Anbieter oder durch Cloud Burs-
ting6 entstehen kann. Die Kommunikation zwischen den unterschiedlichen Clouds erfolgt in die-
sem Fall durch eine spezielle Vermittlungsschicht, mit standardisierten Schnittstellen und Proto-
kollen, welche sowohl Daten- als auch Anwendungsportabilität ermöglichen. Eine hybride Cloud
ermöglicht eine hohe Flexibilität, führt allerdings zu Einschränkungen in der Sicherheit der Daten
[Brä+12].
Das physische Rechenzentrum kann in jedem Fall von einem externen Dienstleister betrieben werden.
Der Zugang zu den Ressourcen, die Möglichkeiten der Konfiguration, das Angebot an konkreten Diens-
ten sowie die Anforderungen an die Sicherheit bestimmen letztendlich das konkrete Modell.
6Auslagern von Anwendungen aus einer Privaten in eine Öffentliche Cloud, sobald die benötigten Ressourcen die physisch
vorhandenen übersteigen. Cloud Bursting ist notwendig, um innerhalb von Privaten Clouds eine größtmögliche Elastizität zu
ermöglichen, wobei bei diesem Vorgehen Probleme hinsichtlich der Sicherheitsanforderungen entstehen können.
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A.3.3 Weitere Beteiligte und Rollen
Aufbauend auf den klassischen Rollen haben sich noch weitere zusätzliche beziehungsweise optionale
Rollen in den vergangenen Jahren herausgebildet und das ursprüngliche Modell erweitert:
Cloud-Ressourcenadministrator (Cloud Resource Administrator): Die Rolle bezeichnet den Admi-
nistrator eines Dienstes. Der Nutzer kann in speziellen Fällen wie PaaS auch selbst für die Konfigu-
ration der Ressourcen verantwortlich sein und ist in dem Fall der Cloud-Ressourcenadministrator
[EPM13, S. 54].
Cloud-Prüfer (Cloud Auditor): Um ein hohes Maß an Sicherheit, den Schutz der Privatsphäre oder
eine Leistungsmessung der Cloud eines Anbieters zu ermöglichen, werden externe Cloud-Prüfer
eingesetzt [Boh+11, S. 8]. Cloud-Anbieter müssen hierzu allerdings dem Prüfer die Möglichkeit
bieten, auf sicherheitsrelevante Komponenten zuzugreifen [Kun11].
Cloud-Vermittler (Cloud Broker): Durch die wachsende Komplexität von Cloud-Diensten werden ex-
terne Vermittler eingesetzt, um zwischen Diensten unterschiedlicher Cloud-Anbieter zu übermit-
teln, diese zusammen zu führen oder zu arbitrieren [Boh+11, S. 8].
Cloud-Carrier: Der Anbieter, welcher die Verbindung zwischen dem Anbieter der Cloud und dem Nutzer
herstellt, wird als Cloud-Carrier bezeichnet. In der Regel handelt es sich dabei um ein Telekommu-
nikationsunternehmen [Boh+11, S. 8]. Um die vereinbarten Datenraten und Latenzen garantieren
zu können, welche für den Cloud-Dienst erforderlich sind, müssen in vielen Fällen Anbieter der
Netzwerkinfrastruktur in das Gesamtkonzept einbezogen werden.
A.3.4 Typische Cloud-Anwendungen
Typische Cloud-Anwendungen wurden von Ferdman et al. in [Fer+12] umfassend untersucht und im
CloudSuite Benchmark zusammengefasst. Der Fokus liegt dabei auf rechenintensiven Anwendungen,
da diese ideal für eine Auslagerung auf spezielle Hardwarebeschleuniger geeignet sind, beziehungswei-
se auf Anwendungen, welche Daten in irgendeiner Form streamen und damit zusätzlich eine geringe
Latenz erfordern. Aktuelle Anwendungen können dabei nach der auf dieser Grundlage aufbauenden Ar-
beit von Kachris et al. von 2016 [KS16] in zwei Gruppen unterteilt werden, welche sich in Komplexität der
Verarbeitung und entsprechend der benötigten Zeit für die Berechnungen unterscheiden:
Batch-Verarbeitung (offline): Verarbeitung großer Datenmengen; dabei erfolgen typischerweise meh-
rere komplexe und zeitintensive Rechenschritte simultan. Die Anforderung an die Verarbeitung
besteht daher primär in einem hohen Datendurchsatz und nicht in einer schnellen Antwortzeit und
einer direkten Nutzerinteraktion (offline). Die primär genutzte Ressource ist der Prozessor, und nur
in geringem Maße das Netzwerk. Die entscheidende Metrik beziehungsweise das Optimierungs-
ziel ist bei diesen Anwendungen der Durchsatz. Beispiele für diese Kategorie sind die Analyse von
Daten oder komplexe Simulationen. [KS16]
Stream-Verarbeitung (online): Hierbei handelt es sich um Anwendungen, welche keine zeitintensi-
ven Berechnungen erfordern, sondern die Daten im Wesentlichen streamen, ohne sie lange Zeit
im Speicher zu behalten und Berechnungen auszuführen. Die entscheidende Metrik ist primär ei-
ne geringe Latenz aufgrund einer stärkeren Interaktion mit einem Nutzer (online) und damit nur
indirekt der einhergehende Datendurchsatz. Anwendungen in diesem Bereich sind Websuchen,




























Anwendung Beispiel Anforderung Ressourcen
Durchsatz Latenz Rechenleistung CPU Mem Disk Net
Mahout
[Apa16b]
✓ ✓ ✓ ✓
SparkMlib
[Apa16d]
✓ ✓ ✓ ✓
GraphX
[Apa16c]






✓ ✓ ✓ ✓ ✓ ✓
Memcached
[Mem16]
✓ ✓ ✓ ✓
Cassandra
[Apa16a]
✓ ✓ ✓ ✓
Nginx
[Ngi16]
✓ ✓ ✓ ✓
Datenbanken
[Ora16]
✓ ✓ ✓ ✓ ✓
PageRank
[Pag16]
✓ ✓ ✓ ✓ ✓ ✓
Nginx
[Ngi16]
✓ ✓ ✓ ✓ ✓
Abbildung A.5: Einteilung und Charakterisierung von typischen Cloud-Anwendungen mit Beispielen. Für jede An-
wendung werden die primäre Anforderung sowie die am stärksten ausgelasteten Ressourcen ge-
zeigt. Erweiterung von [KS16].
Anwendungen, welche auf einer Batch-Verarbeitung basieren, benötigen in den meisten Fällen pri-
mär Rechenleistung und den daran geknüpften Speicher. Anwendungen, welche auf einer Stream-
Verarbeitung basieren, benötigen hingegen als Ressourcen verstärkt das Netzwerk und sind des Weite-
ren auf Latenz (und zur besseren Auslastung auf Durchsatz) optimiert, wie Tabelle A.5 für beispielhafte
Anwendungen und deren Charakterisierung zeigt. Sicherheit ist dabei nicht als eigene Anwendung auf-





Um einen besseren Überblick zu relevanten Arbeiten und im Besonderen die zeitliche Einordnung zu
ermöglichen, gibt Abbildung B.1 eine Übersicht zu den beiden Themenbereichen (a) FPGAs im Kontext
des Cloud-Computings und (b) Virtualisierung rekonfigurierbarer Hardware. Des Weiteren werden die
Arbeiten in Abbildung B.2 und Abbildung B.3 entsprechend klassifiziert.
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Abbildung B.1: Zeitachse mit Einordnung einer Auswahl relevanter Arbeiten zu den beiden Themen (a) FPGAs im






















































Abbildung B.2: Klassifikation relevanter Arbeiten.




















































Abbildung B.3: Klassifikation relevanter Arbeiten und Einordnung des RC3E und RC2F.
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C Prototypische Implementierung des RC2F
C.1 RC2F-Application Programming Interface
Um die Kommunikation mit den vFPGAs von Seiten des Host-Systems und die Konfiguration über die
Konfigurationsspeicher Hypervisor Configuration Space (HCS) und vFPGA Control Unit (vCU) zu verein-
fachen, wurde die RC2F-API entwickelt, welche zum Überblick in Tabelle C.1 dargestellt ist. Zusätzlich
zeigt Listing C.1 einen Auszug aus der Header-Datei.
Listings C.1: Headerdatei der RC2F-API.
/*******************************************************************************
*
* API Header file
*
* Project: FPGA computing framework - rc2f



































int rc2f_read_stream(device* dev, uint8_t* buf, uint32_t len);
int rc2f_write_stream(device* dev, uint8_t* buf, uint32_t len);
void rc2f_read_thread(void *ptr);
void rc2f_write_thread(void *ptr);
int rc2f_reg_read(device* dev, int addr, char *buf, int len);
int rc2f_reg_write(device* dev, int addr, char *buf, int len);










Tabelle C.1: Auszug aus der RC2F Host-API mit Funktionen welche (a) den Hypervisor-Konfigurationsspeicher (HCS)
beeinflussen, (b) den vFPGA-Konfigurationsspeicher (vCS) verändern oder auslesen und (c) die eigent-
lichen Datentransfers durchführen.
(a) Konfiguration des FPGA Hypervisor Authentifizierung erfolgt
über den Host-Hypervisor
rc2f_alloc(dev)
Allocate new/additional device or user region
dev[] = rc2f_get_dev()
Get al list of available/allocated devices
rc2f_program(dev, bitfile)
✓
Reconfigure dev with bitfile
rc2f_reset_device(dev)
✓
Reset of a whole FPGA with id dev
rc2f_status(dev)
Device status information (global config, user designs etc.)
rc2f_write_config(dev, adr, data)
✓
Write data into global config space dev
(b) vFPGA Status und Konfiguration
rc2f_user_list_cores()
Returns all available/allocated user cores
rc2f_user_init(uid)
Initialize specific user design uid
rc2f_vFPGA_design(uid, bitfile)
Partial reconfiguration of user design uid with bitfile
rc2f_user_cmd(uid, cmd)
Send command cmd (start, reset etc.) to user design uid
rc2f_user_status(uid)
Read status information from user design uid
rc2f_finalize(uid)
Close user design uid
(c) Datentransfers zwischen VM und vFPGA
rc2f_read_stream(uid, data, length)
Send memory block or stream to kernel uid
rc2f_write_stream(uid, data, length)
Read memory block or stream to kernel uid
rc2f_mem_read(uid, addr, data, lenght)
Write at memory location in kernel uid
rc2f_mem_write(uid, addr, data, lenght)

















































































Abbildung C.1: Testanordnung zur Validierung der Kommunikation zwischen Host und vFPGAs.
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C.3 Übertragung des RC2F auf einen Xilinx UltraScale+ FPGA
Die Einteilung eines Xilinx UltraScale+ FPGA (XCVU9P-L2FSGD2104E [Xil17d]) in die für die RC2F-
Virtualisierung erforderlichen Bereiche ist in Abbildung C.2 dargestellt. Zusätzlich zeigt Tabelle C.2 die


























































































































Abbildung C.2: Einteilung der Bereiche innerhalb der RC2F-Virtualisierung auf einem Xilinx UltraScale+ FPGA
(XCVU9P). Erzeugt und ausgegeben mit der Vivado Design Suite 2016.4 von Xilinx [Xil16g].
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(b) Auslastung der allokierten Ressourcen.
Abbildung D.1: RC3E-Simulation des Lastszenarios (I) mit FPGA-Virtualisierung und zusätzlicher Migration.
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