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Abstract—A collaborative task is assigned to a multiagent system
(MAS) in which agents are allowed to communicate. The MAS
runs over an underlying Markov decision process and its task is
to maximize the averaged sum of discounted one-stage rewards.
Although knowing the global state of the environment is necessary
for the optimal action selection of the MAS, agents are limited to
individual observations. The inter-agent communication can tackle
the issue of local observability, however, the limited rate of the
inter-agent communication prevents the agent from acquiring the
precise global state information. To overcome this challenge, agents
need to communicate their observations in a compact way such
that the MAS compromises the minimum possible sum of rewards.
We show that this problem is equivalent to a form of rate-distortion
problem which we call the task-based information compression. We
introduce two schemes for task-based information compression (i)
Learning-based information compression (LBIC) which leverages
reinforcement learning to compactly represent the observation
space of the agents, and (ii) State aggregation for information
compression (SAIC), for which a state aggregation algorithm is an-
alytically designed. The SAIC is shown, conditionally, to be capable
of achieving the optimal performance in terms of the attained sum
of discounted rewards. The proposed algorithms are applied to a
rendezvous problem and their performance is compared with two
benchmarks; (i) conventional source coding algorithms and the
(ii) centralized multiagent control using reinforcement learning.
Numerical experiments confirm the superiority of the proposed
algorithms.
Index Terms—Task-based information compression, machine
learning for communication, multiagent systems, reinforcement
learning.
I. INTRODUCTION
This paper considers a collaborative task problem composed
of multiple agents with local observations, while agents are
allowed to communicate through a rate limited channel. The
global state process of the environment, generated by a Markov
decision process (MDP), is controlled by the joint actions of the
agents. Moreover, the instantaneous reward signal to which all
agents have access, is influenced by the global state and agents’
joint actions.
On one hand, maximizing the finite-horizon sum of dis-
counted rewards, considered to be the unique goal of the
network of agents, spurs them to act collaboratively. On the
other hand, limited observability of the environment encourages
the agents to effectively communicate to each other to acquire
a better estimate of the global state of the environment. Due
to the limited rate of the communication channel between the
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agents, it is necessary for agents to compactly represent their
observations in communication messages. As we ultimately
measure the performance of the multiagent system in terms
of cumulative rewards, the loss of information caused by the
compact representation of the agents’ observations needs to
be managed in such a way that we minimally compromise
the cumulative rewards. As such, this form of information
compression which we call task-based information compression
is different from conventional compression algorithms whose
ultimate aim is to reduce the distortion between the original
and compressed data. We assume rate-limited but error-free
communications - a noisy channel where traditional channel
coding is used to ensure error free communications with the
achievable rate that is, in fact, the rate constraint of the channel.
The considered problem is formulated in a general form
which can be directly applied to numerous problems in telecom-
munications (, control) and computer science. Suitable ap-
plications for this framework are those that include multiple
cooperative decision makers that have to communicate through
an ad-hoc network. While device to device communications
between the agents enable collaboration and optimal joint action
selection, in the current work, the achievable communication
rate for these links is considered to be limited. As an illustration,
consider a task in which multiple static cameras, see e.g., [1],
[2], which are distantly positioned, are required to identify
and track a particular target in a remote area. The cameras
are subjected to local observations and they can select local
actions, e.g. zoom in/out, changing the tilt of the camera in
vertical/horizontal directions. They receive the largest reward if
the target is located with high enough visibility and is tracked
at all times. Communication between these decision-makers
helps to easily track the target or adopt their action selection
strategies when the target is not located yet. The considered
framework can also be directly applied to object tracking by
Unmanned Area Vehicle networks or by multi-agent systems,
e.g. [3], [4], in which multiple UAVs/agents collaboratively
track one/several moving object(s). Accordingly, framework is
applicable to multiagent networked control scenarios where the
realistic constraint of the rate-limited communications is in
place.
Another application for our problem is the rendezvous prob-
lem, drawn from computer science community [5], [6], where
multiple agents, e.g. autonomous robots, want to get into a
particular location at precisely the same time. The agents are
unaware of the initial locations of each other but are allowed
to communicate through a rate limited communication channel.
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2The team of agents is rewarded if they achieve the task of arrival
to the goal point at the same time, and will be punished if any
of them arrives earlier.
A. Literature Review
The given examples fall in the general category of multi-
agent reinforcement learning, which is used in the literature
as an effective framework to develop coordinated policies [7]–
[17]. The distributed decision-making of multi-agent systems
has been addressed in [7]–[9], while many other works are
focused on multiagent communications to enhance the joint
action selection in partially observed environments [10]–[19].
Here we elaborate on some papers with focus on multi-agent
communication. The work done in [10]–[13], [19] has addressed
the coordination of multiple agents through a noise-free com-
munication channel, where the agents follow an engineered
communication strategy. In [13] the impact of stochastic delays
in multiagent communication is considered on the multiagent
coordination, while [19] considers event-triggered local com-
munications. Deep reinforcement learning with communication
of the gradients of the agents’ objective function is proposed
in [14] to learn the communication among multiple agents. In
contrast to the above mentioned works, the presence of noise
in the inter-agent communication channel is studied by [16]
and the absence of dedicated communication channels by [20].
Authors of [16] report the emergence of unequal error protection
by reinforcement learning agents. Papers [16] and [15] have
contributed to the rapidly emerging literature on machine learn-
ing for communications [21]–[23]. Some metrics are introduced
in [17] to measure the positive signaling and positive listening
amongst agents which learn how to communicate [14]–[16].
In the current work we develop a state aggregation algorithm
which enables each agent to reduce the entropy of its generated
communication messages while maintaining their performance
in the collaborative task. Classical state aggregation algorithms
have been often used to reduce the complexity of the dynamic
programming problems over MDPs [24], [25] as well as Par-
tially Observable MDPs [26]. To the best of our knowledge,
they have never been used to design a task-based information
compression algorithm over an MDP. One similar work is [27],
which studies a task-based quantization problem. In contrast
to our work, the assumption there is that the parameter to
be quantized is only measurable and cannot be controlled.
In our problem, agents’ observations stem from a generative
process with memory, an MDP. Similarly in [28], the authors
have introduced a gated mechanism so that reinforcement
learning-aided agents reduce the rate of their communication
by removing messages which are not beneficial for the team.
However, their proposed approach mostly relies on numerical
experiments. In contrast, this paper relies on analytical studies
to design a multiagent communication policy which efficiently
coordinates agents over a rate limited channel.
Conventionally, the communication system design is disjoint
from the distributed decision making design [10]–[14], [29].
This work can also be interpreted as a demonstration of the
potential of considering the joint design of the source coding
(compression) together with the multi-agent action policy de-
sign. Herein, we show a particular approach of joint design
under which the joint problem decouples conditionally. Our
particular approach is based on an indirect data-driven design
exploiting multi-agent reinforcement learning.
B. Contributions
The contributions of this paper are as follows:
• Firstly, we develop a general cooperative multiagent frame-
work in which agents interact over an MDP environ-
ment. Unlike the existing works which assume perfect
communication links [5], [14], [15], [29], we assume the
practical rate-limited communications between the agents.
We formulate a two-agents cooperative problem where
agents interact over an MDP and can communicate over a
channel with limited achievable rate. Our goal is to derive
the optimal action selection and communication strategies
to maximize to joint objective function.
• Secondly, we consider a learning based information com-
pression (LBIC) policy that provides efficient communica-
tions over the rate limited channel. The principle of LBIC
is to carry out the compact representation of an agent’s
local observation, based on reinforcement learning. The
proposed LBIC can be trained and executed in a fully
decentralized fashion.
• Thirdly, we show that the decentralized cooperative multi-
agent problem can be conditionally decoupled to two
decentralized problems of action policy selection and
communication policy selection. Afterwards, we analyti-
cally transform one of these problems (the decentralized
communications policy selection problem) into a so-called
task-based rate distortion problem (a special form of
the rate distortion problem) for which we propose State
Aggregation for Information Compression (SAIC) as a
solution. By leveraging the knowledge of the solution
to the centralized problem we convert the task-based
information compression to a k-median clustering problem.
Solving this K-median problem numerically would then
allow us to find a conditionally optimal communications
(compression) policy; and after obtaining the communi-
cations policies, distributed training of the action policies
follows separately.
• Finally, extensive numerical comparisons are made be-
tween the performance of the SAIC, LBIC and two bench-
mark schemes in terms of the optimality of the objec-
tive function, for the rendezvous problem. One of these
benchmark schemes, titled conventional communication,
is the result of a theorem developed by [18], adapted
to our problem. The second benchmark is the control of
the multiagent system by a centralized controller which is
assumed to have perfect communications with the agents
and executes the Q-learning. Due to the full observability
of the environment, this reference scheme provides an
upper-bound to the numerical problem. It is shown that
both proposed schemes are of significant advantages over
CIC and that the SAIC achieves the optimal performance.
Organization: Section II describes the system model for
a cooperative multi-agent task with rate constrained inter-
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TABLE OF NOTATIONS
Symbol Meaning
x(t) A generic random variable generated at time t
x(t) Realization of x(t)
X Alphabet of x(t)
|X | Cardinality of X
px
(
x(t)
)
Shorthand for Pr
(
x(t) = x(t)
)
H
(
x(t)
)
Information entropy of x(t) (bits)
I
(
x(t);y(t)
)
Mutual information of x(t) and y(t)
Ep(x){x} Expectation of the random variable X over theprobability distribution p(x)
tr(t) Realization of the system’s trajectory at time t
δ(·) Dirac delta function
d·e Ceiling function
agent communications. In Section III, LBIC is detailed. A
conditionally optimal communication strategy is derived in
Section IV by decomposing the original problem and proposing
SAIC to solve the problem of decentralized communication
policy optimization. The numerical results and discussions are
provided in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
For the reader’s convenience, a summary of the notation that
we follow in this paper is given in Table I. Bold font is used
for matrices or scalars which are random and their realizations
follows simple font. We consider a two-agent system, where at
any time step t each agent i ∈ {1, 2} makes a local observation
oi(t) ∈ Ω on environment while the true state of environment
is s(t) ∈ S. The alphabets Ω and S define observation space
and state space, respectively. The true state of the environment
s(t) is controlled by the joint actions mi(t),mj(t) ∈ M
of the agents, where each agent i can only choose its local
action mi(t) which is selected from the local action space M.
The environment runs on discrete time steps t = 1, 2, ...,M ,
where at each time step, each agent i selects its domain level
action mi(t) upon having an observation oi(t) of environment.
Dynamics of the environment are governed by a conditional
probability mass function
T
(
s(t+ 1), s(t),mi(t),mj(t)
)
= (1)
p
(
s(t+ 1) = s(t+ 1)|s(t) = s(t),mi(t) = mi(t),mj(t) = mj(t)
)
,
which is unknown to the agents. T (·) defines the transition
probability of the environment to state s(t+1) given the current
state of environment s(t) and the joint actions mi(t),mj(t).
We recall that domain level actions mi(t) can, for instance,
be in the form of a movement or acceleration in a particular
direction or any other type of action depending on the domain
of the cooperative task. We consider a particular structure for
agents’ observations, referred to as collective observations in
the literature [18]. Under collective observability, individual
observation of an agent provides it with partial information
about the current state of the environment, however, having
knowledge of the collective observations acquired by all of the
agents is sufficient to realize the true state of environment.
To further elaborate, at all time steps t agents’ observation
processes oi(t),oj(t) follow eq. (2) and eq. (3). Note that even
in the case of collective observability, for agent i to be able to
observe the true state of environment at all times, it needs to
have access to the observations of the other agent j 6= i through
communications at all times.
H
(
oi(t)
) ≤ H(s(t)), i ∈ {1, 2}, (2)
H
(
oi(t),oj(t)
)
= H
(
s(t)
)
, j 6= i. (3)
A deterministic reward function r(·) : S ×M2 → R indicates
the reward of both agents at time step t, where the arguments
of the reward function are the global state of the environment
s(t) and the domain-level actions mi(t),mj(t) of both agents.
We assume that the environment over which agents interact
can be defined in terms of an MDP determined by the tuple{S,M2, r(·), γ, T (·)}, where S andM are discrete alphabets,
r(·) is a function, T (·) is defined in (1) and the scalar γ ∈ [0, 1]
is the discount factor. The focus of this paper is on scenarios in
which the agents are unaware of the state transition probability
function T (·) and of the closed form of the function r(·). How-
ever we assume that, further to the literature of reinforcement
learning [30], a realization of the function r
(
s(t),mi(t),mj(t)
)
will be accessible for both agents i and j at each time step
t. Since the tuple
{S,M2, r(·), γ, T (·)} is an MDP and the
state process s(t) is jointly observable by agents, the system
model of this cooperative multiagent setting is also referred to
as a decentralized MDP in the literature of multiagent decision
making [31].
In what follows two problems regarding the above mentioned
setup is detailed. The main intention of this paper is to address
the decentralized control and inter-agent communications for a
system of multiple agents. However, the problem of centralized
control of the system is formalized in subsection II-A as we
keep comparing the analytical and numerical results obtained
by decentralized algorithms with the centralized algorithm.
Moreover, the simpler nature and mathematical notations used
for the centralized problem, allow the reader to have a smoother
transition to the decentralized problem which is of more com-
plex nature and notation.
A. Centralized Control
We consider a scenario in which a central controller has
instant access to the observations oi(t), oj(t) of both agents
through a free (with no cost on the objective function) and
reliable communication channel. Following the Eq. (3) the joint
observations oi(t), oj(t) are representative of the true state of
environment s(t) at time t. From the central controller’s point
of view, the environment is an MDP introduced by the tuples{
Ω2,M2, r(·), γ, T (·)
}
. The goal of the centralized controller
is to maximize the expected sum of discounted rewards. The
expectation is computed over the joint PMF of the whole system
trajectory s(1),mi(1),mj(1), ..., s(M),mi(M),mj(M) from
time t = 1 to t = M , where this joint PMF is generated if
agents follow policy pi(·), eq. (5), for their action selections
at all times and s(1) ∈ S is randomly selected by the
environment. To have a more compact notation to refer to
the system trajectory, hereafter, we represent the realization
of a system trajectory at time t by tr(t) which corresponds
to the tuple 〈oi(t), oj(t),mi(t),mj(t)〉 and the realization of
the whole system trajectory by {tr(t)}t=Mt=1 . Accordingly, the
4problem boils down to a single agent problem which can be
denoted by
max
pi(·)
E
ppi
(
{tr(t)}t=Mt=1
){ M∑
t=1
γt−1r
(
oi(t),oj(t),mi(t),mj(t)
)}
s.t. ppi
(
s(t+ 1)|s(t)) = ∑
mi∈M
∑
mj∈M
pi
(
mi(t),mj(t)|s(t)
)
T
(
s(t+ 1), s(t),mi(t),mj(t)
)
, (4)
where the policy pi can be expressed by
pi
(
mi(t),mj(t)
∣∣∣s(t))=p(mi(t)=mi(t),mj(t)= mj(t)∣∣∣s(t)= s(t)),
(5)
and ppi
(
s(t + 1)|s(t)) is the probability of transitioning from
s(t) to s(t + 1) when the joint action policy pi(·) is executed
by the central controller. Similarly, ppi
({tr(t)}t=Mt=1 ) is the joint
probability mass function (PMF) of tr(1), tr(2), ..., tr(M) when
the joint action policy pi(·) is followed by the central controller.
The constraint of the problem (4) shows the limitations in
place regarding the dynamics of environment, e.g. following
the particular policy pi(·) transition between some states might
be unlikely.
On one hand, problem (4) can be solved using single-agent
Q-learning [30] and the solution pi∗(·) obtained by Q-learning
is guaranteed to be the optimal control policy, given some non-
restricting conditions [32]. On the other hand, the use-cases
of the centralized approach are limited to the applications in
which there is a permanent communication link with unlimited
rate between the agents and the controller. Whereas these
conditions are not met in many remote applications, where there
is no communication infrastructure to connect the agents to the
central controller.
While the centralized algorithm provides us with a perfor-
mance upper bound in maximizing the objective function (4),
the aim of this paper is to introduce decentralized approaches
with comparable performance, where the agents are limited to
local observations and decision making.
B. Problem Statement
Here we consider a scenario in which the same objective
function explained in Eq. (4) needs to be maximized by the two-
agent system in a decentralized fashion, Fig. 1. Namely, agents
with partial observability can only select their own actions. To
prevail over the limitations imposed by the local observability,
agents are allowed to have direct (explicit) communications, and
not indirect (implicit) communications [20], [33]. However, the
communication is done through a channel with limited rate
C = I
(
ci(t), c˜i(t)
)
, (6)
where ci(t) ∈ C = {−1, 1}B stands for the communication
message generated by agent i before being encoded by error
correction codes and c˜i(t) ∈ {−1, 1}B corresponds to the
same communication message after it is decoded by the channel
coding block, of the same error correction code used at the
transmitter, at the agent j. Note that instead of maximal achiev-
able rate of the channel, C represents the channel maximal (non-
)asymptotic achievable rate with any known channel coding
scheme (of arbitrary code length). It should be noted that
𝑝 𝑠′ 𝑠, 𝑚1, 𝑚2)
Environment
𝐼 𝑐𝑖 , ǁ𝑐𝑖 = 𝐶
Communication Channels
𝜋2
𝑐
𝑚1
ǁ𝑐2 𝑐1
𝑜1 𝑜2
𝑚2
𝑐2
𝜋2
𝑐
𝜋1
𝑐
𝜋1
𝑚
ǁ𝑐1
Agent 1 Agent 2
Figure 1. An illustration of the decentralized cooperative multiagent system
with rate-limited inter-agent communications.
the design of the channel coding and modulation schemes are
beyond the scope of this paper and the main focus is on the
compression of agents’ generated communication messages. In
this problem, the limited rate of the channel is accepted as a
constraint which is imposed by the given channel coding, length
of code-words, modulation scheme and the available bandwidth.
Here we assume, the achievable rate of information exchange
for both inter-agent communication channels to be equal to C,
i.e., the communication resources are split evenly amongst the
two agents. In particular we consider C to be time-invariant
and to follow: {
C < H
(
oi(t)
)
,
C < H
(
oj(t)
)
.
(7)
Also for the convenience of our notation we define the
function g(t
′
) as follows:
g(t
′
) =
M∑
t=t′
γt−1r
(
oi(t),oj(t),mi(t),mj(t)
)
. (8)
Note that g(t
′
) is random variable and a function of t
′
as well
as the trajectory {tr(t)}t=M
t=t′ . Due to the lack of space, here
we drop a part of arguments of this function. Accordingly, the
decentralized problem is formalized as
max
pimi ,pi
c
i
E
ppim
i
,pic
i
(
{tr(t)}t=Mt=1
){g(1)}, i ∈ {1, 2} , i 6= j
s.t. p
(
s(t+ 1)|s(t)) = ∑
mi∈M
∑
mj∈M
T
(
s(t+ 1), s(t),mi,mj
)
pimi
(
mi|oi(t), c˜j(t)
)
pimj
(
mj |oj(t), c˜i(t)
)
,
I
(
cj(t); c˜j(t)
) ≤ C, (9)
where in its general form, the domain level action policy pimi :M×
C × Ω→ [0, 1] of each agent i is defined as
pimi
(
mi(t)
∣∣∣oi(t), c˜j(t)) =
Pr
(
mi(t) = mi(t)
∣∣∣oi(t) = oi(t), c˜j(t) = c˜j(t)), (10)
and the communication policy pici : C2 × Ω → [0, 1] of each agent i
follows:
pici
(
ci(t)
∣∣∣oi(t), c˜j(t)) =
Pr
(
ci(t) = ci(t)
∣∣∣oi(t) = oi(t), c˜j(t) = c˜j(t)). (11)
Similar to the centralized problem, ppimi ,pici
({tr(t)}t=Mt=1 ) is the joint
probability mass function of tr(1), tr(2), ..., tr(M) when each agent
i ∈ {1, 2} follows the action policy pimi (·) and the communication
policy pici (·) and s(1) ∈ S is randomly selected by the environment.
To make the problem more concrete, further to (10) and (11), here
we assume the presence of an instantaneous communication between
5agents, which is in contrast to delayed communication models [16],
[34]. Fig. 2 demonstrates this communication model. As such, each
agent i at any time step t prior to the selection of its action mi(t)
receives a communication message c˜j(t) that includes some informa-
tion about the observations of agent j at time t. Under the instanta-
neous communication scenario, the generation of the communication
message ci(t) by an agent i cannot be conditioned on the received
communication message c˜j(t) from agent j, as it causes an infinite
regress. Moreover, for agent j there will be no new information in
c˜i(t) ∼ pici
(
ci(t)
∣∣∣oi(t), c˜j(t)) given c˜i(t) ∼ pici(ci(t)∣∣∣oi(t)), as
agent j has already full access to its own observation oj(t).
Figure 2. Ordering of observation, communication and action selection for
instantaneous communication concerning a UAV object tracking example, with
0 < t′ < t′′ < t′′′ < 1. At time t = t0 both agents (UAVs) make local
observations on the environment. At time t = t0 + t′ both agents select a
communication signal to be generated. At time t = t0 + t′′ agents receive a
communication signal from the other agent. At time t = t0 + t′′′ agents select
a domain level action, here it can be the movement of UAVs or rotation of their
cameras etc.
III. LEARNING BASED INFORMATION COMPRESSION IN
MULTIAGENT COORDINATION TASKS
In this section we consider a strategy that jointly learns the commu-
nication and the environment action policies of both agents, with the
aim of addressing problem (9). To this end we adapt the distributed
Q-learning algorithm to the setup at hand [35]. Accordingly, given the
local observation oi(t), each agent i follows the communication policy
pici (·) to select its communication message ci(t), whereas in the same
time step t it receives a communication message c˜j(t) generated by
agent j. After the receipt of the communication message c˜j(t) each
agent i follows its policy pimi (·) to select the domain level action mi(t).
The aim is to optimize the expected sum of rewards along two block
coordinates, where these block coordinates are policies pimi (·) and
pici (·) described in subsection II-B. Note that we can view the policy
functions also as tensors, e.g. pimi
(
mi(t)
∣∣∣oi(t), c˜j(t)) can be viewed
as a tensor with three dimensions. As demonstrated in Algorithm 1, the
idea is to successively optimize the objective function over coordinate
blocks similar to coordinate descent algorithms [36], [37], with the
difference that at each iteration the exact/inexact optimized coordinate
is obtained using an approximation of Bellman optimality equations
rather than gradient descent.
Following Algorithm 1, during the iteration k, each agent i ini-
tially optimizes the objective function along the block coordinate
pimi
(
mi(t)|oi(t), c˜j(t)
)
by solving the problem of decentralized action
policy optimization i.e, (12), for i∈{1, 2}, i 6= j.
pi
m,(k)
i
( · ) = argmax
pimi (·)
E
p
pim
i
,pi
c,(k−1)
i
(
{tr(t)}t=Mt=1
){g(1)},
s.t. p
(
s(t+ 1)|s(t)) =∑
mi∈M
∑
mj∈M
T
(
s(t+ 1), s(t),mi,mj
)
pimi
(
mi|oi(t), c˜j(t)
)
pimj
(
mj |oj(t), c˜i(t)
)
I
(
cj(t); c˜j(t)
) ≤ C (12)
Algorithm 1 Learning-Based Information Compression
1: Input parameters: γ, α
2: Initialize all-zero Q-tables Qm,(0)i
(
oi(t), c˜j(t),mi(t)
)
,
Q
c,(0)
i
(
oi(t), ci(t)
)
, for i = 1, 2
3: for each iteration k = 1 : K do
4: find pim,(k)i (·) by solving (12), for i = 1, 2
5: find pic,(k)i (·) by solving (13), for i = 1, 2
Output: pim,(K)i
(
mi(t)|oi(t), c˜j(t)
)
for i = 1, 2
pi
c,(K)
i
(
ci(t)|oi(t)
)
for i = 1, 2
Afterwards, by following the action policy pim,(k)i
( ·) obtained earlier
within the same iteration k, each agent i optimizes the objective
function along the block coordinate pici
( · ) by solving the problem
of decentralized action policy optimization (13), for i∈{1, 2}, i 6= j.
pi
c,(k)
i
( · ) = argmax
pici (·)
E
p
pi
m,(k)
i
(·),pic
i
(·)
(
{tr(t)}t=Mt=1
){g1}
s.t. p
(
s(t+ 1)|s(t)) = ∑
mi∈M
∑
mj∈M
T
(
s(t+ 1), s(t),mi,mj
)
pi
m,(k)
i
(
mi|oi(t), c˜j(t)
)
pi
m,(k)
j
(
mj |oj(t), c˜i(t)
)
I
(
cj(t); c˜j(t)
) ≤ C (13)
In both problems (12) and (13), both agents need to act cooperatively
such that they can maximize the sum of discounted rewards. Agents,
however, are unable to acquire any information about the actions of
the other agent. Accordingly, as proposed by [35], these problems can
be solved by distributed Q-learning and the exact (or inexact) solutions
can be reached after training the Q-tables of both agents through
enough a sufficient number of episodes of training. Algorithms 2 and
4 detail the way we apply distributed Q-learning to solve problems
(12) and (13) respectively.
Algorithm 2 Distributed Learning of Action Policies
1: Input: γ, α, c
2: and Qm,(k−1)i (·), Qc,(k−1)i (·), for i = 1, 2
3: Initialize all-zero table Nmi
(
oi(t), c˜j(t),mi(t)
)
, for i = 1, 2
4: and Q-table Qm,(k)i (·)← Qm,(k−1)i (·), for i = 1, 2
5: for each episode l = 1 : L do
6: Randomly initialize local observation oi(t = 1), for i = 1, 2
7: for tl = 1 : M do
8: Select ci(t) following pi
c,(k−1)
i (·), for i = 1, 2
9: Obtain message c˜j(t), for i = 1, 2 j 6= i
10: Update Qm,(k)i
(
oi(t−1), c˜j(t−1),mi(t−1)
)
, for i = 1, 2
11: Select mi(t) ∈M by solving (15), for i = 1, 2
12: Increment Nmi
(
oi(t), c˜j(t),mi(t)
)
, for i = 1, 2
13: Obtain reward r
(
oi(t), oj(t),mi(t),mj(t)
)
, for i = 1, 2
14: Make a local observation oi(t), for i = 1, 2
15: tl = tl + 1
16: end
17: Compute
∑M
t=1 γ
trt for the lth episode
18: end
19: Output: Qm,(k)i (·),
20: and pim,(k)i
(
mi(t)|oi(t), c˜j(t)
)
for i = 1, 2
In order to obtain each agent i’s policies pimi (·), pici (·) we
leverage state-action value functions Qmi
(
oi(t), c˜j(t),mi(t)
)
and
Qci
(
oi(t), ci(t)
)
. As expressed in (14) a state-action function
Qmi
(
oi(t), c˜j(t),mi(t)
)
estimates the conditional expectation of sum
of discounted rewards, given observation oi(t), received communica-
tion , c˜j(t) and selected action mi(t). The Q-table Qci
(
oi(t), ci(t)
)
6can also be explained the same way.
Qmi
(
oi(t), c˜j(t),mi(t)
)
= E
ppim
i
,pic
i
(
{tr(t)}t=Mt=1
){
M∑
t=1
γt−1r
(
oi(t),oj(t),mi(t),mj(t)
)|oi(t), c˜j(t),mi(t)}, (14)
As detailed, the action-value function is trained based on its interaction
with environment. For a given action-value function, to control the
trade-off between exploitation and exploration, we adopt the Upper
Confidence Bound (UCB) method [30]. UCB, when applied to the
distributed learning of action policies, selects the actions mi(t) as
mi(t) = argmax
m
Qmi
(
oi(t), c˜j(t),m
)
+ k
√
ln(Tt)
Nmi
(
oi(t), c˜j(t),m
) ,
(15)
where k > 0 is a constant; Tt is the total number of time steps in the
episodes considered up to the current time t in a given training epoch;
and table Nmi
(
oi(t), c˜j(t),mi(t)
)
counts the total number of times
that the observation oi(t) has been made together with the receipt
of communication signal c˜j(t) and the selection of mi(t) among the
previous Tt steps. When k is large enough, UCB encourages the
exploration of the state-action tuples that have been experienced fewer
times.
The update of the action value function based on the available
observations at time t follows the off-policy Q-learning algorithm, i.e.,
[30]
Qmi
(
oi(t), c˜j(t),mi(t)
)← (1− α)Qmi (oi(t), c˜j(t),mi(t))+
αγ
(
rt + max
m∈M
Qmi
(
oi(t+ 1), c˜j(t+ 1),m
))
, (16)
where α > 0 is a learning rate parameter. The full algorithm of
distributed Q-learning of action policies is detailed in Algorithm 2. At
the end of the training process, the policy pim,(k)i (·) can be obtained
by
pi
m,(k)
i
(
mi(t)|oi(t), c˜j(t)
)
= δ
(
mi(t)−argmax
m∈M
Qmi
(
oi(t), c˜j(t),m
))
,
(17)
where δ(·) is the Dirac delta function. Algorithm 4, will bear a close
resemblance to Algorithm 2, with the difference that in it, for each
agent i the Qci (·) is trained rather than action selection Q-table. For
the sake of improved readability, we have included the Algorithm 4 in
Appendix A.
Remark 1: Distributed Q-learning algorithms have been shown to
converge to the optimal joint solution, if applied on deterministic
MDPs [35]. The rate constraint of the communication channel can
be seen as a form of aggregation of state of the MDP. As an MDP
after being aggregated can still be an MDP, problem (12) can be
optimally solved by distributed Q-learning conditioned on the tuple{
Ω× C,M2, r(·), γ, T ′(·)
}
being an MDP.
The problem is escalated when we face similar issues in problem
(13) too. Despite the good performance of LBIC scheme and its
capability to be implemented fully distributedly, no guarantee for its
convergence to optimal solution is provided in this paper.
IV. STATE AGGREGATION FOR INFORMATION
COMPRESSION IN MULTIAGENT COORDINATION TASKS
This section tackles the constraint on the rate of inter-agent informa-
tion exchange in the problem (9) by introducing state aggregation for
compression of agents observations. State aggregation in this paper is
applied as a method to carry out a task-based information compression.
We design the state aggregation algorithm such that it can suppress part
of observation information that results in the smallest possible loss in
the performance of the multi-agent system, where this loss is measured
in terms of regret from maximum achievable expected cumulative
rewards. As mentioned before, we intend to perform compression in a
manner that the entropy of compressed communication messages fits
the rate of the inter-agent communication channel C. Similar to some
other recent papers with focus on multi-agent coordination [8], [14],
here a centralized training phase for the two-agent system is required,
however, the execution can still be done in a decentralized fashion.
Although in a more general approach the selection of communi-
cation actions ci(t) could be conditioned on both oi(t) and c˜j(t),
here we focus on just communication policies of type pici
(
ci(t)|oi(t)
)
,
where communication actions of each agent at each time are selected
only based on its observation at that time, further to the explanations
given in subsection II-B. Here we assume that the communication
resources are split evenly amongst the two agents, by considering
the achievable rate of information exchange of both communication
channels to be equal to C. As such, both agents compress their
observations to acquire communication messages of equal entropy.
We also assume observations of both agents to have equal entropy
H
(
oi(t)
)
= H
(
oj(t)
)
.
To solve problem (9), in this section, we first solve the problem (12)
for a general policy pici (·) being followed by each agent i. Therefore,
the solution of this problem is not drawn based on a specific pici (·)
being agent i’s communication policy, but based on a parametric pici (·).
Accordingly, the obtained solution to problem (12) can be plugged
into (9) which leaves us with only one policy function pici (·) to be
optimized. The advantage of this approach is that if both of the
mentioned problems can be solved optimally, then the problem (9) has
been separable and the obtained solutions are the optimal solutions of
it.
According to 8, the objective function of the decentralized problem
(9), which is a function of system trajectory {tr(t)}t=Mt=1 can also be
written as
Eppim
i
,pic
i
({tr(t)}t=Mt=1 )
{
g(1)
}
=
Eppim
i
,pic
i
(oi(1),˜cj(1))
{
Eppim
i
,pic
i
({tr(t)}t=Mt=2 )|oi(1),c˜j(1))
{
g(1)|oi(1), c˜j(1)
}}
=
Eppim
i
,pic
i
(oi(1),˜cj(1))
{
Vpimi ,pici
(
oi(1), c˜j(1)
)}
, (18)
where Vpimi ,pici
(
oi(t), c˜j(t)
)
is the unique solution to the Bellman
equation corresponding to the joint action and communication policies
pimi , pi
c
i of both agents
Vpimi ,pici
(
oi(t), c˜j(t)
)
=
∑
mi(t),
mj(t)
r
(
oi(t), oj(t),mi(t),mj(t)
)
pimi
(
mi(t)
∣∣oi(t), c˜j(t))pimj (mj(t)∣∣oj(t), c˜i(t))+
γ
∑
oi(t+1)∈Ω,
oj(t+1)∈Ω
V
(
oi(t+ 1), c˜j(t+ 1)
)
pici
(
c˜j(t+ 1)|oj(t+ 1)
)
T
(
oi(t+ 1), oj(t+ 1)︸ ︷︷ ︸
s(t+1)
, oi(t), oj(t)︸ ︷︷ ︸
s(t)
,mi(t),mj(t)
)
,
∀oi(t) ∈ Ω, c˜j(t) ∈ C.
(19)
In light of eq. (18) the objective function of the problem (12) can
be expressed as
max
pimi
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){Vpimi ,pici (oi(1), c˜j(1))}, i ∈ {1, 2}, i 6= j.
(20)
Lemma 1, lets us to obtain the solution of (20) by finding the optimal
value function Vpimi ∗,pici
(
oi(1), c˜j(1)
)
. This function can be found
either by applying Bellman optimality equations for a sufficient number
of times on Vpimi ,pici
(
oi(1), c˜j(1)
)
or by Q-learning. It is impor-
tant, however, to note that the value function Vpim∗i ,pici
(
oi(1), c˜j(1)
)
obtained by Q-learning will be optimal only if, the environment,
explained by the tuple
{
Ω×C,M2, r(·), γ, T ′(·)
}
, can be proven to
be an MDP. Accordingly, we assume that the aggregated MDP denoted
7by
{
Ω × C,M2, r(·), γ, T ′(·)
}
which is obtained by doing state
aggregation on the original MDP denoted by
{
Ω2,M2, r(·), γ, T (·)
}
is an MDP itself.
Lemma 1. The maximum of expectation of value function
Vpimi ,pici
(
oi(t), c˜j(t)
)
, over the joint distribution of oi(t), c˜j(t) is equal
to the expectation of value function of optimal policy
max
pimi
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){Vpimi ,pici (oi(1), c˜j(1))} =
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){Vpimi ∗,pici (oi(1), c˜j(1))} (21)
Remember that numerical methods such as value iteration or
Q-learning, cannot normally provide parametric solutions which is
in contrast to our requirements in SAIC, as explained earlier in
this section. Lemma 2, allows us to acquire a parametric approx-
imation of Vpimi ∗,pici
(
oi(1), c˜j(1)
)
by leveraging the value function
V ∗
(
oi(t), oj(t)
)
corresponding to the optimal solution of the central-
ized problem (4). Note that policy pi∗(·) as described in Section II,
is the optimal solution to the centralized problem (4) which can be
obtained using Q-learning. Accordingly, following lemma 2, we pro-
pose to derive an off-policy approximation of Vpimi ∗,pici
(
oi(t), c˜j(t)
)
having the knowledge of policy pi∗(·).
Lemma 2. The optimal value of V ∗
(
oi(t), c˜j(t)
)
can be ob-
tained using the solution pi∗(·) and its corresponding value function
V ∗
(
oi(t), oj(t)
)
following
V ∗
(
oi(t), c˜j(t)
)
=
∑
oj(t)∈Qk
V ∗
(
oi(t), oj(t)
)
p
(
oj(t)|c˜j(t)
)
. (22)
Based on the results of lemma 1 and lemma 2, theorem 3 is
constructed such that it allows us to compute the communication
policies of agents independent from their action policies. The proposed
communication policy by theorem 3, is conditionally the optimal
communication policy.
Theorem 3. The communication policy that can maximize the achiev-
able expected cumulative rewards in the decentralized coordination
problem (9) can be obtained by solving the k-median clustering
problem
min
Pi
2B∑
k=1
∑
oi(t)∈Ω
∣∣∣V ∗(oi(t))− µ′k∣∣∣, (23)
where Pi corresponds to a unique pici (·).
Proof. Further to eq. (18), problem (9) can be expressed by
max
pimi (·),pici (·)
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){Vpimi ,pici (oi(1), c˜j(1))},
s.t. I
(
cj(t); c˜j(t)
) ≤ C, (24)
for i ∈ {1, 2}, i 6= j. We can now plug pim∗i (·), which is the result
of solving problem (20), into problem (24) to obtain the following
problem
max
pici (·)
E
p
pim
∗
i
,pic
i
(
oi(1),˜cj(1)
){Vpim∗i ,pici (oi(1), c˜j(1))},
s.t. I
(
cj(t); c˜j(t)
) ≤ C, (25)
for i ∈ {1, 2}, i 6= j. By substituting Vpim∗i ,pici
(
oi(1), c˜j(1)
)
with its
approximator V ∗
(
oi(t), c˜j(t)
)
, we will have
max
pici (·)
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){V ∗(oi(1), c˜j(1))} i ∈ {1, 2} , i 6= j
s.t. I
(
cj(t); c˜j(t)
) ≤ C.
(26)
Note that the optimizers of the problem (26) and (27) are identical
due to the fact that the additional term E
{
V ∗
(
oi(t),oj(t)
)}
is
independent from the communication policy pici (·). Furthermore, the
problem (27) is now expressed as a form of rate distortion problem
with mean absolute difference of the value functions V ∗
(
oi(t),oj(t)
)
and V ∗
(
oi(t), c˜j(t)
)
as the measure of distortion. This interpretation
of problem (27) can be understood later by seeing the eq. (30).
min
pici (·)
E
ppim
i
,pic
i
(
oi(1),˜cj(1)
){V ∗(oi(1),oj(1))− V ∗(oi(1), c˜j(1))}
s.t. I
(
cj(t); c˜j(t)
) ≤ C,
(27)
The expectation Eppi∗ (oi,oj)
{
V ∗
(
oi(1),oj(1)
)− V ∗(oi(1), c˜j(1))}
can be estimated by computing it over the empirical distribution of
o1(1) , o2(1). Note that the empirical joint distribution of o1(1) ,
c˜2(1) can be obtained by following the communication policy pici (·)
on the empirical distribution of o1(1) , o2(1). Therefore, the problem
(27) can be rewritten as
min
pici (·)
∑
oi(1)∈Ω
∑
oj(1)∈Ω
∣∣∣V ∗(oi(t), oj(t))− V ∗(oi(t), c˜j(t))∣∣∣
s.t. I
(
oj(t); c˜j(t)
) ≤ C. (28)
Selection of the optimal pici (·) here, means to extract all the information
of oi(t) which is useful in the task and to include them in c˜i(t).
This task-based information compression problem can be interpreted
as a quantization problem in which distortion is defined in terms of
value functions as seen in (28), where a certain number of quanti-
zation levels, 2C , is allowed. Note that the term V ∗
(
oi(t),oj(t)
) −
V ∗
(
oi(t), c˜j(t)
)
, being always non-negative, is equal to its absolute
value
∣∣∣V ∗(oi(t),oj(t)) − V ∗(oi(t), c˜j(t))∣∣∣. To gain more insight
about the meaning of this task-based information compression, we have
also detailed a conventional quantization problem which is adapted
to our problem setting in eq. (29), where cj ∼ picj
(
cj(1)|oj(1)
)
. In
fact, the compression scheme applied in the CIC, explained later on in
subsection (V-B), is obtained by solving a similar problem, with the
caveat that distance in case of CIC is computed in terms of squared
euclidean distance.
min
pici (·)
∑
oj(1)∈Ω
∣∣∣oj(t)− c˜j(t)∣∣∣
s.t. I
(
oj(t); c˜j(t)
) ≤ C. (29)
Quantization levels are disjoint sets Pi ⊂ Ω, where their union
∪2Ck=1Pi,k will cover the entire Ω. Each quantization level is repre-
sented by only one communication message cj(t) = ck ∈ C. Further to
lemma 2, the value of V ∗
(
oi(t), c˜j(t)
)
can be computed by empirical
mean µk = 1|Pi,k|
∑
oj∈Pi,k V
∗(oi,oj).
The quantization problem (28) becomes a k-median clustering
problem as illustrated by (30)
min
Pi
∑
oi(t)∈Ω
2C∑
k=1
∑
oj(t)∈Pi,k
∣∣∣V ∗(oi(t), oj(t))− µk∣∣∣, (30)
where Pi = {Pi,1, ...,Pi,2C} is a partition of Ω.
By taking the mean of V ∗
(
oi(t), oj(t)
)
over the empirical distri-
bution of oj(t) we can also marginalize out oj(t). Again, it does not
change the solution of the problem and we will have
min
Pi
2C∑
k=1
∑
oi(t)∈Ω
∣∣∣V ∗(oi(t))− µ′k∣∣∣, (31)
in which µ
′
k =
∑
oj(t)∈Ω µk will approximate V
∗(cj(t)). 
Theorem 3 allows us to compute a communication policy pici (·)
by clustering values of V ∗
(
oi(t)
)
, where this policy can be the
optimal communication policy under some conditions which are further
8discussed later on in this section. As mentioned in Theorem 3, one
way to obtain V ∗
(
oi(t)
)
is to solve the centralized problem (4) by Q-
learning. By solving this problem Q∗
(
oi(t), oj(t),mi(t),mj(t)
)
can
be obtained. Accordingly, following Bellman optimality equation, we
can compute V ∗
(
oi(1)
)
by
max
m
Qe
∗(
oi(1),mi(1)
)
= V ∗
(
oi(1)
)
, (32)
where V ∗
(
oi(1)
)
can be expressed as
V ∗
(
oi(1)
)
= Eppi∗ ({tr(t)}t=Mt=2 |oi(1))
{
g(1)|oi(1) = oi(1)
}
(33)
and further to the law of iterated expectations, it can also be written
as
V ∗
(
oi(1)
)
= Ep(oj(1))
{
Eppi∗ ({tr(t)}t=Mt=2 |oi(1),oj(1))
{
g(1)|oi(1) = oi(1),oj(1)
}}
=
∑
oj(1)∈Ω
p(oj(t) = oj(1))Epi∗
{
g(1)|oi(1) = oi(1),oj(t) = oj(1)
}
︸ ︷︷ ︸
V ∗(oi(1),oj(1))
(34)
and V ∗
(
oi(1), oj(1)
)
can be approximated by centralized Q-learning
following
V ∗
(
oi(1), oj(1)
)
=V ∗
(
s(1)
)
= max
m1,m2
Q∗
(
oi(1), oj(1),mi(1),mj(1)
)
= Eppi∗ ({tr(t)}t=Mt=2 |oi(1),oj(1))
{
g(1)|oi(t) = oi(1),oj(t) = oj(1)
}
.
(35)
Using (34) and (35) we can simply compute V ∗
(
oi(1)
)
by
V ∗
(
oi(1)
)
=∑
oj(1)∈Ω
max
m1,m2
Q∗
(
oi(1), oj(1),mi(1),mj(1)
)
p
(
oj(t) = oj(1)
)
.
(36)
Based on (36), V ∗
(
oi(1)
)
can be computed both analytically (if
transition probabilities of environment are available ) and numerically.
A remarkable feature of computing V ∗
(
oi(1)
)
using this method is
its independence from the used inter-agent communication algorithm.
By following this scheme, detailed in Algorithm 3, we first compute
the value V ∗(o) for all o ∈ Ω. Afterwards, by solving the k-
median clustering problem (31), an observation aggregation scheme
indicated by Pi is computed. By following this aggregation scheme,
the observations oi(t) ∈ Ω will be aggregate such that the performance
of the multi-agent system in terms of the the objective function it
attains is optimized.
Upon the availability of the exact pici (·), which is also the aggre-
gation scheme executed by the agent i, we need to find an exact
action policy for both agents corresponding to it. That is, we now
solve the problem (12) not for a parametric communication policy,
but for the exact communication policy pici (·) which was obtained by
solving problem (30). As such, the second training phase in which
the action Q-tables Qmi (·) for i = {1, 2} are obtained as well as the
execution phase of the algorithm can be done distributively. Further to
the assumption mentioned for lemma 1, remark 2 is stated bellow and
remark 3 and 4 will follow with no proof given.
Remark 2: The the action Q-tables Qmi (·) for i = {1, 2} which
are obtained by Q-learning are optimal only if the original MDP
denoted by
{
Ω2,M2, r(·), γ, T ′(·)
}
which is aggregated following
the equivalence relation defined by Pi will remain an MDP even in
its aggregated form. Equivalently, if
{
Ω × C,M2, r(·), γ, T ′(·)
}
is
an MDP, using Q-learning, we can find the optimal action policy
pim
∗
i (·) corresponding to pici (·). This also equivalent to say that if
Algorithm 3 State Aggregation for Information Compression
(SAIC)
1: Input: γ, α, c
2: Initialize all-zero table Nmi
(
oi(t), c˜j(t),mi(t)
)
, for i = 1, 2
3: and Q-table Qmi (·)← Qm,(k−1)i (·), for i = 1, 2
4: and all-zero Q-table Q
(
oi(t), oj(t),mi(t),mj(t)
)
.
5: Obtain pi∗(·) and Q∗(·) by solving (4) using Q-learning [30].
6: Compute V ∗
(
oi(t)
)
following eq. (36), for ∀oi(t) ∈ Ω.
7: Solve problem (31) by applying k-median clustering to obtain
pici (·), for i = 1, 2.
8: for each episode k = 1 : K do
9: Randomly initialize local observation oi(t = 1), for i = 1, 2
10: for tk = 1 : M do
11: Select ci(t) following pici (·), for i = 1, 2
12: Obtain message c˜j(t), for i = 1, 2 j 6= i
13: Update Qmi
(
oi(t− 1), c˜j(t− 1),mi(t− 1)
)
, for i = 1, 2
14: Select mi(t) ∈M by solving (15), for i = 1, 2
15: Increment Nmi
(
oi(t), c˜j(t),mi(t)
)
, for i = 1, 2
16: Obtain reward r
(
oi(t), oj(t),mi(t),mj(t)
)
, for i = 1, 2
17: Make a local observation oi(t), for i = 1, 2
18: tk = tk + 1
19: end
20: Compute
∑M
t=1 γ
trt for the lth episode
21: end
22: Output: Qmi (·),
23: and pimi
(
mi(t)|oi(t), c˜j(t)
)
by following (17) for
i = 1, 2
{
Ω × C,M2, r(·), γ, T ′(·)
}
is an MDP, using Q-learning, one can
find the optimal solution for (12) when each agent i follows pici (·)
corresponding to Pi.
Remark 3: If the communication policies pici (·) obtained by solving
(30) are optimal, and the condition of remark 2 is met, the action
policies obtained by Q-learning in the decentralized training phase
will also be globally optimal.
Remark 4: The optimality of the communication policies pici (·)
and picj (·) obtained by solving (30) is conditioned on the optimal
performance of the numerical algorithm used to solve (30) and the
accuracy of the approximation of Vpimi ∗,pici
(
oi(1), c˜j(1)
)
by value
function V ∗
(
oi(t), c˜j(t)
)
.
V. NUMERICAL RESULTS
In this section, we evaluate our proposed schemes via numerical
results for the popular rendezvous problem, in which the inter-agent
communication channel is set to have a limited rate. Rendezvous
problem is of particular interest as it allows us to consider a cooperative
multiagent system comprising of two agents that are required to
communicate for their coordination task. In particular, as detailed in
subsection V-A, if the communication between agents is not efficient,
at any time step t each agent i will only have access to its local
observation oi(t), which is its own location in the case of rendezvous
problem. This mere information is insufficient for an agent to attain
the larger reward R2, but is sufficient to attain the smaller reward
R1. Accordingly, compared with cases in which no communication
between agents is present, in the set up of the rendezvous problem,
efficient communication policies can increase the attained objective
function of the multiagent system up to six-folds, as will be seen in Fig.
4. The system operates in discrete time, with agents taking actions and
communicating in each time step t = 1, 2, ... . We consider a variety
of grid-worlds with different size values N and different locations for
the goal-point ωT . We compare the proposed SAIC and LBIC with (i)
Centralized Q-learning scheme and (ii) the Conventional Information
Compression (CIC) scheme which is explained in subsection V-B.
9Figure 3. The rendezvous problem when N = 4 and ωT = 15: (a) illustration of the observation space, Ω, i.e., the location on the grid, and the environment
action space M, denoted by arrows, and of the goal state ωT , marked with gray background; (b) demonstration of a sampled episode, where arrows show the
environment actions taken by the agents (empty arrows: actions of agent 1, solid arrows: actions of agent 2) and the B = 4 bits represent the message sent by
each agent. A larger reward R2 > R1 is given to both agents when they enter the goal point at the same time, as in the example; (c) in contrast, R1 is the
reward accrued by agents when only one agent enters the goal position [16].
A. Rendezvous Problem
As illustrated in Fig. 3, two agents operate on an N × N grid
world and aim at arriving at the same time at the goal point on the
grid. Each agent i ∈ {1, 2} at any time step t can only observe its
own location oi(t) ∈ Ω on the grid, where the observation space is
Ω = {0, 2, ..., n2−1}. Each episode terminates as soon as an agent or
both visit the goal point which is denoted as ωT ∈ Ω. That is, at any
time step t that the observations tuple 〈oi(t), oj(t)〉 is a member of
ΩT = {ωT }×Ω∪Ω×{ωT }, the episode will be terminated. At time
t = 1, the initial position of both agents is randomly and uniformly
selected amongst the non-goal states, i.e. for each agent i ∈ {1, 2} the
initial position of the agent is oi(1) ∈ Ω− {ωT }.
At any time step t = 1, 2, ... each agent i observes its position,
or environment state, and acquires information about the position
of the other agent by receiving a communication message c˜j(t)
sent by the other agent j 6= i at the time step t. Based on this
information, agent i selects its environment action mi(t) from the set
M = {Right,Left,Up,Down, Stop}, where an action mi(t) ∈ M
represent the horizontal/vertical move of agent i on the grid at time
step t. For instance, if an agent i is on a grid-world as depicted on
Fig. 3 (a), and observes oi(t) = 4 and selects ”Up” as its action, the
agent’s observation at the next time step will be oi(t+ 1) = 8. If the
position to which the agent should be moved is outside the grid, the
environment is assumed to keep the agent in its current position. We
assume that all these deterministic state transitions are captured by
T
(
oi(t), oj(t),mi(t),mj(t)
)
, which can determine the observations
of agents in the next time step t+ 1 following
〈oi(t+ 1), oj(t+ 1)〉 = T
(
oi(t), oj(t),mi(t),mj(t)
)
.
Accordingly, given observations oi(t), oj(t) and actions mi(t),mj(t),
both agents receive a single team reward
r
(
oi(t), oj(t),mi(t),mj(t)
)
=

R1, if P1
R2, if P2,
0, otherwise,
(37)
where R1 < R2 and the propositions P1 and P2 are defined
as P1 : T
(
oi(t), oj(t),mi(t),mj(t)
) ∈ ΩT − {ωT }2 and P2 :
T
(
oi(t), oj(t),mi(t),mj(t)
) ∈ {ωT }2. When only one agent arrives
at the target point ωT , the episode will be terminated with the smaller
reward R1 being obtained, while the larger reward R2 is attained
when both agents visit the goal point at the same time. Note that
this reward signal encourages coordination between agents which in
turn can benefit from inter-agent communications.
Furthermore, at each time step t agents choose a communication
message to send to the other agent by selecting a communication
action ci(t) ∈ C = {0, 1}C of C bits, where C is the maximum
achievable rate of the inter-agent communication channel following
specific channel conditions and error correction methods which are
used. That is, C is imposed to the problem as a constraint.
The goal of the multiagent system is, thus, to maximize the average
discounted cumulative rewards by solving the problem (9).
B. Conventional Information Compression In Multiagent Coor-
dination Tasks
As a baseline, we consider a conventional scheme that selects
communications and actions separately. For communication, each
agent i sends its observation oi(t) to the other agent by following
policy pici (·). According to this policy the agent’s observation oi(t) will
be mapped to a binary bit sequence ci(t), using an injective (and not
necessarily surjective) mapping f1 : Ω → {−1, 1}C . Consequently,
the communication policy pici becomes deterministic and follows
pici
(
ci(t+ 1)|oi(t), c˜j(t)
)
= δ
(
ci(t+ 1)− f1
(
oi(t)
))
. (38)
Agent i obtains an estimate c˜j(t) of the observation of j by having
access to a quantized version of oj(t). This estimate is used to define
the environment state-action value function Qoj
(
oi(t), c˜i(t),mi(t)
)
.
This function is updated using Q-learning and the UCB policy in a
manner similar to Algorithm 2, with no communication policy to be
learned.
This communication strategy is proven to be optimal [18], if the
inter-agent communication does not impose any cost on the cooperative
objective function and the communication channel is noise-free. Under
these conditions, and when the dynamics of the environment are
deterministic, each agent i can distributively learn the optimal policy
pimi (·), using value iteration or its model-free variants e.g. Q-learning
[35]. This communication policy requires a channel rate C ≥ H(oj),
whereas in this paper, we are focused on the scenarios with C ≤
H(oj). Therefore, due to the limited rate of the communication
channel, a form of information compression is required to be carried
out.
Note that compression before a converged action policy is not
possible, since all observations are a priori equally likely. Thus, we first
train the CIC on a communication channel with unlimited capacity. Af-
terwards, when a probability distribution for observations is obtained,
by applying Lloyd’s algorithm, we define an equivalence relation on
the observation space Ω with 2C numbers of equivalence classes
Q1, ...,Q2C . According to the defined equivalence relation by Lloyd’s
algorithm, we can uniquely indicate the mapping f2 : Ω→ {−1, 1}C
that maps agent j’s observation oj(t). The mapping f2(·) that maps
agent j’s observation oj(t) into a quantized communication cj(t) is not
an injective mapping anymore. That is, by receiving the communication
message c˜j(t) ∈ Qk ⊂ C agent i can not retrieve oj(t) but understands
the observation of agent j has been a member of Qk. Upon, an
optimal performance of Lloyd’s algorithm in defining the equivalence
relation, we expect this algorithm to perform optimally, as long as
H
(
oi(t)
) ≤ C. Note that this algorithm has a limitation, as it requires
the first round of training to be done over communication channels with
unlimited capacity.
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C. Results
To perform our numerical experiments, rewards of the rendezvous
problem are selected as R1 = 1 and R2 = 10, while the discount
factor is γ = 0.9. A constant learning rate α = 0.07 is applied, and
the UCB exploration rate c = 12.5. In any figure that the performance
of each scheme is reported in terms of the averaged discounted
cumulative rewards, the attained rewards throughout training iterations
are smoothed using a moving average filter of memory equal to 20,000
iterations. Regardless of the grid-world’s size and goal location, the
grids are numbered row-wise starting from the left-bottom as shown
in Fig. 3-a.
Fig. 4 illustrates the performance of the two proposed schemes
LBIC and SAIC as well as the two benchmark schemes centralized
Q-learning and CIC. The performance is measured in terms of the
achievable sum of discounted rewards in a rendezvous problem. The
grid-world is considered to be of size N = 8 and its goal location to
be ωT = 22. The rate budget of the channel between the two agents is
C = 2 bits per time step. Since centralized Q-learning is not affected
by the limitation on channel’s achievable bit rate, it achieves optimal
performance after enough training, 160k iterations. The CIC, due to
insufficient rate of the communication channel never achieves the
optimal solution. The LBIC, however, is seen to outperform the CIC,
although it is trained and executed fully distributedly. It is observed that
the SAIC by less than 1% gap achieves optimal performance and does
that remarkably fast, where the performance gap for the LBIC and CIC
are roughly 20% and 30% respectively. The yellow curve showing the
performance of the CIC with no communication between agents, would
show us the best performance that can be achieved if no communication
between agents is in place. In fact, the better performance of any
scheme compared with the yellow curve, is the sign that the scheme
benefits from some effective communication between agents. Note that,
when inter-agent communication is unavailable, i.e., C = 0 bit per
time step, there would be no difference in the performance of the
CIC, SAIC or LBIC as all of them use the same algorithm to find out
the action policy pimi (·). We also recall the fact that both the CIC and
SAIC require a separate training phase which is not captured by Fig.
4. SAIC requires a centralized training phase and CIC a distributed
training phase with unlimited capacity of inter-agent communication
channels. The performance of these two algorithms in Fig. 4 is plotted
after the first phase of training.
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Figure 4. A comparison between all four schemes in terms of the achievable
objective function with channel rate constraint C = 2 bits per time steps and
number of training iterations/episodes K = 200k.
To understand the underlying reasons for the remarkable perfor-
mance of the SAIC, Fig. 5 is provided so that equivalence classes
computed by the SAIC can be seen, all the locations of the grid
shaded with the same colour belonging to the same equivalence class.
The SAIC is extremely efficient, in performing state aggregation such
that the loss of observation information does not incur any loss of
achievable sum of discounted rewards. Fig. 5-(a), illustrates the state
aggregation obtained by the SAIC, for which the achievable sum of
discounted rewards is illustrated in Fig. 4. It is illustrated in Fig. 5-
(a) that how the SAIC performs observation compression with ratio
R = 3 : 1, while it leads to nearly no performance loss for the
collaborative task of the multiagent system. Here the definition of
compression ratio follows
R =
⌈
H
(
oi(t)
)⌉⌈
H
(
ci(t)
)⌉ . (39)
Fig. 6, allows us to see how precise the approximation of
Vpimi ∗,pici
(
oi(1), c˜j(1)
)
by the value function V ∗
(
oi(t), c˜j(t)
)
is.
The figure illustrates the values for both Vpimi ∗,pici
(
oi(1), c˜j(1)
)
and
V ∗
(
oi(t), oj(t)
)
, where oi(t) = 21 and for all oj(t) takes all possible
values in Ω. For instance the values 7.2 mentioned on the right down
corner of the grid demonstrates the value of V ∗
(
oi(t), oj(t)
)
when
oi(t) = 21 and oj(t) = 8.
We also investigate the impact of achievable bit rate C on the
achievable value of objective function for the LBIC, SAIC and CIC,
in Fig. 7. In this figure, the normalized value of achieved objective
function for any scheme at any given C is shown. As per (40), the
average of the attained objective function for the scheme of interest is
computed by Eppim
i
,pic
i
({tr(t)}t=Mt=1 )
{
g(1)
}
, where pimi (·) and pici (·) are
obtained by the scheme of interest after solving (9) with a given value
of C. The attained objective function for the scheme of interest is
then normalized by dividing it to the average of objective function
Eppi∗ ({tr(t)}t=Mt=1 )
{
g(1)
}
that is attained by the optimal centralized
policy pi∗(·).The policy policy pi∗(·) is the optimal solution to (4)
under no communications constraint.
Eppim
i
,pic
i
({tr(t)}t=Mt=1 )
{
g(1)
}
Eppi∗ ({tr(t)}t=Mt=1 )
{
g(1)
} (40)
Accordingly, when the normalized objective function of a particular
scheme is seen to be close to the value 1, it implies that the scheme
has been able to compress the observation information with almost zero
loss in the achieved objective function. On one hand, it is demonstrated
that the SAIC soon achieves the optimal performance, while it takes
the CIC at least C = 4 bits to get close to achieve a sub-optimal value
of the objective function. The LBIC, on the other hand, provides more
than 10% performance gain in very low rates of communication C ∈
{1, 2, 3} bits per time step, compared with CIC and 20% performance
gain compared with SAIC at C = 1 bits per time step.
Fig. 8, being closely related to Fig. 7, studies the normalized
objective functions attained by the LBIC, SAIC and CIC under
different compression ratios R. A whopping 40% performance gain is
acquired by the SAIC, in comparison to the CIC, at high compression
ratio R = 3 : 1. This means 66% of data rate saving with no
performance drop in attaining the collaborative objective function.
The SAIC, however, underperforms the LBIC and CIC at very high
compression ratio of R = 6 : 1. This is due to the fact that the
condition mentioned in remark 2 is not met at this high rate of
compression. Moreover, the CIC scheme is seen not to achieve the
optimal performance even at compression rate of R = 6 : 5 which is
due to the fact that by exceeding the compression ratio R = 1 : 1 each
agent i may loose some information about the observation oj(t) of the
other agent which can helpful in taking the optimal action decision.
Fig. 9, illustrates the advantage of high resolution grid for a
rendezvous problem. Although the channel rate C and information
compression scheme has been similar in both curves, a large perfor-
mance gap is visible between the two. In fact, the only difference is
that the centralized training of the SAIC LR has been carried out on
a grid world with reduced resolution. This experiment reveals that by
naively reducing the resolution of the grids, an acceptable performance
in the rendezvous problem cannot be achieved. All curves which were
obtained by applying the SAIC in the previous experiments, shown in
the earlier figures, were the result of SAIC HR.
As demonstrated through a range of numerical experiments, the
weakness of conventional schemes for compression of agents’ ob-
11
G
G
G
(a) (b) (c)
G
G
Figure 5. State aggregation for multi-agent communication in a two-agent rendezvous problem with grid-worlds of varied sizes and goal locations. The observation
space is aggregated to four equivalence classes, C = 2 bits, and number of training episodes has been K = 1500k, K = 1000k and K = 500k for figure
(a) and (b) and (c) respectively. Locations with similar color represent all the agents’ observations which are grouped into the same equivalence class. The
information compression ratio R has seen to be 6:2, 5:2 and 4:2 in subplots a), b) and c) respectively.
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Figure 6. The approximation of the value function Vpimi ∗,pici
(
oi(t), c˜j(t)
)
by V ∗
(
oi(t), oj(t)
)
following eq. (22) is evaluated here. Left grid-world shows the
observation space of Ω, amongst which one particular observation is chosen oi(t) = 21. While agent i makes this observation, agent j can potentially be at any
other 64 locations of the greed. The value function V ∗
(
oi(t) = 21, oj(t)
)
for all oj(t) ∈ Ω is depicted in the right grid-world, e.g. a number at location 23,
shows the value function V ∗
(
oi(t) = 21, oj(t) = 23
)
= 13. You can also see the values of Vpimi ∗,pici
(
oi(t), c˜j(t)
)
for oi(t) = 21 and all possible c˜j(t) ∈ C
with C = 2 bits.
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Figure 7. A comparison between the performance of several multi-agent
communication and control schemes in terms of the achieved value of the
objective function under different achievable bit rates. All experiments are
performed on a grid-world of size N = 8, where the goal point is located
on the grid no. 22, similar to the one depicted on Fig. 5 -a. The number of
training episodes/iterations for any scheme at any given value of C has been
K = 200K.
servations is that they may lose/keep information regardless of how
useful they can be towards achieving the optimal objective function.
In contrast, the task-based compression schemes SAIC and LBIC, for
communication rates (very) lower than the entropy of the observation
process, manage to compress the observation information not to
minimize the distortion but to maximize the achievable value of the
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Figure 8. A comparison between the performance of several multi-agent com-
munication and control schemes in terms of the achieved value of the objective
function under different rates of information compression. All experiments are
performed on a grid-world of size N = 8, where the goal point is located
on the grid no. 22, similar to the one depicted on Fig. 5 -a. The number of
training episodes/iterations for any scheme at any given value of C has been
K = 200K.
objective function.
VI. CONCLUSION
This paper has investigated a distributed multiagent reinforcement
learning problem in which agents share a unique task, maximizing the
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Figure 9. Effect of grid/spatial resolution in the rendezvous problem. In SAIC
HR, the centralized training phased is performed on a grid-world of size N = 8
with the goal point ωT = 21, similar to the one depicted on Fig. 5 -a. In SAIC
LR, however, the centralized training phased is performed on a grid-world of
size N = 4 with the goal point being ωT = 7 and K = 200′000.
average discounted cumulative one-stage rewards. Since we consider
a limited rate for the multiagent communication channels, task-based
compression of agents observations has been of the essence. The so-
called task-based compression schemes introduced in this paper, are
different from the conventional source coding algorithms in the sense
that they do not aim at achieving minimum possible distortion given a
communication rate, but rather, they maximize the objective function
of the multiagent system given a communication rate between agents.
The proposed schemes are seen to outperform conventional source
coding algorithms, by up to a remarkable 40% difference in the
achieved objective function, when being imposed with (very) tight
constraint on the communication rate. The introduced information
compression schemes can have a substantial impact in many commu-
nication applications, e.g. device to device communications, where the
ultimate goal of communication is not a reliable transfer of information
between two ends but is to acquire information which is useful to
improve an achievable team objective. Our scheme is of more relevance
to scenarios where observation process which is to be compressed is
generated by an MDP and is not and i.i.d process. The studies in
this paper have been limited to a team of two agents with symmetric
constraints on the communication rates. Accordingly, considering a
system composed of larger number of agents as well as non-symmetric
rate constraints for the same problem can be useful avenues to extend
the applicability of the introduced schemes.
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APPENDIX A
In Algorithm 4, each agent i selects its communication action ci(t)
by solving
ci(t) = argmax
c∈C
Q
c,(k)
i
(
oi(t), c
)
+ k
√
ln(Tt)
Nci
(
oi(t), c
) . (41)
The communication Q-table Qc,(k)i (·) is updated following off-
policy Q-learning
Q
c,(k)
i
(
oi(t), ci(t)
)← (1− α)Qc,(k)i (oi(t), ci(t))+
αγ
(
rt + max
m∈M
Q
c,(k)
i
(
oi(t+ 1), c˜j(t+ 1),m
))
.
(42)
The output of the algorithm includes communication policy pic,(k)i (·)
for each agent i, where policy can be computed by
pi
c,(k)
i
(
ci(t)|oi(t)
)
= δ
(
ci(t)− argmax
c∈C
Q
c,(k)
i
(
oi(t), c
))
. (43)
Algorithm 4 Distributed Learning of Communication Policies
1: Input: γ, α, c
2: and Qm,(k)i (·), Qc,(k−1)i (·), for i = 1, 2
3: Initialize all-zero table Nci
(
oi(t), ci(t)
)
, for i = 1, 2
4: and Q-table Qc,(k)i (·)← Qc,(k−1)i (·), for i = 1, 2
5: for each episode l = 1 : L do
6: Randomly initialize local observation oi(t), for i = 1, 2
7: for tl = 1 : M do
8: Select ci(t) by solving (*), for i = 1, 2
9: Increment Nci
(
oi(t), ci(t)
)
, for i = 1, 2
10: Obtain message c˜j(t), for i = 1, 2 j 6= i
11: Select mi(t) by following pi
m,(k)
i
(
mi(t)|oi(t), c˜j(t)
)
,
for i = 1, 2
12: Obtain reward r
(
oi(t), oj(t),mi(t),mj(t)
)
, for i = 1, 2
13: Make a local observation oi(t), for i = 1, 2
14: Update Qc,(k)i
(
oi(t), ci(t − 1)
)
by following (42),
for i = 1, 2
15: tl = tl + 1
16: end
17: Compute
∑M
t=1 γ
trt for the lth episode
18: end
19: Output: Qc,(k)i (·), for i = 1, 2
20: and pic,(k)i
(·) by following (43), for i = 1, 2
APPENDIX B
PROOF OF LEMMA 1
Proof. We know that by following the optimal action policy pimi
∗, the
following holds
Vpimi ∗,pici
(
oi(t), c˜j(t)
) ≥ Vpimi ,pici (oi(t), c˜j(t)),
∀pimi (·), ∀c˜i(t) ∈ {−1, 1}B , ∀oi(t) ∈ Ω.
(44)
According to (44), a weighted sum of Vpimi ∗,pici
(
oi(t), c˜j(t)
)
will
always remain larger than or equal to the sum of Vpimi ,pici
(
oi(t), c˜j(t)
)
weighted with the same coefficients:
E
p
(
oi(t),˜ci(t)
){Vpimi ∗,pici (oi(t), c˜j(t))} ≥
E
p
(
oi(t),˜ci(t)
){Vpimi ,pici (oi(t), c˜j(t))}, (45)
where p
(
oi(t), c˜i(t)
)
can be any joint probability mass function of
oi(t), c˜i(t). That is to say
E
p
(
oi(t),˜ci(t)
){Vpimi ∗,pici (oi(t), c˜j(t))} =
max
pimi
E
p
(
oi(t),˜ci(t)
){Vpimi ,pici (oi(t), c˜j(t))}. (46)

APPENDIX C
PROOF OF LEMMA 2
Proof.
V ∗
(
oi(t
′
), c˜j(t
′
)
)
=
E
p
(
{tr}M
t
′ |oi(t),˜cj(t)
){
M∑
t=t
′
γt−1r
(
oi(t),oj(t),mi(t),mj(t)
)|oi(t), c˜j(t)} = (47)
E
p
(
{tr}M
t
′ |oi(t),˜cj(t)
){g(t′)|oi(t), c˜j(t)} = (48)∑
{tr}M
t
′
g(t
′
)p
(
{tr}M
t
′ |oi(t
′
), c˜j(t
′
)
)
, (49)
where the conditional probability p
(
{tr}M
t
′ |oi(t′), c˜j(t′)
)
can be
extended following the law of total probabilities
V ∗
(
oi(t
′
), c˜j(t
′
)
)
=
∑
{tr}M
t
′
g(t
′
)
[
∑
oj(t)∈Ω
p
(
{tr}M
t
′ |oi(t
′
), oj(t
′
), c˜j(t
′
)
)
p
(
oj(t)|c˜j(t)
)]
(50)
in which oi(t
′
), oj(t
′
) are sufficient statistics and the second summa-
tion can be shifted to have
V ∗
(
oi(t
′
), c˜j(t
′
)
)
=∑
oj(t)∈Ω
∑
{tr}M
t
′
g(t
′
)p
(
{tr}M
t
′ |oi(t
′
), oj(t
′
)
)
︸ ︷︷ ︸
V ∗
(
oi(t),oj(t)
)
p
(
oj(t)|c˜j(t)
)
. (51)
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