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Department of Physics
The thesis uses a three-dimensional, first-principles model of the ionosphere
in combination with High Frequency (HF) raytracing model to address key topics
related to the physics of HF propagation and artificial ionospheric heating. In
particular:
1. Explores the effect of the ubiquitous electron density gradients caused
by Medium Scale Traveling Ionospheric Disturbances (MSTIDs) on high-angle of
incidence HF radio wave propagation. Previous studies neglected the all-important
presence of horizontal gradients in both the cross- and down-range directions, which
refract the HF waves, significantly changing their path through the ionosphere. The
physics-based ionosphere model SAMI3/ESF is used to generate a self-consistently
evolving MSTID that allows for the examination of the spatio-temporal progression
of the HF radio waves in the ionosphere.
2. Tests the potential and determines engineering requirements for ground-
based high power HF heaters to trigger and control the evolution of Equatorial
Spread F (ESF). Interference from ESF on radio wave propagation through the
ionosphere remains a critical issue on HF systems reliability. Artificial HF heating
has been shown to create plasma density cavities in the ionosphere similar to those
that may trigger ESF bubbles. The work explores whether HF heating may trigger
or control ESF bubbles.
3. Uses the combined ionosphere and HF raytracing models to create the first
self-consistent HF Heating model. This model is utilized to simulate results from
an Arecibo experiment and to provide understanding of the physical mechanism
behind observed phenomena. The insights gained provide engineering guidance for
new artificial heaters that are being built for use in low to middle latitude regions.
In accomplishing the above topics: (i) I generated a model MSTID using
the SAMI3/ESF code, and used a raytrace model to examine the effects of the
MSTID gradients on radio wave propagation observables; (ii) I implemented a three-
dimensional HF heating model in SAMI3/ESF and used the model to determine
whether HF heating could artificially generate an ESF bubble; (iii) I created the
first self-consistent model for artificial HF heating using the SAMI3/ESF ionosphere
model and the MoJo raytrace model and ran a series of simulations that successfully
modeled the results of early artificial heating experiments at Arecibo.
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Radio wave propagation plays a major role in modern life due to our increasing
reliance on technology; GPS, satellite communications and over-the-horizon radars
send electromagnetic waves through the ionosphere at different frequencies. When
the ionosphere is disturbed it can cause severe technological problems affecting navi-
gation and communication systems. To better understand the ionospheric processes
scientists have developed a method of active experiments where strong radio waves
are used to heat the ionospheric plasma. The resulting perturbations in the plasma
can be studied and insights gained from the experiments to develop understanding
and prediction of the state of the ionosphere as well as improve the performance of
the relevant transionospheric systems.
In this dissertation the effect of ionospheric processes on radio wave propaga-
tion and artificial heating is examined using physical models. Chapter 2 provides
background on both the ionosphere and HF propagation. The ionosphere back-
ground section begins by summarizing important properties that are common to
plasmas. Next, the composition and structure of the ionosphere and its dynamical
properties and conductivity are outlined. As this dissertation deals extensively with
ionospheric modeling, the governing equations for the ionosphere are presented in
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the context of an ionospheric model, SAMI3/ESF. The following section details the
basic physics of HF radio wave propagation in the ionosphere. The raytrace code,
MoJo, which simulates radio wave propagation is outlined. Finally, a brief summary
of the physics of artificial ionospheric modification is provided.
Chapter 3 utilizes the first-principles ionosphere code, SAMI3/ESF and the
3D raytrace model, MoJo, to examine the effect of ionospheric density gradients
generated from Medium Scale Traveling Ionospheric Disturbances (MSTIDs) on
HF radio wave propagation. The chapter begins with a summary of the MSTID
characteristics and an outline of the techniques used to model the structures in the
ionosphere. Next, HF probing techniques are considered, and the basic observable
quantities are described. The importance of a 3D raytrace code compared to a 2D
code is then considered, followed by an in depth look at how ionospheric density
gradients affect high angle of incidence HF radio wave propagation. The discussion
and conclusions section follows.
In Chapter 4, we examine whether artificial HF heating can generate or alter
the formation of Equatorial Spread F (ESF). First, the general properties and the
physics of ESF bubble formation are discussed and previous work in ESF modeling
is outlined. Next, the density structures that form due to artificial HF heating are
described, followed by an overview of previous studies that have modeled artificial
ionospheric heating. Once the phenomena have been introduced, we utilize the
models to determine whether artificial HF heating can generate ESF bubbles, and
briefly consider whether HF heating could suppress an ESF bubble. Finally we
present a discussion and conclusions section.
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The interaction between the ionosphere and artificial HF heating are exam-
ined in Chapter 5. In order to study these phenomena, a raytrace model (MoJo)
and the 3D ionospheric model (SAMI3/ESF) are coupled to form a self-consistent
ionospheric HF heating model. The first topic outlined in the chapter is the physics
of how zonal neutral winds affect the F -region ionosphere and how they modify
density cavities formed by artificial HF heating. Then an earlier HF heating ex-
periment at Arecibo Observatory is described, which suggests that there are indeed
interaction effects between the heater wave and the evolving ionospheric density cav-
ity. The new self-consistent model is then outlined and used to simulate the results
from the Arecibo experiment, in the process providing new insight into the physical
mechanism responsible for the observations. This is followed by discussion on the
implications of the work for future HF heater development and some conclusions.




The neutral atmosphere and the ionosphere are geospace regions closest to the
surface of the Earth. The neutral atmosphere extends from the Earth’s surface to
about 1000 km. The lowest regions, the troposphere, stratosphere, and mesosphere,
are critical for the control of the surface temperature and they also filter solar radi-
ation. The next layer is the thermosphere, which extends from about 85 to 500 km
altitude. The final layer is the exosphere, which reaches altitudes of 1,000 km. The
term ionosphere is used to distinguish the ionized portion of the upper atmosphere
with the background neutral particles. The ionosphere resides between about 60 to
3,000 km altitude, and is unique in that it is affected both from dynamical processes
originating in atmospheric regions close to the Earth, and also by solar forcing from
above.
The ionosphere can be well described with the equations of plasma physics, so
the first task is to summarize some basic properties of a plasma. The basic processes
responsible for the formation of the ionosphere has been understood since about the
middle of the 20th century and in general, the climatology of the geomagnetically
quiet ionosphere is reasonably well accounted for. It is still not possible to predict
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ionospheric weather, where the conditions deviate from the monthly mean values due
to solar activity, but advances in this field continue to be made. In addition, during
quiet periods, dynamical processes in the lower atmosphere can cause significant day
to day variations in the ionosphere, but the coupling between the two are not well
understood. Next, the basic structure, composition and electrodynamic properties of
the ionosphere are examined. Dynamical processes that occur in the ionosphere are
briefly outlined. Finally, the governing equations for the ionosphere in the context
of an ionospheric model, SAMI3/ESF, which is used extensively in this work, are
presented.
2.1.1 Plasma Physics
Plasma is an ionized gas that exhibits collective behavior, which means that
the local state of the plasma depends on the state of plasma in more remote regions.
The cause for the collective behavior is the fact that the particles are charged. If the
motion of local plasma creates concentrations of positive and negative charge, an
electric field is generated. In addition, moving charges constitute a current, which
in turn generates a magnetic field. Thus, the motion of charged particles in a local
region of the plasma can generate electromagnetic fields that affect the plasma in
more remote regions. In this section we outline some of the key parameters that
describe a plasma. For further reference on this topic, refer to [50].




which defines the smallest distance over which plasma can exhibit collective behav-
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ior. A typical value of λD for the peak of the Earth’s ionosphere is 1 cm. Another
way to look at the Debye length is in terms of shielding: local charge separations can
occur on scales of the Debye length without affecting the neutrality of the plasma
system as a whole. A plasma of this type is called quasi-neutral and for a system
of size L it must meet the requirement λD << L. Note that for this concept to be
statistically valid, the definition of a plasma requires that the local plasma density
be sufficiently dense such that the number of particles in a Debye sphere is much
greater than unity. Namely, the Debye sphere (NλD), NλD = 4πλ
3
Dne/3 >> 1. A
typical value of NλD for the Earth’s ionosphere is 4.2 × 105 [50], so the ionosphere
can be considered quasi-neutral plasma.
Another important plasma quantity is the cyclotron frequency, or gyrofre-
quency, defined as: ωαcf = e|B|/mα, where α represents either an electron (e) or
an ion (i). The cyclotron frequency describes the gyration frequency of a charged
particle about the background magnetic field lines. For a plasma immersed in a
strong magnetic field, like the ionosphere, the cyclotron frequency determines the
magnitude and direction that external forces will have on the plasma particles. For
example, the Earth’s ionosphere is coincident with a neutral atmosphere, and the
importance of the neutral particles on the plasma can be determined by comparing
the collision frequency of the charged particles with the neutral particles (ναn) to
the cyclotron frequency. If the cyclotron frequency is much less than the collision
frequency, ωαcf << ναn, then collisions with the neutral particles dominate the
plasma motion and the force of neutrals on the plasma particles causes motion in
the direction of the force. On the other hand, if the cyclotron frequency is much
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larger than the collision frequency, ωαcf >> ναn, the particles are effectively tied
to the magnetic field lines. For intermediate cases, the angle of the plasma drift
relative to the force is given by: tan−1(ωαcf/ναn). The ratio between the collision
frequency and the cyclotron frequency is crucial to understanding the dynamics of
the ionosphere.
Plasmas are also affected by electric fields, such as those created by High Fre-




how quickly the particles in a plasma react to an electric field. Due to their large
mass, the ions are not easily affected by HF electromagnetic fields. The electron
plasma frequency, however, is on the same order as HF radio waves, so the electrons
are strongly affected by incident HF radio waves and vice versa. The cutoff frequen-
cies and resonance frequencies for radio wave propagation in a plasma are strongly
dependent on the electron plasma frequency. In this dissertation the electron plasma
frequency is frequently referred to as “the” plasma frequency because it is the one
that is relevant for HF propagation.
A particularly successful method for describing and modeling the ionosphere
is using a plasma fluid model method. The fluid equations are composed of the
continuity, momentum and energy equations and they describe the time and spatial
evolution of a plasma as a fluid. Details on the actual equations that can be used
to describe a plasma will be discussed in Section 2.1.4.
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2.1.2 Basic Structure and Composition
The plasma in the ionosphere is generated by ionization of the background
neutral particles. The primary ionizing force is radiation from the sun during the
day, which is called photoionization. Ions can also be produced via impact ioniza-
tion of neutral atoms, molecules and high energy electrons and indirectly due to
chemical exchange. These processes are all height dependent since the ionosphere is
nonuniform. It can generally be assumed that the ionosphere is quasi-neutral, thus
the total electron density is equal to the sum of the ion density components.
The spatial form of the electron density profile can be mostly explained by
simply looking at the production and loss of ions due to direct photoionization and
recombination. Solar photons are able to create more ion electron pairs as they
go deeper in the ionosphere since there are more neutrals available to ionize. The
increase in neutral density, however, also leads to an increase in the recombination
rate. The peak layer of ionization is formed at the altitude where the photopro-
duction and recombination rates balance. At nighttime the ionizing radiation from
the sun goes away and the ionosphere quickly becomes depleted due to electron-ion
recombination.
During the day, the ionosphere is composed of a number of different layers:
the D-region, the E-region and the F -region. Each region is ionized by a different
wavelength of radiation and they tend to occur at specific altitude ranges. The
regions are identified by peaks in the electron density and can be characterized
further by examining the primary ion composition and the wavelength that most
8
Figure 2.1: An example of a typical midlatitude neutral atmospheric
temperature profile (left panel). Representative daytime and nighttime
ionospheric density profiles with the ionospheric regions labeled. (Re-
produced from [30])
efficiently ionizes neutral particles in that altitude range. In general, the molecular
ion species dominate regions at lower altitudes and the atomic ion species dominate
higher altitude regions. The F -region plasma density exceeds the other regions, so
the peak of this region is often referred to as the peak density of the ionosphere.
The altitude region below the peak is often called the bottomside ionosphere and
the altitude region above the peak is referred to as the topside ionosphere. Chemical
processes tends to be more important in the bottomside ionosphere and diffusion
process generally dominate above the peak. Figure 2.1 shows an example ionospheric
layer for both the daytime and the nighttime.
In the D-region, chemical processes are very important. Molecular ions are
dominant, particularly NO+ and O+2 . The D-region covers about 60-100 km alti-
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tude. In this layer there can be both positive and negative ions. There are also water
cluster ions and three-body chemical reactions become important. The D-region is
produced by Lyman alpha (121.6 nm), X-rays (< .8 nm) and cosmic rays and the
neutrals in this region are primarily O2 and N2. The layer mostly disappears at
night.
The E-region ranges from about 100 to 150 km altitude. Chemical processes
are also important in this layer. The region is weakly ionized, so collisions between
charged particles are less important than collisions with the neutral atmosphere.
There is some ionization at night, but it is significantly reduced compared to day-
time levels. The primary ions are O+2 and NO
+. The E-region is produced by
EUV radiation (80-102.6 nm) and soft X-rays (1.0-10.0 nm). The photoionization
mainly ionizes O2 molecules, but rapid charge-exchange and atom-ion interchange
also produces O+2 and NO
+ ions. Recombination in this region is mainly through
dissociative recombination.
During the day, the F -region divides into separate regions: the F1-region
and the F2-region. The F1-region generally lies between 150 to 250 km altitude.
Here ion-atom interchange and transport processes become important. The atomic
species O+, O+2 and NO
+ dominate. The primary ionizing radiation is from UV
lines and continuum, which are between 100-800 Å. At night this layer combines
with the F2-region.
The F2-region is the densest region because in this region the plasma transport
and chemical loss processes are balanced. The dominant atomic species is O+. The
plasma processes are dominant in the topside region above the F -region peak where
10
the primary ions are O+ and H+. The plasmasphere region consists of the region
between about 1200 km altitude and 4-6 Earth radii; the primary ions in this region
are H+ and He+.
At nighttime the lower regions, which are dominated by chemical processes,
tend to shrink very rapidly because the chemical rates for dissociative electron-ion
recombination is much faster for the molecular ions that are abundant at these al-
titudes. The F -region reduces to one peak, and is partially maintained by outflow
from the plasmasphere. Altitudes above the F -region are dominated by transport
processes, and thus are largely unaffected by the transition from daytime to night-
time.
The ionospheric densities vary with local time, latitude, season and solar cycle.
For this work we only consider quiet times, where geomagnetic activity is low, but
in general the ionosphere is very strongly affected by geomagnetic storms. While
the ionosphere is ionized and needs to be described with the equations of plasma
physics, the density of the background neutral particles below about 1000 km gen-
erally exceeds the density of ions, so the neutrals play a large role in ionospheric
composition and dynamics. In particular, since the ionosphere is generated from
the ionization of neutral particles, the variation of neutral particle concentration
influences the composition of the ionosphere. Also, the dynamics of the thermo-
sphere, which during quiet geomagnetic activity conditions is primarily driven by
solar heating, has a significant effect on the dynamics of the ionosphere. This effect
will be discussed in a later section.
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2.1.3 Dynamics and Conductivity
The ionosphere is made up of charged particles, and as the motion of charged
particles describes a current, we are naturally interested in the conductivity, or the
the ability of the ionosphere to carry a current. The current is given by Ohm’s Law:
J = σ · E (2.1)







This equation assumes that the ẑ direction is parallel to the magnetic field. Then σ‖
is the conductivity parallel to the magnetic field, σP is the Pedersen conductivity,
and σH is the Hall conductivity.
The different conductivities describe the ability of the charged particles to
move in relation to the magnetic field and generally are a function of altitude. The
exception is the parallel, or specific, conductivity (σ‖), which is several orders of
magnitude larger than the other two conductivities at all altitudes since charged











The parallel conductivity is often assumed to be infinite, which implies that the
magnetic field line is an equipotential. This approximation is reasonable for time
scales where Ohm’s Law is valid.
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The other two conductivities describe the ability of the charged particles to
move in directions perpendicular to the magnetic field line. If the magnetic field
is sufficiently strong that the cyclotron frequency is much larger than the neutral
collision frequency, then the plasma is said to be magnetized. A magnetized plasma
tends to be “frozen in” to the magnetic field lines, which means that collisions can
force a particle up and down the magnetic field line, but cannot drive the particle
off of the field line. Even for a magnetized plasma, however, the particles can still be
driven from the magnetic field due to forces from electric fields, which cause an E×B
drift perpendicular to the magnetic and electric fields. The ratio of the cyclotron
frequency to the neutral collision frequency changes as a function of altitude for
both the ions and the electrons because it depends on the collision frequency with
the neutral particles, which tends to decrease as a function of altitude.
The electrons become magnetized around the bottom of the D-region (∼ 70
km), but the ion cyclotron frequency is much larger than the ion neutral collision
frequency (ωicf/νin << 1), which results in unique dynamical processes, as the
electrons are frozen into the magnetic field, but the ions are highly influenced by
neutral collisions. This region is also referred to as the Hall Magneto-Hydrodynamic
(MHD) region. The Hall conductivity is both perpendicular to the background
















By day, at F -region altitudes, the Hall conductivity is the smallest of the conduc-
tivities. At night it is negligible, so it will not be considered further in this work.
13
At the peak of the E-region (∼ 120 km), νin/ωicf ∼ 2, so the ions will move
at an angle of tan−1(ωicf/νin) to an applied force. In the F -region, the electrons
and ions are both fully magnetized; however, the electrons are tied more tightly to
the magnetic field lines. In the case of the ions νin/ωicf ∼ 1/300, tan−1(ωicf/νin) ∼
90◦, so the ions tend to move perpendicularly to applied forces. The Pedersen
conductivity is important in the F -region ionosphere and also in the generation
of the Rayleigh-Taylor instability that is described in Chapter 3. The Pedersen
conductivity is the conductivity that is perpendicular to the background magnetic












In summary, in the Earth’s ionosphere, the electrons are largely constrained
to the magnetic field lines, whereas the ions at low altitudes can be influenced
by the motion of the neutral atmosphere. The ions still move more freely along
the magnetic field than in other directions. So for both electrons and ions, the
shape of the magnetic field is extremely important in understanding the dynamics
of the ionosphere. At ionospheric altitudes the geomagnetic field is dipolar, so the
field lines are parallel to the Earth near the magnetic equator and the inclination
angle increases as a function of latitude. The primary drivers for the field-aligned
motion are gravity, density and temperature gradients, field-aligned neutral winds
and collisions with neutral particles.
Gravity tends to pull particles down along the magnetic field, but it also plays
another important role: it sets up the ambipolar electric field. Since the ions are
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much heavier than the electrons, the gravitational force is stronger on the ions than
it is on the electrons. This leads to a slight charge separation, on the order of the
Debye length, which leads to a polarization electric field that causes the ions and
electrons to move together as a single fluid to prevent further charge separation.
This motion is called ambipolar diffusion.
Another important driver of the ionosphere is the horizontal neutral winds in
the thermosphere. As the neutral atmosphere is heated by solar EUV radiation, it
expands, causing winds to flow away from the subsolar point. In general, there is an
eastward flow from the day side to the night side. During the day the north-south
(meridional) winds are polewards. At night they reverse and tend to flow towards
the equator. In general, the meridional winds are symmetric about the equator and
the amplitude increases from low to higher latitudes. Particularly in the E and
F -regions, these winds drive currents and produce electric fields that very strongly
affect the ionosphere.
In the E-region, the ions are not fully magnetized, so the neutral winds can
drive the ions off of the magnetic field lines, whereas the electrons are constrained
to the field lines. The differences in the ion and electron motions leads to the
generation of currents and electric fields. This results in a global current system,
which is known as the solar-quiet (Sq) current system. It is important to note
that this is a global current system driven by tidal oscillations of the atmosphere
(primarily the diurnal tide), so the local neutral wind direction is not a major factor
here. At the equator, where the magnetic field lines are nearly horizontal, the Sq
current is strongly enhanced, and this enhanced current is known as the equatorial
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Figure 2.2: The Equatorial Fountain is generated from the E-region
dynamo, which produces an eastward electric field during the day. The
resultant E × B drift drives the plasma upwards across the magnetic
field lines. The lifted plasma is drawn back down the field lines due
to the gravitational force, which causes density enhancements along the
magnetic equator. (Reproduced from [30])
electrojet. The resultant dynamo electric field is called the E-region dynamo. The
field is in the eastward direction during the daytime, which causes an upward E×B
drift of the plasma. At night, the field is westward, resulting in a downward E×B
drift. The daytime upward plasma drift (along with ambipolar diffusion) drives
the plasma upward; it then falls down along the geomagnetic field lines due to the
gravitational force. A schematic of this process is shown in Figure 2.2. This effect is
known as the “equatorial fountain” effect and the resulting enhanced plasma density
in the F2-region of the tropical ionosphere is known as the Appleton or equatorial
anomaly. The morphology of the equatorial anomaly crests vary with solar cycle,
season, time of day, and longitude.
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2.1.4 Modeling (SAMI3/ESF)
SAMI3/ESF (Sami Is Another Model of the Ionosphere/Equatorial Spread F)
is a three-dimensional physics-based model of the ionosphere [21]. The code includes
21 chemical reactions, dissociative and radiative recombination and simulates plasma
along the entire dipole electric field line. Quasi-neutrality is assumed, so the electron
density is determined by summing the densities of each ion species. SAMI3/ESF
includes both vertical and longitudinal E × B drifts perpendicular to B, and ion
inertia parallel to B, which is included in the ion momentum equation for motion
along the geomagnetic field.
The code uses a nonorthogonal, nonuniform fixed grid that follows the Earth’s
geomagnetic field. While the Earth’s magnetic field is generally modeled as a tilted-
dipole field, in this work we use a non-tilted dipole for simplicity so geographic and
magnetic latitude are the same. The grid is periodic in longitude and simulates a
4◦ longitudinal wedge of the ionosphere with a fine longitudinal grid. The neutral
composition and temperature are specified using the empirical NRLMSISE00 model.
The neutral wind may either be specified using the empirical Horizontal Wind Model
(HWM14) or for simplicity can be set to a constant [10].
The equations used in SAMI3 are the five-moment system of transport equa-
tions for a plasma. This approximation assumes that the velocity distribution for
the species in the plasma can be adequately represented by a drifting Maxwellian.
The system of equations is made up of the continuity, momentum, and tempera-
ture equations. For a good description of the five-moment approximation and its
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limitations, see [50]. We describe the basic equations here, but it should be noted
that the equations in the code are actually in the dipole coordinate system. The
full equations in the dipole coordinate system are described in the original reference
paper [20].
In the following equations, the number density of an ion species is denoted as
ni, the electron number density is ne. The mass of of an ion species is mi and the
electron mass is me. The density of an ion species is ρi = mini.The drift velocity of
an ion species is denoted as Vi and the electron drift velocity is Ve. The pressure
tensor for each species is assumed to be diagonal and isotropic, so for the ions we
have Pi = (nikTi)I = piI, and we have Pe = (nekTe)I = piI for the electrons where
I is the unit dyadic.
The continuity equation for a given ion species is:
∂ni
∂t
+∇ · (niVi) = Pi − Lini (2.6)
In the above equation, Ps and Ls are production and loss terms that depend on
photoionization, radiative recombination, and chemistry. The continuity equation
is solved for the following ion species: H+, He+, O+, O+2 , N
+, N+2 , and NO
+. Note
that the plasma is assumed to be quasi-neutral, so the electron continuity equation
is not solved; instead the electron density is determined by summing the densities
of each ion species.
The momentum equation is solved for both the ions and the electrons, but
the electron momentum equation is simplified by neglecting the electron inertia due
to the small electron mass. In addition, the electron collisional terms are neglected
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as the electron collision frequency, νe, is much smaller than the electron cyclotron
frequency, ωecf . The resulting equation for electron momentum is:








The ion momentum equation, solved for the seven ion species (H+, He+, O+,
O+2 , N
+, N+2 , and NO
+) is as follows:
∂Vi
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where νin is the ion-neutral collision frequency, νij is the ion-ion collision frequency
and the summation is done for ion species j 6= i.
The temperature equation is solved for the following three ion species: H+,












∇ ·Qi = Qin +Qij +Qie (2.9)
The terms on the right-hand side of the equation are heating terms that are due
to ion-neutral collisions (Qin), ion-ion collisions (Qij), and ion-electron collisions
(Qie). The k on the left-hand side of the equation is the Boltzmann constant. The
Qi term is the heat flux, which can be defined as Qi = −κi∇Ti. Here, κi is the
thermal conductivity. Since the thermal conductivity primarily only occurs along
the magnetic field line, the heat flux term can be reduced to:








where s is a coordinate along the magnetic field line and bs is the component of the
magnetic field in the field line direction.
The temperature equation is also solved for the electrons with the assumption








∇ ·Qe = Qen +Qei +Qphe (2.11)
The terms on the right-hand side of the equation are heating/cooling terms associ-
ated with electron-neutral collisions (Qen), electron-ion collisions (Qei), and photo-
electron heating (Qphe). The second term on the left-hand side is a diffusion term,
which can be simplified similarly to the term in the ion equation so that:







where κe is the parallel electron thermal conductance.
There is physical feedback that occurs between the electric fields in the iono-
sphere, the ionospheric conductivites, and the neutral winds. In order to calculate
the E ×B drifts self-consistently, it is necessary to calculate the electric field. For
time scales longer than about 1 minute, the electric field can be assumed to be
electrostatic: E = −∇Φ. Then the potential equation can be derived from the
assumption of current conservation: ∇ · J = 0, which is valid for time scales longer
than about 1 second. The electric potential can be assumed to be constant along
the magnetic field lines due to the high conductivity of the ionosphere along the geo-
magnetic field. This allows us to express the equation as a two-dimensional function
that varies perpendicularly to the field lines. This assumption starts to break down
below about 100 km altitude. The full equation and terms are described in detail
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(p∆/bs)σp ds; Σpφ =
∫
(1/p bs∆)σp ds; ΣH =
∫
σH/bs ds (2.14)
where σP is the Pedersen conductivity, σH is the Hall conductivity, σPi is the ion
component of the Pedersen conductivity, σHi is the ion component of the Hall con-
ductivity, ∆ = (1+3cos2θ)1/2, here bs = (r
3
E/r
3)∆, and rE is the radius of the Earth.
The integration is performed along the magnetic flux tube in the s direction.
The F terms are integrated functions of the gravitational force and neutral
wind velocities along the field line:
FpV =
∫




3θ/c∆)(−σPVnp + σHVnφ)ds (2.16)
Fpg =
∫




3θ/∆)(B0/c)(1/Ωi)σHi gp ds (2.18)
For the purposes of this dissertation, we neglect the background global neutral wind
dynamo and only consider the local wind dynamo.
In order to solve the above equations, a time splitting scheme is used. First, the
equations are solved for motion along the geomagnetic field, then they are solved
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for motion perpendicular to the geomagnetic field. This approach allows for the
equations to be solved as long as a relatively small time step (∼ 1− 12 seconds) is
used.
2.2 HF Propagation
The ionosphere was originally discovered by radio engineers who were research-
ing HF radio wave propagation. They realized the HF signals must be reflected from
an ionized layer of gas and called that layer the ionosphere. While the ionosphere
enables some HF propagation such as HF communications and Over-The-Horizon
Radar (OTHR), it hinders others such as GPS signals. The ionosphere is the most
variable part of the atmosphere; large and small scale perturbations can potentially
disrupt HF signals that we use for communication, navigation and surveillance. At
high latitudes, geomagnetic storms can cause severe disruptions, but there are a
number of quiet time disruptions such as Equatorial Spread F (ESF) and Traveling
Ionospheric Disturbances (TIDs) that can also severely affect HF communication at
lower latitudes. HF radio waves are also used as a heating source for artificial iono-
spheric modification, which are used for diagnostics and provide additional insight
into ionospheric processes.
In this section, the basic physics of radio wave propagation in the ionosphere
is outlined. Next an ionospheric raytracing model, MoJo (Modernized Jones Code),
that models the propagation of the radio waves through the ionosphere is described.
Finally a brief summary of the physical processes that result in artificial heating of
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the ionosphere by radio waves is provided.
2.2.1 Basic Physics
Radio wave propagation through the ionosphere is highly dependent on the lo-
cal electron density, collision frequencies, and the density gradients. The ionosphere
acts as a nonuniform, anisotropic, lossy dielectric medium. It is nonuniform because
the density of the ionosphere varies as a function of position, thus so does the index
of refraction for a radio wave in the ionosphere. For HF waves, the electrons in the
ionosphere are affected by the wave, whereas the ions are too heavy to respond; thus
it is the electron density that is important. The vertical electron density gradients
are the most important to consider for radio wave propagation, as this determines
the reflection altitude. We will see in Chapter 3, however, that while the vertical
gradient is the most important, horizontal gradients can also significantly impact
HF propagation. The anisotropy of the ionosphere is due to the fact that it is im-
mersed in the Earth’s geomagnetic field. The modes of an electromagnetic wave
that can propagate in a plasma are highly dependent on the direction of the wave
normal to the magnetic field direction.
Important quantities for the calculation of radio wave propagation in the iono-
sphere include: the background electron density, the direction and strength of the
background geomagnetic field, the wave vector and the wave electric field, and the
electron neutral and electron ion collision frequencies. The theory of how a radio
wave propagates in a cold, magnetized plasma was worked out in the early 20th cen-
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tury by a number of scientists including E. V. Appleton, D. Hartree, H. K. Lassen,
and K. G. Budden [5]. A full description of the physics of radio wave propagation
can be found in the reference literature. C. B. Haselgrove and J. Haselgrove pio-
neered the implementation of the equations on a computer that allowed for scientists
to calculate the path of a radio wave through the ionosphere [17].
The primary equation that controls the propagation of electromagnetic waves
involves the index of refraction of the radio wave in the ionosphere. The equation
describing it can be derived from the linearized fluid and Maxwell equations with
the assumption that the plasma is cold (Te = 0). A complete derivation is given
by [5]. The equation for the index of refraction is:
n2 = 1− 2X 1− iZ −X
2(1− iZ)(1− iZ −X)− Y 2T ±
√
Y 4T + 4Y
2
L (1− iZ −X)2
(2.19)











Here ω = 2πf is the input angular wave frequency, ωp is the plasma frequency, ωecf
is the electron cyclotron frequency, νe is the electron collision frequency, and ψ is
the angle between the wave normal direction and the Earth’s magnetic field.
There are two solutions for the index of refraction equation depending on
whether one selects the ‘+’ or the ‘−’ in the equation. The solution for the ‘+’ is
called the ordinary mode, or the O-mode, and it corresponds to HF waves emitted
from a transmitter with the wave electric field parallel to the ambient magnetic field
and is also known as Left Hand Circularly Polarized (LHCP). It is called ordinary
because the solution is the same as the solution given in the absence of a background
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magnetic field. Note that this is not the same as the O wave defined in cold plasma
wave theory, which is actually a special case of this mode for parallel propagation
to the magnetic field. In the O-mode, the index of refraction goes to zero when
ω = ωp, a cutoff point; thus, the wave will reflect at the altitude where the plasma
frequency is equal to the input wave frequency. For oblique propagation, however,
the reflection condition is ω = ω cos θ, so the ionosphere can reflect much higher
frequencies.
Additionally, there is the extraordinary mode or X-mode, which is the solution
with the ‘−’ in the equation. This mode is not typically used for HF heating of the
F -region, and it will not be addressed in this work, so its properties are only briefly
outlined here. The X-mode corresponds to Right Hand Circularly Polarized (RHCP)
HF waves, and there are two cutoff points at X = 1±Y . In most cases the X-mode
reflects before it reaches the cutoff point defined by X = 1 + Y , since the cutoff
point defined by X = 1 − Y is satisfied at a lower altitude. The lower altitude
solution, X = 1 − Y , can be rewritten as ωp/ω =
√
1− ωecf/ω. Typically for HF
propagation in the ionosphere we can assume that Y < 1, so ωp/ω ≈ 1 − ωecf/2ω
and the X-mode will reflect at the point where ω = ωp + ωecf/2.
An interesting characteristic of the O-mode vs. X-mode waves is the direction
of the electric field at reflection. The O-mode electric field is parallel to the magnetic
field at the reflection point, whereas the X-mode electric field is perpendicular.
This can be seen in the propagation characteristics in Figure 2.3. The O-mode is
refracted towards the magnetic pole and the X-mode is refracted away from it. It
should also be noted that the O-mode reflects at a higher altitude than the X-mode,
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Figure 2.3: An example of raytracing through a simple Chapman layer
at the location of the Arecibo Observatory in Puerto Rico. The left
panel shows traces for the O-mode, the right for the X-mode.
specifically, only the O-mode wave reflects above the upper hybrid resonance where
ω2 = ω2p + ω
2
ecf ; this fact will be important for artificial HF heating.
2.2.2 Modeling (MoJo)
MoJo (Modernized Jones Code) is a raytrace code based on a classical ray-
tracing code [28]. While the code has been updated to take advantage of modern
computational techniques, it retains the same general structure and equations as
the original code. The general problem of raytracing is to follow the path of an
HF electromagnetic wave through the ionosphere given a particular frequency, lo-
cation and initial direction. In order to solve this problem, the general method is
to numerically integrate Hamilton’s equations, which define how the position of the
wave and the wave propagation vector, k, change along the ray path. In order to
integrate the equations, at every point along the path, it is necessary to know the
coordinates, the electron density and its derivatives, and also the magnetic field and
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the collision frequency. Once these parameters have been determined, the deriva-
tives of the equations are calculated and the numerical integrator propagates the
ray forward along the path.
The numerical integration technique used in this work is the standard Runge-
Kutta 4th order integration method, which is provided as a subroutine in the MoJo
code. The variables that must be solved for via the numerical integration are the
spherical coordinates of each point along the ray path (r, θ, φ), the propagation






2n2/c2), as well as the time (t) and the angular frequency of the wave
(ω = 2πf). Hamilton’s equations (see Appendix A) describe the evolution of these
quantities as a function of derivatives of the Hamiltonian. The Hamiltonian used














Note that the Hamiltonian depends on the index of refraction, which is defined in
the previous section.
In order to solve for the index of refraction and the Hamiltonian, it is necessary
to know the input wave frequency, the mode (O-mode or X-mode), the electron
density, the magnetic field and the collision frequency. Some of these quantities are
specified as input; namely, the wave frequency and the wave mode. Other quantities,
including the electron density, magnetic field, and collision frequency can either be
specified as input fields, or default values provided by internal functions may be
used.
27
For the electron density field, MoJo requires a fixed latitude, longitude, alti-
tude grid. For the purposes of this dissertation, the electron density is provided by
the SAMI3/ESF code output. An internal subroutine calculates the strength and
direction of the magnetic field at a given location using a harmonic analysis. It is
also required to define the collision frequency of the electrons with the ions and the
neutral particles, which is a function of altitude. The collisions primarily serve as a
source of absorption for the incoming EM wave and do not significantly impact the
path of the wave through the ionosphere. This work does not consider collisional
absorption, only the path of the ray; thus, any effects of the time, latitude or longi-
tudinal variability of the collision frequency is negligible here and a simple collision




where νen = 5 × 1011s−1 is the electron-neutral collision frequency at the reference
height zen = 0 km, and Aen = 1/6.5km
−1 is the scale height for the electron-neutral
collisions. For the electron-ion collisions: νei = 1.0e3s
−1 is the electron-ion collision
frequency at zei = 200 km and Aei = .01km
−1 is the scale height.
While the collision frequency and magnetic field can be calculated for random
points along the ray’s path, the electron density is provided in a fixed grid format,
thus MoJo must use a cubic interpolator to determine the local electron density and




Early ionospheric research generally consisted of monitoring the ionosphere
in its natural state. Such studies are still important, but sometimes it is difficult
to interpret the driver behind certain ionospheric phenomena. Active experiments
allow scientists to control the input mechanism and examine the result of interacting
with the ionosphere. This provides further insight into the basic processes at work
in the ionosphere. The scientists use large arrays of antennas that transmit high
power density HF radio waves. The waves are strongly absorbed near the reflection
altitude, which causes a large rise in the electron temperature and both linear and
nonlinear effects such as turbulence. These types of experiments allow scientists to
treat the ionosphere as an “open plasma laboratory”. For diagnostics, the artificial
heaters are supplemented by diagnostic instruments both on the ground and in space
such as radars, magnetometers, etc.
The majority of artificial modification investigations have focused on middle
to high latitudes because the operational radio wave heaters (HAARP, EISCAT,
SURA) are located at magnetic latitudes above 40◦. In the 1980s and 1990s, a
number of scientific investigations were carried out at Arecibo, which is located
at 28◦ magnetic latitude before the radio wave heater was destroyed by a 1998
hurricane. An updated heating facility is currently being installed at Arecibo, which
should be available for experiments in the near future.
Artificial HF heaters exploit natural plasma oscillations in the ionosphere to
increase the absorption of radio waves beyond the levels that are seen with typical
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collisional absorption. Generally, most of the power from a radio wave is reflected
from the ionosphere, with only about 5-10% of the power lost to collisions. In the
case of anomalous absorption, described by Gurevich [16], as much as 95% of a
incoming HF pump wave can be absorbed by the ionospheric plasma.
Anomalous absorption dominates in the altitude range between the upper
hybrid height and the O-mode wave reflection point. The upper hybrid height,
zuh, is defined by the altitude where the HF pump frequency is equal to the upper





1/2. Here ωecf is the electron
cyclotron frequency and ωp is the electron plasma frequency at zuh. The upper
hybrid altitude is usually located 5-10 km below the O-mode reflection level, but it
is above the X-mode reflection level, thus X-mode waves do not result in anomalous
absorption. The upper hybrid frequency is associated with plasma oscillations that
are perpendicular to the background magnetic field. When the HF pump wave
passes through the upper hybrid altitude, the Upper-Hybrid Resonance (UHR) is
established, which converts a significant portion of the wave energy to the plasma,
pumping up the turbulence and raising the electron temperature.
After exciting resonances at the upper hybrid altitude, the pump wave con-
tinues to the O-mode reflection level, which occurs when ω = ωp. At this altitude
the component of the pump electric field that is parallel to the geomagnetic field in-
creases, while the perpendicular components decrease. This swelling of the parallel
electric field drives electrostatic plasma, or Langmuir, waves. The enlargement of
the parallel electric field also contributes to other nonlinear processes that occur in
this region, such as Langmuir turbulence.
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The anomalous absorption of HF radio waves creates strong electron heating,
which causes an increase in the electron temperature and pressure and forces the
electrons to expand away from the heated regions. The ions initially do not move,
as they are not strongly affected by the HF heating due to their large mass. The
motion of the electrons, however, sets up a charge separation between the electrons
and ions, which creates an ambipolar electric field and causes the plasma (both
electrons and ions) to expand away from the heating zone. Due to the plasma
expansion, a depletion, or cavity is formed in the local area of HF heating. These
cavities will be studied extensively in Chapters 4 and 5.
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Chapter 3: The Role of 3D Electron Density Gradients on HF Prop-
agation
One of the challenges for the utilization of HF radio waves in practical applica-
tions is to understand how the signals propagate in time- and range-dependent multi-
path environments. For typical quiescent ionospheric conditions, the interpretation
of the received signal is relatively straightforward. More complicated ionospheric
conditions with tilts and other irregularities, such as from Medium Scale Traveling
Ionospheric Disturbances (MSTIDs), present significant challenges to data interpre-
tation. MSTIDs distort the path of HF radio waves through the ionosphere, which
results in large coordinate registration errors for OTHR (Over the Horizon Radar)
systems that depend on a smooth ionosphere in order to accurately probe the sur-
rounding environment. The MSTIDs also produce inaccuracies in HF geolocation
services, which use the angle of arrival information of the radio waves to locate the
source of the signal.
This chapter presents a modeling study that exploits the capabilities of a first-
principles ionosphere code (SAMI3) and a 3D raytrace code (MoJo) in order to
examine the relationship between various HF propagation observables and MSTID
characteristics. First, the properties of MSTIDs and the current modeling capabil-
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ities are described. Next, HF probing techniques are outlined. We briefly consider
the importance of a 3D raytrace code compared to a 2D code. Then we demonstrate
the implications of MSTIDS on high angle of incidence HF propagation during typi-
cal low-latitude, post-sunset ionospheric conditions and examine the spatiotemporal
evolution of multiple propagation paths that may connect a given source and re-
ceiver. Finally we present a brief discussion and conclusions.
3.1 Medium Scale Traveling Ionospheric Disturbances (MSTIDs)
Traveling Ionospheric Disturbances (TIDs) are common in the ionosphere and
have been detected for many decades. The understanding and prediction of TIDs
is vital for a variety of HF applications, as the disturbances create large disrup-
tions to HF geolocation services and introduce large uncertainties into coordinate
registration for OTHR systems. The typical TIDs manifest as propagating density
perturbations near the F -peak height that are organized into bands at an angle
to the magnetic equator. They are usually classified according to their speed and
size. In general, larger scale TIDs have longer wavelengths, longer periods and
faster propagation speeds. Medium Scale TIDs (MSTIDs), which are of interest for
this work, typically have a period somewhere in the order of 10-60 minutes, and
wavelength on the order of 100 km [14, 51]. MSTIDs are typically a midlatitude
phenomenon, but they can be generated in the auroral region and subsequently
propagate to lower latitudes. The signatures of TIDs can be found in both airglow
imaging and Total Electron Content (TEC) data. Figure 3.1 shows an example of
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Figure 3.1: A sequence of 630.0 nm airglow images showing an MSTID
propagating in the nighttime at middle latitudes. As time progresses the
density bands move southwest. (Reproduced from [51])
a propagating MSTID as seen from airglow imaging.
A particular type of MSTID is an “electrodynamic” MSTID, similar to a
typical MSTID, but associated with changes in the electric field. The E×B drifts
of the plasma from the electric field result in the formation of perturbed density
bands that travel at speeds of approximately 100 m/s. In the northern hemisphere,
the waves propagate southwest towards the equator with the wave fronts typically
aligned from northwest to southeast. These types of perturbations typically occur
late at night or after midnight at low- and midlatitude. Since they carry an electric
field and the conductivity along the magnetic field line is very large, they often have
a signature in the conjugate hemisphere.
The electrodynamic MSTID is generally believed to be created by the so-
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called Perkins instability. The night time F -region is supported by the force balance
between the gravitational effects and electric field forces. The Perkins instability [46]
results when the equilibrium is upset by a north-south component of the electric field.
Recent modeling studies, however, indicate that the growth rate for the Perkins
instability is slow, so while it clearly is a contributing factor it cannot fully account
for the generation of MSTIDs in the ionosphere [11]. It has been suggested that
gravity waves are responsible for triggering the instability and increasing the growth
rate above the nominal Perkins instability growth rate [8].
The mechanisms for TID generation in the ionosphere are not yet fully un-
derstood, and modeling the structures from first principles is an ongoing area of
research. Two very recent studies have provided the first examples of TID genera-
tion from first principles in a 3D ionospheric model. The first method demonstrated
that the addition of random perturbations to the local Pedersen conductivity re-
sulted in an MSTID-like structure with modes that are consistent with the Perkins
instability [11]. The other study successfully generated an MSTID by adding grav-
ity wave perturbations to the neutral winds in order to simulate the ionospheric
response to a tsunami [26].
While the ionospheric community has had recent success in first principles
modeling, the scientists investigating the effects of MSTIDs on HF propagation typ-
ically use a simpler approach to model MSTID structures. Generally, a background
electron density field is assumed without any horizontal gradients; the vertical gra-
dients are either determined using a simple model or ionosonde measurements. A
horizontal perturbation in the shape of an MSTID is subsequently superimposed on
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the background electron density field. In some cases a simple Gaussian perturbation
is assumed, but recently the Hooke model has become popular since the model is
consistent with forcing from gravity waves [19]. Since the vertical electron density
gradient is the primary factor that determines the path of HF radio waves through
the ionosphere (including the reflection altitude), this is a reasonable first approxi-
mation and also has the advantage of simplicity. It does not, however, account for
background horizontal gradients in the ionosphere, such as the density gradient in
the latitudinal direction due to the equatorial anomaly. Such models also fail to
self-consistently account for the spatio-temporal evolution of the MSTID.
To generate a realistic MSTID for this work, a traveling sinusoidal in-situ elec-
tric field is added to the SAMI3/ESF ionosphere model during the calculation of the
E×B drift [33]. While this method does not model the MSTID from first principles,
the evolution of the MSTID in space and time is calculated self-consistently using
SAMI3/ESF, which is a significant advance over simple, superimposed MSTID mod-
els. In addition, the parameters of the MSTID can be well controlled by altering
the shape of the traveling-wave electric field. The in-situ wave-driven electric field
is defined in terms of the vertical (p) and horizontal (h) directions as:
(ETID ×B)[p,h] = −UTID
k[x ,y]
k
sin(kxx + kyy − ωt) (3.1)
Here, x and y are Cartesian coordinates corresponding to the longitudinal
and latitudinal directions, respectively. The wavenumbers kx and ky are defined as
kx = k cos θTID and ky = k sin θTID . The magnitude of the wavenumber vector,
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k, is defined as k = 2π
λ
, where λ is the wavelength. The propagation angle, θTID
is defined as the angle between k and the magnetic equator. A propagation angle
of 0◦ is equivalent to a bearing of -90◦, which implies propagation parallel to the
equator and crests that are aligned with the magnetic field. A propagation angle of
90◦ (or bearing of -180◦) implies propagation perpendicular to the equator. We set
the maximum E×B drift amplitude (UTID) to 50 m/s, the wavelength to 250 km,
the period to 1 hour, and the propagation direction to southwestward.
As in other SAMI3/ESF studies, the simulation is initialized using output from
SAMI2, in this case, for day of year 80 (equinox). The F10.7 = F10.7a = 150, and the
Ap = 4. The longitudinal extent of the simulation is 4◦, and it is centered on 0◦. The
SAMI3/ESF simulations consider the ionosphere’s evolution, starting at 19:30 Local
Time (LT), which is after the lifting of the F -layer by the pre-reversal enhancement;
and ends at 20:30 LT. Snapshots of the time evolving 3D electron density field
are saved at 1 minute intervals for the HF propagation calculations. Three different
SAMI3/ESF simulations were run that only differed in the MSTID parameters. The
first of these is the control that does not have an MSTID perturbation. The second
simulation includes an MSTID with a bearing of -110◦ (θTID = 20
◦) and the third a
bearing of -140◦ (θTID = 50
◦).
Figure 3.2 shows the electron density as a function of altitude at 10◦ latitude
and 0◦ longitude at different times for each of the three simulations. The height of
the peak density is around 480 km altitude and falls slightly during the hour. The
peak density ranges from about 2.9× 106/cm3 to 3.1× 106/cm3, which corresponds
to a critical frequency range of about 15-16 MHz. The profiles from the three
37
Figure 3.2: Electron density as a function of altitude at 10◦ latitude
and 0◦ longitude for 4 different times during each simulation. The left
panel shows the background case (no MSTID). The other two panels
show cases with MSTIDs; the middle panel shows an MSTID with a
-110◦ bearing, the right panel MSTID has a -140◦ bearing.
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Figure 3.3: Electron density as a function of latitude and longitude at
290 km altitude. The left shows the background case, the center shows
the MSTID with bearing -110◦, the right shows the MSTID with bearing
-140◦ .
different simulations are qualitatively very similar. This is because the MSTID
primarily creates horizontal gradients rather than simply modifying the electron
density profiles. As will be shown, the horizontal gradients in electron density
resulting from the presence of MSTIDs are responsible for significant changes in the
HF propagation path from a given source to a given receiver.
Figure 3.3 shows the (log10) electron density at 290 km altitude as a function of
latitude and longitude. The background case (left) has a slight gradient in the latitu-
dinal direction, but it is fairly smooth and much less pronounced than the horizontal
gradients introduced by the MSTID simulations. The -110◦ bearing case (center)
has gradients in both directions, but the largest horizontal gradients are in the lon-
gitudinal direction. In the -140◦ bearing case (right) the large horizontal gradients
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are at an angle. Note that in both of the MSTID cases, the minimum/maximum
of the density crests are lower/higher than in the background case. In addition, the
horizontal gradients are a much smaller scale than the background case.
3.2 HF Probing Techniques
A radar transmitter sends out High Frequency (HF) radio waves into the iono-
sphere. A receiver can identify two types of scatter: scatter from the irregularities
in the ionosphere and backscatter that results from the reflection of the signal from
the ground, which is often referred to as ground clutter. Early understanding of the
influence of TIDs on HF propagation was obtained by examination of the ground
backscatter observed by Over-the-Horizon-Radars (OTHR). A study in 1969 pre-
sented some of the first evidence that OTHR observables could provide information
to better understand TID phenomena [15]. This early study, however, neglected the
effects of the magnetic field. The idea was later revisited and it was established that
TID parameters could be estimated from the backscatter signature using 2D ray-
tracing [4]. Soon after, another possible method for using the backscatter signature
to determine properties of TIDs was demonstrated, but the method neglected the
effects of the magnetic field [52].
While examining radar observables from ground clutter has advanced our un-
derstanding of the effect of MSTIDs on HF radio waves, the reflection of the radio
wave on the ground introduces clutter to the received signal, which complicates the
signal interpretation. Thus, more recent studies often examine HF propagation ob-
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servables from radio waves that propagate through the ionosphere from a transmitter
to a receiver without reflecting off of the ground. This type of ionospheric probing is
called monostatic if the transmitter and receiver are co-located and bistatic if they
are not.
Multiple quantities can be measured at a receiver, but a particularly common
measurement is the time delay of the signal from the transmitter. Generally, this
time delay is multiplied by the speed of light in a vacuum (c); it then represents the
group path length of the received signal through the ionosphere. Often the group
path length is divided by 2, since we assume that the signal propagates up into the
ionosphere and then reflects back down to the receiver; in this case it is called the
virtual height. If the transmitted signal is swept through a series of frequencies,
then one can plot the virtual height as a function of frequency. For monostatic
probing this type of plot is referred to as an ionogram. For bistatic probing, if the
transmitter and receiver are separated by a short distance (∼ 100 km), then it is
referred to as a Quasi Vertical Ionogram (QVI). Figure 3.4 shows an example QVI
during a quiet period at 20:10 LT. The blue trace is for the O-mode signal, the red
trace is for the X-mode signal. Other possible observables at the receiver are the
doppler shift of the signal, the polarization of the received signal and the angle of
arrival.
One early study of that used monostatic probing to understand the influence
of TIDs on HF radio wave propagation demonstrated that the “U-shaped” features
that sometimes overlap the main trace of ionograms are the result of horizontal
gradients in the ionosphere resulting from MSTIDs [36]. These horizontal gradients
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Figure 3.4: Example QVI during a quiet period at 20:10 LT. The O-
mode trace is in blue, the X-mode trace is in red. The transmitter is
located at 10.5◦ latitude, 0.0◦ longitude and the receiver at 9.5◦ latitude
and 0◦ longitude.
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from MSTIDs result in multipath propagation (i.e. more than one ray path connects
the receiver and the transmitter at a given frequency), which leads to multiple
traces on the ionogram. While they were able to successfully calculate multipathing
that occurs during the passage of an MSTID, their model was 2D and the effect
of the magnetic field was neglected. In addition, for the TID perturbation, they
assumed a very simple Gaussian-perturbed parabolic layer, such that gradients in the
background ionosphere were neglected and the TID did not evolve self-consistently
with the background ionosphere.
A more recent study used bistatic probing to examine the influence of TIDs on
QVIs utilizing a detailed 3D ionospheric raytrace code, which also includes the effects
of the magnetic field [6]. Prior to this work, it was typically assumed that HF radio
waves did not deviate significantly from the initial great-circle-path plane between
source and receiver, justifying the use of 2D raytrace calculations. Importantly,
however, it was demonstrated that a 3D raytrace calculation is actually required to
accurately explain typical TID disturbance features observed in QVIs. The study
did make a few simplifying assumptions. In particular they utilized the Hooke
model [19] to represent the TID perturbations, so background ionospheric gradients
were neglected and the time evolution of the ionosphere was simply determined
by an analytic sinusoidal function. In addition, the ionospheric gradients in the
cross-track range, perpendicular to the propagation direction, were neglected.
For this work the raytrace code MoJo is used. MoJo integrates the 3D Hasel-
grove HF raytrace equations [17] in spherical 3D coordinates, assuming the Appleton-
Hartree Dispersion relation with collisions. The code takes into account the Earth’s
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magnetic field and uses a 4th-order Runge-Kutta scheme. The gradients of the elec-
tron density and magnetic field are calculated in all three directions for the Jacobian
of the raytrace equations at every step of the numerical integration. Although MoJo
can also do this for the electron collision frequency, for the calculations herein only
an altitude-dependent electron collision frequency model is used for simplicity.
One major feature of MoJo (not included in the original Jones and Stephenson
code) is the capability to quickly calculate exact eigenrays to machine precision
via the non-linear Levenburg-Marquard algorithm, given a reasonable first guess of
azimuth and elevation for a fixed frequency and propagation mode (O or X). If only
one eigenray exists connecting the source and receiver MoJo will always find this
ray. When multi-eigenrays exist, i.e. in a multipath environment, the algorithm will
only find the closest eigenray to the initial guess. Figure 3.5 shows an example of
eigenrays that connect a given transmitter and receiver for three different frequencies
(dark lines). The lighter lines show that variations in the launch elevation angle
change the location where the ray reaches the ground.
In very complicated multipath environments it is a nontrivial problem to
quickly identify and locate every possible eigenray; particularly in time-evolving
environments. The simplest brute force approach is to integrate a very dense dis-
tribution of rays over an extended domain of azimuths and elevations and identify
any clusters of rays that land within some tolerance distance, ∼O(1 km), from the
receiver. In a more elegant approach, a recent paper integrated a tessellated trian-
gular mesh of rays and identified those triangles with landing points that encompass
a given receiver [6].
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Figure 3.5: The dark lines show the ray paths for three different fre-
quencies through a given ionosphere from a transmitter to a receiver that
is approximately 130 km away. The lighter lines show near misses from
the homing algorithm.
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Here a novel technique to elucidate how MSTIDs warp all possible propagation
paths from a given transmitter to the set of all possible ground receiver locations
is presented. In this technique a series of euler rotations is applied to a linear 2D
ray fan such that the 2D ray fan is swept at regular angular intervals away from
the zenith; first in the north-south direction and after a 90◦ rotation in the east-
west direction. For example, in Figure 3.6, one of the purple fans is pointed directly
overhead for the east-west direction, the other purple fan is pointed directly overhead
for the north-south direction. In both cases the azimuths of the initial rays are 90◦
and vary with elevation from 55◦ to 125◦. The third fan in Figure 3.6 (shown in
blue) is a north-south fan with an initial azimuth of 75◦. Note that the red dot
indicates the position of the transmitter and the lines at 0 km altitude illustrate the
landing points of the ray fan.
A spherical distribution of rays over regular azimuth and elevation intervals
maps to a series of concentric circles and radial lines, which can be potentially offset
from the transmitter due to ionospheric tilts and magnetic inclinations. The series
of tilted linear 2D ray fans maps to a nearly orthogonal rectangular grid of land-
ing points in the region surrounding the transmitter, assuming that no significant
ionospheric gradients are present.
An example of this mapping is shown in the left panel of Figure 3.7, for the
SAMI3/ESF ionospheric control case at 20:10 UT, where a hypothetical transmitter
broadcasting at 3.125 MHz with O-mode polarization is located at 10.5◦N, 0.0◦E
(indicated by the red dot). Each line represents the landing points of the swept
linear 2D rays over different beta angles from the zenith. In the control case, with
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Figure 3.6: Three example ray fans that are used to generate the grid mesh pattern
on the ground. The two purple ray fans have initial azimuths of 90◦; one is in the
north-south direction, one is in the east-west. The blue fan has an initial azimuth
of 75◦. The thick lines at 0 km altitude indicate the landing position of the ray fan
on the ground.
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Figure 3.7: The left panel shows the landing point of 3.125 MHz O-mode
waves launched in the square grid pattern at 20:10 for the background
case. The transmitter (red dot) is at at 10.5◦ latitude, 0.0◦ longitude.
The middle and right panels show the single ray launched from the trans-
mitter that lands at a receiver located at 9.5◦ latitude and 0◦ longitude.
only global scale horizontal gradients, this results in a nearly orthogonal rectangular
pattern. The landing location of the vertically incident east-west aligned ray fan
is indicated by the horizontal purple line. It is located ∼0.5◦ southward of the
transmitter, due to the magnetic inclination angle and the global scale ionospheric
gradients (see Figure 3.3) in the control case. The vertical purple line indicates the
landing location for the vertically aligned north-south ray fan. Again the landing
locations are slightly offset from the transmitter location due to a slight magnetic
declination in the ionospheric control case. It should be noted that at ranges much
farther away from the transmitter (i.e., for very low transmission elevations) these
lines eventually diverge as a result of the Earth curvature.
It should be apparent from this figure that for a hypothetical receiver located
at 9.5◦N, 0.0◦E (blue dot), there is only one eigenray for 3.125 MHz O-mode prop-
agation. The middle and right panels of Figure 3.7 show the path of the single
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eigenray as a function of latitude and altitude (middle) and as a function of lon-
gitude and altitude (right). The grey contours indicate lines of constant electron
density. In the middle panel there is a clear tilt in the latitude direction due to
the global scale gradient. In the right panel there are no horizontal gradients in
the longitude direction, but the eigenray is necessarily offset from the vertical due
to the effects of the magnetic field (a slight declination), which is accounted for in
MoJo15.
3.3 Deficiencies of 2D Models
For each of the three time-dependent 3D SAMI3/ESF simulations described
in Section 3.1, MoJo-15 is used to calculate the time evolution of high-angle-of-
incidence HF propagation during the passage of an MSTID. Before describing the
main results regarding the time evolution of eigenrays, the effect of the presence of an
MSTID on the east-west aligned vertical 2D ray fan is considered. The propagation
of this ray fan through the different modeled ionospheres at 20:00 LT is shown
in Figure 3.8. The left column shows the control case. As expected there is no
significant ray bending or focusing, in this case, and the rays reflect uniformly at a
height of ∼300 km altitude.
The center column of Figure 3.8 shows the results for the MSTID propagating
with a bearing of -110◦; here the effect of the MSTID-induced horizontal gradients
are apparent. First, the rays reflect at different altitudes. Secondly, the longitude
altitude panel shows focusing around 0◦, often interpreted as a caustic, which we
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expect for horizontal gradients. The latitude and longitudes of the landing points
shown in the bottom panel, however, clearly illustrates that this focusing is a mirage.
While a large number of rays land on the ground near 0◦, they are dispersed in
latitude, with offsets ranging from 9.5◦ to 10.5◦N; or distances approaching nearly
100 km.
The right column shows the case for the MSTID propagating at a bearing of
-140◦. The effect of horizontal gradients is also clearly noticeable. The rays launched
with negative azimuths (westward) reflect at a lower altitude than those launched
with positive azimuthal angles. Again the rays deviate significantly from the original
2D plane of propagation.
Both of these examples highlight a potential limitation of 2D ray trace calcu-
lations, as well as 2D parabolic and full wave methods for accurately modeling HF
skywave propagation in the presence of 3D ionospheric gradients. In both of the
MSTID cases the rays deviate significantly from the initial plane, thus for example
the group path delay would be underestimated with 2D raytracing. In addition,
signal amplitudes would be overestimated in the regions of caustics for the -110◦
MSTID propagation case.
3.4 The Time Evolution of HF Observables During MSTID Propa-
gation
This section describes the main results of the time evolution of the reflected
high-angle-of-incidence HF propagation during the passage of an MSTID. The left
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Figure 3.8: Ray paths from a single transmitter (3.125 MHz O-mode) as
a function of longitude-altitude (top row) and longitude-latitude (bot-
tom row) for each of the three simulations. The MSTID both show
ray bending. The -110◦ bearing case appears to show focusing in the
longitude-altitude plane (top, middle panel) around 0◦, but the rays are
actually spread out in latitude (bottom, middle panel).
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column of panels in Figure 3.9 shows the effect of the -140◦ bearing MSTID’s passage
on the mapping of the reflected 3.125 MHz O-mode propagation paths at four dif-
ferent times. In this case, the MSTID-induced gradients in the ionosphere result in
a strikingly different mesh pattern. Instead of a rectilinear grid, the mesh is warped
and folds in on itself. In locations where the mesh is folded over, a triad of eigenrays
exists as explained in earlier studies [7, 9]. The time series of maps shown in the
first column reveals the prominent spatial aspects, as well as distinct time evolution
of the MSTID-induced gradients on HF propagation. The middle column shows the
eigenray paths as a function of latitude and altitude connecting the hypothetical
transmitter and receiver at the four different times. The right column shows the
same eigenrays over longitude and altitude. As before, the grey lines indicate the
lines of constant electron density.
The first row corresponds to a simulation time of 20:00 LT. Although there
are some horizontal gradients in the ionosphere associated with the approaching
MSTID, there is still only one eigenray connecting the transmitter and receiver.
Note that in the far left panel, the region of multipathing has not yet reached the
location of the receiver. As compared to the control case shown in Figure 3.7,
the location of the eigenray reflection point is shifted ∼0.5◦ westward and ∼0.5◦
southward; almost 70 km. This is almost as large as the wavelength of the specified
MSTID. As noted by [7] this has important repercussions for the accuracy of HF
Doppler sounding techniques to measure MSTID propagation velocity, wave period,
and wavelength parameters, that rely upon the assumption that the HF Doppler
sounding point occurs at the midpoint between the transmitter and receiver.
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Figure 3.9: The left panels show the grid mesh technique at different
times for 3.125 MHz, O-mode waves launched from a transmitter at
9.1◦ latitude, 0.1◦ longitude in the -140◦ bearing MSTID case. The
middle and right panels show the eigenrays between the transmitter and
a receiver at 10◦ latitude and 0◦ longitude at corresponding times.
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Not only does this location vary in space, but it also varies in time. The
second row corresponds to 20:10 LT. Now the MSTID has moved farther to the
southwest (see also Figure 3.3). Now the hypothetical receiver is located in the
region where multipath propagation occurs. The middle and right panels show the
calculated raypaths for the three distinct eigenrays. The latitude and longitude of
each eigenray reflection point varies significantly.
The third row shows the configuration at 20:20 LT. There are still three distinct
eigenrays. At this time, however, two of them reflect at significantly lower latitude
(∼ 100 km), as well as have a greater longitudinal offset (∼ 50 km) as compared
to the other eigenray. From the left panel, the multipath region has nearly passed
the receiver, so that it is expected that soon these two eigenrays will merge then
promptly disappear.
The bottom (fourth) row shows the configuration at 20:30 LT. As expected,
there is no more multipathing. The single ray remaining is quite different from the
initial ray at 20:00 LT. This ray, however, is fairly similar to the single eigenvalue
that exists in the case of the background simulation. This suggests that the effects
of the MSTID have for the most part passed by the receiver at this time.
It is evident that these results are both fully consistent with, and explain the
characteristic ‘S’ shape in HF dDoppler soundings during the passage of a wavelike
disturbance, as originally explained in a conceptual hypothesis in earlier work [9],
and also recently revisited [7]. The recent study also importantly notes the formation
of the ‘S’ trace for a given transmitter to receiver direction depends on the orientation
of the MSTID bearing with the great circle path connecting a given transmitter and
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receiver [7]. For example, if the MSTID bearing is orthogonal to the great circle
path connecting the transmitter and receiver, a characteristic ’S’ trace of HF doppler
with any significant duration is not expected to occur, though a brief instant of
multipathing propagation and a step in HF Doppler should.
Typically HF radio wave ionospheric sounding techniques can only measure
the observed characteristics of a received signal from which the actual ray path must
be inferred given some set of physical assumptions. One such typical observable is
group path delay, or virtual height. Figure 3.10 shows how the virtual height for
the hypothetical scenario evolves over time. Again there is only one observed group
path until the formation of the multipath triad occurs, and then after some time the
triad disappears. While two of the three paths (one of which is the original) have
a virtual height that increases with time, both of these eventually disappear. The
new and surviving raypath has a virtual path that decreases with time.
Also of interest is how the ray changes as a function of frequency. The left
panel of Figure 3.11 shows an example QVI for the background case. Here there is
no multipathing, and the QVI is very smooth. The red indicates O-mode and the
blue indicates the X-mode. The right panel shows an example QVI (O-mode trace
only) for the -140◦ bearing MSTID case at the same time. The colors correspond
to rays in Figure 3.9. The trace from the red eigenray is smooth and continuous.
It is very similar to the O-mode trace in the background case. The traces from the
other two eigenmodes differ significantly. We note that similar perturbations in the
QVI have been seen in measurements [6].
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Figure 3.10: The virtual path for each of the eigenrays in the previous
figure as a function of time. There is significant variation in the vir-
tual height both between the different eigenrays and also as the MSTID
propagates through the ionosphere.
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Figure 3.11: The left panel shows a QVI for the background case at
20:10 LT; in this panel, the red trace indicates the O-mode and the blue
trace indicates X-mode. The right panel shows the multipathing that
occurs for the O-mode trace of a QVI in the -140◦ bearing MSTID case.
Here the colors match the colors in Figure 3.9
3.5 Discussion
For the first time, a realistic, full-physics, time-dependent, mesoscale iono-
spheric model (SAMI3) simulation of an MSTID has been used in connection with a
full physics 3D HF raytrace code (MoJo-15) to predict the spatiotemporal evolution
of high-angle-of-incidence HF ionospheric sounding observables. The advantage to
this approach is that horizontal gradients in all directions and time evolution of
the perturbation are taken into account. The main results show that these hor-
izontal gradients have a profound effect on the path of the HF rays through the
ionosphere resulting in out-of-plane propagation that cannot be properly accounted
for assuming only 2D propagation. Accounting for both three dimensional propaga-
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tion and three dimensional ionospheric gradients is necessary to accurately capture
the complexity of radio wave propagation through the ionosphere.
The influence of the passage of an MSTID on the mapping of the set of all
possible transmission paths to the ground from a given transmitter was determined
through the mapping of a mesh of tilted and rotated 2D ray fans. The folding of
the grid, in the presence of the horizontal gradients occurs for MSTIDs propagating
at all angles. In general the rays tend to refract both in plane and out of plane
along the direction of propagation. The simulations show that three eigenrays are
a common feature during an ionospheric disturbance as originally hypothesized by
Jones and described in [9] (see also [7]). In the future, the arrival angle and group
path delay information of propagation paths should also be examined to understand
the correlation between the characteristics of HF Doppler sound observables and
MSTIDs.
Clearly the actual ionospheric structure can be more complicated as shown by
the recent HF dDoppler traces presented by [7], where tilts are observed along up
to 5 different propagation paths, each manifesting itself with a different HF Doppler
trace. For the simple, yet typical MSTID propagation characteristics selected for
this study the HF ray paths through the perturbed ionosphere varied widely as the
MSTID propagates over the transmitter; where reflection location varied as much
as 100 km during the course of the simulation. Currently, HF Doppler systems are
being developed and deployed to detect MSTIDs in the ionosphere, but one of the
assumptions in the algorithm is that the ray path does not vary significantly [8]. This
assumption may only be valid for TIDs with long wavelengths (>300-350 km) since
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the horizontal gradients would not be as steep. Future modeling work to directly
simulate the HF Doppler should be undertaken, which would provide additional
insights into the correlation between HF Doppler signatures and the path of the
radio waves through the ionosphere. In addition, colocation of 630 nm images
with HF Doppler signatures would allow for validation of the length, direction and
wave periods of the MSTIDs. This is particularly important since HF Doppler
observations have been used to support the hypothesis of secondary gravity waves
propagating in the thermosphere [53].
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Chapter 4: Can HF Heating Generate ESF Bubbles?
Equatorial Spread F (ESF) bubbles are a critical issue for ionospheric research
due to the impact on Command, Control, and Communications (C3) systems, which
are often disrupted and degraded in the presence of turbulent ionospheric conditions.
The evolution of ESF bubbles is complex and numerical simulation models are neces-
sary to understand their formation and evolution. One of the primary seeds used in
modeling studies is to artificially create a density perturbation in the ionosphere [21].
Strong density perturbations have been observed during artificial HF heating exper-
iments [2, 12, 39]. Thus, it has been hypothesized that density structures generated
by artificial HF heating could trigger the onset of an ESF bubble as well as affect
the evolution of naturally created ESF. In this chapter, a modified version of the
SAMI3/ESF ionosphere code is used to model the density depletions created by HF
heating, and to determine if ESF bubbles can be artificially generated.
The organization of the chapter is as follows: first we discuss the general
properties and formation of ESF bubbles. This is followed by a outline of previous
work in modeling the formation of ESF bubbles in the ionosphere. Next, the density
structures formed by artificial HF heating are described and the previous work in
modeling such structures is summarized. Then we examine the main question of how
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the density structures formed by artificial HF heating impact the growth rate of ESF
and whether HF heating can generate ESF. We conclude with a brief discussion.
4.1 The Physics of Equatorial Spread F Generation in the Ionosphere
Spread F is a broad term that characterizes spreading in the height of F -region
backscatter returns on ionograms as shown in Figure 4.1, where the spreading in the
return is indicated by the red and blue vertical lines. It is caused by irregularities and
inhomogeneous structures of the normally smooth F -region density profile. Figure
4.2 shows an example of a Range-Time-Intensity map from the Jicamarca radar;
starting around 19:30, the scatter shows spread F irregularities in the ionosphere.
Such irregularities can occur at any latitude, but they are particularly pronounced
at the equator, where the irregularities can grow into large scale plasma bubbles.
Spread F at the equator goes by many different names, including Equatorial Plasma
Bubbles (EPB) and Convective Ionospheric Storms (CIS), but for the purposes of
this work, it will be referred to as Equatorial Spread F (ESF).
ESF appears in the post-sunset ionosphere, between sunset and midnight,
which is when the equatorial F -region ionosphere can become unstable due to the
generalized Rayleigh-Taylor (RT) instabilities. The nonlinear state of RT is charac-
terized by a plasma bubble, or a vertically elongated wedge of depleted plasma along
the magnetic field line. The width of the bubble in longitude is typically on the order
of several hundred kilometers. Frequently multiple bubbles appear around the same
time; the distance between the bubbles can vary from 10-100 km in longitude. The
61
Figure 4.1: An ionogram shows spreading in the F peak, which is
denoted by the vertical blue and red lines. (Reproduced from [54])
depletions have low density (∼< 10
4 cm−3), which is an order of magnitude below the
ambient plasma density. Once they form, they rise to high altitudes (above 1000
km) with upward drift speeds between 100-500 m/s. Eventually the upward drift
of the bubble stops and it becomes a fossil bubble that drifts eastward with the
background plasma [31].
The formation of ESF depends on both the ionosphere and the neutral atmo-
sphere. The strength of the equatorial electrojet at sunset, the integrated Pedersen
conductivity and bottomside gradients all set the initial background conditions, but
the main factor that determines whether there will be ESF is the magnitude of the
upward plasma drift. Meridional winds also likely play a large role in the variability
of ESF since under certain conditions they can suppress or enhance the growth of a
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Figure 4.2: A range-time-intensity map from the Jicamarca radar shows
the backscatter power at 3 meter wavelengths. From 19:00 to 19:30 LT,
the F -peak is smooth, but rising. Around 19:30 the turbulent conditions
from ESF appear and persist until 21:00. Additional irregularities are
seen after 21:30. (Reproduced from [29])
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bubble [25].
ESF is driven by the Rayleigh-Taylor instability, which causes small irregular-
ities to grow due to the unstable state set up by post-sunset ionospheric conditions.
In the ionosphere, the daytime E-region dynamo winds generate an eastward electric
field, which causes an upward E×B drift in the F -region. This field is enhanced at
dusk by a combination of the increase in zonal winds blowing across the terminator
from day to night, and the sharp conductivity gradient that exists at the termina-
tor. This enhancement of the electric field creates a stronger vertical E × B drift,
so the F -region ionosphere is lifted as the sun sets. Once the sun sets, the lower
ionosphere decays rapidly due to the lack of photoionization forming a steep vertical
density gradient on the bottom side of the F -region. This is the classical setup for
a Rayleigh-Taylor instability as seen in the top panel of Figure 4.3.
Once the ionosphere is in an unstable equilibrium, a seed, or small density
perturbation can trigger the instability by nonlinearly increasing the growth rate.
Simulations of ESF often use a 5% density perturbation on the bottomside of the
ionosphere as such a seed. Other possible causes for ESF include gravity waves
that are perpendicular to the magnetic field, sheer flow on the bottom side of the
ionosphere and Traveling Ionospheric Disturbances (TIDs) [27]. The bottom panel
of Figure 4.3 shows the ionosphere with a density depletion. Charges build up
around the density perturbation due to the divergence in current between the dense
F -region and the depletion. The charge separation results in a polarization electric
field in the cavity and the plasma in the cavity E × B drifts upward creating a
larger density depletion. This cycle is unstable, and results in nonlinear growth of
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Figure 4.3: The top panel shows the background conditions responsible
for the Rayleigh-Taylor instability: a dense fluid is situated above a light
fluid in an unstable equilibrium. The introduction of a small density
perturbation, such as in the bottom panel, causes charge to build up at
the edges of the depletion, which generates a polarization electric field,
E1. The plasma in this region drifts upward from the resultant E1 ×B
drift creating a larger density perturbation. This cycle continues and
generates irregularities that bubble up though the dense fluid layer.
65
the density depletion, which propagates upward through the dense F -region.
Note that in the ionosphere, the local density at the equator is not as important
for ESF formation as the integrated electron density along the magnetic field line.
Due to the processes described above, a steep density gradient forms in the field line
integrated electron density. A subsequent perturbation to the field line integrated
electron density triggers the formation of ESF.
Significant progress has been made by other authors in modeling ESF in the
ionosphere. In particular, a number of studies have been done with SAMI3/ESF,
which is the model used in this work. The first studies demonstrated that the
model could produce realistic ESF studies using a simple density perturbation in
the bottomside of the F -region [21]. Figure 4.4 shows the evolution of an ESF bubble
in SAMI3/ESF. The left panels show the electron density as a function of longitude
and altitude for different times during the simulation. The right panels show the
electron density at the same times, but as a function of latitude and altitude. As
time progresses, the ESF bubble rises through the F -peak to high altitudes. The
right panels show that the depletion extends along the field line.
SAMI3/ESF was subsequently used to investigate a number of different aspects
of ESF. For example, the atomic and molecular ion dynamics during an ESF event
were investigated and it was discovered that during the early stages a super fountain
effect can occur with upward ion velocities of 1km/s. In addition, it was found that
plasma depletions can be enhanced by draining H+ ions along the geomagnetic field
and lifting molecular ions such as NO+ to altitudes as high as 400 km [22].
Another study focused on the temperature evolution of the plasma during
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Figure 4.4: Contour plots of electron density (cm−3) as a function of
longitude and altitude (left panels) and as a function of latitude and al-
titude (right panels) at different times during a SAMI3/ESF simulation.
In the top panels, there is a small perturbation on the bottomside of
the ionosphere at the equator. As time progresses the ESF bubble prop-
agates upward through the F -peak. Note that the depletion extends
along the magnetic field line (right panels). The color white indicates
saturation.
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ESF [23]. Ions and electrons were found to undergo adiabatic cooling due to the
increase in flux tube volume as the plasma bubble rises. Ion heating also occurs as
the ions stream down the converging magnetic field due to compression. In addition,
electrons at high altitudes (∼ 1200 km) can be heated by thermal conduction and
hydrogen ions at low altitudes can be heated by ion-neutral frictional heating.
A series of studies [24, 25, 32] have focused on the effects of the neutral winds
on ESF. Zonal winds were found to have a strong influence on the morphology of
the ESF bubbles. In some cases the plasma bubble will tilt westward. Observations
of a reversed ‘C’ shaped bubble have been reproduced in the model. The meridional
wind has been found to have a stabilizing or destabilizing effect on ESF depending
on the direction of the winds.
The studies described above use a small (∼ 5%) Gaussian-like density pertur-
bation along the flux tube situated below the peak of the integrated field line density
as a trigger. The perturbation is centered at 0◦ longitude and is generally at about
400 km altitude. A series of studies examined other potential triggers for ESF in the
ionosphere. First it was shown that a Medium Scale Traveling Ionospheric Distur-
bance (MSTID) was able to trigger ESF, and that the coupling between the two was
strongest when the wave vector is perpendicular to the geomagnetic field [33]. Other
studies demonstrated that both circular (local) and plane wave (nonlocal) gravity
waves couple to the bottom side F -region and can effectively seed ESF [34,35]. These
observations motivated our study of HF heating triggering or controlling ESF.
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4.2 Modeling the Effects of Artificial HF Heating in the F -Region
Ionosphere
Powerful HF heaters at HAARP and other facilities can create strong electron
heating by injecting HF waves into the ionosphere. The heated electrons cause the
plasma to expand away from the heated region, leaving behind a density depletion.
Initially the ions are not strongly affected by the HF heating since they are heavy
and can efficiently transfer momentum via ion-neutral collisions. The electrons
are not as strongly coupled to the neutral particles, and they are light, so their
temperature increases significantly and they respond by expanding away from the
heated area. This expansion of the electrons creates charge separation, which sets
up an ambipolar electric field. The ambipolar electric field effectively glues the
electrons and ions together so that they move as one, and thus the plasma as a
whole expands out of the heated region.
Since the particles are effectively tied to the magnetic field, the expansion takes
place parallel to B0, and plasma travels both up and down the field line, which is
referred to as field-aligned plasma transport. An example of this is shown in Figure
4.5, which shows the electron density as a function of longitude and altitude in the
left-hand panel, and as a function of latitude and altitude in the right-hand panel. In
this simulation, a heater at Arecibo’s magnetic latitude (28◦) was on for 15 minutes.
The heater frequency was 5.1 MHz, which matched the plasma frequency at 300 km
altitude and the model heating rate was set to 1000 K/s .
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Figure 4.5: Contour plots of electron density (cm−3) as a function of
longitude and altitude (left panel) and as a function of latitude and
altitude (right panel) show a density depletion created from 15 minutes
of constant artificial HF heating at Arecibo Observatory.
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In some cases, the density perturbation propagates along the entire magnetic
field line such that an artificial duct is formed. The majority of previous modeling
work has focused on the investigation of the processes that lead to field-aligned
duct formation. Some of these inquiries occurred during the time that the Arecibo
heater was active, but they were restricted to 1D models and limited to altitudes
below 500 km [42]. More recently, there have been a series of studies using modified
versions of SAMI2, which is ideal for such investigations since it includes the ion
inertia parallel to B in the ion momentum equation. This is critical to modeling
artificial ducts since it allows for the study of sound wave propagation in the plasma.
Also, SAMI2 models the plasma along the entire field line so conjugate effects can
be investigated.
In the first study using a modified version of SAMI2, a localized, Gaussian-
shaped heating source was added to an early version of SAMI2 to demonstrate
that ducts could form in the ionosphere from strong thermal perturbations [44]. It
was demonstrated that HF heating generates a thermal wave in the plasma, which
propagates through the topside ionosphere and down the other side of the magnetic
field line. The wave drove ion outflows and displaced the ambient plasma leading to
the formation of a density duct that stretched along the magnetic field line to the
conjugate point. The study focused on the HF heating response of plasma confined
to a single magnetic field line, so it was essentially 1D. In addition, a number of
comparisons were made to determine the effect of the basic heating parameters on
the creation of artificial ducts.
A second study also used a localized, Gaussian-shaped heating source, but it
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used a more robust version of SAMI2 as the basis for the heating model [40]. The
purpose of the study was to validate the new heating model against two experiments:
the first experiment was done at the SURA heating facility and used DEMETER as
a diagnostic tool; the second was an EISCAT heating experiment using the EISCAT
Incoherent Scatter Radar (ISR) as a diagnostic tool. The new heating model was
shown to reproduce the experimental observations.
Another study examined the impact of HF heating at Arecibo on the conjugate
ionosphere [55]. In particular, the development and formation of enhanced electron
temperature along the heated field line and the associated changes in electron density
was examined. It was found that the conjugate effects occurred during periods of
relatively low electron densities, such as during the night, or during periods of low
F10.7. The effects on the conjugate ionosphere were restricted to the topside F -
layer and did not penetrate below the F -peak on the conjugate side. The primary
inhibitor of conjugate effects was heating losses associated with inelastic electron-
neutral (particularly N2) collisions.
Finally, one other similar study used a three-dimensional model of HF heating
to determine the effects of the neutral winds on artificial duct formation [57]. A
moderate zonal neutral wind of 60 m/s was found to significantly suppress duct
formation, such that the density depletion at the conjugate point is almost imper-
ceptible.
Here we use a version of the SAMI3/ESF that has been modified similarly to
the previous work to simulate artificial HF heating. As described in Section 2.1.4,
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= Qen +Qei +Qphe (4.1)
The terms on the right-hand side of the equation are heating/cooling terms associ-
ated with electron-neutral collisions (Qen), electron-ion collisions (Qei), and photo-
electron heating (Qphe). The second term on the left-hand side is a diffusion term,
κe is the parallel electron thermal conductance, k is the Boltzmann constant, and
bs is the component of the magnetic field in the field line direction.
In order to simulate HF heating, a Gaussian-shaped source term is added to







exp[−(z−z0)2/∆z2] exp[−(θ−θ0)2/∆θ2] exp[−(φ−φ0)2/∆φ2] (4.2)
In Eq. (4.2), (dTe/dt)0 is the total heating rate per electron in K/s. The other
parameters are the electron number density, ne; Boltzmann constant, k; the center
altitude of the heating location, z0; the vertical extent of the heated region, ∆z; the
latitude of the heating location, θ0; the latitudinal extent of the heated region, ∆θ;
the longitude of the heating location, φ0; and the longitudinal extent of the heated
region, ∆φ. A previous study compared data from DEMETER observations of a
SURA experiment to simulations using the 2D version of this model and concluded
that a model heating rate of 1000 K/s (approximately 2.6× 109eV cm−2s−1) was in
best agreement with the data, so we will use that value here [40].
We assume that the altitude range from 375 km to 400 km is where the HF
heating occurs, which corresponds to a heater frequency of about 9 MHz. The
latitudinal extent of the heated region is set to ∆θ = 0.25◦. The particular longitude
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is irrelevant since the magnetic field is not tilted, so we define a grid which covers
-2◦ to 2◦ in longitude, and we set φ0 to 0
◦ longitude. The longitudinal extent is set
to ∆φ = 0.25◦.
SAMI3/ESF uses output from the SAMI2 model for its initial state. We ran
SAMI2 for 48 hours using the following geophysical conditions: F10.7 = 100, F10.7A =
100 (F10.7A is the 81-day centered average of F10.7), Ap = 4, and day of year = 130.
The simulation includes geographic longitudes from ±2◦. The plasma parameters
at 19:30 UT of the second day are used to initialize the 3D model.
4.3 Can HF Heating Generate ESF Bubbles?
To study whether HF heating can generate ESF bubbles we ran three different
simulations using the modified SAMI3/ESF code. The first simulation was a control
simulation which did not include any perturbations to the plasma density. The
second simulation imposed a small Gaussian-like density perturbation at t = 0
along the flux tube with apex at 400 km and centered at 0◦ longitude. The third
simulation used a density perturbation that was created from 15 minutes of HF
heating (from 19:30-19:45) just below the density peak at the equator, between 375
and 400 km. In each case, the neutral wind values (both meridional and zonal) were
set to 0 m/s and the code was run from 19:30 to 1:00 LT.
Figure 4.6 shows contour plots of the logarithmic electron density for the run
with the density perturbation and the run with the HF heating perturbation at
19:45 and 22:00. In the left column, the density perturbation case, there is an initial
74
density perturbation at 19:45, which results in a rising ESF bubble by 22:00. The
right column shows that in the case of the HF heating, a similar density perturbation
is produced around 19:45, but this density perturbation does not result in an ESF
bubble. We note that the control simulation also did not generate an ESF bubble.
In order to understand why there is no ESF bubble created in the HF heating
case, we present Figure 4.7, which shows the electron density along the field line
for each of the three simulations. The black line is the control case with no density
perturbation. In the density perturbation case (blue line), the electron density
decreases uniformly along the field line between about ±5◦ latitude. In the case of
the HF heating, however, there is a decrease in density at 0◦ latitude but an increase
at ±2◦ latitude. The difference in the density modification along the field line is due
to the nature of the HF heating. When the ionosphere is heated, the temperature
increases, which causes a pressure gradient. This pressure gradient drives electrons
down the field line to higher latitudes, away from the heating location; it does not
decrease the number of electrons along the field line.
The change in the electron density causes a corresponding change in the Peder-
sen conductivity along the field line. The field line integrated Pedersen conductivity







where gp is the gravitation term, s is in the direction of the field line, L
−1
n =
∂ln(n0)/∂p, n0 is the electron density and p is perpendicular to the field line. The
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Figure 4.6: Contour plots of logarithmic electron density (cm−3) as
a function of longitude and altitude. The left column shows electron
density at two different times in a simulation with a standard density
perturbation, which triggers the formation of an ESF bubble. The right
column shows the electron density during a similar simulation that uses
HF heating as the density perturbation seed. In this case no ESF bubble
is formed.
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Figure 4.7: Line plot of electron density along the field line as a function
of latitude. The black line is the control case with no density pertur-
bation. The addition of a standard density perturbation reduces the
density along the field line (blue line). HF heating (red line) reduces the
density at 0◦ latitude, but increases it around ±2◦ latitude.
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Figure 4.8: Line plots of ionospheric quantities as a function of altitude
for each of the three simulations at 19:45 LT. The left panel shows the
logarithmic electron density at 0◦ latitude, the second panel from the
left shows the field line integrated electron density in the same location,
the third panel from the left shows the integrated field line Pedersen
conductivity. The panel furthest to the right shows the growth rate
associated with an ESF bubble. Only the density perturbation case
shows a change in the ESF growth rate.







, where νin is the
ion-neutral collision frequency and ωicf = e|B|/mic. The Hall conductivity can be







. The growth rate defined in Eq. (4.3) is inversely
proportional to the field line integrated Pedersen conductivity.
Figure 4.8 shows different plasma quantities as a function of altitude. The
left panel illustrates the difference in electron density in each of the three simula-
tions. Both the density perturbation and HF heating simulations show a decrease
78
in electron density near the F2 peak. The next panel shows the integrated field line
density for each simulation. Since in the HF heating case, the electron density is not
uniformly decreased, but is redistributed along the field line, the integrated electron
density is basically unchanged, whereas the density perturbation case shows a de-
crease in the field line integrated density. The third panel from the left shows the
corresponding integrated Pedersen conductivity. In the case of the density pertur-
bation, the integrated Pedersen conductivity shows a decrease around 400 km, but
there is no reduction in the HF heating case. The result of this difference is shown in
the far right panel, which shows the growth rate for each case. The HF heating case
does not show a change in the growth rate, which is expected because there was no
change in the integrated field line electron density or Pedersen conductivity. Since
the growth rate is unchanged, no ESF bubble forms. In the density perturbation
case, on the other hand, there is a marked increase in the growth rate around 400
km altitude due to the changes in the field line integrated quantities.
4.4 Discussion
This study indicates that the density perturbations created by artificial HF
heating in the ionosphere will not generate ESF bubbles at low latitudes. The
results of the simulation show that the density holes created by HF heating are
surrounded by local increases in the electron density. Thus, instead of a true hole in
the ionosphere, the plasma has simply been redistributed along the magnetic field
line. Since the plasma has not been uniformly depleted along the field line, the
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integrated field line Pedersen conductivity does not decrease. Without the change
in Pedersen conductivity, the growth rate remains unchanged and an ESF bubble
does not form.
A number of other simulations were also run with variations on the HF heat-
ing parameters. Parameters modified during the continuing study include the beam
width, the timing and/or duration of the HF heating, as well as the effect of mod-
ulated heating. None of these variations were found to have any significant effect
on the results described here. The effect of the heater power was also examined
using the effective heating rates for actual HF heaters. The original study approx-
imated the power at SURA (and presumably also the new heater at Arecibo). We
used values of 3000 K/s to approximate the power of the EISCAT heater and 5000
K/s for HAARP based on model comparison studies [38,40], however, changing the
heater power did not modify the results and no ESF bubble was created. We have
also done simulations where the HF heating was applied at other locations along
the magnetic field line and no ESF bubbles were generated.
Several simulations were also performed to evaluate the effect of the neutral
winds on these results. Zonal winds were found to transport the system in the
longitudinal direction, but did not lead to ESF bubble generation. Meridional winds
have been found to be stabilizing or destabilizing depending on their latitudinal
gradient [25]. However, we were interested to see if the winds would transport
electrons to low enough altitudes to affect the chemical loss rate. We found that
a relatively large, constant meridional wind of 60 m/s was not effective enough to
transport the electrons to low enough altitudes and the addition of meridional winds
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did not allow for the creation of an ESF bubble.
A previous study modeled HF heating at the location of the EISCAT heater
(near Tromsø, Norway at a latitude ∼ 70◦) and showed that a significant number of
electrons were transported to low enough altitudes (∼ 250 km) for recombination
to occur [40]. We do not see this in our simulation studies. The reason is that the
magnetic field declination angle at Tromsø is ∼ 78◦ (almost vertical) and the heated
plasma at ∼ 350 km only needs to propagate through ∼ 200 km of the thermosphere.
However, in the equatorial region the magnetic field declination angle is ∼ 0◦ and
the heated plasma needs to propagate ∼ 1000 km through the thermosphere to
reach an altitude ∼ 250 km. In the bottomside ionosphere, there are a greater
number of neutral particles, so much of the HF heating is lost to electron-neutral
collisions [55]. This physical loss mechanism suppresses HF heating and prevents
electrons from being transported to lower altitudes.
The role of suprathermal electrons generated by HF heating experiments is
not included in SAMI3. For sufficiently high electron energies, these electrons can
increase the electron density at lower altitudes by impact ionization [45]. How-
ever, this effect would increase the Pedersen conductance along a flux-tube which
inhibits the growth of the Rayleigh-Taylor instability [32, 37]. On the other hand,
suprathermal electrons can also excite the N2 vibrational state which could lead
to an enhanced recombination rate of electrons and decrease the electron density.
This would decrease the Pedersen conductance and could potentially be sufficient
to allow ESF bubbles to develop. To mimic the effect of enhanced recombination at
lower altitudes we ‘turned off’ electron-neutral cooling that inhibits heat flow to the
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lower ionosphere. We do find that plasma travels to lower altitudes and begins to
recombine. However, even for this situation, we found that no ESF bubbles formed.
We also briefly considered the question of whether HF heating could suppress
an ESF bubble already forming in the ionosphere. Our preliminary results sug-
gest that this may not be possible because the increase in the field line integrated
Pedersen conductivity is small relative to the decrease from the initial ESF density
perturbation bubble seed. Future work will attempt to address this problem more
comprehensively.
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Chapter 5: The Role of Neutral Winds on F -Region Ionospheric HF
Heating: The Snapback Effect
As discussed in Section 2.3, the development of high power HF ionospheric
heaters, such as HAARP and EISCAT, has been an extremely valuable tool to
study, in a cause and effect fashion, physical processes occurring in the ionosphere.
Of particular interest is F -region, HF heating resulting in the generation of electron
density structures, including ionospheric ducts [57]. It has been found that the
time-length of heating is an important factor of the triggered phenomena. At high
latitudes, given the slow variability of ambient F -region conditions, the effective
heating time is essentially controlled by the heater on-off time. Previous experiments
have demonstrated that this is not true at middle and equatorial latitudes, where the
ionospheric dynamics resulting from neutral winds constantly changes the heating
location, preventing the steady state heater operations that are generally desired [2].
Understanding the heating time constraints imposed by the presence of neutral
winds is important in the design of high power novel transmitters that are being
developed under an AFOSR MURI [43].
In this chapter we exploit a raytrace model (MoJo) and a 3D ionospheric
model to examine the interaction effects between the ionospheric drifts caused by
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neutral winds and artificial HF heating. First, the effect of a zonal neutral wind
on the F -region ionosphere is explained, followed by a demonstration of the effect
of the zonal wind on an electron density cavity generated by artificial HF heating.
Next the conclusions of an Arecibo HF heating experiment are examined. Due to
the interaction effects between the heater wave and the density cavity, the need for
a self-consistent HF heating model is established and a new model based on these
parameters is outlined. The following section shows simulation results from the
new model, which is used to simulate the snapback experiment and to explain the
physical mechanism behind the snapback effect. Lastly, we present conclusions and
discuss the implications of this work on the development of future HF heaters for
use in the low and middle latitudes.
5.1 The Modification of Ionospheric Density Structures by Zonal
Neutral Winds
As described in Section 2.3, artificial HF heating generates electron density
structures such as ionospheric ducts and cavities. The morphology of these deple-
tions may be altered due to the interaction of the ionosphere and the thermosphere;
in particular, zonal neutral winds affect the dynamics of the ionosphere, which in-
fluences of the evolution of artificially generated HF heating structures.
The thermospheric winds are driven primarily by pressure gradients due to
solar-driven temperature differences. The neutral winds in the F -region directly
affect the plasma dynamics in the ionosphere, especially at night. The meridional
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wind (north-south) primarily drives plasma up and down in the direction of the
field lines. The zonal wind, on the other hand, can create strong zonal E × B
drifts through an interaction that is sometimes called the F -region Dynamo. This
is the dominant dynamo process at night since the E-region decays rapidly after
sunset [13].
As outlined in Section 2.1.3, the electrons are restricted to motion along the
geomagnetic field because the ratio of electron-neutral collisions to the electron
cyclotron frequency is much less than 1 (νen/ωecf << 1). The ions are not tied as
tightly to the geomagnetic field because the ratio is comparably larger (νin/ωicf ∼
1/300). Thus, while the electrons do not move in direct response to the neutral
winds, the ions do. The ratio also determines the direction of motion of the ions
to an applied force; the direction is given as: tan−1(ωicf/νin), which in this case is
nearly 90◦ at 300 km altitude.
The basic outline for the F -region dynamo is shown in Figure 5.1, which as-
sumes that there is a constant zonal neutral wind in the eastward direction. The
zonal wind drives the ions upward in the U × B direction. Since the current can
be considered to be divergence-less for time scales longer than a second (∇ · J = 0),
a polarization electric field of equal magnitude must be generated in the opposite
(downward) direction. The resulting E×B drift is approximately the same magni-
tude as the zonal neutral wind and is in the same direction (eastward). Thus, a zonal
wind in the eastward direction causes the plasma to drift eastward at approximately
the same speed as the zonal wind.
The E × B drift also influences the evolution of density cavities generated
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Figure 5.1: Illustration of the F -region dynamo effect: an eastward
zonal neutral wind creates a U × B drift which drives the ions upward;
this results in a downward polarization electric field (Ep). The electric
field establishes an eastward Ep × B drift of the plasma at F -region
altitudes. (Reproduced from [18])
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from artificial HF heating. In order to determine the effect of zonal winds on the
density depletions, two simulations of artificial HF heating were run using the model
described in Section 4.2. The simulation parameters are consistent with a hypothet-
ical heater at Arecibo Observatory in Puerto Rico. Note that in this model, the
heating location does not change as a function of time; thus for the full hour that
HF heating is turned on the Gaussian temperature perturbation is applied to a fixed
location of 330 km altitude, 0◦ longitude, and 28◦ magnetic latitude. In each simu-
lation, a different value of the zonal neutral wind is assumed; in the first there is no
zonal wind and in the second, a constant, 60 m/s zonal wind is used.
Figure 5.2 shows contour plots of the electron density at the heated location
for each simulation as a function of longitude and altitude after one hour of HF
heating. For a 0 m/s zonal wind (left panel), the density perturbation is symmetric
in longitude and altitude. The addition of a 60 m/s zonal wind (right panel),
however, leads to an electron density distribution that is highly antisymmetric in
longitude.
The addition of a constant zonal wind also alters the evolution of the density
cavity in time. Figure 5.3 shows the time progression of the relative electron density
(nhe/n
a
e) as a function of longitude at the heating latitude and altitude for the case
with a 60 m/s zonal wind. Here nhe is the electron density in a run with artificial HF
heating, and nae is the electron density in the ambient case. Shortly after heating
begins, the density hole is nearly symmetric at about 0◦ longitude. As time pro-
gresses, however, the density hole becomes deeper and shifts eastward in longitude.
This is because at negative longitudes the electrons are driven down the field line to
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Figure 5.2: Contour plots of electron density (cm−3) as a function of
longitude and altitude illustrate the effect of zonal winds on an electron
density cavity generated by artificial HF heating. When the zonal wind
is absent (left), the density depletion is symmetric in longitude; however
for a constant, 60 m/s zonal wind (right), the density gradients are
antisymmetric in longitude.
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Figure 5.3: The relative electron density (heated/ambient) as a function
of longitude at different times during artificial HF heating in the presence
of a constant 60 m/s zonal wind shows that the density gradient becomes
increasingly antisymmetric about 0◦ as heating continues.
the conjugate side by the HF heating and they also drift eastward due to the zonal
E × B drift. They are also replenished, however from electrons drifting eastward
from more negative longitudes. At positive longitudes, the electrons are depleted
due to heating and the zonal E × B drift, but the density is not replenished as
quickly since the electrons at more negative longitudes have already been depleted.
Thus, a zonal neutral wind of 60 m/s causes the electron density depletion to
evolve as a function of time such that large longitudinal electron density gradients
appear in the ionosphere near the heater beam reflection location. Large horizontal
gradients have a significant effect on the path of HF radio waves through the iono-
sphere, as described in Chapter 3. This suggests that the location of HF heating
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will evolve as the shape of the density cavity changes.
5.2 The Necessity for a Self-Consistent HF Heating Model
A number of campaigns have been conducted over the past 30 years where den-
sity structures formed from HF heating have been observed and analyzed [2,12,39].
One early experiment at Arecibo demonstrated that there may be interactions that
occur between the density cavity and the heater wave, such that the location of
HF heating changes as a function of time [2]. The experimental results were that
the heating location drifted eastward or westward in longitude depending on the
direction of the zonal neutral wind, and eventually “snapped back” to the origi-
nal heating longitude. The motion velocity was independently validated using the
Arecibo incoherent scatter radar for plasma drift measurements [3].
This process is illustrated in Figure 5.4. It was hypothesized that the horizon-
tal density gradients at the reflection point would cause the ray to be refracted in the
same direction as the winds, and thus the location of HF heating would also drift in
the direction of the wind. Once the density depletion was significantly transported
in longitude, the density gradients would not be strong enough to refract the heater
ray, so the ray would snap back, resulting in a snapback of the heating location as
well [2]. This was shown in a previous simulation study; however, they didn’t use a
realistic, self-consistent ionosphere [49].
Since the heating location changes as the ionospheric density depletion evolves,
it is necessary to use a self-consistent model for HF heating to simulate this exper-
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Figure 5.4: Outline of proposed snapback theory by [2]. As the electron
density cavity drifts westward, the incoming HF heater rays are refracted
in the same direction. Eventually the cavity drifts out of range, diminish-
ing the horizontal density gradients such that incoming HF heater rays
are no longer refracted westward and they “snapback” to their original
ray paths. (Reproduced from [2])
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iment. We have developed a new HF heating model that couples a first principles
ionosphere model, SAMI3/ESF with a raytrace model, MoJo. At each output time
step (about 1 minute) the MoJo ray race code is run in order to determine the lati-
tude, longitude and altitude of the HF heating. This input is fed into the electron
temperature equation which simulates HF heating.
The full SAMI3/ESF electron temperature equation is described in Chapter
3. Once again, we also use a Gaussian-shaped source term to simulate artificial HF







exp[−(z−z0)2/∆z2] exp[−(θ−θ0)2/∆θ2] exp[−(φ−φ0)2/∆φ2] (5.1)
The heating source term is calculated at each gridpoint, thus z is the altitude of
the gridpoint, θ the latitude, and φ the longitude. In Eq. (5.1), (dTe/dt)0 is the
total heating rate per electron in K/s. The other parameters are the center altitude
of the heating location z0; the vertical extent of the heated region, ∆z; the center
latitude of the heating location, θ0; the latitudinal extent of the heated region,
∆θ; the center longitude of the heating location, φ0; and the longitudinal extent
of the heated region, ∆φ. Note that the non-local transport effects of accelerated
suprathermal electrons are neglected.
Unlike Chapter 4, where the heating location was fixed, the heating location
changes at each time step. At each user-defined time step MoJo is run using the
updated electron density. Then the average heating location is determined by cal-
culating the altitude where the ray is between the upper hybrid altitude and the
plasma frequency altitude. In this region, electrons are accelerated by Langmuir
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waves with the electric field vector (E) parallel to the magnetic field (B) at the
reflection point. The upper hybrid altitude is defined by the following condition:
ω = [ω2p(z0 −∆z) + ω2ecf ]1/2 where ω is the input angular wave frequency, ωp is the
plasma frequency at the altitude z0 − ∆z, and ωecf is the electron cyclotron fre-
quency. The plasma frequency altitude is defined as the altitude where the plasma
frequency is equal to the input wave frequency. The average latitude, longitude, and
altitude are taken as the lat0, lon0 and alt0 heating parameters in Eq. (5.1). Thus,
as ionosphere evolves due to the HF heating, the location of further HF heating is
modified.
5.3 Simulations of the Snapback Effect
In order to demonstrate and explain the physical mechanism behind the snap-
back phenomenon, the coupled model is run using initial conditions similar to that
of the original snapback experiment. For the transmitter location, we choose a
longitude of 0◦ and the magnetic latitude of the Arecibo Observatory, which is ap-
proximately 28◦. In Equation 5.1 the altitude range is set to ∆z = 10 km, based on
output from test runs. The latitudinal extent of the heated region is set to ∆θ = .25◦
and the longitudinal extent is set to ∆φ = .25◦.
For the initial state of SAMI3/ESF, we use output from a 48-hour run of the
SAMI2 model with the following conditions: F10.7 = 100, F10.7A = 100, Ap = 4,
and day of year = 130. The simulation includes geographic longitudes from ±2◦,
so universal time and local time are the same. The plasma is modeled from ±35◦
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magnetic latitude. The plasma parameters at 00:00 UT of the second day are used
to initialize the 3D model. The F peak maximum electron density above Arecibo
is taken as 2.9 × 105 cm−3, which corresponds to a critical frequency of about 4.8
MHz. Each simulation starts at 0:00; at 1:00 the artificial heater is turned on and
it heats continuously for 30 minutes.
First we examine a simulation with a median value (60 m/s) for the zonal
neutral wind. As in previous studies we estimate the total heating rate per electron
to be approximately 1000 K/s [57]. The input heater frequency is 4.4 MHz, just
below the critical frequency.
The left column of Figure 5.5 shows optical data of airglow clouds observed
in an Arecibo experiment [2]. The 630.0 nm emissions are from the O(1D) state of
atomic oxygen, which is formed by inelastic collisions with electrons whose energies
are above 2 eV. The electrons are accelerated by the electric potential associated with
plasma waves that are generated by the transmitted pump wave near the reflection
altitude as part of anomalous absorption. The relevant reactions are:
e ∗+O(3P )→ e+O(1D) (5.2)
O(1D)→ O(3P ) + hν (5.3)
SAMI3 does not model this type of enhanced airglow, so it is necessary to
use the electron temperature as a proxy. The right-hand column shows the elec-
tron temperature as a function of latitude and longitude at 310 km altitude for
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Figure 5.5: The top row shows 630 nm airglow from a 1986 experiment
at Arecibo. The bottom row shows contour plots of the modeled electron
temperature as a function of longitude and latitude at 310 km altitude at
different times during the artificial heating. The heating starts at 1:00,
and the initial heated area is around 0◦ longitude. As time progresses,
the heated area moves eastward in longitude (to the left) due to the zonal
wind. After approximately 15 minutes, the heated area snaps back to
roughly the original heating longitude.
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different times during the HF heating. In both the data and the simulation, the
heating location drifts eastward (left) in longitude. Initially the heating location
is approximately 0◦ longitude. The heating location reaches its maximum change
in the heating longitude at 1:13:19 (bottom left corner). Less than a minute later
(bottom row, 2nd column on the left) the heating location has snapped back to
about 0◦ longitude.
Figure 5.6 shows the logarithmic electron density (cm−3) as a function of
longitude and altitude. The calculated ray path is shown in blue; the transmitter
is at 0◦ longitude, so the ray path originates on the left hand side, then reflects
and propagates back towards the Earth on the right-hand side. The portion of
the ray path that passes through the region where anomalous absorption occurs is
highlighted in yellow. The density range for anomalous absorption is also outlined by
the black solid lines. The top row shows a simulation where the heater continuously
turned on; the bottom row shows a simulation where the heater is turned off at 1:15.
In both simulations, the heating location at the onset of artificial HF heating
is around 0◦ longitude. The density gradient in the longitude direction due to the
zonal winds causes the ray path to be refracted eastward in longitude, away from
the transmitter. Thus, as the heating continues, the heating location also drifts
eastward in longitude. At 1:13 (middle panel), the density cavity drifts into the path
of the refracted heater beam and only a small part of it near the original heating
location is in the appropriate density range for anomalous absorption. Thus, the
heating location, “snaps back” to the original location. In the case of continuous
heating (top panel), this cycle continues, and the heating location drifts eastward
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Figure 5.6: Contour plots of logarithmic electron density (cm−3) as
a function of longitude and altitude. The black solid lines outline the
density range where anomalous absorption occurs. The blue line is the
ray path of the heater at that time. The portion of the ray path that
passes through the anomalous absorption zone is highlighted in yellow.
The top row shows different times for a simulation with the heater con-
stantly on. In this case the heating location snaps back (middle and far
right panels), but the ray does not because of the continuous horizontal
density gradient. The bottom row shows the same times for a simulation
where the heater is turned off at 1:15. After the heater is turned off, the
horizontal gradient diminishes and the ray path snaps back.
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in longitude until the density cavity drifts into the path of the ray, causing another
snap back.
Figure 5.7 shows the same effect in three dimensions. The red contour outlines
where the electron density is equal to the upper hybrid resonance, which is the
lower limit for anomalous absorption. The black line traces the ray through the
ionosphere; whenever it is above the red contour, it is in the electron density range
where anomalous absorption occurs. The top panel shows the configuration at 1:20,
before the snapback; in this case the ray is in the range for anomalous absorption for
a range of longitudes. The bottom panel shows the configuration after snapback at
1:24. In this case, the density hole is wider and the portion of the ray that reaches
the density range for anomalous absorption is less extended in longitude.
This is different from the explanation of the physical mechanism originally
provided by [2], who hypothesized that the density gradients due to the cavity
would weaken as the winds transported the cavity longitudinally so that the ray
would no longer refract and the entire ray path would snap back to the original ray
path. In the simulations, we have found that while the heating location snaps back,
the ray path itself does not. This is due to the horizontal gradient in the electron
density around 0◦ longitude, which causes the ray to refract towards the region of
lower electron density. As the heater is on continuously, this horizontal gradient is
consistently present, and the ray does not snap back. Once the heater is turned off,
such as at 1:15 (bottom row), the longitudinal electron density gradient decreases
and the ray path snaps back to the original ray path.
In Figure 5.5, both the observations and the simulation indicate that some
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Figure 5.7: Three dimensional plots that show the configuration before
(top panel) and after snapback (bottom panel). The red contour outlines
the lower limit of the electron density range where anomalous absorption
occurs. The heating region can be found by determining where the ray
is outside of the contour.
99
residual electron heating remains after the heating location snapped back to the
original location. This is seen particularly at times 1:13:56 and 1:14:34 in the sim-
ulation (middle two panels in the bottom row). The snapback in the observations
occurs more quickly after heating onset than in the simulation. In the observations,
the snapback occurs only 8 minutes after onset heating, whereas in the simulation
it occurs 15 minutes after the heating starts. A possible explanation for this is that
the neutral wind was faster than 60 m/s during the time of the experiment. Figure
5.8 shows the heating longitude as a function of time for three different zonal wind
speeds. The faster the zonal wind speed, the more quickly the snapback occurs.
Note that if the entire ray path drops below the range for anomalous absorption,
the simulated HF heating automatically stops; this can cause interruptions in the
line showing the heating longitude.
It should be noted that the input heater frequency needs to be slightly in-
creased to obtain an equivalent maximum heating longitude for a larger zonal wind.
This has implications for how to suppress snapback. Figure 5.9 shows plots of the
heating longitude as a function of time for two cases. The left panel shows a set of
simulations run with an input frequency of 4.4 MHz, and a zonal neutral wind of 60
m/s; as we see, the stronger the heater input is, the larger the variation in heating
longitude. The right panel shows a set of simulations with varying input frequencies,
a fixed heating rate of 1000 K/s, and a zonal wind of 60 m/s. In this case, the larger
the input frequency, the larger the variation in heating longitude. This implies that
in order to suppress the snapback, or to create a steady state heating location, one
could either reduce the power and/or frequency of an HF heater.
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Figure 5.8: The heating longitude as a function of time for simulations
with different zonal wind speeds illustrates the effect of wind speed on
the frequency of snapback. Note that to obtain equivalent perturbed
heating longitudes it is necessary to use a higher frequency for faster
zonal winds.
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Figure 5.9: The heating longitude as a function of time for a constant
zonal wind of 60 m/s. The left panel shows the variation in heating
longitude for different heater powers with a fixed 4.4 MHz frequency: the
stronger electron heating rate leads to larger fluctuations in the heating
longitude. The right panel shows the variation in heating longitude for
different input frequencies with a constant electron heating rate (1000




We have coupled a first principles ionosphere model (SAMI3/ESF) with a
raytrace model (MoJo) in order to self-consistently calculate HF heating. We have
found good agreement with an early Arecibo experiment [2] and explained the phys-
ical mechanism responsible for the snapback effect. HF heating creates a plasma
depletion in the ionosphere, which in turn affects the input HF heater wave. When
a zonal neutral wind is present, the shape of the cavity becomes antisymmetric in
longitude due to the depletion drifting in the same direction as the neutral wind.
The HF heater rays are subsequently refracted in the same direction. Eventually the
cavity convects into the path of the ray such that the majority of the ray path passes
through a region where the electron density is too low for anomalous absorption and
the heating location appears to snap back.
The frequency of snapback is dependent on the speed of the zonal neutral
wind. Snapbacks occur more frequently for faster zonal winds. The input power and
frequency are shown to affect the range in heating longitude values. The higher the
power/frequency, the farther the HF rays refract and heat other longitudes. This has
implications for new HF heating systems that are developed in the future, since in
most cases it is desirable for the heater to work in steady state conditions where the
heating location is not constantly changing. The snapback effect may be suppressed
if the heater input power and/or frequency is reduced, which indicates that new
heaters with flexible transmission power and frequency are essential for efficient
heating in the low and middle latitudes. It should be noted that the maximum
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useable frequency for steady state artificial HF heating is dependent on the wind
speed; a higher maximum useable frequency is available for faster winds.
The next step in HF interactions modeling is to propagate multiple rays and
calculate the ray convergence (or divergence) to better determine the power in the
ionospheric regions. Large-scale self-focusing (see, [1]) is the first step in creating
large-scale plasma cavities responsible for the HF snapback effects. This is followed
by Fresnel diffraction of the wave into smaller kilometer-scale filaments. At some
point, a full-wave treatment may be attempted but the geometric-optics approach
used in this paper is adequate for large-scale ionospheric modifications. Another
possible enhancement would be to use the ray path to calculate the width (∆z, ∆θ
and ∆φ) of the heating region, which was constant for this study. A more self-
consistent method could use an approach where the width of the heated location in
latitude, longitude, and altitude changes as the ray path does. A simple version of
this was examined where 5 rays were used in order to determine the heating area and
the results were not significantly different from those described in this paper. Lastly,
we note that this model could be useful to guide and interpret future experiments
at Arecibo with the new heater facility.
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Chapter 6: Summary
Artificial heating experiments allow scientists to treat the ionosphere as an
open plasma laboratory, however, unlike a confined laboratory, the ionosphere has
unique dynamics and irregularities that complicate the use of HF propagation and
heating. This thesis exploits the capabilities of high-fidelity 3D models to study the
effects of the ionosphere on radio wave propagation and heating.
Chapter 3 presented the first study to use a realistic, full-physics, time-dependent
ionospheric model in conjunction with a full-physics 3D raytrace code to examine the
effect of ionospheric density gradients generated by MSTIDs on HF radio wave prop-
agation. From calculating the spatiotemporal evolution of high-angle-of-incidence
HF ionospheric sounding observables, it was determined that horizontal gradients
have a profound effect on the path of the radio waves through the ionosphere and
that the resultant out-of-plane propagation cannot be accurately modeled assuming
2D propagation.
The study also utilized a new technique of mapping a mesh of ray fans to study
the influence of MSTID propagation on the set of all possible transmission paths
to the ground from a given receiver. It was concluded that the occurrence of three
eigenrays is common due to the horizontal gradients that occur due to the MSTIDs.
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In addition, one of the assumptions of HF Doppler systems that are being developed
and deployed to detect MSTIDs in the ionosphere is that the ray path does not vary
significantly as a function of time; we have found that this assumption is incorrect,
as the reflection location of the ray paths varied by as much as 100 km during the
course of the simulation. Future work should include the modeling of HF Doppler
to determine the validity of a fixed ray path assumption in the interpretation of HF
Doppler signals.
Chapter 4 examined the question of whether the density perturbations created
by artificial HF heating could generate an ESF bubble. It was concluded that it was
unlikely that HF heating could generate an ESF bubble since the density depletions
created by HF heating were surrounded by local increases in the electron density; in
other words, the plasma was simply redistributed along the magnetic field line. Since
the plasma along the field was not actually depleted, the Pedersen conductivity did
not decrease, the growth rate remained unchanged, and no ESF bubble formed in
the ionosphere. This conclusion was determined to hold for various other simulation
parameters including: modified beam width, modified timing and/or duration of HF
heating, modulated heating, smaller/larger heating rates, different heating location
along the magnetic field, and the inclusion of neutral winds.
It was also determined that HF heating could not suppress ESF bubbles. There
is future work to be done in this area, however, because while the addition of HF
heating was unable to short circuit an already forming bubble, it may be possible to
neutralize the initial density perturbations, such as gravity waves, that trigger the
instability.
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Chapter 5 utilized the first self-consistent model of HF heating to simulate
the observations of the “snapback” effect from an Arecibo HF heating experiment.
In addition, the physical mechanism for the snapback was determined: HF heating
creates a density cavity in the ionosphere that becomes antisymmetric during the
artificial heating due to the influence of the zonal neutral wind. The horizontal
gradients from the cavity refract the HF heater rays so that they follow the drifting
bubble in the same direction as the zonal neutral wind. Eventually the cavity is
depleted enough that the HF heater rays no longer pass through a region with
densities sufficient for anomalous absorption and the heating location appears to
snap back.
The frequency of the snapback was shown to be dependent on the speed of
the zonal neutral wind, with snapbacks occurring more frequently for higher wind
speeds. The input power and frequency affect the spread in possible heating lon-
gitudes. By decreasing the input power and/or the frequency a steady state can
be obtained, where the heating location no longer changes as a function of time.
This implies that future HF heating systems should be developed with variable in-
put powers and frequencies so that they may obtain steady state heating conditions
regardless of the zonal neutral wind speed. Future work in this area should focus
on propagating multiple rays in order to calculate the convergence or divergence of




MoJo (Modernized Jones) is based on the original Jones-Stephenson (1975)
raytracing code. While the code has been updated to take advantage of modern
computational techniques, it retains the same general structure and equations as
the original code.
The general problem of raytracing is: given a wave frequency, wave mode
(O-mode or X-mode), and an initial direction, to determine the path of the wave
through the ionosphere. In order to solve this problem, the general method is
to numerically integrate Hamilton’s equations, which define how the position of
the wave and the wave propagation vector, k, change along the path. In order
to integrate the equations, at every point along the path, we need to know the
coordinates, the electron density and its derivatives, and also the magnetic field and
the collision frequency at that particular point in space. Once these parameters have
been determined, the derivatives of these equations are calculated and the numerical
integrator propagates forward in time.
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A.2 Basic Symbols
Following is a list of the basic symbols and notation used in this Appendix.
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B0 Magnetic Induction of Earth’s Magnetic Field
c Speed of Light in a Vacuum











k Propagation vector which is perpendicular to the wavefront. The
magnitude is 2π/λ = ωn/c.
kr, kθ, kϕ Components of the propagation vector in the r, θ and ϕ directions.
M Mass of the electron
ne Number of Electrons per Unit Volume
n Phase Refractive Index (complex)
n′ Group Refractive Index (complex)
P Phase Path Length
P ′ Group Path Length (P ′ = ct)
r, θ, ϕ The Spherical Polar Coordinates of a Point
s Geometric Ray Path Length
t Time
U = 1− iZ Collisions
Vr, Vθ, Vϕ Components of the wave normal direction normalized so that V
2
r +








Y ωH/ω = fH/f
Z ν/ω
ε0 Electric permittivity of free space
λ Wavelength
ν Electron collision frequency
ρ Characteristic wave polarization
ρL Longitudinal polarization
τ Independent variable in Hamilton’s equation
ψ Angle between the wave normal and −B0
ω 2πf , angular wave frequency
ωH 2πfH , angular gyrofrequency
ωN 2πfN , angular plasma frequency
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A.3 Input Parameters
In order to run MoJo there are a number of parameters that must be defined.
The basic parameters are the wave frequency, the mode (O-mode or X-mode), the
transmitter location, and the initial azimuth and elevation of the wave. In addition
to this several fields must also be provided: the electron density, the magnetic field,
and the collision frequency. The following sections describe in detail these quantities,
their importance and how they are defined for use in MoJo.
A.3.1 Electron Density
For high frequency waves, the electrons in the ionosphere are affected by the
wave, whereas the ions are too heavy to respond. Thus, the ion density is not im-
portant, and it is only the electron density as a function of position that is required.
MoJo requires the electron density to be on a fixed latitude, longitude, altitude
grid. MoJo then uses cubic interpolation to calculate the electron density and its
derivatives at the given location. In general, the profile of the electron density is the
most important factor when raytracing and determines where the ray reflects back
towards the Earth. Horizontal gradients can factor in the path of the ray, especially
if they occur near the reflection point of the wave.
The subroutine “electrons.f90” interpolates the electron density field to the
given location and determines the derivatives. In general, instead of the electron
density (ne), the quantity X = f
2
N/f
2 and its derivatives are calculated, where f is
the input wave frequency and fN = (8.98e3/1× 106)
√




The magnetic field is calculated in “magnfield.f90.” The code calculates the
strength and direction of the magnetic field at a given location using a harmonic
analysis. Generally, the important calculation is for Y and its derivatives, where
Y = fH/f . Here, f is the input wave frequency and fH = e|B0|/mec is the electron
gyro frequency. In order to update the magnetic field, one would need to update
the subroutine.
The magnetic field introduces an anisotropy, or a preferred direction into the
raytracing calculation. This causes the path to change depending on the initial
polarization from the transmitter. If the radio waves from a transmitter are Left
Hand Circularly Polarized (LHCP), then they are referred to as O-mode waves; if
they are Right Hand Circularly Polarized (RHCP) then they are referred to as X-
mode waves. At a given point in the plasma, the polarization depends only on the
conditions at that point and not on how it got there. In the plane of the wavefront,
both modes are circularly polarized. The ordinary wave is called “ordinary” because
it reflects at the same height that it would if there were no magnetic field. The other
wave solutions are called extraordinary waves. The O-mode wave tends to reflect
when it is perpendicular to the magnetic field, and the X-mode tends to reflect
parallel to the magnetic field. Without the magnetic field defined, there would be
no difference between the O and X-modes.
112
A.3.3 Collision Frequency
Collisions primarily serve as a source of absorption for the incoming EM wave.
The electron-neutral collision frequency dominates at lower altitudes, but at higher
altitudes, the electron-ion collision frequency dominates. In some cases, if the colli-
sion frequency is much larger than the input wave frequency, the collisions can affect
the path of the ray as well, but this is not typically the case for high frequency waves,
which range in frequency from about 3-30 MHz.
A default collision frequency can be used in MoJo (as it is in this work). In




where νen = 5.0× 1011s−1 is the electron-neutral collision frequency at the reference
height zen = 0 km, and Aen = 1/6.5 is the scale height for the electron-neutral
collisions. For the electron-ion collisions: νei = 1.0e3s
−1 is the electron-ion collision
frequency at zei = 200 km and A = .01 is the scale height.
The alternative is to calculate the collision frequency as a function of the
electron density, electron temperature, and neutral densities. The collision frequency
changes as a function of time, solar activity, time of year, and location, so it may be
desired to use a more accurate equation. The equations for the collision frequencies
are derived in [50].
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A.4 Ray Tracing Equations
A.4.1 Numerical Integration
The numerical integrator used in this work is the standard Runge-Kutta 4th
order integrator. MoJo includes a standard Fortran subroutine for the Runge-Kutta
called RK4. The integrator requires both the current value and the derivative in
order to integrate along the ray path. The Hamilton subroutine provides the deriva-
tives necessary for the integration. Another variable step Adams-Moulton predictor-
corrector method is provided, but it is not used for this work.
A.4.2 Hamilton’s Equations
In order to calculate the ray path, we numerically integrate Hamilton’s equa-
tions. These equations are calculated in the “hamilton.f90” subroutine. Note that
the actual Hamiltonian, its derivatives, the phase refractive index, and its derivatives
are all calculated in the Appleton-Hartree subroutine.
The variables that must be solved for are the spherical coordinates of each
point along the ray path (r, θ, φ), the propagation vector with components kr, kθ,







2/c2), as well as
the time (t) and the angular frequency of the wave (ω = 2πf). In spherical polar





























































− kϕ sin θ
dr
dτ










Note that in the above equations, τ is parameter that depends on the choice
of Hamiltonian. Also, in Equation A.5, t is the propagation time of a wave packet,
whereas in Equation A.9 it simply expresses the time variation of a time varying
medium.
For the actual calculations we modify Hamilton’s equations so that the group
path (P ′ = ct) is used as the independent variable. The derivatives with respect
to the group path do not depend on the Hamiltonian. Thus, by using it as the
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independent variable, we could switch Hamiltonians in the middle of a path. It
should also be noted that this will force the program to take smaller steps in real
path length near the reflection point. To derive the modified Hamilton equations, we
divide the equations 1-3 and 5-7 in the previous section by c times the 4th equation.
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A.5 The Appleton-Hartree Formulation
Generally, the dispersion relation is written in the form:
H = constant (A.16)
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Then H is taken as the Hamiltonian, which, at each point along the path of
the ray, is ensured to be a constant because of Hamilton’s equations. Losses do not
have a large effect on the path of HF radio waves; they mainly cause attenuation of
the signal.
It should be noted that in an absorbing medium the dispersion relation will
be complex, this will lead to a complex Hamiltonian and the resulting ray paths
calculated with Hamilton’s equations will have complex coordinates. This is called
raytracing in complex space and it is an extension of the phase integral method
[5]. This may be required to calculate propagation for low-mid frequencies. This
dissertation deals with HF ray tracing, but the code still performs the calculations
in complex space.
The Appleton-Hartree formulation is contained in a separate subroutine that
calculates the Hamiltonian and its partial derivatives. In addition, each version
calculates n2, nn′, n ∂n/∂r, n ∂n/∂θ, n ∂n/∂ϕ, n ∂n/∂Vr, n ∂n/∂Vθ, n ∂n/∂Vϕ,
n ∂n/∂t, and the polarization. Here, n is the complex phase refractive index, n′ is
the complex group refractive index, r, θ, and ϕ are the spherical polar coordinates
of a point along the ray path, and Vr, Vθ, Vϕ are the components of the wave normal
direction.














The square of the index of the phase refractive index (which is complex) is
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defined as:
n2 = 1− 2X 1− iZ −X
2(1− iZ)(1− iZ −X)− Y 2T ±
√
Y 4T + 4Y
2













In the above, fN is the plasma frequency, fH is the electron gyrofrequency,
νe is the electron collision frequency, f is the wave frequency, and ψ is the angle
between the direction of the wave normal and the Earth’s magnetic field.
These are the equations that are calculated in this subroutine.













(V · Y )2
V 2
(A.23)
Y 2T = Y
2 − Y 2L (A.24)
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U = 1− iZ (A.26)




Y 4T + 4Y
2
L (U −X)2 (A.27)
D = 2U(U −X)− Y 2T +RAD (A.28)













































































































































































































































































































2(U −X)V · Y
(A.45)





























































































n′ is the group refractive index. Vr, Vθ and Vϕ are the components of the wave
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