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A NOTE ON ℓr-VALUED CALDERO´N-ZYGMUND OPERATORS
JAMES SCURRY
Abstract. We consider ℓr extensions of Caldero´n-Zygmund operators on weighted Lp
spaces. Our interest is in generalizing the scalar estimates for these operators (see [7],
[19], [8], and [16]) and the vector-valued theory considered by [2] and [18]. In particular,
we use multiple applications of Lerner’s inequality to show that if T is an L2(Rn) bounded
Caldero´n-Zygmund operator, its ℓr extension T satisfies ‖T‖Lp
ℓr
(w)→Lp
ℓr
(w) . [w]
max{1, 1
p−1
}
Ap
.
Related results in general Banach spaces were studied in [3].
1. Introduction
We intend to study ℓr extensions of Caldero´n-Zygmund operators on weighted spaces Lp(w)
with 1 < p, r <∞ and w ∈ Ap. Our goal is to give a quantitative estimate of these operators’
norm in terms of a given weight’s Ap characteristic. The scalar version of our problem has
been given a great deal of attention. In this context the sharp dependence can be extrapolated
from the case p = 2 which gives a linear estimate, i.e. if T is an L2(Rn) bounded Caldero´n-
Zygmund operator and w ∈ A2,
‖T‖L2(w)→L2(w) . [w]A2 ;(1.1)
further, (1.1) is referred to as the A2 Theorem. The authors of [19] reduced the proof of (1.1)
to estimating Sawyer-type testing conditions: for w ∈ A2,
‖T‖L2(w)→L2(w) . [w]A2 + ‖T‖L2(w)→L2,∞(w) + ‖T
∗‖L2(w−1)→L2,∞(w−1) .(1.2)
Using probabilistic techniques, Hyto¨nen first proved (1.1) in all generality by demonstrating
the weak-type norms in (1.2) satisfy a linear bound. Several subsequent proofs of (1.1) have
also appeared, some of which appeal to averaging techniques ([10], [16]) and others avoiding
this altogether ([8], [14]).
In the vector-valued setting, several different types of operators have been considered. In
[2], the authors show the dyadic square function S and vector-valued maximal operator Mr
with exponent r satisfy:
‖S‖Lp(w)→Lp(w) . [w]
max{ 1
2
, 1
p−1
}
Ap
‖Mr‖Lp
ℓr
(w)→Lp(w) . [w]
max{ 1
r
, 1
p−1
}
Ap
where 1 < p < ∞ and w ∈ Ap. Using similar methods, [18] gives sharp bounds for the
intrinsic square function Gα on weighted L
p(w) spaces, resolving a well-known conjecture.
1
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We aim to generalize the forgoing types of results to vector-valued extensions of an L2(Rn)
bounded Caldero´n-Zygmund operator, and the main theorem of this paper can be formulated
as the following:
Theorem 1.3. Given a Caldero´n-Zygmund operator T on Rn, for 1 < r <∞ we denote by
T the ℓr extension of T , i.e. T(f) = {T (fj)(x)} and
Tr(f)(x) =
(
∞∑
j=1
|T (fj)(x)|
r
) 1
r
for f = {fj} with fj ∈ S(R
n). Let 1 < p < ∞ and w ∈ Ap. Given a Caldero´n-Zygmund
operator T we have the following bounds:
‖Tr‖Lp
ℓr
(w)→Lp(w) . [w]
max{1, 1
p−1
}
Ap
.(1.4)
Unexpectedly, the strong type operator norm of Tr does not depend on r, indicating that
scalar and vector-valued Caldero´n-Zygmund operators can be equally singular. Addition-
ally, the paper [3] considers more general Banach valued Caldero´n-Zygmund operators and
achieves our Theorem 1.3 as a corollary using different proof methods.
In the scalar case, the proof strategy is to reduce the study of T to simpler operators,
typically Haar-shift operators of a fixed complexity. We follow this tract, reducing the study
of a given T to consideration of vector-valued Haar-shift operators of a fixed complexity κ:
indeed, we show it will be enough to prove the following theorem:
Theorem 1.5. Given a vector-valued Haar-shift operator Sr of complexity κ, we have
‖Sr‖Lp
ℓr
(w)→Lp(w) . κ
4[w]
max{1, 1
p−1
}
Ap
.
The chief difficulty in proving Theorem 1.5 will be maintaining a polynomial dependence
on κ. As in [16], [14], and [5] we rely heavily on the application of Lerner’s decomposition
theorem. Specifically, we apply this inequality multiple times; the first application being
component-wise to permit a decomposition of the resulting vector-valued operator analogous
to the scalar decomposition considered in [5]. Then we follow [14] and apply Lerner’s formula
again to reduce our problem to vector-valued operators of complexity 1; a third application
of the theorem reduces our problem to the scalar case and completes the proof.
The outline of the paper is as follows. In 1.1 we introduce definitions and the main
theorems of this paper; 1.2 lists several lemmas and theorems which will be used in our proofs.
Subsequent sections refer to the proofs of specific theorems, beginning with arguments for
our Lebesgue estimates and continuing with proofs of Theorem 1.5 and Theorem 1.3.
1.0.1. Acknowledgment. The author would like to thank Dr. Michael Lacey for introducing
the problem as well as crucial discussions and numerous suggestions. Further, the author
would also like to thank Dr. Brett Wick for discussions concerning this paper, suggestions,
and time.
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1.1. Preliminaries. In this section we fix notation and introduce our theorems. Let 1 <
p, r <∞ and w ∈ Ap weight with κ ∈ N.
Definition 1.6. For u ∈ {0, 3−1}n we denote by Du the dyadic grid defined by
Du = {2−k([0, 1)n +m+ (−1)ku) : k ∈ Z, m ∈ Zn}
and note that this defines a collection of 2n dyadic grids on Rn. In the special case u = 0,
we let Du = D.
Definition 1.7. We refer to a collection of cubes Q = {Qkj} as sparse if
i. for fixed j, the Qkj ∩Q
l
j = ∅
ii. for Qkj ∈ Q taking D(Q
k
j ) = Q
k
j\
⋃
Qm
l
⊂Qkj
Qm
l
∈Q
Qml we have |D(Q
k
j ) ∩Q
k
j | ≤ 2
−1|Qkj |.
Definition 1.8. We call an operator T a Caldero´n-Zygmund operator in Rn if T is an L2(Rn)
bounded integral operator with a kernel K satisfying:
i. |K(x, y)| . 1
|x−y|n
for x, y ∈ Rn such that x 6= y
ii. |K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| . |x−x
′|α
|x−y|n+α
with |x− x′| < |x−y|
2
.
Definition 1.9. Let S = {Sj}∞j=1 be a collection of generalized Haar shift operators of
complexity κ such that Sjf(x) =
∑
I∈D
〈f, kjI〉h
j
I(x) =
∑
I∈D
S
j
If(x) for f ∈ L
1
loc(R
n). Take
Srf(x) =
(
∞∑
j=1
|Sjfj(x)|
r
) 1
r
.
for f = {fj} with fj ∈ L
1
loc(R
n). We call Sr a vector-valued Haar-shift operator of complexity
κ.
Definition 1.10. We define an operator Pr as follows. For each j letQj be a sparse collection
of dyadic cubes from the same dyadic system. For f = {fj}
∞
j=1, define
P j(fj)(x) =
∑
Q∈Qj
EQ(fj)1Ej(Q)(x)
where for each Q, Ej(Q) is a union of subcubes of Q satisfying 2
−κ|Q| ≤ |Ej(Q)| and take
Pr(f)(x) =
(
∞∑
j=1
|P jfj(x)|
r
) 1
r
.
We refer to operators of the above type as positive vector-valued Haar-shift operators.
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Definition 1.11. For given f ∈ L1loc(R
n), 0 < λ < 1, and Q we have
ωλ(f ;Q) = inf
c∈R
((f − c)1Q)
∗(λ|Q|)
M
♯
λ,Qf(x) = sup
I⊂Q
1Q(x)ωλ(f, I)
where for g ∈ L1loc(R
n), g∗ represents the symmetric non-increasing rearrangement.
Now we list the main theorems of this paper:
Theorem 1.12. The operator Sr(·) satisfies ‖Sr‖L1
ℓr
→L1,∞ . κ
1+ 1
r .
Theorem 1.13. For Pr as above, the following inequalities hold for Lebesgue measure:
‖Pr‖Lp
ℓr
→Lp . κ
2κmax{r,r
′}.
Theorem 1.14. With w and p as above we have
‖Sr‖Lp
ℓr
(w)→Lp,∞(w) . 2
κ[w]Ap(1.15)
‖Sr‖Lp
ℓr
(w)→Lp(w) . κ
4[w]
max{1, 1
p−1
}
Ap
.(1.16)
Theorem 1.17. Let T be an L2(Rn) bounded Caldero´n-Zygmund operator and w ∈ Ap with
1 < p <∞. For 1 < r <∞,
‖Tr‖Lp
ℓr
(w)→Lp(w) . [w]
max{1, 1
p−1
}
Ap
.
1.2. Technical Lemmas and Theorems. We begin by stating some technical Lemmas
and Theorems which will be used to initiate our proofs.
Theorem 1.18 (Lerner). Let f ∈ L1loc(R
n) and let Q be a fixed cube. Then there exists a
collection of dyadic cubes {Qkj}j,k∈N such that
i. for each k, j ∈ N, we have Qkj ⊂ Q
ii. for almost every x ∈ Q,
|f(x)−mf (Q)| ≤ 4M
♯
2−n−2;Qf(x) + 4
∑
k
∑
j
ω2−n−2(f ;Q
k
j )1Qkj (x)
iii. for fixed k, Qkj ∩Q
k
i = ∅ for i 6= j
iv. letting Ωk =
⋃
j
Qkj , we have |Ωk ∩Q
k
j | ≤ 2
−1|Qkj | and Ωk+1 ⊂ Ωk.
Lemma 1.19 (Lemma 3.1, [2]). Given a measurable function f and Q ∈ D, then for 0 <
λ < 1 and 0 < p <∞ we have
(f1Q)
∗(λ|Q|) ≤
‖f‖Lp,∞(Q,|Q|−1dx)
λ
1
p
.
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Lemma 1.20. If Q ∈ D then
ωλ(Srf ;Q) . κ
1+ 1
r 2κEQ(κ)(‖f‖ℓr).
Lemma 1.21. [Proposition 2.3, [14]] Let T be a Caldero´n-Zygmund operator and Q ⊂ Rn a
cube. If 1 < p <∞ and w ∈ Ap then for f ∈ L
p(w)
ωλ(Tf ;Q) .
∞∑
m=0
1
2mδ
(
1
|2mQ|
∫
2mQ
|f(y)|dy
)
Lemma 1.22 (Lemma 2.4, [5]). If S is a generalized Haar-shift operator of complexity κ
then we have
ωλ(Sf ;Q)(λ|Q|) .
κEQ|f |
λ
+
1
λ
κ∑
j=1
EQ(j) |f |.
Theorem 1.23 (Theorem 1.12, [16]). Let 1 < q, p <∞, 0 < λ < 1, and assume that f and
g are functions satisfying the following: for any cube Q we have
ωλ(|g|
q;Q) .
(
EQ|f |
λ
)q
for some constant independent of Q. Then we have
‖g‖Lp (w) . [w]
max{ 1
q
, 1
p−1
}
Ap
‖f‖Lp(w) .
Theorem 1.24 (Theorem 1.12, [2]). For 1 < r, p < ∞ and w ∈ Ap we have the following
bound:
‖Mr‖Lp
ℓr
(w)→Lp(w) . [w]
max{ 1
r
, 1
p−1
}
Ap
.
2. The Lebesgue Estimates
2.1. Proof of Theorem 1.12. We will perform a Calderon-Zygmund decomposition. Fix
λ > 0 and let {Qj}
∞
j=1 be the maximal dyadic cubes such that
1
|Qj|
∫
Qj
‖f‖ℓr dx ≥ λ. For each
j define bj by
b
j
k(x) =
(
fk −
1
|Qj|
∫
Qj
fk
)
1Qj(x).
and let b =
∞∑
j=1
bj. Further, we let g = f − b. Then we have the following:
(i) ‖g‖L1
ℓr
. ‖f‖L1
ℓr
(ii) for each j, supp bjk ⊂ Qj all k ∈ N
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(iii)
∞∑
j=1
∥∥bj∥∥
L1
ℓr
. ‖f‖L1
ℓr
(iv) for almost all x ∈ R, ‖g‖ℓr . λ ‖f‖ℓr
(v)
∞∑
j=1
|Qj | .
‖f‖L1
ℓr
λ
.
Notice
|{x ∈ Rn : Srf(x) > λ}| ≤
∣∣∣∣
{
x ∈ Rn : Srg(x) >
λ
2
}∣∣∣∣+
∣∣∣∣
{
x ∈ Rn : Srb(x) >
λ
2
}∣∣∣∣
and consider by Chebyshev’s inequality,∣∣∣∣
{
x ∈ Rn : Srg(x) >
λ
2
}∣∣∣∣ ≤ 4λ2
∫
Rn
Srg(x)
2dx
.
4
λ2
∫
Rn
‖g‖L2
ℓr
.
By properties (i) and (iv) from above,∫
Rn
‖g‖2ℓr dx . λ
∫
Rn
‖f‖ℓr dx
so that
4
λ2
∫
Rn
‖g‖ℓr dx .
4
λ
∫
Rn
‖g‖ℓr dx.
On the other hand,
Srb(x) ≤
∞∑
j=1
Srb
j(x).
Further, for (Qj)
(κ) ⊂ I, we have
∫
I
b
j
k(x)dx = 0 so that S
k
I (b
j
k)(x) = 0 for (Qj)
(κ) ⊂ I.
Hence, by standard computations
∞∑
j=1
Srb
j(x) =
∞∑
j=1
(
∞∑
k=1
∣∣Sk(bjk)(x)∣∣r
) 1
r
≤
∞∑
j=1

 ∞∑
k=1
∣∣∣∣∣∣
∑
I⊆Qj
SkI (b
j
k)(x)
∣∣∣∣∣∣
r

1
r
+ κ
1
r
∞∑
j=1
∑
Qj⊂I⊂Q
(κ)
j
(
∞∑
k=1
(
EI |b
j
k|
)r
1I(x)
) 1
r
=
∞∑
j=1

 ∞∑
k=1
∣∣∣∣∣∣
∑
I⊆Qj
SkI (b
j
k)(x)
∣∣∣∣∣∣
r

1
r
+ κ
1
r
∑
Qj⊂I⊂Q
(κ)
j
∞∑
j=1
(
∞∑
k=1
(
EI |b
j
k|
)r
1I(x)
) 1
r
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Let
A =
∞∑
j=1

 ∞∑
k=1
∣∣∣∣∣∣
∑
I⊆Qj
SkI (b
j
k)(x)
∣∣∣∣∣∣
r

1
r
B = κ
1
r
∑
Qj⊂I⊂Q
(κ)
j
∞∑
j=1
(
∞∑
k=1
(
EI |b
j
k|
)r
1I(x)
) 1
r
so that ∣∣∣∣
{
Srb(x) >
λ
2
}∣∣∣∣ ≤
∣∣∣∣
{
A >
λ
4
}∣∣∣∣+
∣∣∣∣
{
B >
λ
4
}∣∣∣∣ .
Notice that A is supported on ∪Qj so that∣∣∣∣
{
A >
λ
4
}∣∣∣∣ ≤
∞∑
j=1
|Qj | .
‖f‖L1
ℓr
λ
and using Chebyshev’s inequality we have∣∣∣∣
{
B >
λ
4
}∣∣∣∣ ≤ 4λκ 1r
∫ ∑
Qj⊂I⊂Q
(κ)
j
∞∑
j=1
(
∞∑
k=1
(
EI |b
j
k|
)r
1I(x)
) 1
r
dx.
Applying Minkowskii’s integral inequality two the inner sum of expectations in (2.1) yields
(2.1) ≤
4κ
1
r
λ
∫ ∑
Qj⊂I⊂Q
(κ)
j
∞∑
j=1
EI(
∥∥bj∥∥
ℓr
)1I(x)dx
≤
4κ
1
r
λ
∑
Qj⊂I⊂Q
(κ)
j
∞∑
j=1
∥∥bj∥∥
L1
ℓr
.
4κ
1
r
λ
∑
Qj⊂I⊂Q(κ)
‖f‖L1
ℓr
≤
4κ1+
1
r
λ
‖f‖L1
ℓr
.
Combining the above estimates gives ‖S‖L1
ℓr
→L1,∞ . κ
1+ 1
r .
2.2. Proof of Theorem 1.13. Fix f ∈ Lpℓr and suppose first p = r. In this case we have∫
Rn
Pr(f)(x)
pdx =
∫
Rn
∞∑
j=1
|P j(fj)(x)|
rdx
8 J. SCURRY
. κr
∫
Rn
∞∑
j=1
|fj(x)|
rdx
= κr
∫
Rn
‖f‖p dx.
Now by Theorem 1.12 and the Marcinkiewicz Interpolation Theorem for vector-valued oper-
ators we have for 1 < p ≤ r,
‖Pr‖Lp
ℓr
→Lp . κ
r+2.
For the range 1 < r < p we notice there is a vector h ∈ Lp
′
ℓr
′ with ‖h‖
L
p′
ℓr
′
= 1 such that∫
Rn
Pr(f)(x)
pdx =
∫
Rn
Pr(f) · hdx
≤
(∫
Rn
‖f‖pℓr dx
) 1
p
(∫
Rn
U(h)(x)p
′
dx
) 1
p′
where U represents a ‘dual’ operator for Pr, i.e. if (P
j)∗ is the dual for each P j then
U(g)(x) =
(
∞∑
j=1
|(P j)∗(gj)(x)|
r′
) 1
r′
with g = {gj} and gj ∈ L
1
loc(R
n). Arguing as before with U in place of Pr, we see(∫
Rn
U(h)(x)p
′
dx
) 1
p′
. κr
′+2.
Hence, we have
‖Pr‖Lp
ℓr
→Lp . κ
2max{κr, κr
′
}.
2.3. Proof of Theorem 1.20. By the triangle inequality we have,∣∣1Q(x)Sr(f)(x)− 1Q(x)Sr(1(Q(κ))cf)(x)∣∣ ≤ 1Q(x)Sr(f1Q(κ))(x).
Notice, Sr(f1(Q(κ))c)(x)1Q(x) is constant on Q. Define
C(Q, f , κ) = C = Sr
(
1(Q(κ))cf
)
(x)1Q(x).
Now the above implies
ωλ(Sr(f);λ|Q|) ≤ (1QSr(f1Q(κ)))
∗ (λ|Q|) .
Applying Lemma 1.19 gives
(1QSr(f1Q(κ)))
∗ (λ|Q|) .
∥∥Sr(f1Q(κ))∥∥L1,∞(Q,|Q|−1dx)
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and from the weak-(1,1) inequality for Sr we obtain∥∥Sr (f1Q(κ))∥∥L1,∞(Q,|Q|−1dx) . κ1+ 1r 2κEQ(κ)(‖f‖ℓr)
Thus,
ωλ(Sr(f);λ|Q|) . κ
1+ 1
r 2κEQ(κ)‖f‖ℓr
3. Proof of Theorem 1.14
3.1. Proof of (1.15). Let f ∈ Lpℓr(w) such that ‖f‖ℓr has compact support. Recall,mSj(fj)(Q)→
0 as ℓ(Q) → ∞ and in particular, for all cubes Q which are sufficiently large, we have the
following point-wise bound:
Srf(x)
p . M ♯(‖f‖ℓr)(x)
p + 4M ♯2−n−1;QN (Srf)(x) + 4
∑
I∈K
ω2−n−1(Srf ; I)1I(x),
where K is a sparse collection of cubes. By Lemma 1.12,
M
♯
2−n−1;Q(Srf)(x) . M(‖f‖ℓr)(x)
ω2−n−1(Srf ; I)1I(x) . EI(κ)(‖f‖ℓr)1I(x)
so that
Srf(x) . M(‖f‖ℓr)(x) +
∑
I∈K
2κEI(‖f‖ℓr)1I(x)(3.1)
= M(‖f‖ℓr)(x) + 2
κS(‖f‖ℓr)(x).(3.2)
As a result, we have
w ({x ∈ Rn : Srf(x) > α}) ≤ w
(
{x ∈ Rn : M(‖f‖ℓr)(x) &
α
2
}
)
+
w
(
{x ∈ Rn : 2κS(‖f‖ℓr)(x) &
α
2
}
)
.
By Buckley’s bound ([1]),
w
(
{x ∈ Rn :M(‖f‖ℓr)(x) &
α
2
}
)
.
[w]Ap
αp
∫
Rn
‖f‖pw(3.3)
and since S is a Haar-shift operator of complexity κ, we have
w
(
{x ∈ Rn : 2κS(‖f‖ℓr)(x) &
α
2
)
.
[w]pAp2
κp
αp
∫
Rn
‖f‖pw;(3.4)
combining (3.3) and (3.4) gives the weak-type bound.
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3.2. Proof of (1.16). Let f ∈ Lpℓr(w) such that ‖f‖ℓr has compact support. By applying
Lerner’s inequality to each component of Sr on a sufficiently large cube J , we obtain the
bound
Sr(f)(x) .
(
∞∑
j=1
M
♯
1
4
;J
(Sj(fj))(x)
r
) 1
r
+

 ∞∑
j=1

∑
Q∈Qj
1Q(x)ω2−n−2(S
j(fj);Q)


r

1
r
where Qj is the collection of cubes which results from applying Theorem 1.18 to S
j(fj).
Using Lemma 1.22 as in [5] we obtain for each j,
M
♯
1
4
;J
(Sj(fj))(x)
r . κrMfj(x)
r
and (
∞∑
j=1
M
♯
1
4
;J
(Sj(fj))(x)
r
) 1
r
. Mr(f)(x).
Now we consider the function
 ∞∑
j=1

∑
Q∈Qj
1Q(x)ω2−n−2(S
j(fj);Q)


r

1
r
.(3.5)
Applying Lemma 1.22 for each j we obtain
(3.5) .

 ∞∑
j=1

∑
Q∈Qj
κ · 1Q(x) · EQ|fj |+
κ∑
i=1
1Q(x) · E(Q)(i) |fj |


r

1
r
(3.6)
For each j and 0 ≤ i ≤ κ define E(Q)i =
⋃
(I)(i)=Q
I∈Qj
I with the convention E(Q)0 = Q. Then we
recall, if {xi}
n
i=1 is a non-negative sequence of numbers, for 0 < q <∞,(
n∑
i=1
xi
)q
≤ nq
n∑
i=1
x
q
i ;(3.7)
applying (3.7) we obtain
(3.6) . κ2

 ∞∑
j=1

∑
Q∈Qj
1E(Q)0(x) · (EQ|fj |)


r

1
r
+
κ2
κ∑
i=1

 ∞∑
j=1

∑
Q∈Qj
1E(Q)i(x) · (E(Q)(i) |fj|)


r

1
r
.
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For 0 ≤ i ≤ κ let
P j,i(g)(x) =
∑
Q∈Qj
1E(Q)i(x)EQ(g)
with g ∈ L1loc(R
n) and Pi be defined by
Pi(g)(x) =
(
∞∑
j=1
|P j,i(g)(x)|r
) 1
r
for g = {gj} and gj ∈ L
1
loc(R
n). Hence we have the following point-wise bound
Sr(f)(x) . Mr(f)(x) + κ
2
κ∑
i=0
Pi(f)(x).(3.8)
By Theorem 1.24, ∫
Rn
Mr(f)(x)
pw . [w]
max{ p
r
,
p
p−1
}
Ap
‖f‖p
L
p
ℓr
(w)
.
So from (3.8),∫
Rn
Sr(f)(x)
pw .
∫
Rn
Mr(f)(x)
pw + κ2p
κ∑
i=0
∫
Rn
Pi(f)(x)
pw
. [w]
max{p, p
r
}
Ap
∫
Rn
‖f‖pℓr w + κ
2p
κ∑
i=0
∫
Rn
Pi(f)(x)
pw.
From duality, there is a vector h = {hj} ∈ L
p′
ℓr
′ (w) such that(∫
Rn
Pi(f)(x)
pw
) 1
p
=
∫
Rn
Pi(f)(x) · hw
≤ ‖f‖Lp
ℓr
(w)
(∫
Rn
Ui(hw)(x)
p′σ
) 1
p′
,
where for each i
Ui(g)(x) =
(
∞∑
j=1
|(P j,i)∗(gj)(x)|
r′
) 1
r′
with g = {gj} and gj ∈ L
1
loc(R
n). We apply Lerner’s Theorem in each component of Ui to
obtain the bound
Ui(hw)(x) . Mr′(hw)(x) + κ
(
∞∑
j=1
|Lj(hjw)|
r′
) 1
r′
= Mr′(hw)(x) + κL(hw)(x)
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where for each j,
Lj(hjw)(x) =
∑
I∈Lj
EI(hjw)1I(x).
Notice L is a vector-valued Haar-shift operator of complexity 1 which is L2(Rn) bounded;
hence, by Theorem 1.20,
ωλ(L(hw))(λ|Q|) . EQ(‖h‖ℓr′ w)
so that from another application of Lerner’s Theorem we obtain a sparse collection of cubes
K,
L(hw)(x) . M(‖h‖ℓr′ w)(x) +
∑
I∈K
EI(‖h‖ℓr′ w)1I(x).
Hence for each i we have∫
Rn
Ui(hw)(x)
p′σ .
∫
Rn
Mr′(hw)(x)
p′σ + κp
′
∫
Rn
M(‖h‖ℓr′ w)
p′σ + κp
′
∫
Rn
L(‖h‖ℓr w)(x)
p′σ
. κp
′
[w]
max{p′, p
′
p−1
}
Ap
∫
Rn
‖h‖p
′
ℓr
′ σ
. κp
′
[w]
max{p′, p
′
p−1
}
Ap
.
Now,
‖Sr‖Lp
ℓr
(w)→Lp(w) . κ
4[w]
max{1, 1
p−1
}
Ap
.
giving the result.
3.3. An Example. The bound for Sr is sharp by the scalar bound, but here we give an
explicit example to show the bound is sharp. For each j let Ij = [0, 2
−j) and define
S(f)(x) =
∞∑
j=1
EIj(f)1Ij(x).
Let w(x) = |x|(δ−1)(p−1) and f(x) = |x|δ−11[0,1)(x). Then
‖f‖pLp(w) =
∫
[0,1)
|x|δ−1dx
=
1
δ
.
On the other hand
‖S(f)‖pLp(w) =
∫
[0,1)
(
∞∑
j=1
EIj(|x|
δ−1)1Ij(x)
)p
|x|(1−δ)(p−1)dx
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=
∞∑
k=0
∫
[2−k−1,2−k)
(
∞∑
j=0
EIj (|x|
δ−1)1Ij (x)
)p
|x|(1−δ)(p−1)dx
∼
∞∑
k=0
∫
[2−k−1,2−k)
δ−p|x|(δ−1)p|x|(1−δ)(p−1)dx
=
∫
[0,1)
δ−p|x|δ−1dx
= δ−p−1.
Hence,
[w]
1
p−1
Ap
∼ δ−1
.
‖S(f)‖Lp(w)
‖f‖Lp(w)
.
As a consequence,
(∫
S(fσ)(x)pw
) 1
p
= sup
h∈Lp
′
(w)
‖h‖
Lp
′
(w)
=1
∫
S(fσ)(x)h(x)w
= sup
h∈Lp
′
(w)
‖h‖
Lp
′
(w)
=1
∫
f(x)S∗(hw)(x)σ
= sup
h∈Lp
′
(w)
‖h‖
Lp
′
(w)
=1
∫
f(x)S(hw)(x)σ
≥
∫
f(x)S(1[0,1)w)(x)w([0, 1))
−1
p′ σ
so that
[w]Ap . w([0, 1))
−1
p′
(∫
[0,1)
S(1[0,1)w)(x)
p′σ
) 1
p′
. ‖S(·σ)‖Lp(σ)→Lp(w)
∼ ‖S‖Lp(w)→Lp(w) .
14 J. SCURRY
As a result, [w]
max{1, 1
p−1
}
Ap
. ‖S‖Lp(w)→Lp(w). Since S is a positive operator, S extends to a
vector-valued operator S on Lpℓr(w) defined by
S(f)(x) =
(
∞∑
j=1
|S(fj)(x)|
r
) 1
r
and ‖S‖Lp
ℓr
(w)→Lp(w) ∼ [w]
max{1, 1
p−1
}
Ap
.
4. Proof of Theorem 1.17
Let T be as in the statement of Theorem 1.17. For each j we apply Lerner’s inequality to
obtain the following bound:
T (fj)(x) . Mfj(x) +
∑
Q∈Qj
1Q(x)ω2−n−1(T (fj);Q).
For each j, we have by Lemma 1.21,
ω2−n−1(T (fj);Q) .
∞∑
m=0
1
2mα
(
1
|2mQ|
∫
2mQ
|fj(y)|dy
)
.
Now we make an observation (see [9],[14], [8]), for any cube Q ⊂ Rn there is u and I ∈ Du
such that Q ⊂ I and ℓ(I) ≤ 6ℓ(Q). Hence for each u ∈ {0, 3−1}n we may choose a collection
of dyadic cubes Qj,u in D
u such that∑
Q∈Qj
1Q(x)E2mQ(fj) .
∑
u∈{0,3−1}
∑
Q∈Qj,u
1Q(x)EQ(fj)
=
∑
u∈{0,3−1}
Pj,m,u(fj)(x).
Define
Pm,u(f)(x) =
(
∞∑
j=1
|Pj,m,u(fj)(x)|
r
) 1
r
;
we have the following bound:
Tr(f)(x) . Mr(f)(x) +
∞∑
m=0
1
2αm
∑
u∈{0,3−1}n
∫
Rn
Pm,u(f)(x).(4.1)
By Theorem 1.24 ∫
Rn
Mr(f)(x)
pw . [w]
max{ p
r
, p
p−1
}
Ap
∫
Rn
‖f‖pℓr w.
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For fixed m and u, we may apply Theorem 1.14 to obtain∫
Rn
Pm,u(f)(x)
pw . m4[w]
max{p, p
p−1
}
Ap
∫
Rn
‖f‖pℓr w
so that
∞∑
m=0
1
2αm
∑
u∈{0,3−1}n
∫
Rn
Pm,u(f)(x)
pw .
(
∞∑
m=0
m4
2αm
)
[w]
max{p, p
p−1
}
Ap
∫
Rn
‖f‖pℓr w
. [w]
max{p, p
p−1
}
Ap
∫
Rn
‖f‖pℓr w.
As a result, from (4.1) we have∫
Rn
Tr(f)(x)
pw . [w]
max{p, p
p−1
}
Ap
∫
Rn
‖f‖p w.
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