Abstract: Date palm trees, Phoenix dactylifera, are the primary crop in Oman. Most date palm cultivation is under the traditional agricultural system. The plants are usually under dense planting, which makes them prone to pest infestation. The main pest attacking date palm crops in Oman is the Dubas bug Ommatissus lybicus. This study integrated modern technology, remote sensing and geographic information systems to determine the number of date palm trees in traditional agriculture locations to find the relationship between date palm tree density and O. lybicus infestation. A local maxima method for tree identification was used to determine the number of date palm trees from high spatial resolution satellite imagery captured by WorldView-3 satellite. Window scale sizes of 3, 5 and 7 m were tested and the results showed that the best window size for date palm trees number detection was 7 m, with an overall estimation accuracy 88.2%. Global regression ordinary least square (OLS) and local geographic weighted regression (GWR) were used to test the relationship between infestation intensity and tree density. The GWR model showed a good positive significant relationship between infestation and tree density in the spring season with R 2 = 0.59 and medium positive significant relationship in the autumn season with R 2 = 0.30. In contrast, the OLS model results showed a weak positive significant relationship in the spring season with R 2 = 0.02, p < 0.05 and insignificant relationship in the autumn season with R 2 = 0.01, p > 0.05. The results indicated that there was a geographic effect on the infestation of O. lybicus, which had a greater impact on infestation severity, and that the impact of tree density was higher in the spring season than in autumn season.
Introduction
Date palm trees Phoenix dactylifera Linnaeus are the primary crop in Oman [1] . These plants occupy about 35% of Oman's cultivated land and 78% of the total fruit trees [2] . The main pest attacking date palm crop in Oman is the Dubas bug Ommatissus lybicus de Bergevin [3, 4] . Despite efforts to control this pest, those efforts have not been successful. The main control program is chemical spraying during active periods of the insect, the spring and autumn seasons. During this active period, O. lybicus nymphs hatch and feed on the nutrient sap of the trees [5] . While feeding, honeydew expels from the leaflets and accumulates on the different parts of the trees, especially on the leaves' surfaces. With dust accumulation, sooty mold grows on the leaves and restricts the photosynthesis process. The total number of date palm trees in Samail was about 262,028 trees grown in 867.72 hectares [33] . Date palm trees are considered the primary crop in the study area, although other fruit trees like citrus, mango, banana and papaya trees were also present. Moreover, there were many other field crops, especially alfalfa, corn, sorghum, wheat, barley, elephant grass, pearl millet and vegetable crops such as legume, onion, tomato, and sweet potato during the winter period. The total number of date palm trees in Samail was about 262,028 trees grown in 867.72 hectares [33] . Date palm trees are considered the primary crop in the study area, although other fruit trees like citrus, mango, banana and papaya trees were also present. Moreover, there were many other field crops, especially alfalfa, corn, sorghum, wheat, barley, elephant grass, pearl millet and vegetable crops such as legume, onion, tomato, and sweet potato during the winter period.
Field Data Collection
Date palm trees were counted in 3-6 randomly-selected plots from each village. We used stratified random sampling so that palms from the edge, as well as the center of fields, could be incorporated. The coordinate points of each plot corners were recorded. In addition, the O. lybicus infestation data of spring and autumn seasons of the year 2017 were collected by the Ministry of Agriculture and Fisheries (Oman). The infestation was evaluated in 20-60 trees in each village, and the longitude and latitude were recorded for each tree. Half of the trees were evaluated by manual insect counting of 40 leaflets from two fronds from each selected tree, and the other half were estimated by honeydew droplets method that was developed by AI-Mjeni and Mokhtar [4] . They reported a high correlation between the two methods. The infestation was reported as the average number of insects per leaflet and the average number of droplets per cm 2 . Figure 2 illustrates the process and the methodology of image analysis to identify the local maxima, the count of the number of the trees and accuracy assessment. 
Image Data and Processing
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Date palm trees were counted in 3-6 randomly-selected plots from each village. We used stratified random sampling so that palms from the edge, as well as the center of fields, could be incorporated. The coordinate points of each plot corners were recorded. In addition, the O. lybicus infestation data of spring and autumn seasons of the year 2017 were collected by the Ministry of Agriculture and Fisheries (Oman). The infestation was evaluated in 20-60 trees in each village, and the longitude and latitude were recorded for each tree. Half of the trees were evaluated by manual insect counting of 40 leaflets from two fronds from each selected tree, and the other half were estimated by honeydew droplets method that was developed by AI-Mjeni and Mokhtar [4] . They reported a high correlation between the two methods. The infestation was reported as the average number of insects per leaflet and the average number of droplets per cm 2 . Figure 2 illustrates the process and the methodology of image analysis to identify the local maxima, the count of the number of the trees and accuracy assessment. High spatial resolution satellite image data was captured on 29 March 2017 covering about 100 km 2 . The images captured by the WorldView-3 sensor consisted of 9 bands: a panchromatic image with spatial resolution at 0.5 m, visible bands (coastal, blue, green, red, red edge), and near-infrared bands (NIR1 and NIR2) with spatial resolution at 2 m. The image was received from the Geoimage Pty Ltd. as Ortho-Ready Standard 2A product, geometrically corrected to UTM WGS 84 Zone 40 North, radiometrically corrected, and pan-sharpened. The top of atmospheric correction was applied to the image using FLAASH tool in ENVI. The correction processes were undertaken to guarantee high quality data from the satellite image [34] . The FLAASH tool in the ENVI removes the influence of the atmosphere such as water vapor and/or aerosols which interfere with light reflectance from the object to satellite/sensor. The FLAASH model permits the user to define all factors that affect atmospheric absorption and scattering by modeling the actual solar location, atmospheric, aerosol, and scattering models, visibility parameters and more to get actual true object reflectance wavelengths/data.
Image Data and Processing
Local maxima methods depend on locating the pixel of highest brightness inside a certain exploration window to identify the trees in the image [11, 28, 35] . In the scouting window, the pixel with the highest reflectance compared to the other pixels in the same window is determined and recognized as a potential tree location. This method is appropriate for trees that have the highest High spatial resolution satellite image data was captured on 29 March 2017 covering about 100 km 2 . The images captured by the WorldView-3 sensor consisted of 9 bands: a panchromatic image with spatial resolution at 0.5 m, visible bands (coastal, blue, green, red, red edge), and near-infrared bands (NIR1 and NIR2) with spatial resolution at 2 m. The image was received from the Geoimage Pty Ltd. as Ortho-Ready Standard 2A product, geometrically corrected to UTM WGS 84 Zone 40 North, radiometrically corrected, and pan-sharpened. The top of atmospheric correction was applied to the image using FLAASH tool in ENVI. The correction processes were undertaken to guarantee high quality data from the satellite image [34] . The FLAASH tool in the ENVI removes the influence of the atmosphere such as water vapor and/or aerosols which interfere with light reflectance from the object to satellite/sensor. The FLAASH model permits the user to define all factors that affect atmospheric absorption and scattering by modeling the actual solar location, atmospheric, aerosol, and scattering models, visibility parameters and more to get actual true object reflectance wavelengths/data. Local maxima methods depend on locating the pixel of highest brightness inside a certain exploration window to identify the trees in the image [11, 28, 35] . In the scouting window, the pixel with the highest reflectance compared to the other pixels in the same window is determined and recognized as a potential tree location. This method is appropriate for trees that have the highest reflectance at the top and in the middle, which are surrounded by lower reflectance intensities [35] . This is especially appropriate for date palm trees since new leaves have a dark green color and lose their greenness the further the leaf is from the center and as they age [36] (Figure 3a) .
The vegetation had its maximum reflectance in the near inferred (NIR) band and its lowest reflection in the red band. Therefore, to get maximum reflection difference, the NIR band was subtracted from the red band to improve the local maximum (treetop) reflectance (Figure 3b) [11, 18, 37] . Later, the local maxima was calculated using the focal statistic tool with circle neighborhood searching windows to calculate the maximum value of the neighborhood cells (Figure 3c,d) . Three window scales were tested to find the suitable windows; 3 m (6 × 6 pixels), 5 m (10 × 10 pixels) and 7 m (14 × 14 pixels). Deng et al. [38] used three window scales to study the number of trees in a Chinese forest from the WorldView-2 sensor, and Li et al. [18] tested 10 window sizes for local maxima filter to find the suitable windows to identify the palm from Quickbird images. The raster layer that resulted was transformed to a point layer (Figure 3e ). reflectance at the top and in the middle, which are surrounded by lower reflectance intensities [35] . This is especially appropriate for date palm trees since new leaves have a dark green color and lose their greenness the further the leaf is from the center and as they age [36] (Figure 3a) . The vegetation had its maximum reflectance in the near inferred (NIR) band and its lowest reflection in the red band. Therefore, to get maximum reflection difference, the NIR band was subtracted from the red band to improve the local maximum (treetop) reflectance ( Figure  3b ) [11, 18, 37] . Later, the local maxima was calculated using the focal statistic tool with circle neighborhood searching windows to calculate the maximum value of the neighborhood cells ( Figure  3c,d) . Three window scales were tested to find the suitable windows; 3 m (6×6 pixels), 5 m (10×10 pixels) and 7 m (14×14 pixels). Deng et al. [38] used three window scales to study the number of trees in a Chinese forest from the WorldView-2 sensor, and Li et al. [18] tested 10 window sizes for local maxima filter to find the suitable windows to identify the palm from Quickbird images. The raster layer that resulted was transformed to a point layer ( Figure 3e ). Normalized Difference Vegetation Index (NDVI) was calculated from the image to isolate nonvegetation from the image. Later, the Maximum Likelihood classification algorithm was used to separate other vegetation from the date palm trees. The raster layer was transformed to a vector layer and all polygons of non-date palm trees were removed. The remaining polygons were used to clip the point layer to remove the points not on date palm trees (Figure 4a ). However, NDVI and the classification could not separate every instance of intercropping (Figure 4b) . Therefore, the points Normalized Difference Vegetation Index (NDVI) was calculated from the image to isolate non-vegetation from the image. Later, the Maximum Likelihood classification algorithm was used to separate other vegetation from the date palm trees. The raster layer was transformed to a vector layer and all polygons of non-date palm trees were removed. The remaining polygons were used to clip the point layer to remove the points not on date palm trees (Figure 4a ). However, NDVI and the classification could not separate every instance of intercropping (Figure 4b ). Therefore, the points which remained on intercrops were removed manually using an editing tool. Some trees had two or more points, identifying more than one local maxima within one tree radius (Figure 4d ). They were merged when they occurred within a radius of 1.5 m. This was done using a buffer of 1.5 m around each point. Then the buffers that overlapped were merged and the centroid of each new polygon was calculated. This produced a new layer of points, and any points within a distance of 1.5 m were merged. Li et al. [18] faced the same issue when they tried to detect oil palm trees using a convolutional neural network (CNN) from QuickBird images, where points were merged when located within eight pixels of each other. more points, identifying more than one local maxima within one tree radius (Figure 4d ). They were merged when they occurred within a radius of 1.5 m. This was done using a buffer of 1.5 m around each point. Then the buffers that overlapped were merged and the centroid of each new polygon was calculated. This produced a new layer of points, and any points within a distance of 1.5 m were merged. Li et al. [18] faced the same issue when they tried to detect oil palm trees using a convolutional neural network (CNN) from QuickBird images, where points were merged when located within eight pixels of each other. 
Tree Counting Assessment
The polygons, which represent the field data counting plots, were used to assess the number of trees that were analyzed by local maxima method. The number of trees in each polygon was counted and compared with field counting data. This was repeated for each tested window scale. The error of tree detection was assessed through the equation:
Error % = ((number of detected trees − field trees counting number)/field trees counting number) × 100
This equation was used by Katoh and Gougeon [12] to evaluate the accuracy of coniferous tree counting from high spatial resolution optical sensor.
Correlation between Infestation with Tree Density
The infestation data was prepared in an Excel spreadsheet, including the tree coordinate location and infestation levels of each tree, and saved as a comma delimited (CSV) file and imported into ArcMap as a point layer. Polygons of different buffer sizes (10, 15, 20, 25, 30 and 35 m radius) were drawn around each tree with field infestation data. The numbers of trees were counted in each buffer, and the numbers of the trees in the polygons were transferred to the number of trees to the hectare units. The average numbers of trees increased to a maximum at a 15-m buffer size, and then decreased ( Figure 5 ). This can be attributed to the intercropping and topographical characteristics of the 
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Error % = ((number of detected trees − field trees counting number)/field trees counting number) × 100 This equation was used by Katoh and Gougeon [12] to evaluate the accuracy of coniferous tree counting from high spatial resolution optical sensor.
Correlation between Infestation with Tree Density
The infestation data was prepared in an Excel spreadsheet, including the tree coordinate location and infestation levels of each tree, and saved as a comma delimited (CSV) file and imported into ArcMap as a point layer. Polygons of different buffer sizes (10, 15, 20, 25, 30 and 35 m radius) were drawn around each tree with field infestation data. The numbers of trees were counted in each buffer, and the numbers of the trees in the polygons were transferred to the number of trees to the hectare units. The average numbers of trees increased to a maximum at a 15-m buffer size, and then decreased ( Figure 5 ). This can be attributed to the intercropping and topographical characteristics of the agricultural land. Thereafter, the tree counting of this buffer was used for the correlation tests. 
Data Analysis
The ordinary least square (OLS) regression was used to test the global correlation and Geographic Weight Regression (GWR) was used to find the local spatial relationship. GWR is a powerful regression method that can be used to find the spatial relationship between the variables. It is useful for the study of the relationship for area with high heterogeneous non-stationary data compared to OLS test [39, 40] . GWR gave better estimations and more precise results than other spatial exploration procedures with different sampling densities. In addition, GWR is more robust for local spatial correlations [41, 42] . The infestation (dependent variable) was correlated with tree density (number of trees within a circle of 15 m radius, independent variable).
Results
Counting Date Palm Trees by Local Maxima Accuracy
The tree counting results from different windows by local maxima is presented in Table 1 . There was an overestimation of the tree numbers in both windows of 3 and 5 m radius. The overall estimation error was 79.6 and 28.5%, respectively. The 7 m radius window was the most suitable window with an overall estimation error of 11.8%. These estimation errors varied by plantation, with the lowest estimation error in Al Ghobrah (0.6%) followed by Biaq (−2.9%), and the highest in Manal (28.5%) ( Table 1) . 
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Result of OLS Regression
The global OLS regression of the relationship between infestation per tree and the density of trees (in 15 m radius around each tree with infestation reading data) showed a weak significant relationship for the spring season (R 2 = 0.02, p < 0.05) and insignificant relationship for autumn season (R 2 = 0.01, p > 0.05) ( Table 2 and Figure 6 ). The Jarque-Bera Statistic showed a significant result (p < 0.01) for both seasons, indicating the model was biased from the normal distribution. 
Result of GWR Regression
The GWR results for tree infestation and tree density in a 15-m radius were R 2 = 0.59 and R 2 = 0.30 for the spring and autumn seasons, respectively ( Table 3 ). The AIC value was lower in the GWR model (1362 and 590 respectively for both seasons) than the OLS test (1676.4 and 638.6 respectively for both seasons); indicating that GWR model was much better than OLS model in predicting the relation between the infestation and density. The number of neighbors that were used by the model to estimate the local correlation was 41 points in spring and 60 points in autumn. The variance of the fitting of the coefficient for spring season was higher than autumn season which indicates that GWR 
The GWR results for tree infestation and tree density in a 15-m radius were R 2 = 0.59 and R 2 = 0.30 for the spring and autumn seasons, respectively ( Table 3 ). The AIC value was lower in the GWR model (1362 and 590 respectively for both seasons) than the OLS test (1676.4 and 638.6 respectively for both seasons); indicating that GWR model was much better than OLS model in predicting the relation between the infestation and density. The number of neighbors that were used by the model to estimate the local correlation was 41 points in spring and 60 points in autumn. The variance of the fitting of the coefficient for spring season was higher than autumn season which indicates that GWR for spring season was closer to global OLS regression than autumn season. The Sigma parameter is the estimation of standard deviation for the residuals and to calculate the AIC that is used to measure the model performance. Autumn season GWR model showed a better performance than spring season where it had lower sigma and AIC values (Table 3) . 
Discussion
Detection Accuracy
Our results suggested the 7-m radius window was the most suitable window to detect the date palm trees with an overall accuracy 88.2%. The highest accuracy was found in Al Gubrah Village (99.4%) where most of the trees were planted in a regular pattern. The next highest accuracy was in Biaq Village (97.1%). Both villages had the lowest average tree numbers (127 trees/hectare). In contrast, the lowest accuracy was found in Manal (71.5%), where trees were planted in a non-regular pattern. The lowest detection accuracy was in Sayja, Al Magbariah and Wadi Qurai villages (Table 1) , where those villages had the highest tree density among all other villages in the study area (Table 4) . The accuracy of detecting trees varied from 83 to 99% in agriculture lands with systematic planting patterns to 50-70% in natural forest areas. The accuracy of tree detection in the forest could increase with an increase in spatial resolution [43] or when the spatial patterns are consistent [11] . For instance, Malek et al. [15] reported a higher accuracy (ranging from 89.4 and 96.4%) of detecting date palm trees in systematic planting orchard in Saudi Arabia, from an image of 3.5 cm spatial resolution captured by unmanned aerial vehicles (UAVs). Moreover, the detection algorithms used may have provided varied results as well. For instance, Li et al. [18] reported that the overall accuracy of detection of oil palm trees ranged between 84.2 and 95.3% using the local maxima filter, however, these improved with an artificial neural network (ANN) and convolutional neural network (CNN) approach to 94.0-98.2% and 96.1-98.8%, respectively. Korom et al. [17] found a lower detection accuracy of oil palm trees of 77% post-watershed segmentation and masking non-oil palm trees using WorldView-2 satellite image. In addition, Santoso et al. [13] used different pan-sharpening methods on QuickBird image to detect oil palm trees. They found that the accuracy of detection was 100% with the modified intensity-hue-saturation (IHS) pan-sharpening, 99.5% with normalized color (Brovey) pan-sharpening, 99.8% subtractive resolution merge pan-sharpening and 99.3% principal components (PC) spectral sharpening. Different window sizes of local maxima produced more accurate results than fixed window sizes in detecting forest trees in KwaZulu-Natal, South Africa (85 and 80% respectively) [29] .
Date Palm Density and O. lybicus Infestation
The density of the trees in most of the villages was higher than the recommended planting number (120-125 trees/hectare) [44] , except in Al Ghubra and Biaq (127 trees/hectare). The highest rate (196 trees/hectare) was found in Wadi Qurai Village, followed by Sayja (188 trees/hectare) and Ar Rusah (183 trees/hectare) ( Table 4) .
The infestation data showed higher infestation levels in the spring season than in the autumn season. In spring, the highest infestation average was recorded in Sayja, followed by Al Falajain (4.19 and 2.08 insects/tree, respectively), and in fall, in Ar Rusah, followed by Al Falajain and Wadi Qurai (2.58, 2.36 and 1.9 insects/tree, respectively). The tree density of those villages was equal or greater than 170 trees/hectare, almost 50 trees more than the recommended planting rate per hectare ( Table 4) .
The results of GWR regression showed significant positive results with a medium coefficient of determination (R 2 = 0.60) for the spring season and weak correlation coefficient for the autumn season.
The AIC values were lower in the GWR model than the OLS model for both seasons, suggesting GWR performed better than OLS. In contrast, the OLS regression showed significant positive results with a low correlation coefficient for the spring season (R 2 = 0.02, p = 0.004). However, the results of this test showed a significant value for the Jarque-Bera test (p = 0.000), which indicated that the model residual was biased at a normal distribution. The highest infestation was recorded in the second highest density plantation.
The results showed a positive correlation between infestation and tree density, which suggests the infestation severity increased as the density of date palm trees is increased. The correlation result showed that the density alone was responsible for about 60% of the increase in the infestation. Al-Kindi et al. [8] reported a positive correlation coefficient between the density and row spacing and the infestation O. lybicus in an autocorrelation model, and included a few other cultural practices. The date palm planting distances less than 5 m is more susceptible to severe insect infestations and diseases, such as spider mites, termites, horn beetles, long antennal beetles, scales, Khamedje and leaf spot pests, with the highest correlation coefficient R 2 = 0.79 with Khamedje diseases and lowest R 2 = 0.3 with long antennal beetle insects [45] .
A positive relationship between insect infestation and crop density was reported by Carnot et al. [46] , with black nightshades Solanum nigrum Linnaeus experiencing infestations of aphids Aphis fabae Scopoli, black ants Carebara vidua Smith and whiteflies Bemisia tabaci Gennadius. In contrast, Chaudhary and Kashyap [47] reported a negative correlation between the infestation of jassid Amrasca biquttula biquttula Ishida and the density of eggplant Solanum melongena Linnaeus, and a positive relationship between the same crop and the shoot and fruit borer Leucinodes orbonalis Guenee.
Ihejirika et al. [48] reported a significant relationship between groundnut Arachis hypogene Linnaeus density and insect attack severity. A significant relation was reported between honeylocust Gleditsia triacanthos Linnaeus tree density and spider mites Platytetranychus multidigituli Ewing infestation with R 2 = 0.22 with a 100-m radius [49] . However, they found a negative relationship between mimosa webworms Homaduala anisocentra Meyrick and honeylocust tree density with a 10-m radius.
In another study a negative relationship was reported by Mohamed [50] between the cucumber spacing and the whitefly B. tabaci. However, this study reported that one of the varieties had a positive relationship in late season planting. In a study on the effect of different cultural and control practices on the infestation of different insect pests on cabbage, a higher density had lower infestation [51] . Fall armyworms Spodoptera frugiperda Smith, and the lesser cornstalk borer Elasmopalpus lignosellus Zeller showed no correlation with the density of sweet sorghum Sorghum bicolor Moench [52] .
Our study showed different infestation patterns among the two seasons despite consistent densities. This indicates other factors interfere with O. lybicus infestation in the date palm orchards and require further investigation in the future. For instance, Haynes et al. [53] reported that the GWR provided better AIC value (∆AIC = 158.45) of the infestation gypsy moths Lymantria dispar Linnaeus, in relation to elevation and host density together than for each one individually (elevation ∆AIC = 559.36 or host density ∆AIC = 917.48). The lower infestation levels during the autumn season could be the reason for the insignificant correlation between tree density since another factor may have interfered with infestation levels.
The current study would help the policy makers to target the management resources to areas where there is high density of date palm crops. Initial surveys need to be done to locate the high-density date palm orchards. This can be done through remote sensing technology, as in the current study. In addition, solid results can be obtained for the extension department to advice the farmers about the importance of cultural practices in pest management in general and specifically for O. lybicus.
Conclusions
The local maxima approach was appropriate for date palm identification and counting. The overall estimation accuracy was 88.2%. However, the error increased with very dense and unsystematic planting patterns. The current study indicates that density is one factor that contributes to severity of the O. lybicus infestation. The correlation coefficient for GWR model was R 2 = 0.60 and R 2 = 0.30 for spring and autumn seasons respectively. The global correlation test using OLS model gave positive significant results with a weak R 2 of 0.02 for spring season and insignificant results for autumn season. Further investigation is required to study the factors, which may influence the infestation severity, in combination with tree density. 
