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Abstract
Atmospheric reanalyses represent a state-of-the-art description of the Earth‘s atmospheric state
over the past years or decades. They are comprised of a numerical model for the solution of
the equations of motion describing the atmosphere and of a data assimilation system for the
use of observational data within the system in order to keep the reanalysis as close to the
observed atmospheric state as possible. Several large reanalysis data sets exist, created by
the largest meteorological centres and research institutes. Most of them, however, are global
reanalyses spanning several decades or even the whole 20th century and are thus of a relatively
coarse horizontal resolution of 40 to 120 km and temporal resolution of 3 to 6 hours. Those
reanalyses are well suited for studying the global climate conditions and the climate change
but are ineligible for regional studies on much smaller domains since they are unable to resolve
small scale features in the model domains. When studying the impact of climate change on
small domains, e.g. only for Germany, the coupling of atmosphere and surface or sub-surface
models or local atmospheric and hydrological features, data sets with a high resolution are
needed.
Therefore, the main focus of this work is on developing and operating two high-resolution
regional reanalyses for two domains: the first covering Europe at a horizontal resolution of
6 km and the second covering Germany and surrounding states at a horizontal resolution
of 2 km, both with a temporal resolution of one hour and less. The setup of the complete
system driving the reanalysis is described along with the models behind it. The two models
are evaluated against independent observations and the superiority of the regional reanalyses
against a global reanalysis and a dynamical downscaling is shown.
A special focus in the verification of the reanalysis for Europe is on the moisture budget, which
comprises the divergence of the horizontal moisture transports and the vertically integrated
moisture flux divergence. On average time scales of a year, the moisture transport should
balance the moisture flux divergence in the reanalysis, which is not the case. An approach for
the modification of the moisture transports and flux divergence in a consistent way to fulfill this
fundamental balance using finite elements is proposed. The method and consecutive results
are presented and discussed.
VII

Zusammenfassung
Atmosphärische Reanalysen repräsentieren den neuesten Stand der Technik in der Beschrei-
bung des atmosphärischen Zustands der Erde über die vergangenen Jahre oder Jahrzente. Sie
setzen sich zusammen aus einem numerischen Modell für die Lösung der Zustandsgleichun-
gen der Atmosphäre sowie einem Datenassimilationssystem für die Nutzung von Beobach-
tungsdaten um die Reanalyse so nah wie möglich am beobachteten Zustand der Atmosphäre
zu halten. Es existieren mehrere große Reanalysedatensätze, die von den größten meteorol-
ogischen Wetterdiensten und Forschungsinstituten erzeugt wurden. Die meisten davon sind
jedoch globale Reanalysen, die mehrere Jahrzente oder sogar das komplette 20. Jahrhundert
umfassen, und haben daher eine relativ grobe horizontale Auflösung von 40 bis 120 km und
eine zeitliche Auflösung von 3 bis 6 Stunden. Diese Reanalysen eignen sich sehr gut für Un-
tersuchungen des globalen Klimas und des globalen Klimawandels aber sind ungeeignet für
regionale Untersuchungen auf viel kleineren Skalen, da sie kleinskalige Strukturen im Modell-
gebiet nicht auflösen können. Für Untersuchungen des regionalen Klimawandels auf kleinen
Gebieten, zum Beispiel für Deutschland, sowie für das Koppeln von Atmosphärenmodellen mit
Landoberflächen- oder Bodenmodellen oder die Analyse von lokalen atmosphärischen und hy-
drologischen Strukturen, werden Datensätze mit höherer Auflösung benötigt.
Daher liegt der Hauptfokus dieser Arbeit auf der Entwicklung und dem operationellen Betrieb
zweier hochaufgelöster regionaler Reanalysen für zwei verschiedene Gebiete: das erste Gebiet
umfasst Europa mit einer horizontalen Auflösung von 6 km und das zweite umfasst Deutsch-
land und umliegende Staaten mit einer horizontalen Auflösung von 2 km. Beide Reanalysen
haben eine zeitliche Auflösung von einer Stunde und weniger. Der Aufbau des kompletten
Systems zur Erstellung der Reanalyse wird beschrieben zusammen mit den dahinterstehen-
den Modellen. Beide Modelle werden gegen unabhängige Beobachtungen evaluiert und die
Überlegenheit der regionalen Reanalyse gegen eine globale Reanalyse und ein dynamisches
Downscaling wird gezeigt.
Ein besonderer Fokus in der Verifikation der Reanalyse für Europa wurde auf das Feuchtebud-
get der Atmosphäre gelegt. Dieses setzt sich zusammen aus der Divergenz der horizontalen
Feuchtetransporte und der vertikal integrierten Feuchteflußdivergenz. In einer gemittelten
Zeitskala von einem Jahr sollte die Feuchtetransportdivergenz die Feuchteflußdivergenz exakt
ausgleichen, was in der Reanalyse nicht der Fall ist. Deshalb wird ein Ansatz mit finiten Ele-
menten vorgeschlagen, der sowohl die Feuchtetransporte als auch die Feuchteflußdivergenz in
einer konsistenten Art und Weise modifiziert, sodass diese fundamentale Bilanz erfüllt ist. Die
Methode und die daraus resultierenden Ergebnisse werden präsentiert und diskutiert.
IX

1. Introduction
An atmospheric reanalysis is a description of the state of the atmosphere in a consistent, four-
dimensional way by the use of a numerical weather prediction model and a corresponding
data assimilation scheme in order to take as many observations of the atmospheric state into
account as possible. Observations are not evenly distributed in space and time but the model,
due to its physical formulation, is able to fill the space between the individual observations in
a physically consistent way (Bengtsson and Shukla, 1988). A reanalysis is always produced for
a past time span and represents the best estimation of the four-dimensional atmospheric state
in predefined spatio-temporal boundaries.
Reanalysis data sets are therefore suited for climatological and meteorological, e.g. atmo-
spheric or hydrological, studies on nearly any scale. They have grown to become a key instru-
ment in the monitoring of climate and its attributes (Trenberth et al., 2008). Analyses of the
state of the atmosphere are produced at every national weather centre several times a day, e.g.
8 times a day with the COSMO-DE model at the German Meteorological Service (Deutscher
Wetterdienst, DWD), since they serve as the basis and initial state for the weather forecasts.
But using these operational analyses for climate studies would lead to inconsistencies since the
operational model is always subject to improvements and therefore frequently changed (see
Bengtsson and Shukla, 1988). Furthermore, during operational production, observations can
only be assimilated up to a cut-off time and delayed data cannot be used. In the production of
the reanalysis the state-of-the-art model (or model version) is kept fixed during the complete
production and is thus used to reproduce analyses for a given past time span on a predefined
domain with all available observations assimilated in the model.
Most reanalyses are available for a global domain such as ERA40 (Uppala et al., 2005) and
ERA-Interim (Dee et al., 2011) by the European Centre for Medium-Range Weather Forecasts
(ECMWF) or the National Centers for Environmental Prediction/National Center for Atmo-
spheric Research (NCEP/NCAR) reanalysis (Kalnay et al., 1996) but also the NCEP Climate
Forecasting System Reanalysis (CFSR, Saha et al., 2010), the Modern-Era Retrospective Anal-
ysis for Research and Applications (MERRA) by the National Aeronautics and Space Admin-
istration (NASA) (Rienecker et al., 2011) and the Japanese 25-Year and 55-Year Reanalysis
Project (JRA-25 (Onogi et al., 2007) and JRA-55 (Ebita et al., 2011)) by the Japan Meteo-
rological Agency (JMA). All these reanalyses have in common that they use a large observa-
tional data set, which is comprised of conventional observations as well as satellite observa-
tions, and a global circulation model (GCM) together with a corresponding data assimilation
scheme. CFSR even uses a coupled atmosphere-ocean circulation system. Global reanalyses
have horizontal resolutions of approximately 125 km to 40 km and a temporal resolution of
6 hours, sometimes of 3 hours when intermediate model forecasts are provided (as e.g. in
ERA-Interim). The only exceptions are the MERRA and CFSR reanalyses which provide some
of the output fields every hour. An overview of the temporal and spatial scales of the men-
tioned reanalyses is given in Figure 1.1. Recent reanalysis efforts also cover air quality and
global atmospheric composition information, like the Monitoring Atmospheric Composition
and Climate (MACC) reanalysis by Inness et al., 2013. All those reanalyses are very useful in
the study of atmospheric patterns and phenomena or climate change but due to their rather
1
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Figure 1.1.: Temporal and spatial scales of different global and regional reanalyses. The used resolution
is shown in spectral resolution (if the reanalysis was run in spectral mode), the degrees in
longitude times latitude and the approximate horizontal resolution in km. T denotes the
spectral truncation for a quadratic Gaussian grid and TL for a linear Gaussian grid.
coarse resolution they are not suited for applications on smaller scales. The scientific commu-
nity is getting more and more interested in reanalyses on much higher spatial and temporal
scales, i.e. below 10 km spatial and below 3 hour temporal resolution for different reasons. For
instance, hydrologists require convection-resolving precipitation data sets as boundary forcing
for their even finer models to account for local extreme events.
Furthermore, applications of high-resolution reanalysis data can be found in the risk assess-
ment of severe weather events or in the renewable energy sector. The development of forecast
systems for wind and solar energy e.g. depends on observational data sets that are consistent
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in space, time and between parameters. The covariance structure of e.g. wind speed and
cloud cover on small spatio-temporal scales serves to determine optimal locations for power
production.
Finally, higher resolution is needed in climate monitoring, especially on the local scale. Firstly,
higher resolutions help to improve the estimation of the impact of climate change on those
scales and secondly, the smaller resolved scales can support the understanding of mechanisms
responsible for local climate features and feedbacks. Furthermore, coupled hydrological re-
analyses for the full interaction and description of the water and energy exchange between
the atmosphere and the surface rely on high resolution models as well as chemical reanalysis
which aim at the local emission and immission scale.
Due to these applications the regional enhancement of the available global reanalysis data has
become an important task. One way of addressing this problem, which is often exploited in
meteorology, is the use of downscaling techniques, either statistical or dynamical, to obtain
data in the desired resolution. In dynamical downscaling a fine-scale numerical atmospheric
limited-area climate model is used with boundary conditions coming from a coarser global cir-
culation model, which is an established technique in regional climate models (RCMs), whereas
in statistical downscaling a statistical relationship is applied to output data from a GCM to
achieve detailed regional atmospheric data (Castro et al., 2005; Wilby and Wigley, 1997). In
statistical downscaling, additional information can be introduced into the statistical model by
using a priori information such as orography. Dynamical downscaling is often used to generate
spatially enhanced data sets from global reanalyses. However, this approach depends on the
model to infer fine-scale detail from low-resolution initial and boundary conditions which is
always subject to errors. Especially on large domains, nested regional models tend to develop
internal variability causing significant differences in the actual spatio-temporal state of the
system. This was shown by Simon et al., 2013 using coherence spectra between the boundary
model and the regional model. To reduce the errors in high-resolution simulations and avoid
the underlying assumption of a perfect model, observations can be used in a data assimilation
framework, thus enhancing the quality of the simulations. This approach, i.e. the simulation
of regional climate using a high-resolution regional model with the use of observations via a
data assimilation approach, is called regional reanalysis.
The first successful implemented long-term regional reanalysis was the North American Re-
gional Reanalysis (NARR). Mesinger et al., 2006 show that NARR outperforms its driving
global reanalysis (GR2) in the analysis of 2 m temperature, 10 m wind as well as upper-
air temperature and wind. In addition, the moisture budget is closer to closure than in GR2.
However, NARR is still using a rather coarse resolution of 32 km. Therefore, current reanal-
ysis efforts of the community aim at higher resolutions of 10 km and beyond, e.g. the Arctic
System Reanalysis (Bromwich et al., 2010) as well as efforts in the European Reanalysis and
Observations for Monitoring (EURO4M) project (http://www.euro4m.eu).
This work was carried out within the “Hans-Ertel Centre for Weather Research - Climate Moni-
toring Branch” which is funded by the Federal Ministry of Transport and Digital Infrastructure
(BMVI) of Germany. The focus of the research project was a self-consistent assessment and
analysis of regional climate in Germany and Central Europe. In order to achieve this goal, two
high-resolution regional reanalyses for Europe and Germany at horizontal resolutions of 6 km
and 2 km have been developed in this work, providing homogenized data sets for the study of
the regional climate and climate change. The documentation of the model and the description
of the implementation and setup of the system producing the reanalysis will be presented in
the first part of this work. The second part of this work is concerned with a detailed analysis
3
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of the moisture budget. The hydrological water cycle in the atmosphere is of high importance
since water is evaporated over the oceans, condensates again into clouds, falls out as rain and
snow over land and again reaches the oceans via rivers and groundwater runoff, thus repre-
senting one of the main drivers of the global climate. Every atmospheric model should be
consistent in the storage of the different moisture components, i.e. total water mass should
be conserved over time in the model. This storage is described by the moisture budget. In
global models, the model is not dependent on boundary data and inconsistencies in the global
budgets are a problem of the model itself. Several variational approaches exist for the correc-
tion of the erroneous mass budget in global reanalyses to correct the energy budget and could
thus be also used for the closure of the moisture budget (Ehrendorfer et al., 1994; Hacker,
1981; Hantel and Haase, 1983). Regional models however are clearly dependent on the flow
into and out of the model domain and therefore add another source of errors in addition to
the internal inconsistencies of the model. The moisture budget in the regional reanalysis at
hand is not in balance which is why a variational approach has been applied to modify the
moisture transports and the vertically integrated moisture flux divergence in a consistent way
to fulfill the balance in the reanalysis output. The approach is presented in the second part of
this work.
The third part presents results on the performance of the reanalysis and on the verification
against independent observations and other reanalysis and data products as well as results on
the variational approach. The work is closed with a summary and conclusions.
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2. A high-resolution regional reanalysis for Europe and
Germany
Every daily numerical weather prediction consists of the following three steps (see Bjerknes,
2009). Firstly, the state of the atmosphere for a given date and time as seen from observations
has to be determined. Secondly, based on the observations, the initial physical and dynamical
state of the complete atmosphere has to be derived by solving the thermo- and hydrodynamical
equations which describe the processes in the atmosphere. Finally, those equations have to be
integrated in time and solved for future dates and times. The last two steps, i.e. analysing and
forecasting the state of the atmosphere, is done with a numerical model. At the moment there
are two different models producing the operational weather forecasts at DWD. These are the
global model GME (Majewski and Ritter, 2002) (which will be replaced in the near future by
the new Icosahedral non-hydrostatic general circulation model ICON1) and the regional model
COSMO, which is nested into GME for the European domain (COSMO-EU) and into itself for
Germany (COSMO-DE). To start a weather prediction, an estimate of the initial state of the
atmosphere is needed. Observations of the various meteorological variables, although subject
to observational errors, are the best way to determine this state which is why they are used in
a data assimilation scheme. In the data assimilation the observations are passed to the model
to produce an analysis which is then the best possible approximation to the initial state of
the atmosphere. The data assimilation schemes are usually designed to account for the errors
in both the model and the observations and the model is able to fill the space and/or time
between observations in a physically consistent way. The analysis serves as the initial state of
the weather forecast. In operational production an analysis is usually produced at several times
a day, e.g. every three hours. Since analyses provide the best state of the atmosphere they
can be used for meteorological and climatological studies. However, a data set comprised of
several years of analyses generated during operational production will always be inconsistent
since the model used for operational production is being improved permanently and new
model versions are implemented frequently. This changes the internal representation of the
model atmosphere and can give rise to jumps in such a record (Bengtsson and Shukla, 1988). A
reanalysis describes the reproduction of the analysis of historical times with a constant model
version, resulting in a consistent data set in both space and time.
In the next sections, the COSMO model which was used for the production of the reanalysis is
presented (section 2.1) and afterwards in section 2.2 the setup and technical implementation
of the reanalysis with the different production steps is described.
2.1. The COSMO-Model
The COSMO-Model is a non-hydrostatic limited-area atmospheric prediction model devel-
oped at DWD. The model has been designed for the operational numerical weather prediction
(NWP) and for different scientific applications on the meso-β and meso-γ scale and has been
1http://www.mpimet.mpg.de/en/science/models/icon.html
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run operationally at DWD since 1999. The COSMO-Model is based on the primitive equations
of the atmosphere describing compressible flow in a moist atmosphere. The model equations
are formulated in rotated geographical coordinates and a generalized terrain following height
coordinate. Various physical processes are taken into account by physical parametrization
schemes (Doms et al., 2011; Schättler et al., 2011). The main details of the model formulation
are presented in the following.
2.1.1. The model equations
The atmosphere in the COSMO model is described by the Navier-Stokes equations for atmo-
spheric flow. In the following, the basic equations and their transformations for numerical
reasons are described. A complete description and derivation of the dynamic equations and
their numeric implementation can be found in Doms, 2011.
The atmosphere is considered to consist of dry air, water vapour, liquid water and water in
different solid states. Each of this constituents is represented by a prognostic equation, where
the liquid and solid forms of water are further subdivided into cloud droplets and raindrops
as well as cloud ice and snow, respectively. Considering the conservation laws of momentum,
mass and heat, the basic budget equations are as follows:
ρ
d~v
dt
= −∇p+ρ~g−2~Ω× (ρ~v)−∇· t (2.1)
dρ
dt
= −ρ∇·~v (2.2)
ρ
dqx
dt
= −∇·Jx+ Ix (2.3)
ρ
de
dt
= −p∇·~v−∇·(Je+R)+ ε . (2.4)
The index x represents one of the constituents of the air, namely
x=

d for dry air
v for water vapour
l for liquid water
f for water in frozen form .
(2.5)
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The following symbols and definitions are used here:
ρ =∑
x
ρx total density of the air mixture
ρx partial density of mixture constituent x
~v wind velocity (relative to the rotating earth)
t time
∇ Nabla operator
p pressure
~g earth´s acceleration
~Ω earth´s rotation velocity
t stress tensor due to viscosity
qx = ρx/ρ mass fraction of constituent x
Jx diffusion flux of constituent x
Ix sources and/or sinks of constituent x
e specific internal energy
Je diffusion flux of internal energy (heat flux)
R flux density of solar and thermal radiation
ε =−t· ·∇~v kinetic energy dissipation due to viscosity
The budget form of the basic equations (2.1)-(2.4) presented above can easily be transformed
into flux form with the help of the following equation
ρ
dψ
dt
=
∂ (ρψ)
∂ t
+∇·(ρ~vψ) (2.6)
which describes the rate of change of any mass specific quantity ψ. The sources and sinks of the
constituents x, which are consolidated in Ix, are generally processes where water undergoes
phase changes or where water is generated and lost in chemical reactions with the components
of dry air. But since chemical changes can be neglected in mesoscale applications, Id is set to
zero in the budget equation of dry air.
It is now assumed that dry air and water vapour behave like ideal gases and that liquid water
and ice are incompressible substances. Under this assumption and the further finding that ql
and q f are much smaller than 1, the equation of state for a moist atmosphere reads
p = ρ(Rdqd+Rvqv)T
= ρRd
(
1+(Rv/Rd−1)qv−ql−q f
)
T
= ρRdTv
(2.7)
where Rd and Rv are the gas constants for dry air and water vapour and T is the generalized
virtual temperature
Tv =
(
1+(Rv/Rd−1)qv−ql−q f
)
T (2.8)
= (1+α)T (2.9)
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and α abbreviates the moisture term α = (Rv/Rd−1)qv−ql−q f . In the basic set of equations
(2.1)-(2.4) and the equation of state (2.7), the temperature is a diagnostic variable which
needs to be determined from the internal energy e or from the enthalpy h
ρ
dh
dt
=
dp
dt
−∇·(Je+R)+ ε . (2.10)
In a numerical treatment, however, it is advantageous to have a prognostic equation for tem-
perature, the so-called heat equation. The heat equation can be obtained from an expansion
of the enthalpy h(T, p,qx) = ∑x hxqx in the way
dh
dt
=
( ∂h
∂T
)
p,qx
dT
dt
+
(∂h
∂ p
)
T,qx
dp
dt
+∑
x
( ∂h
∂qx
)
T,p
dqx
dt
. (2.11)
The partial specific enthalpies for the different moisture constituents are given by
hx = h0x+ cpx(T −T0) (2.12)
with the reference temperature T0 = 273.15K, h0x the specific enthalpy of constituent x at ref-
erence temperature t0 and cpx the specific heat of constituent x at constant pressure. In Eq.
(2.12), the variations of hl and h f with pressure are assumed to be small and are thus ne-
glected. Using (2.12) in (2.11) results in( ∂h
∂T
)
p,qx
= cp =∑
x
cpxqx(∂h
∂ p
)
T,qx
= 0(∂h
∂ p
)
T,qx
= hx = h0x+ cpx(T −T0)+ .
Inserting these partial derivatives into the enthalpy equation (2.10) yields then the heat equa-
tion
ρcp
dT
dt
=
dp
dt
+ lV Il+ lSI f −∇·(Js+R)−∑
x
cpxJx·∇T + ε . (2.13)
Here, Js is the sensible heat flux and lV and lS are the latent heat of vaporization and subli-
mation, respectively, and cp is the specific heat of moist air at constant pressure. To calculate
the temperature from the heat equation (2.13) the total derivative of pressure is needed. The
corresponding pressure tendency equation can be obtained by derivation of the equation of
state (2.7)
dp
dt
=
p
ρ
dρ
dt
+ρRdT
dα
dt
+ρRd(1+α)
dT
dt
. (2.14)
Inserting the continuity equation (2.2), the budget equations for the moisture constituents
(2.3) and the heat equation (2.13) in (2.14) yields{
1− (1+α)Rd
cp
}dp
dt
=−p∇·~v+(1+α)Rd
cp
Qh+Qm . (2.15)
Qh is the diabatic heat production per unit volume of air and Qm represents the impact of
concentration changes of the humidity constituents on the pressure tendency with
Qh = lV Il+ lSI f −∇·(Js+R)−∑
x
cpxJx·∇T + ε (2.16)
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and
Qm = ρRdT
dα
dt
=−RvT (Il+ I f )−RvT∇·Jv−RdT∇·Jd . (2.17)
The term (1+α)Rd can be reformulated
(1+α)Rd = Rdqd+Rvqv = cp− cv , (2.18)
with cv the specific heat at constant volume. The liquid and solid forms of water are not
included here, since the specific heat at constant pressure and constant volume for these sub-
stances are the same due to the assumption of incompressibility above. Inserting (2.18) into
the pressure tendency equation (2.15) gives
dp
dt
=−(cp/cv)p∇·~v+(cp/cv−1)Qh+(cp/cv)Qm . (2.19)
Now, the continuity equation (2.2) has to be replaced by (2.19) to calculate the pressure ten-
dency. In consequence the total density becomes a diagnostic variable which can be calculated
from the equation of state. The state of the atmosphere can then be calculated by the following
set of equations:
ρ
d~v
dt
=−∇p+ρ~g−2~Ω× (ρ~v−∇· t
dp
dt
=−(cp/cv)p∇·~v+(cp/cv−1)Qh+(cp/cv)Qm
ρcp
dT
dt
=
dp
dt
+Qh
ρ
dqx
dt
=−∇·Jx+ Ix
ρ = p
(
Rd(1+α)T
)−1
.
(2.20)
This set of equations has two drawbacks: The first being that the conservation of total mass is
not guaranteed but depends on the accuracy of the numerical algorithm. The second being the
appearance of the diabatic heating rate Qh and the moisture source term Qm in the pressure
tendency equation. Both Qh and Qm are important for the thermodynamical feedbacks due to
diabatic heating as well as the representation of thermal compression waves, but they cause
numerical problems. To avoid this, these terms are usually neglected and this neglection
results in the introduction of artificial sources and sinks in the continuity equation. This error is
considered to be small and the decision to stick with this set of equation is based on numerical
efficient schemes for the treatment of sound waves in the model. Sound waves travel at
high velocities and therefore require small time steps in the integration to guarantee a stable
evolution of the model. These schemes can easily be applied in the set of equations (2.20).
2.1.1.1. Averaging and simplifications
Numerical models cannot solve differential equations exactly, as would be required from math-
ematics, but only in a discrete formulation with finite grid spacings and finite time steps. In
mesoscale applications, as they are used in the COSMO model in this work, the grid spacing
is in the order of some kilometers while the time step is in the range of 20 to 50 seconds. A
grid spacing of the model in the order of millimeters determined from the Kolmogorov length
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scale, as would be required theoretically, is not possible and probably never will be. Therefore,
the basic equations have to be averaged over the grid boxes and over the chosen time step.
It is assumed, that every variable ψ can be decomposed into its average and a deviation from
this average
ψ = ψ+ψ ′ (2.21)
where ψ is the average over the finite time interval dt and the finite grid spacings in all three
dimensions ∆x, ∆y and ∆z
ψ =
1
∆x∆y∆z∆t
∫ ∫ ∫ ∫
ψdxdydzdt . (2.22)
The average of the deviations ψ ′ is defined to be zero, following Reynolds, 1895:
ψ ′ = 0 . (2.23)
Additionally, a decomposition into a mass-weighted average ψ̂ and its deviation ψ ′′ is defined
ψ = ψ̂+ψ ′′ (2.24)
where
ψ̂ = ρψ/ρ (2.25)
ψ̂ ′′ = 0 . (2.26)
The mass-weighted average should be used for velocity and for mass specific variables as e.g.
the concentrations qx of the different constituents (Mieghem, 1973).
One problem common in all models is their finite grid resolution. Some processes can be
described by the model, others which are small-scale processes like e.g. turbulence cannot be
resolved by the model. The averaging of the model equations helps to separate these processes
from each other. The large-scale, slowly varying processes can be resolved by the model and
are identified by the mean values ψ and ψ̂, whereas the small-scale, fast varying processes are
expressed by the deviations ψ ′ and ψ ′′, which are, as already mentioned, not resolvable. These
not resolvable processes are nevertheless important for the correct evolution of the model and
thus need to be parametrized. The most important of the used parametrizations of the COSMO
model are described in section 2.1.6.
The previously derived averaging operator can now be applied to the basic equations for the
conservation of momentum, mass and water (2.1), (2.2) and (2.3) as well as on the enthalpy
equation (2.10). This leads to the following set of averaged equations:
ρ
d̂~̂v
dt
= −∇p+ρ~g−2~Ω× (ρ~̂v)−∇·(t+T) (2.27)
d̂ρ
dt
= −ρ∇·~̂v (2.28)
ρ
d̂q̂x
dt
= −∇·(Jx+Fx)+ Ix (2.29)
ρ
d̂ĥ
dt
=
d̂ p
dt
+Bh−∇·(Je+Fh+R)+ ε (2.30)
p = ρRd
(
1+(Rv/Rd−1)q̂v− q̂l− q̂ f
)
T̂ (2.31)
= ρRd T̂v .
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As with the basic equations, the above averaged equations can be transformed into flux form
with
ρ
d̂ψ̂
dt
=
∂ (ρψ̂
∂ t
+∇·(ρ~̂vψ̂) . (2.32)
Due to the deviations from the mean the following correlation products that are related to
subgrid scale transports appear:
T= ρ~v′′~v′′ turbulent flux of momentum
Fx = ρ~v′′qx turbulent flux of constituent x
Fh = ρ~v′′h turbulent flux of enthalpy
Bh =~v′′·∇p source term of enthalpy due to buoyant heat and moisture fluxes
From Eq. (2.30) the heat equation can be derived, yielding
ρ ĉp
d̂T̂
dt
=
d̂ p
dt
+Qh . (2.33)
Qh is the mean diabatic heating and given by
Qh = l̂V Il+ l̂SI f +Bh−∇·(Js+H+R)−∑
x
cpx(Jx+Fx)·∇T̂ + ε (2.34)
l̂V and l̂S are again the latent heat of vapourization and sublimation as defined above, but for
the mean value of temperature, T̂ , and Bh is the buoyancy term which can be written as
Bh = (ĉp− ĉv)/ĉpH·∇lnp+Rd T̂
(
(rv/Rd−1)Fv−Fl−F f
)·∇lnp (2.35)
where
H= Fh−∑
x
ĥxFx (2.36)
is the turbulent sensible heat flux.
2.1.1.2. Simplifications of the heat equation
For a fast but nevertheless accurate computation of thermodynamic processes, some simplifi-
cations are needed. These are the following
• Molecular fluxes
The atmospheric flow on the used scales is always a turbulent one where the turbulent
fluxes of momentum, heat and moisture are in general larger than the corresponding
molecular fluxes. In consequence, all molecular fluxes are neglected. An exception to
this rule are the diffusion fluxes of liquid and solid forms of water, which are important
for microphysical growth processes of water drops and ice crystals. When water drops
and ice crystals reach a certain size their fall velocity becomes large enough to create
precipitation. Since this is a very important process in the atmosphere those molecular
fluxes must be kept. Therefore, the viscous stress tensor and the molecular fluxes of
sensible heat and of water vapour are set to zero and the water and ice fluxes are replaced
by the sedimentation fluxes
t = 0 ,Js = Jv = 0 ,
Jl ' Pl = ρql~vlT , (2.37)
J f ' P f = ρq f~v fT ,
11
2. A high-resolution regional reanalysis for Europe and Germany
where Pl and P f are the precipitation fluxes of liquid water and ice and ~vlT and ~v
f
T their
corresponding terminal velocities.
• Approximations to the heat equation
The different water constituents in the atmosphere form only a very small fraction of total
mass in the atmosphere. Therefore, all moist air in the atmosphere is treated as though
it were dry air and the specific heat of moist air is approximated by the specific heat of
dry air. Thus the impacts of the remaining diffusion fluxes of the water constituents on
the temperature are neglected and the latent heat of vapourization and sublimation are
replaced by their constant values at the reference temperature T0:
ĉp = ∑
x
cpxq̂x ' cpd ,
l̂V (T̂ ) ' LV ,
l̂S(T̂ ) ' LS , (2.38)
H ' cpdρ~v′′T ,
∑
x
cpx(Jx+Fx)·∇T̂ ' 0 ,
• Approximations to the pressure tendency equation
In order to guarantee a conservation of total mass as close as possible, the above men-
tioned approximations to the heat equation have to be applied to the pressure tendency
equation as well, which results in the following form:
d̂ p
dt
=−(cpd/cvd)p∇·~̂v+(cpd/cvd−1)Qh . (2.39)
According to Doms, 2011, this approximation introduces a small source/sink term in
the continuity equation which is believed to have no significant impact on mesoscale
numerical modeling.
• Buoyant heat and moisture fluxes
In addition to the simplifications previously described, the buoyant heat and moisture
fluxes and the mean dissipation rate due to viscous stresses are neglected completely;
Bh = 0 ,ε = 0 . (2.40)
This simplification is justified by the fact that the forcing function ∇lnp varies only very
slowly with height and therefore every temperature change induced by the vertical di-
vergence of H will be much larger than those caused by the buoyancy term.
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Introducing these simplifications into the equations (2.20) leads to the following set of equa-
tions for the nonhydrostatic compressible mean flow of the atmosphere
ρ
d~v
dt
= −∇p+ρ~g−2Ω× (ρ~v)−∇·T
dp
dt
= −(cpd/cvd)p∇·~v+(cpd/cvd−1)Qh
ρcpd
dT
dt
=
dp
dt
+Qh (2.41)
ρ
dqv
dt
= −∇·Fv− (Il+ I f )
ρ
dql, f
dt
= −∇·(Pl,f+Fl,f)+ Il, f
ρ = p
[
Rd(1+(Rv/Rd−1)qv−ql−q f )T
]−1
where Qh is the rate of diabatic heating/cooling
Qh = LV Il+LSI f −∇·(H+R) (2.42)
and overbars and -hats have been omitted for convenience for now and all the following. The
set of equations (2.42) is used as basic equations in the COSMO model.
2.1.2. Rotated spherical coordinates
The equations (2.42) are derived with regard to the rotating earth. In many limited area
models, rotated spherical coordinates are applied where the pole of the coordinate system is
tilted such that the equator runs approximately through the middle of the coordinate system.
In this way, numerical instabilities resulting from the convergence of the meridians and the
pole singularities do not occur. Furthermore, when only a small domain is considered where
the impact of the curvature of the Earth‘s surface is negligible, the equations become identical
to those for a tangential Cartesian coordinate system. Numerical solutions for the problem of
the converging meridians can be found in Haltiner and Williams, 1980.
In the COSMO model, rotated spherical coordinates are used. The effects of the rotation are
shown in Fig. 2.1, where the model domain has been plotted in rotated spherical coordinates.
In addition, the unrotated lines of longitude and latitude are shown in red.
The basic set of equations (2.42) must now be transcribed to the new rotated coordinate
system. For further details on the coordinate transformation see Dutton, 1986 or Zdunkowski
and Bott, 2003. First of all, two assumptions are made. Firstly, the earth´s acceleration is
assumed to be constant and perpendicular to surfaces of constant radius, i.e.
~g'−g(~r/r) , (2.43)
where g is the constant mean value of absolute gravity acceleration.
Secondly, the height z above the ground is much smaller than the radius of the earth a, thus
the height can be approximated as
r = a+ z' a , (2.44)
In consequence, any reference to r in the dynamic equations can be replaced by the radius
of the earth a and any differential variation of r can be replaced by a variation in z, ∂ r = ∂ z,
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Figure 2.1.: The model domain of COSMO-REA6 in rotated coordinates. Shown in red are the unrotated
spherical coordinates.
thereby making z the independent vertical coordinate instead of r. The approximation (2.44)
implies that all spherical surfaces of constant vertical coordinate z have the same curvature.
This results in two important simplifications:
• A number of metrical accelerations appearing in the equations of motion have to be
neglected
• Due to vertical motion and thus its effect on the vertical motion itself the Coriolis effect
must be neglected, resulting in a simpler form of the Coriolis acceleration
These simplifications are know as the first metric and the coordinate simplification and fur-
ther details can be found in Zdunkowski and Bott, 2003. Applying these simplifications, the
orthogonal base vectors ~qi and the Jacobian of the transformation
√
Gs of the rotated (λ ,ϕ,z)
coordinate system become
~q1 = acosϕ~eλ
~q2 = a~eϕ (2.45)
~q3 = ~ez =~r/r√
Gs = a2 cosϕ , (2.46)
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with ~eλ , ~eϕ and ~ez the normalized unit vectors in λ , ϕ and z direction.
√
Gs is related to the
metric tensor Gs of the spherical coordinate system via
√
Gs =
√Gs . (2.47)
The elements Gsi j are given by the scalar product of the base vectors, Gsi j = ~qi·~q j. Thus, Gs is
given by
Gs =
 a2 cos2ϕ 0 00 a2 0
0 0 1
 . (2.48)
With the help of the elements Gii, any vector ~A with elements Ai can be written as
~A=
3
∑
i=1
AN~qn =
√Gs11A1~eλ +√Gs22A2~eϕ +√Gs33A3 . (2.49)
The three components of the wind vector ~v, u for the zonal wind velocity, v for the meridional
wind velocity and w for the vertical wind velocity then read
u= acosϕλ˙ , v= aϕ˙, w= z˙= r˙ . (2.50)
The nabla operator with these simplifications reads
~∇=
~eλ
acosϕ
∂
∂λ
+
~eϕ
a
∂
∂ϕ
+~ez
∂
∂ z
(2.51)
and the basic equations (2.42) become
∂u
∂ t
+~v·~∇u− uv
a
tanϕ− f v = − 1
ρacosϕ
∂ p
∂λ
+Mu
∂v
∂ t
+~v·~∇v− u
2
a
tanϕ+ f u = − 1
ρa
∂ p
∂ϕ
+Mv
∂w
∂ t
+~v·~∇w = − 1
ρ
∂ p
∂ z
−g+Mw
∂ p
∂ t
+~v·~∇p = −(cpd/cvd)pD+(cpd/cvd−1)ρcpdQT
∂T
∂ t
+~v·~∇T = 1
ρcpd
(
∂ p
∂ t
+~v·~∇p
)
+QT (2.52)
∂qv
∂ t
+~v·~∇qv = −(Sl+S f )+Mqv
∂ql, f
∂ t
+~v·~∇ql, f − 1
ρ
∂Pl, f
∂ z
= Sl, f +Mql, f
ρ = p
[
Rd(1+(Rv/Rd−1)qv−ql−q f )T
]−1
.
Here the advection operator reads
~v·~∇= 1
acosϕ
(
u
∂
∂λ
+ vcosϕ
∂
∂ϕ
)
+w
∂
∂ z
(2.53)
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and D is defined as the three-dimensional wind divergence
D≡ ~∇·~v= 1
acosϕ
(
∂u
∂λ
+
∂
∂ϕ
(vcosϕ)
)
+
∂w
∂ z
. (2.54)
The following abbreviations have been introduced. The Coriolis parameter f now depends on
the rotated (λ ,ϕ)-coordinates and on the geographical latitude ϕNg of the rotated north pole
f = 2Ω
(
cosϕNg cosϕ cosλ + sinϕ sinϕ
N
g
)
. (2.55)
The different M-terms denote the source terms due to turbulent mixing, Sl and S f represent
the cloud microphysical sources and sinks per unit mass of moist air, Pl and P f are again the
precipitation fluxes and QT is the diabatic heating term in the heat equation
Mu = − 1ρ (
~∇·T)·~eλ (2.56)
Mv = − 1ρ (
~∇·T)·~eϕ (2.57)
Mw = − 1ρ (
~∇·T)·~ez (2.58)
Mqx = − 1ρ
~∇·Fx (2.59)
Mu = − 1ρcpd (
~∇·H (2.60)
Sl, f =
1
ρ
Il, f (2.61)
~Pl, f = −Pl, f~ez =−ρql, f |~vl, fT |~ez (2.62)
QT =
1
ρcpd
Qh =
LV
cpd
Sl+
LS
cpd
S f +MT +Qr (2.63)
where Qr describes the temperature change due to convergence/divergence of the solar and
thermal electromagnetic radiation flux
Qr =
1
ρcpd
~∇·R . (2.64)
2.1.3. Model reference state
In the COSMO model, any thermodynamic variable is defined as the sum of a reference state
and deviation from this reference state
ψ(λ ,ϕ,z, t) = ψ0(z)+ψ ′(λ ,ϕ,z, t) . (2.65)
The model reference state in the COSMO model is assumed to be horizontally homogeneous,
time invariant, dry and at rest. From this it follows that
u0(z) = v0(z) = w0(z) = 0, qv0(z) = q
l
0(z) = q
f
0(z) = 0 (2.66)
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and the model variables are then written as
u(λ ,ϕ,z, t) = u′(λ ,ϕ,z, t)
v(λ ,ϕ,z, t) = v′(λ ,ϕ,z, t)
w(λ ,ϕ,z, t) = w′(λ ,ϕ,z, t)
T (λ ,ϕ,z, t) = T0(z)+T ′(λ ,ϕ,z, t) (2.67)
p(λ ,ϕ,z, t) = po(z)+ p′(λ ,ϕ,z, t)
ρ(λ ,ϕ,z, t) = ρ0(z)+ρ ′(λ ,ϕ,z, t)
qx(λ ,ϕ,z, t) = qx′(λ ,ϕ,z, t) .
Additionally, the reference state is defined to be hydrostatically balanced, leading to
p0 = ρ0RdT0
∂ p0
∂ z
= −gρ0 =− gp0RdT0 . (2.68)
In the used version of the model a reference temperature profile is prescribed
T0(z) = (TMSL−∆t)+∆t exp( −zhscal ) (2.69)
with TMSL the reference temperature at mean sea level, ∆t the temperature difference between
sea level and the stratosphere and hscal a scaling height. These are fixed to
TMSL = 288.15K, ∆T = 75K, hscal = 10000m . (2.70)
Because the reference pressure is predefined, the COSMO model uses the pressure perturbation
p′ as dependent prognostic model variable. Since the reference state of pressure is assumed to
be horizontally homogeneous, the pressure gradient components become
∂ p
∂λ
=
∂ p′
∂λ
,
∂ p
∂ϕ
=
∂ p′
∂ϕ
(2.71)
and the advection of pressure reduces to
~v·~∇p=~v·~∇p′−gρ0w . (2.72)
Lastly, the vertical acceleration due to the pressure gradient and the gravity becomes
− 1
ρ
∂ p
∂ z
−g=− 1
ρ
∂ p′
∂ z
+B (2.73)
with B being the buoyant vertical acceleration, defined as
B= g
ρ0
ρ
(
T ′
T
− T0p
′
T p0
+
(Rv
Rd
−1)qv−ql−q f) . (2.74)
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With these assumptions, the set of equations (2.53) becomes
∂u
∂ t
+~v·~∇u− uv
a
tanϕ− f v = − 1
ρacosϕ
∂ p
∂λ
+Mu
∂v
∂ t
+~v·~∇v− u
2
a
tanϕ+ f u = − 1
ρa
∂ p
∂ϕ
+Mv
∂w
∂ t
+~v·~∇w = − 1
ρ
∂ p′
∂ z
+B+Mw
∂ p′
∂ t
+~v·~∇p′ = −(cpd/cvd)pD+(cpd/cvd−1)ρcpdQT
∂T
∂ t
+~v·~∇T = 1
ρcpd
(
∂ p′
∂ t
+~v·~∇p′−gρ0w
)
+QT (2.75)
∂qv
∂ t
+~v·~∇qv = −(Sl+S f )+Mqv
∂ql, f
∂ t
+~v·~∇ql, f − 1
ρ
∂Pl, f
∂ z
= Sl, f +Mql, f
ρ = p
[
Rd(1+(Rv/Rd−1)qv−ql−q f )T
]−1
.
2.1.4. Terrain-following coordinates
The model equations derived so far are valid on a rotated lat/lon-grid with the height z above
mean sea level. Keeping this vertical coordinate will cause numerical problems since the model
layers would cut through the orography in the lower levels and will not be defined there. To
avoid such problems terrain-following coordinates are introduced in which the lowest model
layer is identical to the orography and the higher model layers keep the silhouette of the
orography but are damped up to a certain level. The calculus of this transformation is not
reproduced here but it is referred to Doms, 2011 for extensive details on the transformation.
The COSMO model uses a height-based hybrid terrain-following coordinate as vertical coor-
dinate, which is very similar to the Gal-Chen vertical coordinate proposed by Gal-Chen and
Somerville, 1975. The vertical coordinate is depicted as µ. Introducing the vertical coordinate
to the model equations (2.76) and following the derivation of Doms, 2011, the final set of
model equations reads as follows.
• Zonal wind velocity
∂u
∂ t
=−
(
1
acosϕ
∂Eh
∂λ
− vVa
)
− µ˙ ∂u
∂µ
− 1
ρacosϕ
(
∂ p′
∂λ
− 1√γ
∂ p0
∂λ
∂ p′
∂µ
)
(2.76)
• Meridional wind velocity
∂v
∂ t
=−
(
1
a
∂Eh
∂ϕ
+uVa
)
− µ˙ ∂v
∂µ
− 1
ρa
(
∂ p′
∂ϕ
− 1√γ
∂ p0
∂ϕ
∂ p′
∂µ
)
(2.77)
• Vertical wind velocity
∂w
∂ t
= −
[
1
acosϕ
(
u
∂w
∂λ
+ vcosϕ
∂w
∂ϕ
)]
− µ˙ ∂w
∂µ
+
g√γ
ρ0
ρ
∂ p′
∂µ
+Mw
+g
ρ0
ρ
[
(T −T0)
T
− T0p
′
T p0
+
(
Rd
Rv
−1
)
qv−ql−q f
]
(2.78)
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• Pressure perturbation
∂ p′
∂ t
=−
[
1
acosϕ
(
u
∂ p′
∂λ
+ vcosϕ
∂ p′
∂ϕ
)]
− µ˙ ∂ p
′
∂µ
+gρ0w− cpdcvd pD (2.79)
• Temperature
∂T
∂ t
=−
[
1
acosϕ
(
u
∂T
∂λ
+ vcosϕ
∂T
∂ϕ
)]
− µ˙ ∂T
∂µ
− 1
ρcvd
pD+QT (2.80)
• Water vapour
∂qv
∂ t
=−
[
1
acosϕ
(
u
∂qv
∂λ
+ vcosϕ
∂qv
∂ϕ
)]
− µ˙ ∂q
v
∂µ
− (Sl+S f )+Mqv (2.81)
• Liquid and solid forms of water
∂ql, f
∂ t
= −
[
1
acosϕ
(
u
∂ql, f
∂λ
+ vcosϕ
∂ql, f
∂ϕ
)]
− µ˙ ∂q
l, f
∂µ
− g√γ
ρ0
ρ
∂Pl, f
∂µ
+Sl, f +Mql, f (2.82)
• Total density of air
ρ = p
[
Rd
(
1+
(
Rv/Rd−1
)
qv−ql−q f )T ]−1 (2.83)
Some additional terms are added here. Eh and Va describe the kinetic energy of horizontal
motion and the vertical component of absolute vorticity, respectively
Eh =
1
2
(
u2+ v2
)
(2.84)
Va =
1
acosϕ
[
∂v
∂λ
− ∂
∂ϕ
(ucosϕ)
]
+ f (2.85)
The abbreviation
√γ stands for the variation of reference pressure with the vertical coordinate
µ
√
γ =
∂ p0
∂µ
. (2.86)
The contravariant vertical velocity µ˙ and the divergence of the wind field D are defined as
µ˙ = − 1√γ
(
u
acosϕ
∂ p0
∂λ
+
v
a
∂ p0
∂ϕ
+gρ0w
)
(2.87)
D =
1
acosϕ
[
∂u
∂λ
− 1√γ
∂ p0
∂λ
∂u
∂µ
+
∂
∂ϕ
(vcosϕ)− cosϕ√γ
∂ p0
∂ϕ
∂v
∂µ
]
− gρ0√γ
∂w
∂µ
. (2.88)
The equations (2.76) - (2.83) form a complete set of prognostic equations to predict the model
variables u, v, w, T , p′, ρ, qv, ql and q f . In order to solve them, the various mixing terms Mψ ,
the cloud microphysical source and sink terms Sl and S f , the associated precipitation fluxes Pl
and P f as well as the radiative heating term Qr, which is a part of the total diabatic heating
QT in (2.63), need to be known. Since these terms describe mainly subgrid-scale processes,
they need to be parametrized. The main points of these physical parametrization schemes are
described in section 2.1.6
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2.1.5. Model grid structure
The equations of motion are numerically solved using finite differences. In this way the model
domain in (λ ,ϕ,µ)-coordinates is approximated by a finite number of grid points in (i, j,k)
where i, j and k correspond to the λ -, ϕ- and µ-directions, respectively. The model grid points
are then defined by
λi = λ0+(i−1)∆λ , i= 1, . . . ,Nλ
ϕ j = ϕ0+( j−1)∆ϕ, j = 1, . . . ,Nϕ (2.89)
µk = k, k = 1, . . . ,Nµ .
∆λ and ∆ϕ are the grid spacings in the corresponding directions. The grid spacing in µ-
direction is set to 1. Nλ , Nϕ and Nµ are the number of grid points in the three dimensions. The
points λ0 and ϕ0 define the southwest corner of the model domain in the rotated coordinate
system.
Due to the use of finite differences the model domain is subdivided into a finite number of
grid boxes with a volume ∆V = ∆λ∆ϕ∆µ. Every grid point (i, j,k) then defines the centre of
this grid box with the faces of this box located in the middle between the grid-points, i.e at
λ±1/2, ϕ±1/2 and µ±1/2. In vertical direction the k-levels are referred to as main levels with Nml
levels and the grid box faces as half levels with Nhl = Nml + 1 levels. The model variables are
staggered on an Arakawa-C-grid (Arakawa and Lamb, 1981; Arakawa and Lamb, 1977) where
all scalar variables Ψ are defined in the grid centre at (i, j,k) whereas the components of the
wind vector are defined at the box faces. Therefore the vertical velocity is always defined at
the half levels. The zonal and meridional velocities are shifted by half a grid point to the east
for the zonal component and to the north for the meridional component. Divergences can
easily be computed at the grid box centres in this way. This basic concept of the grid structure
is depicted in Fig. 2.2.
2.1.6. Physical parametrizations
The physical parametrizations accounting for the subgrid-scale processes are as follows. For
the grid-scale precipitation a bulk-water continuity model is applied which computes the ef-
fects of the precipitation formation on temperature and on water vapour, cloud water and
cloud ice. Precipitation is treated prognostically.
The radiative transfer scheme used in the COSMO model is described in Ritter and Geleyn,
1992. The scheme is based on the δ -two-stream solution of the radiative transfer equation
for plane-parallel horizontally homogeneous atmospheres. The radiative transfer equation is
solved in five spectral intervals in the thermal and for three spectral intervals in the solar part
of the spectrum. As input to the radiation parametrization grid- and subgrid scale water clouds
are considered. The radiation scheme is applied once every 15 minutes.
For the parametrization of subgrid-scale convection a Tiedtke mass flux scheme is used (Tiedtke,
1989). Within the scheme, the feedback of subgrid-scale vertical fluxes of heat, mass, moisture
and momentum in up- and downdrafts is calculated by use of a bulk cloud model.
Another important parametrization is that of vertical turbulent transport. The parametrization
scheme used in the COSMO model is based on prognostic turbulent kinetic energy and the sec-
ond order moments of the basic equations. The scheme is formulated in terms of liquid water
potential temperature and total water content and includes subgrid thermal inhomogeneities.
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Figure 2.2.: Example of the staggered Arakawa-C-grid used in the COSMO-model. Left: The horizontal
grid structure with the positions of the U-Wind component, the V-Wind component and
the scalar variables Ψ. Right: The 3D-grid structure with the positions of the zonal wind
component u, the meridional wind component v, the vertical wind component w and the
scalar variables Ψ.
Extensive details on the used and optional parametrization schemes can be found in Doms
et al., 2011.
2.1.7. Data assimilation and surface analysis modules
The data assimilation in the reanalysis consists of an online and an offline part. The online
part is formed by the data assimilation within the COSMO model, which is performed during
the forward integration of the model. This part is explained in the following section 2.1.7.1.
The offline part of the data assimilation scheme is comprised of the surface analyses modules,
which are
• An analysis of the snow depth (see section 2.1.7.2).
• A sea surface temperature (SST) analysis (see section 2.1.7.3).
• A variational soil moisture analysis that uses 2-m temperature observations for the deriva-
tion of optimized soil moisture fields (see section 2.1.7.4).
2.1.7.1. General data assimilation method
The data assimilation within the COSMO model is based on the nudging technique or Newto-
nian relaxation which consists of relaxing the model´s prognostic variables towards prescribed,
i.e. observed, values within a predetermined time window. Detailed descriptions are provided
in Davies and Turner, 1977 and Stauffer and Seaman, 1990. A complete description on the
implementation of the nudging in the COSMO model can be found in Schraff and Hess, 2003.
The basic concept is as follows.
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Let ψ(x, t) be any prognostic variable. The nudging introduces a relaxation term, the so-called
nudging term, into the tendency equation for the prognostic variable which then reads
∂
∂ t
ψ(~x, t) = F(ψ,~x, t)
+Gψ · ∑
k(obs)
Wk(~x, t)· [ψobsk −ψ(~xk, t)] . (2.90)
Here F denotes the model dynamics and physical parametrizations, Gψ is the constant nudging-
coefficient and Wk an observation dependent weight which always takes values between 0 and
1. ψobsk is the value of the k
th observation influencing the grid point ~x at time t and xk are the
observation locations. The difference [ψobsk −ψ(xk, t)] between observed and model value is
called the observation increment and the complete last term of (2.90) is called the nudging
term which determines the analysis increments. The analysis increments are the values added
to the model fields by the nudging within one timestep.
If the physics and dynamics are neglected and a single observation with a weightWk equal to 1
is assumed than the model value at the observation location relaxes exponentially towards the
observed value with an e-folding decay rate of 1Gψ . In this way the nudging equation (2.90) de-
scribes a continuous adaptation of the model towards the observed values during the forward
integration of the model. Usually the nudging term remains smaller than the largest term of
the dynamics. This is guaranteed by the nudging coefficient, which is in the range 10−4s−1.
When this weight is chosen too large, the nudging term could become overly dominant or an
almost replacement of the model variable by the observed value could occur. The latter would
destroy the internal balance of the model (Anthes, 1974). By controlling the nudging term in
this way, the model fields are relaxed towards the observed values without significantly dis-
turbing the dynamic balance of the model.
Every observation at a specific grid point is assigned a specific weight wk and the factors Wk
determine the relative weights to the observations at this grid point. For a single observation,
this weight wk computes as
wk = wt ·wxy·wz·εk (2.91)
where wt , wxy and wz are the weights depending on the temporal, horizontal and vertical differ-
ence between the observation and the target grid point, respectively, and εk holds information
on the quality of the observation. The temporal weight for single observations is a hat func-
tion, linearly decreasing for −3 h and +1 h for radiosonde data and −1.5 h and +0.5 h for all
other data. The relative weight Wk takes the effect of multiple observations into account and
thus prevents the nudging term from becoming dominant over the dynamics.
Wk =
wk
∑ jw j
·wk (2.92)
There are of course disadvantages to the nudging in comparison to other widely used data
assimilation schemes. For example, in contrast to optimal interpolation (OI) and 3- or 4-
dimensional variational techniques (3D-VAR, 4D-VAR) there is no mathematical formalism to
determine a theoretically optimal solution to the analysis problem. This results in several free
parameters which cannot be determined in an optimal way using theoretical considerations
but rather only rough estimates. Bergemann and Reich, 2012 have shown just recently that
a mathematical formalism for continuous data assimilation in an ensemble context exists and
could be used for ensemble runs but not in a deterministic run.
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Furthermore the observation increments have to be expressed in model space rather than in
observation space which is the biggest disadvantage compared to 3D-VAR or 4D-VAR. This
means that for any observational information used by the nudging the observation increments
have to be derived always in terms of the prognostic model variable. For example if radar
reflectivities or satellite radiances are assimilated using 3D- or 4D-VAR, corresponding reflec-
tivity or radiance values can be computed from model fields. These are then used to compute
observation increments which can be used directly for the assimilation. In a nudging scheme,
observation increments for the prognostic variables such as temperature, wind or humidity
need to be derived from the reflectivities or radiances. This limits the choice of observational
information to some extent which does not apply for variational methods.
Lastly, cross-correlations of observation and model errors such as error correlations between
the wind and mass fields can not be taken into account unless additional balancing steps are
added. In fact, there are three types of balancing steps applied to the analysis increment fields
before they are added to the model fields. These are
• a hydrostatic upper-air temperature correction which balances the pressure analysis in-
crements at the lowest model layer.
• a geostrophic wind correction which balances the wind field with respect to the mass
field increments
• an upper-air pressure correction which balances the total analysis increments of the mass
field hydrostatically
The whole nudging scheme consists of the following steps.
In the beginning, the observation processing is used to assign the observations temporally and
spatially to the model space, exploit the quality flags, apply the bias corrections and finally to
check for gross errors and redundancies. Afterwards the observation increments are computed
and a quality control of the observations is applied. This step is followed by the computation
of the weights and the spreading of increments provided with the weights to the target grid
points for each observation. These weighted increments are then subject to the above men-
tioned balancing steps. The nudging scheme is finished by summing up the final weighted
increments to form the analysis increments, i.e. the second term on the right hand side of Eq.
(2.90), which are then added to the model equations.
2.1.7.2. Snow analysis
Since main surface parameters such as surface albedo, the turbulent surface fluxes of energy,
moisture and momentum and the temperature at the surface depend on the presence of snow
it is important to know the distribution of the snow cover over the model domain. To obtain
the best possible distribution a snow depth analysis is performed in a separate module and
afterwards transformed into the model variable snow water content for the use in COSMO.
For extensive details on the snow analysis it is referred to Schraff and Hess, 2003. This module
will be referred to as Snow Analysis.
SYNOP reports form the basic source of information for the snow analysis. Only in data-poor
regions where the weight of the SYNOP observations falls beneath a given threshold COSMO
model values of snow depth are needed as a background field. From SYNOP reports, the total
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snow depth is extracted. If this information is missing, 6-hourly precipitation sum is extracted.
In this case, the 2-m temperature T2m is also needed and extracted from the SYNOP report
or, if missing, is taken from the model. If T2m is below 0◦C and the present and past weather
observations indicate snowfall, then the precipitation sum is converted into snow depth.
The snow depth determined in this way is then subject to a plausibility check. The snow depth
is rejected if it exceeds an acceptance limit dal = 1.5[m]·(1+ zsh/800[m]) which depends on the
station height zsh. After this, a quality control check is performed. The snow depth observation
is rejected if it deviates from a first guess by more than a threshold value dthr
dthr = 0.8[m]·
(
1+
zsh
2000[m]
)
·max
(
0,min
(
1,
287.16[K]−T2m
10[K]
))
. (2.93)
As first guess, the previous snow depth analysis is used.
The analysis method is based upon a simple weighted averaging of observed values. A back-
ground field is only used in data-poor regions. The individual weight wk of an observation k
at a target grid point depends on the horizontal and vertical distance ∆h and ∆z between the
observed location and the target grid point in the following way
wk = max
(
r2h−∆h2
r2h+∆h2
,0
)
·max
(
r2z −∆z2
r2z +∆z2
,0
)
(2.94)
In this way, the weight becomes zero if the distance between the observation location and
the target grid point is larger than the radii of influence rh and rz. The horizontal radius of
influence rh is set to 120 (200) km for data-dense (data-poor) areas whereas the vertical radius
of influence rz depends on the height z of the target grid point rz = 0.4·z+180 m. The weighted
averages of snow depth and of snow depth increments along with the total weights then form
the basis for the analysed snow depth. A final check is performed to ensure that the analysis
increment at any grid point does not exceed a height and temperature dependent limit.
2.1.7.3. Sea surface temperature analysis
The sensible and latent energy fluxes as well as the development of cyclones over the ocean
strongly depend on the temperature of the sea surface. It is therefore important to specify the
sea surface temperature correctly. This specification is done in a separate module by analysing
both the sea surface temperature and the location of the sea ice boundary two-dimensionally.
This module will be referred to as SST-Analysis. The analysis method is outlined below and is
described in Schraff and Hess, 2003.
At first the sea ice cover in the Baltic Sea is analysed. For this purpose an external weekly anal-
ysis from the Federal Maritime and Hydrographic Agency of Germany (BSH) with a resolution
of 0.16 degrees in longitudinal and 0.1 degrees in latitudinal direction is directly interpolated
onto the model grid.
The sea surface temperature is then analysed by means of a correction scheme. In the vicinity
of the observations, weighted observation increments are added to a first guess field. For the
latter, the interpolated SST analysis of ERA-Interim is used. Additionally, observational data
comprising all the ship and buoy data from the previous five days are used. These data are
checked against the first guess and against other stations in the near vicinity. The first guess
value is then corrected by a weighted mean of all the observation increments at each grid
point, forming the analysis. The individual weights depend on the temporal distance between
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analysis and observation time, on the observation type, and on the spatial distance of the
observation location and the target grid point as in the Snow Analysis.
2.1.7.4. Soil Moisture Analysis
The soil water content has a large influence on the near surface values of temperature and
relative humidity, especially on clear-sky days. Additionally, the soil water content serves as a
memory in the reanalysis in the way that precipitation from days ago is kept in the soil and
influences, e.g. the sensible and latent energy fluxes. Due to a lack of direct measurements of
the soil moisture contents the analysis of soil moisture is done by a variational method using
2-m temperature observations which are not assimilated by the nudging. The optimal soil
moisture contents minimize a cost functional that expresses the differences between modeled
and observed surface temperature. The method was described by Hess, 2001 and Bouyssel
et al., 1999 and applications can be found in Callies et al., 1998, Rhodin et al., 1999 and Mah-
fouf, 1991. The following remarks on the method, as applied in COSMO as well as further
details, can be found in Schraff and Hess, 2003.
2-m temperature observations close to noon are assimilated by the variational soil moisture
analysis (SMA) since the soil-atmosphere coupling is strongest with high radiative impact. But
this coupling is not always strong enough to derive sufficient information on the soil mois-
ture contents to compute them in a reliable way. Therefore, a Kalman filter cycled analysis
is applied that incorporates a background state along with background error estimates. The
variational Kalman filter analysis scheme requires one additional forecast run for each of the
three analysed soil moisture layers which makes it computationally expensive. Since no ade-
quate alternative could be found at DWD this scheme is used in the reanalysis cycle as well.
The variational analysis scheme is based on the minimization of a cost functional. This mini-
mization problem is generally a high-dimensional problem since the moisture contents of every
grid column for every soil layer have to be retrieved. To reduce the high-dimensional mini-
mization problem to a large series of low-dimensional minimizations, a horizontal decoupling
of surface temperatures and the soil moisture contents is assumed. This assumption holds be-
cause surface temperatures and humidities are mainly vertically coupled to the soil moisture
of the same grid column, at least for horizontal grid sizes of 7 km, as was tested by DWD
(Schraff and Hess, 2003). The cost functional J to be minimized then reads
J (η) = J o(η)+J b(η) (2.95)
with the observation term
J o(η) = 1
2
(
T o−T (η))TR−1(T o−T (η)) (2.96)
and the background term
J b(η) = 1
2
(η−ηb)TB−1(η−ηb) (2.97)
Here, η and ηb denote the vectors of dimension nsoil containing the moisture contents of the
analysed and background state soil layers, respectively. T o and T (η) are the vectors of dimen-
sion nobs containing analysed and model forecasted values of 2-m temperature for specified
observation times. The matrices R of dimension (nobs× nobs) and B of dimension (nsoil × nsoil)
denote the observation error and background error covariance matrices, respectively, which
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are both symmetric and positive definite.
To obtain the 2-m temperature values, a linearization around the background state is assumed.
The dependency between the 2-m temperature and the soil moisture is nonlinear and rather
complex in general, but a linearization provides good approximations, at least as long as the
retrieved values do not differ too much from the background state. The linearization reads
T (η) = T (ηb)+Γ(η−ηb) (2.98)
with Γ the Jacobian of dimension (nobs×nsoil) which is approximated by
Γi, j = min
(
Ti(η j)−Ti(ηb)
n jj−nbj
,0
)
(2.99)
with i = 1, . . . ,nobs and j = 1, . . . ,nsoil. To obtain the approximation (2.99) when COSMO is
run in forecast mode, as it is done operational at DWD, the routine forecast based on the
background moisture contents ηb is needed as well as nsoil additional forecast runs with varied
soil moisture contents η j. There is no routine forecast in reanalysis mode, so in order to
perform the SMA the routine forecast has to be computed additionally. This is the reason why
the SMA is very expensive in computational resources and very time consuming.
The vector components of η j are set to
η jk =
{
n jj for k = j
nbj for k 6= j
, k = 1, . . . ,nsoil (2.100)
where the varied soil moisture content η jj is altered depending on air dryness point (ADP)
and field capacity (FC) of the soil model. This alteration is done in the actual call of the SMA
program in the SMA module and is done to reduce the influence of the soil type of the actual
horizontal grid point. Using the linearization (2.98) in the cost function (2.95) and computing
the gradient results in
∇J (ηb) =−ΓTR−1(T o−T (ηb)−Γ(η−ηb))+B−1(η−ηb) . (2.101)
The minimization of J results in the analysed soil moistures ηa
J (ηa)≤ J (η) ∀ η 6= ηa (2.102)
which can be obtained by
∇J (ηa) != 0 . (2.103)
Some calculation results in
ηa = ηb+
(
ΓTR−1Γ+B−1
)−1ΓTR−1(T o−T (ηb)) . (2.104)
This equation (2.104) is actually computed in the SMA program to obtain ηa.
For the start of the cycled soil moisture analysis scheme the background error covariance
matrix B is initialized with estimated error variances and covariances of first guess moisture
fields that are used as initial background ηb. The background state (ηb)t+1 and the background
error covariance matrix (B)t+1 for the following day are provided in a Kalman filter cycled
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analysis in the following way.
The background state (ηb)t+1 for the following day is computed as
(ηb)t+1 = (ηa)t +
(
Mt+1t ((η
b)t)− (ηb)t) (2.105)
where Mt+1t ((ηb)t) are the soil moisture values of at 00 UTC of the following day, obtained
from the 24 h routine forecast started at 00 UTC.
The analysis error covariance matrix A of dimension (nsoil×nsoil) represents the confidence in
the retrieved values (ηa)t
(A)t =
(
∇J )−1 = (ΓTR−1Γ+((B)t)−1)−1 (2.106)
and is given by the Hessian of J (Tarantola, 2005). The new background error covariance
matrix (B)t+1 can then be computed by
(B)t+1 =M(A)tMT +Q (2.107)
withM an estimation of the tangent linear of the forecast operator Mt+1t and Q the assumed
error matrix ofM.
The actual execution of the SMA is schematically shown in Fig. 2.3. At first, the 24 hour
“routine” forecast, here depicted as first forecast, is performed. The first forecast starts at 00
UTC of the previous day with the reanalysis fields as input. From this run the soil moisture
fields [W_SO] at 00 UTC from the previous and starting day are needed as well as the 2-m
temperature [T2M] at 12 and 15 UTC of the previous day. The analysed soil moisture from
00 UTC and 2-m temperature from 12 and 15 UTC of the previous day together with the 2-
m temperature from 12 and 15 UTC of the previous day from the first forecast run are then
passed to the SMA program where a new, perturbed background state for the soil moisture is
calculated. This is done twice with two different perturbations, resulting in two different soil
moisture contents, marked with status 21 and 23. These are passed to the second respectively
third forecast run which run for 15 hours and give new 2-m temperatures again from 12 and
15 UTC of the previous day. The final execution of the SMA program (status 27), where the
new soil moisture contents for 00 UTC of the actual day are computed needs the following
parameters:
• The analysed soil moisture content at 00 UTC from the previous day
• The analysed soil temperatures at 00 UTC from the previous and actual day
• The analysed 2-m temperature at 12 and 15 UTC from the previous day
• The 2-m temperature at 12 and 15 UTC from the previous day from the first forecast
• The 2-m temperature at 12 and 15 UTC from the previous day from the second forecast
• The 2-m temperature at 12 and 15 UTC from the previous day from the third forecast
• The soil moisture contents at 00 UTC from the previous and actual day from the first
forecast
• The perturbed soil moisture content from the first call to the SMA program (status 21)
• The perturbed soil moisture content from the second call to the SMA program (status
23)
The resulting new soil moisture contents are then used to start the new COSMO run.
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Figure 2.3.: A schematic overview of the complete SMA module. For details see text.
2.1.8. Assimilation of precipitation data
Precipitation is one of the most important quantities in the atmosphere. It is therefore of
importance to have a realistic analysis of precipitation within the model, since the right amount
of precipitation influences the soil moisture among many other parameters, which then for
example influences the triggering of convection.
Precipitation is measured in many different ways, e.g. with rain gauges or with radar and
satellites. This information can be passed to the model via the data assimilation in different
ways. The different data assimilation techniques have been introduced extensively in section
2.1.7. Since the COSMO model uses the nudging the focus will be on the assimilation of
precipitation via the nudging technique which can be assimilated in two different ways: via
specific/relative humidity or via temperature increments. Davolio and Buzzi, 2004 modified
the specific humidity profiles of their model such that they improve the accumulated rainfall
over a time period. Another approach is the introduction of temperature increments into
the model. The idea behind this approach is that due to condensation of water vapour in
the clouds the vertically integrated latent heating rate should be approximately proportional
to the net precipitation rate (Holton, 1979; Jones and Macpherson, 1997). This method is
hence called latent heat nudging (LHN). The temperature increments for the LHN are usually
obtained from radar or satellite measurements which have a high temporal resolution. Jones
and Macpherson, 1997 applied the LHN with radar observations over the United Kingdom to
the NWP model of the UK Meteorological Office (UK Met. Office). They have shown that the
LHN improved the skill of the forecast as well as the analysis of precipitation.
The latent heat nudging is used in the COSMO-model as well. The method will be shortly
outlined here, an extensive description can be found in Stephan et al., 2008 and Schraff and
Hess, 2003.
The LHN scheme introduces temperature increments into the thermodynamic equation in cases
where the observed rain rate, taken from radar measurements, differs from the precipitation
produced by the model. The radar network coverage, which is used by DWD, is shown with
the COSMO-REA2 domain in Fig. 2.4. A scan of each radar is available every five minutes with
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Figure 2.4.: The radar network of DWD and the surrounding national meteorological and hydrological
services (MeteoFrance, MeteoSwiss, KNMI The Netherlands, KMI Belgium, Czech Hydrom-
eteorological Institute), displayed on the COSMO-REA2 domain.
a spatial resolution of 1 km in range and 1 degree in azimuth. After applying a quality control,
the reflectivity values are converted into precipitation rates by use of empirical reflectivity-
rainfall, so called Z-R relationships which depend on the meteorological situation. As already
mentioned above, the precipitation rate R can be assumed to be proportional to the latent heat
release δLH within the cloud
R(l0) ∝
l0∫
lF
∆(LH(l))dl. (2.108)
Here, l0 is the ground, lF is the height at which the precipitating particle is formed and l is the
path between these two points. Usually, the path l is associated with the time the particle needs
to reach the ground. During this time it can be transported within the cloud or advected during
its fall into other regions, depending on the local wind field. However, the LHN scheme ignores
this realistic but nevertheless complicated feature and assumes that the path l is run through
within one model column and one time step, so that the precipitation rate is proportional
to the latent heat release within the model column. The temperature increment due to the
release of latent heat is added to the thermodynamic model equation and reads
∆TLHN(l) = (α−1)· 1cp∆(LH(l))
α = (
Robs
Rmod
) . (2.109)
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This is the formulation of the conventional LHN scheme described by Jones and Macpherson,
1997 which they used in a model with a horizontal resolution of 17 km and a diagnostic
computation of precipitation. Here, the scaling factor has upper and lower limits of 3 and 1/3,
respectively. However, the COSMO-DE configuration of DWD runs with a horizontal resolution
of 2.8 km and COSMO-REA2 runs with an even higher horizontal resolution of 2 km as was
described in section 2.2.1.3. Both models treat the precipitation as a prognostic variable.
Therefore the LHN scheme implemented in the COSMO model works with some modifications
compared to the conventional LHN scheme (see Stephan et al., 2008):
• Due to the prognostic treatment the precipitation needs some time to reach the ground
because in the prognostic formulation the parcel can be advected and transported after
generation. The conventional scheme notices the precipitation not directly after genera-
tion but with some delay and will thus continue to add or take away energy for some time
although it may not be required any longer. This problem is circumvented by introducing
a reference precipitation which has the immediate information on the already initialized
precipitation rate. This reference precipitation is the vertically averaged precipitation
flux
Rre f =
1
ztop− z0
ztop∫
z0
[
∑
i
(ρ(z)qi(z)vi)
]
dz, (2.110)
with qi the mass fraction of the different forms of precipitation (rain, snow or graupel)
and vi their corresponding sedimentation velocity. The top layer ztop is defined as the first
layer from above in which the sum of the fluxes is higher than a pre-specified threshold
of 0.1 mm h−1. This reference pressure replaces Rmod in equation (2.109).
• Only the vertical model layers with a positive model latent heat release are used to
compute and insert the LHN increments. This is done to avoid negative LHN temperature
increments and therefore cooling where the precipitation rate should be increased. For
example, this is the case in regions with strong downdrafts where high precipitation rates
with weak or negative latent heat release can occur.
• Although the precipitation rates Rmod are low updraught regions with very high values of
latent heat release ∆(LH) often occur at the leading edge of convective cells. This results
in high values of the scaling factor α leading to very high temperature increments ∆TLHN .
To avoid these high values, the limits for the scaling factor are changed from 3 to 2 for the
upper and from 1/3 to 0.5 for the lower limit. In addition, the scaling factor in equation
(2.109) is replaced by the logarithmic formulation {lhn(α)+ 1}, which yields effective
upper and lower scaling limits of 1.7 and 0.3, respectively.
The implemented LHN scheme was always evaluated with respect to the improvement of the
following forecast. The assimilation of radar images with the scheme presented above showed
a positive impact on the prediction of precipitation in the first hours of the forecast (Stephan
et al., 2008). In COSMO a so-called LHN-coefficient was introduced which controls how much
temperature increment is added to the prognostic equation. In operational settings this coeffi-
cient is set to 1. For the production of the reanalysis, however, it is not of interest to improve
the forecasts, but the analysis itself. Therefore experiments were carried out to test different
LHN-coefficients for the improvement of the analysis (section 2.2.1.5).
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2.2. The reanalysis framework
In the following, the overall setup of the reanalysis together with its different steps in the cycle
will be explained.
2.2.1. Setup of the system
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Figure 2.5.: The basic setup of the reanalysis system for the production of COSMO-REA6.
The reanalysis system which produces the reanalysis itself has been set up as a script-based
system. The script-based system is written as a bash script to make it as flexible as possible.
The bash-shell is usually provided on all major super-computing centres, making it suitable for
a portable system. For convenience the script-based system will from now on be referred to as
Reanalysis Production System, short RPS. The RPS is started on one of the login nodes of the
super computing centres and from there submits the various jobs needed for the production of
the reanalysis. Since the RPS is designed for the production of a reanalysis with the COSMO
model it can only produce a reanalysis on a limited area. Therefore, the first step in the RPS
is the interpolation of a coarser resolved model which is available on a larger grid than that of
the reanalysis itself. The interpolation is done by the program int2lm, which is used by DWD to
interpolate global or regional model outputs onto the COSMO grid. int2lm provides boundary
fields in an update frequency which equals the availability of the coarse model data and an
initial field for the start of a COSMO model run. From this initial field which is provided at
00 UTC of the start date the first six hour run of the COSMO model is started with the full
data assimilation. Since DWD works with a Snow-Analysis every six hours, a six hour run has
been chosen accordingly. When this model run is finished, the first Snow Analysis for 06 UTC
is conducted and the updated fields are passed to the 06 UTC field for the next start of a six
hour COSMO run. This continues till 00 UTC of the following day. At this point, a SST analysis
is performed, followed by another Snow Analysis. The SMA is performed last, in the way as
explained in section 2.1.7.4. The updated fields from these three separate procedures then
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overwrite some of the output fields for 00 UTC. From this, the next day is started and so forth
till the last production date. In order to speed up the production cycle, int2lm is carried out
only every 24 hours, calculating the boundary fields for one day. Those fields are then linked
for every 6 hour COSMO-run accordingly.
As mentioned above, the RPS submits the various jobs, extracts and post-processes the data
and goes to sleep in between waiting for the jobs to finish. If the job ran successfully to the
end, the next program is started, unless an error occurs. In such a case the program sends
a e-mail indicating where the error occurred to notify the user where he/she needs to check
and restart the system. The system has been tested and run successfully on the IBM Power-7
machine of the ECMWF and its successor, the CRAY XC-30, as well as on the IBM Power-6
machine called blizzard of the Deutsches Klimarechenzentrum (DKRZ). An overview of this
basic setup for the case of the COSMO-REA6 reanalysis is shown in Figure 2.5.
Unfortunately, the flexibility of the bash-script based RPS is also its drawback. Since the system
goes to sleep between the different actions of RPS (submitting jobs, post-processing, etc.) it
is necessary that the RPS is started with a no-hangup call on the login node. In this way, the
RPS runs as long as it takes the system to produce the complete reanalysis, i.e. several weeks
to months. This became a problem, when different streams were started (see section 2.2.1.1)
and operated in parallel. The login nodes at the major supercomputing centres are not made
for operating several programs on such timescales, since this would cause too much traffic on
the login nodes, in the worst case making it impossible for users to login. Therefore, when the
new CRAY XC-30 machine was introduced at ECMWF in summer 2014, the RPS was migrated
to the work flow package ecflow2 provided by ECMWF which enables users to run a large
number of programs in a large environment and is thus perfectly suited for the production of
the reanalysis. The setup in ecflow follows in general the above depicted structure of the RPS,
the technical details of the implementation are nevertheless outlined in Appendix C.
2.2.1.1. COSMO-REA6
The overall vision of the project was to create a high-resolution reanalysis for Europe and an
even higher resolved one for Germany, following the setup of the Numerical Weather Predic-
tion (NWP) system of DWD with their two domains for Europe and Germany, COSMO-EU and
COSMO-DE, which are operated with the COSMO model. COSMO-EU is run with a horizontal
grid resolution of 0.0625◦ which corresponds to roughly 7 km whereas COSMO-DE runs with
a resolution of 0.025◦ (2.8 km). COSMO-EU is driven with boundary data from the global
model GME of DWD and COSMO-DE is subsequently driven by COSMO-EU.
In recent years, regional climate modeling efforts were centralized within the CORDEX frame-
work, which stands for COordinated Regional Downscaling EXperiment (Giorgi et al., 2009).
CORDEX provides global coordination of Regional Climate Downscaling for improved regional
climate change adaptation and impact assessment. The framework defined several domains
across the globe on which the modeling community should focus in their research. The Euro-
pean reanalysis created during this work was therefore chosen to match the specifications of
the high-resolution CORDEX-EURO-11 domain. The CORDEX domains work on a rotated grid,
just as the COSMO model does. The rotated north pole of the model domain lies at λN =−162◦
and ϕN = 39.25◦. The south-west corner in rotated coordinates lies at λSW = −28.375◦ and
ϕSW =−23.375◦. The number of grid points in λ/ϕ-direction is 424/412 with a grid spacing of
2https://software.ecmwf.int/wiki/display/ECFLOW/What+is+ecFlow
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∆λ = ∆ϕ = 0.11◦. These specifications were the basis for the reanalysis. The horizontal resolu-
tion of the produced reanalysis, however, was supposed to be more similar to the COSMO-EU
resolution of 7 km rather than 12 km as in CORDEX-EURO-11. Therefore, the horizontal grid
spacing was reduced by a factor of 2 to 0.055◦ to be closer to the COSMO-EU resolution. A
resolution of 0.055◦ corresponds to a grid spacing of approximately 6.2 km. Due to this grid
spacing, the created reanalysis for the European domain was named and is referred to in the
following as COSMO-REA6.
This change in the model resolution leads to a slight modification in the model grid depicted in
Figure 2.6. In both plots, the black dots and black dashed lines indicate the CORDEX-EURO-11
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Figure 2.6.: Comparison between the grid matching of equal grid points and the matching of equal
volumes.
grid points and grid box faces and the red dots and red dotted lines depict those of COSMO-
REA6. If the reanalysis matched the CORDEX specifications exactly, this would result in the
left plot, having the COSMO-REA6 grid points at the same locations as in CORDEX-EURO-11
and in the middle between two CORDEX points. But as a consequence of the smaller grid
spacing, the grid boxes in COSMO-REA6 are representative for a smaller area than the grid
boxes in CORDEX-EURO-11. This could lead to problems in comparing different model out-
puts. Therefore, the reanalysis model setup was chosen as shown in the right plot of Figure
2.6. By shifting the grid points of COSMO-REA6 half a grid point to the left and bottom and
adding one grid box in each direction, four grid boxes in COSMO-REA6 can be combined to
match one grid box in CORDEX-EURO-11.
Another problem to be adressed is the so-called “sponge” of a model. This is the region at the
boundary of the model domain where the influence of the boundary fields is still noticeable.
The sponge in COSMO-REA6 is comprised of approximately the first 10 to 15 grid points.
These grid points are affected by spurious errors, resulting e.g. in very large precipitation
fields being transported into the model domain. Therefore, the model domain was enhanced
by 16 grid points in each direction in order to skip those grid points afterwards. In this way,
the actual domain matching CORDEX-EURO-11 is not affected by the boundaries.
This two modifications result in a few differences of the setup. The south-west corner of
COSMO-REA6 is now λSW = −29.2825◦, ϕSW = −24.2825◦ and the number of grid points is
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Table 2.1.: Main parameters of the model domain in CORDEX-EURO-11 and COSMO-REA6.
CORDEX-EURO-11 COSMO-REA6 compu-
tational model domain
COSMO-REA6 evalu-
ated model domain
Coordinates rotated
north pole (λ ,ϕ)N
(−162.0,39.25) (−162.0,39.25) (−162.0,39.25)
Horizontal resolution 0.11◦ 0.055◦ 0.055◦
Coordinates south-
west corner (λ ,ϕ)SW
(−28.375,−23.375) (−29.2825,−24.2825) (−28.4025,−23.4025)
Nλ 424 880 848
Nϕ 412 856 824
Nµ n.a. 40 40
Nλ = 880 and Nϕ = 856 for the computational domain. Subtracting the 16 grid points on each
side of the computational domain results in the actual evaluated model domain with Nλ = 848,
Nϕ = 824 and the south-west corner at (λ ,ϕ)SW = (−28.4025,−23.4025). These fixed param-
eters are summarized in table 2.1 and the model domain is shown in Figure 2.7. The model
domain covers the whole of Europe with a large coverage of the northern Atlantic and an east-
erly coverage into western Russia. The northernmost parts of Africa are covered as well.
COSMO-REA6 is run with 40 layers in the vertical, resulting in 41 half levels which is the same
vertical resolution as in COSMO-EU. The time step of the model runs is 50 seconds. The model
version of COSMO for the production of COSMO-REA6 is 4.25 (28 September 2012).
The reanalysis was produced in different streams. The first stream consisted of the six years
2007-2012. In order to account for some spin-up of the model the production of this stream
was started at the 1st November 2006. This stream was produced at the IBM Power-7 machine
of ECMWF. In 2014 it was decided to extend the six years to the past and present. Therefore,
3 additional streams were started. The year 2013 was produced by simply extending the first
stream. To the past, it was decided to extend the reanalysis back to 1997. In order to be
finished with the production in a reasonable time, two parallel streams were set up, one pro-
ducing the reanalysis for 1997-2001 and the other from 2002-2006. These streams were again
started 2 months in advance, i.e. at the 1st November 1996 and 2001, respectively. Unfortu-
nately, in 2014 ECMWF prepared the change from the IBM Power-7 machine to a new super
computing cluster, the CRAY XC-30. The IBM Power-7 was switched off on the 30th September
2014. Therefore, the RPS was migrated to the CRAY and was implemented into ecflow in mid
2014 and the production of the three additional streams was carried out on the CRAY and was
finished in October and November 2014 for the two historic streams. The stream for 2013 was
extended into 2014 as soon as ERA-Interim boundary fields were available. 2014 was finished
in late January 2015, extending the COSMO-REA6 data set to eighteen years (1997-2014).
2.2.1.2. COSMO-DS
In order to assess the added value of a full reanalysis an additional dynamical downscaling
was performed for the year 2011. The dynamical downscaling was initialised at 00 UTC on
the 1st January 2011 from the corresponding state of the full reanalysis and ran freely with
the same setup and boundary conditions but without any data assimilation. For a correct
specification of the lower boundary conditions the same 24h cycle of the SST analysis as in
the full reanalysis was implemented in the downscaling. The other analysis modules were not
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used in the downscaling. The dynamical downscaling will be called COSMO-DS hereafter and
serves as a reference.
2.2.1.3. COSMO-REA2
For Germany an even higher resolved reanalysis was performed, called hereafter COSMO-
REA2. The basic setup is that of a 2 km-Version of COSMO-DE, i.e. with a horizontal resolution
of 0.018◦. The rotated north pole is slightly different than for COSMO-REA6 with λN =−170◦
and ϕN = 40◦. The number of grid points in longitude and latitude direction is Nλ = 724,
Nϕ = 780 with the start longitude and latitude being λSW = −7.5◦, ϕSW = −6.0◦. In COSMO-
REA2, there are 50 vertical levels and the time step is 18 seconds. The model domain covers
Germany, Austria, Switzerland, Belgium, the Netherlands and Denmark as well as parts of
their surrounding states such as Poland, Italy, France and Great Britain. The model domain
of COSMO-REA2 is shown in Figure 2.7 as well, indicated by the yellow dotted quadrilateral.
COSMO-REA2 was produced with the Snow and SST-Analysis, but without the SMA. However,
in contrast to COSMO-REA6, the assimilation of precipitation information from radar via latent
heat nudging was used (see Section 2.1.8). COSMO-REA2 was produced with the COSMO
model version 5.00.2 (21st February 2014) for the years 2007-2013 on the CRAY, using ecflow.
2.2.1.4. Performance of the model
When running such a system, performance is an important issue. The first 6 years of the
reanalysis to be computed were the years 2007-2012. These ran on the IBM-Power 7 machine
of the ECMWF. Every node there consisted of 32 CPUs which could be run in hyperthread
mode resulting in 64 logical CPUs. For the COSMO model runs, 10 nodes in hyperthread
mode were used and the model domain was separated into 20 boxes in longitude and 32 in
latitude direction. With this configuration one 6 hour run could be finished in ≈ 10 minutes.
Due to the three additional forecast runs for the SMA this resulted in ≈ 90 minutes for one
complete day of the reanalysis which additionally depended on the queueing times. Due to
occasional errors and aborts and longer queueing times this first stream took about half a year
to be finished.
Since ECMWF switched to the new CRAY XC-30 machine in early 2014, the production of
the two other streams, 1997-2002 and 2002-2006, had to be switched to the new machine as
well. On the CRAY one node consists of 24 CPUs, i.e. 48 logical CPUs in hyperthread mode.
For the COSMO model runs 25 nodes in hyperthread mode on the larger and faster CRAY
machine were used resulting in ≈ 75 minutes of production time for one day. COSMO-REA2
was completely produced on the CRAY with 25 nodes for each run. Due to the much smaller
time step one run takes a while longer than one for COSMO-REA6 resulting in approximately
100 minutes for one day. One year of reanalysis took about a month to be produced.
2.2.1.5. Experiments with LHN
The assimilation of precipitation information from radars via the latent heat nudging is oper-
ationally used in COSMO-DE only with a fixed LHN-coefficient of 1. Some preliminary studies
showed that a coefficient of 1.0 disturbed the stability of the model too much in the analysis,
resulting in spurious, unrealistic cloud structures. Therefore, it was decided to reduce the
coefficient to 0.25 which lead to good results without the drawbacks of a coefficient of 1 (not
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Figure 2.7.: Model domains of COSMO-REA6 and COSMO-REA2. The black dotted quadrilaterals indi-
cate the computational and the actual model domain of COSMO-REA6, separated by the
sponge layer which is indicated in red. The yellow quadrilaterals show the computational
and actual model domain of COSMO-REA2 with the sponge layer indicated in yellow.
shown). Since the LHN improves the representation of precipitation on the 2 km scale it was
decided to test the LHN also on the 6 km scale. Therefore, different experiments for the LHN
were set up for summer 2011 (JJA). These were
• COSMO-REA6 without LHN (setup of the complete reanalysis)
• COSMO-REA6 with LHN enabled and a coefficient of 0.25
• COSMO-REA2 without LHN
• COSMO-REA2 with LHN enabled and a coefficient of 0.25 (setup of the complete reanal-
ysis).
The results of the comparisons of the different experiments are shown in sections 4.2.1.1 and
4.2.2.1.
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2.3. Data
In the following, an overview of all used and produced data of this work is given.
2.3.1. Observations for COSMO-REA6 and COSMO-REA2
In order to produce the reanalysis, observations for COSMO as well as for the additional
analysis modules are needed. Those observation data were extracted from DWDs operational
database where all observations needed for conducting COSMO are stored. The observation
types together with the corresponding assimilated variables are summarized in Table 2.2. The
soundings comprise radiosonde ascents (TEMP) and pilot balloon ascents (PILOT). Aircraft
observations are divided in aircraft reports (AIREP), automatic reports of the type AMDAR
(Aircraft Meteorological Data Relay) and reports from ACARS (Aircraft Communication Ad-
dressing and Reporting System). Surface level observations compose of the SYNOP stations,
both manual and automatic reports as well as METAR (Meteorological Aerodrome Report),
SHIP reports, both manual and automatic, and drifting buoys (DRIBU). No satellite observa-
tions were actively assimilated in COSMO-REA6.
As mentioned in Section 2.1.7.1, the observations for one model run started at time XX UTC
are at least needed one hour before until three hours after the starting time, i.e. from XX-1
UTC till XX+3 UTC. Due to these time windows, there would have been many overlaps in data
if the observations would have been obtained for every model run separately. Therefore, the
observations for one complete day were obtained from DWDs database with the time window
as mentioned above. E.g. for the 1st June 2011 the observations for the time window from 23
UTC at the 31st May until 03 UTC at the 2nd June were retrieved. These observations were
then passed to the 4 COSMO runs at that day and COSMO then took only the observations
relevant in the corresponding time. In this way, the overlap in the observations and therefore
also storage space was reduced. In addition, the observation files remained still small enough
and did not disturb the performance of the model, which would have been the case when
observations for e.g. a whole month would have been stored into one file. The observations
for the Snow and SST-Analysis were also retrieved from the database but for every start time
separately.
2.3.2. ERA-Interim
Since every regional model covers only a limited area, frequently updated boundary data are
needed in order to ensure the interaction with the surrounding environment. Lateral and lower
boundary fields for COSMO-REA2 are provided by COSMO-REA6 whereas the boundary fields
for COSMO-REA6 were chosen to be provided by ERA-Interim. ERA-Interim is a global reanal-
ysis produced at ECMWF (Dee et al., 2011) which currently covers the years 1979 to 2014 and
is frequently extended to the present. ERA-Interim produces analysis fields every 6 hours and
additionally performs forecast runs at 00 and 12 UTC with 3-hourly output. In this way output
fields from ERA-Interim are available every 3 hours.
The boundary data for COSMO-REA6 are updated every three hours and linearly interpolated
in between. Since analysis steps from ERA-Interim are only available every 6 hours the analy-
sis fields from 00 and 12 UTC and the 3, 6 and 9 hour forecast integrations from these analyses
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Table 2.2.: Observation types and corresponding assimilated variables used in the nudging scheme of
COSMO-REA6.
Observations Observation type Assimilated variables Mean number of as-
similated reports per 6
hours
Radiosondes PILOT upper-air wind 187
TEMP temperature 134
upper-air humidity
upper-air-wind
surface-level wind
surface-level temperature
surface-level humidity
geopotential
Aircraft AIREP wind 868
temperature
AMDAR wind 6343
temperature
ACARS wind 7310
temperature
Wind profiler upper-air wind 186
Surface level SYNOP station pressure 18580
10-m wind
2-m humidity
SHIP station pressure 166
10-m wind
2-m humidity
DRIBU station pressure 310
10-m wind
2-m humidity
are taken as boundary fields for 03, 06 and 09 UTC respectively 15, 18 and 21 UTC for con-
sistency reasons. The resolution of the used boundary files is 0.5◦. As boundary input from
ERA-Interim the following variables are used: the geopotential, skin temperature, the soil tem-
perature as well as the volumetric soil water, snow depth and temperature of the snow layer,
skin reservoir content, sea-ice cover and ice temperature in the first layer, surface pressure
as ground variables and specific humidity, temperature, wind and cloud liquid and ice water
content in all heights. Additionally, the SST analysis module used the sea surface temperature
of ERA-Interim as lower boundary condition. This results in a passive assimilation of satellite
data for the SST information in COSMO-REA6, since ERA-Interim assimilates satellite data.
ERA-Interim further serves as reference reanalysis for the verification of COSMO-REA6. For
this purpose the necessary variables with 3-hourly temporal and 0.5◦ horizontal resolution are
used.
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2.3.3. GRIB-Output from COSMO-REA6 and COSMO-REA2
The output fields from both reanalyses are written in GRIB1-Format and are divided into
three-dimensional and two-dimensional fields. Three-dimensional fields are stored every hour
whereas two dimensional fields are stored every 15 minutes. With that both reanalyses have a
so far unmatched highly resolved output rate among reanalyses and can serve for many pur-
poses. A list of output variables from both COSMO-REA6 and COSMO-REA2 is provided in
Appendix B. In addition to this output synthetic satellite images for eight infrared channels on-
board the geostationary satellites MeteoSat Second Generation (MSG) are produced every 15
minutes for COSMO-REA6, using the Radiative Transfer model for TIROS Operational Vertical
Sounder 9 (RTTOV-9) (Saunders et al., 2007) which is implemented in the COSMO model.
The RTTOV model produces clear-sky and cloudy radiances and brightness temperatures. Due
to a technical issue, the compilation of the COSMO model with RTTOV-9 enabled was not
successful which is why the synthetic satellite images for COSMO-REA6 are only available for
the first stream, i.e. for the years 2007-2012. In model version 5.00 of the COSMO model, the
RTTOV-10 operator was introduced (Saunders et al., 2012). The production of the synthetic
satellite images in COSMO-REA2 was switched to RTTOV-10 for the complete data set.
2.3.4. GPCC
The Global Precipitation Climatology Centre (GPCC) provides global precipitation analyses
for the monitoring and research of the earth´s climate and is operated by DWD. There are
several different data sets like first guess products, climatologies and reanalysis products. In
this work, GPCC´s full data reanalysis version 6 (Schneider et al., 2014) is used for comparison
with the COSMO-REA output. This GPCC reanalysis, based on quality controlled in-situ data,
is available for the years 1901-2010 and the highest available resolution is 0.5◦.
2.3.5. E-OBS
The European Climate Assessment & Dataset have created a European land-only daily grid-
ded data set for precipitation and minimum, maximum and mean temperature, called E-OBS
(Haylock et al., 2008). The data is available from 1950 to 2013 on a regular grid of 0.25◦ and
the data of version 10.0 are used here.
2.3.6. Rain gauges
DWD is operating a large number of rain gauges across Germany with a high temporal obser-
vation frequency all across Germany. A quality controlled data set of 1034 stations measuring
the precipitation in hourly intervals is available from April 2003 until 2014. Since all analyses
will be done on complete years the data set is used for the years 2004-2014 for the results
shown in chapter 4.
2.3.7. CERES-EBAF
For the evaluation of radiation fluxes data from the Clouds and the Earth´s Radiant Energy
System - Energy Balanced and Filled (CERES-EBAF). The flux data at the top of the atmosphere
(Loeb et al., 2009) are available for March 2000 to October 2014 and the flux data at the
surface (Kato et al., 2013) are available from March 2000 to September 2014. The evaluations
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will be restricted to complete years, which is why only data for the years 2001-2013 are used.
The data are available on a regular 1◦×1◦ grid.
2.4. Climate classification
In the late 19th and early 20th century Wladimir Köppen (Köppen, 1884; Köppen, 1918) de-
veloped a classification of climate regimes. Since he lacked the full bandwidth of observations
available nowadays, he focused on two easily measurable variables while classifying different
climates: temperature and precipitation. Geiger updated Köppens´ work in the middle of the
century and the newest maps of world climates are updated by the University of Vienna (Kot-
tek et al., 2006).
The climate types are depicted with two or three letters. The first letter characterizes the
main climates with the subsequent letters characterizing the precipitation and temperature
conditions of the region. Five main climates of the earth are distinguished, namely equatorial,
arid, warm temperate, snow and polar climates, indicated by the large letters A to E. The pre-
cipitation conditions for the arid climates are distinguished by desert and steppe conditions
with large letters W and S. The other main climates are characterized by small letters as fully
humid (f), summer dry (s), winter dry (w) and monsoonal (m). The equatorial climates are
independent of any temperature conditions and only characterized by precipitation conditions
whereas the polar climates are independent of precipitation conditions and only characterized
by the temperature conditions “frost” (F) and “tundra” (T). The arid climates are further sub-
divided by the temperature conditions hot arid (h) and cold arid (k). The warm temperate and
snow climates receive the additional characteristics of hot (a), warm (b) or cool summer (c)
and extremely continental (d).Table 2.3 reproduces the criteria for the main climates and the
precipitation conditions and Table 2.4 for the temperature conditions of these climates from
Kottek et al., 2006.
The following variables are needed for the classifications: The annual mean near-surface, i.e.
2-m, temperature (Tann) as well as the monthly mean temperatures of the coldest (Tmin) and
warmest (Tmax) months. To obtain the coldest and warmest month the mean of every month
over the years (Tmon) is calculated and then the coldest and warmest of these twelve months
is determined. For precipitation the accumulated annual precipitation (Pann) as well as the
precipitation of the driest month Pmin is needed. The driest month is determined similar to
the coldest month, i.e. calculate the mean monthly precipitation for the twelve months and
then find the driest month from that. In addition the lowest and highest monthly precipitation
values for the summer and winter half years (Psmin, Psmax, Pwmin and Pwmax) on the hemisphere
under consideration are needed. On the northern hemisphere the winter half year is defined
as the months October to March and the summer half year as April to September. For the arid
climates (B) a dryness threshold Pth in mm is introduced which is calculated as follows
Pth =

2|Tann| if at least 2/3 of the annual precipitation occurs in winter
2|Tann|+28 if at least 2/3 of the annual precipitation occurs in summer
2|Tann|+14 otherwise
(2.111)
where |Tann| is the absolute value of the annual mean temperature in ◦C. The world map of
Köppen-Geiger classifying climates from Kottek et al., 2006 is reproduced in Fig. 2.8. This
map is based on temperature data from the Climatic Research Unit (CRU, Mitchell and Jones,
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Table 2.3.: Type, description and criterions for the main climates and the subsequent precipitation con-
ditions for the Köppen-Geiger climate classifications.
Type Description Criterion
A Equatorial climates Tmin ≥+18◦C
Af Equatorial rainforest, fully humid Pmin ≥ 60mm
Am Equatorial monsoon Pann ≥ 25(100−Pmin)
As Equatorial savannah with dry summer Pmin < 60mm in summer
As Equatorial savannah with dry summer Pmin < 60mm in winter
B Arid climates Pann < 10Pth
BS Steppe climate Pann > 5Pth
BW Desert climate Pann ≤ 5Pth
C Warm temperate climates −3◦C < Tmin <+18◦C
Cs Warm temperate climate with dry summer Psmin < Pwmin,Pwmax > 3Psmin and Psmin < 40 mm
Cw Warm temperate climate with dry winter Pwmin < Psmin and Psmax > 10Pwmin
Cf Warm temperate climate, fully humid neither Cs nor Cw
D Snow climates Tmin ≤−3◦C
Ds Snow climate with dry summer Psmin < Pwmin,Pwmax > 3Psmin and Psmin < 40 mm
Dw Snow climate with dry winter Pwmin < Psmin and Psmax > 10Pwmin
Df Snow climate, fully humid neither Ds nor Dw
E Polar climates Tmax <+10◦C
ET Tundra climate 0◦C≤ Tmax <+10◦C
EF Frost climate Tmax < 0◦C
Table 2.4.: Type, description and criterions for the temperature conditions for the arid climates (B) and
for the warm temperate (C) and snow climates (D) for the Köppen-Geiger climate classifica-
tions.
Type Description Criterion
h Hot steppe / desert Tann ≥+18◦C
k Cold steppe / desert Tann <+18◦C
a Hot summer Tmax ≥+22◦C
b Warm summer not (a) and at least 4 Tmon ≥+10◦C
c Cool summer and cold winter not (b) and Tmin >−38◦C
d extremely continental not (c) and Tmin ≤−38◦C
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Figure 2.8.: World map of Köppen-Geiger climate classifications from Kottek et al., 2006, based on 50
years of CRU and GPCC data.
2005) and on precipitation data from GPCC for the years 1951-2000 (Beck et al., 2004). The
results for different reanalyses and data sets can be found in section 4.4.
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The moisture budget is defined as (see e.g. Trenberth et al., 2011)
∂
∂ t
(1
g
∫
qdp
)
+~∇·(1
g
∫
q~vdp
)
= E−P (3.112)
and comprises the storage term, the horizontal transport divergences of vertically integrated
moisture as well as evapotranspiration E and precipitation P. The storage term is defined
as the local change of the vertically integrated moisture over time. In a long-term average,
the local tendencies are very small and can therefore be ignored. This then leads to the
fundamental balance
~∇·(1
g
∫
q~vdp
)
= E−P
~∇· ~M = E−P
~∇· ~M− (E−P) = 0
~∇· ~M−S = 0 (3.113)
where ~M= 1g
∫
q~vdp is the vertically integrated moisture transport and S=E−P is the vertically
integrated vertical moisture flux divergence, abbreviated as VMD in the following. Eq. (3.113)
is not fulfilled in the data, therefore the transports and the VMD need to be corrected in a
consistent way. Bollmeyer and Hense, 2014 proposed a way of modifying the energy transports
together with the vertically integrated vertical energy flux divergence in a self-consistent way
to fulfill the energy balance in a combination of ERA40 and ISCCP data which will be adopted
here for the moisture budget.
For this purpose, a cost function is introduced to obtain the modified transports and vertical
fluxes:
J =
1
2
∫ 1
σ2M
(~M− ~M0)T (~M− ~M0)dF+ 12
∫ 1
σ2S
(S−S0)T (S−S0)dF
+
∫
γT (~∇· ~M−S)dF+
∮
F
µT (~M− ~MB)~ndΩ != min . (3.114)
Here, ~M0 and S0 are the original and ~M and S the modified moisture transports and VMD.
σM and σS are the errors of the moisture transports and the VMD. These are assumed to be
independent for each grid point and have been set to the values σS = 5·10−6 kg m−2 s−1 and
σM = a·σS·κ with a the earth‘s radius and κ a scaling parameter. For the remainder of this
study, κ is set to 0.1 and its influence on the outcomes is discussed in section 4.5. In Eq.
(3.114), two Lagrangian multiplicators have been introduced. The first one, γ, defines the
side constraint that the divergence of the moisture transports equals the VMD. The second
side constraint, introduced via the Lagrangian multiplicator µ, states that the modified mois-
ture transport into or out of the model should equal the moisture transports coming from the
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boundary fields, ~MB. This is a direct implementation of boundary conditions into the varia-
tional approach.
In the following, the moisture transport is divided into its zonal and meridional part
~M = Mλ~eλ +Mϕ~eϕ
~M0 = Mλ ,0~eλ +Mϕ,0~eϕ . (3.115)
This leads to
J =
1
2
∫ 1
σ2M
[
(Mλ −Mλ ,0)T (Mλ −Mλ ,0)+(Mλ −Mλ ,0)T (Mϕ −Mϕ,0)
+(Mϕ −Mϕ,0)T (Mλ −Mλ ,0)+(Mϕ −Mϕ,0)T (Mϕ −Mϕ,0)
]
dF
+
1
2
∫ 1
σ2S
(S−S0)T (S−S0)dF
+
∫
γT (~∇·(Mλ~eλ +Mϕ~eϕ)−S)dF
+
∮
F
µT
(
(Mλ~eλ +Mϕ~eϕ)− (Mλ ,B~eλ +Mϕ,B~eϕ)
)
~ndΩ . (3.116)
At this point, a discretization in finite elements is applied. This is explained in more detail in
appendix A.1. The discretization is done by means of the following formula
ψ(~x) =
N
∑
i=1
ψihi(~x) (3.117)
with ψi constant coefficients and hi a set of basis functions. Applying this discretization to
both the wanted and observed moisture transports and vertical fluxes, the boundary moisture
transport and the Lagrangian multiplicators γ and µ
Mλ =
N
∑
i=1
miλhi(λ ,ϕ) (3.118)
Mλ ,0 =
N
∑
i=1
miλ ,0hi(λ ,ϕ) (3.119)
Mϕ =
N
∑
i=1
miϕhi(λ ,ϕ) (3.120)
Mϕ,0 =
N
∑
i=1
miϕ,0hi(λ ,ϕ) (3.121)
S =
N
∑
i=1
sihi(λ ,ϕ) (3.122)
S0 =
N
∑
i=1
si0hi(λ ,ϕ) (3.123)
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γ =
N
∑
i=1
γ ihi(λ ,ϕ) (3.124)
MB,λ =
N
∑
i=1
miB,λhi(λ ,ϕ) (3.125)
MB,ϕ =
N
∑
i=1
miB,ϕhi(λ ,ϕ) (3.126)
and inserting into the cost function leads to
J =
1
2
N
∑
i=1
N
∑
j=1
(miλ −miλ ,0)T (m jλ −m jλ ,0)
∫ 1
σ2M
hi(λ ,ϕ)Th j(λ ,ϕ)dF
+
1
2
N
∑
i=1
N
∑
j=1
(miλ −miλ ,0)T (m jϕ −m jϕ,0)
∫ 1
σ2M
hi(λ ,ϕ)Th j(λ ,ϕ)dF
+
1
2
N
∑
i=1
N
∑
j=1
(miϕ −miϕ,0)T (m jλ −m jλ ,0)
∫ 1
σ2M
hi(λ ,ϕ)Th j(λ ,ϕ)dF
+
1
2
N
∑
i=1
N
∑
j=1
(miϕ −miϕ,0)T (m jϕ −m jϕ,0)
∫ 1
σ2M
hi(λ ,ϕ)Th j(λ ,ϕ)dF
+
1
2
N
∑
i=1
N
∑
j=1
(si− si0)T (s j− s j0)
∫ 1
σ2S
hi(λ ,ϕ)Th j(λ ,ϕ)dF
+
N
∑
i=1
N
∑
j=1
γ iTm jλ
∫
hi(λ ,ϕ)
1
acosϕ
∂
∂λ
h j(λ ,ϕ)dF
+
N
∑
i=1
N
∑
j=1
γ iTm jϕ
∫
hi(λ ,ϕ)
1
a
∂
∂ϕ
h j(λ ,ϕ)dF
−
N
∑
i=1
N
∑
j=1
γ iT s j
∫
hi(λ ,ϕ)h j(λ ,ϕ)dF
+
N
∑
i=1
N
∑
j=1
µ iT (m jλ −m jλ ,B)
∮ (
hi(λ ,ϕ)h j(λ ,ϕ)
)
~ndΩ
+
N
∑
i=1
N
∑
j=1
µ iT (m jϕ −m jϕ,B)
∮ (
hi(λ ,ϕ)h j(λ ,ϕ)
)
~ndΩ . (3.127)
This rather lengthy equation can be rearranged with vectors and matrices, leading to the
following system of equations
J =
1
2σ2M
(~mλ −~mλ ,0)TT (~mλ −~mλ ,0)+
1
2σ2M
(~mλ −~mλ ,0)TT (~mϕ −~mϕ,0)
+
1
2σ2M
(~mϕ −~mϕ,0)TT (~mλ −~mλ ,0)+
1
2σ2M
(~mϕ −~mϕ,0)TT (~mϕ −~mϕ,0)
+
1
2σ2S
(~s−~s0)TT (~s−~s0)
+ ~γT
(Dλ~mλ +Dϕ~mϕ −T ~s)+µT (∑
λB
(~mλ −~mλ ,B)|λB +∑
ϕB
(~mϕ −~mϕ,B)|ϕB
)
. (3.128)
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Here, the operators |λB and |ϕB indicate that the term is evaluated only at the boundary points
in λ and ϕ. The various vectors and matrices are formed as follows
~mλ =

m1λ
m2λ
...
mN−1λ
mNλ
 ,~mϕ =

m1ϕ
m2ϕ
...
mN−1ϕ
mNϕ
 ,~mλ ,0 =

m1λ ,0
m2λ ,0
...
mN−1λ ,0
mNλ ,0
 ,~mϕ,0 =

m1ϕ,0
m2ϕ,0
...
mN−1ϕ,0
mNϕ,0
 (3.129)
~s=

s1
s2
...
sN−1
sN
 ,~s0 =

s10
s20
...
sN−10
sN0
 ,~γ =

γ1
γ2
...
γN−1
γN
 (3.130)
~mB,λ =

m1B,λ
m2B,λ
...
mN−1B,λ
mNB,λ
 ,~mB,ϕ =

m1B,ϕ
m2B,ϕ
...
mN−1B,ϕ
mNB,ϕ
 (3.131)
T =

∫
h1(λ ,ϕ)Th1(λ ,ϕ)dF
∫
h1(λ ,ϕ)Th2(λ ,ϕ) · · ·∫
h2(λ ,ϕ)Th1(λ ,ϕ)dF
∫
h2(λ ,ϕ)Th2(λ ,ϕ) · · ·
... · · ·∫
hN−1(λ ,ϕ)Th1(λ ,ϕ)dF
∫
hN−1(λ ,ϕ)Th2(λ ,ϕ) · · ·∫
hN(λ ,ϕ)Th1(λ ,ϕ)dF
∫
hN(λ ,ϕ)Th2(λ ,ϕ) · · ·
· · · ∫ h1(λ ,ϕ)ThN−1(λ ,ϕ) ∫ h1(λ ,ϕ)ThN(λ ,ϕ)
· · · ∫ h2(λ ,ϕ)ThN−1(λ ,ϕ) ∫ h2(λ ,ϕ)ThN(λ ,ϕ)
· · · ...
· · · ∫ hN−1(λ ,ϕ)ThN−1(λ ,ϕ)dF ∫ hN−1(λ ,ϕ)ThN(λ ,ϕ)
· · · ∫ hN(λ ,ϕ)ThN−1(λ ,ϕ) ∫ hN(λ ,ϕ)ThN(λ ,ϕ)
 (3.132)
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Dλ =

∫
h1(λ ,ϕ)T 1acosϕ
∂
∂λ h1(λ ,ϕ)dF
∫
h1(λ ,ϕ)T 1acosϕ
∂
∂λ h2(λ ,ϕ) · · ·∫
h2(λ ,ϕ)T 1acosϕ
∂
∂λ h1(λ ,ϕ)dF
∫
h2(λ ,ϕ)T 1acosϕ
∂
∂λ h2(λ ,ϕ) · · ·
... · · ·∫
hN−1(λ ,ϕ)T 1acosϕ
∂
∂λ h1(λ ,ϕ)dF
∫
hN−1(λ ,ϕ)T 1acosϕ
∂
∂λ h2(λ ,ϕ) · · ·∫
hN(λ ,ϕ)T 1acosϕ
∂
∂λ h1(λ ,ϕ)dF
∫
hN(λ ,ϕ)T 1acosϕ
∂
∂λ h2(λ ,ϕ) · · ·
· · · ∫ h1(λ ,ϕ)T 1acosϕ ∂∂λ hN−1(λ ,ϕ) ∫ h1(λ ,ϕ)T 1acosϕ ∂∂λ hN(λ ,ϕ)
· · · ∫ h2(λ ,ϕ)T 1acosϕ ∂∂λ hN−1(λ ,ϕ) ∫ h2(λ ,ϕ)T 1acosϕ ∂∂λ hN(λ ,ϕ)
· · · ...
· · · ∫ hN−1(λ ,ϕ)T 1acosϕ ∂∂λ hN−1(λ ,ϕ)dF ∫ hN−1(λ ,ϕ)T 1acosϕ ∂∂λ hN(λ ,ϕ)
· · · ∫ hN(λ ,ϕ)T 1acosϕ ∂∂λ hN−1(λ ,ϕ) ∫ hN(λ ,ϕ)T 1acosϕ ∂∂λ hN(λ ,ϕ)
 (3.133)
Dϕ =

∫
h1(λ ,ϕ)T 1a
∂
∂ϕ h1(λ ,ϕ)dF
∫
h1(λ ,ϕ)T 1a
∂
∂ϕ h2(λ ,ϕ) · · ·∫
h2(λ ,ϕ)T 1a
∂
∂ϕ h1(λ ,ϕ)dF
∫
h2(λ ,ϕ)T 1a
∂
∂ϕ h2(λ ,ϕ) · · ·
... · · ·∫
hN−1(λ ,ϕ)T 1a
∂
∂ϕ h1(λ ,ϕ)dF
∫
hN−1(λ ,ϕ)T 1a
∂
∂ϕ h2(λ ,ϕ) · · ·∫
hN(λ ,ϕ)T 1a
∂
∂ϕ h1(λ ,ϕ)dF
∫
hN(λ ,ϕ)T 1a
∂
∂ϕ h2(λ ,ϕ) · · ·
· · · ∫ h1(λ ,ϕ)T 1a ∂∂ϕ hN−1(λ ,ϕ) ∫ h1(λ ,ϕ)T 1a ∂∂ϕ hN(λ ,ϕ)
· · · ∫ h2(λ ,ϕ)T 1a ∂∂ϕ hN−1(λ ,ϕ) ∫ h2(λ ,ϕ)T 1a ∂∂ϕ hN(λ ,ϕ)
· · · ...
· · · ∫ hN−1(λ ,ϕ)T 1a ∂∂ϕ hN−1(λ ,ϕ)dF ∫ hN−1(λ ,ϕ)T 1a ∂∂ϕ hN(λ ,ϕ)
· · · ∫ hN(λ ,ϕ)T 1a ∂∂ϕ hN−1(λ ,ϕ) ∫ hN(λ ,ϕ)T 1a ∂∂ϕ hN(λ ,ϕ)
 (3.134)
Now to get the minimum, Eq. (3.128) needs to be differentiated with respect to the unknown
vectors ~mλ , ~mϕ ,~s and ~γ and the scalar Lagrangian multiplicator µ. The differentiation leads to
the following five equations
~∇~mλ J :
1
σ2M
T ~mλ +DTλ~γ =
1
σ2M
T ~mλ ,0
~∇~mϕ J :
1
σ2M
T ~mϕ +DTϕ~γ =
1
σ2M
T ~mϕ,0
~∇~sJ :
1
σ2S
T ~s−T ~γ = 1
σ2S
T ~s0
~∇~γJ :Dλ~mλ +Dϕ~mϕ −T ~s= 0
~∇µJ :∑
λB
(~mλ −~mλ ,B)|λB +∑
ϕB
(~mϕ −~mϕ,B)|ϕB = 0
(3.135)
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where the symmetry of T was used. This complete system of five differential equations can be
written in a compact form as
1
σ2M
T 0 0 DTλ ~1|λB
0 1σ2M
T 0 DTϕ ~1|ϕB
0 0 1σ2S
T −T ~0
Dλ Dϕ −T 0 ~0
~1|TλB ~1|TϕB ~0T ~0T 0
 ·

~mλ
~mϕ
~s
~γ
µ
=

1
σ2M
T ~mλ ,0
1
σ2M
T ~mϕ,0
1
σ2S
S~s0
~0
∑λB ~mλ ,B|λB +∑ϕB ~mϕ,B|ϕB
 . (3.136)
In the last row and last column on the points of the boundaries there are 1‘s and 0 everywhere
else. Solving Eq. (3.136) results in the corrected moisture transports ~mλ and ~mϕ and the cor-
rected VMD~s.
By its very nature, the variational approach only provides the divergent part of the moisture
transports. Therefore, in order to compare the outcome of the variational approach the di-
vergent part of the original moisture transports needs to be extracted. For this purpose, the
following equation is solved:
J =
1
2
∫ 1
σ2M
(~M− ~M0)T (~M− ~M0)dF+
∫
γT (~∇× ~M)dF != min . (3.137)
Here, the modified transports should fulfill the side constraint that the rotation of the moisture
transports is zero. Every vector field ~X can be divided into a purely rotational and a purely
divergent part following Helmholtz-Theorem
~X = ~Xdiv+~Xrot
= ~∇·χ+~er×~∇ψ (3.138)
with
~∇×~Xdiv = 0
~∇·~Xrot = 0 (3.139)
So by constraining the rotation of the moisture transports to be zero only the divergent part of
the flow will remain. Now the same steps as for the variational approach above are applied.
First, the moisture transports are divided into their zonal and meridional part leading to
J =
1
2
∫ 1
σ2M
[
(Mλ −Mλ ,0)T (Mλ −Mλ ,0)+(Mλ −Mλ ,0)T (Mϕ −Mϕ,0)
+(Mϕ −Mϕ,0)T (Mλ −Mλ ,0)+(Mϕ −Mϕ,0)T (Mϕ −Mϕ,0)
]
dF
+
∫
γT
(
~∇× (Mλ~eλ +Mϕ~eϕ)
)
dF . (3.140)
Then, the discretization in finite elements is applied and the cost function becomes
J =
1
2σ2M
(~mλ −~mλ ,0)TT (~mλ −~mλ ,0)+
1
2σ2M
(~mλ −~mλ ,0)TT (~mϕ −~mϕ,0)
+
1
2σ2M
(~mϕ −~mϕ,0)TT (~mλ −~mλ ,0)+
1
2σ2M
(~mϕ −~mϕ,0)TT (~mϕ −~mϕ,0)
+ ~γT
(Dλ~mϕ −Dϕ~mλ) . (3.141)
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Here, the notation with vectors and matrices is used directly. The differentiation of the cost
function to get the minima leads to the differential set of equations
1
σ2M
T 0 −DTϕ
0 1σ2M
T DTλ
−Dϕ Dλ 0
 ·
 ~mλ~mϕ
~γ
=

1
σ2M
T ~mλ ,0
1
σ2M
T ~mϕ,0
~0
 . (3.142)
The solution of (3.142) then yields the divergent parts of the moisture transports which can be
used for comparison with the results from Equation (3.136). The numerical implementation
of the finite element method and how to solve Eq. (3.136) (and thus also Equation (3.142))
is explained in Appendix A. The above presented method requires the handling of very large
matrices. If this approach would be computed for the whole COSMO-REA6 domain, the matrix
T would be of the size (Nx*Ny × Nx*Ny) = (848*824 × 848*824) = (698752 × 698752),
which can not be handled by a standard PC. Therefore, this work can be seen as a study
of feasibility and the extension to the whole domain remains work for future studies. For this
work, a subdomain was chosen of the size Nx=Ny= 120, i.e. T is of dimension (14400×14400),
leading to a matrix of size (57601× 57601) in Eq. (3.136), which could be handled in a
reasonable amount of time.
The results of the presented approach are shown in section 4.5.
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4. Results
4.1. Analysis increments
As mentioned in section 2.1.7.1 analysis increments are the values added to the model fields
by the nudging. Analysis increments show the impact of the data assimilation on the model
variables, i.e. the deviation of the model prognostic variables from the observations. Persistent
positive or negative increments can reveal systematic errors within the forecast model or the
observations, for example residual biases or false tendencies. These analysis increments for
the model variables are available every hour as integrated quantities over the last hour for
every model level.
Figures 4.1 and 4.2 show the analysis increments for temperature and horizontal wind speed
in all 40 model levels with daily averages calculated from the hourly model output over the
full domain exemplary for the year 2011. For temperature, the daily averages exhibit a rather
small amplitude of ±0.10 K over the year. The model apparently tends to be too cold during
the wintertime with positive analysis increments from November to April from the surface up
to model level 17, approximately corresponding to 450 hPa. On the other hand, the lower 5 km
of the atmosphere appear to be too warm during the summer months from May to September
since negative values of the analysis increments are present, most pronounced between model
layers 33 and 19 (approximately 900 and 500 hPa, respectively). Over the whole year high
positive values occur close to the upper boundary and in a prominent band spanning layers
7–9 (i.e. 100–50 and 200–150 hPa) which is associated with the tropopause and therefore
with higher variability as underlined by the standard deviations which show larger values of
around 0.2 K. Similarly the highest values of standard deviation (up to 0.3 K) are present in
the boundary layer decreasing with height up to level 15.
For the horizontal wind speed four different vertical ranges of analysis increments can be dis-
tinguished. The first and most pronounced band of negative increments up to –0.10 m s−1
reaches from the surface to layer 31 (≈ 900 hPa). Apparently, the boundary-layer winds in
the COSMO model are too strong throughout the year, which could, together with the high
standard deviations in the lower layers, point to problems with boundary layer processes such
as mixing in the boundary layer. The second range with positive values reaches from model
layer 30 to approximately layer 23 with a very sharp change at the intersection of layers 30
and 31. The middle troposphere around 500 hPa is characterized by slightly negative values
and low standard deviations whereas the upper troposphere/lower stratosphere is dominated
by positive values up to 0.07 m s−1 with higher values of standard deviation. This probably
shows an underestimation of the speed of the jet which might be related to the problems in
timing and positioning of the tropopause as mentioned above.
The overall very small values of analysis increments show that the model is performing rea-
sonable since larger or increasing/decreasing increments with time would have indicated sys-
tematic errors. Furthermore the small analysis increment values show that the nudging data
assimilation scheme does not disturb the balance of the model too much by drawing the model
in one direction or another.
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Figure 4.1.: Daily mean averages of hourly aggregated and area-averaged analysis increments for tem-
perature over the complete model domain for all 40 hybrid vertical levels (top) and corre-
sponding standard deviations (bottom) in K.
4.2. Precipitation
Precipitation is a very important part of the global water cycle and therefore a key parameter
for the evaluation of the reanalysis. Further, precipitation is not assimilated into COSMO-REA6
at all and only via the LHN in COSMO-REA2, making precipitation fields at the surface suitable
as independent measurements for the verification. This is why the spatial distribution of total
accumulated yearly precipitation is assessed and compared to the GPCC precipitation data.
Bollmeyer et al., 2015 compared the annual precipitation for 2011 of GPCC, COSMO-REA6,
COSMO-DS and ERA-Interim (their Figure 5) and found that all reanalyses overestimate the
total precipitation amounts over Scandinavia, Russia and Iceland and to smaller extents over
Turkey, Scotland and parts of the Alps. Over the remainder of the domain, the total annual
precipitation is underestimated compared to GPCC. With eightteen years of reanalysis avail-
able, the same comparison is applied to the longer time series. For this, the full data reanalysis
of GPCC is used, as explained in section 2.3.4. The overlapping years between GPCC, COSMO-
REA6 and ERA-Interim are 1997-2010, so the yearly accumulated precipitation for these years
is calculated, averaged and is then compared between the three data sets. The results are
shown in Figures 4.3 and 4.4. Figure 4.3 shows the spatial distribution of the mean yearly
accumulated precipitation of GPCC, REA6 and ERA-Interim for their respective resolutions of
0.5◦, 0.055◦ and 0.5◦. In GPCC the highest precipitation values of up to 3000 mm are lo-
cated in areas of high latitude, i.e. in Norway, Iceland, the Scottish Highlands, the Dinaric
Alps and the Caucasus. In large parts of Europe, precipitation rates of 500-1000 mm are most
prevalent. Both REA6 and ERA-Interim show very similar patterns and the prominent precip-
itation structures can be identified in both reanalyses. For purposes of creating a difference
plot COSMO-REA6 was aggregated onto the GPCC grid which is the same grid as for ERA-
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Figure 4.2.: The same as Figure 4.1, but for wind speed in m s−1.
Interim. Figure 4.4 shows the differences from GPCC for both COSMO-REA6 and ERA-Interim
and reveals the same features as have been found by Bollmeyer et al., 2015. Precipitation is
overestimated over high topography and in parts of Russia and underestimated almost every-
where else. Since this result matches with the findings for the year 2011 this could hint to a
problem in either the models or in GPCC. But especially over high terrain, the errors possibly
stem from GPCC since no height correction is applied in GPCC, reducing its performance in
these areas.
4.2.1. Diurnal cycle
An important aspect of precipitation is the reproduction of the diurnal cycle which is calculated
at 1034 rain gauge stations across Germany and calculated separately for winter and summer
months. The diurnal cycle is assessed in two ways: once with the precipitation values below
0.1 mm h−1 included in the analyses (precipitation sums) and once with these values excluded
(precipitation intensities), taking only actual precipitation events into account. The point
measurements of the stations are always compared to the corresponding nearest grid point of
the different models (COSMO-REA6/REA2/DS and ERA-Interim1).
4.2.1.1. LHN experiments
First, the results for the LHN experiments explained in section 2.2.1.5 will be discussed. Fig-
ures 4.5 and 4.6 show the diurnal cycle of the precipitation intensities and the precipitation
sums for the rain gauge observations, COSMO-REA6 with and without LHN, COSMO-REA2
with and without LHN, COSMO-DS and ERA-Interim for June to August 2011. In the ob-
servations, a clear diurnal cycle with a minimum of precipitation intensities around 10 UTC
13 h precipitation values are divided by 3 to obtain hourly values for ERA-Interim.
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Figure 4.3.: Mean yearly accumulated precipitation for the years 1997-2010 for GPCC, COSMO-REA6
and ERA-Interim in mm.
and a maximum in the early evening between 17 and 18 UTC can be observed which is very
similar in the precipitation sums. All COSMO runs are able to reproduce a diurnal cycle, es-
pecially in the precipitation intensities, although with different outcomes. In COSMO-REA6
and COSMO-DS, the diurnal cycle of precipitation intensities is similar to the observations in
the maximum intensities and a bit too low in the minimum. In the precipitation sums, both
COSMO-REA6 and COSMO-DS follow the observations closely in the early day until noon but
produce values too low in the afternoon and evening with COSMO-DS showing greater de-
ficiencies than COSMO-REA6. Further, the diurnal cycle in the intensities of both models is
deferred in time towards the night, resulting in a minimum around 12/15 UTC and the max-
imum around 21/22 UTC for COSMO-REA6/DS, respectively. One reason for this is probably
that convective rainfall events are initiated too late in the COSMO model, showing deficien-
cies in the parametrization schemes. The assimilation of radar information via the LHN in
COSMO-REA6 improves the representation of the diurnal cycle by shifting the diurnal cycle in
the intensities forward in time with the maximum between 19 and 20 UTC and the minimum
at 11 UTC, although overestimating the intensities a bit. In the precipitation sums, the diurnal
cycle is much better represented with LHN. However, the results are overestimated.
54
4.2. Precipitation
Figure 4.4.: Differences from GPCC in mean yearly accumulated precipitation for the years 1997-2010
for COSMO-REA6 and ERA-Interim in mm.
COSMO-REA2 shows even better results in the diurnal cycle of both precipitation intensities
and sums than COSMO-REA6. It is interesting to observe that COSMO-REA2 without the LHN
fits the intensity observations best whereas COSMO-REA2 with LHN shows some lower values
throughout the day and a slight shift of the maximum towards 20 UTC. In the precipitation
sums though, COSMO-REA2 with LHN shows better results between 18 and 23 UTC com-
pared to COSMO-REA2 without LHN. In contrast, ERA-Interim precipitation sums show that
the precipitation is produced too early in the morning and ERA-Interim precipitation inten-
sities are significantly lower than the observations which seems to be a natural consequence
of the coarser resolution. Current global reanalyses such as ERA-Interim are not designed to
simulate distinct precipitation features.
It can be noted that the assimilation of LHN potentially improves the representation of precip-
itation at 6 km as well as 2 km resolution, although these results are only from one summer.
For more solid results further experiments would be needed, especially in the other seasons.
4.2.1.2. Complete reanalysis
Now the results of the complete reanalysis will be presented. As mentioned above, the ob-
served rain gauge measurements are only used for the years 2004-2014 and the COSMO-REA2
results are of course only available for the years 2007-2013. Since the results for the diurnal
cycle for COSMO-REA6 are qualitatively the same for the years 2004-2014 as for the years
2007-2013, the analysis is done only on the years 2007-2013 in order to better compare the
results with those of COSMO-REA2. The results are shown in Figures 4.7 (intensities) and
4.8 (sums) for both summer (top) and winter months (bottom). The diurnal cycle in in-
tensities during summer is reproduced in both COSMO reanalyses with the diurnal cycle in
COSMO-REA6 still being shifted towards late evening and too low minimal values during mid-
day. The diurnal cycle in COSMO-REA2 follows the observations closely although showing too
low intensities of 1.2 mm h−1 compared to 1.4 mm h−1 between 8 and 24 UTC. During winter,
both reanalyses follow the observations very closely with no observable diurnal cycle. Appar-
ently, the diurnal cycle stems mostly from convective precipitation events which are not that
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Figure 4.5.: Mean diurnal cycle of precipitation intensities (mm h−1) at 1034 rain gauge stations
throughout Germany for JJA 2011. The intensity is calculated only from events above
a threshold of 0.1 mm h−1.
distinct during winter. Again, ERA-Interim precipitation intensities and sums are significantly
lower and show no real diurnal cycle which is also the case for winter. The observed diurnal
cycle in the precipitation sums in summer is represented in COSMO-REA2 very well. COSMO-
REA6 shows deficiencies with values too low in the afternoon and evening hours, whereas
ERA-Interim shows too high values in the morning and midday and too low values during the
afternoon and evening. During winter all reanalyses follow the observations well.
4.2.2. Distribution of precipitation
As a further result, probability distributions of precipitation intensities are presented, where
the same rain gauge data as above are used as the observational data set. Histograms for
hourly accumulated precipitation rates are calculated for different precipitation intensities and
presented in the following.
4.2.2.1. LHN experiments
The histograms for summer 2011 for the LHN experiments are presented in Figure 4.9. The
accumulations for the lower intensities (0.1 to 5.0 mm h−1 reveal similar relative frequencies
for the observations and the different reanalyses experiments. ERA-Interim underestimates the
frequency of values below 0.1 mm h−1 and strongly overestimates the small values between
0.1 and 1.0 mm h−1. However, it should be noted that this is a comparison of different grid
resolutions to point measurements and its significance depends on the application. From a
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Figure 4.6.: Mean diurnal cycle of precipitation sums (mm h−1) at 1034 rain gauge stations throughout
Germany for JJA 2011. The sum is calculated over all hours with events without precipita-
tion included.
modeler’s perspective a spatio-temporal aggregation to the coarsest grid would be a prerequi-
site to assess the quality of the model simulation. Nevertheless, from a user’s perspective, the
results indicate that a grid-spacing of approximately 6 km respectively 2 km already produces
precipitation characteristics that are comparable to point observations. In order to evaluate
less frequent heavy precipitation events, the plot on the right of Figure 4.9 focuses the relative
frequency histogram on values above 2 mm in one hour. Some differences between the exper-
iments can be observed here. The models without LHN, i.e. COSMO-REA6 and COSMO-REA2
without LHN and COSMO-DS, show too few occurrences of minus 20-25% in all threshold
categories. Using the latent heat nudging in COSMO-REA6 leads to enhanced precipitation
in all categories, resulting in overestimated amounts between 2.0 and 10.0 mm h−1. Never-
theless, the absolute differences to the observations decrease. The LHN in COSMO-REA2 has
the same enhancing effect between 0.1 and 5.0 mm h−1 but shows fewer occurrences in the
higher categories. The double penalty problem becomes more prominent at 2 km resolution.
It occurs at high resolutions when an event, e.g. the occurrence of precipitation, is observed
in a grid cell and the model reproduces the precipitation, but in an adjacent grid cell. The
model would then be penalized twice, once for not reproducing rain in the observed grid cell
and once for producing rain in a grid cell where no precipitation was observed. This dou-
ble penalty problem could produce some misleading results for COSMO-REA2. ERA-Interim
strongly underestimates the higher precipitation values and is not able to produce rain rates
larger than 10 mm per hour.
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Figure 4.7.: Mean diurnal cycle of precipitation intensities (mm h−1) at 1034 rain gauge stations
throughout Germany for summer months (JJA, top) and winter months (DJF, bottom) for
the years 2007-2013. The intensity is calculated only from events above a threshold of 0.1
mm h−1.
4.2.2.2. Complete reanalyses
Figure 4.10 shows the histograms for the years 2007-2013 for the observations, COSMO-REA6,
COSMO-REA2 and ERA-Interim. Again, ERA-Interim underestimates the events of no precipi-
tation, overestimates smaller rain rates and fails in simulating the higher ones. Both COSMO
reanalyses show a slight underestimation of events smaller than 0.1 mm h−1 and a slight over-
estimation of rain rates between 0.1 and 1.0 mm per hour. Principally, COSMO-REA2 shows
more occurrences in all categories than COSMO-REA6, leading to a better representation of the
high rain rates of 2 mm per hour and above, where COSMO-REA6 is always underestimating
the frequencies.
4.2.2.3. Bias and log-odds ratio
In order to further evaluate precipitation in the reanalyses, correspondence between modeled
and observed precipitation is assessed using a contingency table. It is build upon the rain gauge
observations and the corresponding values of the different models, respectively, classifying
precipitation according to its exceedance over a certain threshold as a yes/no event. The
contingency table is filled with hits a, false alarms b, misses c and correct rejections d. The
contingency tables are assessed using two measures, namely the frequency bias and the log-
odds ratio. The bias in such a contingency table is defined as the ratio between the number of
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Figure 4.8.: Mean diurnal cycle of precipitation sums (mm h−1) at 1034 rain gauge stations through-
out Germany for summer months (JJA, top) and winter months (DJF, bottom) for the
years 2007-2013. The sum is calculated over all hours with events without precipitation
included.
modeled and observed (SYNOP) events (see e.g. Jolliffe and Stephenson, 2012).
BIAS=
a+b
a+ c
. (4.143)
A bias of one indicates that every observed event is modeled, i.e. indicates a perfect reproduc-
tion of the events, and values above (below) one indicate that more (less) events are modeled
than observed. Contrary to the bias which assesses the climatology of precipitation, the log-
odds ratio also assesses the skill of the precipitation estimate, i.e. the agreement between
timing and location of precipitation events. It is calculated from the contingency table as
logθ = log(
a·d
b·d ) (4.144)
or, if written in terms of hit rate H = aa+c and false alarm rate F =
b
b+d as
logθ = log(
H
1−H ·
1−F
F
). (4.145)
The log-odds ratio is greater than zero if the hit rate exceeds the false alarm rate, see e.g.
Stephenson, 2000. Values larger than one indicate a significantly skillful reanalysis, whereas
values smaller than one show that the reanalysis is no more skillful than a random forecast.
So using both bias and log-odds ratio together helps in identifying a skillful reanalysis.
Figures 4.11-4.13 show maps for both the bias and the log-odds ratio across Germany for
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Figure 4.9.: Histograms of precipitation events for different thresholds for SYNOP-Stations, COSMO-
REA6 with and without LHN, COSMO-DS, COSMO-REA2 with and without LHN and ERA-
Interim, evaluated at 1034 stations across Germany and at the corresponding nearest grid
points for JJA 2011.
COSMO-REA6, COSMO-REA2 and ERA-Interim for three different thresholds, 0.10, 0.50 and
1.00 mm h−1. The bias for COSMO-REA6 is about one in the lowest threshold, decreasing
slightly with increasing threshold. In COSMO-REA2, the bias starts around one with slightly
positive values in central Germany and decreases with increasing thresholds but stays slightly
closer to one than COSMO-REA6. This confirms the good representation of precipitation in
these models, but also indicates a slight underestimation of rainfall events with higher rain
rates and is therefore in good agreement with Figure 4.10. ERA-Interim, however, simulates
too many precipitation events above 0.10 mm h−1, resulting in bias values of two and above,
and shows a strong underestimation of higher rain rates above 1.00 mm h−1 with bias values
around 0.5.
Considering the log-odds ratio, all models show a skillful analysis with no values less than 2.0.
COSMO-REA6 and ERA-Interim show very similar structures with values between 2.7 and 3.3
for the 0.10 mm h−1 threshold and increasing values up to 4.0. COSMO-REA2 is characterized
by the highest values in all thresholds starting from values of 3− 3.5 and increasing up to
values of 5.0. The increasing values in the log-odds ratio can be explained by the decreasing
number of actual events which increases the numerator in Eq. (4.144). The log-odds ratio can
also be tested for significance (see Stephenson, 2000) when calculating the standard error
of the log-odds ratio which is given by 1/(nh)1/2, where nh is the effective number of degrees
of freedom 1/nh = 1/a+ 1/b+ 1/c+ 1/d. When the log-odds ratio values are larger than two
times the standard error then there is 95% confidence that the skill does not stem from pure
chance. The values for the standard error are in the range of 0− 0.083 for the 0.10 mm h−1
threshold and in the range of 0− 0.247 for the 1.00 mm h−1 threshold with only minor dif-
ferences between the three models. This shows that all models are significant in the log-odds
ratio.
Bollmeyer et al., 2015 have found a similar behaviour of COSMO-REA6 and ERA-Interim for
the year 2011 and showed that COSMO-DS, while having similar results in the bias compared
to COSMO-REA6, has significantly lower values around 2 in the log-odds ratio. So although
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the downscaling performs as good as the reanalysis when climatological precipitation fields
are considered, a closer look at the spatial–temporal distribution reveals that the use of the
data assimilation has a large impact and improves the analysis of those fields. However, only
COSMO-REA6 and COSMO-REA2 are able to improve both attributes of performance: mea-
sures of accuracy, e.g. log-odds ratio, as well as measures of bias, e.g. the frequency bias with
COSMO-REA2 being superior to COSMO-REA6.
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Figure 4.10.: Histograms of precipitation events for different thresholds for SYNOP-Stations, COSMO-
REA6, COSMO-REA2 and ERA-Interim, evaluated at 1034 stations across Germany and at
the corresponding nearest grid points for the years 2007-2013.
4.3. Radiation
The radiative fluxes are the main drivers of the energy cycle in the atmosphere. They are
divided into shortwave and longwave radiation. Shortwave radiation lies in the visible part of
the radiative spectrum and is essentially the solar insolation. It is incoming at the top of the
atmosphere and is scattered by clouds and the atmosphere and absorbed and partly reflected
back into space by the surface, the clouds and the atmosphere. Longwave radiation on the
other hand is radiation in the infrared part of the spectrum and comprises the emitted radia-
tion of the Earth‘s surface, the clouds and the atmosphere. The sensible and latent heat fluxes
close the global energy budget (Trenberth et al., 2009). A correct specification of the longwave
and shortwave radiation at both the surface and the top of atmosphere is therefore of impor-
tance for the correct representation of energy in the model. For this reason, those fluxes are
compared between COSMO-REA6 and CERES-EBAF data for the years 2001 to 2013. For the
difference plots, COSMO-REA6 has been aggregated to the CERES-EBAF grid and COSMO-
REA6 minus CERES-EBAF is depicted.
In Figure 4.14 the shortwave, longwave and net radiation at the surface for both CERES-EBAF
and COSMO-REA6 as well as their difference is shown. Note that fluxes directed towards the
surface are counted positive and fluxes directed away from the surface are counted negative.
In CERES-EBAF a clear north-south gradient in shortwave radiation can be observed with the
smallest values of 50 W m−2 in the northern Atlantic and the highest values of 246 W m−2
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Figure 4.11.: Frequency bias (top) and log-odds ratio (bottom) of precipitation events between SYNOP
stations and COSMO-REA6, COSMO-REA2 and ERA-Interim (from left to right) for a
threshold value of 0.10 mm h−1 for the years 2007-2013.
in the Red Sea. High values between 175 and 220 W m−2 are present in the Mediterranean
Sea, where the incoming solar radiation is strongly absorbed. In Northern Africa net short-
wave radiation is lower with 110 to 190 W m−2 due to the comparably high albedo values and
the different capacity of heat storage in the ocean. The overall structure of the shortwave
radiation at the surface is reproduced by COSMO-REA6 fairly well, especially for latitudes
north of approximately 45◦. In the Mediterranean Sea, shortwave radiation values are about
20 W m−2 lower compared with CERES-EBAF and between 20−40 W m−2 higher over Africa.
The differences over the Mediterranean Sea can probably be explained by a wrong sea surface
temperature in COSMO-REA6. Over Africa, the differences stem in part from different albedo
values specified in COSMO. In addition, some obscure features are visible in COSMO-REA6 in
Africa with sharp changes in the radiation values. These features coincide with changes in the
soiltype in COSMO, where the lower values are sandy areas and the areas with higher values
are clay types. The surface albedo in COSMO is a function of soiltype, which explains the sharp
jumps at a change in the soiltype. The longwave radiation at the surface, Figure 4.14 b), shows
also a north-south gradient with small outgoing values of around −20 W m−2 in northern Eu-
rope and the highest values between −90 and −110 W m−2 in northern Africa with peaks up to
−128 W m−2. What catches the eye is a jump towards lesser values at exactly 60◦N in CERES-
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Figure 4.12.: Frequency bias (top) and log-odds ratio (bottom) of precipitation events between SYNOP
stations and COSMO-REA6, COSMO-REA2 and ERA-Interim (from left to right) for a
threshold value of 0.50 mm h−1for the years 2007-2013.
EBAF. This can be explained by a switch from a geostationary to a non-geostationary satellite
in the processing of the radiative fluxes in CERES-EBAF (Loeb et al., 2009). COSMO-REA6
again shows very similar structures but produces higher values in outgoing longwave radia-
tion over Africa between −100 and −140 W m−2. The observed features over Africa which are
visible in the shortwave cannot be observed in the longwave, which supports the hypothesis of
the different albedo for the different soiltypes because longwave radiation is not significantly
affected by the albedo. The differences between CERES-EBAF and COSMO-REA6 in the long-
wave radiation at the surface are in the range of −10 W m−2 in most parts of the domain and
reach up to −41 W m−2 in the Sahara. Conclusively, the net radiation at the surface in Figure
4.14 c) reveals differences between −10 and −25 W m−2 over the oceans and north of 60◦ N
with more incoming radiation in CERES-EBAF. In the Mediterranean Sea, the differences in-
crease to about −40 W m−2. Values between ±5 W m−2 are observed in Mideurope whereas
over Africa too much radiation in COSMO-REA6 is observed with a difference of 20 W m−2
compared to CERES-EBAF.
Except for Africa, the shortwave radiation values show negative differences, i.e. CERES-EBAF
has larger values in incoming radiation and smaller values in outgoing radiation than COSMO-
REA6. Some possible reasons are the following. First of all, the albedo values at the surface are
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Figure 4.13.: Frequency bias (top) and log-odds ratio (bottom) of precipitation events between SYNOP
stations and COSMO-REA6, COSMO-REA2 and ERA-Interim (from left to right) for a
threshold value of 1.00 mm h−1 for the years 2007-2013.
different in the two models. E.g., in COSMO-REA6 surface albedo is a function of soiltype and
is only slightly changed by the radiation parametrization over land and not at all over water
faces. The surface albedo of water faces is a constant value of 0.07 in the COSMO model. In
CERES-EBAF on the other hand a scene-dependent diurnal albedo model for the computation
of albedo changes with solar zenith angle is used. This could of course lead to differences
especially in the reflected shortwave radiation. Especially over the Mediterranean Sea the
differences between COSMO-REA6 and CERES-EBAF are quite large which could be caused
by a bias in sea surface temperatures in COSMO-REA6. Since COSMO-REA6 is based on the
setup of the operational NWP production, sea surface temperature is not changed during the
COSMO runs but is kept constant till the next SST analysis which uses sea surface temperatures
from ERA-Interim. A further evaluation of sea surface temperatures would be advantageous
in this regard. Another important aspect is the calculation of the surface fluxes from mea-
sured radiances at satellite instruments. Since the satellites measure the radiances high over
the atmosphere, every surface radiation product relies on radiative transfer calculations. For
those calculations, temperature and humidity profiles of the atmosphere need to be prescribed
(Kato et al., 2013). In CERES-EBAF the temperature and humidity profiles are taken from the
Goddard Earth Observing System (GEOS-4 and GEOS-5) Data Assimilation System reanalysis
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Figure 4.14.: Mean net radiation at the surface for a) shortwave radiation, b) longwave radiation and
c) net, i.e. shortwave+longwave, radiation, for the years 2001-2013 for CERES-EBAF and
COSMO-REA6 and the difference from CERES-EBAF in W m−2.
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(Rienecker et al., 2008) which is also used by the MERRA reanalysis (Rienecker et al., 2011).
These profiles have a temporal resolution of 6 h and the skin temperatures used from GEOS-4
and GEOS-5 have a 3-hourly resolution. The differences in both the data assimilation system
and the temporal resolutions used can explain part of the differences in the surface radia-
tion between CERES-EBAF and COSMO-REA6. Further, Kato et al., 2013 point out that the
estimated uncertainty in the radiation fluxes is in the range of about 9− 12 W m−2 for short-
wave and 12− 19 W m−2 for longwave fluxes. So differences in surface radiation between
COSMO-REA6 and CERES-EBAF in the range of 10 to 15 W m−2 are within the measurement
and processing uncertainty of CERES-EBAF. Only the shortwave values over Africa show clear
deficiencies in COSMO-REA6 which need to be further investigated as albedo differences can
only explain parts of these high differences.
The radiative fluxes at the top of the atmosphere (TOA) are presented in Figure 4.15. The
shortwave radiation at the TOA is very similar in both CERES-EBAF and COSMO-REA6 with
values ranging from 57 to 333 W m−2 with increasing values from north to south. The high-
est values in CERES-EBAF can be observed over the Mediterranean and Red Sea whereas
in COSMO-REA6 comparably high values are present not only over those seas but also over
Africa as is the case in the shortwave radiation at the surface as well. The differences over
the Mediterranean Sea and the Atlantic are slightly negative with values between −5 and
−10 W m−2 and slightly positive around 10 W m−2 over the continent and the Norwegian Sea.
Over Africa however, the differences are unrealistically high between 30 and 60 W m−2. Values
up to 20 W m−2 can also be found over the Middle East and Turkey.
Longwave radiation at the TOA ranges from −296 (−305) to −202 W m−2 (−190 W m−2) in
CERES-EBAF (COSMO-REA6). The differences are quite small with positive values between 0
and 10 W m−2 north of about 35◦ N and only slightly negative values over Africa. As a conse-
quence of the longwave and shortwave radiation, the net radiation at the TOA shows a good
representation in the overall structure over Europe, but large differences up to 60 W m−2 over
Africa. Small negative differences can be seen at the western boundary of the domain and over
the Mediterranean Sea and positive differences between 0 and 18 W m−2 are present over the
rest of the domain.
As mentioned by Loeb et al., 2009, a solar constant of 1365 W m−2 is assumed in CERES-EBAF
whereas in COSMO-REA6 the solar constant is set to 1368 W m−2, which contributes to the
differences in the TOA radiation. Kopp et al., 2005 revised the value of the solar constant as
being 1361 W m−2, which should be accounted for in the COSMO model in the future. Loeb et
al., 2009 further compare CERES-EBAF with other satellite-based data products and show im-
balances in the global net TOA radiation of −3 to 7 W m−2, which are even more pronounced
on a regional domain. The reason for this are uncertainties in the absolute calibration of the
measurements. Another explanation for the discrepancies between CERES-EBAF and COSMO-
REA6 in the longwave part of the spectrum is that the COSMO model produces too high clouds.
Böhme et al., 2011 found out that the COSMO model produces high clouds too often and thus
lower temperatures of the cloud tops than observed by MSG satellites. The same result was
found by Bollmeyer et al., 2015 for the actual model version used for producing the reanalysis.
Another matter found by Crewell et al., 2008 is the dry bias of radiosonde ascents. Since ra-
diosonde measurements are the main data source for the assimilation in the upper troposphere
they could introduce a dry bias in this part of the atmosphere, leading to higher temperatures
as observed by Böhme et al., 2011. Despite the deficiencies of the COSMO model in those re-
gards, the differences in TOA radiation are in the range of 10−15 W m−2 which is again in the
range of the uncertainty of CERES-EBAF. Only the Africa-related data introduce large errors
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Figure 4.15.: Mean net radiation at the top of the atmosphere for a) shortwave radiation, b) longwave
radiation and c) net, i.e. shortwave+longwave, radiation, for the years 2001-2013 for
CERES-EBAF and COSMO-REA6 and the difference from CERES-EBAF in W m−2.
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which need a deeper analysis.
4.4. Climate classification using Köppen-Geiger maps
In Section 2.4, the climate classifications by Köppen were introduced. The climate classifica-
tions were calculated for COSMO-REA6, ERA-Interim and the E-OBS dataset together for the
overlapping years 1997-2013. They are presented along with the map by Kottek et al., 2006
in Figure 4.16. The maps are bounded by the COSMO-REA6 area. In the Köppen-Geiger maps
from Kottek et al., 2006, shown at the top left, warm temperate climates (C) can be found in
Mid- and South-Europe, except for the Alps, and in mediterranean coastal regions of Africa.
The rest of Africa shows arid climates (B). The continental land mass east of about 20◦E and
north of about 45◦N as well as Scandinavia have snow climate conditions (D), except for high
mountainous regions in Scandinavia where there are polar conditions (E). Iceland also shows
polar climate conditions except for some points at the coast with warm temperate conditions.
The precipitation regimes can be roughly divided into three parts: All regions north of about
45◦N are fully humid (f), regions adjacent to the Mediterranean sea are summer dry regions
(s) and Africa is dominated by desert conditions (W). The temperature conditions are more
distinct: In latitude regions between 45◦ and 60◦N warm summer conditions (b) apply. North
of about 60◦ the warm summer conditions change to cool summer and polar tundra conditions
can be found in high mountainous regions of Scandinavia and on Iceland. East of Ukraine
regions with hot summers (a) can be found as well as in the mediterranean countries. Some
regions around the Black Sea are classified as hot summer regions as well. Hot arid conditions
can be found almost everywhere in North-Africa with some cold arid regions in Morocco and
Algeria. Some small scale features can be found, like warm summer regions in northern Spain
and Portugal instead of hot summer regions in the south.
Comparing the COSMO-REA6 conditions, taken from 17 years of reanalysis output, with the
50 year record, it is found that the overall climate conditions in Europe are very well repro-
duced in COSMO-REA6. The boundaries of the climate conditions are very well met, especially
at 60◦N between the warm and cool summer conditions and at approximately 20◦E between
the warm temperate and snow climate. Even small-scale features like the conditions in moun-
tainous regions in Scandinavia and in the Alps can be found in COSMO-REA6. Of course,
some differences can still be found. E.g. in eastern Spain, COSMO-REA6 shows large regions
with cold arid steppe climates. ERA-Interim shows very similar features but due to the coarser
resolution small-scale patterns like the polar regions in the Alps and in Scandinavia are not re-
produced. Only the E-OBS dataset shows very different features, especially in the precipitation
conditions. Between 45◦N and 60◦N, winter dry conditions instead of fully humid conditions
can be found for the precipitation conditions whereas the temperature conditions are the same
as in the 50 year record, COSMO-REA6 and ERA-Interim. This could point to a problem in
E-OBS with the precipitation measurements or the timing of the observations. Haylock et al.,
2008 note that in the observations underlying the E-OBS dataset it was often not clear whether
a measurement of 24h precipitation recorded as e.g. 1960-01-02 corresponded to the precipi-
tation that fell on that date or that the observation was taken on that date, mostly at 09 UTC.
They tried to correct for this fact by shifting the dates by ±1 day and finding the date with
the highest correlation with ERA-40 data. Another aspect could be that in E-OBS the gridded
data sets of precipitation and temperature were created independently from each other. ERA-
Interim and COSMO-REA6 are consistent between all output parameters due to the producing
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models and this consistency between precipitation and temperature is lacking in E-OBS.
This comparison of the climate conditions can be viewed as an independent verification of the
performance of the reanalysis over a long time period and it becomes clear that the model is
performing reasonable and reproduces the correct climate conditions for the European region.
Figure 4.16.: Climate classification using the criteria proposed by Köppen, 1918. Top left: The original
Köppen-Geiger map from Kottek et al., 2006, based on the years 1951-2000. Top right:
The Köppen-Geiger map from COSMO-REA6 output, based on the years 1997-2013. Bot-
tom left: The Köppen-Geiger map from E-OBS data, based on the years 1997-2013. Bot-
tom right: The Köppen-Geiger map from ERA-Interim data, based on the years 1997-2013.
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Figure 4.17.: The observed eastward and northward moisture transports (top left and top right)
in kg m−1 s−1, the observed vertically integrated moisture flux divergence in
10−6 kg m−2 s−1 (bottom left) and the observed difference between the divergence of
the moisture transports and the VMD in 10−6 kg m−2 s−1 (bottom right).
4.5. Variational approach for the moisture budget
Now the results from the variational approach will be presented. As mentioned in Chapter 3,
the computation was done on a (120× 120) domain which was chosen to cover the north of
Germany. Figure 4.17 shows the eastward and northward moisture transports together with
the vertically integrated moisture flux divergence and the difference between the moisture
transport divergence and the VMD. For convenience, only the divergent part of the horizon-
tal moisture transports is shown, since the variational approach only modifies and returns
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Figure 4.18.: The modified eastward and northward moisture transports (top left and top right) in
kg m−1 s−1, the modified vertically integrated moisture flux divergence in 10−6 kg m−2 s−1
(bottom left) and the modified difference between the divergence of the moisture trans-
ports and the VMD in 10−20 kg m−2 s−1 (bottom right).
the divergent part of the transports. The eastward moisture flux is positive throughout the
domain and ranges from 57.64 to 109.99 kg m−1 s−1 with higher values over northwest Ger-
many, the Netherlands and the Northern Sea and lesser values towards the southeast and the
Czech Republic. The northward moisture transport is weaker with values between −30.20
and 21.11 kg m−1 s−1. The positive values are located to the north and east of the domain
and negative values are present in the west and southeast of the domain. The VMD is neg-
ative throughout, i.e. there is more precipitation than evaporation in the chosen domain
which is plausible since the domain is mainly over land. The values range from −74.28 to
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−15.36·10−6 kg m−2 s−1. The difference between the divergence of the moisture budget and
the VMD, i.e. the moisture budget from Eq. (3.113) shows still some recognizable struc-
tures similar to the VMD and is nowhere close to zero. This is the case although the mois-
ture budget is two orders of magnitude smaller than the VMD with values between 0.01 and
0.21·10−6 kg m−2 s−1. Therefore, the moisture budget in the observed data is not fulfilled and
needs to be corrected.
The fields after application of the variational approach are shown in Figure 4.18. The modi-
fied moisture transports show a similar structure and order as the observed ones. The modified
eastward moisture transport ranges from 35.08 to 144.91 kg m−1 s−1 with the maximum over
the North Frisian Islands and decreases from the northwest to the southeast. The modified
northward moisture transport ranges from −28.04 to 56.67 kg m−1 s−1 with highest values
over the Northern Sea and lowest values over the Czech Republic. The gradient in the mod-
ified northward moisture transport is rotated compared to the observed one and the values
now decrease from the northwest to the southeast. In both transports, boundary effects are
still visible at the west and east (north and south) boundaries in the eastward (northward)
moisture transports. The same is true for the VMD. The boundary conditions are implemented
into the approach via the last row and column of the left-hand side matrix in (3.136). Never-
theless, those boundary effects should be further investigated in future studies, because they
possibly result from the matrices T , Dλ and Dϕ . The structure of the modified VMD is basically
the same as in the original VMD but has been shifted to higher values and now ranges between
−70.86 and 8.69 kg m−2 s−1. Now, the balance between evaporation and precipitation is much
closer to zero. But the most important result is the modified moisture budget now showing
values in the order of 10−20 kg m−2 s−1 and no structure at all. So the variational approach
fulfilled the moisture budget in Eq. (3.113) up to numerical precision.
The results presented here are very sensitive to the choice of the errors σS and σM. As men-
tioned in chapter 3, σS was chosen as 5·10−6 kg m−2 s−1 and σM = a·σS·κ with a= 6370 km the
earth´s radius and the scaling parameter κ set to 0.10. This results in σM = 3.185 kg m−1 s−1.
Preliminary tests with four different values for κ (0.10, 0.25, 0.50, 1.00) have been carried out
and reveal that the influence of the boundary values becomes more dominant with increasing
κ and thus with increasing error of the moisture transports. Similar plots as in Figure 4.18 for
different κ can be found in the Appendix D. Further sensitivity studies would be desirable as
would be a correct specification of the errors of both the moisture transports and the VMD. It
is possible that the introduction of the hard constraint side condition that the divergence of
the horizontal moisture transports should balance the VMD exactly is too strong. A weak con-
straint side condition where the squared difference between the horizontal moisture transports
and the VMD should be minimized would be worth investigating.
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During this work two high-resolution regional reanalyses have been created. Both reanalyses
were produced using the operational NWP system of DWD with the COSMO model and ad-
ditional modules. The first reanalysis, called COSMO-REA6, matches the European CORDEX-
EURO-11 domain at a resolution of 0.055◦ with 40 vertical levels. The second reanalysis,
COSMO-REA2, was produced with a horizontal resolution of 0.025◦ and 50 vertical levels and
covers Mid-Europe. Both reanalyses provide a large output of almost 100 two-dimensional
variables with an output frequency of 15 minutes and almost 30 three-dimensional variables
with an output frequency of one hour. A portable, script-based system for the production of
the reanalysis was developed, tested and implemented at the supercomputers at ECMWF and
generated COSMO-REA6 for the years 1997-2014 and COSMO-REA2 for the years 2007-2013.
For comparisons, a dynamical downscaling simulation (COSMO-DS) has been carried out for
the year 2011 and some experiments on the influence of the assimilation of radar rain rates via
latent heat nudging in both COSMO-REA6 and COSMO-REA2 for the summer months of 2011
were performed. One focus in the evaluation of both reanalyses was on the performance of
the model and on precipitation which is one of the few variables which can be independently
evaluated since it is not assimilated into the model. The global ERA-Interim reanalysis has
been used as a reference as it is typically used for a large number of applications.
As a standard measure in data assimilation, the analysis increments in COSMO-REA6 for a
one year period were evaluated, showing only small changes in two main prognostic variables,
temperature and wind speed, indicating that the model is reasonably stable. Systematic devi-
ations are found with the specification of the boundary layer height and the vertical position
of the jet stream, where the standard deviation of the analysis increments in both temperature
and wind speed increases. However, the patterns and order of magnitude are similar com-
pared to the ERA-Interim reanalysis (see Dee et al., 2011).
Comparing mean yearly precipitation sums over Europe using the GPCC data set, COSMO-
REA6 and ERA-Interim slightly underestimate precipitation in mid and south Europe and
overestimate precipitation in Scandinavia and Russia with comparably high overestimates at
the Norwegian shore. An observed diurnal cycle of precipitation intensities during summer
2011 is reproduced by all COSMO simulations with a time shift from late afternoon towards
night-time in COSMO-REA6 and COSMO-DS. ERA-Interim shows almost constant precipita-
tion intensities throughout the whole day. The shift in the COSMO simulations is a known
limitation of the convective scheme, which is why the shift is not reproduced by COSMO-
REA2 where only shallow convection is parametrized and deep convection is resolved in the
model. The assimilation of radar rain rates in COSMO-REA6 improves the representation of
the diurnal cycle by shifting the diurnal cycle back towards late evening and dampens the
results of COSMO-REA2. When precipitation sums are considered, the LHN improves both
COSMO reanalyses, in the case of COSMO-REA6 considerably. COSMO-DS is showing almost
no diurnal cycle in precipitation sums and ERA-Interim reveals a diurnal cycle with the peak
in the morning and midday hours. Repeating this evaluation for the years 2007-2013, the
same results are reproduced, showing the shift in the diurnal cycle of precipitation intensities
in COSMO-REA6 and the better performance of COSMO-REA2 during summer. No diurnal
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cycle in either precipitation intensities or sums can be observed during the winter months and
all models follow the observations closely with ERA-Interim showing too small values in the
precipitation intensities. Histograms of precipitation events above different thresholds show
the good ability of the COSMO reanalyses to reproduce the occurrence and intensities of pre-
cipitation up to high rates of 50 mm per hour and beyond. ERA-Interim is producing too often
precipitation and at the same time too many small precipitation events. ERA-Interim is also
not able to produce precipitation above 10 mm per hour. But it is clearly pointed out that
the characteristics evaluated here relate to spatio-temporal scales ERA-Interim had not been
designed for. The introduction of LHN to the models potentially improves the frequency of the
precipitation events in the different categories. The results indicate that a grid spacing of 6 km
already produces precipitation characteristics that are comparable to point observations and a
grid spacing of 2 km does so even more.
Another relevant characteristic for reanalyses is the coherence with independent observations.
It is commonly known that the objective scores can be generally worse for high resolution mod-
els than for low resolution models, i.e. the so-called double-penalty problem. Thus, inevitable
space and timing errors in the dynamical downscaling lead to larger errors. Measures such as
the log-odds ratio for different precipitation threshold indicate that the dynamical downscaling
is clearly outperformed by the regional reanalysis (which has been shown by Bollmeyer et al.,
2015), whereas for low thresholds, ERA-Interim is capable of compensating this problem by a
good hit rate, taking a loss at the false alarm rate. The best agreement with observations can
be found in COSMO-REA2 which is a combined effect of both the resolution of the model and
the assimilation of radar rain rates, improving the occurrence of precipitation in both space
and time.
Further evaluation was done on the radiative fluxes in the model. Both shortwave and long-
wave radiation as well as the net radiation, i.e. the sum of shortwave and longwave radiation,
at the surface and the top of the atmosphere were compared between COSMO-REA6 and data
from CERES-EBAF. The overall structure of the radiation fluxes is very similar in COSMO-
REA6 compared to CERES-EBAF. The main differences are found in the southern part of the
model domain. In shortwave radiation at the surface, the values over the Mediterranean Sea
are remarkably higher in CERES-EBAF than in COSMO-REA6. This is probably a combined
result of the different albedo values and an incorrect sea surface temperature representation
in COSMO-REA6 which is only analysed every 24 hours by the SST analysis using ERA-Interim
SST values and is kept constant in between. A deeper analysis of the sea surface temperature
in COSMO-REA6 in comparison with ERA-Interim and other independent data sets like e.g.
the Hadley Centre Sea Ice and Sea Surface Temperature data set (HadISST, Rayner et al.,
2003) would be desirable. Over Africa large absolute differences between 30 and 40 W m−2 in
both shortwave and longwave radiation can be found in contrast to values of ±10−20 W m−2
in the remainder of the model domain. In addition, distinct structures in shortwave radiation
at the surface in COSMO-REA6 can be found over Africa which stem from albedo values for
different soil types. Differences in radiation fluxes at the top of the atmosphere do not exceed
approximately ±15 W m−2, except for Africa and the Middle East where the differences are in
the range of 30− 60 W m−2. Apparently, there seems to be a problem in the radiative fluxes
over Africa which could result e.g. from a wrong specification of albedo and other so far un-
known error sources. Smiatek et al., 2008 presented a new data set for soiltypes and albedo
values in the climate version of COSMO (COSMO-CLM) and a preprocessor for making this
data available for COSMO-CLM. A change to such a new data set or a comparable is desirable if
it shows more realistic albedo and soiltype values. Nevertheless, a thorough evaluation of the
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problems over Africa is needed, especially in view of considerations for an African reanalysis.
Besides those problems, the radiation fluxes in COSMO-REA6 are in the range of uncertainty
estimates of the CERES-EBAF data sets (Kato et al., 2013; Loeb et al., 2009).
The reproduction of the overall climate conditions is an important issue in the production of a
reanalysis spanning several years. These have been evaluated using Köppen-Geiger maps and
comparing COSMO-REA6 with a 50-year climatology, E-OBS observations over Europe and
ERA-Interim. COSMO-REA6 and ERA-Interim are clearly able to reproduce the climate condi-
tions in Europe and Northern Africa whereas E-OBS shows some deficiencies which probably
stem from the not-consistent way of producing the gridded data set.
Bollmeyer et al., 2015 have performed evaluations on several other parameters such as oc-
currence and structure of clouds or integrated water vapour. Throughout, the results reveal
similar patterns as have been discussed before: both COSMO-REA6 as well as COSMO-DS
better resolve small-scale structures than ERA-Interim but without the use of any data assimi-
lation the model shows larger errors in e.g. water vapour fields. As a conclusion, the dynamical
downscaling shows a similar performance compared to the reanalysis and may thus be suffi-
cient on climatological time-scales. Nevertheless, the use of data assimilation considerably
improves the representation of the actual state of the atmosphere, which is a key criterion for
reanalyses. Current global reanalyses, here represented by ERA-Interim, are naturally limited
in resolution. However, concerning large-scale dynamics, the advantages of a nested, high-
resolution reanalysis become less prominent — especially, when considering that the lateral
boundary conditions are actually provided by ERA-Interim.
There are a number of applications where the high-resolution regional reanalysis represents
a valuable addition to global reanalysis and an alternative to dynamical downscaling ap-
proaches. The results therefore encourage the further exploitation of the high-resolution re-
gional reanalysis in order to continuously reprocess and evaluate longer time periods.
Finally, a variational approach for the moisture budget was carried out. The balance between
the divergence of the vertically integrated horizontal moisture transports and the vertically in-
tegrated moisture flux divergence, i.e. the difference between evaporation and precipitation,
is not fulfilled in the COSMO-REA6 reanalysis. Applying a calculus of variations based on fi-
nite elements modified both the transports and the flux divergence in a consistent way. The
calculated balance between the divergence of the modified transports and the modified VMD
fulfills the balance up to numerical precision. The presented results could only be applied to a
small subdomain of COSMO-REA6 due to technical issues. For the future, a migration to large
supercomputers would be advantageous in order to carry out the presented approach for the
complete domain.
The presented results are very sensitive to the assumed errors of both the horizontal moisture
transports and the VMD. Therefore, a realistic assessment of the errors is needed to ensure
realistic results for the variational approach. Apart from that, the exact fulfillment of the mois-
ture balance in the side condition may be a too strong constraint. A weak constraint side
condition could be exploited where only the squared difference between the moisture trans-
ports and the VMD is minimized. Investigating this approach could provide useful insights
on the variational approach. Another problem in the variational approach could be the as-
sumption of stationarity. In the derivation of the moisture budget equations it was assumed
that the storage term is small enough in a long-term average that it can be neglected. Here,
only a one year average was used, which could be problematic for this assumption, i.e. the
storage term could be small, but not negligible and could thus affect the moisture budget. To
be sure that the assumption holds, the variational approach should be applied to the average
75
5. Summary and Conclusions
over the complete eighteen years of the reanalysis. Furthermore, an implementation of com-
plete covariance structures would complete the results and grant the possibility to calculate
posterior covariance structures and thus give rise to an estimate of the error introduced by the
variational approach (Bollmeyer and Hense, 2014).
The large output of both COSMO-REA6 and COSMO-REA2 offers a great potential for many
applications. To prove the benefit of using the regional reanalysis data sets, the evaluation
presented in this work should be extended to stations all across Europe to not only focus on
Germany. Therefore, getting access to rain gauge measurements of high quality and temporal
coverage from other European countries is an effort already being taken. The biggest problem
in evaluating reanalysis is that most conventional observations have been assimilated into the
model. Thus, the model is dependent on them and makes those observations useless for the
evaluation of the model. That is why new measurements have to be explored such as the GPS
measurements of integrated water vapour which were used by Bollmeyer et al., 2015. An im-
portant focus in this regard is the highly resolved coverage of such independent observations.
When comparing the highly resolved reanalyses with only 6-hourly or daily observations on
coarse grids or only few stations, the added value of the high temporal and horizontal resolu-
tion in both COSMO-REA6 and COSMO-REA2 is lost. One possibility is to use radar and satel-
lite data which have a good temporal coverage of several minutes to one hour, high horizontal
resolutions and are not assimilated into the model (except for the LHN in COSMO-REA2). The
high resolution of COSMO-REA6 and COSMO-REA2 allows to identify distinct objects such
as precipitation fields. Those can be evaluated using object-based verification methods like
e.g. the “Structure-Amplitude-Location” score SAL by Wernli et al., 2008. Object-based verifi-
cation methods are a fairly new developing field and an overview of several of these methods
is provided by the Spatial Forecast Verification Methods Inter-Comparison Project (ICP). For
satellite data, new tools like the Passive and Active Microwave radiative TRAnsfer model PAM-
TRA (Mech et al., submitted) can be used to evaluate hydrometeor contents of clouds in the
atmosphere. Furthermore, the data set could be exploited for new studies, e.g. in the emerg-
ing energy sector. The reanalysis data are suited to provide the energy sector with information
on areas with high potential for wind or solar power production. Another issue that has to
be adressed is the handling of the output. One year of the complete COSMO-REA6 output is
about 25 TB big which is why only some selected variables could be evaluated so far. Currently,
new servers are being installed allowing storage of more output. The evaluation can be thus
expanded to more variables and larger time periods.
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Appendix

A. Numerical implementation of the finite element
method
For the numerical implementation of the inverse method presented in chapter 3, some special
treatment is needed which is described in the following. Further details on the finite element
methods and their implementation can be found in Schäfer, 1999 and Göber, 1997.
A.1. Discretization in finite elements
For the application of the finite element discretization, triangle elements are needed. There-
fore, the model grid is separated into triangles by dividing one model box (with four grid
points as corner points) into two triangles. To then compute the equations in chapter 3 in
finite elements one needs to transform every triangle to an unitary triangle. This is done in the
following way. Consider a triangle with corner points P′1(x1,y1), P
′
2(x2,y2) and P
′
3(x3,y3). The
transformation equations onto the unitary triangle then read
x = x1+(x2− x1)ξ +(x3− x1)η
y = y1+(y2− y1)ξ +(y3− y1)η (A.1)
with ξ and η being the two coordinates for the unitary triangle. To complete the transforma-
tions, the metric coefficients hξ and hη as well as the Jacobi matrix are needed. The metric
coefficients are defined by
hξ =
∣∣∣∣ ∂~r∂ξ
∣∣∣∣ , hη = ∣∣∣∣ ∂~r∂η
∣∣∣∣ (A.2)
where~r is the location vector
~r =
(
x1+(x2− x1)ξ +(x3− x1)η
y1+(y2− y1)ξ +(y3− y1)η
)
. (A.3)
The metric coefficients then become
hξ =
√
(x2− x1)2+(y2− y1)2 (A.4)
hη =
√
(x3− x1)2+(y3− y1)2 . (A.5)
The Jacobi matrix reads
J =
(
∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
)
=
(
(x2− x1) (x3− x1)
(y2− y1) (y3− y1)
)
(A.6)
and its determinant is defined by
det(J) = (x2− x1) · (y3− y1)− (x3− x1) · (y2− y1) . (A.7)
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With the help of the determinant, the area element dxdy can be transformed into det(J)dξdη .
To complete the transformation we need to express the metric coefficients of the back trans-
formation, hx and hy, in terms of hξ and hη . This is done via the chain rule and one obtains
hx = hξξx+hηηx (A.8)
hy = hξξy+hηηy . (A.9)
Here, an abbreviation for the partial derivatives of ξ and η has been introduced:
ξx =
∂ξ
∂x
,ξy =
∂ξ
∂y
,ηx =
∂η
∂x
,ηy =
∂η
∂y
. (A.10)
The partial derivatives are obtained by deriving the transform equations (A.1) with respect to
x respectively y and solve for the wanted terms. One obtains
∂ξ
∂x
=
y3− y1
det(J)
,
∂ξ
∂y
=−(x3− x1)
det(J)
(A.11)
∂η
∂x
=−y2− y1
det(J)
,
∂η
∂y
=
(x2− x1)
det(J)
. (A.12)
For the forming of the mass-matrix T and the differential matrices Dλ and Dϕ described in
chapter 3, the general approach shall be made clear in a simple 3-by-3 example. Consider a
model grid consisting of 9 model grid points (φ1 . . .φ9), which is divided into 8 unitary triangles
(T1...T8) as shown in Figure A.1. The mass-matrix T in the x-y coordinate system for one
x 
y 
𝜙1 𝜙2 𝜙3 
𝜙4 𝜙5 𝜙6 
𝜙7 𝜙8 𝜙9 
T1 
T2 
T3 
T4 
T5 
T6 
T7 
T8 
0 
0 
1 2 
1 
2 
Figure A.1.: Discretization in finite elements of a 3-by-3 example model grid.
triangle element k would be
T k =
∫
Tk
~h~hTdxdy . (A.13)
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Using the transformation equations from above, the mass-matrix becomes
T k = det(J)k
∫
UTk
~h~hTdξdη
︸ ︷︷ ︸
F˜M
. (A.14)
Here,
∫
Tk is the integral over the triangle k whereas
∫
UTk is the integral over the transformed
unitary triangle k and det(J)k is the Jacobi-determinant for that triangle. Similarly, the differ-
ential matrices can be transformed into
Dkλ =
∫
Tk
~h~hTx dxdy
= det(J)k
∫
UTk
ξx~h~hTξ +ηx~h~h
T
ηdξdη
= det(J)kξx
∫
UTk
~h~hTξ dξdη︸ ︷︷ ︸
F˜ξ
+det(J)kηx
∫
UTk
~h~hTηdξdη︸ ︷︷ ︸
F˜η
(A.15)
Dkϕ =
∫
Tk
~h~hTy dxdy
= det(J)k
∫
UTk
ξy~h~hTξ +ηy~h~h
T
ηdξdη
= det(J)kξy
∫
UTk
~h~hTξ dξdη︸ ︷︷ ︸
F˜ξ
+det(J)kηy
∫
UTk
~h~hTηdξdη︸ ︷︷ ︸
F˜η
. (A.16)
What becomes clear from these transformations is, that the geometrical dependence appears
in a factor which is outside of the integral, making it easier to compute the transformations.
What is needed now is a approach for the the function h(ξ ,η), which is chosen to be linear in
both directions:
hi(ξ ,η) = α1i +α
2
i ξ +α
3
i η . (A.17)
The function hi has the value 1 at the corresponding point Pi(ξi,ηi) and is linearly falling off
to zero towards the other corner points of the triangle. Using the above demands on the
coefficients, one comes up with
h1(ξ ,η) = 1 −ξ −η
h2(ξ ,η) = ξ
h3(ξ ,η) = η . (A.18)
With these basis vectors one obtains
~hξ =
 −11
0
 , ~hη =
 −10
1
 . (A.19)
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Table A.1.: Overview of the assignment of corner points for the triangles in the example Figure A.1.
triangle number
1 2 3 4 5 6 7 8
1 φ1 φ2 φ2 φ3 φ4 φ5 φ5 φ6
2 φ2 φ5 φ3 φ6 φ5 φ8 φ6 φ9
C
or
ne
r
po
in
t
3 φ4 φ4 φ5 φ5 φ7 φ7 φ8 φ8
For the computation of F˜M , F˜ξ and F˜η there exists a useful formula which is valid for cases of
p,q being non-negative integers and an integral over a unitary triangle:
IUpqT =
1∫
0
1−η∫
0
ξ pηqdξdη =
p!q!
(p+q+2)!
. (A.20)
With the help of A.20 and the A.19 one obtains:
F˜M = 124
 1 2 11 2 1
1 1 2
 , F˜ξ = 16
 −1 1 0−1 1 0
−1 1 0
 , F˜η = 16
 −1 0 1−1 0 1
−1 0 1
 . (A.21)
A.2. Building the complete matrices
What was presented so far were the matrices for a single triangle. To extent this approach to
every triangle and one needs the corner points for each triangle. Therefore, for each triangle
the corner points are counted from one to three, starting at the bottom left point and then
counting counterclockwise. Using the example from above (Figure A.1), this results in the
assignment of corner points summarized in Table A.1. This assignment table is then needed
for the building of the complete matrix, e.g. F˜M , in the following way: if the i-th and j-th
corner point of the k-th element equals n and m, then add the component (F˜M )ki j of the k-th
element to the component (FM )nm of the complete matrix. For the example, this then looks as
82
A.3. Solving the system
follows:
FM =

(F˜M )111 (F˜M )112 0
(F˜M )121 (F˜M )122 +(F˜M )211 +(F˜M )311 (F˜M )312
0 (F˜M )321 (F˜M )322 +(F˜M )411
(F˜M )131 (F˜M )132 +(F˜M )231 0
0 (F˜M )221 +(F˜M )331 (F˜M )332 +(F˜M )431 . . .
0 0 (F˜M )421
0 0 0
0 0 0
0 0 0
(F˜M )113 0 0
(F˜M )123 +(F˜M )213 (F˜M )212 +(F˜M )313 0
0 (F˜M )323 +(F˜M )413 (F˜M )412
(F˜M )133 +(F˜M )233 +(F˜M )511 (F˜M )232 +(F˜M )512 0
. . . (F˜M )223 +(F˜M )521 (F˜M )222 +(F˜M )333 +(F˜M )433 +(F˜M )522 +(F˜M )611 +(F˜M )711 (F˜M )432 +(F˜M )712 . . .
0 (F˜M )423 +(F˜M )721 (F˜M )422 +(F˜M )722 +(F˜M )811
(F˜M )531 (F˜M )532 +(F˜M )631 0
0 (F˜M )621 +(F˜M )731 (F˜M )732 +(F˜M )831
0 0 (F˜M )821
0 0 0
0 0 0
0 0 0
(F˜M )513 0 0
. . . (F˜M )523 +(F˜M )613 (F˜M )612 +(F˜M )713 0
0 (F˜M )723 +(F˜M )813 (F˜M )812
(F˜M )533 +(F˜M )633 (F˜M )632 0
(F˜M )623 (F˜M )622 +(F˜M )733 +(F˜M )833 (F˜M )832
0 (F˜M )823 (F˜M )822

=

2 1 0 1 0 0 0 0 0
1 6 1 2 2 0 0 0 0
0 1 4 0 2 1 0 0 0
1 2 0 6 2 0 1 0 0
0 2 2 2 12 2 2 2 0
0 0 1 0 2 6 0 2 0
0 0 0 1 2 0 4 1 0
0 0 0 0 2 2 1 6 1
0 0 0 0 0 1 0 1 2

.
(A.22)
The building of the complete matrices Fξ and Fη is done accordingly. Note that this example
is only for a 3-by-3 grid, the grid which is used in this study is potentially larger. Therefore,
numerical solver suited for these kinds of problems need to be applied.
A.3. Solving the system
When trying to solve Eq. (3.136), some problems arose in inverting the DGL-matrix. The
numerical solver was not able to solve the system due to the large differences (8 orders of
magnitude) between the terms in 1σ2M
T and 1σ2S T , resulting from the σ -Terms. Therefore, the
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system had to be slightly changed in order for the numerical solver to work properly.
Eq. (3.136)
1
σ2M
T 0 0 DTλ ~1|λB
0 1σ2M
T 0 DTϕ ~1|ϕB
0 0 1σ2S
T −T ~0
Dλ Dϕ −T 0 ~0
~1|TλB ~1|TϕB ~0T ~0T 0
 ·

~mλ
~mϕ
~s
~γ
µ
=

1
σ2M
T ~mλ ,0
1
σ2M
T ~mϕ,0
1
σ2S
S~s0
~0
∑λB ~mλ ,B|λB +∑ϕB ~mϕ,B|ϕB
 . (A.23)
will be abbreviated in the following as A·~x =~b. In order to get rid of the σ -Terms one left-
multiplies the system by C−1, where
C =


1
σM 0 · · · 0 0 0 1
0
. . . 0
...
... 1σM
... 0 0
...
...
0
. . . 0
...
0 0 · · · 0 1σM
... 2Ng
1
σS 0 · · · 0 0 2Ng+1
0
. . . 0
...
...
0
... 1σS
... 0
...
0
. . . 0
...
...
0 0 · · · 0 1σS 3Ng
1 0 · · · 0 0
... 3Ng+1
0
. . . 0
...
...
0 0
... 1
...
...
...
0
. . . 0
...
...
0 0 · · · 0 1 0 4Ng
0 · · · · · · · · · · · · · · · · · · · · · · · · 0 1 4Ng+1
1 · · · · · · · · · 2Ng 2Ng+1 · · · · · · · · · 3Ng 3Ng+1 · · · · · · · · · 4Ng 4Ng+1
is a diagonal matrix with σM on the diagonal for the first 2·Ng rows, with Ng the dimension
of the matrix T , and σS for the next Ng rows. The last Ng+ 1 rows are filled with ones. This
results in
C−1A~x = C−1~b
C−1AC︸ ︷︷ ︸
A˜
C−1~x = C−1~b

T 0 0 σMDTλ σM·~1|λB
0 T 0 σMDTϕ σM·~1|ϕB
0 0 T −σST ~0
σMDλ σMDϕ −σST 0 ~0
σM·~1|TλB σM·~1|TϕB ~0T ~0T 0
 ·

1
σM ~mλ
1
σM ~mϕ
1
σS~s
~γ
µ
 =

1
σMT ~mλ ,0
1
σMT ~mϕ,0
1
σSS~s0
~0
∑λB ~mλ ,B|λB +∑ϕB ~mϕ,B|ϕB
 .
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A.3. Solving the system
This system of equations could then be solved by the numerical solver and the resulting trans-
ports and VMD needed to be multiplied by σM or σS to obtain the final results.
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B. Reanalysis output
The folowing table shows a list of all output variables produced by both COSMO-REA6 and
COSMO-REA2 along with their output frequencies.
Output field Field type Output freq add. info
Albedo 2D 15-min
Analysis increment for pressure 3D Hourly
Analysis increment for specific cloud water 3D Hourly
Analysis increment for specific humidity 3D Hourly
Analysis increment for temperature 3D Hourly
Analysis increment for wind direction 3D Hourly
Analysis increment for wind speed 3D Hourly
Cloud base mass flux 2D 15-min
Cloud base of convective clouds 2D 15-min
Cloud ceiling height above MSL 2D 15-min
Cloud cover 3D Hourly
Cloud depth 2D 15-min
Cloud top of convective clouds 2D 15-min
Coefficient of vertical diffusion of heat 3D Hourly
Coefficient of vertical diffusion of momentum 3D Hourly
Convective available potential energy 2D 15-min
Convective base index 2D 15-min
Convective cloud cover 3D Hourly
Convective top index 2D 15-min
Convective turbulent energy 2D 15-min
Convective turbulent kinetic energy 2D 15-min
Dew point in 2-m height 2D 15-min
Diffuse downward shortwave radiation at the
surface
2D 15-min
Diffuse upward shortwave radiation at the sur-
face
2D 15-min
Direct downward shortwave radiation at the
surface
2D 15-min
Downward longwave radiation at the surface 2D 15-min
Drag coefficient CD 2D 15-min
Duration of sunshine 2D 15-min
Eddy diffusivity rate 3D Hourly
Evaporation 2D 15-min
Fresh snow factor 2D 15-min
High cloud cover 2D 15-min
Latent heat flux from bare soil 2D 15-min
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Latent heat flux from plants 2D 15-min
Low cloud cover 2D 15-min
Maximum 10-m convective gust 2D 15-min
Maximum 10-m dynamical gust 2D 15-min
Maximum 10-m wind speed without gusts 2D 15-min
Maximum wind velocity 2D 15-min
Mean sea level pressure 2D 15-min
Medium cloud cover 2D 15-min
Meridional component of momentum flux 2D 15-min
Meridional wind speed 3D Hourly
Meridional wind speed in 10-m height 2D 15-min
Net shortwave radiation at the surface 2D 15-min
Net shortwave radiation at TOA 2D 15-min
Net thermal radiation at the surface 2D 15-min
Net thermal radiation at TOA 2D 15-min
Pressure anomaly 2D 15-min
Pressure perturbation 3D Hourly
Pressure tendency 2D 15-min
Relative humidity in 2-m height 2D 15-min
Sea ice cover 2D 15-min
Specific humidity at the surface 2D 15-min
Snow density 2D 15-min
Snow height 2D 15-min
Snow temperature 2D 15-min
Soil ice content 2D 15-min
Soil temperature 2D 15-min
Soil water content 2D 15-min
Solar downward radiation at top 2D 15-min
Specific cloud ice content 3D Hourly
Specific cloud water content 3D Hourly
Specific cloud water content of convective
clouds
3D Hourly
Specific graupel content 3D Hourly only REA2
Specific humidity 3D Hourly
Specific humidity in 2-m height 2D 15-min
Specific rain water content 3D Hourly
Specific snow water content 3D Hourly
Surface flux of water vapour 2D 15-min
Surface latent heat flux 2D 15-min
Surface pressure 2D 15-min
Surface temperature 2D 15-min
Surface precipitation amount of convective rain 2D 15-min
Surface precipitation amount of convective
snow
2D 15-min
Surface precipitation amount of grid scale rain 2D 15-min
Surface precipitation amount of grid scale
snow
2D 15-min
88
Surface precipitation rate for convective rain 2D 15-min
Surface precipitation rate for convective snow 2D 15-min
Surface precipitation rate for grid scale rain 2D 15-min
Surface precipitation rate for grid scale snow 2D 15-min
Surface precipitation rate for grid scale graupel 2D 15-min only REA2
Surface sensible heat flux 2D 15-min
Synthetic satellite images 2D 15-min REA6 only
2007-2012
Temperature anomaly 2D 15-min
Temperature 3D Hourly
Temperature increment due to latent heat 3D Hourly
Temperature in 2-m height 2D 15-min
Temperature of sea ice 2D 15-min
Temperature of soil layers 2D 15-min
Tendency of specific humidity 3D Hourly
Tendency of turbulent kinetic energy 3D Hourly
Transfer coefficient CH 2D 15-min
Total cloud ice content 2D 15-min
Total cloud cover 2D 15-min
Total cloud water content 2D 15-min
Total precipitable water 2D 15-min
Total precipitation 2D 15-min
Turbulent kinetic energy 3D Hourly
Upward longwave radiation at the surface 2D 15-min
Vertical integral of divergence of total water
content
2D 15-min
Vertical integral of humidity, cloud water and
ice
2D 15-min
Vertical wind speed 3D Hourly
Water content of interception store 2D 15-min
Water equivalent of accumulated snow depth 2D 15-min
Water run-off 2D 15-min
Zonal component of momentum flux 2D 15-min
Zonal wind speed 3D Hourly
Zonal wind speed in 10-m height 2D 15-min
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C. Ecflow
“ecFlow is a work flow package that enables users to run a large number of programs (with
dependencies on each other and on time) in a controlled environment. It provides reasonable
tolerance for hardware and software failures, combined with good restart capabilities. It is used
at ECMWF to around half our operational suites across a range of platforms. ecFlow submits
tasks (jobs) and receives acknowledgments from tasks when they change status and when they
send events. It does this using using child commands embedded in the scripts. ecflow stores the
relationship between tasks and is able to submit tasks dependent on triggers.”1
The above quotation from ECMWF is a very compact, to-the-point description of ecflow. In
the following, the migration of the RPS described in section 2.2 to ecflow together with some
technical details on possible implementations of other systems in ecflow is described.
At ECMWF, there are two systems open for registered users. One of them is the supercomputer
CRAY XC-302, which is abbreviated as cca at ECMWF, where the large models can be run. The
other system is called ecgate3, which is a Linux cluster for processing computing jobs which
are not suitable for the supercomputer. Ecflow is run on ecgate and submits all jobs to the
CRAY. For the purpose of monitoring the process of the tasks in ecflow, ECMWF provides the
monitoring tool ecflowview. A snapshot of ecflowview is shown in Figure C.1. Ecflow operates
via an ecflow-server, which is called “testserver” in Figure C.1. There, the different projects
are logged onto, called suite. In the following, the description is concentrated on the suite
reana_cycle_2002, which produced the COSMO-REA6 stream for 2002-2006. Every suite
can be divided into families and every family can again be subdivided into tasks. The different
colors show the status of the different suites, families and tasks, yellow showing that a job
(suite, family or task) is finished, red showing abort, cyan showing that the job waits in the
queue, blue indicating that is waiting for another to finish and green telling that a job is run-
ning at the moment.
When starting reana_cycle_2002, the family preparations with its task mkdirs is con-
ducted first, which creates all the necessary directories needed for the production. The main
family is called reana_loop, which is repeated several times and counted via the variable
ITIME, shown to the right of the family in Figure C.1. reana_loop is supposed to do all
tasks every 6 hours but the repeating variable is an integer and therefore not well suited for
cycling over dates, because it can not keep track of the 24 hour cycle of a day, even less of
leap years. Therefore, dates in the form yyyyMMddhhmmss, e.g. 20110601000000 for the 1st
June 2011, 00-00-00 UTC, are internally converted into seconds since the 1st January 1970
00-00-00 UTC and counted forward in ITIME. E.g. the shown time 1148860800 corresponds
to the date 20060529000000. This converting of dates makes it very easy to jump back and
forth in dates which is needed for several tasks. Families and tasks in ecflow can be started
conditionally, which is shown by the grey boxes. reana_loop for example is only started
when preparations is complete. The first task in reana_loop is the task get_boundaries.
1https://software.ecmwf.int/wiki/display/ECFLOW/What+is+ecFlow
2http://www.ecmwf.int/en/computing/our-facilities/supercomputer
3http://www.ecmwf.int/en/computing/our-facilities/ecgate
91
C. Ecflow
Figure C.1.: Snapshot of an ecflowview-Monitor
This task simply submits a job to cca which copies the observations for the COSMO run, for
the snow and the SST-analysis to cca and extracts the boundary fields from ERA-Interim for
some days in advance so that the data is always available in time. What follows is the family
int2lm_tree, which consists of the actual int2lm task and a task for the postprocessing,
postpro_int2lm. In int2lm_tree, a new feature of ecflow is introduced, called event.
The int2lm-task contains an if-statement so that int2lm is run only every 24 hours and as
last action the event int2lm_job is set. When int2lm is actually run, this happens after the
execution, if not this happens immediately. The task postpro_int2lm is only executed when
the event int2lm_job is set and essentially sets the correct links to the boundary files needed
for the COSMO run.
When int2lm is finished, the sst-task with the SST-analysis is started (and executed only
every 24 hours), followed by the Snow analysis in snow, executed after the SST analysis has
finished. After this, the sma_setup is carried out, executing some preliminaries and checking
whether the SMA is needed in this step. Remember this is done every 6 hours. If the SMA
is not needed, the event no_sma is set, setting the following family sma_tree to “complete”
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and thus skipping the SMA completely. Every 24 hours, sma_tree is carried out with the suc-
cessive three forecasts sma_fcst_0, sma_fcst_21 and sma_fcst_23, each followed by
the actual performance of the SMA, i.e. sma_exec_21, sma_exec_23 and sma_exec_27.
The different numbers are historical and used here as in the operational use at DWD. The
details are explained in 2.1.7.4. The last family is then cosmo_tree, consisting of cosmo,
doing preparations and submitting the COSMO run and postpro_cosmo, which is doing
some postprocessing steps and submits tasks for the automated archiving of the output. When
cosmo_tree is finished, reana_loop starts again with ITIME counted 21600 seconds for-
ward. The whole production of the reanalysis is done in this way at ecflow.
Every suite is controlled by a definition file in which variables can be defined that are evalu-
ated by the different jobs. In this way, the definitions of those variables is outsourced into the
definition-File, making it easier to keep track of all variables.
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D. Sensitivity study for the variational approach
As a preliminary sensitivity study, the variational approach has been carried out with different
prescribed error values for σS and σM. σS was chosen as 5·10−6 kg m−2 s−1 and σM was set to
σS·a·κ, with a the Earth´s radius and κ a scaling parameter. For the sensitivity study, κ was set
to 0.1, 0.25, 0.50 and 1.00, resulting in errors of the moisture transport of 3.185, 7.9625, 15.925
and 31.85 kg m−1 s−1. The results of the variational approach of this study are shown in the
Figures D.1 to D.4 and show the increasing influence of the boundary values on the modified
moisture transports with increasing κ.
Figure D.1.: The modified eastward and northward moisture transports (top left and top right) in
kg m−1 s−1, the modified vertically integrated moisture flux divergence in 10−6 kg m−2 s−1
(bottom left) and the modified difference between the divergence of the moisture trans-
ports and the VMD in 10−20 kg m−2 s−1 (bottom right) for a scaling parameter of κ = 0.1.
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Figure D.2.: The modified eastward and northward moisture transports (top left and top right) in
kg m−1 s−1, the modified vertically integrated moisture flux divergence in 10−6 kg m−2 s−1
(bottom left) and the modified difference between the divergence of the moisture trans-
ports and the VMD in 10−20 kg m−2 s−1 (bottom right) for a scaling parameter of κ = 0.25.
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Figure D.3.: The modified eastward and northward moisture transports (top left and top right) in
kg m−1 s−1, the modified vertically integrated moisture flux divergence in 10−6 kg m−2 s−1
(bottom left) and the modified difference between the divergence of the moisture trans-
ports and the VMD in 10−19 kg m−2 s−1 (bottom right) for a scaling parameter of κ = 0.5.
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Figure D.4.: The modified eastward and northward moisture transports (top left and top right) in
kg m−1 s−1, the modified vertically integrated moisture flux divergence in 10−6 kg m−2 s−1
(bottom left) and the modified difference between the divergence of the moisture trans-
ports and the VMD in 10−19 kg m−2 s−1 (bottom right) for a scaling parameter of κ = 1.0.
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