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Abstract
In this poster we focus and present our preliminary results pertinent to the integration of multiple parallel Delaunay mesh generation
methods into a coherent hierarchical framework. The goal of this project is to study our telescopic approach and to develop
Delaunay-based methods to explore concurrency at all hardware layers using abstractions at (a) medium-grain level for many cores
within a single chip and (b) coarse-grain level, i.e., sub-domain level using proper error metric- and application-specific continuous
decomposition methods.
© 2015 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of organizing committee of the 24th International Meshing Roundtable (IMR24).
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1. Introduction
Finite Element Mesh Generation is a critical
component for many (bio-) engineering and science
applications. This project will deliver a novel framework
for highly scalable and energy efficient guaranteed quality
mesh generation for the Finite Element (FE) analysis in
three and four dimensions. Parallel unsteady blood ﬂow
simulations will be used as a test-bed end-to-end
application. This project will combine domain-and
application-speciﬁc knowledge with run-time system
support to improve energy efficiency and scalability of
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Figure 1: The telescopic approach of CRTC group for
Parallel Mesh Generation.
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parallel FE mesh generation codes. Traditionally, parallel FE mesh generation methods and software are developed
without considering the architectural features of the supercomputer platforms on which they are eventually used for
production.
2. The telescopic approach
Data Decomposition

Domain Decomposition

Tightly Coupled
Decoupled
Partially Coupled
The proposed approach (see Fig 1,2) is to abstract and
PD
expose parallel mesh generation run-time information to
PODM
PDR
PCDM
the underlying run-time system which can guide the
execution towards the most efficient utilization of
resources on the given supercomputer. The issues of
_,
performance and energy efficiency are closely related,
I
and we will study them in tandem.
Concurrency:
I
The project will focus on the following three objectives:
10' (0.9 el)
Today: 20
2x102 (0.7 el)
10' a 10' 2009 {IMR)
O1: Integration of multiple parallel Delaunay mesh
3"10 (0 .7 el)
10' (0.9 el)
30
10
10'
generation methods into a coherent hierarchical
framework.
O2: Development of application-speciﬁc models that Figure 2: Today we can reach 3x102 concurrency, the expectation is
describe the inherent concurrency and data access to reach 106 by the end of 2017.
patterns of this framework.
O3: Development of domain-speciﬁc energy-efficient race-to-halt, concurrency throttling, and component-level (core
and memory) power scaling and test them on parallel mesh generation using O2.
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Parallel Optimistic Delaunay Mesh generator (PODM) A Parallel Delaunay Refinement algorithm for
polyhedral domains is presented [1] with good performance but also with high communication cost.
Parallel (Data Decomposition) Delaunay Refinement (PDR) Using existing meshing code we increased the
scalability of the meshing procedure [3, 4]. In PDR the initial input is being decomposed using a quadtree and
buffer zones are being created for each quadtree leaf. This enhancement enables concurrent meshing of quadtree
leaves that are at a safe distance.
Parallel Constrained Delaunay Mesh generator (PCDM) PCDM uses only asynchronous communication and
takes advantage of the domain decomposition [5]. The initial input is decomposed into regions which are meshed
in parallel. In order to achieve consistency across the mesh, split messages are being sent between neighboring
regions when a point is inserted on their common separator.
Parallel Domain Decoupling Delaunay method (PD3) Using an approximation of the medial axis, the domain is
divided into regions using pre-refined separators in such a way that it is guaranteed that no other refinement on the
boundaries of the regions will be performed and thus each region may be refined independently [6,7].
3. Methods and Results
Table 1: Performance of PODM [8].

3.1. Parallel Optimistic Delaunay Mesh
generator (PODM)

#Cores

1

32

64

128

144

160

176

In [8] we developed a tightly coupled #Tetrahedra 10.7M 3.49M 7.44M 132M 151M 167M 185M
Delaunay refinement algorithm for meshing
3D medical images. PODM offers provable Speedup
1.00
33.71
63.33 119.56 123.67
94.10
86.36
quality guarantees and exhibits good
performance for up to 144 cores (see Table 1) Efficiency
1.00
1.05
0.99
0.93
0.86
0.59
0.49
creating elements with a peak rate of 14.3
million elements per second. In [9] improving the data locality we increased the limit to roughly 200 cores achieving
almost 70% efficiency, with the Locality-Aware Parallel Delaunay Image-to-Mesh conversion algorithm (LAPD) (see
Fig. 4).
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3.2. PDR.PODM
The data management that PDR
offers, has been adapted to PODM.
The implementation of PDR.PODM
relies on an octree for data
decomposition [10] (see Fig. 5). More
precisely, the initial image is being
divided into subregions using an
octree. In each octree leaf a group of
PODM threads is assigned. Each
group has its own block of memory so
Figure 3: PDR.PODM can handle arbitrary complex geometries.
the cost of communication within a
block is low. Like in the original version of PDR every time a region is refined a buffer of neighbouring regions is
locked in order to prevent other threads from accessing elements that belong to other groups of PODM threads.
4. Future Work
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The next step of our telescopic
approach for 3D input images is to
create software similar to PCDM and
PD3 in three dimensions and integrate
our existing code. Already, we have
some results for both methods using
simple input images (see Fig. 6).

250

Number of threads (cores)

Figure 4: Weak Speedup comparison of PODM
optimizations for meshes that vary from 3M
tetrahedra to 745M tetrahedra on 256 cores.

Figure 6 (a) : The curved surface is treated as a
constrain. Like PCDM for each encroaching
element (white tetrahedron) a split message has to
be sent.

Figure 6 (b) : Decoupled method. The curved
surface here has been pre-refined and the two
parts can be refined with no communication at all.

In addition we are planning
for
Extreme-scale Parallel Figure 5: The high-level structure of PDR.PODM.
Anisotropic
Meshing
to
address, mesh generation and high-performance computing requirements
for the NASA's CFD 2030 Vision: "a study to address the long range,
strategic planning required by NASA's Revolutionary Computational
Aerosciences (RCA) program in the area of computational fluid dynamics
(CFD), including future software and hardware requirements for High
Performance Computing (HPC)."
Finally, we are targeting brain aneurysms which are abnormal
ballooning of intracranial arteries which when left untreated may result in
fatal outcome for the patients. Neurovascular stents have been used
extensively in stent-assisted coiling treatment of aneurysms. Treatment
with flow diverters (low porosity, fine-mesh stents) is used for complicated
aneurysm geometries not amenable to coiling. Angiographic analysis with
mathematical modelling has been applied for comparison of different flow
diversion designs as well as towards prediction of flow diversion efficacy.
High resolution computational fluid dynamics (CFD) simulations would
provide the opportunity to study localized alterations in hemodynamics
due to different devices.
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