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Abstract
A superintegrable system is, roughly speaking, a system that allows more inte-
grals of motion than degrees of freedom. This review is devoted to finite dimensional
classical and quantum superintegrable systems with scalar potentials and integrals of
motion that are polynomials in the momenta. We present a classification of second-
order superintegrable systems in two-dimensional Riemannian and pseudo-Riemannian
spaces. It is based on the study of the quadratic algebras of the integrals of motion
and on the equivalence of different systems under coupling constant metamorphosis.
The determining equations for the existence of integrals of motion of arbitrary order in
real Euclidean space E2 are presented and partially solved for the case of third-order
integrals. A systematic exposition is given of systems in two and higher dimensional
space that allow integrals of arbitrary order. The algebras of integrals of motions are
not necessarily quadratic but close polynomially or rationally. The relation between
superintegrability and the classification of orthogonal polynomials is analyzed.
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1 Introduction
A standard way to gain insight into the behavior of a physical system is to construct a
mathematical model of the system, analyze the model, use it to make physical predictions
that follow from the model and compare the results with experiment. The models provided
by classical and quantum mechanics have been and continue to be spectacularly successful
in this regard. However, the systems of ordinary and partial differential equations provided
by these models can be very complicated. Usually they cannot be solved analytically and
solutions can only be approximated numerically. A relatively few systems, however, can
be solved exactly with explicit analytic expressions that predict future behavior, and with
adjustable parameters, such as mass or initial position, so that one can can determine the
effect on the system of changing these parameters. These are classical and quantum inte-
grable Hamiltonian systems. A special subclass of these systems, called superintegrable, is
extremely important for developing insight into physical principles, for they can be solved al-
gebraically as well as analytically, and many of the simpler systems are featured prominently
in textbooks. What distinguishes these systems is their symmetry, but often of a much sub-
tler kind than just group symmetry. The symmetries in their totality form quadratic, cubic
and other higher order algebras, not necessarily Lie algebras, and are sometimes referred to
as ‘hidden symmetries’. Famous examples are the classical harmonic anisotropic oscillator
(Lissajous patterns) and Kepler systems (planetary orbits), the quantum Coulomb system
(energy levels of the hydrogen atom, leading to the periodic table of the elements) and the
quantum isotropic oscillator. The Hohmann transfer, a fundamental procedure for the po-
sitioning of satellites and orbital maneuvering of interplanetary spacecraft is based on the
superintegrability of the Kepler system.
Superintegrable systems admit the maximum possible symmetry and this forces analytic
and algebraic solvability. The special functions of mathematical physics and their proper-
ties are closely related to their origin and use in providing explicit solutions for superinte-
grable systems, for instance via separation of variables in the partial differential equations
of mathematical physics. These systems appear in a wide variety of modern physical and
mathematical theories, from semiconductors to supersymmetric field theories. As soon as
a system is discovered it tends to be implemented as a model, due to the fact that it can
be solved explicitly. Perturbations of superintegrable systems are frequently used to study
the behavior of more complex systems, e.g., the periodic table is based on perturbations
of the superintegrable hydrogen atom system. The principal research activity in this area
involves the discovery, classification and solution of superintegrable systems, and elucidation
of their structure, particularly the underlying symmetry algebra structure, as well as appli-
cation of the results in a wide variety of fields. Superintegrability has deep historical roots,
but the modern theory was inaugurated by Smorodinsky, Winternitz and collaborators in
1965 [50, 51, 118] who explored multiseparability in 2 and 3 dimensional Euclidean spaces.
Wojciechowski seems to have coined the term ‘superintegrable’ and applied it about 1983
[194]. The earlier terminology was “systems with accidental degeneracy”, going back to
Fock and Bargmann [13, 49]. Other terms used in this context were “higher symmetries”,
or “dynamical symmetries” [50, 51, 118]. Some explicit solutions of the n-body problem
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by Calogero [24–26, 169], dating from the late 1960s were crucial examples for the theory.
The technique of coupling constant metamorphosis to map between integrable and superin-
tegrable systems was introduced in the mid-1980s [21, 70]. Interest increased greatly due to
papers by Evans about 1990 [44–46] which contained many examples that generalized funda-
mental solvable quantum mechanical systems in 3 dimensions. About 1995 researchers such
as Letourneau and Vinet [113] recognized the very close relationship between Quasi-Exact
Solvability (QES) [58, 186, 187] for quantum systems in one dimension and second order
superintegrable systems in two and higher dimensions. Beginning about 2000 the structure
theory and classification of second order superintegrable systems has been largely worked
out, with explicit theorems that provide a concrete foundation for the observations made
in explicit examples (Daskaloyannis, Kalnins, Kress, Miller, Pogosyan, etc.). The quadratic
algebras of symmetries of the second order superintegrable systems, and their representation
theory has been studied since about 1992 with results by Zhedanov, Daskaloyannis, Kalnins,
Kress, Marquette, Miller, Pogosyan, Post, Vinet, Winternitz, etc. New applications of the
theory to other branches of physics are appearing, e.g. work by Quesne on variable mass
Hamiltonians [158]. More recently, important examples of physically interesting third and
fourth order quantum superintegrable systems were announced by Evans and Verrier [188],
and by Rodriguez, Tempesta, and Winternitz [166, 167].
Superintegrable systems of second-order, i.e., classical systems where the defining sym-
metries are second-order in the momenta and quantum systems where the symmetries are
second-order partial differential operators, have been well studied and there is now a devel-
oping structure and classification theory. The classification theory for third-order systems
that separate in orthogonal coordinate systems, i.e. that also admit a second-order integral,
has begun and many new systems have recently been found, including quantum systems
with no classical analog and systems with potentials associated with Painleve´ transcendents
[62, 63, 120, 126, 183]. These are quantum systems that could not be obtained by quantizing
classical ones. Their quantum limits are sometimes free motion. In other cases, the ~ going
to 0 limit are singular, in the sense that the quantum potential satisfies partial differential
equations in which the leading terms vanish for ~ going to 0. However for nonseparable third-
order and general higher-order superintegrable systems much less is known. In particular
until very recently there were few examples and almost no structure theory and classification
theory.
This situation has changed dramatically with the publication of the 2009 paper “An
infinite family of solvable and integrable quantum systems on a plane” by F. Tremblay,
V.A. Turbiner and P. Winternitz [181, 182]. The authors’ paper had an immediate effect
on the active field of classical and quantum superintegrable systems. Their examples and
conjectures have led rapidly to new classes of higher order superintegrable systems, thereby
reinvigorating research activity and publications in the subject. The authors introduced a
family of both classical and quantum mechanical potentials in the plane, parametrized by
the constant k, conjectured and gave evidence that these systems were both classically and
quantum superintegrable for all rational k, with integrals of arbitrarily large order. It has
now been verified that that the conjectures were correct (Gonera, Kalnins, Kress, Miller,
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Quesne, Pogosyan, [57, 84, 88, 97, 160]), Higher order superintegrable systems had been
thought to be uncommon, but are now seen to be ubiquitous with a clear path to construct
families of other candidates at will [11, 30, 31, 87, 88, 121, 123, 124, 148, 151, 164]. Tools
are being developed for the verification of classical and quantum superintegrability of higher
order that can be applied to a variety of Hamiltonian systems. A structure theory for these
systems, classification results and applications are following.
This review is focused on the structure and classification of maximal superintegrable
systems and their symmetry algebras, classical and quantum. Earlier reviews exist, including
those on the group theory of the hydrogen atom and Coulomb problem [12, 42, 74], oscillators
[114, 115, 136] and accidental degeneracy or symmetry in general [127, 133].
There are other interesting approaches to the theory that we don’t address here. In
particular there is a geometrical approach to the classical theory, based on foliations, e.g.
[48, 131, 137, 177] and those using the methods of differential Galois theory [116, 117] or
invariant theory of Killing tensors [1, 2]. Many authors approach classical and quantum
superintegrable systems from an external point of view. They use elegant techniques such as
R-matrix theory and coalgebra symmetries to produce superintegrable systems with gener-
ators that are embedded in a larger associative algebra with simple structure, such as a Lie
enveloping algebra, e.g. [3, 6, 9, 10, 22, 27, 105, 162, 165, 184]. Here we take an internal point
of view. The fundamental object for us is the symmetry algebra generated by the system. A
useful analogy is differential geometry where a Riemannian space can be considered either
as embedded in Euclidean space or as defined intrinsically via a metric.
Let us just list some of the reasons why superintegrable systems are interesting both in
classical and quantum physics.
1. In classical mechanics, superintegrability restricts trajectories to an n− k dimensional
subspace of phase space (0 < k < n). For k = n− 1 (maximal superintegrability), this
implies that all finite trajectories are closed and motion is periodic [137].
2. At least in principle, the trajectories can be calculated without any calculus.
3. Bertrand’s theorem [17] states that the only spherically symmetric potentials V (r)
for which all bounded trajectories are closed are the Coulomb-Kepler system and the
harmonic oscillator, hence no other superintegrable systems are spherically symmetric.
4. The algebra of integrals of motion is a non-Abelian and interesting one. Usually it
is a finitely generated polynomial algebra, only exceptionally a finite dimensional Lie
algebra or Kac-Moody algebra [35].
5. In the special case of quadratic superintegrability (all integrals of motion are at most
quadratic polynomials in the moments), integrability is related to separation of vari-
ables in the Hamilton-Jacobi equation, or Schro¨dinger equation, respectively.
6. In quantum mechanics, superintegrability leads to an additional degeneracy of energy
levels, sometimes called ”accidental degeneracy”. The term was coined by Fock[49]
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and used by Moshinsky and collaborators [114, 132, 134, 135], though the point of
their studies was to show that this degeneracy is certainly no accident.
7. A conjecture, born out by all known examples, is that all maximally superintegrable
systems are exactly solvable [178]. If the conjecture is true, then the energy levels
can be calculated algebraically. The wave functions are polynomials (in appropriately
chosen variables) multiplied by some gauge factor.
8. The non-Abelian polynomial algebra of integrals of motion provides energy spectra and
information on wave functions. Interesting relations exist between superintegrability
and supersymmetry in quantum mechanics
As a comment, let us mention that superintegrability has also been called non-Abelian
integrability. From this point of view, infinite dimensional integrable systems (soliton sys-
tems) described e.g. by the Korteweg-de-Vries equation, the nonlinear Schrdinger equation,
the Kadomtsev-Petviashvili equation, etc. are actually superintegrable. Indeed, the gen-
eralized symmetries of these equations form infinite dimensional non-Abelian algebras (the
Orlov-Shulman symmetries) with infinite dimensional Abelian subalgebras of commuting
flows[142–144]
Before we delve into the specifics of superintegrability theory, we give a simplified version
of the requisite mathematics and physics governing Hamiltonian dynamical systems in Sec-
tion 2. Then in Section 3 we study, as examples, the 2D Kepler system and the 2D hydrogen
atom in detail, both in Euclidean space and on the 2-sphere, as well as the hydrogen atom
in 3D Euclidean space with its O(4) symmetry. The examples illustrate basic features of
superintegrability: complete solvability of the systems via the symmetry algebra, important
applications to physics, and relation of superintegrable systems via contraction. These well
known systems have been studied literally for centuries, but the pure superintegrability ap-
proach has novel features. In Section 4 we sketch the structure and classification theory for
second-order superintegrable systems, the most tractable class of such systems. Section 5 is
devoted to the classification of higher-order systems in 2D Euclidean space, where the quan-
tization problem first becomes serious. In Sections 6 and 7 we present examples of higher
order classical and quantum systems and tools for studying their structure. Here great
strides have been made but, as yet, there is no classification theory. Sections 8 is devoted to
the generalized Sta¨ckel transform, an invertible structure preserving transformation of one
superintegrable system to another that is basic to the classification theory. Since superin-
tegrability is a concept that distinguishes completely solvable physical systems it should be
no surprise that there are profound relations to the theory of special functions. In Sections
9.1 we make that especially clear by showing that the Askey Scheme for orthogonal hyper-
geometric polynomials can be derived from contractions of 2D second-order superintegrable
systems.
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2 Background and Definitions
2.1 Classical mechanics
The Hamiltonian formalism describes dynamics of a physical system in n dimensions by
relating the time derivatives of the position coordinates and the momenta to a single function
on the phase space, the Hamiltonian H. A physical system describing the position of a
particle at time t involves n position coordinates qj(t), and n momentum coordinates, pj(t).
The phase space of a physical system is described by points (pj, qj) ∈ F 2n, where F is the
base field, usually R or C. In its simplest form, the Hamiltonian can be interpreted as the
total energy of the system: H = T + V , where T and V are kinetic and potential energy,
respectively. Explicitly,
H = 1
2m
∑
j,k
gjk(q)pjpk + V (q) (2.1)
where gjk is a contravariant metric tensor on some real or complex Riemannian manifold.
That is g−1 = det(gjk) 6= 0, gjk = gkj and the metric on the manifold is given by ds2 =∑n
j,k=1 gjkdq
j dqk where (gjk) is the covariant metric tensor, the matrix inverse to (g
jk).
Under a local transformation q′j = fj(q) the contravariant tensor and momenta transform
according to
(g′)ℓh =
∑
j,k
∂q′ℓ
∂qj
∂q′h
∂qk
gjk, p′ℓ =
n∑
j=1
∂qj
∂q′ℓ
pj . (2.2)
Here m is a scaling parameter that can be interpreted as the mass of the particle. For the
Hamiltonian (2.1) the relation between the momenta and the velocities is pj = m
∑n
ℓ=1 gjℓq˙ℓ,
so that T = 1
2m
∑
j,k g
jk(q)pjpk =
m
2
∑n
ℓ,h=1 gℓh(q)q˙ℓq˙h. Once the velocities are given, the
momenta are scaled linearly in m. In mechanics the exact value of m may be important
but for mathematical structure calculations it can be scaled to any nonzero value. To make
direct contact with mechanics we may set m = 1; for structure calculations we will usually
set m = 1/2. The above formulas show how to rescale for differing values of m.
The dynamics of the system are given by Hamilton’s equations, [5, 56]
dqj
dt
=
∂H
∂pj
,
dpj
dt
= −∂H
∂qj
, j = 1, . . . , n. (2.3)
Solutions of these equations give the trajectories of the system.
Definition 1 The Poisson bracket of two functions R(p;q), S(p,q) on the phase space
is the function
{R,S}(p,q) =
n∑
j=1
(
∂R
∂pj
∂S
∂qj
− ∂R
∂qj
∂S
∂pj
)
. (2.4)
The Poisson bracket obeys the following properties, for R,S, T functions on the phase space
and a, b constants.
{R,S} = −{S,R}, anti− symmetry (2.5)
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{R, aS + bT } = a{R,S} + b{R, T }, bilinearity (2.6)
{R, {S, T }}+ {S, {T ,R}}+ {T , {R,S}} = 0, Jacobi identity (2.7)
{R,ST } = {R,S}T + S{R, T }, Leibniz rule (2.8)
{f(R),S} = f ′(R){R,S}, chain rule. (2.9)
With δjk the Kronecker delta, coordinates (q,p) satisfy canonical relations
{pj , pk} = {qj , qk} = 0, {pj , qk} = δjk. (2.10)
Definition 2 A set of 2n coordinate functions Q(q,p),P(q,p) is called canonical if the
functions satisfy the canonical relations
{Pj, Pk} = {Qj , Qk} = 0, {Pj, Qk} = δjk, 1 ≤ j, k ≤ n.
Canonical coordinates are true coordinates on the phase space, i.e., they can be inverted
locally to express q,p as functions of Q,P. Furthermore, under this change of coordinates
the Poisson bracket (2.4) maintains its form, i.e.,
{R,S}(P,Q) =
n∑
j=1
(
∂R
∂Pj
∂S
∂Qj
− ∂R
∂Qj
∂S
∂Pj
)
.
Any coordinate change of the form q′j(q), p
′
k(q,p), where q
′ depends only on q and p′ is
defined by (2.2), is always canonical.
In terms of the Poisson bracket, we can rewrite Hamilton’s equations as
dqj
dt
= {H, qj}, dpk
dt
= {H, pk}. (2.11)
For any function R(q,p), its dynamics along a trajectory q(t),p(t) is
dR
dt
= {H,R}. (2.12)
Thus R(q,p) will be constant along a trajectory if and only {H,R} = 0.
Definition 3 If {H,S} = 0, then S(q,p) is a constant of the motion.
Definition 4 Let F = (f1(q,p), . . . , fN(q,p)) be a set of N functions defined and locally
analytic in some region of a 2n-dimensional phase space. We say F is functionally in-
dependent if the N × 2n matrix
(
∂fℓ
∂qj
, ∂fℓ
∂pk
)
has rank N throughout the region. The set is
functionally dependent if the rank is strictly less than N on the region.
If a set is functionally dependent, then locally there exists a nonzero analytic function F of
N variables such that F (f1, . . . , fn) = 0 identically on the region. Conversely, if F exists
then the rank of the matrix is < N . Clearly, a set of N > 2n functions will be functionally
dependent.
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Definition 5 A system with Hamiltonian H is integrable if it admits n constants of the
motion P1 = H,P2, . . . ,Pn that are in involution:
{Pj,Pk} = 0, 1 ≤ j, k ≤ n, (2.13)
and are functionally independent.
Now suppose H is integrable with associated constants of the motion Pj . Up to a canonical
change of variables it is possible to assume that det(
∂Pj
∂pk
) 6= 0. Then by the inverse function
theorem we can solve the n equations Pj(q,p) = cj for the momenta to obtain pk = pk(q, c),
k = 1, . . . , n, where c = (c1, . . . , cn) is a vector of constants. For an integrable system, if
a particle with position q lies on the common intersection of the hypersurfaces Pj = cj for
constants cj , then its momentum p is completely determined. Also, if a particle following
a trajectory of an integrable system lies on the common intersection of the hypersurfaces
Pj = cj at time t0, where the Pj are constants of the motion, then it lies on the same common
intersection for all t near t0. Considering pj(q, c) and using the conditions (2.13) and the
chain rule it is straightforward to verify
∂pj
∂qk
= ∂pk
∂qj
. Therefore, there exists a function u(q, c)
such that pℓ =
∂u
∂qℓ
, ℓ = 1, . . . , n. Note that Pj(q, ∂u∂q) = cj , j = 1, . . . , n, and, in particular,
u satisfies the Hamilton-Jacobi equation
H
(
q,
∂u
∂q
)
= E, (2.14)
where E = c1. By construction det(
∂u
∂qj∂ck
) 6= 0, and such a solution of the Hamilton-Jacobi
equation depending nontrivially on n parameters c is called a complete integral. This
argument is reversible: a complete integral of (2.14) determines n constants of the motion
in involution, P1, . . . ,Pn.
Theorem 1 A system is integrable ⇐⇒ (2.14) admits a complete integral.
A powerful method for demonstrating that a system is integrable is to exhibit a complete
integral by using additive separation of variables.
It is a standard result in classical mechanics that for an integrable system one can inte-
grate Hamilton’s equations and obtain the trajectories, [5, 56]. The Hamiltonian formalism
is is well suited to exploiting symmetries of the system and an important tool in laying the
framework for quantum mechanics.
2.2 Quantum mechanics
We give a brief introduction to basic principles necessary to understand quantum superinte-
grable systems. We ignore such issues as the domains of unbounded operators and continuous
spectra, and proceed formally. In any case, we will be mainly interested in bound states and
their discrete spectra.
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In quantum mechanics, physical states are represented as one dimensional subspaces in
a complex, projective Hilbert space: two states are equivalent if they differ by a constant
multiplicative factor. A standard Euclidean space model for a quantum mechanical bound
state system with n degrees of freedom is the one where the state vectors are complex
square integrable functions Φ(x, t) on Rn and the transition amplitude between two states
Φ,Ψ is the inner product 〈Ψ,Φ〉 = ∫
Rn
Ψ(x, t)Φ(x, t) dx. Usually, states are normalized:
||Ψ||2 = 〈Ψ,Ψ〉 = 1. If A is a self-adjoint operator (observable) then
〈Ψ, AΦ〉 =
∫
Rn
Ψ(x, t)AΦ(x, t) dx =
∫
Rn
(AΨ(x))Φ(x) dx = 〈AΨ,Φ〉.
In this model qj → Xj = xj , i.e., multiplication by Cartesian variable xj , pj → Pj = −i~∂xj .
In analogy to H = 1
2m
∑n
j=1 p
2
j + V (q), we have the quantum Hamiltonian on n-dimensional
Euclidean space,
H = − ~
2
2m
n∑
j=1
∂2
∂x2j
+ V (x). (2.15)
Observables correspond to quantities that can be measured. The probability of an ar-
bitrary state, Φ being measured with a given eigenvalue λ is determined by computing its
transition amplitude, |〈Ψλ,Φ〉|, where Ψλ is an eigenvector of an operator A with eigenvalue
λ. As in classical mechanics, we create most of our observables out of the quantities position
and momentum. However, in quantum mechanics these quantities correspond to operators.
That is, the self-adjoint operatorXj gives the value of the coordinate xj while the self-adjoint
operator Pj gives the jth momentum. We can define a bilinear product on the operators by
the commutator [A,B] = AB−BA. This product satisfies the same relations (2.5-2.8) as the
Poisson bracket. The position and momentum operators satisfy the commutation relations,
[Xj, Xk] = [Pj, Pk] = 0, [Xj, Pk] = i~δjk, (2.16)
where ~ is the reduced Planck constant and i =
√−1. Equations (2.16) define a Heisenberg
algebra Hn in a n-dimensional space.
The time evolution of quantum mechanical states is determined by H : The dynamics is
given by the time-dependent Schro¨dinger Equation,
i~
d
dt
Φ(t) = HΦ(t). (2.17)
Using the Hamiltonian, we can define the time evolution operator U(t) = exp(iHt/~) as
a one parameter group of unitary operators determined by the self-adjoint operator H . A
state at an arbitrary time t will be given in terms of the state at time 0 by Φ(t) = U(t)Φ(0).
If a state at time 0 is an eigenvector for the Hamiltonian, say HΦE(0) = EΦE(0), then
the time evolution operator acts on an eigenvector by a (time dependent) scalar function,
ΦE(t) = U(t)ΦE(0) = e
iEt/~ΦE(0). The eigenvalue problem
HΦ = EΦ (2.18)
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is called the time-independent Schro¨dinger Equation. If we can find a basis of eigen-
vectors for H , we can expand an arbitrary vector in terms of this energy basis to get the
time evolution of the state. Finding eigenvalues and eigenvectors for Hamiltonians is a
fundamental task in quantum mechanics.
The expected value of an observable A in a state Φ(t) obeys the relation
d
dt
〈Φ, AΦ〉 = i
~
〈Φ, [H,A]Φ〉. (2.19)
This is in analogy with the classical relation (2.12). If [H,A] = 0, then we can choose a
basis for the Hilbert space which is a set of simultaneous eigenfunctions of A and H , [189].
It is important to determine a complete set of commuting observables to specify the system.
This idea leads naturally to quantum integrability.
Definition 6 A quantum mechanical system in n dimensions is integrable if there exist n
integrals of motion, Lj j = 1, . . . , n, that satisfy the following conditions.
• They are well defined Hermitian operators in the enveloping algebra of the Heisenberg
algebra Hn or convergent series in the basis vectors Xj, Pj, j = 1, . . . , n.
• They are algebraically independent in the sense that no Jordan polynomials formed
entirely out of anti-commutators in Lj vanishes identically
• the integrals Lj commute pair-wise.
The extension of these ideas from classical mechanics to quantum mechanics is straightfor-
ward, except for functional independence. There is no agreed-upon operator equivalence
for this concept. In this review we use algebraic independence of a set of operators
S1, . . . , Sh. We say the operators are algebraically independent if there is no nonzero Jordan
polynomial that vanishes identically. That is, there is no symmetrized polynomial P in h
non-commuting variables such that P (S1, . . . , Sh) ≡ 0. By symmetrized we mean that if
the monomial αSjSk appears in P it occurs in the symmetric form via the anti-commutator
α(SjSk + SkSj). Similarly third order products are symmetrized sums of 6 monomials, etc.
If the classical Hamiltonian admits a constant of the motion S(q,p) we also want to find
a corresponding operator S, expressible in terms of operators Xj, Pj, that commutes with
H . However, in quantum mechanics the position and momentum operators do not commute
so the analogy with the function S isn’t clear. We usually take symmetrized products of
any terms with mixed position and momentum, though there are other conventions. The
quantization problem of determining suitable operator counterparts to classical Hamiltonians
and constants of the motion is very difficult, sometimes impossible to solve but, for many of
the simpler superintegrable systems the solution of the quantization problem is unique and
straightforward.
More generally we can consider quantum systems on a Riemannian manifold, in analogy
with the classical systems (2.1):
H = − ~
2
2m
√
g
n∑
j,k=1
∂
∂xj
(√
ggjk
∂
∂xk
)
+ V (x) = − ~
2
2m
∆n + V (2.20)
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where ∆n is the Laplace-Beltrami operator on the manifold [33],(Volume I). Inner prod-
ucts are computed using the volume maeasure
√
g dx. In the special case of Cartesian
coordinates in Euclidean space, expression (2.20) reduces to (2.15).
We often consider the time-independent Schro¨dinger equation HΨ = EΨ for functions
Ψ(x) on complex Riemannian manifolds with complex coordinates xj . In these cases we
are going beyond quantum mechanics and Hilbert spaces and considering formal eigenvalue
problems. However many concepts carry over, such as symmetry operators, integrability,
superintegrability, relations to special functions, etc. While for direct physical application it
is important to specify the mass m and to retain the Planck constant ~, for many mathe-
matical computations we can rescale these constants, without loss of generality. We rewrite
the Schro¨dinger eigenvalue equation as
∆nΨ(x)− 2m
~2
V (x)Ψ(x) = −2m
~2
EΨ(x) (2.21)
or (∆n + V˜ )Ψ = E˜Ψ where V˜ , E˜ are rescaled potential and energy eigenvalue, respectively.
This is appropriate because many of the superintegrable systems we consider have potentials
of the form V = αV0 where α is an arbitrary parameter. Thus, we will make the most
convenient choice of −~2/2m, usually +1 or −1/2, with the understanding that the result
can be scaled to reinsert ~ and obtain any desired m. In cases where V doesn’t admit
an arbitrary multiplicative factor or the quantization problem can’t be solved we will have
to retain the original formulation with H given by (2.20). We shall see in Section 5 that
in quantum mechanics integrable and superintegrable systems exist that have no classical
counterparts. The limit ~ → 0 corresponds to free motion, or this limit may be singular.
This occurs when integrals of motion of order three or higher are involved. Thus, for the case
of third and higher-order integrals of motion, it is best to keep ~ explicitly in all formulas in
order to be able to pass to the classical limit.
2.3 Superintegrability
Let us first focus on the explicit solvability properties of classical systems H =∑ gjkpjpk+V
and operator systems H = ∆n + V . For this review, we will be focusing mainly on classical
integrable and superintegrable systems that are polynomial in the momenta both for the
purposes of quantization as well as simply for the fact that these are the most well studied.
We thus define polynomial integrability and superintegrability for classical systems. The
quantum analogy of these systems will then be integrals which are finite-order differential
operators and hence we define quantum integrability and superintegrability of finite-order.
For most of the review will will omit the the adjective “polynomial” or “of finite-order” and
just speak of integrability and superintegrability.
Similarly, we define superintegrability as having more than n integrals of motion. There
is thus a notion of minimal and maximal superintegrability. We will focus in this review on
maximal superintegrability and often omit the adjective maximal. Maximal superintegra-
bility requires that there exists 2n − 1 integrals of motion, one of which (the Hamiltonian)
commutes with all of the others. In this sense, maximal superintegrability coincides with
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non-commutative integrability [131, 137] which requires 2n−r integrals, r of which commute
with all of the integrals.
2.3.1 Classical superintegrability and the order of integrable systems
Definition 7 A Hamiltonian system is (polynomially) integrable if it is integrable and
the constants of the motion are each polynomials in the momenta globally defined (except
possibly for singularities on lower dimensional manifolds).
Systems with symmetry beyond polynomial integrability are (polynomially) superinte-
grable; those with maximum possible symmetry are maximally (polynomially) superinte-
grable.
Definition 8 A classical Hamiltonian system in n dimensions is (polynomially) super-
integrable if it admits n + k with k = 1, . . . , n − 1 functionally independent constants of
the motion that are polynomial in the momenta and are globally defined except possibly for
singularities on a lower dimensional manifold. It is minimally (polynomially) superin-
tegrable if k = 1 and maximally (polynomially) superintegrable if k = n− 1.
Every constant of the motion S, polynomial or not, is a solution of the equation {H,S} = 0
where H is the Hamiltonian. This is a linear homogeneous first order partial differential
equation for S in 2n variables. It is a well-known result that every solution of such equations
can be expressed as a function F (f1, . . . , f2n−1) of 2n−1 functionally independent solutions,
[33]. Thus there always exist 2n − 1 independent functions, locally defined, in involution
with the Hamiltonian, the largest possible number. However, it is rare to find 2n − 1 such
functions that are globally defined and polynomial in the momenta. Thus superintegrable
systems are very special.
Most authors require a superintegrable system to be integrable. We have not done so
here because we know of no proof (or counter example) that every superintegrable system in
our sense is necessarily integrable. It is a theorem that at most n functionally independent
constants of the motion can be in mutual involution, [5]. However, several distinct n-subsets
of the 2n − 1 polynomial constants of the motion for a superintegrable system could be in
involution. In that case the system is multi-integrable.
Another feature of superintegrable systems is that the classical orbits traced out by
the trajectories can be determined algebraically, without the need for integration. Along
any trajectory each of the symmetries is constant: Ls = cs, s = 1, . . . , 2n − 1. Each
equation Ls(q,p) = cs determines a 2n− 1 dimensional hypersurface in the 2n dimensional
phase space, and the trajectory must lie in that hypersurface. Thus the trajectory lies in
the common intersection of 2n − 1 independent hypersurfaces; hence it must be a curve.
An important property of real superintegrable systems is loosely stated as “all bounded
trajectories are periodic” [179]. The formal proof is in [137].
The polynomial constants of motion for a system with Hamiltonian H are elements of
the (polynomial) Poisson algebra of the system. Stated as a lemma we have:
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Lemma 1 Let H be a Hamiltonian with constants of the motion L,K. Then αL+ βK, LK
and {L,K} are also constants of the motion.
More generally, any set Fk of k polynomial constants of the motion L1, . . . ,Lk will generate a
symmetry algebra SFk , a subalgebra of SH, simply by taking all possible finite combinations
of scalar multiples, sums, products and Poission brackets of the generators. (Since H is
always a constant of the motion, we will always require that H must belong to the symmetry
algebra generated by Fk.) We will be particularly interested in finding sets of generators
for which SFk = SH. The n defining constants of the motion of a polynomially integrable
system do not generate a very interesting symmetry algebra, because all Poisson brackets of
the generators vanish. However, for the 2n − 1 generators of a polynomial superintegrable
system the brackets cannot all vanish and the symmetry algebra has nontrivial structure.
The order O(L) of a polynomial constant of the motion L is its order as a polynomial
in the momenta. (Note that the order is an intrinsic property of a symmetry: It doesn’t
change under a transformation from position coordinates q to coordinates q′.) Here H has
order 2. The order O(Fk) of a set of generators Fk = {L1, . . . ,Lk}, is the maximum order
of the generators, excluding H.
Let S = SFk be a symmetry algebra of a Hamiltonian system generated by the set Fk.
Clearly, many different sets F ′k′ can generate the same symmetry algebra. Among all these
there will be at least one set of generators F 0k0 for which ℓ = O(F
0
k0
) is a minimum. Here ℓ
is unique, although F 0k0 is not. We define the order of S to be ℓ.
2.3.2 Extension to quantum systems
The extension of superintegrability to quantum systems is relatively straightforward. We
state our definitions for systems determined by Schro¨dinger operators of the form (2.20) in
n dimensions.
Definition 9 A quantum system is integrable (of finite-order) if it is integrable and the
integrals of motion Lk are finite-order differential operators.
Definition 10 A quantum system in n dimensions is superintegrable (of finite-order) if
it admits n + k k = 1, . . . , n algebraically independent finite-order partial differential op-
erators L1 = H, . . . , Ln+k in the variables x globally defined (except for singularities on
lower dimensional manifolds), such that [H,Lj ]=0. It is minimally superintegrable (of
finite-order) if k = 1 and maximally superintegrable (of finite-order) if k = n− 1.
Note that, unlike in the case of classical superintegrability, there is no proof that 2n −
1 is indeed the maximal number of possible symmetry operators. However, there are no
counterexamples known to the authors, that the maximum possible number of algebraically
independent symmetry operators for a Hamiltonian of form (2.20) is 2n− 1.
In analogy with the classical case the symmetry operators for quantum Hamiltonian H
form the symmetry algebra SH of the quantum system, closed under scalar multiplication,
multiplication and the commutator:
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Lemma 2 Let H be a Hamiltonian with symmetries L,K, and α, β be scalars. Then αL+
βK, LK and [L,K] are also symmetries.
We will use the term symmetries and integrals of motion interchangeably.
Any set Fk of k symmetry operators L1, . . . , Lk will generate a symmetry algebra SFk ,
a subalgebra of SH , simply by taking all possible finite combinations of scalar multiples,
sums, products and commutators of the generators. (Since H is always a symmetry, we
will always require that H belongs to the symmetry algebra generated by Fk.) We will be
particularly interested in finding sets of generators for which SFk = SH . However, for the
2n − 1 generators of a superintegrable system the commutators cannot all vanish and the
symmetry algebra has non-abelian structure, [189].
The order O(L) of a symmetry L is its order as a linear differential operator. The order
O(Fk) of a set of generators Fk = {L1 = H, . . . , Lk}, is the maximum order of the generators,
excluding H . Let S = SFk be a symmetry algebra of a Hamiltonian system generated by
the set Fk. Many different sets F
′
k′ of symmetry operators can generate the same symmetry
algebra. Among all these there will be a set F 0k0 for which ℓ = O(F
0
k0
) is a minimum. We
define the order of S to be ℓ.
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3 Important Examples
We present some simple but important examples of superintegrable systems and show, for
classical systems, how the trajectories can be determined geometrically (without solving
Newton’s or Hamilton’s equations) and, for quantum systems, how the energy spectrum can
be determined algebraically (without solving the Schro¨dinger equation), simply by exploiting
the structure of the symmetry algebra. We treat two-dimensional versions of the Kepler
and hydrogen atom systems in flat space and in positive constant curvature space and the
hydrogen atom in three-dimensional Euclidean space.
3.1 The classical Kepler system
The Kepler problem is a specific case of the two body problem for which one of the bodies is
stationary relative to the other and the bodies interact according to an inverse square law.
The motion of two isolated bodies satisfies this condition to good approximation if one is
significantly more massive than the other. Kepler specifically investigated the motion of the
planets around the sun and stated three laws of planetary motion: 1) Planetary orbits are
planar ellipses with the Sun positioned at a focus. 2) A planetary orbit sweeps out equal
areas in equal time. 3) The square of the period of an orbit is proportional to the cube of
the length of the semi-major axis of the ellipse.
We will see that the precise mathematical statements of these laws are recovered sim-
ply via superintegrability analysis. Since planetary orbits lie in a plane we can write the
Hamiltonian system in two dimensional Euclidean space with Cartesian coordinates:
H = L1 = 1
2
(p21 + p
2
2)−
α√
q21 + q
2
2
, α > 0. (3.1)
Hamilton’s equations of motion are
q˙1 = p1, q˙2 = p2, p˙1 =
αq1
(q21 + q
2
2)
3/2
, p˙2 =
αq2
(q21 + q
2
2)
3/2
,
leading to Newton’s equations q¨ = αq
(q·q)3/2 . We shall not solve these equations to obtain
time dependence of the trajectories, but rather show how superintegrability alone implies
Kepler’s laws and determines the orbits. Here n = 2 and 2n − 1 = 3 so three constants
of the motion are required for superintegrability. Kepler’s second law is a statement of the
conservation of angular momentum. The conserved quantity is L2 = q1p2−q2p1 which can be
verified by checking that {H,L2} = 0. Angular momentum is conserved in any Hamiltonian
system with potential that depends only on the radial distance r =
√
q21 + q
2
2. However,
the gravitational potential (along with the isotropic oscillator potential) is special in that
it admits a third constant of the motion, see the Bertrand Theorem, [17, 56]. Consider the
2-vector
e = (L3,L4) =
(
L2p2 − αq1√
q21 + q
2
2
,−L2p1 − αq2√
q21 + q
2
2
)
(3.2)
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in the q1− q2 plane. One can check that {H,L3} = {H,L4} = 0, so the components of e are
constants of the motion and the classical Kepler system is superintegrable. The quantity e is
called the Laplace-Runge-Lenz vector. We will see that for an elliptical orbit or a hyperbolic
trajectory the Laplace-Runge-Lenz vector is directed along the axis formed by the origin
(q1, q2) = (0, 0) and the perihelion (point of closest approach) of the trajectory to the origin.
The perihelion is time-invariant in the Kepler problem, so the direction in which e points
must be a constant of the motion. The length squared of the Laplace vector is determined
by the energy and angular momentum:
e · e ≡ L23 + L24 = 2L22H + α2. (3.3)
We have found 4 constants of the motion and only 2n−1 = 3 can be functionally independent.
The functional dependence is given by (3.3). We can use the symmetries, L1, · · · ,L4 to
generate the symmetry algebra. The remaining nonzero Poisson brackets are
{L2,L3} = −L4, {L2,L4} = L3, {L3,L4} = 2L2H. (3.4)
(The first equations show that e transforms as a 2-vector under rotations about the origin.)
The structure equations do not define a Lie algebra, due to the quadratic term term L2H.
They, together with the Casimir (3.3), define a quadratic algebra, a Lie algebra only if H is
restricted to a constant energy. An alternative is to consider H as a “loop parameter” and
then the operators Lj generate a twisted Kac-Moody algebra [35, 36].
Now suppose we have a specific solution of Hamilton’s equations with angular momentum
L2 = ℓ and energy H = E. Because of the radial symmetry we are free to choose the
coordinate axes of the Cartesian coordinates centered at (0, 0) in any orientation we wish.
We choose peripatetic coordinates such that the Laplace vector corresponding to the
solution is pointed in the direction of the positive q1-axis. In these coordinates we have
L4 = 0, L3 = e1 > 0 and e21 = 2ℓ2E + α2. Then the first two structure equations simplify to
p1 = − αq2
ℓ
√
q2
1
+q2
2
, p2 =
e1
ℓ
+ αq1
ℓ
√
q2
1
+q2
2
. The original expression for L2 allows us to write:
ℓ =
q1e1
ℓ
+
αq21
ℓ
√
q21 + q
2
2
+
αq22
ℓ
√
q21 + q
2
2
=
q1e1
ℓ
+
α
√
q21 + q
2
2
ℓ
,
which after rearrangement and squaring becomes(
1− e
2
1
α2
)
q21 +
2ℓ2e1
α2
q1 + q
2
2 =
ℓ4
α2
. (3.5)
As is well known from second year calculus, these are conic sections in the q1− q2 plane; our
trajectories are ellipses, parabolas, and hyperbolas, depending on the discriminant of the
equation, i.e., depending on the constants of the motion, e1, ℓ, E. There are special cases of
circles, stationary points, and straight lines. The three general cases are presented in Figure
1.
Returning to Kepler’s laws, the first is now obvious. The only closed trajectories, or or-
bits, are elliptical. Kepler’s second law is a statement of conservation of angular momentum.
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Figure 1: Possible Kepler trajectories: an ellipse, parabola, and hyperbola
Indeed, introduce polar coordinates such that q1 = r cosφ, q2 = r sin φ note that along the
trajectory
ℓ = L2 = q1(t)p2(t)− q2(t)p1(t) = q1dq2
dt
− q2dq1
dt
= r2
dφ
dt
.
The area traced out from time 0 to time t is A(t) = 1
2
∫ φ(t)
φ(0)
r2(φ) dφ. Differentiating with
respect to time: d
dt
A(t) = 1
2
r2 dφ(t)
dt
= ℓ
2
, so the rate is constant. Note that Kepler’s third law
is only valid for closed trajectories: ellipses. We may write the period T of such an orbit in
terms of the constants of the motion. Explicit evaluation for φ(0) = 0, φ(T ) = 2π, yields
A(T ) = ℓT
2
as the area of the ellipse. Kepler’s third law follows easily from equation (3.5)
and the simple calculus expression for the area of an ellipse.
3.2 A Kepler analogue on the 2-sphere
There are analogs of the Kepler problem on spaces of nonzero constant curvature that are
also superintegrable. We consider a 2-sphere analog and show that superintegrability yields
information about the trajectories, and that in a particular limit we recover the Euclidean
space problem. It is convenient to consider the 2-sphere as a two dimensional surface em-
bedded in Euclidean 3-space. Let s1, s2, s3 be standard Cartesian coordinates. Then the
equation
s21 + s
2
2 + s
2
3 = 1 (3.6)
defines the unit sphere. The embedding phase space is now six dimensional with conjugate
momenta p1, p2, p3. The phase space for motion on the 2-sphere will be a four dimensional
submanifold of this Euclidean phase space. One of the constraints is (3.6). Since the tangent
vector to any trajectory constrained to the sphere is orthogonal to the normal vector, we
have the additional phase space constraint s1p1 + s2p2 + s3p3 = 0. The Hamiltonian is
H = J 21 + J 22 + J 23 +
αs3√
s21 + s
2
2
(3.7)
with α < 0 and J1 = s2p3−s3p2, where J2, J3 are obtained by cyclic permutations of 1, 2, 3.
If the universe has constant positive curvature, this would be a possible model for planetary
motion about the Sun, [172]. Note that the Jk are angular momentum generators, although
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J1,J2 are not constants of the motion. Due to the embedding, we have
H′ = p21 + p22 + p23 +
αs3
(s21 + s
2
2 + s
2
3)
√
s21 + s
2
2
=
H + (s1p1 + s2p2 + s3p3)2
s21 + s
2
2 + s
2
3
,
so we can use the usual Euclidean Poisson bracket {F ,G} = ∑3i=1(−∂siF∂piG + ∂piF∂siG)
for our computations if at the end we restrict to the unit sphere. (Note that we have
here normalized the parameters m/2 = 1.) The Hamilton equations for the trajectories
sj(t), pj(t) in phase space are
dsj
dt
= {H, sj}, dpjdt = {H, pj}, j = 1, 2, 3. The classical basis
for the constants is
L1 = 2J1J3 − αs1√
s21 + s
2
2
, L2 = 2J2J3 − αs2√
s21 + s
2
2
, X = J3. (3.8)
The structure and Casimir relations are
{X ,L1} = −L2, {X ,L2} = L1, {L1,L2} = 4(H− 2X 2)X , (3.9)
L21 + L22 + 4X 4 − 4HX 2 − α2 = 0. (3.10)
Here, (L1,L2) transforms as a vector with respect to rotations about the s3-axis. The
Casimir relation expresses the square of the length of this vector in terms of the other
constants of the motion: L21 + L22 = κ2, κ2 = α2 + 4HX 2 − 4X 4, where κ ≥ 0. We choose
the s1, s2, s3 coordinate system so that the vector points in the direction of the positive s1
axis: (L1,L2) = (κ, 0). Then
J1J3 = αs1
2
√
s21 + s
2
2
+
κ
2
, J2J3 = αs2
2
√
s21 + s
2
2
, (3.11)
J3 = X , J 21 + J 22 + J 23 = H−
αs3√
s21 + s
2
2
.
Substituting the first three equations into the fourth, we obtain:(
HX 2 − (α
2
4
+
κ2
4
)−X 4
)2
(s21 + s
2
2)− α2(
κs1
2
+ X 2s3)2 = 0 (3.12)
For fixed values of the constants of the motion equation (3.12) describes a cone. Thus the
orbit lies on the intersection of this cone with the unit sphere s21+s
2
2+s
2
3 = 1, a conic section.
This is the spherical geometry analog of Kepler’s first law. A convenient way to view the
trajectories is to project them onto the (s1, s2)-plane: (s1, s2, s3) → (s1, s2). The projected
points describe a curve in the unit disc s21 + s
2
2 ≤ 1. This curve is defined by
[HX 2 − (α
2
4
+
κ2
4
)− X 4]2(s21 + s22)− α2(
κs1
2
±X 2
√
1− s21 − s22)2 = 0. (3.13)
The plus sign corresponds to the projection of the trajectory from the northern hemisphere,
the minus sign to projection from the southern hemisphere.
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Notice that the potential has an attractive singularity at the north pole: s1 = s2 =
0, s3 = 1 and a repulsive singularity at the south pole. In polar coordinates s1 = r cosφ,
s2 = r sinφ the equation of the projected orbit on the (s1, s2)-plane is given by
r2 =
4X 4
4X 4 + (−α + κ cosφ)2 , 0 ≤ φ < 2π. (3.14)
Theorem 2 For nonzero angular momentum, the projection sweeps out area A(t) in the
plane at a constant rate dA
dt
= X with respect to the origin (0,0).
Theorem 3 For nonzero angular momentum, the period of the orbit is
T =
4X 3π
(
1
4X 4+(κ−α)2
√
4X 4+(κ−α)2
4X 4+(κ+α)2 +
1
X 4+(κ+α)2
)
√
2
√
4X 4+(κ−α)2
4X 4+(κ+α)2 + 2
4X 4+α2−κ2
4X 4+(α+κ)2
. (3.15)
3.2.1 Contraction to the Euclidean space Kepler problem
The sphere model can be considered as describing a 2-dimensional bounded “universe” of
radius 1. Suppose an observer is situated “near” the attractive north pole. This observer
uses a system of units with unit length ǫ where 0 < ǫ << 1. The observer is unable to detect
that she is on a 2-sphere; to her the universe appears flat. In her units, the coordinates are
s1 = ǫx, s2 = ǫy, s3 = 1 +O(ǫ
2),
p1 =
px
ǫ
, p2 =
py
ǫ
, p3 = −(xpx + ypy) + O(ǫ2). (3.16)
Here, ǫ2 is so small that to the observer, it appears that the universe is the plane s3 = 1
with local Cartesian coordinates (x, y). We define new constants β, h by
α = β/ǫ, H−X 2 = h/ǫ2. (3.17)
Substituting into (3.7), we find 1
ǫ2
(p2x + p
2
y) +
β
ǫ2
√
x2+y2
= h
ǫ2
. Multiplying both sides of this
equation by ǫ2 we obtain the Hamiltonian for the Euclidean Kepler system:
p2x + p
2
y +
β√
x2 + y2
= h. (3.18)
Using the same procedure we find that the constants of the motion become X = xpy − ypx,
L1 = e1ǫ ,L2 = e2ǫ , where (e1, e2) is the Laplace-Runge-Lenz vector for the Kepler system:
e1 = −2X py − βx√
x2+y2
,e2 = 2X px − βy√
x2+y2
. The same procedure applied to the structure
equations yields
{X , e1} = −e2, {X , e2} = e1, {e1, e2} = 4hX , e21 + e22 − 4hX 2 − β2 = 0.
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Thus the length of the Laplace vector is k = κ/ǫ where k2 = 4hX 2 + β2. To the observer,
the trajectories lie in the plane s3 = 1. and equation (3.13) for the paths of the trajectories
is
[hX 2 − (β
2
4
+
k2
4
)]2(x2 + y2)− β2(kx
2
+ X 2)2 = 0. (3.19)
The solutions of the Kepler trajectory equations (3.19) are the usual conic sections: inter-
sections of a plane and a cone.
3.2.2 Trajectory determination
To obtain a plot of a trajectory, defined by its constants of the motion and parametrized
by time, we can integrate Hamilton’s equations numerically. To do this it is necessary to
identify a point in six-dimensional phase space that lies on the trajectory, to serve as an
intial point for integration. Thus for each set of constants of the motion we must find a
distinguished point.
First we take the case X 6= 0. We project the orbits onto the s1 − s2 unit disk. From
(3.14), we see that r2, is minimized when φ = 0. This is the perihelion of the orbit, which
implies that q1 = r(0) =
√
4X 4
4X 4+(−α+κ)2 , q2 = 0, p1 = 0, p2 =
X
q1
, q3 =
(α+κ)√
4X 4+(−α+κ)2 and
p3 = 0. Note that aphelion occurs at q1 = −r(π) =
√
4X 4
4X 4+(−α−κ)2 , q2 = 0, p1 = 0, p2 = −Xq1 .
The Casimir relation implies κ2 = α2 + 4(H−X 2)X 2 > 0. If H = X 2, then α2 = κ2 and
−α = κ, so the aphelion is precisely unity, while perihelion is less than unity. If H < X 2,
we have −α < κ, which implies aphelion occurs in the northern hemisphere. If H > X 2, we
have −α > κ, which implies aphelion occurs in the southern hemisphere.
In the case of zero angular momentum, X = 0, (3.11) implies s2 = 0, and α = κ, so
H = J22 + αs3s1 . The projection onto the disk is a segment of the line s2 = 0, so the motion
occurs on a segment of a great circle on the 2-sphere. All trajectories crash into the north
pole in finite time.
Classification of trajectories
Case 1: The trajectory is contained within the northern hemisphere. We have r2 =
4X 2/4X 2 + (−α + κ cosφ)2 < 1 for all φ, and X 2 > H.
Case 2: The projection has one point of tangency with the circle; the trajectory is
contained in the closure of a hemisphere, α
κ
= ±1 so H = X 2.
Case 3: The projection has two points of tangency with the unit circle; the trajectory
has points in both hemispheres. We have H > X 2.
We correlate these cases with the original Kepler orbits, using (3.19). Dividing both sides
of the equation by β2k2, we write the discriminant as ∆ =
(
1− β2
k2
)(
β2
k2
)
=
(
1− α2
κ2
)(
α2
κ2
)
.
When α
2
κ2
> 1, ∆ < 0; when α
2
κ2
= 1, ∆ = 0; and when α
2
κ2
< 1, ∆ > 0. Thus cases 1, 2,
and 3 are, respectively, analogies of ellipses, parabolas, and hyperbolas in the original Kepler
problem.
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Figure 2: A hyperbolic type orbit determined by the parameters q1 = 2/
√
580, q2 = 0,
q3 = 211/
√
580, p1 = 0, p2 =
√
580/2. p3 = 0, α = −8, κ = 16, X = 1. To the left, the orbit
on the sphere and the right, the projection of the orbit. Note that the orbit crosses into the
southern hemisphere.
3.2.3 The Hohmann transfer on the 2-sphere
The Hohmann transfer is a rocket maneuver used to place satellites in geocentric orbits about
the earth and for interplanetary navigation, [34]. It is based on the superintegrability of the
classical Kepler system and uses impulse maneuvers to change trajectories. For an impulse
maneuver the rocket engine is turned on for a very short time but with a powerful thrust. At
the instant t0 of firing, the rocket which was on a trajectory with present linear momentum
p(0) and position s(0) immediately follows a new trajectory with initial position still s(0) but
new linear momentum p(1) at time t0. The change in momentum is ∆p = p
(1) −p(0), and it
completely determines the new trajectory of the rocket. This is an idealization, but for very
brief rocket firing during a long mission it can be quite accurate and energy efficient. The
mass of the rocket will decrease due to the engine firing: however, the mass of the rocket
factors out of the orbit equations, so will not effect our calculations.
The Hohmann transfer, proposed by Hohmann in 1925 [34], uses impulse maneuvers to
take a rocket from a near-Earth circular orbit to a higher circular orbit with an expenditure of
minimum ∆(p). To explain the basic idea we apply it in the setting of the 2-sphere universe.
Suppose we have a rocket with engines turned off that is in a counter-clockwise circular
orbit around the north pole. Thus the Laplace vector is zero, i.e., κ(0) = 0, the angular
momentum is X (0) > 0 and the energy H(0). The projection in the (s1, s2)-plane is the circle
with radius r(0) = 2(X (0))2/
√
4(X (0))4 + α2. We use impulse maneuvers to put the rocket
in a new counter-clockwise circular orbit farther from the pole. The constants of the motion
for the target orbit are given as κ(1) = 0, X (1) > 0 and the energy H(1). The projection of
the target orbit in the (s1, s2)-plane is the circle with radius r
(1) = 2(X (1))2/
√
4(X (1))4 + α2
where r(1) > r(0). We choose periaptic coordinates so that at time t = 0 the projection of
the rocket orbit is crossing the positive s1-axis at the point s1 = r
(0), s2 = 0. The linear
momentum is p1 = 0, p2 = X (0)/r(0). (On the 2-sphere we have s3 = α/r(0), p3 = 0.) At t = 0
we fire the rocket motor briefly in a direction tangent to the orbit, to boost the momentum
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Figure 3: An elliptic type orbit determined by the parameters q1 = 2/
√
580, q2 = 0, q3 =
211/
√
580, p1 = 0, p2 =
√
580/2. p3 = 0, α = −8, κ = 16, X = 1. To the left, the orbit on
the sphere and the right, the projection of the orbit. Note that the orbit is restricted to the
northern hemisphere.
from p2 to p2+∆1(p2). (Here, the phase space coordinates p1, p3, s1, s2, s3 remain unchanged.
If ∆1(p2) is appropriately chosen the rocket will now follow an elliptical type orbit in the
(s1, s2)-plane with equation r
2 = 4X 4/(4X 4+(−α+κ cos φ)2) where X , κ are new constants
of the motion. We design this orbit such that the perigee radius (φ = 0) is rp = r
(0) and
the apogee radius (φ = π) is ra = r
(1), so that the ellipse will be tangent to the circular
destination orbit at apogee. Thus we require
(r(0))2 = r2p =
4X 4
4X 4 + (−α + κ)2 , (r
(1))2 = r2a =
4X 4
4X 4 + (α + κ)2
Solving for X and κ in these two equations we find
κ = − α
r2a − r2p
(ra
√
1− r2p − rp
√
1− r2a)2, X 4 = −
καr2ar
2
p
r2a − r2p
.
Note that 0 < rp < ra ≤ 1. At perigee on the elliptical-type orbit we must have p2 = X /r(0).
Thus ∆(p2) = (X − X (0))/r(0). The time for the satellite to travel from perigee to apogee
is half a period T/2 where T is given by (3.15). At apogee we again fire the rocket engine,
briefly, to put the satellite in the higher circular orbit. We orient the engine so it fires in
direction of the tangent vector of the trajectory. At the instant of firing, t = T/2, the
linear momentum at apogee is p1 = 0, p2 = −X /r(1), p3 = 0 and the momentum vector is
tangent to the trajectory. At the instant just after firing the position is the same but the
new momentum in the s2-direction is p2 + ∆2(p2). We require that ∆2(p2) is exactly the
change in momentum required to put the satellite in the higher circular orbit, i.e., to make
κ(1) = 0 and the angular momentum equal to X (1). Thus p2 + ∆2(p2) = −X (1)/r(1), so
∆2(p2) = (X − X (1))/r(1). The total delta-p is ∆1(p2) + ∆2(p2) which can be shown to be
the minimum required to move to the higher circular orbit. An example of the transfer is
in Figure 5. Similar Hohmann transfers can be designed to change to and from elliptic type
and hyperbolic type trajectories.
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Figure 4: A parabolic type orbit determined by the parameters q1 = 3/
√
13, q2 = 0, q3 =
3/
√
13, p1 = 0, p2 =
√
13/2. p3 = 0, α = −2, κ = 1, X = 1. To the left, the orbit on the
sphere and the right, the projection of the orbit. It is restricted to the northern hemisphere
but tangent to the equator.
Figure 5: The Hohman transfer trajectories projected onto the unit disk. Here α = −1,
rp = .3, ra = .7, κ = .05142 and X = .0567.
3.3 Quantum Kepler-Coulomb on the 2-sphere
Our last example is an analog of the hydrogen atom on the 2-sphere. This system is superin-
tegrable and, just as in Section 3.2.1, we show that the Euclidean quantum Kepler-Coulomb
system can be obtained as a limit of the 2-sphere system. As in the classical case we embed
the 2-sphere in Euclidean 3-space. We define the Hamiltonian operator for the quantum
Kepler system as
H =
3∑
i=1
J2i +
αs3√
s21 + s
2
2
(3.20)
Where the operator J1 = s2∂3 − s3∂2 and J2, J3 are obtained by cyclic permutations of this
expression. Our immediate goal is to determine the bound state eigenvalues of the Hamilto-
nian operator according to the equation HΨ = EΨ for functions Ψ(s) square integrable on
the 2-sphere s21 + s
2
2 + s
2
3 = 1. This system was first treated in [171] and [175], by different
methods. We compute in Euclidean 3-space with Cartesian coordinates s1, s2, s3, but at the
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end we restrict our solutions to the 2-sphere. A basis for the symmetry operators is
L1 = J1J3 + J3J1 − αs1√
s21 + s
2
2
, L1 = J1J3 + J3J1 − αs1√
s21 + s
2
2
, X = J3,
along with H . They satisfy the structure relations
[X,L1] = −L2, [X,L2] = L1, [L1, L2] = 4HX − 8X3 +X,
L21 + L
2
2 + 4X
4 − 4HX2 +H − 5X2 − α2 = 0. (3.21)
We define a new basis of symmetry operators L0 = iX , L
+ = L1− iL2, L− = L1+ iL2. Here
L± are raising and lowering operators for the eigenvalues of L0, just as in Lie algebra theory.
The structure and Casimir relations become
[L0, L
±] = ±L±, [L+, L−] = 8HL0 + 16L30 + 2L0, (3.22)
L+L− − (4HL0 + 8L30 + L0) = −4L40 − 4HL20 −H − 5L20 + α2. (3.23)
Equivalently (3.23) may be written as
L−L+ + (4HL0 + 8L30 + L0) = −4L40 − 4HL20 −H − 5L20 + α2 (3.24)
Now let VE be the finite dimensional eigenspace of vectors Ψ with eigenvalue E. Thus
VE is the vector space of all solutions Ψ of the Schro¨dinger equation HΨ = EΨ. Since all of
the symmetry operators commute with H , each maps the space VE into itself. For example,
since [H,L0] = 0, if Ψ ∈ VE then H(L0Ψ) = L0HΨ = EL0Ψ, so L0Ψ ∈ VE. Suppose VE is
m-dimensional. Then we can find a basis ofm vectors for VE with respect to which the action
of the symmetry operators restricted to the eigenspace is given by m × m matrices. The
matrix corresponding to H is just E I where I is the m×m identity matrix. The structure
equations are now satisfied in the algebra of matrix products and linear combinations. We
have a representation of the symmetry algebra. Quantum superintegrable systems have
degenerate eigenvalues and the reason for this is closely related to the representations. We
can determine the degeneracies and compute the possible eigenvalues E through analysis of
the representations.
Here L0 is formally self-adjoint and L
± are mutual adjoints. We will find an orthogonal
basis for VE consisting of eigenvectors of L0. For this basis, the matrix corresponding to L0
will be diagonal. The following property is critical. Let Ψ ∈ VE be an eigenvector of L0 with
eigenvalue λ.
Lemma 3 Either L+Ψ = θ (the zero vector) or L+Ψ is an eigenvector of L0 with eigenvalue
λ+ 1. Furthermore, either L−Ψ = θ or L−Ψ is an eigenvector of L0 with eigenvalue λ− 1.
Given the eigenvector Ψ ∈ VE we define the repeated action of the symmetry operators
as Lk0Ψ for k = 0, 1, 2 . . .. Since VE is finite-dimensional, there exist integers k such that
(L+)k+1Ψ = θ. Let k0 be the smallest such integer and define Φ0 = (L
+)k0Ψ. By Lemma 3,
Φ0 is an eigenvector of L0,with L0Φ0 = µΦ0 where µ = λ+ k0. We call Φ0 a highest weight
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vector. By repeatedly applying L− to Φ0 we can generate eigenvectors Φj = (L−)jΦ0. There
will be a smallest integer j = n such that L−Φn = θ. Thus
L0Φj = (µ− j)Φj , j = 0, 1, . . . , n, L−Φj = Φj+1, j = 0, . . . , n− 1.
Now we apply both sides of the Casimir equation (3.23) to Φj : L
+Φj+1 = ((4E + 1)(µ− j) + 8(µ− j)3 − 4(µ
This shows that the raising operator moves us back up the ladder of eigenvectors, one rung
at a time. In the special case j = n we obtain
(4E + 1)(µ− n) + 8(µ− n)3 − 4(µ− n)4 − (4E + 5)(µ− n)2 − E + α2 = 0. (3.25)
Next we apply both sides of (3.24) to Φ0 to get−(4E+1)µ−8µ3−4µ4−(4E+5)µ2−E+α2 = 0.
Solving for E we find
E = −1
4
(2µ+ 1)2 +
1
4
+
α2
(2µ+ 1)2
, (3.26)
expressing E in terms of the highest weight µ. Substituting into (3.25) we can obtain a
equation that is polynomial in µ and which factors as
(n− 2µ)(n+
√
(n + 1)2 + 2iα− 2µ)(n+
√
(n+ 1)2 − 2iα− 2µ) (3.27)
×(n−
√
(n+ 1)2 + 2iα− 2µ)(n−
√
(n+ 1)2 − 2iα− 2µ) = 0.
The first factor gives the solution µ = n/2. The other solutions are complex and eigenvalues
of a self-adjoint operator must be real. Thus the only solution is µ = n/2. It follows that
for every n there is a VEn with dimension n, energy
En = −1
4
(n+ 1)2 +
1
4
+
α2
(n + 1)2
. (3.28)
If we choose a complex solution, say 2µ = n +
√
(n+ 1)2 + 2iα then we still have an
eigenspace with energy (3.26), but µ, En are complex, so rejected on physical grounds. How-
ever, if α = −ia, a real, then 2µn = n+
√
(n + 1)2 + 2a and En = −14(2µn+1)2+ 14− a
2
(2µn+1)2
,
is real. In traditional quantum mechanics this is rejected because H now has a complex po-
tential function, so is not self-adjoint. This is an example of a PT-symmetric quantum
mechanical system, [14, 15, 195], a field whose study is now under intensive development.
3.3.1 Contraction to Euclidean space
As for the classical case, we consider a system of units with unit length ǫ near the point
s1 = 0, s2 = 0, s3 = 1 on the 2-sphere via (3.16) and (3.17). As in the classical case, the
Hamiltonian H on the two-sphere contracts to a Hamiltonian on Euclidean space
h = (∂x
2 + ∂y
2) +
β√
x2 + y2
. (3.29)
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A similar procedure applied to the symmetry operators yields
ǫL1 = ℓ1 = −∂y(x∂y − y∂x)− (x∂y − y∂x)∂y − βx√
x2+y2
,
ǫL2 = ℓ2 = −∂x(x∂y − y∂x)− (x∂y − y∂x)∂x − βy√
x2+y2
,
ǫX = χ = x∂y − y∂x.
(3.30)
The structure relations contract to
[h, ℓ1] = [h, ℓ2] = [h, χ] = 0, [χ, ℓ1] = −ℓ2, [χ, ℓ2] = ℓ1, (3.31)
[ℓ1, ℓ2] = 4hχ+ χ, ℓ
2
1 + ℓ
2
2 + h− 5χ2 − β2 = 0.
Setting ℓ0 = iχ, ℓ
+ = ℓ1 − iℓ2, and ℓ− = ℓ1 + iℓ2, we obtain:
[h, ℓ0] = [h, ℓ
+] = [h, ℓ−] = 0, [ℓ0, ℓ±] = ±ℓ±, [ℓ+, ℓ−] = 2(4h+ 1)ℓ0. (3.32)
With the rescaling (3.17), the energy spectrum (3.28) becomes En = − ǫ24 (n+ 1)2 + ǫ
2
4
−
β2
(n+1)2
. Taking the limit as ǫ → 0, we recover the spectrum of the hydrogen atom confined
to a plane,
En = − β
2
(n+ 1)2
. (3.33)
3.4 Quantum Coulomb problem in Euclidean space E3
The Schro¨dinger equation for the hydrogen atom is solved in detail in every textbook on
quantum mechanics. Here we shall briefly review its superintegrability [13, 49, 145]. The
quantum Hamiltonian
H = (~p)2 − α
r
, r =
√
x21 + x
2
2 + x
2
3, α > 0, (3.34)
commutes with the angular momentum operators
~L = ~r × ~p (3.35)
and the Laplace-Runge-Lenz vector
~A = ~p× ~L− ~L× ~p− α
r
~r. (3.36)
The commutation relations between these operators are
[~L,H ] = [ ~A,H ] = 0, (3.37)
[Lj , Lk] = iεjkℓLℓ, [Lj , Ak] = iεjkℓAℓ, [Aj , Ak] = −iεjkℓLℓH, (3.38)
where εjkℓ is the completely antisymmetric tensor. Thus the angular momentum components
Lj generate an o(3) algebra and the Laplace-Runge-Lenz vector transforms like a vector
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under rotations. However, (3.38) shows that the integrals of motion {Lj , Ak} do not strictly
speaking form a finite dimensional Lie algebra. The standard procedure [13, 49, 145] is to
restrict to the case of a fixed energy, i.e. put H = E where E is a fixed constant. For E < 0
(bound states) the relations (3.38) correspond to the Lie algebra o(4). For E > 0 (scattering
states), we obtain the o(3, 1) Lie algebra. For E = 0, also in the continuous spectrum, we
have the Euclidean algebra e(3). A different possibility, the one adopted in this review, is to
view {~L, ~A,H} as the generators of a quadratic algebra. Finally, we mention the possibility
of considering H as a “loop parameter” as mentioned above. The relation (3.38) then leads to
an infinite dimensional Lie algebra, namely a twisted centerless Kac-Moody algebra [35, 36].
In any case, the representations of each of these algebras lead to the same formula for the
spectrum of the hydrogen atom, namely the famous Balmer formula,
E = −2me
4
~2
1
n
. (3.39)
An interesting historical footnote is that W. Pauli in his famous 1926 paper [145] uses
precisely the formulas (3.38) to derive the Balmer formula (3.39). He calls ~A the Lenz vector
and does not mention the group O(4) nor the algebra o(4) explicitly. That was done about 16
years later by Fock and Bargmann [13, 49]. Pauli obtained this result before the Schro¨dinger
equation was known [170] using only the algebra, no calculus.
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4 Second-order systems
The first papers to consider systematically what would now be called superintegrability
began with a search for systems that admitted “dynamical symmetries” of order 2, connected
with separation of variables [50, 51, 118]. The structure and classification of second-order
superintegrable systems is the best understood area of the theory. In this chapter, we discuss
the classification of second-order superintegrable systems in 2D and 3D and give an indication
in the final section how such an analysis could be extended into nD.
4.1 Second-order superintegrability in 2D
4.1.1 Determining equations, classical/quantum isomorphism
We start with the determining equations (Killing and Bertrand-Darboux) for second-order
integrals of motion for Hamiltonians in two-dimensions. We show that there exists an iso-
morphism between classical and quantum superintegrable systems.
Consider a general Hamiltonian with a scalar potential defined on a manifold written
in conformal coordinates so that ds2 = λ(x, y)(dx2 + dy2). (Since all 2D manifolds are
conformally flat there always exist such Cartesian-like coordinates (x, y) and it is convenient
to work with these.) The corresponding classical Hamiltonian takes the form
H = 1
λ(x, y)
(p2x + p
2
y) + V (x, y), (x, y) = (x1, x2). (4.1)
Since H is an even function of the momenta, any function on phase space which Poisson
commutes with it can always be chosen to be an even or odd function of the momenta
(hence no first order terms). Thus, we can express any second-order integral of the motion
as
L =
∑
i,j=1,2
aji(x, y)pjpi +W (x, y). (4.2)
The conditions that {L,H} = 0 are equivalent to the Killing equations
aiii = −
λ1
λ
ai1 − λ2
λ
ai2, i = 1, 2 (4.3)
2aiji + a
ii
j = −
λ1
λ
aj1 − λ2
λ
aj2, i, j = 1, 2, i 6= j.
The subscripts denote partial derivatives. The determining equations for the functions Wj
are
Wj =
2∑
k=1
λ(x, y)ajkVk, (4.4)
with compatibility condition, ∂1W2 = ∂2W1, given by the Bertrand-Darboux equation
(V22 − V11)a12 + V12(a11 − a22) =
[
(λa12)1 − (λa11)2
λ
]
V1 +
[
(λa22)1 − (λa12)2
λ
]
V2. (4.5)
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Now, consider the determining equations for a second-order integral of a quantum Hamil-
tonian H
H =
1
λ(x, y)
(p2x + p
2
y) + V (x, y), (4.6)
where in this case pi are the conjugate momenta represented as pi = −i~∂i. Analogously
the most general form for a formally self-adjoint second-order differential operator which
commutes with H is given by a sum of even terms, properly symmetrized
L =
∑
i,j=1,2
1
2
{
aji(x, y), pjpi
}
+W (x, y). (4.7)
It is a direct calculation to show that the commutation relation [H,L] = 0 holds whenever
the Killling equations (4.3) and the Bertrand-Darboux equations (4.5) hold. Thus, we have
proven the following theorem.
Theorem 4 If L (4.2) is a second-order integral for a classical Hamiltonian H (4.1) then
the second-order differential operator L (4.7) commutes with the quantum Hamiltonian H
(4.6). In particular, if H (4.1) is superintegrable for a fixed potential V , then H (4.6) will
also be superintegrable for the same potential.
If the Hamiltonian is superintegrable there exist two second-order constants in involu-
tion with H and we get two B-D equations. These two equations can be used to obtain
fundamental PDEs for the potential [77]:
V22 − V11 = A22(x)V1 +B22(x)V2, V12 = A12(x)V1 +B12(x)V2. (4.8)
If the integrability conditions for the PDEs (4.8) are satisfied identically, we say that the
potential is nondegenerate. That means, at each regular point x0 where the A
ij, Bij are
defined and analytic, we can prescribe the values of V, V1, V2 and V11 arbitrarily and there
will exist a unique potential V (x) with these values at x0.
Nondegenerate potentials depend on these 3 parameters, not including the trivial additive
parameter. Degenerate potentials depend on less than 3 parameters. It has been shown that
all second-order superintegrable degenerate potentials in 2D are restrictions of nondegenerate
ones, although they may admit an additional, first-order integral associated with group
symmetry. In this case, the minimal generating set changes along with the structure of the
algebra generated by the integrals [91].
4.1.2 Classification of nondegenerate systems, proof of the existence of quadratic
algebras
The structure theory for nondegenerate systems has been worked out by Kalnins et al [77, 78,
94, 95]. Assume that the basis symmetries take the form Li =
∑
j,k=1,2 a
jk
(i)(x)pjpk +W
i(x).
31
Definition 11 A set of symmetries {Li, i = 1, . . . , ℓ} is said to be functionally linearly
dependent if there exist ci(x), not identically 0, such that
ℓ∑
i=1
ci(x)
2∑
j,k=1
ajk(i)(x)pjpk = 0.
The set is functionally linearly independent if it is not functionally linearly dependent.
This functional linear independence criterion splits superintegrable systems of all orders
into two classes with different properties. In two-dimensions, there is only one functionally
linearly dependent superintegrable system, namely H = pzpz¯ + V (z), where V (z) is an
arbitrary function of z alone. This system separates in only one set of coordinates (z, z¯) =
(x+ iy, x− iy). For functionally linearly independent 2D systems the theory is much more
interesting. These are exactly the systems which separate in more than one set of orthogonal
coordinates. From [77] we have the following results.
Theorem 5 Let H be the Hamiltonian of a 2d superintegrable functionally linearly indepen-
dent system with nondegenerate potential.
• The space of second-order constants of the motion is 3-dimensional.
• The space of third-order constants of the motion is 1-dimensional.
• The space of fourth-order constants of the motion is 6-dimensional.
• The space of sixth-order constants is 10-dimensional.
These results follow from a study of the integrability conditions for constants of the motion
that gives these numbers as the upper bounds of the dimensions. To prove that the bounds
are achieved we use the result:
Theorem 6 Let K be a third-order constant of the motion for a superintegrable system with
nondegenerate potential V :
K =
2∑
k,j,i=1
akji(x, y)pkpjpi +
2∑
ℓ=1
bℓ(x, y)pℓ.
Then bℓ(x, y) =
∑2
j=1 f
ℓ,j(x, y) ∂V
∂xj
(x, y) with f ℓ,j + f j,ℓ = 0, 1 ≤ ℓ, j ≤ 2. The aijk, bℓ are
uniquely determined by the quantity f 1,2(x0, y0) at any regular point (x0, y0) of V .
This follows from a direct computation of the Poisson bracket {H,K} using the B-D relations
for the aik’s. Since {L1,L2} is a non-zero third-order constant of the motion we can see that
the number (1) is achieved and we can solve for the coefficients aijk(x, y) and bℓ. This
result enables us to choose standard bases for second- and higher-order symmetries. Indeed,
given any 2 × 2 symmetric matrix A0, and any regular point (x0, y0) there exists one and
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only one second-order symmetry (or constant of the motion) L = akj(x, y)pkpj +W (x, y)
such that the matrix given by akj(x0, y0) is equal to A0 and W (x0, y0) = 0. Further, if
Lℓ =
∑
akj(ℓ)pkpj+W(ℓ), ℓ = 1, 2 are second-order constants of the the motion and A(i)(x, y) =
{akj(i)(x, y)}, i = 1, 2 are 2× 2 symmetric matrix functions, then the Poisson bracket of these
symmetries is given by
{L1,L2} =
2∑
k,j,i=1
akji(x, y)pkpjpi + b
ℓ(x, y)pℓ.
Using this relation we can solve for fk,ℓ: fk,ℓ = 2λ
∑
j(a
kj
(2)a
jℓ
(1) − akj(1)ajℓ(2)). Thus {L1,L2} is
uniquely determined by the skew-symmetric matrix
[A(2),A(1)] ≡ A(2)A(1) −A(1)A(2),
hence by the constant matrix [A(2)(x0, y0),A(1)(x0, y0)] evaluated at a regular point, by the
Taylor series generated from the Killing equations (4.3) and the Betrand-Darboux equations
(4.5). This allows a standard structure by exploiting identification of the space of second-
order constants of the motion with the space of 2× 2 symmetric matrices and identification
of third-order constants of the motion with the space of 2× 2 skew-symmetric matrices.
Indeed given a basis for the 3-dimensional space of symmetric matrices, {Aij}, we can
define a standard set of basis symmetries S(kℓ) =
∑
aij(x)pipj +W(kℓ)(x) corresponding to
a regular point x0. The third-order symmetry is defined by the commutator of the basis
elements; these are necessarily skew-symmetric and hence the identification with K with
the skew-symmetric matrix. The operators S(ij) form an alternative basis to basis Lk for
second-order integrals. An intuitive choice of basis for the 3-dimensional space of symmetric
matrices is
{Aij} ∈
{[
1 0
0 0
]
,
[
0 0
0 1
]
,
[
0 1
1 0
]}
(4.9)
corresponding to the basis of symmetries {S11,S22,S12}. Notice, the identity element
I =
[
1 0
0 1
]
corresponds to the Hamiltonian.
The following theorems show the existence of the quadratic algebra [77].
Theorem 7 The 6 distinct monomials
(S(11))2, (S(22))2, (S(12))2, S(11)S(22), S(11)S(12), S(12)S(22),
form a basis for the space of fourth-order symmetries.
We note that since R = {L1,L2} is a basis for the third-order symmetries, {Li, R} are of
fourth-order, so must be polynomials in the second-order symmetries.
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Theorem 8 The 10 distinct monomials
(S(ii))3, (S(ij))3, (S(ii))2S(jj), (S(ii))2S(ij), (S(ij))2S(ii), S(11)S(12)S(22),
for i, j = 1, 2, i 6= j form a basis for the space of sixth-order symmetries.
Again, since R2 is a sixth-order constant we have immediately the existence of the Casimir
relation which forces the algebra to close at order 6. This is a remarkable property of
superintegrable systems and gives us finitely generated quadratic algebras. The analogous
results for fifth-order symmetries follow directly from the Jacobi identity.
4.1.3 Sta¨ckel transform: Proof of constant curvature
The Sta¨ckel transform of a superintegrable system takes it to a new superintegrable system
on a different space. The basic observation is, if we have a Hamiltonian H and symmetry L,
which separates as
H = H0 + αV0 + α˜ L = L0 + αW0
with {H0,L0} = {H,L} = 0 then we have {H˜, L˜} = 0 where
H˜ = H0
V0
L˜ = L0 −W0H˜.
After the transformation, the energy of the Hamiltonian H˜ is −α and the original Hamilto-
nian is restricted to α˜. In this sense, the coupling constant α has been exchanged with the
energy, which can be represented by −α˜, and the Sta¨ckel transform coincides with coupling
constant metamorphosis [70] for second-order superintegrable systems. See [147] for more
information on the two transformations.
We explain the process in greater detail in the case of a 2D classical system; for notational
purposes, we denote H0 = 1λ(p2x+p2y) and L0 =
∑
aijpipj . Suppose we have a non-degenerate
superintegrable system
H = 1
λ(x, y)
(p2x + p
2
y) + V (x, y) = H0 + V ′ + αU + α˜
where the potential V (x, y) as well as the separated potential piece U satisfy the differential
equations (4.8). We transform to another superintegrable system H˜ via
λ˜ = λU, V˜ = V/U. (4.10)
We then separate a complementary part of a symmetry L as LU = L − W0 = L0 + WU
where {LU ,H0 + U} = 0. Under this transformation, L˜ = L − WUU H is in involution with
H˜. Notice that our new superintegrable system is defined on a new manifold with metric
λ˜ = λU . Although the new superintegrable system is on a (possibly) different manifold, the
quadratic algebra remains unchanged except for the ordering of parameters. Indeed for a
quadratic algebra as
R2 = F (L1,L2,H, α, β, γ), {Li,R} = Gi(L1,L2,H, α, β, γ)
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we have the transformed algebra
R˜2 = F (L˜1, L˜2, α˜,−H˜, β, γ), {L˜i, R˜} = Gi(L˜1, L˜2, α˜,−H˜, β, γ).
Thus, it seems natural to view the quadratic algebra as the defining characteristic of a
superintegrable system. Since the Sta¨ckel transform is invertible, we can use it to classify
equivalence classes whose defining characteristic will be the form of the quadratic algebra.
In 2D every superintegrable system is Sta¨ckel equivalent to one on a constant curvature
manifold. This was shown in detail in [78] whose results we summarize here. A basic fact is
that given a Hamiltonian H with λ(x, y) the metric, the differential equations for the leading
order terms of the integral L (4.3) are compatibile whenever
(λ22 − λ11)a12 − λ12(a22 − a11) = 3λ1a121 − 3λ2a122 + (a1211 − a1222)λ. (4.11)
Since the St´’ackel transform of L does not change the function a12 nor the difference a22−a11,
any Hamiltonian which is Sta¨ckel equivalent to a Hamiltonian H with metric λ, has a metric
µ which also satisfies the (4.11). Thus, a study of the possible solutions for the metrics
gives all the possible spaces which admit superintegrable systems. These are classified by
the following theorem.
Theorem 9 If ds2 = λ(dx2 + dy2) is the metric of a nondegenerate superintegrable system
(expressed in coordinates x, y such that λ12 = 0) then λ = µ is a solution of the system
µ12 = 0, µ22 − µ11 = 3µ1(ln a12)1 − 3µ2(ln a12)2 + (a
12
11 − a1222
a12
)µ, (4.12)
where either
I) a12 = X(x)Y (y), X ′′ = α2X, Y ′′ = −α2Y,
or
II) a12 =
2X ′(x)Y ′(y)
C(X(x) + Y (y))2
,
(X ′)2 = F (X), X ′′ =
1
2
F ′(X), (Y ′)2 = G(Y ), Y ′′ =
1
2
G′(Y ),
F (X) =
α
24
X4 +
γ1
6
X3 +
γ2
2
X2 + γ3X + γ4,
G(Y ) = − α
24
Y 4 +
γ1
6
Y 3 − γ2
2
Y 2 + γ3Y − γ4.
Conversely, every solution λ of one of these systems defines a nondegenerate superintegrable
system. If λ is a solution then the remaining solutions µ are exactly the nondegenerate
superintegrable systems that are Sta¨ckel equivalent to λ. Furthermore, if V is the potential
for the superintegrable system with metric λ, then V˜ = λV/µ is the potential for the Sta¨ckel
equivalent system with metric µ.
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We note that these spaces are exactly the spaces classified by Koenigs in [108] where he
identified the spaces which admit more that one second-order Killing tensor. As in his paper
we write the requirements on µ and aij as
a1211 + a
12
22 = 0, µ12 = 0, a
12(µ11 − µ22) + 3µ1a121 − 3µ2a122 + (a1211 − a1222)µ = 0, (4.13)
We can then see by direct computation the following theorem.
Lemma 4 Suppose µ = λ(x, y), a12 = a(x, y) satisfy (4.13). Then µ = a˜(x, y), a12 =
λ˜(x, y) also satisfy (4.13) where
a˜(x, y) = a(x+ y, ix− iy), λ˜(x, y) = λ(x− iy, y − ix).
This transformation is invertible.
Using this lemma, we obtain the following theorem.
Theorem 10 System (4.13) characterizes a nondegenerate superintegrable system if and
only if the metric a˜12(x, y) is of constant curvature. Equivalently, the system (4.13) charac-
terizes a nondegenerate superintegrable system if and only if the symmetry a12 is the image
a12 = λ˜ where the metric λ is of constant curvature (i.e. λ12 = 0).
PROOF: System (4.13) characterizes a nondegenerate superintegrable system if and only if
the symmetry a12 satisfies the Liouville equation (ln a12)12 = Ca
12 for some constant C. (If
C = 0 we have Case I, and if C 6= 0 we have Case II.) It is straightforward to check that
this means that
a˜1211 + a˜
12
22
(a˜12)2
− (a˜
12
1)
2 + (a˜122 )
2
(a˜12)3
= 4iC,
so the scalar curvature of metric a˜12(dx2 + dy2) is constant. Similarly, if λ is of constant
curvature then λ˜ satisfies Liouville’s equation. ✷
Theorem 11 Every nondegenerate superintegrable 2D system is Sta¨ckel equivalent to a su-
perintegrable system on a constant curvature space.
This theorem greatly simplifies the task of finding superintegrable systems in 2D; we can
restrict to the complex plane and the 2-sphere. Furthermore, we can use the symmetries for
these spaces to find the symmetries for the superintegrable potential. We give examples in
the following section.
4.1.4 The list
We fix some notation. Let s21+s
2
2+s
2
3 = 1 be the embedding of the 2-sphere in 3D Euclidean
space and z = x+ iy, z = x − iy. Define J3 = s1∂s2 − s2∂s1 to be the generator of rotation
about the s3 axis, with J2, J3 obtained by cyclic permutation. On the Euclidean plane, we
shall also use J3 to denote the generator of rotations in the x, y plane. Always R = [L1, L2].
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We use the notation for the constant curvature superintegrable systems found in [76]: Ek
is the kth complex Euclidean system on the list and Sk is the kth system on the complex
sphere.
All of these systems have the remarkable property that the symmetry algebras generated
by H,L1, L2 for nondegenerate potentials close under commutation. Define the third-order
commutation R by R = [L1, L2]. Then the fourth-order operators [R,L1], [R,L2] are con-
tained in the associative algebra of symmetrized products of the generators:
[Lj , R] =
∑
0≤e1+e2+e3≤2
M (j)e1,e2,e3{Le11 , Le22 }He3, ek ≥ 0,
where {L1, L2} = L1L2 + L2L1 is the anti-commutator. The sixth-order operator R2 is
contained in the algebra of symmetrized products to third-order:
R2 −
∑
0≤e1+e2+e3≤3
Ne1,e2,e3{Le11 , Le22 }He3 = 0. (4.14)
In both equations the constants M
(j)
e1,e2,e3 and Ne1,e2,e3 are polynomials in the parameters
a1, a2, a3 of degree 2− e1 − e2 − e3 and 3− e1 − e2 − e3 respectively.
For systems with one-parameter potentials the situation is different [91]. There are 4
generators: one first-order X and 3 second-order H,L1, L2. The commutators [X,L1], [X,L2]
are second-order and can be expressed as
[X,Lj ] =
∑
0≤e1+e2+2e3+e4≤1
P (j)e1,e2,e3,e4{Le11 , Le22 , X2e3}He4, j = 1, 2, (4.15)
where {Le11 , Le22 , X2e3+1} is the symmetrizer of three operators and has 6 terms and X0 =
H0 = I. The commutator [L1, L2] is third-order skew-adjoint and can be expressed as a
polynomial in the generators via
[L1, L2] =
∑
0≤e1+e2+2e3+e4≤1
Qe1,e2,e3,e4{Le11 , Le22 , X2e3+1}He4. (4.16)
Finally, since there are at most 3 algebraically independent generators, there will be a poly-
nomial identity satisfied by the 4 generators. It is of fourth-order:∑
0≤e1+e2+e3+e4≤2
Se1,e2,e3,e4{Le11 , Le22 , X2e4}He3 = 0. (4.17)
. The constants P
(j)
e1,e2,e3,e4, Qe1,e2,e3,e4, Se1,e2,e3,e4 are polynomials in a1 of degrees 1 − e1 −
e2 − e3 − e4, 1− e1 − e2 − e3 − e4 and 2− e1 − e2 − e3 − e4 respectively.
Below is a list of all quantum superintegrable systems in 2D constant curvature space.
The corresponding classical systems and their structure equations are similar, but may differ
with respect to the non-leading-order terms. The classification of Sta¨ckel equivalent systems
and notation comes from [110]. There are approximately 35 multiparameter families of
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superintegrable systems on Darboux and Koenig spaces, but all are Sta¨ckel equivalent to
these. First we list non-degenerate systems; they depend on 3 parameters a1, a2, a3 as well
as a trivial additive parameter which we have dropped.
1) Quantum S9: This quantum superintegrable system is defined by
H = J21 + J
2
2 + J
2
3 +
a1
s2
1
+ a2
s2
2
+ a3
s2
3
,
L1 = J
2
1 +
a3s22
s2
3
+
a2s23
s2
2
, L2 = J
2
2 +
a1s23
s2
1
+
a3s21
s2
3
.
(4.18)
The algebra is
[Li, R] = 4{Li, Lk} − 4{Li, Lj} − (8 + 16aj)Lj + (8 + 16ak)Lk + 8(aj − ak),
R2 = 8
3
{L1, L2, L3} − (16a1 + 12)L21 − (16a2 + 12)L22 − (16a3 + 12)L23
+52
3
({L1, L2}+ {L2, L3}+ {L3, L1}) + 13(16 + 176a1)L1
+1
3
(16 + 176a2)L2 +
1
3
(16 + 176a3)L3 +
32
3
(a1 + a2 + a3)
+48(a1a2 + a2a3 + a3a1) + 64a1a2a3.
(4.19)
To simplify the expressions, we have used L3 = H − L1 − L2 − a1 − a2 − a3 and the indices
{i, j, k} chosen as a cyclic permutation of {1, 2, 3}
This system is Sta¨ckel equivalent to:
S7 : H = J21 + J
2
2 + J
2
3 +
a1s1√
s2
2
+s2
3
+ a2s2
s2
3
√
s2
2
+s2
3
+ a3
s2
3
,
S8 : H = J21 + J
2
2 + J
2
3 + a1
s1√
s2
2
+s2
3
+ a2
s1+is2−s3√
(s1+is2)(s3−is2)
+ a3
s1+is2+s3√
(s1+is2)(s3+is2)
,
. (4.20)
2) Quantum E1: The quantum system (Smorodinsky-Winternitz I [50])is defined by
H = ∂2x + ∂
2
y + a1(x
2 + y2) + a2
x2
+ a3
y2
,
L1 = ∂
2
y + a1y
2 + a3
y2
, L2 = (x∂y − y∂x)2 +
(
a2y2
x2
+ a3x
2
y2
)
.
(4.21)
The algebra relations are
[L1, R] = 8L1H − 8L21 + 16a1L2 − 8a1(1 + 2a2 + 2a3),
[L2, R] = 8{L1, L2} − 4L2H − 16(1 + a2 + a3)L1 + 8(1 + 2a3)H,
R2 = 8
3
({L1, L2, H} − {L1, L1, L2})− (16a3 + 12)H2
− (176
3
+ 16a2 + 16a3
)
L21 − 16a1L22 +
(
176
3
+ 32a3
)
L1H
+176a1
3
L2 − 16a13 (12a2a3 + 9a2 + 9a3 + 2) .
(4.22)
This system is Sta¨ckel equivalent to:
E16 : H = ∂2x + ∂
2
y +
1√
x2+y2
(
a1 + a2
1
x+
√
x2+y2
+ a3
1
x−
√
x2+y2
)
,
S2 : H = J21 + J
2
2 + J
2
3 + a1
1
(s1−is2)2 + a2
s1+is2
(s1−is2)2 +
a3
s2
3
,
S4 : H = J21 + J
2
2 + J
2
3 + a1
1
(s1−is2)2 + a2
s1+is2√
s2
1
+s2
2
+ a2
1
(s1−is2)
√
s2
1
+s2
2
.
(4.23)
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The system E16 is also referred to as Smorodinsky-Winternitz III [50].
3) Quantum E2: The system (Smorodinsky-Winternitz II [50]) is given by
H = ∂2x + ∂
2
y + a1(4x
2 + y2) + a2x+
a3
y2
,
L1 = ∂
2
y + a1y
2 + a3
y2
,
L2 =
1
2
{(x∂y − y∂x), ∂y} − y2(a1x+ a24 ) + a3xy2 .
(4.24)
[L1, R] = −2a2L1 − 16a1L2,
[L2, R] = 6L
2
1 − 4L1H + 2a2L2 − a1(8a3 + 6),
R2 = 4HL21 − 4L31 − 16a1L22 − 2a2{L1, L2}
−4a1(4a3 + 3)H + 4a1(4a3 + 11)L1 − a
2
2
4
(4a3 + 3).
(4.25)
This system is Sta¨ckel equivalent to:
S16 : H = J21 + J
2
2 + J
2
3 + a1
1
(s1−is2)2 + a2
s3
(s1−is2)3 + a3
1−4s2
3
(s1−is2)4 . (4.26)
4) Quantum E3′: The quantum system is defined by
H = ∂2x + ∂
2
y + a1(x
2 + y2) + a2x+ a3y,
L1 = ∂
2
y + a1y
2 + a3y, L2 = ∂x∂y + a1xy +
a2y
2
+ a3x
2
,
(4.27)
[L1, R] = −4a1L2 − a2a3, [L2, R] = 4a1L1 − 2a1H − (a2+a3)(a2−a3)2 ,
R2 = 4a1L1(H − L1)− 4a1L22 + (a22 − a23)L1 − 2a2a3L2 + a23H − 4a21.
(4.28)
This system is Sta¨ckel equivalent to:
E11 : H = ∂2x + ∂
2
y + a1z + a2
z√
z
+ a3
1√
z
,
E20 : H = ∂2x + ∂
2
y +
1√
x2+y2
(
a1 + a2
(
x+
√
x2 + y2
)
+ a3
(
x−
√
x2 + y2
))
.
(4.29)
The system E20 is (Smorodinsky-Winternitz IV [50]) while E3′ is equivalent by a transla-
tion to the simple harmonic oscillator. However, it should be emphasized that without the
two additional constants incorporated by the translation, the system would not be Sta¨ckel
equivalent to the other two.
5) Quantum E10: The quantum system is defined by (∂ = ∂z):
H = 4∂∂ + a1
(
zz − 1
2
z3
)
+ a2
(
z − 3
2
z2
)
+ a3z,
L1 = −∂2 − a1z24 − a2z2 + a312 ,
L2 = {z∂ − z∂, ∂} − ∂2 − (2z + z2)
(
a1(2z−3z2)
16
− a2z
2
+ a3
4
)
,
[L1, R] = 2a1L1 − a
2
2
2
− a1a3
6
,
[L2, R] = 24L
2
1 + 4a3L1 − 2a1L2 + a2H,
R2 = −16L31 − a14 H2 + 2a1{L1, L2} − 2a2L1H − 4a3L21
−(a22 + a1a33 )L2 − a2a33 H − a21 +
a3
3
27
.
(4.30)
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This system is Sta¨ckel equivalent to:
E9 : H = ∂2x + ∂
2
y + a1
1
z
+ a2(z + z) + a3
2z+z√
z
. (4.31)
6) Quantum E8: The quantum system is defined by (∂ = ∂z):
H = 4∂∂ + a1zz +
a2z
z3
+ a3
z2
,
L1 = −∂2 − a14 z2 + a22z2 , L2 = −
(
z∂ − z∂)2 + a2z2
z2
+ a3z
z
,
(4.32)
[L1, R] = −8L21 + 2a1a2, [L2, R] = 8{L1, L2} − 16L1 − 2a3H,
R2 = 8{L21, L2} − 1763 L21 − a3L1H + a2H2 − 4a1a2L2 −
a1(3a23−4a2)
3
.
(4.33)
This system is Sta¨ckel equivalent to:
E7 : H = ∂2x + ∂
2
y + a1
z√
z2−c2
+ a2
z√
z2−c2(z+
√
z2−c2)
+ a3zz, c ∈ C,
E17 : H = ∂2x + ∂
2
y + a1
1√
zz
+ a2
1
z2
+ a2
1
z
√
zz
,
E19 : H = ∂2x + ∂
2
y + a1
z√
z2−42
+ a2
1√
z(z+2)
+ a3
1√
z(z−2) .
(4.34)
The following are the degenerate systems; they depend on only 1 (other than the trivial
additive) parameter and admit a Killing vector.
7) Quantum S3 (Higgs oscillator): The system is the same as S9 with a1 = a2 = 0
a3 = a. The symmetry algebra is generated by
X = J3, L1 = J
2
1 +
as22
s23
, L2 =
1
2
(J1J2 + J2J1)− as1s2
s23
.
The structure relations for the algebra are given by
[L1, X ] = 2L2, [L2, X ] = −X2 − 2L1 +H − a,
[L1, L2] = −(L1X +XL1)− (12 + 2a)X,
0 = {L1, X2}+ 2L21 + 2L22 − 2L1H + 5+4a2 X2 − 2aL1 − a.
(4.35)
Sta¨ckel equivalence to the following potential on the sphere
S6 : H = J21 + J
2
2 + J
2
3 + a
s3√
s2
1
+s2
2
. (4.36)
8) Quantum E14: The system is defined by
H = ∂2x + ∂
2
y +
a
z¯2
, X = ∂z ,
L1 =
i
2
{z∂z + z¯∂z¯, ∂z}+ az¯ , L2 = (z∂z + z¯∂z¯)2 + azz¯ ,
(4.37)
[L1, L2] = −{X,L2} − 12X, [X,L1] = −X2, [X,L2] = 2L1,
L21 +XL2X − bH − 14X2 = 0.
(4.38)
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This system is Sta¨ckel equivalent to
E12 : H = ∂2x + ∂
2
y +
az¯√
z¯2 + c2
. (4.39)
9) Quantum E6: The system is defined by
H = ∂2x + ∂
2
y +
a
x2
, X = ∂y,
L1 =
1
2
{x∂y − y∂x, ∂x} − ayx2 , L2 = (x∂y − y∂x)2 + ay
2
x2
,
(4.40)
with symmetry algebra
[L1, L2] = {X,L2}+ (2a+ 12)X, [L1, X ] = H −X2, [L2, X ] = 2L1,
L21 +
1
4
{L2, X2}+ 12XL2X − L2H + (a+ 34)X2 = 0.
(4.41)
This system is Sta¨ckel equivalent to
S5 : H = J21 + J
2
2 + J
2
3 +
a
(s1−is2)2 . (4.42)
10) Quantum E5: The system is defined by
H = ∂2x + ∂
2
y + ax, X = ∂y,
L1 = ∂xy +
1
2
ay, L2 =
1
2
{x∂y − y∂x, ∂y} − 14ay2,
(4.43)
[L1, L2] = 2X
3 −HX, [L1, X ] = −a2 , [L2, X ] = L1,
X4 −HX2 + L21 + aL2 = 0. (4.44)
This system is not Sta¨ckel equivalent to another constant curvature system.
11) Quantum E4: The system is defined by
H = ∂2x + ∂
2
y + a(x+ iy), X = ∂x + i∂y,
L1 = ∂
2
x + ax, L2 =
i
2
{x∂y − y∂x, X} − a4 (x+ iy)2,
(4.45)
[L1, X ] = a, [L2, X ] = X
2, [L1, L2] = X
3 +HX − {L1, X} ,
X4 − 2 {L1, X2}+ 2HX2 +H2 + 4aL2 = 0. (4.46)
This system is Sta¨ckel equivalent to
E13 : H = ∂2x + ∂
2
y +
a√
z
. (4.47)
12) Quantum E3 (harmonic oscillator): The system is determined by
H = ∂2x + ∂
2
y + a(x
2 + y2), X = x∂y − y∂x,
L1 = ∂
2
y − ω2y2, L2 = ∂xy + axy,
[L1, X ] = 2L2, [L2, X ] = H − 2L1, [L1, L2] = −2aX,
L21 + L
2
2 − L1H + aX2 − a = 0. (4.48)
This system is Sta¨ckel equivalent to the Kepler-Coulomb system,
E18 : H = ∂2x + ∂
2
y +
a√
x2+y2
. (4.49)
In this case, the Sta¨ckel transform coincides with the Kustaanheimo-Stiefel transformation
[111].
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4.2 Second-order superintegrability in nD
4.2.1 Classification in 3D conformally flat spaces
In this section, we review the structure and classification of second-order superintegrable
systems in 3D conformally flat space. For more detailed proof and further analysis, see the
original papers [79–81].
Consider a Hamiltonian in 3D conformally flat space, with metric ds2 = λ(x1, x2, x3)(dx
2
1+
dx22 + dx
2
3), given by, in Cartesian-like coordinates,
H = 1
λ(x1, x2, x3)
(
p21 + p
2
2 + p
2
3
)
+ V (x1, x2, x3). (4.50)
The second-order integrals of the motion are determined by the 3D version of the Killing
equations,
aiii =
3∑
j=1
−λj
λ
aij , i = 1, 2 (4.51)
2aiji + a
ii
j =
3∑
k=1
−λk
λ
ajk, i, j = 1, 2, i 6= j,
and the determining equations for the function W ,
Wj =
3∑
k=1
λ(x, y)ajkVk. (4.52)
Thus, the requirements for the existence of a second-order integral of motion in 3D can be
expressed in terms of the integrability conditions for these equations.
Theorem 12 A second-order function on phase space
S =
∑
1≤i,j≤3
aij(x1, x2, x3)pipj +W (x1, x2, x3) (4.53)
is an integral of the motion for H (4.50) if and only if the following hold:
1. The leading order term S0 =
∑
1≤i,j≤3 a
ij(x1, x2, x3)pipj is a conformal symmetry of
the free Hamiltonian on flat space H0 = p21 + p22 + p23; i.e. {H0,S0} = fH0 for some
function f = f(x1, x2, x3).
2. The functions aij and λ satisfy the integrability conditions for the Killing equations
(4.51), (
λ2a
12 + λ3a
13
)
2
=
(
λ1a
12 +
[
(a22 − a11)λ]
2
+ λ3a
23
)
1
(4.54)(
λ2a
12 + λ3a
13
)
3
=
(
λ1a
13 + λ2a
23 +
[
(a33 − a11)λ]
3
)
1(
λ1a
12 +
[
(a22 − a11)λ]
2
+ λ3a
23
)
2
=
(
λ1a
13 + λ2a
23 +
[
(a33 − a11)λ]
3
)
3
.
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3. The potential satisfies the Bertrand-Darboux equations
3∑
k=1
[
Vjkλa
kℓ + Vkℓλa
jk + Vk
(
(λakℓj + (λa
jk
ℓ
)]
= 0, j = 1, 2, 3, (4.55)
the integrability conditions for the function W (4.52).
The classification of the Hamiltonians which satisfy these requirements breaks into two
general classes, the degenerate and nondegenerate, but the full structure theory has been
worked out only for the nondegenerate case and for systems with bases that are functionally
independent.
Definition 12 The Hamiltonian (4.50) is nondegenerate if the Bertrand-Darboux equa-
tions (4.55) are satisfied identically as equations for the potential V .
It can be shown that nondegenerate systems depend on exactly 4 parameters, not including
the trivial additive parameter.
We have the following results for nondegenerate 3D superintegrable systems in confor-
mally flat space; many of the proofs follow a similar structure as those for the 2D case.
Theorem 13 Let H be a classical, nondegenerate second-order superintegrable system in a
3D conformally flat space. Then
1. the classical Hamiltonian can be extended to a unique covariant quantum second-order
superintegrable system. The potential of the quantum system differs from that of the
classical system by an additive term depending linearly on the scalar curvature.
2. the corresponding Hamilton-Jacobi or Schro¨dinger equations allow separation of vari-
ables in multiple coordinate systems,
3. the system is Sta¨ckel equivalent to either a system on flat space or the sphere. There
are exactly 10 systems in flat space and 6 on the sphere (though there is no published
proof as yet in the latter case).
Theorem 14 (5⇒ 6) [79] Let H be a nondegenerate superintegrable system in a 3D confor-
mally flat space, i.e. H admits 5 functionally independent second-order integrals satisfying
the requirements of Theorem 12. Then there exists an additional second-order integral such
that the 6 are functionally linearly independent.
With the addition of this 6th integral, the algebra closes to a quadratic algebra.
Theorem 15 Let H be a nondegenerate superintegrable system in 3D conformally flat space
which admits 5 (and hence 6) second-order integrals of the motion. Then
1. The space of third-order integrals is of dimension 4 and spanned by the Poisson brackets
of the 6 generators.
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2. The space of fourth-order integrals is of dimension 21 and spanned by quadratic poly-
nomials in the generators.
3. The space of sixth-order integrals is of dimension 56 and spanned by cubic polynomials
in the generators.
Thus, the quadratic algebra closes at sixth-order. Additionally, there is an eighth-order func-
tional relation between the 6, second-order integrals. Furthermore, the theorem holds for
quantum systems with Poisson brackets replaced by commutators and polynomials in the
generators replaced by their appropriately symmetrized counterparts.
Let us consider an example of a quadratic superintegrable system which is nondegenerate,
the singular isotropic oscillator:
H = ∂21 + ∂
2
2 + ∂
2
3 + a
2(x21 + x
2
2 + x
2
3) +
b1
x21
+
b2
x22
+
b3
x23
∂i ≡ ∂xi . (4.56)
A basis for the second-order constants of the motion is (with H =M1 +M2 +M3.)
Mℓ = ∂
2
ℓ + a
2x2ℓ +
bℓ
x2ℓ
, ℓ = 1, 2, 3,
Li = (xj∂k − xk∂j)2 + bjx
2
k
x2j
+
bkx
2
j
x2k
,
(4.57)
where i, j, k are pairwise distinct and run from 1 to 3. There are 4 linearly independent
commutators of the second-order symmetries:
S1 = [L1,M2] = [M3, L1], S2 = −[M3, L2] = [M1, L2], (4.58)
S3 = −[M1, L3] = [M2, L3], R = [L1, L2] = [L2, L3] = [L3, L1],
[Mi,Mj] = [Mi, Li] = 0, 1 ≤ i, j ≤ 3.
The fourth-order structure equations are [Mi, Si] = 0, 1 = 1, 2, 3, and
ǫijk[Mi, Sj] = 8MiMk − 16a2Lj +8a2, ǫijk[Mi, R] = 8(MjLj −MkLk) + 4(Mk −Mj), (4.59)
ǫijk[Si, Lj] = 8MiLi − 8MkLk + 4(Mk −Mi),
ǫijk[Li, Si] = 4{Li,Mk −Mj}+ 16bjMk − 16bkMj + 8(Mk −Mj),
ǫijk[Li, R] = 4{Li, Lk − Lj} − 16bjLj + 16bkLk + 8(Lk − Lj + bj − bk).
Here, {F,G} = FG + GF and ǫijk is the completely antisymmetric tensor. The fifth-order
structure equations are obtainable directly from the fourth-order equations and the Jacobi
identity. An example of the sixth-order equations is
S2i − 83{Lj,Mj ,Mk}+ 16a2L2i + (16bk + 12)M2j + (16bj + 12)M2k − 1043 MjMk
−176
3
a2Li − 163 a2(2 + 9bj + 9bk + 12bjbk) = 0.
(4.60)
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The remainder of the structure equations can be found in [100], where representations for
this quadratic algebra are obtained.
On the other hand, for true 3 parameter potentials (i.e. those which are not restrictions
of a 4 parameter potential) the 5 ⇒ 6 theorem no longer holds, the space of third-order
integrals is of dimension 3 and the there are sixth-order integrals which can not be expressed
as a polynomial in the generators. For example, consider the following extension of the
Kepler-Coulomb system, here given as a classical system
H = p21 + p22 + p23 +
α√
x21 + x
2
2 + x3
+
β
x21
+
γ
x22
,
L1 = J21 +
γ(x22 + x
2
3)
x22
, L2 = J22 +
β(x21 + x
2
3)
x21
,
L3 = J23 + (x21 + x22)
(
β
x21
+
γ
x22
)
,
L4 = p1J2 − p2J1 + x3
(
α
2
√
x21 + x
2
2 + x3
+
β
x21
+
γ
x22
)
. (4.61)
The third-order integrals are spanned by
R1 = {L1,L2} = {L2,L3} = {L3,L1} = −4J1J2J3 + . . .
R2 = {L1,L4} = 2p1J1J3 − 2p2J21 + . . .
R3 = {L2,L5} = 2p2J2J3 − 2p3J22 + . . .
0 = {L3,L5},
unlike in the non-degenerate case where the dimension was 4. Also unlike the non-degenerate
case, there is a sixth-order integral which cannot be expressed as a polynomial in the gen-
erators H,L1, . . .L5. Indeed, it is clear that the operator R2R3 will have a leading order
term of the form p3p2J
3
2J3 which cannot be obtained from any polynomial in the generators
H,L1, . . .L5.
This example demonstrates the difficulties which are encountered when trying to extend
the analysis to ND, while at the same time restricting to second-order superintegrability. In-
deed the structure of the previous system can be better understood by considering additional
higher-order integrals [89, 93, 176]. This topic will be taken up in the following chapters.
The most powerful methods we know for construction of second-order systems in higher
dimensional constant curvature spaces are based on orthogonal separation of variables for the
zero-potential Helmholtz and associated Hamilton-Jacobi equations, particularly separation
in “generic” Jacobi ellipsoidal coordinates, [75, 90, 96]. We give an example for n = 3 and
then generalize. Here, a “natural” basis for first-order symmetries is given by p1 ≡ px,
p2 ≡ py, p3 ≡ pz, J1 = ypz − zpy , J2 = zpx − xpz, J3 = xpy − ypx. Among the separable
systems for the Hamilton-Jacobi equation H = p2x + p2y + p2z = E there are 7 “generic”
Euclidean systems, depending on a scaling parameter c and up to three parameters e1, e2, e3.
For each such set of coordinates there is exactly one nondegenerate superintegrable system
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that admits separation in these coordinates simultaneously for all values of the parameters
c, ej. An example is the system < 23 > in Boˆcher’s notation [19],
< 23 > x− iy = 1
2
c(
u2 + v2 + w2
uvw
− 1
2
u2v2 + u2w2 + v2w2
u3v3w3
),
z =
1
2
c(
uv
w
+
uw
v
+
vw
u
), x+ iy = cuvw.
L1 = J21 + J22 + J23 + 2c2(p1 + ip2)p3, L2 = −2J3(J1 + iJ2) + c2(p1 + ip2)2.
The symmetries L1,L2 determine the separation in the variables u, v, w. If a nondegenerate
superintegrable system, with potential, separates in these coordinates for all values of the
parameter c, then the space of second-order symmetries must contain the 5 symmetries
H = p2x + p2y + p2z + V, S1 = J21 + J22 + J23 + f1, S2 = J3(J1 + iJ2) + f2,
S3 = (px + ipy)2 + f3, S4 = pz(px + ipy) + f4.
Solving the Bertrand-Darboux equations for the potential we find the unique solution
V (x) := α(x2 + y2 + z2) +
β
(x+ iy)2
+
γz
(x+ iy)3
+
δ(x2 + y2 − 3z2)
(x+ iy)4
.
Finally, we can use the symmetry conditions for this potential to obtain the full 6-dimensional
space of second-order symmetries. The other 6 generic cases yield corresponding results. All
second-order 3D Euclidean systems can be shown to be limits of these generic systems.
Further these generic separable coordinates have analogs for all dimensions n and lead to
nondegenerate superintegrable systems. The number of distinct generic superintegrable sys-
tems for each integer n ≥ 2 is ∑nj=0 p(j), where p(j) is the number of integer partitions of
j, given by the Euler generating function 1∏∞
k=1(1−tk) =
∑∞
j=0 p(j)t
j, [96]. By taking Sta¨ckel
transforms we can define superintegrable systems on many conformally flat spaces. Similarly,
each of the 5 generic separable coordinates on the complex 3-sphere leads to a nondegenerate
superintegrable system and this construction generalizes to n dimensions. The number of
distinct generic superintegrable systems for each integer n ≥ 2 is p(n+ 1) where p(j) is the
number of integer partitions of j,[96].
There are many constructions and analyses of second-order systems in n dimensions,
e.g., [7–10, 90, 104, 168] but as yet no general theory. We finish this chapter with a dis-
cussion of methods that may give a clear way to obtain general results about second-order
superintegrability in n dimensions, those of algebraic geometry
4.2.2 Classification: Relation with algebraic geometry
In this section, we review the basic results of [82] without the details in order to give a general
idea of the method and how it can be extended to higher dimensions. For a non-degenerate
system in complex Euclidean space, the Bertrand-Darboux equations (4.55) depend on es-
sentially 10 different functions. From the assumption that the integrability conditions (4.54)
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are identically satisfied as well as the integrability conditions for the potential, the deriva-
tives of these functions can be expressed as quadratic polynomials in the original functions
as well as 5 quadratic identities for the 10 functions.
If we consider the algebraic variety defined by these 5 polynomial functions in 10D, regular
points of this variety will determine a unique superintegrable system as long as the system
is closed under differentiation. This adds an additional quadratic function in the points,
which, when adjoined to the original set of equations gives an algebraic variety, closed un-
der differentiation each of whose regular points determine a non-degenerate superintegrable
system in 3D Euclidean space. Two points in the variety correspond to the same system
if and only if they lie on the same orbit under the action of the complex Euclidean group
E(3,C). In [83] it is shown that there are exactly 10 orbit families, corresponding to the 10
possible nondegenerate Euclidean systems. In [82] a similar analysis has been carried out
for 2D Euclidean systems. The corresponding analysis for superintegrable systems on the
complex sphere has not yet been carried out. For a start see [86].
The possibility of using methods of algebraic geometry to classify superintegrable systems
is very promising and suggests a method to extend the analysis in arbitrary dimension as
well as a way to understand the geometry underpinning superintegrable systems.
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5 Higher-order determining equations on Euclidean space
In this section, we move beyond second-order and into higher order superintegrability. We
begin the chapter with some general theory about the structure of higher-order integrals
for classical and quantum Hamiltonians in 2D real Euclidean space. A general form for the
integrals is given as well as the determining equations.
In section 5.2, we compare these results to those given in the previous chapter by con-
sidering second-order integrals and the classification of the solutions to the determining
equations in this case. In section 5.3, we give explicitly the determining equations for third-
order integrals. These are non-linear and very difficult to solve. One strategy is to assume
separation of variables and this in turn implies the existence of an additional first or second-
order integral of motion. All third-order superintegrable systems which admit separation of
variables in Cartesian, polar and parabolic coordinates have been classified. The results of
these investigations are reviewed in Section 5.3. Section 5.4 discusses the fourth-order case.
5.1 Determining equations for higher-order integrals
In order to determine the equations for higher-order integrals, we focus our attention on 2D
Hamiltonians with a real, scalar potential
H = p21 + p
2
2 + V (x, y). (5.1)
Theorem 16 A classical N-th order integral for the Hamiltonian (5.1) has the form
X =
[N
2
]∑
ℓ=0
N−2ℓ∑
j=0
fj,2ℓp
j
1p
N−j−2ℓ
2 , (5.2)
where fj,k(x, y) are real functions. The integral has the following properties:
1. The functions fj,2ℓ and the potential V (x, y) satisfy the determining equations
0 = 2
∂fj−1,2ℓ
∂x
+ 2
∂fj,2ℓ
∂y
− (j + 1)∂V
∂x
fj+1,2ℓ−2 − (N − 2ℓ+ 2− j)∂V
∂y
fj,2ℓ−2, (5.3)
fj,k = 0, j < 0, k < 0, j + k > N, k = 2ℓ+ 1. (5.4)
2. As indicated in (5.2), all terms in the polynomial X have the same parity.
3. The leading terms in (5.2) (of order N obtained for ℓ = 0) are polynomials of order
N in the enveloping algebra of the Euclidean (Poisson) Lie algebra E(2) with basis
{p1, p2, L3}.
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There are analogous results for quantum integrals although the proofs are more involved
in the quantum case, see [153]. The results are as follows. Note that for higher-order
integrals, there is a substantial difference between the classical and quantum case. In order
to keep track of this difference, we will continue to normalize the mass to 2 but will leave
the dependence of ~ in the quantum system.
Theorem 17 A quantum N-th order integral for the Hamiltonian (5.1) has the form
X =
1
2
∑
ℓ
∑
j
(−i~)N−2ℓ{fj,2ℓ, ∂jx∂N−2ℓ−jy }. (5.5)
fj,k = 0, j < 0, k < 0, j + k > N, k = 2ℓ+ 1. (5.6)
where fj,k(x, y) are real functions. The integral has the following properties:
1. The functions fj,2ℓ and the potential V (x, y) satisfy the determining equations for j =
0 . . .N + 1− 2ℓ, ℓ = 0 . . . ⌊(N + 2)/2⌋
0 = 2
∂fj−1,2ℓ
∂x
+ 2
∂fj,2ℓ
∂y
−(j+1)∂V
∂x
fj+1,2ℓ−2 −(N−2ℓ+2−j)∂V
∂y
fj,2ℓ−2 − ~2Qj,2ℓ,(5.7)
where Qj,2ℓ is a quantum correction term that is polynomial in ~
2 given below in (5.11)
2. As indicated in (5.5), the symmetrized integral will have terms which are differential
operators of the same parity.
3. The leading terms in (5.5) (of order N obtained for ℓ = 0) are polynomials of order N
in the enveloping algebra of the Euclidean Lie algebra E(2) with basis {p1, p2, L3}.
Let us just mention that as in the classical case, the observation of the parity constraint
reduces the possible functional coefficients by about half. Indeed, were one to express the
integral in the standard form with all of the differential operators on the right, the integral
would have N + 1 terms and be given by
X =
[N/2]∑
ℓ=0
N−2ℓ∑
j=0
(
fj,2ℓ − ~2φj,2ℓ
)
∂jx∂
N−2ℓ−j
y (−i~)N−2ℓ
−i~
[N−1/2]∑
ℓ=0
N−2ℓ−1∑
j=0
φj,2ℓ+1∂
j
x∂
N−2ℓ−1−j
y (−i~)N−2ℓ−1, (5.8)
where the φj,k are defined as
φj,2ℓ =
ℓ−1∑
b=0
2b+2∑
a=0
(−~2)b
2
(
j + a
a
)(
N − 2ℓ+ 2b+ 2− j − a
2b+ 2− a
)
∂ax∂
2b+2−a
y fj+a,2ℓ−2b−2 (5.9)
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φj,2ℓ+1 =
ℓ∑
b=0
1+2b∑
a=0
(−~2)b
2
(
j + a
a
)(
N − 2ℓ+ 2b− j − a
2b+ 1− a
)
∂ax∂
2b+1−a
y fj+a,2ℓ−2b. (5.10)
Note that these are polynomial in ~2.Without prior knowledge of the symmetrized structure,
the operator X would seem to depend on N + 1 functions instead of ⌊(N + 1)/2⌋.
Unlike in the classical case where it was clear that there were only ⌊(N + 2)/2⌋ sets of
determining equations, since {H,X} is a degree N + 1 polynomial with distinct parity, in
the quantum case this is not immediately clear. As was shown in [153], every other term
vanishes modulo the higher order terms and so the only independent determining equations
in the quantum case are the same as those in the classical case, up to a quantum correction
Qj,2ℓ given by
Qj,2ℓ =
(
2∂xφj−1,2ℓ + 2∂yφj,2ℓ + ∂2xφj,2ℓ−1 + ∂
2
yφj,2ℓ−1
)
−
ℓ−2∑
n=0
2n+3∑
m=0
(−~2)n
(
j +m
m
)(
N − 2ℓ+ 2n+ 4− j −m
2n+ 3−m
)
(∂mx ∂
2n+3−m
y V )fj+m,2ℓ−2n−4
−
ℓ−2∑
n=0
2n+2∑
m=0
(−~2)n
(
j +m
m
)(
N − 2ℓ+ 2n+ 3 + j −m
2n+ 2−m
)
(∂mx ∂
2n+2−m
y V )φj+m,2ℓ−2n−3
−
ℓ−1∑
n=0
2n+1∑
m=0
(−~2)n
(
j +m
m
)(
N − 2ℓ+ 2n+ 2− j −m
2n+ 1−m
)
(∂mx ∂
2n+1−m
y V )φj+m,2ℓ−2n−2.
In this form, it is clear that the quantum correction terms are polynomial in ~2 and so the
quantum determining equations go to the classical ones in the classical limit. In the integrable
case, these quantum correct terms have been studied [65–70] and, as will be seen for third-
and higher-order systems, there exist quantum integrable and superintegrable systems whose
potentials either change or vanish in the classical limit.
5.2 Second-order determining equations
As an example, consider the case of an integral of second-order and compare these deter-
mining equations with those analyzed in Section 4.1. There are two sets of determining
equations. The equations which require the leading order terms to be in the enveloping
algebra of E2,
0 =
∂fj−1,0
∂x
+
∂fj,0
∂y
, j = 0, . . . 3, (5.11)
these are the Killing equations (4.3) from Section 4 on Euclidean space. Note that there are
no quantum correction terms for this equation since it corresponds to ℓ = 0, and φj,0 and
hence Qj,0 are identically 0. The next and final set of equations are given by the following
equation for j = 0, 1
0 = 2
∂fj−1,2
∂x
+ 2
∂fj,2
∂y
− (j + 1)∂V
∂x
fj+1,0 − (2− j)∂V
∂y
fj,0 − ~2Qj,2, (5.12)
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with quantum correction terms
Qj,2 =
(
2∂xφj−1,2ℓ + 2∂yφj,2ℓ + ∂
2
xφj,2ℓ−1 + ∂
2
yφj,2ℓ−1
)
(5.13)
φj,1 =
1∑
a=0
1
2
(
j + a
a
)(
2− j − a
1− a
)
∂ax∂
1−a
y fj+a,0,
φj,2 =
2∑
a=0
1
2
(
j + a
a
)(
2− j − a
2− a
)
∂ax∂
2−a
y fj+a,0.
The equations (5.12) are the BD equations (4.5) with f0,2 = W the zeroth-order term of
the integral. However, recall from the previous chapter that the BD equations (4.5) have no
quantum correction term. For second-order superintegrable systems the quantum correction
term at this level does not vanish identically but only when the higher-order terms satisfy
the Killing equations (5.11).
Suppose now that the second-order terms satisfy these equations (5.11), so that the
integral is of the form (without loss of generality we assume A0,0,2 = 0)
X = A2,0,0L
2
3 + A1,1,0(L3p1 + p1L3) + A1,0,1(L3p2 + p2L3)
+A0,2,0(p
2
1 − p22) + 2A0,1,1p1p2 + f0,2(x1, x2). (5.14)
The remaining determining equations (5.12) for j = 0, 1 become
|
∂f0,2
∂x
= −2(A2,0,0y2+2A1,1,0y+A0,2,0)Vx+2(A2,0,0xy+A1,1,0x−A1,0,1y−A0,1,1)Vy
∂f0,2
∂y
= −2(A2,0,0xy+A1,1,0x−A1,0,1y−A0,1,1)Vx −2 (A2,0,0x2−2A1,0,1x−A0,2,0)Vy. (5.15)
The compatibility condition for the system (5.15) is
(−A2,0,0xy − A1,1,0x+ A1,0,1y + A0,1,1)(Vxx − Vyy)
− (A2,0,0(x2 + y2) + 2A1,1,0x+ 2A1,0,1y + 2A0,2,0)Vxy
−(A2,0,0y + A1,0,1)Vx + 3(A2,0,0x−A1,0,1)Vy = 0. (5.16)
Eq. (5.16) is exactly the same equation that we would have obtained if we had required that
the potential should allow the separation of variables in the Schro¨dinger equation in one of
the coordinate system in which the Helmholtz equation allows separation.
The Hamiltonian (5.1) is form invariant under Euclidean transformations, so we can
classify the integrals X into equivalence classes under rotations, translations and linear
combinations with H . There are two invariants in the space of parameters Aj,k,ℓ, namely
I1 = A2,0,0, I2 = (2A2,0,0A0,2,0 − A21,1,0 + A21,0,1)2 + 4(A2,0,0A0,1,1 −A1,1,0A1,0,1)2. (5.17)
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Solving (5.16) for different values of I1 and I2 we obtain :
I1 = I2 = 0 VC = f1(x) + f2(y)
I1 = 1, I2 = 0 VR = f(r) +
1
r2
g(φ) x = r cos φ, y = r sin φ
I1 = 0, I2 = 1 VP =
f(ξ) + g(η)
ξ2 + η2
x =
ξ2 − η2
2
, y = ξη
I1 = 1, I2 = l
2 6= 0 VE = f(σ) + g(ρ)
cos2 σ − cosh2 ρ
x = l cosh ρ cos σ
y = l sinh ρ sin σ
0 < l <∞.
(5.18)
We see that VC , VR, VP and VE correspond to separation of variables in Cartesian, polar,
parabolic and elliptic coordinates, respectively, and that second order integrability (in E2)
implies separation of variables. For second order superintegrability, two integrals of the form
(5.14) exist and the Hamiltonian separates in at least two coordinate systems.
Four three-parameter families of superintegrable systems exist namely
VI = α(x
2 + y2) +
β
x2
+
γ
y2
, VII = α(x
2 + 4y2) +
β
x2
+ γy
VIII =
α
r
+
1
r2
(
β
cos2 φ
2
+
γ
sin2 φ
2
), VIV =
α
r
+
1√
r
(β cos
φ
2
+ γ sin
φ
2
). (5.19)
The classical trajectories, quantum energy levels and wave functions for all of these systems
are known. The potentials VI and VII are isospectral deformations of the isotropic and an
anisotropic harmonic oscillator, respectively, whereas VIII and VIV are isospectral deforma-
tions of the Kepler-Coulomb potential. They correspond to cases E1, E2, E16, and E18
listed in Section 4.1.4.
While the situation is completely understood for second-order integrals, it is less so for
third-order ones. In the next section, we move onto the determining equations for the third-
order case and the classification results that have been obtained.
5.3 Third-order integrals
There are three sets of determining equations corresponding to ℓ = 0, 1, 2. The highest-order
terms are the same as in all dimensions,
0 =
∂fj−1,0
∂x
+
∂fj,0
∂y
, j = 0, . . . 5 (5.20)
and lead to the requirement that the highest-order terms be from the enveloping algebra.
They are solved by setting
f3,0 ≡ −A300y3 + A210y2 − A120y + A030,
f2,0 ≡ 3A300xy2 − 2A210xy + A201y2 + A120x− A111y + A021,
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f1,0 ≡ −3A300x2y − 2A201xy + A210x2 + A111x−A102y + A012,
f0,0 ≡ A300x3 + A201x2 + A102x+ A003.
In this case the quantum integral becomes
X =
∑
j+k+ℓ=3
Aj,k,ℓ
2
{
Lj3, p
k
1p
ℓ
2
}
+
1
2
{
f1,2 − ~2A2,1,0, p1
}
+
1
2
{
f0,2 − ~2A2,0,1, p2
}
. (5.21)
In analogy with other references [62, 63, 126, 183], we set fj,0 = F4−j and
G1 ≡ f1,2 − 3
2
~2A2,1,0 + 5~
2A3,0,0x, G2 ≡ f0,2 − 3
2
~2A2,0,1 − 5~2A3,0,0y.
The next set of equations, for ℓ = 1 are
0 = 2
∂fj−1,2
∂x
+ 2
∂fj,2
∂y
− (j + 1)∂V
∂x
fj+1,0 − (3− j)∂V
∂y
fj,0 − ~2Qj,2. (5.22)
Again, the quantum correction term vanishes on solutions of (5.20). The equations (5.22)
become
2(G1)x = 3F1Vx + F2Vy, j = 2, (5.23)
2(G1)y + 2(G2)x = 2(F2Vx + F3Vy), j = 1, (5.24)
2(G2)y = F3Vx + 3F4Vy, j = 0. (5.25)
Equations (5.23)-(5.25) satisfy the following linear compatibility conditions
0 = −F3Vxxx + (2F2 − 3F4)Vxxy + (−3F1 + 2F3)Vxyy − F2Vyyy
+ 2(F2y − F3x)Vxx + 2(−3F1y + F2x + F3y − 3F4x)Vxy + 2(−F2y + F3x)Vyy
+ (−3F1yy + 2F2xy − F3xx)Vx + (−F2yy + 2F3xy − 3F4xx)Vy. (5.26)
Finally, there is a single ℓ = 2 equation and it is given by
0 = G1Vx +G2Vy (5.27)
−~
2
4
(F1Vxxx+F2Vxxy+F3Vxyy+F4Vyyy+(8A300y + 2A210)Vx−(8A003x− 2A201)Vy) .
Again, it is interesting to note that the quantum correction term Q0,4 has a nontrivial term
depending on ~4 but this term vanishes on solutions of (5.20).
In general, these equations are difficult to solve and, indeed a full classification of their
solutions is still an open question. Early research on third-order integrals of motion was
first performed by Drach [40]. He considered the case of one third-order integral of motion
(in addition to the Hamiltonian) in two-dimensional complex space in classical mechanics.
He found 10 different complex potentials which allow a third-order integral. Later it was
shown that 7 of them are actually quadratically superintegrable and the third-order integral
is reducible, i.e. is the Poisson commutator of two second-order integrals [161, 185].
One approach to solving these systems which has lead to the most complete classification
is to assume separation of variables as well as the existence of a third-order integral; hence
the systems are superintegrable with integrals of degree 2 and 3. This has been completed
in Cartesian coordinate [62], polar coordinates [183] and parabolic coordinates [146].
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5.3.1 Cartesian coordinates
This case was considered in [62]. Here we review these classification results. For uniformity
we use the same approach as was used for the potentials separable in polar [183] and parabolic
coordinates [146]. The results agree with those of [62]. Also note that the mass here is
normalized to m = 2 while the results in [62] have m = 1.
Suppose that the Hamiltonian admits separation of variables in Cartesian coordinates as
well as a third-order integral. In this case, the potential separates as V = V1(x) + V2(y) and
the linear compatibility condition (5.26) reduces to
− F3V1,xxx + 2(F2,y − F3,x)V1,xx − (3F1,yy − 2F2,xy + F3,xx)V1,x =
F2V2,yyy + (F2,y − F3,x)V2,yy + (F2,yy − 2F3,xy + 3F4,xx)V2y. (5.28)
Differentiating (5.28) twice with respect to x gives two linear ODEs for V1:(
3A300x
2 + 2A201x+ A102
)
V
(5)
1 + (36A300x+ 12A201) V
(4)
1 + 84A300V
(3)
1 = 0, (5.29)(−A111x− A210x2 − A012)V (5)1 + (−12A210x− 6A111) V (4)1 − 28A210V (3)1 = 0. (5.30)
Differentiating (5.28) twice with respect to y gives two linear ODEs for V2:(
3A300y
2 − 2A210y + A120
)
V
(5)
2 + (36A300y − 12A210)V (4)2 + 90A300V (3)2 = 0, (5.31)(
A201y
2 − A111y + A021
)
V
(5)
2 + (12A201y − 6A111) V (4)2 + 30A201V (3)2 = 0. (5.32)
V1 will satisfy a linear ODE if either (5.29) or (5.30) are non-trivially satisfied. For these
equations to be satisfied identically, we must require
A300 = A111 = A210 = A201 = A012 = A102 = 0. (5.33)
V2 will also satisfy a linear equation unless equations (5.31) and (5.32) are satisfied identically
when
A300 = A111 = A210 = A201 = A021 = A120 = 0. (5.34)
Due to the symmetry in the coordinates x and y, there are essentially 3 possibilities for
solutions of the determining equations:
Case 1: Both V1 and V2 satisfy non-linear equations This is the case when all four
equations (5.29-5.32) are satisfied identically; this means that all the constants of (5.33) and
(5.34) are zero. In this case, the only non-zero constants are A030 and A003, equations (5.23-
5.25) can then be solved and the non-linear equation (5.27) separates. Up to translation in
x, y and the potential, it remains to only solve the following non-linear ODEs
12V 21 − ~2V (3)1 = A003σx, (5.35)
12V 22 − ~2V (3)2 = A030σy. (5.36)
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If σ = 0, the solutions can be expressed as a sum of Weierstrass elliptic functions in x and
y, respectively. In this case the system is not superintegrable since the third-order integrals
are algebraically dependent on the second-order ones. Otherwise, the solutions are given in
terms of solutions of the first Painleve´ equation (P1) [71]
Va = 2~
2ω21P1(ω1x) + 2~2ω22P1(ω2x), ω1 =
(
A003σ
~4
) 1
5
, ω2 =
(
A030σ
~4
) 1
5
. (5.37)
In the classical case, ~ = 0, the potential becomes
V = ±
√
β1x±
√
β2y. (5.38)
Case 2: V1 = ax
2+bx+c and V2 satisfies a non-linear equation This is the case when
only the two equations (5.29-5.30) are satisfied identically; this means that all the constants
of (5.33) are zero.
If a = b = 0, then the system is translation invariant in x; this case was addressed in [63].
With these restrictions, the determining equations can be solved explicitly and the potential
satisfies the equation,
~2V2,yy = 12V
2
2 + σ1V2 + σ2, (5.39)
for σ1 and σ2 some constants of integration. In the classical case (~ = 0) the leading order
term in (5.39) vanishes and the only solution is V2 = const and this corresponds to free
motion. In the quantum case, we can integrate (5.39) to obtain a first-order equation of the
form
~2(V2,y)
2 = 8(V − c1)(V − c2)(V − c3), (5.40)
where ci’s are constant (roots of a cubic equation). If all of the ci are real and different we
obtain, depending on the initial conditions we impose, two types of solutions in terms of
Jacobi elliptic functions
Vb = 2(~ω)
2k2sn2(ωy, k), or Vc =
2(~ω)2
sn2(ωy, k)
. (5.41)
If the roots satisfy c1,2 = p+ iq with p, q ∈ R, q > 0, c3 ∈ R, the solution is
Vd =
2(~ω)2
2 cn2(ωy, k) + 1
, (5.42)
(the constants ω ∈ R 0 < k < 1 are expressed in terms of c1, c2, c3). The potentials Vc and
Vd are singular and all three are periodic.
If the two roots coincide (i.e. k = 0 or k = 1) we get elementary solutions. They yield
superintegrable potentials of the form
Ve =
2(~ω)2
cosh2(ωy, k)
, Vf =
(~ω)2
sin2(ωy, k)
, Vg =
2(~ω)2
sinh2(ωy, k)
. (5.43)
55
Here Ve corresponds to the well known soliton solution of the Korteweg-de Vries equation,
Vg is a “singular soliton” solution and Vf is periodic and singular. If all three roots coincide,
we re-obtain a known superintegrable potential 2~2/x2.
There are two cases remaining, namely a 6= 0 or b 6= 0 in the potential V1. In the first
case, (5.23-5.25) can then be solved and (5.27) reduces to two non-linear equations. These
equations yield trivial solutions (i.e. solutions which satisfy linear equations as in Case 3)
unless A030 = 0 and A120 6= 0. In this case,(5.27) reduced to a single non-linear ODE
0 = −~2V (4)1 − 12a(xV1)′ + 12(V 21 )′′ − 2ax2V ′′1 + a2x2. (5.44)
As shown in [62], where the analysis is explained in more detail, the solutions can be expressed
in terms of solutions of the fourth Painleve´ equation P4 [71]. The potential becomes
Vh = a(x
2 + y2)± ~2
√
4aP ′4(x,
−4a
~2
) + 4aP24 (x,
−4a
~2
) + 4axP4(x, −4a
~2
). (5.45)
In the classical limit (as ~→ 0) the potential satisfies
cx2 − d2 + 2d(V1 − ax2)(3V1 + ax2) = (9V1 − ax2)(V1 − ax2)3, (5.46)
where c and d are arbitrary constants. It is interesting to note that it is possible to recover
both the simple harmonic oscillator or the anisotropic oscillator with a ratio of 1 : 3 as
special cases of both the classical and quantum system [62].
Finally, in the case that a = 0 and b 6= 0, again (5.23-5.25) can be solved and (5.27)
reduces to two non-linear equations. Depending on the choices of non-zero Aijk (the leading
terms in the third-order integral, the two non-linear equations reduce to
~2V ′′1 = 12V
2
1 + λx+ k, A030 6= 0 (5.47)
or
0 =
(
−3(V 21 )′ +
~2
4
V
(3)
1
)′
+ b ((xV ′1)
′ + 2V ′1) A030A021 6= 0. (5.48)
The solutions for this quantum system (5.47) are given in terms of solutions to the first
Painleve´ equation P1, (Vi below) and the solutions for (5.48) are given in terms of solutions
to the second Painleve´ equation P2, (Vj , Vk below)
Vi = ay + 2~
2ω2P1(ωx), (5.49)
Vj = bx+ ay + 2(2~b)
2
3P22
((
2b
~2
) 1
3 x, 0
)
, (5.50)
Vk = by + 2 (2~
2a2)
1
3
(
P ′2(−(4a~2)
1
3x, κ) + P22 (−(4a~2)
1
3x, κ)
)
. (5.51)
In the classical limit the solutions to (5.47) and (5.48) are given, respectively, by
Vℓ = ay + b
√
x, Vm = ay + V1(x), d = V1(V1 − bx)2. (5.52)
Throughout, a, b, c and d are arbitrary constants. We stress that the classical limit of the
exotic potentials are always singular and we must take the limit of the determining equations
rather than the limit of the solutions.
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Case 3: V1 and V2 satisfy linear equations In the cases where at least one of the
equations (5.29-5.30) and (5.31-5.32) is not satisfied identically, the potential functions satisfy
linear equations and in particular are rational functions. In this case, the method of solving
the system is to simply solve these linear ODEs for V1 and V2, then solve (5.23-5.25) and
replace the solutions into (5.27). The equation (5.27) then becomes a functional equation
for the parameters of the system which must hold for all values of x and y. This restricts the
possible cases to the following:
V =

~2
4α4
(x2 + y2) + 2~
2
(x−α)2 +
2~2
(x+α)2
,
~2
4α4
(x2 + y2) + 2~
2
y2
+ 2~
2
(x+α)2
+ 2~
2
(x−α)2 ,
~2
4α4
(x2 + y2) + 2~
2
(y−α)2 +
2~2
(x−α)2 +
2~2
(y+α)2
+ 2~
2
(x+α)2
,
a(9x2 + y2), also classical, 3:1 oscillator,
a(9x2 + y2) + 2~
2
y2
,
~2
4α4
(9x2 + y2) + 2~
2
(y+α)2
+ 2~
2
(y−α)2 .
(5.53)
Again, this list is taken from [62] although we have omitted the systems which are second-
order superintegrable. Recall, that if a system is second-order superintegrable then it will
have an integral of third-order obtained from taking the commutator (or Poisson commu-
tator) of the two integrals which are not the Hamiltonian. Also, several of these systems
are classically superintegrable, where ~ is considered a constant not set to 0. For example,
the harmonic oscillator with rational frequencies is superintegrable even with the presence
of singular terms [47, 166]. However the integrals will be higher-order polynomials in the
momenta. The specifically quantum potentials here indicate the existence of a factorized
form of the integrals for certain, ~-dependent, choices of constants.
This completes the classification of third-order superintegrable systems which admit sep-
aration of variables in Cartesian coordinates.
5.3.2 Polar coordinates
Now, let us consider potentials allowing separation of variables in polar coordinates [183]
V = R(r) +
1
r2
S(θ). (5.54)
The linear compatibility condition reduces to
0 = r4F3R
′′′ + (2r4F3,r − 2r2F2,θ + 3r (2 r2F3 − F1))R′′
+ (r4F3,rr + 2 r
2(3F3,r + 3F3 − F2,rθ)− 4 rF2,θ + 3F1,θθ)R′
+ 1
r2
F2S
′′′ − 1
r3
(2r3F3,r − 2rF2,θ + 6F1)S ′′
+ 1
r3
(3r5F4,rr + 6r
4F4,r − 2r3F3,rθ + 3r2F2,r + r(F2,θθ − 2F2)− 12F1,θ)S ′
− 1
r3
(2r4F3,rr − 12r3F3,r + 4r2(3F3,r − F2,rθ) + 4rF2,θ + 6F1,θθ + 18F1)S,
(5.55)
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where the Fi’s are given by
F1 = A1 cos 3θ + A2 sin 3θ + A3 cos θ + A4 sin θ,
F2 =
−3A1 sin 3θ+3A2 cos 3θ−A3 cos θ+A4 sin θ
r
+B1 cos 2θ +B2 sin 2θ +B0,
F3 =
−3A1 cos 3θ−3A2 sin 3θ+A3 cos θ+A4 sin θ
r2
+ −2B1 sin 2θ+2B2 cos 2θ
r
+ C1 cos θ + C2 sin θ,
F4 =
A1 sin 3θ−A2 cos 3θ−A3 sin θ+A4 cos θ
r3
− B1 cos 2θ+B2 sin 2θ+B0
r2
− C1 sin θ−C2 cos θ
r
+D0,
with
A1 =
A030−A012
4
, A2 =
A021−A003
4
, A3 =
3A030+A012
4
,
A4 =
3A003+A021
4
, B1 =
A120−A102
2
, B2 =
A111
2
, B0 =
A120+A102
2
,
C1 = A210, C2 = A201, D0 = A300.
Here we summarize the results of [183]. Beginning with the linear compatibility condi-
tion, (5.55), it is possible to obtain by differentiating with respect to r several differential
consequences which are ODEs for the function R(r). These are then solved and the possible
choices are reduced to 4 cases: R(r) = ar2, R(r) = a/r, R(r) = 0, or the equations for R(r)
vanish by choice of the Ajkℓ.
In the case that R(r) = ar2, the only solution is the second-order superintegrable isotropic
oscillator with singular terms (E1/Smorodinsky-Winternitz I). Similarly, the case where
R(r) = a/r leads to a Kepler-Coulomb potential with singular term (E16/Smorodinsky-
Winternitz III).
Finally, consider the cases that the equations for R are satisfied identically. This can
occur if R(r) arbitrary and only A300 6= 0 or R(r) = 0. In the first case, this leads to the
potential[183]
V (r, θ) = R(r) +
2~2
r2
P(θ, t2, t3),
where R(r) is arbitrary and P(θ, t2, t3) is the Weierstrass elliptic function [23]. This potential
allows a third-order integral, however it is algebraically related to the second-order one and
the system is hence not superintegrable. However, if R(r) = 0 then the system admits
two third-order integrals one of which is algebraically independent of the two second-order
integrals. The remaining cases when R(r) = 0 include the rational three-body Calogero
system (or a special case of the TTW system [181])
V =
a
r2 cos2(3θ)
,
which is known to be superintegrable [194]. There are also potentials which satisfy nonlinear
equations. These occur when R(r) = 0 and the linear compatibility condition (5.55) for
S(θ) are satisfied trivially, i.e. when all the constants except A300, A210 and A201 are 0.
This leads to a quantum superintegrable potential expressed in terms of the sixth Painleve´
transcendent[71], PV I(sin θ/2). The potential is given by
V (r, θ) =
2
r2
(
~2W ′(x±)− ±8~
2 cos θW (x±) + 4β1 + ~2
4 sin2 θ
)
, x± = cos2 θ, sin2 θ, (5.56)
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with
W (x) =
x2(x− 1)2
4P6(P6 − 1)(P6 − x)
[
P ′6 −
P6(P6 − 1)
x(x− 1)
]2
+
1
8
(1−
√
2γ1)
2(1− 2P6)
−1
4
γ2
(
1− 2xP6
)
− 1
4
γ3
(
1− 2(x− 1)P6 − 1
)
+
(
1
8
− γ4
4
)(
1− 2x(P6 − 1)P6 − x
)
.(5.57)
The classical limit of this system ~ = 0 is given by
V =
T˙ (θ)
r2
, (5.58)
where T satisfies a first order linear ODE,
3z2(1 + z2)T ′2 + 2zTT ′ − T 2 + 2(β1z2 − β2z)T ′ + 2β2T + K1
2
= 0, z = tan θ. (5.59)
To summarize, for systems which admit separation of variables in polar coordinates as
well as a third-order integral, there are the second-order superintegrable systems which
separate in polar coordinates, the rational three-body Calogero system, as well as two new
quantum systems depending either the Weierstrass elliptic function or the sixth Painleve´
transcendent. Finally, there is also a new classically superintegrable system with the radial
part of the potential satisfying a first-order nonlinear ODE (5.58), (5.59).
5.3.3 Parabolic coordinates
In the final case considered here, let us assume that the potential separates in parabolic
coordinates, x = 1
2
(ξ2 − η2), y = ξη,
H = − ~
2
ξ2 + η2
(
∂2
∂ξ2
+
∂2
∂η2
)
+ V (ξ, η), (5.60)
V (ξ, η) =
W1(ξ) +W2(η)
ξ2 + η2
. (5.61)
The compatibility condition (5.26) becomes
0 = F3Vξξξ + (3F4 − 2F2)Vξξη + (3F1 − 2F3)Vξηη + F2Vηηη
+
(
2(F3 ξ − F2 η)− 3ξF1−6ηF2+7 ξ F3ξ2+η2
)
Vξξ +
(
2(F2 η − F3 ξ)− 3 η F4−6 ξ F3+7ηF2ξ2+η2
)
Vηη
+
(
2 (3F1 η − F2 ξ − F3 η + 3F4 ξ)− 21 η F1−5 η F3−5 ξ F2+21 ξ F4ξ2+η2
)
Vξη
+AVη +B Vξ,
(5.62)
where
A = F2 η η − 2F3 η ξ + 3F4 ξ ξ + −7η F2 η − ξ F2 ξ + 6ξ F3 η + 6η F3 ξ − 3η F4 η − 21ξ F4 ξ
ξ2 + η2
+2
21 ξ2F4 + F2ξ
2 + 7 η2F2 − 12 ξ η F3 + 3F4η2
(ξ2 + η2)2
,
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B = 3F1 η η − 2F2 η ξ + F3 ξ,ξ − 21η F1 η + 3ξ F1 ξ − 6ξ F2 η − 6η F2 ξ + η F3 η + 7ξ F3 ξ
ξ2 + η2
+2
F3η
2 + 3F1ξ
2 + 21 η2F1 − 12 ξ η F2 + 7 ξ2F3
(ξ2 + η2)2
.
As explained in [146], these equations can be solved in a similar manner to the previous
cases of Cartesian and polar coordinates. However, unlike the previous cases, all such super-
integrable systems are second-order superintegrable. It is not difficult to see that the linear
compatibility condition (5.62) vanishes identically only when all of the Ajkℓ are zero. Thus,
the potential terms W1(ξ),W2(η) always satisfy some non-trivial linear ODE. All that re-
mains is to show by brute force that the only possible solutions of the determining equations
are known second-order superintegrable systems.
Thus, we have shown that for systems which admit a third-order integral and separation
of variables, there are new, truly third-order systems in the case of Cartesian and polar
coordinates although not for parabolic. It is unknown what happens in the case of general
elliptic coordinates, though we conjecture that, in this case, there will be no non-trivial
solutions for the linear compatibility conditions, in analogy with the parabolic cases. Hence,
it would seem that the existence of potentials which satisfy non-linear equations exist only
when there is separation in subgroup type coordinates. This is still an open question.
5.3.4 Summary of the case of third-order integrals
First of all, let us sum up the cases of third-order superintegrability that have been obtained.
In classical mechanics they are given in Table 1. We omit those for which the third-order
Table 1: Classical third-order superintegrable systems
V original reference
a(9x2 + y2), from [62], C.4
±√β1x±
√
β2y, C.5
ay2 + V1 where V1 satisfies equation (5.46), C.6
ay + b
√
x, C.7
ay2 + V1 where (V1 − bx)2V1 = d, C.8
α
r2 sin2 3θ
, from [183], (4.21)
T˙ (θ)
r2
where T satisfies equation (5.59), (5.1).
integral is a Poisson commutator of two second-order integrals, since such systems are already
second-order superintegrable. The potentials (C.4) and (4.21) were already known (see
[73, 194]). The others are new. The finite trajectories for all of these potentials have been
shown to be periodic (as they must be) [125, 126].
The results in the quantum case are considerably richer and are reproduced in Table 2.
The systematic study of superintegrable systems with at least one third-order integral of
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.Table 2: Quantum third-order superintegrable systems
V original reference
~2
4α4
(x2 + y2) + 2~
2
(x−α)2 +
2~2
(x+α)2
, from [62], (Q.5)
~2
4α4
(x2 + y2) + 2~
2
y2
+ 2~
2
(x+α)2
+ 2~
2
(x−α)2 , (Q.6)
~2
4α4
(x2 + y2) + 2~
2
(y−α)2 +
2~2
(x−α)2 +
2~2
(y+α)2
+ 2~
2
(x+α)2
, (Q.7)
a(9x2 + y2), (Q.9)
a(9x2 + y2) + 2~
2
y2
, (Q.10)
~2
4α4
(9x2 + y2) + 2~
2
(y+α)2
+ 2~
2
(y−α)2 , (Q.11)
2~2ω21P1 (ω1x) + 2~2ω22P1 (ω2x) , (Q.17)
a(x2 + y2)± ~2√4aP ′4(x, −4a~2 ) + 4aP24 (x, −4a~2 ) + 4axP4(x, −4a~2 ), (Q.18)
ay + 2~2ω2P1(ωx), (Q.19)
bx+ ay + 2(2~b)
2
3P22
((
2b
~2
) 1
3 x, 0
)
, (Q.20)
ay + 2 (2~2b2)
1
3
(
P ′2(−(4b/~2)
1
3x, κ) + P22 (−(4b/~2)
1
3x, κ)
)
, (Q.21)
2(~ω)2k2sn2(ωy, k), 2(~ω)
2
sn2(ωy,k)
, 2(~ω)
2
2(cn2(ωy,k)+1)
, from [63], (4.11)
α
r2 sin2 3θ
, from [183], (4.21)
2
r2
(
~2W ′(x±)− ±8~
2 cos θW (x±)+4β1+~2
4 sin2 θ
)
, where W satisfies (5.57), (4.44)
~2
r2
P(θ, t2, t3), (4.55).
motion confirms in a striking manner the differences between classical and quantum integra-
bility. In the case of second-order integrability and superintegrability, it suffices to determine
all classical superintegrable systems. The quantum systems can be obtained from the clas-
sical ones by the usual quantization procedure. The potentials are the same in both cases.
The integrals of motion are also the same up to symmetrization of the operators. For third
and higher-order integrals the situation is quite different. As we have shown in Section 5.1
and especially in Section 5.3 the determining equations in the quantum case contain terms
proportional to ~2 (or powers of ~2). Thus the potentials in the quantum case can be quite
different than in the classical one, as can the integrals of motion. An extreme case of this
occurs when the potential is proportional to ~2 and in the classical limit corresponds to free
motion.
The Painleve´ transcendent potentials have interesting polynomial algebras [121, 125].
Their representations can be used to calculate energy levels. There exist interesting connec-
tions with supersymmetric quantum mechanics that make it possible to calculate the wave
functions in such potentials [119, 120, 126]. This has so far been carried out for the potential
expressed in terms of the Painleve´ transcendent P4 [120]. Interestingly it turns out that this
potential is an isospectral deformation of the harmonic oscillator: the spectrum depends
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linearly on one quantum number with integer values and hence coincides with that of the
isotropic 2D harmonic oscillator. The degeneracy of the energy levels is however different
and resembles that of an anisotropic harmonic oscillator. An analysis of these questions goes
beyond the scope of the present review, though for P4 they are treated in [120]. The fact that
the Schro¨dinger equation with a Painleve´ function potential can be solved algebraically lends
further credence to the conjecture that all (Euclidean) maximally superintegrable potentials
are exactly solvable [178].
5.4 Fourth-order integrals
We consider the 4th order classical operator defined by
X =
4∑
j=0
fj,0p
j
1p
4−j
2 +
2∑
j=0
fj,2p
j
1p
2−j
2 + f0,4. (5.63)
Again, the highest order determining equations require that the term fj,0p
j
1p
3−j
2 be in the
enveloping algebra of E(2,R) and so we can rewrite it as
4∑
j=0
fj,0p
j
1p
4−j
2 =
∑
i+j+k=4
Aijkp
i
1p
j
2L
k
3, L3 = xp2 − yp1.
In analogy with the third-order case and to draw comparisons with the standard form of the
third-order equations in the literature, we make the following definitions:
f22 = g1, f12 = g2, f0,2 = g3, (5.64)
and
F1 ≡ 4(−A004y4 + A103y3 − A202y2 + A301y − A400),
F2 ≡ 4A004xy3 + A013y3 − 3A103xy2 − A112y2 + 2A202xy − A211y − A301x−A310,
F3 ≡ −6A004x2y2 − 3A013xy2 + 3A103x2y − A002y2 −A202x2 − A211x+ A121y − A220,
F4 ≡ 4A004x3y −A103x3 + 3A013x2y − A112x2 + 2A022xy −A121x− A103,
F5 ≡ −4(A004x4 + A013x3 + A022x2 + A031x+ A040). (5.65)
In this form, the determining equations for the classical systems are given by
0 = 2g1,x + F1Vx + F2Vy, (5.66)
0 = 2g2,x + 2g1,y + 3F2Vx + 2F3Vy, (5.67)
0 = 2g3,x + 2g2,y + 2F3Vx + 3F4Vy, (5.68)
0 = 2g3,y + F4Vx + F5Vy, (5.69)
and
f04,x = g1Vx +
1
2
g2Vy, (5.70)
f04,y =
1
2
g2Vx − g3Vy. (5.71)
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The compatibility equations for (5.66)-(5.69) are linear and given by
0 = ∂yyy (F1Vx + F2Vy)− ∂xyy (3F2Vx + 2F3Vy)+ ∂xxy (2F3Vx + 3F4Vy)− ∂xxx (F4Vx + F5Vy) .
Equations (5.70) and (5.71) have nonlinear compatibility equations.
For the quantum integral, we take the following choice of symmetrization
X =
∑
j+k+l=4
Ajkl
2
{Lj3, pk1pl2}+
(−i~)2
2
({g1, ∂2x}+ {g2∂x∂y}+ {g3, ∂2y})+ f04. (5.72)
Note again that, as shown in [153], a different choice would lead to an ~2 correction term
in g1, g2 or g3. The determining equations are given by the first 4 equations for the classical
system given (5.66), (5.67), (5.68), (5.69) and the last two equations with a correction term
of order ~2
f04,x = 2g1Vx+ g2Vy (5.73)
+~
2
4
(
(F2 + F4)Vxxy − 4(F1 − F5)Vxyy − (F2 − F6)Vyyy
+(F2,y − F5,x)Vxx − (13F1,y + F4,x)Vxy − 4(F2,y − F5,x)Vyy
+2(6A400x
2 + 62A400y
2 + 3A301x− 29A310y + 9A220 + 3A202)Vx
+2(56A400xy + 13A310x− 13A301y + 3A211)Vy
)
,
f04,y = g2Vx+ 2g3Vy (5.74)
+~
2
4
(
−(F2 + F4)Vxxx + 4(F1 − F5)Vxxy + (F2 − F6)Vxyy
+4(F1,y − F4,x)Vxx − (F2,y + 13F5,x)Vxy − (F1,y − 3F4,x)Vyy
+2(56A400xy − 13A310x+ 13A301y + 3A211)Vx
+2(62A400x
2 + 6A400y
2 + 29AA301x− 3A310y + 9A202 + 3A220)Vy
)
.
Note that the terms on the second line of each equation are the quantum corrections terms
Q0,4 and Q1,4 and, similarly to case N = 2, 3, the terms proportional to ~
4 in (5.11) vanish
identically.
The only known attempt to solve these equations directly, was given in [152] where a
nonseparable superintegrable system was constructed with a third and fourth-order integral.
What resulted was the following system, which is a quantum version of a special case of the
Drach systems:
Theorem 18 The operator triplet (H,X, Y ) with
H =
1
2
(p21 + p
2
2) +
αy
x
2
3
− 5~
2
72x2
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X = 3p21p2 + 2p
3
2 + {
9α
2
x
1
3 , p1}+ {3αy
x
2
3
− 5~
2
24x2
, p2}
Y = p41 +
{
2αy
x
2
3
− 5~
2
36x2
, p21
}
−
{
6x
1
3α, p1p2
}
− 2α
2(9x2 − 2y2)
x
4
3
− 5α~
2y
9x
8
3
+
25~4
1296x4
constitutes a quantum superintegrable system that does not allow multiplicative separation of
variables in the Schro¨dinger equation in any system of coordinates.
The work on third-order superintegrable systems which admit separation of variables in
one coordinate system represents the only successful effort to classify solutions for higher-
order superintegrability directly from the structure equations. The study of third-order
superintegrability has lead to qualitatively new types of superintegrable quantum potentials,
the Painleve´ transcendent ones. These are solutions of second-order nonlinear ODEs and
they do not satisfy any linear ODE. The system of determining equations obtained in Sec-
tion 5.1 is overdetermined. Hence there will always exist compatibility conditions for the
potential, some of them linear. In the case of potentials allowing separation of variables
in subgroup type coordinates (Cartesian and polar) the compatibility conditions could be
satisfied trivially. This was done by setting some of the leading coefficients in the third-
order integral equal to 0 without out annihilating completely the highest order term. For
potentials separating in parabolic coordinates this was not possible. A study of higher-order
superintegrability, in particular the fourth-order case, could lead to interesting results, such
as new transcendent functions with the Painleve´ property.
As demonstrated by the example of fourth-order integrals, the number of determining
equations and unknowns grow quickly and it becomes computationally inefficient to address
these determining equations directly. For a long time research into higher-order superinte-
grability was stymied by the intractability of the determining equations for such higher-order
integrals. However, as we will see in the next sections, new methods of construction and ver-
ification of higher-order integrals, beyond brute force analysis of the determining equations,
has led to a flourishing of new results.
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6 Higher order classical superintegrable systems
6.1 The problems and the breakthroughs
Until very recently, few examples beyond the anisotropic oscillator were known of super-
integrable systems with orders N > 3 and there was almost no structure theory in either
the classical or quantum case. There were two basic issues: 1) How to construct numerous
examples of systems of higher order and in many dimensions, to develop enough insight to
produce a classification theory. 2) How to compute efficiently the commutators of symmetry
operators of arbitrarily high order, to verify superintegrability and determine the structure
equations. A breakthrough for the first issue came with the publication of two papers by
Tremblay, Turbiner and Winternitz, [181, 182], the first in 2009. They started with the 2nd
order superintegrable system
H = ∂2x + ∂
2
y − ω2(x2 + y2) +
α
x2
+
β
y2
, (6.1)
with a classical analog also superintegrable. (Actually, they used the physical version of the
Hamiltonian rather than the one used here, so that the sign of the energy flips.) They wrote
the Schro¨dinger equation in polar coordinates r, θ, separable for this system, and replaced θ
by kθ where k = p/q and p, q are relatively prime integers. After renormalization, the TTW
system and its classical analog become
H = ∂2r +
1
r
∂r +
1
r2
∂2θ − ω2r2 +
1
r2
(
α
sin2(kθ)
+
β
cos2(kθ)
), (6.2)
H = p2r +
1
r2
∂2θ + ω
2r2 +
1
r2
(
α
sin2(kθ)
+
β
cos2(kθ)
). (6.3)
The authors noted that the Hamilton-Jacobi equation H = E is still separable in r, θ co-
ordinates so it admits H and the 2nd order symmetry L2 responsible for the separation
as symmetries. The TTW system is superintegrable if there exists a third constant of the
motion, which may be of arbitrarily high order, dependent on k. They noted that for small
values of p, q these systems were already known to be superintegrable (but usually repre-
sented in Cartesian coordinates). For k = 1 this is the caged isotropic oscillator, for k = 1/2
it is [E16] in the constant curvature system list in [76], for k = 2 it is a Calogero system on
the line, [24, 29], etc. They conjectured and gave strong evidence that the TTW systems
were classically and quantum superintegrable for all rational k. This conjecture had broad
influence and led to a flurry of activity to prove the conjectures. It showed how an infinite
number of higher order superintegrable systems could be generated from a single 2nd order
system. It was soon applied to generate numerous other families of higher order systems and
in n > 2 variables, [84, 85, 87].
The basic problem for proof of the conjectures was exhibiting symmetries of arbitrarily
high order. For simple choices such as k = 6 the expression for the symmetry operator
required several printed pages. The problem was solved for odd k in [160] and first solved in
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general in the papers [87, 97]. There have been other proofs of the conjecture using different
methods: [117] using the methods of differential Galois theory, [57, 64] by direct computation
of the action angle variables and [163] using factorization of the integrals. In [92] a general
method was introduced that enabled explicit structure equations to be calculated. We here
discuss the present state of the classical theory from this point of view.
6.1.1 The construction tool for classical systems
There are far more verified superintegrable Hamiltonian systems in classical mechanics than
was the case in 2009. The principal method for constructing and verifying these new systems
requires the assumption that the root system, such as (6.3), admits orthogonal separation of
variables. For a Hamiltonian system in 2n-dimensional phase space the variable separation
gives us n 2nd order constants of the motion in involution. We first review a general proce-
dure, essentially the construction of action angle variables, which yields an additional n− 1
constants, such that the set of 2n − 1 is functionally independent. This is particularly of
interest when it is possible to extract n new constants of the motion that are polynomial in
the momenta. We show how this can be done in many cases, starting with the construction
of action angle variables for nD Hamiltonian systems.
Consider a classical system in n variables on a Riemannian manifold that admits sepa-
ration in orthogonal separable coordinates x. Then there is an n × n nonsingular Sta¨ckel
matrix S = (Sij(xi)), [174] and the Hamiltonian is
H = L1 =
n∑
i=1
T1i
(
p2i + vi(xi)
)
=
n∑
i=1
T1i p
2
i + V (x1, · · · , xn),
where V =
∑n
i=1 T1i vi(xi), and T is the matrix inverse to S:
n∑
j=1
TijSjk =
n∑
j=1
SijTjk = δik, 1 ≤ i, k ≤ n. (6.4)
Here, we must require Πni=1T1i 6= 0. We define the quadratic constants of the motion Lk, k =
1, · · · , n by
Lk =
n∑
i=1
Tki(p
2
i + vi), k = 1, · · · , n, or p2i + vi =
n∑
j=1
SijLj , 1 ≤ i ≤ n. (6.5)
As is well known, {Lj,Lk} = 0, 1 ≤ j, k ≤ n. Furthermore, by differentiating identity
(6.4) with respect to xh we obtain
∂hTiℓ = −
n∑
j=1
TihS
′
hjTjℓ, 1 ≤ h, i, ℓ ≤ n, S ′hj ≡ ∂hShj.
Now we define nonzero functionsMkj(xj ,L1, · · · ,Ln) by the requirement {Mkj,Lℓ} = TℓjSjk, 1 ≤
k, j, ℓ ≤ n. It is straightforward to check that these conditions are equivalent to the differen-
tial equations 2pj∂jMkj = Sjk. Set L˜q =
∑n
j=1Mqj , 1 ≤ q ≤ n. Then we have {L˜q,Lℓ} =
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∑n
j=1 TℓjSjq = δℓq. This shows that the 2n−1 functions H = L1,L2, · · · ,Ln, L˜2, · · · , L˜n, are
constants of the motion and they are functionally independent.
In the special case of n = 2 dimensions we can always assume that the Sta¨ckel matrix
and its inverse are of the form
S =
(
f1 1
f2 −1
)
, T =
1
f1 + f2
(
1 1
f2 −f1
)
, (6.6)
where fj is a function of the variable xj alone, [41] . The constants of the motion L1 = H
and L2 are given to us via variable separation. We want to compute a new constant of the
motion L˜2 functionally independent of L1,L2. Setting M21 =M, M22 = −N , we see that
2p1
d
dx1
M = 1, 2p2
d
dx2
N = 1. (6.7)
from which we determine M,N . Then L˜2 =M −N is the constant we seek.
6.1.2 Application for n = 2: The TTW system
As we have seen, for n = 2 and separable coordinates x1 = x, x2 = y we have
H = L1 = 1
f1(x) + f2(y)
(p2x + p
2
y + v1(x) + v2(y), (6.8)
L2 = f2(y)
f1(x) + f2(y)
(
p2x + v1(x)
)− f1(x)
f1(x) + f2(y)
(
p2y + v2(y)
)
.
The constant of the motion L˜2 = M − N constructed by solving equations (6.7) is usually
not a polynomial in the momenta. We describe a procedure for obtaining a polynomial from
M −N , based on the observation that integrals
M =
1
2
∫
dx1√
f1H + L2 − v1
, N =
1
2
∫
dx2√
f2H− L2 − v2
,
can often be expressed in terms of multiples of the inverse hyperbolic sine or cosine , and
the hyperbolic functions satisfy addition formulas. Thus we will search for functions fj , vj
such that M and N possess this property. There is a class of prototypes for this construc-
tion, namely the 2nd order superintegrable systems. We start our construction with one of
these 2nd order systems and add parameters to get a family of higher order superintegrable
systems. We illustrate this by considering the TTW system in detail.
The TTW Hamiltonian (6.3) admits a second order constant of the motion corresponding
to separation of variables in polar coordinates, viz
L2 = p2θ +
α
cos2 kθ
+
β
sin2 kθ
. (6.9)
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To demonstrate superintegrability we need to exhibit a third polynomial constant of the
motion that is functionally independent of H,L2. We apply the action angle variable con-
struction above. In terms of the new variable r = eR the Hamiltonian assumes the canonical
form
H = e−2R
(
p2R + p
2
θ + ω
2e4R +
α
cos2(kθ)
+
β
sin2(kθ)
)
.
To find extra invariants we first construct a function M(R) such that {M,H} = e−2R, or
2pR∂RM = 1. This equation has a solution M =
i
4
√L2B where
sinhB = i
(2L2e−2R −H)√H2 − 4ω2L2
, coshB =
2
√L2e−2RpR√H2 − 4ω2L2
,
and we also have the relation p2R+L2+ω2e4R−e2RH = 0. Similarly N(θ) satisfies {N,H} =
e−2R, or 2pθ∂θN = 1, with solution N = − i4√L2kA where
sinhA = i
−β + α−L2 cos(2kθ)√
(L2 − α− β)2 − 4αβ
, coshA =
√L2 sin(2kθ)pθ√
(L2 − α− β)2 − 4αβ
.
Then M − N is a constant of the motion and, since it satisfies {M − N,L2} 6= 0, it is
functionally independent of L2.
From these expressions for M and N we see that if k = p/q (where p, q are relatively
prime integers) then −4ip√L2[N −M ] = qA+pB and any function of qA+pB is a constant
of the motion (not polynomial in the momenta). Rather than dealing with sinh x, cosh x,
we make use of an observation in [57] and work with the exponential function. We have
eA = coshA+ sinhA = X/U, e−A = coshA− sinhA = X/U, (6.10)
eB = coshB + sinhB = Y/S, e−B = coshB − sinhB = Y /S, (6.11)
X =
√
L2 sin(2kθ)pθ + i(−β + α− L2 cos(2kθ)), Y = 2
√
L2e−2RpR + i(2L2e−2R −H),
X =
√
L2 sin(2kθ)pθ − i(−β + α− L2 cos(2kθ)), Y = 2
√
L2e−2RpR − i(2L2e−2R −H),
U =
√
(L2 − α− β)2 − 4αβ, S =
√
H2 − 4ω2L2.
Now note that eqA+pB and e−(qA+pB) are constants of the motion, where
eqA+pB = (eA)q(eB)p =
XqY p
U qSp
, e−(qA+pB) = (e−A)q(e−B)p =
(X)q(Y )p
U qSp
. (6.12)
Moreover, the identity eqA+pBe−(qA+pB) = 1 can be expressed as
Xq(X)qY p(Y )p = U2qS2p = P (L2,H) (6.13)
where P is a polynomial in L2 and H.
68
We restrict to the case p+ q even; the case p+ q odd is very similar, [92]. Let a, b, c, d be
nonzero complex numbers and consider the expansion
1
2
[
(
√
L2a + ib)q(
√
L2c+ id)p + (
√
L2a− ib)q(
√
L2c− id)p
]
(6.14)
=
∑
0≤ℓ≤q,0≤s≤p
(
q
ℓ
)(
p
s
)
bℓdsaq−ℓcp−s
L(q+p−ℓ−s)/22
2
[iℓ+s + (−i)ℓ+s].
If p+ q is even then the sum (6.14) takes the form Teven(L2), a polynomial in L2. Similarly,
expansion
1
2i
[
(
√
L2a + ib)q(
√
L2c+ id)p − (
√
L2a− ib)q(
√
L2c− id)p
]
(6.15)
=
∑
0≤ℓ≤q,0≤s≤p
(
q
ℓ
)(
p
s
)
bℓdsaq−ℓcp−s
L(q+p−ℓ−s)/22
2i
[iℓ+s − (−i)ℓ+s],
takes the form
√L2Veven(L2) where Veven is a polynomial in L2. Let
L4 = 1
i
√L2
(L− − L+), L3 = L+ + L−, (6.16)
where L± are defined as L+ = XqY p, L− = (X)q(Y )p. Then we see from (6.14), (6.15)
that L3,L4 are constants of the motion, polynomial in the momenta. Moreover, the identity
L+L− = P (L2,H) is applicable, as are {L2,L±} = ∓4ip
√L2L±, Now we obtain {L2,L3} =
−4pL2L4, {L2,L4} = 4pL3. Similarly, since
L24 = −
1
L2
[
(L+)2 − 2L+L− + (L−)2] ,L23 = [(L+)2 + 2L+L− + (L−)2] .
we can derive L23 = −L2L24+4P (L2,H). Using {L+,L−} = 4ip
√L2 ∂P∂L2 , we derive {L3,L4} =
−4pL24 + 8p ∂P∂L2 . Hence the structure equations are
{L2,L4} = R, {L2,R} = −16p2L2L4, {L4,R} = 16p2L24 − 32p2
∂P
∂L2 ,
R2 = −16p2L2L24 + 64p2P (L2,H). (6.17)
6.1.3 The classical constant of the motion L5
As for the classical TTW system with k = 1, our method doesn’t give the generator of
minimal order. In fact, for all rational k, we can extend our algebra by adding a generator of
order one less than L4. To see this, we consider the case p+ q even, leaving out the similar
odd case. Note that L3 is a polynomial in L2 with constant term 2(−1)(q−p)/2(α − β)qHp.
Thus
L5 = L3 − 2(−1)
(q−p)/2(α− β)qHp
L2 (6.18)
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is a constant, polynomial in the momenta. For example, if p = q = 1 then
L5 = L3 − 2(α− β)HL2 ,
is a 2nd order constant of the motion. Just as before L2,L5,H generate a closed symmetry
algebra that properly contains the original algebra.
6.2 The extended Kepler-Coulomb system
Now we apply our construction to an important 3D potential, the 4-parameter extended
Kepler-Coulomb system. We write it in the form
H = p2x + p2y + p2z +
α
r
+
β
x2
+
γ
y2
+
δ
z2
. (6.19)
Almost simultaneously Verrier and Evans [188] and Rodr´ıguez, Tempesta and Winternitz
[167] showed this system is 4th order superintegrable and, later, Tanoudis and Daskaloy-
annis [176] showed in the quantum case that, if a second 4th order symmetry is added to
the generators, the symmetry algebra closes polynomially in the sense that all second com-
mutators of the generators can be expresses as symmetrized polynomials in the generators.
We introduce an analog of the TTW construction and consider an infinite class of extended
Kepler-Coulomb systems indexed by a pair of rational numbers (k1, k2). We construct ex-
plicitly a set of generators, show these systems to be superintegrable and determine the
structure of the generated symmetry algebras. The symmetry algebras close rationally; only
for systems admitting extra discrete symmetries is polynomial closure achieved.
The extended Hamiltonian is H = p2r + αr + L2r2 where
L2 = p2θ1 +
L3
sin2(k1θ1)
+
δ
cos2(k1θ1)
, L3 = p2θ2 +
β
cos2(k2θ2)
+
γ
sin2(k2θ2)
.
Here L2, L3 are constants of the motion, in involution. They determine additive separation
in the variables r, θ, φ. Let , k1 =
p1
q1
, k2 =
p2
q2
where p1, q1, resp. p2, q2, are relatively prime.
Applying the construction to get two new constants of the motion we note that x1 = r, x2 =
θ1, x3 = θ2 and f1 =
1
r2
, f2 =
1
sin2(k1θ1)
, f3 = 0, V1 =
α
r
, V2 =
δ
cos2(k1θ1)
, V3 =
β
cos2(k2θ2)
+ γ
sin2(k2θ2)
,
to obtain functions Aj , Bj, j = 1, 2 such that
N1 = − iA1
4k1
√L2
, M1 = − iB1
2
√L2
, N2 = − iA2
4k2
√L3
, M2 = − iB2
4k1
√L3
,
and p1q2A2−p2q1B2, q1A1−2p1B1, are two constants such that the full set of five constants
of the motion is functionally independent. We find
eAj = coshAj + sinhAj = Xj/Uj , e
−Aj = coshAj − sinhAj = Xj/Uj,
eBj = coshBj + sinhBj = Yj/Sj , e
−Bj = coshBj − sinhBj = Yj/Sj ,
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X1 =
√
L2 sin(2k1θ1)pθ1 + i(−L2 cos(2k1θ1) + δ − L3),
X2 = −
√
L3 sin(2k2θ2)pθ2 + i(L3 cos(2k2θ2) + γ − β),
Y1 = 2
√
L2pr − i(α+ 2L2
r
), Y2 = −2L3 cot2(k1θ1) + (L2 − L3 − δ)− 2i
√
L3 cot(k1θ1)pθ1 ,
U1 =
√
L23 − 2L3(L2 + δ) + (L2 − δ)2, U2 =
√
(β − γ − L3)2 − 4γL3,
S1 =
√
α2 + 4HL2, S2 =
√
L23 − 2L3(L2 + δ) + (L2 − δ)2,
where Xj , Yj are obtained from Xj, Yj by replacing i by −i.
Here, eq1A1−2p1B1 and e−q1A1+2p1B1 are constants of the motion, where
eq1A1−2p1B1 = (eA1)q1(e−B1)2p1 =
Xq11 Y1
2p1
U q11 S
2p1
1
,
e−q1A1+2p1B1 =
X1
q1
Y 2p11
U q11 S
2p1
1
.
The identity eq1A1−2p1B1e−q1A1+2p1B1 = 1 can be expressed as
Xq11 X1
q1
Y 2p11 Y1
2p1
= U2q11 S
4p1
1 = P1 = [L23 − 2L3(L2 + δ) + (L2 − δ)2]q1 [α2 + 4HL2]2p1
where P1 is a polynomial in H,L2 and L3. Similarly, ep1q2A2−p2q1B2 , e−p1q2A2+p2q1B2 are
constants of the motion, where
ep1q2A2−p2q1B2 = (eA2)p1q2(e−B1)p2q1 =
Xp1q22 Y2
p2q1
Up1q22 S
p2q1
2
,
e−p1q2A2+p2q1B2 =
X2
p1q2
Y p2q12
Up1q22 S
p2q1
2
.
The identity ep1q2A2−p2q1B2e−p1q2A2+p2q1B2 = 1 becomes
Xp1q22 X2
p1q2
Y p2q12 Y2
p2q1
= U2p1q22 S
2p2q1
2 = P2(H,L2,L3)
= [(β − γ − L3)2 − 4γL3]p1q2 [L23 − 2L3(L2 + δ) + (L2 − δ)2]p2q1 .
We define basic raising and lowering symmetries
J+ = Xq11 Y1
2p1
, J − = X1q1Y 2p11 , K+ = Xp1q22 Y2
p2q1
, K− = X2p1q2Y p2q12 .
and restrict to the case where each of p1, q1, p2, q2 is an odd integer. Let
J1 = 1√L2
(J − + J +), iJ2 = J− − J+, K1 = 1√L3
(K− +K+), iK2 = K− −K+.
We see from the explicit expressions for the symmetries that J1,J2,K1,K2 are constants of
the motion, polynomial in the momenta. Moreover, the identities J +J − = P1, K+K− =
P2 hold. The following relations are straightforward to derive from the definition of the
Poisson bracket:
{L3, X1} = {L3, Y1} = {L2, Y1} = {L3, Y2} = 0,
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{L2, X1} = −4ik1
√
L2X1, {L3, X2} = −4ik2
√
L3X2,
{L2, X2} = − 4ik2
sin2(k1θ1)
√
L3X2, {L2, Y2} = − 4ik1
√L3
sin2(k1θ1)
Y2, .
{H, X1} = −4ik1
√L2
r2
X1, {H, X2} = − 4ik2
r2 sin2(k1θ1)
√
L3X2,
{H, Y1} = −2i
√L2
r2
Y1, {H, Y2} = − 4ik1
√L3
r2 sin2(k1θ1)
Y2,
with the corresponding results for Xj, Yj obtained by replacing i by −i.
Commutators relating the J and K follow from
{X1, X2} = −4k2
√L3√L2
(
i cot(k1θ1)pθ1 +
√
L2 cot2(k1θ1)
)
X2,
{Y1, Y2} = 4ik1
√L3
sin2(k1θ1)
(
pr√L2
+
2i
r
)
Y2,
{X1, Y2} = 4ik1
√
L2X1 + 4ik1
√L3
sin2(k1θ1)
(
sin(2k1θ1)pθ1
2
√L2
− i cos(2k1θ1)
)
Y2
+8k1 cot
2(k1θ1)
(
i
√L2L3 sin(2k1θ1)
2
pθ1 −
√
L3L2 sin2(k1θ1)−
√
L2L3
)
,
{X2, Y1} = 4ik2
√L3
sin2(k1θ1)
(
pr√L2
+
2i
r
)
X2.
From these results we find
{J +,K+}
J +K+ = −
{J −,K−}
J −K− =
4iq1p1p2(
√L2 −
√L3)(L2 + 2
√L2L3 + L3 − δ)
(L3 − L2 − δ)2 − 4δL2 .
{J +,K−}
J +K− = −
{J −,K+}
J −K+ =
4iq1p1p2(
√L2 +
√L3)(L2 − 2
√L2L3 + L3 − δ)
(L3 − L2 − δ)2 − 4δL2 .
These relations prove closure of the symmetry algebra in the space of functions polynomial
in J ±,K±, rational in L2,L3,H and linear in
√L2,
√L3.
6.2.1 Structure relations for polynomial symmetries of the 4-parameter poten-
tial
From the preceding section we have the structure relations (for 1 ≤ j, k ≤ 2)
{Jj,Kk} = 4q1p1p2
(L3 − L2 − δ)2 − 4δL2× (6.20)[J3−jKk(−L2)j−1(L2 − L3 − δ) + JjK3−k(−L3)k−1(L2 + L3 + δ)] ,
{L2,J2} = 4p1L2J1, {L2,J1} = −4p1J2, {L3,J1} = {L3,J2} = 0,
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{L3,K2} = 4p1p2L3K1, {L3,K1} = −4p1p2K2, {L2,K2} = {L2,K1} = 0,
J 22 = −L2J 21 + 4P1(H,L2,L3), K22 = −L3K21 + 4P2(H,L2,L3),
{J1,J2} = −2p1J 21 + 8p1
∂P1
∂L2 , {K1,K2} = −2p1p2K
2
1 + 8p1p2
∂P2
∂L3 .
The generators for the polynomial symmetry algebra produced so far are not of minimal
order. Here L1,L2,L3 are of order 2 and the orders of J1,K1 are one less than the orders
of J2,K2, respectively. We will construct symmetries J0, K0 of order one less than J1, K1,
respectively. (In the standard case k1 = k2 = 1 it is easy to see that J1 is of order 5 and
J2 is of order 6, whereas K1 is of order 3 and K2 is of order 4. Then J0, K0 will be of
orders 4 and 2, respectively, which we know corresponds to the minimal generators of the
symmetry algebra in this case, [188].) The symmetry J2 is a polynomial in L2 with constant
term D1 = 2(−1)(q1−1)/2(δ−L3)q1α2p1 , itself a constant of the motion. Thus J0 = J2−D1L2 is a
polynomial symmetry of order two less than J2. We have the identity J2 = L2J0+D1. From
this, {L2,J2} = L2{L2,J0}. We already know that {L2,J2} = 4p1L2J1 so {L2,J0} = 4p1J1,
{L3,J0} = 0.
The same construction works for K2. It is a polynomial in L3, with constant term D2 =
2(−1)(p1q2+1)/2(γ − β)p1q2(L2 − δ)p2q1 . Thus K0 = K2−D2L3 is a polynomial symmetry of order
two less than K2 and we have the identity K2 = L3K0 + D2. Further, {L3,K0} = 4p1p2K1,
{L2,K0} = 0.
Now we choose L1,L2,L3,J0,K0 as the generators of our algebra. We define the basic
nonzero commutators as
R1 = {L2,J0} = 4p1J1, R2 = {L3,K0} = 4p1p2K1, R3 = {J0,K0}.
Then we have
R21
16p21
= J 21 = −L2J 20 − 2D1J0 +
4P1 −D21
L2 , (6.21)
where the right-hand term is polynomial in generators H,L2,L3. Further,
R22
16p21p
2
2
= K21 = −L3K20 − 2D2K0 +
4P2 −D22
L3 , (6.22)
which again can be verified to be a polynomial in the generators. Note that this symmetry
algebra cannot close polynomially in the usual sense. If it did close then the product R1R2
would be expressible as a polynomial in the generators. The preceding two equations show
that R21R22 is so expressible, but that the resulting polynomial is not a perfect square. Thus
the only possibility to obtain closure is to add new generators to the algebra, necessarily
functionally dependent on the original set. Continuing in this way, see [93] for details, one
finds that that L1,L2,L3,K0,J0 generate a symmetry algebra that closes rationally. In
particular, each of the commutators R1,R2,R3 satisfies an explicit polynomial equation in
the generators.
73
6.2.2 The special case k1 = k2 = 1
In the case k1 = k2 = 1 we are in Euclidean space and our system has additional symmetry.
In terms of Cartesian coordinates x = r sin θ1 cos θ2, y = r sin θ1 sin θ2, z = r cos θ1, the
Hamiltonian is
H = p2x + p2y + p2z +
α
r
+
β
x2
+
γ
y2
+
δ
z2
. (6.23)
Note that any permutation of the ordered pairs (x, β), (y, γ), (z, δ) leaves the Hamiltonian un-
changed. This leads to additional structure in the symmetry algebra. The basic symmetries
are
L3 = Ixy = (xpy − ypx)2 + β(x
2 + y2)
x2
+
γ(x2 + y2)
y2
, (6.24)
L2 = Ixy + Ixz + Iyz − (β + γ + δ).
Permutation symmetry of the Hamiltonian shows Ixz, Iyz are constants, and
K0 = 4Iyz + 2L3 − 2(L2 + β + γ + δ) = 2(Iyz − Ixz).
Here J0 is 4th order:
J0 = −16
(
M23 +
δ(xpx + ypy + zpz)
2
z2
)
+ 8H(Ixz + Iyz − β − γ − δ) + 2α2,
M3 = (ypz − zpy)py − (zpx − xpz)px − z
(
α
2r
+
β
x2
+
γ
y2
+
δ
z2
)
. (6.25)
If δ = 0 then M3 is itself a constant of the motion.
The symmetries H,L2,L3,J0,K0 form a generating (rational) basis for the constants of
the motion. Under the transposition (x, β) ↔ (z, δ) this basis is mapped to an alternate
basis H,L′2,L′3,J ′0,K′0 where
L′2 = L2, L′3 =
1
4
K0 + 1
2
L2 − 1
2
L3 + β + γ + δ
2
, (6.26)
K′0 =
1
2
K0 − L2 + 3L3 − (β + γ + δ), R′1 = {L2,J ′0}, R′2 = {L′3,K′0} = −
5
4
R2,
R′3 = {J ′0,K′0} = 2R′1 − 2{L3,J ′0}.
All the identities in Section 6.2.1 hold for the primed symmetries. The K′ symmetries
are simple polynomials in the L,K symmetries already constructed, e.g., K′1 = 14{L′3,K′0} =
−5
4
K1. However, the J ′ symmetries are new.
J ′0 = −16
(
M21 +
β(xpx + ypy + zpz)
2
x2
)
+ 8H(Ixy + Ixz − β − γ − δ) + 2α2, (6.27)
M1 = (ypx − xpy)py − (xpz − zpx)pz − x
(
α
2r
+
β
x2
+
γ
y2
+
δ
z2
)
.
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Note that the transposition (y, γ) ↔ (z, δ) does not lead to anything new. Indeed, under
the symmetry we would obtain a constant of the motion J ′′0 but it is straightforward to
check that J0 + J ′0 + J ′′0 = 2α2, so that the new constant depends linearly on the previous
constants.
In the paper [176], Tanoudis and Daskaloyannis show that the quantum symmetry alge-
bra generated by the 6 functionally dependent symmetries H,L2,L3,J0,K0 and J ′0 closes
polynomially, in the sense that all double commutators of the generators are again express-
ible as polynomials in the generators, strong evidence that the classical analog also closes
polynomially. The complicated details in proving this can be found in [93] where it is shown
that the 6 generators obey a functional identity of order 12.
6.2.3 Further results
Using the methods described above, many more classical systems have been shown to be
higher order superintegrable, and in some cases the structure of the symmetry algebras has
been worked out. In [93] a extended version of the 3-parameter Kepler-Coulomb system was
studied for all rational k1, k2 and the structure of the symmetry algebra exposed. This is
the restriction of the 4-parameter potential to δ = 0. It is of interest because the symmetry
algebra of the restriction is larger than the original symmetry algebra; the system is 2nd order
superintegrable in the k1 = k2 = 1 case. Always the symmetry algebra closes rationally, but
not polynomially.
In [85] the scope of the construction given here is explored for n = 2 to find all super-
integrable systems with rational k, where the k = 1 case is 2nd order superintegrable on a
constant curvature space, separating in spherical coordinates. In [87] the construction of ex-
tended superintegrable systems for rational ki is considered in n dimensions for systems that
admit separation in subgroup coordinates, i.e., polyspherical coordinates. For n = 4 the first
known examples of superintegrable systems on non-conformally flat spaces are presented.
The method of construction of higher order superintegrable systems presented here al-
ways yields separable systems. However, recently examples of nonseparable superintegrable
systems have been produced: [116], using differential Galois theory, and [152], which also
has a quantum version. A general method of construction of such nonseparable systems and
determination of their structure algebras has not yet been achieved.
7 Higher order quantum superintegrable systems
The problem of finding and verifying higher order quantum superintegrability is analogous
to that of classical superintegrability, only harder. In addition to the problems of finding
numerous examples of these systems and working out ways to compute the commutators
of symmetry operators of arbitrarily high order, there is the quantization problem. The
relationship between classical and quantum superintegrability is not 1 − 1, the difference
shows up with greater frequency in superintegrable systems in dimensions > 2, or order > 2.
As for the classical case, a breakthrough came with the publication of the Tremblay,
Turbiner and Winternitz papers, [181, 182]. They provided strong evidence for the conjecture
that the system, which we call the TTW system, (6.2), was quantum superintegrable for all
rational k. There was a flurry of activity to prove the conjectures; the first results were
obtained in [160] where Dunkl operators were used to prove quantum superintegrability for
odd integer k. The problem for all rational k was solved first in [84] by a very general approach
that verified superintegrability but didn’t give information about the structure equations,
see also [121]. Then in [88] a method was introduced that enabled superintegrability to be
proved and explicit structure equations to be calculated. This is the recurrence approach. It
applies to large families of quantum systems that permit separation in coordinates yielding
hypergeometric eigenfunctions and works for all n. It has been conjectured that all maximally
superintegrable Euclidean systems are exactly solvable, thus it should always apply for these
systems [178].
Here is the procedure for n = 2 where one new symmetry is needed: 1) Require that the
system admit a 2nd order symmetry that determines a separation of variables. 2) The formal
eigenspaces of the Hamiltonian are invariant under action of any symmetry, so the operator
must induce recurrence relations for the basis of separated eigenfunctions. 3) Suppose the
separated eigenfunctions are of hypergeometric type. Use the known recurrence relations for
hypergeometric functions to reverse this process and determine a symmetry operator from
the recurrences. 4) Compute the symmetry operators and structure equations by restricting
to a formal “basis” of separated eigenfunctions. 5) Appeal to a general theory of canonical
forms for symmetry operators to show that results obtained on a formal eigenbasis hold as
true identities for purely differential operators defined independent of basis.
We sketch how this method works for the TTW system, (6.2), HΨ = EΨ, H = L1. A
formal eigenbasis takes the form
Ψ = e−
ω
2
r2rk(2n+a+b+1)Lk(2n+a+b+1)m (ωr
2)(sin(kθ))a+
1
2 (cos(kθ))b+
1
2P a,bn (cos(2kθ)),
where α = k2(1
4
− a2) and β = k2(1
4
− b2). The LAB(z) are associated Laguerre functions
and the P a,bn (w) are Jacobi functions, [4]. We express the eigenfunctions in the form Ψ =
(sin(kθ))a+
1
2 (cos(kθ))b+
1
2Π with
Π = e−
ω
2
r2rk(2n+a+b+1)Lk(2n+a+b+1)m (ωr
2)P a,bn (x) = Y
kµ
m (r)X
a,b
n (x)
where x = cos(2kθ), µ = 2n + a+ b+ 1. The energy eigenvalue is
E = −2ω [2(m+ nk) + 1 + (a+ b+ 1)k]
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and the symmetry operator responsible for the separation of variables is
L2Ψ = (∂
2
θ +
α
sin2(kθ)
+
β
cos2(kθ)
)Ψ = −k2µ2Ψ
where µ = 2n+ a+ b+1, k = p/q. Recall that the separation constant is just the eigenvalue
of the symmetry operator L2. The energy values for the Hamiltonian are negative because
here we have the non-physical convention of setting −~2/2m = 1. The transformation to
the un-scaled Hamiltonian is given by (2.21).
The strategy is to look for recurrences that change m,n but fix u = m + nk. This
will map eigenfunctions of H with eigenvalue E to eigenfunctions with the same E. Two
transformations achieving this are
(1) n→ n+ q, m→ m− p, (2) n→ n− q, m→ m+ p.
First, consider Xa,bn (x). Raise or lower n with
(1) : J+n X
a,b
n = (2n+ a + b+ 2)(1− x2)∂xXa,bn
+(n+ a + b+ 1)(−(2n+ a + b+ 2)x− (a− b))Xa,bn = 2(n+ 1)(n+ a+ b+ 1)Xa,bn+1,
(2) : J−n X
a,b
n = −(2n + a+ b)(1− x2)∂xXa,bn
−n((2n + a+ b)x− (a− b))Xa,bn = 2(n+ a)(n+ b)Xa,bn−1.
For Ykµm (R) = ωkµ/2Y kµm (r) where R = r2, change m by
K+kµ,mYkµm =
{
(kµ+ 1)∂R − E
4
− 1
2R
kµ(kµ+ 1)
}
Ykµm = −ωYkµ+2m−1 ,
K−kµ,mYkµm =
{
(−kµ + 1)∂R − E
4
+
1
2R
kµ(1− kµ)
}
Ykµm
= −ω(m+ 1)(m+ kµ)Ykµ−2m+1 .
From these recurrences we construct the two operators
Ξ± = K
±
kµ±2(p−1),m∓(p−1) · · ·K±kµ,mJ±n±q−1 · · ·J±n .
For fixed u = m+ kn, we have
Ξ+Ψn = 2
q(−1)pωp(n + 1)q(n+ a+ b+ 1)qΨn+q,
Ξ−Ψn = 2qωp(−n− a)q(−n− b)q(u− kn+ 1)p(−u− k[n + a+ b+ 1])pΨn−q.
These are basis dependent operators. However, under the transformation n→ −n−a−b−1,
i.e., µ → −µ, we have Ξ+ → Ξ− and Ξ− → Ξ+. Thus Ξ = Ξ+ + Ξ− is a polynomial in µ2.
Therefore we can replace (2n + a + b + 1)2 = µ2 by L2/k
2 and E by H everywhere they
occur, and express Ξ as a pure differential symmetry operator. Note also that under the
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transformation n→ −n− a− b− 1, i.e., µ→ −µ the operator Ξ+ −Ξ− changes sign, hence
Ξ˜ = (Ξ+ − Ξ−)/µ ≡ (Ξ+ − Ξ−)(1/µ) is unchanged. This defines Ξ˜ as a symmetry operator.
We set
L3 = Ξ, L4 = Ξ˜. (7.1)
We have shown that L3, L4 commute with H on any formal eigenbasis. In fact, we
have constructed pure differential operators which commute with H , independent of basis.
This takes proof, which is provided in [84] via a canonical form for higher order differential
operators. Thus operator relations verified on formal eigenbases must hold identically.
7.1 The structure of the TTW algebra
Taking a product of raising and lowering operators we obtain
Ξ−Ξ+Ψn = (−1)p4qω2p(n+ 1)q(n+ a + 1)q(n + b+ 1)q
×(n+ a + b+ 1)q(−u+ kn)p(u+ k[n+ a + b+ 1] + 1)pΨn = ξnΨn,
Ξ+Ξ−Ψn = (−1)p4qω2p(−n)q(−n− a)q(−n− b)q
×(−n − a− b)q(u− kn+ 1)p(−u− k[n + a+ b+ 1])pΨn = ηnΨn.
Thus Ξ(+) = Ξ−Ξ+ + Ξ+Ξ− multiplies any basis function by ξn + ηn. However, the trans-
formation µ → −µ maps Ξ−Ξ+ ↔ Ξ+Ξ− and ξn ↔ ηn. Thus Ξ(+) is an even polynomial
operator in µ, polynomial in u, and ξn+ ηn is an even polynomial function in µ, polynomial
in u. Furthermore, each of Ξ−Ξ+ and Ξ+Ξ− is unchanged under u −→ −u− (a+ b+1)− 1,
hence a polynomial of order p in [2u+ (a+ b+ 1)k + 1]2. We conclude
Ξ(+) = P (+)(H2, L2, ω
2, a, b).
Similarly
Ξ(−) = (Ξ−Ξ+ − Ξ+Ξ−)/µ = P (−)(H2, L2, ω2, a, b).
Setting R = −4k2qL3 − 4k2q2L4, we find the structure equations
[L2, L4] = R, [L2, R] = −8k2q2{L2, L4} − 16k4q4L4, (7.2)
[L4, R] = 8k
2q2L24 − 8k2qP (−)(H2, L2, ω2, a, b),
3
8k2q2
R2 = −22k2q2L24+{L2, L4, L4}+4k2qP (−)(H2, L2, ω2, a, b)+12k2P (+)(H2, L2, ω2, a, b).
Thus H,L2, L4 generate a closed algebra. Note that the symmetries P
(−), P (+) can be of
arbitrarily high order, depending on p and q, but we have explicit compact expressions for
these symmetries.
There is a complication: Examples show that L4 is not the lowest order generator. To
find the lowest order generator we look for a symmetry operator L5 such that [L2, L5] = L4.
Applying this condition to a formal eigenbasis of functions Ψn we obtain the general solution
L5 = − 1
4qk2
(
Ξ+
(µ+ q)µ
+
Ξ−
(µ− q)µ
)
+
βn
µ2 − q2
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where βn is a polynomial function of H . Simple algebra gives
L5(−µ2 + q2) ≡ L5(L2
k2
+ q2) =
1
4qk2
(L4 − qL3)− βn.
To find βn we take the limit as µ→ −q. There are 3 similar cases, depending on the relative
parities of p and q. For p, q both odd we have
βn ≡ Q(H) = −H(a
2 − b2)
4
Π
(p−1)/2
ℓ=1
[
(−ω2)(H
4ω
− ℓ)(H
4ω
+ ℓ)
]
×
Π
(q−1)/2
s=1
[
1
4
(−a− b+ 2s)(a+ b+ 2s)(a− b+ 2s)(−a+ b+ 2s)
]
.
Note that the raising and lowering operators Ξ± are key to the success of this method.
See also [121]. They themselves are not symmetries, not even pure differential operators.
However, from them the true symmetries and structure equations can be constructed ex-
plicitly. In [28] the authors give a unified ladder operator, basis dependent, construction
of the dynamical symmetries of the TTW system that includes both classical and quantum
systems.
7.2 The 3D Kepler-Coulomb system
Now we extend the recurrence method to an important class of systems in 3 dimensions, the
quantum analog of the classical extended Kepler problem. This is a Sta¨ckel transform of the
extended oscillator system that is the natural 3D analog of the TTW system. An interesting
feature of this system is that the quantum potential now differs from the classical potential
on nonflat spaces. The extended Kepler-Coulomb system is
H = ∂2r +
2
r
∂r +
α
r
+
1− k21
4r2
+
L2
r2
,
L3 = ∂
2
θ2
+
β
cos2(k2θ2)
+
γ
sin2(k2θ2)
.
L2 = ∂
2
θ1 + k1 cot(k1θ1)∂θ1 +
L3
sin2(k1θ1)
+
δ
cos2(k1θ1)
. (7.3)
Here, L2, L3 are symmetry operators that determine multiplicative separation of the Schro¨dinger
eigenvalue equation HΨ = EΨ, and kj = pj/qj where pj , qj are nonzero relatively prime pos-
itive integers for j = 1, 2, respectively. Note that L2 and L3 commute: [L2, L3] = 0. The
scalar potential is
V˜ =
α
r
+
1− k21
4r2
+
1
r2
(
β
sin2(k1θ1) cos2(k2θ2)
+
γ
sin2(k1θ1) sin
2(k2θ2)
+
δ
cos2(k1θ2)
)
.
It differs from the classical potential V by the term
1−k2
1
4r2
, proportional to the scalar curva-
ture. It is relatively easy to prove superintegrability of the system, but the computations
79
to determine the structure algebra are quite involved. The main message that we want to
commucate is that it is indeed possible to determine this structure.
The separation equations for the equations, HΨ = EΨ, L3Ψ = −µ2Ψ, L2Ψ = λΨ with
Ψ = R(r)Θ(θ1)Φ(θ2), are:
(∂2θ2 +
k22(
1
4
− b2)
cos2(k2θ2)
+
k22(
1
4
− c2)
sin2(k2θ2)
)Φ(θ2) = −µ2Φ(θ2), (7.4)
where we have taken β = k22(
1
4
− b2), γ = k22(14 − c2), and written the separation constant
µ = k2(2m + b + c + 1). If we look for solutions Θ(θ1) =
Ψ(θ1)√
sin(k1θ1)
, R(R) = S(r)/R with
R = 2
√
Er the equations satisfied by Ψ and S are
(∂2θ1 +
k2
1
4
− µ2
sin2(k1θ1)
+
δ
cos2(k1θ1)
+
k21
4
− λ)Ψ(θ1) = 0, (7.5)
(∂2R +
1− k21ρ2
4R2
+
α
2
√
ER
− 1
4
)S(R) = 0. (7.6)
In (7.6) we have set λ =
k2
1
4
(1− ρ2), δ = k21(14 − d2). The separated solutions are
Ξp,m,n = R
k1ρ
p (r)Φ
(c,b)
m (cos(2k2θ2))
Ψ
(µ/k1,d)
n (cos k1θ1)√
sin(k1θ1)
,
Φ(c,b)m (cos(2k2θ2)) = sin
c+1/2(k2θ2) cos
b+1/2(k2θ2)P
(c,b)
m (cos(2k2θ2)),
where the P
(c,b)
m (cos(2k2θ2)) are Jacobi functions, [4];
Ψ(µ/k1,d)n (cos(k1θ1)) = sin
µ/k1+1/2(k1θ1) cos
d+1/2(k1θ1)P
(µ/k1,d)
n (cos(2k1θ1)),
where the P
(µ/k1,d)
n (cos(2k1θ1)) are Jacobi functions;
Rk1ρp (r) =
S(r)
2
√
Er
, S(r) = e−
√
Err(k1ρ+1)/2Lk1ρp (2
√
Er),
and ρ = 2(2n + µ
k1
+ d + 1), where the Lk1ρp (2
√
Er) are associated Laguerre functions, [4],
and the relation between E, ρ, p is the quantization condition
E =
α2
(2p+ k1ρ+ 1)2
=
α2
(2[p+ 2k1n + 2k2m] + 2k1[d+ 1] + 2k2[b+ c+ 1] + 1)2
. (7.7)
Note: As in the computations with the TTW potential, we are only interested in the
space of generalized eigenfunctions, not the normalization of any individual eigenfunction.
Thus the relations to follow are valid on generalized eigenspaces and don’t necessarily agree
with the normalization of common polynomial eigenfunctions.
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There are transformations that preserve E and imply quantum superintegrability. Indeed
for k1 = p1/q1, k2 = p2/q2 the transformations
1) : p→ p+ 2p1, m→ m, n→ n− q1, 2) : p→ p− 2p1, m→ m, n→ n+ q1,
3) : p→ p, m→ m− p1q2, n→ n + q1p2, 4) : p→ p m→ m+ p1q2, n→ n− q1p2,
will accomplish this.
To effect the r-dependent transformations 1) and 2) we use Y (1)p±:
Y (1)p∓R
k1ρ
p (r) = [2(±k1ρ+ 1)∂r + (2α+
1− k21ρ2
r
)]Rk1ρp (r) (7.8)
Y (1)p∓R
k1ρ
p (r) = −
2α
2p+ k1ρ+ 1
[(1± 1) + (1∓ 1)(p+ 1)(p+ k1ρ)]Rk1ρ±2p∓1 (r).
To incorporate the θ1-dependent parts of 1) and 2) we use the following recurrence for-
mulas for the functions Ψ
µ/k1,d
n (z) where z = cos(2k1θ1):
Z(1)n−
Ψ
µ/k1,d
n (z)√
sin(k1θ1)
= −2( µ
k1
+ n)(d+ n)
Ψ
µ/k1,d
n−1 (z)√
sin(k1θ1)
≡
(
(1− z2)(ρ
2
− 1)∂z + 1
2
(
ρ
2
− 1)(ρ
2
)z +
µ2
k21
− d2)
)
Ψ
µ/k1,d
n (z)√
sin(k1θ1)
, (7.9)
Z(1)n+
Ψ
µ/k1,d
n (z)√
sin(k1θ1)
= −2( µ
k1
+ d+ n + 1)(n+ 1)
Ψ
µ/k1,d
n+1 (z)√
sin(k1θ1)
≡
(
−(1− z2)(ρ
2
+ 1)∂z +
1
2
(
ρ
2
− 1)(ρ
2
)z +
µ2
k21
− d2)
)
Ψ
µ/k1,d
n (z)√
sin(k1θ1)
.
With the identification ρ = 2(2n+ µ
k1
+ d+1) we see that the operators Z(1)± depend on µ2
(which can be interpreted as a differential operator) and are polynomial in ρ. We now form
the two operators
J± =
(
Y (1)p±2p1∓1± Y (1)
p±2p1∓2
± · · ·Y (1)p±1± Y (1)p±
) (
Z(1)
n∓(q1−1)
∓ · · ·Z(1)n∓
)
.
Since J+ and J− switch places under the reflection ρ→ −ρ we see that
J2 = J
+ + J−, J1 = (J− − J+)/ρ (7.10)
are even functions in both ρ and µ, hence, pure differential operators.
To implement the θ1-dependent parts of 3) and 4) we set w = sin
2(k1θ1) and consider
Ψ
µ/k1,d
n as a function of w. The relevant recurrences are
W n−(1)
Ψ
µ/k1,d
n
w1/4
≡
[
(1 +
µ
k1
)
(
(w − 1) d
dw
− µ
4k1
(1− 2
w
)
)
+
d2 − ρ2
4
4
]
Ψ
µ/k1,d
n
w1/4
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=
( µ
k1
+ ρ
2
+ d+ 1)(− µ
k1
+ ρ
2
+ d− 1)
4( µ
k1
+ 1)( µ
k1
+ 2)
Ψ
µ/k1+2,d
n−1
w1/4
, (7.11)
W n+(1)
Ψ
µ/k1,d
n
w1/4
≡
[
(1− µ
k1
)
(
(w − 1) d
dw
+
µ
4k1
(1− 2
w
)
)
+
d2 − ρ2
4
4
]
Ψ
µ/k1,d
n
w1/4
=
1
4
(− µ
k1
+
ρ
2
− d+ 1)( µ
k1
+
ρ
2
− d− 1) µ
k1
(
µ
k1
− 1)Ψ
µ/k1−2,d
n+1
w1/4
.
To implement the θ2-dependent parts of 3) and 4) we use the recurrences X(2)
m
± :
X(2)m+Φ
(c,b)
m (z) = 2(m+ 1)(m+ c+ b+ 1)Φ
(c,b)
m+1(z) ≡[
(M + 1)(1− z2) d
dz
− 1
2
M(M + 1)z − 1
2
(c2 − b2)
]
Φ(c,b)m (z), (7.12)
X(2)m−Φ
(c,b)
m (z) = 2(m+ c)(m+ b)Φ
(c,b)
m−1(z) ≡[
−(M − 1)(1− z2) d
dz
− 1
2
(M − 1)Mz − 1
2
(c2 − b2)
]
Φ(c,b)m (z).
Here z = cos(2k2θ2), M = 2m+ b+ c+ 1. We define
K± =
(
W (1)
n±(q1p2−1)
± · · ·W (1)n±
)(
X(2)
m∓(p1q2−1)
∓ · · ·X(2)m∓
)
.
From the form of these operators we see that they are even functions of ρ2 and they switch
places under the reflection µ→ −µ. Thus
K2 = K
+ +K−, K1 = (K
− −K+)/µ
are even polynomial functions in both ρ and µ, hence, pure differential operators.
We have now constructed partial differential operators J1, J2, K1, K2, each of which com-
mutes with the Hamiltonian H on its 8-dimensional formal eigenspaces. However, to prove
that they are true symmetry operators we must show that they commute with H when
acting on any analytic functions, not just separated eigenfunctions. This is established in
[89] via a canonical form, so that the Ji, Ki are true symmetry operators. We will work out
the structure of the algebra generated by H,L2, L3, J1, K1 and from this it will be clear the
system is superintegrable.
To determine the structure relations it is sufficient to establish them on the generalized
eigenbases. Then a canonical form argument shows that the relations hold for general an-
alytic functions. We start by using the definitions (7.10) and computing on a generalized
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eigenbasis:
J−Ξp,m,n =
(2)4p1+q1(−1)q1α2p1(n+ 1)q1(µ/k1 + d+ n+ 1)q1
(2p+ k1ρ+ 1)2p1
Ξp−2p1,m,n+q1, (7.13)
(−1)q1α−2p1(2p+ k1ρ+ 1)2p1J+Ξp,m,n = (7.14)
(2)4p1+q1(−µ/k1 − n)q1(−d− n)q1(p+ 1)2p1(−p− k1ρ)2p1Ξp+2p1,m,n−q1,
(−1)q1p22−p1q2K+Ξp,m,n = (7.15)
(n+ 1)q1p2(−
µ
k1
− n)q1p2(−
µ
k1
)2q1p2(−m− c)p1q2(−m− b)p1q2Ξp,m−p1q2,n+q1p2,
(−1)q1p22−p1q2( µ
k1
+ 1)2q1p2K
−Ξp,m,n = (7.16)
(
µ
k1
+ d+ n+ 1)q1p2(−d − n)q1p2(m+ 1)p1q2(m+ c+ b+ 1)p1q2Ξp,m+p1q2,n−q1p2.
From these definitions we obtain:
[J1, L2] = 2k
2
1q1J2 + 4p
2
1J1, [J2, L2] = −4q1{J1, L2} − 4q21k21J2 + 2k21q1(1− 8q21)J1,
[J1, L3] = [J2, L3] = 0, [K1, L2] = [K2, L2] = 0,
[K1, L3] = 4p1p2K2 + 4p
2
1p
2
2K1, [K2, L3] = −2p1p2{L3, K1} − 4p21p22K2 − 8p31p32K1.
Further we find
4−4p1−q1E−2p1J+J−Ξp,m,n =
(
ρ/2− µ
k1
− d+ 1
2
)q1(
ρ/2 + µ
k1
+ d+ 1
2
)q1(
ρ/2 + µ
k1
− d+ 1
2
)q1×
(
ρ/2− µ
k1
+ d+ 1
2
)q1(
k1ρ− α√E + 1
2
)2p1(
k1ρ+
α√
E
+ 1
2
)2p1Ξp,m,n ,
4−4p1−q1E−2p1J−J+Ξp,m,n =
(
−ρ/2− µ
k1
− d+ 1
2
)q1(
−ρ/2 + µ
k1
+ d+ 1
2
)q1(
−ρ/2 + µ
k1
− d+ 1
2
)q1×
(
−ρ/2 − µ
k1
+ d+ 1
2
)q1(
−k1ρ− α√E + 1
2
)2p1(
−k1ρ+ α√E + 1
2
)2p1Ξp,m,n ,
2−2p1q2K+K−Ξp,m,n =
I(p,m, n)(m+ 1)p1q2(m+ c+ b+ 1)p1q2(m+ c+ 1)p1q2(m+ b+ 1)p1q2Ξp,m,n ,
2−2p1q2K−K+Ξp.m.n =
I(p,m, n)(−m)p1q2(−m− c− b)p1q2(−m− c)p1q2(−m− b)p1q2Ξp,m,n ,
I(p,m, n) = Πǫ=±1(
ǫρ
2
+ µ
k1
+ d+ 1
2
)q1p2(
ǫρ
2
+ µ
k1
− d+ 1
2
)q1p2 .
From these expressions it is easy to see that each of J+J−, J−J+ is a polynomial in µ2 and E
and that these operators switch places under the reflection ρ → −ρ. Thus P1(H,L2, L3) =
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J+J− + J−J+ and P2(H,L2, L3) = (J+J− − J−J+)/ρ are each polynomials in H,L2, L3.
Similarly, each of K+K−, K−K+ is a polynomial in ρ2 and in µ and these operators switch
places under the reflection µ → −µ. Thus P3(L2, L3) = K+K− +K−K+ and P4(L2, L3) =
(K+K− −K−K+)/µ are each polynomials in L2, L3.
Straightforward consequences of these formulas are the structure relations
[J1, J2] = −2q1J21 − 2P2, J21 (
1
4
− k−21 L2) + 2q1J1J2 = J22 − 2P1,
K21 +K
2
2 = 2P3 + 2p1p2K1K2, [K1, K2] = −2p1p2K21 − 2P4.
7.2.1 Lowering the orders of the generators
Just as for the classical analogs, we can find generators that are of order one less than J1
and K1. First we look for a symmetry operator J0 such that [L2, J0] = J1 and [L3, J0] = 0.
A straightforward computation yields the solution
J0 = − 1
2k21q1
(
J−
ρ(ρ+ 2q1)
+
J+
ρ(ρ− 2q1)
)
+
S1(H,L3)
ρ2 − 4q21
.
From this it is easy to show that 2k21q1(ρ
2 − 4q21)J0 = −J2 + 2q1J1 + 2k21q1S1(H,L3). To
determine S1 we evaluate both sides of this equation for ρ = −2q1: S1(H,L3) = 1k2
1
q1
J−ρ=−2q1.
The detailed computation can be found in [89]:
2k21q1(−4)(1−q1)/24−p1S1(H,L3) =
(
L3
k21
+ d2) Πp1−1s=0
(
α2 − (1 + 2s)2H)Π(q1−1)/2s=1 ((s− d2)2 + L34k21 )((s+ d2)2 + L34k21 ),
[L2, J0] = J1, [L3, J0] = 0, 2k
2
1q1J0 (1−
4L2
k21
− 4q21) = −J2 + 2q1J1 + 2k21q1S1.
Next we look for a symmetry operator K0 such that [L3, K0] = K1 and [L2, K0] = 0. A
straightforward computation yields the solution
K0 = − 1
4p1p2
(
K−
µ(µ+ p1p2)
+
K+
µ(µ− p1p2)
)
+
S2(L2)
µ2 − p21p22
,
where the symmetry operator S2 is to be determined. From this it is easy to show that
4p1p2K0(µ
2− p21p22) = −K2+ p1p2K1+4p1p2S2(L2). To determine S2 we evaluate both sides
of this equation for µ = −p1p2: S2(L2) = 12p1p2K−µ=−p1p2 . The result is [89]:
S2(L2) = (d
2 − ρ
2
4
)2p1q2−5
(b2 − c2)
p1p2
Π
(q1p2−1)/2
s=1
(
(
d
2
+
ρ
4
)2 − s2
)(
(
d
2
− ρ
4
)2 − s2
)
×Π(p1q2−1)/2s=1 (s+
c+ b
2
)(s− c+ b
2
)(s− 1− b− c
2
)(s− 1 + b− c
2
), (7.17)
[L3, K0] = K1, [L2, K0] = 0, 4p1p2K0(L3 + p
2
1p
2
2) = K2 − p1p2K1 − 4p1p2S2.
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7.2.2 The structure equations
Now we determine the the J,K-operator commutators. We write
J±Ξp,m,n = J ±(p,m, n) Ξp±2p1,m,n∓q1, K±Ξp,m,n = K±(m,n) Ξp,m∓p1q2,n±q1p2,
where J ±,K± are defined by the righthand sides of (7.14), (7.15). We find
[J±, K+]Ξp,m,n =
1−A(∓ρ, µ, )
1 + A(∓ρ, µ, ){J
±, K+}Ξp,m,n ≡ C(∓ρ, µ){J±, K+}Ξp,m,n,
[J±, K−]Ξp,m,n = C(∓ρ,−µ){J±, K−}Ξp,m,n,
A(ρ, µ) =
(ρ
4
+ µ
2k1
+ 1
2
− d
2
)q1(
ρ
4
+ µ
2k1
+ 1
2
+ d
2
)q1
(ρ
4
+ µ
2k1
+ 1
2
− q1p2 − d2)q1(ρ4 + µ2k1 + 12 − q1p2 + d2)q1
.
From this we can compute the relations
[Jj, Kk] = Q
jk
11{J1, K1}+Qjk12{J1, K2}+Qjk21{J2, K1}+Qjk22{J2, K2},
where 1 ≤ j, k ≤ 2 and the Qjkiℓ are rational in ρ2, µ2: 4ρi−jµℓ−kQjkiℓ =
(−1)j+k+i+ℓC(−ρ, µ) + (−1)k+ℓC(ρ, µ) + (−1)j+iC(−ρ,−µ) + C(ρ,−µ).
The relations can be cast into the pure operator form
[Kℓ, Jh]Q = {J1, K1}P hℓ11 + {J1, K2}P hℓ12 + {J2, K1}P hℓ21 + {J2, K2}P hℓ22 , (7.18)
where h, ℓ = 1, 2, and Q,P hℓjk are polynomials in L2, L3. In particular,
Q = B(ρ, µ)B(−ρ, µ)B(ρ,−µ)B(−ρ,−µ), B(ρ, µ) =
Σǫ=0,1(
ρ
4
+
µ
2k1
+
1
2
− ǫq1p2 − d
2
)q1(
ρ
4
+
µ
2k1
+
1
2
− ǫq1p2 + d
2
)q1
on a generalized eigenbasis. Thus for general k1, k2 the symmetry algebra closes algebraically
but not polynomially. The basis generators are H,L2, L3, J0, K0 and the commutators J1, K1
are appended to the algebra.
7.2.3 The special case k1 = k2 = 1
In the case k1 = k2 = 1 we are in Euclidean space and just as for the classsical system
we have additional permutation symmetry. The extra symmetry gives rise to a new 4th
order symmetry operator J ′0 and the 6 functionally dependent symmetries H,L2, L3, K0
(2nd order) and J0, J
′
0 (4th order) generate a symmetry algebra that closes polynomially.
The complicated details can be found in [89, 176]. The algebraic relation obeyed by the 6
generators is of order 12, [89].
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8 Generalized Sta¨ckel transform
In Chapter 4 we introduced the Sta¨ckel transform on 2nd order systems. Here we review
the fundamentals of coupling constant metamorphosis (CCM) and Sta¨ckel transform, and
apply them to map superintegrable systems of all orders into other such systems on different
manifolds. In general, CCM does not preserve structure but we study specializations which
do preserve polynomials and symmetry structures in both the classical and quantum cases.
Details of the proofs can be found in [99].
8.1 Coupling constant metamorphosis for classical systems
The basic tool that we employ follows from “coupling constant metamorphosis” (CCM), a
general fact about Hamiltonian systems, [70]. Let H(x,p) + αU(x) define a Hamiltonian
system in 2n dimensional phase space. Thus the Hamilton-Jacobi equation is H(x,p) +
αU(x) = E.
Theorem 19 (CCM) Assume that the system admits a constant of the motion K(α), locally
analytic in parameter α. The HamiltonianH′ = (H−E)/U admits the constant of the motion
K′ = K(−H′), where now E is a parameter.
PROOF: If F,G are functions on phase space of the form G(x,p), F = F (a) = F (a,x,p)
where a = α(x,p) then
{F,G} = {F (a), G}|a=α(x,p) + ∂aF (a)|a=α(x,p){α,G}.
By assumption, {K(α),H} = −α{K(α), U} for any value of the parameter α. Thus {K(α),H′} =
{U,K(α)}
U
(H′ + α),
{K(−H′),H′} =
[
∂αK(α){H′,H′}+ {U,K(α)}
U
(H′ + α)
]
α=−H′
= 0.
✷
Corollary 1 Let K1(α),K2(α) be constants of the motion for the system H(x,p) + αU(x).
Then {K1,K2}(α) ≡ {K1(α),K2(α)} is also a constant of the motion and {K1(−H′),K2(−H′)} =
{K1,K2}(−H′).
Clearly CCM takes superintegrable systems to superintegrable systems. We are concerned
with the case whereK is polynomial in the momenta andH =∑ni,j=1 gijpipj+V (x)+αU(x) ≡
H0 + V + αU . For 2nd order constants of the motion there is special structure: The 2nd
order constants are typically linear in α, so they transform to 2nd order symmetries again.
Then CCM agrees with the Sta¨ckel transform. However, in general the order of constants of
the motion is not preserved by CCM.
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Example 1 The system H = p21 + p22 + b1
√
x1 + b2x2 admits the 2nd order constant K(2) =
p22 + b2x2 and the 3rd order constant K(3) = p31 + 32b1
√
x1p1 − 3b
2
1
4b2
p2, ([62, 125, 126] and
references contained therein). If we choose αU = α
√
x1 then the transform of K(3) will be
5th order. If we choose αU = αx2 then the transform of K(3) will be nonpolynomial. To
obtain useful structure results from CCM we need to restrict the generality of the transform
action.
8.2 The Jacobi transform
Here we study a specialization of CCM to the case V = 0. This special version takes Nth
order constants of the motion for Hamiltonian systems to Nth order constants. An Nth
order constant K(x,p) for the system
H =
n∑
i,j=1
gijpipj + U(x) = H0 + U (8.1)
is a function on the phase space such that {K,H} = 0 where
K = KN +KN−2 +KN−4 + · · ·+K0, N even, K = KN +KN−2 + · · ·+K1, N odd.
Here, KN 6= 0 and Kj is homogeneous in p of order j. This implies
{KN ,H0} = 0, {KN−2k, U}+ {KN−2k−2,H0} = 0, k = 0, 1, · · · , [N/2]− 1,
and, for N odd, {K1, U} = 0.
The case N = 1 is very special. Then K = K1 and the conditions are {K,H0} =
0, {K, U} = 0, so K is a Killing vector and U is invariant under the local group action
generated by the Killing vector.
For N = 2, K = K2 +K0 and the conditions are
{K2,H0} = 0, {K2, U} + {K0,H0} = 0, (8.2)
so K2 is a 2nd order Killing tensor and U satisfies Bertrand-Darboux conditions.
For N = 3, K = K3 +K1 and the conditions are
{K3,H0} = 0, {K3, U} + {K1,H0} = 0, {K1, U} = 0.
Integrability conditions for the last 2 eqns. lead to nonlinear PDEs for U .
Theorem 20 Suppose the system (8.1) admits an N th order constant of the motion K where
N ≥ 1. Then
Kˆ =
[N/2]∑
j=0
(
−H0 − E
U
)j
KN−2j
is an N th order constant of the motion for the system (H0 −E)/U .
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Corollary 2 Suppose the system H0+U is N th order superintegrable. Then the free system
H0/U is also N th order superintegrable.
We call Kˆ a Jacobi transform of K, since it is related to the Jacobi metric, [112] page
172. Note that it is invertible.
Corollary 3 The Jacobi transform satisfies the properties {̂K,L} = {Kˆ, Lˆ},
K̂L = KˆLˆ, and, if K, L are of the same order, ̂aK + bL = aKˆ + bLˆ. Thus it defines a
homomorphism from the graded symmetry algebra of the system H0 + U to the graded sym-
metry algebra of the system (H0 − E)/U .
Example 2 Consider the system of Example 1: H = p21 + p22 + b1
√
x1 + b2x2, and let
U = b1
√
x1 + b2x2 + b3 for some fixed b1, b2, b3 with b1b2 6= 0. The Jacobi transforms of H,
K(2), K(3) are
Hˆ = p
2
1 + p
2
2 −E
b1
√
x1 + b2x2 + b3
, Kˆ(2) = p22 − b2x2
(
p21 + p
2
2 − E
b1
√
x1 + b2x2 + b3
)
,
Kˆ(3) = p31 − (
3
2
b1
√
x1p1 − 3b
2
1
4b2
p2)
(
p21 + p
2
2 − E
b1
√
x1 + b2x2 + b3
)
.
8.3 The Sta¨ckel transform
We use the same notation as in the previous section, and a particular nonzero potential
U = V (x,b0). The Sta¨ckel transform for a 2nd order system was treated in Section 4.1.3. It
is not a special case of CCM, although the two transforms are closely related. However in
the situation where the potential functions V (x,b) form a finite dimensional vector space,
usual in the study of 2nd order superintegrability, the transforms coincide. In this case, by
redefining parameters if necessary, we can assume V is linear in b.
Now we investigate extensions of the Sta¨ckel transform to higher order constants, as-
suming V (x,b) is linear in b = (b0, b1, · · · bM), U is of the form U(x) = V (x,b0) and the
potentials V (x,b) span a space of dimension M + 1:
V (x,b) = b0 +
M∑
i=1
U (i)(x)bi (8.3)
where the set of functions {1, U (1)(x), · · · , U (M)(x)} is linearly independent. In the study of
2nd order superintegrability, typically the 2nd order constants are linear in the b and the
algebra generated by these symmetries via products and commutators has the property that
a constant of order N depends polynomially on the parameters with order ≤ [N/2]. Thus
we consider only those higher order constants of the motion of order N of the form
K =
[N/2]∑
j=0
KN−2j(p,b) (8.4)
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where KN−2j(ap,b) = aN−2jKN−2j(p,b) and KN−2j(p, ab) = ajKN−2j(p,b) for any param-
eter a. Let K(b) be such an Nth order constant. Then
K(α) ≡ K(p,b+ αb(0)) (8.5)
is an Nth order constant for H0 + V (x,b) + αU(x). Applying Theorem 19:
Theorem 21 Let K be an N th order constant of the motion for the system H0 + V (x,b)
where V is of the form (8.3) and K is of the form (8.4). Let K(α) be defined by (8.5). Then
K˜ = K
(
−H0 + V (x,b)
U(x)
)
=
[N/2]∑
j=0
K˜N−2j(p,b)
is an N th order constant for the system (H0 + V (x,b))/U(x), whenever
K˜N−2j(ap,b) = aN−2jK˜N−2j(p,b), K˜N−2j(p, ab) = ajK˜N−2j(p,b). (8.6)
Example 3 Let, [181],
H = p21 + p22 + a(x21 + x22) + b
(x21 + x
2
2)
(x21 − x22)2
+ c
(x21 + x
2
2)
x21x
2
2
.
There are two basic constants of the motion,
K2 = (x1p2 − x2p1)2 + 4b x
2
1x
2
2
(x21 − x22)2
+ c
(x41 + x
4
2)
x21x
2
2
,
K4 = (p21 − p22)2 + [2ax21 + 2b
(x21 + x
2
2)
(x21 − x22)2
− 2c(x
2
1 − x22)
x21x
2
2
]p21
+[−4ax1x2 + 8b x1x2
(x21 − x22)2
]p1p2 + [2ax
2
2 + 2b
(x21 + x
2
2)
(x21 − x22)2
+ 2c
(x21 − x22)
x21x
2
2
]p22
+a2(x21 − x22)2 +
b2
(x21 − x22)2
+ c2
(x21 − x22)2
x41x
4
2
+ 8ab
x21x
2
2
(x21 − x22)
+ 2
bc
x21x
2
2
.
Then the transformed system also has 2nd and 4th order constants:
H˜ =
p21 + p
2
2 + a(x
2
1 + x
2
2) + b
(x2
1
+x2
2
)
(x2
1
−x2
2
)2
+ c
(x2
1
+x2
2
)
x2
1
x2
2
+ d
(x21 + x
2
2) +B
(x2
1
+x2
2
)
(x2
1
−x2
2
)2
+ C
(x2
1
+x2
2
)
x2
1
x2
2
+D
.
Example 4 In [151] it is shown that the TTW system is Sta¨ckel equivalent to the caged
isotropic oscillator. We sketch the corresponding construction in the 3D case. Consider the
caged isotropic oscillator
H′ = p2R + α′R2 +
L′2
R2
, (8.7)
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L′2 = p2φ1 +
L′3
sin2(j1φ1)
+
δ′
cos2(j1φ1)
, L′3 = p2φ2 +
β ′
cos2(j2φ2)
+
γ′
sin2(j2φ2)
.
Here L′2, L′3 are constants of the motion that determine additive separation in the spherical
coordinates R, φ1, φ2. Also, j1, j2 are nonzero rational numbers. If j1 = j2 = 1, then in
Cartesian coordinates we have H′ = p2x+p2y+p2z+α′R2+β ′/x2+γ′/y2+δ′/z2, and (8.7) can be
considered as a 3-variable analog of the TTW system, flat space only if j1 = 1. Consider the
Hamilton-Jacobi equation H′ = E ′ and take the Sta¨ckel transform corresponding to division
by R2. Then, for r = R2, 2φ1 = θ1, 2φ2 = θ2, we obtain the new Hamilton-Jacobi equation
H = E where H = p2r + αr + L2r2 with
L2 = p2θ1 +
L3
sin2(k1θ1)
+
δ
cos2(k1θ1)
, L3 = p2θ2 +
β
cos2(k2θ2)
+
γ
sin2(k2θ2)
,
E = −α′/4, α = −E ′/4, β = β ′/4, γ = γ′/4, δ = δ′/4, k1 = j1/2, k2 = j2/2.
This is the extended Kepler-Coulomb system. Sta¨ckel transforms preserve structure so all
structure results apply to the caged oscillator. Note that k1 = k2 = 1 for Kepler-Coulomb
corresponds to j1 = j2 = 2 for the oscillator.
8.4 Coupling Constant Metamorphosis for quantum symmetries
Unlike the case of classical Hamiltonian, CCM for quantum systems is not guaranteed to
preserve integrals of the motion. In general, it is not clear how to replace the coupling
constant by the corresponding operator as you would for the function in classical mechanics.
However, we can isolate the cases where it is possible to preserve some of the symmetries. In
particular, for second-order superintegrable systems in 2D, in is known that all potential and
the integrals of motion depend linearly on at most 4 constants. Thus, CCM is well defined
on these systems, see [81].
For higher-order integrals of the motion, we require that the Hamiltonian admit a part
of the potential parameterized by a coupling constant and that the integrals of the motion
be polynomial in this coupling constant. In this case, the coupling constant metamorphosis
preserves integrals of the motion. The results are given in the following theorem from [99].
Theorem 22 Let
H(α) ≡ H(0) + αU
be a Hamiltonian operator with integral of motion of the form
K(α) =
[N/2]∑
j=0
KN−2jα
j, [H(α), K(α)] = 0
where H(0), U and KN−j are independent of the coupling constant α. Then the operator
K˜ =
∑[N/2]
h=0 (−1)hKN−2h(U−1(H + b))h is a well-defined finite-order differential operator
which commutes with the Hamiltonian H˜ = U−1(H + b).
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Furthermore, as with many known cases, if each KN−2j is a differential operator of order
N − 2j then the transformed operator K˜ will remain Nth order. This is the case in the
following example.
Example 5 (The 3-1 anisotropic oscillator) Let H(α) = ∂11 + ∂22 + α(9x
2
1 + x
2
2). This is a
superintegrable system with generating 2nd and 3rd order symmetries
L = ∂22 + αx
2
2, K = {x1∂2 − x2∂1, ∂22}+
α
3
({x32, ∂1} − 9{x1x22, ∂2}),
where {S1, S2} ≡ S1S2 + S2S1. Let U = (9x21 + x22) + c. It follows that system H˜ =
1
(9x2
1
+x2
2
)+c
(∂11 + ∂22 + b) has a 2nd and a 3rd order symmetry.
We also mention that as in the classical case, CCM preserves the structure of the symmetry
algebras as shown in the following corollary.
Corollary 4 Let K(α) L(α) be N th and Mth order operator symmetries, respectively, of
H(α), each satisfying the conditions of Theorem 22. Then [L˜, K˜] = [˜L,K], L˜K˜ = L˜K.
Note that Theorem 22 does not require that the quantum system go to a classical system,
only that a scalable potential term can be split off. Thus it applies to “hybrid” quantum
systems that have a classical part which depends linearly on an arbitrary (scalable) parameter
and a quantum part depending on ~2.
Example 6 (The hybrid 3-1 anisotropic oscillator) Let H = −~2(∂11+ ∂22)+ a(9x21+ x22)+
2~2/x22. This is a superintegrable system with generating 2nd and 3rd order symmetries,
L = ∂22 + ax
2
2, K = {x1∂2 − x2∂1, ∂22}+ {
a
3
x32 +
~2
x2
, ∂1} − {3x1(ax22 +
~2
x22
), ∂2}.
Let U = (9x21 + x
2
2) + c. Then the system also has one 2nd and one 3rd order symmetry:
H˜ =
−~2
(9x21 + x
2
2) + c
(
∂11 + ∂22 + a(9x
2
1 + x
2
2) +
2~2
x22
+ b
)
.
Example 7 (A translated hybrid 3-1 anisotropic oscillator) This is a slight modification of
Example 6. Let H = −~2(∂11 + ∂22) + a(9x21 + x22) + cx1 + 2~2/x22. This is a superintegrable
system with generating 2nd and 3rd order symmetries. Let U = x1. It follows that the system
H˜ =
−~2
x1
(
∂11 + ∂22 + a(9x
2
1 + x
2
2) + cx1 +
2~2
x22
+ b
)
is superintegrable with one 2nd and one 3rd order symmetry.
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Note that the general anisotropic oscillator with singular terms
H = −~2(∂11 + ∂22) + a(k2x21 + x22) + b/x21 + c/x22, (8.8)
is superintegrable for all integers k [166], however it is only with the specific choices of
constants as in Examples 6 and 7 that the additional higher-order integral of motion is of
third-order. In this sense, the systems in in Examples 6 and 7 are truly quantum since in
the classical limit the potential reduces to the 3-1 anisotropic oscillator and the classical
Hamiltonian with the potentials as in the quantum case (~ is then considered an arbitrary
constant) has different symmetry generators from the quantum case. Thus, we see that CCM
can be extended to quantum systems which differ from their classical analog as long as the
potential has a term proportional to an arbitrary constant.
For simplicity, we have restricted our quantum constructions to 2D manifolds though
some partial results hold in n dimensions. There appears to be no insurmountable barrier to
extending these results to 3D and higher conformally flat manifolds, but the details have not
yet been worked out. Clearly gauge transformations are required and the gauge will depend
on the curvature of the manifold. In the classical case a multiple parameter extension of the
Sta¨ckel transform has been studied [173].
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9 Polynomial algebras and their irreducible represen-
tations
Just as the representation theory for Lie algebras has seen wide applications in mathematical
physics and in special functions, it is natural that the representation theory for the algebras
generated by superintegrable systems would have interesting analysis and applications. In-
deed, the study of polynomial algebras and their representations continues to be a rich field
of current inquiry, see e.g. [20, 37, 59–61, 113, 121, 122, 157, 158]. In particular, the irre-
ducible representations give important information about the spectrum of the Hamiltonian
and other symmetry operators, as well as the multiplicities of the bound state energy levels.
In this chapter, we survey results concerning only quadratic algebras with 3 and 5 function-
ally independent operators. In the former case, discussed in section 9.1, the representations
of 2nd order superintegrable systems in 2D is directly connected with the Askey scheme of
orthogonal polynomials and the limits are obtained from limits of the physical systems which
in turn give contractions of the algebras. The case of quadratic algebras with 5 generators
is less well understood: we discuss only one model in section 9.2.1 as a generalization of the
2D results and an indication of possible areas of future research.
9.1 Quadratic algebras: Contractions & Askey Scheme
Special functions arise as solutions of exactly solvable problems, so it shouldn’t be surprising
that the Askey scheme for organizing hypergeometric orthogonal polynomials is a conse-
quence of contractions of superintegrable systems. We describe how all 2nd order superinte-
grable systems in 2 dimensions are limiting cases of a single system: the generic 3-parameter
potential on the 2-sphere, S9 in our listing. This implies that the quadratic symmetry al-
gebras of these systems are contractions of that of S9. The irreducible representations of
S9 have a realization in terms of difference operators in 1 variable, the structure algebra for
the Wilson and Racah polynomials: the Askey-Wilson algebra for q = 1. Recently, Genest,
Vinet and Zhedanov [54] have given an elegant proof of the equivalence between the sym-
metry algebra for S9 and the Racah problem of su(1, 1). By contracting the representations
of S9 we can obtain representations of the quadratic symmetry algebras of other systems
we obtain the full Askey scheme, [106, 109]. This ties the scheme directly to physical phe-
nomena. It is more general: it applies to all special functions that arise from these systems
via separation of variables, not just those of hypergeometric type, and it extends to higher
dimensions.
The special functions of mathematical physics are associated with realizations of the
irreducible representations of the quadratic symmetry algebras of 2nd order superintegrable
systems, [20, 37, 59–61, 157]. Since the structures of these algebras are essentially preserved
under the Sta¨ckel transform it is sufficient to study only one system in each equivalence class
of transforms. There are 13 Sta¨ckel equivalence classes of 2D systems with non-constant
potentials but one is an isolated Euclidean singleton unrelated to the Askey scheme. Since
every 2nd order 2D superintegrable system is Sta¨ckel equivalent to a constant curvature
93
system, we choose our examples in flat space and on complex 2-spheres There are exactly
6 Sta¨ckel equivalence classes of nondegenerate potentials and 6 of degenerate ones, listed in
Section 4.1.4.
Each of the 12 superintegrable systems related to the Askey scheme restricts to a free 1st
order superintegrable system when the potential is set to 0:
1) The complex 2-sphere: Here s21+ s
2
2+ s
2
3 = 1 is the embedding of the 2-sphere in com-
plex Euclidean space, and the Hamiltonian is H = J21 +J
2
2 +J
2
3 , where J3 = s1∂s2−s2∂s1 and
J2, J3 are obtained by cyclic permutations of 1, 2, 3. The basis symmetries are J1, J2, J3. They
generate the Lie algebra so(3) with relations [J1, J2] = −J3, [J2, J3] = −J1, [J3, J1] = −J2
and Casimir H .
2) The complex Euclidean plane: Here H = ∂2x + ∂
2
y with basis symmetries P1 = ∂x,
P2 = ∂y and M = x∂y − y∂x. The symmetry Lie algebra is e(2) with relations [P1, P2] = 0,
[P1,M ] = P2, [P2,M ] = −P1 and Casimir H . As will be shown in a forthcoming article [103],
all of the contractions of the quadratic algebras are in fact generated by the contractions of
these Lie algebras, which have been classified [190].
9.1.1 Contractions of superintegrable systems
A detailed treatment of contractions will appear elsewhere, [103]. Here we just describe
“natural” contractions. Suppose we have a nondegenerate superintegrable system with gen-
erators H,L1, L2 and structure equations (4.14), defining a quadratic algebra Q. If we make
a change of basis to new generators H˜, L˜1, L˜2 and parameters a˜1, a˜2, a˜3 such that L˜1L˜2
H˜
 =
 A1,1 A1,2 A1,3A2,1 A2,2 A2,3
0 0 A3,3
 L1L2
H
 +
 B1,1 B1,2 B1,3B2,1 B2,2 B2,3
B3,1 B3,2 B3,3
 a1a2
a3
 ,
 a˜1a˜2
a˜3
 =
 C1,1 C1,2 C1,3C2,1 C2,2 C2,3
C3,1 C3,2 C3,3
 a1a2
a3

for some 3 × 3 constant matrices A = (Ai,j), B, C such that detA · detC 6= 0, we will have
the same system with new structure equations of the form (4.14) for R˜ = [L˜1, L˜2], [L˜j , R˜],
R˜2, but with transformed structure constants. We choose a continuous 1-parameter family
of basis transformation matrices A(ǫ), B(ǫ), C(ǫ), 0 < ǫ ≤ 1 such that A(1) = C(1) is the
identity matrix, B(1) = 0 and detA(ǫ) 6= 0, detC(ǫ) 6= 0. Now suppose as ǫ → 0 the basis
change becomes singular, (i.e., the limits of A,B,C either do not exist or, if they exist do
not satisfy detA(0) detC(0) 6= 0) but the structure equations involving A(ǫ), B(ǫ), C(ǫ), go
to a limit, defining a new quadratic algebra Q′. We call Q′ a contraction of Q in analogy
with Lie algebra contractions [72].
For a degenerate superintegrable system with generators H,X,L1, L2 and structure equa-
tions (4.15),(4.17), defining a quadratic algebra Q, a change of basis to new generators
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H˜, X˜L˜1, L˜2 and parameter a˜ such that a˜ = Ca, and
L˜1
L˜2
H˜
X˜
 =

A1,1 A1,2 A1,3 0
A2,1 A2,2 A2,3 0
0 0 A3,3 0
0 0 0 A4,4


L1
L2
H
X
+

B1
B2
B3
0
 a
for some 4 × 4 matrix A = (Ai,j) with detA 6= 0, complex 4-vector B and constant C 6= 0
yields the same superintegrable system with new structure equations of the form (4.15),(4.17)
for [X˜, L˜j], [L˜1, L˜2], and G˜ = 0, but with transformed structure constants. Suppose we choose
a continuous 1-parameter family of basis transformation matrices A(ǫ), B(ǫ), C(ǫ), 0 < ǫ ≤ 1
such that A(1) is the identity matrix, B(1) = 0, C(1) = 1, and detA(ǫ) 6= 0, C(ǫ) 6= 0. Now
suppose as ǫ → 0 the basis change becomes singular, (i.e., the limits of A,B,C either do
not exist or, exist and do not satisfy C(0) detA(0) 6= 0), but that the structure equations
involving A(ǫ), B(ǫ), C(ǫ), go to a finite limit, thus defining a new quadratic algebra Q′. We
call Q′ a contraction of Q.
It has been established that all 2nd order 2D superintegrable systems can be obtained
from system S9 by limiting processes in the coordinates and/or a Sta¨ckel transformation,
e.g. [77, 78, 90, 104]. All systems listed in Section 4.1.4 are limits of S9. It follows that the
quadratic algebras generated by each system are contractions of the algebra of S9. (However,
an abstract quadratic algebra may not be associated with a superintegrable system, and a
contraction of a quadratic algebra associated with one superintegrable system to a quadratic
algebra associated with another superintegrable system does not necessarily imply that this
is associated with a coordinate limit process.)
9.1.2 Models of superintegrable systems
A representation of a quadratic algebra is a homomorphism of the algebra into the associative
algebra of linear operators on some vector space. In this paper a model is a faithful represen-
tation in which the vector space is a space of polynomials in one complex variable and the
action is via differential/difference operators acting on that space. We will study classes of
irreducible representations realized by these models. Suppose a superintegrable system with
quadratic algebra Q contracts to a superintegrable system with quadratic algebra Q′ via a
continuous family of transformations indexed by the parameter ǫ. If we have a model of a
representation of Q we can try to “save” this representation, as did Wigner for Lie algebra
representations [72], by passing through a continuous family of representations of Q(ǫ) in
the model to obtain a representation of Q′ in the limit. We will show that as a byproduct
of contractions from S9 for which we save representations in the limit, we obtain the Askey
Scheme for hypergeometric orthogonal polynomials. (The full details can be found in [102].)
In all the models to follow the polynomials we classify are eigenfunctions of formally self-
adjoint or formally skew-adjoint operators. The weight functions for the orthogonality can
be found in [107]. They can be derived by requiring that the 2nd order operators H,L1, L2
are formally self-adjoint and the 1st order operator X is formally skew-adjoint. See [101] for
examples.
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9.1.3 The S9 model
There is no differential model for S9 but a difference operator model yielding structure
equations for the Racah and Wilson polynomials [98], defined as
wn(t
2) ≡ wn(t2, α, β, γ, δ) = (α + β)n(α + γ)n(α+ δ)n× (9.1)
4F3
( −n, a+ b+ c+ d+ n− 1, a− t, a+ t
a+ b, a+ c, a+ d
; 1
)
= (a+ b)n(a+ c)n(a+ d)nΦ
(a,b,c,d)
n (t
2),
where (a)n is the Pochhammer symbol and 4F3(1) is a hypergeometric function of unit
argument [4]. The polynomial wn(t
2) is symmetric in α, β, γ, δ. For the finite dimensional
representations the spectrum of t2 is {(a + k)2, k = 0, 1, · · · , m} and the orthogonal basis
eigenfunctions are Racah polynomials. In the infinite dimensional case they are Wilson
polynomials. They are eigenfunctions for the difference operator τ ∗τ defined via EAt F (t) =
F (t+ A) and
τ =
1
2t
(E
1/2
t − E−1/2t ), (9.2)
τ ∗ =
1
2t
[
(a+ t)(b+ t)(c+ t)(d+ t)E
1/2
t − (a− t)(b− t)(c− t)(d− t)E−1/2t
]
. (9.3)
A finite or infinite dimensional bounded below representation is defined by H = E,
ai =
1
4
− α2i and
L1 = −4τ ∗τ − 2(α2 + 1)(α3 + 1) + 1
2
, L2 = −4t2 + α21 + α23 −
1
2
, (9.4)
E = −4(m+ 1)(m+ 1 + α1 + α2 + α3) + 2(α1α2 + α1α3 + α2α3) + α21 + α22 + α23 −
1
4
,
and the constants of the Wilson polynomials are chosen as
a = −1
2
(α1 + α3 + 1)−m, d = α2 +m+ 1 + 12(α1 + α3 + 1),
b = 1
2
(α1 + α3 + 1), c =
1
2
(−α1 + α3 + 1).
Here n = 0, 1, · · · , m if m is a nonnegative integer and n = 0, 1, · · · otherwise.
For the basis fn,m ≡ Φ(a,b,c,d)n (t2), the model action is Hfm,n = Efn,m,
L1fn,m = −
(
4n2 + 4n[α2 + α3 + 1] + 2[α2 + 1][α3 + 1]− 1
2
)
fn,m,
L2fn,m = Kn+1,nfn+1,m +Kn−1,nfn−1,m +
(
Kn,n + α
2
1 + α
2
3 −
1
2
)
fn,m,
Kn+1,n =
(α3 + 1 + α2 + n) (m− n) (m− n+ α1) (1 + α2 + n)
(α3 + 1 + α2 + 2n) (α3 + 2 + α2 + 2n)
,
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Kn−1,n =
n (α3 + n) (α1 + α3 + 1 + α2 +m+ n) (1 + α3 + α2 +m+ n)
(α3 + 1 + α2 + 2n) (α3 + α2 + 2n)
,
Kn,n =
(
1
2
(α1 + α3 + 1)−m
)2
−Kn+1,n −Kn−1,n.
Note that these models give the possible energy eigenvalues of the quantum Hamiltonians
and their multiplicities.
9.1.4 Some S9→ E1 contractions
There are at least two ways to take this contraction; it is possible to contract the sphere
about the point (0, 1, 0) which gives continuous Dual Hahn polynomials as limits of Wilson
polynomials. Contracting about the point (1, 0, 0) leads to continuous Hahn polynomials
or Jacobi polynomials. The dual Hahn and continuous dual Hahn polynomials correspond
to the same superintegrable system but they are eigenfunctions of different generators. For
the finite dimensional restrictions (m a positive integer) we have the restrictions of Racah
polynomials to dual Hahn and Hahn respectively.
1) Wilson → continuous dual Hahn For the first limit, in the quantum system, we
contract about (0, 1, 0) so that the points of our two dimensional space lie in the plane
(x, 1, y). We set s1 =
√
ǫx, s2 =
√
1− s21 − s23 ≈ 1−
√
ǫ
2
(x2 + y2), s3 =
√
ǫy, for small ǫ. The
coupling constants transform as a˜1a˜2
a˜3
 =
 0 ǫ2 01 0 0
0 0 1
 a1a2
a3
 , (9.5)
and we get E1 as ǫ→ 0. This gives the quadratic algebra contraction L˜1L˜2
H˜
 =
 ǫ 0 00 1 0
0 0 ǫ
 L1L2
H
+
 0 0 00 0 0
0 −ǫ 0
 a1a2
a3
 . (9.6)
As in S9, it is advantageous in the model to express the 3 coupling constants as quadratic
functions of other parameters, so that with α2 →∞, a˜1a˜2
a˜3
 =
 −β211
4
− β22
1
4
− β23
 =
 ǫ24 − ǫ2α221
4
− α21
1
4
− α23
 . (9.7)
In the contraction limit the operators tend to H ′ = limǫ→0 H˜ = E ′ and
L′1 = lim
ǫ→0
L˜1 = −4τ ′∗τ ′ − 2β1(β3 + 1), L′2 = lim
ǫ→0
L˜2 = −4t2 + β22 + β23 −
1
2
,
E ′ = −2 β1 (2m+ 2 + β2 + β3)
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The eigenfunctions of L1, the Wilson polynomials, transform in the contraction limit to the
eigenfunctions of L′1, the dual Hahn polynomials Sn,
Sn(−t2, a′, b′, c′) = (a′ + b′)n(a′ + c′)n3F2
( −n, a′ + t, a′ − t
a′ + b′, a′ + c′
; 1
)
,
a′ = −1
2
(β2 + β3 + 1)−m, b′ = 1
2
(β2 + β3 + 1), c
′ =
1
2
(−β2 + β3 + 1).
Again, n = 0, 1, . . . , m if m is a nonnegative integer and n = 0, 1, . . . otherwise. The
operators τ ′∗ and τ ′ are given by
τ ′ = τ =
1
2t
(E
1/2
t −E−1/2t ),
τ ∗ =
β1
2t
[
(a′ + t)(b′ + t)(c′ + t)E1/2t − (a′ − t)(b′ − t)(c′ − t)E−1/2t
]
,
The action on the basis f ′n,m ≡ Sn(−t2, a′, b′, c′)/(a′ + b′)n(a′ + c′)n is
L′1f
′
n,m = −2β1 (2n+ β3 + 1) f ′n,m, H ′fm,n = E ′fn,m.
L′2f
′
n,m = K
′
n+1,nf
′
n+1,m +K
′
n−1,nf
′
n−1,m +
(
K ′n,n + β
2
2 + β
2
3 −
1
2
)
fn,m,
K ′n+1,n = (m− n) (m− n+ β2) , K ′n−1,n = n(n+ β3)
K ′n,n =
(
1
2
(β2 + β3 + 1)−m
)2
−K ′n+1,n −K ′n−1,n.
2) Wilson → continuous Hahn Next, we contract about (1, 0, 0) so that the points of
our two dimensional space lie in the plane (1, x, y). We set s1 =
√
1− s21 − s23 ≈ 1−
√
ǫ
2
(x2+
y2), s2 =
√
ǫx, s3 =
√
ǫy, for small ǫ. a˜1a˜2
a˜3
 =
 ǫ2 0 00 1 0
0 0 1
 a1a2
a3
 , (9.8)
 L˜1L˜2
H˜
 =
 0 ǫ 01 0 0
0 0 ǫ
 L1L2
H
+
 0 0 00 0 0
−ǫ 0 0
 a1a2
a3
 . (9.9)
In terms of the constants of (9.7) the transformation gives, with α1 →∞, a˜1a˜2
a˜3
 =
 −β211
4
− β22
1
4
− β23
 =
 ǫ24 − ǫ2α211
4
− α22
1
4
− α23
 . (9.10)
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Saving a representation: We set t = −x+ β1
2ǫ
+m+ 1
2
(β3 + 1). In the contraction limit, the
operators go as L′i = limǫ→0 L˜i,
L′1 = 2β1 (2 x− 2m− β3 − 1) , H ′ = −2β1(2m+ 2 + β2 + β3),
L′2 = −4
(
B(x)Ex + C(x)E
−1
x − B(x)− C(x)
)− 2(β2 + 1)(β3 + 1) + 1
2
with B(x) = (x−m)(x+β2+1), C(x) = x(x−m−1−β3). The operators L′1, L′2 andH ′ satisfy
the algebra relations in (4.22). The eigenfunction of L1, the Wilson polynomials, transform
in the contraction limit to the eigenfunctions of L′2, which are the Hahn polynomials, f
′
m,n =
Qn,
Qn(x; β2, β3, m) = 3F2
( −n, β2 + β3 + n + 1, −x
−m, β2 + 1 ; 1
)
.
The action of the operators on this basis is given by
L′1f
′
n,m = K
′
n+1,nf
′
n+1,m +K
′
n,nf
′
n,m +K
′
n−1,nf
′
n−1,n,
L′2f
′
n,m = −
(
4n2 + 4n[β2 + β3 + 1] + 2[β2 + 1][β3 + 1]− 1
2
)
f ′n,m.
K ′n+1,n = −4β1
(m− n)(n + β2 + β3 + 1)(n+ β2 + 1)
(2n + β2 + β3 + 1)(2n+ β2 + β3 + 2)
K ′n−1,n = −4β1
n(n + β3)(m+ n+ β2 + β3 + 1)
(2n+ β2 + β3 + 1)(2n+ β2 + β3)
K ′n, n = −2β1(2m+ β3 + 1)−K ′n+1,n −Kn−1,n.
3) Wilson → Jacobi: The previous operator contraction degenerates when α1 = β1 = 0.
However, we can save this representation by setting
m =
√−E ′
2
√
ǫ
− 1 + β2 + β3
2
, t =
√−E ′
2
√
ǫ
√
1 + x
2
for E ′ a constant and letting m→∞. Then (9.9) gives a contraction of the model for S9 to
a differential operator model for E1 with β1 = 0:
L′1 =
E′
2
(x+ 1), H ′ = E′,
L′2 = 4(1− x2)∂2x + 4 [β3 − β2 − (β2 + β3 + 2)x] ∂x − 2(β2 + 1)(β3 + 1) + 12 .
The eigenfunctions for L1, the Wilson polynomials, tend in the limit to eigenfunction of L
′
2, the Jacobi
polynomials:
P β2,β3n (x) =
(β2 + 1)n
n!
2F1
( −n, β2 + β3 + n+ 1
β2 + 1
;
x− 1
2
)
. (9.11)
In terms of the basis fn =
n!
(β2+1)n
P β2,β3n (x), the action of the operators is
L′1f
′
n = K
′
n+1,nf
′
n+1 +K
′
n−1,nfn−1 +K
′
n,nfn
L′2f
′
n = −4n(n+ β2 + β3 + 1)− 2(β2 + 1)(β3 + 1) +
1
2
,
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K ′n+1,n =
E′(β2 + β3 + n+ 1)(β2 + n+ 1)
(β2 + β3 + 2n+ 1)(β2 + β3 + 2n+ 2)
,
K ′n−1,n =
E′n(n+ β3)
(β2 + β3 + 2n)(β2 + β3 + 2n+ 1)
, K ′n,n = E
′ −K ′n+1,n −K ′n−1,n.
9.1.5 A nondegenerate → degenerate limit
This appears initially a mere restriction of the 3-parameter potential to 1-parameter. How-
ever, after restriction one 2nd order generator Li becomes a perfect square Li = X
2. The
spectrum of Li is nonnegative but that of X can take both positive/negative values. This
results in a virtual doubling of the support of the measure in the finite case. Also, the com-
mutator of X and the remaining 2nd order symmetry leads to a new 2nd order symmetry.
In [103] we will show how this follows directly as a contraction from R2.
1) Wilson → special dual Hahn (1st model): The quantum system E3 (4.1.4) is given
in the singular limit from system S9, (9.1) by
a2 = a3 = ǫ→ 0, a1 = a1, X ′2 = lim
ǫ→0
L1, L
′
2 = lim
ǫ→0
L2, L
′
1 = [X
′, L′2].
The operators in this contraction differ from those given in subsection 4.1.4 by a cyclic
permutation of the coordinates si → si+1.
Now we investigate how the difference operator realization of S9 contracts to irreducible
representations of the S3 algebra. This is more complicated since the original restricted
algebra is now a proper subalgebra of the contracted algebra. The contraction is realized in
the model by setting α2 = α3 = −1/2 and α1 = α (the subscript is dropped since there is now
a sole α). The restricted operators become H ′ = E ′ with E ′ = −4(m+1)(m+α)−(α−1)2+ 1
4
and X ′2 = −4τ ∗τ , L′2 = −4t2+α2− 14 . The eigenfunctions for X ′2, the Wilson polynomials,
become
Φ±n(t2) = 4F3
( −n, n, −4m+2α+1
4
− t, −4m+2α+1
4
+ t
−m, −m− α, 1
2
; 1
)
. (9.12)
Here n = 0, 1, . . . , m if m is a nonnegative integer and n = 0, 1, . . . otherwise. For finite
dimensional representations, the spectrum of t is the set {α
2
+ 1
4
+m− k, k = 0, 1, . . . , m}.
The restricted polynomial functions (9.12) are no longer the correct basis functions for the
contracted superintegrable system:
L′2fn,m = Kn+1,nfn+1,m +Kn−1,nfn−1,m +
(
Kn,n + α
2
1 −
1
4
)
fn,m
Kn+1,n =
1
4
(m− n+ α) (m− n) , Kn−1,n = 1
4
(m+ n+ α) (m+ n) ,
Kn,n =
(
1
2
(α +
1
2
)−m
)2
−Kn+1,n −Kn−1,n.
Now Kn−1,n no longer vanishes for n = 0, so f0,m is no longer the lowest weight eigenfunction;
note f−1,m = f1,m is still a polynomial in t2. To understand the contraction we set n =
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N −M/2 where N is a nonnegative integer and M = 2m. Then the equations for the K’s
become
K(N + 1, N) =
1
4
(M −N + α) (M −N) , K(N − 1, N) = 1
4
N (N + α) ,
K(N,N) =
1
4
(
α +
1
2
−M
)2
−K(N + 1, N)−K(N − 1, N).
The three term recurrence relation gives a new set of basis orthogonal polynomials for rep-
resentations of S3. The lowest eigenfunction occurs for N = 0; if M is a nonnegative integer
the representation is 2m + 1-dimensional with highest eigenfunction for N = M . The new
basis functions are
fN,M(t
2) =
(α + 1)N
(−α−M)N 3F2
( −N, −s, s + 2α+ 1
−M, 1 + α ; 1
)
. (9.13)
Here fN is a polynomial of order 2N in s and of order n in λ(s) = s(s + 2α + 1), a special
case of dual Hahn polynomials. These dual Hahn polynomials admit
X = i
(
B(s)Es + C(s)E
−1
s
)
, B(s) + C(s) = M, (9.14)
B(s) =
(s+ 2α + 1)(M − s)
2s+ 2α+ 1
, C(s) =
s(s+M + 2α+ 1)
2s+ 2α+ 1
.
The operators which form a model for the algebra (4.1.4) are X (9.14),
L1 = −
(
s+ α +
1
2
)2
+ α2 − 1
4
, L2 = [L1, X ].
For finite dimensional representations the spectrum of s is {0, 1, . . . ,M}. From the operator
L1 we can determine the relation s = 2t− α− 1/2.
What is the relation between the functions (9.12) and the proper basis functions (9.13)?
Note this model X,L1, L2 can be obtained from the contracted model X
′, L′1, L
′
2 by conju-
gating by the “ground state” of the contracted model Φ−M
2
(t2). We find explicitly the gauge
function Φ−M
2
(t2) =
( 1
2
−M
2
)k(−α−M)k
( 1
2
)k(−α−M2 )k
, when t is evaluated at the weights t = α
2
+ 1
4
+M
2
−k, k =
0, 1, . . . M
2
, so the operator X ′ is related to X via conjugation by Φ−M
2
(t2).
Note that the functions Φn(t
2) are only defined for discrete values of t. However, on this
restricted set the functions Φ−M
2
+N and fN,M satisfy exactly the same three term recurrence
formula under multiplication by −4t2 − a, with the bottom of the weight ladder at N = 0.
From this we find
Φ−M
2
(t2)fN,M(t
2) = Φ−M
2
+N(t
2), t =
α
2
+
1
4
+
M
2
− k. (9.15)
Since Φ−M
2
(t2) = ΦM
2
(t2), fM,M(t
2) = 1 restricted to the spectrum of t.
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2) Wilson → special Hahn (2nd model): The quantum system S3 (4.35) can also be
obtained from system S9, (9.1) by
a1 = a3 = ǫ→ 0, a2 = 1
4
− α2, L′1 = lim
ǫ→0
L1, X
′2 = lim
ǫ→0
L2, L
′
2 = [X
′, L′1].
Again, the physical model obtained by this contraction is related to the that given in sub-
section 4.1.4 by a cyclic permutation of the coordinates si → si−1.
In this limit, the operator X2 can be immediately factorized to obtain the skew-adjoint
operator X = 2it. Taking x = t +m, we find
L′1 = −
[
B(x)Ex + C(x)E
−1
x − B(x)− C(x)
]− α− 1
2
, X ′ = 2i(x−m),
B(x) = (x− 2m)(x+ α + 1), C(x) = x(x− 2m− α− 1), L′2 = [X ′, L1],
which is diagonalized by Hahn polynomials
f̂k,m = 3F2
( −k, k + 2α + 1,−x
α + 1,−2m ; 1
)
= Qk(x;B2, B2, 2m),
L′1f̂k,m =
(
−
(
k + α +
1
2
)2
+ α2 − 1
4
)
f̂k,m, k = 0, 1, . . . , 2m.
These polynomials satisfy special relations not obeyed by general Hahn polynomials. The
dimension of the space has jumped from m+ 1 to 2m+ 1. Comparing these eigenfunctions
with the limit of the Wilson polynomials,
lim
ǫ→0
L′1fn,m =
(
−
(
2n+ α +
1
2
)2
+ α− 1
4
)
fn,m, n = 0, 1, . . . , m,
fn,m(t) = 4F3
( −n, n+ α + 1
2
, −m− t, −m+ t
−m, 1
2
−m, α + 1 ; 1
)
,
we see that in the limit only about half of the spectrum is uncovered. Here, the functions
fn,m are even functions of t whereas f̂k,m(−t) = (−1)kf̂k,m(t).
The recurrences for mutiplication by 2it and −4t2 are compatible, so we obtain the
following identity obeyed by special Wilson polynomials:
4F3
( −n, n + α + 1
2
, −m− t, −m+ t
−m, 1
2
−m, α+ 1 ; 1
)
=
3F2
( −2n, 2n + 2α+ 1,−t−m
α + 1,−2m ; 1
)
, n = 0, 1, . . . , m.
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9.1.6 The scheme and final comments
The full set of contractions leading to the Askey Scheme can be found in [102]. The top half
of Figure 6 shows the standard Askey Scheme indicating which orthogonal polynomials can
be obtained by pointwise limits from other polynomials and, ultimately, from the Wilson or
Racah polynomials. The bottom half of Figure 6 shows how each of the superintegrable sys-
tems can be obtained by a series of contractions from the generic system S9. Not all possible
contractions are listed, partly due to complexity and partly to keep the graph from being
too cluttered. (For example, all nondegenerate and degenerate superintegrable systems con-
tract to the Euclidean system H = ∂xx + ∂yy.) The singular systems are superintegrable in
the sense that they have 3 algebraically independent generators, but the coefficient matrix
of the 2nd order terms in the Hamiltonian is singular. They follow naturally as contrac-
tions of nonsingular systems. Figure 7 shows which orthogonal polynomials are associated
with models of which quantum superintegrable system and how contractions enable us to
reach all of these functions from S9. Again not all contractions have been exhibited, but
enough to demonstrate that the Askey Scheme is a consequence of the contraction structure
linking 2nd order quantum superintegrable systems in 2D. Forthcoming papers will sim-
plify considerably the compexity of this approach, [103]. Indeed the structure equations for
nondegenerate superintegrable systems can be derived directly from the expression for R2
alone, and the structure equations for degenerate superintegrable systems can be derived,
up to a multiplicative factor, from the Casimir alone. It will also be demonstrated that all
of the contractions of quadratic algebras in the Askey scheme can be induced by natural
contractions of the Lie algebras e(2,C) and o(3,C).
There is a close association between the models and the the symmetry operators in the
original physical quantum systems that describe bases of eigenfunctions via separation of
variables. All of the quantum systems are multiseparable. Some separable systems are
exactly solvable in the sense that the physical solutions are products of hypergeometric
functions. The special functions arising in the models we consider can be described as the
coefficients in the expansion of a separable eigenbasis for the original quantum system in
terms of another separable eigenbasis. The functions in the Askey Scheme are all hypergeo-
metric polynomials that arise as the expansion coefficients relating two separable eigenbases
that are both of hypergeometric type. Special polynomials in the Bannai-Ito classification
have been associated with superintegrability, see [148, 149]. The method obviously extends
to 2nd order systems in more variables; a start can be found in [101]. Examples of models
for higher order superintegrable systems can be found in [89]. The eigenfunctions are now
rational in general, rather than polynomial.
To extend the method to Askey-Wilson polynomials we would need to find appropriate
q-quantum mechanical systems with q-symmetry algebras and, so far, this hasn’t been done.
9.2 Quadratic algebras of 3D systems
As described in the previous section 9.1, the representation theory for quadratic operators
with two functionally independent generators (i.e. those associated with second-order super-
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Figure 6: The Askey scheme and contractions of superintegrable systems
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Figure 7: The Askey contraction scheme
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integrable systems in 2D) is now well understood. Although the analysis is not complete for
3D, there has been some work in this area, namely models of the singular isotropic oscillator
[100], and models for the generic system on the 3-sphere [101]. It is this latter model that
we present here.
9.2.1 The system on the 3-sphere
The Hamiltonian operator is defined via the the embedding of the unit 3-sphere in 4D flat
space, x21 + x
2
2 + x
2
3 + x
2
4 = 1,
H =
∑
1≤i<j≤4
(xi∂j − xj∂i)2 +
4∑
k=1
ak
x2k
, ∂i ≡ ∂xi. (9.16)
A basis for the 2nd order integrals of the motion is given by
Lij ≡ Lji = (xi∂j − xj∂i)2 +
aix
2
j
x2i
+
ajx
2
i
x2j
, (9.17)
for 1 ≤ i < j ≤ 4. While there are 6 such operators which commute with the Hamiltonian
(9.16), there is a functional relations which appears at 8th order as well as the linear relation,
H =
∑
1≤i<j≤4
Lij +
4∑
k=1
ak.
Thus, there are indeed 6 linearly independent integrals and 5 functionally independent, in
agreement with the 5 implies 6 theorem.
Let us know consider the algebra generated by these operators. In the following i, j, k, ℓ
are pairwise distinct integers such that 1 ≤ i, j, k, ℓ ≤ 4, and ǫijk is the completely skew-
symmetric tensor such that ǫijk = 1 if i < j < k. There are 4 linearly independent commu-
tators of the 2nd order symmetries (no sum on repeated indices):
Rℓ = ǫijk[Lij , Ljk] (9.18)
This implies, for example, that
R1 = [L23, L34] = −[L24, L34] = −[L23, L24].
Also,
[Lij , Lkℓ] = 0.
Here we define the commutator of linear operators F,G by [F,G] = FG−GF .
The 4th order structure equations are
[Lij , Rj ] = 4ǫiℓk({Lik, Ljℓ} − {Liℓ, Ljk}+ Liℓ − Lik + Ljk − Ljℓ) (9.19)
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[Lij , Rk] = 4ǫijℓ({Lij, Liℓ − Ljℓ}+ (2 + 4aj)Liℓ − (2 + 4ai)Ljℓ + 2ai − 2aj). (9.20)
Here, {F,G} = FG + GF . The 5th order structure equations are obtainable directly from
the fourth order equations and the Jacobi identity.
The 6th order structure equations are
R2ℓ =
8
3
{Lij , Lik, Ljk} − (12 + 16ak)L2ij − (12 + 16ai)L2jk − (12 + 16aj)L2ik (9.21)
+
52
3
({Lij, Lik + Ljk}+ {Lik, Ljk}) + (16
3
+
176
3
ak)Lij + (
16
3
+
176
3
ai)Ljk
+(
16
3
+
176
3
aj)Lij + 64aiajak + 48(aiaj + ajak + akai) +
32
3
(ai + aj + ak),
ǫikℓǫjkℓ
2
{Ri, Rj} = 4
3
({Liℓ, Ljk, Lkℓ}+ {Lik, Ljℓ, Lkℓ} − {Lij , Lkℓ, Lkℓ}) (9.22)
+
26
3
{Lik, Ljℓ}+ 26
3
{Liℓ, Ljk}+ 44
3
{Lij , Lkℓ}+ 4L2kℓ
−2{Ljℓ + Ljk + Liℓ + Lik, Lkℓ} − (6 + 8aℓ){Lik, Ljk} − (6 + 8ak){Liℓ, Ljℓ}
−32
3
Lkℓ − (8
3
− 8aℓ)(Ljk + Lik)− (8
3
− 8ak)(Ljl + Liℓ)
+(
16
3
+ 24ak + 24aℓ + 32akaℓ)Lij − 16(akaℓ + ak + aℓ).
Here, {A,B,C} = ABC + ACB +BAC +BCA+ CAB + CBA.
The 8th order functional relation is∑
i,j,k,l
[
1
8
L2ijL
2
kl −
1
92
{Lik, Lil, Ljk, Ljl} − 1
36
{Lij , Lik, Lkl} (9.23)
− 7
62
{Lij , Lij , Lkl}+ 1
6
(
1
2
+
2
3
al){LijLikLjk}
+
2
3
LijLkl − (1
3
− 3
4
ak − 3
4
al − akal)L2ij + (
1
3
+
1
6
al){Lik, Ljk}+ (4
3
ak +
4
3
al +
7
3
akal)Lij
+
2
3
aiajakal + 2aiajak +
4
3
aiaj
]
= 0
Here, {A,B,C,D} is the 24 term symmetrizer of 4 operators and the sum is taken over all
pairwise distinct i, j, k, ℓ.
We note here that the algebra described above contains several copies of the algebra
generated by the corresponding potential on the two-sphere. Namely, if A is defined to
be the algebra generated by all the operators {Lij , I} for all i, j = 1, .., 4 where I is the
identity. Then, the subalgebras Ak generated by {Lij , I} for i, j 6= k are exactly those
associated with the 2D analog of this system. For example, the algebra A4 generated by
{L12, L13, L23} admits the following operator H˜ = L12 + L13 + L23 + (3/4 − b21 − b22 − b23)I,
which is the Hamiltonian for the associated system on the two sphere and which is in the
center of A4. Thus, the representation of A4 will be used as a basis for the representation of
A.
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9.2.2 The model
As described above, a representation of A can be obtained by extending the representations
for the subalgebras Ak, namely the representation of the system S9 in terms of Wilson
polynomials. In order to extend this representation, we note that the operator H˜ = L12 +
L13 + L23 + 3/4 − (b21 + b22 + b23) is in the center of A4 but not A and so it is no longer the
energy of the system but instead a variable. Thus, if we begin with a representation of A4
in terms of a variable t, we adjoin a new variable s associated with the operator H˜. Thus,
the model for the algebra A will consist of difference operators in two variables.
The model is given by
H = −
(
(2M +
4∑
j=1
bj + 3)
2 + 1
)
I, H˜ = 1
4
− 4s2, (9.24)
L13 = −4t2 − 1
2
+ b21 + b
2
3, L12 = −4τ ∗t τt − 2(b1 + 1)(b2 + 1) + 1/2,
L24 = −4τ˜ ∗s τ˜s − 2(b2 + 1)(b4 + 1) +
1
2
,
L34 = A(s)S(σαβσαγ)t +B(s)S
−1(σγδσβδ)t + C(s)4τ ∗t τt +D(s),
where capital letters Sk and T k are the shift operators in S and T respectively. The operators
τ and τ ∗ are correspond to the factorization of the eigenvalue equation for Wilson polynomials
(9.2, 9.3) in the variable indicated by the subscript, with parameters for τ ∗ given by
α =
b2 + 1
2
+ s, β =
b1 + b3 + 1
2
, γ =
b1 − b3 + 1
2
, δ =
b2 + 1
2
− s (9.25)
and parameters for τ˜ ∗ given by
α˜ = t+
b2 + 1
2
, β˜ = −M − b1 + b2 + b3
2
− 1, (9.26)
γ˜ = M + b4 +
b1 + b2 + b3
2
+ 2, δ˜ = −t + b2 + 1
2
.
The coefficient functions in L34 are
A(s) = −(2M + b1 + b2 + b3 − 2s+ 2)(2M + b1 + b2 + b3 + 2b4 + 2s+ 4)
2s(2s+ 1)
,
B(s) = −(2M + b1 + b2 + b3 + 2s+ 2)(2M + b1 + b2 + b3 + 2b4 − 2s+ 4)
2s(2s− 1) ,
C(s) = −2 + 2(2M + b1 + b2 + b3 + 3)(2M + b1 + b2 + b3 + 2b4 + 3)
4s2 − 1 ,
D(s) = 2s2 − 2(2M + b1 + b2 + b3 + b4 + 4
2
)2 − (b1 + b2)
2
2
+
b23 + b
2
4
2
+ b3 + b4 + 2M + 3
+
((b1 + b2 + 1)
2 − b23)(2M + b1 + b2 + b3 + 3)(2M + b1 + b2 + b3 + 2b4 + 3)
2(4s2 − 1) ,
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and the operators
σµ,ν =
−1
2t
[
(µ− 1
2
+ t)(ν − 1
2
+ t)T
1
2 − (µ− 1
2
− t)(ν − 1
2
− t)T− 12
]
, (9.27)
shift the parameters of Wilson polynomials, see [101] for the action of these operators on the
basis.
There are several bases forming finite-dimensional irreducible representations for this
model, namely
dℓ,m(s, t) = δ(t− tℓ)δ(s− sm), 0 ≤ ℓ ≤ m ≤M, (9.28)
fn,m(s, t) = wn(t
2, α, β, γ, δ)δ(s− sm), 0 ≤ n ≤ m ≤M, (9.29)
gℓ,k(s, t) = wk(s
2, α˜, β˜, γ˜, δ˜)δ(t− tℓ), 0 ≤ ℓ ≤ k + ℓ ≤M, (9.30)
the latter two being given in terms of Wilson polynomials in one-variable. Another basis, for
which the operators L12 and L12 + L14 + L24 are diagonal is given in terms of two-variable
Wilson polynomials constructed by Tratnik [55, 180].
The relation between this system and this two-variable generalization of the Wilson
polynomials leads directly to at least two open question. First, whether there is an analogous
“Askey-tableau” for two variable orthogonal polynomials. Second, though related, whether
the n−variable version of these polynomials gives representations for the associated system
on the n-sphere and to consider their contractions.
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10 Conclusions
In this review we have concentrated on certain aspects of superintegrability. First of all, we
have restricted ourselves to finite-dimensional nonrelativistic classical and quantum Hamil-
tonian systems. The Hamiltonian always has the form H = T + V where T is the kinetic
energy and V a scalar potential. Physically this corresponds to a scalar particle in a scalar
potential field, or the interaction between two scalar particles.
We first consider the case of quadratic integrability where all integrals of motion are at
most second-order polynomials in the momenta (Sections 3 and 4). In 2D, the classification
of such systems is complete and the results are presented. This is combined with a review of
the structure of the quadratic algebras of their integrals of motion. This classification is per-
formed for 2D Riemannian, pseudo-Riemannian or complex Riemannian spaces of constant
or non-constant curvature that allow at least two Killing tensors (Darboux spaces) [108]. An
important role in the study of superintegrability is played by the Sta¨ckel transform which
relates physically different systems, often even in different spaces, to each other.
Sections 5, 6 and 7 are devoted to higher-order superintegrability, mainly in 2D real
Euclidean spaces. In section 5, we present the determining equations for the existence of
integrals of finite order N ≥ 2 in the Euclidean space E2. We review the case of N = 2
and verify the results of the previous section that the classical and quantum integrable (and
superintegrable) potentials coincide and the integrals are the same, up to symmetrization.
Starting from N = 3, the determining equations acquire non-vanishing quantum corrections
and hence the classical and quantum potentials no longer necessarily coincide. The general
solution to the determining equations is not known for N > 2. However, we present all third-
order superintegrable systems that also allow a first-order integral or a second-order one
leading to separation of variables in Cartesian, polar or parabolic coordinates. (The case of
separation in elliptic coordinates has not yet been studied.) We also present the determining
equations for fourth-order integrals and a new fourth-order superintegrable potential which
does not admit separation of variables.
For higher-order integrals of motion, the determining equations quickly become intractable.
However, a break-through in this area was in the discovery of a family (since named the TTW
system) of exactly-solvable systems which was conjectured to be superintegrable with inte-
grals of arbitrarily high order. The proof of this conjecture has led to novel approaches to
construction and analysis of superintegrable systems. In Section 6, the system is introduced
and a method for constructing additional integrals of motion for classical Hamiltonians ad-
mitting separation of variables is introduced. This method is then applied to prove the
superintegrability of the TTW system as well as to construct an infinite family of superinte-
grable systems containing the extended Kepler-Coulomb systems in 3D. Section 7 presents
a method for proving the superintegrability of systems with higher-order integrals via recur-
rence relations for the separable solutions. This method makes use of the conjectured exact
solvability of superintegrable systems to construct differential operators which fix energy
eigenstates of the Hamiltonian. This method is used to prove the superintegrability of the
TTW system and an extension of the 3D Kepler-Coulomb system and to construct their
symmetry algebras.
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Section 8 reviews the Sta¨ckel transform introduced in Section 4 and its relation to coupling
constant metamorphosis (CCM). While CCM is well defined for Hamiltonians in classical
mechanics, for quantum systems there are additional requirements on the form of the integral
in order for it to be preserved as a symmetry under the transformation, namely it be a
polynomial in the coupling constant. Section 9 is devoted to a more mathematical aspect
of superintegrability, namely the relation between the representation theory of quadratic
algebras and special function theory. Just as Lie algebra relations were exploited to determine
energy levels of the hydrogen atom, so can the representation of the polynomial algebras
give energy levels and expansion coefficients from one separable basis to another. These
representations give a direct connection between second-order superintegrability systems in
2D and the Askey scheme of orthogonal polynomials. Contractions of the algebras correspond
to the limits between the families of classical orthogonal polynomials.
Some aspects of superintegrability theory are not included in this review because of (self-
imposed) restrictions on space and time. They include the study of systems not of the form
H = ∆+ V (~x), for example velocity dependent potentials
H = (~p)2 + V (~r) +
(
~A(~r), ~p
)
+
(
~p, ~A(~r)
)
, (10.1)
where ~A(~r) is a vector potential. The Hamiltonian (10.1) describes the motion of a spin zero
particle in a magnetic field, for instance. Integrable and superintegrable systems of this type
in E2 have been studied systematically with a restriction to first- and second-order integrals
of the motion [16, 18, 32, 39, 43, 128, 156].
Another class of Hamiltonians that have been investigated from the point of view of
integrability and superintegrability is of the form
H = (~p)2 + V0(r) + V1(r)(~σ~L) (10.2)
and describes the interaction of a spin 1/2 particle with a spin 0 one (e.g. pion-nucleon
interaction) [38, 191–193]. For further relevant articles on superintegrability for particles
with spin see e.g. [138–141, 154, 155]. Finally, we mention a few other superintegrable
systems where the Hamiltonian is of the different form that those studied here including
those related to Dunkl oscillators and quantum spin lattices [52, 53, 129, 130, 149] as well
as those associate with super-symmetric systems [22, 150, 159].
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