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THE ∂-NEUMANN PROBLEM IN THE SOBOLEV TOPOLOGY
LUIGI FONTANA, STEVEN G. KRANTZ, AND MARCO M. PELOSO
Abstract. We study the ∂-Neumann problem using the Sobolev space inner prod-
uct. We show that the problem can be solved on any smoothly bounded, pseudo-
convex domain. We further formulate estimates and the basic results of a Sobolev
Hodge theory.
1. Introduction
Let Ω be a smoothly bounded domain in Cn. We write the coordinates zj =
xj + ixj+n, j = 1, . . . , n, and the standard basis of vector fields Dk := ∂/∂xk , for
k = 1, . . . , 2n. For s a non-negative integer we define the Sobolev inner product 〈·, ·〉s
to be
〈f, g〉s :=
∑
|α|≤s
γα
∫
Ω
DαfDαg. (1)
Here, and throughout the paper, we use Dα to denote the α-order derivative, where
α is a multi-index and we are using standard multi-index notation. Moreover,
γα := |α|!/α! denotes the polynomial coefficient. [The naturality of this choice of
the Sobolev inner product will be pointed out and discussed below.]
We define the Sobolev space W s(Ω) to be the closure of C∞(Ω¯) with respect to
the above inner product. We denote by W s(0,q)(Ω) the space of (0, q) forms whose
coefficients are in W s(Ω). If φ =
∑
|J |=q φJdz¯
J and ψ =
∑
|J |=q ψJdz¯
J , then the inner
product in W s(0,q)(Ω) is defined by
〈φ, ψ〉s :=
∑
|J |=q
∑
|α|≤s
γα
∫
Ω
DαφJDαψJ ,
where we use the standard notation J to denote a q-vector with increasing entries,
and α to denote a multi-index. [Note that the inner product of forms of different
degrees is defined to be 0.]
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For a (0, q) form φ =
∑
|J |=q φJdz¯
J with C∞ coefficients, the operator ∂ is defined
by
∂φ :=
∑
|K|=q+1
∑
kJ
εKkJ
∂φJ
∂z¯k
dz¯K , (2)
where εKkJ equals the sign of the permutation kJ 7→ K if {k} ∪ J = K as sets, and
is 0 otherwise. We continue to use ∂ to denote its closure in the W s topology. In
this way, for each integer q = 0, 1, . . . , n, we obtain an unbounded, densely defined,
closed operator
∂ :W s(0,q)(Ω)→ W
s
(0,q+1)(Ω).
Thus, in particular, ker ∂ is a closed subspace in W s(0,q)(Ω). Sometimes we shall use
the notation ∂(0,q) to stress the fact that the operator ∂ is acting on (0, q) forms.
Consider now the W s(Ω)-Hilbert space adjoint ∂
∗
of ∂. We want to study the
boundary value problem 
(∂∂
∗
+ ∂
∗
∂)u = f on Ω
u, ∂u ∈ dom ∂
∗
,
(3)
where f is a given (0, q) form. When appropriate, we shall refer to this problem as
(3,s) in order to emphasize that the topology is coming from the W s inner product.
The condition that u and ∂u lie in the domain of ∂
∗
leads to the ∂-Neumann s-order
boundary conditions. We shall refer below to the (∂, s)-Neumann conditions, and
the (∂, s)-Neumann problem. Notice that if the Hilbert space under consideration is
L2(Ω) (that is, s = 0) with respect to the Lebesgue measure, then the problem (3,s)
reduces to the classical ∂-Neumann problem.
J. J. Kohn solved the ∂-Neumann (= (∂, 0)-Neumann) problem in a series of pa-
pers in 1963-4 (see [FK] and references therein). This work has proved important
in the theory of partial differential equations, in geometry, and in function theory.
Recent work of Christ [Ch] has shown that the canonical solution—the solution that
is minimal in L2 norm—that arises from Kohn’s work in the L2 topology is not as
well behaved as one might have hoped. The program presented in this paper endeav-
ors to seek other canonical solutions that may serve when Kohn’s solution will not.
This work is also interesting from the point of view of partial differential equations—
particularly boundary value problems—and in the study of the energy integral in
geometry. We mention that H. Boas [Bo1] and [Bo2] studied properties and regular-
ity of the Hilbert space orthogonal projection of W s(Ω) onto the subspace consisting
of the holomorphic functions.
The present paper is the first of a series of papers that we devote to the study of
the (∂, s)-Neumann problem. We begin by showing that problem (3,s) can always
be solved on any smoothly bounded pseudoconvex domain Ω. This result does not
depend on the particular choice of Sobolev inner product. Then we investigate the
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(∂, s)-Neumann problem more closely by determining a description of the Hilbert
space adjoint ∂
∗
of ∂, and the boundary conditions arising from requiring that u
and ∂u belong to dom ∂
∗
. While doing this we use the particular choice of the inner
product (1) to obtain reasonably clean equations and formulas. We then conclude
with some remarks about what lies ahead. In a forthcoming paper we give estimates
for the above problem in the special case of a strongly pseudoconvex domain, and
with s = 1. The foundations for the present work, studied in the real variable context
of the de Rham complex, were laid in the papers [FKP1], [FKP2].
We thank H. Boas for making several useful remarks and comments on an earlier
version of this paper. We also thank the referee for making helpful suggestions. Work
of the second author at MSRI was supported by NSF Grant DMS-9022140.
2. Solvability of the (∂, s)-Neumann problem
The aim of the present section is to prove the following theorem.
Theorem 2.1. Let Ω be a smoothly bounded pseudoconvex domain in Cn. Let s, q
be positive integers, 0 < q ≤ n. Let f ∈ W s(0,q)(Ω). Then there exists a unique
u ∈ W s(0,q)(Ω) that solves the (∂, s)-Neumann problem
(∂∂
∗
+ ∂
∗
∂)u = f on Ω
u, ∂u ∈ dom ∂
∗
.
Moreover, there exists a constant c > 0, independent of f , such that
‖u‖s ≤ c‖f‖s.
Proof. The proof is in two steps. In the first, we rely heavily on Kohn’s estimates [Ko],
to construct and estimate the canonical solutions in W s to the equations ∂u = f and
∂
∗
v = g. In the second step we prove the solvabilty of the (∂, s)-Neumann problem.
In the course of the proof, by orthogonal we shall always mean orthogonality in the
W s inner product.
By (3.21) in [Ko], since the ∂-cohomology is trivial on a pseudoconvex domain Ω ⊆
Cn, we have that range ∂(0,q−1) = ker ∂(0,q). This equality implies that range ∂(0,q−1)
is closed in W s(0,q)(Ω). Now Lemma 4.1.1 in [Ho¨1], applied with F = range ∂(0,q−1),
gives that
‖f‖s ≤ c‖∂
∗
(0,q)f‖s
for all f ∈ range ∂(0,q−1) ∩ dom ∂
∗
(0,q). This in turn, by Lemma 4.1.2 in [Ho¨1], implies
that for all v in the orthogonal complement of ker ∂(0,q−1), i.e. in the closure of
range ∂
∗
(0,q), there exists f ∈ dom ∂
∗
(0,q) such that ∂
∗
(0,q)f = v. Hence, range ∂
∗
(0,q)
is closed as well, and therefore we have the estimate ‖f‖s ≤ C‖∂f‖s for all f ∈
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range ∂
∗
(0,q) ∩ dom ∂(0,q−1). Moreover, we have the strong orthogonal decomposition
W s(0,q)(Ω) = range ∂
∗
(0,q+1) ⊕ range ∂(0,q−1).
Now, given any g ∈ W s(0,q)(Ω), with ∂(0,q)g = 0, i.e. g ∈ range ∂(0,q−1), we can
find v ∈ dom ∂(0,q−1), orthogonal to ker ∂(0,q−1), such that ∂v = g, and we have the
estimate
‖v‖s ≤ cs‖g‖s.
We can apply the same argument to the ∂
∗
-equation, i.e. given any f with ∂
∗
(0,q)f = 0,
we can find u orthogonal to ker ∂
∗
(0,q+1) such that ∂
∗
(0,q+1)u = f , with the estimate
‖u‖s ≤ cs‖f‖s.
We shall call such solutions u and v the s-canonical solution to the ∂ and ∂
∗
equation,
respectively.
We now establish the solvability of the (∂, s)-Neumann problem. We shall suppress
the subscripts on the operators ∂ and ∂
∗
(used to denote the space of forms that is
being acted upon), since this will be clear from context. Let f ∈ W s(0,q)(Ω). Then f
can be uniquely written as f = f1+f2 with f1 ∈ range ∂ and f2 ∈ range ∂
∗
. Let g1, g2
be the canonical solution of ∂g1 = f1, and ∂
∗
g2 = f2, respectively. Since g1 ⊥ ker ∂
we have that g1 ∈ range ∂
∗
, and therefore ∂
∗
g1 = 0. Analogously, g2 ∈ range ∂ and
∂g2 = 0.
Thus we can canonically select u1, u2 such that ∂
∗
u1 = g1 and ∂u2 = g2. Setting
u = u1 + u2 we obtain that
(∂∂
∗
+ ∂
∗
∂)u = f,
and the desired estimate follows from the corresponding ones for ∂ and ∂
∗
:
‖u‖2s = ‖u1‖
2
s + ‖u2‖
2
s
≤ c(‖g1‖
2
s + ‖g2‖
2
s)
≤ c(‖f1‖
2
s + ‖f2‖
2
s)
= c‖f‖2s.
We let Ns be the operator on W
s
(0,q)(Ω) defined by
(∂∂
∗
+ ∂
∗
∂)Nsf = f (4)
for all f ∈ W s(0,q)(Ω). [Notice that the harmonic space for the operator on the left side
of (4) is just the zero space—by the preceding arguments. Therefore this last condi-
tion uniquely defines Ns.] We call Ns the Neumann operator for the (∂, s)-Neumann
problem. Thus we have proved that Ns is a bounded operator from W
s
(0,q)(Ω) into
itself, for 0 < q ≤ n.
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Remark 2.2. We want to stress the fact that the results of the present section
are independent of the particular choice of the Sobolev inner product. In fact, the
same arguments work for any s ≥ 0, not necessarily integral, and any choice of an
equivalent norm in W s(0,q)(Ω). The form of the inner product (1) will only become
relevant in the next section since we seek explicit formulas for ∂
∗
and its domain.
3. The Hilbert space adjoint ∂
∗
of ∂
In this section we wish to make the (∂, s)-Neumann problem more explicit by
calculating the domain of ∂
∗
, and the operator ∂
∗
itself by showing how it actually
operates on the (0, q)-forms in its domain. As a result, we shall formulate problem
(3) as a boundary value problem in which the equation on the domain is of the form
✷ + Gs where ✷ is the complex Laplacian and Gs is a so-called singular Green’s
operator (see [Gr]). This result demonstrates a striking difference with the classical
case of the (∂, 0)-Neumann problem, where the adjoint is taken with respect to the
L2-inner product, and no operator Gs appears. The particular expression of the
Hilbert space adjoint ∂, and of the singular Green’s operator Gs arising in the (∂, s)-
Neumann problem depend on the choice of the inner product in W s(0,q)(Ω). We note
that with our definition (1) we have
〈f, g〉s = 〈f, g〉0 +
2n∑
j=1
〈Djf,Djg〉s−1. (5)
Recall that for a (0, q) form φ =
∑
|J |=q φJdz¯
J with C∞ coefficients, the operator ∂
is defined as
∂φ =
∑
|K|=q+1
∑
kJ
εKkJ
∂φJ
∂z¯k
dz¯K .
Then, the formal adjoint ϑ of ∂ is easily calculated to be
ϑφ = −
∑
|I|=q−1
εJiI
∂φJ
∂zi
dz¯I .
We want to compute the Hilbert space adjoint ∂
∗
, together with its domain. In
carrying out this program, a central role is played by a particular extension of the
normal vector field on bΩ to a suitable tubular neighborhood of bΩ. The differential
condition arising in the description of dom ∂
∗
is most easily expressed if we make the
following choices.
Let ̺ be the signed Euclidean distance from bΩ (negative inside, positive outside).
In a suitable tubular neighborhood U of bΩ, this function ̺ is well defined and in
C∞(U). We define the vector field N on U by setting N = grad ̺. Then N is the
outward unit vector field, and if we set N =
∑2n
j=1 νjDj, then Nνj = 0 on U . [This
last one is in fact the property that at several stages makes our computations easier,
and the formulas appearing simplier.]
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Proposition 3.1. Let Ω be a smoothly bounded domain in Cn. Let ∂
∗
be the
W s(Ω)-Hilbert space adjoint of ∂. Then
dom ∂
∗
∩ C∞(0,q+1)(Ω¯) = {ψ : N
s
(
ψx∂̺
)
I
= 0 on bΩ, for all I, |I| = q}.
Notice that N s denotes the s-fold composition of N with itself.
Here the contraction of a (0, q + 1) form ψ with a (0, 1) form ω =
∑
k ωkdz¯k is
defined by the formula
ψxω :=
∑
I
∑
kK
εKkIψK ω¯kdz¯
I .
Remark 3.2. Suppose that r is a generic defining function for Ω, C∞ in a neighbor-
hood of Ω, and we wish to express dom ∂
∗
in terms of r and ∂/∂r. Then we obtain the
following description. There exists a differential operator Ls of order s, with C
∞(U)
coefficients, whose leading term is (∂/∂r)s, and such that
dom ∂
∗
∩ C∞(0,q+1)(Ω¯) =
{
ψ : Ls
(
ψx∂r
)
I
= 0 on bΩ, for all I, |I| = q
}
.
Indeed, on U ,
∂
∂r
= |grad r|N + gX,
where g ∈ C∞(U), g = 0 on bΩ, and X is a vector field on U .
We set ∂
∗
= ϑ+K, and we want to determine K. Our result is the following.
Proposition 3.3. Let Ω be a smoothly bounded domain in Cn, and let s be a positive
integer. Let ∂
∗
be the W s(Ω)-Hilbert adjoint of ∂, and ϑ be the formal adjoint of ∂,
respectively. Set ∂
∗
= ϑ+K. Then, for a (0, q+1) form ψ, Kψ :=
∑
|I|=q ωIdz¯
I is the
(0, q) form whose components are solutions of the following boundary value problem:

∑s
j=0(−∆)
jωI = 0 on Ω∑s+k−1
j=0 TjN
s+k−1−jωI = P
(I)
s+kψ on bΩ, k = 1, . . . , s .
(6)
Here Tk denotes a tangential differential operator of order ≤ k, with C
∞ coefficients,
T0 = (−1)
k−1 · id on bΩ, and P
(I)
s+k is a differential operator of order s + k with C
∞
coefficients and acting on the components of ψ.
As a consequence, from the theory of elliptic boundary value problems [LM], we
shall obtain the next result.
Corollary 3.4. Let s a be positive integer. Then, K is a well defined operator of
order 1. More precisely, for all t > s + 1/2. there exists a positive constant Ct > 0
such that we have the estimate
‖Kψ‖t−1 ≤ Ct‖ψ‖t
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for all ψ ∈ C∞(0,q+1)(Ω). Furthermore, when restricted to purely tangential forms, K
is of order 0, i.e. for all t > s + 1/2 there exists Ct > 0 such that if ψx∂̺ = 0 in a
neighborhood of bΩ, then
‖Kψ‖t−1 ≤ Ct‖ψ‖t−1.
As a consequence of these facts, we obtain the following representation for the (∂, s)-
Neumann problem. We set Gs := ∂K + K∂. With the notation above, the (∂, s)-
Neumann problem is equivalent to the boundary value problem

(✷+Gs)u = f on Ω
N s(ux∂̺) = 0 on bΩ
N s(∂ux∂̺) = 0 on bΩ .
Here ✷ := ∂ϑ+ϑ∂ is the complex Laplacian, and it equals −4∆ on Ω ⊆ Cn. Notice
that Gs is the singular Green’s operator we mentioned earlier. The operator Gs is
of order 2, so of the same order as the complex Laplacian ✷. Moreover notice that
Gsu only depends on the boundary values of u and ∂u and their derivatives up to
order 2s, and that in general Gs is not diagonal. An analysis of the analogue of the
operator Gs in the case of the de Rham complex, appears in [FKP1].
Proof of Theorem 3.1. Let φ ∈ C∞(0,q)(Ω) and ψ ∈ C
∞
(0,q+1)(Ω). Using Green’s formula
we have
〈∂φ, ψ〉s =〈φ, ∂
∗
ψ〉s = 〈φ, ϑψ〉s + 〈φ,Kψ〉s
=〈φ, ϑψ〉s +
∑
0≤|α|≤s
γα
∑
KkI
εKkI
∫
bΩ
DαφIDαψK
∂̺
∂z¯k
. (7)
Recall that the (0, q+1) form ψ belongs to dom ∂
∗
if and only if there exists a constant
Cψ > 0 such that |〈∂φ, ψ〉s| ≤ Cψ‖φ‖s for all φ ∈ dom ∂. Hence ψ ∈ dom ∂
∗
if and
only if the boundary terms in the calculation (7) above can be bounded by Cψ‖φ‖s.
By the Sobolev trace theorem we can bound the terms of the form∫
bΩ
DαφIDαψK
∂̺
∂z¯k
when |α| ≤ s− 1. Thus it suffices to consider the sum
∑
|α|=s
∑
KkI
∫
bΩ
DαφIDαψK
∂̺
∂z¯k
.
By integrating by parts we can move tangential derivatives from φ to ψ, so only the
s normal derivatives on φ may cause trouble.
We decompose the standard derivatives in the coordinate directions into their
normal and tangential components:
Dj = Yj + νjN,
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where N is the normal derivative, and Yj are tangential vector fields. Then
Dα = (Yαp1 + ναp1N) · · · (Yαps + ναpsN).
Notice that, since
∑
j ν
2
j ≡ 1 and N =
∑
j νjDj, we have that
∑
j νjYj = 0. Therefore,
when considering s normal derivatives on φI , we have∑
|α|=s
γα
∑
KkI[
εKkI
∫
bΩ
(ναp1N) · · · (ναpsN)φI(Yαp1 + ναp1N) · · · (Yαps + ναpsN)ψK
∂̺
∂z¯k
]
=
∑
|α|=s
γα
∑
KkI
εKkI
∫
bΩ
(ναp1 )
2 · · · (ναps )
2
(
N sφI
)(
N sψK)
∂̺
∂z¯k
=
( ∑
|α|=s
γα(ναp1 )
2 · · · (ναps )
2
)∑
I
∫
bΩ
(N sφI)
(∑
Kk
εKkIN
s(ψK
∂̺
∂zk
)
)
.
Now, if ψ ∈ C∞(0,q+1)(Ω) and
0 =
∑
Kk
εKkIN
s(ψK
∂̺
∂zk
) = N s(ψx∂̺)I
on bΩ for all I, then clearly ψ ∈ dom ∂
∗
.
On the other hand, suppose that N s(ψx∂̺)I 6= 0 on bΩ for a certain I. We may
assume that
Re
(
N s(ψx∂̺)I
)
≥ 1 on B(p, δ) ∩ Ω,
where B(p, δ) is a small ball center at p ∈ Ω. For ε > 0, consider the collection of
(0, q) forms φ(ε),
φ(ε) := (−̺)s−1(−̺+ ε)3/4χdz¯I ,
where χ is a non-negative C∞ cut-off function, suppχ ⊆ B(p, δ), and χ = 1 on
B(p, δ/2). Now, an easy calculation shows that
‖φ(ε)‖s ≤ C1
independently of ε, while∣∣∣∣
∫
bΩ
N sφ
(ε)
I ·N
s(ψx∂̺)I
∣∣∣∣ ≥ C2ε−1/4,
which is unbounded, as ε→ 0. This finishes the proof of the proposition.
Remark 3.5. We observe that dom ∂
∗
∩C∞(0,q+1)(Ω¯) is dense inW
s
(0,q+1)(Ω). Therefore
it suffices to show that for any ε > 0 and φ ∈ C∞(0,q+1)(Ω) there exists ψ ∈ C
∞
(0,q+1)(Ω)
with ‖ψ‖s < ε and φ− ψ ∈ dom ∂
∗
.
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Having fixed φ and ε, let χ ∈ C∞0 (−1, 1) and χ = 1 in a neighborhood of the origin.
Then the form ψ
ψ := (1/s!)(−̺)sχ(−̺/ε)
(
N s(φx∂̺)
)
∧ ∂̺
satisfies the required conditions.
Proof of Proposition 3.3. We have set ∂
∗
= ϑ+K, so that for ψ ∈ dom ∂
∗
we have
〈φ, ∂
∗
ψ〉s = 〈φ, ϑψ〉s + 〈φ,Kψ〉s. (8)
On the other hand by (7) we see that, for ψ ∈ dom ∂
∗
and φ ∈ C∞(0,q)(Ω) we have the
equality
〈∂φ, ψ〉s = 〈φ, ϑψ〉s +
∑
0≤|α|≤s
γα
∑
KkJ
εKkJ
∫
bΩ
DαφJDαψK
∂̺
∂z¯k
;
so it follows that
〈φ,Kψ〉s =
∑
0≤|α|≤s
γα
∑
KkJ
εKkJ
∫
bΩ
DαφJDαψK
∂̺
∂z¯k
. (9)
By choosing φ with compact support in Ω we find that Kψ satisfies
0 =〈φ,Kψ〉s
=
∑
|J |=q
∑
0≤|α|≤s
γα
∫
Ω
DαφJDα(Kψ)J
=
∑
|J |=q
∑
0≤|α|≤s
(−1)|α|γα
∫
Ω
φJD2α(Kψ)J .
Since this holds for all φ ∈ C∞(0,q)(Ω) with compact support in Ω, we see that (Kψ)J
must satisfy the equation
0 =
∑
0≤|α|≤s
(−1)|α|γαD
2α(Kψ)J =
s∑
j=0
(−∆)j(Kψ)J on Ω
for all J , which is the equation on the interior of Ω that appears in (6).
Now we move on to consider the boundary conditions thatKψ must satisfy. For φ ∈
C∞(0,q)(Ω), by repeatedly applying Green’s theorem to the left hand side of equation
10 L. FONTANA, S. G. KRANTZ, AND M. M. PELOSO
(9), and recalling equation (5), we have
〈φ,Kψ〉s =
∑
|J |=q
(
〈φJ , (Kψ)J〉0 +
2n∑
j=1
〈DjφJ , Dj(Kψ)J〉s−1
)
=
∑
|J |=q
(∫
Ω
φJ(Kψ)J +
2n∑
i=1
∫
Ω
DiφJDi(Kψ)J
+
∑
1≤|β|≤s−1
γβ
2n∑
i=1
∫
Ω
DiD
βφJDiDβ(Kψ)J
)
=
∑
|J |=q
(∫
bΩ
φJN(Kψ)J +
∑
1le|β|≤s−1
γβ
∫
bΩ
DβφJNDβ(Kψ)J
− 〈φJ ,∆(Kψ)J〉s−1 + . . .
)
,
where the dots stand for terms that do not contribute to any boundary expression.
We iterate this calculation on the last term on the right in the above chain of
equalities to obtain that
〈φ,Kψ〉s =
∑
|J |=q
s−1∑
i=0
∑
|α|≤i
γα
∫
bΩ
(DαφJ)NDα(−∆)s−1−i(Kψ)J + . . . ,
where the dots have the same meaning as before. ¿From this equation and (9) it
follows that, for all J ,
s−1∑
i=0
∑
|α|≤i
γα
∫
bΩ
(DαφJ)NDα(−∆)s−1−i(Kψ)J
=
∑
0≤|α|≤s
γα
∑
kK
εKkJ
∫
bΩ
DαφJDαψK
∂̺
∂z¯k
. (10)
This equation must hold true for all φ ∈ C∞(0,q)(Ω). Thus we need to isolate the terms
containing N ℓφJ for ℓ = 0, 1, . . . , s− 1, and for all J .
Now observe that, if f and g are smooth functions on the boundary, then
2n∑
j=1
∫
bΩ
DjfDjg =
∑
j
∫
bΩ
(Yj + νjN)f(Yj + νjN)g
=
∑
j
∫
bΩ
YjfYjg +
∫
bΩ
NfNg,
where we have used the fact that
∑
j νjYj = 0. Now
Dα = Tα,|α| + Tα,|α|−1N + · · ·+ ν
αN |α|,
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where Tα,k is a tangential operator of order ≤ k, and ν := (ν1, . . . , ν2n). Therefore
the left hand side of (10) equals
s−1∑
i=0
∑
|α|≤i
γα
∫
bΩ
(
Tα,|α| + Tα,|α|−1N + · · ·+ ν
αN |α|
)
φJ (11)
·NDα(−∆)s−1−i(Kψ)J
=
s−1∑
ℓ=0
(∫
bΩ
N ℓφJ ·
[s−1∑
i=ℓ
∑
ℓ≤|α|≤i
γαT ∗α,|α|−ℓND
α(−∆)s−1−i(Kψ)J
])
=
s−1∑
ℓ=0
(∫
bΩ
N ℓφJ ·
∑
ℓ≤|α|≤s−1
[s−1−|α|∑
j=0
γαT
∗
α,|α|−ℓND
α(−∆)j(Kψ)J
])
. (12)
Notice that in the above calculations we have obtained the identity
〈φ,Kψ〉s =
∑
J
(
〈φJ ,
s∑
j=0
(−∆)j(Kψ)J〉0
+
s−1∑
ℓ=0
∫
bΩ
N ℓφJ ·
∑
ℓ≤|α|≤s−1
[s−1−|α|∑
j=0
γαT ∗α,|α|−ℓND
α(−∆)j(Kψ)J
])
. (13)
In particular, for ν := (ν1, . . . , ν2n), we have that Tα,0 = ν
α = T ∗α,0 and for ℓ a positive
integer we have
∑
|α|=ℓ−1
γαν
αDα =
∑
|β|=ℓ−2
γβν
β
( 2n∑
i=1
νiDi
)
Dβ = · · · = N ℓ−1. (14)
Thus the last summand on the right hand side of (12) (corresponding to ℓ = s − 1)
becomes∫
bΩ
N s−1φJ ·
( ∑
|α|=s−1
γαT
∗
α,0
[
NDα(Kψ)J
])
=
∫
bΩ
N s−1φJ ·N s(Kψ)J .
The right hand side of (10) can be treated in the same way:
∑
0≤|α|≤s
γα
∫
bΩ
( |α|∑
ℓ=0
Tα,|α|−ℓN
ℓφJ
)(∑
kK
εKkJD
αψK
∂̺
∂zk
)
=
s∑
ℓ=0
∫
bΩ
N ℓφJ ·
∑
ℓ≤|α|≤s
γαT ∗α,|α|−ℓ
(∑
kK
εKkJD
αψK
∂̺
∂zk
)
. (15)
Notice that the top order term vanishes since N sφJ is paired with
∑
|α|=s
γαT
∗
α,0
(∑
kK
εKkJD
αψK
∂̺
∂zk
)
=
∑
kK
εKkJN
sψK
∂̺
∂zk
,
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which equals 0 on bΩ, because ψ ∈ dom ∂
∗
. ¿From these calculations, and by equating
the right hand sides of (12) and (15), we obtain the s boundary equations. Set
∑
kK
εKkJD
αψK
∂̺
∂zk
= (Lαψ)J .
Then, on bΩ, we have
N s(Kψ)J =
∑
s−1≤|α|≤s
γαT
∗
α,|α|−s+1(Lαψ)J
∑
s−2≤|α|≤s−1
γαT
∗
α,|α|−s+2ND
α
(s−1−|α|∑
j=0
(−∆)j(Kψ)J
)
=
∑
s−2≤|α|≤s
γαT
∗
α,|α|−s+2(Lαψ)J
· · · · · ·
∑
0≤|α|≤s−1
γαT
∗
α,|α|ND
α
(s−1−|α|∑
j=0
(−∆)j(Kψ)J
)
=
∑
0≤|α|≤s
γαT
∗
α,|α|(Lαψ)J .
Thus we have s boundary equations in (Kψ)J . Notice that the k
th equation has
order s + k − 1 in the normal direction, for k = 1, . . . , s. Since T ∗α,0 = ν
α and
−∆ = −N2+T1N +T2, using formula (14), the operator on the left hand side in the
kth equation becomes
∑
s−k≤|α|≤s−1
γαT
∗
α,|α|−s+kND
α
(s−1−|α|∑
j=0
(−∆)j
)
= N s−k+1
k−1∑
j=0
(−∆)j + · · ·+
∑
|α|=s−1
γαTα,k−1ND
α
= (−1)(k−1)N s+k−1 + T1N
s+k−2 + · · ·+ Ts+k−2N
as in the statement of the proposition, while the right hand side in the same equation
is an operator of order s+k (one order larger than the left hand side), that we denote
by P
(J)
s+k. Then we have
P
(J)
s+k(ψ) =
∑
s−k≤|α|≤s
γαT
∗
α,|α|−s+k(Lαψ)J . (16)
This finishes the proof.
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Before proving Corollary 3.4 we need one more result. Consider the boundary
value problem (6) that defines the components of K:

∑s
j=0(−∆)
ju = 0 on Ω∑s+ℓ
j=0 TjN
s+ℓ−ju = gℓ on bΩ, ℓ = 0, . . . , s− 1 .
(17)
for given gℓ ∈ C
∞(bΩ), ℓ = 0, . . . , s−1. Notice that the operator K applied to a form
ψ gives rise to the composition of a (non-diagonal) differential operator acting on the
components of ψ, the restriction to the boundary bΩ, and the solution operator S of
the (scalar) boundary value problem (17). Then we have the following.
Lemma 3.6. The boundary value problem (17) is an elliptic boundary value problem
with trivial kernel, that is if gℓ = 0 for ℓ = 0, . . . , s− 1, then S(g0, . . . , gs−1) = 0.
Proof. In order to prove that the boundary value problem (17) is elliptic, we use the
standard definition, see (10.1.1) in [Ho¨2]. Given any point p ∈ bΩ we need to consider
a C∞ change of coordinates that takes p into the origin, flattens the boundary, and
such that the transformed vector fields at the origin coincide with the new basis
vector fields. We write the new coordinates as (x0, x) ∈ [0,+∞)× R
2n−1. Then, the
normal vector field is ∂x0 , and ∂1, . . . , ∂2n−1 are the tangential vector fileds. After
taking the Fourier transform in the tangential directions, writing ξ ∈ R2n−1 for the
variable dual to x, we need to show that the ordinary differential equation
(−∂
2
x0 + |ξ|
2)sv = 0 on [0,+∞)
Bs,ℓ v(0) = 0 ℓ = 0, 1, . . . , s− 1
(18)
admits the trivial solution as the only bounded solution on [0,+∞). Here Bs,ℓ denote
the top order terms of the boundary operators in (17) in our special chart, after
freezing the coefficients and taking the Fourier transform.
We begin by describing the differential operators that give the initial conditions
in (18). We then prove that the only bounded solution of (18) is in fact the trivial
solution.
The boundary equations in (17) arise from the identity (13). By considering forms
of the type φJdz¯
J we may reduce to the case of functions. We set u = (Kψ)J .
Consider the top order terms in (13), change coordinates, and freeze the coefficients.
Write α = (k, α′) and notice that γα =
(
s−1
k
)
γα′ . Then ∂
α = ∂kx0∂
α′ . Notice that the
top order term in Tα,|α|−ℓ equals ∂
α′ , and that T ∗α,|α|−ℓ = (−1)
|α′|∂α
′
. Then we have
that
Bs,ℓ =
s−1−ℓ∑
|α′|=0
(
|α′|+ℓ
ℓ
)
γα′(−1)
|α′|∂2α
′
∂ℓ+1x0 (−∆)
s−1−ℓ−|α′|
=
s−1−ℓ∑
j=0
(
j+ℓ
ℓ
)
(−∆′)j(−∆)s−1−ℓ−j∂ℓ+1x0 ,
14 L. FONTANA, S. G. KRANTZ, AND M. M. PELOSO
where ∆′ is the tangential Laplacian. Now write ∆ = ∂2x0 + ∆
′. We claim that the
following identity holds true
s−1−k−ℓ∑
j=0
(
ℓ+j
j
)(
s−j−ℓ−1
k
)
=
(
s
ℓ+k+1
)
. (19)
Assume the claim for now. Then, it turns out that
Bs,ℓ =
s−1−k∑
k=0
(−1)k
(
s
ℓ+k+1
)
|ξ|2(s−1−ℓ−k)∂ℓ+2k+1x0 .
Next, let v = vξ be a bounded solution of (18) for ξ 6= 0. Notice that v =(∑s−1
ℓ=0 cℓx
ℓ
0
)
e−|ξ|x0. Let f ∈ C∞0 (R
2n−1
+ ). Then for any ξ 6= 0, by assumption and by
integrating by parts we have
0 = −
s−1∑
ℓ=0
∂ℓx0f(0, ξ)Bs,ℓvξ(0) +
∫ ∞
0
f(x0, ξ)(−∂2x0 + |ξ|
2)svξdx0
= −
s−1∑
ℓ=0
∂ℓx0f(0, ξ)Bs,ℓvξ(0) +
s∑
j=0
(−1)j
(
s
j
)
|ξ|2(s−j)
∫ ∞
0
f(x0, ξ)∂
2j
x0vξdx0
= −
s−1∑
ℓ=0
∂ℓx0f(0, ξ)Bs,ℓvξ(0) + |ξ|
2s
∫ ∞
0
f(x0, ξ)vξdx0
−
s∑
j=1
(−1)j
(
s
j
)
|ξ|2(s−j)
(
|ξ|2(s−j)f(0, ξ)∂2j−1x0 vx(0) +
∫ ∞
0
∂x0f(x0, ξ)∂
2j−1
x0 vξdx0
)
= −
s−1∑
ℓ=1
∂ℓx0f(0, ξ)Bs,ℓvξ(0) + |ξ|
2s
∫ ∞
0
f(x0, ξ)vξdx0
+
s−1∑
k=0
(−1)k
(
s
k+1
)
|ξ|2(s−k−1)
∫ ∞
0
∂x0f(x0, ξ)∂
2k+1
x0 vξdx0.
By applying integration by parts (s−1) more times to the last term in the right hand
side above, we obtain that
0 =
s∑
j=0
(
s
j
)
|ξ|2(s−j)
∫ ∞
0
∂jx0f(x0, ξ)∂
j
x0vξdx0 (20)
for all ξ 6= 0.
Now, for each ξ 6= 0 we can pick f so that f(·, ξ) = vξ. Substituting in (20) we
obtain that
s∑
j=0
(
s
j
)
|ξ|2(s−j)
∫ ∞
0
|∂jx0vξ(x0)|
2dx0 = 0,
that is, vξ = 0.
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Thus, we only need to prove the claim. If, for p ≥ m we set Fk(p,m) :=∑m
j=0
(
k+j
j
)(
p−j
m−j
)
, we wish to show that
Fk(p,m) =
(
p+k+1
m
)
. (21)
Observe that (21) holds true for m = 0, 1 and p ≥ 1, and for p = m, by direct com-
putation and well known properties of binomial coefficients. Assume the statement
true for p− 1 and all m ≤ p− 1. Since
Fk(p,m) = Fk(p− 1, m) + Fk(p− 1, m− 1),
equality (21) follows by induction and the equality in the case m = p. This finishes
the proof of the ellipticity of (3.6).
Finally, if all the boundary data gℓ in problem (3.6) are identically 0, then the
only solution of the boundary value problem is the trivial one. In fact, if u is such a
solution, the identity (13) with u in place of Kψ implies that u is orthogonal in the
W s sense to all φ ∈ C∞(Ω), hence u = 0.
Finally, we have:
Proof of Corollary 3.4. Clearly, K is well defined as composition of differential oper-
ators, restriction to the boundary, and the operator S solution of the boundary value
problem in the previous Lemma.
Next, we use standard estimates for elliptic boundary value problems, as in [LM]
Theorem 5.1, and Lemma 3.6. Recall that P
(I)
s,k is a differential operator of order
s+ k, containing s at most derivatives in the normal direction. Then we see that for
all t > s+ 1/2
‖Kψ‖t−1 ≤ Ct
∑
I
‖(Kψ)I‖t−1
≤ Ct
∑
I
s∑
k=1
‖P
(I)
s,kψ‖W t−1−(s+k−1)−1/2(bΩ)
≤ Ct
∑
I
s∑
k=1
‖Nkψ‖W t−k−1/2(bΩ)
≤ Ct
∑
I
s∑
k=1
‖Nkψ‖t−k
≤ Ct‖ψ‖t,
where we use the assumption t > s + 1/2 in order to able be to apply the trace
theorem.
Finally notice that ψx∂̺ = 0 in a neighborhood of bΩ, P
(I)
s,k becomes an operator
of one degree lower, i.e., of order s+k−1. Repeating the argument above, we obtain
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that, for t > s+ 1/2
‖Kψ‖t−1 ≤ Ct‖ψ‖t−1.
This concludes the proof of the corollary.
Final Remarks. The results of Section 3 are obtained under a specific formulation
of the Sobolev inner product. If we modify the formulation by choosing other positive
coefficients γα in the definition of the inner product (1), results analogous to those
presented here should still hold. It is also the case that the formulas that arise in
these formulations of the norm are probably much less tractable.
The situation seems quite different if we take a generic equivalent norm. Consider,
for instance, the weighted theory of the ∂-Neumann problem, as developed by Kohn in
[Ko]. Kohn showed that the regularity properties enjoyed by the canonical solution in
the weighted case are in general much stronger than the ones enjoyed by the classical
canonical solution (see also the aforementioned work of Christ [Ch]). Therefore, it is
clear that much has still to be understood in the general case. We shall provide no
details about the treatment of equivalent Sobolev topologies.
In the present paper we have worked with (0, q) forms on a domain Ω in Cn. These
results hold true in the case of (p, q) forms, with no change in the proofs. Routine
modifications (see [FK]) should allow one to work out the case of a smoothly bounded
pseudoconvex domain M ′ in a complex, or even an almost complex, manifold M .
Of course it is also of interest to work out sharp estimates for the (∂, s) problem,
and to calculate the full Hodge and spectral theories; we save that work for a future
series of papers.
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