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Abstract. This paper provides a theoretical analysis of a higher-order, FFT-based integral equa-
tion method introduced recently [IEEE Trans. Antennas and Propagation, 48 (2000), pp. 1862–1864]
for the evaluation of transverse electric–polarized electromagnetic scattering from a bounded, pene-
trable inhomogeneity in two-dimensional space. Roughly speaking, this method is based on Fourier
smoothing of the integral operator and the refractive index n(x). Here we prove that the solu-
tion of the resulting integral equation approximates the solution of the exact integral equation with
higher-order accuracy, even when n(x) is a discontinuous function—as suggested by the numerical
experiments contained in the paper mentioned above. In detail, we relate the convergence rates of
the computed interior and exterior fields to the regularity of the scatterer, and we demonstrate, with
a few numerical examples, that the predicted convergence rates are achieved in practice.
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1. Introduction. Scattering problems find application in a wide range of fields,
including communications, materials science, plasma physics, biology, medicine, radar,
and remote sensing. The evaluation of useful numerical solutions for scattering prob-
lems remains a highly challenging problem, requiring novel mathematical approaches
and powerful computational tools. An integral equation method [7, 8] introduced
recently for the evaluation of time-harmonic, transverse electric (TE)–polarized, elec-
tromagnetic scattering by bounded inhomogeneities in two dimensions has proven
highly competitive with currently available approaches. (Note that there is some am-
biguity in the naming of the polarization [28, p. R5], with some authors referring
to this setting as transverse magnetic (TM)–polarized scattering. To be precise, we
consider the case in which the electric field is parallel to the cylindrical axis of the
scatterer.) In this paper, we provide a theoretical analysis of the higher-order conver-
gence of this approach. More specifically, we prove that the approximating integral
equation used in this method, which is based on Fourier approximation of the integral
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operator, yields higher-order convergence in the L∞-norm even when the refractive
index n(x) is a discontinuous function. Furthermore, we relate the convergence rates
of the computed interior and exterior fields to the regularity of the scatterer, and we
demonstrate, with a few numerical examples, that the predicted convergence rates are
achieved in practice.
Given an incident field ui, we denote by u the total electric field—which equals
the sum of ui and the resulting scattered field us:
u = ui + us.(1.1)
Calling λ the wavelength of the incident field and κ = 2πλ the wavenumber, the total
field u satisfies [9, p. 2]
∆u+ κ2n2(x)u = 0, x ∈ R3,(1.2)
where the given incident field ui is assumed to satisfy
∆ui + κ2ui = 0, x ∈ R3.(1.3)
Finally, to guarantee that the scattered wave is outgoing, us is required to satisfy the
Sommerfeld radiation condition [9, p. 67]
lim
r→∞
√
r
(
∂us
∂r
− iκus
)
= 0.(1.4)
The algorithms available for computing solutions to this problem fall into two
broad classes: (1) finite element and finite difference methods and (2) integral equa-
tion methods. Use of finite element and finite difference methods can be advantageous
in that, unlike other methods, they lead to sparse linear systems. Their primary dis-
advantage, on the other hand, lies in the fact that in order to satisfy the Sommerfeld
radiation condition (1.4), a relatively large computational domain containing the scat-
terer must be used, together with appropriate absorbing boundary conditions on the
boundary of the computational domain (see, for example, [10, 17, 18, 26, 32]). Thus,
these procedures give rise to very large numbers of unknowns and, thus, to very large
linear systems.
A second class of algorithms is based on the use of integral equations. An ap-
propriate integral formulation for our two-dimensional TE problem is given by the
Lippmann–Schwinger integral equation [9, p. 214], [24],
u(x) = ui(x)− κ2
∫
g(x− y)m(y)u(y)dy,(1.5)
where g(x) = i4H
1
0 (κ|x|) is the fundamental solution of the Helmholtz equation in two
dimensions and m is the compactly supported function m = 1− n2. Integral equation
approaches are advantageous in a number of ways: they require only discretization
of the equation on the scatterer itself, and the solutions they produce satisfy the ra-
diation condition at infinity automatically. Direct use of integral equation methods
is costly, however, since they lead to dense linear systems: a straightforward com-
putation of the required convolution requires O(N2) operations per iteration of an
iterative linear solver. As mentioned above, however, the higher-order integral method
that we analyze in this paper, in which the complexity of the convolution evaluation
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is reduced to O(N logN) operations per iteration, is highly competitive with finite
element or finite difference approaches.
Fast solvers for (1.5), based on the fast Fourier transform (FFT), have been avail-
able for some time [3, 31, 33]. In these solvers, the convolution with the fundamental
solution is computed via Fourier transforms, which can, in turn, be evaluated with
low complexity by means of FFTs. These methods do give rise to a reduced complex-
ity for a given discretization but, unfortunately, they are only first-order accurate for
discontinuous scatterers. Low-order accuracy results since, for a general nonsmooth
and/or nonperiodic function, the FFT provides a poor approximation to the Fourier
transform. Our approach also uses FFTs to achieve a reduced complexity but, unlike
previous FFT methods, it yields, in addition, higher-order accuracy.
Despite the significant advantages exhibited by higher-order methods over their
low-order counterparts (see, for example, Appendix B), only limited attempts have
been made to develop higher-order methods for the problem under consideration. A
higher-order method was proposed in [23] on the basis of a locally corrected Nystro¨m
discretization; the complexity of this method, however, is O(N2), where N is the total
number of unknowns used.
In [27], Vainikko presents two O(N logN) methods for solving (1.5). The first
applies to m in the Sobolev space Wµ,2 and yields O(hµ) L2-convergence in the
near and the far fields. We instead consider piecewise-smooth m ∈ Ck,α (which are
arguably the appropriate spaces for scatterers arising in practice). (For the precise
definition of the function spaces that we consider, see Definitions 2.4 and 2.5.) In
comparing Vainikko’s approach with our method, note that a piecewise-smooth m ∈
C0,α which does not belong to C1 can, at best, belong toW 2,2 [22, p. 197], [11, p. 194],
for which Vainikko’s method predicts O(h2) L∞-convergence in both the near and the
far field. Our method, on the other hand, achieves O(h3) and O(h5) L∞-convergence
in the near and far fields, respectively (see section 3.2 for our convergence results).
More generally, a piecewise-smooth m ∈ Ck,α for k ≥ 1 which does not belong to
Ck+1 can, at best, belong to W k+2,2, for which Vainikko’s result predicts O(hk+2)
L∞-convergence in both the near and far field, whereas our method achieves O(hk+3)
L∞-convergence in the near field and O(hk+6) L∞-convergence in the far field.
The second method proposed in [27] applies to piecewise-smooth (possibly dis-
continuous) m and yields O(h2(1+ | log h|)) L∞-convergence in the near and far fields.
(This method requires evaluation of the volume fraction of each discretization cell on
each side of a discontinuity in m = 1 − n2.) For such inhomogeneities, our method
yields O(h2) and O(h3) L∞-convergence in the near and far fields, respectively. Thus,
our approach, which applies to smooth as well as discontinuous refractive indices, is
both fast—it runs in O(N logN) operations—and higher-order accurate, substantially
exceeding the convergence rates of Vainikko’s approach, especially in the far field.
Our method is based on recasting the last term of the integral equation (1.5) by
means of the polar coordinate form
(Ku)(a, φ) = −κ2
∫
g(a, φ; r, θ)m(r, θ)u(r, θ)r dr dθ.(1.6)
An approximate integral equation is obtained from (1.6) by replacing the kernel g
by a truncation of its Fourier representation with respect to its angular variables—
which, as is known, is given by the addition theorem for the Hankel function; see
section 2. As we show in this paper, the solution of this approximate integral equation
approximates the solution of the exact integral equation with higher-order accuracy,
even for discontinuous functions n(x).
HIGHER-ORDER FOURIER APPROXIMATION IN SCATTERING 2301
The higher-order convergence of this method relies on the following important
fact: although the Fourier representation of the fundamental solution converges slowly,
the resulting Fourier representation of the integral converges rapidly; clearly, such ac-
curacy improvements for integrated quantities can only occur through a process of
error cancellation. In this paper, we prove that this approach does indeed yield
higher-order convergence (at least third-order in the exterior field) even in the case
of discontinuous inhomogeneities. More precisely, we derive bounds on the conver-
gence rates for the interior and exterior fields as they depend on the regularity of the
scatterer (see Theorem 3.5 and Corollaries 3.9 and 3.10).
Our present analysis considers neither a specific numerical discretization for the
radial integration nor the method used to solve the resulting linear system. Here
we focus instead on the exact solution of the approximate integral equation resulting
from the polar Fourier approximation of the fundamental solution, as described briefly
above and in detail in section 2; this exact solution of the approximate equation is
to be viewed as an approximate solution of the exact equation (1.5). The details
of the complete numerical implementation are given in their original form in [7, 8]
as well as in the more recent presentations [5, 14], which contain several significant
improvements.
As discussed in section 4, our approximate integral formulation allows us to re-
place the (possibly discontinuous) function n in polar coordinates by its truncated
Fourier series of certain orders without introducing additional errors. This fact al-
lows us to compute the corresponding angular integrals exactly by means of FFTs.
(In [14, 15, 16], similar ideas are used in the construction of a fast, higher-order method
for the Helmholtz equation in three dimensions.) To conclude this paper we present a
number of computational examples that demonstrate that the predicted convergence
rates are achieved in practice.
(Note that a direct application of the methods presented in this paper to dis-
continuous scatterers for either TM or three-dimensional electromagnetic scattering
would yield rates of convergence lower than those for the TE case considered here—
since in such cases the normal derivatives of the solution are not continuous across
surfaces of discontinuity of the refractive index. As shown in [6], however, the conver-
gence rates of our method for all of these problems—TE, TM, and three-dimensional
electromagnetic scattering—can be improved significantly by appropriate treatment
of thin volumetric regions around surfaces where either discontinuities or reduced
regularity of the refractive index occur.)
2. An approximate integral equation. As mentioned in the introduction, our
approach produces numerical solutions of (1.5) through consideration of a sequence of
approximate integral equations, which result as the fundamental solution is replaced
by a truncated Fourier series in an angular variable. In this section we describe our
approximate integral equations, and we show that (1) they admit unique solutions
and (2) the inverse operators for the approximate problems are uniformly bounded.
To introduce our approximate integral equations we begin by recalling an addition
theorem: using polar coordinates x = aeiφ and y = reiθ, the addition theorem for the
Hankel function reads [9, p. 67]
H10 (κ|aeiφ − reiθ|) =
∞∑
=−∞
J(a, r)ei(φ−θ),
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where, calling J and H
1
 the Bessel and Hankel functions of order , we have denoted
J(a, r) = H1 (κmax(a, r)) J(κmin(a, r)).(2.1)
This identity allows us to obtain another expression for the integral operator K of
(1.5),
(Ku)(a, φ) = − iκ
2
4
∫
H10 (κ|x− y|)m(y)u(y)dy =
∞∑
=−∞
(Ku)(a)e
iφ,
where, using an annular region R0 ≤ a ≤ R1 containing the support of m, we have
set
(Ku)(a) = − iκ
2
4
∫ R1
R0
J(a, r)
[∫ 2π
0
m(r, θ)u(r, θ)e−iθdθ
]
r dr.(2.2)
Truncating this Fourier series as well as the corresponding Fourier series for the inci-
dent field, we obtain the approximate integral equation
v(a, φ) = ui,M (a, φ) + (KMv)(a, φ),(2.3)
where
ui,M (a, φ) =
M∑
=−M
ui(a)e
iφ,(2.4)
(KMv)(a, φ) =
M∑
=−M
(Kv)(a)e
iφ.(2.5)
Here and throughout this paper we use a superscript M to denote the truncated
Fourier series of order M of a given function.
Decomposing (2.3) into Fourier modes, we observe that a solution of this equation
must satisfy
v(a) =
{
ui(a) + (Kv)(a) for || ≤M,
0 for || > M.(2.6)
Hence,
v(a, φ) = vM (a, φ)
and solving (2.3) is equivalent to solving the following system of one-dimensional
integral equations:
v(a)− (KvM )(a) = ui(a),  = −M, . . . ,M.(2.7)
To prove existence and uniqueness for this approximate integral equation, we make
use of the following technical lemma.
Lemma 2.1. There exists a constant C > 0 depending only on R0, R1, and κ
such that ∥∥∥∥∥
∫ R1
R0
|J(a, r)|r dr
∥∥∥∥∥
∞
≤ C
2
,
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where J(a, r) is defined in (2.1).
This result, which is proven in Appendix A, allows us to establish the following
lemma. (Note: In the bound above and in all similar bounds in this paper, we abuse
the notation slightly for  = 0, in which case the expression on the left-hand side is
assumed to be bounded.)
Lemma 2.2. For any m ∈ L∞,
‖K −KM‖∞ → 0
as M →∞, where the operator norm is the one induced by the L∞-norm.
Proof. Let u ∈ L∞. Then∫ 2π
0
|m(r, θ)u(r, θ)e−iθ|dθ ≤ 2π‖m‖∞‖u‖∞.
Hence, for M ≥ 0,
‖(K −KM )u‖∞ ≤ πκ
2
2
‖m‖∞‖u‖∞
∑
||>M
∥∥∥∥∥
∫ R1
R0
|J(a, r)|r dr
∥∥∥∥∥
∞
= O
⎛
⎝ ∑
||>M
1
2
⎞
⎠ ‖u‖∞
= O(M−1)‖u‖∞.
Therefore, ‖K −KM‖∞ = O(M−1)→ 0 as M →∞.
Remark 2.3. The following proof of the existence and uniform boundedness of
(I−KM )−1 depends crucially on the existence and boundedness of (I−K)−1. By the
Riesz–Fredholm theory (see, for example, [20, p. 29]), since K is a compact operator
on L∞, (I −K)−1 exists and is bounded if I −K is injective. The injectivity of this
operator is equivalent to the uniqueness of solutions of the corresponding Helmholtz
equation (1.2). The uniqueness result relevant for our setting follows from correspond-
ing (more general) results for acoustic scattering proved in [30] under assumptions that
we state more precisely below with the help of the following definitions.
Definition 2.4. Given a compact set D ⊂ Rn, we say that a function f has
piecewise continuous derivatives of order k on D, denoted by f ∈ Ckpw(D), if and only
if there exist a finite number of open, disjoint subsets of D, denoted by D1, D2, . . . , Dp,
such that D =
⋃p
i=1Di and there exist functions fi ∈ Ck(Di) such that f |Di = fi|Di .
In an entirely analogous fashion we define spaces of functions with piecewise-Ho¨lder
continuous derivatives of order k on D, denoted by Ck,αpw (D).
Definition 2.5. We say that the scattering inhomogeneity m belongs to M
if and only if (1) m ∈ C0,αpw (D) for some compact set D that properly contains the
support of m and (2) each of the corresponding subsets D1, D2, . . . , Dp, as defined in
Definition 2.4, has a Lipschitz boundary.
Remark 2.6. With these definitions, we can state the unique solvability result
for (1.5), which is based on the uniqueness result of [30], more precisely: I−K admits
a bounded inverse on L∞ for each m ∈ M. Hence, throughout this paper, we will
assume that m ∈ M. Note that the uniqueness result of [30] makes use of a unique
continuation result due to Heinz [13], which assumes C1 boundary regularity of the
subsets Di defined above. However, more recent unique continuation results make
much weaker assumptions (see [19] and the references therein) and hence allow us
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to relax the C1 regularity assumption to Lipschitz regularity (which suffices to allow
integration by parts in obtaining the appropriate weak formulation).
We can now establish the following theorem.
Theorem 2.7. Given m ∈M, for M sufficiently large the operators (I−KM )−1
exist on L∞ and are uniformly bounded. Thus, given any incident field ui, (2.3)
admits a unique solution v ∈ L∞ for all M sufficiently large.
Proof. Since, by the discussion above, I −K has a bounded inverse, Lemma 2.2
and [20, Theorem 10.1, p. 142] imply that for all sufficiently large M the inverse
operators (I −KM )−1 exist and are uniformly bounded.
3. Error bounds. The approximate integral equation (2.3) was obtained by
truncating the Fourier series of both the incident field ui and the integral operator
K at each radius; as mentioned above, the exact solution v of this approximate
equation is to be viewed as an approximate solution of the exact equation (1.5). As
it happens, the function v is a higher-order approximation of the exact solution u of
(1.5). Roughly speaking, this result follows from the fact that the integral operator
Ku and the incident field ui are smooth and periodic functions of the angular variable,
which are thus approximated to higher-order by their truncated Fourier series.
In this section we derive bounds on the error implicit in the approximation of u
by v. Of course the full numerical implementation of the method introduces additional
errors (e.g., errors arising from radial numerical quadratures), but here we study the
accuracy with which v approximates the exact solution u only. Higher-order methods
for computing the required radial integrals are discussed in [5, 7, 8, 14].
3.1. Error in approximated Fourier modes. The error in the solution vM
of the approximate integral equation (2.3) at a point x = (a, φ) ∈ R2 is given by
|u(x)− vM (x)| ≤ |(u− uM )(x)|+ |uM (x)− vM (x)|,(3.1)
where (u− uM ) is the “tail” of the Fourier series of u,
(u− uM )(a, φ) =
∑
||>M
u(a)e
iφ.
In this section, we derive a bound on the second term on the right-hand side of (3.1).
Subtracting the identities (see (2.6))
uM = ui,M +KMu,
vM = ui,M +KMvM ,
we obtain
uM − vM = KM (u− vM )
= KM (uM − vM ) +KM (u− uM ).
In view of Theorem 2.7 and calling
εM = ‖uM − vM‖∞,(3.2)
we obtain
εM ≤ B‖KM (u− uM )‖∞
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for sufficiently large M , where B is a uniform bound on ‖(I −KM )−1‖.
To bound KM (u− uM ), we note that
‖KM (u− uM )‖∞ ≤
M∑
=−M
‖K(u− uM )‖∞
and ∫ 2π
0
m(r, θ)(u− uM )(r, θ)e−iθdθ = 2π
∑
|j|>M
m−j(r)uj(r).
Therefore, by Lemma 2.1,
‖K(u− uM )‖∞ ≤ C
2
∑
|j|>M
‖m−j‖∞‖uj‖∞.(3.3)
We will bound this expression through consideration of bounds on the Fourier
coefficients of m and u. To this end, we make use of the following lemma, which is
a slight variation of a classical result [34, pp. 48, 71] and can be proved by multiple
integrations by parts.
Lemma 3.1. If g is a 2π-periodic function such that g ∈ Ck([0, 2π]) with g(n)(0) =
g(n)(2π) for n = 0, . . . , k, and g(k+1) is of bounded variation, then the Fourier coef-
ficients c of g satisfy |c| ≤ C||−(k+2) for some constant C. If g(1) is of bounded
variation on [0, 2π], then |c| ≤ C||−1.
The following useful theorem describes the dependence of the regularity of u on
the regularity of m. Variations on the results for the Newtonian potential (see [2,
p. 223], [11, pp. 78–80], and [12, pp. 53, 56]) give us the following result.
Theorem 3.2. Let D be an open set which properly contains the compact support
of m ∈M, and let u be the solution of (1.5) on D for a given incident field ui. Then
u ∈ C1,α(D). Furthermore, if Ω is an open subset of D and m ∈ Ck,α(Ω), then
u ∈ Ck+2,α(Ω).
Remark 3.3. Since Ω is an arbitrary bounded, open set, this theorem relates the
local regularity of u to the local regularity of m.
To bound the discrete convolution in (3.3) we also need results on the decay rates
of the Fourier coefficients of m and u.
Lemma 3.4. Let m ∈ M. Define the annular region A = {(a, φ) : 0 ≤ R0 ≤ a ≤
R1} such that A properly contains the support of m. If m ∈ Ck,α(A) ∩ Ck+2pw (A) for
k ≥ 0, then the Fourier coefficients of the total field u satisfy
‖u‖∞ ≤ C||k+4 .
If m ∈ C1pw(A), then the Fourier coefficients of the total field u satisfy
‖u‖∞ ≤ C||3 .
Proof. From (2.2), we see that the coefficients in the Fourier series representation
of (1.5) are given by
u(a) = u
i
(a)−
iπκ2
2
∫ R1
R0
J(a, r)(mu)(r)r dr.
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Since m ∈ Ck,α(A) ∩ Ck+2pw (A), Theorem 3.2 implies that u ∈ Ck+2,α(A) and hence,
mu ∈ Ck,α(A) ∩ Ck+2pw (A). Therefore, by Lemma 3.1, the Fourier coefficients of mu
satisfy
‖(mu)‖∞ ≤ C1||k+2 .
Again by Theorem 3.2, since ui solves the homogeneous Helmholtz equation (1.3),
ui ∈ C∞(R2). Thus, the Fourier coefficients ui decay faster than ||−p for any positive
integer p as →∞. Therefore, by Lemma 2.1, we obtain
‖u‖∞ ≤ C2
2
C1
||k+2
≤ C||k+4 .
The proof for m ∈ C1pw is similar.
We can now establish the main result of this paper.
Theorem 3.5. Let m ∈ M. Define the annular region A = {(a, φ) : 0 ≤ R0 ≤
a ≤ R1} such that A properly contains the support of m.
If m ∈ C1pw(A), then as M →∞
εM = ‖uM − vM‖ ≤ B‖KM (u− uM )‖ = O
(
1
M3
)
.
If m ∈ C0,α(A) ∩ C2pw(A), then as M →∞
εM = O
(
1
M5
)
.
If m ∈ Ck,α(A) ∩ Ck+2pw (A) for k ≥ 1, then as M →∞
εM = O
(
1
Mk+6
)
.
Proof. We seek a bound on ‖KM (u − uM )‖∞ ≤
∑M
=−M ‖K(u − uM )‖∞. By
Lemma 3.4, we obtain
‖K(u− uM )‖∞ ≤ C1
2
∑
|j|>M
1
|− j|k+2
1
|j|k+4
=
C1
2
∑
j>M
1
jk+4
(
1
(j − )k+2 +
1
(j + )k+2
)
≤ 2C1
2
∑
j>M
1
jk+4
1
(j − ||)k+2
for  = −M, . . . ,M . This expression also holds for m ∈ C1,αpw (A) with k = −1.
Clearly, it suffices to bound ‖K(u− uM )‖∞ for  = 0, . . . ,M .
Thus, for k ≥ 0, we obtain
∑
j>M
1
jk+4
1
(j − )k+2 ≤
1
Mk+4
C2
(M + 1− )k+1 .
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For k = −1(m ∈ C1,αpw (A)), on the other hand, we find that
∑
j>M
1
j3
1
j −  ≤
1
M2
1

∑
j>M
(
1
j −  −
1
j
)
≤ 1
M2
C3

log
(
M + 1
M + 1− 
)
≤ 1
M2
C3
M + 1−  ,
since log x ≤ x− 1 for x > 0.
To obtain the final result, it suffices to consider sums of the following form:
M∑
=1
1
2
1
(M + 1− )p
for p = 1, 2, . . . . First, for p ≥ 2,
M∑
=1
1
2
1
(M + 1− )p ≤
M∑
=1
1
2
1
(M + 1− )2
≤ 2
M2 ∑
=1
1
2
1
(M + 1− )2
= O
(
1
M2
)
as M →∞. Finally, for p = 1, we obtain
M∑
=1
1
2
1
M + 1−  =
M2 ∑
=1
1
2
1
M + 1−  +
M∑
=M2 +1
1
2
1
M + 1− 
= O
(
1
M
)
+O
(
logM
M2
)
= O
(
1
M
)
as M →∞. Combining these results, the theorem follows.
Remark 3.6. Of course, there are many other conditions on m for which the
corresponding convergence rates could be determined; for instance, one might remove
the requirement of Ho¨lder continuity. In every case, the convergence rates are directly
determined by the rate of decay of the Fourier coefficients of m and u. We do not
attempt to provide a comprehensive listing of all possible regularity conditions and
their corresponding convergence rates.
Remark 3.7. Numerical experiments indicate that the bounds of Theorem 3.5
are tight. The resulting convergence rates depend on k in a particularly interesting
way. As we have shown, the method exhibits third-order convergence for m ∈ C1pw(A),
fifth-order convergence for m ∈ C0,α(A)∩C2pw(A), and seventh-order convergence for
m ∈ C1,α(A) ∩ C3pw(A). This rather interesting and unexpected k-dependence of the
convergence rates is observed in the numerical examples of section 5.
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3.2. Total error in the interior and exterior fields. Up to this point, we
have computed only convergence rates for the approximated modes, i.e., the modes
of order  with || ≤ M . Given these convergence rates, we can now easily estimate
the total error. We make a distinction here between two types of error: the interior
field error (the error on the domain of integration A = {(a, φ) : 0 ≤ R0 ≤ a ≤ R1})
and the exterior field error (the error outside of A). The interior field error is simply
the difference between the true solution u(x) and the solution vM (x) of (2.3) on A.
Clearly, on A we have
‖u− vM‖∞ ≤ ‖uM − vM‖∞ + ‖u− uM‖∞
≤ εM + τM ,
where εM is defined in (3.2) and τM = ‖u− uM‖∞.
Remark 3.8. Note that the decay rate of (u − uM )(x0) for a particular point
x0 ∈ A, as opposed to the maximum error in all of A, depends on the regularity of m
in a neighborhood of the circle with radius r0 = |x0| centered at the origin. Hence, in
general, the convergence rate of vM (x0) to u(x0) may vary with the choice of x0 ∈ A.
In particular, the regularity of m in a neighborhood of the circle with radius r0 = |x0|
centered at the origin determines the regularity of u in that neighborhood and hence
also determines the decay rate of the Fourier coefficients u(r0). This decay rate in
turn determines whether εM or (u − uM )(x0) dominates the convergence rate. The
pointwise convergence rate is of limited usefulness, however; the following corollary to
Theorem 3.5 provides a bound on the maximum error in the computed interior field.
Corollary 3.9 (interior field error). If m ∈ Ck,α(A) ∩ Ck+2pw (A), then the
interior field error is given by
‖u− vM‖∞ = O
(
1
Mk+3
)
.
This result holds with k = −1 for m ∈ C1pw(A).
Proof. By Lemma 3.4,
τM =
∑
>M
C
k+4
= O
(
1
Mk+3
)
as M → ∞. Clearly, by Theorem 3.5, τM dominates εM for every k. The proof for
m ∈ C1pw(A) is similar.
Before discussing convergence rates in the exterior field, we describe how to extend
the approximate solution vM , which we have computed only on the interior of A, to
the exterior field. Since the integration in (1.5) is performed only over the support of
m, one can easily see that, given the solution u on the boundary of A, the solution
in the rest of R2 can be computed simply by an appropriate scaling of the Fourier
modes of us on the (circular) inner and outer boundaries of A at radii R0 and R1,
respectively. More precisely, we find that
us(a) =
⎧⎪⎪⎨
⎪⎪⎩
J(κa)
J(κR0)
us(R0) if 0 ≤ a < R0,
H1 (κa)
H1 (κR1)
us(R1) if a > R1.
(3.4)
Our approximate solution vM is extended to the exterior of A by the same procedure.
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Corollary 3.10 (exterior field error). Let m ∈ M. Given x0 /∈ A, extend the
approximate solution vM to the exterior of A by means of (3.4) above. More precisely,
for  = −M, . . . ,M , let r0 = |x0| and define
v(r0) = u
i
(r0) +
⎧⎪⎪⎨
⎪⎪⎩
J(κr0)
J(κR0)
[v(R0)− ui(R0)] if 0 ≤ r0 < R0,
H1 (κr0)
H1 (κR1)
[v(R1)− ui(R1)] if r0 > R1.
(Note: If R0 = 0, then the integration domain is a disc and, hence, only the part of
the equation above corresponding to r0 > R1 applies.) Then, the exterior field error
at x0 /∈ A is given by
|u(x0)− vM (x0)| = O(εM )
as M →∞, where εM , defined in (3.2), has bounds given by Theorem 3.5.
Proof. Assume that r0 > R1; the proof for 0 ≤ r0 < R0 is similar. Defining the
scaling factors β(r0) at radius r0 by
β(r0) =
H1 (κr0)
H1 (κR1)
,(3.5)
we have
|u(x0)− vM (x0)| ≤
M∑
=−M
|β(r0)| |u(R1)− v(R1)|+ |(u− uM )(x0)|
≤ εM
M∑
=−M
|β(r0)|+ |(u− uM )(x0)|.
As before, let S denote the circle of radius r0 about the origin. Since r0 = |x0| >
R1, there exists a neighborhood N(S) of S such that m|N(S) = 0. Therefore, u ∈
C∞(N(S)) and |(u − uM )(x0)| ≤ CMp for any integer p > 0. This implies that|(u− uM )(x0)| is always dominated by εM .
Since the Hankel function H1 (z) = J(z) + i Y(z), where Y(z) is the Neumann
function of order , we complete the proof by using the asymptotic expressions for J
and Y [1, p. 365] for fixed z and as →∞ through positive real values,
J(z) ∼ 1√
2π
(ez
2
)
,
Y(z) ∼ −
√
2
π
(ez
2
)−
.
Therefore, from these asymptotic expressions and from (3.5), we obtain
|β(r0)|2 =
∣∣∣∣ Y(κr0)Y(κR1)
∣∣∣∣
2 1 +
∣∣∣ J(κr0)Y(κr0)
∣∣∣2
1 +
∣∣∣ J(κR1)Y(κR1)
∣∣∣2
∼
(
R1
r0
)2
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as →∞. This implies that |β(r0)| is summable. We conclude that as M →∞
|u(x0)− vM (x0)| = O(εM ).
Note that while u ∈ C∞ on the exterior of A, this function may be much less
regular on the interior of A (in general, u ∈ C1,α for m ∈ M). Hence, the decay of
u−uM on the exterior of A is superalgebraic, whereas u−uM may decay as slowly as
O(M−2) on the interior of A. This fact is responsible for the interesting result that
the method converges more rapidly on the exterior of A than on the interior (where
u− uM may dominate εM ).
These remarks are particularly relevant in the evaluation of radar cross sections,
an important measure in many applications. The evaluation of radar cross sections
requires the computation of the far field. Although Corollary 3.10 does not directly
address the error in the far field, we obtain an approximate far field by a scaling of
the Fourier modes of vM just as in the computation of the exterior field. As in [4, p.
6], we define the far field, u∞, by the asymptotic representation of the scattered field
as r →∞, i.e.,
us(r, φ) = ei(κr−
π
4 )
√
2
πκr
[u∞(φ) +O(r−1)].
From (3.4) and the asymptotic expression for H1 (z) for fixed  as z →∞ [1, p. 364],
we obtain the Fourier modes of u∞ by a simple scaling of the Fourier modes of us:
(u∞) =
us(R1)
iH1 (κR1)
.
If we define the approximate far field v∞ in the same way, we can prove that
‖u∞ − v∞‖ = O(εM )
as M →∞. The proof of this fact is nearly identical to that of Corollary 3.10.
The predicted convergence rates in both the interior field and the far field are
verified through several computational examples in section 5.
4. Computation of the angular integral. We have proven that the solution
to the approximate integral equation (2.3) provides a higher-order approximation to
the solution of the exact integral equation (1.5) for the scattering problem. However,
to this point, we have not discussed any methods for computing the required angular
and radial integrals. This paper primarily addresses the theoretical aspects of the
method; for a discussion of a particular efficient, higher-order radial integrator, we
refer to [5, 7, 8, 14]. On the other hand, with regards to the angular integrals, we
show below that the Fourier coefficients of m(r, θ)vM (r, θ) can be computed efficiently
and exactly (except for roundoff) by means of FFTs.
The required angular integrals are given by
I(r) =
∫ 2π
0
m(r, θ)vM (r, θ)e−iθdθ,(4.1)
where vM solves the approximate integral equation (2.3). We can express this integral
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in terms of the Fourier coefficients of m and v, i.e.,
I(r) =
∫ 2π
0
⎛
⎝ ∞∑
j=−∞
mj(r)e
ijθ
⎞
⎠
⎛
⎝ M∑
k=−M
vk(r)e
ikθ
⎞
⎠ e−iθdθ
(4.2)
= 2π
M∑
k=−M
m−k(r)vk(r),
where  = −M, . . . ,M . Hence, we obtain a finite discrete convolution of Fourier
coefficients ofm and v at each radius; since || ≤M and |k| ≤M , we have |−k| ≤ 2M .
Thus, as stated above, given the Fourier coefficients m(r) for || ≤ 2M , we can
compute the required angular integrals exactly. Furthermore, as is well known, such
discrete convolutions may be evaluated (with no discretization error) with the help of
FFTs [25, pp. 531–537] so that the computational cost at each radius is of the order
of M logM .
This method of computing the angular integrals has an interesting implication
concerning the dependence of the solution u on the inhomogeneity m. Indeed, since
the computation involves only modes m, || ≤ 2M , replacing m with m2M in the
integral equation yields no additional error, i.e.,
I(r) =
∫ 2π
0
m2M (r, θ)vM (r, θ)e−iθdθ.(4.3)
Hence, in a sense, the truncation of the Fourier series of the integral operator implies
an associated truncation of the Fourier series of the refractive index—as a result
of the band-limited nature of the solution vM . Thus, surprisingly, the low-order
approximation of a discontinuous refractive index at each radius by its truncated
Fourier series yields no additional error beyond that of our original, higher-order
truncation of the Fourier series of K. This points to the interesting cancellation
of errors phenomenon mentioned briefly in the introduction: the large errors in the
Fourier approximation of the refractive index cancel in the discrete integration process
yielding small errors—high-order accurate approximations—in the evaluation of I(r).
Note that the discrete-convolution approach to the evaluation of I(r) ( =
−M, . . . ,M) is equivalent to trapezoidal rule integration of (4.3) with a sufficiently
large number of integration points Nθ. This follows from the fact that the trape-
zoidal rule with Nθ points on the interval [0, 2π] integrates the Fourier modes e
ikθ for
|k| < Nθ exactly: using Nθ points in the trapezoidal rule to approximate
∫ 2π
0
eikθdθ,
we obtain
2π
Nθ
Nθ−1∑
j=0
e2πijk/Nθ =
{
2π if k = pNθ for p ∈ Z,
0 otherwise.
Therefore, since the largest mode in the integrand of (4.3) is 2M+M+M = 4M , if we
choose Nθ = cM , where c > 4, the trapezoidal rule computes (4.3) exactly (except for
roundoff) and the use of FFTs yields a complexity of O(M logM). Algorithmically,
this is entirely equivalent to computing the discrete convolution (4.2) using FFTs.
5. Computational examples. In this section, we illustrate the performance
of the two-dimensional algorithm for a variety of scattering configurations. We first
study the convergence of the method for two scatterers for which analytical solutions
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are known. We then verify that the algorithm achieves the predicted convergence
rates for three scatterers of varying degrees of regularity.
In each case, we compute the near and far fields produced under plane wave
incidence, ui(x, y) = eiκx. To compute the maximum error in the near field, we
evaluate the solution computed by our method on an evenly spaced polar grid. On this
grid, we evaluate the maximum absolute error as compared with either the analytical
solution (when it is available) or the solution computed with a finer discretization.
The maximum error in the far field is computed similarly by interpolating to an evenly
spaced angular grid.
The results for each example are given in the accompanying figures and tables.
The figures include visualizations of −m(x) = n2(x) − 1 and the computed near
field intensity, |vM |2. The tables provide values for the number of modes M in the
approximate solution vM , the wall-clock time required, and the maximum absolute
errors in the near and far field denoted by nfu and 
ff
u , respectively. Additionally,
the ratios of the errors at successive levels of discretization are listed to illustrate the
convergence rates. For some discretizations, the accuracy in the computed solution has
reached either machine-precision accuracy (actually just less than machine precision
due to round-off errors), the accuracy of the radial integration, or the tolerance of the
linear solver. In such a case, we observe no improvement in the error of the solution
as we refine the discretization and hence, to indicate a converged solution, we write
“Conv.” in the ratio column.
Our main goal in this section is to verify the convergence rates established in
Theorem 3.5 and Corollaries 3.9 and 3.10. Hence, in this section, we are primar-
ily concerned with the convergence in the number of Fourier modes M , rather than
the convergence in the number of radial points. We also seek to demonstrate the
O(M logM) complexity of the angular integration method. We therefore fix the
number of radial points at a sufficiently large value and we hold the number of it-
erations of the linear solver (GMRES) fixed at a value that produces a sufficiently
accurate solution of the linear system. This isolates the dependence of the times and
errors on M and allows us to confirm the computational complexity and the predicted
convergence rates. All of these results were computed using a 700MHz Pentium III
Xeon workstation.
We first compute the scattering by two obstacles for which an analytical solution
is known: (1) a cylindrically symmetric scatterer centered at the origin with piecewise-
constant refractive index and (2) a disc centered at (1λ, 0) with constant refractive
index.
The results for the first example are presented in Figure 5.1 and Table 5.1. Here
the inner disc has a radius equal to 1λ and a refractive index n = 2; the outer annulus
has an outer radius of 2λ and a refractive index n = 3. Thus, this scatterer has a
diameter of 10 interior wavelengths. (Perhaps the best indication of the difficulty of a
scattering problem is given by the size of the scatterer in terms of interior wavelengths,
since the numerical method must resolve these wavelengths to provide any accuracy.)
One may also observe that the method obtains an exponential convergence rate. This
occurs despite the discontinuity in the refractive index because, at each radius, the
refractive index is a C∞ function of the angular variable. Finally, we observe that the
time required is consistent with an O(M logM) complexity.
The results for the second example are presented in Figure 5.2 and Table 5.2. Here
the disc is centered at (1λ, 0) and has a diameter of 1λ and a refractive index n =
√
2.
Thus, it has a diameter of
√
2 interior wavelengths. As opposed to the previous
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(a) Scatterer (−m = n2 − 1) (b) Near Field Intensity (|u|2)
Fig. 5.1. Visualizations for a radially layered scatterer. Diameter = 10 interior wavelengths.
Table 5.1
Convergence rate for a radially layered scatterer. Diameter = 10 interior wavelengths.
M Time nfu Ratio 
ff
u Ratio
15 3.05s 8.50e-2 4.28e-2
30 3.83s 1.13e-9 7.52e+7 5.46e-13 7.83e+10
60 5.46s 1.68e-12 6.73e+2 4.97e-13 Conv.
(a) Scatterer (−m = n2 − 1) (b) Near Field Intensity (|u|2)
Fig. 5.2. Visualizations for an off-center disc. Diameter =
√
2 interior wavelengths.
Table 5.2
Convergence for an off-center disc. Diameter =
√
2 interior wavelengths.
M Time nfu Ratio 
ff
u Ratio
15 7s 6.22e-2
30 13s 5.95e-3 10.45 1.58e-3 18.80
60 25s 1.13e-3 5.27 1.83e-4 8.63
120 49s 2.83e-4 3.99 2.27e-5 8.06
240 99s 5.99e-5 4.72 2.84e-6 7.99
480 194s 6.65e-6 9.01 3.56e-7 7.98
960 386s 1.99e-6 3.34 4.42e-8 8.05
1920 808s 2.75e-7 7.24 4.21e-9 10.50
example, however, we do not observe an exponential rate of convergence despite the
fact that the disc has a constant refractive index. Since the disc is not centered at
the origin, the refractive index at each radius is actually a discontinuous function of
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(a) Scatterer (−m = n2 − 1) (b) Near Field Intensity (|u|2)
Fig. 5.3. Visualizations for a discontinuous scatterer. Annulus thickness ≈ 4.33 interior
wavelengths.
Table 5.3
Convergence rate for a discontinuous scatterer. Annulus thickness ≈ 4.33 interior wavelengths.
M Time nfu Ratio 
ff
u Ratio
60 27s 3.24e-2 2.07e-2
120 52s 4.69e-3 6.91 1.95e-3 10.62
240 109s 6.23e-4 7.53 2.32e-4 8.41
480 228s 9.71e-5 6.42 2.87e-5 8.08
960 458s 1.04e-5 9.34 3.53e-6 8.13
1920 898s 1.45e-6 7.17 3.83e-7 9.22
the angular variable. Since the analytical solution in this case is known, the off-center
disc provides direct verification of the predicted convergence rates for a discontinuous
refractive index. The table shows excellent agreement with the predicted third-order
convergence in the far field. The convergence in the near field is less steady, but is
consistent with the predicted second-order convergence in the near field. As in the
previous example, we observe that the computing time scales appropriately with M .
We now illustrate the convergence of the method for a series of three simple
scatterers of increasing degrees of regularity. In each case, m(x) = 1− n2(x) is given
in the following form:
m(r, θ) =
⎧⎪⎨
⎪⎩
−3
2
− 1
2π
∑
||≥1
(
i

)k+2
eiθ for
5
2
λ ≤ r ≤ 5λ,
0 otherwise.
Note that for each integer k, this series becomes either a sine or cosine series with real
coefficients. If k = −1, m is discontinuous and piecewise smooth as a function of θ.
Further, for any integer k ≥ 0, m ∈ Ck,α∩C∞pw as a function of θ. The three examples
that follow illustrate the convergence of the method for k = −1, 0, 1. Because these
scatterers are fully inhomogeneous, their size in terms of interior wavelengths is not
easily defined. Note, however, that each annular scatterer has a radial thickness of
2.5λ in terms of incident wavelengths; if the refractive index were constant within the
annulus and equal to the maximum, then the radial thickness of the annulus would be
approximately 4.33, 4.15, and 4.54 interior wavelengths for k = −1, 0, 1, respectively.
The results for k = −1 are found in Figure 5.3 and Table 5.3. The predicted
second-order convergence in the near field is exceeded and the third-order convergence
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(a) Scatterer (−m = n2 − 1) (b) Near Field Intensity (|u|2)
Fig. 5.4. Visualizations for a C0,α scatterer. Annulus thickness ≈ 4.15 interior wavelengths.
Table 5.4
Convergence rate for a C0,α scatterer. Annulus thickness ≈ 4.15 interior wavelengths.
M Time nfu Ratio 
ff
u Ratio
60 23s 9.33e-4 7.06e-6
120 50s 8.91e-5 10.47 1.30e-7 54.31
240 105s 1.15e-5 7.75 3.86e-9 33.68
480 212s 1.46e-6 7.88 1.17e-10 32.99
960 565s 1.83e-7 7.97 1.73e-11 Conv.
1920 1136s 1.98e-8 9.24 1.85e-11 Conv.
(a) Scatterer (−m = n2 − 1) (b) Near Field Intensity (|u|2)
Fig. 5.5. Visualizations for a C1,α scatterer. Annulus thickness ≈ 4.55 interior wavelengths.
Table 5.5
Convergence rate for a C1,α scatterer. Annulus thickness ≈ 4.55 interior wavelengths.
M Time nfu Ratio 
ff
u Ratio
60 36s 2.16e-5 7.33e-9
120 72s 4.81e-7 44.91 1.06e-11 691.51
240 160s 1.05e-8 45.81 4.50e-12 Conv.
480 331s 4.76e-10 22.06 4.52e-12 Conv.
960 561s 1.36e-11 35.0 4.61e-12 Conv.
1920 1172s 1.94e-12 Conv. 4.72e-12 Conv.
in the far field is readily observed. The results of k = 0 are found in Figure 5.4 and
Table 5.4. In this case, the predicted third-order convergence in the near field and
2316 OSCAR P. BRUNO AND E. MCKAY HYDE
fifth-order convergence in the far field are both matched quite precisely. This example
clearly illustrates the interesting jump in the far field convergence rate from third-
order for a discontinuous refractive index to fifth-order for a C0,α refractive index.
Finally, the results for k = 1 are found in Figure 5.5 and Table 5.5. In this case,
the predicted fourth- and seventh-order convergence rates in the near and far fields,
respectively, are clearly exceeded. However, because convergence is so rapid, it is
difficult to observe a definite pattern, especially in the far field convergence. In each
of these cases, we note that the computing time scales appropriately with M . Finally,
we mention that even the largest of these examples required less than 20 minutes and
less than 700MB of memory.
Appendix A. Bound on Fourier coefficients of the fundamental solution.
To prove that solutions to the approximate integral equation (2.3) exist and to bound
the convergence rate of the method, we need a bound on the decay rate of the Fourier
coefficients of the fundamental solution J(a, r) defined in (2.1). This decay rate is
given in Lemma 2.1.
According to [1, p. 362], for all integers  ≥ 0 and for any real, nonnegative z,
|J(z)| ≤ 1
!
(z
2
)
≤ z

!
.(A.1)
The following lemma provides a similar bound for |Y(z)|.
Lemma A.1. Let z ∈ R with 0 ≤ z ≤ R. For all integers  ≥ 1,
|Y(z)| ≤ C (− 1)!
z
,
and for  = 0,
|Y(z)| ≤ C| log(z)|,
where C > 0 depends only on R.
Proof. By [4, p. 51], Y(z) is given for any nonnegative integer  by
Y(z) =
2
π
J(z) log
(z
2
)
− 1
π
−1∑
k=0
(− k − 1)!
k!
(z
2
)2k−
(A.2)
− 1
π
∞∑
k=0
ψ(+ k) + ψ(k)
(−1)kk!(k + )!
(z
2
)2k+
,
where ψ(0) = −γ ≈ −0.5772 and ψ(k) = −γ +∑kj=1 1j for k ≥ 1.
To bound the second term in (A.2), we find that
−1∑
k=0
(− k − 1)!
k!
(z
2
)2k
≤ (− 1)!
∞∑
k=0
1
k!
[(z
2
)2]k
≤ (− 1)! e(R2 )2 ≤ C1(R)(− 1)!.
Now note that for k ≥ 1, |ψ(0)| ≤ 1 and 0 ≤ ψ(k) ≤ −γ + k ≤ k.
Hence, for a bound on the third term in (A.2), we obtain
∞∑
k=0
|ψ(+ k) + ψ(k)|
k!(k + )!
(z
2
)2k+
≤ 2
∞∑
k=0
1
k!
[(R/2)2]

2+k
(+ k − 1)! ≤ C2(R),
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since
[(R/2)2]

2+k
(+ k − 1)! ≤ C3(R).
These bounds together with (A.1) yield the desired result.
We now turn to the proof of the main lemma.
Proof of Lemma 2.1. First note that∫ R1
R0
|J(a, r)|r dr = |H1 (κa)|
∫ a
R0
|J(κr)|r dr + |J(κa)|
∫ R1
a
|H1 (κr)|r dr
≤ |J(κa)|
∫ R1
R0
|J(κr)|r dr + |J(κa)|
∫ R1
a
|Y(κr)|r dr
+ |Y(κa)|
∫ a
R0
|J(κr)|r dr
≤ IJ,J + IJ,Y + IY,J ,
where
IJ,J = |J(κa)|
∫ R1
0
|J(κr)|r dr,
IJ,Y = |J(κa)|
∫ R1
a
|Y(κr)|r dr,
IY,J = |Y(κa)|
∫ a
0
|J(κr)|r dr.
Note that |J−(z)| = |(−1)J(z)| = |J(z)| and similarly |Y−(z)| = |Y(z)|. Hence,
it suffices to bound these integrals for  ≥ 0.
Thus, for  ≥ 0, by (A.1),
IJ,J ≤ 1
(!)2
R21(κR1)
2l ≤ CJ,J
2
,
where CJ,J > 0 depends only on κ and R1. By (A.1) and Lemma A.1, we find that
for  > 2,
IJ,Y ≤ C (κa)

!
∫ R1
a
(− 1)!
(κr)
r dr
= C
R1
2
(− 2)
[(
a
R1
)2
−
(
a
R1
)]
≤ CJ,Y
2
.
A similar argument shows that IJ,Y is also bounded for  = 0, 1, 2. Finally, for  ≥ 1,
we find that
IY,J ≤ C (− 1)!
(κa)
∫ a
0
(κr)
!
r dr
=
a2
(+ 2)
≤ CY,J
2
.
It is not difficult to show that this same bound holds for  = 0.
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Table B.1
Relative errors in trapezoidal rule integration.
N Error Ratio
1 2.5e-1
2 9.5e-2 2.6
4 3.5e-2 2.7
8 1.3e-2 2.7
8192 4.2e-7
N Error Ratio
1 4.8e-2
2 1.2e-2 4.0
4 2.9e-3 4.1
8 7.4e-4 3.9
8192 7.0e-10
N Error Ratio
1 5.5e-1
2 6.0e-2 9.2
4 3.1e-4 1.9e+2
8 7.2e-10 4.3e+5
16 2.1e-23 3.4e+13
(a)
∫ 1/2
0
√
xdx ≈ 0.2357 (b) ∫ π/40 ecos
2 xdx ≈ 1.8009 (c) ∫ π0 ecos
2 xdx ≈ 5.5084
Appendix B. Higher-order integration via the trapezoidal rule. When
used to integrate a smooth and periodic function over its period, the trapezoidal
rule obtains a truly extraordinary convergence rate (see [21, section 9.4] and [29]).
As with our numerical method, this convergence behavior is due to the rapid decay
of the function’s Fourier coefficients (see Lemma 3.1). Since this fact may yet be
unfamiliar to some readers, we illustrate trapezoidal rule convergence through three
simple, one-dimensional integrals.
In Table B.1, we give the relative errors obtained when computing the integrals
of the functions
√
x and ecos
2 x by means of the trapezoidal rule with N points. In Ta-
ble B.1(a), we observe less than second-order convergence when computing
∫ 1/2
0
√
xdx,
which is a result of the singularity in its first derivative at the origin. Table B.1(b)
shows second-order convergence when computing
∫ π/4
0
ecos
2 xdx, which agrees with
the well-known convergence rate predicted for the trapezoidal rule when integrating
C2 functions. Finally, in Table B.1(c), we observe an exponential convergence rate
when computing
∫ π
0
ecos
2 x, the same function integrated in Table B.1(b). Note that
in this example a relative error of 7 × 10−10 is obtained with 8 points, whereas in
Table B.1(b), 8192 points are required for similar accuracy. This extraordinary con-
vergence rate results because we are integrating a smooth and periodic function over
its period.
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