Abstract. Numerical simulations of multiphase fluid and heat transport through a porous medium define combinations of rock properties and boundary conditions which lead to geyser-like periodic discharge. Within the rather narrow range of conditions that allow geyser-like behavior, eruption frequency and discharge are highly sensitive to the intrinsic permeabilities of the geyser conduit and the surrounding rock matrix, to the relative permeability functions assumed, and to pressure gradients in the matrix. In theory, heat pipes (concomitant upward flow of steam and downward flow of liquid) can exist under similar conditions, but our simulations suggest that the periodic solution is more stable. Simulated time series of geyser discharge are chaotic, but integrated quantities such as eruption frequency and mass discharge per eruption are free of chaos. These results may explain the observed sensitivity of natural geysers to small strains such as those caused by remote earthquakes, if ground motion is sufficient to induce permeability changes. Changes in geyser behavior caused by minor preseismic deformation, periodic surface loading, and Earth tides are more difficult to explain in the context of our current model.
In both models, the geyser conduit is assumed to be more permeable and compressible than the surrounding rock matrix.
by relaxing the vertical and lateral boundary conditions to allow for lateral recharge and other variations in the mode of heat and mass recharge. Finally, we examine the conditions under which heat pipe behavior may occur and identify chaotic aspects of the simulated geysers. We then use the various simulation results to understand the conditions required for geysering and as a framework for examining the response of natural geysers to small strains.
Mathematical Approach
Our simulations employed the heat and mass flow program HYDROTHERM [Hayba and Ingebritsen, 1994] . This computer program is a descendent of multiphase geothermal-simulation models developed by the U.S. Geological Survey in the late 1970s [Faust and Mercer, 1979a, 1979b In this report, we present a more thorough analysis of the simulated geysering process. We first consider the geyser-like behavior of a laterally isolated conduit and examine the influence of various assumptions inherent in our mathematical model. We then increase the complexity of our simulations
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-V'KmVT-qh = 0, respectively, where n is porosity, O is dens(ty, t is time, k is the intrinsic permeability tensor, k r is relative permeability, g is viscosity, P is pressure, g is gravitational acceleration, D is depth, q is a source or sink, h is fluid enthalpy, Krn is medium thermal conductivity, and T is temperature. The subscripts s, w, m, r, and h denote steam, liquid water, mass, rock, and energy, respectively. The density (Of) and enthalpy ( 
Basic Geyser Model
For purposes of continuity, we briefly summarize the pertinent aspects of our earlier results [Ingebritsen and Rojstac- The relation between the simulated Darcy velocities shown in Figure 3C and the inferred fluid-particle velocities depends on the effective porosity and volumetric saturations. The data and analyses of Kieffer [1984, 1989 ] strongly suggest near-vent fluid-particle velocities of tens of meters per second at mideruption. Volumetric steam flow rates increase towards the vent, due to the combined effects of increasing vaporization and a volume expansion which roughly obeys the ideal gas law. Volumetric liquid flow rates may actually decrease slightly toward the vent due to vaporization and contraction of the remaining, cooling liquid.
Heat exchange with the rock. In our earlier work, we assumed that thermal equilibrium between water and rock was instantaneous; there was no actual calculation of waterrock heat exchange. This assumption is commonly made in geothermal reservoir engineering and is reasonable if fluid flow is relatively slow or steady; however, it may be inappropriate for rapid transients. In order to evaluate the influence of heat exchange with the rock on our basic geyser model (Figure 2) , we did sets of simulations assuming (1) perfect heat exchange and (2) no heat exchange. Both showed eruption frequency and mass discharge to be roughly log linear functions of conduit permeability (Figure 7) . The curves representing "perfect exchange" and "no exchange" are offset; presumably, models that explicitly calculate water-rock heat exchange would predict results that fall between these limiting curves, with the exact position depending on assumptions about fracture spacing and (or) pore structure. For a given permeability, the eruptions with no water-rock heat exchange are somewhat smaller and more frequent, but the effect is minor (Figure 7) . The assumption of perfect heat exchange with the rock apparently has little effect on the simulated geyser cycles.
Relative permeability functions. In our basic geyser model, we assumed that relative permeability was a linear function of saturation. This functional relationship is a significant source of nonlinearity in the governing equations. We can increase the degree of nonlinearity by assuming that the relative permeability is described by Corey-type [Corey, 1957] conditions under which periodic behavior persists, the geysereruption frequency is largely independent of the source of mass recharge (above, below, or the sides). This is consistent with the previously described sensitivity analyses that showed frequency to be strongly affected by the hydraulic properties of the geyser conduit and less affected by conditions at the boundaries of the conduit. In contrast, eruption magnitude seems to be quite sensitive to conditions at the conduit boundaries. Since frequency is the main parameter of interest, we return in later sections to the simple basic geyser model (Figure 2) In this situation, there is a large drive for lateral recharge because pressures in the geyser conduit remain near-hydrostatic. Conduit/matrix permeability contrasts of >3000 lead to periodic discharge, whereas contrasts of <3000 lead to steady, liquid-dominated upflow (Table 2) . If the conduit/matrix permeability contrast is <104 , most mass recharge comes from the lateral boundaries, rather than the upper boundary.
In some simulations, we eliminated downflow at the top of the geyser conduit, forcing all mass recharge to pass through the less permeable rock matrix. This set of boundary condi- Except as indicated, all parameters and boundary conditions are as shown in Figure 2 . We can identify the presence of chaos in many facets of our simulated geysers. As is expected for a chaotic system, the behavior of the geyser-discharge time series is strongly dependent on the degree of nonlinearity of the governing equations, as demonstrated by the strong influence of the relative permeability functions. Also, phase-space reconstructions of geyser discharge possess several strange attractors and are mildly sensitive to perturbations in initial conditions. However, the geyser frequency itself is mostly predictable, with a small amount of chaotic noise.
Our simulations using the Corey relative permeability functions (Figure 8 ) are inherently more nonlinear than those that employ linear relative permeability functions. As a result of the increased nonlinearity, the behavior of the Corey geyser discharge time series is significantly more complex, as was seen in the difference between the power spectra of the time series (Figure 10 ).
We can also see the effect of added nonlinearity in phasespace reconstructions of the geyser discharge (Figure 13) . These phase-space reconstructions are simply a three-dimensional plot of geyser discharge at a particular time t versus geyser discharge one time increment previous (t-At) versus geyser discharge two time increments previous (t -2At). As is required for the existence of chaos, the simulations also show some sensitivity to initial conditions. Phase-space reconstructions of geyser discharge are altered by perturbations in initial conditions. For example, Figure 14 shows a phase-space reconstruction based upon reducing pressure in the topmost active finite-difference block by 0.1% after 100,000 s of simulation time (about 90,000 s after the surface flux approached its periodic steady state). Viewed in comparison to the unperturbed simulation, the pressure change does alter surface discharge, and the trajectory of the flow does diverge from the original flow. However, the divergence is mild, and the flow possesses the same attractors as the undisturbed simulations. Comparison of the power spectra for the two time series (not shown) indicated negligible differences between the two time series. The frequency of geyser eruptions is essentially independent of the initial conditions. Similarly, chaos is not identifiable in the phase-space reconstruction of the integrated surface discharge per geyser cycle ( Figure 15) ; the mass discharge per eruption is essentially random about a mean. The process of integrating the surface discharge over the geyser cycle damps recognition of the temporal variability in our simulation.
In our simulations, then, chaos is present in the surfacedischarge time series but absent in time-integrated quantities such as geyser frequency and mass/energy release per eruption. Such integrated quantities are more important than the geyser-discharge time series because they can be quantitatively compared to real-world measurements. Although chaos in geyser periodicity may occur in the real world, there is little chaos in the simulated period. If real-world geyser periodicity is chaotic, then the absence of such behavior in our simulations is simply another example of the limitations inherent in using models to simulate complex physical processes. Perhaps variability in real-world geysers is induced by the chaotic nature of external forces such as recharge. Alternatively, the stability of our model may indicate that we are still damping or ignoring significant physical processes. We have attempted to produce a more strongly chaotic system by refining time and space discretization and (or) changing the aspect ratio of the geyser conduit to enhance liquid-phase convection and found that these modifications had only a minor effect on time-integrated system behavior. However, there are still processes that we ignore that could produce a more chaotic system. Our Rey- Several geysers have been shown to be sensitive to periodic loading. White [1967] showed that the discharge of a geyser at Steamboat Springs, Nevada, responded to short-term variations in barometric pressure; discharge was inversely proportional to barometric pressure. Rinehart [1972, 1980] There is fairly good evidence for decreasing discharge with increasing barometric pressure from Steamboat Springs, Nevada [White, 1967] . Rinehart [1972] suggested that the geyser at Calistoga, California, was influenced by seasonal changes in barometric pressure, but White and Marler [1972] interpreted the Calistoga response as a recharge effect. Our simulation results do provide a framework for considering the response of natural geysers to small, external strains. They suggest that eruption frequency should exhibit varying degrees of sensitivity to the permeability (Figures 7 and 9) , porosity ( Figure 5a) and length (Figure 5f ) of the geyser conduit; the permeability of the surrounding rock matrix (Table  2) [see also Ingebritsen and Rojstaczer, 1993, Figure 5 ]; and recharge rates (Tables 1 and 2) . We now must consider how these parameters might be affected by the various types of external strains.
Coseismic and postseismic changes in geyser frequency might be explained in terms of permeability changes caused by strong ground motion. At locations distant from the earthquake source, these dynamic strains are significantly larger than the static strains. Ground-motion-related permeability increases have been inferred from the response of water wells and streamflow to earthquakes tens of kilometers distant [e.g., Waller, 1966; Rojstaczer et al., 1995] . Increases in the permeability of the geyser conduit itself (Figures 7 and  9 ) or in the permeability of the surrounding rock matrix (Table 2) Here we are assuming, as seems reasonable, that there is little amplification of the static strain signal due to local inhomogeneities. For example, if a 100-m-wide strip of land were shortened by 1 cm during seismic activity, we assume that the strain across the entire area would be a uniform 10 '4. Clearly, heterogeneities in compliance such as those caused by the existence of fracture zones will cause the deformation to be somewhat non-uniform. However, because the length scale of the deformation is of the order of kilometers to tens of kilometers, local heterogeneities in compliance will cause relatively small spatial variations in strain.
Elastic responses to the strains of magnitude 10 '8 -10 '7 associated with periodic loading also seem unlikely to affect significant changes in intrinsic permeability. Earlier [Ingebritsen and Rojstaczer, 1993] we suggested that sensitivity to periodic loads might be explained in terms of differences in fluidpressure sensitivity to loading between a compliant geyser conduit and a less compliant matrix. For example, it seems reasonable to assume that a compliant geyser conduit has a high barometric efficiency [Jacob, 1940; Rojstaczer and Agnew, 1989]. As barometric pressure increases, then, fluidpressure increases in the geyser conduit associated with the increased surface load would be larger than those in the matrix, so that recharge rates and geyser activity would be reduced. This process could explain White's [1967] observations at Steamboat Springs. In contrast, loading associated with Earth tides would cause a more marked response in the matrix, owing to its lower compliance. Under peak tidal compression, compression of pore spaces would lead to a greater rise in fluid pressure in the matrix and thus to enhanced recharge.
The fluid-pressure changes caused by periodic loading are small, perhaps equivalent to 20 cm of hydraulic head for barometric effects and 1-2 cm of hydraulic head for the larger Earth tides. In our geyser simulations, comparable fluid-pressure changes have little effect on time-integrated system behaviors such as eruption frequency. The effects of small changes in the matrix-conduit head differential might be magnified if the geyser conduit had a significantly lower aspect ratio, as in the classic geyser chamber (Figure l a) . However, unless the geyser system possesses greater response to perturbations than our simulations, it would seem unlikely that perturbations in mass flux induced by periodic loading could have a large effect on geyser periodicity.
Our results thus far provide a reasonable context for explaining the coseismic response of geysers and perhaps also their response to the larger periodic loads. However, they seem unable to explain responsiveness to smaller strains, such as those related to Earth tides, small changes in atmospheric loading, and any possible preseismic deformation. Our simulated geyser systems could be more responsive if they were fully chaotic, that is, if slight differences in the coupled variables influenced subsequent time-integrated system behavior (e.g., eruption frequency). Alternatively, enhanced sensitivity might be caused by the phenomenon of "metastable" liquid water. It has been observed in both field (R.O. Fournier, U.S. Geological Survey, written communication, 1994) and laboratory contexts [Steinberg et al., 1982b ] that liquid water in hot spring and geyser conduits can be superheated above its saturation temperature because some energy is required to nucleate a vapor phase. Under such metastable conditions, very minor pressure changes might retard or accelerate boiling and thus have a systematic effect on geyser frequency. In phase-space reconstructions of geyser-eruption frequency, this phenomenon would presumably be expressed as random noise rather than chaotic behavior.
Summary
In a one-dimensional system with a constant pressureenthalpy upper boundary and a constant heat flux lower boundary, periodic discharge can be caused by a heat flux sufficient to generate a mobile steam phase. The frequency and In systems with sources of mass recharge other than the upper boundary, steady two-phase discharge is a possibility, and the limits to periodicity are of interest. In a one-dimensional system and for a particular, narrow range of permeabilities, periodic discharge persists over a reasonably large range of lower boundary mass fluxes. In a two-dimensional system involving a high-permeability conduit embedded in a lower-permeability matrix, geyser-like behavior is dependent on the hydraulic characteristics of the matrix, as well as those of the conduit itself. If pressures in the matrix are nearhydrostatic, small (_5_500) conduit/matrix permeability contrasts lead to steady steam discharge, rather than periodic two-phase discharge. If pressures in the matrix are 125% of hydrostatic, small (<3000) conduit/matrix permeability contrasts lead to steady, liquid-dominated upflow.
Our simulation results provide a framework for considering the relative rarity of geysers and their likely life span. Geysering requires a narrowly defined set of physical conditions that are very rare in nature. Geyser geometry presumably evolves over time due to near-surface rock failure and geochemical reactions, and recharge can be expected to change significantly over short geologic time periods. Hence the special conditions that create geysers cannot be expected to be long-lived.
The simulations also provide a partial framework for understanding the responsiveness of natural geysers to small strains in the Earth. We suggest that changes in eruption frequency observed after remote earthquakes might be due to ground-motion-induced permeability changes. Barometric loading and tidal loading may affect geyser activity by influencing the fluid pressure differences between a relatively compressible and porous geyser conduit and a less compressible and less porous matrix. Because these signals are relatively small, such effects seem likely to be negligible unless the geyser periodicity is more responsive than in our simulations.
