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Hybrid Processing Design for Multipair Massive
MIMO Relaying with Channel Spatial Correlation
Milad Fozooni, Hien Quoc Ngo, Member, IEEE, Michail Matthaiou, Senior Member, IEEE, Shi Jin, Senior
Member, IEEE, and George C. Alexandropoulos, Senior Member, IEEE
Abstract—Massive multiple-input multiple-output (MIMO)
avails of simple transceiver design which can tackle many
drawbacks of relay systems in terms of complicated signal
processing, latency, and noise amplification. However, the cost
and circuit complexity of having one radio frequency (RF) chain
dedicated to each antenna element are prohibitive in practice.
In this paper, we address this critical issue in amplify-and-
forward (AF) relay systems using a hybrid analog and digital
(A/D) transceiver structure. More specifically, leveraging the
channel long-term properties, we design the analog beamformer
which aims to minimize the channel estimation error and remain
invariant over a long timescale. Then, the beamforming is
completed by simple digital signal processing, i.e., maximum
ratio combining/maximum ratio transmission (MRC/MRT) or
zero-forcing (ZF) in the baseband domain. We present analytical
bounds on the achievable spectral efficiency taking into account
the spatial correlation and imperfect channel state information at
the relay station. Our analytical results reveal that the hybrid A/D
structure with ZF digital processor exploits spatial correlation
and offers a higher spectral efficiency compared to the hybrid
A/D structure with MRC/MRT scheme. Our numerical results
showcase that the hybrid A/D beamforming design captures
nearly 95% of the spectral efficiency of a fully digital AF relaying
topology even by removing half of the RF chains. It is also shown
that the hybrid A/D structure is robust to coarse quantization,
and even with 2-bit resolution, the system can achieve more than
93% of the spectral efficiency offered by the same hybrid A/D
topology with infinite resolution phase shifters.
Index Terms—Amplify-and-forward, hybrid beamforming,
massive MIMO, phase quantization, relays, spatial correlation.
I. INTRODUCTION
Cooperative relaying is a standard technique that improves
the network performance due to its great ability in reducing
transmit power and extending coverage, especially at the
cell edges [1], [2]. However, an excessive burden of signal
processing is typically imposed upon the relay nodes. Thus,
the complexity of relaying has always been an important issue
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as even a small delay in process means a loss of valuable
physical resources, e.g., time, which should be available for
other purposes, like backhaul and access link operations [3],
[4]. Recently, massive multiple-input multiple-output (MIMO)
technology is becoming one of the most promising solutions
to realize the challenging requirements of 5G wireless net-
works, such as massive connectivity, high-speed data trans-
missions, and simple signal processing. In massive MIMO,
the channel vectors are (nearly) pairwisely orthogonal, and
hence, linear processing schemes, such as maximum ratio
combining/maximum ratio transmission (MRC/MRT), zero-
forcing (ZF), and minimum mean-square error (MMSE) are
nearly optimal. Not surprisingly, massive MIMO relaying has
very recently received a great deal of research interest from
different viewpoints. In [5], the asymptotic performance of
one-way massive relaying was analyzed in three different cases
to scale down the radiated power by the number of active
antennas at the relay station. The energy efficiency of two-way
relaying with unlimited relay nodes was derived in [6], while
some other works in this context can be found in [7]–[9]. The
potential of massive relaying to mitigate self-interference in
full-duplex relaying was originally investigated in the seminal
work of [10].
Generally, the practical deployment of massive MIMO
relaying brings new practical challenges. More explicitly,
having one radio frequency (RF) chain behind each antenna,
in all above cases, will increase significantly the power con-
sumption, digital signal processor (DSP) complexity, imple-
mentation/maintenance cost, and circuit complexity. Recently,
this critical issue has been considered in cellular systems in
which hybrid analog and digital (A/D) architectures, where
the overall beamformer consists of a low dimensional digital
baseband processor and an analog RF beamformer imple-
mented by phase shifters, were proposed and analyzed [11]–
[17]. However, there is a dearth of literature considering
the hybrid A/D solution for relaying systems [18]–[20]. The
authors in [18] proposed an algorithm based on the singular
value decomposition (SVD) to maximize the average rate for
millimeter wave MIMO systems. However, they did not derive
any closed-form expression for the achievable rate. Moreover,
the results are obtained under the idealistic assumptions of
perfect channel state information (CSI) and accurate phase
shifters. In [19], the authors addressed part of these issues
by relaxing the resolution of phase shifters to arbitrary quan-
tization bits, and also deriving a closed-form expression for
the achievable spectral efficiency. However, in both papers,
phase shifters should be able to adapt to the quick variations
2of the propagation channels over time. This phase adaptation,
not only requires perfect CSI at the relay station, but also is
a challenging task due to the inherently smaller flexibility of
analog beamformers compared to the digital ones.
Altogether, there exist some formidable issues within the
state-of-the-art of relaying with hybrid A/D processing. First,
analog beamformers are usually designed to adapt to the
quick variations of the propagation channels based on iterative
algorithms. However, this methodology not only increases
the complexity of signal processing, but also requires perfect
CSI at the relay station [18], [19]. Second, the algorithmic
designs for hybrid A/D beamforming [21]–[24] fall short
of providing an insightful closed-form expression for the
most important performance metrics, e.g., achievable spectral
efficiency. Third, it has been long recognized that the spectral
efficiency of point-to-point MIMO is deteriorated due to
spatial correlation [25]. Nevertheless, spatial correlation in
multiuser MIMO systems can be exploited in the transceiver
design offering performance improvements [26], [27]. To the
best of our knowledge, there is no prior work in the context of
hybrid A/D MIMO relaying under spatially correlated fading
channels.
In this paper, motivated by the above discussion we adjust
the analog beamformers to the slow variations of channel
statistics rather than the short-term fluctuations of channel.
Thus, we will design our correlation-based analog beamform-
ers to leverage the long-term channel spatial selectivity under
the hybrid A/D structure relaying. Our main contributions are
summarized as:
• We consider a relay station with a hybrid A/D archi-
tecture, and take the spatial correlation and imperfect
CSI into account. In this scenario, we explicitly evaluate
the role of digital beamformer by developing analytical
bounds on the spectral efficiency for the prevalent dig-
ital schemes, i.e., MRC/MRT and ZF. Our closed-form
expressions, involve only the statistical parameters of the
channels. Also, our numerical results reveal that the ZF
scheme benefits of channel correlation and offers higher
spectral efficiency compared to the MRC/MRT scheme,
even for low signal-to-noise ratio (SNR) values.
• We design a correlation-based analog beamformer which
exploits the long-term eigenmodes of the propagation
channel to minimize the channel estimation error and,
eventually, maximize the achievable spectral efficiency.
Our analytical results showcase that, although, multiplex-
ing and array gain are obviously restricted under this
hybrid A/D architecture, the system can still avail of
promising spatial diversity gain. As a matter of fact, our
simulation results illustrate that with only 50 RF chains,
in an example massive MIMO system with 128 antennas,
the hybrid A/D structure can nearly capture 95% of the
spectral efficiency achieved by the conventional fully
digital structure with 128 RF chains.
• We numerically evaluate the spectral efficiency of hybrid
A/D structure under quantized phase shifters and covari-
ance estimation error. We observe that the hybrid A/D
configuration paradigm is robust to phase quantization,
and this observation is more pronounced for hybrid A/D
structure utilizing the MRC/MRT scheme.
The rest of the paper is structured as: In Section II, we
present the hybrid structure and channel estimation scheme.
Section III investigates the system spectral efficiency under
two prevalent digital beamforming schemes, while the design
of the analog part is delineated in Section IV. Simulation
results are presented in Section V before concluding the paper
in Section VI.
Notation: The boldface upper and lower case symbols
denote matrices and vectors, respectively. The (i, j)-th element
of a matrix A is denoted by [A]ij , and ai refers to its i-th
column. Moreover, the notations (·)T , (·)∗, (·)H , Tr (·), and
‖·‖ represent the transpose, conjugate, conjugate transpose,
trace, and Frobenius norm (Euclidean norm for vectors),
respectively. Also, E [·] denotes the expectation operation,
Var (·) represents the variance of a random variable, while
Cov (·) denotes the covariance of a random vector. Addition-
ally, ⌈·⌉ means rounding up to the nearest integer. The symbol
diag {α1, . . . , αN} denotes an N × N diagonal matrix with
the vector [α1, . . . , αN ]
T
placed on the main diagonal. Also,
CN (a,A) shows a complex Gaussian random vector with
mean a and covariance matrix A. Finally, the symbols
a.s.−→
and
q.m.−→ signify the almost sure convergence and quartic mean
limit, respectively.
II. SYSTEM MODEL
A. Signal Model and Hybrid Architecture
Consider a cooperative wireless system as depicted in Fig. 1,
whereK designated pairs of single antenna users, with one-to-
one pairing Sk–Dk with k = 1, . . . ,K , intend to communicate
with each other via a single half-duplex relay station equipped
with very large number of service antennasN on each side. We
assume the most popular cooperation protocol, i.e., amplify-
and-forward (AF) relaying, where the relay station simply
amplifies the received signals from the sources, and send them
to the destinations. In this protocol, the relay station serves all
users in the same frequency band and by leveraging a time-
division duplex (TDD) operation. We focus on a narrowband
flat-fading propagation channel, while we note that the same
results can be extended to wideband channels for orthogonal
frequency division multiplexing (OFDM) systems, where the
flat-fading assumption can hold for each frequency subcarrier
[17].
Considering that users are randomly located around the
relay station, we assume that the propagation channels at the
users’ terminals are uncorrelated due to their large distance
from each other, whereas there exists correlation among the re-
lay antennas on both sides of the relay station. This correlation
occurs if relay antennas are insufficiently spaced or there are
a limited number of scatters surrounding the relay station. We
also assume that there are no direct links between K pairs due
to the heavy shadowing and/or path loss attenuation. For the
simplicity of analysis, and for obtaining a clear understanding
of the impact of the antennas correlation, large-scale fading
is neglected. Nevertheless, it is notable that our results can
be readily extended to propagation channels which include
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Fig. 1: Block diagram of a multipair relay system with a baseband digital processor combined with two analog RF beamformers.
large-scale fading.1 Most importantly, we assume that CSI is
not available at the users’ nodes, and the relay station has
to estimate the channels via uplink pilots during the training
phase.
To alleviate the hardware complexity and reduce the power
consumption, we deploy Ka+Kb transceiver RF chains at the
relay station which are far smaller than the number of relay
antennas K ≤ Ka,Kb ≪ N . During the pilot training, all
RF chains work in the receive mode. However, during data
payload, Ka RF chains receive the signals and Kb RF chains
retransmit the received signals. These two groups of RF chains
are connected to the relay antennas via an analog combiner
F1 ∈ CKa×N and precoder F2 ∈ CKb×N , respectively.
For the ease of fabrication/implementation cost, these analog
devices contain a bank of phase shifters [15]. Under this
configuration setup, we mathematically model the received and
transmitted signals at the relay station and also the received
signals at K destinations in the following way
yR =
√
PuG1x+ nR, (1)
y˜R = F
H
2 WF1yR, (2)
yD =
√
PuG
H
2 F
H
2 WF1G1x+G
H
2 F
H
2 WF1nR + nD, (3)
where Pu denotes the average transmitted power of each
source, and x = [x1, x2, . . . , xK ]
T
is the zero-mean infor-
mation vector with E
[
xxH
]
= IK . Also, the N -dimensional
vector nR and K-dimensional vector nD are additive white
Gaussian noise (AWGN) vectors consisting of independent and
identically distributed (i.i.d.) CN (0, σ2nR) and CN (0, σ2nD)
random variables, respectively. The matrix W ∈ CKb×Ka
is the digital processor which adjusts both the modulus and
phase of the baseband received signal at the relay station.
The propagation channels from the K sources to the relay,
and from the relay to the destinations are expressed as G1,
G2 ∈ CN×K , respectively. We represent the spatial covariance
matrices between the relay antennas by R1, R2 ∈ CN×N
which have been already incorporated into the channel ma-
trices, i.e., G1 = R
1
2
1H1 and G2 = R
1
2
2H2. In this model,
H1 and H2 ∈ CN×K denote the small-scale fading with i.i.d.
CN (0, 1) elements. Then, from (3), the received signal at the
1The impact of large-scale fading can be compensated by a power control
scheme at the relay station which is proportional to the inverse of the channel
long-term attenuation, including path-loss and shadow fading [28], [29].
k-destination can be extracted as
yDk=
√
Pug
H
2,kF
H
2 WF1g1,kxk+
√
Pu
K∑
i6=k
gH2,kF
H
2 WF1g1,ixi
+ gH2,kF
H
2 WF1nR + nDk , (4)
where nDk is AWGN at the k-th destination. In this aggregated
received signal, the first term refers to the desired signal and
the second term signifies inter-user interference, while the last
two terms represent the compound noise.
This system model is under two major practical constraints.
First, the analog combiner and precoder just contribute to the
phase alignment as they are usually implemented using a bank
of analog phase shifters. In this light, we have to assign an
equal modulus to all the entries of matrices F1 and F2. We
fix this modulus by 1/
√
N to avoid an unlimited gain in
the analog domain. Second, the AF relay station receives the
signals from all sources, and boosts them up to a certain level
of power Pr before transmitting to the destinations. Thus, we
consider the following long-term power constraint
E
[
Tr
(
y˜Ry˜
H
R
)]
= Pr. (5)
B. Channel Estimation
To capture the advantages that massive MIMO relay can
offer, CSI is required at the relay station. This CSI is exploited
to design the digital processor W. The CSI acquisition at
the relay station is done via the uplink pilots transmitted
from the sources and the destinations. Let τc be the number
of transmission symbols over each time-frequency coherence
block, and τp be the number of symbols for uplink training.
Then, the remaining part, τc − τp, is used for downlink data
transmission. We assume that pilot sequences sent from all
sources and destinations are mutually orthogonal. This requires
2K ≤ τp ≤ τc. Let us stack all of these pilot sequences into
the matrices
√
τpPpΦ1 ∈ Cτp×K and
√
τpPpΦ2 ∈ Cτp×K ,
where Pp denotes the average pilot power. Then, we have
ΦH1 Φ1 = IK , Φ
H
2 Φ2 = IK and Φ
H
1 Φ2 = 0K . The
baseband received pilot signals at the receive and transmit
sides of the relay station before the DSP unit can be expressed,
respectively, as2
2Note that the process for the channel estimation should be done in the
digital domain. Thus, we take into account the signals after F1, F2 which
exactly refer to the baseband signals before the DSP unit.
4Ypr =
√
τpPpF1G1Φ
T
1 +Npr, (6)
Ypt =
√
τpPpF2G2Φ
T
2 +Npt, (7)
where Npr ∈ CKa×τp and Npt ∈ CKb×τp are AWGN
matrices including i.i.d. CN (0, 1) entries. Hereafter, we just
derive the results for the source side and the same result can
be similarly deduced for the destination side. We can obtain
the matrix Y1 after projecting Ypr onto Φ1
Y1 = YprΦ
∗
1 =
√
τpPpF1R
1
2
1H1 +N1, (8)
where the entries of N1 ∈ CKa×K follow the same distribu-
tion as the entries of Npr due to the fact that the columns
of Φ1 are orthonormal. Then, for a given channel covariance
matrix R1, the MMSE estimate of G1 can be obtained by
Gˆ1 =
√
τpPpR1F
H
1
(
τpPpF1R1F
H
1 + IKa
)−1
Y1. (9)
Since the MMSE estimator is a linear transformation, we can
conclude that the channel estimation matrices Gˆ1, Gˆ2 and
their errors E1, E2 are Gaussian random matrices, such that
G1 = Gˆ1 +E1, (10)
G2 = Gˆ2 +E2. (11)
Although the MMSE estimator has been developed based
on the observation matrix Y1 in (9), we now reformulate
this estimator based on an auxiliary Gaussian random matrix
H˜1 ∈ CN×K with i.i.d. CN (0, 1) entries to simplify our anal-
ysis in the subsequent sections. We indicate that both Gˆ1 and
H˜1 depend on the observation matrix Y1 and, consequently,
depend on the propagation channel G1. It is notable that the
following equality in distribution for Gˆ1 holds due to the same
mean value and same second-order expectations for both sides:
Gˆ1 =
(
E
[
Gˆ1Gˆ
H
1
]
Tr
(
E
[
GˆH1 Gˆ1
])
) 1
2
H˜1
(
E
[
GˆH1 Gˆ1
]) 12
, (12)
The latter expression follows from Lemma 1 in Appendix A.
By leveraging this property of Gaussian random matrices, the
channel estimate can be reformulated as a product of matrices
which suits to our subsequent analysis
Gˆ1=
(
τpPpR1F
H
1
(
τpPpF1R1F
H
1 +IKa
)−1
F1R1
) 1
2
H˜1, (13)
=
(
R1 −
(
R−11 + τpPpF
H
1 F1
)−1) 12
H˜1. (14)
The latter equality is derived by invoking the matrix inversion
lemma if R1 is invertible; otherwise, we can proceed with the
former equation (13) without loss of generality. We can derive
the same result in a similar fashion for the error matrix. we
now gather both results into the following simple expressions
Gˆ1 = U
1
2
1 H˜1, (15)
E1 = U
1
2
e1H˜e1, (16)
where H˜e1 ∈ CN×K is another auxiliary random matrix
independent of H˜1, and its entries are independent CN (0, 1).
Furthermore, Ue1 and U1 are the error covariance matrix and
estimation covariance matrix, given respectively by
Ue1
∆
=
(
R−11 + τpPpF
H
1 F1
)−1
, (17)
U1
∆
= R1 −Ue1 . (18)
III. SPECTRAL EFFICIENCY ANALYSIS
In this section, we analytically evaluate the spectral effi-
ciency of hybrid A/D configuration paradigm to get better
insights into how analog beamformers affect the system per-
formance. The spectral efficiency is derived via the “use and
forget” technique which is commonly used in the context of
massive MIMO [30]. Let us recall (4) and take the channel
estimation matrices (10), (11) into account, then we have
the signal model presented in (19) at the top of next page.
In this model, we identify the first term as the desirable
signal since only the channel estimates available at the relay
station. However, it is reasonable to assume that the long-term
statistics of the channels are available at the destinations. Then,
we obtain an achievable sum spectral efficiency as
R =
τc − τp
2τc
K∑
k=1
log2
(
1 + SINRk
)
, (20)
where,
SINRk =
Put0
Pu (t1 + t2 + t3 + t4 + t5) + (t6 + t7) + σ2nD
. (21)
In (20), the factor
τc−τp
2τc
denotes the penalty loss due
to the half-duplex relaying operation and the channel
estimation overhead. In (21), t0, t1, . . . , t7 are defined as
t0 =
∣∣∣∣E[gˆH2,kFH2 WF1gˆ1,k]
∣∣∣∣2, t1 = Cov(gˆH2,kFH2 WF1gˆ1,k),
t2 = E
[∣∣∣∑i6=k gˆH2,kFH2 WF1gˆ1,ixi∣∣∣2
]
, t3 =
E
[∣∣∣gˆH2,kFH2 WF1E1x∣∣∣2
]
, t4 = E
[∣∣∣eH2,kFH2 WF1Gˆ1x∣∣∣2
]
,
t5 = E
[∣∣∣eH2,kFH2 WF1E1x∣∣∣2
]
, t6 = E
[∣∣∣gˆH2,kFH2 WF1n˜R∣∣∣2
]
,
and t7 = E
[∣∣∣eH2,kFH2 WF1n˜R∣∣∣2
]
, where for the sake of
simplicity we omitted index k that indicate these terms that
correspond to the k-th user pair. It is also notable that in the
above equations t0− t7, the expectation is over all the random
variables: information symbols, estimated channels, channels
estimation errors, and AWGN. Since finding the optimal W
is a demanding task due to the non-convex nature of the
problem, in the subsections that follow we adopt MRC/MRT
and ZF digital processing to simplify the spectral efficiency
expressions under these simple but asymptotically robust
linear schemes. Then, given the closed-form expression in
this section, we can design our analog beamformer in the
next section (Section IV) to minimize the channel estimation
error and, consequently, improve the spectral efficiency.
5yDk = E
[√
Pugˆ
H
2,kF
H
2 WF1gˆ1,k
]
xk︸ ︷︷ ︸
desired signal
+
√
Pugˆ
H
2,kF
H
2 WF1gˆ1,kxk − E
[√
Pugˆ
H
2,kF
H
2 WF1gˆ1,k
]
xk︸ ︷︷ ︸
fluctuation of desired signal
+
√
Pu
K∑
i6=k
gˆH2,kF
H
2 WF1gˆ1,ixi︸ ︷︷ ︸
inter−user interference
+
√
Pugˆ
H
2,kF
H
2 WF1E1x︸ ︷︷ ︸
estimation error
+
√
Pue
H
2,kF
H
2 WF1Gˆ1x︸ ︷︷ ︸
estimation error
+
√
Pue
H
2,kF
H
2 WF1E1x︸ ︷︷ ︸
estimation error
+ gˆH2,kF
H
2 WF1nR + e
H
2,kF
H
2 WF1nR + nDk︸ ︷︷ ︸
aggregated noise & estimation error
. (19)
A. MRC/MRT Digital Processor
MRC/MRT is a simple scheme that coherently combines the
received signals, and then sends them toward the destinations.
With MRC/MRT,W is chosen so that FH2 WF1 = αmGˆ2Gˆ
H
1 ,
where αm is a relay amplification factor chosen to satisfy
the long-term constraint in (5). Hereby, we certify that the
aforementioned equation has the following solution for W:
W = αm
(
F2F
H
2
)−1
F2Gˆ2Gˆ
H
1 F
H
1
(
F1F
H
1
)−1
. (22)
Next, we provide some propositions that further simplify the
SINR terms t0 − t7, and provide a closed-form expression
for the spectral efficiency which only involves the long-term
statistics of the propagation channels. For ease of exposition,
we use superscript “mrc” to denote the MRC/MRT scheme.
Proposition 1. With MRC/MRT, the mathematical terms cor-
responding to the desired signal and its fluctuations, t0 and t1,
can be expressed in closed-form, respectively, as
tmrc0 = α
2
mTr
2
(
U1
)
Tr2
(
U2
)
, (23)
tmrc1 = α
2
m
(
Tr2
(
U1
)∥∥U2∥∥2
+Tr2
(
U2
)∥∥U1∥∥2 +K∥∥U1∥∥2∥∥U2∥∥2). (24)
Proof. The proof is relegated in Appendix B. 
Proposition 2. With MRC/MRT, the mathematical term cor-
responding to inter-user interference, t2, can be expressed in
closed-form as
tmrc2 =α
2
m(K − 1)
(
Tr2
(
U1
)∥∥U2∥∥2
+Tr2
(
U2
)∥∥U1∥∥2 +K∥∥U1∥∥2∥∥U2∥∥2). (25)
Proof. Follows the methodology of Proposition 1. 
Proposition 3. With MRC/MRT, the mathematical term t3 is
given by
tmrc3 = Kα
2
mTr
(
U1Ue1
)(
Tr2 (U2) +K ‖U2‖2
)
. (26)
Proof. See Appendix C. 
Proposition 4. With MRC/MRT, the mathematical term t4 can
be expressed in closed-form as
tmrc4 = Kα
2
mTr (U2Ue2)
(
Tr2 (U1) +K ‖U1‖2
)
. (27)
Proof. Appendix D includes the proof. 
A similar methodology can be applied for the rest of terms
t5 − t7 to finally obtain the following results
tmrc5 =K
2α2mTr (U1Ue1 )Tr (U2Ue2 ) , (28)
tmrc6 =α
2
mσ
2
nR
Tr (U1)
(
Tr2 (U2) +K
∥∥U2∥∥2), (29)
tmrc7 =α
2
mσ
2
nR
KTr (U1)Tr (U2Ue2 ) . (30)
The power amplification factor αm is enforced by the long-
term power constraint at the AF relay station. Hence, starting
from (5), recalling the relay transformation matrix in (2),
and then proceeding with the same strategy that we used
to simplify the SINR terms, this amplification gain can be
calculated by (31) at the top of next page.
B. ZF Digital Processor
As previously shown in (25), the MRC/MRT scheme suffers
a relatively high interference compared to other components:
estimation error and AWGN, especially at large K . Motivated
by this observation, we employ a ZF scheme at the DSP unit,
and then derive an approximation of the spectral efficiency.
The ZF receiver can be mathematically expressed based on (3)
so that FH2 WF1 = αzGˆ2
(
GˆH2 Gˆ2
)−1(
GˆH1 Gˆ1
)−1
GˆH1 , where
αz is the relay amplification factor in ZF DSP. We note that
there exists a solution for the above equation which is given
as follows
W = αz
(
F2F
H
2
)−1
F2Gˆ2
(
GˆH2 Gˆ2
)−1(
GˆH1 Gˆ1
)−1
GˆH1 F
H
1
(
F1F
H
1
)−1
. (32)
For the ease of exposition, we use the superscript “zf” to
denote the expressions related with the ZF digital processor.
Considering the ZF strategy we have
tzf0 =α
2
z , t
zf
1 = 0, t
zf
2 = 0, (33)
tzf3 =α
2
z
[
Cov
((
GˆH1 Gˆ1
)−1
GˆH1 E1x
)]
k,k
, (34)
tzf4 =α
2
z
[
Cov
(
EH2 Gˆ2
(
GˆH2 Gˆ2
)−1
x
)]
k,k
, (35)
tzf5 =α
2
z
[
Cov
(
EH2 Gˆ2
(
GˆH2 Gˆ2
)−1(
GˆH1 Gˆ1
)−1
GˆH1 E1x
)]
k,k
, (36)
6α2m =
Pr
PuKTr (U2)
(
Tr2 (U1) +K ‖U1‖2
)
+ PuK2Tr (U1Ue1 )Tr (U2) + σ
2
nR
KTr (U1)Tr (U2)
. (31)
tzf6 =α
2
z
[
Cov
((
GˆH1 Gˆ1
)−1
GˆH1 nR
)]
k,k
, (37)
tzf7 =α
2
z
[
Cov
(
EH2 Gˆ2
(
GˆH2 Gˆ2
)−1(
GˆH1 Gˆ1
)−1
GˆH1 nR
)]
k,k
, (38)
which can be approximated in the following manner.
Proposition 5. With ZF, the mathematical expression t3 can
be approximated by
tzf3
a.s.−→ Kα
2
zTr
(
U1Ue1
)
Tr2
(
U1
) . (39)
Proof. See Appendix E. 
The other terms can be obtained in a similar spirit, though for
the sake of brevity, we omit their proofs and just point out to
their final results:
tzf4
a.s.−→ K α
2
zTr
(
U2Ue2
)
Tr2
(
U2
) , (40)
tzf5
a.s.−→ K
2α2zTr
(
U1Ue1
)
Tr
(
U2Ue2
)
Tr2
(
U1
)
Tr2
(
U2
) ,
tzf6
a.s.−→ α
2
zσ
2
nR
Tr
(
U1
) , (41)
tzf7
a.s.−→ Kα
2
zσ
2
nR
Tr
(
U2Ue2
)
Tr
(
U1
)
Tr2
(
U2
) , (42)
α2z =
PrTr
(
U1
)
Tr
(
U2
)
PuKTr
(
U1
)
+
PuK2Tr
(
U1Ue1
)
Tr
(
U1
) +Kσ2nR
. (43)
IV. ANALOG BEAMFORMER DESIGN
A. Analog Beamformer Design
Massive MIMO can significantly increase the spectral ef-
ficiency thanks to its ability to provide a large multiplexing
gain. However, this ability is somewhat restricted in highly
correlated channels or in networks with few number of active
users; in these cases, exploiting the multiplexing gain is not the
main concern, and consequently a hybrid A/D structure with
reduced number of RF chains becomes very relevant. However,
a limited number of RF chains decreases the control of the
DSP unit over the antenna arrays to finely steer the beams and
place the nulls in predefined directions especially when perfect
CSI is not available at the relay station. Although power and
multiplexing gain are restricted in hybrid A/D structures, we
will show that this topology can still deliver a reasonable and
reliable spectral efficiency by extracting the best eigenmodes
of the channel covariance matrix. Therefore, in this section
we design an analog beamformer based on the statistics of the
propagation channel.
Remark 1: Following the signal model in (3) the analog
beamformers, i.e., F1 and F2, are only involved in the channel
estimates Gˆ1 and Gˆ2. Precisely speaking, by plugging (22)
into (3) the baseband received signal can be reformulated as
yD =
√
PuαmG
H
2 Gˆ2Gˆ
H
1 G1x+G
H
2 G2G
H
1 nR + nD, (44)
where we note that the analog beamformers F1 and F2
do not directly appear in the signal model, although, they
implicitly contribute into the channel estimates Gˆ1 and Gˆ2.
This technique confines the role of the analog beamformers
into the channel estimates. The new signal model in (44)
implies that the better estimate of the channel we gain, the
higher spectral efficiency the system achieves.3 This discussion
can be deduced for the ZF scheme in a same flavor.
Motivated by Remark 1, we now design an analog beam-
former in order to reduce the estimation errors, which in
turn boosts the desired signal power, and finally improves the
spectral efficiency. For simplicity, we confine our focus on
designing the matrix F1, while the same results can be derived
for F2. From (16), the total estimation error is given by
ε1 = E
[
Tr
(
E1E
H
1
)]
= KTr
(
Ue1
)
. (45)
Taking the practical constraints of analog beamformer into ac-
count, we can design the analog beamformer via the following
optimization problem
min
F1
ε1
s.t. Tr
(
F1F
H
1
) ≤ Ka,
F1 ∈ CKa×N ,
F1 ∈ F , (46)
where F denotes the set of Ka × N complex matrices with
equal modulus. Since F is not a convex set, we ignore this
constraint at this stage, but we will show the impact of this
assumption in simulation results. Under this relaxation, we can
rewrite the optimization problem as
min
F1
Tr
((
R−11 + τpPpF
H
1 F1
)−1)
s.t. Tr
(
F1F
H
1
) ≤ Ka,
F1 ∈ CKa×N . (47)
Let F1 = UF1ΣF1V
H
F1
and R1 = UR1ΛR1U
H
R1
denote the
singular value decomposition and eigen value decomposition
of matrices F1 and R1, respectively. The minimum value
of the objective function in (47) can be achieved if the
eigenvectors of FH1 F1 are chosen along with the eigenmodes
3If we design W based on the low-dimensional effective channel F1Gˆ1
and F2Gˆ2, the performance of the system will not be changed, but F1 and
F2 will appear not only in the channel estimates Gˆ1 and Gˆ2, but also inside
the signal model (44). Therefore, this methodology falls short of confining
the role of F1 and F2 only into the channel estimates, and in this sense, the
spectral efficiency analysis becomes quite challenging, if not impossible.
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Fig. 2: Water-filling structure.
of R−11 , i.e., VF1 = UR1 . By invoking this property, the
optimization problem in hand can be further simplified to
min
ΣF1
Tr
((
Λ−1R1 + τpPpΣ
H
F1
ΣF1
)−1)
(48)
s.t. Tr
(
ΣHF1ΣF1
) ≤ Ka,
ΣF1 ∈ CKa×N .
Let xi and γi respectively denote the i-th biggest eigenvalue
of FH1 F1 and the i-th smallest eigenvalue of R
−1
1 . Then, this
problem can be reduced to a typical water-filling optimization
as
min
xi
N∑
i=1
(
1
γi + τpPpxi
)
s.t.
N∑
i=1
xi ≤ Ka,
xi ≥ 0, for i = 1, . . . ,Ka,
xi = 0, for i = Ka + 1, . . . , N. (49)
By utilizing the Lagrangian duality, and considering the
Karush–Kuhn–Tucker (KKT) condition for optimality, we
deduce that the first K ′a bins should be filled up to a certain
level as illustrated in Fig. 2 so that√
τpPp
ν1
= γi + τpPpxi, (50)
where ν1 is a constant number to satisfy the constraint∑N
i=1 xi ≤ Ka with equality. Then, after some simple math-
ematical manipulations we can find that√
τpPp
ν1
=
τpPpKa +
∑K′a
i=1 γi
K ′a
, (51)
xi =
1
τpPp
(
τpPpKa +
∑K′a
i=1 γi
K ′a
− γi
)
, for i = 1, . . . ,K ′a,
xi = 0, for i = K
′
a, . . . , N.
It is noteworthy that the maximum rank of matrix F1 is
Ka, hence the water-filling algorithm is applied to the first Ka
bins, whereas K ′a ≤ Ka bins can be filled by this algorithm
as illustrated in Fig. 2. It is notable that the design of matrices
F1 and F2 only depends on the long-term statistics of the
channel according to the above discussion. The final design
of the analog beamformer can be summarized as
F1 = UF1ΣF1U
H
R1
, (52)
where ΣF1 is a Ka×N rectangular diagonal matrix with the
vector
[√
x1,
√
x2, . . . ,
√
xK′a , 0, . . . , 0
]T
on its main diago-
nal. The matrixUF1 does not play any role in the optimization
problem (47), hence any unitary matrix can be chosen. For
convenience in our subsequent developments, we just assume
UF1 = IN which leads to
4
F1 = ΣF1U
H
R1
. (53)
B. Discussion
Altogether, we could find a closed-form lower bound for
the spectral efficiency for the MRC/MRT scheme, and also
an approximation of the spectral efficiency for the ZF scheme
which depend on the long-term components of the channels
as reflected by Tr
(
Ui
)
, Tr
(
UiUei
)
, and
∥∥Ui∥∥ for i = 1, 2.
Proposition 6 will reduce the number of these components
by finding a direct connection between these factors, and
Proposition 7 will investigate the performance of the MMSE
estimator for highly correlated channels under the proposed
analog design.
Proposition 6. It can be shown that Tr
(
Ui
)
and Tr
(
UiUei
)
for i = 1, 2 are directly connected to each other by the level
of water-filling ceiling
Tr
(
Ui
)
=
√
τpPp
νi
Tr
(
UiUei
)
, for i = 1, 2. (54)
Proof. See Appendix F. 
Proposition 7. Given the proposed analog beamformers F1
and F2, channels with higher spatial correlation result in a
lower estimation error.
Proof. See Appendix G. 
It is remarkable that the impact of Tr
(
Ui
)
for i = 1, 2
is more pronounced in the numerator of the SINR in (21),
and hence, it can be treated as a desirable value that boosts
the spectral efficiency. In contrast, Tr
(
UiUei
)
, which can be
interpreted as the inner product between the error covariance
matrix Uei and estimation covariance matrix Ui, deteriorates
the spectral efficiency. Hence, Proposition 6 is seemingly
useful to both mathematically and intuitively explain the rela-
tion between these two factors. This proposition numerically
explains that for a given MMSE channel estimate, the impact
of error estimation can be harnessed by a scalar, i.e.,
√
τpPp
νi
for i = 1, 2, which basically depends on the number of RF
chains, pilot power, and the duration of pilot sequences. This
is, of course, in line with the canonical concept of the pilot-
based channel estimation originally observed in [31], [32].
To obtain a clear understanding of how the different param-
eters affect the spectral efficiency in our analog beamformer
4Precisely speaking, UF1 can affect the original optimization problem (46)
where we need to design UF1 so that the matrix F1 falls within the set
F . It can also contribute to the system robustness, however, Monte-Carlo
simulations will confirm that the results are still good enough by considering
UF1 = IN .
8design followed by the ZF DSP, we consider a rational case
with the same channel covariance matrix and the same amount
of RF chains at both sides of the relay station, i.e. R1 = R2
and Ka = Kb. Also, we note that t
zf
5 , t
zf
7 and a part of αz are
negligible compared to other terms.5 Hence, we can derive a
new simplified approximation as follows
R¯zf =
K (τc − τp)
2τc
log2

1 + Tr (U)
2Kζ +
σ2nR
Pu
+
σ2nD
Pr
K

 , (55)
where we define U
∆
= U1 = U2, ζ
∆
=
√
ν
τpPp
, and
ν
∆
= ν1 = ν2 for notational simplicity. This result implies
that exploiting the long-term statistics of the channel, leads to
a diversity gain Tr (U) that linearly scales the SINR. On the
other hand, only the inverse of uplink SNR
σ2nR
Pu
, and downlink
SNR per user
σ2nD
Pr
K
contribute as AWGN to the spectral
efficiency. In addition, the impact of channel estimation errors
simply appears as 2K
√
ν
τpPp
which can be controlled by the
pilot specifications and the level of water-filling.
All in all, we developed a correlation-based analog beam-
former followed by simple linear digital processors, i.e.,
MRC/MRT and ZF scheme. Then, we provided mathematical
closed-form expressions which only involve the long-term
characteristics of propagation channels. These results reveal
that even in the worst-case scenario that multiplexing gain
is restricted due to the limited number of RF chains, and
array gain is also confined due to the less control of the
DSP unit on the analog beamformers, the proposed system
can still leverage a substantial diversity gain. This diversity
gain is related to the statistical properties of the channels,
where analog beamformers exploit the strongest eigenmodes
of the channel covariance matrix. This analysis also shows
that the dominant statistical terms, i.e., Tr
(
Ui
)
for i = 1, 2
have a tendency to boost the desired signal. On the other hand,
the moderate statistical terms like
∥∥Ui∥∥ for i = 1, 2 mainly
contribute to the aggregated noise and interference.
C. Estimate of Spatial Channel Covariance Matrix
So far, we have assumed that the relay station knows the true
channel covariance matrices; however, this assumption may
not hold in practice, and only an estimate of the covariance
matrix can be obtained at the relay station. Nevertheless,
to properly design an analog beamformer, an accurate spa-
tial channel covariance model is of paramount importance,
and should not be overlooked. The estimation of channel
covariance matrix is even more controversial in the context
of massive MIMO due to the pilot contamination in cellular
networks. In this light, there exist several research efforts to
address this issue [33], [34]. In [33], the authors introduce a
joint covariance estimation and pilot allocation to reduce the
number of pilot symbols during the training phase. In [34], the
covariance information of the downlink channel is estimated
5By invoking Proposition 6 in (43), we can readily conclude that the last
two terms of denominator of αz are much smaller than its first term.
based on the observed covariance of the uplink channel, and
without requiring continuous covariance feedback. This novel
estimator relies on a dictionary of uplink/downlink pairs of
covariance matrices and an interpolation over the Riemannian
space. However, these estimators are basically designed for
the fully digital massive MIMO systems, and they are not
necessarily adoptable to the concept of hybrid configuration
paradigm. On the other hand, most existing literature in the
field of hybrid massive MIMO systems are tailored to the
millimeter wave channels, where the channel sparsity is widely
used to estimate the channel covariance matrix [35]–[39].
To the best of our knowledge, the estimation of channel
covariance is an interesting topic which is still open for hybrid
A/D systems in a rich scattering propagation channel.
In this paper, we assume that the channel statistics are
invariant over the time interval Ts and system bandwidth Bs.
On the other hand, we note that the instantaneous propagation
channel is static over time-frequency blocks of coherence
time interval Tc and coherence bandwidth Bc. Therefore,
τc = BcTc and τs = BsTs denote the numbers of channel uses
within which the short-term and long-term properties of the
channel are respectively invariant with τc ≪ τs. As illustrated
in Fig. 3, the BS devotes NQ coherence blocks out of ⌈ τsτc ⌉
possible coherence blocks to estimate the channel covariance
matrix. Note that the analog beamformers are not constant
over the green areas in these NQ coherence blocks, though
they are invariant at the rest of blocks. Nevertheless, we still
consider that they should slowly adopt themselves to the quick
variations of the channels due to their analog nature. Hence,
it is of uttermost importance to design a covariance estimator
to involve few pilot transmissions. Now, let us recall the
covariance estimation technique in [40], [41] which results in
the following signal model within the covariance pilot training
period (green area):6
yc =
√
PpFcg1 + Fdnc, (56)
where g1 ∈ CN×1 denotes the user’s channel,
Fc =
[
FT1 [1],F
T
1 [2], . . . ,F
T
1 [
N
Ka
]
]T ∈ CN×N is
a square matrix collecting the analog beamformer
matrices in N
Ka
different snapshots. Without loss
of generality, we assume that N
Ka
is an integer. In
addition, Fd = blkdiag
{
F1[1],F1[2], . . . ,F1[
N
Ka
]
} ∈
CN×
N2
Ka denotes a block diagonal matrix, nc =[
nT [1],nT [2], . . . ,nT [ N
Ka
]
]T ∈ CN2Ka×1 stacks the noise
vectors, and yc =
[
yT [1],yT [2], . . . ,yT [ N
Ka
]
]T ∈ CN×1
shows the observation vectors. Also, we note that a discrete
Fourier transform (DFT) matrix can be easily chosen to
implement the matrix Fc. After some standard manipulations,
it is easy to determine the channel covariance matrix
R1 = E
[
g1g
H
1
]
based on the covariance of the baseband
received signal vectors Rc = E
[
ycy
H
c
]
as follows [40], [41]
R1 =
1
Pp
F−1c
(
Rc − σ2nFdFHd
)(
FHc
)−1
, (57)
6We restrict our attention to estimate R1, however, the same procedure can
be similarly pursued for R2.
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Fig. 3: Signal framework with a fixed covariance matrix.
where σ2n denotes the noise power. The equation (57) implies
that an accurate estimate ofRc is highly appealing for the bet-
ter estimation ofR1, i.e. Rˆ1. The authors in [40], [41] suggest
the sample covariance matrix R
(sample)
c =
1
NQ
∑NQ
i=1 ycy
H
c
to estimate Rc. However, there are some formidable issues
regarding this estimator. First of all, a sample covariance
estimator is known as a non-robust technique when the number
of samples NQ is not much larger than the dimension of
vector yc which often occurs in the context of massive MIMO
systems. Second, for large dimensional covariance matrices
like Rc ∈ CN×N , the sample covariance matrix R(sample)c is
typically not well-conditioned and may not even be invertible
as its rank is upper limited by the number of samples NQ. This
can trigger some bad conditions for other scenarios involving
the matrix inversion. Third, the estimation of a covariance
matrix with accurate eigenvalues and eigenvectors in massive
MIMO is highly challenging. This is due to the fact that
the error of all N2 elements can collectively deteriorate the
eigenstructures [42]. Furthermore, the estimation of all N2
entries induces unaffordable levels of pilot training which has
deleterious affects on the system spectral efficiency. In this
light, we regularize the sample covariance matrix and suggest
the following covariance estimator according to [43]
Rˆc =
β2
δ2
µIN +
α2
δ2
R(sample)c , (58)
where the parameters are obtained in the quartic mean limit,
assuming N and NQ are large enough (about 20), but their
ratio N
NQ
is upper bounded [43]. Then,
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Fig. 4: Performance comparison of sample and regularized
estimators with NQ snapshots of covariance matrix R1 ac-
cording to the covariance matrix model in (63) (N = 120,
Ka = 20, σr = σt = 0.6, θ =
pi
4 , SNR=0 dB).
µ
q.m.−→ 1
N
Tr
(
R(sample)c
)
, (59)
δ2
q.m.−→ 1
N
∥∥∥R(sample)c − µIN∥∥∥2, (60)
β2
q.m.−→ 1
NN2Q
NQ∑
i=1
∥∥∥ycyHc −R(sample)c ∥∥∥2, (61)
α2
q.m.−→ δ2 − β2. (62)
As we discussed earlier in the manuscript, the statistics of
the propagation channel are invariant over a very long time
horizon. For instance, a channel with a coherence bandwidth
of Bc = 200KHz and a coherence time of Tc = 1ms, which al-
lows for 135Km/h mobility at a carrier frequency of 2GHz, can
typically preserve its long-term statistics for Bs = 10MHz and
Ts = 0.5s [42]. Thus, the covariance matrix of this channel
can be assumed fixed over NR =
τs
τc
= BsTs
BcTc
= 25, 000 time-
frequency coherence blocks. However, Fig. 4 shows that only
NQ ≈ 25 is required to achieve an estimate of the covariance
matrix with −11dB normalized mean square error (NMSE),
E
[
‖R1−Rˆ1‖
2
‖R1‖2
]
. Note that, with NQ = 25, the estimation
overhead is only a small portion
NQ
NR
= 0.001 of the available
time-frequency coherence blocks. In this light, one may devote
the entire or the major part of each of these NQ blocks just
to estimate the covariance matrix, but with a very slow rate to
reduce the variations of analog beamformers. For the design
Parameter Value Parameter Value
Number of antennas N = 128 Coherence time τc = 196 symbols
Number of RF chains Ka = Kb = 50 Pilot length τp = 20 symbols
Number of users K = 10 Mean AoA, AoD θr = θt = 0.4π radian
Relay power Pr = 10
0.5 W Angle spread σr = σt = σ = 0.25 radian
User’s power Pu = 1 W Noise variance σ
2
nR
= 1
Pilot power Pp = 1 W Noise variance σ
2
nD
= 1
TABLE I: Simulation parameters.
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of fast analog beamformers, we refer the interested readers to
multiple training technique in [40], [41].
V. NUMERICAL RESULTS
In this section, we provide numerical results to evaluate the
performance of hybrid A/D multipair massive relaying with the
channel estimation at the relay station. We model the channel
covariance matrices, R1 and R2, as follows:
[R1]m,n=e
−j2pi(n−m)∆r cos(θr)e−
1
2 (2pi(n−m)∆r sin(θr)σr)
2
, (63)
[R2]m,n=e
−j2pi(m−n)∆t cos(θt)e−
1
2 (2pi(m−n)∆t sin(θt)σt)
2
, (64)
where ∆r, ∆t denote the antenna spacing, θr, θt, σ
2
r , and σ
2
r
represent the mean angle of arrival (AoA) to the relay station,
mean angle of departure (AoD) from the relay station, receive
angle spread and transmit angle spread, respectively [44],
[45]. These correlation models basically represent Gaussian
matrices with a spread inversely proportional to the product
of the antenna spacing and angle spread. We note that a smaller
angle spread represents higher level of spatial correlation. It
is also noteworthy that this model can be easily expanded to
the clustered channels where each cluster corresponds to a
specific AoA and AoD, and there are sufficient scatterers in
each cluster: approximately 10 or more [46]. For the sake of
simplicity, we assume that the channel matrices are normalized
so that σ2nR and σ
2
nD
contain both the noise variance and
pathloss. Unless otherwise specified, we utilize the detailed
parameter settings as summarized in Table I. All analytical
results obtained in this paper assume that phase shifters are
designed in the digital domain, and they are able to take
any modulus and phase. However, as we described earlier in
(46), this so-called unconstrained analog beamforming (UAB)
design, is not quite practical due to the fact that analog
beamformers are implemented by means of phase shifters with
a constant modulus constraint. To circumvent this problem, we
first design the phase shifters as before, and then will normal-
ize their modulus to satisfy the aforementioned constraint. For
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Fig. 5: Performance assessment of the proposed analog beamformer in the hybrid A/D structure.
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Fig. 6: Performance of the proposed analog beamformer with different levels of correlation.
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the sake of presentation clarity, we call this methodology as
constrained analog beamforming (CAB) satisfying (46).
Figure 5 shows a great congruency between Monte-Carlo
simulation and our analytical result. Moreover, it showcases
that the gap between unconstrained (UAB) and constrained
analog beamforming (CAB) design is negligible. This obser-
vation implies that our methodology is very robust with respect
to removing the modulus constraint of the phase shifters.
In addition, ZF processing can greatly enhance the spectral
efficiency compared to the MRC/MRT processing by nulling
out the inter-user interference. This signifies that by deploying
only 50 RF chains the hybrid A/D configuration paradigm can
capture more than 90% of the spectral efficiency offered by
the fully digital structure with 128 RF chains.
Fig. 6 illustrates the performance of hybrid A/D topology
with different levels of channel spatial correlation. Fig. 6b
infers that with a limited number of RF chains, the proposed
analog beamformer followed by ZF scheme can harness chan-
nel correlation. It is due to this fact that, in highly correlated
channels, i.e., smaller σ, the eigenvalues of channel covariance
matrix are decentralized and will be spread on a wider range
(See Fig. 7). Therefore, there exist a few strong modes (paths)
that can be captured by the limited available number of RF
chains. On the other hand, MRC/MRT scheme is unable to
decorrelate and extract the strong eigenmodes. Thus, Fig. 6a
showcases a poor performance with limited number of RF
chains.
Figure 8 reveals that the hybrid A/D configuration paradigm
is robust to phase shifters with coarse quantization. This is due
to the fact that only part of the signal processing is performed
in the analog domain and the rest of signal processing is passed
to the DSP unit in the baseband domain. To be accurate,
numerical results showcase that the analog beamformer is
robust to phase quantization, and even with 2-bit resolution,
the system can capture more than 93% of the spectral effi-
ciency offered by the ideal phase shifters. In addition, Fig. 8
compares the performance of our analog beamformer with 1-
bit resolution with current existing binary-valued benchmarks,
i.e., discrete Hadamard transform beamformer [21]. It demon-
strates that our proposed analog beamformer outperforms the
Hadamard beamformer, particularly, for limited number of RF
chains which suits to the hybrid A/D structure. It is noteworthy
that the hybrid A/D structure offers a high spectral efficiency
with ZF, but is less sensitive to coarse quantization with the
MRC/MRT scheme. Figure 9 evaluates the impact of deployed
antennas at the relay station, where we increase the number
of antennas while the ratio N/Ka is kept constant. The more
antennas we deploy at the relay station, the more diversity gain
we can achieve. Therefore, the spectral efficiency will increase,
although the ratio of the service antennas and RF chains is
still constant. More interestingly, Fig. 10 demonstrates that
the system performance improves by deploying more antennas,
even though the number of RF chains is fixed Ka = Kb = 50.
This is due to the fact that by deploying more antennas, the
number of eigenvalues of the channel covariance matrices
(R1, R2) will increase, and the proposed analog beamformers
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Fig. 8: Performance of the hybrid A/D configuration with quantized phase shifters.
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Fig. 9: The impact of the number of relay antennas with N
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= 3.
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Fig. 10: The impact of the number of relay antennas with constant number of RF chains Ka = Kb = 50.
smartly collect only the strongest ones. In other words, the
water-filling algorithm enhances the system performance by
exploiting the diversity gain from the long-term characteristics
of propagation channels. Figure 11 illustrates the robust per-
formance of the proposed hybrid structure against the NMSE
of covariance matrix estimation. Although MRC/MRT scheme
is more robust to the covariance matrix estimation, its spectral
efficiency is still more than 2 times less than the ZF scheme,
even for higher NMSE.
Performance of the proposed method with the hybrid strat-
egy in [20] is presented in Fig. 12. In [20], the analog
beamformers are designed in each channel coherence block,
and therefore, phase shifters should be adapted to the quick
variations of the propagation channels which is, of course, a
challenging task due to the low flexibility of analog beamform-
ers. In addition, the acquisition of full CSI at the relay station
comes at the price of severe signaling overhead which scales
badly with the number of antennas, i.e., 2K⌈ Nmin(Ka,Kb)⌉ pilot
symbols per channel coherence block. This extra overhead
signaling in each channel coherence block imposes a critical
limitation, particularly, for high mobility scenarios and higher
frequencies. On the other hand, our proposed beamformer
depends on the long-term statistics of the channel which
varies 100 − 1000 times slower than the small-scale fading.
Furthermore, Fig. 12 reveals that our correlation-based hybrid
strategy outperforms [20] in terms of spectral efficiency and
this result is more pronounced for highly correlated channels,
e.g., lower σ. Finally, borrowing the channel model from [20],
we investigate the performance of our hybrid A/D beamformer
under the parametric channel model
g1,k =
√
N
L
L∑
l=1
αlkar (φl) , (65)
where L denotes the number of scatterers, and consequently,
number of paths toward the relay station. The random variable
αlk ∼ CN (0, 1) represents the complex gain of the l-th
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path, and ar (φl) is the antenna array response which can be
formulated for the uniform linear arrays as
ar(φl)=
1√
N
[
1, ej
2pid
λ
cos(φl), . . . , ej
2pi(N−1)d
λ
cos(φl)
]
, (66)
where λ denotes the signal wavelength, d represents the
distance between two adjacent relay antennas, and φl is
the angle of incidence of the line-of-sight for the l-th
path onto the receive antenna array. Expressing (65) in
a simpler form, one has g1,k =
√
N
L
Arh1,k, where
Ar =
[
ar (φ1) , ar (φ2) , . . . , ar (φL)
]
, and h1,k =[
α1k, α
2
k, . . . , α
L
k
]T
. Now, taking all the users into account we
can model the propagation channel G1 as G1 =
√
N
L
ArH1,
where H1 =
[
h1,1,h1,2, . . . ,h1,K
]
. Here, we note that the
rank of G1 is restricted to the number of local scatterers L
close to the relay station. The same propagation model can
be similarly deduced for the other channel G2. In Fig. 13,
we showcase the spectral efficiency of the proposed hybrid
A/D beamforming under the parametric channel model with
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Fig. 13: Performance of the hybrid A/D structure under a
parametric channel model
(
N = 64, K = 5, τp = 10, d =
λ
2 ,
L = 10, and φl ∼ U [0, 2π)
)
.
azimuth angle φl chosen from a uniform distribution over
[0, 2π) which reveals that only 10 RF chains, in accordance to
L = 10 propagation paths around the relay station, is enough
to achieve most of the spectral efficiency.
VI. CONCLUSION
Massive MIMO is a promising technique for the next gen-
eration of wireless communication systems which addresses
most of the critical challenges associated with concurrent
relaying systems, such as DSP complexity, long processing
delay, and low SINR at the cell edges. However, massive
relaying experiences high fabrication/implementation cost and
power consumption due to the large number of RF chains. To
overcome this limitation, we proposed to reduce the number
of RF chains in a viable analog-digital configuration which
is usually referred to hybrid A/D structure. It is well-known
that this structure reduces the multiplexing gain and also
restricts the power gain due to the reduced flexibility of analog
beamformers, particularly, with imperfect CSI at the relay
station. Assuming a correlated fading channel, we designed
a novel analog beamformer which exploits the long-term
channel statistics and results in high spectral efficiency and
robustness with respect to phase quantization. We also derived
an approximation and a lower bound on the spectral efficiency
which involves the long-term parameters of the propagation
channels.
APPENDIX A
PREREQUISITE LEMMAS
Lemma 1. Let H ∈ CN×K be a zero-mean Gaussian random
matrix with i.i.d. entries with variance σ2. Also, assume that
V ∈ CN×N is a deterministic matrix. Then, we have
E
[
HHVH
]
= σ2Tr (V) IK . (67)
Lemma 2. Let the vectors h, g ∈ CN be two independent
zero-mean circular Gaussian random vectors such that h, g ∼
14
CN (0, IN ), and consider the deterministic matrix U, then it
holds that
E
[∣∣∣hHUg∣∣∣2] =∥∥U∥∥2, (68)
E
[∣∣∣hHUh∣∣∣2] =∣∣∣Tr(U)∣∣∣2 + ∥∥U∥∥2. (69)
Proof. See [47, Lemma 2]. 
Lemma 3. Let G = U
1
2H, where H ∈ CN×K is a zero-mean
Gaussian random matrix with i.i.d. entries of unit variance.
Then, for any Hermitian deterministic matrix U ∈ CN×N we
have
E
[
GHGGHG
]
=
(
Tr2
(
U
)
+K
∥∥U∥∥2)IK . (70)
Proof. Let us define Q
∆
= E
[
GHGGHG
]
. Then, the (i, i)-th
element of matrix Q is given by
[
Q
]
i,i
=E
[
gHi
( K∑
m=1
gmg
H
m
)
gi
]
=E
[
gHi gig
H
i gi + g
H
i
( K∑
m 6=i
gmg
H
m
)
gi
]
=E
[∣∣gHi gi∣∣2]+ K∑
m 6=i
E
[∣∣gHi gm∣∣2]
=Tr2 (U) +K ‖U‖2 . (71)
We note that in the last equation we applied Lemma 2. In a
similar spirit we can show the off-diagonal elements of matrix
Q are zero. This concludes the proof. 
Lemma 4. Let the vector h ∈ CN be a zero-mean circular
Gaussian random vector such that h ∼ CN (0, IN ). Also let
us assume that U ∈ CN×N is a positive definite matrix with
a limited spectral norm, λmax
(
U
)
< ∞, where λmax
(
U
)
denotes the largest eigenvalue of matrix U. Then, it can be
shown that for N →∞
hHUh
Tr
(
U
) a.s.−→ 1. (72)
Proof. This Lemma can be directly proved by invoking the
Chebyshev’s inequality for the random variable X = h
HUh
Tr
(
U
)
Pr
(∣∣∣X − E [X ] ∣∣∣ ≥ ǫ) ≤ var (X)
ǫ2
, (73)
where we assume that ǫ is a very small real number. The
expectation and power of the random variable X are given by
(see equation (69))
E
[
X
]
= 1, (74)
E
[
X2
]
=
Tr2
(
U
)
+
∥∥U∥∥2
Tr2
(
U
) . (75)
Let us assume that λi denotes the i-th biggest eigenvalue of
matrix U, then
var (X) =
∥∥U∥∥2
Tr2
(
U
) =
N∑
i=1
λ2i
N∑
i=1
λ2i +
N∑
i=1
i6=j
N∑
j=1
λiλj
≤
N∑
i=1
λ2i
N∑
i=1
λ2i + (N
2 −N)λN
≤ 1
1 +
(N−1)λ2
N
λ21
, (76)
and considering that λ1 < ∞ we can conclude that for any
positive real number ǫ
lim
N→∞
var (X)
ǫ2
= 0, (77)
which implies that
lim
N→∞
Pr
(∣∣∣X − E [X ] ∣∣∣ ≥ ǫ) = 0. (78)
Thus, the proof is complete. 
Lemma 5. Let the vectors h, g ∈ CN be two independent
zero-mean circular Gaussian random vectors such that h, g ∼
CN (0, IN). Also, let us assume that U ∈ CN×N is a positive
definite matrix with a limited spectral norm. Then, it can be
shown that for N →∞
hHUg
Tr
(
U
) a.s.−→ 0. (79)
Proof. The proof is in a similar manner as Lemma 4, by
defining a zero-mean random variable Y = h
HUg
Tr
(
U
) and
considering that
var
(
Y
)
=
∥∥U∥∥2
Tr2
(
U
) . (80)

Corollary 1. Let H ∈ CK×N be a Gaussian random matrix
with i.i.d CN (0, IN) entries. Also let us assume that U ∈
CN×N is a positive definite matrix with a limited spectral
norm. Then, it can be shown that for N →∞
HHUH
Tr
(
U
) a.s.−→ IK . (81)
Remark 2: Lemmas 4, 5 and consequently Corollary 1 remain
agnostic of semi-definite (and ill-conditioned) matrices with
large number of non-zero (and non-trivial) eigenvalues. To
prove this, just define the number of non-trivial and non-
zero eigenvalues of matrix U as N ′. Then, the proof follows
trivially by substituting N ′ instead of N in (76).
APPENDIX B
PROOF OF PROPOSITION 1
The proof of the first part is trivial by applying Lemma 1
in Appendix A. For the second part let us define an auxiliary
variable namely tmrcaux , and then simplify it by expanding the
matrix product around its columns. Then, considering this fact
that the columns of the estimation channels are independent,
and by recalling Lemma 2 we have
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tmrcaux = α
2
mE
[∣∣∣gˆH2,kGˆ2GˆH1 gˆ1,k∣∣∣2
]
= α2mE
[∣∣∣∣gˆH2,k( K∑
m=1
gˆ2,mgˆ
H
1,m
)
gˆ1,k
∣∣∣∣2
]
= α2m
K∑
m=1
E
[∣∣∣∣gˆH2,kgˆ2,mgˆH1,mgˆ1,k
∣∣∣∣2
]
(L2)
= α2m
(
Tr2 (U2) + ‖U2‖2
)(
Tr2 (U1) + ‖U1‖2
)
+ α2m(K − 1)
∥∥U1∥∥2∥∥U2∥∥2. (82)
The proof is completed by using tmrc1 = t
mrc
aux − tmrc0 . For the
sake of notational simplicity, hereafter, we use (L1), (L2), and
(L3) to denote Lemmas 1–3.
APPENDIX C
PROOF OF PROPOSITION 3
By leveraging the property of Gaussian random matrices
from Appendix A, we expand the proof as follows
tmrc3 = α
2
mE
[∣∣∣gˆH2,kGˆ2GˆH1 E1x∣∣∣2
]
= α2mE
[
gˆH2,kGˆ2Gˆ
H
1 E1E
H
1 Gˆ1Gˆ
H
2 gˆ2,k
]
(L1)
= Kα2mE
[
gˆH2,kGˆ2Gˆ
H
1 Ue1Gˆ1Gˆ
H
2 gˆ2,k
]
(L1)
= Kα2mTr
(
U1Ue1
)
E
[
gˆH2,kGˆ2Gˆ
H
2 gˆ2,k
]
(L3)
= Kα2mTr
(
U1Ue1
)(
Tr2 (U2) +K ‖U2‖2
)
. (83)
APPENDIX D
PROOF OF PROPOSITION 4
By invoking Lemma 1 and Lemma 3 we get
tmrc4 = α
2
mE
[∣∣∣eH2,kGˆ2GˆH1 Gˆ1x∣∣∣2
]
= α2mE
[
eH2,kGˆ2Gˆ
H
1 Gˆ1Gˆ
H
1 Gˆ1Gˆ
H
2 e2,k
]
(L1)
= α2mE
[
Tr
(
Ue2Gˆ2Gˆ
H
1 Gˆ1Gˆ
H
1 Gˆ1Gˆ
H
2
)]
(L3)
= α2m
(
Tr2 (U1) +K ‖U1‖2
)
E
[
Tr
(
Ue2Gˆ2Gˆ
H
2
)]
(L1)
= α2mKTr (U2Ue2)
(
Tr2 (U1) +K ‖U1‖2
)
. (84)
APPENDIX E
PROOF OF PROPOSITION 5
The proof is straightforward by invoking Corollary 1 (C1)
α2zE
[(
GˆH1 Gˆ1
)−1
GˆH1 E1xx
HEH1 Gˆ1
(
GˆH1 Gˆ1
)−1]
= Kα2zE
[(
GˆH1 Gˆ1
)−1
GˆH1 Ue1Gˆ1
(
GˆH1 Gˆ1
)−1]
(C1)
a.s.−→ Kα
2
zTr
(
U1Ue1
)
Tr2
(
U1
) IK . (85)
APPENDIX F
PROOF OF PROPOSITION 6
Without loss of generality, we just prove the proposition for
the case i = 1, and the same result can be similarly deduced
for the case i = 2. Let R1 = UR1ΛR1U
H
R1
represent the
eigenvalue decomposition of the channel covariance matrix,
then we have
ΛR1 =
[
Λ
′
R1
0
0 Λ
′′
R1
]
, (86)
where ΛR1 = diag{λ1, λ2, . . . , λN} includes the eigenvalues
of the channel covariance matrix in descending order such
that λ1 ≥ . . . ≥ λN . We also note that the size of matrices
Λ
′
R1
∈ CK′a×K′a and Λ”R1 ∈ C(N−K
′
a)×(N−K
′
a) depends on
K ′a, i.e., the number of bins which is filled by water. Based
on the water-filling algorithm in Subsection IV, we readily
conclude that
Ue1 = UR1
[ √
ν
τpPp
IKa′ 0
0 Λ
′′
R1
]
UHR1 , (87)
U1 = UR1
[
Λ
′
R1
−
√
ν
τpPp
IKa′ 0
0 0
]
UHR1 . (88)
Thus, after some manipulations we can complete the proof as
Tr
(
U1Ue1
)
=
√
ν
τpPp
Tr
(
UR1
(
Λ
′
R1
−
√
ν
τpPp
IKa′
)
UHR1
)
=
√
ν
τpPp
Tr
(
U1
)
. (89)
APPENDIX G
PROOF OF PROPOSITION 7
By recalling (87) from Appendix F, we can obtain the
estimation error as
Tr
(
Ue1
)
=
√
ν1
τpPp
K ′a +Tr
(
Λ
′′
R1
)
≤ K
′
a
τpPp
+Tr
(
R1
)− Tr(Λ′R1) (90)
where we used the fact that
√
ν1
τpPp
=
K′a
τpPpKa+
∑K′a
i=1 γi
is
upper bounded by 1
τpPp
. Now, in order to get deeper insights
into how the performance of the estimator is affected by the
channel covariance matrix, we normalize the estimation error
in the following manner
Tr
(
Ue1
)
Tr
(
R1
) ≤ K ′a
τpPpTr
(
R1
) + 1− Tr(Λ′R1)
Tr
(
R1
) . (91)
This result reveals that the performance of the estimator can be
improved if the ratio
Tr
(
Λ
′
R1
)
Tr
(
R1
) obtains higher values. In other
words, a higher channel correlation will reduce the channel
estimation error since the power of all eigenvalues is mostly
concentrated into the strongest eigenvalues, i.e. Λ
′
R1
.
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