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РЕКУРРЕНТНАЯ ЛИНЕЙНАЯ ФИЛЬТРАЦИЯ СЛУЧАЙНЫХ 
ПОСЛЕДОВАТЕЛЬНОСТЕЙ МЕТОДОМ НАИМЕНЬШИХ КВАДРАТОВ  
С РЕГУЛЯРИЗАЦИЕЙ РЕШЕНИЯ
При высокой размерности задачи фильтр Калмана становится труднореализуемым в реальном масштабе време-
ни из-за больших вычислительных затрат. В качестве альтернативы рассмотрена методика синтеза фильтра на осно-
ве рекуррентного метода наименьших квадратов с регуляризацией решения. Методика дает возможность сократить 
вычислительные затраты, однако при этом возрастает дисперсия ошибок фильтрации. На примере показана степень 
этого увеличения и даны рекомендации по выбору величины коэффициента регуляризации.
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RECURSIVE LINEAR FILTERING OF RANDOM SEQUENCES USING THE LEAST SQUARES METHOD 
WITH SOLUTION REGULARIZATION
When the dimension of the problem is high, the Kalman filter becomes difficult to realize in real time due to computational 
costs. Alternatively, the technique of synthesis of the filter on the basis of the recursive least squares method with solution 
regularization is considered. The technique allows reducing the computational costs, but it increases the variance of the 
filtering error. By the example, the extent of this increase is shown and the recommendations for selection of the regularization 
coefficient are given.
Keywords: filtering, least squares method, regularization.
Введение. Для решения задач линейной фильтрации случайных последовательностей, на-
блюдаемых на фоне аддитивных помех, используют статистический подход на основе фильтра 
Калмана (ФК), обеспечивающий минимальную дисперсию ошибок фильтрации [1]. Однако при 
высокой размерности задачи ФК становится труднореализуемым в реальном масштабе времени 
из-за больших вычислительных затрат. Альтернативой статистическому служит детерминист-
ский подход, когда фильтрация осуществляется на основе результатов лишь текущих измерений 
[2] с привлечением эмпирических данных. При этом снижение вычислительных затрат происхо-
дит за счет того, что не требуется проведения операций статистического усреднения. Для реали-
зации такого подхода основным является метод наименьших квадратов (МНК), где в качестве 
критерия оптимальности используется квадратичная форма невязки решения [3; 4]. Получаемые 
при этом алгоритмы фильтрации требуют использования всей последовательности измерений, 
начиная с момента начала работы фильтра. Очевидно, что при большом числе периодов измере-
ний фильтры такого рода становятся малопригодными. Задачу фильтрации целесообразно ре-
шать рекуррентно, как это имеет место у ФК, используя лишь оценки на предыдущем шаге 
фильтрации и текущие измерения. В такой постановке для синтеза алгоритмов фильтрации 
можно использовать рекуррентный метод наименьших квадратов (РМНК) [5], однако это обыч-
но приводит к необходимости решения некорректных (плохо обусловленных) задач [6].
В настоящей работе предлагается методика синтеза рекуррентных линейных фильтров слу-
чайных последовательностей на основе РМНК (ФНК) с регуляризацией решения, что позволяет 
решать широкой круг задач с меньшими вычислительными затратами, чем у ФК.
© Артемьев В. М., Наумов А. О., Кохан Л. Л., 2017.
 Doklady of the National Academy of Sciences of Belarus. 2017. Vol. 61, no. 1, pp. 102–107 103
Формулировка задачи. Полезный сигнал x
k
 является случайной последовательностью в ви-
де m-мерного вектора 1 2[ , , , ] ,
T
k k k mkx x x= …x  где k = 0, 1, 2, … есть дискретное время, а символ 
«T» обозначает операцию транспонирования. Модель сигнала задается линейным конечно-раз-
ностным уравнением вида
 1 ,k k k k−= +x A x w  (1)
где A
k
 – матрица размерности m × m, а случайный m-мерный вектор 1 2[ , , , ]
T
k k k mkw w w= …w  
есть формирующее воздействие модели полезного сигнала в виде центрированного белого шума 
с ковариационной матрицей Q
k
.
Модель n-мерного вектора измерений 1 2[ , , , ]
T
k k k nkz z z= …z  определяется линейным урав-
нением
 ,k k k k= +z H x v  (2)
где матрица измерений H
k
 имеет размерность m × n, а случайный вектор 1 2[ , , , ]
T
k k k nkv v v= …v  
есть центрированный белый шум с ковариационной матрицей R
k
, который моделирует ошибки 
измерений и является шумовым воздействием для канала измерений. 
Задача состоит в нахождении уравнений оценки вектора полезного сигнала    1 2[ , , , ]Tk k k mkх х х= …х  
на основе выбранного критерия оптимальности и текущих измерений z
k
 методом РМНК. Ис-
пользование принципа регуляризации позволяет получить единую методику синтеза алгоритмов 
фильтрации для различных типов задач. Так, если m < n, задача будет переопределенной и реше-
ния в обычном смысле может не существовать. Такая ситуация характерна для задач фильтрации 
с комплексированием измерений от нескольких источников. Случай m > n приводит к недоопре-
деленной задаче, что возникает при ограниченных возможностях измерений. Даже если m = n, 
решение может быть неединственным за счет шумов измерений. Регуляризация позволяет обойти 
эти трудности.
Уравнения фильтра. В основе методики синтеза лежит выбор критерия оптимальности 
( ).kkJ х  Для метода наименьших квадратов в основе критерия используется квадратичная форма 
невязки (КФН)  1( ) ( ),Tk kk k k k kх х
−− −z H R z H  где символ «–1» обозначает операцию обращения 
матрицы. При синтезе по такому критерию задача может оказаться некорректной и для регуля-
ризации решения в состав критерия следует дополнительно включить сглаживающий квадра-
тичный функционал, выбор которого производится исходя из сущности решаемой задачи. Для 
сформулированных выше исходных данных подходящим вариантом является квадратичная форма 
   
1
1 1( ) ( ),Tk k k kk k k
−
− −− −х A х Q х A х  вытекающая из модели полезного сигнала (1). В результате кри-
терий ( )kkJ х  синтеза ФНК выглядит следующим образом: 
       1 11 1( ) ( ) ( ) ( ) ( ),T Tk k k kk k kk k k k k k k k kJ х х х
− −
− −= − − + α − −z H R z H х A х Q х A х  (3)
где α является положительным коэффициентом регуляризации, величина которого выбирается из 
эмпирических соображений или по результатам моделирования и позволяет компенсировать от-
сутствие знаний априорной статистики. Этот критерий определяет текущие потери фильтрации 
в детерминистской постановке и его можно трактовать следующим образом: первое слагаемое 
учитывает влияние измерений z
k
 на качество решения  ;kх  второе позволяет согласовать его с ре-
шением  1k−х  на предыдущем шаге фильтрации с учетом модели (1), а коэффициент α определяет 
вес этого слагаемого. 
Оптимальные оценки  kх  находятся из условия минимума критерия (3). Необходимое условие 















= − − + α − =
∂
H R z H Q х A х
Его решение приводит к уравнению оптимального ФНК, который имеет вид
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   11 2 .k kk k k−= +х K х K z  (4)
Здесь матричный коэффициент K
1k
 размерности m × m имеет форму
 1 1 1 11 ( )
T
k k k k k k k
− − − −= α α +K Q H R H Q A  (5)
и задает экстраполяцию оценки  1k−х  на следующий шаг. Матричный коэффициент усиления K2k 
размерности m × n определяется равенством
   * * *1 11 2 1( ),k k kk k k k k− −= + −х K х K z H K х  (6)
и позволяет уточнить экстраполированное значение за счет наблюдения z
k
 на текущем шаге филь-
трации. Структура уравнения (4) говорит о рекуррентном характере фильтрации. Путем эквива-
лентных преобразований оно сводится к структуре фильтра с обратной связью
   * * *1 11 2 1( ),k k kk k k k k− −= + −х K х K z H K х  (7)
где 
 * 1 *1 2 1 2 2( ) , .k k k k k k k
−= − = =K I K H K A K K  (8)
В этом случае структура ФНК и первое слагаемое в формуле (7) совпадают с ФК. 
Коэффициенты усиления ФНК находятся по формулам (5), (6) или (8), в то время как у ФК это 
требует решения ковариационного уравнения совместно с уравнением для оптимального коэффи-
циента усиления, что более трудоемко. Однако уменьшение вычислительных затрат достигается за 
счет снижения точности фильтрации. Объем вычислений коэффициентов усиления ФНК в основ-
ном связан с обращением матрицы 1 1( ).Tk k k k
− −α +Q H R H  Для вычислений можно воспользоваться 
формулой матричного тождества 1 1 1 1( ) ( )T T T− − − −+ = − +B C D C B BC D CBC CB  [7], что приводит 
к выражению 
 1 1 1 1( ) ,Tk k k k k k
− − − −α + = αQ H R H L Q
где 
 1 1 1( ) .T Tk k k k k k k k
− − −= − α + αL I Q H R H Q H H
Точность фильтрации. Качество работы ФНК оценивается величиной потерь (3) и для де-
терминистского подхода синтезированный фильтр оптимален. В то же время при статистическом 
подходе качество определяется путем оценки величин дисперсий ошибок фильтрации. В линей-
ном случае оптимальным является ФК, обеспечивающий минимально возможные значения этих 
дисперсий. Очевидно, что в тех же условиях фильтрации дисперсии ошибок ФНК будут выше, по-
этому результаты ФК могут служить оценкой нижних границ величин этих ошибок. Представляет 
интерес сравнение дисперсий ошибок обоих фильтров при одинаковых условиях работы, что дает 
возможность оценки снижения точности фильтрации при переходе от статистического к детерми-
нистскому подходу.
Вектор ошибок фильтрации равен  .kk k= −e x х  После подстановки выражений (1), (2), (4), (5) 
и (6) приходим к следующему уравнению ошибок ФНК:
  11 1 2 1 1 2 .kk k k k k k k k k k k k k−− −= + − − = + −e A x w K х K z K e L w K v  (9)
Вектор математических ожиданий ошибок обозначается через ,ek k=m e  где угловыми скобками 
обозначена операция нахождения математического ожидания. Усредняя обе части (9) получаем 
уравнение для вектора математических ожиданий ошибок
 1 1 2 ,ek k ek k wk k vk−= + −m K m L m K m  (10)
где wk k=m w  и vk k=m v  есть математические ожидания воздействий. В нашем случае мы 
полагаем их равными нулю, что сводит (10) к однородному уравнению 1 1.ek k ek−=m K m  Его 
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решение с течением времени стремится к ну-
лю и это говорит о том, что уравнение ФНК 
(4) обеспечивает несмещенность оценок. 
При статистически независимых дискрет-




, а также учитывая 
независимость значений ошибок e
k–1
 в момент 





следующий момент времени k, можно полу-
чить уравнение для ковариационной матрицы 
ошибок ( )( )Tk k ek k ek= − −P e m e m  в сле- 
д ую щем виде:
1 1 1 2 2
T T T
k k k k k k k k k k−= + +P K P K L Q L K R K   (11)
с начальным условием P0. Диагональные эле-
менты этой матрицы являются дисперсиями 




Выбор величины коэффициента α можно осуществлять следующим образом. Первоначально 





 имеют гауссово распределение [4]. Полученные из уравнения (11) значения 
дисперсий ошибок будут больше, чем у ФК. Затем путем моделирования находят значения α, 
соответствующие устойчивому решению (11) и наименьшим значениям дисперсий ошибок. 
В итоге ФНК обеспечивает величину дисперсий, хотя и большую чем у ФК, но меньшую чем 
у метода максимального правдоподобия. 
Пример сравнения дисперсий ошибок ФНК и ФК. Рассмотрим задачу оптимальной филь-
трации текущих координат дальности до маневрирующего воздушного объекта по данным ра-
диолокатора сопровождения (РЛС). Статистическая модель изменения координат приведена в [8] 
и имеет вид системы стохастических конечно-разностных уравнений
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k k k k
k k k
k k k
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= + < <
 (12)
В этих уравнениях посредством x
1k
 обозначена дальность до объекта (в метрах) в моменты 
времени k = 0, 1, 2, …; x2k – скорость изменения дальности (мс
–1); x3k – ускорение (мс
–2), которое 
формируется воздействием w3k в виде центрированного дискретного белого шума с постоянной 
дисперсией 
3
2 .ws  Параметр T0 (с) задает величину периода поступления измерений дальности от 
РЛС. В векторной форме уравнения (12) могут быть представлены в виде (1) со следующими 
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           = = = =              s      
x A w Q
Полагаем, что дальность x
1k
 измеряется с аддитивной ошибкой v
1k
 в виде центрированного 
белого шума с постоянной дисперсией 
1
2 ,vs  статистически независимого от 3 .kw  Линейная 




1 1(1 0 0); ; ; .k k k k k vz v= = = = sH z v R
Дисперсии ошибок измерения дальности 2eks  у ФК и ФНК 
при различных значениях коэффициента регуляризации α
Variance of filtering errors of measurement of the range 2eks  
of the Kalman filter and the least squares filter at different val-
ues of the regularization coefficient α
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При расчетах использованы следующие исходные данные: период поступления изме-
рений 30 10 c;T
−=  дисперсия ошибки измере ния дальности 
1
2 2900 м ;vs =  дисперсия изме-
нения ускорения в установившемся режиме 2 2 43 400 м /с ;
−s =  величина коэффициента a3 = 
0,968, соответствующая длительности корреляции ускорения в установившемся режиме 30 с; дис-
персия формирующего воздействия ускорения для этих данных 
3
2 2 425,2 м /с .w
−s =
Используя выражение (11) для ковариа цион ной матрицы ошибок ФНК и ковариационного 
уравнения ФК [1; 2] при заданных параметрах модели входного воздействия и ряда значений 
коэффициентов α получены графики измене ния дисперсий ошибок оценок дальности 2eks  у ФК и 
ФНК, приведенные на рисунке.
Графики показывают, что наименьшими значениями дисперсий ошибок обладает ФК. Для 
метода максимального правдоподобия (α = 1) эта дисперсия возрастает примерно в 4 раза. 
Увеличивая значение коэффициента регуля ри зации α, дисперсия ошибки вначале умень шается 
(примерно до α = 4), а затем решение становится неустойчивым (α = 6; 15). Наи меньшее значение 
устойчивой величины дисперсии имеет место при α = 3, когда дисперсия ошибок ФНК примерно 
в 2 раза больше, чем у ФК. 
Заключение. Использование фильтра на основе рекуррентного метода наименьших квадра-
тов с регуляризацией решения позво ляет сократить затраты на вычисление коэф фициентов уси-
ления по сравнению с фильтром Калмана, однако это достигается за счет уве личения дисперсий 
ошибок фильтрации. Сни жение их величин осуществляется путем эмпи рического выбора величины 
коэффициента ре гуляризации, что делает возможным получение дисперсий ошибок ФНК, хотя 
и больших, чем у ФК, но меньших, чем при использовании метода максимального правдоподобия.
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