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Abstract
We apply the theory of the radius of convergence of a p-adic connection [2] to the
special case of the direct image of the constant connection via a finite morphism of
compact p-adic curves, smooth in the sense of rigid geometry. In the case of an e´tale
covering of curves with good reduction, we get a lower bound for that radius, corollary
3.3, and obtain, via corollary 3.5, a new geometric proof of a variant of the p-adic Rolle
theorem of Robert and Berkovich, theorem 0.2. We take this opportunity to clarify the
relation between the notion of radius of convergence used in [2] and the more intrinsic
one used by Kedlaya [15, Def. 9.4.7].
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0 A geometric p-adic Rolle theorem
Let (k, | |) be a complete algebraically closed extension of (Qp, | |p), with |p|p = p−1, and
let k◦ be the ring of integers of k. We consider k-analytic spaces in the sense of Berkovich.
We want to illustrate our theory of the radius of convergence of a p-adic connection [2], by
deducing from it a conceptual proof of a global form of the p-adic Rolle theorem of Robert
[18, §2.4], [19, Prop. A.20] in the stronger form due to Berkovich (corollary 0.3 below). Our
result indicates a new approach to the problem and, in favorable global situations, offers a
finer geometric understanding.
Let ϕ : Y → X be a morphism of smooth k-analytic curves. If ϕ is e´tale at a k-
valued point y ∈ Y (k), then, as in the familiar complex case, ϕ induces an open embedding
∗Universita` di Padova, Dipartimento di matematica pura e applicata, Via Trieste, 63, 35121 Padova,
Italy.
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ϕ|U : U →֒ X , of an open neighborhood U of y, in X . But, as is rather the case in algebraic
geometry, this property may fail at a more general type of point y ∈ Y , even if ϕ is e´tale at
y [10].
Definition 0.1. Let ϕ : Y → X be a morphism of rig-smooth strictly k-analytic curves. We
say that y ∈ Y (k) is a critical point of ϕ if the differential dϕy = 0, i.e. if ϕ not rig-e´tale at
y. We denote by Crit(ϕ) the set of critical points of ϕ and let B(ϕ) = ϕ(Crit(ϕ)) ⊂ X(k)
be the classical branch locus of ϕ, and Z(ϕ) = ϕ−1(B(ϕ)) ⊂ Y (k) be the (saturation of the)
classical ramification locus of ϕ. We define the Berkovich ramification locus Rϕ of ϕ as the
set of points of Y at which ϕ is not a local open embedding.
So, Rϕ is a closed subset of Y and Rϕ ∩ Y (k) = Crit(ϕ). We are interested in bounding
from below the distance of Rϕ from a non-critical k-valued point y ∈ Y (k), in the case of a
finite morphism ϕ, as above, of compact curves.
Our interest in this topic arose from reading Faber’s papers [11] [12], where this question
is answered, via explicit computations, for a non-constant rational function ϕ, viewed as
a finite flat map ϕ : P → P, of the k-analytic projective line P to itself. The novelty in
Faber’s paper concerns the case of an open disk D ⊂ P, with D ∩ Crit(ϕ) = ∅, such that
ϕ(D) = P, a case which cannot be deduced from the classical statement.
We cannot prove Faber’s result by our method. We prove instead
Theorem 0.2. Let ϕ : Y → X be an e´tale covering of compact rig-smooth strictly k-
analytic curves with good reduction. Let D ⊂ Y be any open disk equipped with a normalized
coordinate T : D
∼
−−→ D(0, 1−). Then, for any open disk D′ ⊂ D of T -radius ≤ p−
1
p−1 , ϕ
induces an open embedding D′ → X.
The following is Berkovich generalization of the p-adic Rolle theorem of [18, §2.4].
Corollary 0.3. (Berkovich) Let ϕ : D(0, 1−)→ A be any e´tale morphism of the open unit
disk to the k-analytic affine line A, then the restriction of ϕ to any open disk of radius
p−
1
p−1 is an open embedding.
Proof. The statement follows from the theorem, since the restriction of ϕ to any strictly
affinoid disk E ⊂ D induces a finite map ϕ|E : E → ϕ(E) to which the theorem applies.
Corollary 0.4. Let ϕ : Y → X be a finite morphism of compact rig-smooth strictly k-
analytic curves. Let D ⊂ Y \ Z(ϕ) be any open disk with T a normalized coordinate on D.
Then, the T -distance of Rϕ ∩D from D(k) is ≥ p
− 1
p−1
Proof. The statement may be deduced from (0.3), as follows. We assume, with no loss of
generality, that X and Y are connected. Suppose first that X is projective. If the genus
of X is ≥ 1, it follows from [3, 4.5.3] that ϕ(D) is contained in an open disk contained in
X . So, the classical theorem applies. The case when X is the projective line and ϕ|D is
not surjective, is covered by the classical theorem, too. If ϕ(D) = X = P, then, ϕ being
finite, the p-adic GAGA implies that Y is projective as well. But then the assumption on
the branch locus is only verified if ϕ is an isomorphism, which contradicts ϕ(D) = P. Now,
(cf. [8, 3.2]) a compact rig-smooth curve is either affinoid or projective. But we know [2,
1.2.5] that, if X is affinoid, then it is an affinoid domain in a connected projective curve C,
formal with respect to a strictly semistable model C of C. So, again, [3, 4.5.3] shows that
the only case not covered by the classical theorem is when X = P and ϕ is surjective, which
leads us back to the former discussion.
So, the three statements above (0.2), (0.3) and (0.4), are equivalent. A beautifully simple
analytic proof of (0.3) has been communicated to the author by Professor Berkovich. We
reproduce it here with his permission.
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Proof. (Berkovich proof of (0.3)) Any morphism ϕ : D = D(0, 1−) → A is a formal power
series ϕ =
∑∞
n=0 anT
n, convergent on D. One can easily see that
1. ϕ is e´tale if and only if the derivative dϕdT =
∑∞
n=1 nanT
n−1 is invertible on D, i.e. ,
for every 0 < ρ < 1, one has |a1| > |nan|ρn−1, for all n ≥ 2;
2. ϕ induces an open immersion D(0, r−) →֒ A if and only if, for every 0 < ρ < r, one
has |a1| > |an|ρ
n−1 for all n ≥ 2.
The claim is equivalent to the following simple fact for ϕ as above: if |a1| > |nan|ρ
n−1
for all n ≥ 2, then |a1| > |an|(ρ|p|
1
p−1 )n−1 for all n ≥ 2. In its turn, this fact it is equivalent
to following inequality: |n| ≥ |p|
n−1
p−1 , for all n ≥ 2. If n is not divisible by p, the latter
inequality is trivial. Suppose that n = pkm with m prime to p and k ≥ 1. Then the latter
inequality is equivalent to the inequality pkm− 1 ≥ k(p− 1). One has
pkm− 1 ≥ pk − 1 = (pk−1 + · · ·+ 1)(p− 1) ≥ k(p− 1) ,
and the claim follows.
We hope however that our proof of (0.2) in section 3 below, based on the theory of the
radius of convergence of p-adic connections, will be instructive.
Remark 0.5. A k-analytic curve E is an open disk if it is isomorphic to the open analytic
domain
D(0, r−) = {x ∈ A||T (x)| < r} ,
of the k-analytic T -line A, for some r ∈ R>0. The only isomorphism invariant of E is then
the image of r in R>0/|k×|. We say that the open disk E is strict, if r ∈ |k×|, i.e. if E
is isomorphic to the standard unit open disk D(0, 1−). An open disk which is a relatively
compact analytic domain in a k-analytic curve X , is strict (resp. non strict) if and only if its
boundary point in X is of type 2 (resp. 3). This topic will be clarified in [7]. In particular,
the point ζ ∈ Y at the boundary of D in the statements 0.2 and 0.4, is a point of type 2.
We also use the notation
D(0, r+) = {x ∈ A||T (x)| ≤ r} ,
for the standard closed disk in A, and α0,r for its maximal point.
Remark 0.6. The T -radius of D′ appearing in the theorem, will be called the relative
radius of D′ in D or the height of the semi-open annulus D \D′. It is an analytic invariant
0 < h(D \D′) ≤ 1 of D \D′ as in [6, §2].
Remark 0.7. Let ϕ : D(0, 1−)→ D(0, 1−) be a morphism of the open unit k-disk to itself,
such that ϕ(0) = 0, while ϕ(D(0, 1−)) is not contained in D(0, ρ−), for any ρ < 1. Then ϕ
is surjective. This follows from the elementary theory of Newton polygons. In fact, in the
standard coordinate T , ϕ is represented by a power series ϕ(T ) =
∑∞
i=r aiT
i, with ai ∈ k◦,
such that ar 6= 0 for some r ≥ 1, and infi ordpai = 0. So, for any a ∈ D(0, 1−), ordpa > 0,
the Newton polygon of ϕ(T )− a has a side with negative slope −σ, where
σ :=
ordpa− ordpar+j
r + j
> 0 ,
for some j ≥ 0. See Fig. 1.
Remark 0.8. The rational function ϕ(T ) = T
p+1−p
T restricts to a surjective e´tale map
D(0, 1−) → P to which the classical theorem does not apply, but Faber’s does. This is
example 5.3 in [12]. Notice that 0 ∈ Z(ϕ) \ Crit(ϕ), so that our statement does not apply.
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Figure 1: The Newton polygon of ϕ(T )− a
Our proof is based on the most basic result on p-adic differential systems, namely the
so-called trivial estimate for the radius of convergence of their solutions [9, p. 94] and on
the transfer principle into a disk with no singularity [9, IV.5].
Remark 0.9. As we observed before, in the situation of (0.4), if ϕ(D) is compact, then
ϕ(D) = X ∼= P, and therefore, if ϕ is unramified, it is an isomorphism, so that Rϕ = ∅.
Remark 0.10. We observed in the proof of (0.2) that if ϕ(D) is not compact, then it is
contained in a strict open disk in X . From remark 0.7 it then follows that ϕ(D) = E is a
strict open disk in X .
Although not really needed for the conclusion of our proof (a reference to either one of
[2] or [15], independently, would suffice), we recall in the last section the main properties
of the radius of convergence of a connection on a compact rig-smooth p-adic analytic curve
X with poles at a finite subset Z ⊂ X(k) [2]. In that paper, we consider a (sufficiently
fine) strictly semistable k◦-formal model X of X and an extension Z of Z to a divisor of
the smooth part of X, e´tale over k◦. We then introduce a global notion of (X,Z)-normalized
radius of convergence RX,Z(x, (M,∇)) of (M,∇) ∈ MIC((X \ Z)/k) at x ∈ X \ Z. (In
case Z = ∅, we simply write RX instead of RX,∅). We take this opportunity to completely
clarify the relation between RX,Z(x, (M,∇)) and the local notion of intrinsic generic radius
of convergence IR(M(x),∇) of (M,∇) at x, for a point x ∈ X of Berkovich type 2 or 3,
used by Kedlaya [15, Def. 9.4.7]. The coincidence of the two notions when x is a point of
the skeleton ΓX,Z \Z, will be useful in general. It is here only used implicitly (in an obvious
case) in the conclusion of our proof.
I am indebted to V. Berkovich and to X. Faber for their explanations on the p-adic
Rolle theorem and to M. Temkin for pointing out a mistake in a previous version of this
paper. Discussions with Y. Andre´, P. Berthelot, M. Cailotto, L. Illusie, Q. Liu, M. Raynaud
have been most useful: I thank them heartly for that. It is a pleasure to aknowledge the
well-founded criticism and invaluable suggestions provided by the referee.
1 A change in viewpoint
1.1. Let ϕ : Y → X be a finite morphism of compact connected rig-smooth strictly k-
analytic curves. We use by default (strictly) k-analytic spaces in the sense of Berkovich
[4] endowed with their natural topology. By (a minor variation of) [8, Cor. 3.4], they are
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good strictly k-analytic spaces. Now, a finite morphism of good analytic spaces is good and
closed, so that proposition 3.2.9 of [4] applies, and ϕ is finite flat and, in particular, open.
It follows that, for any strict affinoid U ⊂ X , ϕ−1U is affinoid and ϕ∗Oϕ−1U is locally free
for the Zariski topology of U . Then, ϕ being good, it follows that ϕ∗OY is locally free for
the natural topology of X . Since X is connected, the degree of ϕ is a constant d on X .
Moreover, ϕ is generically e´tale (i.e. e´tale but at a discrete set of k-rational points) because
we are in characteristic zero. We recall that an irreducible compact k-analytic curve is either
the analytification of a projective curve or it is affinoid [13], [8, Prop. 3.2].
1.2. Let B = B(ϕ) ⊂ X(k) and Z = Z(ϕ) be as before. Let JB (resp. JZ) denote the
ideal sheaf of B (resp. Z). For a coherent OX -module (resp. OY -module) F , we denote by
F(∗B) (resp. F(∗Z)) the union
⋃
N≥1 J
−N
B ⊗F (resp.
⋃
N≥1 J
−N
Z ⊗F).
The map ϕ restricts to an e´tale covering Y \ Z → X \ B of degree d. Hence, Ω1Y \Z =
ϕ∗Ω1X\B and ϕ∗Ω
1
Y \Z = ϕ∗OY \Z ⊗OX\B Ω
1
X\B, by the projection formula. More precisely,
Ω1Y ⊂ Ω
1
Y (∗Z) = ϕ
∗(Ω1X(∗B)) and ϕ∗(Ω
1
Y (∗Z)) = ϕ∗OY ⊗OX Ω
1
X(∗B). The direct image
(1.2.1) ϕ∗(dY/k : OY → Ω
1
Y (∗Z)) = ϕ∗(dY/k) : ϕ∗OY → ϕ∗OY ⊗ Ω
1
X(∗B) ,
is then a connection on the locally free OX -module F := ϕ∗OY of rank d, with poles at B.
We denote by MIC(X(∗B)/k) the tannakian category of such objects, so that
(1.2.2) (F ,∇F ) := (ϕ∗OY , ϕ∗(dY/k)) ∈MIC(X(∗B)/k) .
Similarly,
(1.2.3) (E ,∇E) := ϕ
∗(F ,∇F ) = (ϕ
∗ϕ∗OY , ϕ
∗ϕ∗(dY/k)) ∈MIC(Y (∗Z)/k) .
1.3. A more precise version of the formula 1.2.1 is obtained if we view the pairs (Y, Z),
(X,B) as smooth log-schemes over the log-field (k, k×) [14]. The analytic map ϕ induces in
fact a finite log-e´tale morphism ϕ : (Y, Z)→ (X,B), locally free of degree d, so that
Ω1Y (logZ) = ϕ
∗Ω1X(logB) .
Therefore formula 1.2.2 admits the refinement
(1.3.1) ϕ∗(dY/k : OY → Ω
1
Y (logZ)) = ∇F : F → F ⊗OX Ω
1
X(logB) ,
which shows that the natural X/k-connection with poles along B on the locally free OX -
module of rank d, F = ϕ∗OY , admits logarithmic singularities alongB. Similarly for formula
1.2.3, where
(1.3.2) ∇E : E → E ⊗OY Ω
1
Y (logZ) .
1.4. Notice that ϕ∗OY is also a sheaf of commutative OX -algebras and that the multipli-
cation map
(1.4.1) µY : ϕ∗OY ⊗OX ϕ∗OY −→ ϕ∗OY
is horizontal. We define two sheaves on X . The first
(1.4.2) Sect(Y/X) := H omOX−alg(ϕ∗OY ,OX) ,
is a sheaf of finite sets of cardinality ≤ d. It is the sheaf of local sections of Y/X or of ϕ. In
fact, for any affinoid U ⊂ X , V := ϕ−1(U) ⊂ Y is an affinoid domain as well, and
HomX(U, Y ) = HomU (U, V ) = HomO(U)−alg(O(V ),O(U))
= Γ(U,H omOX−alg(ϕ∗OY ,OX)) = Γ(U,Sect(Y/X)) .
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The second is the sheaf of k-vector spaces of dimension ≤ d
(1.4.3) Sol(F ,∇F ) := H omOX ((F ,∇F ), (OX , dX/k))
∇ ,
called the sheaf of local solutions of (F ,∇F ). Notice that for any x0 ∈ X(k)\B, there exists
an open neighborhood U of x0, such that Sect(Y/X)|U is the constant sheaf {1, . . . , d} and
that Sol(F ,∇F )|U is a k-local system of rank d.
The crucial remark is
Lemma 1.5. We have an inclusion of sheaves of sets
(1.5.1) Sect(Y/X) ⊂ Sol(F ,∇F ) .
For any x ∈ X \B, Sect(Y/X)x is a k-basis of Sol(F ,∇F )x, i.e. the sheaf of k-vector spaces
Sol(F ,∇F ) is freely generated by its subsheaf Sect(Y/X).
Proof. We observe that the construction
(1.5.2) (ϕ : Y → X) 7−→ (ϕ∗OY , ϕ∗(dY/k), µY ) ,
from finite coverings to finite locally free OX -algebras with a connection and horizontal
multiplication map, is functorial [1, App. E]. But ϕ : Y → X is determined by the OX -
algebra (ϕ∗OY , µY ) alone. As a consequence, for any affinoid domain U ⊂ X , any OU -
algebra homomorphism ϕ∗(OY )|U → OU , is automatically horizontal, hence a solution of
(F ,∇F )|U . This proves the first part of the lemma.
As for the second part of the statement, since two sections of ϕ∗OY on a connected
affinoid domain U coincide as soon as they coincide in the neighborhood of a k-rational
point of U , it will suffice to treat the case of x ∈ X(k). So, for any point x0 ∈ X(k) \B, we
consider the completion Ô of the local ring OX,x0 and its formal spectrum X̂ = Spf Ô; it is a
formal power series ring of the form k[[t]], where t is a local parameter at x0, which we may
assume to extend to a section of OX . We informally denote by W 7→ Ŵ the base-change
functor by X̂ → X on objects W defined over X . It will be enough to prove the statement
for the map ϕ̂ : Ŷ → X̂, at any x0 ∈ X(k) \B.
Notice that
Sect(Y/X)̂= H omOX,x0−alg((ϕ∗OY )x0 ,OX̂) = H omOX̂−alg(ϕ̂∗OY ,OX̂) ,
is the set of formal sections of ϕ at x0. The OX̂ -algebra F̂ = ϕ̂∗OY is a direct sum
F̂ =
d⊕
i=1
OX̂ ei ,
where the ei’s are orthogonal idempotents. An algebra homomorphism σ : ϕ̂∗OY → OX̂ ,
is forced to map one of the ei’s to 1, and the others to 0 : let us denote it by e
∗
i . As
we saw before, the e∗i , for i = 1, . . . , d are horizontal. Since they freely span the OX̂ -
module H omO
X̂
(ϕ̂∗OY ,OX̂) of rank d, they form a k-basis of H omOX̂ (ϕ̂∗OY ,OX̂)
∇ =
Sol(F ,∇F )x. This proves the statement.
1.6. We also consider the fiber product Y ×X Y and its two projections pr1, pr2 : Y ×X Y →
Y .
We have, as before:
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Corollary 1.7. The inverse image sheaf ϕ−1Sect(Y/X) coincides with the sheaf Sect(pr1)
of sections of pr1 : Y ×X Y → Y . We have an inclusion of sheaves of sets
(1.7.1) ϕ−1Sect(Y/X) ⊂ Sol(E ,∇E ) .
The sheaf of k-vector spaces Sol(E ,∇E)|Y \Z is freely generated by its subsheaf ϕ
−1Sect(Y/X)|Y \Z .
Remark 1.8. The k-vector space of k-analytic solutions of (E ,∇E) at any point z0 ∈ Y (k)\Z
is spanned by the germs of analytic solutions w(z) at z = z0 of the algebraic equation
ϕ(w) = ϕ(z). Notice that if ϕ : P → P is a rational function, the algebraic equation for w
as a function of z, ϕ(z +w) = ϕ(z) coincides with the equation w ·Aϕ(z, w) = 0 studied by
Faber in section 2 of [12].
1.9. LetD be a strict open disk in Y \Z(ϕ). Our problem (0.4) consists in the determination
of the maximal open disk Dy0 ⊂ D, centered at y0 ∈ Y (k)∩D, such that the map ϕ restricts
to an isomorphism
(1.9.1) Dy0
∼
−−→ D′ϕ(y0) ,
where D′ϕ(y0) denotes an open disk with ϕ(y0) ∈ D
′
ϕ(y0)
⊂ X . If we set x0 = ϕ(y0) ∈
X(k) \ B, this problem coincides with the problem of determining the maximal open disk
D′x0 , centered at x0, such that the unique local section σ of ϕ at x0 such that σ(x0) = y0
converges on D′x0. By lemma 1.5, σ is a local solution of (F ,∇F ) at x0. Notice that we
will then need to express the result not in terms of D′x0 , but in terms of the height of the
annulus D \Dy0 in (1.9.1), where Dy0 = σ(D
′
x0). The statement we want to prove says that
h(D \Dy0) ≥ p
− 1
p−1 .
This statement follows if we can prove that the common radius of convergence of (E ,∇E ) at
y0, expressed in terms of a normalized coordinate on D, is ≥ p
− 1
p−1 .
We will prove that this is the case if Y and X have good reduction. Obviously, in this
discussion Y may be replaced by any strictly affinoid domain with good reduction C ⊂ Y ,
andX by the image ϕ(C) ⊂ X , providedD ⊂ C and ϕ induces a finite morphism C → ϕ(C).
Moreover, from the discussion of remarks 0.9 and 0.10 it follows that we may assume that
E := ϕ(D) is a strict open disk in X . We will denote by ζ (resp. ξ) the boundary point of
D in Y (resp. of E in X).
2 Basic results on p-adic differential systems
In this section Y is any rig-smooth strictly k-analytic curve.
2.1. The classical theory of p-adic linear differential equations is developed on an open
disk or an open annulus, embedded as open analytic domains in P. Moreover, it is usually
understood that their boundary points in P be points of Berkovich type 2. This precision
becomes relevant when one insists that the coefficients of the equation represent germs of
analytic functions at those boundary points. One classically defines, for r ∈ (0, 1) ∩ |k|, the
k-Banach algebra H (r, 1) of analytic elements [9, IV.4] on the open annulus
(2.1.1) C(0; r, 1) := {x ∈ D(0, 1−) | r < |T (x)| < 1 } .
It is the completion of the k-algebra of rational functions of T , with no poles within C(0; r, 1),
equipped with the sup-norm || || on C(0; r, 1). While H (r, 1) ⊂ B(r, 1), the Banach k-algebra
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of bounded analytic functions on C(r, 1), the two do not coincide, and the properties of a
first order system of linear differential equations
(2.1.2) Σ :
d Y
dT
= GY ,
where G is a n× n matrix with coefficients in H (r, 1) are more special than in the case of
coefficients in B(r, 1).
2.2. Let C ⊂ Y be any open analytic domain, with only a finite set ζ1, . . . , ζs of boundary
points all of type 2 in Y . We define the Banach k-algebra HY (C) of Y -analytic elements
on C as the completion of the k-algebra
OY (C) ∩
s⋂
i=1
OY,ζi ,
under the sup-norm || ||C on C. In the present discussion, we consider an open disk D ⊂ Y ,
with boundary point ζ of Berkovich type 2. We define a formal coordinate T on D in Y , to
be a formal e´tale coordinate on (the smooth k◦-formal model of) an affinoid domain A ⊂ Y ,
with good canonical reduction and maximal point ζ, which extends to an isomorphism
T : D
∼
−−→ D(0, 1−). A formal coordinate T on D in Y is overconvergent if it extends as a
section of OY on a neighborhood of ζ in Y .
2.3. As a matter of notation, we recall that, for any k◦-formal scheme X, locally of finite pre-
sentation, with generic fiber the k-analytic space X = Xη, there is a canonical specialization
map
(2.3.1) spX : X = Xη → Xs ,
which may be viewed as a morphism of G-ringed spaces
(2.3.2) spX : X = XG → X ,
where the subscript (−)G refers to the G-topology of [4, 1.3].
We now apply comma (3) of proposition 2.2.1 of [5] to our special case. Notice, contrarily
to what is there stated, that the commas (2) and (3) of loc.cit. refer to points of type 3
and 2, respectively.
Lemma 2.4. Let Y be any rig-smooth strictly k-analytic curve and ζ be a point of type
2 of Y . Let Cζ be the union of all open disks in Y with boundary point ζ. Then Cζ is
an affinoid domain in Y , with good canonical reduction and maximal point ζ. Let Y be a
connected smooth projective curve over k◦, such that Cζ is isomorphic to the complement
of a finite number of residue classes in Y anη . Then the embedding Cζ → Y
an
η extends to an
isomorphism
(2.4.1) U
∼
−−→ Y anη \ (
N⋃
j=1
]cj [Y ∪
n⋃
i=1
Yi) ,
of an open neighborhood U of Cζ in Y , where ζ is sent to the generic point of Ys in Y
an
η ,
{c1, . . . , cN} is a well-defined set of k˜-rational points of Ys, for j = 1, . . . , N (empty if and
only if ζ is an interior point of Y ), ]cj [Y is the residue class of Y
an
η corresponding to cj,
and each Yi ⊂ Ei is an affinoid domain isomorphic to the standard closed disk D(0, 1+) in
a residue class Ei of Y
an
η , where Ei 6= Ej, for i 6= j. The isomorphism (2.4.1) takes Cζ to
the complement of
⋃N
j=1]cj [Y ∪
⋃n
i=1 Ei in Y
an
η .
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Proof. The statement easily follows from loc.cit. .
Corollary 2.5. If the strict open disks D1, . . . , Dr ⊂ Y have the same boundary point ζ in
Y , a simultaneous formal overconvergent coordinate on D1, . . . , Dr in Y exists.
We will also need the following statement.
Proposition 2.6. Notation as in lemma 2.4. Let M be a locally free OY -module of rank
m, and let D1, . . . , Dr ⊂ Y be strict open disks with the same boundary point ζ in Y . Then,
there exists a neighborhood U of ζ as produced in lemma 2.4 , such that M|U is free.
Proof. We may assume that Y is already of the form of the U in formula 2.4.1. We then pick
an affinoid neighborhood V of ζ in Y , such that M|V is free. Notice that we may choose V
so that Y anη \ V is a disjoint union of :
1. the full residue classes ]cj [Y, for j = 1, . . . , N ;
2. some open disks D′1, . . . , D
′
r properly contained in D1, . . . , Dr, respectively;
3. some open disks E′i, with Yi ⊂ E
′
i ⊂ Ei, for i = 1, . . . , n (proper inclusions);
4. a finite number of further open disks Fh properly contained in distinct residue classes
Rh, for h ∈ H .
We then extendM|V to Y
an
η as follows. In every residue class Ei, for i = 1, . . . , n, ]cj [Y,
for j = 1, . . . , N , or Rh, for h ∈ H , we extend M|V by direct image, so that we obtain a
free module on
V ∪
(⋃
i
Ei
)
∪
⋃
j
]cj [Y
 ∪ (⋃
h
Fh
)
.
On the classes Di, we extend it byM|Di , for i = 1, . . . , r. So, we obtain a locally free OY anη -
module M of rank m extending M. So, M = Ean, for a free OYη -module E of rank m.
Then, E is free on any affine open subset of Yη, and in particular M is free on Y = U .
Corollary 2.7. Let D ⊂ Y be as in lemma 2.4 and let ζ be the boundary point of D in Y .
Let M be a locally free OY -module of constant rank m. Then M(D) ∩Mζ is a free module
over OY (D) ∩ OY,ζ of rank m. For any choice of a basis v := (v1, . . . , vm) of M(D) ∩Mζ
over OY (D) ∩ OY,ζ, let
||
m∑
i=1
aivi||v,C = max
i
||ai||D ,
be the corresponding norm on M(D) ∩Mζ . We define (H
(v)
Y (M, D), || ||v,C) as the com-
pletion of M(D) ∩Mζ under the norm || ||v,C . It is a Banach module over the k-Banach
algebra (HY (D), || ||D). For two choices u and v of an OY (D)∩OY,ζ -basis of M(D)∩Mζ ,
the unique map of (HY (D), || ||D)-Banach modules
(H
(u)
Y (M, D), || ||u,C)→ (H
(v)
Y (M, D), || ||v,C) ,
sending ui to vi for all i, is a bounded isomorphism.
Definition 2.8. We denote by (HY (M, D), || ||D) any representative of the uniquely de-
fined isomorphism class of free finitely generated (HY (D), || ||D)-Banach modules defined by
(HY (M, D), || ||v,C), for any choice of v.
Let T be an overconvergent coordinate on D in Y . Then, for C(0; r, 1) as in (2.1.1),
we define HD,Y (r, 1) := HY (T
−1(C(0; r, 1))). In the particular case of D = D(0, 1−) ⊂ P,
with canonical coordinate T , H (r, 1) = HD,P(C(0; r, 1)).
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We assume that the entries of G in (2.1.2) are in HD,Y (r, 1). Notice that
Frac(HY (D)) ⊂
⋃
r<1
HD,Y (r, 1) ,
so that if the entries of G are quotients of elements of HY (D), then the previous assumption
is satisfied for r < 1, sufficiently close to 1. We let t = T (ζ) ∈ H (ζ). Notice that g 7→ |g(ζ)|
is a bounded multiplicative norm on HD,Y (r, 1). The following (almost) classical definition
will later be updated.
Definition 2.9. The generic radius of convergence RD⊂Y (Σ) of the system Σ of (2.1.2)
on D ⊂ Y , is defined by extending the field of constants from k to the valued field H (ζ),
so that the point ζ determines a canonical [2, Intro] H (ζ)-rational point ζ′ ∈ Y ⊗̂kH (ζ),
such that T (ζ′) = t. Notice that the entries of G are analytic functions on the open disk
of T -radius 1 in Y ⊗̂kH (ζ), centered at ζ′, so that the system 2.1.2 is defined on that disk.
Then RD⊂Y (Σ) is defined as the T -radius of the maximal open disk around ζ
′, of radius not
exceeding 1, on which all solutions of Σ in H (ζ)[[T − t]] converge.
2.10. The number RD⊂Y (Σ) is computed as follows. We first iterate (2.1.2) into
(2.10.1)
1
n!
dn Y
dT n
= G[n] Y ,
and then
(2.10.2) RD⊂Y (Σ) = min(1, lim inf
i→∞
|G[i](ζ)|
−1/i) = lim inf
i→∞
max(1, |G[i](ζ)|)
−1/i ∈ (0, 1] ,
where the absolute value of a matrix is the maximum of the absolute values of its entries.
The generic radius of convergence of (2.1.2) is bounded below as follows [9, p. 94].
Proposition 2.11. (Trivial Estimate)
RD⊂Y (Σ) ≥ sup(1, |G(ζ)|)
−1 p−
1
p−1 .
2.12. We now assume that the entries of the matrix G in (2.1.2) extend to meromorphic
functions, necessarily with a finite number of zeros and poles, on the open diskD = D(0, 1−).
We also assume that all singularities of the system Σ in D(0, 1−) are apparent [9, V.5],
i.e. that at any point a ∈ D(0, 1−)(k), Σ admits a matrix solution in GL(n, k((T − a))).
Then the following Transfer Theorem in a disk with only apparent singularities, similar to
[9, IV.5. A], holds.
Theorem 2.13. (Transfer Theorem) Under the previous assumptions, any solution of Σ
at any k-rational point x ∈ D(0, 1−) is meromorphic in a disk of T -radius RD⊂Y (Σ) around
x.
Proof. The point ζ induces on the field k(T ), of rational functions with coefficients in k in
the overconvergent coordinate T , the classical Gauss norm | |Gauss [9]. Since the entries of
G have a finite number of poles in D, we can follow the procedure of Proposition 5.1 of [9,
Chap. V], to determine a | |Gauss-unimodular matrix P ∈ GL(n, k(T )), such that Y 7→ PY
transforms Σ into a system
Σ[P ] :
d Y
dT
= G[P ] Y ,
with no singularities in D(0, 1−). Notice that the entries of G[P ] are then in HY (D). The
matrix P ∈ GL(n, k(T )) is ζ-unimodular, that is |P (ζ)| = |P−1(ζ)| = 1. It follows that
max(1, |G
[P ]
[i] (ζ)|) = max(1, |G[i](ζ)|), ∀i, and formula 2.10.2 shows that RD⊂Y (Σ
[P ]) =
RD⊂Y (Σ). We may then assume from the beginning that Σ has no singularities in D(0, 1
−),
i.e. that the entries of G are in HY (D). But then clearly |G[i](x)| ≤ |G[i](ζ)| = ||G[i]||D. A
solution matrix of Σ at x is given by Yx(T ) =
∑∞
n=0G[i](x)(T −T (x))
n. So, Yx(T ) converges
for |T − T (x)| < RD⊂Y (Σ).
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3 Curves with good reduction
3.1. We assume here that ϕ : Y → X is an e´tale covering of k-analytic curves which is the
generic fiber of a finite morphism Φ : Y → X of smooth connected k◦-formal schemes of
relative dimension 1. We observe that if Y = P, then ϕ is an isomorphism: we exclude this
trivial case. Let F := Φ∗OY, a coherent and locally free OX-module such that Fη = F , the
OX -module underlying the connection (1.2.2).
Proposition 3.2. There exists πΦ ∈ k
◦, non-zero, such that
Φ∗Ω1X/k◦ = πΦΩ
1
Y/k◦ .
Therefore
Φ∗Ω
1
Y/k◦ = F⊗ π
−1
Φ Ω
1
X/k◦ .
Proof. The second statement follows from the first by the projection formula. Let ξY (resp.
ξX) be the generic point of Y (resp. X), and let ξY (resp. ξX) be the maximal point of
Y (resp. X). The local ring OY,ξY (resp. OX,ξX) of ξY (resp. ξX) is a valuation ring
of rank 1: its valuation extends the one of k◦, and has the same value group. We have
OY,ξY = κ(ξY )
◦ (resp. OX,ξX = κ(ξX)
◦), hence k ⊗k◦ OY,ξY = OY,ξY = κ(ξY ) (resp.
k ⊗k◦ OX,ξX = OX,ξX = κ(ξX)). Let πΦ ∈ k
◦ be such that
(Φ∗Ω1X/k◦)ξY = πΦ(Ω
1
Y/k◦)ξY .
Let E be any maximal open disk in Y . Since ϕ(ξY ) = ξX , E
′ := ϕ(E) is a maximal open
disk in X . Let T (resp. S) be an overconvergent formal coordinate on E in Y (resp. on E′
in X). The map ϕ is then expressed in E by
S = h(T ) ,
where h(T ) ∈ k[[T ]] is a power series converging and bounded in E, with ||h||E = |h(ξY )| = 1.
Since ϕ is unramifed on E, the derivative dh/dT does not vanish on E, hence it has a constant
absolute value, necessarily equal to |πΦ|.
Corollary 3.3. For any b ∈ X(k), the connection (F ,∇F ) admits a full set of solutions
converging in DX(b, p
− 1
p−1 |πΦ|−).
Proof. It is an immediate consequence of the trivial estimate (2.11) and of the transfer
theorem (2.13).
Remark 3.4. The constant − 1p−1 + ordpπΦ may be bound uniformly from below in terms
of d and p. See [17, Thm. 2.1].
Corollary 3.5. For any a ∈ Y (k), the map ϕ restricts to an open immersion of DY(a, (p
− 1
p−1 )−)
in X.
Proof. We consider a section σ : Db := DX(b, p
− 1
p−1 |πΦ|−) → Y of ϕ : Y → X , and
let a = σ(b). Then σ(Db) =: Da, is an open disk in Y , a ∈ Da, and ϕ restricts to an
isomorphism ϕa,b : Da
∼
−−→ Db. Let E (resp. E′), as in the proof of proposition 3.2 be a
residue class of Y (resp. X) containing Da (resp. Db), and let us use the notation of loc.cit. ;
in particular, we have |dh/dT (y)| = |πΦ|, for any y ∈ Y . The p-adic Newton lemma [9, I.4.2]
implies that, for any ε ∈ (0, 1), and any b1 ∈ E′(k), with |S(b1)− S(b)| < ε|πΦ|2, there is a
unique a1 ∈ E(k), with |T (a1)−T (a)| < ε|πΦ|, such that ϕ(a1) = b1. So, for a1, a2 ∈ Da(k),
and b1 = ϕ(a1), b2 = ϕ(a2) ∈ Db(k), if |S(b1) − S(b2)| < |πΦ|2 and |T (a1) − T (a2)| < |πΦ|,
we have
|T (a1)− T (a2)| ≤ |πΦ|
−1|S(b1)− S(b2)| .
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On the other hand, since |dh/dT (y)| has the constant value |πΦ| on E, there exists ε ∈ (0, 1),
such that, if |T (a1)− T (a2)| < ε, then
|S(b1)− S(b2)| ≤ |πΦ||T (a1)− T (a2)| .
In other words, there exists ε ∈ (0, 1), such that, if |T (a1)− T (a2)| < ε, then
(3.5.1) |S(b1)− S(b2)| = |πΦ||T (a1)− T (a2)| .
Now, the map ϕa,b : Da
∼
−−→ Db being an isomorphism, this estimate must hold for any
a1, a2 ∈ Da(k), and for their images b1 = ϕ(a1) and b2 = ϕ(a2) ∈ Db(k) [3, 6.4.4]. In
particular,
(3.5.2) Da = DY(a, (p
− 1
p−1 )−) .
This proves the proposition.
We have thus concluded the proof of Theorem 0.2.
4 Graphs and radius of convergence
In this section Y is any compact rig-smooth strictly k-analytic curve,Y is a strictly semistable
k◦-formal scheme [2, 1.1] such that Yη = Y , and Z is a Cartier divisor in Y, finite e´tale over
Spf k◦, with generic fiber the divisor Z ⊂ Y (k).
4.1. We recall from [2] that to the pair (Y,Z) we can associate a subgraph Γ(Y,Z) of the
profinite graph Y , equipped with a continuous retraction τ(Y,Z) : Y → Γ(Y,Z). Notice that
we are extending the graph Γ(Y,Z) of [2] to include the points of Z ⊂ Y (k) as vertices “at
infinite distance” and the retraction τ(Y,Z) : Y → Γ(Y,Z) by τ(Y,Z)(z) = z, for any z ∈ Z.
We do not exclude the case Z = ∅, and we sometimes write τY : Y → ΓY if this is the
case. The fibers of the retraction τ(Y,Z) over points of Berkovich type 2 are the closures
in Y of the maximal open disks contained in Y \ Γ(Y,Z). Any such maximal open disk
E contains at least a k-rational point x ∈ Y (k); we define E =: D(Y,Z)(x, 1
−). As a k-
analytic curve, D(Y,Z)(x, 1
−) is isomorphic to the standard open k-disk in P, D(0, 1−), via
a (Y,Z)-normalized coordinate at x. Given any object (M,∇) of MIC((Y \Z)/k), and any
x ∈ Y (k)\Z, we can define, as in [2], the (Y,Z)-normalized radius of convergence of (M,∇)
at x, R(Y,Z)(x, (M,∇)), as the radius, measured in (Y,Z)-normalized coordinate at x, of
the maximal open disk E centered at x and contained in Y \ Γ(Y,Z), such that (E ,∇)|E is a
free OE-module of finite rank, equipped with the trivial connection.
4.2. We can also extend the definition of R(Y,Z)(x, (M,∇)) to the case when x ∈ Y \ Z is
not necessarily k-rational. In full generality, let K/k be a completely valued field extension,
let YK = Y ⊗̂kK and let πK/k : YK → Y , be the projection. Then there is a canonical
functor change of field of constants by K/k
(4.2.1)
π∗K/k : MIC((Y \ Z)/k) → MIC((YK \ Z)/K)
(M,∇) 7→ π∗K/k(M,∇) .
So, let x ∈ Y \ Z, not necessarily k-rational. As in [2], we change the field of constants by
H (x)/k, and pick (canonically) a H (x)-rational point x′ ∈ Y ⊗̂kH (x) above x. We then
set
(4.2.2) R(Y,Z)(x, (M,∇)) := R(Y⊗̂k◦H (x)◦,Z⊗̂k◦H (x)◦)(x
′, π∗
H (x)/k(M,∇)) .
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This definition is compatible with any change of the field of constants by any K/k in the
sense that, for any K/k and any y ∈ YK \ Z,
(4.2.3) R(Y⊗̂k◦K◦,Z⊗̂k◦K◦)(y, π
∗
K/k(M,∇)) = R(Y,Z)(πK/k(y), (M,∇)) .
The function x 7→ R(Y,Z)(x, (M,∇)) is conjectured to be continuous on Y \ Z, for any
(M,∇) ∈ MIC((Y \ Z)/k). This conjecture was proven in [2] under the assumption that
(M,∇) ∈ MIC(Y,Z)(X(∗Z)/k), i.e. that M extends to a locally free coherent OY-module
and ∇ has meromorphic singularities at Z.
4.3. We now explain the difference between our radius of convergence R(Y,Z)(x, (M,∇))
and the intrinsic radius of convergence IR(M(x),∇) of
(4.3.1) (M(x),∇) := (M,∇)x ⊗OY,x H (x) ,
for x ∈ Y of Berkovich type 2 or 3, of Kedlaya [15, Def. 9.4.7]. Here OY,x = κ(x) is a valued
field [4, 2.1], (M,∇)x is a κ(x)/k-differential module and (M(x),∇) is its completion.
1 Both
definitions go back to Dwork and Robba; the latter was refined by Christol-Dwork and used
by Christol-Mebkhout and Andre´. We will show that two notions coincide at the points
x ∈ Γ(Y,Z) \ Z.
4.4. Let us shortly review, in our own words, the definition of IR(M(x),∇), taken from [15,
Chap. 9]. Let (F, | |F )/(k, | |) be a complete extension field. Then (F, | |F ) is a k-Banach
algebra, and so is Lk(F ), for the operator norm. Similarly, on a finite dimensional F -vector
space M , all norms compatible with | |F are equivalent and define equivalent structures of
k-Banach space on M . It will be understood in the following that any such M is given some
norm of F -vector space, compatible with | |F , and then Lk(M) is given the corresponding
operator norm. The definitions will be independent of the choices made.
Under the previous assumptions Lk(F ) (resp. Lk(M)) will be regarded as an F -vector
space via the left action, (aL)(b) = aL(b), for a, b ∈ F (resp. a ∈ F , b ∈M) and L ∈ Lk(F )
(resp. Lk(M)) .
Definition 4.5. A complete differential field of dimension 1 over (k, | |) is a complete
extension field (F, | |F )/(k, | |) such that the F -vector space Der(F/k) ⊂ Lk(F ) of bounded
k-linear derivations of F , is of dimension 1. A based complete differential field (of dimension
1) over (k, | |) is a triple (F, | |F , ∂) where (F, | |F )/(k, | |) is a complete extension field and
0 6= ∂ ∈ Der(F/k).
Example 4.6. A point x ∈ P of type 2 (resp. 3) is the point ta,ρ at the boundary of the
open disk D(a, ρ−), for a ∈ k and ρ > 0 in |k| (resp. in R \ |k|). One defines [15, Def. 9.4.1]
Fa,ρ = H (x), as the completion of k(T ) under the absolute value
f(T ) 7→ |f |a,ρ := |f(ta,ρ)| .
Let Lk(Fa,ρ) be the k-Banach algebra of bounded k-linear endomorphisms of the k-Banach
algebra Fa,ρ, equipped with the operator norm. We still denote the operator norm by | |a,ρ.
Then ddT extends by continuity to a k-derivation of Fa,ρ, and
(4.6.1) |
d
dT
|a,ρ = ρ
−1 ,
as an element of Lk(Fa,ρ). For the spectral norm of
d
dT ∈ Lk(Fa,ρ), we have
(4.6.2) |
d
dT
|sp,a,ρ = p
− 1
p−1 ρ−1 .
1The reader should appreciate the difference between the operation (M,∇) 7→ (M(x),∇), resulting in a
H (x)/k-differential module, and the change of field of constants by H (x)/k, (M,∇) 7→ pi∗
H (x)/k
(M,∇),
resulting in an object of MIC((YH (x) \ Z)/H (x)).
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So, the pair (resp. the triple ) (Fa,ρ, | |a,ρ) (resp. (Fa,ρ, | |a,ρ,
d
dT )) is a (resp. based) complete
differential field of dimension 1 over (k, | |).
Remark 4.7. Let (F, | |F ) be a complete differential field of dimension 1 over (k, | |). Then,
for any F -basis ∂ of Der(F/k) and for any n ≥ 0, the F -vector subspace Diffn(F/k) ⊂
Lk(F ) of bounded k-linear differential operators of F of order ≤ n, is freely generated by
idF , ∂, . . . , ∂
n.
Definition 4.8. A finite dimensional differential module over the complete differential field
(F, | |F ) (of dimension 1 over (k, | |)) is a pair (M,∇) consisting of a finite dimensional
F -vector space M and of a k-linear bounded F -algebra homomorphism
∇ : Diff(F/k)→ Lk(M) ,
such that
∇(∂)(am) = ∂(a)m+ a∇(∂)(m) ,
for any ∂ ∈ Der(F/k), a ∈ F and m ∈M . If we specify a generator ∂ of Der(F/k) and the
corresponding ∆ = ∇(∂), we obtain the based finite dimensional differential module (M,∆)
over the based complete differential field (F, | |F , ∂).
Remark 4.9. Conversely, given a based finite dimensional differential module (M,∆) over
the based complete differential field (F, | |F , ∂), one defines (M,∇) by setting
∇(
n∑
i=0
ai ∂
i) =
n∑
i=0
ai∆
i ,
for any n and any a0, . . . , an ∈ F . It is clear that ∇ is a bounded F -algebra homomorphism
∇ : Diff(F/k)→ Lk(M) .
Definition 4.10. Let (M,∇(∂)) = (M,∆) be a nonzero finite dimensional based differ-
ential module over the based complete differential field (F, | |F , ∂). The extrinsic radius of
convergence of (M,∆) is
R(M,∆) = p−
1
p−1 |∆|−1sp > 0 ,
where |∆|sp is the spectral norm of ∆ of the k-Banach algebra Lk(M).
Definition 4.11. Let (M,∇) be a finite dimensional differential module over the complete
differential field (F, | |F ). The intrinsic radius of convergence of (M,∇) is
IR(M,∇) = R(M,∇(∂)) p
1
p−1 |∂|sp = |∂|sp |∆|
−1
sp ∈ (0, 1] ,
for any non zero element ∂ ∈ Der(F/k).
The following proposition explains why IR(M,∇) deserves the attribute intrinsic.
Proposition 4.12. For any n = 0, 1, . . . , let cn ∈ R>0 be the operator norm of the map of
k-Banach spaces
∇n = ∇|Diffn(F/k) : Diff
n(F/k)→ Lk(M) .
Then
(4.12.1) IR(M,∇) = lim inf
n→∞
c−1/nn .
Proof. Essentially follows from [15, Prop. 6.3.1].
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Corollary 4.13. Let (M,∇) ∈ MIC((Y \ Z)/k), as before. Let ζ ∈ Y be a point of
Berkovich type 2. Let D be any open disk in Y with boundary point ζ, let T ∈ OY,ζ be the
germ of a normalized coordinate on D
T : D
∼
−−→ D(0, 1−) .
For any r ∈ (0, 1) ∩ |k|, let C(0; r, 1) be as in (2.1.1). For r close to 1, we identify the
restriction (M,∇)|C(0;r,1), via the choice of a basis of sections of M in a neighborhood of ζ
containing C(0; r, 1), with a differential system Σ of the form 2.1.2. Then
(4.13.1) IR(M(ζ),∇) = RD⊂Y (Σ) .
Remark 4.14. We chose a point ζ of type 2, rather than allowing points of type 3 as well,
only in order to avoid extending the field of definition k and to establish contact with the
notation of (2.1.1).
Remark 4.15. In formula 4.12.1, no formal semistable model Y of Y explicitly appears.
Such a (smooth) model is hidden, however, in the absolute value corresponding to the point
x of type 2 or 3. As explained in corollary 4.13, the normalization of measures at x of type
2 or 3 in this case varies with x and is obtained by taking as an open disk of radius 1, any
open disk with boundary point x.
4.16. The disadvantage of the function x 7→ IR(M(x),∇) which describes the intrinsic
radius of convergence of M at x ∈ Y of type 2 or 3, is that it cannot possibly be extended
by continuity to Y \ Z. In fact, for any point x0 ∈ Y (k) \ Z, one obviously has
(4.16.1) lim
x→x0
IR(M(x),∇) = 1 ,
where the limit runs over the points x of type 2 or 3. But, Y (k) \ Z is dense in Y \ Z, so
one would have R((M,∇), x) = 1 identically on Y \ Z, which is obviously not always the
case. The point in our definition of the function x 7→ R(Y,Z)(x, (M,∇)) [2] is that
1. it interpolates the classical notion of radius of convergence, normalized by the choice
of (Y,Z);
2. it is compatible with extension of the ground field;
3. it coincides on the graph Γ(Y,Z) with the intrinsic radius of convergence
(4.16.2) IR(M(x),∇) = R(Y,Z)(x, (M,∇)) , if x ∈ Γ(Y,Z) .
The last property follows from remark 4.15.
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