Abstract. This paper is devoted to proving the almost global solvability of the Cauchy problem for the Kirchhoff equation in the Gevrey space γ s η,L 2 . Furthermore, similar results are obtained for the initial-boundary value problems in bounded domains and in exterior domains with compact boundary.
Introduction

G. Kirchhoff proposed the equation
in his book on mathematical physics in 1876, as a model equation for transversal motion of the elastic string, where Ω is a domain in R n (see [20] , and for finite dimensional approximation problem, see Nishida [30] ). Since then, it was first in 1940 that Bernstein proved the existence of global in time analytic solutions on an interval of real line in his celebrated paper [3] . After him, Arosio and Spagnolo discussed analytic solutions in higher spatial dimensions (see [2] ), and D'Ancona and Spagnolo proved analytic well-posedness for the degenerate Kirchhoff equation (see [6] , and also Kajitani and Yamaguti [19] ).
As it is well known, this equation has a Hamiltonian structure, nevertheless it involves a challenging problem whether or not, one can prove the existence of time global solutions corresponding to data in Gevrey classes, H ∞ -class or standard Sobolev spaces without smallness condition. Up to now, there is no solution to these problems.
The global existence of quasi-analytic solutions is known, see Ghisi and Gobbino, Nishihara, Pohozhaev ( [12, 31, 32] ). Here quasi-analytic classes are intermediate ones between the analytic class and the C ∞ -class. Manfrin discussed the time global solutions in Sobolev spaces corresponding to non-analytic data having a spectral gap (see [23] ), and a similar result is obtained by Hirosawa (see [17] ).
On the other hand, global well-posedness in Sobolev space H 3/2 , or H 2 with small data is well established in [4, 7, 8, 9, 14, 18, 24, 25, 34, 38, 39] . There, the classes of small data consist of compactly supported functions (see [14] ), or more generally, they are characterised by some weight conditions (see [4, 7, 8, 9] ) or oscillatory integrals (see [18, 15, 24, 25, 33, 34, 38, 39] ). Recently, the authors studied the global wellposedness for Kirchhoff systems with small data (see [28] ), and generalised all the previous results in the framework of small data. Here, the class of data in [28] consists of Sobolev space (H 1 ) m , m being the order of system, and is characterised by some oscillatory integrals. The precise statements of the known results can be found in the survey paper [26] .
The aim of this paper is to prove the almost global existence of solutions in Gevrey spaces (see Theorem 1.1). Furthermore, we indicate how to modify the proof to also yield the global existence for the initial-boundary value problem in exterior domains, and in bounded domains (see Theorem 4.1 and Theorem 4.2, respectively).
In this paper we consider the Cauchy problem for the Kirchhoff equation
Equation (1.1) has a Hamiltonian structure. More precisely, let us define the energy:
Then we have
H (u; t) = H (u; 0) as long as a solution exists (see Lemma 3.1). We shall now recall the definition of Gevrey class of L 2 type. For s ≥ 1, we denote by γ
where f belong to γ s η,L 2 if and only if
where f (ξ) stands for the Fourier transform of f (x). The class γ s L 2 is endowed with the inductive limit topology. In particular, if
is the class A L 2 of the analytic functions on R n . We will use the norms
for η > 0.
We shall prove here the followings:
. We note that Theorem 1.1 does not seem to require the smallness of data. In fact, M and R (measuring the size of the data) are allowed to be large. However, it follows that η (measuring the regularity of the data) then also have to be big. So, we can informally describe conditions of Theorem 1.1 that 'the larger the data is the more regular it has to be'.
We can also make the following observation concerning the statement of Theorem 1.1. Remark 1.2. The formula for η 0 (M, R, T ) in Theorem 1.1 comes from condition (3.6) with s and q related by (3.5). The proof actually yields a more precise conclusion, namely, that the solution u from Theorem 1.1 satisfies
This and the order η ′ in (1.2) can be found from (3.3) and (3.4) with s and q related by (3.5).
This paper is organised as follows; in §2 energy estimates for linear equations with time-dependent coefficients will be derived, and these estimates will be applied to get a priori estimates. Sections 3 will be devoted to proof of Theorems 1.1. In §4 some results on global well-posedness for the initial-boundary value problems will be discussed.
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Energy estimates for linear equation
In this section we shall derive energy estimates for solutions of the linear Cauchy problem with time-dependent coefficients. These estimates will be fundamental tools in the proof of the theorems.
Let us consider the linear Cauchy problem
The assumptions for the following estimates are related with Theorem 2 from Colombini, Del Santo and Kinoshita [5] . However, here we need more precise conclusions on the behaviour of constants.
then the Cauchy problem (2.1) admits a unique solution
Proof. Let v = v(t, ξ) be a solution of the Cauchy problem
We define
and α(t, ξ) = 2Mm
.
We adopt an energy for v as
where
and η is as in (2.4). We put
Hereafter we concentrate on estimating the integral of α(t, ξ). When T |ξ| 1/(qs−s) ≤ 1, we can estimate, by using assumption (2.2) on c(t),
and when T |ξ| 1/(qs−s) > 1, we can estimate
≤ 2Km
Consequently, we get
, and hence,
We compute the derivative of E(t, ξ):
Then we can estimate the right hand side as
which implies that E ′ (t, ξ) ≤ 0 for t ∈ (0, T ), and we find that
Thus the required estimate (2.5) follows from this estimate and (2.8). The proof of Proposition 2.1 is now finished.
3. Proof of Theorem 1.1
We denote by
for σ ∈ R the standard Sobolev spaces, and their homogeneous version iṡ
Kirchhoff equation has a Hamiltonian structure. Namely, we have:
be the solution of (1.1). Then we have
where we recall that
Proof. 
with initial condition
Here c(t) belongs to a class K defined as follows:
By the energy estimate (2.5) from Proposition 2.1, there exists a real η > 0 such that if
provided that 1 ≤ s < q/(q − 1) and q > 1, where η ′ > 0 is the real number satisfying
If we define the functionc
this defines the mapping Θ : c(t) →c(t). We will show the compactness of K(T ) in L ∞ loc ([0, T )) and the continuity of Θ. The convexity of K(T ) is clear. If we show that Θ maps K(T ) into itself, the SchauderTychonoff fixed point theorem allows us to conclude the proof.
We shall prove here the following: Proposition 3.2. Let M > 2, T > 0 and R > 0. Let 1 < q < 2 and s > 1 be such that
Let η > 0 be such that
then, setting
we have the following statement: For any c(t) ∈ K (T ), let v be a solution to the Cauchy problem (3.1)-(3.2) satisfying (3.3). Then
Proof. First, we prove (3.11) . To this end, we have only to show that
, since the right hand side of (3.12) is bounded by K 0 /(T − t) q for t ∈ [0, T ). One can readily see that
and hence, we have
for any η ′ > 0, sincec(t) ≥ 1. Then, by the definition (3.9) of K 0 , the constant η satisfies the following inequality:
Hence, if η ′ is chosen as in (3.4), then, applying the energy estimate (2.5) from Proposition 2.1 to the right hand side of (3.13), we can write (3.14)
|c
for t ∈ [0, T ]. Since 1 − (qs − s) = 0 by assumption (3.5), it follows that
Hence, recalling the definition (3.9) of K 0 and using (3.8), we conclude from (3.14)-(3.15) that
Thus we get the required estimate (3.12).
Finally we prove (3.10). In this case, we will not use the energy estimate (2.5) from Proposition 2.1. Our assumption (3.7) implies that
Sincec(t) is continuous, there exists a time t 1 < T such that
, we can show that the class K(t 1 , K 0 ) is the convex and compact subset of the Banach space L ∞ ([0, t 1 ]), and resorting to (3.11), we can also prove that Θ is continuous from K(t 1 , K 0 ) into itself. This argument will be also done in the whole interval [0, T ] in the last step, where we give its details. Then Schauder's fixed point theorem allows us to conclude that Θ has a fixed point in K(t 1 , K 0 ):
for 0 ≤ t ≤ t 1 . This means that solution v(t, x) to the linear Cauchy problem (3.1)-(3.2) is also a solution to the nonlinear Cauchy problem (1.1) with data (v 0 , v 1 ) on [0, t 1 ]. Hence it follows from Lemma 3.1 and assumption (3.7) that
and as a result, we deduce that 1 ≤c(t) ≤ 1 + 2H (v; t) ≤ M 2 for 0 ≤ t ≤ t 1 . Therefore, by the continuity ofc(t), there exists a time t 2 ∈ (t 1 , T ) such that 1 ≤c(t) ≤ M for 0 ≤ t ≤ t 2 . Hence, we can develop the previous fixed point argument; the solution v(t, x) to the linear Cauchy problem (3.1)-(3.2) is also a solution to the nonlinear Cauchy problem (1.1) with data
where we have used assumption (3.7) in the last step. Now, we define a time t * by the maximal time such that 1 ≤c(t) ≤ M for 0 ≤ t ≤ t * . Suppose that t * < T . Then, after employing the fixed point argument on the interval [0, t * ], we deduce from Lemma 3.1 and assumption (3.7) that
and hence, we get
Therefore, the fixed point argument will be also applicable, and v(t, x) coincides with the solution to ( Based on the previous proposition, we prove our theorem.
Completion of proof of Theorem 1.1. Hereafter, we write
Let c(t) ∈ K , we fix the data
satisfying (3.7)-(3.8). Then it follows from Proposition 3.2 that the mapping Θ : c(t) →c(t)
maps from K into itself. Now K may be regarded as the convex subset of the Fréchet space L ∞ loc ([0, T )), and we endow K with the induced topology. We shall prove the compactness of K and continuity of the mapping Θ. Then the Schauder-Tychonoff theorem allows us to conclude the proof.
Compactness of K . We show that K is uniformly bounded and equi-continuous on every compact interval of [0,
we obtain from (3.18) that 
The last statement of (3.19) implies that c(t) is in Lip loc ([0, T )), since the function (T − t)
. Furthermore, c(t) must be bounded by M even at t = T :
there exists a sequence {t j } such that t j ր T and c(t j ) > M, (j = 1, 2, . . .).
Going back to (3.17) , and resorting to the first statement of (3.19), we have
which leads to a contradiction. Thus we conclude that c(t) satisfies (3.20) and
and the derivative c ′ (t) exists a.e. t ∈ [0, T ). Now, for the derivative c ′ (t), if we prove that
then c(t) ∈ K , which proves the compactness of K . We prove (3.21). Let t 0 ∈ (0, T ) be an arbitrary point where c(t) is differentiable. Since we have, by using (3.18),
for h > 0, we can take the limit in this equation with respect to k, so that
Then, letting h → +0, we conclude that
Since t 0 is arbitrary, we get (3.21).
Continuity of Θ on K . Let us take a sequence {c k (t)} in K such that
, and let v k (t, x) and v(t, x) be corresponding solutions to the linear Cauchy problem (3.1)-(3.2) with coefficients c k (t) and c(t), respectively, with fixed data (v 0 , v 1 ). Then it is sufficient to prove that the imagesc k (t) := Θ(c k (t)) andc(t) := Θ(c(t)) satisfy
The functions w k := v k − v, k = 1, 2, . . ., solve the following Cauchy problem:
If we differentiate the energy E (w k (t)) for w k with respect to t, where
Here, we see from (2.5) in Proposition 2.1 that
for 0 ≤ t ≤ T . Then we integrate (3.23) and apply Gronwall's lemma to obtain
Hence we get (3.22) , which proves the continuity of Θ.
We are now in a position to conclude the proof. Proposition 3.2 and the previous results assure that Θ is continuous from K into itself, provided that the data (v 0 , v 1 ) satisfy (3.7)-(3.8). Since K is the convex and compact subset of the Fréchet space L ∞ loc ([0, T )), the Schauder-Tychonoff theorem implies that Θ has a fixed point in K , and hence, we conclude that solution v(t, x) to the linear Cauchy problem (3.1)-(3.2) is also a solution to the nonlinear Cauchy problem (1.1) with data (v 0 , v 1 ) on [0, T ].
In conclusion, we obtain that there exist M > 2 and R > 0 such that for every η 0 (M, R, T ) > 0 there exists η > η 0 (M, R, T ) so that if s > 1 and 
Initial-boundary value problems for the Kirchhoff equation
The argument in the proof of Theorem 1.1 is available for the initial-boundary value problems in an open set Ω of R n . In this section we discuss the global wellposedness for initial-boundary value problem to the Kirchhoff equation in the typical domains: bounded domains and exterior domains. The results in this section can be proved by Fourier series expansions method in bounded domains, and generalised Fourier transform method in exterior domains, respectively. It is known from spectral theorem that a self-adjoint operator on a separable Hilbert space is unitary equivalent to a multiplication operator on some
. This means that the Fourier transform method in R n is available for L 2 space on an open set Ω in R n ; any multiplier acting on L 2 (R n ) is unitarily transformed into an multiplier acting on L 2 (Ω).
The case:
Ω is an exterior domain. Replacing the Fourier transform over R n by the generalised Fourier transform over exterior domains and applying exactly the same argument of Theorem 1.1, we can also prove a similar result on the initialboundary value problem in exterior domains. More precisely, we consider the following problem:
Here, Ω is a domain in R n such that R n \ Ω is compact and its boundary ∂Ω is analytic. The latter assumption may be in principle relaxed but this would require an extension of known analytic solvability results to the Gevrey setting, so we omit it for this moment, and refer to [1] and [21] for further details.
Following Wilcox [36] , let us define the generalised Fourier transforms in an arbitrary exterior domain Ω. Let A be a self-adjoint realisation of the Dirichlet Laplacian −∆ with domain
(Ω), and we can define the square root A 1/2 of A. We recall the resolvent operator R(|ξ| 2 ± i0):
and some s > 1/2, where x = (1 + |x|) 1/2 (see, e.g., Mochizuki [29] ). Introducing a function j = j(x) ∈ C ∞ (R n ) vanishing in a neighbourhood of R n \ Ω and equal to one for large |x|, let us define the generalised Fourier transforms as follows:
where we put
Notice that we can write formally
The kernels ψ ± (x, ξ) are called eigenfunctions of the operator A with eigenvalue |ξ| 2 in the sense that, formally,
. Similarly, the inverse transforms are defined by
We treat F + f only and drop the subscript +, since F − f can be dealt with by essentially the same method. The transform F f thus defined obeys the following properties (see, e.g., Shenk II [35, Theorem 1 and Corollary 5.1]):
Hence F F * = I.
(ii) F satisfies the generalised Parseval identity:
(iii) F diagonalises the operator A in the sense that
where ϕ(A) is the operator defined by the spectral representation theorem for self-adjoint operators.
We define the Sobolev spaces over Ω as follows:
and their homogeneous version is defined aṡ
We say that f ∈ γ s L 2 (Ω) for s ≥ 1 if and only if there exists a constant η > 0 such that
The class γ s L 2 (Ω) is endowed with the projective limit topology.
To state the results, we need to introduce the analytic compatibility condition.
The Gevrey compatibility condition. f satisfies the Gevrey compatibility condition if and only if f ∈ γ (Ω), and let λ k be eigenvalues corresponding to w k . Namely, {w k , λ k } satisfy the elliptic equations:
−∆w k = λ k w k in Ω, w k = 0 on ∂Ω.
Then (w k , w ℓ ) L 2 (Ω) = δ kℓ and 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ k ≤ · · · and λ k → ∞, where (φ, ψ) L 2 (Ω) stands for the inner product of φ and ψ in L 2 (Ω). We say that f ∈ H σ (Ω) for real σ if
and f ∈ γ Then the initial-boundary-value problem (4.1) admits a unique solution u in the class
. Again, the constants can be made precise, in the same way as in Remark 1.2.
