The rapid growth of digital data in healthcare demands medical image analysis to be faster, precise and, at the same time, decentralized. Deep Learning (DL) fits well in this scenario, as there is an enormous data to sift through. Diabetic Retinopathy (DR) is one of the leading causes of blindness that can be avoided if detected in early stages. In this paper, we aim to compare the agreement of different machine learning models against the performance of highly trained ophthalmologists (human graders). Overall results show that transfer learning in the renowned CNNs has a strong agreement even in different datasets. This work also presents an objective comparison between classical feature-based approaches and DL for DR classification, specifically, the interpretability of these approaches. The results show that Inception-V3 CNN was indeed the best-tested model across all the performance metrics in distinct datasets, but with lack of interpretability. In particular, this model reaches the accuracy of 89% on the EyePACS dataset.
INTRODUCTION
The global report of world health organization states that the number of people with diabetes has risen from 108 million in 1980 to 422 million in 2014. The top 10 list of mortality causes includes more than half of global deaths (54%), and diabetes holds out as the seventh position, having a strong correlation with the first two leading cause of deaths reported in 2016 as well (World Health Organization et al., 2014) . The estimated global prevalence of referable diabetic retinopathy (DR) among patients with diabetes is 35.4%, and 2.6% of global blindness can be attributed to diabetes (Bourne et al., 2013) .
Along these lines, DR is rapidly emerging as a global health issue that may threat patients' visual acuity and visual functioning if untreated. Timely identification and referral for treatment are essential to reduce disease complications associated with vascular abnormalities, whose diagnosis requires eye retina examination. This will cause a high demand for primary evaluation and detection of the different stages of DR in order to prevent it from evolving to more complicated conditions and avoid treatment costs later stages.
The major obstacle to the implementation of more widespread screenings programs is the number of clinicians qualified for interpreting the retinal fundus images. This problem demands decentralization in the screening programs which can be achieved through the use of novel and portable instruments, such as smartphone solutions for fundus imaging. The smartphone itself can run a machine learning algorithm to measure the patient's likelihood for DR referable stages. These algorithms are an important tool that can make valid decisions when it comes to reducing inefficiencies in healthcare workflows. Deep Learning (DL) shows remarkable results in the image classification task of DR detection (higher than 90% (Gulshan et al., 2016) sensitivity and specificity). In addition to that can be deployed in the smartphone with device attachments and respective applications.
The aim of this study is to compare the reliability of machine learning approaches with the performance of highly trained ophthalmologists (human grade). Furthermore, the effectiveness and capability of machine learning, both classical feature-based and based on DL, have been studied for the classification of DR. The transfer learning technique is applied in differents pre-trained state of the art CNN designs (Inception-V3 and Densenet-121) and trained again in EyePACS and Messidor datasets. Finally, the importance of interpretability for medical imaging is discussed in the last subsection of Results.
RECENT RELATED WORK
Historically, much of the work in literature related to image classification and detection of DR has significantly been focused on classical feature-based machine learning (FbML) approaches such as kNN and SVM (Mookiah et al., 2013) . These incorporate meticulous image pre-processing steps as well as complex feature extraction which, in its sense, try to mimic the manual analysis made by experts on retinal changes and lesions such as microaneurysms (MA), hemorrhages, hard and soft exudates, neovascularization and so on. In order to do so, methods are usually designed to compute explicit features previously defined by experts. If the extracted features are relevant and unique, then a simple decision system method can show remarkable results detecting very specific lesions or predicting the presence or absence of DR. The downside of these approaches is building and maintaining complex feature extraction pipelines. The applied computer vision algorithms require accurate calibration and are usually prone to errors given image variability or quality factors thus impacting the final accuracy of the classification model.
Recent studies have reported that DL approaches, mainly CNN, outperform the classical hand-designed algorithms for imaging classification. These networks can drop the occasionally erratic pre-processing steps and are able to cope with image variability through data augmentation methods. Furthermore, CNN is not designed to identify specific features and therefore, they may actually learn visual elements and associations that are imperceptible to the human eye. Nevertheless, DL algorithms are extremely data and resource hungry, demanding huge annotated datasets and access to a lot of processing power which may not always come in hand. Additionally, the lack of interpretability in DL models, which are still understood as "black-boxes", also presents a major drawback to its real-world implementation.
One of the most pertinent articles in the area of DL applied to detection of DR is the original investigation by (Gulshan et al., 2016) . This study assesses the sensitivity and specificity of DL models to detect DR in images from table-top fundus cameras through a CNN. The model was trained and validated with 118,419 fundus images from the EyePACS dataset and evaluated in two datasets: EyePACS 1 (8788 fundus images); and the Messidor 2 (1745 fundus images). The specific neural network used was Inception-V3 architecture, but no details about finetuning parameters or the pre-processing steps beyond black borders trimming and image resizing were provided. The performance achieved an area under the receiver operating characteristics curve (AUC) of 0.99 for referable DR in both datasets. Lam et al. propose an automatic DR analysis algorithm based on two-stage DL algorithm (Lam et al., 2018) . Firstly, a local network is trained to classify regions of images into four classes. Secondly, the deeper global network is fed with the weight lesion map previously computed. In this way, the global network pays more attention to the regions with lesions. The disadvantage of this approach is the arduous task of annotating and labeling all the images regions.
Krause et al. published a study about the importance of agreement between different graders (Krause et al., 2017) . The quadratic-weight kappa score was measured between different graders and between graders and the algorithm. The results show that the majority decision of the 3 ophthalmologists yielded a higher agreement (kappa score 0.87) than individual ophthalmologists alone (kappa score range from 0.80 to 0.84). The 3 retinal specialists also had a kappa score higher than the ophthalmologists range from 0.82 to 0.91). The common source of disagreement was image artifacts that resemble typical pathologies such as MAs. Raumviboonsuk et al. describe agreement values in referable DR of 0.63, 0.24, 0.28 for retina specialists, general ophthalmologists and all readers respectively (Raumviboonsuk et al., 2018) . Arianti et al. report an agreement value of 0.64 for the interpretation of fundus images between one nonphysician ophthalmic and one retina specialist (Arianti and Andayani, 2016).
Regarding DL interpretability, Poplin et al. goes beyond predicting DR on retinal fundus images and assess cardiovascular risk factors via DL (Poplin et al., 2018) . The evidence is provided, using attention maps, that DL may uncover additional signals in retinal fundus images that will allow for better cardiovascular risk stratification.
Some previous comparison work with regard to medical imaging has been made. (Wang et al., 2017) stated that CNN's performance was not significantly different from other feature-based methods when classifying mediastinal lymph node metastasis of lung cancer from PET/CT images, although being more objective and convenient since no visual segmentation or feature extraction was needed. A CNN slightly outperforms an ensemble of bagged trees (50 trees) and a multilayer perceptron with respect to ECG signal images in (Andreotti et al., 2017) and the hand-engineered features from the signals showed to be heavily influenced by the choice of pre-processing steps.
For the specific case of DR classification, a comparison between an SVM and a CNN on the classifi-cation of different stage levels is performed by (Kelly, 2017) . The authors conclude that the SVMs is more limited in both accuracy and data handling. Firstly, it could not handle the use of a large number of samples (only 3000 images from the EyePACS dataset could be fed to the model in contrast with the 55'000 used in the CNN). Moreover, the SVM was also more sensitive to class imbalance and perform badly in recognizing different severity levels, being more appropriate for the binary classification case (distinguish between class 0 and the others).
The majority state of the art report an increase in the performance when using DL but don't particularly implement any clear or fair comparison methodology. Therefore, in this work, we aim to perform a more practical and objective comparison between classical Machine Learning approaches and CNN on the DR classification based on performance metrics as well as model interpretability.
Machine Learning interpretability is an emerging research topic, crucial to close the gap between engineering and medicine. A really accurate model in terms of performance does not necessarily mean that it will be better engaged by medical experts. In fact, medical experts tend to prefer the classical approaches given its similarity to human logic and reasoning, thus being more understandable and trustworthy. Along these lines, it is still unclear that DL models are indeed a better approach to solve the computeraided medical diagnosis problem.
METHODS
Two datasets were used in this study: one provided by Kaggle, containing over 80.000 images from the EyePACS dataset, graded into one of five classes (no DR, Mild, Moderate, Severe, Proliferative DR) by one clinician (there are several experts involved in the grading process but each image is only graded by one); and the publicly available Messidor dataset with 1200 images, whose ground truth considers four different stages of DR (R0, R1, R2, R3). This dataset was mainly used for testing the performance and agreement between machine learning models.
From the EyePACS dataset, we randomly extract 350 images and the remaining dataset is split 65% for train and 35% for validation. The 350 images were graded by two licensed ophthalmologists using a developed annotation tool ( Figure 1 ) and later provided as the test set. After the grading process, we remove 24 images from the original 350 since both observers considered not classifiable (Rêgo et al., 2018) . The ground truth for this test set is the statistical mode be- tween the two observers and the original label of the EyePACS dataset for the DR diagnosis. Since we only have 3 observations (including the original label) for each image, generating a ground truth for the several stages of DR would be less valid considering the size of the test dataset. Therefore, although we train all models with the original multiclass labels, the results are later reported and analyzed as binary (0: no DR, 1: Mild, Moderate, Severe and Proliferative).
In our experiments, the metrics used in the validation of the training process are the quadratic-weight kappa and F1 score for the five classes. The F1 score is a commonly used metric in information retrieval for classifiers evaluation that measures the balancing between precision and recall.
The quadratic-weight kappa (k) evaluates the inter-observer agreement. The calculated value is obtained using the formula provided by (Fleiss et al., 1969) for more than two classes.
Since the dataset is considerably imbalanced, the kappa metric is employed to considering the size of the five classes (marginal distribution of the response variable) and avoiding over-optimistic scores of accuracy and F1 score. In other words, it assesses how better is the classifier compared to a random guess of that class.
Feature-based Machine Learning
Contrarily to DL methods where manual image preprocessing and feature extraction techniques are practically non-existent, FbML approaches entail meticulous computer vision techniques to extract relevant information from the images and feed the classification algorithm with proper values.
Specific guidelines concerning several retinal lesions and transformations are followed by medical experts in the diagnosis and distinction between the different levels of DR severity. Among them, we identify microaneurysms (MA), Exudates and Vessels Area as some of the most relevant features that can also be good candidates for learning features. Based on pre-vious work by and (Felgueiras et al., 2016) we build a pipeline for extraction of the number of microaneurysms, exudates area and vessels area from each dataset image and feed a classification algorithm with the extracted metrics. A number of previous works in the area also take into consideration other features such as color, texture and geometric features but we argue that this complexity increase may come at a cost of lower interpretability (especially for the clinicians), so we keep things as simpler as possible while maintaining its relevance.
Next, following the contribution of (Feurer et al., 2015) , we used a framework for learning pipeline optimization to jointly choose the best classification pipeline including data and feature pre-processing methods as well as classifier choice and respective hyper-parameters. The best pipeline was chosen individually for each dataset, based on a 1-hour search, optimizing the F1-weighted performance metric through cross-validation (CV) (Messidor dataset) or holdout-set technique (EyePACS dataset). A different validation strategy was used given the significantly different dataset sizes. A smaller dataset (Messidor) will be more likely to overfit if the validation is done using a single holdout set. On the other hand, a CV strategy increases the time needed for each algorithm try, therefore, for a very large dataset (Eye-PACS) more algorithms are tested and better results are expected.
The best pipeline model extracted by the optimization for the Messidor dataset employs an SVM with a 4th-degree polynomial kernel and parameters C = 4201.84 and gamma = 0.124. For EyePACS, the chosen classifier is a Random Forest composed of 100 Decision Trees. Both of them are preceded by a preprocessing step that by using quantiles information, transforms features data into a uniform and normal distribution respectively. Here, we define 'best' as being the model with the greater F1 score, since it is a particular balanced metric for measuring the performance, taking into consideration both sensibility and specificity.
As our main purpose is to compare FbML results with the DL architectures, the same train and test data splits were used for both. The FbML methodology is illustrated in Figure 2 .
Convolutional Neural Networks
DL algorithms, in particular, the CNN, have rapidly become a methodology of choice for analyzing medical images. The main advantage is learning the features directly from raw data without the help of any human expert for feature engineering, changing the analytic model from features engineering to datadriven feature construction.
CNNs are surprisingly effective at image classification. Typically, the convolution layers (a filter that slides over the image) connect multiple local filters with their input data (raw data or the output of previous layers) and learn the invariant local features transformations, then, the pooling layers gradually reduce the output size to avoid and minimize overfitting. Finally, activation functions introduce the nonlinearity aspect in the hidden layers kernels. These processes are locally performed such that the image features representation in one region will not influence the other regions. The concatenation of these feature-maps learned by different layers improves the variation in the input of the subsequent layers and increases the efficiency of the network.
Szegedy et al. introduced the Inception-V1 architecture implementation in the winning solution of ImageNet benchmark ILSVRC 2014 (Russakovsky et al., 2015) . The next iterations of the architecture (Szegedy et al., 2016) show that kernels size larger than 3x3 can be efficiently computed with a series of smaller convolutions, and that additional regularization with batch normalization provides faster training by reducing the internal covariate shift (Ioffe and Szegedy, 2015) . With these developments, it exceeded its predecessor on the Im-ageNet benchmark.
Dense CNNs (Huang et al., 2016) connect each layer directly to subsequent layers in a feed-forward fashion, exploiting the potential of the network through the features reuse. Since this type of architectures uses less feature concatenation, the network has low efficiency in terms of memory and speed (quadratic memory with respect to the depth of network).The crucial part in Inception-V3 (and many others CNNs) is the usage of the down-sampling (pooling) layers to reduce the size of the feature maps parameters. To accelerate this process, the dense network is split into multiple connected dense blocks. The layers that are in between these blocks are transaction layers, which are designed to do 1x1 convolution with 128 filters, followed by 2x2 pooling layers. Compared to the inception architecture, Densenet requires fewer parameters, as there is no need to learn redundant features maps. Instead, each layer adds new features. The Densenet architecture used was Densenet-121, a network with 121 number of trainable layers in dense blocks.
Additionally, to test the superiority of state of art models architectures we create a simple sequential CNN illustrated in Figure 3 for the same classification. The proposed CNN has similar to the architec- ; 2 Extraction from (Felgueiras et al., 2016) ; 3 Optimization Framework (Feurer et al., 2015) .
ture that LeCun and Bengio (LeCun et al., 1995) used for image classification. The notable change was the introduction of a batch normalization layer after the convolution layers and an increase in the depth of the network (number of layers).
When trained from scratch, deep neural networks must learn all the basic filters (edges and corners) as well as the complex ones (colors, textures or geometry for example). Since we use previously computed weights from the ImageNet dataset classification (Russakovsky et al., 2015) , the network already has these pre-computed filters. Using the strategy of transfer learning and fine-tuning, filters will be adjusted to a new type of image and problem. The DL framework keras (Chollet et al., 2015) was used with the tensorflow (Abadi et al., 2016) machine learning back-end on a high-end Nvidia GPU Tesla V100 through a docker container.
Before feeding the images to the DL models, we minimize the required pre-processing steps in order to retain small details and intricate features. Trim of black borders, image resize (to 3x512x512) and normalization between [-1,1] are employed. Data augmentation techniques, including rotation, flips, brightness and contrast enhancement, are also applied to the train data to increase class diversity.
Re-training the models architecture with the fundus images is done by fine-tuning across all layers, replacing the top layers with one average pooling layer, a layer for 50% dropout of connections, a fully connected layer and another layer for 25% dropout. Finally, a softmax layer is added allowing to divide the classification into 5 classes. All models are trained with cross-entropy as loss function and using the Adam optimizer (Kingma and Ba, 2014) with a 1e-4 learning rate. The training process is stopped when the performance on validation images cease to improve. Inception-V3 was stopped after 12 epoch's with a batch size of 24. The Densenet-121 is trained with a smaller batch size of 12 due to the model design memory constraints and was stopped after 28 epochs. Our simple sequential CNN uses a batch size of 24 and the training terminated after 27 epochs.
RESULTS AND DISCUSSION
The CNN models evaluation results on the 326 (350 minus 24) never seen before images are summarized in Tables 1, 2 and 3. One Grader Three Graders Accuracy 0,891 0,929 Precision 0,918 0,759 F1 score 0,746 0,780 One Grader Three Graders Accuracy 0,885 0,950 Precision 0,962 0,857 F1 score 0,718 0,840 One Grader Three graders Accuracy 0,665 0,730 Precision 0,360 0,277 F1 score 0,380 0,343
The F1 score ranged from 72% to 75% for the one grader case and from 78% to 84% using three graders in the state of art CNN models whereas the simple sequential CNN achieved 38% for one grader and 34% for the three graders. However the F1 score do not take account the true negatives into account. 
Machine Learning and Experts Agreement
The key evaluation task is to quantitatively assess the agreement between human graders and machine learning solutions, from the test of extracted 350 Eye-PACS images set. The agreement between observers varies greatly between studies (Rêgo et al., 2018; Krause et al., 2017; Raumviboonsuk et al., 2018; Arianti and Andayani, 2016) having agreements between weak and moderate. This can be explained by the experience of the graders at some extent, the image quality or even the classification guidelines in use.
To get key insights into this agreement measure, we further compare the human graders with the machine learning algorithms, summarized in the tables 4,5,6,7, 8 and 9. Calculated agreements between the ground truth and Inception-V3 (Table 4) , Densenet-121 (Table 5 ) and the simple sequential CNN (Table 6) were respectively k = 0.739, k = 0.811 and k = 0.185.
Feature-based machine learning (Table 7 ) achieved a bigger agreement with the ground truth 
FbML and CNN Comparison
In addition to the evaluation of inter-observer reliability, we aim to explore and compare different types of Machine Learning on the classification of DR and the impact of distinct dataset characteristics on their performance. Table 10 , summarize the models with best performance, on both EyePACS and Messidor datasets for each type of Machine Learning model. As we did not acquired annotated data for the Messidor dataset, only the results for one grader ground-truth are depicted.
In general the CNN approach performed much better than FbML. The Inception-V3 CNN was indeed the best tested model across all the performance metrics. This is consistent in both datasets, suggesting that the CNN's predictions could generalize similarly to other datasets of retinal fundus images.
A second aspect is the major influence of the type of dataset on the performance of each machine learning model. In Messidor, a smaller dataset with better quality and less image variability, the results were consistently even for both FbML and DL. On the other hand, training and testing the EyePACS dataset presented good results with CNN (inline with most state of art) and outperforming the results in Messidor. Nonetheless, its performance degraded substantially when using FbML. Not only has EyePACS a much larger number of samples but also a lot more variability in terms of quality (some of the images cannot even be considered classificable). The results suggest that DL networks benefit greatly from this, however, FbML models, given its lower complexity, do not seem to handle well the amount of information neither its non linearities.
Another important factor to notice is that due to the imbalanced dataset, FbML on EyePACS is extremely biased for the negative class (very high specificity and a very low sensitivity), which does not occur in the Messidor case.
Finally, one should also point out that the computer vision feature-extraction methods can also be a considerable bottleneck due to their extreme sensitivity to image variability, also contributing to a much less discriminative model. Computer Vision algorithms usually require attentive and tedius calibration for each specific dataset and depending on the sample size and image resolution, the whole extraction process can take a long time.
Concluding, regarding dataset size, the FbML pipeline have the advantage of not requiring much data to produce reasonable results, however they can fail to generalize to different types of data or to unwanted perturbations. In particular, the featureextraction component needs to be manually and minuciously tuned. DL requires much more training time, but it scales much better to large datasets, having more generalization and adaptability power. In the presence of a lot of data, one can simply apply the same DL pipeline and expect similar results without need for manual tuning.
Interpretability
Despite the encouraging results of DL, there is still a lack of transparency on how the predictions are being made and on its behavior and internal operation. Why did the model made this decision? How much did each feature or image region contributed to the final outcome? Even though we might understand the algorithms, most of the times, reasoning the model behaviour is still uncertain. These informations are even more crucial for clinical applications in order to make sure no wrong diagnosis are made and decide upon the best treatment strategy.
Regarding classical machine learning approaches, their interpretability depends on the actual chosen classifier and its degree of complexity as well as the data dimensionality. However, in general, methods to understand the overall model, such as computing feature importances or decision boundaries, as well as instance-wise methods like extracting prediction confidence level or prediction paths can be employed. For example, Figure 4 shows the decision boundary between two of the features of the SVM classifier applied on the Messidor dataset. By analysing the figure, we can intuitively note that for the plotted range of Vessel Areas our estimator tends to classify instances with less than 5 microaneurysms as healthy eyes. Furthermore, the higher number of positive classes (orange triangles) that fall into the negative area (blue) indicate that further tuning should be done as the decision boundary is not perfectly fited to the data. The same behaviour is observed when differentiating between severity levels of DR ( Figure 5 ). We notice that almost all of healthy instances (No DR) are correctly placed in the blue area as well as the most severe level (3) in the red one. Differences in the other levels do not seem to be correctly fited by the classifier as a significant number of green and orange markers are not assigned to their own color area. This visually demonstrates that although properly distinguishing between healthy and non-heatlhy eyes, the model fails at discriminating between different stages of the disease.
As far as DL classifiers is concerned, one of the reasons for building more and more complex models is precisely to identify patterns and correlations that are not necessarily recognizable by humans. Thus, interpretability will naturally be compromised.
Some techniques have been developed and successfully employed among experts to extract meaningful information from DL classifiers. In particular, filter visualization and activation maps are the most well-known techniques to enhance CNN's interpretability (Zhang and Zhu, 2018) . Since convolutional layers work as image feature extraction, visualizing either the filters applied in each specific layer or their output, can help to understand and debug what is happening inside the network. For example, by looking at these filters, we know that in general the first layers will extract more general low-level features such as edges, shapes or texture, while deeper units will be more discriminative and represent more high-level concepts such as objects or scenes. The fact that, as the name suggests, Deep Networks are usually very dense with a high number of layers (specially if considering architectures such as Inception-V3 and Densenet-121), makes this technique lacking a lot of conceptual interpretation for the end-user, although useful for debugging.
Activation maps are a step forward in this direction, as they present a way of visualizing which parts of the image influence the final prediction. It has been successfully employed for classification and localization of several retinal components and lesions such as optic disc, microaneurysms or exudates (Lam et al., 2018) (Gondal et al., 2017) . Nonetheless, disease diagnosis is much more abstract than specific object identification, thus presenting a bigger challenge. The network learns distinctive features and correlations between shapes, sizes, colors and different eye regions, which frequently can not be correctly visualized or even understood in a meaningful way. Encouragingly, in a recent study (Poplin et al., 2018) , saliency maps consistently highlighted eye images in models trained to predict cardiovascular risk factors. Some DL models tended to identify prominent regions like blood vessels, optic disc and macula while others had a more uniform distribution through the image. Additionally, high saliencies were obtained at optic discs and along the main blood vessels when classifying laterality in fundus images through a CNN (Jang et al., 2018) , which correspond to the main features that human experts tend to identify as well.
Although proper identification of prominent regions, further inferences can not be made with respect to the true patterns identified by the model. This was verified as well by the activation maps generated by our network. Comparison of activation maps for different predicted classes is illustrated in Figure 6 . A few patterns can be identified. For instance, class 3 (5th column) tends to generate activations among the lower main blood vessel. Some obvious features for the human eye like exudates, do not seem to be that relevant since they are not highlighted by the heat maps. Additionally, similarities in activations for the same image among classes 2,3,4 suggest that differences between severity levels are often subtle and may not be correctly interpreted by simply visualizing an activation map. Despite presenting some insights into the network model, these patterns are not intuitively explainable neither for engineers nor clinicians. Along these lines, even though some CNN applications have been increasingly interpretable, we are still far from reaching proper interpretable DL approaches in the presence of much more detail and information such as in fundus images. Figure 6 : Inception-V3 Activation Maps for correctly predicted images. Each row a), b), c), d), e) represents images with ground-truth 0 (no DR), severity levels 1 (Mild), 2 (Moderate), 3 (Severe), 4 (Proliferative DR), respectively. Each column depict the activation relatively to a given class. For instance, in the row a), the first image represents an eye with no DR (ground-truth class 0, predicted class 0). The 5 following images are the activations produced by each output of the final prediction layer.
An alternative approach to produce an interpretable model for DR classification while still taking advantages of some of the neural networks characteristics as been proposed by (Costa et al., 2018) . Through a Multiple-Instance Learning (MIL) technique, the authors extract visual features and descriptors, ensembled in a bag of visual words (BoVW) to produce a mid-level representation. Two neural networks are jointly optimized to encode and classify the feature vector into healthy or non-healthy. By enforcing a interpretability-enhancement loss function at the encoder level, the model becomes more visually meaningful.
CONCLUSION
In summary, the best test results were obtained with Inception-V3 CNN architecture through the Eye-PACS dataset reaching the accuracy of 89%. Also in this work, the agreement between human graders and machine learning approaches was assessed. The results show a strong agreement between computerized solutions of Inception-V3 and Densenet-121. Even when tested in different datasets the agreement between these networks is strong.
Considerable work remains to be done with respect to validating, optimizing and generalizing these algorithms. We consider that the growth of digital clinical records seems to bring promising opportunities to create deep and rich datasets in order to investigate how well this transfer learning approach generalizes. To make sure that the machine learning algorithms are functioning as intended, data cleaning is necessary for the EyePACS dataset, discarding images that leave inaccurate or inconsistent grading by the human graders or the machine learning methods, as performed by (Gulshan et al., 2016) .
In light of all of these, it is interesting to consider the possibilities and consequences of the widespread deployment of these algorithms in DR screening programs. The biggest challenge will be the poor understanding of how the algorithm reaches its final prediction. Although accurate and precise, DL algorithms are still considered a "black box" due to their scale and complexity, whereas the retina specialist interprets the images based on recognizable features, more in line with feature-based machine learning. Therefore, a combination of machine learning algorithms that have a strong agreement for the initial screening coupled with human grading to classify the positive predictions would likely yield a system with high sensitivity and specificity, reducing the number of patients being referred unnecessarily.
In future work, we intend to deeply explore existing methodologies as well as develop new ones for this purpose, so that disease diagnosis through DL can be easily accepted by the medical society.
