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Abstract
In this paper we consider some concepts of exponential splitting for nonau-
tonomous linear discrete-time systems. These concepts are generalizations
of some well-known concepts of (uniform and nonuniform) exponential di-
chotomies. Connections between these concepts are presented and some
illustrating examples prove that these are distinct.
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1. Introduction
The notion of exponential dichotomy introduced by O. Perron for dif-
ferential equations in [19] and by Ta Li [25] for difference equations plays a
central role in a large part of the theory of dynamical systems.
The notion of dichotomy for differential equations has gained prominence
since the appearance of two fundamental monographs of J.L. Massera, J.J.
Scha¨ffer [17] and J.L. Daleckii, M.G. Krein [13]. These were followed by
the important book ok W.A. Coppel [12] who synthesized and improved the
results that existed in the literature up to 1978.
The interest in the counterpart results in difference equations appeared in
the paper of C.V. Coffman and J.J. Scha¨ffer [11] and later, in 1981 when D.
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Henry included discrete dichotomies in his book [14]. This was followed by
the classical monographs due to R.P. Agarwal [1] where the dichotomy prop-
erties of discrete-time systems are studied. Significant work was reported by
C. Po¨tzsche in [23]. Notable contributions in dichotomy theory of discrete-
time systems has been also obtained in ([10],[15],[16],[18],[20],[21],[22],[24],[26]).
The most important dichotomy concept used in the qualitative theory
of dynamical systems is the uniform exponential dichotomy. In some situ-
ations, particularly in the nonautonomous setting, the concept of uniform
exponential dichotomy is too restrictive and it is important to consider more
general behaviors.
Two different perspectives can be identified to generalize the concept
of uniform exponential dichotomy, one can define dichotomies that depends
on the initial time (and therefore are nonuniform) and, on the other hand,
one can consider growth rates which do not imply an exponential dichotomy
behavior, in particular exponential splitting.
The first approach leads to concepts of nonuniform exponential (respec-
tively polynomial) dichotomies for difference equations and can be found in
the works of L. Barreira, C. Valls ([5], [6]), A. Bento, C. Silva ([8], [9],) and
L. Barreira, M. Fan, C. Valls and Z. Jimin [4].
The second approach is presented in the papers of B. Aulbach, J. Kalbren-
ner [2], B. Aulbach S. Siegmund [3].
In this paper we consider two concepts of exponential splitting for lin-
ear discrete-time systems in Banach spaces. These concepts use two ideas
of projections sequences: invariant and strongly invariant for the respec-
tive discrete-time system, (although, in case of invertible systems, they are
equivalent). These two types of projections sequences are distinct even in the
finite dimensional case. For each of these concepts (exponential splitting and
strong exponential splitting) we consider three important particular cases:
uniform exponential splitting, exponential dichotomy and uniform exponen-
tial dichotomy respectively, uniform strong exponential splitting, strong ex-
ponential dichotomy, and uniform strong exponential dichotomy. We give
characterizations of these concepts and present connections (implications
and counterexamples) between them.
We note that we consider difference equations whose right-hand sides
are not supposed to be invertible and the splitting concepts studied in this
paper use the evolution operators in forward time. The study of nonin-
vertible systems is of great importance and in this sense we point out the
paper of B. Aulbach and J. Kalkbrenner [2], where is introduced the no-
tion of exponential forward splitting, motivated by the fact that there are
differential equations whose backward solutions are not guaranteed to ex-
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ist. This approach is of interest in applications, see for example, dynamical
systems generated by random parabolic equations, are not invertible (for
more details see L. Zhou et al. [27]). Also, considering asymptotic rates of
the form ecρ(n), where ρ : N→ R is an increasing function, which thus may
correspond to infinite Lyapunov exponents, we obtain a concept of nonuni-
form exponential splitting which does not assume exponential boundedness
of the splitting projections, and not only the usual exponential behavior
with ρ(n) = n. For more details regarding the arbitrary growth rates we
may refer to [7]. Also, we prove that in the particular case when the split-
ting projections are exponentially bounded then the two splitting concepts
presented in this paper are equivalent.
2. Preliminaries
Let X be a Banach space and B(X) the Banach space of all bounded
linear operators on X. The norms on X and on B(X) will be denoted by
‖ · ‖ . The identity operator on X is denoted by I. If A ∈ B(X) then we
shall denote by Ker A the kernel of A i.e.
Ker A = {x ∈ X with Ax = 0}
respectively
Range A = {Ax with x ∈ X}.
We also denote by ∆ the set of all pairs of all natural numbers (m,n) with
m ≥ n i.e.
∆ = {(m,n) ∈ N2 with m ≥ n}.
We also consider
T = {(m,n, p) ∈ N3 with m ≥ n ≥ p}.
We consider the linear discrete-time system
xn+1 = Anxn, (A)
where (An) is a sequence in B(X). We associate to the system (A) the map
Anm =
{
Am−1 · . . . ·An, if m > n
I, if m = n
which is called the evolution operator associated to (A).
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It is obvious that
AnmA
p
n = A
p
m, for all (m,n, p) ∈ T
and every solution of (A) satisfies
xm = A
n
mxn for all (m,n) ∈ ∆.
If for every n ∈ N the operator An is invertible then the system (A) is called
reversible.
Definition 1. A sequence P : N→ B(X) is called a projections sequence if
P (n)2 = P (n), for every n ∈ N.
In what follows we denote P (n) = Pn for every n ∈ N.
Remark 1. If P is a projections sequence then Q = I − P is also a projec-
tions sequence (which is called the complementary projections sequence of
P ) with
Ker Qn = Range Pn and Range Qn = Ker Pn
for every n ∈ N, where Qn = Q(n).
Definition 2. A projection sequence P is called invariant for the system
(A) if
AnPn = Pn+1An, for all n ∈ N.
Remark 2. If P is invariant for (A) then its complementary Q is invariant
for (A). Furthermore we have
AnmPn = PmA
n
m and A
n
mQn = QmA
n
m
for all (m,n) ∈ ∆.
Remark 3. If P is invariant for (A) then
Anm(Ker Pn) ⊂ Ker Pm and A
n
m(Range Pn) ⊂ Range Pm
for all (m,n) ∈ ∆.
Definition 3. A projections sequence P is called exponentially bounded if
there are M,p ≥ 1 such that
‖ Pn ‖≤Mp
n, for every n ∈ N
In the particular case when p = 1, P is called bounded.
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Remark 4. A projections sequence P is exponentially bounded if and only
if there are M,ω ≥ 1 such that
‖ Pn ‖≤Me
ωn, for all n ∈ N.
Lemma 1. Let P and R be two projections sequences with complementary
Q respectively S and with the property
Range Pn = Range Rn, for all n ∈ N.
Then
(r1) PnRn = Rn;
(r2) RnPn = Pn;
(r3) QnSn = Qn = (I +Rn − Pn)Sn;
(r4) SnQn = Sn = (I + Pn −Rn)Qn;
for all n ∈ N.
Proof. (r1) If x ∈ X and n ∈ N then there is x0 ∈ X with Rnx = Pnx0.
Then PnRnx = P
2
nx0 = Pnx0 = Rnx0.
(r2) It follows from (r1).
(r3) We observe that
(I +Rn − Pn)Sn = (Rn +Qn)Sn = QnSn = (I − Pn)(I −Rn) =
= I − Pn = Qn.
(r4) It follows from (r3) by changing Pn with Rn.
Definition 4. A sequence of projections P is called strongly invariant for
the system (A) if P is invariant for (A) and for all (m,n) ∈ ∆ the restriction
of Anm at Ker Pn is an isomorphism from Ker Pn to Ker Pm.
Remark 5. If the projections sequence P is invariant for the reversible
system (A) then it is also strongly invariant for (A).
Indeed, if P is invariant for the reversible system (A) then Anm is injective
and
Anm(Ker Pn) ⊂ Ker Pm, for all (m,n) ∈ ∆.
Moreover, for every y ∈ Ker Pm we have that
y = Anm (A
n
m)
−1 y with x = (Anm)
−1 y ∈ Ker Pn.
Thus Anm is surjective, which implies that P is strongly invariant for (A).
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Remark 6. If the projections sequence P is strongly invariant for the system
(A) then there exists B : ∆ → B(X), B(m,n) = Bnm such that B
n
m is an
isomorphism from Ker Pm to Ker Pn and
(b1) A
n
mB
n
mQm = Qm;
(b2) B
n
mA
n
mQn = Qn;
for all (m,n) ∈ ∆.
The application B is called the skew-evolution operator associated to the
pair (A, P ).
Remark 7. If the projections sequence P is invariant for the reversible sys-
tem (A) then it is strongly invariant for (A) and the skew-evolution operator
associated to the pair (A, P ) is
Bnm = (A
n
m)
−1 , for all (m,n) ∈ ∆.
For nonreversible systems there are invariant projections sequences which
are not strongly invariant. This fact is illustrated by
Example 1. Let X = R3 and let (Pn) be the projections sequence defined
by
Pn(x1, x2, x3) =
{
(x1, x2, 0) if n = 0(
x1 +
x2
2n−1
, 0, 0
)
if n ≥ 1.
Let (A) be the linear discrete-time system generated by the sequence
An(x1, x2, x3) = (2x1, anx2, 4x3)
where
an =
{
0 if n = 0
4 if n ≥ 1
and x = (x1, x2, x3) ∈ X.
It is easy to see that the evolution operator associated to system (A) is given
by
Anm(x1, x2, x3) =


(2mx1, 0, 4
mx3) if m > n = 0
(2m−nx1, 4
m−nx2, 4
m−nx3) if m > n ≥ 1
(x1, x2, x3) if m = n
for all (m,n) ∈ ∆ and all x = (x1, x2, x3) ∈ X. We observe that
AnPn(x1, x2, x3) = Pn+1An(x1, x2, x3) =
{
(2x1, 0, 0) if n = 0(
2x1 + 2
2−nx2, 0, 0
)
if n ≥ 1
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and hence (Pn) is invariant for (A). It is not strongly invariant because A
0
1
is not an isomorphism from Ker P0 to Ker P1.
Indeed, we observe that for y = (1,−1, 0) ∈ Ker P1 we have that
y = (1,−1, 0) 6= (2x1, 0, 4x3) = A
0
1(x1, x2, x3)
for all x = (x1, x2, x3) ∈ Ker P0.
Lemma 2. If the projections sequence P is strongly invariant for the system
(A) then the skew-evolution operator associated to the pair (A, P ) has the
following properties
(b3) QnB
n
mQm = B
n
mQm;
(b4) QmB
m
mQm = B
m
mQm = Qm;
(b5) B
p
mQm = B
p
nB
p
mQm;
for all (m,n, p) ∈ T.
Proof. (b3) We observe that for all (m,n, x) ∈ ∆×X we have that
Qmx ∈ Range Qm = Ker Pm
hence
Bnmx ∈ Ker Pn = Range Qn
which implies
QmB
n
mQmx = B
n
mQmx.
(b4) QmB
n
mQn
(b3)
= BmmQn
(b1)
= Qm.
(b5) If (m,n, p) ∈ T then
BpmQm
(b3)
= QpB
p
mQm
(b2)
= BpnA
p
nQpB
p
mQm = B
p
mQnA
p
nQpB
p
mQm =
(b2)
= BpnB
n
mA
n
mQnA
p
nQpB
n
mQm = B
p
nB
n
mA
p
mQpB
p
mQm =
(b3)
= BpnB
p
mA
p
mB
p
mQm
(b1)
= BpnB
n
mQn.
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3. Exponential splitting with invariant projections
In this section we consider a projections sequence P which is invariant
for the system (A). We shall denote by Q the complementary of P.
Definition 5. We say that the linear discrete-time system (A) admits an
exponential splitting (e.s.) if there exist a projections sequence P invariant
for (A) and the constants 0 < a < b, N, c ≥ 1 such that
‖ AnmPnx ‖≤ Nc
nam−n ‖ Pnx ‖ (es1)
bm−n ‖ Qnx ‖≤ Nc
m ‖ AnmQnx ‖ (es2)
for all (m,n, x) ∈ ∆×X. The constants a and b are called the growth rates
of (A).
If the system (A) admits an exponential splitting with
(i) c = 1 then we say that (A) admits an uniformly exponentially splitting
(u.e.s.);
(ii) 0 < a < 1 < b then we say that (A) is exponentially dichotomic (e.d.);
(iii) 0 < a < 1 < b and c = 1 then we say that (A) is uniformly exponentially
dichotomic (u.e.d.);
Remark 8. The system (A) admits an exponential splitting if and only if
there exist a projections sequence P invariant for (A) and four real constants
α < β, γ ≥ 0 and N ≥ 1 such that
‖ AnmPnx ‖≤ Ne
γneα(m−n) ‖ Pnx ‖ (es
′
1)
eβ(m−n) ‖ Qnx ‖≤ Ne
γm ‖ AnmQnx ‖ (es
′
2)
for all (m,n, x) ∈ ∆×X.
For the particular case of exponential dichotomy we have
Proposition 1. The system (A) is exponentially dichotomic if and only if
there are three constants N, c ≥ 1 and d ∈ (0, 1) such that
‖ AnmPnx ‖≤ Nc
ndm−n ‖ Pnx ‖ (ed1)
‖ Qnx ‖≤ Nc
mdm−n ‖ AnmQnx ‖ (ed2)
for all (m,n, x) ∈ ∆×X.
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Proof. Necessity. If (A) is (e.d.) then there are a projections sequence P
invariant for (A) and constants 0 < a < 1 < b, N, c ≥ 1 such that the
inequalities are satisfied. If we denote by d = min{a, 1
b
} then d ∈ (0, 1) and
‖ AnmPnx ‖≤ Nc
nam−n ‖ Pnx ‖≤ Nc
ndm−n ‖ Pnx ‖
‖ Qnx ‖≤ Nc
mb−(m−n) ‖ AnmQnx ‖≤ Nc
mdm−n ‖ AnmQnx ‖
for all (m,n, x) ∈ ∆×X.
Sufficiency. It is immediate.
Proposition 2. If the system (A) admits an exponential splitting then there
exists a projections sequence P invariant for (A) such that for every (m,n) ∈
∆ the restriction of Anm to Ker Pn is injective.
Proof. If system (A) admits an (e.s.) with projections sequence P and x ∈
Ker Pn
⋂
Ker Anm then by Definition 5, we obtain
‖ x ‖=‖ Qnx ‖≤ Nb
n−mcm ‖ AnmQnx ‖= Nb
n−mcm ‖ QmA
n
mx ‖= 0
hence x = 0.
For the case of reversible systems we can give a necessary and sufficient
condition for (e.s.) by
Theorem 3. The reversible system (A) admits an exponential splitting if
and only if there are a projections sequence P invariant for (A) and the
constants 0 < a < b, N, c ≥ 1 such that
‖ AnmPnx ‖≤ Nc
nam−n ‖ Pnx ‖ (res1)
bm−n ‖ (Anm)
−1Qmx ‖≤ Nc
n ‖ Qnx ‖ (res2)
for all (m,n, x) ∈ ∆×X.
Proof. It is sufficient to prove the equivalence (es2)⇐⇒(res2). If (es2) holds
then
bm−n ‖ (Anm)
−1Qmx ‖ = b
m−n ‖ Qn (A
n
m)
−1 x ‖
≤ Ncm ‖ AnmQn (A
n
m)
−1 x ‖
= Ncm ‖ Qnx ‖
for all (m,n, x) ∈ ∆×X.
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Conversely, from (res2) it results
bm−n ‖ Qnx ‖ = b
m−n ‖ (Anm)
−1QmA
n
mQnx ‖
≤ Ncn ‖ QmA
n
mQnx ‖
= Ncn ‖ AnmQnx ‖
for every (m,n, x) ∈ ∆×X.
Theorem 4. Let P and R be two projections sequences with complemen-
tarily Q and S. Let P and Q be exponentially bounded and Range Pn =
Range Rn for every n ∈ N. If system (A) admits an exponential splitting
with projections sequence P then it also admits an exponential splitting with
respect to R.
Proof. Let M,p ≥ 1 be two constants such that
‖ Pn ‖ + ‖ Rn ‖≤Mp
n
for every n ∈ N. Assume that (A) admits an (e.s.) with projections sequence
P. Then, by Definition 5 and Lemma 1, we obtain
‖ AnmRnx ‖ =‖ A
n
mPnRnx ‖≤ Na
m−ncn ‖ Rnx ‖
≤MNam−n(cp)n ‖ x ‖= N1a
m−ncn1 ‖ x ‖
and
bm−n ‖ Snx ‖ ≤ b
m−n ‖ I + Pn −Rn ‖ · ‖ Qnx ‖
≤ 2Mbm−npn ‖ Qnx ‖≤ 2MNp
ncm ‖ AnmQnx ‖
= 2MNpncm ‖ Anm(I +Rn + Pn)Snx ‖
≤ 4M2Npm+ncm ‖ AnmSnx ‖
= N1c
m
1 ‖ A
n
mSnx ‖,
for all (m,n, x) ∈ ∆×X, where N1 = 4M
2N and c1 = p
2c.
4. Exponential splitting with strongly invariant projections
In this section we consider the particular case of exponential splitting
with projections sequence strongly invariant for a linear discrete-time sys-
tem.
Let P : N → B(X) be a projections sequence strongly invariant for the
system (A) and let B : ∆ → B(X), B(m,n) = Bnm be the skew-evolution
operator associated to the pair of (A,P).
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Theorem 5. The system (A) admits an exponential splitting with the pro-
jections sequence P if and only if there are 0 < a < b and N, c ≥ 1 such
that
‖ AnmPnx ‖≤ Nc
nam−n ‖ Pnx ‖ (es
”
1)
bm−n ‖ BnmQmx ‖≤ Nc
m ‖ Qmx ‖ (es
”
2)
for all (m,n, x) ∈ ∆×X.
Proof. We have only to prove the equivalence (es2)⇐⇒(es
”
2.)
Necessity. We observe that from (es2), (b1) and (b3) we obtain
bm−n ‖ BnmQmx ‖
(b3)
= bm−n ‖ QnB
n
mQmx ‖≤ Nc
m ‖ AnmQnB
n
mQmx ‖=
= Ncm ‖ QmA
n
mB
n
mQmx ‖
(b1)
= Ncm ‖ Qmx ‖
for every (m,n, x) ∈ ∆×X.
Sufficiency. Similarly, from (b2) and (es
”
2) it results
bm−n ‖ Qnx ‖
(b2)
= bm−n ‖ BnmA
n
mQnx ‖= b
m−n ‖ BnmQmA
n
mx ‖
≤ Ncm ‖ QmA
n
mx ‖= Nc
m ‖ AnmQnx ‖
for all (m,n, x) ∈ ∆×X.
Corollary 6. The linear discrete-time system (A) admits a uniform expo-
nential splitting with projections sequence P (strongly invariant for (A)) if
and only if there exist 0 < a < b and N, c ≥ 1 such that
‖ AnmPnx ‖≤ Na
m−n ‖ Pnx ‖ (ues1)
bm−n ‖ BnmQmx ‖≤ N ‖ Qmx ‖ (ues2)
for all (m,n, x) ∈ ∆×X.
Now we introduce a new concept of exponential splitting by
Definition 6. We say that the system (A) admits a strong exponential
splitting (s.e.s.) if there exist a projections sequence P strongly invariant
for (A) and the constants 0 < a < b, N ≥ 1 such that
‖ AnmPnx ‖≤ Nc
nam−n ‖ x ‖ (ses1)
bm−n ‖ BnmQmx ‖≤ Nc
m ‖ x ‖ (ses2)
for all (m,n, x) ∈ ∆×X.
11
For the particular case c = 1, we say that system (A) admits a uniform
exponential splitting (u.e.s.).
The particular cases 0 < a < 1 < b respectively 0 < a < 1 < b and c = 1
leads to the notions of strong exponential dichotomy (s.e.d.) respectively
uniform strong exponential dichotomy (u.s.e.s.).
Remark 9. The system (A) admits a strong exponential dichotomy if and
only if there are a projections sequence P strongly invariant for (A) and the
constants 0 < a < b and N, c ≥ 1 such that
‖ AnmPn ‖≤ Nc
nam−n (ses
′
1)
bm−n ‖ BnmQm ‖≤ Nc
m (ses
′
2)
for all (m,n) ∈ ∆.
Remark 10. The system (A) admits a strong exponential splitting if and
only if there are a projections sequence P strongly invariant for (A) and four
real constants α < β, γ > 0 and N ≥ 1 such that
‖ AnmPn ‖≤ Ne
γneα(m−n)
eβ(m−n) ‖ BnmQm ‖≤ Ne
γm
for all (m,n) ∈ ∆.
For the particular case of strong exponential dichotomy we have
Remark 11. The system (A) is strongly exponentially dichotomic if and
only if there exist a projections sequence P strongly invariant for (A) and
three constants N, c ≥ 1 and d ∈ (0, 1) such that
‖ AnmPn ‖≤ Nc
ndm−n ‖ Pn ‖
‖ Qn ‖≤ Nc
mdm−n ‖ AnmQn ‖
for all (m,n) ∈ ∆.
A connection between (s.e.s.) and (e.s.) presents the following
Theorem 7. The system (A) admits a strong exponential splitting with
projections sequence P if and only if (A) admits an exponential splitting
with respect to P and P is exponentially bounded.
12
Proof. Necessity. We assume that system (A) admits a (s.e.s.) with re-
spect to P. Then, from (ses1) for m = n, it results that P is exponentially
bounded. The implications (ses1)=⇒(es1), respectively (ses2)=⇒(es2) re-
sult by substitution of x with Pnx in (ses1) respectively of x with Qmx in
(ses2).
Sufficiency. If the projections sequence P is exponentially bounded then
there exist M,p ≥ 1 such that
‖ Pn ‖ + ‖ Qn ‖≤Mp
n,
for every n ∈ N. If system (A) admits a (e.s.) with respect to P it results
(via Theorem 5) that there exist 0 < a < b and N, c ≥ 1 such that
‖ AnmPnx ‖ ≤ Na
m−ncn ‖ Pnx ‖≤MNa
m−n(pc)n ‖ x ‖
= N1a
m−ncn1 ‖ x ‖
and
bm−n ‖ BnmQmx ‖≤ Nc
m ‖ Qmx ‖≤ N1c
m
1 ‖ x ‖
for all (m,n, x) ∈ ∆×X, where N1 =MN and c1 = pc.
In the particular case when c = 1, we obtain
Corollary 8. The system (A) admits uniform strong exponential splitting
with projections sequence P if and only if (A) admits uniform exponential
splitting with respect to P and P is bounded.
Remark 12. If the system (A) admits a strong exponential splitting then
it also admits an exponential splitting. The following example shows that
the converse is not true.
Example 2. Let X = R2 endowed with the norm
‖ x ‖= max{|x1|, |x2|}| for x = (x1, x2) ∈ X.
Let (Pn) be a sequence in B(X) defined by
Pn(x1, x2) =
(
x1 +
(
2n
2
− 1
)
x2, 0
)
.
It is a simple verification to see that (Pn) is a projections sequence with the
complementary
Qn(x1, x2) =
((
1− 2n
2
)
x1, x2
)
.
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Moreover,
‖ Pnx ‖= 2
n2 ‖ x ‖,
‖ Qnx ‖=
(
2n
2
− 1
)
|x2| ≤‖ Qmx ‖
and
PmPn = Pn, QmQn = Qm, QmPn = 0
for all (m,n, x) ∈ ∆×X.
We consider the linear discrete-time system (A) defined by the sequence
(An) given by
An = 2Pn + 4Qn+1, for all n ∈ N.
We observe that
AnPn = Pn+1An = 2Pn, for every n ∈ N,
hence (Pn) is invariant for (A). The evolution operator asociated to (A) is
Anm = 2
m−nPn + 4
m−nQm, for all (m,n) ∈ ∆.
We shall prove that (Pn) is strongly invariant for (A).
Let (m,n) ∈ ∆. In order to prove the injectivity of Anm we consider
x = Qmz ∈ Ker Pn with A
n
mx = 0.
Because
0 = Anmx = A
n
mQnz = 4
m−nQmz,
it follows that z ∈ Ker Qm = Range Pm and hence
x = Qnz = QnPmz = 0.
To prove the surjectivity of Anm from Ker Pn to Ker Pm = Range Qm, let
y = Qmz ∈ Ker Pm. Then
x = 4n−mQnz ∈ Ker Pn
with
Anmx = 4
n−mAnmQnz = Qmz = y.
Thus P = (Pn) is strongly invariant for system (A) and the skew-evolution
operator associated to the pair (A, P ) is
BnmQm = 4
n−mQn, for all (m,n) ∈ ∆.
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Furthermore, from
‖ AnmPnx ‖≤ 2
m−n ‖ Pnx ‖
and
4m−n ‖ BnmQmx ‖=‖ Qnx ‖≤‖ Qmx ‖
for all (m,n, x) ∈ ∆ × X, it results that (A) admits an (u.e.s.) (hence an
(e.s.)) with respect to (Pn).
If we suppose that (A) admits a (s.e.s.) with projections sequence (Pn)
then, by Theorem 7, it results that (Pn) is exponentially bounded, which is
a contradiction because
‖ Pn ‖= 2
n2 , for every n ∈ N.
Remark 13. If the system (A) admits a uniform exponential splitting then
it also admits an uniform exponential dichotomy. The previous example
shows that the converse implication is not valid. More precise, if we suppose
that system (A) admits a uniform exponential dichotomy then there are two
constants N ≥ 1 and d ∈ (0, 1) such that
‖ AnmPnx ‖≤ Nd
m−n ‖ Pnx ‖
for all (m,n, x) ∈ ∆×X. In particular, for m = 2n we have that
(
2
d
)n
‖≤ N
for all n ∈ N, which is a contradiction.
Remark 14. It is obvious that (u.e.s.)=⇒(e.s.). The following example
shows that the converse implication is not true.
Example 3. Let (Pn) be the projections sequence considered in Example 2
and the linear discrete-time system (A) defined by the sequence (An) given
by
An = 2
an−an+1Pn + 4
an+1−anQn+1,
where
an =
n
1 + 2 cos2 npi2
, for all n ∈ N.
We have the evolution operator associated to (A)
Anm = 2
an−amPn + 4
am−anQm, for all (m,n) ∈ ∆
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and respectively
BnmQm = 4
an−amQn, for all (m,n) ∈ ∆
the skew-evolution operator associated to the pair (A, P ). We observe that
for all (m,n) ∈ ∆ we obtain
an − am =
n−m
3
+
2n sin2 npi2
3
(
1 + 2 cos2 npi2
) − 2m sin2 mpi2
3
(
1 + 2 cos2 mpi2
)
≤
n−m
3
+
2n
3
hence
am − an ≥
m− n
3
−
2n
3
.
Then
‖ AnmPnx ‖= 2
an−am ‖ Pnx ‖≤ 4
2n
3 2−
1
3
(m−n) ‖ Pnx ‖
and respectively
4
1
3
(m−n) ‖ BnmQmx ‖≤ 4
2
3
m ‖ Qmx ‖,
for all (m,n, x) ∈ ∆ × X. Finally, we observe that for N = 1, a = 2−
1
3 ,
b = 4
1
3 and c = 4
2
3 the system (A) admits an (e.s.).
If we suppose that system (A) admits an (u.e.s.) then there exist the
constants N ≥ 1, α ∈ R such that
2an−am ‖ Pnx ‖=‖ A
n
mPnx ‖≤ Ne
α(m−n) ‖ Pnx ‖,
for all (m,n, x) ∈ ∆ × X. In particular, for n = 2k + 1 and m = n + 1 it
follows that
2
4k+1
3 ‖ Pnx ‖≤ Ne
α ‖ Pnx ‖,
which is a contradiction.
Remark 15. We observe that Example 2 shows that (u.e.s.);(s.e.s.). The
following example presents a system (A) which admits (s.e.s.) and it does
not admits (u.e.s.).
Example 4. Let X = l∞(R) be the Banach space considered in Example 2
and let (Pn) be the projections sequence defined by
Pn(x0, x1, x2, . . .) = (x0 + (2
n − 1) x1, 0, x2 + (2
n − 1) x3, 0, . . .)
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with the complementary
Qn(x0, x1, x2, . . .) = ((1− 2
n) x1, x1, (1− 2
n)x3, x3, . . .) .
It is immediate to see that
‖ Pnx ‖= 2
n ‖ x ‖ and ‖ Qn ‖= (2
n − 1) sup
n≥0
|x2n+1| ≤‖ Qmx ‖
for all (m,n, x) ∈ ∆×X.
Let (A) be the linear discrete-time system defined by the sequence
An = 2
an−an+1Pn + 4
an+1−anQn+1,
where
an =
n
1 + 2 cos2 npi2
, for all n ∈ N.
As in Example 3 it follows that (Pn) is strongly invariant for (A) with
Anm = 2
an−amPn + 4
am−anQm,
BnmQm = 4
an−amQn, for all (m,n) ∈ ∆.
Then
‖ AnmPnx ‖≤ 4
2n
3 2−
1
3
(m−n) ‖ Pnx ‖≤ 4
5n
3 2−
1
3
(m−n) ‖ x ‖
and
4
m−n
3 ‖ BnmQmx ‖≤ 4
2m
3 ‖ Qmx ‖≤ 4
5m
3 ‖ x ‖,
for all (m,n, x) ∈ ∆×X.
Thus (A) admits a (s.e.s.) with respect to (Pn). If we suppose that (A)
admits a (u.e.s.) with respect to (Pn) then there are N ≥ 1, α ∈ R such
that
2an−am2n ‖ x ‖= 2an−am ‖ Pnx ‖=‖ A
n
mPnx ‖≤ Ne
α(m−n) ‖ x ‖
for all (m,n, x) ∈ ∆×X. In particular for m = 2k+1 and n = 2k we obtain
4k+3 ≤ Neα
for every k ∈ N, which is a contradiction.
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Remark 16. The connections between the four splitting concepts consid-
ered in this paper can be synthesized in the following diagram
(u.s.e.s.) =⇒ (u.e.s.)
⇓ ⇓
(s.e.s.) =⇒ (e.s.)
The presented examples shows that the implications (s.e.s.)⇒(u.s.e.s.),
(e.s.)⇒(s.e.s.), (e.s.)⇒(u.e.s.), (u.e.s.)⇒(u.s.e.s.), (e.s.)⇒(u.s.e.s.),
(u.e.s.)⇒(s.e.s.) and (s.e.s.)⇒(u.e.s.) are not valid.
Finally, we obtained that the studied splitting concepts are distinct. As a
particular case, similar conclusions hold for the dichotomy concepts defined
in this paper.
5. Conclusion
In this paper we consider three concepts of exponential splitting using
two concepts of projections sequences: invariant and strongly invariant for
general nonivertible and nonautonomous linear discrete-time systems in Ba-
nach spaces. These concepts are natural generalizations of some well-known
concepts of dichotomies. Characterizations of these concepts of exponential
splitting and connections (implications and counterexamples) between them
are exposed.
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