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Analysis of Periodontal Data using Circular
Statistics
Samopriyo Maitra and Thomas M. Braun

Abstract

Periodontal disease is a common cause of tooth loss in adults. The severity of
periodontal disease is usually quantified based upon the magnitudes of several
tooth-level clinical parameters, the most common of which is clinical attachment
level (CAL). Re- cent clinical studies have presented data on the distribution of
periodontal disease in hopes of providing information for localized treatments that
can reduce the prevalence of periodontal disease. However, these findings have
been descriptive without consid- eration of statistical modeling for estimation and
inference. To this end, we visualize the mouth as a circle and the teeth as points
located on the circumference of the circle to allow the use of circular statistical
methods to determine the mean location of diseased teeth. We assume the directions of diseased teeth, as determined by their tooth averaged CAL values, to be
observations from a von Mises distribution, the mean of which is a function of
mouth-level covariates. Because multiple teeth from a subject are correlated, we
use a bias-corrected generalized estimating equation approach (Mancl and DeRouen, 2001, Biometrics 57, 126–134) to obtain robust variance estimates for our
parameter estimates. Via simulations of data motivated from an actual study of
periodontal disease, we demonstrate that our methods have excellent performance
in the moderately small sample sizes common to most periodontal studies.
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1

Introduction

Periodontal disease is the most common cause of tooth loss among adults and has a prevalence of about 30-50 % in the United States (Brown and Loe, 1993). The most mild form
of periodontal disease is gingivitis, or inflammation of the gingiva, which, in the absence
of routine oral care to reduce plaque, frequently develops into periodontitis, which, if left
untreated, leads to loosening and loss of teeth. The American Academy of Periodontology
and National Institute of Dental and Craniofacial Research state that the primary cause of
periodontal disease is the presence of bacterial plaque, a sticky, colorless film that is usually
present on the surface of teeth.
The presence of a number of pathogens in the plaque has been linked with the severity of
periodontal disease. Though a single pathogen has not been identified to be most predictive
of periodontal health, Socransky et al. (1998) found that the bacterial species Porphyromonas
gingivalis, Tannerella forsythia and Treponema denticola, commonly referred to as the “red
complex,” had a high association with the severity of periodontal disease. Recently, Ramseier et al. (2009) showed that the salivary biomarkers matrix metalloproteinase (MMP)-8
and MMP-9, together with red complex pathogens, were indicative of the presence of periodontal disease. A general overview of mouth-level risk factors for periodontitis are stated
in Timmerman and Van der Weijden (2006).
The development and progression of periodontal disease is commonly quantified via longitudinal collection of several clinical parameters, including clinical attachment level (CAL),
pocket depth (PD), and a binary indicator of bleeding on probing (BOP). The point where
the crown (enamel) of the tooth connects with the root (cementum) of the tooth is known
as the cementoenamel junction (CEJ). Any detachment of the gingiva from the cementum
produces a pocket. PD quantifies the depth (in whole millimeters) of the pocket, while
CAL quantifies the vertical distance (in whole millimeters) from the base of the pocket to
the CEJ. In clinical studies of periodontal disease, all periodontal parameters are typically
measured at six sites around every tooth. Although no definitive definition of periodontitis
2
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exists, the American Academy of Periodontology has a site-specific, three-category definition
of periodontitis as being mild, moderate, or severe according to whether CAL is less than
3 mm, greater than 3 mm but less than 5 mm, and greater than 5 mm respectively (Wiebe
and Putnins, 2000).
Because the measures collected from multiple teeth of a subject are correlated, the association of periodontal disease with mouth-level risk factors could be determined using either
a marginal model or a subject-specific model. For example, Hoffman et al. (2001) analyzed
periodontal data using marginal methods, while Gillthorpe et al. (2003) used a random coefficient model in order to model periodontal disease progression. Furthermore, as clinical
measures are collected on sites and teeth with a specific orientation in the mouth, existing
statistical methods have focused on how to incorporate this orientation into the analysis of
periodontal data. Reich et al. (2007) proposed methods in which CAL data were modeled
using a conditionally autoregressive (CAR) prior model, and Reich and Hodges (2008) extended that idea to a spatiotemporal model to monitor the progression of CAL. Reich and
Bandyopadhyay (2010) used spatial factor analysis methods in order to model the number
and location of missing teeth, assuming the number and location of missing teeth to be indicative of a subject’s periodontal health. Recently, Zhang et al. (2011) used latent variable
models for analyzing tooth level caries data.
Quantifying where periodontal disease occurs in the mouth would assist in identifying
locations in the mouth most susceptible to periodontal disease and lead to better prevention
of and treatment for the disease. For example, the work of Tiwari (2010) presents a method
for delivering the antimicrobial agent metronidazole through the use of microspheres to
localize the delivery of the drug. Such a localized delivery might also be used in subjects
who are at higher risk of developing periodontal disease, but have yet to show symptoms of
the disease, as a method for reducing the prevalence of periodontal disease. However, such
an approach is only feasible once we are able to accurately determine the locations where
periodontal disease is most likely to occur.

3
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Although much published research exists on the location of periodontal disease, the majority of the results are anecdotal and descriptive and lack formal statistical inference. For
example, Loe and Brown (1991) and Thomson et al. (2000) studied specific locations of the
mouth and concluded that periodontal disease is most common at the back of the mouth.
However, their work required a priori knowledge of which locations and specific types of
teeth to examine, and lacked a mouth-wide assessment of all locations in the mouth. Additionally, various researchers have been interested in detecting variations in the intraoral
distribution of periodontal disease associated with smoking (Torrungruang et al., 2011), race
(Loe et al., 1978), age (Spalj and Plancak, 2003), pathogen levels (Riviere et al., 1995), and
other patient characteristics (Tomasi et al., 2007). However, the statistical methods used
in these examples were simplistic, relying upon summary statistics of clinical measures and
comparing these statistics across different regions of the mouth and differing patient characteristics using t-tests and ANOVA, without simultaneously modeling all locations in the
mouth. Hirotomi et al. (2010) used multilevel logistic regression to identify tooth-level and
mouth-level factors affecting periodontal disease progression, and found that multi-rooted
and maxillary teeth were at higher risk for periodontal disease progression, demonstrating
continuing interest in identifying specific locations in the mouth that are more susceptible
to periodontal disease.
Through a single statistical model, we aim to address the limitations of the studies
cited previously. Our proposed methods will allow for the identification of periodontally
diseased locations as well as quantify their dependence with mouth-level characteristics.
In contrast to existing methods, we propose a regression approach that incorporates the
multiple measurements from a subject and does not require any prior knowledge about which
specific mouth locations to include. Furthermore, our methods allow us to identify the mean
location of affected teeth, which quantifies the region in the mouth where one would expect
periodontal disease to be pronounced in the study population and how the location varies
with patient characteristics. Most importantly, through our use of a statistical model, we

4
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are able to not only estimate where periodontal disease is occurring, but ascribe inferential
concepts, i.e. standard errors and p-values to our estimates. To the best of our knowledge,
ours is the first attempt to specifically model where periodontal disease occurs and how the
location varies according to different patient characteristics.
We apply circular statistics, a specific area of directional statistics, for analyzing data
arising from periodontal studies. The primary motivation of our approach arises from the
orientation of teeth in the mouth. We assume the mouth to be a circle and the teeth to be
points lying on the circumference of the circle. The periodontal disease status of an individual
tooth is determined on the basis of its tooth-averaged CAL. Using a circular-linear regression
model (Fisher and Lee, 1992), we model the direction of diseased teeth in the mouth as a
function of mouth-level covariates. Using this model, we can determine the mean location of
periodontal disease in the mouth and also identify important predictors of where periodontal
disease occurs in the mouth. Section 2 describes the details of our proposed methods, Section
3 contains the results of simulation studies of our proposed methods as well as application
of our methods to an actual data set and Section 4 contains concluding remarks.

2
2.1

Methods
Circular Location Model

In order to incorporate the spatial orientation of teeth in the mouth, we envision the mouth
to be a circle and assume the teeth are distributed on the circumference as shown in Figure
1. We use the Universal Numbering System adopted by the American Dental Association,
in which the 32 teeth in an adult are numbered sequentially from 1 to 32, with the numbers
1-16 referring to the teeth in the upper jaw (maxillary) and the numbers 17-32 referring to
the sixteen teeth in the lower jaw (mandibular). As wisdom teeth (teeth 1, 16, 17 and 32)
are often removed in most adults even when healthy, these teeth are usually omitted from
periodontal studies, leading to a maximum of 28 teeth measured in each subject.
[Figure 1 about here.]
5
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These numbers allow us to designate a specific direction in radians for each tooth corresponding to its location in the mouth. If we assume that all 32 teeth are uniformly distributed
among the circumference of a circle covering 2π radians ranging from −π to π, tooth number
t, t = 1, 2, . . . 32, is associated with a direction of π(2t − 33)/32 radians. Thus, a location
of zero radian lies between teeth 16 and 17, designating maxillary teeth with negative radians and mandibular teeth with positive radians. We define a tooth to be diseased with
periodontal disease if its corresponding six sites have an average CAL of 3 mm or more, as
in Hoffman et al. (2001). Thus, the data to be analyzed for each subject are the locations
(in radians) of the teeth affected with periodontal disease. Since we are primarily interested
in identifying mean locations of diseased teeth, teeth not affected with periodontal disease
(mean CAL less than 3 mm) are noninformative for our purpose and therefore will not be a
part of the data to be analyzed.
We have m subjects in our study and subject i, i = 1, 2, . . . m has 1 ≤ ni ≤ 28 diseased
teeth. We let Yij denote the location of diseased tooth j, j = 1, 2, . . . ni in subject i, with
a corresponding vector of K mouth-level covariates X i = {Xi1 , Xi2 , . . . , XiK }. Since the
response variable Yij denotes an angle on a circle, we assume Yij to be a realization from
a von Mises distribution. The von Mises distribution, also known as a Circular Normal
distribution, is a continuous probability distribution on a circle (Mardia, 1972; Fisher, 1993).
It is a symmetric unimodal distribution widely used in directional statistics to model circular
data. The von Mises density for random variable Z, with mean direction µ and concentration
parameter κ, is given by
f (z) =

1
exp[κ cos(z − µ)]
2πI0 (κ)

− π ≤ z, µ < π, κ ≥ 0

(1)

where I0 (κ) is the modified Bessel function of the first kind of order zero (Abramowitz and
Stegun, 1965). The parameter µ denotes the mean direction while the parameter κ quantifies
the concentration (variability) about the mean direction with smaller values of κ indicating
greater variability.

6
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For our purposes, we assume the response Yij has a marginal von Mises distribution with
mean µi and concentration parameter κ. We denote the vector of locations for subject i as
Y i = {Yi1 , Yi2 , . . . , Yini }, which has corresponding mean locations µi = µi 1ni . We note that
each response Yij is a circular random variable while the corresponding vector of mouth-level
or mouth-level covariates X i are not circular, i.e. are continuous or categorical as with
standard regression approaches. Hence, in order to study the relationship between Yij and
X i , we use a so-called circular-linear regression model (Fisher and Lee, 1992). This model
assumes a monotone link function that maps the explanatory variables to a circle. Though
a variety of choices of the link function can be used, as discussed in Fisher and Lee (1992),
we use the link function h(x) = 2 arctan(x). Hence, the circular-linear regression equation
for modeling the marginal response is
µi = 2 arctan(β0 + β1 Xi1 + β2 Xi2 + ...βK XiK ) = 2 arctan(ηi )

(2)

where ηi = β0 + β1 Xi1 + β2 Xi2 + ...βK XiK .
We note that our methods can incorporate covariates measured at both mouth-level
(equal for all teeth in the same mouth) and tooth-level (possibly different for each tooth
in the same mouth). However, we focus solely on mouth-level covariates as our model (2)
results in a single mean location per subject of where periodontal disease exists in a mouth.
Tooth-level predictors in our regression model would output a vector of mean locations for
each subject, which though statistically correct, would not be easily interpretable in our
setting. This challenge in interpretation is analogous to the use of time-varying covariates
with longitudinal data. Our goal is to find mouth-level characteristics that may be associated
with disease location. We note that some of these mouth-level covariates can be summary
statistics of tooth-level measures, i.e. average pathogen level throughout the mouth or the
mean number of locations that bleed when probed.
One crucial assumption of a von Mises distribution is that the location of periodontal
disease is unimodal, an assumption that some may view as debatable. We first note that
ours is the first attempt at modeling the distribution of periodontal disease locations, and no
7
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conclusive proof exists regarding whether unimodality is a valid assumption, as any evidence
of multi-modality of periodontal disease locations is based mostly on anecdotal evidence
from relatively small samples of data, with no formal attempts to determine whether more
than one mode can be detected relative to the amount of variability inherent in the data.
Mombelli and Meier (2001) and Darby et al. (2012) studied the distribution of periodontal
disease and have noted a symmetry among the left and right sides of the mouth with respect
to the distribution of periodontal disease in patients suffering from severe periodontal disease.
Similarly, Thomson et al. (2000) and Loe and Brown (1991) observed that teeth at the back
of the mouth, and particular to one side of the mouth showed the greatest indications for
periodontal disease. When affected teeth mostly occur on one side and at the back of the
mouth, our methods should give a valid estimate of the mean direction. We further note that
for bimodal data where there similarity between opposing teeth in both jaws, our algorithm
would result in a mean direction that is the average direction between the two modes, but
closer to the the part of the mouth having the maximum number of affected teeth (see
simulation results in Section 3).

2.2

Computing Mean Parameter Estimates and Their Standard
Error Estimates

Our goal is to estimate the regression coefficients β=(β0 ,β1 ,...,βK )T in equation (2) and
derive consistent variance estimates of the parameter estimates. Our data is comprised of
multiple locations of diseased teeth per person, the number of which can vary from person
to person, that are likely to be correlated due to the presence of some unobservable (latent)
subject characteristics. Although this correlation could be incorporated through the inclusion of random effects in equation (2), such an approach changes the interpretation of the
coefficients to be conditional on the values of the random effects. We instead focus on a
population-averaged (marginal) approach for determining where periodontitis in the mouth.
Given that we intend to model the marginal effects of the covariates, we have chosen to
account for the correlation of locations from the same subject using generalized estimating
8
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equations (GEE) (Liang and Zeger, 1986). The advantage of GEE is that it does not require
the correlation structure to be correctly specified in order to produce consistent estimates of
the regression parameters, assuming that mean structure of the locations has been correctly
specified. Moreover, GEE can produce consistent variance estimates for the regression parameter estimates even if the correlation structure is misspecified, although incorporating a
correctly-specified correlation structure leads to improved efficiency (Lipsitz et al., 1994).
This last fact is important in our setting, because it is difficult to quantify the correct
correlation structure with periodontal outcomes. The within-subject correlation of locations
is not only related to the proximity of teeth to each other, but is also related to the biological
functioning of the teeth, i.e. two molars, although in different regions of the mouth, are
expected to be more correlated than a molar and incisor that are in different regions of the
mouth. Hence, the assumption of any standard correlation structure, e.g. exchangeable or
autoregressive, seems unreasonable in our setting, while an unstructured correlation matrix
will require the estimation of far too many parameters. Thus, our methods will simply assume
independence of locations from the same subject when estimating the regression parameters,
i.e. use an independence “working” correlation matrix, and then use the resulting residuals
to produce “robust”, or so-called “sandwich”, variance estimates.
We note that Artes et al. (2000) and Song (2007) have both discussed the application
of GEE to correlated circular outcomes. However, both of those approaches focused upon
the large-sample properties of GEE and did not examine settings with a small or moderate
number of subjects. Through our work, we have found that the robust variance estimates
produced by GEE are quite biased in the sample sizes seen with most periodontal studies
and lead to inflated Type I error rates. Thus, we propose the use of a bias-corrected robust
variance estimator based on the methods of Mancl and DeRouen (2001). We now present
details of GEE and the bias-correction methods that are pertinent to outcomes with marginal
von Mises distributions.
The von Mises distribution, specified by equation (1), falls under the general family of

9
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dispersion models having unit deviance function d(z; µ) = 2[1 − cos(z − µ)] (Jorgensen,
1997). The deviance score and the unit variance function are related to the unit deviance
2

∂
−1
= sin(z−µ) and V (µ) = 2[ ∂µ
= 1 respectively.
function as δ(z; µ) = − 21 ∂(d(z;µ))
2 d(z; µ)|z=µ ]
∂(µ)

For dispersion models, residuals are generally defined as the scaled deviance scores and are
formulated as r(z; µ) = V (µ)δ(z; µ). Since the von Mises distribution has a unit variance
function V (µ) = 1, the residuals are equal to the deviance scores.
We define the vector of score residuals for subject i as ri = (ri1 , ri2 , ..., rini )T where the
residual corresponding observation j is defined as rij = sin[yij −2 arctan(ηi )]. It can be shown
that Var(rij ) = κ−1 A1 (κ), where A1 (κ) = I1 (κ)/I0 (κ) is the mean resultant length and Ip (κ)
is the modified Bessel function of the first kind of order p (Abramowitz and Stegun, 1965).
As we assume that the observations, and hence the residuals, from a subject are independent,
we use the working covariance matrix Σi = A1 (κ)κ−1 I ni , where I ni is an ni × ni identity
matrix. Based upon the basic methodology for GEE, we estimate β from the equation:
Ψ(β) =

m
X

D Ti r i = 0

(3)

i=1

where D Ti = X i Z i , X i is a design matrix of order p×ni and Z i =(1+ηi2 )−1 I ni . The working
covariance matrix Σi being a constant multiple of an identity matrix does not directly appear
in the estimating equation (3).
The model based variance estimator of β̂, i.e. the variance estimator of β̂ assuming
the correlation has been correctly specified is given by V arM B (β̂) = S(β̂)−1 where S(β) =
X
E[Ψ0 (β)] = A1 (κ)
D Ti D i . However, because Σi is misspecified, making V arM B (β̂) inconi

sistent, an alternative is the robust, or so-called “sandwich” variance estimator V arR (β̂) =
X
S(β̂)−1 V (β̂)S(β̂)−1 , where V (β) = E[Ψ(β)Ψ(β)T ] =
D Ti cov(r i )D i . Usually cov(r i ) is
i
X
T
T
T
estimated by r i r i and thus V (β) =
Di ri ri Di .
i

However, the robustness property of V arR (β̂) to the misspecification of the working
covariance matrix is a large-sample concept, and the working covariance matrix may still
negatively influence V arR (β̂) in finite samples, which is what we discovered in our sim10
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ulations. As result, we propose the use of the bias-corrected robust variance estimator,
computed using a first order Taylor series expansion of the residual vector ri , as in Mancl
X
and DeRouen (2001). If we denote V1 (β) =
D Ti (I i −H ii )−1 r i r Ti (I i −H ii )−1 D i , in which
H ii = D i

X

D Ti D i

−1

i

D Ti , the bias-corrected robust variance estimator of β̂ is given by

i

V arBC (β̂) = S(β̂)−1 V1 (β̂)S(β̂)−1 . In comparison to the uncorrected variance estimator, the
bias-corrected variance estimator uses an additional term (I i −H ii )−1 which serves to inflate
the robust variance, making V arBC (β̂) more likely to yield a consistent variance estimate
than V arR (β̂).
We note that in our setting, the methods of Mancl and DeRouen (2001) require the
computation of the first derivative of the deviance function with respect to the mean function.
Due to the computational complexity of this first derivative, we chose to use the expected
value of the corresponding derivative as a very accurate approximation that was much simpler
to compute. Existing literature (Paik, 1998; Lipsitz et al., 1994) has suggested the use of
Student’s t or F -distribution as a reference distribution instead of the asymptotic normal
or chi-square distribution applied to a Wald statistic. However, the choice of the degrees of
freedom to be used is rather subjective. As suggested by Mancl and DeRouen (2001), we
have chosen to use a t-distribution with degrees of freedom equal to the difference between
the number of subjects and the number of parameters in the regression model, as it leads to
a Wald test with approximately nominal size in our simulations.
In order to get starting parameter values for the GEE algorithm, we assume that the data
are uncorrelated. We fit the von Mises distribution (1) to the data and obtain the maximum
likelihood estimates (MLE) of µ and κ, as described in Fisher (1993) and Jammalamadaka
and SenGupta (2001). We choose the MLE of κ as its starting value for our algorithm, and
the MLE of µ is not used further. From equations (1) and (2), the value of β that maximizes
the log-likelihood, assuming independent observations, is equal to the value that maximizes
l(β) =

ni
m X
X

cos{θij − 2 arctan(β0 + β1 Xi1 + β2 Xi2 + ...βK XiK )}

i=1 j=1

11
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Over a fixed grid of values, we find the value of β0 that maximizes l(β) when we restrict
β1 , β2 , ..., βK to be zero. We use this estimate of β0 to find the value of β1 that maximizes
l(β), over a fixed grid of values, when we restrict β2 , β3 , ..., βK to be zero. We carry on this
procedure until we get initial estimates for all the elements of β.
Once the starting values are computed, estimates of β and κ are computed recursively.
Since the estimating equation (3) cannot be solved analytically, we use a standard Newton
Scoring algorithm for estimating β. We obtain the updated β̂new from the previous estimate
β̂old using
−1

β̂new = β̂old − S(β̂old ) Ψ(β̂old )
The updated estimate, κ̂, is computed using the inverse of the relation
! m
ni
m X
X
X
cos(θij − 2 arctan(η̂i )) /(
ni )
A1 (κ̂) =
i=1 j=1

3
3.1

i=1

Numerical Examples
Simulation of Data

We now examine the performance of our methods using simulations of periodontal data motivated by a study described in Ramseier et al. (2009). We are interested in determining
the ability of our methods to identify mouth-level covariates that are significantly associated
with the location of periodontal disease. Our simulations focus upon two mouth-level covariates: (i) the proportion of sites in the mouth that experience bleeding on probing (BOP),
and (ii) the percentage of total plaque bacterial pathogen load (PL) belonging to the red
complex pathogen group. We assume that the number of diseased teeth in a person follows
a Poisson distribution with mean λ = 5.81, which is the mean number of diseased teeth i.e.
teeth having average CAL greater than 3 mm, at baseline for the data described in Ramseier
et al. (2009). The 99th percentile of this Poisson distribution is 12, which is also a realistic
upper bound on the number of diseased teeth expected to occur in a person.
12
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For a given subject i, i = 1, 2, . . . m, there are ni diseased teeth. We denote Bi as the
proportion of sites experiencing BOP for subject i and Pi as the mouth level PL for subject
i. Without loss of generality, we have assumed that if subject i has ni diseased teeth, those
diseased teeth occur at teeth numbered 1, 2, . . . ni , which means that in our simulations
periodontal disease is occurring more frequently on one side of the upper jaw. We simulate
Bi and Pi using the linear mixed effects models: logit(Bi ) = µB + γ1 ni + ui + eB
i and
Pi = µP + γ2 ni + ui + ePi where µB is the mean log odds of proportion of sites experiencing
BOP and µP is the mean PL in subjects having at least one diseased tooth. We incorporate
a random subject effect ui that has a normal distribution with mean 0 and variance τ 2 ,
denoted ui ∼ N (0, τ 2 ), to create correlation among measures from the same subject. The
2
P
2
error terms eB
i ∼ N (0, σB ), and ei ∼ N (0, σP ) are mutually independent of each other and

the random subject effect ui .
In our simulation algorithm the parameter τ 2 denotes the random subject effect variance.
The strength of the association of the two mouth-level covariates with the location of periodontal disease is quantified by the parameters γ1 and γ2 . Thus when τ = γ1 = γ2 = 0 there
is no dependence between the covariates and the affected teeth locations, and the observations from a subject are independent. In this setting, mouth level BOP and PL values are
distributed randomly throughout the mouth and neither is associated with where periodontal disease is occurring. We refer to this one as our “null setting”. Non-zero values of γ1 and
γ2 indicate that BOP and PL have an association with the location of periodontal disease.
Furthermore, the dependence of the mouth level covariates on the location of periodontal
disease is incorporated using the number of diseased teeth as we assume the diseased teeth
to be occurring at consecutive tooth numbers starting with tooth numbered one. The values
of the parameters presented above were chosen such that the distribution of the simulated
data were similar to the baseline data in Ramseier et al. (2009), resulting in µB = 0.04,
µP = 3.6, τ = 0.2, σB = 0.4, σP = 0.6.
Although our approach for simulating data does not match the model we chose to analyze

13
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the data, we chose to simulate the data with consecutive teeth as diseased for several reasons.
First, our approach was a simple way to generate unimodal periodontal data. Second, as
we know that affected teeth occur on only one side of the mouth, we can get an idea about
average direction of affected teeth in our simulated datasets. Hence we will be able to
calculate the mean direction of affected teeth in the simulated datasets and compare it to
the estimated direction at the mean value of the covariate(s) using our fitted model. Thus,
our approach provides a way to assess the performance of our estimation method and check
if we are able to predict the mean location well when we correctly assume the unimodality
of periodontal disease. Third, we are able to examine the performance of our methods in
settings where the data is generated from a model different from that used to analyze the
data.

3.2

Simulation Results

We first focus on modeling the marginal association between the proportion of sites with
BOP and location of periodontal disease. We simulated 2,000 sets of data in four different
settings and three different sample sizes of m ∈ {30, 50, 100}. The first setting is our “null”
setting in which both γ1 = 0 and τ 2 = 0, so that BOP occurs randomly throughout the
mouth. The remaining three settings examine increasing magnitudes of association between
BOP and the location of periodontal disease. In each simulated set of data, we fit the
regression model µi = 2arctan(β0 + β1 Bi ) and record β̂1 , the estimate of β1 , as well as
the bias-uncorrected and bias-corrected standard error estimates of β̂1 . Among the 2,000
simulation results, we computed the empirical mean and standard deviation of the estimates
of β1 . For each simulation, we also performed a Wald test for β1 = 0 using the bias-corrected
standard error estimate and recorded whether or not the test indicated rejection based upon
a t-distribution with (m − 2) degrees of freedom. For the “null” setting, we expect the Wald
test to have nominal size of 0.05, indicated by the observed proportion of simulations with
rejection lying in the interval (0.040, 0.060). The results are shown in Table 1.

14
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[Table 1 about here.]
For the null model, we see that the bias-corrected standard error estimate is close to
the empirical standard error of β̂1 . However, the uncorrected standard error estimate is
negatively biased, with the amount of underestimation being greater for smaller sample sizes.
Thus, inference should be based on the bias-corrected variance estimator instead of the robust
variance estimator. Histograms and quantile-quantile plots of the Wald statistics, calculated
using the bias-corrected standard error, showed that the distribution was symmetric but had
heavier tails than expected for a standard normal distribution. The empirical variance and
kurtosis of the Wald statistics were close to that of a t-distribution with (m − 2) degrees of
freedom, thereby supporting the proposal of Mancl and DeRouen (2001).
In the three settings where an association exists between proportion of sites experiencing BOP and location of periodontal disease, we continue to see that the bias-corrected
standard error estimate is close to the empirical standard error of β̂1 , with the uncorrected
standard error continuing to underestimate the true standard error. We note that γ1 values
of 0.03, 0.05 and 0.07 correspond to average Spearman rank correlations of 0.07, 0.11 and
0.15 between the proportion of sites experiencing BOP and the direction of diseased teeth,
respectively. Thus, our proposed algorithm has good power for moderately sample sizes even
when the correlation between the proportion of sites experiencing BOP and the location of
periodontal disease is modest.
In order to study the marginal association between bacterial pathogen load (PL) in the
mouth and location of periodontal disease, we fit the regression model µi = 2arctan(β0 +
β2 Pi ). We simulated data using the same approach that we used for assessing the marginal
association of mouth-level BOP with location of periodontal disease. The results are presented in Table 2 where γ2 values of 0.05, 0.07, 0.09 correspond to average Spearman rank
correlations of 0.08, 0.11, 0.14 between PL and direction of diseased teeth respectively. As
with mouth-level BOP, the results in Table 2 show the improvement of the bias-corrected
standard error in comparison to the bias-uncorrected standard error in all the four scenarios.
15
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[Table 2 about here.]
Furthermore, in order to study the association between proportion of sites experiencing
BOP and location of periodontal disease conditional on the value of mouth-level PL we
consider the model µi = 2arctan(β0 + β1 Bi + β2 Pi ). Inference using simulation results,
presented in Table 3, are analogous to those presented in Tables 1 and 2. However, the
test sizes are now calculated in reference to a t-distribution with (m − 3) degrees of freedom.
Here, the three settings which examine increasing association between the covariates and the
location of diseased teeth correspond to average Spearman rank correlations of 0.16, 0.19,
0.23 between the covariates BOP and PL respectively.
[Table 3 about here.]
We also note that we found that across all simulation settings and both covariates,
our fitted regression models tended to predict the mean direction of diseased teeth to be
-2.50 radians which corresponds to tooth number four. This is to be expected, as we had
simulated the data assuming that the number of diseased teeth in a subject follows a Poisson
distribution with mean 5.81, with diseased teeth numbered in an ascending order starting
from tooth number one. Since the circular mean of the directions corresponding to tooth
numbers 1 to 6 is -2.55 radians, our regression models give a good prediction of the mean
direction of diseased teeth.
We also fitted our methods to bimodal data such that when a tooth is affected, the tooth
on the contralateral side, i.e. on the opposite jaw, is also affected. We simulated 2,000 sets
of data of 30 subjects each, similar to the data summarized in Tables 1-3, such that the
affected teeth occur around modes at teeth 15 and 18, i.e. on the left side of the mouth, and
there are more affected teeth at and adjoining tooth numbered 18 along the lower left jaw.
Our algorithm resulted in a mean direction corresponding to edge between teeth 17 and 18
(results not shown). This suggests that with bimodal data, our algorithm will produce a
mean direction that is close to the mean of the two modes and skewed towards the mode
16
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with a greater propensity of the data. We confirmed these conclusions by simulating data
in three additional settings with the modes located at two different teeth and found that
our conclusions held with these settings as well (results not shown). However, we emphasize
in settings like these that a simple plot of the resulting residuals (as presented in the next
section) would indicate that an assumption of a unimodal distribution of periodontal disease
would be suspect.

3.3

Data Analysis

We applied our methods to the data motivating our simulations, which came from the clinical
trial described in Ramseier et al. (2009) and Kinney et al. (2011). This non-randomized
observational study, conducted at the Michigan Center for Oral Health Research, involved
50 periodontally healthy and 50 periodontally diseased subjects, based upon entry criteria
specified in Ramseier et al. (2009). Investigators gave periodontal exams and collected saliva
samples from each of the 100 subjects at baseline, as well as six and twelve months after
enrollment. Among the data recorded for each subject, we focus upon the tooth-level mean
CAL, proportion of sites in the mouth experiencing BOP, and the total percentage of the
bacterial pathogens P. gingivalis, T. denticola, and T. forsythia present in the saliva.
We wish to use our methods to examine if the mean location of diseased teeth is associated
with mouth level BOP and/or pathogen levels at baseline or six months. At baseline, there
were 42 subjects with at least one diseased tooth (mean CAL > 3 mm) contributing a total of
244 teeth. At six months, there were 33 subjects with at least one diseased tooth contributing
a total of 199 teeth. The decrease in sample size is due to the loss of a few subjects during
the first six months of the study, as well as the Hawthorne effect (Braunholtz et al., 2001)
common in observational studies, i.e. patients in the study naturally improved their oral
health behaviors slightly once enrolled in the study. The maximum likelihood estimate of
the mean location of periodontal disease at baseline is -0.33 radians, which corresponds to
tooth number 15 in Figure 1. These results supported our cursory exam of the data, in which
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we saw periodontal disease occurring at molars and other teeth at the back of the mouth.
We then applied our algorithm to study both the marginal and joint associations of
mouth-level BOP and PL on the mean location of periodontal disease. We fit the models µi =
2arctan(β0 + β1 Bi ) and µi = 2arctan(β0 + β2 Pi ) in order to study the marginal association
with proportion of BOP and percentage of red complex pathogen level separately. We also
fit the model µi = 2arctan(β0 + β1 Bi + β2 Pi ) which quantifies the joint dependence of the
predictors with the diseased locations. As in earlier sections, we consider inference using
the bias-corrected standard error estimate and assuming the Wald statistic follows a null
t-distribution. The results are tabulated in Table 4. We find that neither proportion of sites
with BOP nor percentage of red complex pathogens at baseline have an association with
location of periodontal disease at the beginning of the study (baseline). However, we see a
much stronger association of both factors at six months with location of periodontal disease
at six months, with a slightly stronger association for percentage of red complex pathogens
than proportion of sites with BOP whether modeled alone or jointly. This result is also
supported by the findings of Ramseier et al. (2009), in which pathogen load was found to
have a stronger association with periodontal disease than level of BOP.
[Table 4 about here.]
We examined the standardized residuals from our model to assess our assumption of a
marginal von Mises distribution using the approach of Song (2007). For Yij ∼ von Mises
(µi , κ), the standardized residual for observation j from the subject i is defined as êij =
[A1 (κ̂)/κ̂]−1/2 sin(Yij −µ̂i ). A plot of the standardized residuals êij against the estimated mean
direction µ̂i can be used to check for the validity of the marginal distributional assumption.
Ideally we would expect all the points to be randomly scattered around zero and about 95%
of the points to be between -2 and 2. For our baseline data, the residual plots obtained from
modeling the predictors separately, as shown in Figure 2, and using the joint modeling of
the two predictors show that there is no obvious violation of our assumption.
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[Figure 2 about here.]

4

Discussion

Our methodology provides an improvement over the current state of art as there is no formal
statistical approach designed for specifically determining the location of periodontal disease.
Existing literature usually considers observations on a priori selected specific regions of the
mouth and then compares the frequency of affected teeth across these regions in the mouth
without any formal modeling. Furthermore, most of the existing work fails to account for
multiple measurements from a subject and considers summary information aggregated over
the selected mouth regions. Nonetheless, there are issues with our methods that motivate
further research. One could consider fitting mixtures of unimodal von Mises distributions
or a generalized von Mises distribution (Gatto and Jammalamadaka, 2007) to allow for the
analysis of multi-modal periodontal data and methods for determining the appropriate number modes. However, such generalization is not immediately straightforward, as Gatto (2008)
states a number of theoretical challenges with using a mixture of von Mises distributions.
A major issue is that the likelihood function of the mixture of von Mises(µ1 , κ1 ) and von
Mises(µ2 , κ2 ) distributions is unbounded. Thus an overall supremum of the likelihood of a
von Mises mixture does not give a consistent estimate although some other local supremum
do so.
Although we chose to use the bias-corrected variance estimator of Mancl and DeRouen
(2001), alternate approaches have been proposed by Fay and Graubard (2001) and Kauermann and Carroll (2001). It can be shown that the methods of Mancl and DeRouen (2001)
and Fay and Graubard (2001) both lead to the same bias-corrected standard error estimator
with von Mises marginal distributions. Via simulation, we also found that the degrees of
freedom estimators of Fay and Graubard (2001) led to an underestimated size for the Wald
test (results not shown). We also applied the methods of Kauermann and Carroll (2001)
to the simulation settings presented in Section 3.1 and found slight improvement to the un19
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corrected robust standard errors, but not as much as the methods of Mancl and DeRouen
(2001), which is expected given the findings of Lu et al. (2007). Thus, we recommend the
use of the approach of Mancl and DeRouen (2001) in our methods.
In our motivating dataset, subjects had few missing teeth, and of the few teeth for which
measures were missing, there was no discernible pattern in the missingness at baseline nor
at six months, and no tooth that was diseased at baseline was missing at six months. In
reality, subjects with existing periodontal disease may previously had other teeth removed,
some of which may have been due to chronic periodontal disease. Such missing data poses
a challenge, as the missing teeth are not missing at random (MAR), which a necessary
assumption for the validity of the robust standard errors produced by marginal approaches
such as GEE (Kenward and Molenberghs, 1998). Thus, the investigation of the performance
of our methods with data with greater numbers of non-randomly missing teeth is certainly
an important future area of research.
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Figure 1: Diagram showing orientation of teeth in the mouth including numbering according
to the Universal Numbering System.

26

http://biostats.bepress.com/umichbiostat/paper91

3
2

3
2
●
●
●

●●

● ●
●
●
●●
●
●●

●
●

●●

●
●
●
●
●
●
●

●
●
●●
●●
●
●
●
●●
●
●
●
●●

●
●●
●●

●
●●
●
●
●

●
●
●

●
●● ●
●●
●
●●
●●
●
●
●●
●●
●●
● ●
●
●
●
●●
●●
●
●
●●
● ●
●
●
● ●
●
●●
●
●
●
● ●
●●
●
●
●
●● ●
●●
●
●
● ●
●●

●

●

●
●
●
●
●

●

●
●
●
●
●

●

1

●

●
●●
● ● ●●
●
●
●● ●
● ●
● ●● ●●
●● ● ● ● ●
● ●
● ● ●
●
● ●
●
● ● ●
●
●
●●
●
●
●
● ● ●
●
●● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
● ● ●●
●
●
●
●
●
● ● ●
●
●
● ●
●
●
●
●
●
●
●
● ● ● ●●
● ●●
● ●●
●
●
●
●
●
● ● ●
● ●●
●
●
● ●
●
●
●● ●
●● ●●
● ●●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
● ●
●
● ●
●
●
●
●
● ●●
●
●
●
● ●
●
●
●
● ●

●
●
●
●
●

●

●

●

●
●

●●
●

●
●

●
●
●

●

●

●

−3

−3

−2

−1

●●

●
●
●

0

0

●

●

−1

●

●
●
●
●●
●●
●●
●● ●●
●
●
●●
● ●
● ●●
●
● ●●
●●
●
● ●●
●
●
●●
●
●
●●
● ●●
●
●
●●
●●
●

Standardized Residuals

1

●
●
●
●●
●●
●●
●●
● ● ●
●
●●
●●
●

−2

Standardized Residuals

●
●
●
●
●
●

−0.5

−0.3

−0.1

−0.5

Estimated mean direction

0.0

0.5

Estimated mean direction

Figure 2: Standardized residual plots corresponding to the baseline data analysis in Section
3.3. Left plot displays the residuals calculated using average BOP and right plot displays
the residuals calculated using average PL as predictors.
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Table 1: Table showing the mean of estimated parameters and corresponding test sizes obtained on fitting the model: µi = 2arctan(β0 + β1 Bi ) for 2,000 simulated datasets. The test
sizes were calculated using bias-corrected standard error estimates assuming that the resulting Wald statistic followed a t-distribution with (m − 2) degrees of freedom; E=empirical;
UC=uncorrected; BC=bias-corrected.
Sample
Setting
Size (m) Mean β̂1
γ1 = 0.00; τ = 0.00
30
0.05
50
0.02
100
-0.01
γ1 = 0.03; τ = 0.2
30
1.70
50
1.68
100
1.64
γ1 = 0.05; τ = 0.2
30
2.74
50
2.72
100
2.69
γ1 = 0.07; τ = 0.2
30
3.71
50
3.69
100
3.67

SE of β̂1
E
UC BC TestSize
2.51 2.09 2.55
0.05
1.85 1.68 1.90
0.05
1.30 1.22 1.30
0.05
2.26 1.87 2.30
0.11
1.69 1.49 1.69
0.17
1.16 1.09 1.17
0.27
2.23 1.84 2.28
0.21
1.67 1.47 1.68
0.36
1.17 1.08 1.16
0.63
2.20 1.80 2.27
0.36
1.65 1.43 1.66
0.60
1.16 1.05 1.14
0.90
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Table 2: Table showing the mean of estimated parameters and corresponding test sizes obtained on fitting the model: µi = 2arctan(β0 + β2 Pi ) for 2,000 simulated datasets. The
test sizes were calculated using bias-corrected standard error estimates assuming the resulting Wald statistic followed a t-distribution with (m − 2) degrees of freedom; E=empirical;
UC=uncorrected; BC=bias-corrected.
Sample
Setting
Size (m) Mean β̂2
γ2 = 0.00; τ = 0.00
30
0.01
50
0.00
100
-0.01
γ2 = 0.05; τ = 0.2
30
0.31
50
0.31
100
0.32
γ2 = 0.07; τ = 0.2
30
0.42
50
0.42
100
0.43
γ2 = 0.09; τ = 0.2
30
0.51
50
0.52
100
0.52

SE of β̂2
E
UC BC Test Size
0.40 0.34 0.42
0.05
0.30 0.27 0.31
0.05
0.21 0.20 0.21
0.05
0.36 0.30 0.38
0.12
0.27 0.24 0.28
0.19
0.19 0.18 0.19
0.37
0.35 0.29 0.37
0.19
0.26 0.23 0.27
0.33
0.19 0.17 0.19
0.61
0.34 0.28 0.36
0.29
0.25 0.22 0.26
0.48
0.18 0.16 0.18
0.82
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Table 3: Table showing the mean of estimated parameters and corresponding test sizes obtained on fitting the model: µi = 2arctan(β0 +β1 Bi +β2 Pi ) for 2,000 simulated datasets. The
test sizes were calculated using bias-corrected standard error estimates assuming the resulting Wald statistic to follow a t-distribution with (m − 3) degrees of freedom; E=empirical;
UC=uncorrected; BC=bias-corrected.
Sample
Setting
Size (m) Mean β̂1
γ1 = 0.00, γ2 = 0.00; τ = 0.00
30
0.06
50
0.02
100
-0.02
γ1 = 0.03, γ2 = 0.05; τ = 0.2
30
1.42
50
1.39
100
1.34
γ1 = 0.05, γ2 = 0.07; τ = 0.2
30
2.30
50
2.28
100
2.21
γ1 = 0.07, γ2 = 0.09; τ = 0.2
30
3.08
50
3.05
100
2.98

SE of β̂1
E
UC BC Test Size
2.62 2.09 2.74
0.05
1.92 1.67 1.97
0.04
1.31 1.22 1.32
0.05
2.35 1.86 2.47
0.07
1.73 1.48 1.76
0.11
1.18 1.09 1.19
0.19
2.31 1.83 2.46
0.14
1.72 1.45 1.74
0.26
1.18 1.06 1.18
0.45
2.28 1.79 2.43
0.23
1.69 1.42 1.72
0.41
1.16 1.04 1.16
0.73

Sample
Setting
Size (m) Mean β̂2
γ1 = 0.00, γ2 = 0.00; τ = 0.00
30
0.01
50
0.001
100
-0.01
γ1 = 0.03, γ2 = 0.05; τ = 0.2
30
0.27
50
0.28
100
0.28
γ1 = 0.05, γ2 = 0.07; τ = 0.2
30
0.35
50
0.35
100
0.35
γ1 = 0.07, γ2 = 0.09; τ = 0.2
30
0.40
50
0.40
100
0.40

SE of β̂2
E
UC BC Test Size
0.42 0.34 0.45
0.04
0.31 0.27 0.32
0.05
0.21 0.20 0.21
0.05
0.38 0.30 0.41
0.10
0.28 0.24 0.29
0.15
0.19 0.18 0.20
0.29
0.36 0.29 0.40
0.13
0.27 0.23 0.28
0.23
0.19 0.17 0.19
0.45
0.35 0.28 0.38
0.18
0.26 0.22 0.27
0.31
0.18 0.16 0.18
0.60
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Table 4: Estimated parameters and bias-corrected standard error estimates obtained on
fitting the models: (i)µi = 2arctan(β0 + β1 Bi ) (ii)µi = 2arctan(β0 + β2 Pi ) (iii)µi =
2arctan(β0 + β1 Bi + β2 Pi ). ‘ ∗ ∗0 denotes significance with p-value < 0.05 and ‘∗0 denotes
significance with 0.05 ≤p-value ≤ 0.10. The p-values are based on a t-distribution with
(m − p) degrees of freedom where ‘m’ denotes the number of subjects and ‘p’ the number of
parameters in the regression model.

Predictors
(i) BOP only
(ii) PL only
(iii) BOP and PL

Affected teeth locations at
baseline (m = 42)
β̂1 (se)
β̂2 (se)
-0.33(1.54)
n/a
n/a
0.08(0.12)
0.06(1.55)
0.08(0.13)

Affected teeth locations at
month 6 (m = 33)
β̂1 (se)
β̂2 (se)
-1.31(1.25)
n/a
n/a
-0.34(0.21)∗
-1.61(1.15)∗ -0.39(0.19)∗∗

31

Hosted by The Berkeley Electronic Press

