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Abstract
Magnetic fields are ubiquitous in galaxy cluster atmospheres and have a variety
of astrophysical and cosmological consequences. Magnetic fields can contribute
to the pressure support of clusters, affect thermal conduction, and modify the
evolution of bubbles driven by active galactic nuclei. However, we currently
do not fully understand the origin and evolution of these fields throughout
cosmic time. Furthermore, we do not have a general understanding of the
relationship between magnetic field strength and topology and other cluster
properties, such as mass and X-ray luminosity. We can now begin to answer
some of these questions using large-scale cosmological magnetohydrodynamic
(MHD) simulations of the formation of galaxy clusters including the seeding
and growth of magnetic fields.
Using large-scale cosmological simulations with the FLASH code combined
with a simplified model of the acceleration of cosmic rays responsible for the
generation of radio halos, we find that the galaxy cluster frequency distribution
and expected number counts of radio halos from upcoming low-frequency sur-
veys are strongly dependent on the strength of magnetic fields. Thus, a more
complete understanding of the origin and evolution of magnetic fields is neces-
sary to understand and constrain models of diffuse synchrotron emission from
clusters.
One favored model for generating magnetic fields is through the amplification
of weak seed fields in active galactic nuclei (AGN) accretion disks and their
subsequent injection into cluster atmospheres via AGN-driven jets and bubbles.
However, current large-scale cosmological simulations cannot directly include
the physical processes associated with the accretion and feedback processes of
AGN or the seeding and merging of the associated SMBHs. Thus, we must
include these effects as subgrid models. In order to carefully study the growth
of magnetic fields in clusters via AGN-driven outflows, we present a systematic
study of SMBH and AGN subgrid models. Using dark-matter only cosmological
simulations, we find that many important quantities, such as the relationship
between SMBH mass and galactic bulge velocity dispersion and the merger rate
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of black holes, are highly sensitive to the subgrid model assumptions of SMBHs.
In addition, using MHD calculations of an isolated cluster, we find that magnetic
field strengths, extent, topology, and relationship to other gas quantities such
as temperature and density are also highly dependent on the chosen model of
accretion and feedback.
We use these systematic studies of SMBHs and AGN inform and constrain
our choice of subgrid models, and we use those results to outline a fully cos-
mological MHD simulation to study the injection and growth of magnetic fields
in clusters of galaxies. This simulation will be the first to study the birth and
evolution of magnetic fields using a fully closed accretion-feedback cycle, with
as few assumptions as possible and a clearer understanding of the effects of the
various parameter choices.
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To GB.
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Chapter 1
Introduction
1.1 The observed universe
Multiple independent lines of evidence, including fluctuations in the cosmic
microwave background (e.g., Komatsu et al. 2011), the large-scale matter dis-
tribution (e.g., Percival et al. 2001), and distance measurements to Type Ia
supernovae (Perlmutter et al. 1999; Riess et al. 1998), indicate that the universe
arose from a hot, dense state roughly 13.7 billion years ago and is currently
comprised of roughly 4% baryonic matter, 20% dark matter, which is most
likely a form of massive, non-relativistic, weakly-interacting particles, and 70%
dark energy, which drives the current accelerating expansion of the universe.
Neutrinos and radiation make up the negligible remainder at the present day.
Structures in the universe most likely arose from quantum mechanical random
fluctuations in the vacuum that expanded to macroscopic scales during the in-
flationary epoch, a period in the early universe of rapid expansion (Guth 1981;
Linde 1982; Albrecht et al. 1982). This basic model of our universe is known
as the Concordance Model, or ΛCDM, for dark energy plus cold (i.e., non-
relativistic) dark matter. A full discussion of this framework and the following
derivations can be found in any cosmology textbook, such as Peebles (1993)
and Peacock (1999).
We characterize the evolution of the universe via the Friedman-Lemaˆıtre-
Robertson-Walker metric by assuming space is homogeneous and isotropic. An
infinitesimal spacetime interval dτ in this metric is given by:
−c2dτ2 = −c2dt2 + a(t)2dΣ2, (1.1)
where c is the speed of light, dt if an infinitesimal time interval, dΣ is an in-
finitesimal distance element in a three-dimensional space of constant curvature,
and a(t) is the scale factor, which describes the expansion of space with time.
We shall define the scale factor at the present day as a0 ≡ a(t0) = 1. Note that
here and throughout this manuscript, a subscript of 0 will indicate present-day
values, unless otherwise noted.
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Using this metric in the Einstein field equations we may derive an equation
for the expansion rate as a function of time in terms of the energy content of
the universe: (
a˙
a
)2
= H20
(
Ωm,0
a3
+ΩΛ,0
)
. (1.2)
Here we have assumed zero spatial curvature and a negligible contribution from
radiation. If we define the Hubble parameter as H ≡ a˙(t)/a(t), then H0 rep-
resents the present-day value of 70 km s−1 Mpc−1. Here we have written the
energy density of the universe in terms of the density parameters, namely
Ωm =
ρm
ρcrit
ΩΛ =
ρΛ
ρcrit
,
for matter and dark energy, respectively. These quantities are defined in terms
of the critical density, ρcrit, which is
ρcrit =
3H2
8πG
, (1.3)
where G is Newton’s constant. A spatially flat (zero curvature) universe has a
total density equal to ρcrit = 1. In this case, Ωm +ΩΛ = 1.
For convenience we shall define several useful parameters, such as
h ≡ H0
70 km s−1 Mpc−1
, (1.4)
h70 ≡ h/0.7, and h50 ≡ h/0.5. Unless otherwise noted, quantities will be given
in a reference frame comoving with the expansion of the universe in which the
position vector x is given by
x =
r
a
, (1.5)
where r is a proper position vector. Finally, the cosmological redshift is related
to the scale factor by
z(t) =
1
1 + a(t)
. (1.6)
1.2 Galaxy clusters: cosmology and
astrophysics
This work will focus on clusters of galaxies. With masses in the range of
1014−1015 M⊙ and radii from 2−10 Mpc, these are the largest gravitationally-
bound objects in the universe (Voit 2005). In the ΛCDM paradigm, structure
evolves in a hierarchical fashion with smaller objects accumulating to form larger
ones that tend to form at the intersection of the rope-like structures known as
filaments (Baugh 2006). Clusters of galaxies have formed relatively recently,
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with the farthest known cluster at z = 1.46 (Collins et al. 2009), and they have
only lately decoupled from the cosmic expansion. Thus, they offer especially im-
portant insights into the cosmos as a whole. In particular, they are potentially a
key probe of dark energy (Albrecht et al. 2006). However, clusters are complex
objects, and a detailed understanding of their astrophysical characteristics is
necessary to enhance their usefulness in cosmology.
Simple hydrostatic equilibrium arguments based on the observed X-ray tem-
peratures of clusters indicate that they consist primarily (∼ 85%) of non-
baryonic dark matter (e.g., see cluster surveys such as Bohringer et al. 2004).
N -body simulations indicate that the dark matter in clusters follow a universal
profile (Navarro et al. 1996):
ρ(r) =
ρ0
r/Rs (1 + r/Rs)
2
, (1.7)
where ρ0 and Rs are scaling parameters which vary with each halo. The two
asymptotic radial scalings (∝ r−1 and ∝ r−3) result from the two stages of
cluster growth: initial formation of the cluster and the steady slow accretion
of material after it forms. While this relationship may not hold for recently-
merged systems, it is in surprisingly good agreement with observations (Umetsu
et al. 2011).
The remaining ∼ 15% of the mass of galaxy clusters consists of the diffuse,
hot (> 107 K) gas of the intracluster medium (ICM). This hot gas emits X-rays
in the form of bremsstrahlung radiation. Observations of multiple clusters with
instruments such as the Chandra X-ray Observatory (Weisskopf et al. 2002)
indicate that the surface brightness profile S(R) of most clusters follows the
so-called β-model (Jones & Forman 1984):
S(R) = S0
(
1 + (R/rc)
2
)−3β+0.5
, (1.8)
where rc is the core radius of the observed profile. The parameter β is defined
by
β ≡ µmpσ2/kT, (1.9)
where µ is the mean molecular weight, mp is the proton mass, and σ and T are
the velocity dispersion and temperature of the gas, respectively. The β-model
assumes that clusters are isothermal and are in hydrostatic equilibrium. The
X-ray temperature scales with cluster mass as a power law at temperatures
below 1 keV (Reiprich & Boehringer 2002). The ICM can cool radiatively
from atomic line emission; however, simple estimates of the amount of cooling
predict cluster cores with temperatures far lower than observed (David et al.
2001). Also, cooling should be stronger in the higher-density cores, forcing gas
to flow inwards, but again observations demonstrate that these cooling flows
are far weaker than anticipated (Bohringer et al. 2002; Peterson et al. 2003).
Several mechanisms have been proposed to heat the ICM, including feedback
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from active galactic nuclei (AGN) (McNamara & Nulsen 2007) and sloshing of
material after mergers (e.g., ZuHone et al. 2010).
Visible galaxies make up only an almost-negligible fraction (∼ 5%) of a
cluster’s mass (Zwicky 1933; Bahcall 1977). However, they may contribute
to the turbulence of the ICM due to their wakes as the move about inside a
cluster (Subramanian et al. 2006; Kim 2007), and outflows driven by supernovae
contribute metals to the cluster atmosphere (Schindler et al. 2005; Kapferer et al.
2006) and possibly magnetic fields (Bertone et al. 2006).
The key cluster quantity used for cosmological purposes is the total cluster
mass. The frequency distribution of clusters as a function of mass, known as
the mass function, is sensitive to several cosmological parameters, including the
total matter fraction of the universe Ωm, the the variance of matter density
within a sphere of 8 h−1 Mpc (σ8), and the properties of dark energy (White
2002). For a given cosmology, Press & Schechter (1974) derived an analytical
expression for the mass function, and this mass function is in broad agreement
with mass functions derived from large-scale cosmological simulations (White
2002).
Future surveys such as the Dark Energy Survey will extend these observa-
tions to higher redshift and larger volumes (Annis et al. 2005). However, since
most of the cluster mass resides in the form of invisible dark matter, the de-
termination of mass is highly sensitive to the underlying cluster astrophysics.
Numerous techniques have been developed to relate cluster mass to observ-
ables, such as estimates derived from hydrostatic equilibrium (Evrard et al.
1996; Vikhlinin et al. 2009), and there are efforts underway to directly measure
the mass of many clusters using weak (Bartelmann & Schneider 2001; Scoville
et al. 2007) and strong gravitational lensing (Bartelmann 2003).
1.3 Magnetic fields in clusters
1.3.1 Observational evidence
Diffuse radio sources
Radio observations (10 MHz - 1.4 GHz) of many clusters reveal diffuse, large-
scale synchrotron sources not associated with individual galaxies (e.g., Brunetti
et al. 2008). These sources are divided into three categories: giant radio halos,
radio relics, and radio mini-halos. Examples of these three types of sources
are shown in Figure 1.3.1. To generate these radio features, nonthermal high-
energy electrons (“cosmic rays”) must either be injected into the ICM and
accelerated (Jaffe 1977) or produced as secondary particles in proton-proton
collisions (Dennison 1980). Regardless of their origins, the cosmic rays which
produce the synchrotron emission require the presence of large-scale magnetic
fields within the cluster atmosphere. These magnetic fields have a complex re-
lationship with the turbulent properties of the ICM. Gas flows within galaxy
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clusters are mildly supersonic, with Mach numbers M < 10, while accretion
shocks outside clusters can have M > 103 (Miniati 2003; Ryu et al. 2003; Skill-
man et al. 2008). The plasma beta parameter (ratio of gas to magnetic pressure)
in the ICM is typically > 1.
Giant radio halos are ∼Mpc-scale features with steep (spectral index α ∼
1.2) radio spectra not associated with any individual galaxy (Schlickeiser et al.
1987). Radio halos are relatively rare: they are only associated with about one
third of the most massive halos (> 1015 M⊙) (Feretti et al. 2004). Additionally,
they are only associated with merging clusters (Brunetti et al. 2009). First
discovered over 60 years ago (Large et al. 1959), by the present day only a
few dozen radio halos are known (Cassano et al. 2006). The radio powers of
these halos are tightly correlated with cluster X-ray luminosity (e.g., Liang et al.
2000; Bacchi et al. 2003; Cassano et al. 2007). Assuming equipartition between
magnetic field energy density and the energy of cosmic rays leads to an estimate
for cluster magnetic field strengths of 0.1−1µG (Carilli & Taylor 2002; Pfrommer
& Enß lin 2004). In order to power these giant halos, the magnetic fields must
be present throughout the entire cluster atmosphere.
Radio relics are elongated, strongly polarized radio structures found on the
periphery of clusters. Due to their low surface brightness, they are only known
in roughly two dozen clusters (Ferrari et al. 2008). Like giant halos, they are not
associated with any individual galaxies. These sources most likely originate from
shock fronts associated with recent cluster mergers: as the shock front brakes
at the edge of the cluster gravitational potential, cosmic rays are accelerated
via first-order Fermi processes, producing the synchrotron emission (Enß lin
et al. 1998; Giacintucci et al. 2008). Some observed clusters host both halos
and relics, indicating separate mechanisms for their generation (Brown et al.
2011). Estimates of the magnetic field required to produce these features range
from 0.4− 2.7 µG (Enß lin et al. 1998).
Radio mini-halos show characteristics similar to giant halos, but as their
name implies, they only extend throughout the cores of clusters (Keshet &
Loeb 2010). Unlike the giant halos, which are connected to recently-merged
and therefore highly turbulent massive clusters, mini-halos are linked to re-
laxed, cool-core clusters (Gitti et al. 2002). Magnetic field estimates from these
observations range from 0.5−5 µG in the cores of these clusters (Keshet & Loeb
2010; Bonafede et al. 2011).
Rotation measure
As polarized light passes through a magnetized plasma it will experience dif-
ferent indices of refraction for different axes depending on the local orientation
of the magnetic field. If the light from a background source passes through a
length L of the ICM, its plane of polarization will rotate by ∆χ = RM λ2, where
λ is the wavelength and RM is the integrated net effect of the magnetic field,
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Figure 1.1: Various radio observations (contours) overlaid on X-ray images.
Shown are a) the giant radio halo of Abell 521 (Giacintucci et al. 2008), b)
the radio relic of ZwCl 0008.8+5215 (van Weeren et al. 2011), and c) the radio
mini-halo of RXCJ 1504.10248 (Venturi et al. 2011).
the rotation measure:
RM = 812
∫ L
0
neB · dl radians m−2. (1.10)
In the above equation, B is the magnetic field in µG, ne is the electron density,
and l is the direction of propagation in kpc.
We can measure the RM of a portion of a cluster’s atmosphere by using
multifrequency radio observations of polarized background sources behind clus-
ters compared to observations of similar sources with radiation that does not
pass through clusters (Simard-Normandin et al. 1981; Clarke et al. 2001). Some
clusters, such as Cygnus A (shown in Figure 1.3.1) , have lobe and jet structures
that are thoroughly mapped. Due to the nature of the RM, we can only estimate
the portion of the magnetic field along the line of sight. Given these constraints
and assumptions about the underlying electron densities, RM measurements in-
dicate magnetic fields of strengths 1 − 5 µG, with those in some cool cores up
to 10− 20 µG (Carilli & Taylor 2002). Note that these derived magnetic fields
are much stronger than those estimated from diffuse radio emissions, and this
inconsistency is not fully understood. Additionally, there is some evidence of a
relationship between rotation measure strength and the cooling flow rate near
the centers of relaxed clusters (Feretti et al. 1999).
Since RM measurements are based on observations of multiple point sources,
we can use these to determine the spatial distribution and characteristics of the
magnetic fields. The fields do not appear to be ordered, but are randomly
tangled with auto-correlation lengths of 5−20 kpc, with some large (∼ 100kpc)
structures found near cluster cores (e.g., Dreher et al. 1987). Also, some clusters
exhibit “bands” of alternating high- and low-rotation measure, indicating some
radial dependence on the magnetic field strength and topology (Taylor & Perley
1993). Simulations used to reproduce observed clusters indicate rich magnetic
topology: filaments, loops, and multiple entanglements (Falceta-Gonc¸alves et al.
2010b). RM observations have also demonstrated that although most clusters to
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Figure 1.2: Rotation measure observations of Cygnus A (adapted from Dreher
et al. 1987).
do not host a radio halo, all clusters observed with RM do contain cluster-wide
magnetic fields.
1.3.2 Roles in cluster physics
The presence of magnetic fields has a variety of consequences for the ongoing
astrophysical processes operating in the cluster atmosphere. Simply the pres-
ence of magnetic fields adds a source of non-thermal pressure support. This
support is highly variable: up to ∼ 20% in some clusters but negligible in oth-
ers (Dolag & Schindler 2000). Also, as we have seen above, the presence of
magnetic fields allows the production of high energy protons and electrons in
outflow- and merger-driven shocks. This nonthermal particle population, be-
sides producing radio synchrotron emission, provides an additional source of
pressure support (Miniati et al. 2001; Pfrommer et al. 2007; Skillman et al.
2008; Brunetti et al. 2007).
Magnetic fields can also modify the transport properties of the ICM, making
them key to the unsettled question of the level of turbulence in the intracluster
medium (Shukurov et al. 2006). Tangled magnetic fields on scales ≪ 1 kpc
should suppress the free streaming of thermal electrons, which would otherwise
have a Coulomb mean free path of several kpc (Sarazin 1988). However, recent
theoretical work on electron transport in low-density plasmas suggests that the
degree of suppression depends on the magnetic field topology and may be much
smaller (e.g., Narayan & Medvedev 2001; Chandran & Maron 2004). The same
mechanism may allow protons to diffusively transport momentum, giving rise
to viscosity, which would suppress the development of ICM turbulence.
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One possible way to suppress the extreme cooling of cluster cores is through
thermal conduction (Bregman & David 1988). However, there is a strong inter-
connection between cooling flows and magnetic fields. For example, turbulence
due to galaxy mixing can stir and randomize fields, and these randomized fields
may suppress conduction (Ruszkowski & Oh 2010). Heat-flux-driven buoyancy
instability can re-arrange magnetic fields to be perpendicular to the temperature
gradient, suppressing thermal conduction (Parrish et al. 2009), but it takes of
order a dynamical time for the fields to re-arrange, and significant heating of the
core may take place in the meantime (Bogdanovic´ et al. 2009). However, strong
enough convection may in turn suppress the impact of magnetic fields (Mikel-
lides et al. 2011). Thus, the role of heat conduction in the ICM is heavily
dependent upon the strength, radial dependence, and topological configuration
of magnetic fields.
High-resolution X-ray observations of nearby cold core clusters show that
AGN can play a significant role in disturbing and heating the ICM (e.g., Mc-
Namara et al. 2000). The magnetized, relativistic jets produced by these AGN
propagate out into the ICM, where they slow and reach approximate pressure
equilibrium. Their subsequent evolution as “bubbles” appears to be driven by
the buoyancy of the relativistic plasma they contain. Simulations of magneti-
cally supported AGN bubbles (Robinson et al. 2004; Jones & De Young 2005;
Ruszkowski et al. 2007; Xu et al. 2008a; Gourgouliatos et al. 2010) show that
magnetic fields can prevent the development of instabilities that would otherwise
destroy these bubbles before they rise more than a few times 10 kpc; thus the
location at which these bubbles deposit their energy is sensitive to the strength
and configuration of the magnetic field.
1.3.3 Implications for cosmology & future observations
Cosmological constraints based on galaxy clusters rely on the statistics of their
positions, masses, and gas fractions. It is therefore necessary to accurately infer
these properties from cluster observations. Because magnetic fields play such
an important role in distributing gas and nonthermal particles throughout a
cluster, they affect the linkage between X-ray and microwave (and to a lesser
extent optical) observables and the gas mass (Dolag & Schindler 2000). They
also play a direct role in producing diffuse radio emission. Several large cluster
surveys, such as the Dark Energy Survey, in different wavebands now aim to
measure these properties with very high precision in order to constrain the
properties of dark energy (Annis et al. 2005). An improved understanding of
the origin and development of cluster magnetic fields will be crucial to this
undertaking.
Upcoming surveys, such as the LO Frequency ARray (LOFAR) (Rottgering
2003), the Extended Very Large Array (EVLSA) (Dougherty & Perley 2011),
and the Square Kilometer Array (SKA) and its precurser the Australian SKA
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Pathfinder (ASKAP) (Krause et al. 2009) will examine many currently unan-
swered questions about magnetic fields: when they first form, where they domi-
nate, and how they relate to other cluster properties. Detailed RM observations
will provide a wealth of new data on the configurations of magnetic fields within
clusters (Beck 2009). This wealth of data can only be fully understood through
analytical and numerical studies, and only by combining these approaches can
we gain a full understanding of magnetic fields and the roles they play. In Chap-
ter 2 we will more closely examine the link between cluster magnetic fields and
radio halo properties and the consequences for future observational missions.
1.3.4 Potential origins
Since magnetic fields appear to be ubiquitous throughout the universe at a vari-
ety of scales and detections via large RM measurements indicate the presence of
magnetic fields at redshift z = 2 (Athreya et al. 1998), it is natural to suppose
a primordial, cosmological origin for them. However, the production of mag-
netic fields in the early universe usually requires exotic processes; some proposed
mechanisms include turbulence by bubbles during the electroweak phase tran-
sition (Baym et al. 1996), electromagnetic processes during inflation (Bamba
et al. 2008), turbulence due to cosmic strings (Battefeld et al. 2008), and forma-
tion during the preheating phase of electroweak symmetry breaking (Dı´az-Gil
et al. 2008).
However, strong magnetic fields in the early universe have many observa-
tional consequences. They can distort the locations of acoustic peaks in the
CMB (Adams 1996), alter the production of light elements during the era of
Big Bang Nucleosynthesis (Grasso & Rubinstein 1995), and affect the polariza-
tion of the CMB (Giovannini 2009). From these observations, magnetic fields
in the early universe must be weaker than a nanogauss (Barrow et al. 1997;
Blasi et al. 1999). Also, it may be difficult to sustain magnetic fields during the
radiation-dominated era due to very high diffusion rates (Lesch & Birk 1998).
These constraints and limitations combined with the exotic nature of the
underlying generation mechanisms motivate models based on relatively recent
(i.e., post-recombination) astrophysical processes. Here, weak fields are gener-
ated at small scales and amplified and ejected into the surrounding medium.
Again, many processes have been proposed, but most involve shock fronts prop-
agating during the era of reionization. One scenario for the origin of magnetic
fields in the ICM is the Biermann battery mechanism, whereby seed fields of
strength ∼ 10−18 G are produced by baroclinic terms in the induction equation
at oblique shocks (Biermann 1950; Widrow 2002). An alternative mechanism
involves the Weibel Instability (Medvedev et al. 2006). Simulations of the bat-
tery mechanism have confirmed the ability of the first generation of stars to
magnetize the surrounding medium to 10−18 − 10−12 G (Gnedin et al. 2000;
Langer et al. 2005; Xu et al. 2008b).
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Whether the seed fields arise during the early universe or during its later
evolution, the produced seed fields are very weak and must be amplified to the
observed values in clusters. However, the alternative hypotheses may be distin-
guishable by studying the filamentary structure between clusters: since early-
universe mechanisms will magnetize the universe prior to substantial structure
formation, the magnetic fields will be distributed over all structures with ρ2/3
scaling, whereas dynamo-based magnetic fields will follow the evolution of grav-
itationally bound structures (Ryu et al. 1998; Bru¨ggen et al. 2005), and hence
these fields may not be present in more diffusive structures and be much stronger
than expected in cluster cores.
These weak fields can be amplified and extended by a variety of mechanisms
in clusters. Some stretching and amplification can be achieved during cluster
mergers (Roettiger et al. 1999; Dolag et al. 2002; Takizawa 2008). Figure 1.3.4
illustrates this by showing the amplification of magnetic fields due to structure
formation effects as a function of density. Also, amplification via gravitational
collapse can be stronger than expected from adiabatic arguments because of the
anisotropic nature of the collapse (King & Coles 2005). Even so, it is difficult
to explain the presence of µG fields within the entire cluster volume (Dolag
et al. 2006). Dynamo processes operating in the ICM can amplify and sustain
the cluster magnetic fields (Xu et al. 2009; Ruzmaikin et al. 1989). Turbulence
from AGN can amplify fields in cores (Dubois & Teyssier 2008) and galaxy
motions can amplify fields in the outer cluster atmosphere (Subramanian et al.
2006). These processes can easily amplify a somewhat weaker field (∼ 10−9 G)
to the observed values.
However, the above cluster-scale processes require pre-existing fields in smaller
groups and galaxies. There is still a significant gap between the predicted seed
fields (∼ 10−18 G) and the fields required to participate in cluster-scale pro-
cesses (∼ 10−12 − 10−9 G). Dynamo processes must be invoked to significantly
amplify the fields to the observed values. While galactic disks can act as α−Ω
dynamos (Kulsrud & Zweibel 2008), to achieve the measured field strengths the
dynamo must operate with a much shorter characteristic timescale.
Due to their short dynamical timescales and frequent occurrence, stars are
one of the most promising dynamo sources (Rees 1987). However, by them-
selves stellar dynamos cannot produce the kpc-scale correlations seen in the ICM
magnetic field. The magnetic fields generated in stars must be expelled into the
ICM, and it is much more difficult to include these processes in the cosmological
simulations that we will invoke in this work. Many mechanisms are available,
including galactic winds (Donnert et al. 2009), quasar outflows (Furlanetto &
Loeb 2001), and bubbles blown by active galactic nuclei (Liu et al. 2008b,a).
AGN are accretion disk and jet systems associated with the supermassive black
holes found in galaxy centers (Osterbrock 1989). AGN are especially attrac-
tive since they expel more than enough energy to magnetize the cluster volume
(1061 ergs) (Colgate & Li 2000) and the jets which power the bubbles are nat-
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Figure 1.3: Amplification of magnetic fields due to structure formation (adapted
from Dolag et al. (2006)). Shown is the strength of magnetic fields versus
overdensity. The black line represents pure adiabatic compression, while the
red line shows the effects of the indicated cluster processes.
ural carriers of magnetic flux (Daly & Loeb 1990). Indeed, RM observations
detect strong magnetic fields in AGN-driven jets (Contopoulos et al. 2009).
1.4 Active galactic nuclei
Since active galactic nuclei may play such an important role in the growth and
evolution of magnetic fields in clusters, we will discuss them in more detail.
It is thought that every galaxy may a supermassive black hole (SMBH) at
its center (Ho 1999). These black holes have masses at least 106 M⊙. As
gas accretes onto the black hole, dynamo actions create a strong magnetic
field (Khanna & Camenzind 1996), and these fields can launch magnetically-
collimated jets (Koide et al. 1999). These jets are extremely powerful, up to
1061 ergs (e.g., Abdo & Collaboration 2010), and can extend up to several kpc
out of the host galaxy and into the intracluster medium (Colbert et al. 1996).
These systems of accretion disks and jet feedback are known as active galactic
nuclei (AGN).
AGN activity is observed at very high redshift (Fan 2006) and is strongly
associated with galaxy merging activity (Hopkins et al. 2005a). The strength
of AGN ejections is thought to be regulated by feedback mechanisms: as the
gas in cluster cores cools via atomic line emission and accretes onto the central
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Figure 1.4: An AGN-blown bubble (Perley et al. 1984).
SMBH, it can trigger a strong ejection episode, which heats the ICM gas and
drives it away from the core, thereby lowering the accretion rate and reducing
the strength of any outflowing jets (e.g., Somerville et al. 2008). The process can
then repeat, but the duty cycles of such activity are not well constrained (e.g.,
Dunn & Fabian 2006; Ciotti & Ostriker 2007). Note that as much as 90% of the
present-day mass of SMBHs is due to gas accretion (Hopkins et al. 2006). The
accretion rate M˙ remains relatively strong; to account for present day masses
the rate needs to be close to the Eddington limit (Kollmeier et al. 2006).
This AGN-driven feedback is considered a strong candidate to solve the
cooling catastrophe problem described above (McNamara & Nulsen 2007). As
Figure 1.4 shows, jets can inflate large (∼ 100 kpc) bubbles which rise into
the ICM and eventually disperse (Voit & Donahue 2005), distributing heat
throughout the cluster core to several hundred kpc (Mittal et al. 2009). Also,
self-regulating mechanisms are the only known way of producing the known
relation between SMBH mass and galaxy bulge velocity dispersion (Gu¨ltekin
et al. 2009).
1.5 Simulating the origins of magnetic fields
In order to accurately study the above scenarios in a truly cosmological con-
text, we must turn to numerical simulation. We must evolve the underlying
dark matter as large-scale structure develops. We must solve for the magnetic
fields and the hydrodynamics of the intracluster medium. In addition, we must
include the mechanisms for generating and sustaining magnetic fields for the
chosen model. In order to capture the relationship between magnetic fields and
other cluster properties, we must simulate large cosmological volumes at high
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resolution. Below, we will discuss the ingredients necessary to perform these
simulations and various approaches taken, followed by a general description of
our simulation code, FLASH.
1.5.1 Dark matter
The most basic component of any cosmological simulation is the dark matter.
Since the dark matter can be treated as a pressureless fluid, simulations typically
sample some portion of its phase space and solve for its Newtonian equation of
motion in an expanding universe (Bertschinger 1998):
v˙ + 2
a˙
a
v = −∇Φ, (1.11)
where v is the peculiar comoving velocity, a is the scale factor, and Φ is the
gravitational potential. Particle positions are typically updated using a second-
order accurate integration scheme (Efstathiou et al. 1985). To calculate the
forces, simulations either employ some variant of a Barnes-Hut tree algorithm,
where particles are grouped by distance and these groups are used to calculate
average forces over large distance (Barnes & Hut 1989), or a particle-mesh
algorithm, where the particles are mapped to a mesh to calculate their densities,
the Poisson equation
∇2φ = 4πG
a3
(ρ− ρ¯) (1.12)
(where φ is the comoving gravitational potential, a is the scale factor, ρ is the
comoving matter density, and ρ¯ is the mean comoving matter density) is solved,
and the resulting accelerations are mapped back onto the particles (Hockney &
Eastwood 1988).
The dark matter particles are typically initialized on a uniform grid and given
small position and velocity perturbations. These perturbations come from linear
perturbation theory. The observed CMB temperature fluctuations provide the
power spectrum P (k) of density fluctuations, e.g. using CMBFAST (Seljak
& Zaldarriaga 1996). These are then translated to the initial redshift of the
simulation using Lagrangian perturbation theory, most commonly the Zel’dovich
approximation (Zel’Dovich 1970; Efstathiou et al. 1985).
While simply solving the equations of motion for dark matter traces its evo-
lution, we must apply some simple analysis to identify structures (e.g., galaxies,
groups, and clusters). For this we turn to “halo finders,” which identify the
“halos” of dark matter that envelope structures in the universe. In theory, all
halo finders attempt to solve the same problem – identify all the gravitationally-
bound structures in a given volume, but the implementations vary widely. Some
codes, based on friends-of-friends (FOF) algorithms, build linked lists of par-
ticles within a set distance of each other, while others find local spherically-
overdense (SO) regions which represent gravitationally-bound, virialized ob-
jects. Fortunately, as Figure 1.5.1 shows, a recent comparison of over 15 different
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halo finders found remarkable agreement in determining many cosmologically-
relevant statistics, including the mass function (Knebe et al. 2011).
Figure 1.5: Comparison of halo finders using the mass function (adapted
from Knebe et al. 2011). Results are compared against the fit of Warren et al.
(2006).
1.5.2 Magnetohydrodynamics
While dark matter-only simulations are used in a variety of contexts and can
be used to study many cosmological problems, they do have several deficien-
cies. Most immediately, it is impossible to predict observable cluster features,
such as X-ray luminosity, without the presence of gas. More subtly, simula-
tions with only dark matter predict cluster core density profiles that are very
steep (Fukushige & Makino 1997; Diemand et al. 2005), in contrast to the ob-
served smoother cores (e.g., Dahle et al. 2003), and tend to produce too many
satellite structures (Moore et al. 1999). Thus, we must include gas in cosmolog-
ical simulations. Of course, if we are to trace the evolution of magnetic fields,
we must include those magnetic fields in the equations.
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We will solve the equations for magnetohydrodynamics (MHD):
∂ρ
∂t
+
1
a
∇ · (ρv) = 0 (1.13)
∂ρv
∂t
+
1
a
∇ · (ρvv + p¯−BB) = − a˙
a
ρv − 1
a
ρ∇Φ (1.14)
∂E
∂t
+
1
a
∇ · [v(p¯+ E)−B(B · v)] = − a˙
a
(
ρv2 + 3p+
B2
2
)
− ρ
a
v · ∇Φ (1.15)
∂B
∂t
− 1
a
∇× (v ×B) = − a˙
2a
B, (1.16)
where
E =
1
2
ρv2 +
p
γ − 1 +
1
2
B2 (1.17)
p¯ = p+
1
2
B2. (1.18)
These equations are given in a comoving frame assuming an adiabatic equation
of state with γ = 5/3, where a is the scale factor, v is the peculiar gas velocity,
B is the magnetic field, p is the pressure, ρ is the density, and Φ is the gravita-
tional potential. Note that these are all comoving quantities. There are many
challenges to solving these equations numerically, such as identifying shocks and
maintaining zero divergences in the magnetic field.
Strategies for solving these equations are as numerous as those for solving
the dark matter, but as before there are two broad approaches: Lagrangian- and
Eulerian-based schemes. Lagrangian, such as Smoothed-Particle Hydrodynamic
(SPH), codes track fluid elements with individual particles (Lucy 1977). To cal-
culate densities in SPH schemes, particles are spread out with some smoothing
kernel W :
ρb(x) =
N∑
i=1
miW (x− xi, h) , (1.19)
where h is a smoothing length, W is a smooth window function, and mi and
xi are particle masses and positions. As a result, each particle samples the
local gas quantities. This allows SPH algorithms to easily sample high-density
regions without excessive computational resources, at the cost of lower shock
resolution and the inability to appropriate mix gas (Kang et al. 1994).
The most popular SPH code, Gadget-2, has been modified to include mag-
netic fields (Dolag & Stasyszyn 2008), but SPH codes in general have difficulty
representing these fields due to “clumping” effects - if a particular SPH particle
carries a strong magnetic field, it will tend to draw nearby particles to it, which
spreads that strong field to the other particles, which draws in more particles,
and this process continues and leads to catastrophe (Dolag & Stasyszyn 2008).
Magnetized SPH codes thereby must include some correction factors to pre-
vent this unphysical behavior, which is purely a consequence of the Lagrangian
formalism. Also, there is no guarantee that the magnetic field is divergence-free.
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Eulerian-based approaches divide the computational domain into a grid with
each zone representing a portion of the volume. Gas can move in and out of
each zone, and solutions are updated by calculating fluxes at the cell bound-
aries (Ritchmyer & Morton 1967). This strategy allows the codes to follow
shocks as they form and propagate (e.g., Ryu et al. 1993). In order to achieve
high spatial resolution without overwhelming computational resources, adaptive
mesh refinement (AMR) allows multiple levels of grids to be applied to regions
of interest (Anninos et al. 1994). Many popular AMR-Eulerian codes now in-
clude MHD solvers, including FLASH (Fryxell et al. 2000; Dubey et al. 2008),
Enzo (Collins et al. 2010), and RAMSES (Teyssier 2002).
As with SPH codes, AMR solutions to the MHD equations must maintain
zero divergence in B. Fortunately, there are several techniques available. The
simplest techniques simply clean any divergences after the evolution step (e.g.,
Brackbill & Barnes 1980), while more sophisticated approaches explicitly main-
tain zero divergence (at least, to machine precision) throughout the calculation
(e.g., Hawley & Stone 1995).
There have been several attempts to systematically compare SPH and AMR
techniques. The study of Heitmann et al. (2008) found excellent agreement
among many codes when simulating only dark matter. However, Frenk et al.
(1999) applied multiple codes to the study of a single cluster and found ∼ 10%
agreement among estimates of cluster temperature, whereas X-ray luminosities
varied by a factor of 2 (note that this was primarily due to differences in the
central entropy profile). Similarly, Mitchell et al. (2009) found significant differ-
ences among codes in the study of merging clusters. Here the differences were
mainly due to SPH codes suppressing eddies and vortices. Additionally, Agertz
et al. (2007) found that AMR codes were much better able to handle shocks and
instabilities in realistic astrophysical scenarios. Despite these differences, there
is still strong qualitative agreement between the two approaches.
1.5.3 Subgrid models of active galactic nuclei
The physics of AGN systems is incredibly rich: general relativity, radiation, gas,
and magnetic fields all play important dynamical roles. Additionally, accretion
disks and the initial launching of jets occur on scales (∼ 100 AU) below which
we can typically resolve in cosmological (> 2 kpc), and even individual cluster
(∼ 0.5 − 4 kpc), simulations. Thus, we must build “subgrid” or sub-resolution
models that link the gas quantities in those simulations (i.e., temperature and
sound speed) to an assumed model of the behavior of the AGN.
The first model assumption deals with the accretion rate. While the Bondi
accretion rate (Bondi 1952),
M˙Bondi = 4πG
2m2BHρ/cs
3, (1.20)
where cs is the sound speed, ρ is the gas density, andmBH is the black hole mass,
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is generally accurate for observed clusters (Allen et al. 2006), the measurements
of vs and ρ in simulations may underestimate the true accretion rate near the
SMBH in most clusters and at lower resolutions. Thus, most authors typically
“boost” the estimate Bondi rate by a fixed multiple – typically by a factor of 100
to 300 (e.g., Sijacki et al. 2007). An alternative method proposed by Booth &
Schaye (2009) attempts to alleviate the arbitrary nature of this parameterization
by scaling the accretion rate with the local density. However, since the accretion
rate may be highly variable (King et al. 2004), perhaps more stochastic models,
such as those proposed by Pope (2007), may be required.
Next, the feedback applied to the cluster atmosphere must be modeled. Sub-
grid models generally take one of two approaches: either attempting to simulate
the large-scale jet outflows or by placing already-formed bubbles. Typically, jet
models require higher resolution, and the jets are not guaranteed to reproduce
observed cavity morphology. Bubbles, since they are much larger than jets, can
be implemented with much less resolution, but the models must be more tuned
than jets in order to generate realistic-looking bubbles.
A variety of jet models have been developed and explored in isolated clusters,
including simple fluxes at cell boundaries (Gaspari et al. 2011), limited-lifetime
jets (Morsony et al. 2010), extended jets (Cattaneo & Teyssier 2007), wide-angle
jets (Sternberg et al. 2007), and precessing jets (Falceta-Gonc¸alves et al. 2010a).
In cosmological runs, only the simplest jets (fluxes driven at cell boundaries)
have been explored (Dubois et al. 2010). Due to the nature of jet-based feedback,
these have only been implemented in AMR codes.
Bubbles are more commonly incorporated in SPH simulations. Sijacki et al.
(2007) developed a sophisticated model that links the bubble radius to the en-
ergy released from accretion and the local density, so that bubbles produced
are in pressure equilibrium. These authors also include a “quasar” mode to
account for highly energetic (M˙ > 0.1M˙Edd) feedback events. Simpler bub-
ble models have been incorporated in full cosmological simulations, including
fixed-radius bubbles (Di Matteo et al. 2008) and bubbles that only affect the
nearest N particles (Booth & Schaye 2009). Bubbles have also been investi-
gated in AMR simulations of isolated mock clusters, both in the context of
already-formed magnetically-supported bubbles (Ruszkowski et al. 2007), buoy-
ant bubbles (Gardini 2007), and more realistic slowly inflated bubbles (Jones &
De Young 2005).
Magnetized bubbles have been studied, but these have not been linked to an
accretion rate, i.e. they have been either already formed (e.g., Ruszkowski et al.
2007) or given an assumed strength (e.g., Xu et al. 2008a). We will investigate
the effects of magnetic fields on subgrid models and the ability of various models
to magnetize the surrounding cluster atmosphere in Chapter 3.
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1.5.4 Subgrid models of supermassive black holes
AGN are usually studied in the context of a single cluster (e.g., Sijacki et al.
2007; Cattaneo & Teyssier 2007; Bru¨ggen & Scannapieco 2009). To include
them in a fully cosmological simulation, we must track and evolve the un-
derlying supermassive black holes (SMBHs). SMBHs are born via unknown
processes at high redshift (e.g., Madau & Rees 2001; Koushiappas et al. 2004;
Islam et al. 2004) and as the host galaxies merge the SMBHs merge as well (Hop-
kins et al. 2010). The merger process can possibly trigger enhanced accretion
events (Treister et al. 2010) and sometimes eject the merging black holes out of
the system (Bogdanovic et al. 2007). As with the accretion and feedback pro-
cesses described above, the formation and merging processes operate at scales
below those which we can currently resolve in cosmological simulations.
Authors have taken a variety of approaches with increasing levels of sophis-
tication. The simplest approach is to examine black holes in a post-processing
analysis of merger trees derived from simulation (e.g., Micic et al. 2007), but
these must make assumptions about merger rates and gas feedback. The most
straightforward method to directly include SMBHs in the simulation is to seed
density peaks with black hole particles (Dubois et al. 2010). However, these
approaches must set artificial limits on the production of black holes since noise
in the density field can lead to spurious production, and they do not reproduce
the known relations between SMBH mass and the surrounding gas properties,
such as galactic bulge luminosity.
The most sophisticated approaches involve finding halos during the evolution
of the simulation (Sijacki et al. 2007). Assumptions must still be made regarding
the initial seed mass and criteria for merging. With appropriate adjustments to
the subgrid parameters, these models can reproduce the observed SMBH-bulge
correlations (Booth & Schaye 2009). We have investigated in detail these SMBH
subgrid models (Sutter & Ricker 2010) and will present our analysis and results
in Chapter 4.
1.5.5 The FLASH code
The primary simulation tool in this manuscript is the AMR magnetohydrody-
namics plus N-body code FLASH. FLASH was originally developed under the
DOE ASC/Alliances Program at the University of Chicago Flash Center for
simulations of Type Ia supernovae. It has since been applied to a wide range
of problems, including planet formation, star clusters, clusters of galaxies, tur-
bulent reactive flows, laser-driven shock experiments, and fluid instabilities. Its
core technology, AMR, allows high-resolution meshes to be placed only in re-
gions of interest (Berger & Oliger 1984; Colella & Woodward 1984). FLASH’s
AMR capability is provided by the NASA-funded PARAMESH library (MacNe-
ice et al. 2000). Its object-based framework and automated testing suite make
the code reliable and simple to use. It is written in Fortran 90, with some C
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routines and Python integration and testing tools. FLASH is freely available
online and has more than 300 users. We will use two versions of FLASH in this
manuscript: version 2.5 and 3.3.
FLASH 2.5 uses a traditional directionally split, resistive, compressible MHD
solver based on the algorithm of (Powell 1999), which requires projection clean-
ing (Brackbill & Barnes 1980) to remove divergences from the magnetic field.
This cleaning method utilizes the multigrid Poisson solver. FLASH 3.3 fea-
tures a highly efficient MHD solver that explicitly maintains div(B) = 0. This
new solver is based on a directionally unsplit method developed by Dongwook
Lee as part of his Ph.D. thesis work (Lee 2006; LEE & DEANE 2009). Lee’s
method uses staggered-mesh differencing and constrained transport with multi-
dimensional fluxes obtained from solution of the MHD Riemann problem. The
method also employs efficient dissipation controls to prevent the growth of in-
stabilities that arise in traditional constrained-transport schemes.
Elliptic solvers are essential for many astrophysical problems because of the
need to solve the Poisson equation for the gravitational potential. The FLASH
distribution has long provided users with two options for self-gravity: a multi-
pole solver for problems with nearly spherical symmetry and isolated boundary
conditions, and a relaxation-based multigrid solver for general problems with
isolated or periodic boundary conditions. The multigrid solver has historically
required a significant fraction of the run time and exhibited only modest strong
scaling. However, multigrid methods have proven to be very successful for ellip-
tic problems on adaptive meshes (Trottenberg et al. 2000), so we are strongly
motivated to maintain our focus in this area.
FLASH 3.3 incorporates a new “direct” multigrid solver that uses a version of
the algorithm described by Huang & Greengard (2000). This algorithm improves
considerably upon relaxation-based multigrid solvers by allowing refined patches
to be solved directly using “black-box” uniform-grid solvers. Unlike the direct
method described by Couchman (1991), the HG algorithm properly minimizes
the global residual by allowing information to flow back from fine meshes to
coarse meshes. However, it is formulated on a finite-difference mesh in which
refined patches are not permitted to touch. Our version is modified to work with
finite-volume oct-tree AMR meshes, such as those used by PARAMESH (Ricker
2008). To improve scalability, this multigrid solver is coupled to a parallel FFT
algorithm to compute solutions on the course mesh.
To identify halos, our work in Chapter 2 is based on a simple parallelized
FOF algorithm. However, the remainder of our research is based on a newly-
developed algorithm, pSO (Sutter & Ricker 2010). The parallel spherical over-
density (pSO) halo finder is a fast, highly scalable tool integrated into the
FLASH simulation code. Designed to provide on-the-fly halo finding and anal-
ysis for use in subgrid modeling, merger tree analysis, and adaptive refinement
schemes, pSO uses a minimal amount of memory and processing time. The pSO
algorithm begins by mapping dark matter particles onto a mesh using cloud-
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in-cell weighting. Spheres are drawn around density peaks until the internal
average density equals a specified overdensity relative to the cosmological criti-
cal density. The algorithm determines the halo center, bulk velocity, mass, and
velocity dispersion without additional post-processing. pSO is provided as both
an API for use in-code and as a stand-alone halo finder.
1.6 This work
In Chapter 2 we present a first estimate based on a cosmological gasdynamics
simulation of galaxy cluster radio halo counts to be expected in forthcoming
low-frequency radio surveys. Our estimate is based on a FLASH simulation
of the ΛCDM model for which we have assigned radio power to clusters via a
model which relates radio emissivity to cluster magnetic field strength, intra-
cluster turbulence, and density. We vary several free parameters of this model
and find that radio halo number counts are highly dependent - up to a factor
of two - on the average magnetic field strength in clusters and that upcoming
surveys may be able to use number counts to constrain cluster magnetic field
properties. We find that expected number counts can be degenerate with both
re-acceleration and hadronic secondary models of cosmic ray generation. How-
ever, by building mock radio sky maps we demonstrate that surveys such as
LOFAR may have sufficient resolution and sensitivity to break this degeneracy
by imaging individual clusters.
In Chapter 3, we investigate the scenario in which active galactic nuclei
(AGN) found at the centers of clusters of galaxies are a source for cluster-
wide magnetic fields. To evaluate this scenario, we present 3D adaptive mesh
refinement MHD simulations of a cool-core cluster that include injection of
kinetic, thermal, and magnetic energy via an AGN-powered jet. Using the MHD
solver in FLASH 3.3, we compare several sub-resolution approaches that link the
estimated accretion rate as measured on the simulation mesh to the accretion
rate onto the central black hole and the resulting feedback. We examine the
effects of magnetized outflows on the accretion history of the black hole and
discuss the ability of these models to magnetize the cluster medium.
Chapter 4 focuses on subgrid models of supermassive black holes (SMBHs).
This chapter contains material previously published in Sutter & Ricker (2010).
While SMBHs play an important role in galaxy and cluster evolution, at present
they can only be included in large-scale cosmological simulation via subgrid tech-
niques. However, these subgrid models have not been studied in a systematic
fashion. Using a newly developed fast, parallel spherical overdensity halo finder
built into the simulation code FLASH, we perform a suite of dark matter-only
cosmological simulations to study the effects of subgrid model choice on relations
between SMBH mass and dark matter halo mass and velocity dispersion. We
examine three aspects of SMBH subgrid models: the choice of initial black hole
seed mass, the test for merging two black holes, and the frequency of applying
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the subgrid model. We also examine the role that merging can play in determin-
ing the observed SMBH scaling relations, ignoring the effects of SMBH-driven
accretion and feedback. We find that the choice of subgrid model can dramat-
ically affect the black hole merger rate, the cosmic SMBH mass density, and
the low-redshift relations with halo properties. We also find that it is possible
to reproduce observations of the low-redshift relations without accretion and
feedback, depending on the choice of subgrid model.
Finally, in Chapter 5 we will use the preceding work to outline a large-scale
cosmological MHD calculation of the growth and evolution of magnetic fields in
the early universe. Using FLASH 3.3, we seed halos with black holes and model
the accretion of gas onto these black holes and the subsequent magnetized feed-
back. We can use this simulation to identify the earliest redshift of significant
magnetic growth in cosmic structures and the relationship between magnetic
field strength and halo properties. We will be able to follow the relationship
between magnetic fields and cluster properties as the clusters grow and evolve.
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Chapter 2
A first estimate of radio
halo statistics from
large-scale cosmological
simulation
2.1 Introduction
Although diffuse radio halos were discovered in clusters of galaxies more than
50 years ago (Large et al. 1959), complete statistical information about them
has only been forthcoming within the past decade, owing to their rarity, steep
spectra, and low surface brightnesses. Radio surveys using the Very Large Array
(VLA) (Giovannini 1999; Cohen et al. 2007; Giovannini 2009), the Westerbork
Synthesis Radio Telescope (WSRT) (Kempner & Sarazin 2001), and the Giant
Metrewave Radio Telescope (GMRT) (Brunetti et al. 2007) have detected ∼ 20
radio halos at redshifts up to z ∼ 0.4, along with a variety of smaller-scale
radio features in clusters (Kempner et al. 2004). Only about 1/3 of massive
(> 1015 M⊙) clusters are known to host radio halos, and the halos themselves
are not associated with any particular member galaxy, but rather dispersed
throughout the intracluster medium (ICM) (Feretti et al. 2004). For clusters
that do host halos, strong correlations are seen between radio power and X-ray
luminosity (Liang et al. 2000; Bacchi et al. 2003; Cassano et al. 2006; Brunetti
et al. 2007), halo mass (Cassano et al. 2006), and gas velocity dispersion (Cas-
sano et al. 2008). Also, observations indicate a strong connection between the
presence of a halo and morphological evidence for recent mergers (Buote 2001;
Brunetti et al. 2009), although some exceptions do exist (Russell et al. 2011).
Indeed, recent simulations of merging clusters suggest that the fraction of turbu-
lent clusters is roughly equal to the fraction of clusters hosting radio halos (Vazza
et al. 2010).
The proximate cause of diffuse radio halos is most likely synchrotron emis-
sion by high-energy electrons in galaxy cluster magnetic fields, but the means
of generating and accelerating these electrons remains an open question, since
these electrons have relatively short (< 1 Gyr) lifetimes. Dennison (1980) pro-
posed that cosmic ray electrons are produced as secondary particles by hadronic
collisions of > 1 GeV cosmic ray protons with ambient thermal ICM protons.
The protons can be accelerated by shocks and quickly (< 1 Gyr) diffuse through-
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out the cluster. This naturally explains the diffusive, cluster-wide properties of
radio halos (Blasi 1999; Pfrommer et al. 2008). Some observations have discov-
ered a correlation between radio and X-ray surface brightness, another feature
of this model (Keshet & Loeb 2010). Note that these observations also indicate
that the ICM must be highly magnetized (∼ 3 µG). Gamma-ray observations
place limits on the abundance of high-energy protons, since they may inverse
Compton scatter off of cosmic microwave background photons. These observa-
tions indicate that hadronic cosmic rays may contribute at most 5-10 % of the
total pressure support in clusters (Ackermann et al. 2010). However, this model
may have difficulty explaining the diminishing of radio power with radius within
the Coma cluster and the scaling of radio power with X-ray luminosity (Don-
nert et al. 2010a,b). Also, the ability of the high-energy protons to stream
away from their sources can have significant implications for the resulting radio
emission (Enß lin et al. 2011).
Another promising explanation for the acceleration of the cosmic ray elec-
trons is second-order Fermi acceleration by intracluster turbulence (Schlickeiser
et al. 1987; Petrosian 2001; Brunetti & Lazarian 2011). The cosmic rays them-
selves must be injected into the ICM by radio galaxies (Jaffe 1977) or acceler-
ated by merger shocks. Since the lifetime of synchrotron-emitting GeV electrons
in the intracluster magnetic field (〈B〉 ∼ 1 − 10 µG) is at most ∼ 1 Gyr (Kuo
et al. 2003; Brunetti et al. 2009), these electrons must be re-accelerated by some
process that operates in a more diffuse fashion. Hence a local acceleration mech-
anism is favored. Some low-frequency observations support the re-acceleration
model (Brunetti et al. 2008). Assuming that ICM turbulence locally accelerates
cosmic rays to produce clusterwide radio halos, we expect that the radio emis-
sion should correlate spatially with the turbulent pressure 〈ρv2〉. Indeed, this
expectation is consistent with some observations (Govoni et al. 2004). How-
ever, the identity of the cosmic rays as primary electrons initially boosted by
merger shocks and active galactic nuclei, or as hadronic secondaries produced
by collisions of cosmic-ray protons with thermal ICM protons, remains to be
determined.
Within the next decade and a half the number of known radio halos should
increase dramatically owing to the development of sensitive low-frequency radio
surveys based on technology originally developed for cellular communications.
Examples of the operating and planned instruments include the LOw Frequency
ARray (LOFAR), GMRT, the Karoo Array Telescope (KAT), and the Square
Kilometer Array (SKA). LOFAR, for example, will be sensitive to radio fre-
quencies between 20 and 240 MHz and will be able to detect sources as faint
as 0.4 − 110 mJy at 15 − 240 MHz (Jarvis 2007; Rottgering 2003; Rottgering
et al. 2006). These characteristics are ideal for detecting and counting radio
halos such as the Coma radio halo (∼640 mJy at 1.4 GHz with a spectral index
∼ 0.4 − 0.75; Deiss et al. 1997) as far away as a redshift of 0.75. Indeed, esti-
mates of radio halo counts using turbulent re-acceleration models predict many
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more radio halos at low frequency than at higher frequencies (Cassano et al.
2008).
Counts of cluster radio halos, in addition to probing the evolution of cluster
merger activity, also potentially provide an additional means for using clusters
to constrain cosmological parameters. Unlike other methods for using clusters
as cosmological probes that are based on their mass function or gas fraction,
this measure is linked to their “instantaneous” formation activity rather than
their time-integrated numbers. In principle its dependence on the cosmologi-
cal volume element dV/dz and the growth factor of linear density fluctuations
D+(z) should also be different from and thus complementary to the more tra-
ditional measures. Additionally, if the cosmic-ray electrons responsible for the
halos are accelerated by shocks and/or turbulence generated by mergers, it is
reasonable to expect that recently merged clusters would display the most radio
activity. Thus determining the abundances, spectral distributions, and other
characteristics of radio halos as functions of redshift could provide information
about the evolution of clusters and their merging activity over time.
In this paper we present results from a numerical simulation of cluster for-
mation intended to study the form and evolution of the radio halo population as
might be observed in a typical LOFAR survey. We will apply a model of radio
power that is generalized to include both hadronic and re-acceleration cosmic
ray generation mechanisms. The means employed in the conversion of cluster
density and velocity information into a simulated LOFAR radio sky are some-
what rudimentary given the uncertainties in the physics responsible for radio
halos and the small scales on which it likely operates. However, our results are
the first based on combining a large-scale cosmological gasdynamics simulation
with observed features of radio halos, and they show that future simulations
with higher resolution and more realistic physics should enable straightforward
comparisons with results from low-frequency radio observatories. While earlier
analytical studies have involved more sophisticated models of CR generation,
these have relied on the X-ray luminosity function combined with the known
correlation between radio power and X-ray luminosity (Enß lin & Roettgering
2002), the Press-Schechter mass function (Cassano et al. 2006), or Monte-Carlo
realizations (Cassano 2010). Donnert et al. (2010a) introduced a simulation of
the local group including magnetic field injection and CR generation, but these
results may be sensitive to the assumptions made about the magnetic field injec-
tion and are limited in volume. Our simulation, while involving simpler physics,
covers a large (1 h−1 Gpc) volume, which will allow us to gather reliable statis-
tics and produce mock whole-sky radio maps, which are difficult to produce
accurately with methods based on analytical mass functions.
In Section 2.2 we provide details of the cosmological simulation, while in
Section 2.3 we explain the procedure used to associate a radio power with each
cluster. We will explore the range of valid models in Section 2.4 and use these
results to produce radio power relations in Section 2.5. Section 2.6 discusses the
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results in terms of radio halo counts as functions of flux and redshift, and we
present various example radio sky maps in Section 2.7. Finally, we conclude in
Section 2.8 with a discussion of future directions.
2.2 The simulation
We simulated structure formation using the ΛCDM cosmological model within
a periodic box spanning 1024 h−1 comoving Mpc. We assumed a Hubble con-
stant H0 = 100h km s
−1 Mpc−1 with h = 0.719, a present-day matter density
parameter Ωm,0 = 0.262, baryonic density parameter Ωb,0 = 0.0437, vacuum
density parameter ΩΛ,0 = 0.738, and spatially flat geometry, as suggested by
results from WMAP data (Komatsu et al. 2011). Initial conditions for 10243
dark matter particles at a starting redshift zi = 66 were generated using a
version of GRAFIC (Bertschinger 2001) modified to accept power spectra gen-
erated by CMBFAST (Seljak & Zaldarriaga 1996). We normalized the power
spectrum using σ8 = 0.74. We included adiabatic gasdynamics for the baryons
using a perfect-gas equation of state with adiabatic index γ = 5/3 and mean
particle mass determined using interpolation from collisional ionization equi-
librium tables for primordial gas from Sutherland & Dopita (1993). Although
no additional physics is included in this first calculation, we initialized the gas
temperature at zi to a constant value of 9100 K, corresponding to a preheating
entropy of 250 keV cm2 at a redshift of 3. This level of preheating is adequate
to reproduce the observed X-ray luminosity-temperature relation (Bialek et al.
2001) for clusters of galaxies, although details of the scatter in this relation and
its correlation with other cluster properties such as the presence of cold cores
are not constrained to match observations.
We ran our simulation using the FLASH code version 3.3 (Fryxell et al.
2000; Dubey et al. 2008) using a new direct multigrid Poisson solver (Ricker
2008) with 10243 dark matter particles and a uniform 10243 base mesh. The
piecewise-parabolic method (Colella & Woodward 1984) was used to solve the
Euler equations of gasdynamics. To achieve the resolution necessary to estimate
the level of turbulence within clusters, we used adaptive mesh refinement within
100 preselected regions. Each region was 10 h−1 Mpc on a side centered on a
halo identified using a lower-resolution precursor run. The halos were selected
to uniformly sample the range of resolvable halos using mass function weighting
to ensure a representative sample in the full simulation. Within the preselected
regions we used a dark matter particle refinement criterion, allowing no more
than 100 dark matter particles within a zone. We refined to a maximum reso-
lution of 32 h−1 kpc. Estimates of the integral scale of turbulence in clusters
suggests a power law spectrum from spatial scales of 0.8 to 8 kpc, with no visible
turnover (Kuchar & Enß lin 2011), indicating that the integral scale is larger
and that our resolution is a reasonable approximation. Since the refined regions
were larger than the halos on which they were centered, we captured a total
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Figure 2.1: Mass function of all halos in the simulation volume compared against
best fit of Warren et al. (2006). Errors bars are given at 2σ and the vertical
arrow denotes our minimum resolvable FOF halo mass.
of 131 high-resolution clusters. We ran the code on the Cray XT5 machine at
Oak Ridge National Laboratory, where the simulation required approximately
450,000 CPU-hours on 16,000 processors. Output files containing both particle
and gas information were written beginning at z = 2.0 at every ∆z = 0.25 for
the purposes of mock sky generation.
2.2.1 Halo finding and virial mass
We created halo catalogs from the simulation outputs using the friends-of-
friends (FOF) technique with a linking length parameter b = 0.2 and consid-
ered only halos with at least 3, 000 particles (i.e. an FOF dark-matter mass of
2× 1014 h−1 M⊙). Our base-grid spatial resolution is sufficient to ensure accu-
rate counts of halos with this many particles throughout the range of redshifts
we consider here (Heitmann et al. 2005; Lukic´ et al. 2007). Figure 2.1 shows
our mass function for all halos in the simulation volume compared against the
best fit of Warren et al. (2006). We find fewer high-mass objects relative to the
Warren fit, but this is not unexpected (see, for example, Knebe et al. 2011).
Also, we tend to over-produce low mass objects, even below our resolvability
limit. However, note that even though we produce too many low-mass objects
relative to the Warren fit below our resolution limit, our mass function still
turns away from the expected slope, and thus we cannot fully trust the number
counts below this threshold. There were ∼ 4000 resolvable objects at z = 0.0.
To make comparisons with the observational analysis of Cassano et al. (2006)
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(hereafter CBS06), we compute spherical overdensity radii Rv for each of our
halos. For the high-resolution sample (i.e., the adaptively-refined halos within
the 100 predefined regions), we compute overdensities including both just dark
matter and with dark matter plus gas. For the remaining fixed-resolution halos
outside the predefined regions, we only include dark matter in the overdensity
calculation since the gas data in these halos were poorly resolved. In Section 2.6
we discuss our procedure for assigning radio power to these lower-resolution
halos. We use the same definition of overdensity as in CBS06, namely Kitayama
& Suto (1996):
∆c = 18π
2
(
1 + 0.4093ω(z)0.9052
)
, (2.1)
where ω(z) ≡ Ωf (z)−1 − 1. Here,
Ωf =
Ωm,0(1 + z)
3
Ωm,0(1 + z)3 +ΩΛ
. (2.2)
The virial mass,Mv, follows asMv = 4/3π∆cρm(z)R
3
v, where ρm(z) is the mean
mass density:
ρm(z) = 2.87× 1011Ωm,0(1 + z)3 h2 M⊙ Mpc−3. (2.3)
The most massive cluster in our simulation has a massMv = 1.2×1015 h−1 M⊙.
2.3 Simulating radio emission
We identify gas zones within Rv for each halo and associate them with the halos.
We create two-dimensional maps of projected density and projected turbulent
pressure, miv
2
i , where mi is the mass in the cell i and the average velocity
is defined as the difference between the measured velocity in the cell and the
center-of-mass velocity of the entire cluster, vi ≡ bfvi − vcm. Note that this
strategy does not distinguish turbulence from bulk motions within the cluster
(an alternative approach which attempts to remove bulk velocities from this
calculation is discussed in Paul et al. 2011). We use these projections in two
ways: to create simulated surface brightness maps and to construct total radio
luminosities by integrating these quantities across the entire projected cluster
surface out to the virial radius. The integrated projected density is of course
Mv and we will designate the integrated turbulent pressure as Γv =
∑
imiv
2
i .
Therefore we can create simulated radio surface brightness maps for our
clusters by normalizing maps of projected turbulent pressure and projected mass
using assumed radio luminosities and rest-frame spectra. Because we may not
fully resolve intracluster turbulence, the total amount of turbulent pressure
in our clusters may be lower than the ∼ 10% of hydrostatic pressure seen in
high-resolution simulations (Ricker & Sarazin 2001; Ritchie & Thomas 2002;
Mitchell et al. 2009). However, because the normalization of the radio power
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is supplied independently (see below), all we require of the turbulent pressure
maps is that they be sufficiently diffuse and representative in spatial extent of
clusters containing radio halos. The detailed structure of the maps should not
be regarded as realistic. Because of the beam smearing described below, this
fact does not significantly affect our analysis. Also, while we cannot depend
on these simulated clusters to provide correct high-resolution X-ray and radio
surface brightness maps, we can still use them to identify broad features, such
large-scale shocks and the relative radial dependence of turbulence.
Using these integrated quantities, we construct a rest frame 1.4 GHz radio
power via
P1.4 GHz = CsBM
a
v Γ
c
v, (2.4)
where Cs is a scaling constant, Mv is the virial mass, Γv is the virial turbulent
pressure, and B is the average cluster magnetic field as a function of mass:
B =
B(Mv)
2
(B(Mv)2 +B2CMB)
2
, (2.5)
where B(Mv) ≡ 〈B〉(Mv/〈M〉)b and BCMB ≡ 3.2(1 + z)2 µG is the equivalent
magnetic field strength of the cosmic microwave background. This formulation
separates physical processes that generate cosmic rays (Mv and Γv) from those
that contribute to radio emission (B in the numerator) and CR losses due to
emission (B2 in the denominator) and inverse Compton scattering (BCMB).
The losses enter into this equation because they limit the maximum CR energy.
In this formalism, Mv measures the total cluster mass and thus should scale
with the dependence of cosmic ray generation on hadronic secondary processes,
whereas Γv measures the total cluster turbulence and thus should provide a
measure of the re-acceleration of cosmic ray electrons by that turbulence. We
will set 〈M〉 = 1.5× 1015 M⊙. There are thus five independent parameters: the
average magnetic field 〈B〉, the scaling of magnetic field with cluster mass, b,
the scaling of radio power with virial mass, a, the scaling of radio power with
turbulent pressure, c, and an overall scaling parameter Cs. A summary of our
model parameters is given in Table 2.1. This model is a generalization and
extension of the one derived in Cassano & Brunetti (2005). We are fixing the
form of the magnetic field dependence since the radio synchrotron power will
always depend on magnetic field pressure (B2) independently of the cosmic ray
generation and acceleration mechanisms (see Cassano & Brunetti (2005) for a
discussion). We stress that although this model is relatively simple and ignores
the streaming and diffusion of cosmic rays (Enß lin et al. 2011), it allows us
to explore a range of plausible acceleration mechanisms and examine relative
changes to luminosity functions, scaling relations, and other radio properties.
This model allows us to explore both cosmic ray generation mechanisms
or a mixture of both. For example, the hadronic secondaries model should
predict radio power which scales with cluster mass, so c = 0 in this case. A
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Table 2.1: Parameters of the radio luminosity model.
Parameter Description
Cs Overall scaling
〈B〉 Average magnetic field
b Scaling of magnetic field with cluster mass
a Scaling of radio power with cluster mass
c Scaling of radio power with turbulent pressure
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Figure 2.2: Total turbulent pressure, Γv, versus virial mass,Mv at z = 0. Shown
is a best-fit line in log space. The slope of the line is ∼ 1.7.
re-acceleration model is proportional to turbulent pressure, so a would be 0.
Note that the model of CSB06 is based on re-acceleration, but only scales with
cluster mass. This is because Γv roughly scales with Mv with a logarithmic
slope of 1.7, as shown in Figure 2.2. Note that the model of CSB06 corresponds
here to a = 4/3 and c = 0.
A degeneracy exists for calculations of total radio luminosity between models
that scale with turbulent pressure and those that scale with mass, since we may
freely exchange c for 1.7a and vice-versa. However, a more detailed examination
of cluster atmospheres reveals striking differences. Even with the relatively low
resolution of our simulation, and the resulting inability to fully reproduce correct
structures in the cluster atmospheres, we can identify gross differences in the
projected maps. Figure 2.3 shows projections of mass and turbulent pressure
for two clusters. The mass projections of both clusters are roughly spherical, as
expected. However, the turbulent pressure maps show more varying morphology.
While the halos are roughly equal in mass (∼ 8 × 1014 h−1 M⊙), one shows
much greater turbulent structure, indicating recent merger activity, which may
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explain the scatter in Figure 2.2. Thus, even though different mechanisms of
CR generation may produce similar cluster counts (as we will see below), high-
resolution radio and X-ray imaging of clusters may help to determine which
mechanism dominates.
Since we do not include in our simulations any detailed cosmic ray generation
mechanisms, and we because we want to keep our model as general as possible,
we must fix the scaling parameter Cs by using observations. This scaling will
then combine any extra constants and parameters not included in our analysis.
For a given set of model parameters, we set Cs by assigning a radio luminosity
to the most massive cluster in our simulation. We do this with the P1.4 −Mv
relation found in CBS06, which is based on combining the observed correlation
of radio halo power and X-ray luminosity with the correlation between X-ray
luminosity and mass:
log
[
P1.4
3.16× 1024h−170 WHz
]
= (2.9± 0.4) log
[
Mv
1015 h−170 M⊙
]
− (0.814± 0.147)
(2.6)
We then apply this same constant scaling to all remaining high-resolution halos
in the sample. While the scaling may contain some additional dependence on
mass or turbulent pressure not accounted for in our parameterization, this can
easily be accommodated in our study by adding to (or subtracting from) the
parameters a and c. An example of a particular model compared against the
observed relation is shown in Figure 2.4.
Since no radio halos have been observed beyond a redshift of ∼ 0.4, and
available statistics do not strongly constrain evolution in this relation, we will
fix the scaling at z = 0 and apply the same scaling to higher-redshift clusters.
We will also assume power-law energy spectra with a spectral index of 1.2,
consistent with low-redshift observations (Feretti et al. 2004). Finally, we do
not include in our model the relationship between synchrotron break frequency
and the presence of a radio halo, which can be used to calibrate models to the
observed fraction of clusters hosting radio halos (CBS06).
2.4 Exploration of valid models
To constrain our model choices we make selections for the model parameters,
assign radio powers to the clusters using the procedure described above, find
the best fit line to our derived P1.4 −Mv data, and compare the best-fit slope
and normalization to the observed values. We will only accept model choices
that produce fits that lie within 1σ of the observed relation. Note that this is a
similar strategy to the one employed by CBS06, but that we are applying a more
stringent test by enforcing the known relation to lower radio powers than they
consider. Obviously, we could just select two models that span the valid range
and analyze their difference, but we wish to explore the relationships among the
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Figure 2.3: Projected density (left-hand plots) and projected turbulent pressure
(right-hand plots) for a two clusters (top and bottom rows). Projections are
taken along the x-direction within Rv for each cluster. The units for projected
density are 1044 g and for projected turbulent velocity are 1058 g cm2 s−2. The
images are normalized to a uniform grid 50 cells on a side.
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Figure 2.4: Radio halo luminosity versus virial mass for one example model
(points) with best fit (solid line) compared against the observed best fit found
in CBS06 (thick dotted line) and 1σ uncertainties (thin dotted lines). The
example uses parameters 〈B〉 = 3.2µG, b = 0.8, a = 0.0, and c = 0.8.
various model parameters and the separate consequences of varying each one.
Figure 2.5 shows contour plots of allowable models. We vary 〈B〉 from 0.2
to 6.0 µG, b from 0.5 to 1.5, a from 0.0 to 2.5, and finally c from 0.0 to 1.5.
We could explore even larger values of a and c, but as we will discuss below 1σ
uncertainties in the measured P1.4GHz −Mv relation place upper limits on the
scaling of a and c at this chosen maximum value. Note that we also assume
a positive correlation between radio power and Mv and Γv. While we allow
the mass and turbulent pressure scaling parameters to vary all the way to 0, we
constrain the scalings associated with magnetic fields. We constrain the average
cluster magnetic field strength from 0.2 µG, which is set by observed upper
limits on hard X-ray emission (CBS06), to 6.0 µG, which is a reasonable upper
limit from rotation measure observations (e.g. Govoni et al. 2004; Bonafede et al.
2011). The restrictions on b come from the simulations of Dolag et al. (2002),
which followed the adiabatic compression of seed magnetic fields as clusters
formed. They found a scaling B ∝ M1.33. We allow some uncertainty in this
value, but do not allow a compete lack of scaling of magnetic field with cluster
mass. For simplicity, we have combined the mass and turbulent pressure values
as a + c, so a + c is varied from 0.0 to 4.0. The contours for each individual
parameter show structures similar to those for this combined parameter. Note
that in these plots we are showing the maximum allowed value for a given point
on each contour plot. All values less than the plotted value are also allowed.
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(a) a + c as a function of 〈B〉
and b.
(b) 〈B〉 as a function of a + c
and b.
(c) b as a function of a+c and
〈B〉.
Figure 2.5: Contours of allowed radio halo model parameters. Allowed models
are determined by fitting a line to our P1.4 −Mv data and ensuring that the
slope and normalization are within 1σ of the known relation.
For example, for b = 1.0 and 〈B〉 = 3.0 µG the allowable values for a + c are
from 0.0 to ∼ 1.0.
We find that very strong magnetic fields are only allowed if the scalings with
virial mass and turbulent pressure are very steep. In these cases strong radio
power in low mass objects due to high 〈B〉 is offset by significantly lower radio
power associated with Mv or Γv. If the scaling of magnetic field strength with
cluster mass is above unity, then it is difficult to fit strong magnetic fields at
high mass within the observed relations. We find several regions forbidden in
our models: strong magnetic fields coupled with high b, and very low or very
high a+ c and b values.
We see interesting structures in the contours: steps and wiggles in the a+ c
plots, and striations in the others. These are due to the scatter that develops
in the P1.4 − Mv relations and the resulting variations of the best fit lines.
Because of this variation, we do not see monotonically increasing (or decreasing)
behavior in the contour plots, especially at extreme values. Surprisingly, we find
that a = c = 0.0 is allowed, but only at low 〈B〉 and high b. This is because
of the implicit mass dependence in the calculation of the cluster magnetic field
strength, B(Mv). Also, the model used in CBS06 is forbidden in our analysis,
since we are enforcing the known relation to a wider range of cluster masses.
However, we can allow their model choice when restricting ourselves to the mass
ranges they consider.
We use these contours to guide our selection of models for further study. We
wish to adequately sample the space of allowable models and explore the limits
allowed by observational constraints. We also wish to explore the effects of
holding one parameter constant and varying the others to their extreme allowed
values. To aid analysis, we collect our choices into six model groups, enumerated
in Table 2.2. In this table we list the values chosen for a particular parameter
set and a unique designation for that set used in further plots.
In Model Group 1 we set a to 0.0, fix c = 0.6, and vary the magnetic field
parameters as widely as possible from a minimum of 〈B〉 = 0.2 to 5.8 µG. We
also vary the scaling parameter associated with the magnetic field, b. Each 〈B〉
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Table 2.2: Model groups and parameter sets.
Designation 〈B〉(µG) b a c
Model Group 1: Varying Magnetic Field
1A 0.2 0.675 0.000 0.600
1B 1.0 1.000 0.000 0.600
1C 3.0 0.800 0.000 0.600
1D 3.0 1.175 0.000 0.600
1E 5.8 1.325 0.000 0.600
Model Group 2: Varying Scaling
2A 2.0 1.000 0.000 0.335
2B 2.0 1.000 0.000 0.710
Model Group 3: Exchanging a and c
3A 2.0 1.000 1.300 0.000
3B 2.0 1.000 0.650 0.325
3C 2.0 1.000 0.000 0.650
Model Group 4: Extreme Magnetic Fields, Fixed Scalings
4A 0.2 1.000 0.250 0.500
4B 4.2 1.000 0.250 0.500
Model Group 5: Extreme Magnetic Fields, Free Scalings
5A 0.2 0.500 0.000 0.800
5B 6.0 1.325 0.200 0.500
Model Group 6: Extreme Allowed Scalings
6A 0.2 1.275 0.000 0.000
6B 5.8 0.550 2.438 0.150
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is coupled with a unique b, except for 〈B〉 = 3.0 µG, where we examine b = 0.8
and b = 1.175, which are the minimum and maximum allowed values for this
particular configuration. We explore the opposite behavior in Model Set 2 by
fixing the magnetic field parameters to 〈B〉 = 2.0 µG and simple linear scaling
b = 1.0 while having no explicitMv dependence and studying the maximum and
minimum allowed values for turbulent pressure scaling, c. We chose this value
of the magnetic field so that we could get the maximum difference in c. We keep
the same magnetic field configuration for Model Set 3, but here we exchange a
and c using the measured relation (Figure 2.2). In this Model Set we fix the
quantity (a + 2c). This allows us to hold the magnetic field fixed while going
from a hadronic-like CR model (c = 0) to a re-acceleration model (a = 0). We
designed this Model Set to verify that our results are robust to even exchanges
of a and c using the measured relation, which they should be. In Model Set 4
we fix b = 1.0, a = 0.25, and c = 0.5 and examine the extreme allowed average
magnetic field. We chose these values of b, a, and c such that we could get the
maximum change in 〈B〉. We repeat this test in Model Set 5, but now allow b,
a, and c to vary to accommodate the extreme values studied of 〈B〉. Finally in
Model Set 6 we pick two model parameter sets that represent extremes of all
four parameters.
2.5 Radio power relations
We will begin our analysis by using our sample of 131 high-resolution clusters
to examine the relationship between radio luminosity and virial mass and X-ray
luminosity. To construct X-ray luminosities, we use the mekal plasma emissivity
model supplied with the XSPEC package (Arnaud 1996). We then build a
composite X-ray spectrum for each cluster and use that spectrum to generate
the 0.1 − 2.4 keV rest-frame luminosity within Rv for each cluster. Note that
since our simulation does not include cooling and central AGN feedback, our
cluster temperatures, and hence X-ray luminosities, are uniformly higher than
observed (see Stanek et al. (2010) for a discussion of such effects). However, the
slopes of our relations are still within observed limits, and we can still study the
relative differences among models and their evolution with redshift.
In Figure 2.6 we show the best-fit slope and normalization for each model,
grouped by Model Group, for the P1.4−Mv relation generalized from (Eq. 2.6):
log
[
P1.4
3.16× 1024h−170 WHz
]
= Af log
[
Mv
1015 h−170 M⊙
]
+ bf (2.7)
where Af and bf (note that we have added the suffix f for “fit” to distinguish
these from the parameters used in our radio power model) are the slope and
normalization, respectively. Note that we fix the scaling parameter Cs at each
redshift for each model. In essence this assumes that the P1.4GHz−Mv relation
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Figure 2.6: Best fits for the P1.4−Mv relation for each radio halo parameter set.
Each best fit to Eq. 2.7 generates a slope and normalization, which we represent
as a point with 1σ error bars. Solid lines are the best fit at z = 0.0, thick dotted
lines are z = 0.25, and thin dotted lines are z = 0.5. We have identified each
model with its designation from Table 2.2 and the portions of the model that
change in the given Model Group.
holds even at high redshift. For each model we show three points: one each for
z = 0.0, 0.25, and 0.5. Above redshift 0.5 we do not have enough halos above
the minimum mass threshold to generate meaningful statistics. Note that the
observational uncertainties essentially fill the entire plotting space.
For Model Group 1, where we vary only the magnetic field parameters, we see
a clear separation between models with b < 1.0 (1A and 1C) and the remaining
models which have b ≥ 1.0. Model 1C, which has b = 1.0, sits precisely at slope
Af = 2.0. In general, higher values of b lead to steeper slopes, although the
effect is strongest near b = 1.0 with diminishing effects further from unity. Note
especially the differences between models 1C and 1D, which have identical 〈B〉.
The values of b and 〈B〉 also jointly affect the normalization of the P1.4GHz−Mv
relation, with smaller values b generally leading to lower normalizations.
The redshift evolution of the models in Model Group 1 shows diverse be-
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havior. For models with b < 1.0 the normalization decreases with increasing
redshift in a statistically significant way. This makes sense as the clusters are
in general uniformly smaller at higher redshift. However, the slope increases at
z = 0.25, which perhaps suggests greater variance in the turbulent properties
of the clusters. The uncertainties in the values for redshifts 0.25 and 0.5 make
them difficult to compare against each other. This redshift dependence of the
normalization continues for the other models, except for the case where b = 1.0;
however, these points lie within their respective uncertainties.
In Model Group 2, where we keep the magnetic field fixed and vary the
scaling with turbulent pressure, we see that, as expected, larger values of c lead
to steeper slopes and lower normalizations in the best fit relation. Since our
scatter is related to the turbulent pressure, models with higher values of c will
have correspondingly larger uncertainties. We see similar redshift dependence
for model set 2A as in Model Group 1, but the model set 2B displays reverse
behavior: increasing normalization with redshift, although the uncertainties are
so large as to make firm statements difficult. Possibly, the steep dependence
on turbulent pressure overwhelms the general mass dependence, so that even
though the clusters are in general smaller (leading to a lower normalization),
the most massive cluster (which is used to fix the relation) maintains strong
turbulence, negating this.
For Model Group 3 we see that exchanging a for c in the radio power model
does lead to small differences in the slope and normalization. When we set c = 0
(so that there is no dependence on turbulent pressure) we essentially eliminate
the uncertainties. The small differences are due to the fact that our scaling
relation between Γv and Mv is only a best-fit approximation, and that scatter
in that relation can affect the resulting P1.4GHz −Mv relation. All the points,
however, are within 2σ of each other. All these models show identical redshift
dependence.
We see the drastic effects of changing the assumed average magnetic field in
Model Group 4. Higher magnetic fields lead to higher normalizations and flatter
slopes. However, the redshift evolutions exhibit opposite trends, such that at
z = 0.5 the effects of the magnetic field are indistinguishable from each other.
For weak magnetic fields, the cosmic rays are dominated by their interactions
with the CMB, and the equivalent pressure of the CMB increases with redshift,
lowering the synchrotron power at higher z. For strong fields, the dependence
on cluster mass is more explicit, and at higher redshifts the clusters are, in
general, smaller and the mass distribution has a steeper slope.
In Model Group 5 we see that the dependence on the scalings overwhelms the
dependence on the average magnetic field. Even though model set 5A has the
same 〈B〉 as set 4A, the dependence on b, a, and c forces the slope to the opposite
end of the graph. Thus we may conclude that the effects of average magnetic
field are degenerate with the scaling parameters, although the parameters taken
individually can lead to significant differences. Similar behaviors are displayed
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by Model Group 6, although the error bars are so small because of the weak
dependence on the turbulent pressure.
In Figure 2.7 we repeat the above analysis for the P1.4 − Lx relation:
log
[
P1.4
3.16× 1024h−170 WHz
]
= Af log
[
Lx
1045h−170
ergs
s
]
+ bf. (2.8)
We find similar behaviors as in the P1.4GHz −Mv relation plots above, except
that our error bars are generally larger due to scatter from our estimates of Lx.
Since X-ray luminosities are generally easier than virial masses to compute from
observations, observations of many more radio halos may reduce the statistical
uncertainties to such a level as to potentially distinguish the allowed scalings
and dependencies. The redshift evolution of the P1.4 − Lx relation especially
may provide a way of determining the dominant components of radio power and
the average magnetic strength of clusters, as we have discussed above for the
P1.4 −Mv relation..
In general, if the observational uncertainties in Af and bf are reduced by
approximately a factor of two, many degeneracies in the model parameters will
be eliminated. We note that we are basing this analysis on our sample of
only 131 clusters. While this is significantly more than the current known
number of radio halos, it is still far fewer than we expect to see with instruments
such as LOFAR, as we will see below. While more objects could reduce the
uncertainty, the precise amount of error also depends on the intrinsic scatter in
the observed relations, which can be affected by biases. We also assume a power-
law relationship holds between radio power and cluster mass even to low-mass
clusters, which may not be the case once significant numbers of low-luminosity
halos are detected.
2.6 Luminosity functions and radio halo counts
We now turn to a discussion of these models in terms of total counts of all objects
in the simulation. To do this, we must assign a rest-frame radio luminosity to
each cluster in the simulation box, even if it is not at high resolution. To do
this we will combine the derived P1.4 −Mv relations described above with a
relationship between Mv, which includes gas, and Mv,DM, which only includes
dark matter. Our smallest clusters are only a few zones across and thus do not
contain enough gas zones to accurately capture the contribution of the gas to
Mv. However, we defined our minimum resolvable mass so that we can always
get reliable evaluations of Mv,DM (i.e., Rv ≥ ∆x,, where ∆x is the resolution of
our pre-refinement uniform grid).
We find a very tight correlation between Mv and Mv,DM for our high-
resolution sample, as shown in Figure 2.8. We fit a line to these data and
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Figure 2.7: Best fits for the P1.4−Lx. relation for each radio halo parameter set.
Methods and colors are identical to Figure 2.6 We have identified each model
with its designation from Table 2.2 and the portions of the model that change
in the given Model Group.
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Figure 2.8: Data for (points) and best fit to (solid line) theMv -Mv,DM relation.
found the correlation to be
log
[
Mv
1015 h−170 M⊙
]
= 0.99 log
[
Mv,DM
1015 h−170 M⊙
]
+ 0.08. (2.9)
This relationship implies a uniform gas fraction consistent with other simu-
lations (e.g., Stanek et al. 2010). We use this fit to extract an Mv for each
fixed-resolution cluster (i.e., those outside the refinement regions) which is then
used to compute its equivalent radio power using the P1.4−Mv relation. While
equivalent to directly interpolating from an P1.4 −Mv,DM relation, we found
that this procedure produces less scatter and hence more reliable interpolations.
Note that we do not add additional scatter to the interpolation procedure. For
the analysis below we will include Poissonian uncertainty where appropriate,
and this dwarfs any uncertainty introduced by scatter. By binning our data for
luminosity functions, the main effect of scatter that we have in the P1.4−Mv re-
lation is to simply move clusters around within a given luminosity bin, and any
clusters that are scattered into a luminosity bin are roughly offset by clusters
scattered out of the same bin.
Not every cluster hosts a radio halo, and for simplicity we will only assign
radio halos to 1/3 of our clusters. We do this because we do not have enough
high-mass (> 1015 h−1 M⊙) halos to calibrate our number counts based on
the intrinsic scatter in our derived P1.4GHz −Mv relation. More sophisticated
techniques to calibrate number counts exist, such as using the synchrotron break
frequency, νb, which is used in the identification of radio halos (see CBS06 for a
discussion). However, again we do not have enough high-mass objects to use this
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approach. With enough high-mass halos, the precise calibration would depend
on our choice of parameters 〈B〉, b, a, and c. Thus we may be over-counting the
number of radio halos at 1.4 GHz. However, we can still gather useful results
as to the relative effects of varying radio halo models. Also, our analysis will
include results at 150 MHz, where νb is much lower and hence our results are
more valid. To calculate the radio luminosity at 150 MHz, we assume a simple
power law with spectral index 1.2. Note that our smallest resolvable cluster has
a 1.4 GHz radio luminosity of ∼ 2× 1021W/Hz.
Figure 2.9 shows our calculated radio halo luminosity functions at red-
shift z = 0.0 at 1.4 GHz and 150 MHz. For Model Group 1, in which we fix
the dependence on cluster mass and turbulent pressure but vary the average
magnetic field strength and scaling of magnetic field with cluster mass, we see
a bifurcation in the luminosity function at low luminosities along the lines of
the division seen above in the best fits to the P1.4GHz −Mv relation: models
with b < 1.0 produce up to a factor of two more low-luminosity radio halos
than those models with b > 1.0. The distinction is much more significant at
150 MHz, where more objects allow for smaller uncertainties. However, despite
difference in the P1.4GHz −Mv relations, models 1A and 1C are indistinguish-
able from each other, as are models 1B, 1D, and 1E. Thus the number counts
at low luminosity are reduced significantly when the magnetic field scaling b is
greater than unity. At 1.4 GHz, the models are largely indistinguishable, with
the exception of model set 1E, which includes a very strong average magnetic
field. This model is the only one able to produce some radio halos with 1.4 GHz
luminosity ∼ 1025 W/Hz.
We see in Model Group 2, in which we keep the magnetic field values fixed,
that steeper scalings with turbulent pressure produce many more radio halos at
both 1.4 GHz and 150 MHz. The 1.4 GHz halos are only statistically distinguish-
able at low luminosities, but the 150 MHz halos are easily separable throughout
almost the entire range of radio luminosities. Similar conclusions can be made
regarding Model Group 4, which brackets the extreme allowed magnetic fields
with fixed scalings, where strong differences in the assumed average magnetic
field strength lead to distinguishable differences. These behaviors persist for
Model Groups 5 and 6, in which all parameters are allowed to vary, with the
general rule being that it is difficult to separate these models when only relying
on 1.4 GHz halo counts. The only models that remain inseparable are those in
Model Group 3, in which our exchanges of a and c lead to degenerate radio halo
counts at both frequencies, as expected.
As we move to higher redshifts, as in Figure 2.10 for z = 0.25 and Figure 2.11
for z = 0.5, we see the expected depletion of high-luminosity objects, especially
at 1.4 GHz. However, some models are still distinguishable at 150 MHz even at
redshift 0.5, although the large uncertainties make comparisons difficult. Models
which have high scaling indices, such as model sets 2B and 6B, produce almost
no radio halos even at 150 MHz at high redshifts.
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Figure 2.9: Radio halo luminosity functions at z = 0.0. Solid lines are luminosity
functions at 1.4 GHz and dashed lines are at 150 MHz. Error bars indicate
1σ Poisson uncertainties. We have identified each model with its designation
from Table 2.2 and the portions of the model that change in the given Model
Group.
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Figure 2.10: Radio halo luminosity functions at z = 0.25. Solid lines are lu-
minosity functions at 1.4 GHz and dashed lines are at 150 MHz. Error bars
indicate 1σ Poisson uncertainties. We have identified each model with its des-
ignation from Table 2.2 and the portions of the model that change in the given
Model Group.
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Figure 2.11: Radio halo luminosity functions at z = 0.5. Solid lines are luminos-
ity functions at 1.4 GHz and dashed lines are at 150 MHz. Error bars indicate
1σ Poisson uncertainties. We have identified each model with its designation
from Table 2.2 and the portions of the model that change in the given Model
Group.
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To accumulate total and binned counts we set a vantage point in the center
of our computational domain and find halos whose locations lie on the light
cone emanating from this position. To do this we use our saved checkpoint
files from z = 0.0 to z = 1.0. Moving outwards in small (∆z = 0.05) redshift
slices covering the same range, we locate the nearest output (in redshift) to
each slice and use the center-of-mass peculiar velocities of the clusters found
in that output to estimate new positions in the slice under consideration. We
then compute the flux as P/(4πd2L), where dL is the luminosity distance of the
cluster. We do this at both 1.4 GHz and 150 MHz.
We begin with Figure 2.12, where we show the total counts of radio halos
at 1.4 GHz and 150 MHz in the entire universe as a function of flux limit in
mJy. We assume Poisson uncertainties in the number counts. Although this is
not entirely correct, since we are counting a population and not a sample, these
number counts are extrapolated from our limited simulation volume, and hence
this is a reasonable estimate of the uncertainties intrinsic to this approach, i.e.
an estimate of fluctuations due to cosmic variance. Our number counts are
bound by the resolvability limit of our simulation. While the model trends con-
tinue from the above analysis, we find that at high flux limits (> 100 mJy) and
high frequencies, we are still able to strongly distinguish several models, specif-
ically those with large discrepancies in either assumed average magnetic field or
scalings with virial mass or total turbulent pressure. The exceptions are Model
Groups 5 and 6, in which the suppression of radio halos at high redshift means
that the integrated counts depend most strongly on high-luminosity objects,
where the counts are nearly the same. At 150 MHz and an assumed LOFAR
sensitivity limit of 30 mJy, we find an almost factor of two difference in the total
counts between some models, such as model sets 2A and 2B.
In Figure 2.13 we show the total counts of radio halos within redshift z < 0.2
at 1.4 GHz and 150 MHz. This redshift range fits largely within our compu-
tational volume without the need for interpolation from older checkpoints and
is more easily accessible to observers. We find little degradation in the total
number counts in the LOFAR-accessible regime (> 20 mJy), and most models
remain distinguishable, especially models that differ in the average magnetic
field strength.
To conclude, we examine binned radio halo counts as a function of redshift
in Figure 2.14. We examine five redshift bins equally spaced from z = 0.0 to
z = 0.5. We see that the 1.4 GHz counts for all models are strongly peaked at
low redshift and drop rapidly with increasing redshift, limiting their usefulness
for distinguishing models. However, some models, particularly those with small
a and c scaling parameters, are able to maintain some radio halos at modest
(z ∼ 0.25) redshift. On the other hand, the 150 MHz distribution is much
smoother across the redshift bins, with most models producing roughly twice
as many objects at low redshift than at high redshift. We note that separate
models maintain their differences out to high redshift.
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Figure 2.12: Radio halo total counts at 1.4 GHz (solid lines) and 150 MHz
(dotted lines) versus flux limit in mJy. Error bars indicate 1σ Poisson uncer-
tainties. We have identified each model with its designation from Table 2.2 and
the portions of the model that change in the given Model Group.
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Figure 2.13: Radio halo counts for z < 0.2 at 1.4 GHz (solid lines) and 150 MHz
(dotted lines) versus flux limit in mJy. Error bars indicate 1σ Poisson uncer-
tainties. We have identified each model with its designation from Table 2.2 and
the portions of the model that change in the given Model Group.
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Figure 2.14: Radio halo binned counts at 1.4 GHz (solid lines) and 150 MHz
(dotted lines) assuming a 5 mJy flux limit as a function of redshift. Each redshift
bin has width ∆z = 0.1. Error bars indicate 1σ Poisson uncertainties. We have
identified each model with its designation from Table 2.2 and the portions of
the model that change in the given Model Group.
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2.7 Simulated radio sky maps
We generate raw mock sky maps in the 20 − 240 MHz LOFAR bandpass by
following a similar strategy of interpolating and redshift-correcting clusters as
used above. Appropriate cosmological dimming and redshift are then applied
to determine the contribution of the slice to the sky observed at z = 0. We
generate a radio image for each cluster by projecting its density and turbulent
pressure onto the skymap and computing the relevant radio intensity using a
given set of radio model parameters, ensuring that the integrated radio power
across the projected cluster is equal to the value obtained usingMv and Γv in the
above sections. We only project gas values within Rv. For halos not within the
high-resolution sample, we identify the nearest high-resolution cluster in mass
and copy that high-resolution image to the location of the low-resolution halo.
While this procedure is admittedly somewhat crude, it does allow us to explore
some of the observational consequences of these models and demonstrates a
method of generating radio maps in the future using more sophisticated and
realistic simulated data.
Figure 2.15 shows the entire radio sky containing our simulated clusters at
120 arcsecond resolution assuming no background (i.e., a threshold sensitivity
of 0 mJy). This resolution best approximates the LOFAR beam at an average
frequency of ∼ 120 MHz and a longest baseline of L ∼ 2 km. For this example
we have chosen model parameter set A1. This map particularly highlights the
paucity of radio halos in the universe, even at low sensitivity thresholds, but it is
useful for providing a mock all-sky map for linking simulations to observations.
Figure 2.16 highlights a region of the sky 6 degrees on a side at a resolu-
tion of 10 arcseconds, representing the high-resolution capability between 20
and 240 MHz at the longest baseline configuration of LOFAR. We also draw
contour levels at varying sensitivities: 1, 10, and 30 mJy. These sensitivities
represent different configurations of the LOFAR array. At high resolution and
peak sensitivity, we are able to clearly distinguish several substructures and fea-
tures within the two radio halos, indicating that LOFAR may be able to cleanly
distinguish various radio power models based on their dependence on local gas
density or local turbulent pressure, which can have different characteristic struc-
tures in the cluster atmosphere (Figure 2.3). At lower sensitivities, we can still
distinguish features in the cluster cores, and early LOFAR images of nearby and
bright radio halos may also provide useful distinguishing results.
Figure 2.17 shows the same region of the sky as above with a much lower
resolution of of 240 arcseconds. The contours are the same as above. While
we lose significant information about distant and small clusters, some larger
clusters, such as the one shown, still show significant structure even at lower
resolutions. We see that we can still identify substructure within the large
cluster, and the effects of higher sensitivity thresholds are limited to distant
clusters and the outer regions of nearby objects. These results are encouraging,
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Figure 2.15: Example radio halo all-sky map. This map assumes 0 mJy sen-
sitivity threshold and a resolution of 120 arcseconds. The color scale is the
logarithm of radio power in mJy.
since they indicate that LOFAR may be able to give detailed radio maps of
many radio halos.
2.8 Conclusions
We have introduced the first set of radio halo statistics derived entirely from
large-scale cosmological simulation. Our radio power model is sufficiently broad
to encompass many viable and more realistic models of cosmic ray generation
and synchrotron emission in clusters of galaxies. Our approach demonstrates
the viability of using large-scale simulation to bridge simulations and observa-
tions, both by deriving radio halo statistics from the simulated data to constrain
possible radio power models and by producing mock radio sky maps that can
be directly compared to observations.
From our analysis we have determined that the slope and normalization of
the P1.4GHz − Mv and P1.4 − Lx relations are potentially key probes of the
various models of cosmic ray generation. They also allow us to place limits on
the average cluster magnetic field strength and the scaling of magnetic fields
with cluster mass. With the uncertainties from only 131 observed radio halos
we can significantly constrain the scaling of radio power with cluster mass and
turbulent pressure. With the 131 objects of our high-resolution sample we are
able to clearly separate some models with strong statistical significance. The
evolution with redshift of these relations also allows us to potentially distinguish
various models.
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Figure 2.16: Example radio halo partial-sky map at 10 arcsecond resolution.
The color scale is the logarithm of radio power in mJy. Contours are drawn at
1, 10, and 30 mJy levels.
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Figure 2.17: Example radio halo partial-sky maps at 240 arcsecond resolution.
The color scale is the logarithm of radio power in mJy. Contours are drawn at
1, 10, and 30 mJy levels
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We find similar radio halo luminosity functions as the analysis of Enß lin
& Roettgering (2002), which combined the X-ray luminosity function with the
observed correlation between X-ray luminosity and radio power. However, our
limited volume prevents us from counting the very largest - and hence rarest -
clusters. We predict many more high-frequency radio halos than the analysis of
CSB06, since we do not include a calculation of the synchrotron break frequency,
νb, to calibrate high-luminosity number counts but rather just assign a radio halo
to 1/3 of our clusters, since we did not have enough high-mass halos to reliably
use this technique. However, at lower frequencies we obtain roughly similar
number counts, since these number counts are less sensitive to calibrations at
the high-mass end. While our model is intended to include the prescription of
CBS06, we find that we cannot study their exact parameters because we force
our models to agree with the observed P1.4GHz −Mv relation to lower masses
than in CBS06, and consequently their particular model is ruled out. However,
we reach similar conclusions about the relationship between cluster mass and
magnetic field strength.
However, we have uncovered some degeneracies among the scalings of radio
power with cluster mass and turbulent pressure and the mass-dependence of
cluster magnetic fields. These degeneracies can be broken by several methods.
For example, a better understanding of the relationship between cluster mass
and magnetic field will constrain our 〈B〉 and b parameters, allowing us to make
more conclusive statements about the observational limits placed upon the a
and c parameters. On the other hand, more high-resolution radio and X-ray
images of clusters may constrain the effectiveness of the various mechanisms of
generating cosmic rays, which would further constrain our a and c parameters.
We find that low-frequency observations are especially important for dis-
tinguishing and constraining the scaling of radio power with cluster mass and
turbulent pressure, since the radio halo number counts are much higher at lower
frequencies. These counts are sufficiently high at the expected LOFAR sensi-
tivities that statistical uncertainties become small enough to clearly separate
models. The redshift dependence of number counts and luminosity functions
especially may become a crucial method of identifying models, and these high
redshift - and correspondingly low flux - objects are only accessible by LOFAR
and future large-scale radio arrays. Radio observations are especially impor-
tant since the gamma ray emission associated with the production of cosmic
rays from hadronic secondary interactions from clusters might be too small for
FERMI to detect, which means that we may not be able to use this instrument
to distinguish models (Brunetti 2009).
Similarly, since hadronic secondary models of cosmic ray production are
highly degenerate with re-acceleration models when only considering total counts
and integrated cluster quantities, high-resolution radio images are required in
order to effectively distinguish these models.
Our simulated radio cluster and sky maps are freely available upon request to
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the authors or via http://sipapu.astro.illinois.edu/foswiki/bin/view/
Main/RadioHaloMaps. We have produced images at a variety of sky coverage
areas, sensitivity limits, and resolutions for all of the models described above.
These images are simple FITS files. The images are straightforward to produce,
allowing us to explore further refinements to the models and more sophisticated
instrument modeling.
Since this initial work is highly preliminary, we have room for many im-
provements and modifications to make stronger connections with observations.
As an immediate improvement we may perform simulations with larger volumes
than our 1 h−1 Gpc box in order to capture more massive objects. With larger
volumes we can also capture more low- and moderate-mass objects to obtain
better statistics for the P1.4GHz −Mv and other relations. With more simu-
lations, we may begin to investigate the dependence of radio halo counts on
cosmological parameters. We may also begin to self-consistently include mag-
netic fields, although our results in this approach would be tied to a specific
model of magnetic field injection and growth. Similarly, we can begin to inves-
tigate generating and propagating cosmic rays in the simulation, although it is
difficult to scale current methods to large volumes and high resolutions. How-
ever, our results demonstrate an important first step in bridging simulations
and observations to more fully understand the large-scale radio universe.
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Chapter 3
Injecting magnetic fields
into clusters of galaxies via
active galactic nuclei
3.1 Introduction
Radio observations of clusters of galaxies indicate that they host large-scale,
volume-filling diffuse magnetic fields of strength 0.1 − 10µG, while additional
rotation measure observations suggest that these fields are tangled with auto-
correlation lengths of 10-20 kpc (see Carilli & Taylor (2002) for a review) and
have complex topology (Falceta-Gonc¸alves et al. 2010b). These fields are ex-
tremely important in understanding cluster astrophysics: they provide a source
of non-thermal pressure support (Dolag & Schindler 2000), allow for synchrotron
emission from cosmic rays (Miniati et al. 2001; Pfrommer et al. 2007; Brunetti
et al. 2007; Skillman et al. 2008), potentially suppress or modify thermal con-
duction (Ruszkowski & Oh 2010; Parrish et al. 2009), and modify turbulence in
the cluster atmosphere (Narayan & Medvedev 2001; Chandran & Maron 2004;
Shukurov et al. 2006). However, despite their ubiquity and importance we do
not at present understand their origins and evolution or the precise correlations
of these fields with other cluster properties.
While exotic processes in the early universe may generate these large-scale
fields (e.g., Baym et al. 1996; Bamba et al. 2008; Battefeld et al. 2008), magnetic
fields may have difficulty surviving the radiation-dominated era due to very high
diffusion rates (Lesch & Birk 1998). Alternatively, we may turn to astrophysical
mechanisms, and especially active galactic nuclei (AGN), for seeding and ampli-
fying magnetic fields. In this scenario, weak seed fields (∼ 10−18 G) are gener-
ated via a plasma process, such as the Biermann battery mechanism (Biermann
1950; Widrow 2002). Dynamo action in supermassive black hole (SMBH) accre-
tion disks can quickly amplify these weak fields which then launch jets (Koide
et al. 1999). The jets can propagate tens of kiloparsec into the intracluster
medium (Kirkpatrick et al. 2011) and inflate bubbles (Colbert et al. 1996). The
bubbles rise into the intracluster medium (ICM) and eventually disperse, dis-
tributing heat (Voit & Donahue 2005) and potentially magnetic fields within
cluster cores. AGN outflows are more than powerful enough to match the ob-
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served magnetic energy in clusters (Colgate & Li 2000) and are natural carriers
of magnetic flux (Daly & Loeb 1990). Rotation measure observations of jets in-
dicate the presence of magnetic fields in them (Contopoulos et al. 2009). AGN
feedback is also a strong candidate for preventing excessive cooling in cluster
cores (McNamara & Nulsen 2007).
However, the complex physics of AGN accretion disks and jets coupled with
the small scales involved (∼ 100 pc) makes it difficult to include AGN in cluster
and cosmological simulations, which typically resolve scales greater than 2 kpc.
Thus, we must include the accretion and feedback processes as subgrid models.
Subgrid models have been developed and employed by many authors with vary-
ing levels of sophistication. Accretion rate calculations can vary from the simple
Bondi rate (Bondi 1952) to stochastic models (Pope 2007). If the resolution and
computing resources permit it, large-scale jets can be placed on the simulation
grid with many modifications, including simple fluxes at cell boundaries (Gas-
pari et al. 2011), limited-lifetime jets (Morsony et al. 2010), extended jets (Cat-
taneo & Teyssier 2007), wide-angle jets (Sternberg et al. 2007), and precessing
jets (Falceta-Gonc¸alves et al. 2010a). Since jets eventually inflate bubbles, it
is easier computationally to simply place already-formed bubbles (e.g., Sijacki
et al. 2007; Gardini 2007; Di Matteo et al. 2008; Booth & Schaye 2009) or to
slowly inflate them (e.g., Jones & De Young 2005). Whereas jets continuously
feed back energy and momentum onto the simulation grid, bubbles are modeled
as discrete events.
All of the above models have been discussed using purely hydrodynamic sim-
ulations. While there has been some research into the effects of AGN-driven tur-
bulence in a magnetized cluster (Dubois & Teyssier 2008), magnetized outflows
themselves have only been studied by a few authors. The stability of AGN-blown
bubbles with a predetermined magnetic field configuration has been somewhat
well examined (e.g., Robinson et al. 2004; Jones & De Young 2005; Ruszkowski
et al. 2007; Xu et al. 2008a; Gourgouliatos et al. 2010). Additionally, Xu et al.
(2010) have followed the evolution of magnetized bubbles in the cosmological
formation of a large cluster. However, no simulations of magnetized AGN out-
flows have included feedback processes coupled to their surroundings, i.e. these
studies have presumed a fixed energy in the magnetized bubbles. This link
between the feedback energy and the accretion rate is essential in order to re-
produce the observed cosmic SMBH mass density (Hopkins et al. 2006) and the
correlation between SMBH mass and galactic bulge velocity dispersion (Booth
& Schaye 2009). Furthermore, there has been no systematic comparison study
of the various models of AGN feedback when magnetic energy is included (see
our companion paper, Yang et al. (2011), for a comparison study of purely
hydrodynamic outflows).
In this work, we will use FLASH MHD simulations of a mock isolated cluster
to examine several different AGN subgrid models, exploring variations of their
parameters for a variety of resolutions (we have independently studied subgrid
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models of SMBH formation and merging in Sutter & Ricker (2010)). Since we
cannot perform an exhaustive study of all the models presented above, we will
select a representative bubble model (Sijacki et al. 2007) and a representative
jet model (Cattaneo & Teyssier 2007). We will add the magnetic field injection
model of Li et al. (2006). We will perform a systematic study of these models by
varying some of the parameters available for each model in otherwise identical
simulation setups. Note that for this study, we will not evaluate the models in
terms of their respective abilities to reproduce cluster observables; our goal in
this manuscript to take the models as read in their respective papers and apply
magnetic injection to them. By choosing jet and bubble models we will be able
to compare and contrast continuous, centrally located small-volume injections
(jets) with sporadic, randomly located large-volume injections (bubbles). We
will also vary the parameters associated with accretion rate models, since these
are tightly coupled to the feedback properties and hence the resulting magnetic
field. We choose to simulate both bubble and jet models because they are
very distinct: they differ in the form of injected hydrodynamic energy, the
shape of the injection region, and the periodicity of feedback events. These two
approaches allow us to bracket a wide range of plausible feedback models and
explore the roles that their injected magnetic fields can play in the evolution of
their host clusters.
We have three main goals in this work: to examine the effect that introducing
magnetic fields into the AGN injection region has on the accretion and feedback
properties of the SMBH, to evaluate the ability of the various studied models
to magnetize an initially unmagnetized cluster, and to examine the robustness
of these models to changes in their subgrid parameters. We will characterize
the resulting magnetic fields in terms of field morphology, growth rates, and
radial profiles. We begin with a discussion of our simulation code and mock
cluster setup in Section 3.2 and a description of the subgrid models we study
in Section 3.3. We examine the role that magnetic fields play in modifying
the feedback properties of the modeled AGN in Section 3.4 and the ability of
our fiducial jet and bubble models to magnetize a cluster in Section 3.5. We
then examine the magnetic topology of the produced fields for the fiducial runs
via streamlines and rotation measure maps in Section 3.6. Finally, we perform
a parameter survey in Section 3.7. For this survey, we will focus mainly on
the changes to the accretion rate and magnetic properties of the outflows. We
conclude and offer recommendations for constructing reliable subgrid models in
Section 3.8.
3.2 Numerical approach
Using the adaptive mesh refinement code FLASH 3.3 (Fryxell et al. 2000; Dubey
et al. 2008), we performed three-dimensional magnetohydrodynamic simulations
with radiative cooling and AGN feedback within an isolated mock cluster sit-
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ting in a 2048 kpc box. We constructed the mock cluster gas using an ideal-gas
equation of state in hydrostatic equilibrium with an NFW gravitational pro-
file (Navarro et al. 1996). We assumed a cluster mass of 1.5 × 1014 M⊙, con-
centration 5.53, gas fraction 0.1, and Hubble constant h = 0.65. For computing
accretion and feedback properties, we placed a 3×109 M⊙ black hole in the clus-
ter center. Note that we do not include the black hole mass in the computation
of the gravitational potential. We computed radiative cooling rates using the
collisional ionization equilibrium tables of Sutherland & Dopita (1993) assuming
1/3 solar metallicity.
We maintained a minimum resolution of 32 kpc throughout the simulation
volume and enabled progressive nested refinement centered on the black hole.
We varied the peak refinement (see below) from 0.5 to 16 kpc. We defined
the maximally-refined region as a box of width 80 kpc for jets and 160 kpc for
bubbles.
3.3 Subgrid models
3.3.1 Accretion rate
The most basic component of the accretion model is the black hole mass. While
this mass will change with time as gas accretes onto the SMBH, we must select
an initial seed value. The accretion rate is strongly dependent on mass, and
hence the the feedback energies in the early cluster evolution can vary greatly.
Ideally, we would perform cosmological simulations and include the formation
and evolution of black holes along with our simulated clusters (e.g., Booth &
Schaye 2009; Sutter & Ricker 2010). Since we are simulating an already-formed
mock cluster, we must select some value. While some authors (e.g., Sijacki et al.
2007) have placed low-mass (∼ 105 M⊙) black holes in massive clusters to study
their growth, this is not consistent with the knownMbh−Mtot relation (Bandara
et al. 2009). We will choose a value consistent with an already-formed cluster,
Mbh = 3× 109 M⊙
For the purposes of this study, we will restrict our survey to the somewhat
simple, but widely used, so-called α-model of estimating the SMBH accretion
rate (see our companion paper, Yang et al. (2011), for an analysis of more
sophisticated models). The α-model is a simple modification to the Bondi-
Hoyle-Lyttleton (Bondi 1952) accretion rate:
M˙Bondi = 4πG
2M2bh
ρ
cs3
, (3.1)
where the sound speed cs and the density ρ are measured on the simulation
mesh, and Mbh is the black hole mass. This approximates well the observed ac-
cretion rate when the Bondi rate is measured at parsec scales (Allen et al. 2006).
However, simulations of clusters and larger structures cannot obtain sufficient
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resolution to reach these parsec scales, so we must include some compensating
factor. If we assume that we are underestimating the true accretion rate at the
scales we typically resolve, we can simply multiply the calculated Bondi rate by
a constant:
M˙bh = αM˙Bondi. (3.2)
We are free to choose the value of α, and we will examine values from 1 (i.e.,
regular Bondi accretion) to 300, both at fixed resolution and by allowing the α
parameter to scale with resolution, under the assumption that as we lower the
resolution we must make greater enhancements to the calculated Bondi rate.
We must also choose the region in our simulation mesh where we will mea-
sure the density and sound speed for computing the accretion rate. While we
may simply sample the immediate zones around the SMBH, this approach may
suffer from undue variability, especially in the case of jet-based feedback where
the primary effects of the feedback are felt in those same zones. However, if
we choose too large a radius, we will poorly sample the gas properties and
incorrectly estimate the accretion rate.
Similarly, we must remove gas from the simulation mesh as we accrete it
onto the black hole. As before, we have the freedom to choose from where we
will remove the gas. If we choose too small a depletion region, then in the case
of strong accretion events we may potentially remove too much gas from the
central zones, leading to numerical instability. On the other hand, removing gas
from zones far away from the SMBH is clearly unphysical, since this gas does not
actually accrete onto the black hole. To achieve a balance, many authors (e.g.,
Dubois et al. 2010) choose a minimum gas removal threshold so that the size of
the depletion region is chosen to ensure that no more than some fraction of the
gas in the depleted cells (for example, 10%) is removed in any one timestep.
Since the accretion rate is proportional to the gas density and the gas density
is directly affected by our depletion mechanism, our choices for the accretion and
depletion regions will influence each other and thereby the feedback properties
of the AGN. We will include in our study a spherical region with radii 1 to
4 zones, varying the accretion and depletion radii jointly and separately. We
will also maintain a maximum depletion fraction of 10% with the minimum
depletion radius set as described above.
For all accretion models, we impose an upper limit on the accretion rate
corresponding to the Eddington rate,
M˙Edd =
4πGMbhmp
ǫfσTc
, (3.3)
where mp is the mass of the proton, σT is the Thompson cross-section, and ǫf
is the radiative efficiency.
In Table 3.1 we summarize the parameters included in the accretion rate
model and the values included in our survey: the initial black hole mass Mbh,
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Table 3.1: Parameters of the accretion rate model.
Parameter Description Value(s)
Mbh Initial BH mass (M⊙) 3× 109
α Bondi multiple 1− 300
M˙max Maximum accretion rate M˙Edd
Racc Accretion radius (zones) 1− 4
Rdep Minimum depletion radius (zones) 1− 4
fdep Maximum gas depletion fraction 0.1
the Bondi multiple α, the maximum accretion rate M˙max, the accretion radius
Racc, the minimum depletion radius Rdep, and the maximum gas depletion
fraction, fdep.
3.3.2 Jet-based feedback
We follow the general prescription of Cattaneo & Teyssier (2007) for building
our jet-based feedback models. This particular model does not simulate the
relativistic jet immediately after its launch from the AGN accretion system,
which we do not have the resolution to accurately simulate, but rather the
large-scale non-relativistic outflow as the jet extends to kpc scales and begins to
entrain ICM material. This jet imparts thermal and kinetic energy to the ICM
as well as a small amount of mass fed back from the accretion disk.
The injection rates of the mass, momentum, and energy onto the grid are
treated as source terms in the hydrodynamic equations, where the energy injec-
tion rate is
E˙ = ǫFM˙bhc
2 (1− η) |Ψ|. (3.4)
Similarly, the momentum injection rate is P˙ =
√
2ǫfM˙cΨ , and the mass injec-
tion rate is M˙inj = ηM˙ |Ψ|. In the above, ǫf is a feedback efficiency and η is
the jet mass loading factor, which is a parameterization of the entrainment of
gas as the jet propagates. A jet mass loading factor of η = 1 corresponds to
the case in which there is no entrainment and the feedback energy is entirely
kinetic. Higher values allow for the deposition of thermal energy.
The window function Ψ, which provides a mapping onto the mesh, is
Ψ(x) =
1
2πr2ej
exp
(
−x
2 + y2
2r2ej
)
z
h2ej
. (3.5)
We cut off injection at z = hej and r = rej. Note that we normalize the
injected energy within the window function by dividing Ψ by its integral ‖Ψ‖ =
1−exp (−0.5r−2ej ). The injection region is oriented along the z-axis. There is no
threshold associated with activating jet feedback; the jet operates continuously,
as suggested by observations (Peterson & Fabian 2006).
Note that our specific implementation has several differences from that
of Cattaneo & Teyssier (2007). First, we normalize our value of Ψ. Subse-
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Table 3.2: Parameters of the jet-based feedback model.
Parameter Description Value(s)
ǫf Feedback efficiency 0.1
η Jet mass loading factor 100
hej Jet height (kpc) 2− 16
rej Jet radius (kpc) 2.5− 20
quent papers based on the same model, such as Dubois et al. (2010), do this as
well. Also, their model fixed the mass of the SMBH for purposes of calculat-
ing the accretion rate. For jets, this is a reasonable approximation, since the
accretion rate does not reach high values. We also simulate a larger volume
and maintain a larger maximally-refined central region. Furthermore, we use a
smaller Racc and allow depletion of gas from the ICM. When accounting for all
these difference we have been able to match their results.
We fix, as with Cattaneo & Teyssier (2007), a value of η = 100 and ǫf = 0.1,
which are chosen to match observed jet velocities. We vary the jet size, both
exploring larger jets with fixed resolution and maintaining a fixed ratio of jet
to grid size. While larger jets may be somewhat unphysical, in cosmological
simulations we can only reach resolutions of ∆x ∼ 2-4 kpc, and so this may be
the only option available. While a jet height of 0 is a valid model, corresponding
to a simple flux at a cell boundary, we will not study it here since we require
some spatial extent for the injection of magnetic flux (see below).
Table 3.2 summarizes the aspects of the jet model and our chosen values:
the feedback efficiency ǫf , the jet mass loading factor η, the jet height hej, and
jet radius rej.
3.3.3 Bubble-based feedback
For bubble-based feedback we will follow the method outlined in (Sijacki et al.
2007), which places over-pressurized bubbles displaced from the SMBH location.
In their model we have only thermal energy injection:
E˙ = ǫmǫfc
2∆Mbh, (3.6)
where ∆Mbh is the increase in BH mass since the last bubble event, ǫf is the
feedback efficiency and ǫm is the mechanical heating efficiency. We distribute
this energy on a per-mass basis in a sphere with radius determined by
Rbub = R0
(
E˙dt
E0
ρ0
ρ
)1/5
, (3.7)
where we define the radial scaling R0 = 30 h
−1 kpc, energy scaling E0 =
1055 ergs, and density scaling ρ0 = 10
4h−2 M⊙ kpc
−3. These scalings are
chosen to ensure that a bubble in a typical cluster environment will have a real-
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Table 3.3: Parameters of the bubble-based feedback model.
Parameter Description Values(s)
∆bh Minimum fractional BH mass increase 0.01%
ǫf Feedback efficiency 0.1
ǫm Mechanical heating efficiency 0.2
R0 Radial scale (h
−1 kpc) 30
E0 Energy scale (ergs) 10
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ρ0 Density scale (h
−2 M⊙ kpc
−3) 104
Rdis Maximum displacement of bubble center 0.0−Rbub
istic size when it has reached pressure equilibrium with the ICM, and we have
used the same values as in the cosmological runs of Sijacki et al. (2007). Since
bubble events are episodic, we must select some criterion for forming bubbles.
We will only form bubbles when the black hole has increased its mass since the
previous bubble formation by ∆Mbh/Mbh > 0.01%, which was chosen by Sijacki
et al. (2007) to produce the observed Mbh − σ relation.
Since observed bubbles are displaced away from the cluster centers (.e.g.,
Voit & Donahue 2005), we will randomly place each bubble with a maximum
displacement Rdis equal to the calculated bubble radius Rbub. However, we will
also examine the case in which we fix the bubble radius to 40 kpc and do not
displace the bubble centers away from the central SMBH, as has been used in
several cosmological simulations (e.g., Di Matteo et al. 2008; Battaglia et al.
2010). This setup should be an intermediate case between bubbles and jets.
In Table 3.3 we summarize our bubble model parameters and the values we
will examine in our survey: the minimum black hole mass increase to trigger a
bubble event ∆bh, the feedback efficiency ǫf , the mechanical heating efficiency
ǫm, the bubble radial scale R0, the bubble energy scale E0, the bubble density
scale ρ0, and finally the maximum displacement of the bubble center Rdis.
As opposed to the jet feedback mechanisms, which as we will see maintain low
accretion rates due to the continuous nature of the feedback, episodic bubble-
based models can occasionally allow the accretion rate to reach large fractions
of the Eddington rate. Indeed, observations indicate that the SMBH accretion
rate is very high, at least at high redshift (Fan 2006). When the accretion rate,
and hence the available feedback energy, reaches large values the feedback takes
the form of pure radiation (Fender et al. 1999; Gallo et al. 2003). In this case,
instead of mechanically inflating bubbles, the outflows from the AGN simply
heat the nearby gas:
E˙ = ǫfǫrc
2M˙, (3.8)
where ǫf is the feedback efficiency and ǫr is the QSO heating efficiency. We
must choose a threshold to switch to this feedback mode, and we follow Sijacki
et al. (2007) with a value of 0.01M˙Edd. We are free here to choose our radius for
depositing the energy, and for numerical stability we choose a feedback radius
of 8 zones.
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Table 3.4: Parameters of the quasar-based feedback model.
Parameter Description Value(s)
χradio Two-mode feedback threshold 0.01M˙Edd
ǫf Feedback efficiency 0.1
ǫr QSO heating efficiency 0.05
Rradio Feedback radius (zones) 8
Table 3.4 lists the parameters and values for the quasar-mode feedback: the
two-mode feedback threshold χradio, the feedback efficiency ǫf , the QSO heating
efficiency ǫr, and the radius of feedback Rradio. We fix all these values and do
not include any variance in our parameter survey here.
3.3.4 Magnetic field injection
We take the form of injected magnetic fields to be the “tower” model of Li et al.
(2006), which assumes an underlying collimated jet extending away from the
accretion system:
Br(r
′, z′) = 2B0z
′r′ exp
(
−r′2 − z′2
)
(3.9)
Bz(r
′, z′) = 2B0
(
1− r′2
)
exp
(
−r′2 − z′2
)
(3.10)
Bφ(r
′, z′) = B0αBr
′ exp
(
−r′2 − z′2
)
, (3.11)
where r′ =
√
x2 + y2/r0 and z
′ = z/r0. Here, we set the scale radius r0 to
be 0.5Rinj, which is Rbub for bubbles and Rej for jets, so that the entire in-
jected magnetic structure fits inside the given feedback region. αB is the ratio
of poloidal to toroidal flux, which we choose to be αB =
√
10 for a field with
minimum initial Lorentz force, as suggested by Li et al. (2006). We determine
the scale B0 by giving some fraction of the available feedback energy to the
magnetic field: either 0.0 for purely hydrodynamic outflows, 0.5 for an equipar-
tition case, and 1.0 for purely magnetic outflows. Note that for purely magnetic
outflows in jets, we ignore the details of the window function Ψ in Eq. 3.5 and
use it simply to determine the extent of the magnetic feedback region. For jet
models, we align the axis of the magnetic field with the axis of the jet, and for
bubbles we align the magnetic field axis with a vector pointing from the bubble
center to the position of the SMBH.
We summarize the parameters of our magnetic field injection in Table 3.5:
the radial scale r0, the ratio of poloidal to toroidal flux αB, and the fraction of
feedback energy available to magnetic fields EB. Aside from the energy of the
magnetic injection, we will not vary these parameters.
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Table 3.5: Parameters of the magnetic injection model.
Parameter Description Values(s)
r0 Radial scale 1/2rinj
αB Poloidal/toroidal ratio
√
10
EB Fraction of total energy in B 0.0− 1.0
3.3.5 Parameter survey
In Tables 3.6 and 3.7 we detail our parameter survey for jets and bubbles,
respectively. We only include in the tables those parameters that we vary in our
survey. We have collected each set of parameter changes into several groups.
Each group is given a unique numerical identifier, and each set of parameters
within that group is given an alphabetical label. For later plots, we label purely
hydrodynamic simulations as “h”, equipartition models (i.e., EB = 0.5Etot) as
“e”, and purely magnetic feedback runs as “m”. Thus, the label “J3Bm” will
designate purely magnetic outflow (“m”) from the second parameter set (“B”)
of the third grouping (“3”) of the jet models (“J”).
For jets, in our first group we study changing the peak grid resolution with
a fixed jet size of hej = 2.5 kpc and rej = 2.0 kpc. In the next group we also
vary the resolution but allow the jet size to scale with the resolution such that
hej = 5 zones and rej = 4 zones. In the third group we vary the accretion
strength α. Finally, in the last group we investigate the effects of changing the
accretion and depletion radii on the resulting feedback. We do this because the
jet model as described in (Cattaneo & Teyssier 2007) does not include any gas
depletion, and changing these values can have significant consequences for jets
since the feedback is applied very close to the central black hole. Note that for
most of the jet groups we do not use our peak resolution of 0.5 kpc, but rather
the larger 1.0 kpc. We chose this so that we would have enough numerical
resources to complete the study. We only include equipartition magnetic fields
in the first group, where we vary the grid resolution. Note that the model set
“J1B” serves as our fiducial jet case.
For the first group of our bubble model survey, vary the resolution while
keeping the other bubble parameters fixed. Since the bubbles are much larger
than the jets (50-200 kpc) we may lower our resolution much more than in the
jet runs. In the next two groups we vary the accretion multiple α both with fixed
resolution and by scaling α with the grid resolution. For our last group, we fix
the bubble position on the SMBH. Note that for this case, we also fix the bubble
radius to R0 ≈ 40 kpc. This represents an intermediate case between jets and
bubbles and is used frequently in cosmological simulations (e.g., Di Matteo et al.
2008; Battaglia et al. 2010). We include the equipartition magnetic feedback
mode only with the bubble run (“B1B”) which is at the same resolution as
the jet runs, and for the fixed bubble run. We do not examine the role that
the accretion and depletion radii play in this bubble survey, since the bubble
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Table 3.6: Jet model parameter survey.
Designation ∆x (kpc) α hej (kpc) rej (kpc) Racc/∆x Rdep/∆x
Varying Resolution
J1A 0.50 1 2.0 2.5 2.0 2.0
J1B 1.00 - - - - -
Scaling Jet Size with Resolution
J2A - - 4.0 5.0 - -
J2B 2.00 - 8.0 10.0 - -
J2C 4.00 - 16.0 20.0 - -
J2D - - 8.0 10.0 - -
Varying Alpha
J3A 0.50 100 2.0 2.5 - -
J3B 1.00 - - - - -
J3C - 300 - - - -
Varying Accretion and Depletion Radii
J4A - 1 - - 1.0 1.0
J4B - - - - 4.0 4.0
J4C - - - - 2.0 0.0
feedback is not as sensitive to these criteria. Note that the model set “B1B”
serves as our fiducial bubble case.
3.4 The effects of magnetic injection on AGN
feedback
Before we fully examine the growth and structure of magnetic fields using the
models described above we must first see what, if any, effects the presence of
injected fields have on the accretion and feedback properties of the AGN as well
as some of resulting hydrodynamic characteristics of the cluster medium. We
choose three of our models to examine: J1B and B1B, representing our fiducial
cases for jets and bubbles, respectively, and model B4A, which uses bubbles
with fixed centers and radii. For each model we examine purely hydrodynamic
injection, fully magnetic injection, and an intermediate equipartition case in
which the available injection energy is evenly split between magnetic and hy-
drodynamic components. For the plots below, models J1B and B1B have plot
titles of “Jets” and “Bubbles”, respectively, while model B4A is called “Fixed
Bubbles.”
Figure 3.1 shows the black hole accretion rate as a fraction of the Eddington
limit (M˙/M˙Edd) for the jet model. We find that simply the presence of an
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Table 3.7: Bubble model parameter survey.
Designation ∆x (kpc) α Rdis/Rbub
Varying Resolution
B1A 0.50 1 1.0
B1B 1.00 - -
B1C 2.00 - -
B1D 4.00 - -
B1E 8.00 - -
Varying Alpha
B2A 2.00 100 -
B2B - 300 -
Scaling Alpha with Resolution
B3A 0.50 50 -
B3B 4.00 300 -
Fixing Bubble Position
B4A 1.00 1 0.0
injected magnetic field drastically reduces the accretion rate: for ∼ 3 Gyr the
magnetic fields suppress the accretion rate by a factor of five, with much smaller
differences between the equipartition and fully magnetic runs. This has two
causes. First, the shape of the magnetic injection, which is initially a torus
rather than the axial jet of the hydrodynamic feedback, does somewhat prevent
accretion onto the black hole. However, we performed tests where we injected
thermal energy with the same distribution as the magnetic injection and found
only small differences. The main cause of the reduced accretion rate is the
“unspringing” of the highly tense injected fields. As the fields unfold after
injection they efficiently drive gas away from the central zones. Eventually,
however, the gas is able to cool sufficiently and overcome this tension and the
accretion rate correspondingly jumps. However, the magnetized outflows still
maintain an accretion rate a factor of two lower than in the purely hydrodynamic
case. The accretion rate for the magnetized cases are also high variable with a
rapid period of 1-10 Myr. This is indicative of the complex relationship between
the unfolding magnetic fields and the gas which is attempting to accrete onto
the black hole.
After 6 Gyr, the purely hydrodynamic mode undergoes a period of intense
activity characterized by a rapid rise in accretion rate as the gas cools sufficiently
and an associated enhanced feedback phase (see Cattaneo & Teyssier 2007). At
this point the strong magnetic fields in the core become highly tangled, and the
combination of strong fields surrounding the core and cold, dense gas at the
core severely lowers our magnetohydrodynamical timestep. Thus we can not
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Figure 3.1: Effects of magnetic injection on the black hole accretion rate. Shown
is BHAR (M˙/M˙Edd) versus time for purely hydrodynamic, equipartition, and
fully magnetic modes of the J1B (Jets) model
efficiently carry the simulation further and simultaneously perform our intended
parameter survey. For this run and all others, we evolve the simulations until
the timestep drops too low to continue effectively. However, we are still able to
perform these simulations across billions of years, and the timing of the onset of
complex fields can yield useful information about the relationship between the
magnetic fields and the cluster gas.
The effects of the injected magnetic field are much less pronounced in the
randomly-placed bubble model (B1B), as shown in Figure 3.2. Since the bub-
bles are large and off-centered, the magnetic fields are not as effective as driving
away gas from the core, and hence the accretion history is nearly identical be-
tween the purely hydrodynamic and both magnetic modes. Additionally, there
is almost no difference between the equipartition and fully magnetic modes.
This is highlighted by the changes to the bubbles size, as shown in Figure 3.3
(note that the other bubble model examined here, B4A, uses a fixed bubble
radius, and thus is not shown). The bubbles in all cases start out very large,
with radii nearly 200 kpc. Over 4 Gyr they grow smaller and more frequent
as the core density increases. Eventually the hydrodynamic bubbles begin to
exhibit periodic behavior, but the magnetic fields become too complex to follow
efficiently at this resolution.
When we force the bubbles to be centered on the black hole, as with model
B4A, we achieve similar suppression of the accretion rate as in the jets, as we
see in Figure 3.2. These differences take ∼ 3 Gyr to manifest, however, since
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Figure 3.2: Effects of magnetic injection on the black hole accretion rate. Shown
is BHAR (M˙/M˙Edd) versus time for purely hydrodynamic, equipartition, and
fully magnetic modes of models B1B (Bubbles), and B4A (Fixed Bubbles).
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Figure 3.3: Effects of magnetic injection on the bubble size. Shown is bubble
radius at each injection event as a function of time for model B1B.
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Figure 3.4: Effects of magnetic injection on the cluster density profile.
the bubbles are larger than the injection region and hence not as efficient as
the jets at driving away gas (this is also noticeable when comparing the purely
hydrodynamic modes, where the jets have an accretion rate roughly an order of
magnitude smaller than the bubbles). Once again we also see the importance
of merely the presence of magnetic injection over the relative strength of those
fields: both the equipartition and fully magnetic modes exhibit nearly the same
behavior, which after 3 Gyr is characterized by small (factor of ∼ 2) changes
to the accretion rate with a cyclic period of roughly 3 Gyr, whereas the hydro-
dynamic injections see much larger variations in the accretion rate over much
smaller timescales.
We build radial profiles of the density in Figure 3.4. These are constructed
from volume-averaged quantities in shells of thickness 1 kpc. For the jets we see
that at 2 Gyr the magnetized injections are more effective at driving gas away
from the core, but outside of the central regions of the cluster there are very few
differences. However, after 6 Gyr the accreting gas pushes through the magnetic
fields and the magnetized outflows end up with a slightly higher central density,
though once again the injection modes are indistinguishable past 20 kpc. Even
though the density is higher in the magnetized runs, the sound speed is also
higher, resulting in the reduced accretion rate discussed above.
The randomly-placed bubbles, as expected, exhibit also no differences be-
tween magnetized and unmagnetized profiles at 4 Gyr, whereas the fixed bubbles
show remarkable differences out to a radius of 100 kpc. At 4 Gyr the magne-
tized outflows have prevented large amounts of material from collapsing into
the core and the equipartition mode has formed a low-density shell from 30 to
70 kpc. The purely hydrodynamic model has a much smaller low-density shell
at 70 kpc. For the hydrodynamic case the heated outwardly-expending gas in
the injection regions prevents further accretion of material from the rest of the
cluster while some of the inner material within the injection region falls towards
the black hole. In the equipartition case the complex interplay of the magnetic
fields and injected thermal energy form a larger shell. For the fully magnetized
outflow the magnetic fields simply drive gas away from the core. By 7 Gyr,
however, the profiles have reversed: the intense activity of the hydrodynamic
bubbles have driven gas away from the core (note that this profile is taken from
a point in time which is at the trough in a cyclic pattern, as seen in Figure 3.2)
while the more sedate magnetized injections see relatively little change in the
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Figure 3.5: Effects of magnetic injection on the cluster temperature profile.
Shown is emission-weighted temperature.
density profiles.
These conditions are also reflected by the emission-weighted temperature, as
we show in Figure 3.5. Note that we did not observe significant differences in the
pressure profile and hence do not show them here. For the jets, the magnetic
fields, which are much more effective at removing gas from the central core,
heat up the gas to 3.5 × 107 keV after 2 Gyr of evolution. Eventually the gas
is able to cool, and in the magnetized case the gas reaches 107 keV after 6 Gyr,
about 30% lower than in the purely hydrodynamic case. This is also the case
with the fixed bubbles, where initially the magnetized outflows maintain higher
temperatures in the core relative to the thermal outflows, but after 7 Gyr the
magnetic bubbles change the inner temperature by at most 20%, whereas the
hydrodynamic bubbles heat the gas considerably.
3.5 The growth of magnetic fields
To examine in detail the growth of magnetic fields, we will take only our fiducial
cases J1B for the jets and B1B for the bubbles as well as the intermediate
fixed bubble case of B4A. These three cases have the same peak resolution and
accretion properties and - other than the form of the injection - these runs
differ only in that the bubble runs use a larger centrally-refined region. For this
section we only study fully magnetic injection, with no portion of the feedback
energy in thermal or kinetic modes.
We first examine the rate of magnetic field injection, Binj, in Figure 3.6. The
jets (model J1B) inject magnetic fields continuously at a rate ∼ 600 µG Myr−1
for approximately 4 Gyr. Once the core begins to significantly cool down the
accretion rate jumps and subsequently the jets become more powerful, seeding
magnetic fields at an average rate of 1100 µG Myr−1. Periodic behavior also
sets in with spikes of up to 8000 µG Myr−1 occurring every ∼ 500 Myr. Since
the feedback in this case takes place in the volume which is used to measure
the accretion rate, the injected magnetic field rate is highly sensitive to small
perturbations in the gas properties of this region, and thus very noisy. Also, the
total feedback magnetic energy is distributed over a much smaller volume than
the bubbles, hence the higher magnetic field values.
Both bubble models require ∼ 400 Myr before the first injection event takes
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Figure 3.6: Rate of injected magnetic field strength. Shown is Binj versus time
for models J1B, B4A, and B1B. The continuous injection rate for J1B is shown
as a line while the points represent the discrete injection events for models B4A
and B1B.
place. While the fixed bubbles (model B4A) inject fields about 5 times stronger
than the randomly-placed bubbles (model B1B), these injections take place
within a fixed radius of 40 kpc, while the randomly-places bubbles have radii of
∼ 200 kpc initially. Thus while the injected energies are identical for the initial
injection and roughly equal for the subsequent 4 Gyr, the randomly-placed
bubbles distribute this energy over a large volume and hence the magnetic field
strength within that volume is lower. The fixed bubbles reach a peak injection
rate of 700 µG Myr−1 before strong outflows prevent further accretion at 4 Gyr,
which is roughly the same time when the jets begin their strong feedback phase.
The randomly-placed bubbles, which take longer to drive gas away from the
core, only reach a peak injection rate of 100 µG Myr−1 before the complex field
topology prevents further efficient calculations.
We show in Figure 3.7 the average magnetic field strength within two radii,
R = Rcore ≡ 0.15R500 and R = R200. We take a density-weighted average in the
core and a volume-weighted average for the entire cluster. The fixed bubbles
are most efficient at strongly magnetizing the core, reaching 1 µG after just
1 Gyr, which is an oder of magnitude stronger than the jets and randomly-
placed bubbles, and a peak value of over 2 µG averaged inside the core after
4 Gyr. After that time the reduced accretion rate prevents further strengthening
of the field in the core. At that time strong outflows prevent further strong
feedback events and the magnetic fields in the core push outwards into the
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Figure 3.7: Average magnetic field strength with jets and bubbles. Solid lines
are density-weighted average fields within Rcore and dotted lines are volume-
weighted fields within R200.
cluster medium without being replenished. The jets, however, continuously
operate and are always able to magnetize the core. Thus while initially the jets
provide the weakest magnetic fields in the core they eventually build up enough
strength to provide roughly the same magnetization as the fixed bubbles after
6 Gyr. Randomly-placed bubbles are the least efficient at magnetizing the core,
since the bubbles are large and off-center. However, they do begin to produce
strong fields after 4 Gyr.
Jets and fixed bubbles exhibit similar patterns when averaging fields over the
entire cluster. Here the initially-injected fields quickly disperse throughout the
cluster medium but eventually weaken by escaping beyond R200 and through
numerical dispersion. However, fields from the core eventually make their way
to the outer regions of the cluster and after 1-2 Gyr the average fields begin to
rise again. The bubbles maintain cluster-wide fields over an order of magnitude
stronger than the jets, mainly because the bubbles inject their fields farther
out from the core, allowing them to more easily propagate into the cluster. The
large bubbles of the randomly-placed bubble model eventually provide magnetic
fields throughout the cluster as strong as the fixed bubbles.
Next we can study the growth rate of magnetic fields within the cluster
volume in Figure 3.8. Here we show the total volume encompassed by fields
of strength at least 10−12 G and 10−6 G. While all models are able to weakly
magnetize the entire cluster, they differ substantially in the time taken to do
so. The jets (model J1B) continuously inject strong fields in the core which
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Figure 3.8: Volume magnetized due to jets and bubbles. Shown is the cube root
of the total volume containing fields of strength at least 10−12 G (solid lines)
and 10−6 G (dotted lines).
push out weaker fields into the cluster, saturating the cluster within 1 Gyr. The
randomly-placed bubbles (model B1B) saturate the cluster almost immediately
since the bubbles are very large and centered away from the core. The fixed
bubbles (model B4A) take the longest, 2 Gyr, since these injected fields are
centered at the core but are much weaker than the fields injected by the jets
and hence less efficient at pushing weaker fields throughout the cluster.
Strong fields permeate a much smaller volume, with jets only able to provide
∼ µG fields within the inner 50 kpc. The fixed bubbles, with radii of 40 kpc,
are naturally able to strongly magnetize almost the entire core out to a radius of
100 kpc and maintain this magnetization for five billion years. The randomly-
placed bubbles cannot produce significant magnetic fields until multiple bubbles
overlap so that their magnetic contributions can add together, which does not
occur until 3.5 Gyr of evolution. These fields quickly disperse but recover when
the bubble feedback becomes strong enough to continuously produce strong
fields.
Figure 3.9 shows the total kinetic and magnetic energies within the entire
cluster volume as a function of time. The evolution of the magnetic energy
follows the same evolution as the injection rate. The kinetic energy follows a
strongly periodic behavior as gas cools and accretes onto the black hole and is
driven outwards by outflows. The kinetic energy for all cases also follows the
magnetic energy, since magnetic tension in the injected fields drive additional
gas motions. Since the fields of the jet model are centrally located they are less
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Figure 3.9: Total cluster kinetic and magnetic energy versus time. Solid lines
are kinetic and dotted lines are magnetic energy.
likely to drive large-scale complicated gas motions, whereas the bubbles with
large, diffuse, tangled magnetic fields generate complicated gas motions. The
turbulence due to these bubbles produce kinetic energies an order of magnitude
larger than the jets.
Finally we show radial profiles of the magnetic field in Figure 3.10 at 3 and
6 Gyr. We construct these profiles from volume-weighted averaging of the field in
1 kpc shells. At 3 Gyr, the fixed bubbles maintain the strongest fields (10 times
stronger than the jets and 30 times stronger than the randomly-placed bubbles)
within the central 100 kpc but at large radii these fields diminish rapidly. Both
bubble models have the same profile shape: an inner plateau where the fields
are injected and a steep reduction in field strength beyond that radius. The
randomly-placed bubbles, which place weaker magnetic fields within a larger
region, maintains this plateau to almost 300 kpc, which is sensible because
the bubbles involved have typical radii of 150 kpc. The jets produce some
slope within the inner 50 kpc and the strongest fields in the innermost core, as
expected. All the models produce only weak fields (< 10−12 G) beyond a radius
of 600 kpc.
At 6 Gyr, both the jets and fixed bubbles (the randomly-placed bubbles only
evolved to 4 Gyr) exhibit opposite trends. The jets continuously amplify the
fields in the core, boosting the field strength in the inner 50 kpc by a factor
of four while continuing the strengthening the magnetic fields at larger radii.
The fixed bubbles, however, experience a drop in accretion rate at ∼ 4 Gyr and
hence their ability to magnetize the core after that diminishes. Thus the fields
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Figure 3.10: Volume-weighted magnetic field as a function of radius.
from the inner regions of the cluster just propagate outwards, magnetizing the
remainder of the cluster while reducing the magnetization of the core. After
6 Gyr the jets eventually produce the strongest magnetic fields in the core, but
the fixed bubbles generate a more highly-magnetized cluster overall.
3.6 Magnetic field topology
We now turn to the topology of the fields produced by our fiducial jet and
bubble models: J1B to represent the jets, B1B for randomly-placed bubbles,
and B4A for fixed bubbles. Streamlines of the fields demonstrate the complex
morphology produced by the AGN-based injection. We generate streamlines by
seeding 100 tracer particles uniformly on a sphere of radius 300 kpc. Figure
3.11 shows the streamlines for the fiducial models at various times. Each model
is shown at 1 and 3 Gyr and at a time just before complex fields prevent further
calculation. Thus we show the streamlines at 6 Gyr for the jets, 4 Gyr for the
randomly-placed bubbles, and 8 Gyr for the fixed bubbles.
The jets initially produce a toroidal shape with a very regular structure:
as the fields are injected as a torus they push out already-present fields which
maintain their structure. After 3 Gyr the fields elongate along the jet axis
forming a tower with cavities opening in the plane perpendicular to the jet. The
magnetic field is able to escape quickly along the jet axis, quickly magnetizing
volumes outside the core. Finally, at 6 Gyr, the gas is able to cool sufficiently,
dragging the field lines along with it as it accretes onto the core. We thus form
a dense cocoon of magnetic field lines. These fields are only slightly tangled and
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Figure 3.11: Evolution of magnetic field streamlines for the fiducial models.
Shown are models J1Bm (top), B1Bm (middle), and B4Am (bottom). From
left to right, model J1Bm is shown at times 1, 3, and 6 Gyr, model B1Bm
is shown at times 1, 3, and 4 Gyr, and model B4Am is shown at times 1, 3,
and 8 Gyr. All streamlines are constructed using 100 tracer particles uniformly
distributed on a sphere with radius 300 kpc. The streamlines are colored by the
local gas density, with blue colors indicating low density and red colors denoting
high-density regions. The view is roughly 600 kpc across.
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Figure 3.12: Magnetic field streamlines from the equipartition injection mode.
Shown are models J1Be at 6 Gyr (top), B1Be at 4 Gyr (middle), and B4Ae
at 8 Gyr (bottom). Construction of the streamlines and coloring is identical
to Figure 3.11.
maintain their regular torus-like structure, but stronger fields have been able to
propagate farther into the cluster.
The randomly-placed bubbles exhibit complex, tangled behavior almost im-
mediately. While each bubble contains a torus-like magnetic field, as multiple
bubbles form and overlap the fields entangle. The bubbles are able to form
strong fields with complex structures far from the central core. At later times
more bubbles form and overlap, increasing the average magnetic field in the
core. Few magnetic field lines are able to escape into the outer cluster regions,
even after 4 Gyr. However, the volume magnetized by bubbles is much larger
than that of the jets. The bubbles are also much more asymmetric than the
fields produced by the jets, since each injected bubble has a new, random field
orientation.
The fixed bubbles initially exhibit only somewhat ordered topology. While
each bubble has the same magnetic field orientation, between bubble events some
magnetic field lines can escape and turbulence caused by the infalling gas can
twist and tangle the fields. At 3 Gyr, however, the bubbles appear frequently
enough to maintain a torus-like topology. Eventually the fields collapse due
to the asymmetric infill of the gas and a large parcel of magnetic field lines
escape along the jet axis leading to a complex topology containing both ordered
torus-like and tangled components.
We also show the equipartition case for each fiducial model in Figure 3.12 at
the latest time available for each model. For each model the magnetic fields are
weaker but the larger topology remains unaffected. The final cocoon created by
the jets is smaller since the injected fields are not as strong. The weaker fields
of both the randomly-placed and fixed bubbles produce much more disperse
field lines. Thus while we affect the overall strength of magnetic fields we do
not change the topological structure of the fields when considering injection
modes with less magnetic energy. Also, the addition of thermal energy in the
equipartition case does not affect the topology of the fields.
Next in Figure 3.13 we see the evolution of the magnetic field in terms of the
rotation measure (RM) taken along the x-axis. The rotation measure is defined
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Figure 3.13: Evolution of the rotation measure for the fiducial models. Shown
are models J1Bm (top), B1Bm (middle), and B4Am (bottom). From left to
right, model J1Bm is shown at times 1, 3, and 6 Gyr, model B1Bm is shown at
times 1, 3, and 4 Gyr, and model B4Am is shown at times 1, 3, and 8 Gyr. All
rotation measures are taken along the x-axis and have a uniform resolution of
4 kpc.
as
RM = 812
∫ L
0
neB · dl radians m−1, (3.12)
where B is the magnetic field in µG, ne is the electron density, and l is the
direction of propagation in kpc. The maps shown have a spatial resolution of
4 kpc.
The jets at 1 Gyr show high rotation measure values with very little spatial
extent: only ∼ 10 kpc perpendicular to the jet and ∼ 50 kpc along the jet axis.
The RM exhibits the handedness given to the injected magnetic fields, with a
value of 150 to the left of the jet and −150 to the right. At 4 Gyr the strong
RM region in the center is slightly larger with peak values about three times
stronger. By 6 Gyr the strong feedback episodes have dramatically increased
the peak RM value to over 2500 and the collapsing gas has shrunk the volume
enclosed by strong magnetic fields. Also, turbulent gas motions have begun
to introduce some asymmetry in the RM map; however, the overall structure
remains intact. TODO
The magnetic fields produced by the randomly-placed bubbles result in large-
scale (∼ 400 kpc) weak RM structures within 1 Gyr. However, the RM here
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is much weaker - reaching a value of no more than 400 by 4 Gyr - than those
generated by the jets since the magnetic fields are distributed over a much larger
volume. As more bubbles form, the peak RM values increase and distribute
over a large volume, eventually forming ∼ 100 kpc structures surrounding the
central core. The fixed bubbles show a similar handedness as the jets since
once again each injection is given the same axis. However, the RM here reaches
a peak value much stronger than both the randomly-placed bubbles and the
jets. Additionally, strong RM values are distributed over a much larger volume,
reaching ∼ 100 kpc into the cluster atmosphere.
We additionally view the latest times available for each model in the y and
z directions in Figure 3.14. The highly-directional jets show identical RM dis-
tributions in both the x- and y-directions, but the rotation measure along the
jet axis shows little spatial variation and a very high value within the central
10 kpc. The randomly-placed bubbles exhibit nearly identical morphology along
the other axes, as expected by the random orientations given to each injected
bubble. The fixed bubbles exhibit similar morphology as the jets, with large RM
values along the z-axis, but with some discernible rotation measure extending
out to ∼ 100 kpc, much farther than the smaller jets.
Finally, we can compare equipartition modes to fully magnetized injection
with Figure 3.15. Once again we see little difference in the overall structure for
the jets and both bubble models. The values of the peak rotation measures are
only slightly less in the equipartition cases than they are in their fully magnetic
counterparts. Additionally, the randomly-placed bubbles show a much more
smooth and uniform distribution with equipartition injection. The jets and fixed
bubbles maintain their spatial extent. Thus we once again see that merely the
presence of magnetic injection has significant effects and the relative proportion
of magnetic to thermal energy is less important.
3.7 Model parameter survey
3.7.1 Jets
Our jet model parameter survey includes variations in the underlying peak grid
resolution, the size of the jet, the value of the accretion strength parameter
α, and the size of the accretion and depletion regions. For the plots in this
section, we will label the model groups as follows: models J1A-J1C are labeled
as “Jet Resolution”, models J2A-J2C are the “Jet Size” group, “Jet Accretion
Strength” will refer to models J3A-J3C, and finally models J4A-J4C will be
referenced by “Jet Depletion and Accretion”.
These parameter changes significantly affect the accretion history of the
SMBH, as shown in Figure 3.16. With higher resolution (model J1A) the accre-
tion history is much more variable but the average accretion rate is roughly equal
to the fiducial case. In this case the strong injected fields make continuation of
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Figure 3.14: Rotation measure taken along the y-axis (left) and z-axis (right).
Shown are models J1Bm at 6 Gyr (top), B1Bm at 4 Gyr (middle), and B4Am
at 8 Gyr (bottom). All rotation measures have a uniform resolution of 4 kpc.
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Figure 3.15: Rotation measure from the equipartition injection mode. Shown
are models J1Be at 6 Gyr (top), B1Be at 4 Gyr (middle), and B4Ae at 8 Gyr
(bottom). All rotation measures are taken along the x-axis and have a uniform
resolution of 4 kpc.
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Figure 3.16: Affecting the black hole accretion rate by varying the jet model
parameters. Shown is BHAR (M˙/M˙Edd) versus time.
the simulation very difficult past 1.5 Gyr and at this point the combination of
turbulent gas motions and strong fields make the accretion rate highly variable.
When we vary the jet size we get more diverse behavior and longer-lasting jets.
In model J2A, where we double the size of the jets, we maintain the same av-
erage accretion strength as in the fiducial case but add the periodic behavior
seen with the well-resolved jets of model J1A. As we increase the jet size while
fixing ∆x = 1.0 kpc in models J2B and J2C we see a consistent increase in the
average accretion rate. As the jet energy gets deposited in a larger volume the
magnetic fields are less effective at keeping gas away from the central black hole.
When we decrease the relative size of the jet in model J2D, the smaller jet is
more effective at removing gas, thereby lowering the accretion rate relative to
the J2C model, which has the same resolution but a larger jet.
When we vary the accretion strength parameter α (models J3A-C), we see
similar evolution patterns in the accretion rate, but the rates are uniformly
higher than the fiducial case. Model J3A, which both lowers the resolution
to ∆x = 0.5 kpc and raises α to 100, produces incredibly strong fields within
0.5 Gyr, preventing further simulation. However, prior to this point there still
appears to be some periodicity with similar features to model J1A, which has
the same resolution but α = 1. Interestingly, setting α = 100 does not produce
an accretion rate that is 100 times higher. Instead, the stronger outflows are
more effective at pushing away gas from the core, lowering the overall accretion
rate to just a factor of five larger than the fiducial case. Similarly, with α = 300
in model J3C we do not see a corresponding tripling of the accretion rate.
Varying the depletion and accretion radii can have some significant effects,
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especially if these values are larger than the injection region. Model J4A sets
Rdep = Racc = ∆x (i.e., one zone), and we do not see significant differences
between this and the fiducial case. This is also the case when we remove de-
pletion altogether, as in model J4C. Since the accretion rate is incredibly small
for the jets in the first place, removing gas has no significant effects. However,
when we set the accretion and depletion radii to 4 zones, as in model J4B, we
see an initially larger accretion rate followed by a factor of five jump after only
1 Gyr, rather than the 4 Gyr it takes in the fiducial model. In this case, we are
measuring within a volume slightly larger than the injection region itself (note
that the injected magnetic fields are strongest at the scaling radius, which is one
half the injection radius) and the gas that the magnetic fields drive away from
the core gets included in the accretion rate calculation, leading to an increase
in the accretion rate. Also the large jump in accretion rate occurs earlier since
we are measuring at a larger radii, and the cooled gas does not take as long to
reach the inner 4 kpc as it does to reach the inner 2 kpc, where the magnetic
injection is strongest.
In Figure 3.17 we see how varying the jet parameters affects the rate of
injected magnetic field strength. For model J1A, despite the small changes to the
accretion rate, the injected magnetic field rate is almost a factor of two higher.
This is mainly due to a severely decreased timestep in the J1A run: although
the instantaneous accretion rate, and hence the injected magnetic energy, may
be lower, the total injected magnetic field over long periods of time are larger
in the higher-resolution run. When we vary the jet size, we find that model
J2A, despite having the lowest accretion rate, has the highest rate of injection
of magnetic fields. This is because this model injects magnetic fields into the
smallest region. The resulting field is more strongly concentrated, leading to a
higher B. As we scale to ever-larger jets, the fields are distributed over larger
volumes, and hence the Binj rate drops. Model J2D, which has a lower resolution
but same jet size as J2B, maintains roughly the same injection rate, consistent
with the view that these low resolutions to not contribute significantly to the
resulting magnetic fields.
Varying the accretion strength parameter α has almost no effect: since the
accretion rate self-regulates with changes in α, models J3B and J3C are not
significantly different. However, model J3C, with a larger α of 300, does produce
slightly stronger magnetic fields. When we vary the accretion and depletion
radii, we once again see only strong differences with model J4B, which produced
fields almost an order of magnitude stronger than the fiducial case after only
1 Gyr.
Figure 3.18 shows the changes to the average magnetic field strength within
Rcore and R200. The higher-resolution jets (J1A) and large jets (J2C) are best
at magnetizing both the inner and outer cluster regions. As expected, the large
jets are able to distribute fields over a much larger volume than the fiducial case,
although they cannot produce fields stronger than ∼ 1 µG in the core. There
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Figure 3.17: Affecting the rate of injected magnetic field strength by varying
the jet model parameters.
is again no significant difference when increasing α from 100 to 300, although
these models produce slightly stronger fields within the core compared to the
fiducial case. Despite the enhanced accretion rate of model J4B, we do not
evolve the jet long enough to see significant differences in the average field of
the core. However, we do begin to see an increase in the overall magnetization
of the cluster, with roughly a doubling of the average cluster-wide field.
We see similar trends in the magnetized volume, as shown in Figure 3.19.
The large jets and high-α jets push weak magnetic fields throughout the cluster
volumes in less than 500 Myr, whereas the fiducial case takes almost twice as
long. However, the high-α models still do not push strong fields very far into
the cluster - only to ∼ 50 kpc. On the other hand, the large jets can generate
strong fields out to 100 kpc. Also, here the effects of higher resolution are
less pronounced. With the boosted accretion rate of model J4B, the cluster
saturates with weak magnetic fields much more quickly (less than half the time
of the fiducial case), with a slightly increase in the volume of strong magnetic
fields. Once again, we do not see large differences with the smaller accretion
and depletion radii relative to the fiducial model.
Finally, we see in Figure 3.20 the radial profiles of the magnetic fields. We
first see that model J1A, which has higher resolution than the fiducial case, is
able to provide more magnetization throughout the cluster in 1 Gyr than the
fiducial case is able to in twice that time. All of the large jets are able to generate
strong fields in the core (over 10 µG in some case) after 6 Gyr. However, since
the magnetic fields of model J2C are distributed over such a large volume, the
strongest fields in the core come from the slightly smaller jets of model J2B.
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Figure 3.18: Affecting the average magnetic field strength by varying the jet
model parameters. Solid lines are density-weighted average fields within Rcore
and dotted lines are volume-weighted fields within R200.
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Figure 3.19: Affecting the volume magnetized by varying the jet model param-
eters. Shown is the cube root of the total volume containing fields of strength
at least 10−12 G (solid lines) and 10−6 G (dotted lines).
84
 0.0001
 0.001
 0.01
 0.1
 1
 10
 10  100
B 
[µG
]
r (kpc)
Jet Resolution, Magnetic Field
J1Am, 1 Gyr
J1Bm, 1 Gyr
J1Bm, 2 Gyr
 0.0001
 0.001
 0.01
 0.1
 1
 10
 10  100
B 
[µG
]
r (kpc)
Jet Size, Magnetic Field
J2Am, 3 Gyr
J2Bm, 3 Gyr
J2Cm, 3 Gyr
J2Dm, 3 Gyr
J2Bm, 6 Gyr
J2Cm, 6 Gyr
J2Dm, 6 Gyr
 0.0001
 0.001
 0.01
 0.1
 1
 10
 10  100
B 
[µG
]
r (kpc)
Jet Accretion Strength, Magnetic Field
J3Bm, 1 Gyr
J3Cm, 1 Gyr
J3Bm, 2 Gyr
J3Cm, 2 Gyr
 0.0001
 0.001
 0.01
 0.1
 1
 10
 10  100
B 
[µG
]
r (kpc)
Jet Depletion and Accretion, Magnetic Field
J4Am, 1 Gyr
J4Bm, 1 Gyr
J4Cm, 1 Gyr
J4Am, 3 Gyr
J4Cm, 3 Gyr
Figure 3.20: Affecting the magnetic profiles by varying the jet model parameters.
Shown are volume-weighted magnetic fields as a function of radius.
When we increase α in models J3B and J3C, we see almost no differences in
the profiles at 1 and 2 Gyr. Also, there is very little difference between either
of these models and the fiducial case. Model J4B, with the larger accretion and
depletion radii, produces an order of magnitude stronger field at large radii and
nearly a doubling of the field in the inner cluster after only 1 Gyr.
3.7.2 Bubbles
By varying the peak resolution and accretion strength in the bubble models we
also see significant differences in the accretion rate, magnetic outflow properties,
and overall magnetization of the cluster. The plots in this section are split into
two groups: “Bubble Resolution” will contain models B1A-B2E, and “Bubble
Accretion Strength” will reference models B2A, B2B, B3A, and B3B.
Our parameter changes significantly affect the accretion rate, as shown
in Figure 3.21. First, changing the resolution has a stronger effect on the bub-
bles than the jets, mostly because we can reduce the resolution much farther
than in the jet models and still adequately resolve the bubbles. At the same
resolution as the jets (0.5-1.0 kpc) we see very little difference. However, at
lower resolutions (4-8 kpc), we begin to see much lower accretion rates as time
progresses, reaching an order of magnitude in difference at 5 Gyr. At lower
resolutions, we also delay the onset of the formation of highly complex fields by
over a billion years, so the simulations can evolve further.
When we vary the accretion strength parameter α, we see much more com-
plicated behavior than in the jets. Whereas the jets maintained self-regulated
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Figure 3.21: Affecting the black hole accretion rate by varying the bubble model
parameters. Shown is BHAR (M˙/M˙Edd) versus time.
 100
 150
 200
 250
 300
 0  1  2  3  4  5  6
Bu
bb
le
 R
ad
iu
s 
[kp
c]
Time [Gyr]
Bubble Resolution
B1Am
B1Bm
B1Cm
B1Dm
B1Em
 100
 150
 200
 250
 300
 0  0.5  1  1.5  2  2.5  3  3.5  4
Bu
bb
le
 R
ad
iu
s 
[kp
c]
Time [Gyr]
Bubble Accretion Strength
B2Am
B2Bm
B3Am
B3Bm
Figure 3.22: Affecting the bubble size by varying the bubble model parameters.
Shown is bubble radius at each injection event as a function of time.
behavior, because the continuous jet-based feedback was coupled more tightly
to the immediate surroundings of the black hole, the bubbles are much more
sensitive to changes in α. As we increase α, as in models B2A and B2B, we see
immediate increases in the BHAR. The bubbles, which take time to form and
are not as efficient as the jets at driving gas away from the core, only slightly re-
duce the accretion rate below the amplified value. For example, setting α = 100
produces a BHAR only ∼ 80 times stronger rather than 100. As we vary the
resolution along with α, as in models B3A and B3B, we see that the changes to
the accretion strength are dominant over the changes to resolution.
The bubble sizes vary dramatically, as shown in Figure 3.22. Note that as
we lower the resolution (and have correspondingly lower accretion rates) our
bubbles become slightly larger. Since the bubble energy is fixed as a fractional
increase in the SMBH mass, at lower resolutions we begin to underestimate the
gas density, which both lowers the accretion rate and produces larger bubbles,
as Eq. 3.7 suggests. Notice that is also takes longer to produce bubbles at lower
resolutions, taking almost twice as long in the 8 kpc case than in the 4 kpc run.
Authors usually invoke an enhanced accretion strength parameter to account
for underestimating the gas density at lower resolutions. However, for this clus-
ter our changes to α dominate over changes to resolution. Note especially models
B3B and B1B. Model B3B has a resolution of 4 kpc, and an α of 300 should
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Figure 3.23: Affecting the rate of injected magnetic field strength by varying
the bubble model parameters.
account for the resulting under-resolution of the gas density. Instead, model
B3B produces many more bubbles with larger radii and begins a periodic cycle
within 1 Gyr, which are features absent from model B1B. We also notice some
discontinuities, such as in model B3B, where strong bubble events temporarily
halt the cooling of gas. All of the runs with increased α produce unphysically-
large bubbles (> 200 kpc) with extremely high formation rates (one bubble per
10-20 Myr), suggesting that increasing α may not always be appropriate.
Despite the small changes to the accretion rate and bubble size when chang-
ing the resolution, we see dramatic differences to the magnetic injection rate,
as shown in Figure 3.23. Even though the injected energy is the same for each
bubble event (Eq. 3.6), this energy is distributed over different bubble volumes.
Hence, small changes in the bubble radius lead to large differences in the injected
magnetic field strength. The smallest bubbles, which occur with ∆x = 0.5 kpc
in model B1A, have the largest injected energy, with a Binj for the first bubble
over a factor of two larger than that of model B2A, which has a resolution of
1.0 kpc. The trends continue down to 4 kpc. However, at this resolution the
bubbles are already so large that at lower resolutions there is little difference
in the injected field strength. For all these models the injection rate steadily
increases as gas cools and accretes onto the core, eventually producing magnetic
fields which are too strong and tangled to simulate further.
With the boosted-α models we again see large differences in Binj. However,
instead of the steadily increasing magnetic field strength of the α = 1 models,
small cyclic variations in the accretion rate and bubble size lead to similar, but
amplified, patterns in the rate of injected field strength. This is most evident in
model B2B, where the injection rate changes by a factor of ∼ 5 with a period
of roughly 1 Gyr.
The smaller bubbles in the high-resolution runs are more effective at mag-
netizing the cluster, as we show in Figure 3.24. Reduced numerical dispersion
as we increase resolution also plays a role. This figure displays the average
magnetic field strength within the core and within the entire cluster. Model
B1A is able to generate 1 µG fields within the core in 3 Gyr, where as model
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Figure 3.24: Affecting the average magnetic field strength by varying the bubble
model parameters. Solid lines are density-weighted average fields within Rcore
and dotted lines are volume-weighted fields within R200.
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Figure 3.25: Affecting the volume magnetized by varying the bubble model
parameters. Shown is the cube root of the total volume containing fields of
strength at least 10−12 G (solid lines) and 10−6 G (dotted lines).
B1D, with 16 times lower resolution, takes twice as long. All of these models
produce the same general trends: steadily-increasing magnetic fields both in the
core and entire cluster from 1 to 4 Gyr followed by a sharp rise as the accretion
intensifies.
When again see the strong dependence on accretion strength parameter:
the high-α runs generate > 1 µG fields within the core and > 0.1 µG fields
averaged within the entire cluster in less than 1 Gyr. Indeed, models B2B and
B3B, with α = 300, are able to produce ∼ 1 µG fields within R200. The higher
the value of α, independent of resolution, the greater the magnetization. The
time-dependent behavior of the average field within the cores for these models
looks more like the jets than the fiducial bubble case.
In all bubble cases, regardless of changes to the resolution or accretion
strength, the cluster quickly magnetizes, as we see in Figure 3.25. However,
the high-α models not only magnetize the cluster with weak fields, but also
push strong (> 1 µG) fields almost to the cluster edge. The α = 1 cases, how-
ever, are much less effective at generating these strong fields, with most models
only creating these fields after 3 Gyr. These models are also only able to push
these fields to a meager ∼ 200 kpc radius.
This is also reflected in the radial profiles of the magnetic fields, which we
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Figure 3.26: Affecting the magnetic profiles by varying the bubble model pa-
rameters. Shown are volume-weighted magnetic fields as a function of radius.
show in Figure 3.26. All the high-α models create a region of strong fields out
to ∼ 400 kpc within only 1 Gyr. This is due to the strength and frequency of
these bubbles. After another 2 Gyr of evolution the fields in this same region
have doubled in strength. On the other hand, varying the resolution does not
produce significant differences until 5 Gyr of evolution. In all these cases, the
fields remain relatively constant out to a radius of 200 kpc before steeply falling,
and changes to the resolution to not affect this behavior. While higher resolution
does result in stronger fields, a factor of 16 difference in resolution only produces
a factor of 2 difference in the resulting magnetic fields, even after billions of years
of evolution.
3.8 Conclusion
We have conducted a systematic study of the growth and evolution of magnetic
fields due to the self-regulated feedback of a central active galactic nuclei within
an isolated mock cluster. This study is the first to link the energy available for
injected magnetic fields to an accretion rate measured on the simulation mesh.
We have implemented magnetic field injection using representative models of
continuous small-scale jets and sporadic large-scale bubbles. We have examined
the effects of magnetizing the jet and bubble outflows on the accretion properties
of the black hole and the thermodynamic quantities of the surrounding cluster
gas. We have compared the resulting magnetization of the cluster using a fiducial
jet and bubble model in terms of the growth, evolution, and topological structure
of the magnetic fields. Finally, we have performed a parameter survey of the
jet and bubble models to determine the relationship between subgrid model
parameter choices and the resulting magnetic outflow properties.
The relative effects of adding magnetic fields into the injection depends on
the choice of subgrid model. Continuous jets, where the feedback is applied to
the central few zones, suffer a large decrease in the accretion rate due to the
tension forces inherent in the injected magnetic fields. Fixed-position bubbles,
with large radii, take roughly 3 Gyr for noticable difference to emerge, while
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randomly-placed bubbles are almost entirely unaffected. In general, strong mag-
netic fields placed near the central black hole are very effective at pushing gas
away from the core and preventing cooled gas from accreting.
All models quickly permeate the entire cluster with fields of strength greater
than 10−12 G and produce strong fields (> 10−6 G) in the central core. While
jets produce slightly stronger fields in the innermost regions of the cluster, the
bubbles more quickly disperse relatively strong fields out to larger radii. Addi-
tionally, the bubble models produce flat radial profiles out to ∼ 300 kpc, beyond
which the field strength drops rapidly. Although the jets produce more realistic-
looking radial profiles, they can take up to 4 Gyr to sufficiently magnetize the
inner regions of the cluster.
The jets and fixed bubbles maintain regular torus-like shapes in the magnetic
field that persist over several billion years with strong fields concentrated in the
core, although eventually the fixed bubbles begin to disperse. Thus, if we are to
consider the jet or fixed bubble subgrid models as realistic approaches, we must
require some external source of turbulence to tangle the generated magnetic
fields. The randomly-placed bubbles immediately produce large-scale highly
tangled magnetic fields out to relatively large radii. However, the bubbles have
difficulties generating magnetic fields with strength greater than a microGauss,
something that is relatively easily to accomplish with the fixed bubbles and
especially the jets.
We found the jet models to be relatively insensitive to many changes in
the underlying model. Since the jets require high resolution in the first place
(i.e., < 1.0 kpc) further improvements to the resolution leave the jet outflow
properties unchanged. We found that it is necessary to keep the accretion
radius smaller than the injection region, but changes to the depletion radius are
less important since the accretion rate is so low. We see the biggest differences
to the jet outflows when changing jets size. On the other hand, changing the
accretion strength parameter has little effect, since stronger jet outflows simply
push more gas away from the black hole, reducing the measured accretion rate
to nearly its value in the fiducial case.
The bubble models were much more sensitive to changes in the accretion
strength parameter, since the injection region is much larger. Even though in-
creasing α is generally used to compensate for lower resolution, we found that
the combination of lower resolution with enhanced α did not mimic the behav-
ior of a higher resolution simulation with lower accretion strength parameter.
Higher values of α led to very large, rapidly-forming bubbles. Thus, we advise
caution when choosing a value for α, especially when considering magnetic feed-
back subgrid models. A value of α chosen to match, for example, the observed
Mbh − σ relation may produce unrealistic bubbles. Furthermore, for this par-
ticular cluster, which has a relatively flat inner density profile, we only began
to see significant differences when lowering the resolution past ∼ 4 kpc.
While the jets appear to be more robust, they have significant difficulties in
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quickly and efficiently magnetizing the cluster. They must require some addi-
tional mechanisms operating in the intracluster medium to spread and tangle the
injected fields. On the other hand, the randomly-placed bubbles, which auto-
matically generate rich, tangled magnetic field morphologies, are more sensitive
to subgrid model choices. Additionally, our fiducial case - with parameters taken
directly from Sijacki et al. (2007) - produces very large bubbles very rapidly,
which suggests that this model is not appropriate for general cluster atmo-
spheres. Since the fixed bubbles have a predetermined radius they do not face
this problem. While they also produce somewhat ordered fields, they spread
these fields out to larger volumes, which makes these fields more susceptible
to tangling from cluster mergers and galaxy motions. They can also strongly
magnetize the cluster very quickly - in less than 1 Gyr.
While we have performed a relatively exhaustive analysis, many questions
remain. Primarily, these magnetic field models must be tested in more realistic
clusters to determine their ability to sufficiently magnetize the clusters absent
any assumptions about the strength of the injected magnetic fields. Secondly,
we must use these resimulated clusters to more fully evaluate these magnetized
outflows in terms of observables, such as AGN duty cycle and cluster X-ray
luminosity profiles. We must study more topologies of magnetic injection, such
as random fields, to determine if the resulting magnetic outflows are robust
against changes to the injected field structure. Finally, we must perform fully
cosmological simulations to ensure that the given AGN subgrid models, when
injected magnetic fields are included, reproduce key observables, such as the re-
lationship between supermassive black hole mass and host galaxy bulge velocity
dispersion. Only then can we be confident that our magnetic subgrid models ac-
curately represent realistic aspects of AGN evolution, and use them to evaluate
the ability of active galactic nuclei to generate cluster-wide magnetic fields.
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Chapter 4
Examining subgrid models
of supermassive black holes
in cosmological simulation
4.1 Introduction
This chapter contains work previously published in Sutter & Ricker (2010).
Supermassive black holes (SMBHs) play a number of roles in the evolution and
dynamics of galaxies and clusters of galaxies. These black holes, with masses of
at least a million solar masses, and their associated accretion disks drive quasars
at high redshift (Fan 2006), regulate star formation in galaxies (Hopkins et al.
2010), inject thermal energy into the intracluster medium via powerful jets (Gu
et al. 2009), and may even play a large role in establishing kiloparsec-scale
microgauss magnetic fields in clusters (Carilli & Taylor 2002).
Of particular interest are the correlations discovered between SMBH mass
and other observed quantities of galaxies. The first discovered relationship,
between SMBH mass and bulge stellar luminosity (Magorrian et al. 1998), was
intriguing but suffered from large scatter. Subsequent searches found a tight
correlation between SMBH mass and bulge velocity dispersion σ (Tremaine et al.
2002; Gu¨ltekin et al. 2009), although comparable improvements have also been
made in the correlations to stellar luminosity (Graham 2007). Most recently,
black hole mass has been linked to dark matter halo mass Mtot, both indirectly
by measuring galactic circular velocities (e.g., (Ferrarese 2002); (Baes et al.
2003)) and by direct estimates of halo mass via gravitational lensing (Bandara
et al. 2009). The latter measurements agree well with theoretical predictions of
the relationship between halo virial mass and galactic circular velocity (Croton
2009).
These relationships imply a correlation between the growth of SMBHs and
that of their host galaxies. Since structures form in the universe via hierarchical
clustering of smaller objects (Baugh 2006), black holes carried along with their
hosts should tend to merge as well (Hopkins et al. 2010). This may provide a
simple and direct scaling between halo and black hole mass, especially at low
redshift (Volonteri et al. 2003). However, feedback processes driven by accretion
disk systems may also contribute to the observed correlations: greater accretion
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can lead to larger feedback events, thereby reducing the accretion rate and
coupling the black hole mass to the surrounding system (Cattaneo & Teyssier
2007).
Attempts to explain the observed relations via cosmological simulations re-
quire large volumes (to gather enough objects) and high resolution (to cap-
ture galaxy-sized structures). However, even with current computing resources,
large-volume simulations are unable to capture all the intricate physical pro-
cesses that dominate in the formation, merging, and feedback of black holes.
Hence, these processes must be added in post-processing as semi-analytic mod-
els (e.g., Micic et al. 2007) or included in-situ as subgrid models (e.g., Booth
& Schaye 2009 ; Sijacki et al. 2007 ; Di Matteo et al. 2008).
Many processes have been proposed to explain the formation of seed SMBHs
in the early universe, including remnants of Population III stars (Madau & Rees
2001; Wise & Abel 2005), direct collapse of gas in central bulges (Koushiappas
et al. 2004; Begelman et al. 2006), and merging of smaller black holes (Islam
et al. 2004). Merging black holes are difficult systems to study, since they in-
teract with their gaseous environment (Mayer et al. 2007), emit gravitational
radiation (Sesana et al. 2004), and can suffer kicks due to merging (Baker et al.
2008). Additionally, the self-regulating feedback processes emerging from accre-
tion onto black holes and the subsequent formation of jets and bubbles are not
fully understood (Vernaleo & Reynolds 2006), especially when considering the
effects of magnetic fields (Ruszkowski et al. 2007) and turbulence (Bru¨ggen &
Scannapieco 2009). Consequently, subgrid models must make many simplifying
assumptions in treating these processes.
The variety of plausible scenarios for forming and merging black holes and
applying feedback processes allows modelers great latitude in developing and
adjusting models to fit observations. Universally, all aspects of the formation
and evolution of SMBHs are combined in the same simulation. However, we
believe that subgrid models of the initial seeding and merging of SMBHs (which
are linked in subgrid models to the properties of the surrounding dark matter)
should be separated from models of accretion and feedback (which depend on
the local gas physics). This way, we can better understand the role that merging
alone plays in developing the Mbh− σ and Mbh−Mtot relations and the effects
of changing subgrid models on those same relations.
Thus, in this paper we examine dark matter-only simulations of the growth
of structure in a cosmological volume including subgrid models to track the
formation and merging of SMBHs. By comparing the results of several plausible
scenarios for models against observed relations, we will determine how much
of those relations is due to low-redshift and large-scale evolution of SMBHs,
and how these models may affect the final outcomes, independent of any gas
accretion or feedback.
To follow our dark matter halos, we have developed a new, parallel, fast
halo finder built directly into the simulation code FLASH v2.5. FLASH is an
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adaptive-mesh refinement (AMR) code for astrophysics and cosmology (Fryxell
et al. 2000). FLASH solves the N-body potential problem with a particle-mesh
multigrid fast Fourier transform method (Ricker 2008). It uses smoothed cloud-
in-cell mapping (Ricker et al. in preparation 2010) for interpolating between
the mesh and particles (Hockney & Eastwood 1988) and a second-order leapfrog
integration scheme for variable time step particle advancement.
In the following section we discuss the precision and valid mass ranges for
our new halo finder. In Section 4.3 we outline the numerical aspects of our
approach and the black hole formation and merging subgrid models employed.
Finally in Section 4.4 we compare our results to observations of the Mbh − σ
and Mbh −Mtot relations to test the validity of the models. Additionally, we
provide a discussion and analysis of the performance and parallel scalability of
our halo finder in the Appendix.
4.2 The halo finding method
We base the halo finder in FLASH on a spherical-overdensity (SO) technique.
Throughout, we will identify our new halo finder by “pSO”, for parallel spherical
overdensity. In this approach, halos are defined by spherical regions within which
the mean density is greater than some defined threshold. We begin by mapping
particles onto the simulation mesh with smoothed cloud-in-cell mapping and
identifying peaks by finding zones with densities greater then all surrounding
zones and greater than ∆peakρcrit. Here and throughout, ρcrit refers to the
comoving critical density of the universe,
ρcrit =
3H20
8πG
[
ΩM,0 +ΩΛ,0(1 + z)
−3
]
, (4.1)
where subscripts of 0 here and throughout refer to present-day values. The
zone midpoints serve as centers of potential halos. Using a binary search, we
compare the average density within the current search radius to ∆searchρcrit,
selecting new search radii appropriately. Initially, search radii are doubled until
the enclosed density is below the threshold. Only then does the binary procedure
begin. When two successive search radii differ by no more than a chosen amount,
defined by the parameter ∆Rstop, we stop the search. If, during the search, a
radius falls below a cutoff value, ∆Rsmall, we the abort the search and disregard
the halo. Finally, we remove any finished halos that have radii smaller than
∆Rmin from the catalog. We also remove satellite halos whose centers fall
within the radii of larger companions. This leads to a more consistent mass
function and conserves halo mass (White 2002). We may also optionally remove
satellite halos which intersect larger neighbors. While this must be done to
strictly conserve halo mass, many authors include these satellite halos, since it
is sometimes useful to identify satellite structures (see the comparison in Evrard
et al. (2008) for a discussion of this decision). Table 4.1 lists the parameters
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Table 4.1: Parameters controlling the pSO halo finder in FLASH.
Parameter Description Value
∆peak Overdensity for identifying a halo center 200ρcrit
∆search Overdensity for defining a halo 200ρcrit
∆Rstop Criterion for completing a radius search 0.2∆x
∆Rsmall Criterion for aborting a radius search 0.5∆x
∆Rmin Minimum resolvable halo radius 1.0∆x
controlling our halo finder and our chosen values. In the table and throughout,
∆x is the grid resolution. Note that for simulations in which the halos may span
an adaptively refined region, ∆x will refer to the highest-resolution uniformly
refined mesh level.
For this work, we chose ∆peak = ∆search = 200. However, other values may
be chosen for other uses of the halo finder. For example, ∆search = 500 would
be appropriate for generating mock observations of X-ray cores for comparison
to observations (Evrard et al. 1996), while a smaller value might be useful for
triggering refinement.
To evaluate our halo finder, we performed dark matter-only simulations in a
cubic 128 h−1 Mpc box with 2563, 5123, and 10243 zones, giving resolutions of
∆x = 500, 250, and 125 h−1 kpc respectively. All runs used 2563 particles, giv-
ing a mass resolution of 1.3×1010 M⊙. For these tests, we chose cosmological pa-
rameter values of ΩM,0 = 0.26, ΩΛ,0 = 0.74, and H0 = 100h = 71 km s
−1Mpc−1
for comparison to runs used in previous works. We compared our pSO halos
against spherically overdense regions drawn from a friends-of-friends (FOF) halo
finder with a linking length of 0.2 (see Lukic´ et al. 2009 for an analysis of SO
halos drawn from an FOF catalog). The halos drawn from the FOF catalog
used the most-linked particle as the halo center. Halo radii in the FOF catalog
were determined by starting with a large radius and moving inwards at very
small increments (much smaller than the ∆Rstop used in pSO) until the inte-
rior density exceeded the same threshold as used by the pSO halo finder. This
approach is more precise, but much slower, than the binary search technique
used in pSO. We use a linear search here since with such high precision a binary
technique may not complete.
We thus have several possible sources of differences between the SO and FOF
halo catalogs: (1) pSO chooses the zone midpoints as the halo centers, while
FOF halos use the most-linked particles, (2) the incremental search radii when
finding spherical overdense regions in the FOF catalog are much smaller than
those used in pSO, (3) FOF tends to find more small halos than the grid-based
peak finding in pSO, since smaller halos may be irregularly shaped, and (4)
FOF will tend to bridge two nearby halos, even if they have distinct spherically
overdense regions.
Figure 4.1 demonstrates both the problem of selecting a halo center and that
of pSO counting more satellite halos than FOF. Shown is a ∼ 1014 h−1 M⊙ halo
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FOF Center
pSO Center
Figure 4.1: Demonstration of different choices of halo center due to recent merg-
ing. The thin lines indicate projected density contours of the FOF halo. The
interior contour lines define thresholds of 50 and 200 particles per zone, while the
outermost contour shows a threshold of 1 particle per zone (i.e., the boundary
of the FOF halo). The two thick circles show the boundaries of the spherically
overdense regions identified by pSO. The separation of the larger pSO halo
center (circle) and the FOF halo center (square) is roughly one half a zone.
drawn from the run with 250 h−1 kpc resolution. This halo is undergoing a
merger with a smaller satellite, and thus FOF is bridging two distinct spherical
regions into a single halo. In agreement with the findings of Evrard et al. (2008),
we find roughly ∼ 15% of our halos are satellites. While the most-linked particle
approximates the potential minimum well, the pSO halo center, which is simply
the zone midpoint, is within a zone radius of this point. The bridging effect
leaves the smaller pSO halo unmatched.
We match halos in the pSO and FOF catalogs by finding intersections. Any
halos from the two catalogs that overlap such that they contain each other’s
centers are considered a match. Due to the ambiguity of halos with very few
particles, we only compare halos with more than 100 particles. With this pro-
cedure alone, about 15% of the pSO halos remained unmatched. To determine
if this was due to the FOF bridging effect, we removed from consideration any
pSO halo that was within a linking length of an already matched FOF halo.
This accounted for all the unmatched pSO halos.
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To account for the effects of choice of halo center, we re-computed overden-
sities in the FOF catalog using the potential minimum halo centers found in the
matching pSO catalog. Note that we found that the differences between halo
centers were always smaller than a zone spacing. There may be some cases,
however, where a large asymmetry will separate the most-linked particle and
the maximum density peak further than a zone spacing, especially at very high
resolutions. Here, asymmetries will manifest themselves in a higher relative er-
ror between matched halos. Figure 4.2 shows errors in the matched halos in the
125 h−1 kpc catalog at z = 0 before and after recentering. We define the errors
as the difference in mass divided by the sum of the 1σ uncertainties in the halo
mass:
E ≡ |M1 −M2|
σM1 + σM2
. (4.2)
We estimate the halo mass uncertainty by assuming an uncertainty in the halo
radius of 0.5∆x. Thus, assuming constant halo density, the mass uncertainty is
σM =
3
2
M
R
∆x ∝M2/3, (4.3)
where M and R refer to the halo mass and radius, respectively. For halos above
1014 M⊙ in mass, this leads to σM/M ≈ 0.1, which agrees with the estimates
of Bhattacharya et al. (2010). While most matched halos have small error, a
few differ by as much as 0.7, especially at lower masses. However, most of this
is due to the bridging effect’s having moved the most-linked particle away from
the potential minimum. After recentering, errors for all halos larger than a zone
radius drop to below 0.1. The small gap in halo sizes near R200/Rzone = 0 is
due to our choice of ∆Rstop and the binary search procedure.
Also from Figure 4.2 we find that even after recentering, halos smaller than
a zone do not match well to FOF halos. Thus we set the parameter ∆Rmin to
1.0∆x and reject any halo smaller than this. Given a resolution, this sets our
minimum resolvable halo mass. Note that this criterion is consistent with the
estimate for minimum resolvable mass for FOF halos as defined by Lukic´ et al.
(2009):
nmin =
∆(1.61np/ng)
3
ΩM,0(1 + z)3
[
ΩM,0(1 + z)
3 +ΩΛ,0
]
, (4.4)
where ng and np are the number of zones and particles per side, respectively,
and ∆ = 200 is our chosen overdensity.
Figure 4.3 shows maximum and average errors after recentering for each of
10 mass bins at z = 0 for each simulation resolution. With our approach, we are
able to maintain average errors of less than 0.04 for all resolvable halos, while a
small number (< 5%) of halos have maximum errors of up to 0.12. Although the
average error stays consistent across all masses, the maximum error varies as
much as 0.04 for adjacent bins, and it rises with decreasing mass. This behavior
is due to a small number of irregularly-shaped halos. Also, since smaller halos
97
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
-0.2  0  0.2  0.4  0.6  0.8  1
Er
ro
r
Log [R200/Rzone]
Before Recentering
After Recentering
Figure 4.2: Error in matched halos before and after recentering FOF halos on
pSO centers, as a function of halo radius. The error is defined in the text.
have smaller uncertainties, the errors tend to become larger with smaller halo
mass.
Figure 4.4 shows errors after recentering at various redshifts in the ∆x =
125 h−1 kpc run. Across all resolvable masses and redshifts from z = 0 to 2, we
are able to maintain average errors less than 0.05. However, maximum errors
in the smallest mass bins reach as high as 0.18. Again, the variability of the
maximum errors is due to a small number of halos.
By adjusting ∆Rstop, we are able to reduce both the average and maximum
errors. However, at smaller values we found that the binary search procedure
had difficulty converging on a value for some halos, and the halo finder ran for an
unacceptable amount of time. Larger values produced unacceptably high errors.
For the value we chose, after accounting for different choices of halo center, the
halos produced by our new pSO halo finder are statistically indistinguishable
from matched halos drawn from a traditional FOF halo finder.
Figure 4.5 shows the mass function for the pSO halo catalogs at the three
resolutions compared to SO halos drawn from an FOF catalog with a resolu-
tion of 125 h−1 kpc and compared to the mass function obtained by Warren
et al. (2006). As expected, pSO captures more halos as the resolution increases.
However, pSO captures fewer halos near the resolvability limit than FOF does.
The procedure for mapping and smoothing tends to lower the central density,
especially with halos near the resolvability limit. Thus our criterion for select-
ing a peak, ∆Rpeak = 200, may be too stringent. We found that lowering this
value captures more halos, but at the expense of identifying too many potential
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Figure 4.5: Mass functions at different resolutions compared against halos drawn
from the 125 h−1 kpc resolution FOF catalog and against the mass function
from Warren et al. (2006).
halos that end up below the resolvability limit. Even at values as low as 100, we
still could not replicate the FOF mass function at these masses, while adding
roughly four times as many candidate halos that were ultimately rejected.
Finally, to speed up processing we may increase ∆Rsmall. However, the
binary search may briefly fall below this threshold before settling on a larger,
and correct, radius. Thus we want to pick the largest possible value that does
not cause us to remove resolved halos. We found that at any values above 0.5∆x
we began to reject valid halos before their search had completed.
4.3 Subgrid models
We identified three areas in which subgrid models may differ: the initial mass of
seed black holes, the prescription for determining if two black holes merge, and
the frequency of finding halos, creating black holes, and checking for mergers.
For each of these aspects we study two possibilities: a “pessimistic” and an
“optimistic” scenario. This leads to a total of eight combinations of models.
For the initial mass of seed black holes, authors who have performed cal-
culations similar to ours (e.g., Booth & Schaye 2009 ; Sijacki et al. 2007 ; Di
Matteo et al. 2008) typically choose a constant seed mass of 105 M⊙, and this
is the value we will choose for this model. The value chosen is typically mo-
tivated by a desire not to violate constraints on the observed black hole mass
density (Shankar et al. 2004), especially when black holes are allowed to accrete
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a significant portion of their final mass.
However, this approach may have several weaknesses. First, black holes
with masses as high as 109 M⊙ are inferred to exist from quasar activity at
z ∼ 6 (Fan 2006). Second, depending on the frequency of halo finding, when
halos are initially detected they may not have identical masses, and if whatever
physical processes which create the observed relations are already present, then
the seed black holes should scale with halo mass. Finally, at lower redshifts the
halo finding algorithm may spuriously merge two halos. If we instantly merge
black holes and in the following step the halo finder identifies two separate halos,
one will be without its black hole. It may be inappropriate to re-seed the halo
with a low-mass black hole.
Alternatively, we may derive the seed black hole mass from a form of the
observed Mbh − σ relation. This approach may seem tautological; however,
accretion and feedback processes may dominate at high redshift and at scales
below which we can resolve (Shankar 2009; Merloni et al. 2010). The observed
Mbh−σ relation at z = 0 may then simply be a consequence of pure merging at
late times and large scales. Also, this approach may be useful in testing other
SMBH-related processes and relations in groups and clusters. However, this
approach is complicated by the fact that calculations of σ directly in simulations
suffer from high scatter, especially at high redshift when halos first form and at
low redshift when satellite halos may be contaminated by hot particles belonging
to a larger neighbor. Fortunately, we may seed halos by relating the black hole
mass directly to the halo mass through the observed relation (Bandara et al.
2009):
log
(
Mbh
M⊙
)
= (8.18± 0.11) + (1.55± 0.31) log
(
Mtot
1013 M⊙
)
. (4.5)
This relation comes from observations at z = 0.2 of bulge velocity dispersions
and halo masses using gravitational lensing. These measurements are linked to
black hole mass by assuming the Mbh − σ relation of Gu¨ltekin et al. (2009):
log
(
Mbh
M⊙
)
= (8.12± 0.11) + (4.24± 0.31) log
(
σ
σ0
)
, (4.6)
where σ0 = 200 km s
−1. We will assume the relation in Eq. 4.5 holds to high
redshift.
Figure 4.6 shows velocity dispersion as measured in one of our runs (detailed
below) as a function of mass at z = 0.2. While we agree with observations and
the best fit from a suite of simulations described by Evrard et al. (2008), there
is significant scatter, especially at low mass. Note that since we are performing
dark matter-only simulations, we do not directly measure the velocity dispersion
of the galactic central bulge; instead we measure that of the dark matter in the
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Figure 4.6: σDM as a function of halo mass at redshift z = 0.2, compared to
observations (Bandara et al. 2009) and best fits from simulations (Evrard et al.
2008). The latter is an extrapolation below ∼ 1014 M⊙.
entire halo, defined by:
σ2DM = a(t)
2 1
3Np
Np∑
i=1
3∑
j=1
|vi,j − v¯j |2 , (4.7)
where a(t) is the scale factor, Np is the number of particles in the halo, vi,j is
the jth velocity component of the ith particle, and v¯j is the jth component of
the center-of-mass velocity. Note that velocities in the simulation are comoving
quantities. This plot and other results (as summarized by Croton 2009) indicate
that σDM and σbulge agree to within a factor of order unity, so we may substitute
one for the other.
Next, we may change the prescription for testing black hole mergers. Most
approaches to studying the growth of SMBHs rely on halo merger histories de-
rived from simulations (Micic et al. 2007) or Press-Schechter models (Menou
et al. 2001; Volonteri et al. 2008). These approaches assume that each halo
contains a single SMBH, and whenever two halos merge their respective black
holes instantly merge as well. While this approach is highly optimistic, it does
provide an upper limit to predicted merger rates, an important constraint on
upcoming gravitational wave experiments (Amaro-Seoane et al. 2007). It is also
easy to implement and provides a simple way to compare results from simula-
tions to approaches based on merger trees. However, this approach can lead
to spurious black hole mergers, since halos may temporarily intersect without
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merging. We will include this scenario in our study.
Subgrid models used directly in simulations (e.g., Booth & Schaye 2009) have
used a more sophisticated approach in merging black holes. In these simulations,
SMBHs only merge when they are within some defined distance (for Lagrangian
codes, this is typically the softening length) and have relative velocities below
some threshold. This is to avoid merging black holes that are only passing by
each other and are not part of a true coalescing system. The velocity threshold
varies by author, but it is usually taken to be the local gas sound speed or the
circular velocity near the larger black hole of the merging pair. However, we
found this test to be overly restrictive; without gas to slow down black holes
in cluster cores, merging times inferred from these criteria are larger than the
Hubble time and hence almost no black holes merge using this model. Since
observations indicate that black holes do merge (Merritt & Milosavljevic´ 2005),
we must apply a less stringent test.
Simulations of merging galaxies suggest that the time for black holes to move
from kiloparsec to parsec scales is typically ∼ 10 Myr (Dotti et al. 2007). This
assumption was used in the merger-tree analysis of Micic et al. (2008). When
applying this test we will ignore the effects of gravitational recoil (Bogdanovic
et al. 2007) and the “final parsec problem” (Berczik et al. 2006). Thus, in this
merging test we will only merge black holes if they are both within the same
halo and are within two grid zones of each other, and their relative velocity
times 10 Myr is less than that same distance. This approach allows black holes
to pass near each other without merging if they are not part of a truly merging
system and accounts for the time needed for the black holes to merge below our
resolvable scales.
Finally, we may alter the frequency of performing our subgrid analysis. One
common approach is to check for new black holes and allow mergers such that
the interval between successive checks is evenly spaced in the log of the expan-
sion factor. Booth & Schaye (2009) employ the shortest such interval, such that
anext = 1.02acurrent. This approach requires roughly 1/6 the number of halo
searches compared to searching every time step. Since our halo finder is de-
signed to be inexpensive, we may perform checks at every time step. This may
cause spurious formation and merging of black holes, especially with small halos
near the resolvability limit. However, with infrequent checks we may miss the
formation and merging of new small halos, underestimating both the amount of
black hole mass and the merger rate in the simulation. We will study checking
both every time step and at an interval of ∆ log a = log 1.02.
Table 4.2 summarizes the aspects of the subgrid model we are studying,
our choices for modifying each aspect, and a shortened name that we will use
to identify the models in plots and tables. For example, a model that uses a
constant initial seed mass, merges black holes instantly, and performs a check
at every time step would be identified by “con,halo,dt”. We note that the most
commonly used model in the literature uses a combination of uniform initial
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Table 4.2: Aspects of SMBH creation and merging subgrid models.
Aspect Model Short Name
Seed mass Constant con
Mbh − σ relation m-s
Merging strategy Instantly on halo merger halo
Distance and velocity test prox
Frequency Every time step dt
Evenly spaced in log(a) log
mass, velocity tests at every time step for merging, and seeding new black holes
evenly in log expansion factor. For our study, we have combined merging tests
and seeding in the same step. This is closer to the approach used in merger tree
analysis, where analysis can only take place on the available halo catalogs.
4.4 Comparison of models
For all calculations, we used concordance parameter values of ΩM,0 = 0.238,
ΩΛ,0 = 0.762, and H0 = 100h = 73.0 km s
−1 Mpc−1. All runs took place in
a three-dimensional box measuring 50 h−1 Mpc per side with 5123 particles
and 10243 zones per side, giving a mass resolution of 6.15 × 107 h−1 M⊙ and
spatial resolution of 48.8 h−1 kpc. There was no refinement of grid spacing.
All simulations used the same initial conditions: unperturbed particle positions
were situated on a grid, and the initial velocities and positions were perturbed
using Gaussian fluctuations normalized to σ8 = 0.74. We assumed P (k) from a
ΛCDMcosmology. We used the GRAFIC2 code (Bertschinger 2001) to generate
these initial conditions. All computations started at a redshift of z = 56.8.
Using our halo finder, our minimum resolvable halo mass is ∼ 1010 M⊙.
To help avoid spurious mergers, we did not include satellite halos (halos that
intersect a larger neighbor) in the halo catalog used by the seeding and merging
models. We seed black holes in any resolvable halo by creating a black hole
particle in the simulation with a dynamical mass equal to the mass of the black
hole and velocity equal to the center-of-mass velocity of the parent halo. When
we merge black holes, we remove the smaller of the pair and add its mass to the
larger of the pair. The larger SMBH maintains its position and velocity. We do
not re-center black holes on halo potential minima.
While re-positioning black holes at potential minima reduces ejections due to
scattering, this process may artificially promote merger rates. With our SMBH
setup, we do indeed see a large ejection rate. Fortunately this is not an issue for
our analysis: the vast majority of ejections are of un-merged black holes from
low-mass halos at high redshift. Consequently, small black holes are simply re-
placed by another small black hole, and the merger rates and relations remain
unaffected. Obviously, this would pose a problem for models that include accre-
tion. The ideal solution in this case would be to initialize on halos well above
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Figure 4.7: Comparison of models (shown as points) against the observedMbh−
σ relation at z = 0 (solid line). Dashed lines indicate 1σ uncertainty bounds in
the observed relation.
the minimum resolvable halo mass and to adequately smooth the gravitational
potential near the SMBH so that it does not experience significant two-body
effects. Also, by using the black hole mass as the dynamical mass, we may
underestimate the dynamical friction. However, we have found that almost all
black holes lie within a zone of their host’s potential minimum, so this does not
affect the merger rate.
We compare the results of our simulations to the known Mbh − σ relation
at z = 0 (Eq. 4.6) in Figure 4.7 and to the observed Mbh −Mtot relation at
z = 0.2 (Eq. 4.5) in Figure 4.8. We have arranged these plots such that the
most “pessimistic” combinations of models — constant initial mass, distance
and velocity tests for mergers, and new halo and merger checks evenly spaced
in log a — are located in the lower-left portions of the plots, while the most
“optimistic” scenarios are in the upper right. Our choice of model can greatly
affect a number of aspects of SMBH relations, including the scaling of SMBH
mass with σ and Mtot, the maximum mass of an SMBH, and the amount of
scatter in the produced relations.
Models with instant SMBH mergers produce relations with somewhat lower
scatter, especially at higher masses, and generated higher maximum black hole
mass than models with distance and velocity checks for mergers. For “prox”
models, larger halos may contain several unmerged SMBHs, and spurious halo
mergers do not lead to mergers of the black holes. These cause even the most
massive halos to host relatively small black holes. Additionally, the difference in
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Figure 4.8: Comparison of models (shown as points) against the observedMbh−
Mtot relation at z = 0.2 (solid line). Uncertainties are not shown but are
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the total merger rate can be very dramatic, as shown in Figure 4.9. The merger
rate is defined as
d2N
dzdt
≈ ∆N
∆z∆V
4πc(1 + z)2d2A(z), (4.8)
where ∆N is the number of mergers in the redshift interval ∆z, ∆V is our
simulated volume, dA(z) is the angular diameter distance, and c is the speed
of light. The difference between models is especially significant at low redshift,
where “prox” models can reduce the peak merger rate by a factor of two. The
difference is negligible at high redshift, since the merger rate here is driven
mostly by collisions of smaller halos, and the differences between “prox”- and
“halo”-based merging are the smallest. For all cases, our measured merger rate
is less than rates found by merger trees (e.g., Micic et al. (2008); Menou et al.
(2001)) since those works can include SMBH masses below those which we can
resolve.
The frequency of merger checks can have a moderate impact on the slope of
the final relations and a significant impact on the maximum black hole mass.
However, changing this portion of the model does not significantly alter the
scatter for models with constant initial mass. Checking for mergers every time
step raises the maximum SMBH mass by roughly half an order of magnitude
and allows smaller halos (< 1012 M⊙) to host black holes fitting the observed
relations. We can explain these results by studying the merger rate in Figure
4.9. Here, we see that merger checks at every time step can increase the merger
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Figure 4.9: Merger rate of all SMBHs in the simulation volume as a function of
redshift. We only show models with constant initial mass. Models with instant
halo-based merging are shown with solid lines, and models with merging tests
are shown with dotted lines. Bold lines describe models with merger checks at
every time step; thin lines show models with infrequent checks.
rate by an order of magnitude relative to merger checks evenly spaced in log a.
This is largely due to an increased number of seed black holes: by checking
at every time step, we may capture halos as soon as they become resolvable,
and before they encounter their first merger event. Indeed, we seed roughly
twice as many SMBHs in the “dt” models relative to the “log” models, even
though they both end up with roughly the same number of black holes at z = 0.
Also, we capture more mergers at late times: in “log” models, we may skip
the formation of small halos and their merging onto an already-formed larger
neighbor, missing the SMBH mass associated with the smaller halo. This occurs
regardless of seeding method. Spurious re-seeding also contributes somewhat,
but this does not dominate because we see the same relative numbers of seeded
and final black holes in both the “prox” and “halo” models.
Using an initial seed based on earlyMbh−σ relations produces broad scatter
in the final relations. This is especially evident in the “m-s,halo,log” combina-
tion, in which there appear to be two distinct populations of SMBHs: one
population along the observed relation and another at lower mass. This behav-
ior is due to the fact that halos are seeded in two scenarios: when the halo first
becomes resolvable in the simulation, and if the halo merges with another halo,
loses its black hole, and later separates. Figure 4.10 illustrates this by showing
the initial seed mass as a function of redshift. Note that seed black holes are
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Figure 4.10: Initial SMBH mass for seed black holes as a function of redshift
for the “m-s,halo,dt” run.
never larger than ∼ 10−5 of the host halo mass. Small halos continue to ap-
pear throughout the evolution of the simulation and are seeded with ∼ 104 M⊙
black holes. However, occasionally a larger halo loses its black hole and must be
re-seeded with a correspondingly larger SMBH. Thus we may be left with two
populations: halos with their original SMBHs that evolve to relations similar
to halos with constant initial mass, and halos that are re-seeded at lower red-
shifts with black hole masses closer to the observed relation. This distinction is
largely eliminated by applying the merger tests at every time step and merging
black holes instantly on halo mergers. This results both in higher mass due to
increased mergers and in increased low-redshift re-seeding of high-mass halos.
This implies that re-seeding selects a few high-mass halos and places them on
the observed relation at late times. Indeed, we find that all of the SMBHs with
Mbh > 10
9 M⊙ and those black holes that lie at or above the observed rela-
tions (roughly half of the population at intermediate masses) are the product
of low-redshift re-seeding. However, the majority of black holes evolve without
re-seeding at late times, so that the differences between “m-s,dt” and “m-s,log”
models at intermediate masses are largely due to the increased merger rate pro-
moting the masses of all black holes. Note that the earlier discovery of halos
by checking at every time step does not play a significant role here, since halos
discovered later are simply initialized with larger black holes (which was one of
the objects of this model).
We may also understand these results by examining the cosmic SMBH
mass density, as in Figure 4.11. Note that following Shankar et al. (2004)
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Table 4.3: Best-fit Slope and Normalization with 1σ Uncertainty, Compared to
Observed Mbh − σ Relation at z = 0 (Eq. 4.6).
Model Slope Error Normalization Error
con,halo,log 2.2 ± 0.1 -4.4 6.9 ± 0.3 -3.2
con,halo,dt 1.9 ± 0.1 -5.1 7.3 ± 0.4 -2.0
m-s,halo,log 4.6 ± 0.3 0.6 8.0 ± 1.0 -0.2
m-s,halo,dt 4.1 ± 0.2 -0.3 8.1 ± 0.5 -0.1
we only count black holes that are matched to a halo and have masses 106 <
Mbh/ M⊙ < 5 × 109 when computing the mass density. All the SMBH den-
sities produced by our models are well below the observed z = 0 density of
4.3 × 105 M⊙Mpc−3 (Shankar et al. 2004). Despite the fact that the smallest
halos in the “m-s” runs started with 104 M⊙ seed black holes, re-seeding and
merging at low redshift causes the largest black holes to reach ∼ 109 M⊙ and
the cosmic mass density to reach nearly 1/10 of the observed value.
Even though the re-seeding artificially creates all the SMBHs larger than
109 M⊙, and half the black holes above 10
7 M⊙, the majority of black holes are
not re-seeded and have masses lower than that of the relation. Thus, even though
we can reproduce the m-sigma relation at high masses (albeit with high scat-
ter) there are not enough black holes with sufficient mass to reach the observed
cosmic mass density. Similarly, the higher merger rates produced by instant
merging models promote more black holes above the minimum mass threshold
for inclusion in the density calculation. The frequency of merger checks has a
dramatic impact on the z = 0 density: here there is up to a factor of five dif-
ference between models. This is largely due to the increased rate of discovering
early halos in models with constant initial mass, thereby adding more SMBH
mass to the simulation at early times. However, the extra mass added when
checking “m-s” models at every time step is largely due to increased re-seeding.
We quantify our comparisons by fitting our resultingMbh−σ andMbh−Mtot
relations to a straight line in log space. Since the “prox” models are obviously
poor fits to power laws, we will not include them. To mimic observations,
we only include black holes with masses greater than 106 M⊙. Table 4.3 and
Table 4.4 describe the differences between fits to our models and the observed
relations. We assume the halo mass uncertainty of Eq. 4.3; however, since
it is difficult to quantify all the uncertainties for σ generated in cosmological
simulations, we will ignore them in computing fits. While this is an admittedly
crude procedure, it does give us some estimate of the ability to distinguish these
models from observations and from each other. We define the error in the tables
to be the difference between the result of the model in the simulation and the
observed quantity divided by the sum of their respective 1σ uncertainties.
We see that, in general, models with constant initial mass are indistinguish-
able from each other, while these models are, as a group, significantly different
from models with varying initial mass. None of the constant-mass models pro-
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Figure 4.11: Cosmic density of SMBHs with masses 106 M⊙ < Mbh < 5 ×
109 M⊙ as a function of redshift. The top panel shows all models with constant
initial seed mass, while the bottom panel shows models with seed masses based
on the Mbh − σ relation. Models with instant merging are shown with bold
lines; those with distance and velocity tests for merging are shown with thin
lines. Finally, solid lines describe models with merger checks at every time step,
and dashed lines indicate models with checks evenly spaced in log a.
Table 4.4: Best-fit Slope and Normalization with 1σ Uncertainty, Compared to
Observed Mbh −Mtot Relation at z = 0.2 (Eq. 4.5).
Model Slope Error Normalization Error
con,halo,log 0.89 ± 0.01 -2.0 6.8 ± 0.2 -4.9
con,halo,dt 0.87 ± 0.01 -2.1 7.2 ± 0.2 -3.4
m-s,halo,log 2.1 ± 0.2 1.0 7.0 ± 1.0 -1.0
m-s,halo,dt 1.70 ± 0.05 0.4 7.9 ± 0.4 -0.6
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duce enough black hole mass to match the observed relations, as seen in the
low normalization values, and they do not produce enough high-mass SMBHs
in the largest halos, as seen in the low slope.
In contrast, seeding halos with black holes with masses from an earlyMbh−σ
relation matches observations well at low redshift. While these models fit the
observed relations well, the total mass density of SMBHs is still well below the
observed value.
Surprisingly, we see marginally steeper slopes in the “log” models than in the
“dt” models. Even though “dt” models have higher merger rates and produce
more massive black holes, they also generate a large population of moderate-
mass black holes hosted in small halos. This skews the fits to flatter slopes
despite the higher maximum black hole mass. However, these differences are
not statistically significant, except for the constant initial mass combined with
instant merging scenarios, where the low scatter produces small uncertainties.
Generally, the difference between a particular model and theMbh−σ relation
is matched by the difference between that same model and the Mbh − Mtot
relation. However, the models are more indistinguishable from the Mbh −Mtot
relation, mostly due to the larger uncertainties in the observed relation.
4.5 Conclusion
We have developed a new fast, parallel halo finder for inclusion in cosmological
simulations with the simulation code FLASH. Using SO halo finding techniques,
we are able to produce halo catalogs in good agreement with traditional post-
processing halo finders. Since our halo finder is designed to be fast, we are able
to perform halo finding operations at every time step in the simulation, allowing
us to perform a detailed analysis of SMBH subgrid models.
While merging alone cannot generate enough total mass in SMBHs to match
the observed cosmic mass density or generate high enough maximum black hole
mass in the largest halos to match the observed Mbh − σ and Mbh −Mtot rela-
tions, it can play a large role in developing the slope of the relations, especially
at intermediate mass ranges. Thus, merging should not be totally discounted in
considering the processes that provide the correlations between black hole mass
and bulge, galaxy, and halo properties. However, since none of our considered
models can account for the observed cosmic mass density, there is still a signifi-
cant role for accretion and feedback processes in the evolution of SMBHs. Also,
since the choice of models can greatly affect the cosmic SMBH mass density,
accretion and feedback models must be chosen carefully to match observations.
The choice of subgrid models can dramatically impact the merging rate of
black holes. Since the merger rate has a large influence on the performance of
upcoming gravitational wave detectors, halo finding operations in simulations
should be done as frequently as possible in order to accurately capture this rate.
We do not believe that the inclusion of gas will significantly affect these relative
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differences, since they are largely driven by the ability to find more black holes
at early times. However, the choice of merging test does not greatly affect the
predicted rate, except at low redshift.
While we have bracketed the possible subgrid models with “optimistic” and
“pessimistic” scenarios, models best matching insights from theory and obser-
vations are usually in between those extremes. While seeding black holes with
a uniform initial mass for black holes may well model high-redshift behavior, it
is not clear that this is a useful strategy for re-seeding low-redshift halos. Most
re-seeding is certainly an artifact of the halo finder and the lack of an in-code
merger tree to determine when halos have truly merged. However, there are
some plausible scenarios where re-seeding may be needed: for example, when
three-body or gas interactions strip an SMBH from a central galaxy. Also, when
this approach is coupled with infrequent halo finding operations, it may deposit
too little mass in the seed SMBHs. While instant merging is too optimistic, our
current lack of understanding of SMBH mergers implies that we cannot entirely
specify this portion of the subgrid model, and we must rely on a bracketing
procedure.
Future examination of these subgrid models must be done in a cosmological
simulation involving gas evolution, accretion onto the black holes, and feedback
from active galactic nuclei. However, since models of these processes carry with
them their own assumptions and adjustable parameters, care must be taken
to fully separate the effects of black hole seeding and merging. It may be
possible that due to the self-regulating nature of feedback that the differences
among these models may disappear; however, the differences in merger rate
and peak black hole mass suggest significant variances may remain. Only once
all aspects of these subgrid models are analyzed, understood, and compared
to our observational understanding can we confidently combine them into an
integrated model.
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Chapter 5
Towards a simulation of the
origins of magnetic fields in
clusters of galaxies
5.1 Introduction
Magnetic fields are apparently ubiquitous in clusters of galaxies, as suggested
by observations of diffuse synchrotron emission (Brunetti et al. 2008; Ferrari
et al. 2008; Brown et al. 2011; Keshet & Loeb 2010) and Faraday rotation
measure (Dreher et al. 1987; Taylor & Perley 1993; Feretti et al. 1999; Carilli
& Taylor 2002). These fields are dynamically important in clusters in a variety
of ways, such as potentially suppressing thermal conduction (Ruszkowski & Oh
2010; Parrish et al. 2009) and modifying the turbulent properties of the cluster
atmosphere (Narayan & Medvedev 2001; Chandran & Maron 2004; Shukurov
et al. 2006). They are a necessary component for constraining the systematics
of any future cosmological surveys since the fields themselves provide a source
of non-thermal pressure support (Dolag & Schindler 2000) and accelerate a non-
thermal population of cosmic rays (Miniati et al. 2001; Pfrommer et al. 2007;
Brunetti et al. 2007; Skillman et al. 2008). These fields have strength ∼ µG,
potentially fill the entire cluster volume, and are tangled with auto-correlation
lengths of 1-10 kpc (Carilli & Taylor 2002). However, the origins, evolution, and
relationship to other cluster properties of these magnetic fields remain obscure.
These cluster-wide magnetic fields have a variety of potential sources. Exotic
processes in the early universe are a natural choice since they can easily magne-
tize large volumes of the universe prior to the formation of structure (e.g., Baym
et al. 1996; Bamba et al. 2008; Battefeld et al. 2008). However, astrophysical
mechanisms are typically favored since they do not require exotic physics and
are products of well-understood and common processes in typical galaxy and
cluster and environments. Specifically, dynamo processes in stellar and active
galactic nuclei (AGN) accretion disks can quickly amplify weak seed fields (Rees
1987). These seeds fields, of typical strength ∼ 10−18 G, can be formed by the
Biermann battery mechanism (Widrow 2002), where baroclinic terms in the in-
duction equation at oblique shocks naturally generate fields. However, these
dynamo-amplified fields are centrally located in their respective accretion disks
113
systems and must be expelled into the surrounding medium and eventually into
the entire cluster volume, either by AGN jets and bubbles (Daly & Loeb 1990)
or galactic winds driven by supernova explosions (Bertone et al. 2006). The
fields can then be further stretched and amplified by mergers (Roettiger et al.
1999; Dolag et al. 2002; King & Coles 2005; Dubois & Teyssier 2008; Takizawa
2008) and turbulent dynamos (Ruzmaikin et al. 1989; Subramanian et al. 2006;
Xu et al. 2009) in the cluster formation process.
Outflows from AGN are highly favored for injecting magnetic fields into
clusters since the outflows are more than energetic enough to account for the
total magnetic energy in clusters (Colgate & Li 2000) and are natural carriers
of magnetic flux (Daly & Loeb 1990). Indeed, rotation measure observations of
jets indicate the presence of magnetic fields in them (Contopoulos et al. 2009).
Additionally, the jet-launching mechanism requires the presence of magnetic
fields to collimate the jet (Koide et al. 1999).
AGN-based magnetic fields are well-studied in the context of isolated mock
clusters, but most studies focus on the evolution of pre-magnetized AGN-blown
bubbles (e.g., Robinson et al. 2004; Jones & De Young 2005; Li et al. 2006;
Ruszkowski et al. 2007; Gourgouliatos et al. 2010). Sutter et al. (2011b) exam-
ined both jet- and bubble-based magnetic field injection, and we will use the
results of that survey to inform our simulation. Fewer authors have examined
magnetic fields in the context of cosmological structure formation simulations.
Donnert et al. (2009) examined the growth of fields via galactic outflows and Xu
et al. (2010) followed the evolution of AGN-blown magnetized bubbles. How-
ever, these preliminary simulations of AGN outflows did not include accretion
and feedback mechanisms; i.e., bubbles were injected into clusters only once at
a fixed redshift.
Due to their small size relative to the typical resolution limits of cosmologi-
cal simulations and their complicated physics, AGN accretion and feedback pro-
cesses are treated as a subgrid model. Models are highly varied with many levels
of sophistication, from various jet models (e.g., Cattaneo & Teyssier 2007; Stern-
berg et al. 2007; Morsony et al. 2010; Falceta-Gonc¸alves et al. 2010a; Gaspari
et al. 2011) to models of already-inflated bubbles (e.g., Jones & De Young 2005;
Sijacki et al. 2007; Gardini 2007; Liu et al. 2008b; Di Matteo et al. 2008; Booth
& Schaye 2009). Whatever the model, in a cosmological context it must repro-
duce observed quantities and correlations, such as theMbh−σ relation (Gu¨ltekin
et al. 2009), the typical size of AGN-blown cavities (Colbert et al. 1996), and the
high-redshift activity of quasars (Fan 2006). Furthermore, models of magnetic
outflows must reproduce the observed magnetic properties of clusters.
In this paper, we discuss a plan for a full cosmological simulation includ-
ing magnetized outflows from AGN. We use a fully-closed accretion-feedback
loop where the energy available for magnetic injection is derived from an esti-
mated accretion rate. We use the systematic model surveys of Sutter & Ricker
(2010), Sutter et al. (2011b), and Yang et al. (2011) to inform our selections of
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subgrid models and their associated parameters to ensure a high-quality simu-
lation. In Section 5.2 we discuss our simulation and subgrid models, while in
Section 5.3 we outline the expected results of the simulation.
5.2 Numerical approach
5.2.1 Simulation
We are preparing a simulation of cosmological structure formation in a ΛCDM
framework within a periodic box spanning 50 h−1 comoving Mpc. We assume a
Hubble constant H0 = 100h km s
−1 Mpc−1 with h = 0.719, a present-day mat-
ter density parameter Ωm,0 = 0.262, baryonic density parameter Ωb,0 = 0.0437,
and spatially flat geometry, as suggested by results from WMAP data (Komatsu
et al. 2011). We will use a version of GRAFIC (Bertschinger 2001) modified
to accept power spectra generated by CMBFAST (Seljak & Zaldarriaga 1996)
to generate our initial conditions for the dark matter particles with an initial
redshift of zi = 66. We will normalized the power spectrum using σ8 = 0.74. We
will included adiabatic gasdynamics for the baryons using a perfect-gas equa-
tion of state with adiabatic index γ = 5/3 and mean particle mass determined
from interpolation from collisional ionization equilibrium tables for primordial
gas from Sutherland & Dopita (1993). We will initialize the gas temperature
at zi to a constant value of 9100 K, corresponding to a preheating entropy of
250 keV cm2 at a redshift of 3. We will include radiative cooling using the
prescription of Sutherland & Dopita (1993) assuming cosmological iron abun-
dances.
We will use the FLASH code version 3.3 (Fryxell et al. 2000; Dubey et al.
2008), which uses a new direct multigrid Poisson solver (Ricker 2008) to solve
for the evolution of the dark matter and an unsplit staggered-mesh MHD solver,
which maintains explicit zero magnetic field divergence, to evolve the gas and
magnetic fields (Lee 2006). Our simulation will use 10243 particles and begin
with a uniform 10243 mesh. We will use the in-line pSO halo finder (Sutter &
Ricker 2010) to identify dark matters halos as the simulation progresses and use
the identified halos to trigger refinement, reaching a peak resolution of 6 kpc
within the virial radius of all identified halos. There will be approximately
4, 000 resolvable halos within the simulated volume, and by running the code
on the Cray XT5 machine at Oak Ridge National Laboratory, we expect the
simulation to require approximately 10, 000, 000 CPU-hours on 48, 000 cores.
We will output checkpoints files containing all gas and particle data as well as
halo catalogs at several redshifts representing important epochs in the evolution
of large-scale structure (e.g., 2.0, 1.0, 0.5, 0.25, and 0.0). We will also save
AGN and SMBH histories and outflow properties at every timestep for analysis
purposes.
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Table 5.1: Parameters of the SMBH and AGN magnetic injection models.
Parameter Description Value
Mbh SMBH seed mass ( M⊙) 10
5
Rmerge SMBH merging radius (zones) 1
tmerge SMBH merging time (Myr) 10
fmerge Seeding/merging frequency dt
α Bondi multiple 1
M˙max Maximum accretion rate M˙Edd
Racc Accretion radius (zones) 4
Rdep Minimum depletion radius (zones) 4
fdep Maximum gas depletion fraction 0.1
rinj Maximum feedback extent (kpc) 100
∆bh Minimum fraction BH mass increase 0.01%
ǫf Feedback efficiency 0.1
ǫm Mechanical heating efficiency 0.2
χradio Two-mode feedback threshold 0.1M˙Edd
ǫr QSO heating efficiency 0.05
Rradio Feedback radius (zones) 4
r0 Magnetic radial scale 1/2rinj
αB Poloidal/toroidal ratio
√
10
EB Fraction of total energy in B 1.0
5.2.2 Subgrid models
In Table 5.1 we summarize all the parameters inherent in our models, including
the parameters governing SMBH seeding and merging, AGN accretion, feed-
back structure, and magnetic injection. Our full subgrid prescription combines
several models. First, we must model the formation and merging properties of
supermassive black holes (SMBHs). We choose a seed mass of 105 M⊙, which is
motivated by a desire not to violate constraints on the observed black hole mass
density (Shankar et al. 2004). We will seed any halo identified in the simulation,
and our minimum resolvable halo mass is ∼ 1010 M⊙. We seed black holes in
any resolvable halo by creating a black hole particle in the simulation with a
dynamical mass equal to the mass of the black hole and velocity equal to the
center-of-mass velocity of the parent halo. To merge two black holes, they must
be within the same zone (Rmerge = 1) for at least t > tmerge = 10 Myr (Dotti
et al. 2007). To help avoid spurious mergers, we did not include satellite halos
(halos that intersect a larger neighbor) in the halo catalog used by the seeding
and merging models. When we merge black holes, we remove the smaller of the
pair and add its mass to the larger of the pair. The larger SMBH maintains its
position and velocity. We do not re-center black holes on halo potential minima.
Finally, we will perform the seeding and merging test at every timestep during
the simulation (fmerge = dt).
We will estimate the accretion rate onto each black hole using a “boosted”
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Bondi-Hoyle-Lyttleton (Bondi 1952) accretion rate:
M˙Bondi = α 4πG
2M2bh
ρ
cs3
, (5.1)
where the sound speed cs and the density ρ are measured on the simulation
mesh, and Mbh is the black hole mass. The Bondi rate well approximated the
observed accretion rate measured at parsec scales (Allen et al. 2006). However,
simulations of clusters and larger structures cannot obtain sufficient resolution
to reach these parsec scales, so most authors include some compensating factor,
so they typically set α = 100-300. However, our analysis in Sutter et al. (2011b)
suggests that this value generates unreasonably large and frequent bubbles, so
we will set α = 1. We measure the accretion rate within a radius Racc = 4 zones,
and deplete the accreted gas from the same region, unless the fraction of the
gas to be removed in a cell exceeds fdep = 0.1, in which case we enlarge the
depletion radius Rdep to lower the depleted gas fraction below this value. We
impose an upper limit on the accretion rate corresponding to the Eddington
rate,
M˙Edd =
4πGMbhmp
ǫfσTc
, (5.2)
where mp is the mass of the proton, σT is the Thompson cross-section, and ǫf
is the radiative efficiency.
Our feedback will take the form of a fully magnetized bubble centered on
the black hole. The energy available for feedback is computed as
E˙ = ǫmǫfc
2∆Mbh, (5.3)
where ∆Mbh is the increase in BH mass since the last bubble event, ǫf is the
feedback efficiency and and ǫm is the mechanical heating efficiency. We will
only form bubbles when the black hole has increased its mass since the previous
bubble formation by ∆Mbh/Mbh > 0.01%. We distribute our magnetic fields
within a sphere with radius rinj = 40 kpc fixed on the SMBH. The injected
magnetic field has a structure (Li et al. 2006)
Br(r
′, z′) = 2B0z
′r′ exp
(
−r′2 − z′2
)
(5.4)
Bz(r
′, z′) = 2B0
(
1− r′2
)
exp
(
−r′2 − z′2
)
(5.5)
Bφ(r
′, z′) = B0αBr
′ exp
(
−r′2 − z′2
)
, (5.6)
where r′ =
√
x2 + y2/r0 and z
′ = z/r0. Here, we set the scale radius r0 to
be 0.5rinj so that the entire injected magnetic structure fits inside the given
feedback region. αB is the ratio of poloidal to toroidal flux, which we choose to
be αB =
√
10 for an initially relaxed field, as suggested by Li et al. (2006). Each
SMBH is given a random jet orientation, which provides an axis for the injected
magnetic field. Our analyses in Sutter et al. (2011a) and Yang et al. (2011)
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revealed that these fixed bubbles produced cluster hydrodynamic properties
that were consistent with observations and magnetic field structures that most
resembled those of actual clusters.
Episodic bubble-based models can occasionally allow the accretion rate to
reach large fractions of the Eddington rate. Indeed, observations indicate that
the SMBH accretion rate is very high, at least at high redshift (Fan 2006).
When the accretion rate, and hence the available feedback energy, reaches large
values the feedback takes the form of pure radiation (Fender et al. 1999; Gallo
et al. 2003). In this case, instead of mechanically inflating bubbles, the outflows
from the AGN simply heat the nearby gas:
E˙ = ǫfǫrc
2M˙, (5.7)
where ǫf is the feedback efficiency and ǫr is the QSO heating efficiency. We
must choose a threshold to switch to this feedback mode, and we follow Sijacki
et al. (2007) with a value of χradio = 0.01M˙Edd. We are free here to choose
our radius for depositing the energy, and for numerical stability we choose a
feedback radius of 4 zones.
5.3 Future work
We have the machinery capable of running and analyzing the simulation de-
scribed above. We will evaluate the ability of this magnetized feedback model
to generate observed relations between black hole mass and bulge velocity dis-
persion (Gu¨ltekin et al. 2009) and halo mass (Bandara et al. 2009). We will
investigate the initial redshift of significant magnetic field growth in clusters
and follow the injection history and its relation to SMBH growth and merger
activity. We will correlate the strength of the resulting magnetic fields with clus-
ter properties such as mass and X-ray luminosity. We will produce synthetic
rotation measure maps of the clusters to probe their observational topology.
We will generate mock radio sky maps using the procedures outlined in (Sutter
et al. 2011a). All the gathered statistics will help us to understand the role that
AGN play in generating magnetic fields through cosmic time.
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Chapter 6
Conclusions
The growth and evolution of magnetic fields in clusters of galaxies is an incred-
ibly rich, deep, intricate, and difficult problem. Due to their complex nature,
we can only understand their origins and evolution using large-scale cosmologi-
cal simulations. Using the first set of radio halo statistics derived entirely from
large-scale cosmological simulation, we have demonstrated that small changes in
the magnetic field strength and correlation with cluster mass can dramatically
affect many key observables, in this case the expected number counts of radio
halos. This work has clearly demonstrated that a more detailed understanding
of cluster magnetic fields is necessary in order to understand and predict future
low-frequency radio observations.
However, the physical processes associated with the most promising candi-
date for generating large-scale magnetic fields in clusters, i.e. by ejecting them
from AGN accretion disks systems where dynamo actions amplify them from
weak seed fields, are difficult to capture in large-scale simulation, due to the
small scales and rich physics involved. On the opposite scale, we must perform
large simulations in order to capture many halos for a proper statistical analysis,
and these clusters must be at high enough resolution to capture the complex
nature of the magnetic fields in the intracluster medium. These necessities com-
bined mean that in order to study the origins and evolution of magnetic fields
we must include AGN-based magnetic feedback as a subgrid model. We must
model not only the accretion and feedback properties of AGN, but also the
seeding and merging characteristics of SMBHs.
We have conducted a systematic study of the growth and evolution of mag-
netic fields due to the self-regulated feedback of a central active galactic nuclei
within an isolated mock cluster. We have implemented magnetic field injection
using a representative model of continuous small-scale jets and sporadic large-
scale bubbles. We found that in general, strong magnetic fields placed near
the central black hole are very effective at pushing gas away from the core and
preventing cooled gas from accreting. However, all models quickly permeate
the entire cluster with weak fields and produce strong fields in the central core.
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The jets and fixed bubbles maintain regular torus-like shapes in the magnetic
field that persist over several billion years with strong fields concentrated in the
core, although the fixed bubbles eventually disperse. We found the jet models
to be relatively insensitive to many changes in the underlying model, while the
bubble models were much more sensitive.
While the jets appears to be more robust, they have significant difficulties
in quickly and efficiently magnetizing the cluster. They must require some ad-
ditional mechanisms operating in the intracluster medium to spread and tangle
the injected fields. On the other hand, the randomly-placed bubbles, which
automatically generate rich, tangled magnetic field morphologies, are more sen-
sitive to subgrid model choices. Since the fixed bubbles have a predetermined
radius, they do not face this problem. While they also produce somewhat or-
dered fields, they spread these fields out to larger volumes, which makes these
fields more susceptible to tangling from cluster mergers galaxy motions. They
can also strongly magnetize the cluster very quickly - in less than 1 Gyr.
To investigate various aspects of supermassive black hole subgrid models,
we have developed a new fast, parallel halo finder for inclusion in cosmological
simulations with the simulation code FLASH. Since our halo finder is designed
to be fast, we are able to perform halo finding operations at every time step
in the simulation, allowing us to perform a detailed analysis of SMBH subgrid
models. We found that the choice of subgrid models can dramatically impact
the merging rate of black holes. While seeding black holes with a uniform initial
mass for black holes may well model high-redshift behavior, it is not clear that
this is a useful strategy for re-seeding low-redshift halos. Most re-seeding is
certainly an artifact of the halo finder and the lack of an in-code merger tree
to determine when halos have truly merged. However, there are some plausible
scenarios where re-seeding may be needed: for example, when three-body or gas
interactions strip an SMBH from a central galaxy. While instant merging is too
optimistic, our current lack of understanding of SMBH mergers implies that we
cannot entirely specify this portion of the subgrid model, and we must rely on
a bracketing procedure.
Once all aspects of these subgrid models are analyzed, understood, and com-
pared to our observational understanding can we confidently combine them into
an integrated model. Using the above subgrid survey and analysis, we can
confidently recommend a set of parameters to use for performing a large-scale
cosmological simulation. This simulation will produce copious amounts of data,
including relations between black hole mass and bulge velocity dispersion, the
initial redshift of significant magnetic field growth in clusters, the injection his-
tory and its relation to SMBH growth and merger activity, correlations between
the strength of the resulting magnetic fields and cluster properties such as mass
and X-ray luminosity, synthetic rotation measure maps of the clusters to probe
their observational topology, and mock radio sky maps. Only with such a large,
detailed, and systematic study can we understand the role that active galactic
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nuclei play in generating magnetic fields in clusters of galaxies.
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Appendix A
Performance and parallel
scalability of the pSO halo
finder
In order to minimize communication among processors, we divide potential ha-
los into two lists. For every potential halo, we compute the overdensity at the
largest possible on-processor radius. If the next search radius is larger than this,
the halo is added to a list that must be communicated. Thus, all on-processor
halos are processed concurrently with no communication. Since the volume of
communication is very small, we send all other halos to every processor. How-
ever, since this approach is not scalable to very large halo catalogs or numbers of
processors, we switch to a buffered communication pattern if we cannot allocate
a global halo catalog. In the buffered approach, halo lists are only communi-
cated to the nearest processors one at a time. The list is communicated until
all blocks within the volume of the processor’s halos have been searched. While
slower than the all-to-all approach, the amount of storage per processor required
stays fixed as the number of processors and number of halos grow. In either
case, communication continues until all halos are fully searched. For this study,
we will use the all-to-all approach.
Figure A.1(a) shows the strong scaling of the pSO halo finder as a fraction of
the total wall clock time in a single FLASH time step. We show three different
uniform problem sizes: 2563, 5123, and 10243 particles and zones. We restarted
each simulation at a representative redshift, z = 0.25, and ran for five time
steps. These times do not include optional portions of the halo finder routine,
such as writing the halo catalog to disk or tagging particles within halos. We
performed these calculations on jaguar, a Cray XT5 system at Oak Ridge Na-
tional Laboratory. Jaguar consists of 16,688 dual six-core AMD Opteron nodes
with 16 GB of memory per node and has a peak performance of 2.332 petaflops.
Our approach offers good strong scaling behavior: we are able to beat or match
the scaling performance of FLASH at all problem sizes. At larger core counts,
FLASH has difficulty scaling the Poisson solver, whereas the halo finder main-
tains good scalability. However, we can infer that we have poor weak scaling:
the halo finding steps require ever larger wall clock time as the problem size
grows.
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(a) Strong scaling of pSO halo finder at various problem sizes as a fraction of total wall clock
time in a single FLASH time step.
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(b) Weak scaling at smallest number of processors for each problem size as a fraction of total
wall clock time in a single FLASH time step. The dotted line indicates weak scaling after
adjustments have been made to account for non-linear scaling of halo counts with problem size.
Figure A.1: Strong and weak scaling of the pSO halo finder.
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The poor weak scaling is due to several factors. First, since these are uni-
form grid calculations, at low redshift the particle distribution among processors
becomes highly unbalanced. FLASH is block based and uses a Morton curve
the distribute these blocks among the processors. Thus, while each processor
has roughly the same number of blocks, those blocks in highly dense regions will
contain many more particles than those in voids. Since our halo finder scans
through particles, there is a lack of concurrency due to this imbalance. At small
problem sizes, this is not an issue, but with 10243 particles all processors must
wait for the few heavily loaded processors to complete searching. There is an
imbalance in halos as well, since highly overdense regions contain more halos
than underdense regions. Note that this is a bigger problem for box sizes smaller
than 200 Mpc. We found that the 2563 run placed a maximum of 15 halos on a
single processor, the 5123 run had up to 33 halos on a single processor, and the
10243 run mapped up to 80 halos on a single processor. Figure A.1(b) shows the
effects of the imbalanced load due to an increased maximum number of halos
on the weak scaling behavior. We compute the effects by maintaining no more
than 15 halos per processor no matter the problem size. We performed this
test by ignoring halos past this limit. We see that halo imbalance explains a
significant part of the weak scaling results.
Second, as we increase the resolution, we greatly increase the number of
resolvable halos. Since smaller halos are much more numerous than larger ones
(see Figure 4.5), for every doubling of the resolution we get roughly ten times
the number of halos. However, the number of particles and zones only increases
by a factor of eight. This means that even if we devote eight times the number of
processors to the problem, we will spend a larger fraction of a time step finding
all the halos.
Finally, as we increase the resolution, we require more steps in the binary
search procedure to meet the stopping criterion. At 2563 zones, we require
roughly 35 steps to identify the halos. At 5123 zones, we require 45 steps on
average. Finally, for 10243 zones, we average 55 steps. This increases the serial
runtime of the halo finder, regardless of the degree of concurrency.
These calculations were performed with only dark matter. As we perform
runs with more included physics, such as hydrodynamics and radiative cooling,
the fraction of time spent in halo finding will decrease, even for high-resolution
runs. Also, we expect AMR runs to alleviate the problems of poor particle load
balancing, since in cosmological simulations we typically refine on overdense
regions. We are currently preparing a manuscript detailing the performance of
the halo finder with different box sizes, combinations of resolutions of particles
and zones, additional physics, and different AMR refinement schemes.
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