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In  this  research,  we investigated  the  virtual  teacher’s  positions  and  orientations  that led  to optimal  learn-
ing outcome  in  mixed-reality  environment.  First,  this  study  showed  that the  virtual  teacher’s  position
and  orientation  have  an  effect  on learning  efﬁciency,  when  some  teacher-settings  are more  comfortable
and  easy  to watch  than  others.  A sequence  of  physical-task  learning  experiments  have  been conducted
using  mixed-reality  technology.  The  result  suggested  that  the  virtual-teacher’s  close side-view  is  the
optimal  view  for learning  physical-tasks  that  include  signiﬁcant  one-hand  movements.  However,  when
both hands  are  used,  or rotates  around,  a  rotation-angle  adjustment  becomes  necessary.  Therefore,  weixed reality
hysical tasks learning
uman computer interaction
ollaborative computing
proposed  a  software  automatic-adjustment  method  governing  the virtual  teacher’s  horizontal  rotation
angle, so  that  the  learner can  easily  observe  important  body  motions.  The  proposed  software  method  was
revealed  to be effective  for motions  that  gradually  reposition  the  most  important  moving  part.  Finally,
to  enhance  the  proposed  method  in  the  future,  we  conducted  an  experiment  to  ﬁnd out the  effect  of
setting  the  vertical  view-angle.  The  result  recommended  that the  more  motion’s  rotation  involved  the
more vertical  view  angles  are  wanted  to see  the  whole  motion  clear.
© 2012  Elsevier  Inc.  All  rights  reserved.. Introduction
Mixed reality (MR) refers to the process of merging computer-
enerated (CG) graphics onto a real-world scene to produce new
nvironments and visualizations where physical and digital objects
o-exist and interact in real time. A virtuality continuum was pro-
osed by Milgram and Kishino (1994),  with the real environment
t one end and the virtual environment at the other. Augmented
eality (AR) and augmented virtuality (AV) are situated in between,
epending on whether reality or virtuality is being modiﬁed (Fig. 1).
Physical-task learning that utilizes virtual reality and/or mixed
eality technology has been actively researched. The use of purely
ynthetic scenarios in training systems reduces the authenticity of
earning or training exercise (Gelenbe et al., 2004), while the use
f actual equipment in a real environment in physical-task learn-
ng is known to be very effective. In light of this, a host of studies
ave investigated the support of physical-task learning in such anPlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
nvironment, using sensors and virtual reality (Watanuki, 2007;
hsaki et al., 2005; Chambers et al., 2012). The results suggest that
R is suitable for supporting physical task learning. Thus, we have
∗ Corresponding author. Tel.: +81 908 455 3259.
E-mail addresses: nawahdah@slis.tsukuba.ac.jp (M.  Nawahdah),
noue@slis.tsukuba.ac.jp (T. Inoue).
164-1212/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
ttp://dx.doi.org/10.1016/j.jss.2012.08.060developed a physical-task learning-support system using MR
(Inoue and Nakanishi, 2010). The system visualizes a life-sized CG
3D virtual teacher model in front of the learner. Since appropriate
feedback information is important for effective and smooth task
learning (Watanuki, 2007), the developed system is also interactive,
tracking the learner’s movements and providing basic feedback.
The motivated question behind this research was whether a vir-
tual teacher’s position and rotation affect the physical-task learning
outcome or not. We  assumed that some teacher setups are better
than others and accordingly this will affect the learning outcome in
such environment. The virtual teacher setups that lead to optimum
learning outcome were not determined before. Therefore, we run
this research to accurately identify these setups and to study all
the parameters that lead to better learning outcome when mim-
icking a virtual teacher using MR.  The outcome of this research
will greatly affects the way  the physical-task learning systems are
implemented for collaborative physical-task learning. Being able
to accurately, safely and speedily perform the training are major
demands especially in the domains of medicine (de Almeida Souza
et al., 2008; Song et al., 2009), military (Cheng et al., 2010), indus-
try (Chambers et al., 2012), etc. To perform such physical tasks, thee best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
learner must watch carefully and perform the same actions, in the
same exact order, as are presented by the virtual teacher.
In this paper, we  ﬁrst discussed the potential orientations of
the virtual teacher model in a MR  system, to determine the virtual
ARTICLE ING ModelJSS-9008; No. of Pages 13
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sFig. 1. The virtuality continuum.
eacher’s optimal position and rotation for physical-task learning.
ptimalization was measured by the required time to accomplish
he physical-task, and the number of committed errors. To inves-
igate the effect of the virtual teacher’s position and rotation, two
xperiments were conducted; the ﬁrst, to narrow down the large
umber of possible locations in which the virtual teacher may
e presented; and the second, to determine the virtual teacher’s
ptimal position and rotation. To determine whether the vir-
ual teacher’s solid appearance affected the results, experimental
omparisons with a semi-transparent virtual teacher were also
onducted in the study.
The experiments’ results show that the virtual teacher’s close
ide-view is the optimal view for physical task learning that
nvolves one-hand motion. However, when the virtual teacher
ses both hands, or rotates around, then a rotation-angle adjust-
ent method becomes necessary. Therefore, we then introduced
 novel method of automatically adjusting the virtual teacher-
odel’s rotation angle during run time (Nawahdah and Inoue,
011). The automatic adjustment method is based on the virtual
eacher’s behavior, more speciﬁcally on his/her upper-body move-
ents. The purpose of this method is to ensure that the virtual
eacher’s most important moved body part in one motion seg-
ent is visible to the learner. This is likely to enhance the learning
utcome and the learner may  feel more comfortable and assured
uring learning.
A generic physical-task learning experiment that compares the
utomatic adjustment method with some ﬁxed viewing-angle con-
itions was conducted to evaluate the proposed method. The
xperiment results showed that using the automatic adjustment
ethod signiﬁcantly decreased the number of committed errors.
As explained, a major contribution of this research is improving
 mixed reality system and software for collaborative physical-task
earning. Thus this paper is relevant to this journal, The Jour-
al of Systems and Software, by demonstrating one aspect of the
mprovement of such a system and software. Because this research
peciﬁcally focuses on how a virtual teacher, a collaborative coun-
erpart, should be displayed in the software system, this paper best
ts to this special issue on collaborative computing technologies
nd systems.
. Related works
There have been various studies in various domains done on vir-
ual reality and MR-based skill/task learning and training support
nd a number of systems have been developed, e.g., in the industry
omain: constructing machine-maintenance training system (Ishii
t al., 1998), metal inert gas welding training system (Chambers
t al., 2012), object assembly training system (Jia et al., 2009),
verhead crane training system (Dong et al., 2010), ﬁreﬁghting
actical training system (Yuan et al., 2012), esthetic industrial
esign (Fiorentino et al., 2002), job training system for casting
esign (Watanuki and Kojima, 2006); in the science and education
omain: electrical experimental training system (Kara et al., 2010),
pplication of geography experimental simulation (Huixian and
uangfa, 2011), collaborative learning (Jackson and Fagan, 2000);Please cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
n the medicine domain: ultrasound guided needle biopsy training
ystem (de Almeida Souza et al., 2008), baby feeding training sys-
em (Petrasova et al., 2010), endoscopic surgery simulation training
ystem (Song et al., 2009); in the tourist domain: tourist guide PRESS
ms and Software xxx (2012) xxx–xxx
training system (Minli et al., 2010); in the military domain: mis-
sile maintenance training system (Cheng et al., 2010); in the sports
domain: Kung-Fu ﬁght game (Hamalainen et al., 2005), martial arts
(Chua et al., 2003; Kwon and Gross, 2005; Patel et al., 2006), physi-
cal education and athletic training (Zhang and Liu, 2012), golf swing
learning system (Honjou et al., 2005); in the dance domain: dance
training system (Nakamura et al., 2005; Chan et al., 2010), collabo-
rative dancing (Yang et al., 2006); in the cooking and eating domain:
augmented reality kitchen (Bonanni et al., 2005), augmented real-
ity ﬂavors (Narumi et al., 2011), augmented perception of satiety
(Narumi et al., 2012), etc. Many of these systems have employed a
virtual teacher to perform the physical task in front of the learner
(Yang and Kim, 2002; Nakamura et al., 2003; Honjou et al., 2005;
SangHack and Ruzena, 2006; Chua et al., 2003). Some of these
systems enhance the learning experience by virtually displaying
related information and providing necessary feedback, which have
been proved to be useful in the respective domains.
Horie et al. (2006),  e.g., proposed an interactive learning sys-
tem for cooking in an MR  environment, using video data extracted
from TV cooking programs. The respective videos contain cooking
experts performing cooking tasks, and the experts are displayed at
a cooking table when needed in a ﬁxed location. Another cooking-
navigation system was proposed by Miyawaki and Sano (2008),
and in that, a virtual agent performing actions corresponding to
the current cooking step is displayed in a ﬁxed location at a table
as well.
Regarding dance skills acquisition, Nakamura et al. (2003) devel-
oped a 3D dance model in the virtual world. The teacher and
learner’s avatar were projected side by side on a projector screen.
However, such video settings only allow the learner to watch the
teacher, while immersive virtual reality allows the learner to inter-
act with the teacher and the environment, as well as to perform
novel functions such as sharing body space with the teacher. This
capability has been introduced in a 3D immersive system developed
by Patel et al. (2006), to teach moves from the Chinese martial art
of ‘Tai Chi’. In this system, the learner sees four stereoscopic human
representations: an image of him and a teacher from behind, as well
as a reﬂection of the front of these avatars in a virtual mirror. The
image is displayed on a screen in front of the physical workspace.
The results of this research showed that people learned more in
the immersive virtual reality system in comparison to traditional
2D video systems.
In the aforementioned studies, the learner must look at a screen
in front of him to see the virtual world. Multi-display systems,
on the other hand, offer the learner a chance to conveniently
view from arbitrary angles, and coordinate their body movements.
This technique was  implemented in a collaborative dancing sys-
tem developed by Zhenyu et al. (2006).  Here, a 3D representation
of the dancers is captured in real time, then streamed, and ren-
dered in a shared virtual space. For mobility and ease-of-watching,
Chua et al. (2003) proposed a wireless virtual reality system for
teaching Chinese ‘Tai Chi’. The learner’s avatar and the teacher
model were rendered in a generated virtual environment, and dis-
played via a light wireless head mounted display (HMD). Here, ﬁve
interaction techniques were tested: one teacher, four surrounding
teachers, four side by side, and two superimpositions. However, the
results suggested that the techniques employed had no substantial
effect on learning physical tasks. In another study, by Kimura et al.
(2007), four basic visualization methods were tested in a generic
body-movement learning system: face to face, face to face with
mirror effects, face to back, and superimposed. The results con-
ﬁrmed that the superimposed method is the most effective for thee best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
repetition of partial movements, while the others are effective for
whole movements. All of these methods, except for the mirror for-
mat, were incorporated into our research. The mirror format was
omitted because of the assumption that the mirror effect would
 IN PRESSG ModelJ
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The physical-task learning platform contains a number of but-
tons placed on a table. The push-button task was  adopted as a
simple generic example of physical-task motion whose errors can
be measured quantitatively. The virtual teacher appeared at theARTICLESS-9008; No. of Pages 13
M. Nawahdah, T. Inoue / The Journal o
ause learner uncertainty, and this would diminish learning per-
ormance.
In conventional task learning with a real teacher, the teacher
bserves the learner and intervenes when the learner makes a
istake. To achieve such interactive information feedback for the
earner, the ability to sense the learning task and its progress is built
n to virtual reality-based learning support systems (Watanuki,
007; Ohsaki et al., 2005; Nakamura et al., 2003). Feedback infor-
ation for the learner is also needed in MR-based task-learning
upport systems, and capturing the learner’s motion is very impor-
ant in providing such feedback information (Watanuki, 2007).
uch motion-capture technology is used in a dancing training sys-
em developed by Chan et al. (2010).  Here, the virtual teacher is
rojected on a wall screen, and the learner’s motions are captured
nd analyzed by the system, with feedback provided. A similar
tudy, by Komura et al. (2006),  proposed a martial arts training sys-
em based on motion capture. The learner wears a motion-capture
uit and HMD. The virtual teacher appears, alone, in front of the
ser, through the HMD. This system analyzes the learner’s motion
nd offers suggestions and other feedback. In our research, the
ask learning and its progress are sensed using a motion captur-
ng system as well. The captured data are analyzed, and the system
rovides the learner with basic tone feedback, notifying her/him
hether her/his performed motion was correct or not.
On the other hand, our research focuses on how the virtual
eacher should be presented when it moves single or several body
arts. For some simple motions a close side-view ﬁxed viewing
ngle might be sufﬁcient to clearly watch the virtual teacher from
Inoue and Nakanishi, 2010). But for other motions, a more ﬂexible
iewing angle has to be considered (Nawahdah and Inoue, 2011).
owever, this problem has not been pointed out very often and the
olution has not been provided. The method presented in this paper
rovides a solution to this problem by automatically rotating the
irtual teacher’s body in appropriate horizontal angle. The verti-
al rotation angle adjustment has also considered for some speciﬁc
ases as well. As a result, the learners of physical-task movement
an improve learning by this method.
. MAVT system design speciﬁcations
In this section, we discuss the MAVT (motion adaptive virtual
eacher) MR  learning-support system that we  built to be used
n our generic physical-task experiments. We  ﬁrst introduce the
earner–virtual teacher model that we employed in this research.
hen we give details on system design speciﬁcations. Finally we
how the selected virtual teacher’s appearance and motion.
.1. Learner–virtual teacher model speciﬁcation
Fig. 2 shows the learner–virtual teacher model employed in this
esearch. In this model, d represents the distance between the cen-
ers of the learner and the virtual teacher model; 1 represents the
hifting angle between the front direction of the learner and the
irtual teacher model; and 2 represents the rotation angle of the
irtual teacher model around himself.
In this model, the learner will be located at a ﬁxed real location
hile the virtual teacher will be relocated virtually according to
he mentioned parameters (d, 1, and 2). We  also ﬁxed the virtual
eacher’s size and height-level to mimic  a normal person’s size, on
he same level, according to the virtual distance between the realPlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
earner and the virtual teacher. Given that the maximum human
orizontal viewing angle is about 200◦ (Kiyokawa, 2007), the natu-
al constraint of 1 range was set to ±100◦. Examples of the virtual
eacher model’s relative conditions are shown in Fig. 3.Fig. 2. The learner–virtual teacher model.
3.2. Physical-task learning support system design speciﬁcations
A physical-task learning support system was  built for use in
generic physical-task learning experiments (Inoue and Nakanishi,
2010). Fig. 4 shows the system’s physical workspace. The system
consists of two  subsystems: the motion-capture system and the
mixed-reality system (Fig. 5). The motion-capture system is used
to track and record a person’s motions, and save them to ﬁles, while
the mixed-reality system is used to process the recorded motion
ﬁles and prepare the respective task’s motion sequence for the
learner to practice.
3.2.1. The physical-task learning platforme best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
Fig. 3. Examples of virtual teacher’s conditions.
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earner’s horizontal level. In such a setup the virtual teacher’s lower
ody movements could be ignored and all motions were carried
ut by the upper body, more speciﬁcally by the hands. The learner
atched the teacher’s upper-body motion and performed a simi-
ar motion in real time. Displaying the body motion in such tasks
ight not be necessary in general. In our experiments, the body
otion was not considered as long as the learner used the correct
and to push the correct button. However, displaying the buttons
nd the upper-body together had the effect of making the task’s
nstruction clearer and predictable (Yamashita et al., 2010). Thus,
isplaying the upper body motion in our experiments was consid-
red appropriate.
.2.2. Motion-capture system
The motion-capture system is a computer system connected to
ix NaturalPoint OptitrackTM (FLEX: V100) optical motion-tracking
ameras through a hub (OptiHub). These cameras are used to detect
he learner’s motion within the captured volume area by track-
ng visible reﬂective markers that are placed on the learner’s body.
/16′′ diameter, premium reﬂective sphere markers are placed on
he learner’s hand. Three markers placed at the vertices of a trian-
le are used to accurately capture the hand’s position and direction.
 program written in C# receives the captured-motion data from
he cameras and processes it. This program is used to determine
hich button the learner has pushed, and send these data to the
ixed-reality system.
The main features of the V100 camera are: shutter time, 1 ms;
esolution, 640 by 480 pixels; latency, 10 ms;  accuracy up to 2D
ub mm (depending on the marker size and distance to camera);
perating range, from 15 cm to 6 m (depending on the marker size);
rame rate, 100 Hz; and viewing angle, 45◦ ﬁeld of view (FOV). ThePlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
otion-capture computer system’s main speciﬁcations are: hard-
are: CPU 2.2 GHz, RAM 1 GB; software: Windows Vista SP1 OS,
ptitrack Baseline SDK, and Visual Studio 2008 (C#).
Fig. 5. The physical-task learning support system’s conﬁguration overview.Fig. 6. The computer-generated 3D virtual teacher’s appearance.
3.2.3. Mixed-reality system
The mixed-reality system is connected to a webcam and HMD.
The webcam is used to capture the learner’s view of the real world.
The mixed-reality system is responsible for managing the 3D virtual
teacher’s physical motion task, which is displayed to the learner
through the HMD. The system has ﬂexibility in displaying the vir-
tual teacher, based on the learner–virtual teacher model described
above. The distance between the learner and virtual teacher may
be conﬁgured to 0, 1 or 2 m.  The virtual teacher’s shifting angle can
vary over a range of ±100◦, and the virtual teacher’s rotation angle
can vary over the full range of 360◦. The system can also display the
virtual teacher at two  levels of opacity: solid and 50% transparent.
A C++ program was developed to combine the real scene from
the webcam, with the generated 3D virtual teacher. We  used
the HMD  iWear® VR920TM in our system. The main features of
the VR920TM are: resolution, 640 by 480 pixels (equivalent to a
62′′ screen viewed at 2.7 m);  weight, 90 g; frame rate, 60 Hz; and
viewing angle, 32◦ FOV. The webcam employed is a Logitech®
Quickcam Pro9000, whose main features are: resolution, high-
deﬁnition video (up to 1600 by 1200 pixels); frame rate, 30 Hz; and
viewing angle, 75◦ diagonal FOV. The mixed-reality computer sys-
tem’s main speciﬁcations are: hardware: CPU 2.8 GHz, RAM 2 GB;
software: Windows XP SP3 OS, iWear® VR920TM SDK, OpenCV1,
and Visual Studio 2008 (C++).
3.3. The virtual teacher’s appearance and motion
A recent study found that men’s decisions are strongly affected
by certain aspects of the appearance of the virtual avatar, while
women’s are not (MacDorman, 2010). Another study found that
attractiveness (and gender) has an effect on the way that virtual
interactions occur on both sides (Banakou and Chorianopoulos,
2010). Therefore, to minimize any effect of the virtual teacher
model’s appearance on the task performance, a plain cylindrical
computer-generated 3D model was  used in our experiments, as
shown in Fig. 6.
The virtual teacher’s motion was randomly generated by com-
bining basic-motion units during system run-time. Each of these
motion units, which show the virtual teacher pushing one of the
buttons, was  prepared in advance by tracking and recording a real
person’s motion while she/he performed these actions. This created
a smooth and realistic motion.
To adequately capture and animate the real teacher’s upper-
body motions, a minimum of 8 unique markers were placed on
the teacher’s upper body, as shown in Fig. 7. The markers’ 3-
dimensional coordinate data (X, Y, and Z) were recorded at ae best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
100 frame-per-second rate. Table 1 shows samples of motion-
capture data. Each line in the motion-data ﬁle represents one
frame of motion data, and each frame contains the 8 markers’ loca-
tion data. The motion-tracking software ‘OptiTrack© Rigid Body
ARTICLE IN PRESSG ModelJSS-9008; No. of Pages 13
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Table  1
Sample motion-capture data (mm).
Frame # Marker #: 1 Marker #: 2 Marker #: 3 Marker #: 8
Head  Chest Right shoulder Left hand
X Y Z X Y Z X Y Z X Y Z
0 21.9 331.4 −161.6 3.4 55.1 −226.0 132.6 179.8 −119.1 −121.4 16.7 48.5
1  22.0 331.5 −161.8 3.5 55.2 −226.3 131.6 179.9 −119.2 −121.2 17.9 49.4
2 22.2 331.6 −162.0 3.6 55.3 −226.1 139.6 180.0 −119.4 . . . −120.7 19.5 50.6
108 22.3 331.7 −162.2 35 55.4 −226.2 
109  22.4 331.8 −162.3 3.4 55.6 −226.3 
T
f
F
R
4
r
t
l
l
e
i
d
4
c
v
i
4
v
T
T
n
d
0Fig. 7. The marker locations on the teacher’s body.
oolkit’ was used to capture the teacher’s motions. Core scenes
rom the teacher’s motion-unit recording sessions are shown in
ig. 8. The recorded motion data were animated by the free software
okDeBone.1
. Determine the virtual teacher’s optimal position and
otation
Two experiments were conducted to investigate the effect of
he virtual teacher’s position and orientation in MR  physical-tasks
earning. The ﬁrst experiment was employed to narrow down the
arge sample number of possible conditions, while the second
xperiment was conducted to evaluate the top-rated conditions
dentiﬁed in the ﬁrst experiment, as well as other conditions
eﬁned in a previous, related study.
.1. Experiment 1: narrowing down the virtual teacher’s possible
onditions
This experiment was conducted to investigate the range of
irtual teacher positions and rotations most comfortable and
nstructive for the learner, during physical-task learning sessions.
.1.1. Speciﬁcation of the virtual teacher’s conditions
In our model, the virtual teacher’s positions and rotations can
ary within the previously mentioned parameters (d, 1, and 2).
hese parameters produce an enormous number of conditions.Please cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
herefore, a systematic sampling method was used to reduce the
umber of evaluated conditions in this experiment. The distance
 was sampled at 0, 1, and 2 m.  The shift angle 1 was sampled at
◦, ±30◦, ±45◦, and ±60◦. The rotation angle 2 was sampled at 0◦,
1 http://www5d.biglobe.ne.jp/∼ochikko/rokdebone.htm.132.6 179.9 −119.2 −119.5 23.6 53.5
132.7 179.7 −119.3 −119.1 26.1 55.3
±45◦, ±90◦, ±135◦, and 180◦. This produced a total of 120 condi-
tions (15 positions × 8 rotations). Fig. 9 shows the 120 conditions
where the learner is located at the origin.
4.1.2. Participants
A total of 4 participants were hired to participate in this experi-
ment. The participants were 4 male graduate students whose ages
ranged from 23 to 28 years. All the participants were right-handed
and had normal or corrected to normal vision.
4.1.3. Procedure
The physical-task support learning system we developed was
used to present a 3D virtual teacher model performing hand-
movement tasks in each condition, through the HMD. Since we
had many possible conditions to test, and the required result was a
range of conditions, a subjective evaluation was employed. In this
experiment, each condition was rated on a 7-point Likert scale,
separately, by each participant, based on how comfortable and
well-informed they felt in mimicking the virtual teacher’s physical-
task of pushing the buttons. The participants were not required to
ﬁnish each motion task and they were allowed to watch it as long
as they need to evaluate the conditions. The evaluation scale was
1 “very confusing”, 2 “confusing”, 3 “somewhat confusing”, 4 “nei-
ther”, 5 “somewhat clear” 6 “clear”, and 7 “very clear”. After the
evaluation process was completed, the average was  calculated for
each condition, and those conditions with a score of 4 or higher
were considered good conditions.
4.1.4. Results
The conditions’ average evaluation distribution is shown in
Fig. 10,  where each value represents the average value of the 4 eval-
uators’ results for each condition. Regarding the distance d, most of
the top-rated conditions were close to the learner (1 m).  Regarding
the virtual teacher’s shifting angle 1, most top-rated conditions
were close to the learner’s center-view (±30◦). And regarding the
teacher’s rotation angle 2, the side-view of the 3D virtual teacher
model seemed to be preferred (±90◦).
4.2. Experiment 2: determining the virtual teacher’s optimal
condition
The objective of this experiment was to investigate and deter-
mine the virtual teacher’s optimal position and rotation, for the
highest learning performance in a mixed reality environment.
4.2.1. Speciﬁcation of the virtual teacher’s conditions
Fig. 11 shows the conditions that were tested in this experiment.
The top-rated conditions deﬁned by the ﬁrst experiment were con-
sidered and reduced to eight conditions by merging similar location
conditions. Conditions 1–4 were selected to investigate the effecte best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
of changing the virtual teacher’s shift angle. Conditions 5 and 6
were selected to investigate the effect of the distance from learner
to teacher. Conditions 7 and 8 were selected to study the effect
of teaching from the side view. Conditions 9–11 were considered
ARTICLE IN PRESSG ModelJSS-9008; No. of Pages 13
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Fig. 8. Core scenes from one of the
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vFig. 9. The 120 evaluated conditions in the ﬁrst experiment.
s a result of previous, related research (Kimura et al., 2007; Chua
t al., 2003; Yang and Kim, 2002), in which they were positively
valuated in a virtual reality environment. Condition 9 represents
 natural conﬁguration in which the learner is located behind the
eacher. Condition 10 represents another natural conﬁguration, in
hich the learner is located in front of the teacher. Condition 11
epresents a superimposed conﬁguration, in which the teacher isPlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
irtually superimposed on the learner’s body.
Fig. 10. The conditions’ average evaluation distribution. teacher’s recording sessions.
4.2.2. Participants
A total of 15 participants took part in this experiment, 7 females
and 8 males. The participants’ ages ranged from 20 to 28 (mean = 23,
s.d. = 3.1), and they were all undergraduate or graduate students. All
the participants were right-handed and had normal or corrected to
normal vision.
4.2.3. Experimental physical-task speciﬁcation
A physical task-learning platform containing 5 buttons [B1–B5]
placed on a table in two  rows was used in this experiment (Fig. 12).
The horizontal space between the buttons is 12 cm,  and the vertical
space between the two rows is 9 cm.  The buttons were arranged
in this way, so that the physical motions are distributed over the
learner’s entire front space. This generates the kind of motions that
cover a wide range of physical tasks.
Since there were 5 buttons, 5 recording sessions were con-
ducted to produce 5 motion units. An experimental virtual teacher’s
physical-task motion was  randomly generated by combining 10
basic-motion units during system run-time. Fig. 13 shows a sample
experimental physical task.
4.2.4. Procedure
Because the participants were using this system for the ﬁrst
time, it was  expected that they would become accustomed to the
system after a while. To avoid this, training sessions involving the
mimicking of physical task motions were ﬁrst conducted. At the ende best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
of each session, the session’s time and errors were calculated. Based
on these values, the experimenter decided whether the learner
needed to conduct more training sessions or not.
Fig. 11. The 11 evaluated conditions in the second experiment.
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Fig. 12. The button distribution on the table.
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To commence this experiment, the learner put on the HMD,
nd put the markers on his/her hand. When the system started
p, it displayed the 3D virtual teacher model in one condition ran-
omly, superimposed on the physical space, as shown in Fig. 14.
he experiment consisted of 11 sessions to evaluate the 11 condi-
ions randomly. In each session one condition was  evaluated. The
earners were asked to complete the task of correctly mimicking the
irtual teacher model’s motion as quickly and accurately as possi-
le. The virtual teacher demonstrated randomly one of the recorded
hysical task motion units in front of the learner. The learner took a
est for 15 s between the experimental sessions. The sessions were
ecorded on tape. Afterward, the sessions were reviewed and the
ask’s error rate and accomplishment time were calculated for each
ondition. When the subject pushed a different button than the
ntended one, this was considered an error. The accomplishment
ime was measured from the start of each experimental session,
ntil the subject successfully completed all the task’s motion units.Please cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
.2.5. Results
The training sessions’ results showed that learners became
ccustomed to the system after an average of 4 sessions, where
Fig. 14. The learner’s view through HMD.Fig. 15. The average accomplishment time and error rate per training session.
no signiﬁcant changes in the task’s accomplishment time, or the
number of errors, were reported. Fig. 15 shows the average accom-
plishment time and average error rate per session.
The experiment results show clearly that the virtual teacher’s
position and orientation have an effect on the learning outcome,
both in terms of the required time to accomplish speciﬁc physi-
cal task learning, and in terms of the number of committed errors.
Fig. 16 shows the average accomplishment time and error rate per
condition.
Conditions 3 and 8 scored the lowest accomplishment time
(mean = 15.1 s) and the lowest committed error rate (mean = 1.33%).
To seek for any signiﬁcant difference between the tested condi-
tions we used the t-test comparison test. First, we ran the test over
the opposite side conditions of 3 and 8. Comparing the results of
conditions 3–4, we found no signiﬁcant difference in the results
[Time: (t(14) = −1.3, p < 0.1), Errors: (t(14) = −1.1, p < 0.1)]; and com-
paring conditions 8–7, we also found no signiﬁcant difference
[Time: (t(14) = 0.7, p < 0.1), Errors: (t(14) = 1, p < 0.1)]. Next we ran
the test over conditions 9–11, with respect to condition 3. The
results showed a signiﬁcant difference between conditions 3 and
9 [Time: (t(14) = −6.9, p < 0.001), Errors: (t(14) = −9.9, p < 0.001)],
between conditions 3 and 10 [Time: (t(14) = −3.4, p < 0.01), Errors:
(t(14) = −2.8, p < 0.05)], and between conditions 3 and 11 [Time:
(t(14) = −2.9, p < 0.01), Errors: (t(14) = −1.2, p < 0.01)].
5. Automatically adjusting the virtual teacher’s rotation
anglee best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
In this section, we introduce a novel software method of
automatically adjusting the virtual teacher-model’s rotation angle
during run-time. The automatic adjustment method is based on the
virtual teacher’s behavior, more speciﬁcally on his/her upper-body
Fig. 16. The average accomplishment time and error rate per condition.
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ovements. The purpose of this method is to ensure that the virtual
eacher’s most important moved body part in one motion segment
s visible to the learner.
.1. Automatic adjustment method design
The automatic adjustment processing ﬂow chart is shown
n Fig. 17.  The system is divided into two main processes: an
nitialization process and a run-time process. During the system ini-
ialization, the virtual teacher’s captured motion data are retrieved
rom a ﬁle system. Next, the task motion data are split into small
xed-duration segments. For each motion segment, the teacher’s
ptimal rotation angle is calculated. During system run time, the
iewing angle of the each segmented teacher-task motion is auto-
atically adjusted according to the pre-calculated angle, which is
he side-view of the main virtual teacher’s movement, and dis-
layed.
.1.1. The virtual teacher’s rotation angles
To adequately assess the automatic adjustment method using
ur generic physical-task motions, the virtual teacher’s environ-
ent must be divided into a sufﬁcient number of sectors in such a
ay that the following motion scenarios are enacted:
Having a virtual teacher’s physical motion move from a sector
governed by the right-hand to another sector also governed by
the right-hand, i.e., we need at least two sectors governed by the
right hand in front of the learner. Similarly, we need at least two
sectors governed by the left hand in front of the learner.
Having a virtual teacher’s physical motion move from a sector
governed by the right-hand to a neighboring sector governed by
the left-hand, and vice versa.
Based on these motion scenarios, the virtual teacher’s environ-
ent was divided into 8 equal sectors as shown in Fig. 18.  Each
ector covers a 45◦ range, and each has an associated counter
C1–C8). These counters were used to record the count of the vir-
ual teacher’s maximum moved marker in each sector during the
utomatic adjustment process. The sector with maximum counterPlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
alue is considered the sector that contains the most important
ovements. Accordingly, the virtual teacher is rotated to the sec-
or’s predeﬁned rotation angle (). The sectors predeﬁned rotationFig. 18. The virtual teacher’s environment divided into eight sectors.
angle () had been calculated so that the sector’s center angle faces
the learner when selected using the following equation:
 = 360 − SC
where SC is the sector’s center angle.
5.1.2. Calculating the optimal segment’s adjustment rotation
angle
The automatic adjustment process starts by reading the
segment’s motion data frame by frame. For each marker’s 3-
dimensional coordinate data in the frame, the absolute marker’s
movement amount Mj in any direction is calculated based on the
previous frame’s marker data:
Mj = sqrt((Xcj − Xpj)2 + (Ycj − Ypj)2 + (Zcj − Zpj)2)
where j is the marker number ranging from 1 to 8; Xcj, Ycj, and Zcj
are the current frame j-marker’s position data; and Xpj, Ypj, and Zpj
are the previous frame j-marker’s position data.
After calculating the frame’s 8 markers’ absolute movement
amounts, the maximum marker’s movement MMi is determined:
MMi = max  (M1, M2, . . . , M8)
where i is the current frame number.
For this marker, which has the maximum absolute movement,
we calculated the marker slope angle Oi with respect to the XY
plane:
Oi = arctan
(
Yi
Xi
)
Based on the calculated Oi angle, the counter of the sector that
includes this angle is increased by 1. Once all the segment’s frames
are processed in the same manner, the maximum sector’s counter
value Cmax is determined:
Cmax = max  (C1, C2, . . . , C8)
The resulting sector with C is assumed to be that whereine best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
the most important motion has occurred. Accordingly, the virtual
teacher’s rotation angle in the entire segment will be set according
to the selected sector’s predeﬁned rotation angle ().
ARTICLE IN PRESSG ModelJSS-9008; No. of Pages 13
M. Nawahdah, T. Inoue / The Journal of Systems and Software xxx (2012) xxx–xxx 9
5
b
m
p
a
a
a
s
5
m
t
h
a
o
f
s
a
5
c
w
o
5
9
p
s
s
d
F
s
BFig. 19. The button distribution on the table.
.2. Automatic adjustment experiment
To evaluate if the automatic adjustment method produces a
etter view, comparative generic physical-task learning experi-
ent was conducted. The ﬁrst part of this learning experiment was
erformed using 3 predeﬁned and ﬁxed virtual-teacher rotation
ngles. The second part was performed using the virtual teacher’s
utomatic adjustment method. The experiments were videotaped
nd the error rates were compared and analyzed to ﬁnd out any
igniﬁcant improvements between the conditions.
.2.1. The physical-task learning platform
The physical-task learning platform we used to test the auto-
atic adjustment method contains 8 buttons [B0–B7] placed on a
able, as shown in Fig. 19.  In order to engage the learner’s both
ands in the physical-task learning, 4 buttons [B0–B3] were oper-
ted by the learner’s right hand, and 4 other buttons [B4–B7] were
perated by the learner’s left hand.
Since there were 8 buttons in this physical-task learning plat-
orm, 8 recording sessions were conducted to produce 8 unique
ub-motion units; 4 sub-motion units were right-handed motions,
nd the remaining 4 sub-motion units were left-handed motions.
.2.2. Producing physical-motion tasks
By using the 8 prepared basic sub-motion units, we  systemati-
ally created a chain of sub-motions. A total of 40 sub-motion units
ere combined to create a one-motion task. This produced a movie
f 44-s length (Fig. 20).
.2.3. Participants
A total of 21 participants took part in this experiment as learners,
 females and 12 males. Only two of those participants were partici-Please cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
ated in the previous experiments, while the rest were newly hired
tudents. The participants’ ages ranged from 20 to 33 (mean = 24,
.d. = 3.5), and they were mostly undergraduate or graduate stu-
ents. The participants were divided into two groups. One group
ig. 20. (A) The motion task divided into eight blocks, where n represents the block
ize and has the value 3, 5, or 7. BR is one of the right-handed sub-motion units, and
L is one of the left-handed sub-motion units. (B) A sample motion task.Fig. 21. The 3 ﬁxed rotation-angle conditions: (A) 180◦ , (B) 105◦ , (C) −105◦ rotation
angle.
performed the ﬁrst part of the experiment, while the other group
performed the second part. There were 11 members in the ﬁrst
group, comprised of 6 males and 5 females; and 10 members in the
second group, comprised of 6 males and 4 females. All the partic-
ipants were right-handed and had normal or corrected-to-normal
vision.
5.2.4. Fixed rotation conditions
Based on the result of our previous experiments, we decided to
assess the top 3 ﬁxed rotation-angle conditions (Fig. 21). The ﬁrst
condition has a 180◦ rotation angle, the second condition a 105◦
rotation angle, and the third a −105◦ rotation angle. In the three
conditions, the virtual teacher was placed at 1 m virtual distance
away from the learner. Fig. 22 shows the resulting virtual-teacher
view in the 3 ﬁxed rotation-angle conditions.
Each participant in this part of the experiment performed 3
physical-task learning attempts by mimicking the virtual teacher’s
motions. The virtual teacher appeared in front of the learner
through the HMD  with a ﬁxed rotation-angle. Each learner per-
formed the experiment in each of the 3 ﬁxed rotation-angle
conditions, one by one. The virtual teacher continuously performed
one of the pre-generated motion tasks for 44 s in front of the learner.
The learners were asked to watch and simultaneously push the cor-
rect button, and as many buttons as the virtual teacher pushed. The
experimental sessions were recorded on tape. Afterward, the ses-
sions were reviewed and the task’s error rate was calculated for
each condition.
5.2.5. Automatic adjustment condition
This part was similar to the ﬁxed rotation-angle conditions
experiment, except that here the participants performed one
physical-task learning attempt only. In this part of the experiment,
the virtual teacher’s rotation angle was automatically adjusted dur-
ing the run-time.
5.2.6. Results
Our primary goal was to ﬁnd out whether or not the automatic
adjustment method would minimize the number of committed
errors when providing a better view. Minimizing the number of
errors was  assumed as one factor in improving physical-task learn-
ing. The statistical results of the two experimental groups were
analyzed to determine whether using the automatic adjustment
method signiﬁcantly reduced the number of errors or not.e best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
The ﬁxed rotation-angle experiment’s results are shown in
Fig. 23.  The average error rate in each condition was  calculated
to be: for the ﬁrst condition (180◦), 12.27% (s.d. = 6.9%); for the sec-
ond condition (105◦), 12.5% (s.d. = 4.6%); and for the third condition
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The participants in this experiment were asked to mimic the
virtual teacher’s physical motion. The vertical viewing angle wasFig. 23. The ﬁxed rotation-angles’ error rate per participant.
−105◦), 12.5% (s.d. = 7.1%). First, we tested the error rate’s results
f the 3 ﬁxed rotation-angle conditions using ANOVA. The analysis
onﬁrmed no signiﬁcant difference between the 3 conditions’ aver-
ge error rate (F(2,30) = −0.0047, p < 0.01). Therefore we  summed
p the 3 ﬁxed-rotation conditions’ data together to be used to com-
are with the automatic-adjustment condition’s data.
On the other hand, Fig. 24 shows the automatic-adjustment
xperiment’s result. The average error rate was calculated to be
.0% (s.d. = 2.7%). The t-test (assuming unequal variances) was  used
o compare the means of the two conditions (the automatic adjust-
ent and the joined 3 ﬁxed rotation condition). We  found that
sing the automatic adjustment method decreased the averagePlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
rror rate, and the average error rate was signiﬁcantly different
t(31) = 5.1, p < 0.01) (Fig. 25).
Fig. 24. The automatic adjustment’s error rate per participant.) 180◦ , (B) 105◦ , (C) −105◦ rotation angle.
5.3. Adjusting the vertical view-angle
Our proposed method assumed that the learner will sit and see
the virtual teacher in front of him at the same horizontal sight
level as if in a real situation. Accordingly the method only con-
trolled the view’s horizontal rotation angle. The vertical rotation
and orthogonal view were not considered in the previous experi-
ments. Therefore, a ﬁnal experiment was  conducted to ﬁnd out the
effect of adjusting the vertical viewing angle on observing a clear
motion while mimicking a physical-task motion.
5.3.1. Experiment design
The physical-task learning system was updated so that the
learner can manually set up the vertical view-angle, while the hor-
izontal view-angle was adjusted automatically using our proposed
method. To ﬁnd out the relationship between the physical motion
with respect to the vertical view angle, 4 distinct motions were
prepared in advance as follows:
• 1-Sector physical-task motion: in this motion the virtual teacher
used his hand over one sector.
• 2-Sectors physical-task motion: in this motion the virtual teacher
used his hands over 2 sectors.
• 3-Sectors physical-task motion: in this motion the virtual teacher
used his hands over 3 sectors.
• 4-Sectors physical-task motion: in this motion the virtual teacher
used his hands over 4 sectors.e best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
manually adjusted by the participants themselves to the degree
Fig. 25. The average error rate per condition.
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hat he/she felt more comfortable and the motion is the most clear.
he vertical adjusting value ranged from 0◦ to 90◦. 0◦ vertical view-
ngle represents the normal situation where the virtual teacher
laced in front of the learner at the same horizontal sight level,
hile 90◦ vertical view-angle represents the orthogonal view situ-
tion.
.3.2. Participants
A total of 5 participants were hired to participate in this experi-
ent, 2 females and 3 males. All the participants were right-handed
nd had normal or corrected to normal vision.
.3.3. Results
Fig. 26 shows the average resulted vertical view-angle per the
umber of sectors. For 1-sector motion, the participants sit the ver-
ical view-angle to 19◦; for 2-sectors motion, a 28◦ was selected;
or 3-sectors motion, a 36◦ was chose; ﬁnally for 4-sectors motion,
 43◦ was best.
. Discussion
Physical-task learning in mixed-reality environments becomes
ery popular in wide areas as seen in Section 2. Without doubt, this
raining technique could become the ﬁrst option in many domains if
t designed well. The virtual teacher’s setup is one important aspect
o achieve an effective training system. Many implemented training
ystems had considered a ﬁxed and limited virtual teacher’s loca-
ion(s) and rotation(s) (Yang and Kim, 2002; Nakamura et al., 2003;
hua et al., 2003; Patel et al., 2006; Kimura et al., 2007). In con-
rast, we thoroughly investigated the virtual teacher’s location and
otations and there effects on the sample physical-task learning.
The ﬁrst experiment aimed to identify the ranges of the virtual
eacher’s location and rotation most comfortable and instructive for
he learner. The result shows that learner preferred front side-view
f virtual teacher. Despite the small sample-size, the participants’
reference results were very consistent. This general result was
xpected as learner preferred to see the physical objects and virtual
eacher before him/her in his/her spatial environment. This might
e the reason why many of the implemented training systems had
mployed a virtual teacher in front of the learner such as (Patel
t al., 2006; Nakamura et al., 2003; Komura et al., 2006; Miyawaki
nd Sano, 2008; Chan et al., 2007).
The second experiment’s result veriﬁed that looking at the vir-
ual teacher model from the side decreases both the time and the
rror rate, and looking at the virtual teacher’s model from behind
r in front increases the time and error rate signiﬁcantly. Regarding
ondition 9, the hand motion was completely or partially hidden
y the virtual teacher’s body. Regarding condition 10, the opposite-Please cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
and view caused the learner to consume more time and commit
ore errors. A ﬁnal interesting point: we found that conditions 1,
, 5, and 8 scored better results, in comparison with conditions 2,
, 6, and 7, even though all of these conditions represented a form PRESS
ms and Software xxx (2012) xxx–xxx 11
of  side-view. This is because our experiment’s physical motion task
was recorded using the right hand only, meaning that the physical
motion was more visible from the right side-view.
For physical motion task where the virtual teacher uses both
hands, or rotates around, the proposed automatic adjustment
method turned to be more effective compared with ﬁxed rota-
tion conditions. The experiment result shows that the automatic
adjustment method signiﬁcantly decreased the average error rate.
We found that the errors observed in the experiment could be cat-
egorized into three types, as follows (Note that the learner was
supposed to watch the virtual teacher and simultaneously push the
correct button in any manner he/she preferred as long as he/she
used the correct hand; the learner’s body motion itself was not
considered.):
• Type A error: When the learner pushes a different button than
the intended one.
• Type B error: When the learner pushes a correct button but with
the wrong hand.
• Type C error: When the total number of the learner’s button
pushes does not match the exact number performed by the virtual
teacher. This covers the following two  cases:
◦ When the total number of learner’s pushes is more than the
correct performed number. In this case, the extra pushes are
considered errors.
◦ When the total number of learner’s pushes is less than the cor-
rect performed number. In this case, the missing pushes are
considered errors.
The Type A error, pushing the wrong button, was found to be the
most common error across all the conditions, with 83% of the total
errors. This error typically seemed to occur when the learners could
not see the virtual teacher’s motion clearly. The Type B error, using
the wrong hand, made up 6% of the total errors. In this regard, we
found that some of the learners tended to use their right hands more
often than their left hands. The Type C error, pushing more/less
buttons, made up 11% of the total errors. In this type of error, most
of the learners failed to push a button when they became confused
and could not decide which one of the buttons was the correct one.
On the other hand, few learners pushed the button extra times.
A thorough analysis was  conducted in order to determine what
had caused some of the repeated errors in our experiment, and
whether or not the automatic adjustment method had resolved
those problems. In the ﬁxed rotation-angle conditions, we noticed
that some of the learners spent extra time at the beginning. This
might be true because they needed this time to ﬁgure out the
experiment’s initial setup, and which hand they were supposed
to use, despite the pre-session instructions, and the fact that the
time before the ﬁrst motion unit was  displayed was  the same in
each session. Nonetheless, this may  have caused some of them to
miss the ﬁrst motion unit in some cases. On the other hand, the
automatic adjustment method provided a close and direct view
of the initial virtual-teacher motion, which in turn minimized the
confusion that occurred under the ﬁxed-rotation conditions.
Our generic experiment involved pushing the same button 3, 5,
or 7 times. It was observed that the number of buttons pushed was
sometimes one more than the correct number, when the correct
numbers were 3 or 5. Six cases were found in the ﬁxed rotation-
angle conditions, and two cases were found in the automatic
adjustment condition. Although the result was  not statistically sig-
niﬁcant because of the small number of cases, the automatically
adjusted view might alleviate this type of error.e best view of a virtual teacher in a mixed reality physical-task
.1016/j.jss.2012.08.060
The learners seemed to have some difﬁculty in recognizing the
farthest two  buttons in the view (B0 and B1) in the second ﬁxed
rotation-angle condition (105◦). The same was observed in the third
ﬁxed rotation-angle condition (−105◦), wherein the farthest two
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uttons were B7 and B6. The Type A error occurred 9 times in these
onditions, and only 3 times in the automatic adjustment condition.
There was a case in which the current proposed method could
ot provide a good view. When the motion segment contained both
he buttons from the far ends (B0 and B7), the minority suffered a
ad view because the method gives the majority a good view.
Our proposed method assumed that the learner will sit and see
he virtual teacher in front of her/him at the same horizontal sight
evel as if a real situation. The method only controls the view’s hor-
zontal rotation angle. The vertical rotation and orthogonal view
ere investigated in this study as well. From the experiment of
djusting the vertical view-angle’s result, we can conclude that the
ore sectors involved in the physical-tasks motion the more ver-
ical view angles are wanted to see the whole motion clear. The
ethod also assumed a gradual slow physical motion. To support
ast motions more aspects would need to be considered, such as
he segment length. In this evaluation we considered only ﬁxed-
ength segments; a more dynamic, variable-segment length, based
n the amount of motion, may  improve the method outcome. In
he future, we will consider implementing a dynamic automatic
djusting method in some real physical-task learning experiment.
The current research has other limitations such as the chosen
imple push-button physical task as a learning model. This task
s considered simple to perform, because the learner needs only
o move his/her hand and push one of the buttons. The learner’s
ody motion itself was not considered as long as the target but-
on was correct. However, a real-life physical task (e.g., cooking
ask, sport task, dance task, etc.) might be better to accurately eval-
ate the proposed method. Next, the sample size is considered
mall which makes the generalization difﬁcult. Even though the
esult shows signiﬁcant differences; a larger balanced sample size
s required to robustly adopt the results. This study did not deal
ith the gender and/or age differences, so the result obtained in
his study might be limited to relatively young males. Taking those
ender and age differences into account can be a future study issue.
inally, the 3D virtual teacher’s avatar was implemented using
lain cylindrical model to minimize any effect of the virtual teacher
odel’s appearance. However, the virtual teacher’s shadows were
ot implemented at this stage. The effect of the shadows has been
ound very important in the 3D feelings (Hamalainen et al., 2005)
nd without them the motion and the distance might be falsely
nterpreted. Accordingly, shadows have to be considered in any
uture implementation.
. Conclusions
In this study, we ﬁrst investigated physical-task learning when
imicking a virtual teacher’s motion in a mixed reality envi-
onment. More speciﬁcally, we investigated the virtual teacher’s
ptimal position and rotation for the best learning outcomes. These
utcomes were measured in terms of the required time to accom-
lish the physical task and the number of committed errors.
To this end, a physical-task learning support system was  devel-
ped, which had the ﬂexibility to relocate the displayed virtual
eacher by changing the virtual teacher’s distance, shifting angle,
nd rotation angle (manually and automatically). Also, the system
ad the ability to provide real-time feedback notiﬁcation by cap-
uring the learner’s motion. This feedback was used to determine
hether the learner performed a motion unit task correctly or not.
The virtual teacher’s optimal position and rotation investiga-
ion involved two experiments. The ﬁrst, preliminary experimentPlease cite this article in press as: Nawahdah, M.,  Inoue, T., Setting th
learning support system. J. Syst. Software (2012), http://dx.doi.org/10
as conducted to narrow down the wide range of possible vir-
ual teacher positions and rotations; and based on its results; the
econd experiment was conducted to determine the optimal vir-
ual teacher position and rotation for the best learning outcome. PRESS
ms and Software xxx (2012) xxx–xxx
The experimental results suggest that the 3D virtual teacher’s
close side-view is the optimal view for such physical-task learn-
ing (which includes one-hand movement), and that displaying a
semi-transparent virtual teacher has no signiﬁcant effect on the
results.
Afterward we  proposed a software method for automatically
adjusting the virtual teacher’s rotation angle when the virtual
teacher is demonstrating physical-task motion. This method will
ensure that the learner sees most of the teacher’s motion from an
optimal close-viewing angle.
To determine whether the automatic adjustment method would
produce a better view, comparative physical-task learning exper-
iment was  conducted. The ﬁrst part of the learning experiment
was performed using three predeﬁned, ﬁxed-rotation angles for
the teacher view. The second part was  performed using the
teacher’s automatic adjustment method. The result showed that
the automatic method scored a lesser error rate compared to the
ﬁxed-rotation angle method.
The former method is signiﬁcant for physical-task learning
because such a learning is mainly done by observation. The method
is also useful for remote collaborative physical tasks involving full-
body motion. Moreover, when the learner has his/her own physical
objects in hand, it might be difﬁcult for him/her to control the
viewing angle at the same time, even if the system provides an
angle-control function to the learner. The proposed method helps
the learner in this situation, and is, again, valuable for similar situ-
ations involving collaborative physical tasks.
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