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Abstract. Statistical inference more often than not involves models which are non-linear in the
parameters thus leading to non-Gaussian posteriors. Many computational and analytical tools exist
that can deal with non-Gaussian distributions, and empirical Gaussianisation transforms can reduce
the amount of non-Gaussianity in a distribution. Alternatively, in this work, we employ methods from
information geometry. The latter formulates a set of probability distributions for some given model
as a manifold employing a Riemannian structure, equipped with a metric, the Fisher information. In
this framework we study the differential geometrical meaning of non-Gaussianities in a higher or-
der Fisher approximation, and their respective transformation behaviour under re-parameterisation,
which corresponds to a chart transition on the statistical manifold. While weak non-Gaussianities van-
ish in normal coordinates in a first order approximation, one can in general not find transformations
that discard non-Gaussianities globally. As an application we consider the likelihood of the super-
novae distance-redshift relation in cosmology for the parameter pair (Ωm0 , w). We demonstrate the
connection between confidence intervals and geodesic length and demonstrate how the Lie-derivative
along the degeneracy directions gives hints at possible isometries of the Fisher metric.
Key words: Fisher Approximation - Information Geometry - Gram-Charlier Series - Non-Gauss-
ianities
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1 Introduction
Any predictive physical model contains a set of finitely many parameters which need to be determined
by experiment. These parameters can be both physical parameters of interest, or nuisance parameters
taking care of e.g. instrumental systematics which will eventually be marginalised. In cosmology,
these physical parameters can be, for example, the matter density Ωm, the Hubble-Lemaıˆtre constant
h, or the dark energy equation of state w. Depending on the construction of the model, the measure-
ment method and the data volume, a cosmological model can be constrained to a certain domain in
parameter space which might or might not be well approximated to be a linear space.
Both in a Bayesian as well as in a Frequentist framework the central object is the joint proba-
bility density function p(x, θ) of the parameters, θ, and the data x. The true model is then suspected
to be the one that could have brought about the data with the highest likelihood, i.e. the choice of the
parameters that is able to maximise p(x, θ). Bayesian inference will interpret p(θ|x) rather in terms
of confidence in a particular set of parameters given a single realisation of the data. Cosmological
inference usually follows this route since, by nature, the data is only available in a single realisation,
casting a Frequentist interpretation questionable.
Values of model parameters are given with confidence intervals which describe the degree of
belief that the best fit value is indeed the true value. These intervals are usually determined with two
main techniques: For forecasting, where the best fit values of the parameters are assumed to be known,
mainly the Fisher-matrix analysis [e.g. 1] or higher order schemes [2, 3] are employed. Instead, when
facing real data or for more accurate confidence contours without an assumption of (near) Gaussianity
or single modality of the likelihood, one relies on Monte-Carlo Markov-chain (MCMC) methods
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[4–8]. Approximating a likelihood as being Gaussian has tremendous computational advantages
compared to MCMC-techniques, and requires only a small number of calls of the likelihood for finite
differencing, at the expense of not representing the likelihood faithfully enough.
The origin of non-Gaussian features of a likelihood are non-linearities in the dependence of
the model on its parameters or a non-Gaussian error process for the individual data points, giving
rise as well to constraints and degeneracies that vary as a function of the fiducial model [9]. If
the data is well-constraining, these non-linear relationships can be linearised, which render the χ2-
functional parabolic and cast the likelihood to be Gaussian. When a model is extended to include
new parameters, the corresponding likelihood covers a larger fraction of the parameter space and a
linearisation of the model might not be applicable, in which case the likelihood veers again away from
the Gaussian shape. This effect can be counteracted by accumulating more data, by collecting data
with smaller errors, or by combining different measurement methods with the potential of breaking
degeneracies.
Whether it is possible to re-parameterise a model such that an otherwise non-Gaussian likeli-
hood assumes a Gaussian shape is an interesting question and has a clear answer in one dimension,
where this can always be achieved. For multivariate distributions, this can only be done approxima-
tively [10, 11], making the likelihood accessible to arguments reserved to Gaussian distributions, for
instance their unbiasedness and their fulfilment of the Crame´r-Rao-bound, but also the perfect decou-
pling of all degeneracies by transforming the parameter space into the eigensystem of the Gaussian’s
covariance matrix. Whether a perfect Gaussianisation can in principle be achieved is an interesting
question on its own and it can be answered using the tools of information geometry. In information
geometry, the Fisher-matrix (or, the inverse parameter covariance) takes on the role of the metric on
a statistical manifold [12] and can be derived from a statistical divergence defined in an axiomatic
way. In this setting the parameters of the statistical model are merely a choice of coordinates and one
should be able to change the parameterisation by chart transition maps in an invertible and differen-
tiable way. In this context, Gaussian likelihoods correspond to flat manifolds (although there might
be unfortunate parameter choices where they appear to be non-Gaussian) while actual non-Gaussian
ones induce a non-trivial geometry. Hence, using the concepts of information geometry leads to an
understanding of non-Gaussianities as inherent geometrical properties of a non-flat manifold which
is defined by a statistical model, in particular the presence of curvature. In the case of non-flat mani-
folds it is in general not possible to find a coordinate change to obtain a constant Fisher information
corresponding to a Gaussian likelihood in the parameters. Additionally, by employing additional
methods of differential geometry it could still be possible to find for instance isometries of the Fisher
information and consequently integral curves in parameter space along which the metric is constant,
leading to a geometric interpretation of the degeneracies of a model and indicating parameter choices
where Gaussianity of the likelihood is established.
In this work we will apply the concepts of information geometry to typical statistical models
encountered in cosmology. As a working example we will choose the statistical manifold defined
by supernova observations [13–17] and investigate its differential geometric properties in the context
of a flat wCDM-cosmology, and restrict the inference on the matter density Ωm and a constant dark
energy equation of state w. Furthermore, we will discuss Gaussianisation transformations, as well
as the relation between the DALI-approximation [3] and the Gram-Charlier series with geometric
properties of statistical manifolds in the limit of weak non-Gaussianities, providing relationships
between these fundamental descriptions of non-Gaussian distributions. Of course, scientists do not
only intend to measure the model parameters of a single model as accurate as possible, but also look
out for new phenomena beyond the accepted model. In that, we will take the point of view that a
model class is already selected, for instance with concepts of Bayesian evidence or through a strong
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physical argument, and we are asking how well different parameter choices within this model class
are compatible with data.
The paper is structured as follows: We will recapitulate the basic concepts of information ge-
ometry in section 2. Section 3 will be devoted to the geometrical interpretation of Gaussianity and
its transformation properties. In section 4 we will apply these ideas to the example of cosmological
constraints from type-Ia supernovae. Finally, we summarise our results in section 5.
2 Concepts of information geometry
In this section we will briefly summarise the basic concepts of information geometry [12]. We will
introduce the statistical manifold, M, under consideration, the divergence which itself induces a met-
ric g on M. Additional structure is then be provided by choosing a particular linear connection ∇ such
that concepts like curvature tensors and curvature scalars can be introduced on the triple (M, g,∇).
The manifold M will turn out to be of Riemannian type equipped with a positive definite metric g in
contrast to relativity where a pseudo-Riemannian manifold with a metric of Lorentzian signature is
considered: This is due to the fact that in relativity the concept of hyperbolic spacetimes is central
along with a geometric notion of causality, both of which is irrelevant to statistical manifolds.
2.1 Statistical manifold
At the heart of inference is a statistical model which can be described as a set
M = {p(x, θ)}, (2.1)
where θ are the model parameters, x the data and p is a probability or probability density, in the case
of a continuum of parameters. This set has the structure of a d-dimensional topological manifold
[12], that is a paracompact Hausdorff topological (τ, a suitable topology) space (M, τ) such that
∀p ∈ M there exists an open neighbourhood U with a homeomorphism U → U′ ⊆ Rd. Here, the
dimensionality is given by the dimensions of the parameter space. In physics the homeomorphism is
usually referred to as a coordinate system. As the statistical model is described by a set of parameters
θ, they can be seen as the coordinate system parameterising the manifold. We will assume here that
the manifold is smooth, i.e. that all chart transition maps in its atlas are C∞.
2.2 Divergences and invariant metric
Distances between points on M are described by divergences, which quantify the dissimilarity of
the distributions associated with every point of the likelihood. For p, q ∈ M we write θi as the
corresponding coordinate. A divergence is then given by
D[p : q] = D[θp, θq], (2.2)
where the following criteria must hold:
1. D[p : q] ≥ 0.
2. D[p : q] = 0 if and only if p = q.
3. D[p : q] can be Taylor expanded in the local coordinate system if p and q are sufficiently close
to each other:
D[θp, θp + dθ] =
1
2
gi j(θp)dθidθ j,
where the matrix g is positive definite.
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Clearly, the squared infinitesimal distance can thus be written as
ds2 = 2D[θp, θp + dθ], (2.3)
providing a Riemannian structure on M. The natural divergence between two points p and q can be
derived by demanding
D[p : q] ≥ D′[p : q], (2.4)
where D′ denotes the divergence associated to another random variable y = φ(x). The statistic y is
called sufficient if the equality in (2.4) holds. Clearly any one-to-one mapping provides a sufficient
statistic.
The divergence between two points p and q measures the mutual information between the two
distributions at those two points. An invariant information measure can be introduced [18] called the
f -divergence:
D f [θp, θq] =
∫
dx p(x) f
(
q(x)
p(x)
)
, (2.5)
with a differentiable and convex function satisfying f (1) = 0. This divergence can be shown to
be invariant. A typical example for an f -divergence is the Kullback-Leibler divergence for which
f (x) = − log(x). Using the properties of a divergence it is clear that the positive definite matrix g of
the f -divergence provides a natural invariant metric on M. It can be seen easily that any f -divergence,
provided f ′(1) = 0 and f ′′(1) = 1, i.e. if f is standard, yields the same Riemannian metric which is
the Fisher information matrix:
D f [θp, θp,+dθ] =
∫
dx p(x|θp)
[
f ′′(1)
2
dp
dθµ
dp
dθν
∣∣∣∣∣
dθ=0
dθµdθν
p(x|θp)2
]
,
=
1
2
∫
dx p(x|θp)
(
dp
dθµ
1
p(x|θp)
dp
dθν
1
p(x|θp)
)
=
1
2
〈
∂lnp(x|θp)
∂θµ
∂lnp(x|θp)
∂θν
〉
dθµdθν,
(2.6)
Comparing this result to the third property of the divergence we will therefore write the metric as:
gi j =
〈
∂ log p(x, θ)
∂θi
∂ log p(x, θ)
∂θ j
〉
=
∫
dx p(x, θ)∂i log p(x, θ)∂ j log p(x, θ). (2.7)
More importantly this metric is unique up to a constant factor. In [12] the geometrical inner product
gi j = 〈ei, e j〉 is identified with the statistical Fisher information such that the tangent vectors ei can
be related to the score functions ei ∼ ∂ log p(x, θ)/∂θi as derivative of the logarithmic likelihood. As
a side remark the Riemannian structure on M and hence the positive definiteness of the metric is also
vital for the validity of the Crame´r-Rao inequality which states that the inverse Fisher information
evaluated at the likelihoods best fit is a lower bound for the parameter covariance [e.g. 1].
2.3 Connection and cubic tensor
The statistical manifold (2.1) is equipped with a metric (2.7) and thus assumes the structure of a
Riemannian manifold (M, g). We also introduce an affine connection ∇ which allows for the notion
of parallel transport, geodesics and curvature on the object (M, g,∇). It should be noted that the
connection ∇ is completely general. However, we will assume parallel transport to not affect the
magnitude of vectors, thus restricting ourself to metric connections. Furthermore, the connection is
assumed to be symmetric [12] what corresponds to the absence of torsion. If metricity is presumed
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one can even give an argument for the connection to be symmetric as follows: In a chart representation
with {ei} = {∂/∂θi} as coordinate basis of the tangent space TpM the connection coefficient functions
Γij k are in general defined as ∇i e j = Γkj iek [19, p.250], and in case of metricity this definition even
simplifies to the partial derivative ∂i e j = Γkj iek [20, p.63]. For the definition of the basis vectors e j in
information geometry this becomes ∂i e j = Γkj iek = ∂
2 log p(x, θ)/∂θi ∂θ j what is clearly symmetric in
the lower two indices i and j. Thus the connection is given by the torsion free Levi-Civita connection.
In this latter case geodesic lines trace curves of minimal distances between two points on M, if they
are affinely parameterised.
Indeed, the Levi-Civita connection is the unique torsion free affine connection preserving the
norm of a vector under parallel transport. However, if we write the inner product of two vectors u, v,
which are parallel transported, in the following way [12]:
〈u, v〉 = g(u, v) = 〈∇u,∇∗v〉, (2.8)
if the two connections ∇ and ∇∗ are chosen such that they do not change the inner product they are
said to be dually coupled. In the case that ∇ = ∇∗ the Levi-Civita connection is recovered. For the
general case, one can show the following relation [12]:
Γi jk = ∂ig jk − Γ∗ik j, (2.9)
where Γi jk = gil Γli j and Γ
∗
i jk = gil Γ
∗ l
i j are the connection coefficients associated with ∇ and ∇∗ respec-
tively with indices lowered by metric contraction. Defining the tensor
Ti jk = Γ∗i jk − Γi jk, (2.10)
and comparing expression (2.9) to the first derivative of the metric expressed in terms of the Levi-
Civita connection
∂ig jk = ΓLCi jk + Γ
LC
ik j , (2.11)
the connection coefficients are obtained as
Γi jk = Γ
LC
i jk −
1
2
Ti jk, Γi jk = ΓLCi jk +
1
2
Ti jk, (2.12)
with ΓLCi jk being the connection coefficients of the Levi-Civita connection, namely the Christoffel
symbols. The invariant cubic tensor Ti jk derived from an f -divergence is given by
Ti jk = α
〈
∂ log p(x, θ)
∂θi
∂ log p(x, θ)
∂θ j
∂ log p(x, θ)
∂θk
〉
, (2.13)
with α = 2 f ′′′(1) + 3. In this sense the statistical manifold (2.1) can also be thought of as given by
the triple (M, g,T). However, in special cases like for a likelihood of the form
p (x|µ (θ)) = 1√
(2pi)n detC
exp(−
1
2 X
T C−1 X), (2.14)
with a constant data covariance C and data vector X B x − µ (θ) the cubic tensor vanishes. In this
case, the score functions are proportional to X and odd moments of a (multivariate) Gaussian vanish
due to Isserlis’ Theorem [21]. This will turn out to be important for the examples considered in
section 3.
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2.4 Integration on manifolds
An invariant volume element, dΩM, on a manifold is a d-form:
dΩM =
√
detg dθ1 ∧ · · · ∧ dθd. (2.15)
The factor
√
detg ensures that the volume element is invariant and can be directly interpreted: Con-
sider for example the normalisation condition of a Gaussian distribution with zero mean, which does
not restrict the generality of the argument,
∫
d dθ
√
detF
(2pi)d
exp
(
−1
2
θTFθ
)
= 1. (2.16)
Comparing the two expressions show that effectively the co-volume factor
√
detF is merged with
the with the Euclidean volume element ddθ to form the invariant volume element dΩM, such that a
reparameterisation does not change the normalisation. Furthermore, F becomes the Fisher metric
which is constant in case of Gaussian likelihoods. It should be noted that the averaging not only
removes the explicit dependence on the data, but also ensures that a canonical volume form on the
statistical manifold is given.
3 Gaussianisation from an information geometric viewpoint
As outlined Section 2, the invariant infinitesimal distance between two neighbouring points on the sta-
tistical manifold (M, F) is given by ds2 = Fi jdθidθ j, where the metric is derived from the divergence,
eq. (2.2). Here, a specific coordinate system, or parameter set, {θi} has been chosen. A Gaussian
distribution with respect to the parameters would correspond to the case where F is independent
from the parameters, θ. This, however, is a parameter dependent statement as the components of F
transform as:
F′i j(θ
′) = Jai(θ
′)Jbj(θ
′)Fab(θ), (3.1)
with the Jacobian Jab B ∂θ
a/∂θ′b. If we are to find any transformation eq. (3.1) which leads to a
globally parameter independent Fisher matrix, the manifold (M, F) would be flat and there would be
a global Gaussianisation transformation. Using this argument in the opposite way, even a likelihood
described by a flat manifold can show non-Gaussian structure, depending on the chosen coordinate
system. In particular, for an originally uncorrelated Gaussian distribution with unit variance one
could generate non-Gaussianities through the transformation
F′i j,k(θ
′) = Jak,i(θ
′)Jaj(θ
′) + Jaj,k (θ
′)Jai(θ
′) . (3.2)
Here, we denote the partial derivative as ∂a f ≡ f,a. The commonly used Fisher matrix approach to
forecast the sensitivity of future experiments by virtue of the Crame´r-Rao bound assumes that the pair
(M, F) is a flat manifold, if not extended to deal with non-Gaussianities [2, 3, 9]. Going beyond the
Fisher approximation thus includes terms which might be attributed to the non-vanishing curvature
of the statistical manifold, and we aim to derive relations between this geometric point of view and
conventional descriptions of non-Gaussianity.
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3.1 Weak non-Gaussianitites in the Gram-Charlier-limit: A first approach
Returning to the invariant infinitesimal element ds2 = Fi jdθidθ j the distance between any two points
P and Q along a curve c(λ) is
D(P,Q) ∝
(∫ λ(Q)
λ(P)
dλ
√
F[c˙(λ), c˙(λ)]
)2
, (3.3)
where the dot refers to the derivative with respect to the curve parameter λ. For D(P,Q) to be the
shortest distance, c(λ) has to be a geodesic of the metric F. Equation (3.3) is of particular insight
when considering a Gaussian (in the data) likelihood, because in this case D(P,Q) ∝ dχ2(P,Q), thus
we can stipulate that the likelihood for the parameters to be P(θ) ∝ exp(−D(P,Q)/2), such that θ
is the image of Q under some chart. The point P is just for reference and can be absorbed in the
proportionality constant, reflecting the fact that only differences in χ2 are of any relevance. Since a
likelihood with Gaussian distributed data is considered, we can assume that the cubic tensor (2.13)
vanishes as argued in section 2.3. Thus we can assume the Levi-Civita connection in our further
calculations instead of the dually coupled ones.
Going back to the definition of the distance between two points on the manifold, eq. (3.3), one
can use the expansion of the metric, F to write the distance in terms of Gaussian and non-Gaussian
contributions
D(P,Q) ≈
∫ λ(Q)
λ(P)
dλ
√(
F0ab + F
0
ab,g∆θ
g +
1
2
F0ab,gd∆θ
g∆θd
)
θ˙αθ˙b

2
, (3.4)
where the superscript 0 denotes evaluation at the point P (for instance the best-fit point) and ∆θα B
θα − θ(P)α. The latter equation can be rearranged using the inverse metric and thus to split everything
into Gaussian and perturbatively non-Gaussian parts:
D(P,Q) ≈
∫ λ(Q)
λ(P)
dλ
√
F0ib θ˙
aθ˙b
(
δia + F
0irF0ar,g∆θ
g +
1
2
F0irF0ar,gd∆θ
g∆θd
)1/22 . (3.5)
This expression is of course very similar to a multidimensional Gram-Charlier series, which expands
a distribution around its Gaussian part, assuming that higher order cumulants are small (compared
to the variance). We now choose normal coordinates at the point θ0. In these coordinates geodesics
are again Euclidean straight lines and θ˙a = aa while the connection coefficient functions ΓLCi jk vanish
locally [22]. Equation (3.5) can now be expanded further and then integrated trivially to find:
D(P,Q) ≈
(
F0ab∆θ
a∆θb +
1
2
F0ab,g∆θ
a∆θb∆θg +
1
6
F0ab,gd∆θ
a∆θb∆θg∆θd
)
. (3.6)
The remaining terms can be simplified further: the first term, which just includes the first derivative
of the metric and as such depends on the connection ΓLCi jk according to relation (2.11), again vanishes
in normal coordinates. For the second one, a bit more work is required: First we note that in normal
coordinates we can write
F0ab,g,d = −
1
3
(
Ragbd − Radbg
)
. (3.7)
Here Ragbd = gacRcgbd denotes the components of the Riemann curvature tensor which is here defined
with respect to the Levi-Civita connection. Contracting the expression (3.7) with ∆θa∆θb∆θg∆θd can
be shown to vanish in a straightforward calculation due to the symmetries of the Riemann tensor
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(especially Ragbd = −Rgabd and Ragbd = −Ragdb). This shows that non-Gaussianities can only play a
role at second order in a suitable chosen coordinate system.
The expansion scheme of the likelihoods’ exponent in terms of the Riemannian distance is a
first effective approach. One decisive advantage is that D(P,Q) is positive definite by definition and
allows for a first and fast estimate of the effect of non-Gaussianity for a non constant Fisher informa-
tion. In fact it was shown [12] that there is a close relation between a symmetrised Kullback-Leibler
divergence and Riemannian distances. However, the full Kullback-Leibler divergence is asymmetric
in general. Thus we now need to turn to a different expansion scheme, which also complies with
information due to this asymmetry.
3.2 Curvature, Gaussianisation and the DALI expansion
There are alternative expansions of non-Gaussian likelihooods [3]: In particular the integrand of
eq. (3.3) can be expanded in terms of higher order derivatives of the Fisher Information. Put differ-
ently one can say that it is an expansion of the Fisher matrix around the best fit point θ0. However
in [3] not the Fisher information but more generically the logarithmic likelihood L itself is expanded
around the best fit θ0 and only afterwards one performs a data average over the expansion coefficients.
In particular one defines the flexion and the quarxion as:
S 0abg =
〈
L,abg
〉 ∣∣∣
θ0
, Q0abgd =
〈
L,abgd
〉 ∣∣∣
θ0
, (3.8)
respectively. Expanding the likelihood this way, allows for the calculation of the Kullback-Leibler
divergence relative to the fiducial point. The likelihood for the parameters can now be written as
p(θ) ∝ exp
[
−1
2
F0ab∆θ
a∆θb − 1
3!
S 0abg∆θ
a∆θb∆θg − 1
4!
Q0abgd∆θ
a∆θb∆θg∆θd
]
, (3.9)
with a logarithmic likelihood expansion up to fourth order. In this sense, it is an expansion of the
distribution p(θ) relative to some fiducial distribution p(θ0). In particular the average over the data is
again necessary to measure the divergence between the two distributions. Crucially, this expansion
is different from the one presented in section 3.1 since it works directly on the level of the Kullback-
Leibler divergence and is there not symmetric, that is the integrand in eq. (2.5) is expanded before
the averaging is carried out. Therefore, this expansion is not necessarily symmetric. In contrast the
expansion in section 3.1 relies on the expansion of a Riemannian distance measure, which of course
is symmetric.
For a Gaussian sampling distribution, DALI expands the likelihood in terms of derivatives with
respect to the mean or the covariance, depending which of them carries the parameter dependence.
This ensures that the remaining distribution is still a proper probability distribution function. In
particular the flexion and the quarxion contracted with sufficiently many ∆θas can be shown to be
always positive definite. Since both the flexion and the quarxion contain non-Gaussian information at
third and fourth order about the likelihood a naive guess would be to relate them to the higher order
cumulants of the expansion. Indeed, one can derive the following relations using a Gram-Charlier
ansatz, i.e. for weak non-Gaussianities:
κa = − 1
6
S 0i jkA
i jka,
κabc = − S 0i jkBia| jb|kc,
κab = Fab − 1
12
Q0i jklD
i jklab,
κabcg = − Q0i jklDi jklabcg.
(3.10)
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Here we have introduced the following abbreviations:
Aabcd B FabFcd + FacFbd + FadFcb,
Bab|cd|i j B FabFcdFi j,
Dabcdi j B Bac|bi|d j + Bai|bc|d j + Ba j|bi|cd + FciAabd j,
Eabcdi jkl B FaiBb j|ck|dl.
(3.11)
Thus all additional terms are proportional to the Fisher matrix and thus scale with different powers
on σ−2. In appendix A more details are given about the multivariate Gram-Charlier expansion and
we sketch in more detail how the expressions (3.10) can be derived from that. An alternative way to
arrive at these expressions is to use directly the Faa` di Bruno formula, relating flexion and quarxion
directly to the moments.
We will now compare the quarxion and the flexion to differential geometric quantities on the
statistical manifold. We first start from the definition of the flexion and rewrite it as
S abc = Γ
0 ,LC
cab + Γ
0 ,LC
acb + Γ
0 ,LC
bac +
1
2
〈
L,aL,bL,c
〉
, (3.12)
where Γ0 ,LCcab = gicΓ
0i ,LC
ab are the Christoffel symbols, which are defined in terms of derivatives
of the Fisher metric, and we evaluate everything again at the best fit point θ0, where we can identify
the last term as the cubic tensor. Thus, in normal coordinates, where the Christoffel symbols van-
ish, the flexion is completely sourced by the cubic tensor. For a likelihood as discussed in relation
(2.14) in section 2.3 the cubic tensor, and hence the flexion vanishes completely in normal coordi-
nates. A similar exercise can be performed for the quarxion, where we seek a relationship with the
second derivatives of the metric. In particular it can be shown that the quarxion vanishes in normal
coordinates to first order in the second derivatives of the metric:
Qi jkl = − 13
(
Rik jl + Ril jk − Rik jl + Rlk ji + Rkli j + Rk jil − Ril jk − Rkl ji − Rkli j + Rik jl − Rk jil − Rik jl
)
= 0 + O(L,i jk),
(3.13)
where we used the symmetry properties of the Riemann tensor, which can be expressed, in normal
coordinates, in terms of second derivatives of the metric for the Levi-Civita connection. Both results,
for the flexion and the quarxion, apply for the dependence of the covariance on the parameters as
well as for the case where the mean depends on the parameters. (L,i jk) refers to terms which contain
proper third derivatives of the quantities carrying the parameter dependence. The results presented
in this section only hold for weak non-Gaussianities, i.e. up to first order. However, the curvature
does not depend on derivatives of third order. For definiteness let’s assume a likelihood of the form
eq. (4.1), where the parameter dependence is only carried by µ such that
Ri jkl =µT,ikC
−1µ, jl − µT,ilC−1µ, jk. (3.14)
Finally, using concepts from information geometry we found an interpretation of non-Gaussianities
as inherent geometrical properties of a statistical manifold. These can in general only be remedied
for a flat manifold by a non-linear coordinate transformation. For a non-flat manifold they only
vanish in normal coordinates in first order approximation, so one can in principle not find a non-
linear coordinate transformation to make them vanish completely. However, one could still search for
isometries of the Fisher information as will be discussed in the next section, where we consider the
example a likelihood on Ωm and w from supernova data.
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4 An illustrative example: The Supernovae likelihood
In this section we will discuss a simple cosmological example in the context of information geometry:
distance measurements with supernova-observations. We will investigate the geometrical properties
of the manifold defined by the likelihood, especially geodesics and the Ricci scalar R = gikRik =
gikg jlRi jkl, and investigate the Lie-derivatives to search for isometries of the Fisher information.
4.1 The invariant metric
As an example we consider the Gaussian likelihood for a supernovae measurement. It has the follow-
ing simple form [2]
L(D|θ) ∝ exp(µTC−1µ), (4.1)
with the vector
µ B m− mtheory. (4.2)
The two vectors m and mtheory bundle the observed values for the distance modulus and the corre-
sponding model prediction for a given set of parameters {θ} at n redshifts zi respectively. The errors
of different measurements are encoded in the covariance matrix defined as C B 〈µ ⊗ µ〉. Finally, the
distance modulus is defined as
m(z|{θ}) = 5 log dlum(z|{θ}) + const, (4.3)
where the luminosity distance can be calculated from the background cosmology as
dlum(z|{θ}) = c
∫ z
0
(1 + z′)dz′
H(a(z′|{θ}) , (4.4)
where the Hubble function H(a) = a˙/a is given by,
H2(a)
H20
=
Ωm0
a3
+
1 −Ωm0
a3(1+w)
, (4.5)
for a constant equation of state function w [23–25]. We will assume the covariance in Eq. (4.1) to be
diagonal and parameter independent:
C = diag(σ21, ..., σ
2
n). (4.6)
The corresponding Fisher matrix is easily derived to be
Fab({θ}) =
n∑
i=1
∂am(zi)
σi
∂bm(zi)
σi
∣∣∣∣∣{θ}. (4.7)
4.2 Differential geometric quantities
We will now treat the supernova likelihood as a statistical manifold (M, g) with the metric given by
eq. (4.7). As discussed in section 2.3 the cubic tensor of the likelihood in our example, given by eq.
(4.1) vanishes, so we can assume the Levi-Civita connection. For illustrative purposes we show the
exact likelihood together with the the Fisher approximation in the (Ωm,w)-plane in fig. 1, illustrating
deviations from Gaussianity caused by the nonlinear degeneracy between Ωm and w.
Figure 2 illustrates the Ricci-curvature as a function of the coordinates Ωm and w as they would
result from the supernova-measurement. The nonzero values are indicative of the non-Gaussian shape
of the likelihood and the failure of the Fisher-approximation.
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Figure 1. Exact likelihood, eq. (4.1), and its Fisher approximation using eq. (4.7). The Fisher ellipse contours
denote the values of the likelihood relative to its peak (80%, 30% and 5%) that the model parameters fit the
data.
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
matter density Ωm0
−1.3
−1.2
−1.1
−1.0
−0.9
−0.8
−0.7
e.
o.
s
pa
ra
m
et
er
w
0.8
2.8
4.8
6.8
8.8
10.8
12.8
14.8
16.8
R
ic
ci
sc
al
ar
Figure 2. The Ricci scalar, i.e. the curvature scalar R = gi jRlil j, for the statistical manifold with the metric
given by the supernova-measurement eq. (4.7). Since R is a scalar it is invariant under a change of coordinates
and therefore provides a measure of the non-Gaussianity of the underlying statistical model irrespective of the
choice of parameters.
Clearly, the Fisher approximation does not capture the complete shape of the likelihood. How-
ever, good agreement can be already achieved with the first two terms using the DALI approximation
[2]. In the right panel the absolute value of the Ricci scalar is shown. Notably, the scalar curvature
does not vanish, showing that the non-Gaussianity of the likelihood is inherent to the manifold and is
not due to a pure, although physically motivated, choice of parameters.
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Figure 3. Solutions to the geodesic equation on the statistical manifold of supernovae measurements, where
initial velocities are chosen isotropically around the fiducial value in Ωm and w. The red line represents the
boundary where the geodesic distance reaches unity.
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Figure 4. Dependence of the Fisher-metric on the parameters Ωm and w, represented as ellipses together with
their eigensystems at different points. The area of the ellipses is downscaled by a factor of 0.252 for a more
convenient representation, and the solid lines depict the integral curves constructed from the eigenvectors.
Next, we solve the geodesic equation [19]
θ¨a (λ) + ΓLC abc θ˙
b (λ) θ˙c (λ) = 0, (4.8)
and calculate the geodesic distance, eq. (3.3), for the geodesic with respect to the fiducial value.
The initial conditions for the geodesics are chosen such that they all start at the fiducial cosmology
with parameter values
(
Ωm0 = 0.28,w = −1.0
)
and the normalised initial velocities are chosen in
all directions. In fig. 3, blue dashed lines show the solution to the geodesic equation for different
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Figure 5. Normalised components of the Lie-derivative with respect to the two vector fields constituting of the
local eigensystem of the metric. From left to right: (LX g)Ωm0 Ωm0 , (LX g)Ωm0 w and (LX g)w w.
initial conditions. All geodesics are plotted until their geodesic distance reaches unity, this region
is depicted by the red line. Clearly the geodesics trace, as expected, the exact likelihood contour.
However, a direct interpretation of the probability volume in this contour is not straightforward. This
has three reasons: (i) the invariant metric is only determined up to a constant factor, (ii) geodesics
are invariant under affine change of the parametrisation, (iii) the geodesic distances are symmetric by
definition, while the Kullback-Leibler divergence as a traditional measure for information difference
is in general asymmetric. For a Gaussian likelihood one can gain an understanding of the geodesic
distance. Indeed if the geodesic distance reaches unity, one can identify this with the 1-σ region.
Figure 4 shows the metric represented as ellipses as a function of the coordinates on the sta-
tistical manifold. The area of these ellipses is a measure for the square root of the determinant of
the pointwise evaluated inverse Fisher information [9]. Additionally the eigensystem of the metric
is shown together with the corresponding integral curves of the eigenvectors X1 and X2 (minor and
major axis respectively). We will now use these two vector fields to calculate the Lie-derivativeLXn g
of the metric along them [19]:(LXn g)ab = Xcn∂cgab + ∂aXcn gcb + ∂bXcn gac = ∂aXb + ∂bXa − 2ΓLC cab Xc, (4.9)
where Xn is either of the two fields of eigenvectors. For the numerical evaluation the second ex-
pression in eq. (4.9) was used. We normalise the components of the Lie-derivative to the Frobenius
matrix norm ‖g‖2 = tr (g gt) of the metric and show the components in fig. 5. One can clearly see that
the Lie-derivative with respect to the vector field defined via the minor axis is larger than the one with
respect to the major axis. This confirms the observation that the metric changes more strongly along
X1. These findings indicate that a Killing vector field of this geometry should be closely aligned with
the vector field generated by the major axis of the Fisher matrix. The integral curves of Killing vector
– 13 –
fields are symmetry transformations of the metric, i.e. isometries, meaning that the Lie-derivative
of the metric along these vector fields vanishes. Consequently, they give a direct indications how
a non-linear transform should be structured to transform the likelihood into an approximately more
Gaussian shape. However, as we have already seen earlier, there is no transformation to make the
likelihood completely Gaussian globally.
5 Summary
In this paper we have studied likelihood spaces in cosmology from a differential geometric point
of view, introduced by [12]. We described the methods of information geometry and used them
to investigate certain approximations of likelihoods made in cosmology. In particular we looked at
weak non-Gaussianities in the Gram-Charlier limit and identified non-Gaussian contributions with
the Riemann curvature tensor. Furthermore, we studied the relation between the DALI expansion
scheme of likelihoods [3] and showed the connection between its expansion coefficients and geomet-
ric objects on the statistical manifold. As an example we studied the likelihood of supernovae in a
two-dimensional plane. Our main findings are the following:
i) Local non-Gaussianities in the Gram-Charlier limit can be related to local geometric properties,
such as the connection coefficients and the Riemann curvature tensor.
ii) The expansion coefficients of the DALI expansion scheme are directly proportional to higher
order cumulants contracted with the Riemannian metric. Furthermore, it can be shown that the
flexion, i.e. the first non-trivial expansion coefficient, is related to the cubic tensor. The next
order can, however, be shown to vanish in the case of weak non-Gaussianities.
iii) By applying the concepts of information geometry to the supernovae likelihood we could show
that it is genuine non-Gaussian in the (Ωm0 ,w)-plane, since the scalar curvature vanishes no-
where. We further investigated the (normalised) Lie-derivatives along the degeneracy directions
of the Fisher matrices. Along the vector field generated by the directions of the major axes of
the Fisher matrices the Lie-derivative was very small.
The last point indicates that, if there was an isometry of the Fisher information in this specific
example, the respective integral curve should be aligned to the vector field generated by the major
axes of the Fisher ellipses. This could lead to an indication of non-linear coordinate transformations
to achieve an approximative Gaussianisation, since a global Gaussianisation is not possible. To study
this further one should however derive the Killing vector fields numerically by solving the Killing
equation, i.e. find the vector fields for which the Lie-derivative of the metric vanishes identically (if
a solution even exists). This could be done by finite differences methods in the parameter domain
of interest, choosing appropriate boundary conditions. The partial differential equation can then be
expressed in terms of a system of difference equations and solved numerically.
For future studies, further ideas to achieve an approximate Gaussianisation could be to embed
the statistical manifold in a higher dimensional Euclidean space [26], which however requires the
use of hyper-parameters and can become arbitrarily complicated: But examples in statistics exist
where extending the parameter space does provide computational advantages. Ultimately, differen-
tial geometry ensures obtaining a flat manifold in embedding at the latest when the dimensionality
of the embedding is twice as high. Vice versa, one could reduce the statistical likelihood to two
dimensions by marginalisation or conditionalisation and then take advantage of the fact that every
two-dimensional Riemannian manifold is at least conformally flat [19]. Then, the Fisher metric for
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a two dimensional statistical manifold could (in principle) be reparametrised to become constant up
to a parameter dependent conformal scale factor, and it seems to us that these two avenues are the
only ones where a Gaussianisation could be successful, for a genuinely curved statistical manifold.
Additionally, we are curious if it was possible to derive that a flat manifold where coordinates can be
chosen in a way that the Fisher-information becomes constant, by employing a variational principle:
It is a well-known fact that the Shannon-entropy S = − ∫ dnθ p(θ) ln p(θ) is maximised by a Gaussian
distribution for a fixed variance, and this result might generalise to implying flatness as a generali-
sation of Gaussianity following from variation. Furthermore, a wider class of entropy measures, for
instance Re´nyi-entropies S α = −
∫
dnθ p(θ) pα−1(θ)/(α−1) for α , 1, can have interesting geometric
implications beyond those of Shannon-entropies S .
A Remarks on the multivariate Gram-Charlier series
A way to characterise the properties of a distribution is by its cumulants κn which are the expansion
coefficients of the logarithm of the characteristic function K (t) = ln φ˜ (t) =
∑
n (it)
n κn/n! in one
dimension [27]. The characteristic function φ˜ (t) itself is defined as the Fourier transformation of the
distribution p (x). For a multivariate Gaussian G (x) one can read off the cumulants, which are just
the mean κ α and the covariance κ α β, from the respective characteristic function φ˜G (t) as:
G (x) =
√
detC−1
(2pi) n / 2
exp
− (xα − µα) Cαβ
(
xβ − µβ
)
2
 with Cαβ B (C −1)α β , (A.1)
φ˜G (t) = exp
(
i tγ µγ − tαC
αβtβ
2
)
with κα = µα as mean and καβ = Cαβ as covariance. (A.2)
Here, x and t generalise to a vector in the random variable space and the respective Fourier space. If
a distribution has higher order cumulants this is a clear sign of non-Gaussianity.
For instance one can quantify the asymmetry of a distribution with respect to its peak by the
skewness s ∝ κ3, or καβγ as multivariate expressions. Furthermore, the kurtosis excess k ∝ κ4, or καβγδ
which characterises the peak morphology is often considered. For k > 0 the peak appears steeper
compared to a Gaussian while for k < 0 it is flattened. How one can measure these multivariate
cumulants is for instance shown in [28].
The higher order cumulants - beyond the mean and covariance - can now be introduced as small
perturbations1 of a Gaussian characteristic function [27]. In the multivariate case this characteristic
function with perturbations up to fourth order reads:
φ˜ (t) = exp
[
i3
3!
tαtβtγ καβγ +
i4
4!
tαtβtγtδ καβγδ + O
(
t5
)]
φ˜G (t) , (A.3)
We now perform a Fourier inversion to derive the multivariate Gram-Charlier series. Here the term
in tα1 . . . tαn f˜ (t) is the Fourier transformation of (−1)n ∂∂xα1 . . . ∂∂xαn f (x) in complete analogy to the
one-dimensional case with f (x) being some smooth function.
The multivariate Gram-Charlier series reads (truncating after fourth order in the cumulants):
p(x) = exp
(
(−1)3 κ
αβγ
3!
∂3
∂xα∂xβ∂xγ
+ (−1)4 κ
αβγδ
4!
∂4
∂xα∂xβ∂xγ∂xδ
)
×
√
detC−1
(2pi)n/2
exp
− (x − µ) Cζ
(
xζ − µζ
)
2
 .
(A.4)
1This means that the non-Gaussianities have to be weak. In one dimension this can be quantified as κn/
(√
σ2
)n
<< 1
and generalises accordingly in the multivariate case.
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This expression then simplifies to:
p(x) =
√
detC−1
(2pi)n/2
exp
− (x − µ) Cζ
(
xζ − µζ
)
2
 [1 + κλµν3! (W−1)λα (W−1)µβ (W−1)νγ Hαβγ3
+
κλµνξ
4!
(
W−1
)
λα
(
W−1
)
µβ
(
W−1
)
νγ
(
W−1
)
ξδ
Hαβγδ4
]
.
(A.5)
Here, Hαβγ3 and H
αβγδ
4 are mulitvariate generalisations of the Hermite polynomials of third and fourth
order which are given in Appendix B.
The covariance matrix can be written as Cαβ B Wαγ W βγ with W being defined as the ma-
trix root, and respectively Cαβ B
(
C −1
)αβ
=
(
W−1
)
αγ
(
W−1
)γ
β
for the inverse. The relations (3.10)
between the multivariate cumulants and the non-Gaussianities of the DALI-expansion (3.9) in sec-
tion 3.2 we can now derive using a similar calculation as for the derivation of the multivariate Gram-
Charlier series under the assumption of weak non-Gaussianity. First of all we calculate the charac-
teristic function of the expansion (3.9) by employing the same techniques in terms of the Fourier
transformation as for the derivation of the multivariate Gram-Charlier series, however now changing
from real to Fourier space. Then the result for the characteristic function will also contain an expan-
sion in multivariate Hermite polynomials in the exponent, which have to be written explicitly and
compared to the general cumulant expansion of a multivariate characteristic function. Comparison of
coefficients finally leads to the relations (3.10).
B Multivariate Hermite polynomials
In Appendix A a multivariate expression for the Gram-Charlier series is given in equation (A.5)
which contains multivariate Hermite polynomials. These can be generalised compared to the one-
dimensional case as follows:
H α1...αnn = (−1)nWα1β . . .Wαnγ exp
 (x − µ) Cζ
(
xζ − µζ
)
2

× ∂
∂xβ
. . .
∂
∂xγ
exp
(
− (x
ϕ − µϕ) Cϕχ (xχ − µχ)
2
)
.
(B.1)
Evaluation of relation (B.1) up to fourth order will lead to explicit expressions for the mutlivariate
Hermite polynomials:
H0 = 1,
H α1 =
(
W−1
)α
χ
(
xχ − µχ) ,
H α β γ3 =
(
W−1
)α
λ
(
xλ − µλ
) (
W−1
)β
ρ
(
xρ − µρ) (W−1)γ
τ
(
xτ − µτ)
− [3] δαβ
(
W−1
)γ
λ
(
xλ − µλ
)
,
Hαβγδ4 =
(
W−1
)α
λ
(
xλ − µλ
) (
W−1
)β
ρ
(
xρ − µρ) (W−1)γ
τ
(
xτ − µτ) (W−1)δ
η
(
xη − µη)
− [6] δαβ
(
W−1
)γ
λ
(
W−1
)δ
η
(
xλ − µλ
) (
xη − µη) + [3] δαβ δγδ.
(B.2)
Here the short-hand notation [n] means that n terms with permutation in indices exist, while δαβ
denotes the Kronecker-Symbol.
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