This paper considers approximations of marginalization sums that arise in Bayesian inference problems. Optimal approximations of such marginalization sums, using a fixed number of terms, are analyzed for a simple model. The model under study is motivated by recent studies of linear regression problems with sparse parameter vectors, and of the problem of discriminating signal-plus-noise samples from noise-only samples. It is shown that for the model under study, if only one term is retained in the marginalization sum, then this term should be the one with the largest a posteriori probability. By contrast, if more than one (but not all) terms are to be retained, then these should generally not be the ones corresponding to the components with largest a posteriori probabilities.
INTRODUCTION
Bayesian mixture models for data observations are common in a variety of problems. One example of special interest for us is linear regression, where it is known a priori that a specific coefficient is constrained to zero with a given probability [1] . A similar model also occurs for the problem of discriminating samples that contain a signal embedded in noise from samples that contain only noise. The latter problem, for the case when the noise statistics are partially unknown, was dealt with in [2] and it has applications for example in spectrum sensing for cognitive radio [3, 4] and signal denoising [5] .
Generally, optimal statistical inference in a Bayesian mixture model consists of marginalizing a probability density function. The marginalization sum typically has a huge number of terms, and approximations are often needed. There are various ways of approximating this marginalization sum. One approach is to find and retain only the dominant term. Another way is to keep only a specific subset of the terms. Then the question arises, how to choose this subset of terms. To understand the basic principles behind this question we formulate a simple toy example, which is essentially a degenerated case of the sparse linear regression problem of [1] . We show that if only one term in the marginalization sum is to be retained, then one should keep the one corresponding to the mixture component with the largest a posteriori probability. By contrast, we show that if more than one (but not all) terms are to be retained, then these are generally not the ones corresponding to the mixture components with the largest a posteriori probabilities. This observation is interesting, and it is different from what one might expect intuitively: if using K terms, the K terms that correspond to the most likely models (given the data) are not necessarily the ones that provide the best K-term approximation of the marginalization sum. Our findings are also verified numerically.
MODEL
Throughout the paper we consider the model
where y is an observation vector, h is a parameter vector, and e is a vector of noise. All vectors are of length n. We assume that h has a sparse structure. Specifically, we assume that the elements hm, m = 1, 2, . . . , n, are independent and that ( hm = 0, with probability p, hm ∼ N (0, γ 2 ), with probability 1 − p.
Furthermore, we assume that e ∼ N (0, σ 2 I). The task is to estimate h given that y is observed. This can be seen as a degenerated instance of linear regression with a sparse parameter vector [1] (with the identity matrix as regressor). It is also related to the problem of discriminating samples that contain a signal embedded in noise from samples that contain only noise. The latter problem was dealt with in [2] (for the case of unknown σ, γ).
We define the following 2 n hypotheses:
Since the elements of h are independent we obtain the following a priori probabilities: 8 > > > > < > > > > :
For each hypothesis, Hi, let Si be the set of indices, m, for which hm ∼ N (0, γ 2 ) under Hi: 8 > < > :
Let Ωm denote the event that hm ∼ N (0, γ 2 ). Then ¬Ωm is the event that hm = 0. The probability of Ωm, given the observation y, can be written
In the model used here, the coefficients of y are independent. Thus, the probability of the mth component depends only on the mth component of y, that is P (Ωm|y) = P (Ωm|ym).
MMSE ESTIMATION AND APPROXIMATION
Assume that b h is an estimate of h, given the observation y. It is well known that the minimum mean-square error (MMSE) estimate is given by the conditional mean:
If all the variables σ, γ and p are known, the MMSE estimate for each individual component hm can be derived in closed form:
The first equality follows when σ and γ are known because ym are independent by assumption, and the last equality follows because E[hm|ym, ¬Ωm] = 0. The expectation and probabilities are given by: 8 > <
> :
Inserting this and simplifying, we obtain
In many (more realistic) versions of the problem the MMSE estimate cannot be obtained in closed form. For example, if σ and γ are unknown the equality E[hm|y] = E[hm|ym] is no longer valid [2] . We must then compute hMMSE via marginalization:
For our problem, the ingredients of (2) are straightforward to compute. For each hypothesis Hi, denote by Λi an n×n diagonal matrix where the mth diagonal element Λi(m, m) = 0 if hm is constrained to zero under hypothesis Hi and Λi(m, m)
and
Λiy. The difficulty with (2) is that the sum has 2 n terms and for large n this computation will be very burdensome. Hence, one must generally approximate the sum, for example by including only a subset H of all possible hypotheses H0, . . . , H2n−1. The MMSE estimate is then approximated by
Our goal in what follows is to understand what subset H that minimizes the MSE of the resulting approximate MMSE estimate. Specifically, the task is to choose the subset H that minimizes the MSE, given that the sum is approximated by a fixed number of terms, that is, subject to |H| = K:
As a baseline, we describe an algorithm for choosing the subset H that was proposed in [1] . Intuitively, using hypotheses which are a posteriori most likely, should give a good approximation. The idea of the selection algorithm in [1] is to consider the hypotheses Hi, for which the a posteriori probability P (Hi|y) is significant. The set H of hypotheses for which P (Hi|y) is significant is chosen as follows:
1. Start with a set B = {1, 2, · · · , n} and a hypothesis Hi (H0 or H2n−1 are natural choices).
2. Compute the contribution to (3), P (Hi|y).
3. Evaluate P (H k |y) for all H k obtained from Hi by changing the state of one parameter hj , j ∈ B. That is, if hj ∼ N (0, γ 2 ) in Hi, then hj = 0 in H k and vice versa. Choose the j which yields the largest P (H k |y). Set i := k and remove j from B.
4. If B = ∅ (this will happen after n iterations), compute the contribution of the last Hi to (3) and then terminate. Otherwise, go to Step 2.
This algorithm will change the state of each parameter once, and choose the largest term from each level. The set H will finally contain n + 1 hypotheses instead of 2 n . As a comparison to this approximation, the numerical results will show a scheme that (brute force) finds the K hypotheses with maximum a posteriori probability, i.e., H = HK where
OPTIMAL ONE-TERM APPROXIMATION, K = 1
If we take K = 1, then the set H contains only one element and the approximate estimate contains only one term. Hence, in this case the estimate (3) is just the conditional mean of one hypothesis Hi:
Now the problem is to choose the hypothesis Hi that minimizes (4). Thus, the MMSE optimal estimate, from the MMSE perspective, is derived from the following minimization:
Let
Then, Λ is also diagonal and the mth diagonal element Λ(m, m) is
Hence, equation (6) can be written
Since we minimize over all hypotheses, each element Ii(m) can be chosen to be zero or one independently of the other diagonal elements. As stated previously, the coefficients of y are independent by assumption and P (Ωm|y) = P (Ωm|ym). Hence, each component of the sum is independent of all other components, and the minimization can be done componentwise. Thus, it is equivalent to solve min
for all components m = 1, 2, . . . , n. This is minimized when each coefficient Ii(m) is chosen as
As a result of this, the optimal hypothesis Hi should be chosen to maximize the a posteriori probability for each coefficient. Since the coefficients of h are independent, the a posteriori probability of hypothesis Hi is the product of the marginal probabilities, i.e.
Maximizing the a posteriori probability of each coefficient, also maximizes the a posteriori probability of the hypothesis. Thus, the optimal hypothesis should be chosen to maximize the a posteriori probability. The same result is valid also if y = Dh + e, where D is a diagonal matrix, D = diag(d1, d2, · · · , dn). Then we can rewrite (1) as y = Dh + e ⇔ y =h + e, whereh Dh. This problem is equivalent to the case where y = h + e, except that the variances are not equal for all coefficients of h. That is, the coefficientshm is either zero orhm
If we redefine Ωm to be the event thathm
, and use the same arguments as for y = h + e, we will end up in (7). The result follows.
OPTIMAL APPROXIMATION WITH MULTIPLE TERMS, K > 1
When K > 1 the optimal approximation of (3) is
Define ΛH P i∈H P (Hi|y)Λi P j∈H P (Hj|y)
.
Then ΛH is a diagonal matrix and each diagonal element can be written
Now (8) can be written as
The expression for the probability P (Ωm|y, ∨HHi) in (9) contains sums of probabilities over a subset H of the hypotheses, but not all. The denominator is simply the total probability of all hypotheses in the subset H. Thus, the probability of each individual hypothesis affects the probability P (Ωm|y, ∨HHi) for all m. This implies that the probability of the mth component depends also on other components of y. Thus, the probabilities P (Ωm|y, ∨i∈HHi) cannot be chosen independently for all m. Hence, unless P (Ωm|y, ∨HHi) is equal for all m, the minimization cannot be done componentwise in this case. Furthermore, if the probabilities are not equal, the minimization also depends on |ym| 2 . Hence, it is not necessarily op- timal to approximate the estimate using the K hypotheses with the largest a posteriori probability, not even for the toy example considered here.
NUMERICAL RESULTS
We verify our results by Monte-Carlo simulations. Performance is given as the empirical MSE as a function of SNR γ 2 /σ 2 . In all simulations the true parameter values were γ 2 = 1 and p = 0.5. The noise variance σ 2 was varied from 5 dB down to −20 dB. We compare the following schemes:
(i) Maximum-probability approximation, see (5) .
(ii) Reduced-complexity approximation of [1] , see the end of Section 3.
(iii) Optimal K-term approximation, see (4) .
(iv) Full MMSE, see (2) .
Example 1: One-term approximation, K = 1 (Figure 1 ). In this example we verify the results from Section 4, for n = 10. That is, only one out of 2 10 hypotheses is used in the approximations. Note that the reduced-complexity approximation algorithm originally selects n + 1 terms. However, in this case only the one term with the largest a posteriori probability is used in the approximation. As expected, the full MMSE scheme outperforms the approximate schemes. We also note that all three approximation schemes actually have the exact same performance. Especially, the optimal and the maximum probability schemes have equal performance, which verifies the results from Section 4. The reduced complexity approximation also performs the same, which shows that the selection algorithm always finds the term with globally maximum a posteriori probability. This is an effect of the independence of y. Because of the independence, the hypothesis with maximum a posteriori probability can be found by maximizing the probability for one component at a time. This is exactly what the reduced complexity selection algorithm does.
Example 2: Multiple-terms approximation K = 5 (Figure 2) . In this example, 5 hypotheses out of 2 4 = 16 are used in the approximations. We note in this case that the optimal approximation outperforms the maximum-probability approximation, which verifies the results from Section 5. Notable is also that the reduced-complexity approximation outperforms the maximumprobability approximation. The idea of the selection algorithm is to find the hypotheses with large a posteriori probability, but it does not find the ones with largest probability. It is a sub-optimal algorithm to find the hypotheses with largest probability, but it seems like the chosen subset is actually closer to the optimal solution.
CONCLUDING REMARKS
We have dealt with the problem of approximating a marginalization sum, under the constraint that only K terms are retained. The approximation was exemplified in the context of MMSE estimation. One could argue that intuitively, the terms which correspond to the model components with the largest a posteriori probabilities should be used. We have shown that for a special case of the problem, if only one term is to be retained in the marginalization sum, then one should keep the one corresponding to the mixture component with the largest a posteriori probability. By contrast, if more than one (but not all) terms are to be retained, then these are generally not the ones corresponding to the components with the largest a posteriori probabilities. This holds even for the case when the parameters are assumed to be independent, and the variances of the noise and of the parameter coefficients are known. It is an open problem to what extent the observations that we have made can be extrapolated to other, more general marginalization problems.
