Abstract-Many computer vision problems involve data with multiple views, where each view corresponds to a certain type of feature. To integrate information from multiple views in the unsupervised setting, multi-view clustering methods have been developed to cluster multiple views simultaneously. Most existing methods only consider the case that each example appears in all the views. However, data with partial views is often occurred in real applications. For example, several certain sensors sometimes have faults, then the data may not be captured completely, which will lead to the case that only partial views are available. In this paper, we propose a nonnegative matrix factorization (NMF) method for partial multi-view clustering, which incorporates the cluster similarity and manifold preserving constraints into an unified framework. The basic idea of the proposed method, named Double Constrained NMF (DCNMF), is to push clustering solutions of different views from the same examples towards a common membership matrice, and to maintain the latent geometric structure of the views simultaneously. Moreover, we develop an efficient optimization scheme for the proposed method. Experiments on several two-view datasets demonstrate the advantages of the proposed method on partial multi-view clustering tasks.
I. INTRODUCTION
In many real world applications, multi-view data [1] , [2] , e.g., sound and images from the same video, text and pictures from the same webpage is prevalent in practice. How to deal with such multi-view data simultaneously is a fundamental and practical problem [3] . Generally speaking, different views often contain complementary information, which helps to alleviate the difficulty of the given learning task. Recently, multiview clustering, which exploits multiple unlabeled views, has been widely concerned [4] , [5] .
Until now many multi-view clustering methods have been proposed. Among them, there are two main clustering categories: spectral based method and subspace based method. Spectral based methods are extensions of single-view clustering methods with extra similarity measures. Minimizing Disagreement Spectral Cluster (MinDisSC) [6] is one of the earliest methods. MinDisSC creates a bipartite graph, and adopts the 'minimizing-disagreement' criterion for spectral clustering. Co-training Spectral Clustering (CtSC) [7] has a flavor of cotraining, which searches for the clusters that agree across all the views. In [8] , Co-regularized Spectral Clustering (CrSC) is proposed, which co-regularizes the clustering hypotheses that corresponding data points in each view should have same cluster membership and two co-regularization schemes are exploited to accomplish this goal. A typical subspace based method is Canonical Correlation Analysis (CCA) [9] , which has been proposed as a mean for both dimension reduction [10] and multi-view subspace learning [11] , [12] . Generally, CCA based multi-view clustering methods first project multi-view data into a common low-dimensional subspace and then apply any clustering algorithms such as K-means to learn the partition. Feature learning based methods have also been reported [13] , [14] . They combine feature selection strategy with extra structure constraints, such as group sparse constraint, to extract the most effective and irredundant features across the views.
In recent years, nonnegative matrix factorization (NM-F) [15] has become a popular technique for clustering, and it is reported to achieve competitive performance compared with most of the state-of-the-art unsupervised methods. NMF has received much attention due to its straightforward interpretability. In NMF, each observation can be viewed as an additive linear combination of the nonnegative basis vectors, which accords with the cognitive process of human brain from the psychological and physiological studies [16] . Recently, several NMF variants have been applied to multi-view clustering, and achieve promising results. In [17] , collective NMF (ColNMF) is proposed for relational learning. ColNMF treats multi-view clustering as a latent space searching problem, and decomposes each view into two matrices, i.e., projection matrix and shared coefficient matrix. Liu et al. [18] propose a multi-view clustering method based on nonnegative matrix factorization (MultiNMF), which tries to seek a factorization that gives compatible clustering solutions across multiple views.
In many real tasks, it is often the case that each view suffers from some missing information, which results in many partial examples. The above multi-view clustering methods cannot be naturally applied to this partial example scene, and thus cannot get a satisfactory clustering performance if the partial examples are directly discarded. In order to solve this issue, partial multi-view clustering (PVC) is proposed [19] based on NMF. PVC explicitly utilizes the paired examples (example with full views) as a bridge to combine partial examples (example with partial views) together and explores a latent subspace for clustering. However, PVC neglects the relationship of data in the same view. Besides, the shared latent subspace assumption in PVC is too strong, which may lead to the degraded performance when the attributes of the views are relatively distinct from each other.
Inspired with manifold [20] and shared subspace assumptions, in this paper, we propose Double Constrained NMF (DCNMF) for partial multi-view clustering. In DCNMF, two constrains i.e., manifold preserving and cluster similarity are considered into the factorization process. The basic principle of DCNMF is to push clustering solutions of different views from the same examples towards a common membership matrice, and to maintain the latent geometric structure of the same views simultaneously. Thus the relationships within and without views are both considered in DCNMF, which substantially enhance the clustering performance. Moreover, an efficient optimization scheme is developed for the proposed method. Experiments on synthetic and real world datasets validate the advantages of the proposed DCNMF.
In the following, we start with a brief review of some related work. Then, we present our proposed DCNMF and report the experimental results. Finally, we conclude the paper.
II. RELATED WORK

A. NMF
Given a non-negative matrix
× , where each vector represents a sample. NMF aims to seek two low-rank nonnegative matrices U ∈ × and V ∈ × ( ≪ min( , )), such that the product of U and V can well approximate X. The objective of NMF can be expressed as follow:
where ∥.∥ denotes the matrix Frobenius norm. The most popular optimization scheme of NMF is the multiplicative updating algorithm proposed by Lee and Seung [15] , which consists of two steps:
where (.) is the transpose of a matrix. It is proved that after a few iterations the objective in Eq. (1) can converge to a local optimum [15] . In [21] , a close relationship between Kmeans and NMF is presented. Suppose K-means is applied on nonnegative data X, and cluster centroids U = ( 1 , ⋅ ⋅ ⋅ , ) can be obtained. Let V denote the cluster indicators, i.e., = 1, if belongs to cluster , and = 0, otherwise. We rewrite the objective of K-means as
We see that K-means can be viewed as an objective of NMF if the constraint on is relaxed to range from (0, +∞).
B. ColNMF for Multi-view Clustering
For multi-view clustering task, a simple NMF based method is first presented in [17] , which is called collective matrix factorization (ColNMF). Given a data set X = {( (1) , (2) (1) factorization with the shared coefficient matrix. The objective can be formulated as
where X ( ) represents all the samples of the ℎ view, U ( ) represents the projection matrix of the ℎ view, and V is the shared coefficient matrix. The above equation can be solved by iterative optimization: At each iteration, fix U ( ) and optimize V; then fix V and optimize U ( ) independently.
III. APPROACH
In this section, we first describe the motivation of this paper, and then give the formulation of DCNMF for partial multiview clustering, finally present the corresponding optimization scheme.
A. Motivation
First we present the problem statement of the partial multi-view clustering. For simplicity, we hereafter consider only two views. Specifically, suppose we have two different views
0 ,
2 ], where
, and ( = 1, 2) are the dimensionality and the number of samples in the ℎ view, respectively. Without loss of generality, we assume the first 0 samples in the first view and second view come from the same 0 objects, that isX
are paired examples, while rest samplesX (1) ,X (2) lack such oneto-one correspondence. We denote as the number of total objects, and
The goal of the proposed DCNMF is to find the coefficient matrices of X (1) and X (2) , then cluster them into their corresponding clusters. In order to explicitly explore the relationships of examples of the same view, we consider the manifold assumption in the multi-view clustering (red dotted ellipse in Fig.1 ): if two samples are close with each other in the high-dimension space, then their representations should be also close in the low-dimensional subspace. On the other hand, the shared subspace constraint [11] , [12] , [17] , [19] is too strong, which is not applicable in general cases. Here we relax the shared subspace constraint, and instead push the coefficient matrices of different views towards a common membership matrix. Thus multiple views from the same examples should have similar clustering solutions under NMF framework. Overall, DCNMF explicitly considers the constraints of both within and without views, which helps to improve the clustering performances.
B. Formulation 1) NMF based Partial Multi-view Learning Framework:
In multi-view learning, it is critical to analyze the relationships within and without views. It's commonly known that if data described in different views are related to similar topics, they are expected to share a certain common structure [17] . On the other hand, the instances in the same view have certain latent geometric structure [20] . Specifically, in our problem, we assume that there exists the view-specific basis matrix U ( ) for the ℎ view ( = 1, 2), by which the obtained coefficient matrices can meet the two constraints. To achieve this goal, we optimize the following problem:
where
is the feature matrix of the paired samples, andṼ ( ) ∈ ( − 0 )× is the feature matrix of the partial samples, is the dimensionality of the common subspace, is regularized function related with (V ( ) ,Ṽ ( ) ), and is regularized function related withV ( ) . and represent the constraints within and without views, respectively.
2) Manifold Preservation:
A nearest neighbour graph can be constructed using the samples of each view. Denote the weight matrix of the graph as E. The weight between and is assigned as:
where N ( ) denotes the set of nearest neighbors of . It is obvious that when and are close, is relatively large. Accordingly, if and are close, and in the new space should be also close. To achieve this goal, we consider minimizing the following objective:
where Tr(.) represents the trace of a matrix, D is a diagonal matrix in which = ∑ , and L = D − E. Thus, by incorporating this manifold preserving term into Eq. (5), we can get
denotes the Laplacian matrix of the ℎ view.
3) cluster similarity: Similarity preservation [11] , [12] , [17] , [19] is crucial for multi-view clustering to achieve good performance. Therefore, similarity structure of the features in the common subspace should be preserved as much as possible. For paired examples, we assume that a data point in different views would be assigned to the same cluster with high probability. From Sec. II-A, we also see that the obtained coefficient matrix via NMF can reflect the cluster relationship of each example. Thus, in order to explore the clustering similarity of paired examples, we define the following loss function to measure the disagreement between coefficient matrixV ( ) and the common membership matrixV
Note thatV ( ) in different views might not be comparable at the same scale and they are not meaningful for clustering similarity measure. In order to solve this issue, we need to normalize the data matrix and basis matrix before factorization. We normalize X ( ) by (X ( ) ) ← (X ( ) ) , where
thus
In this way, V ( ) approximately equals to 1. We can ensure the comparison between the coefficient matrixV ( ) and common membership matrixV is reasonable.
4) Overall Objective Function:
By summarizing the above three parts, i.e., Eq. (5), (8) , (9), we finally formulate our joint optimization problem as follows
where the parameters and control the relative importances of manifold preserving and clustering similarity constraints, respectively. Note that the constraint ∑ =1 ( ) = 1 in Eq. (12) will make the optimization computation difficult. In order to simplify the optimization process, we first introduce auxiliary variables for U ( ) :
where Diag(⋅) denotes a diagonal matrix with nonzero elements equal to the values in the parenthesis sequentially. Thus the problem of minimizing Eq. (12) is equivalent to minimizing the following objective:
C. Optimization
It is challenging to address the optimization in Eq. (12), which is not jointly convex with respect toV ( ) ,Ṽ ( ) ,V, and U ( ) together. We here propose an efficient iterative update procedure based on multiplicative updating. Firstly, the basis matrix and coefficient matrix are initialized by the initialization step and then the following three steps are repeated until convergence: 1) minimizing over U ( ) with fixedV ( ) ,
minimizing overV with fixedV ( ) .
1) Initialization:
In order to speed up the convergence, we learn the initial value of each variable matrix rather than random allocation. The optimization is shown as below
Eq. (15) is equal to the objective of GNMF [20] . Thus the update rules of U ( ) , V ( ) can be given as below
After convergence, we normalize U ( ) , V ( ) according to [20] :
Finally, the initial value ofV can be obtained bȳ
2) Minimizing over U ( ) with fixedV ( ) ,Ṽ ( ) andV: Let be the Lagrange multiplier matrix for the constraint U ( ) ≥ 0, and be the Lagrange = + Tr( U ( ) ). We only care about terms that are relevant to U ( ) at this step, and thus minimizing is equivalent to minimizing 1 as follows:
With substitution of Eq. (13), we have
Taking derivative of
with respect to U ( ) gives
Using Karush-Kuhn-Tucker (KKT) conditions, we can derive the following update rule:
3) Minimizing overV ( ) with fixedṼ ( ) ,V, U ( ) : We first normalize U ( ) and V ( ) as in Eq. (18) and then discard the irrelevant terms toV ( ) , thus Eq. (14) reduces to the following minimization problem:
represents the first 0 rows and first 0 columns, the first 0 rows and last − 0 columns, the last − 0 rows and first 0 columns, the last − 0 rows and last − 0 columns of L ( ) , respectively. By setting the first order derivative of overV ( ) to 0, we get the following update rule forV ( ) :
IV. EXPERIMENTS
In this section, we conduct extensive experiments to evaluate the proposed DCNMF on synthetic data and real world data. To evaluate the effectiveness and efficiency, we present quantitative evaluations of DCNMF and compare it with some related methods: CCA [9] , MinDisSC [6] , CrSC [8] , ColNMF [17] and PVC [19] . Additionally, NMFs with single view (SingleView1, SingleView2) are also adopted as two baselines for comparison. We utilize K-means to cluster the low-dimensional representations and set the number of clusters as the number of classes. The clustering performance is evaluated by clustering Accuracy (AC) and Normalized Mutual Information (NMI) measures, which have been widely used for clustering [20] . To simulate the partial view setting, we randomly select a fraction of examples to be partial examples and denote as the ratio of partial examples. For each dataset, the is set by {0, 0.1, ⋅ ⋅ ⋅ , 0.7}. Such process is repeated 30 times and the average results are recorded. Note that except PVC and the proposed DCNMF, all the comparisons cannot handle partial examples. For a fair comparison, a matrix completion method [23] is firstly adopted to fill in the missing information for these methods.
A. Datasets
One synthetic and three real world datasets are used in the experiment. Among the three real world datasets, the first two are text data [24] , and the last one is handwritten digit data [25] . The important statistics of them are summarized in Table. I. 
1) Synthetic dataset:
The synthetic experiment is performed on a toy two-view data: 400 points are generated for each cluster of each view by Gaussian mixture model. In either view, three clusters are highly overlapped and therefore difficult to distinguish, as shown in Fig. 2(a)∼(b) .
2) Texas dataset:
The Texas dataset contains 187 documents over the 5 labels (student, project, course, staff, faculty). It is made of 2 views (content, cites) on the same documents. The documents are described by 1703 words in the content view, and by the 187 links between them in the cites view.
3) Washington dataset:
The Washington dataset contains 230 webpages from Washington University. The webpages are distributed over five classes and it is made of 2 views (content, cites) on the same documents. The documents are described by 1703 words in the content view, and by the 230 links between them in the cites view.
4) Digit dataset: This dataset consists of features of handwritten numerals
extracted from a collection of Dutch utility maps. 200 patterns per class (for a total of 2000 patterns) have been digitized in binary images, with view1 being the 76 Fourier coefficients and view2 being the 240 pixel averages in 2 × 3 windows.
B. Results
In synthetic experiment, Fig. 2(c) shows the latent representations obtained by the proposed DCNMF when = 0. We can observe in Fig. 2(c) that the distribution of each cluster is compact and the distance between each cluster centroid is large. This is because DCNMF considers preserving the local affinity structure and keeping the cluster similarity simultaneously. Fig. 3 shows the clustering performances of different methods on all the four datasets. The performances are reported as varies from 0 to 70% with an interval of 10%. From Fig. 3 , we see that, for all four data sets, DCNMF always outperforms two NMFs with single view, which validates that DCNMF can explicitly integrate the information among different views and help to promote the final clustering performance. In real world datasets, the partial multi-view clustering methods, PVC and the proposed DCNMF, perform much better than other NMF methods. Specifically, PVC and DCNMF split the data into partial and paired examples, and then deal with them separately. However, in PVC, the relationships between paired and partial examples are neglected, which may limit the performance. Our proposed DCNMF incorporates the manifold structure, thus it can explore the latent information among all the samples of each view. From the perspective of information utilization, DCNMF is better than PVC. It accords with the experimental results.
C. Parameters analysis
This subsection analyses the sensitiveness of the regularization parameters. Here we only explore the influences of , on the clustering performance, and we empirically set as 5, and the partial example ratio as 0.3. We search the optimal parameters from a wide range of [10 −3 , 10 2 ]. Fig. 4 shows AC performances of DCNMF with varying and . As we can see, the performances on all datasets are relatively stable and the highest when varies from 0.1 to 1, varies from 1 to 10.
V. CONCLUSION
In this paper, we proposed a novel method for partial multiview clustering. In order to efficiently learn the underlying manifold and clustering structure among multiple views, we required that the close samples in the same view are still close after factorization, and meanwhile coefficient matrices of paired examples are pushed towards a common cluster structure. To achieve this goal, we developed a matrix factorization algorithm to incorporate both individual manifold and cluster inconsistency constraints. Moreover, we design an effective iterative procedure for the optimization problem. Experiments on both synthetic and three real world datasets demonstrated that the proposed method outperformed other state-of-the-art methods on partial multi-view clustering tasks. 
