Two-phase flow in chip-scale microgap channels offers highly potent thermal management capability and is the foun-
INTRODUCTION
The continued increase in the power density of electronics has placed a greater emphasis on the performance and limits of today's thermal management solutions. Waste heat in microprocessors can exceed 100 W/cm 2 , with micrometersize "hotspots" in excess of 1 kW/cm 2 , and the thermal management challenge is further exacerbated in chip stacks. Most challenging is the thermal management of GaN high-electron-mobility transistors (HEMT), used in high-power RF amplifiers, with peak junction heat fluxes of 1 MW/cm 2 and temperature limits between 150 and 200 • C to ensure reliable, efficient, and stable RF performance (Kopp et al., 2000; . These daunting thermal management challenges establish the need for highly potent "embedded" cooling to replace the conventional, and far less efficient, "remote" thermal management approach .
The forced flow of fluid undergoing vigorous phase change in a microgap channel is a promising approach for embedded cooling of high-powered electronics (Bar-Cohen et al., 2012; Kim et al., 2010; Alam et al., 2012a Alam et al., , 2012b , offering high heat transfer coefficients, hot spot mitigation, temperature uniformity, and minimal pumping power consumption. In addition, a microgap cooler can be integrated into electronic substrates created between chip stacks, or formed directly over the die in a flip-chip package, providing concentrated cooling capability and eliminating the need for an attached microcooler.
Using a compilation of data from various studies that extended over a full range of flow qualities but focused mainly on relatively long, low-heat-flux microgap channels with high length-to-diameter ratios (>100), Bar-Cohen and Rahim (2009) identified the existence of an M-shaped heat transfer coefficient profile in microgap channels, as in Fig. 1 . The characteristics of the M-shape were found to reflect the underlying thermophysics of two-phase flow in microscale channels and the inflection points in the M-shaped profile were observed to coincide with the transition of the bubbly, intermittent, and annular flow regimes, respectively. It was also postulated that the final inflection (i.e., second peak) in the M-shaped profile is the result of localized rupture and dryout in the evaporating "annular" liquid film.
Relatively short, low length-to-diameter ratio "chip-scale" microgap channels offer a highly potent two-phase thermal management capability and are the foundation for the emerging "embedded cooling" paradigm of electronic cooling. Broad application of such chip-scale microgap coolers requires a fundamental understanding of the underlying two-phase hydrodynamic and thermal behavior of short, low length-to-diameter (<100), moderate-and highheat-flux microgap channels, especially in the thermally favorable high-quality domain. Recently published studies, including Rahim and Bar-Cohen (2015) , Rahim et al. (2011) , and Alam et al. (2012a,b) , have shed considerable light on the characteristics of such chip-scale microgap channels, but these initial results are insufficient to establish the axial progression in flow regimes and the resulting variation (M-shaped or otherwise) of the local heat transfer coefficient.
Accordingly, the objective of this study is to provide an in-depth exploration of the two-phase thermofluid behavior of a chip-scale microgap channel using both photographic and infrared temperature visualizations. The photographic visualization will be used to identify the prevailing flow regimes, while the infrared visualization will target the associated spatial and temporal wall temperature variations. Together, these two modalities will-it is hoped-enable a better understanding of the two-phase thermal characteristics and performance limits of chip-scale microgap coolers.
LITERATURE SURVEY

Microgap Flow Regimes
In two-phase flow, the extent, aggregation, and distribution of each phase is classified into distinct flow regimes. The primary regimes in two-phase microchannel flow are bubbly, intermittent, and annular flow (Bar-Cohen et al., 2012;  FIG. 1: Characteristic M-shape variation in the heat transfer coefficient for refrigerant flow in microgap channels. Data adapted from Yen et al. (2003) , Mastrullo et al. (2012) , and Yang and Fujita (2004) . Kim et al., 2010; Bar-Cohen and Rahim, 2009; Rahim et al., 2011; Kim et al., 2008; Thome et al., 2013) , reflecting a shared physical foundation with macrochannel flows. Bubbly flow is observed at the low qualities and consists of small, spherical bubbles dispersed and transported by the continuous liquid phase. With increasing flow quality (ratio of vapor mass flow to the total mass flow), the bubbles grow and coalesce until eventually being confined by the lateral bounds of the channel and then continue to elongate axially. This distribution of large vapor "slugs," separated by liquid plugs or bridges, is known as intermittent flow. As the vapor fraction continues to increase, the larger vapor bubbles coalesce into a continuous annular configuration consisting of a high-velocity vapor core and thin, sheardriven liquid film around the perimeter of the channel. These flow regimes can be clearly seen in the photographic images of Fig. 2 for the two-phase flow of R134a in a 0.79 mm diameter channel (Revellin et al., 2006) .
Extensive research in the past decade (Bar-Cohen et al., 2012; Kim et al., 2010; Bar-Cohen and Geisler, 2011; BarCohen and Rahim, 2009; Yen et al., 2003; Mastrullo et al., 2012; Cortina-Diaz and Schmidt, 2006; Yang and Fujita, 2004) , focused mainly on relatively long, high length-to-diameter ratio (>100) microgap channels, has uncovered the existence of an M-shaped axial variation in the heat transfer coefficient, displayed in Fig. 1 , and a strong dependence of the observed variation on the prevailing two-phase flow regimes. The low-quality peak in the M-shaped heat transfer coefficient profile corresponds to the incipience of fully developed nucleate boiling or bubbly flow. The bubble nucleation, as well as the movement and acceleration of the near-wall liquid, disrupt and thin the thermal boundary layer and enhance the heat transfer coefficient. With the additional increase in quality, the flow progresses from bubbly-to-intermittent flow. In intermittent flow, the thermal transport enhancement attributed to bubbly flow is gradually suppressed by the confinement of ever-larger vapor bubbles and decreasing liquid plug length, resulting in an overall deterioration in the heat transfer coefficient with increasing flow quality. However, as the vapor fraction increases, this deterioration is soon overcome by an inflection and monotonic increase in the heat transfer coefficient, corresponding to the transition from intermittent-to-annular flow and driven by the increasing vapor-liquid velocity difference and thinning of the evaporating liquid film. The heat transfer coefficient continues to increase until reaching a second maximum and is then followed by an asymptotic deterioration that approaches the value for single-phase vapor convection. The mechanisms responsible for this second, high-quality peak and the subsequent deterioration in the heat transfer coefficient are poorly understood and have constrained the design, optimization, and implementation of two-phase microcoolers in the favorable high-quality domain.
In an effort to better understand the mechanisms responsible for the thermal deterioration observed in high-quality annular flow, Kabov et al. (2007) empirically simulated an adiabatic shear-driven liquid film in a 250 mm long, 120
FIG. 2:
Prevailing flow regimes in microscale channels, R134a, D = 0.79 mm,ṁ = 500 kg/m 2 s: (a) bubbly flow at x = 0.03, (b) intermittent flow at x = 0.11, and (c) annular flow at x = 0.73 (adapted from Revellin et al., 2006) . or 65 mm wide, 2 mm high minichannel by independently injecting water and air streams. A similar study, using FC-72 liquid and nitrogen gas in an 80 mm long, 40 mm wide, and 2 mm high minichannel, was performed by Kabov et al. (2011) . Deformations and emerging patterns were observed at the liquid-vapor interface and, depending on the flow rate of each phase, were classified into five subregimes: (1) cells, (2) structures, (3) 2D waves, (4) 3D waves, and (5) film rupture. The subregime map of the interfacial deformations and a photographic example of the 2D and 3D wave patterns are shown in Fig. 3 for this study with FC-72 liquid and nitrogen gas. At low liquid and vapor velocities, the deformations in the liquid film are weak and classified as cells and structures (smooth film). As the vapor velocity increases, periodic 2D waves emerge amidst the smooth film; the wavelength of the 2D waves decreases with increasing vapor velocity until eventually evolving into a 3D wave structure. For low liquid film flow rates and sufficiently large vapor velocities, the liquid film ruptures and is torn from the surface. It was argued that the observed deformations and rupture of the shear-driven liquid film may be one mechanism responsible for the high-quality thermal deterioration in diabatic microgap channels.
In a similar study, Houshmand and Peles (2013) studied the behavior of a shear-driven liquid-gas interface by separately injecting water and nitrogen into a 1.5 mm wide, 220 µm deep microgap channel. Three distinct patterns were observed at the water-nitrogen interface: smooth films, 2D waves, and 3D waves. With increasing gas velocity, the liquid-gas interface progressed from smooth to 2D to 3D waves. It was also found that the heat transfer coefficient would substantially increase with increasing liquid and gas velocity, ranging from approximately 4000 (j l = 0.05 m/s, j g = 3.5 m/s) to 70,000 W/m 2 K (j l = 0.4 m/s, j g = 108 m/s). Film breakdown and localized dry patches were also observed to form at the edges of the heater at heat fluxes in excess of 500 W/cm
In a most recent study, Chinnov et al. (2016) extensively investigated two-phase flow patterns in shear-driven flow by independently injecting water and water vapor into a microgap channel with a length of 80 mm, width between 9 and 40 mm, and gap height between 100 and 500 µm. Most interestingly, it was found that liquid droplet formation occurred in gap heights below 500 µm and that the intensity of drop formation increased with decreasing gap height. The observed droplet formation was related to liquid film breakdown and/or instabilities in the two-phase flow and may help explain liquid film breakdown in evaporating shear-driven liquid films.
In a recent work done by Bar-Cohen et al. (2016) , adiabatic annular flow of FC-72 in a 20 mm × 35 mm × 200 µm microgap channel was photographically visualized for a mass flux of 220, 420, and 620 kg/m 2 s and a wide range of flow qualities. Within annular flow, 3D interfacial waves were consistently observed at the liquid-vapor interface, similar in appearance to the 3D waves shown in Fig. 3 . The wavelength of the waves was found to decrease with increasing flow quality and mass flux. However, the shear-driven liquid film was not observed to rupture or dewet the microgap's surface in the absence of evaporation (i.e., heat addition), even at flow qualities near unity.
FIG. 3:
Subregime map and visualization of interfacial deformations for two-phase flow of FC-72 and nitrogen in a minichannel: (1) cells, (2) structures, (3) 2D waves, (4) 3D waves, and (5) film rupture (adapted from Kabov et al., 2011) . Kabov et al. (2007) also studied the breakdown of a shear-driven liquid water film with localized heating for films with smooth interfaces, 2D waves, and 3D waves. The surface temperature of the locally heated shear-driven liquid water film was thermally imaged and found to display surface temperature gradients at the liquid-gas interface that create significant thermocapillary tangential stresses. These thermocapillary tangential stresses can cause the liquid film to thicken (positive surface temperature gradient) or thin (negative surface temperature gradient) in the presence of temperature gradients. These findings imply that temperature or heat flux nonuniformities may be responsible for thermocapillary forces that exacerbate localized thinning and subsequent breakdown of the evaporating shear-driven liquid films. Gatapova and Kabov (2008) numerically modeled 2D laminar cocurrent parallel streams of water and air with localized heating. It was demonstrated that positive temperature gradients induce thermocapillary forces which are directed against the flow direction and increase the film thickness. Conversely, negative temperature gradients induce thermocapillary forces directed in the flow direction, causing the local film thickness to decrease and, therefore, create a region most likely to experience film breakdown and dryout. It was also shown that evaporation at the interface can substantially alter the surface temperature variations and induce significant thermocapillary forces. Moreover, in the Kabova et al. (2014) numerical study of a 3D evaporating, shear-driven liquid water film, with local heating in a microchannel, it was found that evaporation and thermocapillary effects would cause the film to thin near the trailing edge and sides of the heater, but that variations in film thickness were significantly suppressed with increasing gas flow rate. These findings reinforce the perception, first articulated by Kabov et al. (2007) , that temperature or heat flux gradients may be a significant cause of film thickness variation and dryout in evaporating shear-driven liquid films, especially at lower vapor flow rates.
Microgap Heat Transfer Correlations
Two classical two-phase heat transfer coefficient correlations, derived for large tubes and generally referred to as the Chen and Shah correlations, have been shown in the past to successfully approximate the heat transfer coefficient of saturated two-phase microgap flow with a moderate level of accuracy (Bar-Cohen et al., 2012; Kim et al., 2010; Kim et al., 2008) . The venerable Chen correlation (Chen, 1966) asserts that the saturated two-phase heat transfer coefficient is a sum of microscopic (bubble nucleation) and macroscopic (bulk convection) mechanisms and makes no formal allowance for the onset of local dryout on the heated surface. As described in Chen (1966) , the macroscopic contribution is predicted using the turbulent Dittus-Boelter convective heat transfer coefficient equation and the microscopic contribution is predicted using the Forster-Zuber pool boiling correlation. The microscopic contribution is multiplied by a "suppression factor"-a function of the two-phase Reynolds number and Martinelli parameter-to account for the suppression of nucleate boiling at higher flow qualities where wall superheats decrease and convective mechanisms dominate. The Chen correlation was specifically derived for macrosized tubes with upward flow of water, methanol, cyclohexane, n-pentane, n-heptane, and benzene, for qualities ranging from 0 to 71%, heat fluxes up to 240 W/cm 2 , and system pressures from 0.55 to 35 bar, yielding an average accuracy of +/-12% for these original datasets (Chen, 1966) and providing agreement to within typically +/-40% for a wide range of data (Kandlikar, 1990) .
The classical two-phase Shah correlation (Shah, 1976) was empirically derived for saturated flow boiling of water, R-11, R-12, R-113, and cyclohexane, for qualities ranging from 0 to 100%, heat fluxes up to 80 W/cm 2 , vertical, horizontal, and inclined pipes, and pipe diameters from 6 to 350 mm. The Shah correlation relates the heat transfer enhancement factor (ratio of two-phase to single-phase heat transfer coefficient) to the convection number, boiling number, and Froude number. In the nucleate boiling and low-flow-quality regime, the heat transfer coefficient is a function of the boiling number. However, in the annular, high-flow-quality regime, nucleate boiling is suppressed by convective evaporation and the heat transfer coefficient is a function of the convection number alone. Shah's correlation chooses the larger of the two mechanisms when computing the heat transfer coefficient. Overall, the Shah correlation is recommended for all pure Newtonian fluids (except metals), boiling numbers greater than 0.5 × 10 −4 , and flows in which dryout starts at flow qualities larger than 80%, yielding average predictive accuracies of +/-17% for the original data sets (Shah, 1976) and providing predictive accuracy of typically +/-30% for available datasets (Kandlikar, 1990) .
While these classical Chen and Shah correlations were originally derived for macrosized tubes, the two-phase heat transfer mechanisms used in their derivation (i.e., nucleate boiling and convective evaporation) are applicable, as well, to flow boiling in microscale channels. However, the prevalence of individual flow regimes and the superficial velocity, drift flux, and/or quality values at which regime transitions occur are affected by channel diameter. More specifically, annular flow has been found to dominate the behavior of microgap channels, with diminishing presence for stratified flow and bubbly flow, as the diameter shrinks below 1 mm (Bar-Cohen and Rahim, 2009 ). Thus, to achieve predictive success with these correlations for two-phase flow in microgap channels, care must be taken to first define the prevailing flow regime and their transition values. Building on such flow regime analysis, the classical Chen and Shah correlations have been shown to offer moderately good agreement for two-phase flow boiling in microscale tubes and asymmetrically heated microgap channels (Bar-Cohen et al., 2012; Kim et al., 2010; Kim et al., 2008; BarCohen and Rahim, 2009 ). More specifically, the Shah correlation has been demonstrated to offer the best agreement at low-to-midflow qualities associated with the intermittent flow regime, whereas the Chen correlation has shown the best agreement in the mid-to-high-quality annular flow regime.
Chip-Scale Microgap Channels
Recently, Rahim et al. (2011) and Rahim and Bar-Cohen (2015) studied the thermal performance of a silicon chipscale microgap channel measuring 10 mm × 14 mm, with a gap height of either 100, 200, or 500 µm, and with either FC-87 or HFE-7100 as the working fluid. The heat transfer coefficient was observed to peak at low-flow qualities, then fall and rise, although at a slower rate for the thinner 100 and 200 µm channels, as the flow progressed from intermittent-to-annular flow. The observed U-shaped variation in the heat transfer coefficient profile may well represent the first half of the M-shaped variation, but the mid to high-quality rise, leading to the second peak, is relatively flat for gap heights of 200 and 100 µm. It was observed that more data needs to be gathered before it will be possible to establish the axial variation in the heat transfer coefficient and whether or not the M-shaped variation exists for such chip-scale microgap channels. Nevertheless, it was found that the predictive accuracy of the Shah correlation was best for the intermittent flow regime (MAE = 36%) and the Chen correlation was most accurate in the annular flow regime (MAE = 28%). While this study thoroughly investigated the thermal performance of a small chip-scale microgap channel, no flow visualization was done to confirm the flow regimes; the authors relied, instead, on flow regime prediction obtained from a modified Taitel and Dukler flow regime map.
Additionally, Alam et al. (2012a, b) studied the two-phase thermal performance of a small 12.7 mm × 12.7 mm microgap cooler using water. For conditions with low mass fluxes and gap heights, the authors observed a heat transfer coefficient profile that increased with channel heat flux until reaching an upper bound or inflection point, corresponding with the observance of partial dryout in the evaporating liquid film, at relatively low-quality annular flow.
EXPERIMENTAL SETUP AND PROCEDURE
Experimental Plan and Parameters
For this study, FC-72 was pumped through a 10 mm × 12 mm × 200 µm microgap channel at a constant flow rate of 0.25 mL/s or 210 kg/m 2 s and inlet subcooling of 5 K. Heat is applied uniformly to the bottom of the microgap channel at a constant rate of either 7.5, 15, 22.5, or 30 W, corresponding to a heat flux of 2.8, 7.9, 13.1, or 17.7 W/cm 2 , and exit flow quality of 9, 27, 45, or 61%, after accounting for heat losses. This set of conditions was chosen in order to span a wide range of flow qualities and regimes while staying within the temperature limits (∼100
• C) of the resistive heater used in the microgap test section. For each heat input, simultaneous photographic and infrared visualization was gathered once a quasi-steady-state condition had been reached. The surface temperature, measured by the infrared camera, was used to numerically calculate the time-averaged heat flux distribution, which in turn was used to calculate the heat transfer coefficient distribution at the microgap's surface. The photographic visualization was used to evaluate the dominant flow regimes for each set of conditions and was directly compared to the thermal data to determine any interdependence between the two.
Flow Loop
A schematic of the experimental flow loop used in this study is shown in Fig. 4 . The coolant used was 3M's FC-72, which has an atmospheric saturation temperature of 56
• C. The flow loop consists of a Fluid-o-Tech gear pump, Kobold DPM Pelton wheel flow sensor, Omega inline resistive preheater, Gems 2200 pressure transducer, Setra 230 differential pressure transducer, flat plate liquid-to-liquid heat exchanger (condenser), Omega T-type thermocouple probes, and Swagelok 316 SS tubing and fittings. Electrical power is supplied to the preheater and micropin-fin's ceramic resistive heater with a BK Precision XLN10014 DC power supply and data is acquired using a National Instruments Compact DAQ chassis with a NI 9214 thermocouple, NI 9205 analog voltage, and NI 9203 analog current module. Photographic visualization is captured with a Nikon D2x SLR camera, configured with a Nikkor PC micro 85 mm lens and Speedlight flash, whereas the surface temperature of the microgap is measured using a FLIR midwave Merlin infrared camera.
Microgap Test Section
The copper microgap channel is shown in Fig. 5 and a top-down, cross-sectional, and exploded view of the assembled test section in Fig. 6 . The copper microgap channel is 12 mm long, 10 mm wide, and has a gap of 200 µm. There are two small ridges on each side of the microgap that are 200 µm tall and used to set the channel gap. The two ridges are pushed against the sapphire window, as shown in Fig. 6 , which confines the upper surface of the microgap channel and is transparent in both the visual and midwave infrared spectrums. Heat is applied to the bottom of the microgap pedestal with a 12 mm × 12 mm ceramic resistive heater, and five vertical holes are drilled into the underside of the microgap channel, along the centerline, ending 1 mm below the microgap's surface. E-type thermocouples are placed in the holes to measure the centerline temperature of the microgap's heated wall. The microgap's surface is coated with a thin layer of black paint in order to provide a high and uniform emissivity for the infrared temperature measurements. The paint is 38 µm (1.5 mils) thick and has a thermal conductivity of 0.35 W/m K (NASA, 2015). As shown in Fig. 6(b) , the microgap channel is inserted into the Polyether ether ketone (PEEK) base structure, which seals the channel and directs flow to and from the microgap channel via symmetrical inlet and outlet manifolds.
Photographic Imaging
The photographic images are captured using a 12.4 MP Nikon D2x SLR camera equipped with a Nikkor PC micro 85 mm lens and Speedlight flash. The camera captures a top-down view of the flow through the upper sapphire window shown in Fig. 6 . The flash is essential for illumination and also serves to "freeze" the flow for a length of time of ≈1 ms, providing relatively clear images despite the high velocity of the two-phase flow. The aperture for all images is f/24. In the photographic images seen in Sec. 4, i.e., Figs. 7-11, the darker portions of the microgap represent a fully wetted surface whereas the gray portions represent a dried-out surface. In some instances, most of the microgap's lower surface is completely dry, i.e., Fig. 11(b) , and the observed liquid film belongs to the upper sapphire surface rather than the lower heated wall. If the lower wall were wetted, the surface would be dark black in color rather than a light gray. It should be understood that "dryout" refers to the lower heated surface and not the upper sapphire window.
Infrared Imaging
The instantaneous temperature of the heated microgap's surface was captured using a FLIR Merlin midwave infrared camera, which has an accuracy of ±2.0 • C and a spatial resolution of 250 µm for the microgap's surface. Both the sapphire window and the FC-72 are translucent in the midwave infrared spectrum, thus allowing the camera to measure the microgap's surface temperature after calibration. The infrared camera was calibrated by matching the temperature of the embedded thermocouples with the infrared data for an adiabatic condition. With no heat applied to the microgap channel and saturated FC-72 flowing through the channel, the emissivity of the infrared camera was adjusted until the infrared temperature matched the thermocouple temperatures. Provided the accuracy of the thermocouples is ±0.60
• C, the total Root-Sum-Square (RSS) uncertainty in the infrared temperature is ±2.1 • C. A digital shutter synchronizer from the Nikon camera was used to trigger the infrared camera and synchronize the data.
Experimental Procedure
For the experiments described herein, the flow rate of FC-72 was maintained at a constant rate of 0.25 mL/s or a mass flux of 200 kg/m 2 s. Power was supplied to the inline heater to control the amount of fluid preheating and the inlet subcooling was maintained at approximately 5 K for all the cases. The visualization and data were acquired once a quasi-steady-state condition had been attained for the particular case of interest, typically requiring 15-30 min of operation. It should be noted that the two-phase flow distributions varied substantially during the observation period, both spatially and temporally, but the visualization results presented are meant to represent typical conditions for each case, along with the occasional, atypical conditions in the channel.
Data Reduction
The spatially and temporally averaged heat transfer coefficient for the heated wall of the microgap channel is calculated as follows:
where η is the conversion efficiency (fraction of the resistor power that enters the channel as heat), q the power input, A the surface area of the microgap's surface, T w the average wall temperature (as measured from the thermocouples), and T sat the average saturation temperature of the FC-72 for the average pressure P avg of the microgap. The FC-72 fluid properties were obtained from 3M.
The exit flow quality for the diabatic cases is calculated from the following energy balance:
The heat loss q loss and conversion efficiency η are calculated from Eqs. (3) and (4), respectively. The heat loss was found experimentally and varies linearly with the average excess temperature of the channel. 
ANSYS APDL is used to calculate the local, time-averaged, quasi-steady-state surface heat flux along the heated surface of the microgap channel using a steady-state thermal model. The model's converged mesh consists of 520,000 elements and is a mix of hexahedron and tetrahedron cells. The time-averaged temperature distribution, obtained by the infrared camera and depicted schematically in Fig. 7 , is applied to the microgap surface as a boundary condition and the heat input, provided by the ceramic resistive heaters, to the bottom of the copper pedestal. The heat input takes into account the losses given by Eq. (3). All other surfaces are treated as fully insulated boundaries. With these boundary conditions applied, the ANSYS model solves for the entire steady-state temperature field, which is then used to calculate the vertical surface heat flux. This local heat flux, together with the local temperature obtained from the IR thermography, is then used to compute the time-averaged local heat transfer coefficient. The pedestal temperatures determined by the numerical model were found to be within ±1.0 • C of the five thermocouples' readings, after mesh convergence.
A summary of the RSS uncertainty in the experimental parameters is given in Table 1 . The average uncertainty in the heat transfer coefficient and flow quality is 36% and 18%, respectively. In the worse case, the percent uncertainty in the heat transfer coefficient reaches 47% for the lowest heat flux studied and is largely a consequence of the ±2.1 • C uncertainty in the IR temperature and ±0.60
• C uncertainty in the thermocouple measurements. Likewise, the percent uncertainty in the flow quality is also highest, at 28%, for the lowest heat flux studied and is a consequence of the uncertainty in the flow rate. While the quantitative accuracy thus cannot be considered excellent, the spatial distributions of the temperature, heat flux, and heat transfer coefficient provide rich qualitative information about the thermal behavior of the microgap channel.
VISUALIZATION AND DISCUSSION
Photographic & Infrared Visualization
The synchronized photographic and infrared visualization for a mass flux of 210 kg/m 2 s is shown in Figs. 8-11 for an exit quality of 9%, 27%, 45%, and 61%, respectively. For each case, two sets of visualization-captured at different times, with the first image reflecting "typical" conditions and the second image reflecting occasional or atypical behavior-are presented to demonstrate the unsteady nature of the flow. The flow is from left to right for all the images presented.
At a heat flux of 2.8 W/cm 2 and an exit quality of 9% (Fig. 8) , bubbly flow is the dominant flow regime, as shown in Fig. 8(a) . However, as shown in Fig. 8(b) , large, confined vapor bubbles are occasionally observed to consume most of the channel and, in doing so, induce a brief 2-3 K increase in wall temperature.
As the heat flux increases to 7.9 W/cm 2 and the exit quality to 27% (Fig. 9) , bubbly flow persists at the entrance of the channel but the vapor bubbles grow and coalesce at a considerably faster rate, as shown in Fig. 9(a) . At this point, the flow for the second half of the channel consists of very large, confined vapor bubbles that occasionally [ Fig. 9(b) ] grow to fill much of the channel, and may be classified as a "churning" intermittent flow. This "churning" flow of confined bubbles appears to initiate periodic dryout of the liquid film on the heated wall, producing more significant, 8-10 K, wall temperature fluctuations.
As the heat flux continues to 15.7 W/cm 2 and the exit quality to 45% (Fig. 10) , periodic intermittent flow dominates most of the microgap channel and bubbly flow is limited, on average, to only the first few millimeters, as shown in Fig. 10(a) . In the lower left-hand corner of the photographic image shown in Fig. 10(a) , local dryout is observed to occur along the bottom of the vapor bubbles and periodically grow to consume a large portion of the channel, oscillating vigorously between the conditions shown in Figs. 10(a) and 10(b) , respectively. Under the influence of the higher wall heat flux, the average wall "excess" temperature increases to approximately 25 K above the inlet liquid temperature of 51
• C, but the more vigorous churning flow limits the local wall temperature fluctuations to 8-10 K, the same range as the previous heat flux condition.
For the highest heat flux of 17.7 W/cm 2 and exit quality of 61% (Fig. 11 ), bubbly and intermittent flow is still observed for the first half of the channel, though at relatively high wall excess temperatures of 40 K. But despite the pulsatile flow in the channel and the relatively high liquid fraction available (approximately 50%), the flow appears not to wet the second half of the channel, leading to a broad area of elevated wall temperature, reaching a superheat of more than 45 K. While thin film annular flow could have been expected under these flow conditions (based on the flow regime map), the observed elevated temperatures and the visual imagery in Fig. 11(a) the second half of the channel, which grows, periodically, to cover the majority of the channel, as shown in Fig. 11(b) . Interestingly, under these conditions, 3D waves, rivulets, and hole formations are observed in the shear-driven film on the upper channel surface (the sapphire window), which is only weakly heated by conduction from the heated copper test section into the upper sapphire window.
The stability and integrity of the liquid-vapor interface in two-phase flow is a result from the interplay between stabilizing (gravity, surface tension, and viscous damping) and destabilizing (inertia, mass loss, evaporative recoil, and thermocapillary) forces. From analyzing the visualization shown in Figs. 8-11 , it would appear that the lower liquid film is periodically rupturing and dewetting the heated surface, resulting in a subsequent rise in the local wall temperature. It is, however, unclear which destabilizing mechanisms are primarily responsible for this periodic occurrence of film rupture and elevated wall temperatures. Findings from Kabov et al. (2007) and Gatapova and Kabov (2008) have shown that nonuniformities in surface temperature can lead to significant thermocapillary forces that in turn induce spatial variations in the film's thickness. Regions of localized thinning (negative temperature gradients) are thus especially susceptible to film rupture. For elevated heat fluxes and qualities, it also appears that in a manifestation of a Leidenfrost-like behavior, the available liquid in the flow is unable to migrate against the flow of generated vapor and rewet the heated surface.
These initial findings suggest that the churn-induced temperature variations in the microgap's heated surface, especially under high heat fluxes, may lead to localized liquid film thinning and the subsequent shear-induced and/or thermocapillary-assisted rupture shown in Figs. 8-11 . However, insufficient data is available to establish the relative significance of thermocapillary forces, shear forces, and vapor recoil forces in the breakdown of the liquid film. Additional high-speed visualizations and infrared temperature measurements of the liquid-vapor interface would be needed to decipher the primary mechanisms responsible for the observed dryout.
Prevailing Flow Regimes
The superficial velocities from the four cases examined in this study are plotted on a Taitel & Dukler flow regime map in Fig. 12 with a modified Ullman-Brauner intermittent-to-annular and Rahim-proposed bubbly-to-intermittent flow regime boundary, as suggested by Rahim et al. (2011) and given by Eqs. (5) and (6), respectively:
The average and exit flow quality are used to calculate the superficial velocities; the average superficial velocities are plotted as circles and the upper bound of superficial vapor velocities (i.e., at the channels exit) are plotted as diamonds to indicate a range of superficial vapor velocities for each of the four cases. Based on this flow regime map, which has been found to yield excellent predictive accuracy for relatively long, low-heat-flux microscale channels (Rahim et al., 2011) , all four cases are predicted to operate largely in the intermittent flow regime, transitioning into the annular regime toward the channel exit when flow qualities exceed approximately 30%.
The application of the classical Taitel-Dukler flow regime map, even with the indicated modifications, to the present chip-scale microgap channel is based on the "local conditions" assumption that neglects the flow development and high vapor and liquid velocities encountered in the present short, low length-to-diameter, high-heat-flux channel. As previously noted, the images shown in Figs. 8-11 clearly indicate that these chip-scale microgap channels were operating predominantly in a churn flow created by highly periodic flow of elongated, confined bubbles, with little evidence of annular flow. It would thus appear that the modified Taitel-Dukler flow regime map is not capable of correctly predicting the prevailing flow regimes in the chip-scale microgap cooler.
Time-Averaged Heat Transfer Coefficient
The average heat transfer coefficients for the four microgap channel conditions examined in this study are plotted in Fig. 12 , above the flow regime maps, as a function of average superficial vapor velocity, along with the Chen and Shah correlations. The spatially and temporallyaveraged microgap heat transfer coefficient varied only slightly from 4300 W/m 2 K at an exit quality of 9%, to a peak of 5000 W/m 2 K at an exit quality of 45%, and to a slightly lower value of 4800 W/m 2 K at the highest exit quality of 61%. While long microgap channels display an M-shaped variation in the heat transfer coefficient and both the Chen and Shah correlations predict that the heat transfer coefficient will rise with increasing quality over the range studied, the experimental data fails to reveal such trends and, in light of the experimental uncertainty experienced in this study, must be considered invariant across the experimental range. Interestingly, the single-phase liquid and vapor values for this microgap channel at the stated mass flux are approximately 530 and 660 W/m 2 K, respectively, indicating that there is, nevertheless, a substantial nearly order-ofmagnitude two-phase enhancement relative to all-liquid or all-vapor flow for the conditions of this microgap channel.
To better understand this quality invariance in the chip-scale microgap channel heat transfer coefficient, a detailed ANSYS numerical model was used, as described in the data reduction section above, to determine the spatial variation of heat transfer from the heated wall of the microgap channel. The time-averaged, local temperature, heat flux, and heat transfer coefficients for each of the four cases studied are presented in Fig. 13 and shown to be very well correlated; regions of high temperature coincide with regions of both low-heat-flux and heat transfer coefficients and, conversely, for regions of low temperature. For example, while dryout conditions were often observed in the upper right-hand corner of the channel, for the specifications of Fig. 13(c) , the temperature is highest in this region and the resulting heat flux and heat transfer coefficient is lowest in this region. More generally, the heat transfer coefficient is seen to be highest at the inlet of the channel, where the flow is developing and the quality is low and, for all four cases, appears to fall with increasing distance and flow quality.
It should be noted that the derived heat transfer coefficients are higher in the lower-left corner of the microgap, suggesting a possible nonuniformity in the flow distribution. It also appears that the location of the local minimum in the heat transfer coefficient, corresponding to more extensive dryout, is more likely to occur in the upper right section of the microgap channel and progresses further upstream with increasing heat flux. These surface variations require further investigation and may be the result of a nonuniformity in the flow distribution, with a particular flow bias in the lower portion of the microgap. The axial average heat transfer coefficient (i.e., averaged across the width of the channel) for each of the four cases is presented in Fig. 14 , along with the predicted heat transfer coefficient using both the Chen and Shah correlations. As shown, the heat transfer coefficient, on average, falls with increasing distance, though there may be a slight rise in the heat transfer coefficient near the exit of the channel. Considering the large experimental uncertainty experienced in this study, the empirical evidence suggests that the heat transfer coefficient is invariant across the operating range of this channel, though one should not rule out the possible impact of unaccounted-for edge effects or the thermofluid physics of the flow.
Despite the inconsistency in the axial variation between the empirical results and the Chen and Shah correlations, which predict a rising heat transfer coefficient with increasing distance/flow quality, it is instructive to compare these empirical values to the predictions of these venerable correlations. Interestingly, the accuracy of the Chen correlation is not unreasonable (considering typical accuracies of +/-40% in two-phase correlations) for the midquality cases, with an MAE of 54%, 6.2%, and 29% for an exit quality of 9%, 27%, 45%, respectively, but jumps to an unacceptable MAE of 100% for the highest exit quality of 61%. Alternatively, the accuracy of the Shah correlation is only acceptable for the lowest exit quality studied (i.e., where bubbly flow dominates the entire microgap length), with a MAE of 27% for an exit quality of 9% but jumps to an MAE of 110, 160, and 230% for the higher exit qualities of 27, 45, and 61%, respectively. Thus, the Shah correlation can be used for the lowest exit quality conditions, yielding approximately 30% accuracy, while the Chen correlation yields a prediction accuracy of 6-30% for the moderate qualities. For the highest heat flux case of 17.7 W/cm 2 , for which dryout spreads periodically across the entire channel, the Chen and Shah correlations both overpredict the heat transfer coefficient by over 99% and 230%, respectively. These results are unexpected, as it has been shown in the past (Bar-Cohen et al., 2012; Bar-Cohen and Rahim, 2009 ) that the heat transfer coefficient follows an M-shaped variation with quality and fits well with the Shah correlation, for data within the intermediate regime, and the Chen correlation within the annular regime. It is, nonetheless, important to note that the average heat transfer coefficients gathered in this study do agree very well with the data from Bar-Cohen et al. (2012) and Rahim and Bar-Cohen (2015) , under similar conditions, as shown in the comparison of the two-phase multiplier (ratio of two-phase to all-liquid heat transfer coefficients) presented in Fig. 15 . The data from Bar-Cohen et al. (2012) is for a 10 mm × 14 mm × 200 µm microgap channel, using a thermally simulated silicon test chip with FC-87 as the working fluid and a mass flux of 300 kg/m 2 s. It would thus appear that the dominance of churn flow in the chip-scale microgap channel, with periodic flow of confined bubbles and slugs rather than the orderly progression from bubble to intermittent-to-annular flow-with increasing flow quality-and the observed periodic channel dryout, becoming ever more frequent with increasing heat flux and quality, can explain the failure to observe the M-shaped heat transfer coefficient variation.
It should be noted that this present work and the prior chip-scale study are limited to relatively small mass fluxes of only 210-300 kg/m 2 s, and it may very well be that this observed thermal behavior and quality invariance is unique to low mass flux flow. 
CONCLUSIONS
The objective of this study was to capture both photographic and infrared visualization of a two-phase chip-scale microgap cooler for high-performance electronics, compare the flow visualization to the modified Taitel and Dukler flow regime map, numerically calculate the wall heat flux and heat transfer coefficient, and compare the heat transfer coefficient to the Chen and Shah correlations. The successful integration of the two visualization techniques, with detailed numerical modeling, underpins the conclusions reached in this study and demonstrates the importance and utility of this combined metrological and numerical approach. The gathered flow visualization reflects the persistence of churn flow across the expected bubble and intermittent and annular flow regimes and does not agree with the predictions of the modified Taitel and Dukler flow regime map. The heat transfer coefficients were found to be largely flat with increasing flow quality and did not exhibit the M-shaped profile commonly found in longer microchannel flow. Nevertheless, the axial heat transfer coefficient was found to be in approximate agreement with the Shah correlation for low qualities and the Chen correlation for midlevel flow qualities, but both correlations considerably overestimated the heat transfer coefficient at higher qualities where dryout becomes more frequent. It is to be noted that this present work is limited to a relatively small mass flux of only 210 kg/m 2 s, and similar studies at higher mass fluxes need to be completed before these conclusions and trends can be more generally applied to chip-scale microgap channels.
