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FINITE-TIME BLOWUP FOR A COMPLEX
GINZBURG-LANDAU EQUATION WITH LINEAR DRIVING
THIERRY CAZENAVE1, JOA˜O PAULO DIAS†,2, AND MA´RIO FIGUEIRA†,2
Abstract. In this paper, we consider the complex Ginzburg–Landau equation
ut = eiθ[∆u+ |u|αu] + γu on RN , where α > 0, γ ∈ R and −pi/2 < θ < pi/2.
By convexity arguments we prove that, under certain conditions on α, θ, γ, a
class of solutions with negative initial energy blows up in finite time.
1. Introduction
In this article, we consider the complex Ginzburg-Landau equation{
ut = e
iθ[∆u+ |u|αu] + γu,
u(0) = u0,
(1.1)
in RN , where −π2 ≤ θ ≤
π
2 , α > 0 and γ ∈ R
1, and we look for conditions on
the initial value u0 and the parameters θ, α and γ that ensure finite-time blowup
of the solution. Equation (1.1) is a particular case of the more general complex
Ginzburg–Landau equation
ut = e
iθ∆u+ eiφ|u|αu+ γu, (1.2)
which is used to model such phenomena as superconductivity, chemical turbulence,
and various types of fluid flows; see [2] and the references cited therein. Note that
the solutions of equation (1.1) satisfy certain energy identities (see Section 2), which
are not shared by the solutions of (1.2).
Equation (1.1) with θ = 0 is nonlinear heat equation{
ut −∆u = |u|
αu+ γu,
u(0) = u0,
(1.3)
while for θ = ±π/2, (1.1) reduces to the nonlinear Schro¨dinger equation{
ut = ±i(∆u+ |u|
αu) + γu,
u(0) = u0.
(1.4)
In particular, (1.1) is “intermediate” between the nonlinear heat and Schro¨dinger
equations.
We recall (see Section 2) that the Cauchy problem (1.1) is locally well-posed in
H1(RN ) ∩ C0(R
N ), where C0(R
N ) is the space of continuous functions RN → C
which vanish at infinity, equipped with the sup norm. In particular, given any
u0 ∈ H
1(RN ) ∩ C0(R
N ), there exists a unique solution u of (1.1) defined on a
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1In principle, one could let γ be complex, but the imaginary part can be eliminated by the
change of variable v(t, x) = e−itℑγu(t, x).
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maximal interval [0, Tmax), i.e., u ∈ C([0, Tmax), H
1(RN )∩C0(R
N )). If the maximal
existence time Tmax is finite, then the solution blows up at Tmax in C0(R
N ).
The effect of the driving term γu can be easily seen on the ODE associated
with (1.1), i.e.,
v′ = eiθ|v|αv + γv. (1.5)
The solution of (1.5) with the initial condition v(0) = v0 ∈ C, is given by
v(t) = eγt
[
1−
eαγt − 1
γ
|v0|
α cos θ
]− 1
α
(1+i tan θ)
v0, (1.6)
as long as this formula makes sense. (The term e
αγt−1
γ
must be replaced by αt if
γ = 0.) If γ = 0, then we see that for every v0 6= 0, the solution blows up in finite
time. The same conclusion holds if γ > 0. On the other hand, when γ < 0, whether
or not v blows up depends on the size of |v0|. More precisely, if |v0| >
−γ
cos θ , then v
blows up in finite time, whereas if |v0| ≤
−γ
cos θ , then v is global.
When γ = 0, finite-time blowup for equation (1.1) is known to occur under a
negative energy condition. More precisely, let the energy E be defined by
E(w) =
1
2
∫
RN
|∇w|2 −
1
α+ 2
∫
RN
|w|α+2, (1.7)
for w ∈ H1(RN )∩C0(R
N ). If θ = 0, then it follows from Levine [4] that the solution
of the nonlinear heat equation (1.3) blows up in finite time if u0 ∈ H
1(RN )∩C0(R
N )
satisfies E(u0) < 0. For −
π
2 < θ <
π
2 , negative energy initial values also yield finite-
time blowup for the equation (1.1), see [1]. If θ = ±π2 , then the solution of the
nonlinear Schro¨dinger equation (1.4) blows up in finite time provided 4
N
≤ α < 4
N−2
and the initial value u0 ∈ H
1(RN ) satisfies E(u0) < 0 and | · |u0 ∈ L
2(RN ). (See
Zakharov [11] and Glassey [3].)
If γ > 0, obvious modifications of the arguments used when γ = 0 provide similar
results. In particular, if the initial value u0 ∈ H
1(RN )∩C0(R
N ) satisfies E(u0) < 0,
then the corresponding solution of (1.3) blows up in finite time. Moreover, if 4
N
≤
α < 4
N−2 and the initial value u0 ∈ H
1(RN ) satisfies E(u0) < 0 and |·|u0 ∈ L
2(RN ),
then the solution of (1.4) blows up in finite time. The situation is similar for general
−π2 < θ <
π
2 , and a simple modification of the argument of [1] shows finite-time
blowup for initial values with negative energy. More precisely, we have the following
result.
Theorem 1.1. Assume
−
π
2
< θ <
π
2
, (1.8)
α > 0 and γ > 0. Let u0 ∈ H
1(RN ) ∩ C0(R
N ) and let u ∈ C([0, Tmax), H
1(RN ) ∩
C0(R
N )) be the corresponding maximal solution of (1.1). If E(u0) < 0, where E is
defined by (1.7), then u blows up in finite time, i.e., Tmax <∞.
When γ < 0, the situation is more delicate. For the nonlinear heat equation (1.3),
Levine’s calculations [4] can be adapted in order to show that if the initial value
u0 ∈ H
1(RN ) ∩ C0(R
N ) satisfies Eγ(u0) < 0, where
Eγ(w) =
1
2
∫
RN
|∇w|2 −
1
α+ 2
∫
RN
|w|α+2 −
γ
2
∫
RN
|w|2,
then the solution of (1.3) blows up in finite time. (See [8, Theorem 17.6].) For the
nonlinear Schro¨dinger equation (1.4), Glassey’s proof [3] is not immediately appli-
cable. Sufficient conditions for finite-time blowup were obtained by M. Tsutsumi [9]
(see also [7]) by a delicate modification of the variance argument of [3]. It follows
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in particular from the calculations in [9, 7] that if 4
N
< α < 4
N−2 and the initial
value u0 ∈ H
1(RN ) satisfies
E(u0) +
αγ
Nα− 4
Im
∫
RN
u0(x · ∇u0) +
α2γ2
(Nα− 4)2
∫
RN
|x|2|u0|
2 < 0,
then the solution of (1.4) blows up in finite time. Note that the above condition
becomes stronger and stronger as α ↓ 4
N
, and that no energy-type sufficient condi-
tion is known for blowup if α = 4
N
. (The case α = 4
N
is studied in [6] by a very
different method.)
For the equation (1.1) with γ < 0, we have the following result.
Theorem 1.2. Assume
−
π
4
< θ <
π
4
, (1.9)
α > 0 and γ < 0. Let u0 ∈ H
1(RN ) ∩ C0(R
N ) and let u ∈ C([0, Tmax), H
1(RN ) ∩
C0(R
N )) be the corresponding maximal solution of (1.1). Suppose further that
(α+ 2) cos(2θ) + 2(1− cos θ) ≥ 2 cos θ. (1.10)
If
E(u0) + ξ
∫
RN
|u0|
2 < 0, (1.11)
where E is defined by (1.7) and
ξ = −
γ
cos θ
max
{ 1
α
,
(α+ 2) cos(2θ) + 2(1− cos θ)
2
}
, (1.12)
then u blows up in finite time, i.e., Tmax <∞.
Theorem 1.2 calls for several comments. First, assume α and θ satisfy (1.9)-
(1.10) and let ψ ∈ H1(RN ) ∩ C0(R
N ), ψ 6= 0. It follows that u0 = κψ, with k ∈ C,
satisfies (1.11) provided |κ| is sufficiently large.
Next, assumption (1.9) means that equation (1.1) is not (formally) close to the
nonlinear Schro¨dinger equation (1.4). Assuming (1.9), we see that (1.10) is satisfied
for a fixed θ if α is sufficiently large. Alternatively, (1.10) is satisfied for a fixed
α > 0 if |θ| is sufficiently small.
The assumptions of Theorem 1.2 are probably not optimal, since letting γ ↓ 0
yields the “natural” condition E(u0) < 0, but also the structural conditions (1.9)-
(1.10). In particular, Theorem 1.2 does not include the result of [1]. On the other
hand, note that if γ < 0, then there does not exist any map F : H1 ∩ C0 → R
such that if F (u0) < 0, then the solution of (1.1) blows up in finite time for
all θ ∈ (−π2 ,
π
2 ). (At least if α < 4/N .) Indeed, given any α < 4/N and any
u0 ∈ H
1(RN ) ∩ C0(R
N ), it follows from Remark 2.6 that the solution of (1.1) is
global provided θ is sufficiently close to ±π2 . This is in sharp contrast with the case
γ = 0, where negative energy yields finite-time blowup for every −π2 < θ <
π
2 .
Note that finite-time blowup of certain solutions (in L∞, not necessarily of finite
energy) of (1.2) is proved in [5] under the structural assumptions −π2 < θ, φ <
π
2
and tan2 φ+(α+2) tan θ tanφ < α+1. For the equation (1.1), the last assumption
reduces to tan2 θ < α+1
α+3 , i.e.,
(α+ 2) cos2 θ >
α+ 3
2
. (1.13)
(Note that tan2 θ < 1 so that in particular θ satisfies (1.9).) On the other hand,
condition (1.10) is equivalent to
(α+ 2) cos2 θ ≥
α
2
+ 2 cos θ. (1.14)
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Conditions (1.13) and (1.14) are not comparable. In particular, condition (1.13) is
stronger if θ is close to ±π4 , whereas condition (1.14) is stronger if θ is close to 0.
The rest of this paper is organized as follows. In Section 2, we recall some simple
properties of the Cauchy problem (1.1). In Section 3 we prove Theorem 1.1, and
in Section 4 we prove Theorem 1.2.
2. The Cauchy problem
Assume (1.8). It is well known that the operator eiθ∆ with domain H2(RN )
generates an analytic semigroup of contractions (T θ(t))t≥0 on L
2(RN ). Moreover,
‖T θ(t)ψ‖Lr ≤ (cos θ)
−N2 (1−
1
p
+ 1
r
)t−
N
2 (
1
p
− 1
r
)‖ψ‖Lp, (2.1)
for 1 ≤ p ≤ r ≤ ∞ and θ satisfying (1.8) and (T θ(t))t≥0 is a bounded C0 semigroup
on Lp(RN ) for 1 ≤ p <∞ and on C0(R
N ). Moreover, equation (1.1) can be written
in the equivalent integral form
u(t) = T θ(t)u0 +
∫ t
0
T θ(t− s)[e
iθ|u(s)|αu(s) + γu(s)] ds. (2.2)
It is immediate by applying a contraction mapping argument to (2.2) that the
Cauchy problem (1.1) is locally well posed in C0(R
N ). Moreover, it is easy to
see using the estimates (2.1) that C0(R
N ) ∩H1(RN ) is preserved under the action
of (1.1). More precisely, we have the following result.
Proposition 2.1. Suppose (1.8), α > 0 and γ ∈ R. Given any u0 ∈ C0(R
N ) ∩
H1(RN ), there exist T > 0 and a unique function u ∈ C([0, T ], C0(R
N )∩H1(RN ))∩
C((0, T ), H2(RN )) ∩ C1((0, T ), L2(RN )) which satisfies (1.1) for all t ∈ (0, T ) and
such that u(0) = u0. Moreover, u can be extended to a maximal interval [0, Tmax),
and if Tmax <∞, then ‖u(t)‖L∞ →∞ as t ↑ Tmax.
Remark 2.2. Let u0 ∈ C0(R
N )∩H1(RN ) and u the corresponding solution of (1.1)
defined on the maximal interval [0, Tmax), and given by Proposition 2.1. If, in
addition, α < 4/N , then (1.1) is locally well posed in L2(RN ) (see [10]). It is
not difficult to show using the estimates (2.1) that the maximal existence times in
H1(RN )∩C0(R
N ) and L2(RN ) are the same; and so if Tmax <∞, then ‖u(t)‖L2 →
∞ as t ↑ Tmax.
We collect below the energy identities that we use in the next sections.
Proposition 2.3. Suppose (1.8), α > 0 and γ ∈ R. If u0 ∈ C0(R
N ) ∩ H1(RN )
and and u is the corresponding solution of (1.1) defined on the maximal interval
[0, Tmax), then the following properties hold.
(i) Set
I(w) =
∫
RN
|∇w|2 −
∫
RN
|w|α+2, (2.3)
for w ∈ C0(R
N ) ∩H1(RN ). It follows that∫
RN
uut = γ
∫
RN
|u|2 − eiθI(u). (2.4)
In particular,
|I(u)| =
∣∣∣∫
RN
uut − γ
∫
RN
|u|2
∣∣∣, (2.5)
|I(u(t))|2 =
∣∣∣∫
RN
uut
∣∣∣2 + γ2(∫
RN
|u|2
)2
− γ
(∫
RN
|u|2
) d
dt
∫
RN
|u|2, (2.6)
and
d
dt
∫
RN
|u|2 = 2γ
∫
RN
|u|2 − 2 cos θ I(u), (2.7)
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for all 0 < t < Tmax.
(ii) If E is defined by (1.7), then
d
dt
E(u(t)) = − cos θ
∫
RN
|ut|
2 + γ2 cos θ
∫
RN
|u|2 − γ cos(2θ)I(u), (2.8)
and
d
dt
[
E(u(t))−
γ
2
cos θ
∫
RN
|u|2
]
= − cos θ
∫
RN
|ut|
2 + γ sin2 θ I(u), (2.9)
for all 0 < t < Tmax.
Proof. Multiplying equation (1.1) by u and integrating by parts on RN yields (2.4),
and identities (2.5), (2.6) and (2.7) are immediate consequences. Multiplying equa-
tion (1.1) by e−iθut, integrating by parts on R
N and taking the real part, we obtain
d
dt
E(u(t)) = − cos θ
∫
RN
|ut|
2 + γℜ
(
eiθ
∫
RN
uut
)
= − cos θ
∫
RN
|ut|
2 + γ
(
cos θ ℜ
∫
RN
uut − sin θ ℑ
∫
RN
uut
)
.
(2.10)
Furthermore, it follows from (2.4) that
ℜ
(
eiθ
∫
RN
uut
)
= γ cos θ
∫
RN
|u|2 − cos(2θ)I(u). (2.11)
Identity (2.8) follows from the first identity in (2.10), and (2.11). On the other
hand, taking the imaginary part of (2.4), we obtain
ℑ
∫
RN
uut = − sin θ I(u). (2.12)
Identity (2.9) now follows from the second identity in (2.10), and (2.12). 
Remark 2.4. Note that
I(w) = (α+ 2)E(w) −
α
2
∫
RN
|∇u|2 ≤ (α+ 2)E(w). (2.13)
We conclude this section with a global existence property for sufficiently small
initial values in the case γ < 0.
Proposition 2.5. There exists a constant K > 0 with the following property. Given
γ < 0, 0 < α < 4
N
, and C0(R
N )∩H1(RN ), let u ∈ C([0, Tmax), H
1(RN )∩C0(R
N ))
be the corresponding, maximal solution of (1.1). If
‖u0‖L2 ≤
[
4|γ|
(4−Nα)(Nα4 K)
Nα
4−NαK cos θ
] 4−Nα
4α
, (2.14)
then u is global, i.e., Tmax =∞.
Proof. For 0 ≤ t < Tmax, set
f(t) =
∫
RN
|u(t, x)|2dx. (2.15)
Recall that (by Sobolev’s or Gagliardo-Nirenberg’s inequality) that there exists a
constant K such that
‖w‖α+2
Lα+2
≤ K‖∇w‖
Nα
2
L2
‖w‖
4−(N−2)α
2
L2
, (2.16)
for all 0 ≤ α ≤ 4
N
and all w ∈ H1(RN ). Applying the elementary inequality
xy ≤ ε
pxp
p
+ y
p′
p′εp
′ with p = 4Nα , we deduce from (2.16) that
‖w‖α+2
Lα+2
≤ K
(Nα
4
ε
4
Nα ‖∇w‖2L2 +
4−Nα
4
ε−
4
4−Nα ‖w‖
2[4−(N−2)α]
4−Nα
L2
)
. (2.17)
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It now follows from (2.15), (2.7) and (2.17) that
df
dt
≤ 2γf + cos θ Kε−
4
4−Nα
4−Nα
2
f
4−(N−2)α
4−Nα − 2 cos θ
[
1− ε
4
Nα
Nα
4
K
]
‖∇u‖2L2.
Letting ε = (Nα4 K)
−Nα4 , we deduce that
df
dt
≤ 2γf + cos θ K
(Nα
4
K
) Nα
4−Nα 4−Nα
2
f
4−(N−2)α
4−Nα . (2.18)
This is an inequality of the form f ′ + af ≤ bf1+ν . If f(0)ν ≤ a
b
, then this implies
f(t) ≤ e−at(f(0)−ν − b
a
)−
1
ν . Therefore, it follows from (2.18) and (2.14) that
sup0≤t<Tmax ‖u(t)‖L2 <∞. Applying Remark 2.2, we conclude that Tmax =∞. 
Remark 2.6. For a fixed α, condition (2.14) becomes better and better as θ → ±π2 .
(This is not too surprising. Indeed, for the limiting nonlinear Schro¨dinger equation,
global existence holds for every initial value.) More precisely, the right-hand side
of (2.14) goes to ∞ as θ → ±π2 . In particular, if we fix α <
4
N
, γ < 0 and an initial
value u0, then the solution of (1.1) is global if θ is sufficiently close to ±
π
2 .
3. Proof of Theorem 1.1
We follow the argument of [1] after an appropriate change of variables. Set
v(t) = e−γtu(t), (3.1)
for 0 ≤ t < Tmax. (Note that vt = e
iθ[∆v + eαγt|v|αv].) Set
f˜(t) =
∫
RN
|v|2 = e−2γt
∫
RN
|u|2, (3.2)
˜(t) =
∫
RN
|∇v|2 − eαγt
∫
RN
|v|α+2 = e−2γtI(u), (3.3)
and
e˜(t) =
1
2
∫
RN
|∇v|2 −
eαγt
α+ 2
∫
RN
|v|α+2 = e−2γtE(u). (3.4)
It follows from (2.4), (3.1) and (3.3) that∫
RN
vvt = −e
iθ ˜(t), (3.5)
so that by (3.2)
df˜
dt
= 2ℜ
∫
RN
vvt = −2 cos θ ˜(t). (3.6)
Moreover, it follows from (3.4), (2.8), (3.1), (3.6) and (3.3) that
de˜
dt
= − cos θ
∫
RN
|vt|
2 − eαγt
αγ
α+ 2
∫
RN
|v|α+2 ≤ − cos θ
∫
RN
|vt|
2. (3.7)
Since e˜(0) = E(u0) < 0, we deduce from (3.7) that
e˜(t) < 0, (3.8)
for all 0 ≤ t < Tmax. It follows from (3.7), Cauchy-Schwarz’s inequality, (3.5)
and (3.6) that
−f˜
de˜
dt
≥ cos θ
∫
|v|2
∫
|vt|
2 ≥ cos θ
∣∣∣∫ vvt∣∣∣2
= cos θ ˜2 =
1
2
(−˜)
df˜
dt
.
(3.9)
On the other hand, note that
˜ = (α+ 2)e˜−
α
2
∫
RN
|∇v|2 ≤ (α+ 2)e˜. (3.10)
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It follows from (3.8) and (3.10) that ˜ < 0, so that by (3.7), df˜
dt
> 0; and so, we
deduce from (3.9)-(3.10) that
− f˜
de˜
dt
≥ −
α+ 2
2
e˜
df˜
dt
. (3.11)
Therefore,
d
dt
[−e˜f˜−
α+2
2 ] ≥ 0, (3.12)
so that
− e˜(t) ≥ [−e˜(0)]f˜(0)−
α+2
2 f˜(t)
α+2
2 = (−E(u0))‖u0‖
−(α+2)
L2
f˜(t)
α+2
2 . (3.13)
It now follows from (3.6), (3.10) and (3.13) that
df˜
dt
= −2 cos θ ˜ ≥ −2(α+ 2) cos θ e˜
≥ 2(α+ 2) cos θ (−E(u0))‖u0‖
−(α+2)
L2
f˜
α+2
2 ,
(3.14)
which implies
d
dt
{α(α + 2) cos θ (−E(u0))‖u0‖
−(α+2)
L2
t+ f˜−
α
2 } ≤ 0. (3.15)
Since (3.15) holds for all 0 ≤ t < Tmax, we deduce that
Tmax ≤
‖u0‖
2
L2
α(α + 2) cos θ (−E(u0))
<∞. (3.16)
This completes the proof.
4. Proof of Theorem 1.2
Consider u0 as in the statement and u the corresponding solution of (1.1) defined
on the maximal interval [0, Tmax). We first show that a certain energy of u remains
negative as long as u exists. Then, we use this property in order to derive a
differential inequality which shows that u cannot be global.
It is convenient to set
ρ = −γ > 0, (4.1)
and
η = ρ
(α+ 2) cos(2θ) + 2(1− cos θ)
2 cos θ
≥ ρ > 0, (4.2)
where the first inequality follows from (1.10). Moreover, let
e(t) = E(u(t)),
j(t) = I(u(t)),
f(t) = ‖u(t)‖2L2,
where E and I are defined by (1.7) and (2.3), respectively, and
e⋆(t) = e(t) + ηf(t), (4.3)
for 0 ≤ t < Tmax. We first claim that
e(t) ≤ e⋆(t) < 0, (4.4)
for all 0 ≤ t < Tmax. Indeed, the first inequality in (4.4) follows from (4.3).
Moreover, since cos(2θ) > 0 by (1.9), it follows from (2.13) that
ρ cos(2θ)j(t) ≤ ρ(α+ 2) cos(2θ)e(t);
and so, we deduce from (2.8) that
de
dt
≤ − cos θ ‖ut‖
2
L2 + ρ
2 cos θ f + ρ(α+ 2) cos(2θ)e,
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i.e., using (4.3),
de
dt
≤ − cos θ ‖ut(t)‖
2
L2 + ρ(α+2) cos(2θ)e
⋆+ [ρ2 cos θ− ηρ(α+2) cos(2θ)]f. (4.5)
Note also that by (2.7) and (2.5)
df
dt
≤ −2ρf + 2 cos θ |j| ≤ −2ρ(1− cos θ)f + 2 cos θ
∣∣∣∫
RN
uut
∣∣∣. (4.6)
Since
2
∣∣∣∫
RN
uut
∣∣∣ ≤ 2‖ut‖L2f 12 ≤ 1
η
‖ut‖
2
L2 + ηf,
we deduce from (4.5) and (4.6) that
de⋆
dt
≤ ρ(α+ 2) cos(2θ)e⋆ +Af, (4.7)
where A = (ρ2 + η2) cos θ − ηρ[(α + 2) cos(2θ)− 2(1− cos θ)]. Note that by (4.2)
A = (ρ2 + η2) cos θ − 2η2 cos θ = (ρ2 − η2) cos θ ≤ 0;
and so we deduce from (4.7) that
de⋆
dt
≤ ρ(α+ 2) cos(2θ)e⋆.
Therefore, e⋆(t) ≤ etρ(α+2) cos(2θ)e⋆(0) < 0, which proves the claim (4.4).
We now use the energy inequality (4.4) to obtain a differential inequality on f .
Observe that by (2.7),
−
α+ 2
2
e
[df
dt
+ 2ρf
]
= (α + 2) cos θ ej.
Since 0 > (α+ 2)e ≥ j by (4.4) and (2.13), we deduce that
−
α+ 2
2
e
[df
dt
+ 2ρf
]
≤ cos θ j2. (4.8)
Note that by (2.6),
j2 =
∣∣∣∫
RN
uut
∣∣∣2 + ρ2f2 + ρf df
dt
≤ f‖ut‖
2
L2 + ρ
2f2 + ρf
df
dt
.
Therefore, it follows from (4.8) that
cos θf‖ut‖
2
L2 ≥ −
α+ 2
2
e(t)
[df
dt
+ 2ρf
]
− ρ2 cos θf2 − ρ cos θf
df
dt
. (4.9)
On the other hand, multiplying (2.9) by f we obtain
−f
de
dt
−
ρ
2
cos θ f
df
dt
− ρ sin2 θ fj = cos θ ‖ut‖
2
L2f.
Applying (4.9), we deduce that
− f
de
dt
−
ρ
2
cos θ f
df
dt
− ρ sin2 θ fj
≥ −
α+ 2
2
e
[df
dt
+ 2ρf
]
− ρ2 cos θ f2 − ρ cos θ f
df
dt
,
i.e.,
− f
de
dt
+
α+ 2
2
e
df
dt
+
ρ
2
cos θ f
df
dt
≥ ρ sin2 θ fj − ρ(α+ 2)ef − ρ2 cos θ f2. (4.10)
Since
j = −
ρ
cos θ
f −
1
2 cos θ
df
dt
,
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by (2.7), it follows from (4.10) that
− f
de
dt
+
α+ 2
2
e
df
dt
+
ρ
2
cos θ f
df
dt
≥ −
ρ2 sin2 θ
cos θ
f2 −
ρ sin2 θ
2 cos θ
f
df
dt
− ρ(α+ 2)ef − ρ2 cos θf2
= −
ρ2
cos θ
f2 −
ρ sin2 θ
2 cos θ
f
df
dt
− ρ(α + 2)ef ;
and so,
− f
de
dt
+
α+ 2
2
e
df
dt
+
ρ
2 cos θ
f
df
dt
≥ −
ρ2
cos θ
f2 − ρ(α+ 2)ef. (4.11)
Since e = e⋆ − ηf ≤ −ηf by (4.3) and (4.4), and η ≥ ρ by (4.2), we see that
−ρ(α+ 2)ef ≥ ηρ(α+ 2)f2 ≥ ρ2(α + 2)f2.
Therefore, we deduce from (4.11) that
− f
de
dt
+
α+ 2
2
e
df
dt
+
ρ
2 cos θ
f
df
dt
≥
[
α+ 2−
1
cos θ
]
ρ2f2. (4.12)
Furthermore, it follows from (1.14) that
(α+ 2) cos θ ≥ 2,
and we deduce from (4.12) that
− f
de
dt
+
α+ 2
2
e
df
dt
+
ρ
2 cos θ
f
df
dt
≥
1
cos θ
ρ2f2 ≥ 0. (4.13)
Multiplying (4.13) by f−
α+4
2 > 0 we obtain
d
dt
[
−f−
α+2
2 e−
ρ
α cos θ
f−
α
2
]
≥ 0. (4.14)
Set
ζ = −f(0)−
α+2
2 e(0)−
ρ
α cos θ
f(0)−
α
2 , (4.15)
and note that by (1.11)-(1.12),
ζ > 0. (4.16)
Integrating (4.14) on (0, t), we obtain
− f−
α+2
2 e−
ρ
α cos θ
f−
α
2 ≥ ζ. (4.17)
Multiplying (4.17) by f
α+2
2 yields
− e ≥ ζf
α+2
2 +
ρ
α cos θ
f. (4.18)
On the other hand, it follows from (2.7) and (2.13) that
df
dt
≥ −2ρf − 2(α+ 2) cos θ e. (4.19)
We deduce from (4.19) and (4.18) that
df
dt
≥
4ρ
α
f + 2(α+ 2) cos θ ζf
α+2
2 ≥ 2(α+ 2) cos θ ζf
α+2
2 . (4.20)
It follows easily from (4.16) that f cannot satisfy (4.20) for all t > 0, so that
Tmax <∞. This completes the proof.
10 THIERRY CAZENAVE, JOA˜O PAULO DIAS, AND MA´RIO FIGUEIRA
References
[1] Cazenave T., Dickstein F. and Weissler F.B. Finite-time blowup for a complex Ginz-
burg-Landau equation. SIAM J. Math. Anal. 45 (2013), no. 1, 244–266. (MR3032976)
(doi: 10.1137/120878690)
[2] Doering C.R., Gibbon J.D., Holm D.D., and Nicolaenko B. Low-dimensional behaviour in
the complex Ginzburg-Landau equation. Nonlinearity 1 (1988), no. 2, 279–309. (MR0937004)
(doi: http://dx.doi.org/10.1088/0951-7715/1/2/001)
[3] Glassey R.T. On the blowing up of solutions to the Cauchy problem for nonlinear Schro¨dinger
equations, J. Math. Phys. 18 (1977), no. 9, 1794–1797.
[4] Levine H.A. Some nonexistence and instability theorems for formally parabolic equations of
the form Put = −Au + f(u), Arch. Ration. Mech. Anal. 51 (1973), 371–386. (MR0348216)
(doi: 10.1007/BF00263041)
[5] Masmoudi N. and Zaag H. Blow-up profile for the complex Ginzburg-Landau equation, J.
Funct. Anal. 255 (2008), no. 7, 1613–1666. (MR2442077) (doi: 10.1016/j.jfa.2008.03.008)
[6] Mohamad D. Blow-up for the damped L2-critical nonlinear Schro¨dinger equa-
tion. Adv. Differential Equations 17 (2012), no. 3-4, 337–367. (MR2919105)
(link: http://projecteuclid.org/euclid.ade/1355703089)
[7] Ohta M. and Todorova G. Remarks on global existence and blowup for damped nonlinear
Schrdinger equations. Discrete Contin. Dyn. Syst. 23 (2009), no. 4, 1313–1325. (MR2461853)
(doi: 10.3934/dcds.2009.23.1313)
[8] Quittner P. and Souplet P. Superlinear parabolic problems. Blow-up, global existence and
steady states, Birkha¨user Advanced Texts, Birkha¨user Verlag, Basel, 2007. (MR2346798)
(doi: 10.1007/978-3-7643-8442-5)
[9] Tsutsumi M. Nonexistence of global solutions to the Cauchy problem for the damped non-
linear Schro¨dinger equation. SIAM J. Math. Anal. 15 (1984), no. 2, 357–366. (MR0731873)
(doi: 10.1137/0515028)
[10] Weissler F.B. Local existence and nonexistence for semilinear parabolic equa-
tions in Lp, Indiana Univ. Math. J. 29 (1980), no. 1, 79–102. (MR0554819)
(link: http://www.iumj.indiana.edu/IUMJ/FTDLOAD/1980/29/29007/pdf)
[11] Zakharov V.E. Collapse of Langmuir waves, Soviet Phys. JETP 35 (1972), 908-914.
1Universite´ Pierre et Marie Curie & CNRS, Laboratoire Jacques-Louis Lions, B.C.
187, 4 place Jussieu, 75252 Paris Cedex 05, France
2Centro de Matema´tica e Aplicac¸o˜es Fundamentais, Universidade de Lisboa, Avenida
Prof. Gama Pinto 2, 1649–003 Lisboa, Portugal
E-mail address, Thierry Cazenave: thierry.cazenave@upmc.fr
E-mail address, Joa˜o Paulo Dias: dias@ptmat.fc.ul.pt
E-mail address, Zheng Han: figueira@ptmat.fc.ul.pt
