Introduction
Due to the increasing needs for robotic applications in various challenging tasks, it is necessary for robots to monitor their performance so that the deviation from the expected behavior, which we call a fault, can be promptly detected. In our previous work [13] , we presented the basic idea and structure of SAFDetection -a fault detection approach which is based only on the monitoring of robot sensor values. This paper presents three main improvements that we have addressed to SAFDetection: 1) Principal Components Analysis (PCA), 2) a probabilistic clustering algorithm, and 3) time-variant state transition probabilities. We believe that the results of our studies are general enough to be applied to many other applications in robotics.
The SAFDetection approach detects faults based on the sensor data from a robot or multi-robot system. Such a system usually consists of a large number of sensors that can be characterized with a huge number of possible features. The computational demands of a model learning process are intractable if the approach requires large numbers of features. Thus, the objective is to prune down the features to the smallest possible number that will achieve the desired accuracy. In our previous work [13] , feature selection was implemented manually by an experienced system designer. In this paper, we present how Principal Components Analysis (PCA) can be used to significantly reduce the dimension of the feature vector, and to automatically select the correct features for model learning. This ability enables SAFDetection to be used much more easily in new robot applications, as it requires little prior knowledge of the system.
Our SAFDetection approach treats the robot system as a black box and determines the current state of the robot system by clustering the sensor data. In our previous work on SAFDetection [13] , we made use of the Fuzzy C-Means clustering algorithm. However, an open question was the degree to which the particular clustering algorithm used affected the ability of the system to accurately detect faults. In this paper, we compare the performance of crisp, fuzzy, and probabilistic clustering methods within the SAFDetection approach, determining the affect on the fault detection rate when using different clustering methods.
To learn the normal operation of a robot system, SAFDetection builds a probabilistic state transition diagram from sensor data generated during normal task execution by physical robots. In our previous work [13] , the transition probabilities between states are constant average values learned from the training data. However, further experimentation shows that the transition probabilities between states usually vary over time due to the complex operation of the robot system. Therefore, the traditional Markov model based state transition diagram cannot describe the operation of the robot system accurately. This paper presents our current work that incorporates a time factor into the state transition diagram.
The remainder of the paper is organized as follows. We present related work, including a brief description of our previous SAFDetection work in Section 2, followed by details of the PCA, clustering techniques, and time-variant state transition diagram in Section 3. In Section 4, we analyze the results of using these design and performance improvement methods in a physical robot implementation of a box pushing experiment. We present our conclusions in Section 5.
Related work
Much prior work has been done in the area of robot fault detection. The most popular method for providing fault detection in robot systems is based on motion control [7] , [14] , [11] . Other widely used computer fault detection methods include voting based modular redundancy [16] , [3] , analytical redundancy [12] , [8] , [5] and particle filter techniques [4] , [18] , [2] .
The work presented in this paper is based on our SAFDetection approach, which has been presented in [13] . The SAFDetection approach is a training-classification based method for fault detection in tightly coupled multi-robot team tasks. In the training stage, a history of sensor data (i.e., training data) during the normal operation of physical robots is clustered into different states through the use of a clustering algorithm. A state transition diagram that represents the probabilistic transitions between these states is then learned from the training data. In the online fault detection classification stage, the on-line sensor data is clustered into states using the same clustering algorithm. The faults can be detected by comparing the current state, and state transitions, with the learned state transition model representing normal behavior.
Our current work offers several design and performance improvement methods into the SAFDetection approach. These methods improve the fault detection rate of the approach, as well as simplify the application of this approach to new multi-robot team tasks. The comparisons and advantages will be detailed in later sections.
Design and performance improvements
In this section, we give a detailed description of three major design and performance improvements we incorporated into the SAFDetection approach. These three improvements are: (1) making use of Principal Components Analysis (PCA) to automatically select features for learning; (2) the use of probabilistic clustering methods, which result in higher accuracy for fault detection; and (3) making use of a time-variant state transition diagram, which can describe the operation of the robot system more accurately.
Automatic feature selection using PCA
In SAFDetection, the only information used for building the model of normal operation is the robot sensor data. To reduce the high-dimensional sensor data, relevant features must be selected and monitored. An experienced human system designer who is highly familiar with the robot tasks could likely select the relevant sensor features manually; this is the approach we used to implement feature selection in our previous work. Unfortunately, in most robot tasks, it will be difficult to determine the relevant sensor features manually. Thus, we prefer techniques that allow us to automatically select the best sensor features for the robot team task.
Principal Component Analysis (PCA) [9] is a common method used to reduce the dimensionality of an input space without losing a significant amount of information (variation). Here we use it to automatically determine the best features for representing the state of a robot system during the performance of a repetitive task.
The transformation to principal component space can be thought of as projecting the m-dimension data set X onto the new lower k-dimension coordinate system P , resulting in scores T and residue E. The new k variables, called principal components or features, are globally uncorrelated, while most of the variation of the original data set X is preserved:
Various guidelines [15] have been developed to find the proper reduced space dimension, k. In PCA, the principal components are the eigenvectors of the covariance matrix of X; the first eigenvector corresponds to the largest eigenvalue. Since the eigenvalues are proportional to the amount of variance (information) represented by the corresponding principal component, we limit the value k by selecting the first few principal components that represent most (for example, over 80%) of the information.
Alternative data clustering techniques
In our prior SAFDetection work, the Fuzzy C-Means (FCM) clustering algorithm was used to learn the states of the robot system. In continuing work, we have implemented two alternative methods for clustering the sensor data: Kmeans clustering and Soft K-means clustering.
K-means clustering [6] is one of the simplest unsupervised learning algorithms. It aims at minimizing the following objective function:
where k is the total number clusters, x i is the i th data point, S j is the j th cluster and c j is the centroid of S j . K-means is a fast, simple and efficient clustering algorithm. However, it is crisp, meaning that data points are assigned to exactly one cluster and all points assigned to a cluster are equal in that cluster. This clustering method may encounter problems when dealing with clusters that have some overlap. Additionally, when applied to robot applications, it is sensitive to noisy or partial data.
Soft K-means clustering [10] is a revised version of the K-means clustering method with a stiffness parameter, β. In soft K-means clustering, each data point x i is given a soft degree of membership to each of the centroids. This characteristic of soft clustering helps deal with overlapping clusters, and is advantageous when dealing with noisy or partial data that is typical of robot applications. The soft degree of assignment of data x i to cluster c k is labeled r k i , and defined as:
where d(c k , x i ) is a distance measurement between data pattern x i and cluster centroid c k . The centroid of cluster c k is then calculated as:
A third type of clustering we studied is Fuzzy C-means clustering (FCM) [1] , which has been used in many areas. This is the technique we previously implemented and reported in our SAFDetection approach [13] . In the FCM algorithm, the algorithm minimizes the objective function J:
where x k is the k th p-dimensional data vector, v i is the prototype of the center of cluster i, u ik is the degree of membership of x k in the i th cluster, m is a weighting exponent on each fuzzy membership, d(x k , v i ) is a distance measurement between data pattern x k and cluster center v i , n is the number of data, and c is the number of clusters. The objective function J(U, V ) is minimized iteratively as follows:
where ∀i u ik satisfies:
The results of applying these clustering methods in SAFDetection to physical robot experiments are analyzed in the next section.
Time-variant state transition diagram
In SAFDetection, the state transition diagram learned from history data models the normal operation of the robot system. In our previous work, the learned state transition diagram recorded states and the transition probabilities between each pair of states. In addition, it also included the mean and standard deviation values of the time duration of the system in each state (i.e., before the system transits to another state). The state transition probabilities in our previous work are constant, and represent only the average values. However, in realistic applications, the transition probabilities between states usually vary with time. To describe transition changes as a function of time, a time based variable, instead of a constant, should be used to represent the state transition probabilities between states.
We have implemented a method to build a time-varying state transition diagram. In this method, for each state S, its transition probability to another state S is a time-variant variable; in other words, the transition probability from state S to state S changes with time t, which represents the time duration of the system in state S. In some cases, an equation representing a function of time t can be generated to describe this time-variant variable [17] . However, we have found it difficult to identify a general method for building such equations because of the complexity of robot operations during multi-robot tasks. Thus, in our current work, we record and calculate the average transition probability from S to S for each time step t. Here, t is the relative time of duration of the system in state S before it transfers to another state. In this approach, we represent the lack of a state change as a state transition back to the same state. This method for building a time-variant state transition diagram is outlined in the following steps:
1) For each training data, assign it to the learned states using a clustering method. 2) For each time step, record the time duration of the system in the state and any state transitions in this current time step, including a transition back to the same step. 3) For each state, calculate and record its average transition probabilities to all the states (including itself), for each possible time step (the maximum of the time steps is the longest time the system remained in that state). With this time-variant state transition diagram, we can describe the state transition probabilities for each time step, which is much more accurate compared to constant probability transitions.
Experimental results
We have implemented the proposed design and performance improvements in our SAFDetection approach on a physical robot team performing a cooperative box pushing task. In this section, we present the results of using PCA, different clustering algorithms, and the time-variant state transition diagram.
Box pushing task
In the box pushing task, two robots are brought together to cooperatively push a box to a goal position, which in our case is indicated by a red object clearly visible to the robots. During the pushing, the robots need to adjust their speed and pushing direction to avoid losing the box; they also may need to either change the pushing direction fairly significantly, or to idle for a while to coordinate with their teammate's pushing activities. In our box pushing experiments, we use two Pioneer mobile robots equipped with laser, sonar ring, color camera, and motors with encoders. Each of these devices provides sensor data that can be monitored for our application. In our prior work [13] , we showed how our SAFDetection approach works successfully to detect a number of faults during execution of this task on physical robots. The results in this section are presented in comparison to this prior SAFDetection implementation.
Feature selection
Principal Components Analysis is a data compression technique that puts redundant (correlated) information into separate variables. We can assume the features returned from one sensor are correlated and that PCA can be performed on those features. For example, for the camera, since we focus on the features of a red block (representing a goal position), we record the "left", "right", "top" and "bottom" edge positions of the red block in the camera image as possible features. Table I shows the correlation among those four features. The PCA results on those four features are shown in Fig. 2 . In this figure, the x axis refers to the number of the principal component, while the y axis represents the cumulative amount of information (variation) represented by the principal components from 1 through x. From this figure, we can see that the first two principal components contain most of the information (over 80%); therefore, we can use these two principal components as the features that represent the camera sensor instead of the original 4 features.
PCA is more important for high-dimensional sensor data such as 180 separate laser readings that are highly correlated with their neighbors. The PCA results on all the 180 laser features are shown in Fig. 1(a) . We can see that the first 8 features include most of the information (over 80%) and can thus be selected as the features for representing the laser sensor. In this task, since we only focus on the objects in front of the robot, we are most interested in the original laser data in the 70-110 degree range. The PCA results of these 40 features are shown in Fig. 1(b) . These results show that we can represent the laser data using only 4 features.
PCA can also be applied to the robot team. In the box pushing task, we apply the PCA using all 80 range features from both robots (each one provides 70-110 degree range data). Fig. 1(c) shows the results, which indicate that we can represent the laser data for both robots using only 5 features.
These results show that PCA performs well in reducing feature dimensions for the camera and laser sensor. However, it also has limitations, in that it is only helpful when the original data are highly linearly correlated. the PCA result for the 8 sonar features, in which little reduction is achieved. This finding occurs because the 8 original sonar features are not highly correlated with each other, because their positions are not sufficiently close. To summarize, in the box pushing task, we can limit the sonar data to the 70-110 degree range and thus only two sonar features are selected. In addition, since both laser and sonar measure the distance of objects around the robot, these data are highly correlated and we can perform PCA on the combined laser and sonar data set.
In the box-pushing task, the possible features for selection are listed as follows: Table II shows that PCA achieves an almost equivalent fault detection rate compared to a good manual selection of features; a bad manual selection of features causes a decrease in performance.
Data Clustering
We have implemented three clustering algorithms -Kmeans, Soft K-means and Fuzzy C-Means -on the sensor features obtained using PCA. Table III shows that Soft Kmeans and Fuzzy C-means are effectively equivalent for this application, with both giving good results. However, the crisp K-means clustering algorithm results in the most false positive errors, and in a lower accuracy for true positives. These errors are primarily caused by the mis-classification of noisy and partial data. 
Building state transition diagram
The state transition diagram of one robot in the box pushing task was obtained from our previous work [13] , and is shown in Fig. 4 . To learn this model, the box pushing task was repeated 15 times, illustrating the "normal" operation of this task. During this task, the robot primarily switches among four states, which we label "push", "wait" and two "alignment" states (alignment may happen in two different directions, left and right). The structure of the time-variant state transition diagram learned with our new approach is shown in Fig. 5 . As can be seen, the new transition diagram is quite similar to Fig. 4 except for the transitions back to the same state. For example, Table IV shows the learned timevariant state transition probabilities of state C4. It shows that the probabilities of two possible transitions from state C4 (to C3 or remain in C4) vary as the time duration in C4 increases. The data illustrates that the longer the robot remains in state C4, the higher probability it has to change the state to C3. Compared to the average value shown in records the fault detection rates for the two different state transition diagrams with PCA-selected features and Soft Kmeans clustering results, measured over 20 trials of normal operations and 20 trials of task executions that included a fault. These results indicate that incorporating time variant transition probabilities improves the performance of SAFDetection.
From the results shown above, we recommend the use of PCA feature selection, a soft classification technique (such as Soft K-means or Fuzzy C-Means), and time-varying transition probabilities with our SAFDetection approach.
Conclusions
In this paper, we have presented several design and performance improvement methods for our SAFDetection system. We addressed how to use Principal Components Analysis to select features automatically, and how to incorporate a time-varying factor into the state transition diagram to describe the system in a more accurate way. We also compared the fault detection rate of several clustering algorithms and showed the advantage of soft clustering techniques over crisp ones. Our results show that a PCA feature selection approach, combined with a soft classification technique and time-varying transition probabilities, yields the best fault detection results. We believe that these methods are general enough to apply to a wide range of single-and multi-robot system applications. In continuing work, we are applying this extended SAFDetection approach for fault detection to more complex multi-robot applications.
