The Newton-Kantorovich method is a well-known method for solving nonlinear integral equations. This method attempts to solve a sequence of linear integral equations. In this article, we develop a new method, which is a combination of the Newton-Kantorovich and quadrature methods. The new method solves the nonlinear integral equations of the Urysohn form in a systematic procedure. Some numerical examples are provided, and the obtained numerical approximations are compared with the corresponding exact solutions.
Introduction and preliminaries
One kind of the nonlinear integral equation is the nonlinear integral equation in the Urysohn form. This kind of integral equation is defined in the following general form: To approximate the right-hand integral in (1.1), we use the usual quadrature methods similar to the ones used to approximate the linear integral equations that lead to the following nonlinear systems for Fredholm and Volterra equations, respectively. For further information on quadrature methods in this respect, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . following iteration method, we solve the following sequence of linear integral equations instead of a nonlinear integral equation. For further information on the Newton-Kantorovich method, see [12] [13] [14] .
φ k−1 (x) = ε k−1 (x) + Ω K y (x, t, y k−1 (t))φ k−1 (t)dt ε k−1 (x) = f (x) − y k−1 (x) + Ω K (x, t, y k−1 (t))dt, (1.4) where K y (x, t, y) = ∂ ∂y
K (x, t, y).
In this article, we intend to combine these two methods to obtain a systematic and efficient method for solving nonlinear integral equations of the Urysohn form.
Solving nonlinear Fredholm integral equations
The general form of nonlinear Fredholm integral equations of the Urysohn form is as follows:
We apply the Newton-Kantorovich method, for solving this kind of equation in the following:
Now, we approximate the two integrals on the right-hand side of (2.3) by one of the numerical integration formulas such as repeated Simpson, repeated trapezoid or Gauss methods, so we get
By substituting x = x i for i = 0, 1, 2, . . . , n in (2.4), we obtain the following system:
Therefore, we get
Now, we let
to obtain the following sequence of linear systems. Thus, by solving the following systems (2.11) we are able to solve this kind of equation: In the presented method depending upon n, we obtain an approximate solution to Eq. (2.1) and when we increase m, this solution tends to be the most accurate approximation with respect to n. In the following examples, one can see that we do not need to increase m significantly.
Solving nonlinear Volterra integral equations
The general form of the nonlinear Volterra integral equations of the Urysohn form is as follows:
Similar to that of the Fredholm integral equations, the method of Newton-Kantorovich, which has been described to solve this kind of equation as follows:
Now, if we follow the similar procedure, which was explained in the previous section, we would have
Consequently, by approximating the integrals on the right-hand side of (3.3), we obtain the following system:
By interchanging ϕ k−1 (x) with y k (x) − y k−1 (x), similar to the Fredholm integral equations' case, we obtain
Similar to the Fredholm integral equations, by considering an initial solution y 0 (x) and constructing the Y (0) , we can solve these equations by using the following repetition sequence: 
Numerical examples
In this section, we intend to show the efficiency of the Newton-Kantorovich-quadrature method for solving nonlinear integral equations of the Urysohn form by illustrating some examples. For calculating the results in each table, we use MATLAB v7.2. We note that if we use the block-by-block quadrature method, the resulting system for solving the nonlinear Volterra integral equations is slightly different from (3.5). Its resulting system will be as follows: (By applying the similar way, which was explained in Section 3, one can obtain this system.)
where w ij s are weights for the block-by-block method. 
Table 4
Solutions to the integral equation So, we consider Table 6 Solutions to the integral equation 
Conclusion
As we explained above, solving the nonlinear integral equations leads to a nonlinear system of equations, which is the same as (1.2) and (1.3), which may not be solvable easily, but in the Newton-Kantorovich-quadrature method, the solutions of nonlinear integral equations lead to a sequence of linear systems of equations that are solvable by different methods.
For solving the nonlinear integral equations by this method, which we explained in Sections 2 and 3, we need to increase values of m and n, but we do not need to increase m significantly. For this purpose, if one compares the two latter tables in each of our examples, it can be easily seen that the results of these tables are very close; even in Example 2 the results in their tables are identical. This shows that for solving a nonlinear integral equation, we only need to increase the value of n largely and do not need to increase m at the same rate as n increases.
