In this paper, a method is developed for estimating the optimal smoothing parameter ε for periodic control theoretic smoothing splines. The procedure is based on general cross validation (GCV ) and requires no a priori information about the underlying curve or level of noise in the measurements. The optimal ε is the minimizer of a GCV cost function, which is derived based on a discretization of the L 2 smoothing problem for periodic control theoretic smoothing splines. Keywords: general cross validation, optimal smoothing, influence matrix, periodic control theoretic smoothing splines
E.1 Introduction
In this paper, we consider the problem of estimating representations of objects or contours using a type of continuous closed curves, the periodic control theoretic smoothing splines. The splines are retrieved from noisy measurements of an unknown, underlying contour. Intended applications include mapping, identification and path planning for autonomous agents. The focus of this paper is the issue of the level of smoothing, determined by the magnitude of the so called smoothing parameter ε.
It is well known that an interpolating spline generated from noisy measurements yields a poor estimate of the underlying curve, as the spline will pass through every measurement point. An interpolating spline may be regarded as a smoothing spline with ε = ∞, while a periodic smoothing spline with ε → 0 approaches a circle. The theory of regular smoothing splines, and the particular issue of choice of smoothing parameter, is treated in [13] [14] [15] . Control theoretic smoothing splines have been studied in [1] [2] [3] [4] [5] [6] [7] and it has been shown in [5] that such splines, where the curve is found through minimizing a cost function, act as filters and are better suited for noisy measurements. A thorough treatment of control theoretic smoothing splines is provided in the book [8] .
The particular type of periodic control theoretic smoothing spline explored in this paper has been previously presented in [9] [10] [11] . These publications cover error convergence properties for a recursive formulation of the smoothing spline problem. Experimental results indicate that the convergence is fairly robust with respect to the choice of smoothing parameter ε, but a formal method of finding the optimal value of ε has so far been lacking in our work. In this paper, a method is developed for determining the appropriate level of smoothing, assuming that the shape of the underlying contour, as well as the level of noise in the measurements, is unknown. We propose an estimate of the general cross validation (GCV ) function, based on the estimated influence matrix for the smoothing spline problem. A general expression for the influence matrix based on Bernoulli polynomials is derived in [12] . However, this expression is computationally heavy. In [16] [17] [18] , the trace of the influence matrix is estimated and an estimate of the GCV function itself is obtained by Taylor expansion. [19, 20] and others use singular value decomposition to estimate the GCV function. In this paper, on the other hand, we derive an estimate of the influence matrix and GCV function, based directly upon a discretization of the underlying spline problem. The method is straightforward and easy to implement, and the accuracy can be chosen arbitrarily by adjusting the number of discretization points.
The paper is organized as follows. The contour estimation problem is formally stated in Section E.2. In Section E.3 we derive a discretization of the optimization problem. The GCV approach to optimal smoothing is reviewed in Section E.4 and the specific estimated GCV function is introduced. This constitutes the main contribution of the paper. Finally, simulation results are presented in Section E.5 and conclusions are drawn in Section E.6.
E.2 Preliminaries
Consider the problem of reconstructing continuous, closed curves in R 2 from noisy and sparse measurement data. This problem arises for instance in mapping applications for mobile robots. A formal problem statement follows.
Given a data set The solution is found by solving the following polar second derivative L 2 smoothing problem:
The solution of Problem E.2.1 is the optimal compromise between smoothness of the output curve, due to the integral term in J(u, r), and faithfulness to the data set, due to the summation term. The magnitude of the smoothing parameter ε > 0 determines how much credibility is given to measurement data. A large value brings the spline close to the data points, while a small value yields a smoother spline and thus more filtering. The main topic of this paper is how to determine the best choice of ε, based on the discretization of Problem E.2.1 reviewed in the next section.
E.3 Discretization
Using a proper choice of approximation formulas, Problem E.2.1 is reduced to an unconstrained quadratic programming problem (QP), suitable for numeric implementation. With this particular choice of discretization the periodic boundary condition is embedded in the QP, facilitating the analysis of convexity and solvability for the problem.
Let the vectorsr = {r m } andû = {û m } be the discretizations of the spline r(t) and control u(t), and lett = {t m } be the corresponding discretization of t. Here m = 1, ..., M and the sampling rate h is defined so that (M + 1)h = 2π. We emphasize that (t m ,r m ) are equidistant samples from the spline r(t) while (t i , z i ), i = 1, . . . , N are noisy measurement data from the true curve. Let z = {z i } denote the vector of radius measurements. Note that when the continuous function r(t) is expressed in discretized form as a vector pair (t,r), the periodicity constraint translates to (t 1 ,r 1 ) = (t M+1 ,r M+1 ), where M + 1 indicates the point after the last point of the vector.û m can be approximately expressed as functions ofr, using numerical differentiation:
Note that the periodicity is implicitly expressed in Φ. The discretization of the integral is
For the summation term, construct the matrix F ∈ R M×N :
F expands a vector of N measurements to an M-vector with the measurements inserted at the corresponding sampling times and zeros elsewhere. We get
Remark E. = [1, 1, . . . , 1] T . F is diagonal with nonnegative elements and has rank N. Now, any x ∈ R M can be decomposed as
with equality only for v = 0. Therefore, 
In the next section, the general cross validation method is reviewed and a specific GCV function is proposed for the QP (E.8), that estimates the optimal value of the smoothing parameter ε.
E.4 Generalized Cross-Validation
The general cross validation method for smoothing splines was first developed by Wahba et al. in for instance [12] , [13] . Here, a review is provided for general cross validation as proposed by [12] , where the smoothing parameter is estimated for a problem similar to Problem E.2.1. Subsequently we derive an estimate of the general cross validation function for Problem E.2.1.
E.4.1 Background
In [12] , [13] Wahba et al. study a smoothing spline problem with solution g N,λ (t), defined by
where g (n) is the n th derivative of g(t) and (t i , z i ) are noisy samples of an underlying function g true (t). g N,λ (t) is a linear function of the data z i . In particular, this means that
for a unique matrix S(λ ), called the in f luence matrix. S i, j (λ ) is a measure of how much the measurement z j influences the spline g N,λ at t i . Ideally, the smoothing parameter λ should be chosen to minimize the average square error, which is defined by
However, minimizing R(λ ) requires knowledge of g true (t), at least at the measurement points. In [12] an estimate λ GCV of the minimizer of (E.16) is found by minimizing the generalized cross calidation function V GCV (λ ). Denote by g
N,λ (t) the smoothing spline obtained when removing the k th data point prior to minimizing the cost function (E.14). Then V GCV (λ ) is defined by
where term k in the sum is a measure of how well the spline g
N,λ (t) predicts the data point z k , and ω k (λ ) is a weight that compensates for unequal spacing of the data. It is shown in [12] that λ GCV = arg min λ V GCV (λ ) has the following appealing property:
where E(·) is the expectation value of (·). In other words, the expected mean square error using λ GCV tends to the minimum possible expected mean square error as N → ∞.
In the next section, an estimate of the influence matrix for Problem E.2.1 is derived.
E.4.2 GCV for Periodic Control Theoretic Smoothing Splines
In this section, we derive a GCV cost function for periodic control theoretic smoothing splines, based on an estimateŜ(ε) of the influence matrix for Problem E.2.1. This constitutes the main result of the paper. The estimateŜ(ε) is computed from the discretization reviewed in Section E.3 and takes into consideration the constraints (E.2).
This paper follows the convention used in [9] [10] [11] . To clarify, the relation between the smoothing parameters in (E.1) and (E.14) is ε 2 = 1/λ .Ŝ(ε) should satisfy 20) where r N,ε (t) is the optimal solution to Problem E.2.1, given the data set (t i , z i ) and the smoothing parameter ε. Recall that the vectorst,r ∈ R M constitute the discretization of the spline r(t). Let r t i denote the element ofr corresponding to r(t i ). The matrix F defined by (E.6) "picks out" those elements ofr:   r
Therefore, we defineŜ
(E.24) [18] states that S(λ ) is symmetric and positive semidefinite. It is straightforward to show that the estimate (E.23) retains these properties.
E.5 Simulations
In this section, simulation results are provided to demonstrate properties of the proposed GCV method. First, an example is shown to illustrate the usefulness and performance of the GCV method. Then we investigate whether the asymptotic result (E.19) holds for the estimate ε GCV . Throughout this section, the following notation is used:
r N,ε = the spline computed using (N, ε)
r true = the underlying contour.
In simulation, the feasible region for ε was restricted to the interval ∆ε = [1, 1000] . Deviations of ε GCV from ε min were computed as ε GCV − ε min /∆ε.
E.5.1 Importance of Choice of Smoothing
Here, an example is provided to demonstrate advantages of optimal smoothing. With an added noise σ = 0.1mean(r true ) and using N = 100, M = 800, splines are generated with ε = ε min , ε = ε GCV , ε = 10ε min and ε = 0.1ε min to compare results for different values of ε. The cost functions R(ε) andV GCV (ε) are shown in Figure 1 and the resulting splines are shown in Figure 2 . 
E.5.2 Asymptotic properties
In this section we investigate whether the asymptotic result (E.19) holds for the estimate ε GCV , i.e. if
This asymptotic optimality may be regarded as the most important property of the smoothing parameter. We have performed simulations for M = 1000 and N = {1, 2, . . . , 1000} for 25 arbitrary contours and a noise level of σ = 0.1mean(r true ). Results are provided in Figure 3 . We show mean values of ε GCV , ε min , R(ε GCV ) and R(ε min ) for the 25 contours. ε GCV was generally a fair estimate of ε min , with a mean deviation of about 11%. R(ε GCV ) stays close to R(ε min ) and shows a clear decrease as N increases. Finally, resulting error quotients are shown for increasing N. R(ε GCV )/ min ε R(ε) is decreasing toward 1, as expected. 
E.6 Conclusions
In this paper, a general cross validation function was derived based on a discretization of a periodic control theoretic smoothing spline problem. An estimate of the optimal smoothing parameter ε was found by minimizing a GCV cost functionV GCV (ε), without a priori information about the underlying closed curve or the quality of data. Theoretical and simulation results regarding properties of V GCV (ε) and the corresponding influence matrixŜ(ε) were provided and an example was shown to illustrate the usefulness and performance of the method.
