Abstract. Quasivarietal analogues of uniform congruence schemes are discussed, and their relationship with the equational definability of principal relative congruences (EDPRC) is established, along with their significance for relative congruences on subalgebras of products. Generalizing the situation in varieties, we prove that a quasivariety is relatively ideal iff it has EDPRC; it is relatively filtral iff it is relatively semisimple with EDPRC. As an application, it is shown that a finitary sentential logic, algebraized by a quasivariety K, has a classical inconsistency lemma if and only if K is relatively filtral and the subalgebras of its nontrivial members are nontrivial. A concrete instance of this result is exhibited, in which K is not a variety. Finally, for quasivarieties M ⊆ K, we supply some conditions under which M is the restriction to K of a variety, assuming that K has EDPRC.
Introduction
This paper concerns quasivarieties of algebras, but it arose from questions about algebraizable (sentential) logics, in the sense of Blok and Pigozzi [8] . The logical motivation is explained briefly below, although no subsequent argument depends on it.
As in [8] , logics are assumed finitary, i.e., whenever Γ α, then Γ α for some finite Γ ⊆ Γ. A set Γ of formulas is said to be inconsistent in if Γ α for every formula α. Abstracting a familiar feature of classical propositional logic (CPL), we say that has a classical inconsistency lemma if, for each positive integer n, there exists a set Ψ n of formulas in the variables x 1 , . . . , x n , such that, for any set Γ ∪ {α 1 , . . . , α n } of formulas, Γ ∪ {α 1 , . . . , α n } is inconsistent in iff Γ Ψ n (α 1 , . . . , α n ); (1) Γ ∪ Ψ n (α 1 , . . . , α n ) is inconsistent in iff Γ {α 1 , . . . , α n }.
The realizations of (1) and (2) in CPL are Γ ∪ {α 1 , . . . , α n } is inconsistent iff Γ ¬(α 1 ∧ · · · ∧ α n );
The case n = 1 is of course sufficient for CPL, but the remaining cases are not generally redundant (see [52] ).
Familiar logics are often algebraized by varieties, but in many cases, the algebraic counterpart is merely a quasivariety, and these classes will constitute our framework. The following 'bridge theorem' was established recently. Theorem 1.1. ( [52] ) Let K be a quasivariety that algebraizes a logic . Then has a classical inconsistency lemma iff K is relatively semisimple, with equationally definable principal relative congruences (EDPRC), and for every A ∈ K, the total congruence A 2 : = A × A of A is compact in the lattice of all K-congruences of A.
There are quasivarieties, other than varieties, that meet all the demands in Theorem 1.1, and some of them algebraize logics to which attention has been drawn in the literature; see Example 6.7 below. Now it has long been known that a variety is semisimple with EDPC iff it is filtral [27, 28] , and the notion of filtrality extends naturally to quasivarieties (Definitions 4.2 and 6.1). One might therefore hope to reformulate Theorem 1.1 as a connection between classical inconsistency lemmas and relatively filtral quasivarieties-based on an expected equivalence (3) relatively filtral = relatively semisimple with EDPRC, which specializes, in varieties, to the aforementioned (4) filtral = semisimple with EDPC.
It seems, however, that there is no literature on relatively filtral (and more generally, relatively ideal) quasivarieties-perhaps because of definitional conflicts in the varietal tradition and the limited visibility of sources that resolve them. Another possible factor is that (4) emerges gradually in [27] from Maltsev's familiar analysis of absolute congruence generation, which motivates the 'uniform congruence schemes' of Fried, Grätzer and Quackenbush, but which does not apply to the relative congruences determined by quasivarieties.
The idea of uniform congruence schemes can be adapted to quasivarieties, via descriptions of relative congruence generation. We connect the resulting uniform relative congruence formulas with EDPRC in Section 3, and with the behaviour of subalgebras of products in Section 5, after widening the scope of some results of Kiss [36] in Section 4. The equivalence in (3) is deduced in Theorem 6.3. Also, the compactness demand appearing in Theorem 1.1 can be made more transparent [14] , so we obtain the following improved characterization, on purely algebraic grounds. Theorem 1.2. Let K be a quasivariety that algebraizes a logic . Then has a classical inconsistency lemma iff K is relatively filtral and the subalgebras of its nontrivial members are nontrivial.
Finally, we partially address the question: in a quasivariety K with ED-PRC, when must a subquasivariety be the restriction to K of some variety? (See Theorems 5.6 and 6.6 and Corollary 5.7.)
Quasivarieties
Recall that a quasivariety is the model class of some set of pure quasiequations (& i<n γ i ≈ δ i ) =⇒ γ ≈ δ in an algebraic signature. Here n ∈ ω, i.e., quasi-equations have finite length and encompass equations. The class operator symbols I, H, S, P, P S , P R and P U stand for closure under isomorphic and homomorphic images, subalgebras, direct, subdirect and reduced products, and ultraproducts, respectively. A class M of similar algebras is a quasivariety iff it is closed under I, S and P R (equivalently, under I, S, P and P U ); the smallest such class containing M is ISP R (M) = ISPP U (M) = IP S SP U (M) [45, 32] . M is a universal class (i.e., the model class of some set of universal first order sentences) iff it is closed under I, S and P U . Moreover, P U (M) ⊆ I(M) if M is a finite set of finite algebras. All these facts can be found in any of [13, 30, 31] .
For the remainder of this paper, K denotes a given quasivariety of algebras. Thus, H(K) is the smallest variety containing K. All algebras considered are assumed to have K's type, but they need not be members of K.
The K-congruences (a.k.a. relative congruences) of an algebra A are the congruences θ such that A/θ ∈ K. They form an algebraic lattice Con K A, ordered by inclusion, in which meets are intersections and the compact elements are just the finitely generated K-congruences. We denote by Θ A K X the least K-congruence of A containing a subset X of A 2 . When X is a singleton { a, b }, we write Θ A K (a, b) for the principal K-congruence Θ A K X. Joins in Con K A may exceed those taken in the lattice Con A of (absolute) congruences of A. (In fact, Con K A is a sublattice of Con A for all A ∈ K iff K is a variety [15] .) When K is a variety and A ∈ K, the congruences and K-congruences of A coincide, so the prefixes and subscripts can be dropped. From this point of view, relative congruences generalize absolute ones.
The result below is due to Campercholi and Vaggione [14] ; it was proved first for varieties by Kollár [40] . (i) For every A ∈ K, the total relation A 2 is compact in Con K A.
(ii) All subalgebras of nontrivial members of K are nontrivial.
The quasivariety K is said to be relatively congruence distributive (RCD) if its members have distributive lattices of K-congruences. It has the relative congruence extension property (RCEP) if every K-congruence on a subalgebra A of an algebra B ∈ K is the restriction θ| A : = A 2 ∩ θ of some θ ∈ Con K B. It was shown in [9] that K has the RCEP iff, whenever B ∈ K and A ∈ S(B), with a,
(For varieties, this was proved by Day [21] .) An algebra A ∈ K is said to be K-subdirectly irreducible, or finitely Ksubdirectly irreducible if, in Con K A, the relation id A : = { a, a : a ∈ A} is completely meet-irreducible, or (finitely) meet-irreducible, respectively. Recall that A is finitely subdirectly irreducible (in the absolute sense) iff id A is meet-irreducible in Con A. We denote by K RSI , K RFSI and K FSI the respective classes of K-subdirectly irreducible, finitely K-subdirectly irreducible, and finitely subdirectly irreducible members of K. Thus, K RSI ∪ K FSI ⊆ K RFSI , and K RSI contains no trivial algebra. The following variant of the Birkhoff subdirect decomposition theorem holds.
Theorem 2.3. Let K be the smallest quasivariety containing a class X.
(i) ( [19] ) Every nontrivial member of K RFSI belongs to ISP U (X).
If K is relatively congruence distributive, then
(ii) ( [22] ) K RFSI = K FSI , and (iii) ( [19] ) K RFSI is a universal class iff, for all A ∈ K, the intersection of any two compact K-congruences of A is compact.
An algebra A ∈ K is said to be K-simple if it has just two K-congruences (whence it is K-subdirectly irreducible). If every K-subdirectly irreducible member of K is K-simple, then K is said to be relatively semisimple.
A classical example of a relatively semisimple RCD quasivariety is the class CSR of unital commutative rings having no nonzero nilpotent element. (The S stands for semiprime.) This is not a variety, as it includes Z but not Z 4 . Distributivity follows from results in [54] (or from stronger ones in [34, 35] ). Theorem 2.3 is witnessed by the fact that CSR RFSI and CSR FSI are both the (universal) class of all integral domains, while CSR RSI is the class of all fields, whence CSR is relatively semisimple.
Uniform relative congruence formulas and EDPRC
We use T m to denote an absolutely free algebra generated by an infinite set of variables. 
satisfied by K, and a homomorphism h : T m → A such that h(γ) = c and h(δ) = d and, for all i < n, h(
Proof. Use the homomorphism g • h, where h is as in Lemma 3.1.
The generation of principal (absolute) congruences is described by Maltsev's Lemma [44] ; cf. [13, Lemma V.3.1] . For principal relative congruences, a different specialization of Lemma 3.1 is needed. The letters u, v, w, x, y, z (with or without indices) shall be used to denote distinct variables.
Recall that a primitive positive (or pp) formula (in the language of K) is a first order formula ϕ of the form ∃u 1 . . . ∃u m ψ, where ψ is a conjunction of equations. Thus, a quantifier-free pp formula is the same thing as a (finite) conjunction of equations. As usual, the notation ϕ(x 1 , . . . , x n ) signifies that the free variables of ϕ are among x 1 , . . . , x n . We make standard use of the satisfaction symbol |= and substitution conventions.
Fixing the sequence x, y, z, w of potential free variables, we denote the set of all principal K-congruence formulas ϕ(x, y, z, w) by Φ K (x, y, z, w), or by Φ K when no confusion is likely. 
It may happen that all instances of principal K-congruence generation in K are witnessed, in this sense, by the same formula ϕ. That thought leads to quasivarietal analogues of the 'uniform congruence schemes' of Fried, Grätzer and Quackenbush [27] .
(The converse follows from Lemma 3.4.) We then say that ϕ defines principal relative congruences in K.
We call ϕ a restricted URCF for K if, in addition, it is quantifier-free. If K is a variety, we drop the word 'relative' and use the acronym UCF.
For example, the variety BA of Boolean algebras has a restricted UCF, viz.
ϕ(x, y, z, w) :
But CR lacks a restricted UCF, by Theorems 3.9 and 3.8 below, as it is not congruence distributive (nor congruence extensible).
Corollary 3.6. Suppose K has the RCEP, and let
Consequently, if a quasivariety with the RCEP has a URCF, then it has a restricted URCF.
Proof. In the first assertion, sufficiency follows from Lemma 3.4. Conversely, suppose c, d ∈ Θ A K (a, b) and let S be the subalgebra of A generated by {a, b, c, d}. By the RCEP, c, d ∈ Θ S K (a, b), so by Lemma 3.4, there exists ϕ : = ∃u 1 . . . ∃u n β(x, y, z, w, u) ∈ Φ K (x, y, z, w) such that β is quantifier-free and S |= ϕ (a, b, c, d). Every element of S has the form γ A (a, b, c, d) for some term γ, so there are terms γ 1 , . . . , γ n in x, y, z, w such that
Then ϕ : = β(x, y, z, w, γ 1 (x, y, z, w), . . . , γ n (x, y, z, w)) ∈ Φ K (x, y, z, w) has the desired property. As ϕ is a conjunction of equations, the second assertion of the corollary follows.
In the sequel, EDP[R]C stands for equationally definable principal [relative] congruences. Definition 3.7. We say that K has parameterized EDPRC if there exists a set Σ(x, y, z, w) of pp formulas in the free variables x, y, z, w such that, for each A ∈ K and a, b, c, d
). We say that K has EDPRC if, moreover, the formulas in Σ are quantifier-free (i.e., conjunctions of equations). Note that Σ is not assumed finite.
Again, we drop the 'R' in 'EDPRC' when K is known to be a variety. Natural examples of quasivarieties with EDPRC that are not varieties can be found in [20, 55] . Another one will be discussed in Example 6.7.
Theorem 3.8. ( [10] ) Every quasivariety with EDPRC is relatively congruence distributive and has the RCEP.
The notions in Definition 3.7 were developed first for varieties [27] . They were extended to quasivarieties in the late 1980s, but uniform congruence schemes were not (although [18, Chapter Q] generalizes some results from [27] ). Clearly, if K has a URCF ϕ, then it has parameterized EDPRC (with Σ = {ϕ}); the same applies to a restricted URCF and EDPRC. The converses are not obvious, even when Σ is finite, as (5) is not immediate for ϕ ∈ Σ. We show, however, that the converses are true, and that Σ can always be chosen finite. These outcomes have varietal analogues in [27] . Theorem 3.9. A quasivariety has a URCF iff it has parameterized EDPRC. It has a restricted URCF iff it has EDPRC.
Proof. Suppose Σ witnesses parameterized EDPRC for K. Then Lemma 3.4 yields K |= Σ(x, y, z, w) =⇒ Φ K (x, y, z, w), by which we mean that for each A ∈ K and a, b, c, d
Consequently, by the Compactness Theorem of first order logic, K |= σ(x, y, z, w) =⇒ ϕ (x, y, z, w) for some finite conjunction σ of formulas in Σ and some finite disjunction ϕ of formulas in Φ K . Thus, K |= σ(x, x, y, z) =⇒ z ≈ w, by definition of Φ K . Now σ is logically equivalent to a pp formula, which is therefore a URCF for K.
The second assertion follows by the same argument, but using Corollary 3.6 (and Theorem 3.8) instead of Lemma 3.4.
From the proof of Theorem 3.9 we obtain an immediate corollary: Corollary 3.10. If Σ witnesses [parameterized ] EDPRC for the quasivariety K, then so does some finite subset of Σ.
The binary join operation of Con K A is denoted by + A K in the next lemma.
Lemma 3.11. ( [10, 19] ) Let A be an algebra, with θ ∈ Con K A and a, b ∈ A.
Let K have parameterized EDPRC. Then, for each integer n > 0, there is a pp formula σ n in 2n + 2 free variables such that, whenever A ∈ K and a = a 1 , . . . , a n ∈ A and b = b 1 , . . . , b n ∈ A and c, d ∈ A, then
If K has EDPRC, then σ n can be chosen to be a conjunction of equations.
Proof. Proceed by induction on n. The base case follows from the definition of [parameterized] EDPRC and Corollary 3.10. At the inductive step, use Lemma 3.11, with θ = Θ A K { a i , b i : i = 1, . . . , n − 1} and a, b = a n , b n .
A note about terminology is appropriate here. A variety has a '[restricted] uniform congruence scheme' in the sense of [27] iff it has a [restricted] UCF in the sense of Definition 3.5. This follows immediately from Theorem 3.9 and [27, Theorems 3.3, 4.5]. The reader is warned that, in [27] , the 'R' in the acronym 'URCS' stood for 'restricted', not 'relative'. Also, 'parameterized EDPC' and 'EDPC' were called 'EDPC' and 'restricted EDPC (REDPC)', respectively. Definition 3.7 has since become standard, except that Σ is sometimes assumed finite-inessentially, in view of Corollary 3.10.
Product, ideal and filtral relative congruences
We turn now to the relationship between EDPRC and the behaviour of relative congruences on subalgebras of direct products. Given a homomorphism h : A → B, and θ ∈ Con B, recall that
, where I is a set and each A i ∈ K (whence A ∈ K). We routinely identify A with its image f [A] and denote the representation by A i∈I A i . As usual, the representation is said to be subdirect if π i [A] = A i for each i ∈ I, and direct if A = i∈I A i . It is finitely indexed if the set I is finite.
Definition 4.1. For a given K-representation A i∈I A i , a product congruence of A is a relation of the form θ = (⊗ i∈I θ i )| A , where each θ i belongs to the corresponding Con A i and
Clearly, θ ∈ Con A. If θ i ∈ Con K A i for all i, we call θ a product Kcongruence; it is indeed a K-congruence of A, because A/θ embeds into i∈I A i /θ i ∈ K. If every θ ∈ Con K A is a product K-congruence, the representation is said to admit only product K-congruences.
In analogy with varieties, this last demand is related to the distributivity of K-congruences. Indeed, the following conditions on K are equivalent:
(ii) Every finitely indexed subdirect K-representation admits only product K-congruences. (The comments immediately after Kiss' proof reveal why his ψ is a Kcongruence on the subalgebra of A × A with universe β • γ, provided that α, β, γ ∈ Con K A. That is the only nontrivial step in the adaptation to quasivarieties.)
It follows from the equivalence of (i) and (ii) that a quasivariety K is RCD and has the RCEP iff every finitely indexed K-representation (not assumed subdirect) admits only product K-congruences. The argument for necessity uses the relation SP ≤ P S S; sufficiency includes a consideration of K-representations A B with only one factor.
In the analysis of infinitely indexed K-representations, other well-behaved K-congruences arise naturally, just as for varieties. The join semilattice of compact (i.e., finitely generated) K-congruences of an algebra A shall be denoted as Comp K A. Of course, this is a join subsemilattice of Con K A, including id A .
Definition 4.2. Given a K-representation A
i∈I A i , a filter F over I and an ideal J of the join semilattice i∈I Comp K A i , we define binary relations κ F and τ J on A as follows:
a, b ∈ τ J iff there exists η ∈ J with a(i), b(i) ∈ η(i) for all i ∈ I.
Here, filters and ideals are assumed non-empty. A K-congruence of A is said to be filtral [resp. ideal ] if it has the form κ F [resp. τ J ] for some F [resp. J] as above. If this is true of all K-congruences of A, we say that the representation A i∈I A i admits only filtral [resp. ideal ] K-congruences.
Note that κ F and τ J are always K-congruences of A. In particular, we have A/κ F ∈ ISP R (K) ⊆ K, while A/τ J belongs to K, as it satisfies any quasi-equation valid in K (use the fact that ideals are closed under finite joins).
Below, Lemma 4.3 and Theorem 4.5(iv),(v) generalize useful observations of Kiss, made without proof in Propositions 1.1 and 2.1 of [36] , respectively. His claims were confined to subdirect representations (and absolute congruences), but need not have been. The meaning of 'ideal K-congruence' is clarified by Lemma 4.4. Theorem 4.5 confirms that ideal K-congruences are the natural generalization of product K-congruences in the passage from finite to infinite products. Lemma 4.3. Let A i∈I A i be a K-representation, and let X ⊆ A 2 .
Proof. The first assertion is obvious. Now suppose Θ A K X = (⊗ i∈I θ i )| A , where θ i ∈ Con K A i for all i. Then, for each i, we have
Lemma 4.4. Let A i∈I A i be a K-representation, and θ a K-congruence of A. Then the following conditions are equivalent:
(ii) for every finite subset X of θ, we have ⊗ i∈I Θ
Proof. Let P denote the join semilattice i∈I Comp K A i . For each finite X ⊆ θ, we define η X ∈ P by η X (i) = Θ
Suppose θ = τ J , and consider X = { a 1 , b 1 , . . . , a n , b n } ⊆ θ.
For each k ∈ {1, . . . , n}, there exists µ k ∈ J such that a k , b k ∈ ⊗ i∈I µ k (i).
Let µ be the join, in P , of µ 1 , . . . , µ n . Then µ ∈ J and η X ≤ µ. Thus, η X ∈ J, and so ⊗ i∈I Θ
(ii) ⇒ (i): Let J θ : = {η ∈ P : η ≤ η X for some finite X ⊆ θ}. It is easy to see that J θ is an ideal of P , and that θ ⊆ τ J θ , while (ii) supplies the reverse inclusion.
The claim in Lemma 4.4 could be paraphrased as: θ is ideal iff τ J θ ⊆ θ. Also note that if θ is ideal, then J θ is the smallest ideal J of P for which θ = τ J .
Theorem 4.5. Consider a K-representation
The representation admits only ideal K-congruences iff every compact K-congruence of A is a product K-congruence. (v) When I is finite, the ideal and product K-congruences of A coincide.
Proof. (i) Let
and so κ F is ideal, by Lemma 4.4.
(iii) Let Θ A K X be an ideal K-congruence of A, where X ⊆ A 2 is finite. (iv) Necessity follows from (iii). Conversely, suppose θ ∈ Con K A and let X ⊆ θ be finite. Because Θ A K X is a product K-congruence, Lemma 4.3
, by Lemma 4.3. We prove the reverse inclusion, which will establish (v) (in view (i) K has parameterized EDPRC.
(ii) Every compact K-congruence on a direct product of members of K is a product K-congruence. (iii) Every principal K-congruence on a direct product of members of K is a product K-congruence.
If these conditions hold and K has the RCEP, then K has EDPRC.
Proof. (i) ⇒ (ii) follows from the first assertion of Lemma 4.3, together with Theorem 3.12, because pp sentences persist in the formation of direct products.
(
We claim that some ϕ ∈ Φ K (x, y, z, w) defines principal relative congruences in K. Suppose, on the contrary, that for each ϕ ∈ Φ K (x, y, z, w),
On the other hand, there is no ϕ ∈ Φ K for which A |= ϕ(a, b, c, d), because pp sentences persist in homomorphic images. This contradicts Lemma 3.4, so K has parameterized EDPRC.
The last assertion follows from Corollary 3.6 and Theorem 3.9.
Relatively ideal quasivarieties
Definition 5.1. The quasivariety K is said to be relatively ideal if every representation of an algebra as a subdirect product of members of K RSI admits only ideal K-congruences.
'Ideal classes' (and 'filtral classes') were introduced around 1970 by R. Magari in a series of papers, including [41, 42, 43] (also see [3, 26] ), but a relatively ideal quasivariety need not be a class of this kind, owing to the distinction between relative and absolute congruences. Definition 5.1 is phrased so as to minimize the burden of verification, but we can dispense quickly with the demand that the subdirect factors be K-subdirectly irreducible:
Lemma 5.2. Let K be a relatively ideal quasivariety. Then every subdirect K-representation admits only ideal K-congruences (even if the factors in the representation are not K-subdirectly irreducible).
and Theorem 4.5(iv) delivers the result.
It also turns out that, in Lemma 5.2, we need not insist that the representation be subdirect, but that is less obvious. For varieties, it was essentially shown by Magari [42] , but we shall use a simpler argument beginning (rather than ending) with a proof of the RCEP. Proof. Let K be a relatively ideal quasivariety, and A a subalgebra of B ∈ K, with a, b ∈ A. It suffices to show that
For each e ∈ B, a function f : ω → B is said to be almost constantly e if {i ∈ ω : f (i) = e} is finite. Let C be the set of all functions f : ω → B such that f is almost constantly e for some e ∈ A. For any such f , there is just one such e, so we may write e = h(f ). Now C is the universe of a subalgebra C of B ω , and h is a surjective homomorphism from C to A. Clearly, π i [C] = B for each of the projections π i : B ω → B, i ∈ ω.
For each e ∈ B, let e : ω → B be the constant function with range {e}. So, when e ∈ A, we have e ∈ C and h(e) = e. As the K-representation C B ω is subdirect, it admits only ideal K-congruences, by Lemma 5.2, so Θ C K (a, b) is a product K-congruence, by Theorem 4.5(iii). Thus, by Lemma 4.3,
The above construction of C, h from A, B has found other uses in the literature on ideal/filtral classes, e.g., [26, 36, 41, 42] . (Its first appearance was probably in [38] , where it supplied a proof of the class operator relation S ≤ HP S simpler than the ones in [16, p. 171] and [37] .)
The next result has an analogue for varieties in [27, Theorems 4.5, 5.4], but the account there appears to contain a gap. (At the end of the proof of necessity, the CEP was tacitly relied on, but it was not established for ideal varieties in [27] . A longer indirect proof that ideal varieties have EDPC can be got by combining [36 Proof. (⇒) Suppose the quasivariety K is relatively ideal. Then every principal K-congruence on a direct product of members of K is a product Kcongruence, by Lemma 4.5(iii). Also, K has the RCEP, by Theorem 5.3. Therefore, K has EDPRC, by Theorem 4.6.
(⇐) Suppose K has EDPRC. Let A i∈I A i be a K-representation, with θ = Θ A K X, where X ⊆ A 2 is finite. By Theorem 4.5(iv), it suffices to show that θ is a product K-congruence.
Note that the proof of Theorem 5.4 is also a proof of the following fact.
Corollary 5.5. Let K be a relatively ideal quasivariety. Then every K-representation admits only ideal K-congruences (even if the representation is not subdirect and the factors not K-subdirectly irreducible).
A relative subvariety of K is a class of the form M = K ∩ V, where V is a variety. (Equivalently, it is a subclass of K axiomatized, relative to K, by some set of equations.) In this case, the M-congruences and K-congruences of algebras in M coincide. So, properties like RCD, the RCEP, EDPRC and relative semisimplicity persist in relative subvarieties (not always in subquasivarieties).
Theorem 5.6. Let M ⊆ K be quasivarieties, where K has EDPRC, and suppose K ∩ H(M RSI ) ⊆ M. Then M is a relative subvariety of K.
Proof. It suffices to prove that
By the Homomorphism Theorem, we need only show that B/θ ∈ M. By Theorem 2.2, there is a subdirect K-representation B i∈I B i , with each 
. Conversely, of course, any relative subvariety of K inherits EDPRC and is therefore RCD.
Blok and Pigozzi [10] showed that a quasivariety K has EDPRC iff the join semilattice Comp K A is dually Brouwerian for all A ∈ K. From this, they deduced the distributivity claim in Theorem 3.8. For varieties, these facts were proved earlier in [39] (and distributivity in [28] also). Kiss [36] gave a different proof that every ideal variety-i.e., every variety with EDPCis congruence distributive. His argument extends to quasivarieties as the combination of Theorem 4.5(v) and the implication (iii) ⇒ (i) stated after Definition 4.1 (bearing Lemma 5.2 in mind).
A quasivariety has EDPRC iff it is RCD, with the RCEP, and has first order -definable principal relative congruences (DPRC); see [7, 10, 20] . DPRC follows even from parameterized EDPRC, by Corollary 3.10; it follows from the RCEP in locally finite quasivarieties (cf. [2] ). The variety of semilattices has DPC [4] (and the CEP), but it lacks parameterized EDPC, because the square of the two-element semilattice violates condition (ii) of Theorem 4.6. Every subquasivariety of a directly representable quasivariety has DPRC [50] . In particular, every finitely generated semisimple congruence permutable variety has DPC, as it is directly representable [47, 48] . Eschewing local finiteness, the relatively semisimple RCD quasivariety CSR at the end of Section 2 lacks DPRC altogether. For R ∈ CSR, we have
r for some r ∈ R and some n ∈ N.
The failure of DPRC is shown using a non-principal ultrapower A = R N /U of the ring R of polynomials with rational coefficients in denumerably many commuting indeterminates x 1 , x 2 , . . . . Setting x = x 1 , x 2 , x 3 , . . . /U ∈ A and y = x 1 , x 2 2 , x 3 3 , . . . /U ∈ A, we find that 6. Relatively filtral quasivarieties Definition 6.1. The quasivariety K is said to be relatively filtral provided that every representation of an algebra as a subdirect product of members of K RSI admits only filtral K-congruences.
Lemma 6.2. Let A i∈I A i be a K-representation, where each A i is K-simple. Then a K-congruence of A is ideal iff it is filtral.
Proof. Filtral K-congruences are always ideal, by Theorem 4.5(ii). Conversely, let J be an ideal of i∈I Comp K A i . As each A i is K-simple, its total congruence is principal, so
And it is easy to see that κ F (J) = τ J . Theorem 6.3. A quasivariety is relatively filtral iff it is relatively semisimple and has EDPRC.
Proof. Given A ∈ K RSI , where K is relatively filtral, consider the subdirect K-representation A A (with one factor). As there are just two filters over a singleton, and A is not trivial, A must be K-simple. Thus, every relatively filtral quasivariety is relatively semisimple. On the other hand, a relatively semisimple quasivariety is relatively filtral iff it is relatively ideal (by Lemma 6.2), iff it has EDPRC (by Theorem 5.4).
Filtral varieties (as opposed to Magari's 'filtral classes') were investigated by several authors in the early 1980s. The varietal specialization of Theorem 6.3 appeared in [27] and, with a different proof, in [28] . (In these papers, semisimplicity was assumed in the definition of filtrality.) Corollary 6.4. Let K be a relatively filtral quasivariety. Then every K-representation A i∈I A i , involving only K-simple algebras A i , admits only filtral K-congruences (even if the representation is not subdirect). Corollary 6.5. In a relatively filtral quasivariety K, the following hold.
(i) K is relatively congruence distributive, with the RCEP.
(ii) For each A ∈ K, the set Comp K A is closed under finite (non-empty) intersections, so it forms a sublattice of Con K A. Moreover, this sublattice is itself a dual generalized Boolean lattice. (iii) Every nontrivial algebra in K RFSI is both K-simple and finitely subdirectly irreducible in the absolute sense. (iv) K RFSI is a universal class.
Proof. Claim (i) follows from Theorems 3.8 and 6.3. When a quasivariety is RCD, it is relatively semisimple with EDPRC iff it satisfies the first assertion of (ii) and that of (iii), by [14, Proposition 3.10, Corollaries 3.11, 4.2]. For the second assertion of (ii) (which goes back to [6] for varieties), see the remarks preceding [52, Lemma 5.3] . The second demand in (iii) follows from (i) and Theorem 2.3(ii), while (iv) follows from (i), (ii) and Theorem 2.3(iii).
The following theorem was proved by Czelakowski [17] under the assumption that K is a variety. Theorem 6.6. Every relatively congruence distributive subquasivariety M of a relatively filtral quasivariety K is a relative subvariety of K.
Proof. Because M is RCD, it suffices to show that K ∩ H(M FSI ) ⊆ M, in view of Theorems 6.3 and 5.6 and Remark 5.8. Now M FSI ⊆ K RFSI , which consists of K-simple algebras, by Corollary 6.5(iii), since K is relatively filtral. Thus, for any B ∈ M FSI , the class K ∩ H(B) contains only trivial algebras and isomorphic copies of B, whence it is contained in M.
It was shown in [5, 28] that the congruence permutable filtral varieties are exactly the discriminator varieties. Some results about relatively semisimple quasivarieties with EDPRC in this spirit can be found in [14] . Theorems 6.3 and 2.1 allow us to infer Theorem 1.2 from Theorem 1.1, on purely algebraic grounds. These results square with known connections between deduction (-detachment) theorems and EDPRC [10, 18, 24] , as a classical inconsistency lemma induces a deduction theorem in any algebraizable logic [52] . Of course, classical propositional logic and the variety of Boolean algebras witness Theorem 1.2. Another instance of Theorem 1.2 is revealed below, where we exhibit a relatively filtral quasivariety that is not a variety. It follows that for a, b, c ∈ Z 3 , we have c ≤ a → b iff a · c ≤ b, where the order is the standard one: −1 < 0 < 1.
The intensional fragments of the three-valued uninorm-based logic IUML 3 of [46, 49] (also see [1] ) are algebraized by the quasivarieties Q = ISP(Z S 3 ), where {→} ⊆ S ⊆ {·, →, ¬, t, ⊥} and Z S 3 is the S-reduct of Z 3 . The ⊥-free reduct of Z 3 differs from the better-known three-element Sugihara monoid only in that the latter has lattice operations ∧, ∨ as well. The word 'intensional' signifies the exclusion of ∧, ∨ from the signature, while → at least is retained.
Setting |a| : = a → a, we see that the order on Z 3 is equationally definable in → alone: a ≤ b iff a → b = |a → b| (iff t ≤ a → b). Thus, the relation ≤ defined by a → b = |a → b| partially orders all members of Q. The anti-symmetry of ≤ is expressed by the quasi-equation (6) x → y ≈ |x → y| & y → x ≈ |y → x| =⇒ x ≈ y.
We also define a ↔ b = (a → b) · (b → a), which is in fact the greatest lower bound of a → b and b → a in any member of Q; thus, a = b iff t ≤ a ↔ b.
The following quasi-equations (essentially from [1] ) are satisfied by Q.
x ≤ x · y ⇐⇒ x → |y| ≤ x → y (7)
For all the intensional values of S, the quasivariety Q is not a variety, as Z S 3 has a factor algebra, with universe {{−1, 1}, {0}}, that violates (6) and is thereby excluded from Q.
The congruence yielding this factor algebra is the only proper non-identity congruence of Z Also, Q has EDPRC. Indeed, it is implicit in [1] that, when S includes · and →, and A ∈ Q, then ) is RCD was shown in [23] . In contrast, the variety H(Q) satisfies no nontrivial congruence lattice identity [12] .)
When S includes ⊥ (as well as →), the algebras in Q are bounded below by ⊥ and above by = ⊥ → ⊥. In summary, using Theorem 6.3, we infer: Theorem 6.8. For {→} ⊆ S ⊆ {·, →, ¬, t, ⊥}, the quasivariety Q = ISP(Z S 3 ) is relatively filtral, and not a variety. If, moreover, ⊥ ∈ S, then the nontrivial members of Q lack trivial subalgebras.
Thus, Theorem 1.2 is witnessed by the intensional fragments of IUML 3 with ⊥. In the classical inconsistency lemma for the →, ⊥ fragment of IUML 3 , the set Ψ n mentioned in Section 1 is {x 1 → . . . → x n → ⊥}, for each positive integer n, where x → y → z abbreviates x → (y → z).
