We consider the one-dimensional KPP-equation driven by space-time white noise. We show that for all parameters above the critical value for survival, there exist stochastic wavelike solutions which travel with a deterministic positive linear speed. We further give a sufficient condition on the initial condition of a solution to attain this speed. Our approach is in the spirit of corresponding results for the nearest-neighbor contact process respectively oriented percolation. Here, the main difficulty arises from the moderate size of the parameter and the long range interaction. Stopping times and averaging techniques are used to overcome this difficulty.
Introduction
The Kolmogorov-Petrovskii-Piskunov-(KPP)-equation (also known as the Kolmogorov-or Fisher-equation) with noise is given as
where W = W (t, x) is space-time white noise and θ > 0 a parameter. The deterministic part of this one-dimensional stochastic partial differential equation (SPDE) is, after appropriate scaling, a case of the well-studied KPP-equation. Note that by Mueller and Tribe [16, Lemma 2.1.2], constant front-factors in the PDEs/SPDEs to be referred to, can and will be changed without comment to fit into our framework. Including the noise term, one can think of u(t, x) = u t (x) = u (u 0 ) t (x) as the (random) density of a population in time and space. Leaving out the term θu − u 2 , the above SPDE is the density of a superBrownian motion (cf. Perkins [18, Theorem III.4.2] ), the latter being the high density limit of branching particle systems. The additional term of θu models linear mass creation at rate θ > 0, −u 2 models death due to competition respectively overcrowding. In [17] , Mueller and Tribe obtain solutions to (1.1) as (weak) limits of approximate densities of occupied sites in rescaled one-dimensional long range contact processes.
Let C + denote the space of non-negative continuous functions on R. The existence and uniqueness in law of solutions to (1.1) in the space of non-negative continuous functions with slower than exponential growth C 
is established in Tribe [19, Theorem 2.2] . Here, a solution to (1.1) is to be understood in the sense of a weak solution (see Notation 1.4 below). Denote with P u 0 the law of such a solution starting in u 0 ∈ C + tem . By [19, Theorem 2.2] , the map f → P f on C + tem is continuous and the family of laws P f , f ∈ C + tem forms a strong Markov family. For ν ∈ P(C + tem ), the space of probability measures on C + tem , denote P ν (A) = C + tem P f (A)ν(df ). Use E u 0 respectively E ν to denote respective expectations.
Let τ = inf{t ≥ 0 : u(t, ·) ≡ 0} be the extinction-time of the process. By [16, Theorem 1] , there exists a critical value θ c > 0 such that for any initial condition u 0 ∈ C + c \{0} with compact support and θ < θ c , the extinction-time of u solving (1.1) is finite almost surely. For θ > θ c , survival, that is τ = ∞, happens with positive probability.
The investigation of the dynamics of solutions to (1.1) is a major challenge, where the main difficulty comes from the competition term −u 2 . Without competition, the underlying additive property facilitates the use of Laplace functionals. Including competition, only subadditivity in the sense of [16, Lemma 2.1.7] respectively Kliem [14, Remark 2.1(i)] holds, that is, for u 0 , v 0 ∈ C + tem and w 0 ≡ u 0 + v 0 there exists a coupling of solutions (u t ) t≥0 , (v t ) t≥0 , (w t ) t≥0 to (1.1) with respective initial conditions u 0 , v 0 , w 0 such that w t (x) ≤ u t (x) + v t (x) for all t ≥ 0, x ∈ R almost surely.
Write f, g = f (x)g(x)dx. For the process in (1.1) one has a self-duality relationship in the form for all 0 ≤ s ≤ t and u 0 , v 0 ∈ C + tem , where u(t), v(t) are independent solutions to (1.1) with initial condition u 0 respectively v 0 (cf. [14, (2.1)]). Use P(E) to denote the space of probability measures on E. In [14, Remark 2.5] this self-duality is used to prove existence of a unique upper invariant distribution µ ∈ P(C + tem ) satisfying lim t→∞ inf E ψ e −2<u(T +t),φ> ; ψ ∈ C + tem = e −2<f,φ> µ(df ) = P φ (τ < ∞) (1.4) for all T > 0, φ ∈ C + c . In [9, Theorem 1], Horridge and Tribe give sufficient conditions ("uniformly distributed in space") for initial conditions to be in the domain of attraction of µ. They characterize µ by the right hand side of (1.4) and show that it is the unique translation invariant stationary distribution satisfying µ({f : f ≡ 0}) = 1. The result and method of proof are in the spirit of Harris' convergence theorem for additive particle systems (cf. Durrett [5, Theorem 3.3] ).
Recall the construction of solutions to (1.1) from [17] by means of limits of densities of rescaled long range contact processes. When investigating solutions to the SPDE (1.1), it is only natural to anticipate and/or investigate behavior similar in spirit to the approximating systems. Indeed, [9] successfully applied the method of proof of Harris' convergence theorem for additive particle systems to prove a corresponding result in the context of SPDEs (1.1). Due to the long range interaction and the lack of a dual process, results for long range contact processes are limited. More is known for the nearest-neighbor contact process (ξ t ) t≥0 on Z (cf. Griffeath [7] ), where the neighborhood of a site x ∈ Z is restricted to {x − 1, x + 1}. For the nearest-neighbor contact process a full description of the limiting law of a solution is available. The limiting law is the weighted average of the Dirac-measure on the "all-unoccupied" configuration and the upper invariant measure of the process, ν, where the weight on the former coincides with the extinction probability (see [7, Theorem 5] ).
In what follows, let S be the space of all subsets of Z. By identifying the state of the process ξ t at time t with the set of occupied sites, we can consider (ξ t ) t≥0 as an S-valued process. Let λ be the birth-parameter, the death-parameter is set to one. Set λ c = sup{λ ≥ 0 : P(τ {0} = ∞) = 0}, where τ {0} = inf{t ≥ 0 : ξ {0} t = ∅} is the extinction time of the population starting with zero being the only occupied site at time 0.
The proof of complete convergence for the nearest-neighbor case relies in essence on the progression of the so-called edge processes l A t ≡ min{x : x ∈ ξ A t }, r A t ≡ max{x : x ∈ ξ A t }, A ∈ S fixed. Due to the nearest-neighbor interaction one can easily show that In these models, edge speeds characterize critical values. Similar features were for instance recently observed in Bessonov and Durrett [2] for planar quadratic contact processes (here, two individuals are needed to produce a new one). Under long range interaction, (1.5)-(1.6) do not hold true any longer. For these reasons, the study of the speed of the right (and thus by symmetry left) marker R 0 (u(t)) ≡ R 0 (t) ≡ sup{x ∈ R : u(t, x) > 0} with sup ∅ = −∞ (1.8)
of a solution to (1.1) starting in u 0 ∈ P(C + tem ) with P(R 0 (u 0 ) < ∞) = 1 is of independent interest and yields new insights into the dynamics of solutions to (1.1). Note that R 0 (t) = −∞ if and only if τ ≤ t.
Extending arguments of Iscoe [11] one can show that R 0 (u(0)) < ∞ implies R 0 (u(t)) < ∞ for all t > 0. In [14 , t > 0 and first rough estimates on marker-speeds obtained in Section 4. Let R 0 (t) as in (1.8) . Using R 0 as a (right) wavefront marker, we look for so-called travelling wave solutions to (1.1) , that is solutions with the properties (i) R 0 (u(t)) ∈ (−∞, ∞) for all t ≥ 0, (1.9)
(ii) u(t, · + R 0 (u(t))) is a stationary process in time.
Travelling wave solutions are of interest in models from physics, chemistry and biology (cf. Aronson and Weinberger [1] ). In [19] , the existence of travelling wave solutions for θ > θ c with non-negative wave speed, based on solutions to (1.1) with Heavyside initial data of the form H 0 (x) ≡ 1 ∧ (−x ∨ 0) is established. In [19, Section 4] it is established that for θ > θ c any travelling wave solution has an asymptotic (possibly random) wave speed
Recall the discussion below (1.8). For T > 0, denote by υ T the left-upper measure on C
(here, L denotes "law") in the contact process setup. By [14, Remark 2.8] ,
Furthermore, for u 0 ∈ C + tem with R 0 (u 0 ) ≤ 0 and T > 0 arbitrarily fixed one obtains the existence of a coupling with a random continuous process (u * ,l T +t ) t≥0 with values in C + tem such that
T +t (x) for all x ∈ R, t ≥ 0 almost surely, (1.12) where L((u * ,l T +t ) t≥0 ) = P υ T holds. Note in particular that such a coupling yields
By symmetry, analogous results hold for a right-upper measure, say κ T , where we make use of the notations
T +t instead. In the appendix (cf. (5.8)) we indicate how to modify the techniques of [14] to construct travelling wave solutions ν * ,l respectively ν * ,r from u * ,l respectively u * ,r .
The first main result of this article is a pre-step to a result in the spirit of the first case of (1.7), where the almost sure convergence is replaced by L 1 -convergence.
/t exists and is strictly
(1.14)
We note that the strict positivity of B(θ) follows from (1.14), once B(θ) ≥ 0 is established for all θ > θ c . Our approach relies on establishing the estimate (1.14) along the lines of the corresponding result for contact processes in [3, Lemma 4.2].
Recall from above that H 0 denotes Heavyside initial data of the form H 0 (x) ≡ 1 ∧ (−x ∨ 0).
and H R = {f ∈ H : R 0 (f ) ∈ R}.
Our second main result concerns the limiting speeds of several right markers. It establishes in particular the existence of at least one travelling wave with positive deterministic speed.
(1.16)
For any travelling wave solution ν * ,l ,
For any travelling wave solution ν (ψ) ,
Recall (1.7). It remains to prove, for instance, that for θ < θ c , R 0 u * ,l T ∨ 0 /T converges (in some sense) to 0. In combination with (1.16) this would then show that the edge speeds of solutions starting in left-or right-upper measures characterize critical values. This is work in progress.
For the remainder, let us recall some notation and Theorem 2.2 from [19] that are often used in the present article. Notation 1.4 (Notation from [19] , also see Subsection 1.2 of [14] ).
1. Equip C + tem with the topology given by the norms f λ for λ > 0. Note that d(f, g) ≡ n∈N (1∧ f − g 1/n ) metrizes this topology and makes C + tem a Polish space. Let (C([0, ∞), C + tem ), U , U t , U (t)) be continuous path space, the canonical right continuous filtration and the coordinate variables.
2. In [19, (2.4)-(2.5)], the more general equation
is under consideration. We may interpret α as the immigration rate, θ − β as the mass creation-annihilation rate and γ as the overcrowding rate.
A solution to (1.20) consists of a filtered probability space (Ω, F, F t , P), an adapted white noise W and an adapted continuous C + tem valued process u(t) such that for all φ ∈ C ∞ c , the space of infinitely differentiable functions on R with compact support,
If in addition P(u(0, x) = f (x)) = 1 then we say the solution u starts at f . c) For R, T > 0 let U R,T = σ(U (t, x) : t ≤ T, |x| ≤ R). Then the two laws Q f,α,β,γ , Q f,α,0,0 are mutually absolutely continuous on U R,T .
Note that Tribe [19] later uses the notation Q f ≡ Q f,0,0,1 where we use P f . Also, when the parameter θ in (1.20) is not clear from the context, we write Q f,α,β,γ (θ).
Finally, let D = denote equality in distribution. Constants may change from line to line. We drop θ if the context is clear.
Outline. The paper is organized as follows. Sections 2-3 are dedicated to the proof of Proposition 1.1, that is, the positivity of B(θ) for all θ > θ c . In Subsections 2.1-2.3 the groundwork is laid for the proof of Proposition 1.1. In Subsection 2.2 we already state the estimate that lies at the heart of the proof of Proposition 1.1, see Proposition 2.10. Its proof follows in Subsection 2.4. A substantial part of the proof goes into an estimate on the gain of mass at the front due to an increase in θ, see Proposition 2.17. We therefore postpone the proof of the latter to Section 3.
Section 4 is dedicated to the proof of Theorem 1.3, that is, the convergence of the linear speed of right markers to B(θ). In the appendix, Section 5, the construction of travelling wave solutions from [14] is extended to include ν * ,l and ν (ψ) with initial conditions ψ ∈ H R (cf. (1.15) and below). Coupling techniques that are often used are summarized for reference.
Preliminary results

The terms under investigation
Let θ > θ c be arbitrarily fixed. Recall the sequence of laws υ T T >0 on C + tem and u * ,l T +t t≥0 
In fact, E R 0 u * ,l T /T and α T /T are uniformly bounded in T ≥ 1 as we conclude from [14, Corollary 4.7] and the next lemma.
Estimates on right-markers
Note that in this subsection, for all θ c < θ ≤ θ ≤ θ the constants to follow only depend on θ through θ, θ.
Lemma 2.1. For all u 0 ∈ H, there exists a constant C = C(u 0 ) > 0 such that
holds uniformly in t ≥ 0. Moreover, there exist
holds uniformly in t ≥ 1.
Proof. Let u 0 ∈ H. Recall ǫ, x 0 from the definition of H. By domination, that is using [19, Lemma 3.1b)], we assume without loss of generality that u 0 = ǫH 0 (· − x 0 ). We further assume x 0 = 0 by the shift invariance of the dynamics. We reason as in the proof of [19, Lemma 3.5] . The author uses the wave-marker R 1 (t) = ln( e · , u t ) and Heavyside initial data H 0 instead. It is shown that there exist c = c(θ), a = a(θ), δ = δ(θ) > 0 such that
We claim that this holds for H 0 replaced by u 0 = ǫH 0 , R 1 (t) replaced by R 0 (t) and a replaced by 0 as well. Moreover, the constants c, δ only depend on ǫ, θ and θ. Indeed, replace a > 0 by a = 0. Reason as in the given proof with R 1 (f ) replaced by R 0 (f ) and ψ 0 replaced by ψ ′ 0 ≡ ǫψ 0 until the last set of equations. Choose r = ct for t ≥ 1 arbitrarily fixed and r = c for t ∈ [0, 1) (and thus
in the notation of [19] ). In the last set of equations, use that for a superprocess with initial symmetric condition ψ ′ 0 and law
As a result,
For t ∈ [0, 1), the different choice of r yields
and
instead. By ⌊x⌋ we denote the greatest integer that is less than or equal to x ∈ R. To obtain the second claim, for 0 < M < c choose C 1 big enough and C 2 small enough such that C(c, δ) ≤ C 1 e −C 2 c . For M ≥ c and t ≥ 1,
Corollary 2.2. There exists a constant C > 0 such that
holds uniformly in t > 0. Moreover, there exist
Proof. The result follows again by domination, this time using (1.13) and u 0 ∈ H R with R 0 (u 0 ) ≤ 0 arbitrary.
/T are uniformly bounded in T ≥ 1 (constants may depend on u 0 ). 
2. For u 0 ∈ H R , the bound for the positive part follows by domination and shift invariance, that is,
. The bound for the negative part follows from Lemma 2.1.
Remark 2.6. The definition of the marker R 0 together with Corollaries 2.3-2.4 yields inf{t > 0 : u * ,l t ≡ 0} = +∞ a.s., that is, the process u * ,l does not die out in finite time. Thus, if we consider u * ,l , we do not have to bother with conditioning on non-extinction.
The existence of the following limit will turn out to be crucial in the following chapters. Non-negativity of the limit follows below. Lemma 2.7. The limit
(2.15) Analogous reasoning for a lower bound concludes the proof.
The limit is indeed non-negative. /t for all t ≥ 1 a.s. and thus lim inf t→∞ R 0 u * ,l t /t ≥ 0 a.s.
Let ǫ > 0 arbitrary. By Corollary 2.2 there exist constants C 1 , C 2 > 0 such that for M > 0 satisfying
where we applied Fatou's lemma.
We now formulate the main result of this section. The proof is deferred to Subsection 2.4.
Proposition 2.10. Let θ c < θ < θ. Then there exists C = C θ, θ > 0 and
Corollary 2.11. For all θ > θ c ,
Proof. By definition of α T , Corollary 2.8 and Lemma 2.9, Proposition 2.10 implies that for all θ > θ c ,
We conclude this subsection with two more results that we need for later estimates.
Lemma 2.12. Let θ c < θ, then there existsδ > 0 such that
for all T ≥ 1 and θ ≥ θ.
Proof. Use a θ- * -coupling to see that it suffices to show the claim for θ fixed. Note that for T ≥ 1 arbitrarily fixed, P R 0 u * ,l T (θ) ≥ 0 > 0. Therefore, in the following proof by contradiction we only need to suppose to the contrary that there exists a sequence (T n ) n∈N such that T n → ∞ for n → ∞ and lim n→∞ P R 0 u * ,l
. f 1 fulfills condition [9, (6) ] and hence [9, Theorem 1] yields u (f 1 ) t ⇒ µ for t → ∞. Using a coupling with two independent processes in combination with the construction of [14, Remark 2.8(ii)], we construct two independent processes (u * ,l t ) t≥1 and (u * ,r 
Note that the additional factor of 2 in the exponent results from the use of a different scaling constant in the original SPDE. We obtain by the weak convergence of u
Tn (·+1)+u * ,r
The assumption lim n→∞ P R 0 u * ,l Tn ≥ 0 = 0 yields by symmetry and by the shift invariance of the dynamics, lim n→∞ P R 0 u * ,l
Tn ≤ u * Tn with u * Tn ⇒ µ ∈ P(C + tem ) (cf. [14, (2.34 ) and Proposition 2.4]) to conclude by using dominated convergence that the right hand side in (2.23) is equal to 1, a contradiction.
Proof. In what follows, constants C = C(θ) may change from line to line. Note that for 
(2.26) Take expectations and use [14, Corollaries 2.6 and 2.9] to conclude that
as claimed.
A preliminary estimate
The following two lemmas yield, in combination, a lower bound on the expected increase of the right front marker at time T + t, T > 0, t ≥ 0 resulting from an increase of ψ ∈ C + tem in the initial density of a solution to (1.1).
Recall the construction of the left upper invariant measure υ T and the process u * ,l T +t t≥0
for T > 0 fixed from [14] (cf. the corresponding construction for the upper invariant measure µ T from [14] , Proposition 2.2 and Corollary 2.6 as well as Remark 2.8). For arbitrarily fixed (to be chosen later) ψ ∈ C + tem , write
In what follows consider couplings of solutions u
for T > 0 arbitrarily fixed. Note that by a slight abuse of notation "Ψ = Φ + ψ". The two latter processes are to be understood in the spirit of the construction of υ T , that is as in Corollary 2.6 we choose sequences (
T +t (x) on a common probability space.
Lemma 2.14. Let ψ ∈ C + tem arbitrarily fixed and Φ, Ψ be as above. Let φ ∈ C + tem arbitrary with R 0 (φ) ≤ 0. Then, for arbitrary T > 0, t ≥ 0, there exists a coupling of processes u
and solutions
such that
for all t ≥ 0 almost surely. On the right hand side we consider a monotonicity-coupling and set
Remark 2.15. Note that the expectations on the left hand side of (2.29) are well-defined by Lemma 2.1 and Corollaries 2.3-2.4. Indeed, note that if 
and v 2 be a non-negative solution to
with W 2 a white noise independent of W 1 . For the construction of the latter proceed as in Remark 5.9 on monotonicity-couplings.
, that is, u 1 + v 2 solves (1.1) with initial condition Φ. Let v 3 be a non-negative solution to
with W 3 a white noise independent of W 1 , W 2 . Then
follows as above, and using that Ψ = Φ + ψ,
for all t ≥ 0 a.s., where we set R 0 u
with W 4 independent of W 1 , W 2 , W 3 and where the term 2v 2 v 3 can be interpreted as an additional immigration term. Then
the last by the non-negativity of the solutions d 4 and v 2 .
The second part of the claim now follows from the above and (2.33). For the first part of the claim, use that Ψ = Φ + ψ and
to obtain a coupling satisfying
Step 2.
Step 1, there exists a coupling of solutions u
T +t (x) on a common probability space (cf. [14, Remark 2.8(i)]). By taking limits in N → ∞, the claim now follows for Φ, Ψ as well by dominated convergence (cf. Remark 2.15 above).
Lemma 2.16. For t > 0 fixed and ψ ∈ C + tem ,
holds.
Proof. By partial integration, for φ ∈ C + tem , t > 0 arbitrary,
By (1.11), symmetry and by the shift invariance of the dynamics,
Hence,
(2.41) In the following we use Φ and Ψ = Φ + ψ as initial conditions or test functions to facilitate notation. This notation is understood as an abbreviation for taking limits of non-decreasing approximating sequences of initial conditions as explained above and using monotone convergence to obtain the respective results.
Reason as in Remark 2.15 to see that the following integrals are well-defined. The Theorem of FubiniTonelli yields
dx.
This completes the proof.
Proof of Proposition 2.10
Let T ≥ 1 be arbitrarily fixed. For θ c < θ < θ arbitrary let
(2.43) For ease of notation, we only prove the case θ 1 = θ, θ 2 = θ. Note that if we let δ = (θ 2 − θ 1 )/M instead and consider the difference α T (θ 2 ) − α T (θ 1 ) in what follows, the proof remains unchanged.
We proceed to observe that θ 0 = θ, θ M T = θ and that we therefore rewrite
Let ξ > 0 arbitrary and S = S(ω, m), m ∈ N with ξ ≤ S ≤ T /2 − ξ be random stopping times to be made more precise later on. Then, by the strong Markov property of the processes involved,
(2.45) The expectations are well-defined by Corollaries 2.3-2.4. Using a θ-coupling we bound (2.45) from below by
A shift in space, using the shift invariance of the dynamics, further allows to rewrite this to
48) Hence, we use the strong Markov property of the family of laws P f , f ∈ C + tem to apply Lemma 2.14, using that T /2 − S ≥ ξ > 0 and S ≥ ξ > 0, to see that
With the help of Lemma 2.16 we further bound this from below by
(2.51) Fix ǫ > 0 arbitrary and let d 0 = d 0 (ǫ), m 0 = m 0 (ǫ) > 0 as in Corollary 5.5, where we note that instead of considering right markers we now consider left markers. We obtain as a further lower bound to the above
dxds for all T ≥ 1. We next make use of the following crucial observation. Recall that
The proof of the proposition follows in Section 3 below. First, we finish the proof of Proposition 2.10.
We obtain as a lower bound to the term in (2.52) with
, using the Theorem of Fubini-Tonelli, this is bounded from below by
ds.
By symmetry and Lemma 2.12, we have for T big enough,
withδ as in Lemma 2.12. Recall the definition of ν * ,l T (θ) from (5.8). We conclude using Corollary 5.5 and symmetry that
θ − θ as a lower bound to the left hand side. This finishes the proof.
Proof of Proposition 1.1
Lemma 2.7 yields the existence of the limit B = B(θ). Its positivity follows from Corollary 2.11. Combine Proposition 2.10 and Corollary 2.8 to obtain (1.14) by taking T → ∞. This concludes the proof.
Proof of Proposition 2.17
In this section we prove Proposition 2.17. We start out by giving the main idea of the proof.
Idea of proof
Let T 1 , T 2 > 0, m ∈ N and ξ > 0 be arbitrarily fixed. Let θ m as in (2.43) and suppose that θ c < θ
where
as in (2.48). We investigate the difference between the solutions u * ,l (θ m ) and u * ,l (θ m−1 ) over time with the goal of finding S such that (3.1) holds. For t fixed as above, condition on F t . Aside from the shift in space, by monotonicity, the difference on the time-interval [t, t + T 1 + T 2 ] is greater or equal to the difference of solutions u * ,l t+· (θ m ) and u * ,l t+· (θ m−1 ) with common initial condition u * ,l t (θ m−1 ) at time t. To be more precise, we use this time-period of length T 2 twofold. Firstly, we show that the mass stays "ahead" with probability of order O(ǫ) and secondly, that if it stays "ahead", then it has acquired a size of order O(1) at the front.
We now give the mathematical framework for the coupling-techniques mentioned above. Let T 1 > 0 be arbitrarily fixed and θ c < θ
and v as in (5.24) , that is, conditional on σ(u s (θ 1 )) :
Let T 2 > 0 be arbitrarily fixed. Extend the above coupling to include a process (
as follows. Set
. Indeed, to construct the coupling for the case s > T 1 , condition on F T 1 and use a combination of a monotonicity-coupling and a θ-coupling. To be more precise, use a monotonicity-coupling based on two independent white noises W 1 , W 2 to construct
almost surely, with v T 1 +· solving (5.21). Then use a θ-coupling to obtain
almost surely, where the difference processv solves (5.24) with a white noise W 3 independent of W 1 , W 2 from above. As a result,
holds indeed true.
A first estimate
The following estimate is fundamental in the first step of the construction. Recall (3.3) and thus compare the following SPDE with (5.24) from the θ-coupling which quantifies the gain in density due to an increase in θ.
be the set of continuous functions with exponential decay. For existence and uniqueness of solutions to all of the SPDEs mentioned in the proof below, see Theorem 1.5. Also letΥ ≡ ψ ∈ C 1,2 and sup
, W a white noise and ǫ > 0 be arbitrarily fixed. Let v = v(ǫ, θ, ζ) be a solution to
For g ∈ Υ, g ≥ 0, g ≡ 0 fixed,
holds true.
Proof. The lower bound. Fix ζ, g, θ and T as above. Let
Subsequently, dominate v = v(ǫ) by the sum of two independent solutions (cf. the construction of the coupling with two independent processes in Remark 5.11 below) satisfying
. We obtain by the independence and the identical distribution of the two non-negative solutions, for all ǫ, T > 0,
. (3.15) By Theorem 1.5b), I(ǫ) is continuous in ǫ. Hence, to establish the lower bound, it is enough to show that there exists ǫ 0 > 0 such that I(ǫ) > 0 for all ǫ ∈ [ǫ 0 , 2ǫ 0 ]. Indeed, by the continuity of I and (3.15), it then follows that inf
By reasoning as for an immigration-coupling, it follows that I(ǫ) is monotonically increasing in ǫ. It is therefore enough to find ǫ 0 = ǫ 0 (T ) > 0 such that I(ǫ 0 ) > 0. By definition of v, this holds true for arbitrary T > 0. Indeed, use for instance Theorem 1.5c) to see that with P(v) denoting the distribution of v, P(v) = Q 0,ǫζ,2ζ,1 and Q 0,ǫζ,0,0 are mutually absolutely continuous on U R,T (recall the notation from Theorem 1.5) for R, T > 0 arbitrarily fixed. Here, the law Q 0,ǫζ,0,0 is the law of the solution to
The latter is a superprocess with immigration and thus satisfies P( w T , g > 0) > 0. The upper bound. We now derive the upper bound in (3.12). Couple a solution v of (3.11) with a solution V of ∂V ∂t 
is only a local martingale, take a sequence of increasing stopping times τ n ↑ T such that (M t∧τn ) t∈[0,T ] is a martingale for each n ∈ N fixed. Take expectations and subsequently use dominated convergence to obtain the same conclusion. The coupling of v and V yields 
Increase of the right marker
We now follow the strategy as outlined in Subsection 3.1. We start by investigating the increase of the right marker of a solution due to an increase in θ.
Let f ∈ C + tem with R 0 (f ) < ∞ and P f (τ = ∞) = 1. Recall the notation from Subsection 3.1, in particular the definition of u, v, w = u (f ) (θ 1 ) + v with u 0 = f from (3.5) . In what follows, write
· (θ 1 )(x) and set F u T = σ(u t : 0 ≤ t ≤ T ) for T > 0 arbitrary. Note that in the proofs to follow we will often only write E or P when the context is clear. In the main statements, the indices are kept however. This will allow us to avoid changes in indexing when using duality relations.
Lemma 3.2. Let T 1 , T 2 > 0 be arbitrarily fixed and θ c < θ ≤ θ 1 < θ 2 ≤ θ. For all δ ′ > 0 there exists 
, recall that for the coupling from (3.5), the difference (0
. Thus, as the laws Q f,α,β,γ for f ∈ C + tem form a strong Markov family by Theorem 1.5b), and by (3.4),
Note that by Remark 3.3, u survives almost surely. Recall (2.39)-(2.41) to rewrite
Use a θ- * -coupling to conclude that this is bounded below by
where we let F u * ,r = σ u * ,r t (θ), u * ,r t (θ) : t ≥ 0 . Let ǫ = θ 2 − θ 1 . We now randomize the initial condition. Recall ν * ,l T (θ 1 ) as defined in (5.8) of the appendix. Let η 1 , T > 0 be arbitrarily fixed. The quantity we are interested in is
We get with the help of (3.27)-(3.28) as a lower bound to (3.29), 
. By the compactness of [−1/2, 0] there exists a subsequence x n k l → x 0 ∈ [−1/2, 0] for l → ∞ and as a result, f n k l converges to a limit in
, we now apply the lower bound of Lemma 3.1 for some 0 ≡ g = g x ∈ Υ, 0 ≤ g ≤ u * ,r T 2 θ (· − x). Recall that u t = u t (θ 1 ). From below (3.16) it follows that it is enough to show for ǫ 0 > 0 arbitrarily fixed that inf
for η 1 small enough and θ 2 = θ 1 + ǫ 0 . The left hand side in the above can be bounded from below by
where we used (3.31). The map (f, α, β, 1) → Q f,α,β,1 is continuous by Theorem 1.5b). Hence, the law P f (θ 1 ) = Q f,0,0,1 (θ 1 ) = Q f,0,(θ−θ 1 ),1 (θ) of u is continuous in f and θ 1 . Furthermore, by the continuous mapping theorem, the law of v(ǫ 0 , θ 2 , u), that is Q 0,ǫ 0 u,2u,1 (θ 1 + ǫ 0 ) = Q 0,ǫ 0 u,2u+(θ−θ 1 ),1 θ + ǫ 0 is also continuous in f and θ 1 . As θ, θ is a compact interval and
tem , the infimum is attained for some
Let θ ′ , f ′ be arbitrarily fixed. The innermost expectation is non-zero almost surely by reasoning as in (3.17) of the proof of the lower bound in Lemma 3.1. Let x ∈ [0, 1] be arbitrarily fixed. Then (1.11) and symmetry yield for u t = u
The latter is non-zero almost surely. Thus, using dominated convergence, we can choose η 1 > 0 small enough such that
Corollary 3.4. Let T 1 , T 2 > 0 be arbitrarily fixed and θ c < θ ≤ θ 1 < θ 2 ≤ θ. For all δ ′ > 0 there exists
Lemma 3.5. Let T 1 , T 2 > 0 be arbitrarily fixed and θ c < θ ≤ θ 1 < θ 2 ≤ θ. For all δ ′ > 0 there exists η 2 = η 2 δ ′ , T 1 , T 2 , θ, θ > 0 big enough such that
Proof. First note that w = u + v as in (3.5) and thus
Recall the construction of v T 1 +r , r ∈ [0, T 2 ] by means of a monotonicity-coupling from (3.6). Extend this coupling as follows.
for some white noise
almost surely and the law of U only depends on F u T 1 through the initial condition. Now reason similarly to (3.27)-(3.28) to obtain
In the third equality we used that U (T 1 ) = v T 1 . Use Lemma 5.2 to obtain that for all θ ∈ θ, θ ,
By (5.11) it follows that for every δ ′ > 0 there exist A δ ′ > 0 big enough and a compact set
We obtain for I 2 ≡ C
T (θ 1 ) (df ) as in (3.37),
By symmetry, Corollaries 2.3-2.4 and the Markov inequality, for T 2 > 0 fixed we can choose l > 0 big enough such that
Recall (3.4)-(3.5) and use monotonicity to conclude that for T 1 > 0 fixed, for all r > 0, T > 1,
Thus, for δ ′ > 0 fixed, we can pick l, r > 0 big enough such that
Now reason as from above (3.33) to below (3.34), this time using (3.24) from the proof of the upper bound from Lemma 3.1, to obtain the claim.
Recall the following observation for the coupling from (3.5) from the beginning of the proof of Lemma 3.2. Conditional on F u
Proof. Let X ≥ 0 be a random variable on some probability space (Ω, F,P). Then (cf. [9, Proof of Lemma 3] 
In the coupling from above, let
In what follows, we make use of regular conditional distributions. For
Now apply (3.50) to get for
Therefore it suffices to show that there exists η 3 > 0 small enough such that
By (3.25) and (3.37) we have for η 3 = η 1 /(2η 2 ),
Proof. Let ϕ ∈ C + tem with L 0 (ϕ) ∈ (0, 1) and η 4 > 0 be arbitrarily fixed.
Note that in what follows we condition first on F u
Recall from (3.6) that by means of a monotonicity-coupling,
By Corollary 5.1 we have
where z solves
where W 2 , W 3 are independent white noises. That is, conditional on F u
. By Theorem 1.5c), P(z) and Q z(T 1 ),0,0,0 are mutually absolutely continuous on U R,T for R, T > 0 arbitrarily fixed. The latter is the law of a superprocess with non-zero initial condition and thus is non-zero with positive probability at time T 1 + T 2 . Similarly, v T 1 is non-zero with positive probability. Now reason as in (3.28)-(3.34) with the following modifications. Use a θ-coupling for z to obtain (3.28). Then investigate
instead of the (outer) conditional expectation in (3.30). Only apply the lower bound of Lemma 3.1 in case z T 1 +T 2 ≡ 0. This way we obtain a result in the spirit of (3.25). Here we do not require z T 1 +T 2 respectively v T 1 to be non-zero a.s. as we do not have to multiply the (inner) conditional expectation from (3.61) with a front factor as in (3.30). Note in particular, that the final statement is phrased in terms of conditioning on F u T 1
. Analogous reasoning to the proof of Lemma 3.6, using that L 0 (ϕ) ∈ (0, 1) and thus
Lemma 3.9. Let ϕ ∈ C + tem with L 0 (ϕ) ∈ (0, 1) and T 1 , T 2 > 0 be arbitrarily fixed and θ c < θ ≤ θ 1 < θ 2 ≤ θ. For all δ ′′ > 0 there exists η 5 = η 5 ϕ, δ ′′ , T 1 , T 2 , θ, θ > 0 small enough such that
for all T > 1.
Proof. By Corollary 3.4, with ν * ,l
Hence, with ν * ,l
Also, by Lemma 3.8, with ν * ,l
Together with (3.64) this yields that with ν * ,l
The claim now follows.
Proof of Proposition 2.17. Let ϕ ∈ C + tem with L 0 (ϕ) ∈ (0, 1), T 1 , T 2 , ξ > 0 and θ m−1 , θ m be arbitrarily fixed. For ease of notation, write θ 1 , θ 2 instead of θ m−1 , θ m and set ǫ = θ 2 − θ 1 . By Lemma 3.9 and the definition of ν * ,l T (θ 1 ) (cf. (5.8) ), for all δ ′′ > 0 there exists η 6 > 0 small enough and T 0 > 0 big enough, all constants only dependent on ϕ, δ ′′ , T 1 , T 2 , θ, θ, such that
for all T ≥ T 0 and θ c < θ ≤ θ 1 < θ 2 ≤ θ. Hence, using Fubini-Tonelli's theorem, there exists a set Ω ′ with
For all ω ∈ Ω ′ , there exists
, ϕ(·) ≥ η 6 , set S = s 1 + T 1 + T 2 and call this a success. In case of no success, by (3.69), there exists
Continue as above with s 2 instead of s 1 . By choosing C > 0 small enough, we can repeat this procedure ⌈CT ⌉ times. If the above procedure fails, which can only happen if ω ∈ Ω ′ or ω ∈ Ω ′ but there was no success in ⌈CT ⌉ trials, set S = T /2 − ξ.
As a result, using the strong Markov property of the family of laws P f , f ∈ C + tem , we get
Recall from (2.43) that ǫ = δ/T to conclude that
For T → ∞ this bound approaches (1 − δ ′′ ) 1 − exp − Cη 6 δ > 0. This completes the proof of the claim.
The speed of the right marker
Note the construction of travelling wave solutions from Theorem 5.7 respectively Remark 5.8 of the appendix. Let ν * ,l T ∈ P(C + tem ) be given as in (5.8) and denote any arbitrary subsequential limit of the tight set {ν * ,l T : T ≥ 1} by ν = ν * ,l in what follows. This limit yields a travelling wave solution to (1.1). By Proposition 5.6, ν * ,l ({f : R 0 (f ) = 0}) = 1 and P ν * ,l (u(t) ≡ 0) = 1 for all t ≥ 0. Denote with ν (u 0 ) any subsequential limit that is obtained as in Remark 5.8 for u 0 ∈ H with analogous properties.
Recall from [19, Proposition 4.1] that for θ > θ c and (u (ν) t ) t≥0 a travelling wave solution to (1.1),
holds. This convergence also holds in L 1 if we replace R 0 (u(t)) by 0 ∨ R 0 (u(t)) as we see below.
In this section we show that the limiting speed of the dominating right marker R 0 u * ,l t and that of any travelling wave solution ν * ,l coincide. Moreover, the speed is deterministic, namely it equals B = B(θ) from Lemma 2.7. We extend this result to right front markers of solutions to (1.1) with initial conditions ψ satisfying ψ ∈ H R , where the convergence is now in probability and L 1 . For the right front marker of a corresponding travelling wave solution we obtain almost sure convergence to A (ν (ψ) ) = B. 
Proof.
By [14, (2.33)] and Lemma 2.13, for m > 0 arbitrary,
uniformly in t ≥ 1. In combination with (4.1) this gives P(
(4.6) and the first claim follows after taking N → ∞.
Moreover, for all N ∈ N, using once more [14, (2. 33)] and the L 1 -convergence of the first claim,
Recall from Lemma 2.7 and Corollary 2.11 that
holds as well. Indeed, let (u (ν) t ) t≥0 be an arbitrary travelling wave solution with R 0 (ν) = 0 almost surely. By Corollary 2.2 and [14, (2.33)], (4.1), for M ∈ N arbitrary,
Take M → ∞ and the claim follows. 
By the definition of tightness respectively weak convergence and the continuity of f → P f , (5.8) yields for ν * ,l
We obtain for I 1 , using Corollaries 2.3-2.4, that
by (4.8) respectively the assumption R 0 u
It therefore remains to show that lim sup T →∞ E 1 (T )/T = 0.
For ǫ > 0 arbitrarily fixed, recall the definition of R m 0 ,N (f ) from [14, (5.18) ]. Also recall from above that
By [14, (2.33)] and Lemma 2.13 we choose N > CT /ǫ such that 19) where the left equality also holds in L 1 .
Note that by reasoning as in the proof of [19, Proposition 4.1a)], for T > 0 fixed, once we bound lim sup n→∞ R 0 u * ,l T 0 +nT /nT , the same bound holds for lim sup t→∞ R 0 (u * ,l t )/t almost surely. We therefore fix T > 0 and rewrite 1 nT R 0 u * ,l
Fix i ∈ N. By (1.13), there exists a coupling such that
where L(u * ,l
By construction, the L(u * ,l T (i)), i ∈ N are independent. Indeed, we show this by induction. Let u * ,l
in the construction. Nevertheless, as ζ N (x) ↑ ∞ for x < 0 and ζ N (x) = 0 for x ≥ 0, the law of u * ,l 
for all T > 0. Take T → ∞ to conclude that
and therefore lim T →∞ R 0 u * ,l T /T = B almost surely.
Corollary 4.5. Let θ > θ c . Then 
The second claim now follows from the bounds on the positive part from Lemma 2.13 and on the negative part from (2.10) for N → ∞.
Finally, we consider initial conditions ψ ∈ H with H as in (1.15) .
Proof. Without loss of generality we assume that ψ(x) = ǫH 0 (x − x 0 ) for some x 0 ∈ R, ǫ > 0. Indeed, by definition of H R , for every ψ ∈ H there exist x 0 ∈ R, ǫ > 0 such that ψ ≥ ǫH 0 (· − x 0 ) and R 0 (ψ) ∈ R. Reason as in [14, Remark 2.8(ii) ] to construct a coupling such that for T 0 > 0 arbitrarily fixed,
and by Proposition 4.4, lim
By the shift invariance of the dynamics, assume further that x 0 = 1.
Let c ∈ R be arbitrary. For c > B,
for all x ∈ R. By (1.11), symmetry and by the shift invariance of the dynamics, for all T > 0,
for all N ∈ N. Suppose c < B. Let δ > 0 and choose N big enough such that e −2ǫN < δ. As we will show below, for N fixed, lim 
1−e −θ . Note that −B + ∆ = −c − ∆ to further get by symmetry and domination, 
Proof. By (4.1), Lemma 4.2 and Corollary 4.7, 
Proof of Theorem 1.3
The first claim and (1. 
for 0 ≤ t ≤ T with v 0 , z 0 ∈ C + tem and W 1 , W 2 independent white noises. Then we have for 0 ≤ s ≤ T ,
Proof. Reason as in [9, Subsection 1.2] . Let
Integration by parts yields H(f, g) = H(g, f ). The additional factor of 2 in the exponent results from the use of different scaling constants in the original SPDEs. Then
is a local martingale as well as
the duality relation follows.
Travelling waves for the right upper invariant measure
We extend the construction of travelling wave solutions from solutions with compactly supported initial conditions (cf. [14] ) respectively Heavyside initial data (cf. [19] ) to the right upper invariant measure case. As in [14] , the right marker is used to center the waves. Recall the set H R from (1.15). The constructions extend to initial conditions u 0 ∈ H R . Let θ c < θ ≤ θ ≤ θ and ν * ,l is almost surely finite and thus ν * ,l T is well-defined. Then the analogues of the following results of [14] hold, where constants only depend on θ through θ and θ. Here it is important to note that the tightness-result of Lemma 5.3 from below is uniform in θ ≤ θ ≤ θ as well. Note that in the proof of Lemma 5.2 we use Corollaries 2.3-2.4 in place of [14, Lemma 4.8] . Also note that the constants in [19, hold uniform in θ ≤ θ ≤ θ, which is easily be deduced using that p θ t (x) = e θt p t (x). Finally, note that the restriction to N ∈ N in [19, Lemma 3.7] and [14, Chapter 5] was only due to the fact that the sequence {ν T : T ∈ N} was under consideration rather than the set {ν T : T ≥ 1}. As we integrate from 1 to T in the proof of [19, Lemma 3.7] respectively [14, (5. 2)], part of the statements below are only valid for T > 1. 
In particular, for 0 < t ≤ 1,
holds. T (θ) : T ≥ 1} is tight. In particular, for every ǫ > 0 there exists a compact set
Proof. Let λ > 0 arbitrary. Then there exist C < ∞, γ, δ > 0, µ < λ and A > 0, such that
where φ 1 (x) ≡ exp(−|x|) and
Indeed, a look at the proof of [14, Lemma 5.1] shows that the sets under consideration, namely K(C, δ, γ, µ) and {f : f, φ 1 ≤ N } are independent of θ. The bounds are derived from previous statements, where constants only depend on θ through θ and θ.
Recall that K ⊂ C + tem is (relatively) compact if and only if it is (relatively) compact in C + λ for all λ > 0 and that K(C, δ, γ, µ) ∩ {f ∈ C
to conclude the proof of the claim. Tn be a subsequence that converges to ν * ,l . Then ν * ,l ({f : R 0 (f ) = 0}) = 1 and P ν * ,l (u(t) ≡ 0) = 1 for all t ≥ 0. Remark 5.8. Recall the set H R from (1.15). The constructions and statements from above extend to initial conditions u 0 ∈ H R . Here we use Lemma 2.1 instead of (2.9).
Coupling techniques
In what follows we shortly introduce the main coupling techniques and ideas that are used in this article. We start with the monotonicity-coupling from [14, Remark 2.1(i)].
Remark 5.9 (monotonicity-coupling). Let 0 < θ and u i ∈ C + tem , i = 1, 2 with u 1 (x) ≤ u 2 (x) for all x ∈ R. Then there exists a coupling of solutions u (i) , i = 1, 2 to (1.1) with initial conditions u i , i = 1, 2 such that u (1) (t, x) ≤ u (2) (t, x) for all t ≥ 0, x ∈ R almost surely. For intuition purposes, compare the construction of [16, Lemma 2.1.7] . The main idea is to write
where W 1 , W 2 are independent white noises and u (2) ≡ u (1) + v with v(t, x) ≥ 0 for all t ≥ 0, x ∈ R almost surely. v is constructed (conditional on u (1) ) as a process with annihilation due to competition with u (1) . Now recall [14, (1.8) ] to note that
for W a white noise appropriately chosen.
In this article we call a θ-coupling a coupling in the spirit of [16, Lemma 2.1.6].
To be more precise, use the techniques of [14, (2.2)-(2.4)] to show the following.
Remark 5.10 (θ-coupling). Let 0 < θ 1 < θ 2 . Let u 0 ∈ C + tem . Then there exists a coupling of solutions u (i) , i = 1, 2 to (1.1) with common initial condition u 0 but different parameters θ 1 respectively θ 2 such that u (1) (t, x) ≤ u (2) (t, x) for all t ≥ 0, x ∈ R almost surely. The main idea is to write
where W 1 , W 2 are independent white noises and u (2) ≡ u (1) + v with v(t, x) ≥ 0 for all t ≥ 0, x ∈ R almost surely. v is constructed (conditional on u (1) ) as a process with annihilation due to competition with u (1) and an immigration-term (θ 2 − θ 1 )u (1) .
In what follows we call a coupling with two independent processes a coupling in the spirit of [16, Lemma 2. Then there exists a coupling of solutions u (i) , i = 0, 1, 2 to (1.1) with initial conditions u i , i = 0, 1, 2 such that u (1) and u (2) are independent and u (0) (t, x) ≤ u (1) (t, x) + u (2) (t, x) for all t ≥ 0, x ∈ R almost surely. The main idea is to write
where W 1 , W 2 are independent white noises and u (0) ≡ u (1) + v with v(t, x) ≤ u (2) (t, x) for all t ≥ 0, x ∈ R almost surely. v is constructed (conditional on u (1) ) as a process with annihilation due to competition with u (1) contrary to u (2) , where no annihilation takes place. The independence of u (1) and u (2) follows from the independence of the white noises W 1 , W 2 .
An immigration-coupling is constructed similarly to a θ-coupling, where the immigration-term only depends on an outside source. with W 1 , W 2 two independent white noises, such that u (1) (t, x) ≤ u (2) (t, x) for all t ≥ 0, x ∈ R almost surely. The main idea is to write u (2) ≡ u ( v is constructed (conditional on u (1) ) as a process with annihilation due to competition with u (1) and an immigration-term α 2 − α 1 .
Note that conditional on u We use the construction of an approximating particle system (ξ n t (f 0 )) t≥0 for n ∈ N resulting in a solution to (1.1) with initial condition f 0 ∈ C + tem from [17] . The dynamics are modeled by means of i.i.d. Poisson processes given at the beginning of Section 2. Their rates depend in a monotone way on the parameter θ. Initial conditions f 0 get approximated by approximate densities A c (ξ n 0 (f 0 )), n ∈ N, compare the definition preceding Theorem 1. The approximate densities (A c (ξ n t (f 0 )) t≥0 converge to a solution to (1.1) with initial condition f 0 .
For the next lemma, recall the definition of υ T = υ T (θ) from [14, Remark 2.8] . Note in particular the use of the non-decreasing sequence ζ N ∈ C + tem , N ∈ N.
Lemma 5.13 (θ- * -coupling). Let 0 < θ 1 < θ 2 and T > 0 be arbitrarily fixed. There exists a coupling of two processes u * ,l T +t (θ i ) t≥0 , i = 1, 2 such that L u * ,l T +t (θ i ) t≥0 = P υ T (θ i ) , i = 1, 2. Moreover, u * ,l T +t (θ 1 ) (x) ≤ u * ,l T +t (θ 2 ) (x) for all x ∈ R, t ≥ 0 a.s.
(5.28)
This result also holds for a finite number of 0 < θ 1 < · · · < θ m , m ∈ N.
This coupling relies on two properties of the processes involved. Firstly, we use the monotonicity of the respective solutions resulting from θ 1 < θ 2 for each initial condition ζ N , N ∈ N, secondly, for θ i fixed, we use the construction of u * ,l T +t (θ i ) t≥0 by means of a non-decreasing sequence u (ζ N ) T +t (θ i ) t≥0 , N ∈ N as in [14, Remark 2.8] . Unfortunately, we could not make the constructions from above work to integrate these two steps into one. Thus we had to make use of the approximation by discrete particle systems, where at least the motivation for the veracity of the above result should be easily accessible to the reader.
Proof. The dynamics of the n th approximation for θ i , i = 1, 2 use the same set of i.i.d. Poisson processes for death-events. For birth-events, consider i.i.d. Poisson processes P t (x, y) : x, y ∈ n −2 Z, x neigbor of y with rate (2c 1 n 3/2 ) −1 (n + θ 1 ), (5.29)
Q t (x, y) : x, y ∈ n −2 Z, x neighbor of y with rate (2c 1 n 3/2 ) −1 (θ 2 − θ 1 ), where c 1 (n) → 1 as n → ∞. For the θ 1 -system, at a jump of P t (x, y), if the site x is occupied, there is a birth and the site y, if vacant, becomes occupied (cf. beginning of [17, Section 2] ). In our coupling, for the θ 2 -system, at a jump of P t (x, y) or Q t (x, y) the same holds. Note that P t (x, y) + Q t (x, y) : x, y ∈ n −2 Z, x neighbor of y is a family of i.i.d. Poisson processes with rate (2c 1 n 3/2 ) −1 (n + θ 2 ). As a result, given the same initial configurations, the θ 2 -system dominates the θ 1 -system. Additionally, we construct a set of initial conditions ξ n 0 (ζ N ) : N ∈ N of the n th approximating particle systems as follows below. They are the same for the θ 1 -and θ 2 -system. After linear interpolation in space, A c (ξ n 0 (ζ N )) converges in C + tem to ζ N for n → ∞ for all N ∈ N and (use that the sequence (ζ N ) N ∈N is non-decreasing), ξ n 0 (ζ N 1 ) ≤ ξ n 0 (ζ N 2 ) for N 1 ≤ N 2 . By [17, Theorem 1], the approximating densities A c (ξ n t (ζ N ))(θ i ) t≥0 , i = 1, 2 converge in distribution for n → ∞ to continuous solutions u for all t ≥ 0, N 1 ≤ N 2 , θ i ≤ θ j , i, j ∈ {1, 2}. For n ∈ N fixed, use the following coupling to obtain n th -approximations ξ n 0 (ζ N ) : N ∈ N for a family of initial conditions (ζ N ) N ∈N as in [14, Remark 2.8] . Assume without loss of generality that for all N ∈ N, ζ N ∈ C + tem is a bounded continuously differentiable function with bounded first derivatives. To construct the initial conditions of the n th approximating particle system recall that each site z ∈ n −2 Z has 2c 1 n 3/2 neighbors (including z) and for f 0 ∈ C + tem , A c (ξ n 0 (f 0 ))(z) = (2c 1 n 1/2 ) −1 y neighbor of z ξ n 0 (f 0 ) (y). For z ∈ n −2 Z, let ξ n 0 (f 0 ) (z) = 1, ∃k ∈ Z : z ∈ k·2c 1 n 3/2 n 2 , k·2c 1 n 3/2 +1 n 2 , . . . , Then X is a Polish space as well if we equip it with the metric ρ(f ,ḡ) ≡ i∈N 2 −i j=1,2,3,4,5d (f i1 , g i1 ) ∧ 1 wheref = (f ij ) i∈N,j=1,2,3,4,5 ,ḡ = (g ij ) i∈N,j=1,2,3,4,5 ∈ X, f ij , g ij ∈ D([0, ∞), C + tem ). Reason as in Jacod and Shiryaev [12, Corollary VI.3.33] , to see that the convergence in distribution of the sequences A c (ξ n · (ζ N ))(θ j ) n∈N for j ∈ {1, 2}, N ∈ N fixed and n → ∞ to a continuous (in t) limit implies the convergence of A n (N, θ 1 ), A n (N, θ 2 ), A n (N, ∆θ 1 ), A n (∆N, θ 1 ), A n (∆N, θ 2 )
By the definition of ρ(f ,ḡ), we can choose a subsequence such that (A n k ) k∈N converges in X. Note in particular that the marginal distributions of every subsequential limit are given by their respective one-dimensional limits. Fix this convergent subsequence. Now apply Skorokhod's theorem (cf. [6, Theorem III.1.8]) to obtain that after possibly changing to another probability space, this convergence becomes almost sure convergence, that is A n k (N, θ 1 ), A n k (N, θ 2 ), A n k (N, ∆θ 1 ), A n k (∆N, θ 1 ), A n k (∆N, θ 2 ) N ∈N (5.35) 
