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Introduction {#s1}
============

Cytochrome P450s represent a superfamily of heme-thiolate-containing enzymes responsible for metabolism of endogenous substrates such as steroids, fatty acids, and eicosanoids as well as xenobiotics including a large majority of pharmaceutical agents [@pone.0108607-Guengerich1]. CYP2D6 is a xenobiotic metabolizing CYP responsible for metabolism of ∼15% of pharmaceutical drugs including many with narrow therapeutic indices such as those for regulation of blood pressure and anti-psychotics [@pone.0108607-Wienkers1], [@pone.0108607-Wang1]. The only CYP that metabolizes more pharmaceuticals is CYP3A4.

Unlike CYP3A4, however, CYP2D6 is expressed as over 100 different allelic variants resulting in a large range of enzymatic activity over different individuals [@pone.0108607-IngelmanSundberg1], [@pone.0108607-Niwa1], [@pone.0108607-Sakuyama1]. The Human Cytochrome P450 Allele Nomenclature Committee (<http://www.cypalleles.ki.se/>) has an up-to-date listing of CYP polymorphisms and a recent review of known clinical phenotypes of some alleles has been published [@pone.0108607-Zhou1], [@pone.0108607-Zhou2]. CYP polymorphisms result in variations in plasma drug concentrations and half-life of drugs *in vivo*. Allelic variants may result in null phenotype, reduced activity, altered substrate selectivity, altered sites of metabolism, and even increased catalytic efficiency with some drug substrates [@pone.0108607-Zhou1], [@pone.0108607-Zhou2]. For instance, individuals with multiple copies of CYP2D6 rapidly clear drugs metabolized by CYP2D6 and are referred to as ultra-metabolizers (UMs) while those who have reduced or null CYP2D6 activity are referred to as poor metabolizers (PMs) [@pone.0108607-Zhou1]. All others are considered intermediate (IM) or extensive metabolizers (EMs) reflecting the large variation in CYP2D6 activity among individuals [@pone.0108607-Zhou1]. Allelic variants of CYP2D6 present a major area of concern for pharmaceutical drug metabolism and adverse drug interactions due to wide variability in drug metabolism activity caused by the presence of variants [@pone.0108607-IngelmanSundberg1].

In addition to the challenge of categorizing CYP2D6 polymorphisms and drug efficacy, CYP2D6 metabolism can also be severely affected by mechanism-based inactivation (MBI). Mechanism-based inactivators are ligands for CYPs that are metabolized to reactive electrophiles. The electrophiles can then become covalently bound to the enzyme or the heme moiety, or cause enzyme-heme covalent adduction [@pone.0108607-Hollenberg1]. Frequency of formation of reactive electrophiles depends on the partion ratio for the inactivator, e.g. number of turn over events minus one. Adverse drug reactions resulting from MBI result in patient phenotypes similar to poor-metabolizers and severe side effects can result [@pone.0108607-Hollenberg1]. Little is known about the interaction between CYP polymorphisms and inactivators. Understanding of how polymorphisms cause changes in enzyme activity and application to inactivators will lead to better prediction of clinical outcomes in the era of personalized medicine as well as allow better predictions of structure-activity relationships between CYPs and various substrates. Furthermore, understanding interactions of MBIs with polymorphic forms of CYPs will lend insight into the basic chemical structures and physical interactions that lead to MBI events.

Crystal structures of many of the xenobiotic metabolizing human CYPs have been solved [@pone.0108607-Johnson1]. These structures typically present reference forms, termed \*1, for CYPs, e.g. the most common CYP variant found in the general population. In the star allele nomenclature, \*1 represents the consensus sequence while other novel variants are ordered by a unique number (for more information on the star allele nomenclature, see [@pone.0108607-Robarge1]). For crystallographic studies there are frequently mutations introduced to facilitate solubility and crystallization (e.g. truncation of the N-terminal domain). In order to understand the effects of allelic variants on CYP structure, substrate binding, access/egress channels, and other physical characteristics, molecular dynamics models of allelic variants can be compared to \*1 structures [@pone.0108607-Lertkiatmongkol1], [@pone.0108607-Sano1], [@pone.0108607-Cui1], [@pone.0108607-Zhang1].

Four polymorphic forms of CYP2D6 (\*34, \*17-2, \*17-3, and \*53) were chosen for this study as a preliminary examination of the use of molecular dynamics models in understanding polymorphisms and inactivation ([Table 1](#pone-0108607-t001){ref-type="table"} and [Figure 1](#pone-0108607-g001){ref-type="fig"}). Variants were chosen based on clinical relevance (\*17-2 and \*17-3), mutational similarity (\*34, \*17-2, \*17-3), and functional activity (\*53) (*vide infra*).

![Location in CYP2D6\*1 of the amino acid variants (the structure is shown in two views).\
\*34 has a single mutation at R296C (purple) on helix I and distal to the active site. \*17-2 has the R296 mutation as well as T107I (blue) while \*17-3 also has the S486T mutation (green), but distal to the active site. \*53 has two mutations in SRS1 at F120I and A122S (orange) that are near the active site. Heme is shown in red.](pone.0108607.g001){#pone-0108607-g001}
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###### Allelic Variants of CYP2D6 Analyzed in this Study[^∧^](#nt101){ref-type="table-fn"}.

![](pone.0108607.t001){#pone-0108607-t001-1}

  Allele        Alterations       Location (s)           Functional Significance                 References
  -------- --------------------- --------------- --------------------------------------- ---------------------------
  \*34             R296C               αI         metabolic products vary from expected    [@pone.0108607-Marez1]
  \*17-2       R296C, T107I          αI, αB′            activity reduced to ∼20%          [@pone.0108607-Oscarson1]
  \*17-3    R296C, T107I, S486T   αI, αB′, β4-2         activity reduced to ∼20%            [@pone.0108607-Zhou1]
  \*53         F120I, A122S         B-C loop                   possible UM                [@pone.0108607-Sakuyama1]

amino acid alterations and functional significance as compared to allelic form CYP2D6\*1.

The variant \*34 has one altered amino acid - an R296C mutation near the start of helix I near substrate recognition site 4 (SRS4) that is located ∼20 Å from the heme iron. The R296C amino acid change is a common variation in combination with other mutations in allelic variants of CYP2D6. \*17-2 has the R296C mutation as well as a T107I mutation in helix B′ near SRS1, also ∼20 Å from the heme iron. \*17-3 has a third additional mutation, S486T, in sheet β4-2 near SRS6 at ∼14 Å from the heme iron. The difference between \*17-2 and \*17-3 is two or three mutations, respectively, hence the designations -2 and -3; no functional activity differences have been noted for the two variants [@pone.0108607-Oscarson1]. The series of \*34, \*17-2, and \*17-3 variants allows for analysis of the effects of increasing numbers of mutations to be analyzed as well as the effects of distal mutations on the active site.

One additional variant, \*53, was also used in our analysis due to its characterization as a possible UM [@pone.0108607-Sakuyama1]. \*53 has two amino acid changes: F120I and A122S. Both of these mutations are located in the B-C loop region and SRS1. These amino acids are near the active site and position 120 is only ∼4.5 Å from the heme iron. The B-C loop region is known to have a role in substrate recognition and binding [@pone.0108607-Sirim1]. F120 is part of the active site architecture (the "arch" portion of a right foot shape of the active site of CYP2D6 as described by Rowland et al. [@pone.0108607-Rowland1]) and is believed to interact with aromatic substrates.

Previous studies have shown that allelic variants \*34, \*17-2, and \*17-3 (mutations distal from the active site) display ∼80% reduced activity compared to \*1 [@pone.0108607-Zhou1]. \*34 has further been shown to form different major products than \*1 during metabolism of some drugs (e.g. anandamide [@pone.0108607-Sridar1]). For \*17-2 and \*17-3 variants, the mutations that lead to lower activity have measurable effects on *K* ~m~ (increased) for some substrates (e.g. codeine [@pone.0108607-Oscarson1], [@pone.0108607-Yu1]). Conversely, \*53 (two mutations near active site) is considered a possible UM with lower *K* ~m~ for some substrates and resulting higher enzyme efficiency (e.g. bufuralol and dextromethorphan [@pone.0108607-Sakuyama1]).

Our group has previously established SCH 66712 as a potent mechanism-based inactivator (MBI) of CYP2D6\*1 ([Figure 2](#pone-0108607-g002){ref-type="fig"}) [@pone.0108607-Nagy1], [@pone.0108607-Livezey1]. In addition, we determined the sites of metabolism on SCH 66712 by CYP2D6 and predicted the route for inactivation [@pone.0108607-Nagy1]. While some kinetic data for interaction of some ligands with CYP2D6 allelic variants exists, how SCH 66712 or other ligands and MBIs interact with CYP2D6 allelic variants is not known. Since SCH 66712 is both a ligand and inactivator, it is well suited for use in analysis of CYP2D6 allelic variant interactions with ligands. Furthermore, tunnel analysis with allelic variants of CYP2D6 has not previously been performed, but the strategy may allow greater understanding of some observed activities and allow prediction of susceptibility to inactivation. Thus, the aim of this study was to use computational approaches to explain possible interactions between polymorphisms of CYP2D6 and SCH 66712 that can lead to differences in susceptibility to inactivation.

![The structure of SCH 66712 consists of phenyl, imidazole, piperazine, and fluorinated heteroaromatic rings.\
SCH 66712 is metabolized by CYP2D6 to four mono-oxygenation products. One product is formed by oxygenation of the phenyl ring (most likely on the *para*-carbon) and three products are formed by oxygenation at sites on the piperazine and/or heteroaromatic rings, as previously described [@pone.0108607-Nagy1].](pone.0108607.g002){#pone-0108607-g002}

By use of molecular dynamics techniques, the present study showed differences in conformational dynamics of a subset of CYP2D6 variants that could explain observed phenotypes and possible interaction with the inactivator SCH 66712. Mutations either distal or proximal to the active site generated changes in protein flexibility without affecting global protein folding. In addition, the presence of the ligand, SCH 66712, in the active site caused changes in protein flexibility that might affect substrate egress channel pathways and further explain the differences in enzyme activities among the allelic variants. Overall, our findings predict similar susceptibility to inactivation by SCH 66712 for each variant.

Methods {#s2}
=======

Model preparation {#s2a}
-----------------

The initial model structure for molecular dynamics (MD) simulations was constructed from the 2.8 Å resolution X-ray structure of CYP2D6 bound to prinomastat (PDB ID: 3QM4) [@pone.0108607-Wang2]. Only chain A and its corresponding heme cofactor were used as the base template for this study; crystallographic waters and prinomastat were removed. The 3QM4 structure was used since it was crystallized with primomastat bound and, in conjunction with our compound I heme parameters (*vide infra*), better simulates the hexa-coordinated iron of the heme that is only found during catalysis. There is also a 2.1 Å resolution structure of CYP2D6 (3TBG) that contains two thioridazines bound above the active site (each at 370 da and with bulky fused six-member rings). The presence of two thioridazine ligands in 3TBG opens the active site cavity more than in 3QM4 and merges substrate access channels [@pone.0108607-Hollenberg1]. Since binding of only a single ligand of approximately the same shape and size of prinomastat and analysis of substrate access/egress channels were key elements in the current study, the 3QM4 structure was used instead of 3TBG. Finally, the substrate-free structure (PDB ID: 2F9Q) lacked sufficient electron density for assignment of residues 42-51 in the N-terminal region and 229--239 of the F-G loop; the 2F9Q further contained a polymorphic V374M substitution and two additional mutations, L230D and L231R, introduced to increase solubility [@pone.0108607-Rowland1]. While the N-terminal region of CYP2D6 was modified by truncation to increase expression and solubility, and a histidine tag introduced for purification purposes on the C-terminal end, CYP2D6 in the 3QM4 structure otherwise represents CYP2D6\*1.

Backbone dependent rotamers were added to \*1 to create \*34 (R296C), \*17-2 (T107I, R296C), \*17-3 (T107I, R296C, S486T), and \*53 (F120I, A122S) using UCSF Chimera package [@pone.0108607-Pettersen1]. Protonation states of histidines, glutamic, and aspartic acids for all polymorphisms were determined at pH 7.0 by the PDB2PQR [@pone.0108607-Dolinsky1], [@pone.0108607-Dolinsky2] webserver using PROPKA [@pone.0108607-Li1]. To create ligand bound complexes, SCH 66712 was docked into the binding pocket using AutoDock Vina [@pone.0108607-Trott1]. While a crystal structure of CYP2D6 bound to SCH 66712 has yet to be elucidated, docking positions for simulation are consistent with previously observed metabolism mechanisms and presumed orientation for mechanism-based inactivation, namely phenyl ring oriented toward the heme iron [@pone.0108607-Nagy1]. Priority was also given for pi-pi stacking geometry of one of the aromatic rings of SCH 66712 with F120 and interaction of one of the basic nitrogens of SCH 66712 with D301 or E216 [@pone.0108607-Livezey1].

Simulation protocol {#s2b}
-------------------

Setup and simulation was performed as follows for all systems using pmemd.cuda (hybrid single/double precision) [@pone.0108607-SalomonFerrer1] in the AMBER 12 (Bugfix 2) suite with the AMBER99SB and GAFF force fields [@pone.0108607-Case1], [@pone.0108607-Case2]. To model the catalytically active oxy-ferryl-species \[(Fe^IV^ = O)^+•^\], quantum mechanically derived parameters for resting high spin Compound I were applied as described and provided to us by Shahrokh et al. [@pone.0108607-Shahrokh1]. RESP charges for SCH 66712 were derived by the RESP-A1A charge model in Gaussian 2009 using the R.E.D. Server [@pone.0108607-Vanquelef1]. The system was solvated in a 10 Å pad of TIP3P waters and neutralized. Additional NaCl ions were randomly added for a final concentration of 150 mM to mimic physiological conditions.

To reduce steric clashes between the solvent and protein, before simulation a 10,000 step combined steepest and conjugate gradient energy minimization was performed with harmonic restraints of 25 kcal/mol-Å^2^ placed on all protein backbone atoms. A subsequent full system 10,000 step energy minimization was performed without harmonic restraints. Following energy minimization the system was linearly heated in the canonical NVT ensemble (constant number of particles, N; volume, V; temperature, T) to 300.0 K using the Langevin thermostat with a collision frequency of 5.0 ps^-1^ and harmonic restraints of 4 kcal/mol-Å^2^ on all backbone atoms over 250 ps. To equilibrate pressure and volume, three 250 ps simulations were performed in the isothermal-isobaric NPT ensemble (constant number of particles, N; pressure, P; temperature, T) lowering harmonic restraints on all backbone atoms by 1 kcal/mol-Å^2^ each time with isotropic position scaling using the weak-coupling Berendsen barostat, a coupling constant of 1 ps^-1^, and a target pressure of 1 atm. A final 250 ps NPT simulation was performed without harmonic restraints and a Langevin collision frequency of 2 ps^−1^. Similar to heating, 100 ns production runs were performed in the NVT ensemble but with a Langevin collision frequency of 1 ps^−1^ and without harmonic restraints. To avoid synchronization effects, a randomize seed, calculated from the wall clock, provided starting velocities for all simulations. The time-step for all simulations was 2 fs and all hydrogen atoms were constrained with the SHAKE algorithm with a tolerance of 1\*10^−5^. Long-range electrostatic interactions were calculated using the Particle Mesh Ewald algorithm [@pone.0108607-Darden1] with a cutoff of 9 Å. All other parameters were set to default values in AMBER in order to obtain a model of the best fit. Simulations were performed on the Stampede HPC system in the Texas Advanced Computing Center at the University of Text using a start-up allocation from the Extreme Science and Engineering Discovery Experience (XSEDE) interface.

We note that in the initial simulation for \*1, SCH 66712 quickly flipped orientation, placing the heteroaromatic toward heme (data not shown). SCH 66712 stayed in the flipped orientation and moved into a pocket ∼12 Å above the ferryl oxygen, a binding distance not adequate for metabolism, for the duration of the simulation. Ligand behavior of this type was not seen with the other allelic variant simulations. We wondered if the results with \*1 were due to the ligand assuming a binding free energy minimum that could not be overcome as the simulation continued over time. To confirm, we ran four additional simulations with SCH 66712 bound to \*1 with each simulation starting with the same initial docking pose for SCH 66712 for a total of five simulations of \*1 interaction with SCH 66712. Of the five simulations, two (1 and 3) resulted in the ligand locking quickly into a binding orientation away from the active site while the other three (2, 4, and 5) had the ligand staying within ∼3 Å of the active site and in a conformation compatible with metabolism. Simulations 2, 4, and 5 generated orientations and binding distances consistent with metabolism. The root mean square deviation (RMSD) equilibrations further showed that simulations 2, 4, and 5 were in greater equilibrium than simulations 1 and 3, the unproductive binding modes (data not shown). Analysis of root mean square fluctuation (RMSF) for simulations 2, 4, and 5 were similar ([Figure S1](#pone.0108607.s001){ref-type="supplementary-material"}) and Simulation 5 was used in all subsequent analyses.

RMSD and RMSF {#s2c}
-------------

RMSD was calculated over the 100 ns production simulation for all backbone atoms (C~α~, C, N) at 10 ps intervals using cpptraj. A rolling average over 100 ps intervals was then applied to reduce noise. The RMSF of all backbone atoms was subsequently calculated over the latter half, 50--100 ns, of the production simulation. Corresponding RMSF structures were prepared by populating the B-Factor column in the pdb of the CYP2D6\*1 with SCH 66712 simulation RMSF values using PBDEditor; the RMSF values were then visualized using PyMOL.

Ligand Binding Clustering {#s2d}
-------------------------

Stable states of the ligand binding were identified via principal component analysis (PCA) where PC1 and PC2 measured the distance from the fluorine and phenyl ring end of SCH 66712, respectively, to the heme-coordinated oxygen (Compound I). Binding stability and populations were assessed via RMSD calculations for each ligand as described above.

Calculation of Binding Free Energy {#s2e}
----------------------------------

Relative ligand binding energies were calculated by Molecular Mechanics/Poisson Boltzmann Surface Area using MMPBSA.py [@pone.0108607-Miller1], in 1 ns intervals over the last 20 ns of production simulation (80--100 ns) sampling over the previously identified SCH 66712 stable binding populations. To accurately describe the binding cavity environment containing the heme-coordinated oxygen and two positively charged Asp and Glu residues, an internal dielectric constant of 3 was applied as tested by Hou et al. [@pone.0108607-Hou1]. Additionally nonpolar solvation energy was calculated as described by Tan et al. [@pone.0108607-Tan1]. The MM/PBSA technique has been extensively described elsewhere [@pone.0108607-Sano1], [@pone.0108607-Zou1], [@pone.0108607-Fu1], [@pone.0108607-Kar1], [@pone.0108607-Handa1].

Tunnel analysis {#s2f}
---------------

Snapshots of each variant with no ligand bound were taken at 100 ps intervals over the 100 ns simulation run time generating a total of 1000 snapshots used in tunnel analysis. CAVER 3.0 software was used for analysis of substrate access and egress channels [@pone.0108607-Chovancova1]. Using C programming language, the coordinates of the oxygen and iron of Compound I were identified and the starting point for CAVER analysis was set 4 Å above the oxygen in Compound I ([Scheme S1](#pone.0108607.s014){ref-type="supplementary-material"}). The probe radius was set to 0.9 Å and clustering threshold was initially set at default value of 4.0 but in final analysis ranged from 2.5 to 4.0. The bottleneck heat map range was 0.9--1.5 Å and the profile heat map range was 0.9--2.0 Å. Seed was set to 1 to ensure consistent results. All other parameters were set to default values as listed in the CAVER user guide version 3.0 and included: shell radius (3), weighting coefficient (1) for tunnel clustering, bottleneck contact distance (3), the number of approximating balls (12), max distance for the calculation starting point from the initial starting point (3), and desired radius (5) for the closest Voronoi vertex to the initial starting point. Resulting tunnels were identified and visualized in PyMOL. Heat maps were generated in R.

Molecular Visualization {#s2g}
-----------------------

All molecular structures were produced using PyMOL Molecular Graphics System, Version 1.3 (Schrödinger, Portland, OR).

Graphing {#s2h}
--------

All graphs were prepared in the R Project for Statistical Computing (<http://www.r-project.org/>).

Results {#s3}
=======

System Convergence {#s3a}
------------------

Equilibration of the enzyme structures in MD simulations was checked by the root mean square deviation (RMSD) measurements for each simulation system ([Figure S2](#pone.0108607.s002){ref-type="supplementary-material"}). Deviations were measured over 100 ns. Forms \*1 and \*53 plateaued by ∼15 ns, with \*34, \*17-2 and \*17-3 converging at ∼50 ns. The last 20 ns of the simulation trajectories were used in subsequent analyses unless otherwise stated.

Comparison of \*1 Model with 3QM4 Crystal Structure {#s3b}
---------------------------------------------------

Our model was built from the prinomastat bound crystal structure of CYP2D6 (3QM4) as described in the [Methods](#s2){ref-type="sec"}. To confirm validity of our simulated model, the \*1 model was superimposed on the 3QM4 structure with ligands bound ([Figure S3](#pone.0108607.s003){ref-type="supplementary-material"}). The overlay shows agreement between the crystal structure and the \*1 model with RMSD of 1.724 Å. The overall structural fold was the same and secondary structural elements aligned. Differences noted include the appearance of helix A′ in the \*1 model, though it did not form in the crystal structure 3QM4 (nor in the no ligand bound crystal structure, 2F9Q). Also, helix F′ in the \*1 model was displaced ∼3.5 Å as was the connected F-G loop region; however, the distance between helix F′ and the region of helix A′ of the \*1 model was proportional to the width in 3QM4 (∼10 Å). Finally, helix G″ was shorter in the \*1 model (only one turn) and displaced ∼10 Å from its location in the 3QM4 crystal structure. These differences reflect the regions of CYPs known to be more flexible [@pone.0108607-Lampe1], [@pone.0108607-Skopalik1] and the greater range of motion allowed in the molecular dynamics simulations versus crystal packing interactions observed by others [@pone.0108607-Skopalik1].

With regard to ligand positioning, superposition of the \*1 model with SCH 66712 docked in the active site onto the 3QM4 structure with bound prinomastat showed small overall displacement (\<1 Å) of the central part of the ligands. However, at the heme iron, the SCH 66712 phenyl ring is displaced ∼4.7 Å relative to the position of the heteroaromatic ring of prinomastat ([Figure S3B](#pone.0108607.s003){ref-type="supplementary-material"}). The phenyl group of SCH 66712 produces a type I binding spectrum [@pone.0108607-Nagy1] and does not contain a nitrogen while the ring in prinomastat has a nitrogen and non-bonding electrons that coordinate tightly to the heme iron in the 3QM4 structure and produce a type II binding spectrum [@pone.0108607-Wang2].

Molecular Dynamics Simulations of Ligand-Free CYP2D6 Variants {#s3c}
-------------------------------------------------------------

Fluctuation of the backbone atoms was examined by measurement of changes in root mean square fluctuation (ΔRMSF) relative to \*1 ([Figure 3A](#pone-0108607-g003){ref-type="fig"}). In general, the structural core (helices D, E, I, J, K, L) of all the variants were of similar rigidity as the \*1 model.

![Changes in root mean square fluctuations (ΔRMSF) of backbone atoms of \*34 (purple), \*17-2 (blue), \*17-3 (green), and \*53 (orange) relative to \*1 (corresponds to zero line) with (A) no ligand bound and (B) with SCH 66712 bound.\
Positive values for ΔRMSF correlate to atoms of increased flexibility while negative values for ΔRMSF correlate with more rigid atoms compared to reference CYP2D6\*1. The x-axis indicates amino acid position. Helices are indicated in blue (and labeled at the top of Panel A), β-sheets in green, and turns in pink. The F-G, C-D, and G-H loop regions show the greatest variability in flexibility between variants and \*1 both with and without SCH 66712 bound. There was also a modest difference in flexibility in the meander loop region.](pone.0108607.g003){#pone-0108607-g003}

For the \*34, \*17-2, and \*17-3 collection of sequentially increasing mutations, the greatest differences in structural conformations in the absence of ligand were in the C-D, F-G, and G-H loop regions and helix H ([Figures 3A](#pone-0108607-g003){ref-type="fig"} and [Figure S4](#pone.0108607.s004){ref-type="supplementary-material"}). The F-G loop region of \*34 was particularly more flexible than \*1 and the other variants. \*17-2 was also flexible in the F-G loop region, though not as much as \*34; \*17-3 was slightly more rigid than \*1 in the same region. However, only \*17-2 and \*17-3 showed increased flexibility in the C-D loop region. At helix H, \*34 showed the greatest flexibility followed by \*17-2 and \*17-3. \*53 was generally more rigid than \*1 and the other variants, particularly in the F-G loop region and also the C-D loop region. The meander loop (between helices K′ and L) was slightly more rigid in all the variants than in \*1 in the absence of ligand.

Fluctuations on the N- and C-terminal ends were not considered since the ends are on the surface of the structure and have no regular secondary structure features allowing greater flexibility.

Docking of SCH 66712 {#s3d}
--------------------

SCH 66712 was docked into each variant by use of Autodock Vina as described in the [Methods](#s2){ref-type="sec"}. The lowest energy binding modes with the phenyl group of SCH 66712 oriented toward the heme were selected as starting points for simulations described below since our previous studies suggested that the phenyl group on the substituted imidazole is involved in protein adduction during mechanism-based inactivation [@pone.0108607-Nagy1]. Initial poses for SCH 66712 binding are shown in [Figure 4A](#pone-0108607-g004){ref-type="fig"}.

![Interaction of SCH 66712 with allelic variants.\
(A) Initial docking poses of SCH 66712 with each CYP2D6 variant. SCH 66712 was docked using AutoDock Vina as described in the [Methods](#s2){ref-type="sec"}. Other poses not shown include positioning of the heteroaromatic ring above the heme iron. Both positions, phenyl or heteroaromatic ring pointing toward heme, are consistent with known sites of metabolism by \*1 [@pone.0108607-Nagy1]. (B) Representative snapshots of the most prominent SCH 66712 binding mode for each variant as determined by PCA from 1000 snapshots (PCA population kernels shown in [Figure S12](#pone.0108607.s012){ref-type="supplementary-material"}). Additional, minor, binding modes were also identified for \*1 and \*17-3 as indicated in [Figure S13](#pone.0108607.s013){ref-type="supplementary-material"}. Helix I is shown in the background. For each variant, the phenyl ring of SCH 66712 points toward the heme. In \*1, \*17-2, and \*17-3 the heteroaromatic ring of SCH 66712 is pointing to a pocket between helices I and G. In \*53 and \*34, SCH 66712 is oriented with the heteroaromatic ring pointing to a pocket between helices F and E.](pone.0108607.g004){#pone-0108607-g004}

Molecular Dynamics Simulations of CYP2D6 Variants Bound to SCH 66712 {#s3e}
--------------------------------------------------------------------

Molecular dynamics simulations were run starting with CYP2D6 variants bound to SCH 66712. As in no-ligand bound simulations, the systems converged at ∼30 ns, except \*34 that remained more dynamic ([Figure S5](#pone.0108607.s005){ref-type="supplementary-material"}). The fluctuations of the backbone atoms were examined by measurement RMSF. To compare changes in simulations with ligand bound, the variants were compared to \*1 with ligand bound ([Figure 3B](#pone-0108607-g003){ref-type="fig"} and [Figure S7](#pone.0108607.s007){ref-type="supplementary-material"}). As in simulations without ligand bound ([Figure 3A](#pone-0108607-g003){ref-type="fig"}), the core structural elements were largely of similar rigidity as \*1 (helices D, E, I, J, K, L). In contrast, with ligand bound all the variants had a moderately more flexible meander loop than \*1, and the C-D and F-G loops were more rigid. The G-H loop region was increasingly flexible in the \*34, \*17-2, and \*17-3 series, with \*17-3 the most flexible and \*34 the least. The F-G loop region showed similar and greater rigidity for all three variants as compared to \*1. There was also more rigidity in the H-I turn region for all three. Only \*34 showed higher flexibility in the β1-1 and β1-2 sheets when ligand was bound. For \*53, the differences from \*1 closely matched those in the no-ligand bound simulation except for the F-G and meander loop that were slightly more flexible than \*1 in the presence of ligand.

Comparisons for each variant with and without ligand bound were also made ([Figures S7](#pone.0108607.s007){ref-type="supplementary-material"}, [S8](#pone.0108607.s008){ref-type="supplementary-material"}, [S9](#pone.0108607.s009){ref-type="supplementary-material"}, [S10](#pone.0108607.s010){ref-type="supplementary-material"}, and [S11](#pone.0108607.s011){ref-type="supplementary-material"}). \*1 simulations with ligand bound showed decreases in flexibility in the G-H and C-D loop regions upon ligand binding ([Figure S7](#pone.0108607.s007){ref-type="supplementary-material"}). Smaller differences in flexibility were measured in helix I and the meander loop regions where the presence of ligand increased flexibility in \*1. For \*34, ligand simulations were highly more rigid in the F-G loop region and to a lesser extent in the B′-C turn region ([Figure S8](#pone.0108607.s008){ref-type="supplementary-material"}). While \*17-2 displayed the same decrease in flexibility in the F-G loop in the ligand bound form, there was also additional rigidity in the C-D turn region in the ligand bound simulations that was not present in \*34 simulations ([Figure S9](#pone.0108607.s009){ref-type="supplementary-material"}). \*17-3, like \*17-2, was more rigid in the C-D turn region in ligand bound simulations; however, unlike the others in the series, \*17-3 showed increased flexibility especially in the G-H loop region and also in the meander loop region in simulations with ligand ([Figure S10](#pone.0108607.s010){ref-type="supplementary-material"}). The \*53 variant showed slightly more flexibility in the helix G′ region (around residue 230) in ligand bound simulations. The rigidity of the C-D loop region in simulations without ligand was similar in simulations with ligand bound for \*53. Overall, \*53 showed little conformational differences between no ligand and ligand bound simulations and tended to be the most rigid of the structures ([Figure S11](#pone.0108607.s011){ref-type="supplementary-material"}).

Differences in flexibility of each variant when bound to SCH 66712 are also visualized by use of putty models made with RMSF values ([Figure 5](#pone-0108607-g005){ref-type="fig"}). \*53 is the most rigid of the variants. To analyze more specific areas of difference, each structure was overlaid with \*1 ([Figure S6](#pone.0108607.s006){ref-type="supplementary-material"}). The RMSD for the overlays ranged from 1.389 Å to 1.655 Å and in all cases more changes were noted on the distal side than on the proximal side of the structures. For \*17-2, the G helix is two amino acids shorter on the C-terminal end, the helix G″ is displaced, and the helix A′ did not form; however, the distance between helix F′ and the region of helix A′ was the same width, ∼10 Å ([Figure S6](#pone.0108607.s006){ref-type="supplementary-material"}). In \*17-3, helix G″ did not form, helix A′ is two amino acids shorter, helix F′ is displaced into the channel narrowing it to ∼7 Å ([Figure S6](#pone.0108607.s006){ref-type="supplementary-material"}). Comparison of \*1 with \*34 shows a wider channel near the F-G loop (∼19 Å in \*34) as well as a slightly displaced helix G″ and shorter helix A′. Beta sheets 1-1 and 1-2 are also each shorter by two amino acids. Finally, in the overlay of \*1 with \*53 it is apparent that helix G″ and helix A′ are not formed. Analysis of amino acid positioning in the active site showed only small displacements (typically \<1.5 Å) (data not shown).

![Structural fluctuations of each CYP2D6 variant with SCH 66712 bound.\
Rainbow color scheme indicates degree of fluctuation with blue indicating little fluctuation to red indicating large fluctuation. The size of the backbone strand is also indicative of fluctuation with large diameter indicative of fluctuations. All structures showed a rigid core surrounding the heme with the area of the greatest flexibility in the F-G loop and helix A′ regions on the distal side. \*34 was the most flexible of the variants and \*53 was the most rigid.](pone.0108607.g005){#pone-0108607-g005}

Ligand Fluctuations {#s3f}
-------------------

To understand how the ligand motions varied in the active site of each variant, fluctuations of SCH 66712 over time were measured in molecular dynamics simulations with SCH 66712 docked. The initial docking pose was as described above with the phenyl group of SCH 66712 pointing towards the heme. RMSD were calculated during the simulation based on initial coordinates for SCH 66712 ([Figure 6](#pone-0108607-g006){ref-type="fig"}).

![Root square mean deviation of SCH 66712 within active site of each CYP2D6 variant shows system convergence (each variant is colored as indicated in\
[**Figure 3**](#pone-0108607-g003){ref-type="fig"} **).** \*53 and \*1 reach equilibrium within 20 ns, \*17-2 and \*17-3 within 50 ns, and \*34 does not converge after 100 ns.](pone.0108607.g006){#pone-0108607-g006}

The most stable SCH 66712 motion was seen in \*53 that reached RMSD equilibrium in ∼12 ns, just before \*1 (∼15 ns). RMSD equilibration with \*17-2 and \*17-3 occurred later (between 50--80 ns) ([Figure 6](#pone-0108607-g006){ref-type="fig"}). Variant \*34 did not converge within the 100 ns of the simulation. Binding orientation of SCH 66712 (with phenyl group towards the heme) remained the same at the end of the simulations with ligand close to the ferryl oxygen. The initial spike in the RMSD of \*17-3 is due to the meander loop extending away and then retracting toward the core ([Figure 6](#pone-0108607-g006){ref-type="fig"} and data not shown). Overall, \*17-3 has the most mutations of the variants studied and it is possible that these mutations affect the stability of the overall structure, as might be suggested by the RMSD.

The most prominent motions of SCH 66712 in the active site of each of the variants during stable simulations were characterized using principal component analysis (PCA) to illustrate binding modes ([Figure S12](#pone.0108607.s012){ref-type="supplementary-material"}). Application of PCA to \*1 yielded one dominant population for SCH 66712 binding and one minor ([Figure 4B](#pone-0108607-g004){ref-type="fig"} and [Figures S12](#pone.0108607.s012){ref-type="supplementary-material"} and [S13](#pone.0108607.s013){ref-type="supplementary-material"}). For \*34, \*17-2, and \*53 series, one major population was seen ([Figure 4B](#pone-0108607-g004){ref-type="fig"} and [Figure S12](#pone.0108607.s012){ref-type="supplementary-material"}). However, three distinct populations were noted for \*17-3 (one major and two minor) ([Figure 4B](#pone-0108607-g004){ref-type="fig"} and [Figures S12](#pone.0108607.s012){ref-type="supplementary-material"} and [S13](#pone.0108607.s013){ref-type="supplementary-material"}).

Distances from the phenyl ring of SCH 66712 to the heme coordinated oxygen were ∼2-5 Å consistent with metabolism and other docking distances for CYP2D6 substrates [@pone.0108607-Hritz1]. SCH 66712 binding energies were calculated using molecular mechanics-Poisson Boltzmann surface area (MM-PBSA) and ranged from −9.25 to −13.05 kcal/mol ([Table 2](#pone-0108607-t002){ref-type="table"}). \*53 showed the lowest binding free energy and thus highest affinity for SCH 66712 of the variants (−13.05±2.80 kcal/mol). Our group has previously measured the free energy of SCH 66712 binding to \*1 (−9.10±2.33 kcal/mol) and it is in agreement with the value calculated from our simulated model (−9.59±3.84 kcal/mol) ([Table 2](#pone-0108607-t002){ref-type="table"}) [@pone.0108607-Livezey1].

10.1371/journal.pone.0108607.t002

###### Total free energy of SCH 66712 binding estimated by MM-PBSA.

![](pone.0108607.t002){#pone-0108607-t002-2}

                                                                             \*1                         \*17-2         \*17-3          \*34           \*53
  ----------------------------------------------------- --------------------------------------------- ------------- -------------- -------------- --------------
  ΔG~calc~ (kcal/mol)                                    −9.59(3.84)[1](#nt102){ref-type="table-fn"}   −9.25(3.08)   −11.76(2.97)   −10.62(3.29)   −13.05(2.80)
  ΔG~exp~ [2](#nt103){ref-type="table-fn"} (kcal/mol)                    −9.10(2.33)                       \-             \-             \-             \-

Corresponding errors for each value are shown in parenthesis.

ΔG~exp~ was calculated using spectral binding constants, *K* ~s~, and the relationship: ΔG~exp~ = RT ln *K* ~s~, as previously reported [@pone.0108607-Livezey1].

Analysis of Ligand Channels {#s3g}
---------------------------

Crystal structures of CYP2D6 include a no ligand bound form (2F9Q) [@pone.0108607-Rowland1] and reversible inhibitor bound forms (3QM4 with prinomastat and 3TDA and 3TBG soaked replacement with thioridazine) [@pone.0108607-Wang2]. These static models show a difference in active site cavity size and shape as well as access channels (reviewed in [@pone.0108607-Johnson1]). Molecular dynamics allows a larger range of structural analysis of putative ligand channels to be performed. Previous studies have shown that ligand access to P450 active sites varies with structural dynamics of the enzyme [@pone.0108607-Skopalik1]. In order to understand the role of substrate access and egress in the allelic variants as compared to \*1, we analyzed the presence, prominence, and size of channels in each of our variants over the course of our simulations.

The highest ranked pathways in the allelic variants were subclasses of channel 2 that are common among CYPs [@pone.0108607-Cojocaru1], [@pone.0108607-Hendrychova1]. The top ranked channels for each variant were: 2c in \*1, 2f in \*17-2, 2a in \*17-3, and 2b in both \*34 and \*53. Collectively, each channel had different rates of occurrence in the models, but all variants contained channel 2b and 2e as major pathways (e.g. in top four of measured clusters). Both channel 2b and 2e open near the B-B′ loop with 2b opening on the side near β-sheet and 2e in the middle of the B-C loop region ([Figure 7](#pone-0108607-g007){ref-type="fig"}). The solvent channel and channel 2c were also among the top ranked pathways with 2c opening between the B-C loop and helix I and the solvent channel between helices F and I ([Figure 7](#pone-0108607-g007){ref-type="fig"}). All of the subclass 2 channels are near sites of mutations in the allelic variants in this study: position 296 is at the start of helix I (near channel 2c), position 107 is in helix B′ (near channels 2b and 2e), and positions 120 and 122 are both in the B-C loop and SRS1 (near start point for essentially all subclass 2 channels, particularly channels 2b and 2e, due to proximity to the heme center). Position 486 is in sheet β4-2 and potentially near the solvent channel.

![Major tunnels identified in CYP2D6 throughout the MD simulations all depicted in one frame and shown from two views.\
Tunnels are shown using van der Waals representations. Pathways were determined from 1000 snapshots from the molecular dynamics simulations using the PyMOL plugin CAVER 3.0 and are depicted together on frame 500 of \*1. The channels shown are 2c (blue), 2e (green), 2b (red), and Solvent (turquoise). Channel names are given using the nomenclature of Cojocaru et al. [@pone.0108607-Cojocaru1]. Heme is shown in red sticks. For clarity, other channels identified are not shown. Channel 2c exits between helix I and the B-C loop; channel 2e exits between the B-C and B-B′ loops; channel 2b exits between the B-B′ loop and β-1/β-3 sheets; and the solvent channel exits between helices I and F and sheet β-4.](pone.0108607.g007){#pone-0108607-g007}

Comparison of the time evolution of the 2b channels among variants showed the most open conformations in terms of width and duration in \*53 followed by \*34 ([Figure 8A](#pone-0108607-g008){ref-type="fig"}). \*17-2 and \*17-3 were similar and also more open and for longer time than \*1 ([Figure 8A](#pone-0108607-g008){ref-type="fig"}). Channel 2c was the dominant channel in \*1, but not ranked in the top ten clusters for \*17-2 and \*17-3 nor in top five clusters for \*34 or \*53 as shown by the narrow opening and short open times for the variants as compared to \*1 ([Figure 8B](#pone-0108607-g008){ref-type="fig"}). The 2e channel was most open in the \*34 as compared to the other variants ([Figure 8C](#pone-0108607-g008){ref-type="fig"}). The solvent channel was not a dominant channel in \*1, but was in the other variants, particularly the \*17-2 and \*17-3 polymorphisms ([Figure 8D](#pone-0108607-g008){ref-type="fig"}).

![Time evolution of the bottleneck radius of channels 2b, 2c, 2e, and solvent in each CYP2D6 variant during simulations.\
For analysis, 1000 snapshots of each variant were used. The snapshots were taken each 100 ps over a 100 ns simulation time. The color map ranges from 0.9 Å (red) to 1.5 Å or greater (green) bottlenecks. Grey indicates that no tunnel with bottleneck radius ≥0.9 Å was identified for the given pathway cluster. Channel 2b was the most open channel for the variants, but not \*1. Furthermore, over the course of the simulation, 2b became more open for the variants. Channel 2c was the major channel for \*1, but was not open frequently or wide for any of the variants. Channel 2e was most open in \*34. The solvent channel was a major open channel for the variants, particularly \*17-3, but was only open a few times for \*1 over the course of the 100 ns simulation. CAVER 3.0 was used for channel identification as described in the [methods](#s2){ref-type="sec"}.](pone.0108607.g008){#pone-0108607-g008}

Discussion {#s4}
==========

We have previously shown SCH 66712 to be a potent inactivator of CYP2D6 \*1 [@pone.0108607-Nagy1]. However, the ability of SCH 66712 to interact with and inactivate polymorphic forms of CYP2D6 is unknown. In the current study, molecular dynamics simulations of four allelic variants of CYP2D6 showed that SCH 66712 docked to the active site of each variant, though there were differences in flexible regions of each variant that might affect substrate binding and product release ([Figure 3](#pone-0108607-g003){ref-type="fig"}). Binding orientations were consistent with metabolism and possible protein adduction ([Figure 4B](#pone-0108607-g004){ref-type="fig"}) and calculated binding energies also were consistent with favorable binding ([Table 2](#pone-0108607-t002){ref-type="table"}). Analysis of channel formation over time further indicate that SCH 66712 would have access to the active sites of each variant, though predominant pathways of access/egress varied ([Figure 8](#pone-0108607-g008){ref-type="fig"}).

While the global structural fold for each variant was the same as the \*1 model and the 3MQ4 crystal structure, differences in flexibility of local regions were observed ([Figure 3](#pone-0108607-g003){ref-type="fig"} and [Figures S2](#pone.0108607.s002){ref-type="supplementary-material"} and [S3](#pone.0108607.s003){ref-type="supplementary-material"}). Specifically, more flexible F-G and C-D loop regions and a more rigid G-H loop region in comparison to \*1 for \*34, \*17-2, and \*17-3 were observed when no SCH 66712 was bound. Upon simulations with ligand bound at the active site, the flexibility of the F-G loop region decreased while the flexibility of the G-H loop increased ([Figure 3](#pone-0108607-g003){ref-type="fig"}). These computational observations suggest that reduced activity of \*34, \*17-2, and \*17-3 may be due to changes in regional structural flexibility. Protein flexibility alone as a major determinant of varied enzyme activity for polymorphic forms of CYP2D6 is also consistent with computational analysis of catalyzed reactions. That is, the Arrhenius equation relates rates of reactions to reaction temperature and reaction energy. A modified view of the Arrhenius equation as it applies to enzyme catalyzed reactions shows:where *k* ~enzyme~ is the rate of an enzymatic reaction, *k* is the non-enzyme catalyzed rate, *e* is Euler\'s number, ΔΔG^‡^ is the activation energy difference between the enzymatic and non-enzymatic reactions, R is the gas constant, and T is temperature. For a reaction that displays no more than a 5-fold difference in reaction rate, such as for the allelic variants in this study compared to \*1, the ΔΔG^‡^ is only ∼3.7 kJ/mol, or the strength of a single hydrogen bond, van der Waals interaction, or London dispersion force. From this, it is expected that only small differences in protein structure in the polymorphisms would be observed, as noted in this study. Thus, changes in enzyme activity might be better explained by conformational dynamics and changes in active site accessibility particularly since all variants (save Phe120Ile in \*53) occur distal to the active site.

Other groups have found that CYP structural rigidity/flexibility is affected by ligand binding [@pone.0108607-Wang2], [@pone.0108607-Hritz1], [@pone.0108607-Otyepka1], [@pone.0108607-Zhang2], [@pone.0108607-Berka1], [@pone.0108607-PericHassler1] and that the F-G loop region influences interaction with substrates [@pone.0108607-Wang2], [@pone.0108607-Skopalik1] as also shown in the simulations in the present study. Fluctuations of the F-G loop have previously been identified as the source of the largest movements during simulations for many CYPs [@pone.0108607-Hendrychova1]. The F-G loop region also borders many of the substrate egress/access channels. Furthermore, flexibility is important for substrate access and specificity [@pone.0108607-Cojocaru1], [@pone.0108607-Otyepka1], [@pone.0108607-PericHassler1], [@pone.0108607-Jang1], [@pone.0108607-Zhao1], [@pone.0108607-Ekroos1].

Mutations introduced along substrate access channels of CYP2B6 and CYP2B4 increased *K* ~m~ values and lowered enzyme efficiency [@pone.0108607-Jang1]. Zhang et al. found previously with a single distal mutation at F186 of CYP1A2 that altered enzyme activity might be explained by "access mechanism" with regard to channel size and opening over time [@pone.0108607-Zhang1]. Also, for the F186 mutation of CYP1A2, greater variation was observed in the D-E helices region as compared to reference CYP1A2. However, in our simulations with CYP2D6, the F-G loop, helix F, C-D loop, and, to a lesser degree, the meander loop were the regions of greatest differences in flexibility in the allelic variants. The meander loop has a role in heme binding and stabilization of the tertiary structure and has been shown previously to have reverse flexibility in ligand-free and ligand-bound structures as also observed in simulations here [@pone.0108607-Sirim1], [@pone.0108607-Skopalik1], [@pone.0108607-Zheng1]. These findings show that for different CYPs different flexibility changes will be observed that affect enzyme efficiency. Overall, our molecular dynamics results with and without ligand present are consistent with previous findings by Berka et al. that showed greater flexibility in CYP2D6 in the absence of ligand and greater rigidity upon binding of quinidine ([@pone.0108607-Berka1], model built from 2F9Q).

Increasing numbers of distal mutations in allelic variants \*34, \*17-2, and \*17-3 did not render significantly different global protein conformation or structural effects on the active site. This is consistent with the notion that distal mutations may act to change protein flexibility/rigidity [@pone.0108607-Lertkiatmongkol1], [@pone.0108607-Zhang1]. The effects observed here, including greater flexibility with no ligand bound in the F-G loop region and greater rigidity in the same region upon ligand binding, suggests that differences in enzyme activity between the \*34, \*17-2, and \*17-3 (distal allelic variants) may be caused by an "access mechanism" with regard to channels and substrate access to the active site (terminology of Zhang et al. [@pone.0108607-Zhang1]). Furthermore, the observations of few global effects with the \*53 (close to active site allelic variant) also supports the idea that differences in flexibility/rigidity can be major determinants of enzyme activity since \*53 is overall more rigid than \*1 both with and without ligand bound.

Access to the active site via substrate channels may be altered by changes in flexibility of the enzyme. Analysis of substrate channels revealed that there are differences in dominant pathways as well as size and duration of openings. Most previous analysis of substrate access and egress channels in CYP2D6 have used the no-ligand bound 2F9Q structure for analysis with or without molecular dynamics simulations [@pone.0108607-Cojocaru1], [@pone.0108607-Hendrychova1], [@pone.0108607-Berka1], [@pone.0108607-Yu2]. Our analysis with 3QM4 and molecular dynamics is one of the first to look at channel evolution in the "closed" structure of CYP2D6. CAVER analysis found channels 2b, 2e, and 2c to be the predominant channels in all the structures. However, the solvent channel was not a major channel for \*1. Previously, the solvent channel in CYP2D6 was the only channel identified in analysis of the static crystal structure of CYP2D6 (2F9Q) and it was thought that the solvent channel might also be a site for substrate access [@pone.0108607-Rowland1], [@pone.0108607-Cojocaru1], [@pone.0108607-Yu2]. In comparison to 2F9Q, analysis of the static prinomastat structure of CYP2D6 (3QM4) showed a more open channel 2b; likewise the thioridazine bound CYP2D6 (3TBG) showed more open, and merged, channels 2a, 2b, and 2f [@pone.0108607-Johnson1], [@pone.0108607-Wang2]. In our \*1 model from molecular dynamics, the roles of channels other than solvent also appeared more likely since the solvent channel was not a major access channel for \*1. Tunnel analysis of CYP3A4 simulations by others also did not show solvent channel as a major access pathway [@pone.0108607-Skopalik1]. However, the solvent channel was a major pathway in the variants such that alterations in interactions with substrates and inactivators could be reflected in different principle modes of access to and from the active site. In a series of CYPs (2A6, 2D6, 2B4, 2E1, 2C9, 3A4) studied by molecular dynamics methods, the widest channels were shown to typically be 2b, 2e, and solvent [@pone.0108607-Hendrychova1]. Further, access channel bottlenecks fluctuated around 1.5 Å, too small for ligand passage, as we observed in our analysis [@pone.0108607-Hendrychova1]. To compensate for small channels, Hendrychova et al. suggested that substrates may induce conformational changes as they enter the access channels and this may be related to the presence of the SRS along the channels. Also, the time evolution of channels showed that channels were generally open more and with greater radii the longer the simulations ran ([Figure 8](#pone-0108607-g008){ref-type="fig"}; exception of \*1 and channel 2b). Since 100 ns is less than expected *in vivo* time scales for protein dynamics (µs), it is possible that channels would open to a greater extent over longer time [@pone.0108607-Otyepka1]. The combination of these findings highlight the importance of structural flexibility that can be examined in molecular dynamics simulations.

The binding orientations of SCH 66712 in all variants were consistent and imply that similar interactions of the inactivator with the heme catalytic center should occur during catalysis. Since a key aspect of mechanism-based inactivation is progression through the P450 catalytic cycle at the heme in the active site, the allelic variants would likely be as susceptible to mechanism-based inactivation as seen with \*1, though binding may be slowed or altered in the variants due to changes in substrate recognition sites and distance from the heme. Handa et al. previously showed for MD models of \*1 and \*17-3 that when docking positions for reversible inhibitors (fluoxetine and norfluoxetine, reversible inhibitors) were similar, so were inhibition kinetics measured by *K* ~i~ [@pone.0108607-Handa1]. Conversely, when docking orientations were different, so were *K* ~i~ values and inhibitory activity (e.g. cocaine, imipramine, quinidine, and thioridazine) [@pone.0108607-Handa1]. Since SCH 66712 binds in similar orientations at similar distances between the heme iron and the phenyl ring of SCH 66712 for all the variants in this study, we predict that these variants will be susceptible to inactivation by SCH 66712 in similar way to \*1. However, the inactivation may be altered in \*53 due to lower calculated binding free energy, greater rigidity in structure, and variability in substrate access channels observed in our computations.

\*53 has previously been reported to be a possible UM of CYP2D6 substrates and has two mutations: F120I and A122S [@pone.0108607-Sakuyama1]. F120 has a role in substrate binding and in particular is thought to interact with and orient aromatic groups of CYP2D6 substrates. However, alignment of the B-C loop region of CYP2 subfamily members from various species shows that position 120 is as likely to be an F, V, or I [@pone.0108607-Marechal1]. Thus, the F120I mutation may not have a large effect on substrate binding in \*53. In an overlay of \*1 and \*53, F and I at position 120 occupy the same space (data not shown). The A122S mutation is a change in polarity for position 122 and SRS1 of the B-C loop, though no new hydrogen bonds between protein residues or backbone are formed as a result of the change. The backbone carbonyl at position 122 is hydrogen bonded to R441 in both \*1 and \*53 (data not shown). However, this does not rule out the possibility that interactions with putative substrates as they access the active site are changed due to the change in polarity.

Simulations of \*53 support a designation of UM. Unlike simulations with \*17-2, \*17-3, and \*34, that are lower activity CYP2D6 variants, the \*53 variant showed highly stable interaction with SCH 66712 and reached stable plateaus faster than the other variants and \*1 ([Figure S2](#pone.0108607.s002){ref-type="supplementary-material"} and [S5](#pone.0108607.s005){ref-type="supplementary-material"}). Others have noted that CYPs with faster equilibration times in molecular dynamics also were physically more stable *in vitro* [@pone.0108607-Hendrychova1]. The structural basis for the stability of \*53 over the other variants is seen globally in greater rigidity in the core, proximal, and distal parts of the structure. Differences in flexibility in the allelic variants may give rise to the observed differences in substrate metabolism and selectivity since enzyme flexibility is important for specificity [@pone.0108607-Hendrychova1], [@pone.0108607-Otyepka1], [@pone.0108607-Ekroos1].

Conclusions {#s5}
===========

SCH 66712 interacts with allelic variants \*34, \*17-2, \*17-3, and \*53 similar to interactions with \*1. Binding orientations and energies, access to the active site, and stability of protein in presence of SCH 66712 indicate that these polymorphic forms would be susceptible to inactivation in ways similar to \*1. In addition to understanding interaction of SCH 66712 with variants of CYP2D6, by examining four allelic variants in parallel our study gives a broader perspective on what can be expected in molecular dynamics simulations of polymorphic forms of CYPs. That is, both distal mutations and those near the active site produced the same structural fold as the original crystal structure but the fold is coupled to local changes in protein flexibility and to substrate access channel openings and predominant pathways. Furthermore, UM phenotypes such as \*53 may be due to increased rigidity of protein structure.

Supporting Information {#s6}
======================

###### 

**Root mean square fluctuations (RMSF) of backbone atoms of \*1 with SCH 66712 bound for three separate simulations.** Fluctuations across the three simulations were similar. Simulation 5 was used for comparison to allelic variants in [Figure 3](#pone-0108607-g003){ref-type="fig"}. Helix nomenclature is indicated at top.

(TIFF)

###### 

Click here for additional data file.

###### 

**Root mean square deviations of backbone atoms of CYP2D6\*1, \*34, \*17-2, \*17-3, and \*53 with no ligand bound.** RMSD of all backbone atoms converged at 1.7 to 2.3 Å.

(TIFF)

###### 

Click here for additional data file.

###### 

**Superposition of 3QM4 (cyano) and simulation model CYP2D6\*1 (red).** (A) Regions of structural difference include the appearance of helix A′ in the model, displacement of helix F′ and the F-G loop, and shortening of helix G′. Channel 2b/2a/2f is indicated by an arrow. (B) Slab view of ligand binding shows that prinomastat, with a nitrogen, is coordinated directly to the heme iron in 3QM4 while SCH 66712 in the CYP2D6\*1 model is not coordinated directly to the heme (RMSD 1.724 Å). Other moieties of the two ligands overlay in the active site.

(TIFF)

###### 

Click here for additional data file.

###### 

**Superposition of \*34, \*17-2, and \*17-3 from simulations.** Areas of greatest difference are indicated with arrows and include the helix G″ (helix G″ is not formed in \*17-3), the helix B′, the helix F′, and the F-G loop regions. The RMSD for the superposition was less than 2 Å.

(TIFF)

###### 

Click here for additional data file.

###### 

**Root mean square deviations of backbone atoms of CYP2D6\*1, \*17-2, \*17-3, \*34, and \*53 with the ligand SCH 66712 bound.** RMSD of all backbone atoms converged at 1.5 to 2.1 Å except for \*34.

(TIFF)

###### 

Click here for additional data file.

###### 

**The \*1 model was superimposed on each of the variants with SCH 66712 bound.** (A) \*1 with \*34 (RMSD 1.551 Å); (B) \*1 with \*17-2 (RMSD 1.655 Å); (C) \*1 with \*17-3 (RMSD 1.389 Å); and (D) \*1 with \*53 (RMSD 1.525 Å). Areas of greatest difference were on the distal side of the protein, particularly the F-G loop, helix F, and helix G″ regions.
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###### 

Click here for additional data file.

###### 

**RMSF with and without ligand bound for \*1.** The G-H loop region is more flexible in the absence of ligand. Other regions display similar rigidity with our without ligand bound. RMSF with no ligand is shown in red. RMSF with SCH 66712 bound is shown in grey. Regions of helices are shown in blue, β-sheets in green, and turns in pink. Helix nomenclature is indicated at top.
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###### 

Click here for additional data file.

###### 

**RMSF with and without ligand bound for \*34.** The F-G loop region is more flexible in the absence of ligand. Other regions display similar rigidity with our without ligand bound. RMSF with no ligand is shown in purple. RMSF with SCH 66712 bound is shown in grey. Regions of helices are shown in blue, β-sheets in green, and turns in pink. Helix nomenclature is indicated at top.
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###### 

Click here for additional data file.

###### 

**RMSF with and without ligand bound for \*17-2.** The F-G and C-D loop regions are more flexible in the absence of ligand while most other areas have similar flexibility with or without ligand. RMSF with no ligand is shown in blue. RMSF with SCH 66712 bound is shown in grey. Regions of helices are shown in blue, β-sheets in green, and turns in pink. Helix nomenclature is indicated at top.
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###### 

Click here for additional data file.

###### 

**RMSF with and without ligand bound for \*17-3.** In the absence of ligand, the G-H loop is more rigid while the C-D loop is more flexible. The meander loop is also more flexible with ligand bound. RMSF with no ligand is shown in green. RMSF with SCH 66712 bound is shown in grey. Regions of helices are shown in blue, β-sheets in green, and turns in pink. Helix nomenclature is indicated at top.
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###### 

Click here for additional data file.

###### 

**RMSF with and without ligand bound for \*53.** RMSF were similar with and without ligand bound. Small differences in fluctuations were observed in the F-G and G-H loop regions with greater flexibility when ligand was bound. RMSF with no ligand is shown in orange. RMSF with SCH 66712 bound is shown in grey. Regions of helices are shown in blue, β-sheets in green, and turns in pink. Helix nomenclature is indicated at top.
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###### 

Click here for additional data file.

###### 

**Principal component analysis for SCH 66712 binding to each CYP2D6 variant: (A) CYP2D6\*1, (B) CYP2D6\*53, (C) CYP2D6\*34, (D) CYP2D6\*17-2, (E) CYP2D6\*17-3.** Plots are shown as kernel densities with black dots indicating the time series for the PCA; the transparency of the dots is a function of time providing emphasis on the later time points (darker). The green dot in each plot represents the location of the PDB snapshot shown in [Figure 4B](#pone-0108607-g004){ref-type="fig"} as representative of the binding patterns for each isoform.

(TIFF)

###### 

Click here for additional data file.

###### 

**Representative snapshots of the minor binding modes from PCA in [Figure S12](#pone.0108607.s012){ref-type="supplementary-material"} for SCH 66712 in (A) \*1 and (B) \*17-3.** Helix I is shown in background. In all poses the phenyl group of SCH 66712 is pointing toward the heme with the heteroaromatic group oriented toward helix G.
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###### 

Click here for additional data file.

###### 

**C programming language script used for identification of the coordinates of the oxygen and iron of Compound I and for defining the starting point for CAVER analysis.**

(DOCX)

###### 

Click here for additional data file.
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