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Abstract
The leakage chain rule for quantum min-entropy quantifies the change of min-entropy when one party gets additional leakage
about the information source. Herein we provide an interactive version that quantifies the change of min-entropy between two
parties, who share an initial classical-quantum state and are allowed to run a two-party protocol. As an application, we prove new
versions of lower bounds on the complexity of quantum communication of classical information.
I. INTRODUCTION
Let (X,Y, Z) be a classical distribution over {0, 1}n × {0, 1}m × {0, 1}ℓ. (Classical) leakage chain rule states that
H(X |Y, Z) ≥ H(X |Y )− ℓ,
which says that an ℓ-bit “leakage” Z can decrease the entropy of X (conditioned on Y ) by at most ℓ. Note that the statement
is different from the standard chain rule for Shannon entropy that H(X,Y ) = H(X)+H(Y |X). Leakage chain rule generally
holds for various entropy notions and is especially useful for cryptographic applications. In particular, a computational leakage
chain rule for computational min-entropy, first proved by [1], [2], has found several applications in classical cryptography [3],
[4], [5], [6], [7].
The notion of (smooth) min- and max- entropies in the quantum setting are proposed by Renner and Wolf [8]. The leakage
chain rule for quantum min-entropy has also been discussed and is more complicated than its classical analogue due to the
effect of quantum entanglement. Consider a state ρXY Z on the state space X ⊗ Y ⊗ Z , where Z is an ℓ-qubit system. The
leakage chain for quantum min-entropy states that
Hmin(X |Y, Z)ρ ≥
{
Hmin(X |Y )ρ − ℓ, if ρ is a separable state on (X ⊗ Y) and Z
Hmin(X |Y )ρ − 2ℓ, otherwise.
(1)
In other words, the leakage Z can decrease the quantum min-entropy of X conditioned on Y by at most ℓ if there is no
entanglement, and 2ℓ in general. Note that the factor of 2 is tight by the application of superdense coding [9]. The separable
case is proved by Desrosiers and Dupuis [10], and the general case is proved by Winkler et al. [11], both of which are motivated
by cryptographic applications. Furthermore, a computational version of quantum leakage chain rule is explored in [12] with
applications in quantum leakage-resilient cryptography.
Herein we formulate an interactive version of leakage chain rule with initial classical-quantum (cq) states. Let ρXY be a
cq-state shared between Alice and Bob. Consider that X is a classical input from Alice. Then Alice and Bob engage in an
interaction where Alice may leak information about X to Bob. We are interested in how much leakage is generated from the
interaction regarding to the communication complexity of the interaction. We restrict the discussion to the situation where X
is a classical input that remains constant during the interaction. This is formalized by allowing Alice to perform only quantum
operations controlled by X on her system.
Theorem 1. [Interactive leakage chain rule for quantum min-entropy] Suppose Alice and Bob share a cq state ρ = ρXY ∈
D(X ⊗ Y), where Alice holds the classical system X and Bob holds the quantum system Z . If an interactive protocol Π is
executed by Alice and Bob and mB and mA are the total numbers of qubits that Bob and Alice send to each other, respectively,
then
Hmin(X |Y )σ ≥ Hmin(X |Y )ρ −min{mB +mA, 2mA}, (2)
where σXY = Π(ρXY ) is the joint state at the end of the protocol.
It is interesting to discuss the implication of Theorem 1 to Holevo’s problem of conveying classical messages by transmitting
quantum states. In the interactive setting, Cleve et al. [13] and Nayak and Salzman [14] showed that for Alice to reliably
communicate n bits of classical information to Bob, roughly n qubits of total communication and n/2 qubits of one-way
communication from Alice to Bob are necessary. The same conclusion follows immediately from Theorem 1.
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2In fact, in the case without initial shared cq-states, the general form of the result in [14] (Theorem 1.4) agrees to the above
interactive leakage chain rule. Thus our interactive leakage chain rule can be viewed as a generalization of [14] to allow initial
correlation between X and Y . We remark that our proof is not a generalization of the proof in [14], although we both used
Yao’s lemma [15]. Conceptually, the use of interactive leakage chain rule makes the proof simple.
This manuscript is organized as follows. In Sec. II we give some basics about quantum information. Then we discuss the
leakage chain rule for quantum min-entropy and its application to the problem of communicating classical information in
Sec. III.
II. PRELIMINARIES
We give notation and briefly introduce basics of quantum mechanics here. The Hilbert space of a quantum system A is
denoted by the corresponding calligraphic letter A and its dimension is denoted by dA. Let L(A) be the space of linear
operators on A. A quantum state of system A is described by a density operator ρA ∈ L(A) that is positive semidefinite and
with unit trace (tr(ρA) = 1). Let D(A) = {ρA ∈ L(A) : ρA ≥ 0, tr(ρA) = 1} be the set of density operators on A. When
ρA ∈ D(A) is of rank one, it is called a pure quantum state and we can write ρ = |ψ〉A〈ψ| for some unit vector |ψ〉A ∈ A,
where 〈ψ| = |ψ〉† is the conjugate transpose of |ψ〉. If ρA is not pure, it is called a mixed state and can be expressed as a
convex combination of pure quantum states.
The evolution of a quantum state ρ ∈ D(A) is described by a completely positive and trace-preserving (CPTP) map
Ψ : D(A) → D(A′) such that Ψ(ρ) =∑k EkρE†k, where ∑k E†kEk = idA. In particular, if the evolution is a unitary U , we
have the evolved state Ψ(ρ) = UρU †.
The Hilbert space of a joint quantum system AB is the tensor product of the corresponding Hilbert spaces A⊗B. Let idA
denote the identity on system A. For ρAB ∈ D(A⊗B), we will use ρA = trB(ρAB) to denote its reduced density operator in
system A, where
trB(ρAB) =
∑
i
idA ⊗ 〈i|BρAB idA ⊗ |i〉B
for an orthonormal basis {|i〉B} for B. A separable state ρAB has a density operator of the form
ρAB =
∑
x
pxρ
x
A ⊗ ρxB,
where ρxA ∈ D(A) and ρxB ∈ D(B). In particular, a classical-quantum (cq) state ρAB has a density operator of the form
ρAB =
∑
a
pa|a〉A〈a| ⊗ ρaB,
where {|a〉A} is an orthonormal basis for A and ρaB ∈ D(B). We define the following specific quantum operations on cq-states
that preserve the classical system.
Definition 2. A quantum operation Γ on a classical-quantum system AB is said to be controlled by the classical system A if,
for a cq state ρAB =
∑
a pa|a〉A〈a| ⊗ ρaB ,
Γ(ρAB) =
∑
a
pa|a〉A〈a| ⊗ Γa(ρaB),
where Γa are CPTP maps. In this case, Γ is called a classically-controlled quantum operation. In particular, if Γa are unitaries,
Γ is called a classically-controlled unitary.
Note that the reduced state for classical system A of a cq-state ρAB remains the same after a classically-controlled quantum
operation Γ. That is, trBρAB = trBΓ(ρAB).
Lemma 3. [Schmidt decomposition] For a pure state |ψ〉AB ∈ A⊗B, there exist orthonormal states {|i〉A} ∈ A and {|i〉B} ∈ B
such that
|ψ〉AB =
s∑
i=1
λi|i〉A ⊗ |i〉B,
where λi ≥ 0, s ≤ min{dA, dB}, and the smallest such s is called the Schmidt rank of |ψ〉AB .
Lemma 4. [Purification] Suppose ρA ∈ D(A) of finite dimension dA. Then there exists B of dimension dB ≥ dA and
|ψ〉AB ∈ A⊗ B such that
trB |ψ〉AB〈ψ| = ρA.
The trace distance between two quantum states ρ and σ is
||ρ− σ||tr,
3where ||X ||tr = 12 tr
√
X†X is the trace norm of X . The fidelity between ρ and σ is
F (ρ, σ) = tr
√
ρ1/2σρ1/2.
Theorem 5. [Uhlmann’s theorem [16]]
F (ρA, σA) = max
|φ′〉
|〈ψ|φ′〉|,
where the maximization is over all purification of σA.
Below is a variant of Uhlmann’s theorem.
Corollary 6. Suppose ρA is a reduced density operator of ρAB . Suppose ρA and σA have fidelity F (ρA, σA) ≥ 1 − ǫ. Then
there exists σAB with trB(σAB) = σA such that F (ρAB, σAB) ≥ 1− ǫ.
Proof. Let |ψ〉ABR be a purification of ρAB , which is immediately a purification of ρA. Suppose |φ〉 is a purification of σA
such that |〈ψ|φ〉| ≥ 1− ǫ. Let σAB = trR(|φ〉〈φ|). Then F (ρAB, σAB) ≥ |〈ψ|φ′〉| ≥ 1− ǫ.
A relation between the fidelity and the trace distance of two quantum states σ and ρ was proved by Fuchs and van de
Graaf [17] that
1− F (ρ, σ) ≤ ||ρ− σ||tr ≤
√
1− F 2(ρ, σ). (3)
The purified distance is defined as
P (ρ, σ) =
√
1− F 2(ρ, σ). (4)
For a one-sided two-party protocol (that is, only one party will have the output), where Alice has no (or little) information
about Bob’s input, Lo showed that it is possible for Bob to cheat by changing his input at a later time [18]. The basic idea
can be formulated as the following lemma, which is proved by a standard argument using Uhlmann theorem and the Fuchs
and van de Graaf inequality [17] (for a proof, see, e.g., [19]).
Lemma 7. Suppose ρA, σA ∈ A are two quantum states with purifications |φ〉AB , |ψ〉AB ∈ A ⊗ B, respectively, and
||ρA − σA||tr ≤ ǫ. Then there exists a unitary UB ∈ L(B) such that
|||φ〉AB − idA ⊗ UB|ψ〉AB ||tr ≤
√
ǫ(2− ǫ).
A. Protocol Definition
ρA0B0
A
B
Φ1 Φ2 Φ3
. . . Φr
Ψ1 Ψ2 Ψ3
. . . Ψr
A0
B0
X1 X2 X3 Xr
A1 A2 A3 Ar−1 Ar
Y1 Y2 Y3 Yr−1
B1 B2 B3 Br−1 Br
Fig. 1. An interactive two-party quantum protocol.
We basically follow the definition of two-party quantum protocol [20], [21]. Consider a quantum protocol between two
parties A and B, where the party A sends the first and the last messages without loss of generality. Such a two-party
quantum protocol is defined as follows.
Definition 8. (Two-party quantum protocol) An (r,mA,mB) protocol Π = (A ,B) is a two-party protocol with r rounds of
interaction defined as follows:
1) input spaces A0 and B0 for parties A and B, respectively;
2) memory spaces A1, . . . ,Ar for A and B1, . . . ,Br for B;
3) communication spaces X1, . . . ,Xr, Y1, . . . ,Yr−1;
4) a series of quantum operations Φ1, . . . ,Φr for A and a series of quantum operations Ψ1, . . . ,Ψr for B, where
Φ1 :L(A0)→ L(A1 ⊗X1);
Φi :L(Ai−1 ⊗ Yi−1)→ L(Ai ⊗Xi), i = 2, . . . , r;
Ψj :L(Bj−1 ⊗Xj)→ L(Bj ⊗ Yj), j = 1, . . . , r − 1;
Ψr :L(Br−1 ⊗Xr)→ L(Br).
4The one-way communication complexities (in terms of qubits) sent from Alice to Bob and from Bob to Alice are mA =∑r
i=1 log dXi and mB =
∑r−1
j=1 log dYj , respectively. The (total) communication complexity of this protocol is mA +mB .
For input state ρ ∈ D(A0 ⊗ B0 ⊗R), where R is a reference system of dimension dR = dA0dB0 , let
[A i1 ⊛B
i−1
1 ](ρ) =
(
Φi ⊗ idBi−1,R
) (
Ψi−1 ⊗ idAi−1,R
) · · · (Ψ1 ⊗ idA1,R) (Φ1 ⊗ idB0,R) (ρ),
[A i1 ⊛B
i
1](ρ) = (Ψi ⊗ idAi,R)
(
Φi ⊗ idBi−1,R
) · · · (Ψ1 ⊗ idA1,R) (Φ1 ⊗ idB0,R) (ρ),
and let Π(ρ) = [A r1 ⊛B
r
1 ](ρ) denote the final state of protocol Π = (A ,B) on input ρ.
Figure 1 illustrates an interactive two-party quantum protocol. Note that the input state ρA0B0 ∈ D(A0 ⊗ B0) may consist
of a classical string, tensor products of pure quantum states, or an entangled quantum state, depending on the context of the
underlying protocol. For example, a part of it can be EPR pairs shared between Alice and Bob. Also the reference system R
is not shown in Fig. 1.
Remark 9. In the following discussion we will consider a specific two-party protocol, where the input of A is a classical
system A0 that is preserved throughout the protocol and its quantum operations
Φ1 :L(A0)→ L(A0 ⊗A1 ⊗X1),
Φi :L(A0 ⊗Ai−1 ⊗ Yi−1)→ L(A0 ⊗Ai ⊗Xi), i = 2, . . . , r
are classically-controlled quantum operations controlled by A0.
III. LEAKAGE CHAIN RULE FOR QUANTUM MIN-ENTROPY
We first review the notion of quantum (smooth) min-entropy [8].
Definition 10. Consider a bipartite quantum state ρAB ∈ D (A⊗ B). The min-entropy of A conditioned on B is defined as
Hmin(A|B)ρ = − inf
σB
{
inf
{
λ ∈ R : ρAB ≤ 2λidA ⊗ σB
}}
. (5)
When ρAB is a cq-state, the quantum min-entropy has an operational meaning in terms of guessing probability [22].
Specifically, if Hmin(A|B)ρ = k, then the optimal probability of predicting the value of A given ρB is exactly 2−k.
The smooth min-entropy of A conditioned on B is defined as
Hǫmin(A|B)ρ = sup
ρ′:P (ρ′,ρ)<ǫ
Hmin(A|B)ρ.
For simplicity we focus on the discussion of min-entropy and our results can be generalized to smooth min-entropy without
much effort.
In cryptography, we would like to see how much (conditional) min-entropy is left in an information source when the adversary
gains additional information leakage. This is characterized by the leakage chain rule for min-entropy. In the quantum case, the
situation is different due to the phenomenon of quantum entanglement. When two parties share a separable quantum state ρ,
this is like the classical case and we have the following leakage chain rule for conditional quantum min-entropy [10]:
Lemma 11. [10, Lemma 7] Let ρ = ρAXB =
∑
k pkρ
k
AX ⊗ ρkB be a separable state in D(A⊗X ⊗ B). Then
Hmin(A|XB)ρ ≥ Hmin(A|B)ρ − log dX .
Winkler et al. [11] proved the leakage chain rule for quantum (smooth) min-entropy for general quantum states with
entanglement.
Lemma 12. [11, Lemma 13] Let ρ = ρAXB be a quantum state in D(A⊗X ⊗ B). Then
Hmin(A|XB)ρ ≥ Hmin(A|B)ρ − 2 log d.
where d = min{dAdB, dX}.
Lemma 12 only characterizes the entropy loss regarding the one-way communication complexity. We would like to find one
that characterizes the two-way communication complexity. First we prove a variant of Yao’s lemma [15] (see also [23, Lemma
4]). For our purpose, the formulation is not symmetric in A and B.
Lemma 13. Suppose Π = (A ,B) is an (r,mA,mB) quantum protocol with initial state (|x〉|0〉)A0 ⊗ |ζ〉B0 , where x is a
binary string, and that the quantum operations Φi for A are classical-controlled unitaries controlled by |x〉A0 , respectively.
Then the final state of the protocol can be written as∑
i∈{0,1}mA+mB
λi|x〉A0 ⊗ |ξi〉Ar ⊗ |ζi〉Br ,
5where λi ≥ 0; |ξi〉Ar can be determined by Π and x; and |ζi〉Br can be determined by Π and |ζ〉B0 .
Proof. We prove it by induction. For simplicity, we will ignore the fixed register |x〉A0 in the following and remember that Φi
are classically-controlled unitaries controlled by |x〉A0 . Suppose Π = (A ,B) is defined as in Def. 8. Let m(i)B =
∑i
j=1 log dYi
and m
(i)
A =
∑i
j=1 log dXi . The statement is true for the initial state ρ = |0〉A0 ⊗ |ζ〉B0 , which is of rank one. Suppose the
statement holds after k rounds. That is,
[A k1 ⊛B
k
1 ](ρ) =
∑
i∈{0,1}m
(k)
A
+m
(k)
B
λ
(k)
i |ξ(k)i 〉AkYk ⊗ |ζ(k)i 〉Bk ,
where we use the superscript (k) to indicate the states |ξi〉, |ζi〉 or coefficients λi after k rounds.
Thus
(Φk+1 ⊗ idBk)
∑
i∈{0,1}m
(k)
A
+m
(k)
B
λ
(k)
i |ξ(k)i 〉AkYk ⊗ |ζ(k)i 〉Bk
(a)
=
∑
i∈{0,1}m
(k)
A
+m
(k)
B
λ
(k)
i
∑
a∈{0,1}
log dXk+1
αi,a|ξ(k+1)i , a〉Ak+1 ⊗ |a〉Xk+1 ⊗ |ζ(k)i 〉Bk
Ψk+1⊗idAk+1−→
∑
i∈{0,1}m
(k)
A
+m
(k)
B
∑
a∈{0,1}
log dXk+1
λ
(k)
i αi,a|ξ(k+1)i , a〉Ak+1 ⊗ΨXk+1,Bk
(
|a〉Xk+1 |ζ(k)i 〉Bk
)
(b)
=
∑
i∈{0,1}m
(k)
A
+m
(k)
B
∑
a∈{0,1}
log dXk+1
λ
(k)
i αi,a|ξ(k+1)i , a〉Ak+1 ⊗
∑
b∈{0,1}
log dYk+1
βi,a,b|b〉Yk+1 ⊗ |ζ(k)i , a, b〉Bk+1
(c)
=
∑
i∈{0,1}m
(k+1)
A
+m
(k+1)
B
λ
(k+1)
i |ξ(k+1)i 〉Ak+1Yk+1 ⊗ |ζ(k+1)i 〉Bk+1 ,
where (a) and (b) are by Schmidt decomposition on Φk+1|ξ(k)i 〉AkYk andΨk+1
(
|a〉Xk+1 |ζ(k)i 〉Bk
)
, respectively, with αi,a, βi,a,b >
0; in (c) the indexes i, a, and b are merged and λ
(k+1)
i:a:b = λ
(k)
i αi,aβi,a,b. (We use a : b to denote the concatenation of two
strings a and b.)
Since
∑
b∈{0,1}
dYk+1
βi,a,b|b〉Yk+1 ⊗ |ζ(k+1)i:a:b 〉Bk+1 = Ψk+1
(
|a〉Xk+1 |ζ(k)i 〉Bk
)
and |ζ(k)i 〉Bk can be determined by Π and
|ζ〉B0 by assumption, |ζ(k+1)i:a:b 〉Bk can also be determined by Π and |ζ〉B0 . Similarly, |ξ(k+1)i 〉Ak can be generated by Π and x.
Next we consider a special type of interactive two-party protocol on an input cq-state ρ = ρAB , where the system A is
classical and will be preserved throughout the protocol. The interactive leakage chain rule bounds how much the min-entropy
Hmin(A|B)ρ can be decreased by an “interactive leakage” generated by applying a two-party protocol Π = {A ,B} to ρ,
where A is treated as a classical input to A and B is given to B as part of its initial state.
Theorem 14. [Interactive leakage chain rule for quantum min-entropy] Suppose ρA0B0 is a cq-state, where A0 is classical.
Let Π = {A ,B} be an (r,mA,mB) two-party protocol with classically-controlled quantum operations Φi controlled by A0.
Let σA0ArBr = [A ⊛B] (ρA0B0) be the final state of the protocol. Then
Hmin(A0|Br)σ ≥ Hmin(A0|B0)ρ −min{mA +mB, 2mA}, (6)
We say that σBr is an interactive leakage of A0 generated by Π.
Proof. Suppose λ = log dA −Hmin(A|B0)ρ. By definition (5) there exists a density operator τB0 such that
ρA0B0 ≤ 2λ
idA0
dA0
⊗ τB0 .
Suppose |ξ〉B0E is a purification of τB0 over B0 ⊗ E . Without loss of generality, we assume that Alice and Bob have
auxiliary quantum systems R1, R2, respectively, initialized in |0〉R1 , |0〉R2 , so that the protocol Π can be extended to a
protocol Π˜ such that the quantum operations of Π˜ are unitary operators controlled by A0 for A and unitaries for B, and
trR1R2
(
Π˜(ρA0B0 ⊗ |0〉R1R2〈0|)
)
= Π(ρA0B0). Now initially we have
ρA0B0R1R2 ≤
2λ
dA0
∑
a
|a〉A0〈a| ⊗ trE (|ξ〉B0E〈ξ|)⊗ |0〉R1R2〈0|.
6After the protocol the inequality becomes
σA0ArBrR1R2 ≤
2λ
dA0
∑
a
Π˜ (|a〉A0〈a| ⊗ trE (|ξ, 0〉B0ER2〈ξ, 0|)⊗ |0〉R1〈0|)
=
2λ
dA0
∑
a
trE
(
Π˜⊗ idE (|a〉A0〈a| ⊗ |ξ, 0〉B0ER2〈ξ, 0| ⊗ |0〉R1〈0|)
)
(a)
=
2λ
dA0
∑
a
|a〉A0〈a| ⊗ trE

2mA+mB∑
i=1
λai |ξi〉BrER2 ⊗ |ζi〉ArR1
2mA+mB∑
j=1
λaj 〈ξj |BrER2 ⊗ 〈ζj |ArR1

 ,
where (a) follows from Lemma 13 and the coefficients λaj depend on the classical a. Consequently,
σA0Br = trArR1R2σA0ArBrR1R2 ≤
2λ
dA0
∑
a
|a〉A0〈a| ⊗ trER2

2mA+mB∑
i=1
(λai )
2 |ξi〉BrER2〈ξi|


≤2
λ+mA+mB
dA0
∑
a
|a〉A0〈a| ⊗ trER2

 1
2mA+mB
2mA+mB∑
i=1
|ξi〉BrER2〈ξi|


=
2λ+mA+mB
dA0
∑
a
|a〉A0〈a| ⊗ ωBr ,
where ωBr = trER2
(
1
2mA+mB
∑2mA+mB
i=1 |ξi〉BrER2〈ξi|
)
. Therefore, we have, by Definition 10,
Hmin(A0|Br)σ ≥ Hmin(A0|B0)ρ − (mB +mA).
Each round of the interactive protocol consists of the following steps:
1) Bob performs a unitary operation on his qubits.
2) Bob sends some qubits to Alice.
3) Alice performs a (classical-controlled) quantum operation on her qubits.
4) Alice sends some qubits to Bob.
Note that only when Alice sends qubits Bob does the min-entropy change and by Lemma 12, the entropy decreases by at most
two for each qubit that Alice sends to Bob. Thus, we have
Hmin(A0|Br)σ ≥ Hmin(A0|B0)ρ − 2mA.
In fact, interactive leakage chain rule can be strengthened to allow pre-shared entanglement between Alice and Bob by
considering only the one-way communication complexity from Alice to Bob.
Theorem 15. [Interactive leakage chain rule for quantum min-entropy with pre-shared entanglement] Suppose Alice and Bob
share an initial state ρA0B0 = |Φ+〉⊗mA′′0B′′0 〈Φ
+|⊗m⊗ ρA′0B′0 , where A0 = A′0⊗A′′0 , B0 = B′0⊗B′′0 , |Φ+〉⊗m are EPR pairs, and
ρA′0B′0 is a cq state. If an (r,mA,mB) two-party interactive protocol Π, where the quantum operations for A are classically
controlled by A0, is executed by Alice and Bob with mA ≤ m, then
Hmin(A0|Br)σ ≥ Hmin(A0|B0)ρ − 2mA, (7)
where σA0Br = trAr [A ⊛B] (ρA0B0).
A. Communication Lower Bound
In the problem of classical communication over (two-way) quantum channels, Alice wishes to send n classical bits X to
Bob, who then applies a quantum measurement and observes outcome Y . The famous Holevo theorem [24] established a lower
bound that the mutual information between X and Y is at most m if m qubits are sent from Alice to Bob. Cleve et al.extended
the Holevo theorem to interactive protocols [13, Theorem 2]: for Bob to acquire m bits of mutual information, Alice has to
send at least m/2 qubits to Bob and the two-way communication complexity is at least m qubits. Nayak and Salzman further
improved these results in that Bob only recovers X with probability p [14].
Herein we provide another version of the classical communication lower bound. Our results are more general since we allow
the initial shared states to be separable.
7Corollary 16. Suppose Alice and Bob share a cq state ρ = ρA0B0 =
∑
a pa|a〉A0〈a| ⊗ ρaB0 ∈ D(A0 ⊗ B0), where Alice
holds system A0 of classical information and Bob holds system B0. Suppose Alice wants to send a to Bob by an (r,mA,mB)
interactive protocol Π such that Bob can recover a with probability at least p ∈ (0, 1]. Then
mB +mA ≥ Hmin(A0|B0)ρ − log 1
p
; (8)
2mA ≥ Hmin(A0|B0)ρ − log 1
p
. (9)
Remark 17. A protocol that uses the superdense coding techniques [9] can achieve Eqs. (8) and (9) with equalities.
Remark 18. As an application, we can recover the communication lower bounds by Nayak and Salzman [14, Theorems 1.1
and 1.3]1 when Hmin(A0|B0)ρ = n, where A0 is of n bits. Note that they did a round reduction argument by using Yao’s
lemma so that the two-party protocol can be simulated by Alice sending a single message of length (mA + mB) to Bob.
However, this method requires a compression and decompression procedure, which unlikely generalizes to the case with initial
correlations.
IV. CONCLUSION
We proved an interactive leakage chain rule for quantum min-entropy and discussed its applications in quantum communi-
cation complexity of classical information and the lower bounds for quantum private information retrieval. We may also apply
our result to other scenarios. For example, our we can also derive limitations for information-theoretically secure quantum
fully homomorphic encryption [25], [26], [27], where the essential ingredient of the proof is Nayak’s bound [28]. To be more
specific, instead of using Nayak’s bound, we can use the communication lower (Corollary 16) derived by the interactive leakage
chain rule (Theorem 14) to develop new limitations. This is our ongoing research.
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