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Abstract
In this paper we consider the problems of testing a multi-level graph for planarity and laying
out or, drawing, a multi-level graph in a clear way. We introduce a new abstraction of a common
integer linear programming formulation of the problems that we call a vertex-exchange graph.
We demonstrate how this concept can be used to solve the problems by providing clear and
simple algorithms for testing a multi-level graph for planarity and laying out a multi-level graph
when planar.
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1. Introduction
Multi-level graph layout is a well-known graph drawing problem. Vertices of an
acyclic graph are placed on discrete levels such that all edges point downwards with
the vertices arranged so that as few edges cross as possible. Traditionally, multi-level
graph layout algorithms have had three steps. The 7rst step creates a proper levelling by
partitioning the set of vertices into disjoint subsets, the second one 7nds a permutation
of vertices on levels minimising the edge crossings, and the third step assigns for each
vertex in each of the subsets a speci7c location somewhere along the subset’s level
with the goal of making the layout more visually appealing. One of the 7rst multi-
level layout algorithm was developed by Sugiyama et al. [10]. Several surveys exist
that provide an overview of further development [1,4].
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In this paper, we investigate the second step of this layout scheme: the minimisation
of edge crossings through the permuting of the vertices assigned to each level. This
appears to be a diEcult combinatorial problem. It has been proven that even if the
vertex ordering of one level is 7xed, the problem of minimising the edge crossings with
its adjacant level by permuting those vertices is NP-complete [5]. The most popular
multi-level crossing minimisation algorithm to date is the Sugiyama algorithm [10].
The algorithm is actually a general framework which solves the multi-level crossing
minimisation problem as a series of one-level crossing minimisation problems: levels
are successively visited (this is called layer-by-layer sweep) and each level is ordered
by some one-level crossing minimisation heuristics. Speci7c implementations of the
Sugiyama algorithm diGer in three aspects: one-level crossing minimisation heuristics,
sweeping directions, and stopping criterion.
The choice of the one-level crossing minimisation heuristic has a great inHuence
on the algorithm’s speed and accuracy. The barycenter [10] and median [5] heuristics
have been most preferred although there is experimental evidence that the O(n log n)-
time Split heuristic [3] is superior to the two previous linear-time algorithms [9]. In
this experimental study the authors also compared experimentally several one-level
techniques in the two-level crossing minimisation. An interesting outcome was that the
barycenter heuristic gave the best results and it outperformed even the authors’ own
integer linear programming (ILP) technique.
This result suggests to us that the multi-level crossing minimisation is less understood
than one-level crossing minimisation. We believe that one of the reasons why multi-
level crossing minimisation is so poorly understood is the inavailability of suitable
abstractions that give a global view of a multi-level graph in terms of edge crossings.
The abstraction we introduce in this paper provides such a view.
On the other hand, there may exist good alternatives to the layer-by-layer sweep
algorithms. One of the already existing alternatives is an ILP approach by JKunger et al.
[7]. In this paper, we take this ILP formulation of the crossing minimisation problem
as a starting point and develop from it a new abstraction, called the vertex-exchange
graph, as described in Sections 2 and 3. We show how to use this abstraction in level
planarity testing and layout of level planar graphs in Sections 4.1 and 4.2. Section 5
concludes the paper.
1.1. Preliminaries
We close this section with an explanation of terminology and de7nitions of terms
that appear throughout the paper. In what follows, when we refer to a level graph we
assume that it is a proper level graph in addition. We de7ne a proper level graph as
follows.
Denition 1. A proper level graph is a graph G=(V; E), with vertex set V =V1 ∪V2 ∪
· · · ∪Vp, Vi ∩Vj = ∅; i = j, and edge set E=E1 ∪E2 ∪ · · · ∪Ep−1; Ei⊆Vi × Vi+1.
A vertex v∈Vj is called a level-j vertex and Vj is called the jth level of G.
A drawing of a level graph G in the plane is a level drawing if the vertices of every
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Vj, 16j6k, are placed on a horizontal line lj = {(x; k − j) | x∈R}, and every edge
(u; v)∈E, u∈Vj, v∈Vj+1, 16j¡k, is drawn as a straight line segment between the
lines li and li+1. A level drawing of G is called level planar if no two edges cross
except at common endpoints. A level graph is level planar if it has a level planar
drawing.
Let a level graph G have a preliminary layout and let the vertices of G be labeled
according to this (arbitrary) layout by increasing integers i=(1; : : : ; |V |) from top level
to bottom level and from left to right on each level. For notational convenience, we
will refer to a vertex v labeled by j as vertex j, and similarly, an edge (v; w) connecting
vertices v labeled by i and w labeled by j as edge (i; j).
We use the notation 〈v; w〉 for an unordered pair of same-level vertices v and
w : 〈v; w〉≡ 〈w; v〉. Analogously, for two edges e; f∈Er , 〈e; f〉 denotes a pair of edges.
In contrast, we denote an ordered pair of same-level vertices v and w by [v; w], and
[v; w]≡= [w; v].
2. ILP representations of the multi-level crossing minimisation problem
Although our abstraction can be viewed independently of mathematical programming
and may have uses outside of this arena, because it is most natural to think of our
abstraction in terms of integer linear programming, this is how we will present it.
An instance of the multi-level crossing minimisation (MLCM) problem can be
expressed as an integer program in terms of binary variables de7ning vertex
ordering [7]:
xrij =
{
1 if vertex i is placed before vertex j on level r;
0 if vertex i is placed after vertex j on level r:
The problem of minimising the number of crossings is then expressible by the following
quadratic integer program:
Minimise
p−1∑
r=1
|Vr |−1∑
i=1
|Vr |∑
k=i+1
∑
j∈N (i)
∑
l∈N (k)
(xrikx
r+1
lj + x
r
kix
r+1
jl )
subject to
(1)
xrij + x
r
jk + x
r
ki62; 16i ¡ j ¡ k6|Vr|; (2)
xrij + x
r
ji = 1; 16 i ¡ j 6 |Vr|; (3)
xrij ∈ {0; 1}; (4)
where N (i) and N (k) denote the sets of vertices on level r+1 that are the destinations
of edges adjacant to vertices i and k on level r, respectively. Constraints (2) (a 3-cycle
constraint) and (3) ensure a feasible ordering.
Because of the quadratic integer objective it is diEcult to solve the problem by
available solvers. JKunger et al. [7] have linearised the objective function by using a
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variable substitution xrji =1− xrij from (3) and crossing variables:
crijkl =
{
1 if edges (i; j) and (k; l) cross;
0 otherwise;
where i¡j, i¡k¡l, and j = l. As a result, the number of linear ordering variables is
halved, and constraints (3) are not necessary any more. However, extra constraints are
needed to bind the crossing variables with the linear ordering variables. The integer
linear program is now expressed as follows:
Minimise
p−1∑
r=1
∑
(i;j)(k;l)∈Er
crijkl
subject to
(5)
− crijkl 6 xr+1jl − xrik 6 crijkl ; (i; j); (k; l) ∈ Er; j ¡ l; (6)
1− crijkl 6 xr+1jl + xrik 6 1 + crijkl ; (i; j); (k; l) ∈ Er; j ¿ l; (7)
06 xrij + x
r
jk − xrik 6 1; 16 i ¡ j ¡ k 6 |Vr|; (8)
xrij ; y
r
ij ; c
r
ijkl ∈ {0; 1}: (9)
2.1. Level planarity and ILP
A graph is level planar if it can be drawn with no edge crossings. The following
lemmas prove that an integral optimal solution to the ILP formulation (6)–(9) exists
in this case.
Lemma 2. If crijkl =0 for all r ∈{1; : : : ; p − 1} and i; j; k; l∈{1; : : : ; |V |} then con-
straints (6) and (7) are equivalent to
xr+1jl = x
r
ik ; (i; j); (k; l) ∈ Er; j ¡ l; (10)
xr+1jl = 1− xrik ; (i; j); (k; l) ∈ Er; j ¿ l: (11)
Proof. Substituting crijkl =0 into (6) we get
06 xr+1jl − xrik 6 0; (i; j); (k; l) ∈ Er; j¡ l
which is (10). The same substitution for (7) yields
16 xr+1jl + x
r
ik 6 1; (i; j); (k; l) ∈ Er; j ¿ l
which is (11).
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Now suppose we have a set of constraints corresponding to a level graph, for instance
xab = xcd;
xcd = 1− xef ;
xef = xfg:
Let us denote xcd=1− xef by xcd = xef which has the same meaning since xcd and xef
are binary variables. Then we can combine the constraints in a natural way:
xab = xcd = xef = xfg:
Consider now a generalisation of the above chain of constraints. When the last variable
is the same as the 7rst, i.e., a=f and b= g, we will call the chain a closed chain;
We call this variable the link variable. We will call such a closed chain consistent if
it is possible to assign every variable in the closed chain a binary value that is not
contradicted later in the chain; otherwise we will call the closed chain inconsistent.
The following two lemmas will be of use later.
Lemma 3. A closed chain of constraints is inconsistent if and only if there is an odd
number of “not equal” relations in the chain.
Proof. We can reduce the number of relations and variables of the chain without
altering the assigned values of the remaining variables by applying exhaustively the
following lexical reduction: replace every occurrence of a pattern of the form x=y
by x, and replace every subsequent occurrence of the variable y by x, where x and y
are variables in the chain. 2 It is obvious that all “equal” relations are removed by this
lexical replacement scheme and since value assignments of the remaining variables are
unchanged it does not aGect the (in)consistency of the original chain.
Consider a closed chain of constraints, C, that is inconsistent. Then by de7nition
there is some xab whose value is contradicted later in the chain. Call C′, the chain
resulting from applying the reduction described above to C. Then there must be an
odd number of “not equal” relations in C′ and therefore in C since, by hypothesis, C
is inconsistent.
Conversely, let C be a closed chain with an odd number of “not equal” relations
in the chain. Call C′ the result of reducing C by the algorithm described above. This
chain can be reduced further by replacing repeatedly each pattern of the form x =y = z
by x. It is obvious that this reduction preserves also the (in)consistency of the original
chain C. Since a pair of relations are removed from the chain with each application
of the reduction, by hypothesis we must arrive at a single “not equal” relation, x = x,
where x is the link variable.
Lemma 4. Let C be a set of constraints of the form (10) and (11). Then C can
be satis3ed by a {0; 1}-assignment if and only if it is not possible to derive an
inconsistent closed chain from C.
2 If, in the pattern x= y, y is the link variable then we replace x with y instead.
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Proof. If it is possible to derive an inconsistent closed chain, C, from C then by
de7nition there cannot be a {0; 1}-assignment that satis7es C. On the other hand, if it
is not possible to derive an inconsistent closed chain then for each variable xij in C
we can assign it a binary value that does not get contradicted in some other chain.
Equalities (10)–(11) can be represented by a graph G=(V;E), where the ver-
tices v∈V have a one-to-one mapping to the variables xrik , and there exists an edge
e=(v; w)∈E, if xr+1jl represented by v and xrik represented by w are tied by an equality
(10) or (11). We call such a graph a vertex-exchange graph. We will use v(xrik) to
refer to the vertex of G that maps to xrik .
In the next sections we will see that actually we do not need to formulate nor solve
either an integer linear program or its relaxation in order to assign binary values to
the variables xij .
3. The vertex-exchange graph
The vertex-exchange graph can be de7ned formally without using the ILP formula-
tion.
Denition 5. The vertex-exchange graph of a level graph G=(V; E) is a graph G=
(V;E) with vertex set V=V1 ∪V2 ∪ · · · ∪Vp, where Vr = {〈v; w〉 | v; w∈Vr}, and
edge set E=E1 ∪E2 ∪ · · · ∪Ep−1, where Er = {〈e; f〉 | e; f∈Er; e=(t; u); f=(w; v);
〈t; w〉 ∈Vr ; 〈u; v〉 ∈Vr+1}.
Informally, the vertices of the vertex-exchange graph are all distinct pairs of same-
level vertices of the original level graph. Two vertices of a vertex-exchange graph are
connected by an edge whenever the corresponding vertices of the original graph are
connected by non-adjacent edges.
Central to the algorithms of the next section will be a vertex exchange graph
augmented by edge labellings which we will call a labeled vertex exchange graph.
A labeled vertex exchange graph will correspond to an embedding of the original level
graph, although we will see later that the chosen embedding is not important. An edge
of G will be labeled by ‘+’ if the two corresponding edges of G do not cross; if
the two edges cross then the edge of G will be labeled ‘−’. The following de7nition
formalises this.
Denition 6. Given the vertex-exchange graph G=(V;E) of a level graph G=(V; E)
and an embedding  of G, we call a labeled vertex exchange graph G=(V;E; !),
! : E→{‘+’; ‘−’}, where !(e)= ‘−’; e= 〈e1; e2〉 ∈E if edges e1; e2 ∈E cross in the
embedding  of G and !(e)= ‘+’ otherwise.
Examples of embeddings of level graphs and the derived labeled vertex-exchange
graphs are shown in Fig. 1.
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Fig. 1. Examples of embedded level graphs and their derived labeled vertex-exchange graphs.
3.1. Properties of the vertex-exchange graph
We now describe three properties of the vertex-exchange graph that will be of use
later.
Proposition 7. Two vertices v=(v1; v2) and w=(w1; w2) of the vertex-exchange graph
G=(V;E) are adjacent if the vertices v1 and v2 are on the same level of G and w1
and w2 are on the same level of G and the levels are adjacant and there exist either
edges (v1; w1) and (v2; w2) or (v1; w2) and (v2; w1) in the input graph.
Proposition 8. Two vertices v=(v1; v2) and w=(w1; w2) of the vertex-exchange
graph G=(V;E) are in the same connected component of G if there exists a se-
quence of vertex pairs (u11; u12); (u21; u22); : : : ; (uk1; uk2), where (u11; u12)≡ (v1; v2) and
(uk1; uk2)≡ (w1; w2), in the input graph, so that each (ui1; ui2) and (u(i+1)1; u(i+1)2)
are on adjacent levels and there exist either edges (ui1; u(i+1)1) and (ui2; u(i+1)2) or
(ui1; u(i+1)2) and (ui2; u(i+1)1) in the input graph.
If such a sequence of vertex pairs cannot be found then the vertices v and w belong
to diGerent connected components. A vertex v=(v1; v2) is unconnected if v1 and v2
are in the subgraphs represented in Fig. 2.
Proposition 9. A sequence of vertices (u1; u2; : : : ; uk) forms a cycle in a vertex-
exchange graph, if there exists a sequence of vertex pairs (u11; u12); (u21; u22); : : : ;
(uk1; uk2), where (u11; u12)≡ (uk1; uk2), in the input graph, so that each (ui1; ui2) and
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Fig. 2. Subgraphs that map to a single unconnected vertex in the vertex-exchange graph.
(u(i+1)1; u(i+1)2) are on adjacent levels and there exist either edges (ui1; u(i+1)1) and
(ui2; u(i+1)2) or (ui1; u(i+1)2) and (ui2; u(i+1)1) in the input graph. This must also hold
for (uk1; uk2) and (u11; u12).
This last property leads to the following de7nition.
Denition 10. Suppose there exists a cycle C in the labeled vertex-exchange graph G
derived from an embedding  of G. If the number of edge-crossings in the embedding
of the subgraph of G corresponding to C is odd then we call C odd-labeled; otherwise
the cycle is even-labeled.
The following theorem shows that there is a one-to-one correspondence between
satis7ability of constraints (10) and (11) and level planarity.
Theorem 11. A graph G is level planar if and only if its corresponding constraints
(10) and (11) are satis3ed with xrij ∈{0; 1}; ∀r; i; j.
Proof. If a graph is level planar then the objective function (5) must evaluate to 0
since crijkl =0 for all r ∈{1; : : : ; p − 1} and i; j; k; l∈{1; : : : ; |V |}. From this it follows
that there exists a valid {0; 1}-assignment for every xrij , also satisfying the equalities
reduction (10) and (11). This {0; 1}-assignment together with assignments crijkl =0 form
the integer solution.
To prove suEciency, we have to show that if a graph satis7es the constraints (10)
and (11) then it is level planar. First, the solution to the set of equalities is unique,
since the set is derived from a unique evaluation cijkl =0; ∀i; j; k; l. It remains to show
that if these equalities can be satis7ed by a {0; 1}-assignment then also all the 3-cycle
inequalities can be satis7ed. To do this, let us assume that we have a sequence of ver-
tices a, b, and c on some level of the input graph G. To have a 3-cycle violation, there
must be an even-labeled path (ab; : : : ; bc) and an odd-labeled path or paths (ab; : : : ; ac)
and=or (bc; : : : ; ac) in the labeled vertex-exchange graph. Next, let x be the vertex of
the even-labeled path corresponding to the highest or lowest vertex pair (x1; x2) of the
input graph. Let y and (y1; y2) be those of an odd-labeled path. Let (bc; : : : ; y) be
an odd-labeled path and (y; : : : ; ac) be an even-labeled path. Fig. 3(a) illustrates this
labeled vertex-exchange graph. From this we construct the input graph which will be
level non-planar as can be seen on Fig. 3(b).
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Fig. 3. Illustration of the proof of Theorem 1: labeled vertex-exchange graph (a) and input graph (b).
The situation where (bc; : : : ; y) is the even-labeled path and (y; : : : ; ac) is the odd-
labeled path can be proved in a similar fashion and likewise for the cases where x≡y
or the pairs share only one vertex such as x1≡y2.
Note that an alternative proof method for suEciency is to show that the vertex-
exchange graphs of each type of level minimal non-planar subgraphs [6] possess at
least one odd-labeled cycle.
An immediate corollary of Theorem 1 is the following.
Corollary 12. A graph G is level planar if and only if its labeled vertex-exchange
graph G does not contain any odd-labeled cycles.
Proof. From Lemma 3 and the above theorem a graph is level planar if and only
if there cannot be an inconsistent closed chain amongst the ordering variables of the
ILP formulation. By Lemma 2 a closed chain of variables is consistent if and only
if there is an even number of “not equal” relations in the closed chain and since, by
de7nition, there is a one-to-one correspondence between the set {=; =} of Eqs. (10)
and (11) and crossings of the graph, a graph is level-planar if and only if its labeled
vertex-exchange graph G does not contain any odd-labeled cycles.
4. Level graph planarity and layout
A labeled vertex-exchange graph can be used very straightforwardly to test a level
graph for level planarity. In the case of planarity, it is easy to compute a layout of the
graph in addition. In the following two sections we develop algorithms for these two
problems.
4.1. Level planarity testing
There is a very straightforward use of the labeled vertex-exchange graph in level
planarity testing.
The {0; 1}-assignments to variables satisfying xrij in (10) and (11) must be such that
if v(xrij) and v(x
s
kl) are connected by a ‘+’-edge then x
r
ij = x
s
kl must hold, and, if by a
‘−’-edge then xrij =¬xskl must hold (¬ is the logical negation). Hence, after assigning
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0 or 1 to the 7rst vertex arbitrarily, the assignments of all other vertices can be prop-
agated by a depth-7rst search in the labeled vertex-exchange graph. If a vertex was
reached by a ‘+’-edge then it is assigned the same value as the previously visited ver-
tex; if reached by a ‘−’ edge then the vertex is assigned the negation of the previously
visited vertex value. If a vertex already has a value then the old value compared against
the new value; if they are diGerent then no valid {0; 1}-assignment exists and the input
graph G is not level planar. The depth-7rst-search part is shown more formally by
Algorithm 1.
Algorithm 1. LevelPlanarityDFS(G; v; b)
1: if value(v) = unknown then
2: value(v) = b
3: for all vertices w adjacent to v in G do
4: if label((v; w))= ‘+’ then
5: result = LevelPlanarityDFS(G; w; b)
6: else
7: result = LevelPlanarityDFS(G; w;¬b)
8: end if
9: if result = false then
10: return false
11: end if
12: end for
13: else if value(v) = b then
14: return false
15: end if
16: return true
This depth-7rst search is not necessarily applied to the whole labeled vertex-
exchange graph but rather, to each of its connected components separately. If every
connected component gives ‘true’ as a result then the whole vertex-exchange graph has
no odd-labeled cycles and the input graph is level planar.
For an arbitrary input graph, the running time of this algorithm is O(|E|)=O(|E|2),
since the depth-7rst visits each edge exactly once. However, it would be foolish to
apply this algorithm to arbitrary graphs since graphs with |E|¿2|V | cannot be planar.
This is for the following reason. Consider a two-level graph G=(V; E), V =V1 ∪V2.
If it has at least one cycle then it is not level planar. In other words, if a two-level
graph has |E|¿|V | edges then it is not level planar. Generalising this for multilevel
graphs, we get: if any two-level subgraph Gr =(Vr ∪Vr+1; Er) of a multi-level graph
G=(V; E) has |Er|¿|Vr| + |Vr+1| edges then it is not level planar. Summing over all
two-level subgraphs of G, we get: |E|= ∑p−1r = 1 |E|6V1 + 2∑p−1r = 1 Vr + Vp¡2|V |.
Consequently, when applying this algorithm, it makes sense to perform the simple
check that |E|¡2|V | 7rst.
The bound for running time can be tightened even more for some situations. Again,
we start from the fact that a depth-7rst-search in the vertex-exchange graph has O(|E|)
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running time in general. This expression can be developed further:
|E|6
p−1∑
i=1
( |Ei|
2
)
= O
(
p−1∑
i=1
|Ei|2
)
:
If a two-level subgraph Gi =(Vi; Vi+1; Ei) of a level graph G contains a two-level cycle
then G is level non-planar. Thus, |Ei|¡|Vi|+ |Vi+1| must hold for each i=1 : : : p− 1.
This allows us to replace |Ei| by |Vi|:
O
(
p−1∑
i=1
|Ei|2
)
= O
(
p−1∑
i=1
(|Vi|+ |Vi+1|)2
)
= O
( p∑
i=1
|Vi|2
)
:
Let |Vi| be the average number of vertices on a level and maxi |Vi| the maximum number
of vertices on a level. If maxi |Vi||Vi| then the running time of the level planarity
testing algorithm can be expressed as O((maxi |Vi|)2). If the vertices are distributed
evenly among levels, that is maxi |Vi| ≈ |Vi| then the running time is expressed as
O(p|Vi|2). And, if the number of vertices on each level is very small compared to
the number of levels (|Vi|p) then the running time expression is O(p).
This algorithm is neither the 7rst level planarity testing algorithm known so far nor
it is the most eEcient one. JKunger et al. [8] have developed an eEcient level planarity
testing algorithm which consumes O(|V |) time. The only characteristic in which our
algorithm is superior is its simplicity. While our algorithm involves only construction
of a vertex-exchange graph and a depth-7rst search on it, the algorithm by JKunger et
al. involves a sophisticated iterative checking and updating of a set of PQ-tree data
structures.
4.2. Layout of a level planar graph
In addition to level planarity testing, Algorithm 1 can also be used to calculate the
layout of a level planar graph. After the completion of LevelPlanarityDFS, all the
variables xrij are assigned a binary value. The vertex ordering can then be found from
the values of xrij just like after solving a crossing minimisation ILP.
However, the requirement that the 3-cycle inequalities be satis7ed is a complica-
tion. As we have shown, 3-cycle inequalities are automatically satis7ed in a connected
component of a vertex-exchange graph. The 3-cycle inequalities formed by the vertices
(that is, linear ordering variables) belonging to diGerent connected components need
extra care. Fig. 4 provides an example graph where the 3-cycles cause a problem. For
instance, if we assign as follows:
xab = 0⇒ xdf = 1;
xde = 0;
xef = 0;
then we get a 3-cycle violation xde + xef − xdf =−1¡0.
This complication is solved as follows. The vertex-exchange graph is divided into
connected components as in the level planarity testing case. Then, a table of all those
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Fig. 4. A graph whose layout calculation has a 3-cycle problem (a) and its vertex-exchange graph (b).
Fig. 5. The 3-cycle table with the mapping from vertices of the graph in Fig. 4.
3-cycles which possess vertices of diGerent components is constructed. There are 6
7elds in the table: identi7ers and values of all 3-cycle vertices. For each table record,
a mapping from each of the three participating vertices is made. This permits location
of an entry of the table of 3-cycles quickly (in almost constant or logarithmic time
depending on the implementation of the map). Another auxiliary data structure is the
queue of component assignments. The queue items have 7elds for vertex identi7er,
vertex value, and the component the vertex belongs to. The queue is used for identifying
the next component which needs processing by LevelPlanarityDFS. Initially, the queue
is empty (Fig. 5).
Now whenever a vertex is assigned a value (line 2 of Algorithm 1), the table is
updated accordingly. If the update results in the assignment of a single remaining vertex
value constrained by the other two vertex values in a 3-cycle then the remaining vertex
identi7er with its value and component identi7er is inserted into the queue. Algorithm 2
illustrates this procedure. If a component has been processed by LevelPlanarityDFS
and the next component has to be selected and there is an item in the queue then the
component corresponding to the queue item is taken as the next one. The 7rst vertex
to be assigned and its value is then taken from the queue item instead of taking an
arbitrary vertex and value. A minor technical detail is that for each component we have
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a boolean value indicating whether its processed or not in order to avoid processing
the same component twice.
Algorithm 2. ThreeCycleCheck(v)
1: for all records in the 3-cycle table containing vertex v do
2: if exactly one of the vertices w in a record is unknown (−1) then
3: if w ≡ v1 = unknown ∧ value(v2) = value(v3) then
4: value(w) = value(v3)
5: else if w ≡ v2 = unknown ∧ value(v1) = value(v3) then
6: value(w) = value(v3)
7: else if w ≡ v3 = unknown ∧ value(v1) = value(v2) then
8: value(w) = value(v1)
9: end if
10: if value(w) = unknown ∧ component(w) =∈ queue then
11: insert {w; value(w); component(w)} into queue
12: end if
13: end if
14: end for
The enhancements for keeping track of three-cycles unfortunately make the level
planar layout algorithm slower than the level planarity testing algorithm. Since the
3-cycle table has O(|V |3) items then its construction—and, therefore, the whole
algorithm—has O(|V |3) running time.
5. Conclusions
In this paper we have proposed a new technique for analysing proper level graphs.
The technique—which we call the vertex-exchange graph—admits in an obvious way a
method for testing the planarity of (proper) level graphs. Although not asymptotically
optimal, its conceptual straightforwardness and ease of implementation may make the
algorithm a viable alternative to known optimal algorithms. Building on this algorithm
we have shown how the layout of a planar level graph can be determined. To the
best of our knowledge, this is the 7rst algorithm that does not draw such a graph in
a level-by-level fashion. There exists an evolutionary algorithmic approach by Utech
et al. [11] that combines a solution to the crossing problem with a solution to the
previous step known as layering, so we do not consider it to be a solution to the
crossing minimisation problem, per se. Likewise, there has been proposed recently [2]
a 7xed parameter tractable algorithm that computes a layout on h layers in time linear
in |V | for 7xed h. The asymptotic constant involved, however, makes the algorithm
impractical.
We have already remarked how the vertex-exchange graph provides a global view
of the crossing minimisation problem. For this reason we believe that the abstraction
may provide insights into the crossing number of level graphs. For example, in our
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observations to date, the number of odd-labeled fundamental cycles is an upper bound
on the crossing number of the level embedding with the minimum number of crossings.
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