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Uvod
Poznato je da postoje problemi koji su rjesˇivi u teoriji ali nisu u praksi, takve probleme
nazivamo neukrotivima i tesˇkima. Neukrotivim problemima smatramo one za koje nije
pronadeno rjesˇenje polinomne vremenske slozˇenosti na deterministicˇkom Turingovom stroju.
Takav je i problem diskretnog logaritma. Pronadeni su kvantni algoritmi koji ga rjesˇavaju
u polinomnoj vremenskoj slozˇenosti.
U ovom radu prvo c´emo objasniti razliku izmedu klasicˇne i kvantne izracˇunljivosti i
uvesti c´emo pojmove koji c´e nam posluzˇiti poslije. Korisˇtena literatura je Mladen Vukovic´.
Slozˇenost algoritama. Zagreb, PMF-Matematicˇki odsjek, 2011, 36-52, 89-92 i Song Y.
Yan. Quantum Computational Number Theory Springer, 2015, 33-56.
Nakon toga c´emo analizirati neke klasicˇne napade poput Shanksovog Baby-Step Giant-
Step algoritma, Silver-Pohlig-Hellman algoritma, ρ - metode za problem diskretnog lo-
garitma, Index Calculus algoritam, Gordonov NFS algoritam. Korisˇtena literatura je A.
Godusˇova´. Number Field Sieve for Discrete Logarithm. Charles University in Prague -
Faculty of Mathematics and Physics, 2015, A. Joux and R. Lercier. Number field sieve
for the DLP. in: H.C.A van Tilborg, S. Jajodia (Eds.): Encyclopedia of Cryptography and
security. Springer, 2011, 867-873, Song Y. Yan. Quantum Attacks on Public-Key Cryp-
tosystems. Springer, 2013, 93-109.
Nakon sˇto opisˇemo klasicˇne napade prvo c´emo opisati laksˇi slucˇaj kvantnog napada,
zatim i opc´eniti slucˇaj kvantnog napada. Korisˇtena literatura je F. X. Lin Shor’s Algorithm
and the Quantum Fourier Transform. McGill University, 2014, 5-11 i Song Y. Yan. Quan-
tum Attacks on Public-Key Cryptosystems. Springer, 2013, 122-131. Posebno nas zanima
vremenska i prostorna slozˇenost tih napada.
Diplomski rad je napravljen u sklopu aktivnosti Projekta KK.01.1.1.01.0004 - Znans-
tveni centar izvrsnosti za kvantne i kompleksne sustave te reprezentacije Liejevih algebri.
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Poglavlje 1
Klasicˇna i kvantna izracˇunljivost
1.1 Klasicˇna izracˇunljivost
Da bi pricˇali o izracˇunljivosti prvo moramo definirati Turingov stroj. Ideju i teoriju Turin-
govog stroja prvi je iznio i proucˇavao engleski matematicˇar Alan Turing, slijedi formalna
definicija Turingovog stroja, Turing-prepoznatljivosti jezika i Turing-odlucˇivosti jezika.
Definicija 1.1.1. Standardni visˇetracˇni Turingov stroj je uredena sedmorka
M = (Q,Σ,Γ, δ, q0,, qDA, qN E), gdje je redom:
• Q konacˇan skup cˇije elemente nazivamo stanja
• Σ konacˇan skup, cˇije elemente nazivamo ulazni simboli. Pretpostavljamo da Σ ne
sadrzˇi ”prazan” simbol kojeg oznacˇavamo sa 
• Γ je konacˇan skup simbola koje nazivamo abeceda trake
• δ je funkcija prijelaza koju definiramo ovako:
– ako je M deterministicˇki Turingov stroj, onda
δ : Q × Γk → Q × Γk × {L,R}k
– ako je M nedeterministicˇki Turingov stroj, onda
δ : Q × Γk → 2Q×Γk×{L,R}k ,
gdje L i R specificiraju smjer u kojem se glava krec´e. Kad je k = 1 onda imamo
klasicˇni jednotracˇni Turingov stroj.
•  ∈ Γ je poseban znak kojeg nazivamo praznina
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• q0 ∈ Q je pocˇetno stanje
• qDA ∈ Q je stanje prihvac´anja
• qN E ∈ Q je stanje odbijanja
Definicija 1.1.2. Kazˇemo da Turingov stroj M = (Q,Σ,Γ, δ, q0,, qDA, qNE) prepoznaje
neku rijecˇ w ∈ Γ∗ ako postoji konacˇan niz parova (r0, s0), (r1, s1), ..., (rm, sm) ∈ Q × Γ, te
konacˇan niz simbola I1, ..., Im ∈ {L,D} tako da vrijedi:
1. r0 = q0 i s0 je prvi lijevi simbol rijecˇi w;
2. za svaki j ∈ {0, ...,m − 1} imamo δ(r j, s j) = (r j+1, s j+1, I j+1) i r j < {qDA, qN E}
3. rm = qDA
Za proizvoljan Turingov stroj M sa L(M) oznacˇavamo skup svih rijecˇi koje M prepoznaje.
Kazˇemo da Turingov stroj M prepoznaje jezik L ako vrijedi L = L(M).
Za jezik kazˇemo da je Turing-prepoznatljiv ako postoji Turingov stroj koji ga prepoz-
naje. Takve jezike takoder nazivamo rekurzivno prebrojivima.
Definicija 1.1.3. Za neki jezik L ⊆ Γ∗ kazˇemo da je Turing-odlucˇiv ako postoji Turingov
stroj M koji ga prepoznaje, te za svaku rijecˇ w ∈ Γ∗\L stroj M s ulazom w staje u zavrsˇnom
stanju qNE. Ako neki jezik nije odlucˇiv tada kazˇemo da je neodlucˇiv.
Turingovi strojevi koji staju za svaki ulaz su dobri modeli za algoritam, dobro definirani
niz koraka koji uvijek staje i daje odgovor. Ako algoritam za dani problem postoji, onda je
problem odlucˇiv.
Sljedec´e definicije formaliziraju klase slozˇenosti bazirane na Turingovim strojevima.
Definicija 1.1.4. P je klasa problema koje deterministicˇki Turingov stroj rjesˇava u po-
linomnom vremenu. Probleme koji spadaju u ovu klasu smatramo lakima za rijesˇiti na
racˇunalu.
Definicija 1.1.5. NP je klasa problema koje nedeterministicˇki Turingov stroj rjesˇava u
polinomnom vremenu. Probleme u ovoj klasi smatramo neukrotivima i tesˇkima za rijesˇiti
na racˇunalu.
Kad govorimo u terminima jezika, P je klasa jezika koji se mogu odlucˇiti u polinom-
nom vremenu dok je NP klasa jezika koji se mogu prepoznati u polinomnom vremenu.
Definicija 1.1.6. EXP je klasa problema koji su rjesˇivi na deterministicˇkom Turingovom
stroju u vremenu ogranicˇenom sa 2n
i
.
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Definicija 1.1.7. Funkcija f je izracˇunljiva u polinomnom vremenu ako za svaki input w,
f (w) staje na Turingovom stroju u polinomnom vremenu. Jezik A je polinomno svediv na
jezik B, sˇto oznacˇavamo A ≤P B, ako postoji funkcija izracˇunljiva u polinomnom vremenu
takva da za svaki input w vrijedi:
w ∈ A⇐⇒ f (w) ∈ B.
Funkcija f se zove polinomna redukcija iz A u B.
Definicija 1.1.8. Problem/jezik L je NP-potpun ako zadovoljava sljedec´a dva uvjeta:
• L ∈ NP
• ∀A ∈ NP, A ≤P L.
Definicija 1.1.9. Problem D je NP-tezˇak ako zadovoljava sljedec´i uvjet:
∀A ∈ NP, A ≤P D
gdje D mozˇe biti u NP ili ne mora biti. Dakle, NP-tezˇak znacˇi da je tezˇak kao neki NP
problem ili tezˇi.
Definicija 1.1.10. ZPP je klasa problema rjesˇiva u ocˇekivajuc´em polinomnom vremenu,
gdje je vjerojatnost za gresˇku nula, na vjerojatnosnom Turingovom stroju.
Definicija 1.1.11. BPP je klasa problema rjesˇiva u ocˇekivajuc´em polinomnom vremenu
na vjerojatnosnom Turingovom stroju gdje je vjerojatnost za tocˇan odgovor 12 + δ gdje je
δ > 0 neka fiksna vrijednost.
Slicˇno mozˇemo definirati klase problema kao sˇto su P-Space, P-Space potpun i P-
Space tezˇak.
Definicija 1.1.12. Neka je M neki Turingov stroj koji staje za svaki ulaz. Prostorna
slozˇenost Turingovog stroja M je funkcija spaceM : N → N, gdje je spaceT (n) maksi-
malan broj registara na traci po kojima glava stroja T cˇita, za svaki ulazni podatak duljine
n.
Definicija 1.1.13. Za svaku funkciju f : N → R+ definiramo pripadne prostorne klase
slozˇenosti ovako:
D-Space( f (n)) = {L : L je jezik odlucˇiv na nekom O( f (n))-prostorno slozˇenom
deterministicˇkom Turingovom stroju}
N-Space( f (n)) = {L : L je jezik odlucˇiv na nekom O( f (n))-prostorno slozˇenom
nedeterministicˇkom Turingovom stroju}
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Definicija 1.1.14. Definiramo:
P-Space =
⋃
k∈N
D-Space(nk)
NP-Space =
⋃
k∈N
N-Space(nk)
Definicija 1.1.15. Problem/jezik L je P-Space potpun ako zadovoljava sljedec´a dva uvjeta:
• L ∈ P-Space
• ∀A ∈ P-Space, A ≤P L.
Definicija 1.1.16. Problem L je P-Space tezˇak ako zadovoljava sljedec´i uvjet:
∀A ∈ P-Space, A ≤P L
gdje L mozˇe biti u P-Space ili ne mora biti.
Koristiti c´emo oznake NPC za skup NP-potpunih problema, PSC za skup P-Space
potpunih problema, NPH za skup NP-tesˇkih problema i PSH za skup P-Space tesˇkih
problema. Odnose izmedu ovih klasa problema vidimo na slici 1.1.1.
Slika 1.1.1: Odnosi izmedu navedenih klasa slozˇenosti.
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1.2 Kvantni sustavi
Kvantna racˇunala su strojevi koji se oslanjaju na karakteristike kvantnih fenomena poput
kvantnih interferencija i kvantnih sprezanja. Dok konvencionalna racˇunala rade s bitovima
koji iskljucˇivo imaju stanje 0 ili 1, kvantna racˇunala rade s kubitovima. Stanje kvantnog
racˇunala opisuje se s baznim vektorom u Hilbertovom prostoru. Slijedi formalna definicija:
Definicija 1.2.1. Kubit je kvantni sustav |Ψ〉 koje ima formu:
|Ψ〉 = α|0〉 + β|1〉
gdje su α, β ∈ C, takvi da ‖ α ‖2 +‖ β ‖2 = 1, |0〉 i |1〉 su bazni vektori Hilbertovog prostora.
Kubit je kvantni sustav s dva stanja |0〉 i |1〉, cˇisto stanje kubita je linearna superpozicija
tih dvaju stanja, ali kad mjerimo stanje kubita dobivamo jedno od ta dva stanja, takva
diskretnost se naziva kvantizacija. Klasicˇno se racˇunalo mozˇe nalaziti u 2N razlicˇitih stanja
gdje je N broj bitova i njegovo stanje mjerenjem (ocˇitavanjem) ostaje nepromijenjeno dok
se kvantno mozˇe nalaziti u beskonacˇno mnogo razlicˇitih stanja, to su linearne superpozicije
2N stanja racˇunalne baze, mjerenjem dobivamo neko od 2N stanja racˇunalne baze, znacˇi da
mjerenjem mijenjamo stanje kvantnog racˇunala.
Ako imamo kvantni sustav sa k stanja on mozˇe biti u |c1〉, |c2〉, ...,|ck〉 ali takoder i u
stanju superpozicije:
|Ψ〉 =
2k−1∑
i=0
αi|ci〉,
gdje su αi ∈ C, i ∑i ‖ αi ‖2 = 1 i svaki |ci〉 je bazni vektor Hilbertovog prostora.
Definicija 1.2.2. Kvantni registar, ili opc´enitije kvantno racˇunalo, je uredeni skup konacˇnog
broja kubitova.
Da bi fizicˇki sustav izracˇunavao moramo moc´i promijeniti stanje sustava. Ovo se
postizˇe nizom unitarnih transformacija vektora |Ψ〉 pomoc´u unitarnih matrica. To su ma-
trice cˇiji inverz dobijemo konjugiranjem njihove transponirane matrice. Pretpostavimo da
se izracˇunavanje odvija na kvantnom sustavu s jednim kubitom, tada je superpozicija dana
sa:
|Ψ〉 = α|0〉 + β|1〉,
gdje su α, β ∈ C i ‖ α ‖2 + ‖ β ‖2 = 1, s dva moguc´a stanja |0〉 =
(
1
0
)
i |1〉 =
(
0
1
)
Neka je unitarna matrica M:
M =
1√
2
(
1 1
−1 1
)
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Tada kvantne operacije na kubitu mozˇemo zapisati ovako:
M|0〉 = |0〉 = 1√
2
(
1 1
−1 1
) (
1
0
)
=
1√
2
|0〉 − 1√
2
|1〉
M|1〉 = |0〉 = 1√
2
(
1 1
−1 1
) (
0
1
)
=
1√
2
|0〉 + 1√
2
|1〉
Ovo su, ustvari, kvantna vrata (analogno logicˇkim vratima). Logicˇka vrata mozˇemo
smatrati logicˇkim operatorima. Tako bi operator NOT definirali kao matricu:
NOT =
(
0 1
1 0
)
Slicˇno kvantna vrata za dva kubita definiramo ovako:
|00〉 → |00〉
|01〉 → |01〉
|10〉 → 1√
2
|10〉 + 1√
2
|11〉
|11〉 → 1√
2
|10〉 − 1√
2
|11〉
Ustvari, definiramo unitarnu matricu M ovako:
M =

1 0 0 0
0 1 0 0
0 0 1√
2
1√
2
0 0 1√
2
− 1√
2

1.3 Kvantna izracˇunljivost i slozˇenost
Kvantni Turingov stroj je generalizacija vjerojatnosnog Turingovog stroja, kod kojeg svaka
c´elija na traci sadrzˇi kubit. Neka je C koji se sastoji od α ∈ C takvih da Turingov stroj
izracˇunava realni i imaginarni dio od α unutar 2−n u vremenu polinomnom u n, tada se
kvantni Turingov stroj mozˇe definirati kao:
M = (Q,Σ,Γ, δ, q0,, F),
gdje
δ : Q × Γ→ CQ×Γ×{L,R},
a ostatak je isti kao u vjerojatnosnom Turingovom stroju.
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Definicija 1.3.1. QP je klasa problema rjesˇiva sa sigurnosˇc´u u polinomnom vremenu na
kvantnom Turingovom stroju.
Definicija 1.3.2. ZQP je klasa problema rjesˇiva na kvantnom Turingovom stroju u ocˇekiva-
juc´em polinomnom vremenu gdje je vjerojatnost za gresˇku nula.
Definicija 1.3.3. BQP je klasa problema rjesˇiva na kvantnom Turingovom stroju u poli-
nomnom vremenu s ogranicˇenom vjerojatnosˇc´u  < 13 za gresˇku.
Slika 1.3.1: Odnos izmedu P i QP.
Slika 1.3.2: Odnos izmeduZQP iZPP
.
Poznato je da vrijedi P ⊆ BPP ⊆ BQP ⊆ P-Space. Prema tome nije poznato je
li kvantni Turingov stroj jacˇi od vjerojatnosnog Turingovog stroja. Takoder nije poznata
veza izmedu BQP i NP.

Poglavlje 2
Klasicˇni napadi na DLP
2.1 Osnovni koncepti
Problem diskretnog algoritma ponekad c´emo oznacˇavati kao DLP (discrete logarithm pro-
blem).
Definicija 2.1.1. DLP opisujemo ovako:Ulaz: a, b, n ∈ NIzlaz: x ∈ N takav da ax ≡ b(mod n), ako takav x postoji (2.1.1)
gdje n mozˇe biti slozˇen ili prost broj.
Unatocˇ sˇto je ovaj problem dugo poznat, nije poznat efikasan algoritam koji ga rjesˇava.
Najbolji poznati algoritam je Gordonov NFS algoritam cˇija je vremenska slozˇenost:
O
(
exp
(
c(log n)
1
3 (log log n)
2
3
))
Postoje tri kategorije algoritama koje se koriste za rjesˇavanje DLP-a:
1. Algoritmi koji rade za proizvoljne grupe, dakle oni koji ne iskorisˇtavaju nikakva
posebna svojstva grupa. To su Shanksova baby-step giant-step metoda, Pollardova
ρ-metoda i λ-metoda.
2. Algoritmi koji rade dobro u konacˇnim grupama za koje red grupe nema velike proste
djelitelje, tj. za grupe sa glatkim redom. Kazˇemo da je prirodan broj gladak ako
nema velikih prostih djelitelja, a da je y-gladak ako nema prostih djelitelja vec´ih od
y. Silver-Pohlig-Hellman algoritam baziran na Kineskom teoremu o ostacima je u
ovoj kategoriji.
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3. Algoritmi koji iskorisˇtavaju metode za reprezentiranje elemenata grupe kao produ-
kata elemenata iz relativno malog skupa. U ovu grupu spadaju Index Caluculus
algoritam i Gordonov NFS algoritam.
U sljedec´im poglavljima c´emo se upoznati s nekim od ovih algoritama.
2.2 Shanksov Baby-Step Giant-Step algoritam
Neka je G konacˇna ciklicˇka grupa reda n, a generator od G i b ∈ G. Ocˇiti algoritam za
izracˇunavanje potencija od a dok se b ne pronade zahtjeva O(n) operacija. Na primjer da
bi izracˇunali x = log2 15 mod 19, moramo izracˇunavati 2
x mod 1 za x = 1, 2, ..., 19 − 1
sve dok ne vrijedi 2x mod 19 = 15. Tako dobijemo da je rjesˇenje 11. Jasno je da je ovo
ocˇito rjesˇenje neefikasno za veliki n. Bolji algoritam od ovog ocˇitog je Shanksov baby-step
giant-step algoritam.
Neka je m = b √nc. Ovaj algoritam se temelji na cˇinjenici da ako je x = loga b, onda
mozˇemo jedinstveno napisati x = i + jm, gdje 0 ≤ i, j < m. Na primjer, ako je 11 =
log2 15 mod 19, onda je a = 2, b = 15, m = 4, pa mozˇemo pisati 11 = i + 4 j, gdje je ocˇito
i = 1 i j = 2. Slijedi opis algoritma:
Algoritam 2.2.1. Ovaj algoritam racˇuna diskretni logaritam x od y za bazu a modulo n
takav da y = ax mod n:
1. (Inicijalizacija) Racˇunamo s = b √nc.
2. (Racˇunanje malog koraka) Izracˇunavamo prvi niz uredenih parova (yar, r),
r = 0, 1, 2, 3, ..., s − 1, niz je oznacˇen sa S :
S = {(y, 0), (ya, 1), (ya2, 2), ..., (yas−1, s − 1) mod n}
i sortiramo S po yar, prvom elementu uredenih parova u S .
3. (Racˇunanje velikog koraka) Izracˇunavamo drugi niz uredenih parova (ats, ts), t =
1, 2, 3, ..., s:
T = {(as, 1), (a2s, 2), ..., (as2 , s) mod n}
i sortiramo T po ats, prvom elementu parova u T .
4. (Trazˇenje, usporedivanje, izracˇunavanje) Pretrazˇujemo oba niza S i T dok ne
nademo da je yar = ats gdje je yar u S i ats u T i onda izracˇunamo x = ts − r
koji je trazˇena vrijednost.
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Ovaj algoritam zahtjeva tablicu sa O(m) ulaza gdje je m = b √nc. Koristec´i algoritam za
sortiranje mozˇemo sortirati nizove S i T u O(m log m) operacija s Quicksort algoritmom.
To znacˇi da nam ovo daje algoritam za izracˇunavanje diskretnih logaritama koji koristi
O(√n log n) vremena i O(√n) prostora. Ovaj algoritam radi za proizvoljne grupe, a ako je
red grupe vec´i od 1040 onda postaje neprimjenjiv u praksi.
Primjer 2.2.1. Pretpostavimo sad da zˇelimo pronac´i diskretan logaritam log49 70 mod 97
takav da 70 = 49x mod 97. Koristec´i algoritam 2.2.1, imamo:
1. y = 70, a = 49, n = 97, s = b97c = 9
2. Racˇunamo mali korak:
S = {(y, 0), (ya, 1), ..., (ya8, 8) mod 97}
= {(70, 0), (35, 1), (66, 2), (33, 3), (65, 4), (81, 5), (89, 6), (93, 7), (95, 8)}
= {(33, 3), (35, 1), (65, 4), (66, 2), (70, 0), (81, 5), (89, 6), (93, 7), (95, 8)}
3. Racˇunamo veliki korak:
T = {(as, s), (a2s, 2s), (a3s, 3s), ..., (a10s, 10s) mod 113}
= {(18, 9), (33, 18), (12, 27), (22, 36), (8, 45), (47, 54), (70, 63), (96, 72), (79, 81)}
= {(8, 45), (12, 27), (18, 9), (22, 36), (33, 18), (47, 54), (70, 63), (79, 81), (96, 72)}
4. Usporedivanje i izracˇunavanje: Broj 70 je zajednicˇka vrijednost prvog elementa u
parovima od obe liste S i T sa r = 0 i st = 63, pa je x = st − r = 63 − 0 = 63. pa
vrijedi log49 70 mod 97 = 63 ili ekvivalentno 49
63 mod 97 = 70.
2.3 Silver-Pohlig-Hellman algoritam
1978. godine Pohlig i Hellman su predlozˇili vazˇan algoritam, danas sˇiroko poznat kao
Silver-Pohlig-Hellman algoritam za racˇunanje DLP-a u polju GF(q), gdje je GF(q) polje
koje se sastoji od cijelih brojeva modulo q, gdje je q prost broj. Algoritam radi O(√p)
operacija i zauzima usporedivu kolicˇinu prostora, gdje je p najvec´i prosti faktor od q − 1.
Pohlig i Hellman su pokazali da ako je
q − 1 =
k∏
i=1
piαi ,
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gdje su pi razlicˇiti prosti brojevi i αi prirodni brojevi, i ako su r1, ..., rk bilo koji realni
brojevi takvi da 0 ≤ ri ≤ 1, onda se logaritmi u GF(q) mogu izracˇunati u
O
( k∑
i=1
(
log q + p1−rii (1 + log p
ri
i )
))
operacija na polju, koristec´i
O
(
log q
k∑
i=1
(
1 + prii
))
bitova memorije, uz uvjet da se predizracˇunavanje koje zahtjeva
O
( k∑
i=1
prii log p
ri
i + log q
)
operacija na polju obavi prvo. Ovaj algoritam je jako ucˇinkovit ako je q ”gladak” t.j. ako
su svi prosti faktori od q − 1 mali. Slijedi opis algoritma:
Algoritam 2.3.1. Ovaj algoritam izracˇunava diskretni logaritam x = loga b mod q:
1. q − 1 rastavljamo na proste faktore:
q − 1 =
k∏
i=1
pα11 p
α2
2 · · · pαkk .
2. Predizracˇunavamo tablicu rpi, j za dano polje:
rpi, j = a
j(q−1)/pi mod q, 0 ≤ j < pi.
3. Izracˇunavamo x = loga b mod q:
a) Koristec´i ideju slicˇnu kao baby-step giant-step algoritmu da pronademo dis-
kretne logaritme x mod pαii . Da bi ovo izracˇunali promatramo sljedec´u repre-
zentaciju ovog broja:
x mod pαii = x0 + x1 pi + ... + xαi−1 p
αi−1
i ,
gdje je 0 ≤ xn < pi − 1
i. Da bi pronasˇli x0, racˇunamo b(q−1)/pi sˇto je jednako rpi, j za neki j, i pos-
tavljamo x0 = j za koji
b(q−1)/pi mod q = rpi, j.
Ovo je moguc´e zato sˇto vrijedi:
b(q−1)/pi ≡ ax(q−1)/p ≡ ax0(q−1)/p mod q = rpi,x0 .
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ii. Da pronademo x1 racˇunamo b1 = ba−x0 . Ako vrijedi
b(q−1)/pi
2
1 mod q = rpi, j,
onda postavljamo x1 = j. Ovo je moguc´e zbog
b(q−1)/pi
2
1 ≡ a(x−x0)(q−1)/pi
2 ≡ a(x1+x2 pi+...)(q−1)/pi ≡ ax1(q−1)/p mod q = rpi,x1 .
iii. Da bi dobili x2 promatramo broj b2 = ba−x0−x1 pi i racˇunamo
b
(q−1)/p3i
2 mod q.
Postupak nastavljamo induktivno dok ne pronademo sve x0, x1, ..., xαi−1.
b) Koristimo Kineski teorem o ostatcima da bi pronasˇli jedinstvenu vrijednost od
x iz kongruencija x mod pαii .
Sada dajemo primjer kako ovaj algoritam funkcionira na konkretnom primjeru.
Primjer 2.3.1. Pretpostavimo da treba izracˇunati diskretni logaritam x = log15 131 mod 337.
Sad imamo a = 15, b = 131, i q = 337 ( 15 je generator od F∗337). Rjesˇavamo ovaj problem
po upravo opisanom algoritmu:
1. Faktoriziramo q − 1:
336 = 24 · 3 · 7.
2. Racˇunamo rpi, j za dano polje F
∗
337 po formuli:
rpi, j = a
j(q−1)/pi mod q, 0 ≤ j < pi.
Ovo se samo jednom treba izracˇunati za ovo polje.
a) Racˇunamo
rp1, j = a
j(q−1)/p1 mod q = 15168 j mod 337 za 0 ≤ j < p1 = 2
r2,0 = 15168·0 mod 337 = 1
r2,1 = 15168·1 mod 337 = 336
(2.3.1)
b) Racˇunamo
rp2, j = a
j(q−1)/p2 mod q = 15112 j mod 337 za 0 ≤ j < p2 = 3
r3,0 = 15112·0 mod 337 = 1
r3,1 = 15112·1 mod 337 = 208
r3,2 = 15112·2 mod 337 = 128
(2.3.2)
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c) Racˇunamo
rp3, j = a
j(q−1)/p3 mod q = 1548 j mod 337 za 0 ≤ j < p3 = 7
r7,0 = 1548·0 mod 337 = 1
r7,1 = 1548·1 mod 337 = 79
r7,2 = 1548·2 mod 337 = 175
r7,3 = 1548·3 mod 337 = 8
r7,4 = 1548·4 mod 337 = 295
r7,5 = 1548·5 mod 337 = 52
r7,6 = 1548·6 mod 337 = 64
(2.3.3)
Konstruiramo tablicu rpi, j ovako:
pi
j
0 1 2 3 4 5 6
2 1 336
3 1 208 128
7 1 79 175 8 295 52 64
Tablica je izvodljiva ako su svi pi mali.
3. Racˇunamo diskretni logaritam x = log15 131 mod 337. Vidimo da je a = 15 i
b = 131.
a) Pronalazimo diskretne logaritme x mod pαii koristec´i formulu
x mod pαii = x0 + x1 pi + ... + xαi−1 p
αi−1
i , 0 ≤ xn < pi − 1
i. Pronalazimo diskretni logaritam x mod pα11 , tj. x mod 2
4:
x mod 337⇐⇒ x mod 24 = x0 + 2x1 + 4x2 + 8x3.
A. Da bi pronasˇli x0 racˇunamo:
b(q−1)/p1 mod q = 131336/2 mod 337 = 1 = rp1, j = r2,0,
pa je prema tome x0 = 0.
B. Da bi pronasˇli x1 prvo racˇunamo b1 = ba−x0 = b = 131, onda
racˇunamo:
b(q−1)/p
2
1
1 mod q = 131
180/4 mod 181 = 1 = rp1, j = r2,0,
pa je prema tome x1 = 0.
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C. Da bi pronasˇli x2 prvo racˇunamo b2 = ba−x0−x1 p1 = b = 131:
b
(q−1)/p31
2 mod q = 131
336/8 mod 337 = 336 = rp1, j = r2,1,
pa je prema tome x2 = 1
D. Da bi pronasˇli x3 prvo racˇunamo racˇunamo b3 = ba−x0−x1 p1−x2 p1
2
= 321
b(q−1)/p
4
1
3 mod q = 321
336/16 = 336 = rp1, j = r2,1,
pa je prema tome x3 = 1
Sad smo dobili:
x mod 24 = x0 + 2x1 + 4x2 + 8x3 = 4 + 8 = 12 =⇒ x mod 16 = 12
ii. Pronalazimo diskretni logaritam x mod pα22 , tj. x mod 3:
x mod 337⇐⇒ x mod 3 = x0
Da bi pronasˇli x0 racˇunamo:
b(q−1)/p2 mod q = 131336/3 mod 337 = 128 = rp2, j = r3,2,
pa je prema tome x0 = 2. Pa smo dobili sljedec´e:
x mod 3 = x0 = 2 =⇒ x mod 3 = 3
iii. Pronalazimo diskretni logaritam x mod pα33 , tj. x mod 7:
x mod 337⇐⇒ x mod 7 = x0
Da bi pronasˇli x0 racˇunamo :
b(q−1)/p3 mod q = 131336/7 mod 336 = 52 = rp3, j = r7,5,
pa je prema tome x0 = 5. Pa imamo:
x mod 7 = x0 = 5 =⇒ x mod 7 = 5
b) Pronalazimo x u
x mod 181
takav da: 
x mod 16 = 8
x mod 3 = 2
x mod 7 = 5
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Da bi pronasˇli x koristimo Kineski teorem o ostatcima kako bi rijesˇili sljedec´i
sustav kongruencija: 
x ≡ 8 (mod 16)
x ≡ 2 (mod 3)
x ≡ 5 (mod 7)
Rjesˇenje za ovaj sustav kongruencija je x = 236. Pa je prema tome x = 236
rjesˇenje pocˇetnog problema.
2.4 ρ - metoda za problem diskretnog logaritma
Vremenska slozˇenost ove metode slicˇna je baby-step giant-step algoritmu ali ova metoda
zahtjeva zanemarivu kolicˇinu memorije. Pretpostavimo da zˇelimo pronac´i x takav da
αx ≡ β (mod n)
Pretpostavljamo da je r red elementa α u multiplikativnoj grupi Z∗n. U ρ-metodi za DLP
grupu G = Z∗n particioniramo u tri skupa G1,G2, i G3 podjednake velicˇine. Definiramo niz
x0, x1, x2, ... na sljedec´i nacˇin:
x0 = 1
xi+1 = f (xi) =

β · xi ako xi ∈ G1
x2i ako xi ∈ G2
α · xi ako xi ∈ G3
(2.4.1)
za i ≥ 0. Ovaj niz definira dva niza cijelih brojeva {ai} i {bi} ovako:
a0 = 0
ai+1 =

ai ako xi ∈ G1
2ai ako xi ∈ G2
ai + 1 ako xi ∈ G3
(2.4.2)
i 
b0 = 0
bi+1 =

bi + 1 ako xi ∈ G1
2bi ako xi ∈ G2
bi ako xi ∈ G3
(2.4.3)
Trazˇimo xi i x2i takve da xi = x2i. Stoga,
αiβi = α2iβ2i.
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Prema tome,
βbi−2bi = α2ai−ai .
Ako na obje strane djelujemo s logaritmom koji ima bazu α, dobivamo
x = logα β ≡
2ai − ai
bi − 2bi (mod r),
uz uvjet da bi . 2bi (mod n). Pripadni ρ algoritam mozˇemo opisati na sljedec´i nacˇin.
Algoritam 2.4.1. Ovaj algoritam trazˇi x takav da
αx ≡ β (mod n).
Inicijaliziramo x0 = 1, a0 = 0, b0 = 0
Za i = 1, 2, 3, ... radi
Koristec´i 2.4.1, 2.4.2 i 2.4.3 racˇunamo (xi, ai, bi) i (x2i, a2i, b2i)
Ako xi = x2i, radi
Postavi r ← bi − b2i mod n
Ako je r = 0 zavrˇsi algoritam s neuspjehom
Inacˇe izracˇunaj x ≡ r−1(a2i − ai) (mod n)
Izlaz je x
Slijedi primjer upravo opisanog algoritma.
Primjer 2.4.1. Trazˇimo x takav da vrijedi
87x ≡ 362 (mod 703).
Zadajemo G1,G2 i G3 ovako
G1 = {x ∈ Z703 : x ≡ 1 (mod 3)}
G2 = {x ∈ Z703 : x ≡ 0 (mod 3)}
G3 = {x ∈ Z703 : x ≡ 2 (mod 3)}
Za i = 1, 2, 3, ... racˇunamo (xi, ai, bi) i (x2i, a2i, b2i) dok ne dobijemo xi = x2i:
i (xi, ai, bi) (x2i, a2i, b2i)
1 (362, 0, 1) (562, 1, 1)
2 (562, 1, 1) (448, 1, 3)
3 (277, 1, 2) (691, 2, 8)
4 (448, 1, 3) (83, 2, 10)
5 (486, 1, 4) (448, 4, 10)
6 (691, 2, 8) (691, 8, 22)
20 POGLAVLJE 2. KLASICˇNI NAPADI NA DLP
Za i = 6 pronalazimo podudaranje:
x6 = x12 = 691.
Buduc´i da je red od 87 u Z∗703 jednak 36 imamo
x ≡ a12 − a6
b6 − b12 ≡
8 − 2
22 − 8 ≡ 15 (mod 36).
Dakle vrijedi,
8715 ≡ 362 (mod 703).
2.5 Index Calculus algoritam
Adleman je 1979. godine predlozˇio algoritam, zvan index calculus, za racˇunanje diskretnog
logaritma cˇija je vremenska slozˇenost:
O
(
exp
(
c
√
log n log log n
))
Index calculus je, u stvari, sˇirok spektar metoda, ukljucˇujuc´i CFRAC, QS i NFS za problem
faktorizacije cijelih brojeva. U onome sˇto slijedi mi proucˇavamo varijantu Adelmanovog
index calculus algoritma za DLP u (Z/pZ)∗.
Algoritam 2.5.1. Ovaj algoritam trazˇi k ∈ N takav da
k ≡ logβ α (mod p) ili α ≡ βk (mod p).
1. Predizracˇunavanje
a) (Odabir baze faktora) Biramo bazu faktora koja se sastoji od prvih m prostih
brojeva,
Γ = {p1, p2, p3, ..., pm},
gdje je pm ≤ B, B je granica baze faktora.
b) (Racˇunamo βe mod p) Nasumicˇno biramo skup eksponenata e ≤ p−2, racˇunamo
βe mod p i rezultat faktoriziramo kao produkt potencija prostih brojeva.
c) (Glatkoc´a) Uzimamo samo one relacije βe mod p koje su glatke u odnosu na
B.
βe mod p =
m∏
i=1
peii , ei ≥ 0
Kad takva relacija postoji,
e ≡
m∑
j=1
e j logβ p j (mod p − 1).
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d) (Ponavljanje) Ponavljamo korak c) dok ne pronademo bar m takvih e da bi
pronasˇli m takvih relacija i rijesˇili logβ p j za j = 1, 2, ...,m.
2. Racˇunamo k ≡ logβ α (mod p)
a) Za svaki e iz 1.c) odredujemo vrijednost logβ p j za j = 1, 2, ...,m rjesˇavajuc´i
m modularnih linearnih jednadzˇbi s nepoznanicama logβ p j
b) (Racˇunamo αβr mod p) Nasumicˇno odabiremo eksponent r ≤ p−2 i racˇunamo
αβr mod p
c) (Faktoriziramo αβr mod p nad Γ)
αβr mod p =
m∏
j=1
pr jj , r j ≥ 0.
Ako je prethodni korak bio neuspjesˇan vrac´amo se na b). Ako je bio uspjesˇan,
onda je
logβ α ≡ −r +
m∑
j=1
r j logβ p j.
Sad dajemo primjer ovog algoritma.
Primjer 2.5.1. Trazˇimo x takav da
x ≡ log18 192 (mod 3259) ili 192 ≡ 18x (mod 3259).
1. Predizracˇunavanje
a) (Odabir baze faktora) Biramo bazu faktora koja se sastoji od prva 4 prosta
broja,
Γ = {2, 3, 5, 7}
gdje je p4 ≤ 7, 7 je granica baze faktora.
b) (Racˇunamo 18e mod 3259) Nasumicˇno biramo skup eksponenata e ≤ 3257,
racˇunamo 18e mod 3259 i rezultat faktoriziramo kao produkt potencija prostih
brojeva:
182 ≡ 22 · 34 (mod 3259)
1878 ≡ 33 · 7 (mod 3259)
18449 ≡ 52 · 7 (mod 3259)
181469 ≡ 24 · 52 · 7 (mod 3259)
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c) (Glatkoc´a) Gornje cˇetiri relacije su glatke u odnosu na B = 7. Prema tome,
2 ≡ 2 log18 2 + 4 log18 3 (mod 3258)
78 ≡ 3 log18 3 + log18 7 (mod 3258)
449 ≡ 2 log18 5 + log18 7 (mod 3258)
1469 ≡ 4 log18 2 + 2 log18 5 + log18 7 (mod 3258)
2. Racˇunamo k ≡ logβ α (mod p)
a) Nakon sˇto rijesˇimo sustav modularnih jednadzˇbi dobijemo:
log18 2 (mod 3258) = 255
log18 3 (mod 3258) = 3131
log18 5 (mod 3258) = 1624
log18 7 (mod 3258) = 459
b) (Racˇunamo 192 · 18r mod p) Nasumicˇno biramo eksponent r = 553 ≤ 3258 i
racˇunamo 192 · 18553 mod 3359.
c) (Faktoriziramo 192 · 18553 mod 3259 nad Γ)
192 · 18553 ≡ 3 · 5 · 7 (mod 3259)
Pa je onda,
log18 192 ≡ −553 + log18 3 + log18 5 + log18 7 = 1403
To znacˇi da je,
181403 ≡ 192 (mod 3259).
2.6 Gordonov NFS
Visˇe od 10 godina otkad je izumljena, Adelmanova metoda i njene varijante bile su najbrzˇi
algoritmi za racˇunanje diskretnih logaritama. No, to se promijenilo kad je Gordon 1993.
predlozˇio algoritam za racˇunanje diskretnih logaritama nad GF(p). Gordonov algoritam,
baziran na situ polja brojeva (number field sieve NFS) za faktorizaciju cijelih brojeva, ima
ocˇekivano vrijeme trajanja
O
(
exp
(
c(log p)
1
3 (log log p)
2
3
))
Prvo dajemo opis algoritma, pa c´emo zatim na primjeru vidjeti kako algoritam racˇuna
problem diskretnog logaritma.
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Algoritam 2.6.1. Ovaj algoritam racˇuna diskretni logaritam x tako da tx ≡ u (mod p),
gdje su t, u, p ulazni podatci, t generator grupe F∗p i p = q
n, gdje je q prost broj i n ∈ N:
1. Prvo pronalazimo dva ireducibilna polinoma f1 i f2 takva da postoji m ∈ Z sa svoj-
stvom:
fi(m) ≡ 0 (mod p)
2. S θi ∈ C oznacˇavamo korijen polinoma fi i onda definiramo polja Ki = Q[θi].
Ova polja, tj. njihovi prstenovi cijelih brojeva OKi se koriste da se pronadu relacije
izmedu prostih ideala. Kad su njihovi prstenovi cijelih brojeva Dedekindove domene
tada je osigurana jedinstvena faktorizacija ideala. Odnosi izmedu polja definirani
su homomorfizmima kao sˇto vidimo na dijagramu 2.6.1 kao sˇto je pokazano u [3].
Dakle imamo sljedec´e homomorfizme
µ1 : X → θ1, µ2 : X → θ2, φ1 : θ1 → m i φ2 : θ2 → m
Trazˇimo relacije izmedu polja i kad ih pronademo dovoljno sastavljamo matricu od
tih relacija. Nakon toga koristimo preslikavanje φi da prebacimo rezultate u Fp.
Slika 2.6.1: Odnosi polja.
3. Da pronademo relacije prvo moramo odabrati glatkoc´u Bi, prosijati granice Ti i baze
faktora S 1 = {P1, P2, ..., Pk} i S 2 = {Q1,Q2, ...,Qk} sastavljene od prostih elemenata
cˇija je norma manja od Bi. Onda trazˇimo parove (a, b) gdje su a, b ∈ Z, |a|, |b| ≤ Ti i
gcd(a, b) = 1, takvi da se ideali (a + bθi) mogu faktorizirati elementima iz S i. Da bi
ovo postigli biramo nasumicˇni par (a, b) racˇunamo normu NK\Q(a + bθi) i testiramo
je li norma Bi-glatka. Ako su svi ovi uvjeti zadovoljeni onda imamo:
(a + bθ1) =
∏
P j∈S 1
Pe jj i
24 POGLAVLJE 2. KLASICˇNI NAPADI NA DLP
(a + bθ2) =
∏
Q j∈S 2
Qe jj .
Ovo nam daje jednu potrebnu relaciju. Postupak ponavljamo dok ne pronademo
dovoljan broj relacija.
4. Kad imamo dovoljan broj relacija, onda kreiramo matricu, rjesˇavamo je modulo p−1
i dobivamo diskretne logaritme elemenata iz baze faktora. Na kraju kad racˇunamo
diskretne logaritme elemenata konacˇno mozˇemo primjeniti preslikavanja φi.
5. Jednom kad imamo diskretne logaritme faktora baze modulo p− 1, koristimo ih da
izracˇunamo trazˇeni diskretni logaritam. Biramo nasumicˇni s ∈ Z i racˇunamo ts ·
u (mod p). Biramo novi s sve dok ne dobijemo da se ovaj rezultat mozˇe faktorizirati
tako da svi faktori pripadaju nasˇoj bazi faktora. Kad to pronademo imamo:
ts · u ≡
r∏
i=1
cdii (mod p),
Djelujemo s logaritmom:
logt(t
s · u) = logt(ts · tx) ≡
r∑
i=1
di logt(ci) (mod p ),
pa imamo
s + x ≡
r∑
i=1
di logt(ci) (mod q).
Buduc´i da vec´ znamo sve diskretne logaritme logt(ci), iz ovoga lako racˇunamo
trazˇeni x.
Slijedi primjer.
Primjer 2.6.1. Pronalazimo x takav da 2x ≡ 9 (mod 11).
1. Primjetimo da je 2 generator grupe Z∗11. Biramo dva ireducibilna polinoma, npr.
f1 = x2 + 7 i f2 = x − 2.
Oba polinoma imaju isti korijen modulo 11, m = 2. Prvi polinom f1 odreduje polje
K1 = Q[
√
7i]. Drugi polinom f2 daje K2 = Q. Problem je sˇto njegov prsten cijelih
brojeva Z[
√
7i] nije integralno zatvoren. Prsten R je integralno zatvoren ako za
svaki korijen x normiranog polinoma jedne varijable s koeficijentima u R koji je
sadrzˇan u kvocijentnom polju od R vrijedi da je x u R. Sada vidimo da Z[
√
7i]
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nije integralno zatvoren jer je 1+
√
7i
2 koji je korijen normiranog polinoma X
2 − X + 2
sadrzˇan u kvocijentnom polju Q(
√
7i) od Z[
√
7i], ali nije sadrzˇan u Z[
√
7i].
Integralna zatvorenost nam je potrebna jer ako prsten cijelih brojeva nije integralno
zatvoren, onda sigurno nije Dedekindova domena. Kad je prsten Dedekindova do-
mena, imamo osiguranu jedinstvenu faktorizaciju ideala, te jedinstvenu faktorizaciju
elemenata, barem lokalno. Zato trebamo pronac´i prosˇirenje koje je integralno za-
tvoreno. Npr., mozˇemo uzeti Z[1+
√
7i
2 ].
2. Nadalje, homomorfizmi su definirani kao:
φ1 : a + b
√
7i→ a + 2b (mod 11) i
φ2 : a→ a (mod 11),
pa imamo θ1 =
√
7i i θ2 = 2.
3. Sljedec´e sˇto radimo je biranje baze faktorizacije za K1 kao skup {−1,
√
7i,
√
7i+1
2 ,
√
7i−1
2 }
sastavljen od generatora prostih ideala. Za K2 skup {−1, 2, 3, 5} sastavljen od pri-
rodnih brojeva i −1. U fazi prosijavanja trazˇimo parove (a, b) gdje su a, b ∈ Z takvi
da je gcd(a, b) = 1 i ideal (a+bθi) faktorizira proste ideale s generatorima sadrzˇanim
u bazi.
Jedan takav par je (−1, 1) jer se (θ1 − 1) faktorizira kao −1 · (
√
7i+1
2 )
1 · (
√
7i−1
2 )
2 u K1
i (θ2 − 1) se faktorizira kao −1 · 2 · 5 u K2.
Josˇ takvih parova mozˇemo nac´i u sljedec´oj tablici gdje retci odgovaraju relacijama.
Elementi koji predstavljaju stupce su generatori prostih ideala koje (a + bθi) fakto-
rizira. Brojevi u tablici odreduju eksponente faktorizacije u K1 i K2.
−1 √7i
√
7i+1
2
√
7i+1
2 −1 2 3 5
θi + 1 1 0 2 1 0 0 1 0
θi − 1 1 0 1 2 0 0 0 0
θi + 3 0 0 1 3 0 0 0 1
θi − 3 1 0 3 1 1 0 0 0
θi + 5 0 0 4 1 0 0 0 0
θi − 5 0 0 1 4 1 0 1 0
θi + 7 0 1 1 2 0 0 2 0
2 0 0 0 0 0 1 0 0
Da bi dobili nehomogenu matricu dodajemo josˇ jednu relaciju x1 ≡ 2 (mod 10), pa
onda imamo jedinstveno rjesˇenje sustava.
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4. Dakle, matricu sastavljamo od gornjih relacija.
1 0 2 1 0 0 −1 0
1 0 1 2 0 0 0 0
0 0 1 3 0 0 0 −1
1 0 3 1 −1 0 0 0
0 0 4 1 0 0 0 0
0 0 1 4 −1 0 −1 0
0 1 1 2 0 0 −2 0
0 0 0 0 0 1 0 0

s vektorom v =
[
0 0 0 0 0 0 0 1
]>
na desnoj strani. Kao rjesˇenje modulo
10 dobivamo
[
−5 1 −3 −1 −5 1 −2 4
]>
, pa je
log2(φ1(−1)) = log2(10) = 5 ≡ −5 (mod 10)
log2(φ1(
√
7i)) = log2(2) ≡ 1 (mod 10)
log2(φ1(
√
7i+1
2 )) = log2(
1
2 + 1) = log2(7) ≡ −3 (mod 10)
log2(φ1(
√
7i−1
2 )) = log2(−12 + 1) = log2(−5) = log2(6) = 9 ≡ −1 (mod 10)
log2(−1) = log2(10) = 5 ≡ −5 (mod 10)
log2(2) ≡ 1 (mod 10)
log2(3) = 8 ≡ −2 (mod 10)
log2(4) ≡ 4 (mod 10)
Sad imamo izracˇunate logaritme modulo 10:
log2(−1) = 5, log2(3) = 8, log2(6) = 9, log2(7) = 7, log2(2) = 1
log2(5) = 4, log2(10) = 5.
5. Koristec´i istu metodu kao u Index-Calculus algoritmu biramo neku potenciju broja
2 i pomnozˇimo je s 9, faktoriziramo rezultat i potvrdimo da su svi faktori vec´
izracˇunati diskretni logaritmi.
Ako je eksponent 1 onda imamo 9 · 21 ≡ 7 (mod 11). Znamo da je log2 7 ≡
7 (mod 10),pa je onda
log2(9 · 21) (mod 10) = log2 2x+1 (mod 10) = log2 7 (mod 10).
Sˇto povlacˇi da je
x + 1 ≡ 7 (mod 10)
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x ≡ 6 (mod 10).
Dakle,
26 ≡ 9 (mod 10).

Poglavlje 3
Kvantni napadi na DLP
3.1 Odnosi izmedu DLP-a i kriptografije bazirane na
DLP-u
Kao sˇto smo vidjeli zasad ne postoji klasicˇni napad na DLP koji bi bio primjenjiv u praksi.
Ovo povlacˇi da je kriptografija bazirana na DLP-u sigurna i neprobojna u polinomnom
vremenu. Prema tome, kad bi uspjeli rijesˇiti DLP problem to bi onda bilo ekvivalentno
razbijanju kriptografije bazirane na DLP-u.
Iako zasad nije poznat efikasan klasicˇni algoritam za razbijanje kriptografije bazirane
na DLP-u, Shor je pokazao da se DLP mozˇe rijesˇiti u BQP vremena, gdje je BQP klasa
problema koja je efikasno rjesˇiva na kvantnom Turingovom stroju.
Prema tome, kriptografija bazirana na DLP-u se mozˇe razbiti u polinomnom vremenu
na kvantnom racˇunalu.
3.2 Razine tezˇine za razlicˇite DLP
Postoje tri osnovna tipa DLP-a gledajuc´i po razini tezˇine da ih se rijesˇi, sada ih navodimo.
1. DLP u aditivnoj grupi G = Zn je lak za rijesˇiti. Promotrimo aditivnu ciklicˇku grupu
Z102 reda 102. Rjesˇavamo
n ≡ log5 16 (mod 102)
5n ≡ 16 (mod 102)
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Ovaj tip DLP-a se mozˇe rijesˇiti u polinomnom vremenu koristec´i Euklidov algoritam.
n ≡ 5−1 · 16 (mod 102)
≡ 41 · 16 (mod 102)
= 44.
2. DLP u multiplikativnoj grupi G = Z∗p je tezˇak za rijesˇiti. Promotrimo mulitplikativnu
grupu G = Z∗107 reda 106. Rjesˇavamo
n ≡ log5 22 (mod 107)
n5 ≡ 22 (mod 107)
Ovaj tip DLP-a je tezˇak i zasad ne postoji polinomni algoritam koji ga rjesˇava. Na-
ravno, u ovom primjeru su mali brojevi pa se lako rijesˇi koristec´i ”grubu silu”.
log5 22 ≡ 5 (mod 107)
3. DLP u grupi elipticˇkih krivulja G = E(Fp) je takoder tezˇak za izracˇunati. Pogledajmo
primjer elipticˇke krivuljen ad konacˇnim poljem:
E/F7 : y2 ≡ x3 + x + 1 (mod 7)
gdje je {P(2, 2),Q(0, 6)} ∈ E(F7).Tocˇka P je reda 5 u grupi E(F7), pa zˇelimo pronac´i
r ≡ logP Q (mod 5).
Ovaj tip DLP-a je tezˇak i zasad ne postoji polinomni algoritam koji ga rjesˇava. Na-
ravno, u ovom primjeru su opet mali brojevi pa se takoder lako rijesˇi koristec´i ”grubu
silu”.
logP Q ≡ 3 (mod 5)
Buduc´i da se za posljednja dva tipa DLP-a nikad nije pronasˇao efikasan algoritam dosˇla
je potreba za razvijanjem kvantnih algoritama. Znacˇi da su upravo ovakvi problemi bili
motivacija za kvantne algoritme i kvantna racˇunala.
3.3 Ideja kvantnog napada na DLP
Prisjetimo se da prilikom rjesˇavanja DLP-a zˇelimo pronac´i k u
gr ≡ x (mod p),
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gdje je g generator u multiplikativnoj grupi Z∗p. Pretpostavljamo da je red od g u Z
∗
p jednak
k, tj.
gk ≡ 1 (mod p).
Primjetimo da u kvantnom algoritmu za faktoriziranje pokusˇavamo pronac´i
gr ≡ 1 (mod p),
gdje je r red od g u Pp−1. U kvantnom algoritmu za diskretni logaritam pokusˇavamo pronac´i
gr ≡ x (mod p),
gdje je r diskretni logaritam baze g u Pp−1, tj.
r ≡ logg x (mod p − 1),
Definicije od r u dva kvantna algoritma su razlicˇite. No, buduc´i da
gr ≡ x (mod p),
mozˇemo definirati funkciju dviju varijabli,
f (a, b) = gax−b ≡ 1 (mod p)
takvu da
a − br ≡ k (mod p).
Ovo mozˇemo zbog
gax−b ≡ ga(gr)−b
≡ gag−br
≡ ga−br
≡ gk (mod p).
Prema tome, u kvantnom algoritmu za diskretni logaritam moramo dobiti r u
r ≡ (a − k)b−1 (mod p − 1).
Ovo je, u stvari, samo inverzni problem. Shor je pokazao da kvantni algoritmi mogu
pronac´i r u polinomnom vremenu. Pronalazak reda grupe u polinomnom vremenu omoguc´ila
je kvantna Fourierova transformacija koja je konstruirana iz brze Fourierove transforma-
cije. Ona je njezin ekvivalent, ali na kvantnom sklopu. Dajemo njenu definiciju.
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Definicija 3.3.1. Neka je {|0〉, |1〉, ..., |N − 1〉} ortonormirana baza kvantnog sustava i neka
je |φ〉 = ∑N−1j=0 | j〉 kvantno stanje. Onda je kvantna Fourierova transformacija AN preslika-
vanje definirano s:
|φ〉 =
N−1∑
j=0
| j〉 →
N−1∑
j=0
1√
N
N−1∑
k=0
exp
(2pii
n
)− jk
|k〉.
Bazno se stanje transformira ovako:
| j〉 → 1√
N
N−1∑
k=0
exp
(2pii
n
)− jk
|k〉.
Kvantnu Fourierovu transformaciju mozˇemo konstruirati u polinomnom vremenu samo
kada je N, iz definicije, gladak. Vidjet c´emo kako smo u opc´enitom slucˇaju postigli da je N
gladak prilikom korisˇtenja Fourierove transformacije AN . U laksˇem slucˇaju o tome nismo
morali razmisˇljati jer je uvjet bio da p − 1 bude gladak.
Naravno, ako je p−1 gladak, tj. p−1 ima male proste faktore, onda se DLP u Z∗p mozˇe
rijesˇiti u polinomnom vremenu pomoc´u Pohlig-Hellmanovog algoritma. Za opc´eniti p josˇ
uvijek nema klasicˇnog polinomnog algoritma. U onome sˇto slijedi, prvo raspravljamo o
laksˇem slucˇaju, pa zatim o opc´enitom slucˇaju kvantnog napada na DLP.
3.4 Laksˇi slucˇaj kvantnog napada
Laksˇi slucˇaj kvantnog napada na DLP je, u stvari, kvantna verzija Pohlig-Hellmanove me-
tode za DLP. Prisjetimo se da trazˇimo diskretni logaritam r u
gr ≡ x (mod p),
gdje je g generator multiplikativne grupe Z∗ i p je prost broj gdje je p − 1 gladak. Pohlig-
Hellmanov algoritam ovaj problem rjesˇava u polinomnom vremenu na klasicˇnom racˇunalu.
Nema neke prednosti koristiti kvantno racˇunalo za rjesˇavanje ovog laksˇeg slucˇaja ali to
radimo zato da pokazˇemo da kvantna racˇunala mogu rijesˇiti ovaj problem jednako dobro
kao i klasicˇna racˇunala.
Algoritam 3.4.1. Za dane g, x ∈ N i p prost broj ovaj algoritam pronalazi cijeli broj r
takav da gr ≡ x (mod p) ako r postoji. Koristi tri kvantna registra.
1. Zapocˇinjemo s inicijalnim stanjem
|Ψ0〉 = |0〉|0〉
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izabiremo brojeve a i b mod p − 1 uniformno i radimo Fourierovu transformaciju
modulo p − 1, oznacˇenu s Ap−1. Pa je stanje stroja nakon ovog koraka sljedec´e
|Ψ1〉 = 1√
p − 1
p−2∑
a=0
|a〉 · 1√
p − 1
p−2∑
b=0
|b〉
=
1
p − 1
p−2∑
a=0
p−2∑
b=0
|a, b〉.
2. Racˇunamo gax−b (mod p), vrijednosti od a i b se moraju cˇuvati na traci. Ovo
dovodi kvantno racˇunalo u stanje |Ψ2〉:
|Ψ2〉 = 1p − 1
p−2∑
a=0
p−2∑
b=0
|a, b, gax−b (mod p)〉.
3. Koristimo Fourierovu transformaciju Ap−1 da bi preslikali |a〉 → |c〉 s vjerojatnosnom
amplitudom √
1
p − 1 exp
(2piiac
p − 1
)
i |b〉 → |d〉 s vjerojatnosnom amplitudom√
1
p − 1 exp
(2piibd
p − 1
)
.
Prema tome, stanje |a, b〉 c´e se promijeniti u stanje
1
p − 1
p−2∑
c=0
p−2∑
d=0
exp
( 2pii
p − 1(ac + bd)
)
|c, d〉.
Ovo ostavlja stroj u stanju |Ψ3〉:
|Ψ3〉 = 1(p − 1)2
p−2∑
a,b,c,d=0
exp
( 2pii
p − 1(ac + bd)
)
|c, d, gax−b (mod p)〉.
4. Promatramo stanje kvantnog racˇunala i vadimo potrebne informacije. Vjerojatnost
stanja koje promatramo |c, d, gk (mod p)〉 je
Prob(c, d, gk) =
∣∣∣∣∣∣ 1(p − 1)2 ∑
a,b
a−rb≡k (mod p−1)
exp
( 2pii
p − 1(ac + bd)
)∣∣∣∣∣∣2
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gdje je sumiramo po svim (a, b) takvim da
a − rb ≡ k (mod p − 1).
5. Radimo supstituciju
a ≡ k + rb (mod p − 1)
dobivamo
Prob(c, d, gk) =
∣∣∣∣∣∣ 1(p − 1)2
p−2∑
b
exp
( 2pii
p − 1(kc + b(d + rc))
)∣∣∣∣∣∣2.
Primjetimo da ako d + rc . 0 (mod p − 1), onda je vjerojatnost 0. Prema tome,
vjerojatnost je razlicˇita od 0 ako i samo ako d + rc ≡ 0 (mod p − 1), tj.
r ≡ −dc−1 (mod p − 1).
6. Kako je nasˇe izracˇunavanje proizvelo a, nasumicˇni c i odgovarajuc´i d ≡ −rc (mod p−
1) i ako je gcd(c, p − 1) = 1, tada mozˇemo pronac´i r pronalazec´i multiplikativni
inverz od c koristec´i Euklidov algoritam. No sˇto je josˇ vazˇnije, vjerojatnost da je
gcd(c, p − 1) = 1 je
φ(p − 1)
p − 1 >
1
log p
,
u stvari,
lim inf
φ(p − 1)
p − 1 ≈
e−γ
log log p
.
To znacˇi da samo trebamo broj eksperimenata koji je polinoman u log p da bi dobili
r s velikom vjerojatnosˇc´u.
3.5 Opc´eniti slucˇaj kvantnog napada
Upravo smo pokazali da kvantna racˇunala mogu rjesˇiti poseban slucˇaj DLP-a jednako do-
bro kao i klasicˇna racˇunala. No, kvantna racˇunala mogu rijesˇiti i opc´eniti slucˇaj DLP-a
efikasno u polinomnom vremenu za razliku od klasicˇnog racˇunala.
Prisjetimo se da se posebni slucˇaj DLP-a oslanja na cˇinjenicu da je p − 1 gladak. U
opc´enitom slucˇaju, uklanjamo ovu restrikciju odabiranjem nasumicˇno glatkog q takvog da
p ≤ q ≤ 2p. Takav q se mozˇe pronac´i u polinomnom vremenu tako da nijedna prosta
potencija, vec´a od c log q, ne dijeli q, za neku konstantu c neovisnu o p.
Algoritam 3.5.1. Neka je g generator od Z∗p,x ∈ Zp. Ovaj algoritam pronalazi cijeli broj r
takav da gr ≡ x (mod p).
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1. Izabrati nasumicˇni glatki broj q takav da p ≤ q ≤ 2p. Primjetimo da ne zahtjevamo
da je p − 1 gladak.
2. Isto kao u posebnom slucˇaju, odabiremo brojeve a i b modulo p − 1 uniformno i
radimo Fourierovu transformaciju modulo p − 1. Ovo ostavlja kvantno racˇunalo u
stanju |Ψ1〉:
|Ψ1〉 = 1p − 1
p−2∑
a=0
p−2∑
b=0
|a, b (mod p)〉.
3. Racˇunamo gax−b mod p i cˇuvamo a i b na traci. Ovo ostavlja kvantno racˇunalo u
stanju |Ψ2〉:
|Ψ2〉 = 1p − 1
p−2∑
a=0
p−2∑
b=0
|a, b, gax−b (mod p)〉.
4. Koristimo Fourierovu transformaciju Aq da bi preslikali |a〉 → |c〉 s vjerojatnosnom
amplitudom
1√
q
exp
(2piiac
q
)
i |b〉 → |d〉 s vjerojatnosnom amplitudom
1√
q
exp
(2piibd
q
)
.
Prema tome, stanje |a, b〉 c´e se promijeniti u stanje
1
p − 1
p−2∑
c=0
p−2∑
d=0
exp
(2pii
q
(ac + bd)
)
|c, d〉.
Ovo ostavlja stroj u stanju |Ψ3〉:
|Ψ3〉 = 1(p − 1)q
p−2∑
a,b=0
q−1∑
c,d=0
exp
(2pii
q
(ac + bd)
)
|c, d, gax−b (mod p)〉.
5. Promotrimo stanje kvantnog racˇunala i izvlacˇimo potrebne informacije. Vjerojatnost
stanja koje promatramo je gotovo ista kao u specijalnom slucˇaju:
Prob(c, d, gk) =
∣∣∣∣∣∣ 1(p − 1)q ∑
a,b
a−rb≡k (mod p−1)
exp
(2pii
q
(ac + bd)
)∣∣∣∣∣∣2.
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6. Koristimo relaciju
a ≡ k + br − (p − 1)
⌊br + k
p − 1
⌋
i radimo supstituciju da bi dobili amplitudu:
1
(p − 1)q
p−2∑
b=0
exp
(2pii
q
(
brc + kc + bd + −c(p − 1)
⌊br + k
p − 1
⌋))
,
tako da suma iz 5. postaje:
Prob(c, d, gk) =
∣∣∣∣∣∣ 1(p − 1)q
p−2∑
b=0
exp
(2pii
q
(
brc + kc + bd + −c(p − 1)
⌊br + k
p − 1
⌋))∣∣∣∣∣∣2.
7. Mozˇe se pokazati da se neki parovi vrijednosti c i d pojavljuju s visokom vjero-
jatnosˇc´u i zadovoljavaju ogradu:∣∣∣∣∣rc + d − rp − 1(c(p − 1) mod q
∣∣∣∣∣ ≤ 12 .
Jednom kad se takav par c, d mozˇe pronac´i, r se mozˇe izracˇunati, kako je r jedina
nepoznanica u ∣∣∣∣∣d + r(c(p − 1) − c(p − 1) mod q)p − 1
∣∣∣∣∣ ≤ 12 .
Primjetimo takoder da
q | (c(p − 1) − c(p − 1) mod q),
onda kad podijelimo obje strane s q, dobijemo∣∣∣∣∣dq − rlp − 1
∣∣∣∣∣ ≤ 12q .
Da se pronade r, samo zaokruzˇimo dq na najblizˇi viˇsekratnik od
l
p−1 ,oznacˇen s
m
p−1 i
onda racˇunamo r iz
m
p − 1 =
rl
p − 1 .
Pa je,
r =
m
l
.
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Sazˇetak
Ovaj rad proucˇava problem diskretnog logaritma (DLP) koji je zanimljiv jer je tezˇak u
opc´enitom slucˇaju. U prvom poglavlju uvode se pojmovi prostorne i vremenske slozˇenosti
na klasicˇnom racˇunalu i navode se odnosi izmedu osnovnih klasa slozˇenosti. Zatim smo
pricˇali o kvantnim racˇunalima koja su zasnovana na karakteristikama kvantnih fenomena,
poput kvantnih interferencija i kvantnih sprezanja. Slicˇno kao za klasicˇna racˇunala defini-
rali smo klase vremenske i prostorne slozˇenosti za kvantna racˇunala.
U drugom poglavlju prvo je dana definicija problema diskretnog logaritma. U radu
se nakon toga obraduju klasicˇni napadi na DLP. Klasicˇne napade mozˇemo podijeliti u tri
skupine. Algoritmi koji rade na proizvoljnim grupama, dakle ne iskorisˇtavaju nikakva
posebna svojstva algoritama. To su Shanksova baby-step giant-step metoda i Pollardova
ρ-metoda. Onda imamo algoritme koji rade dobro u konacˇnim grupama za koje je red
grupe gladak. U ovoj kategoriji se nalazio Silver-Pohlig-Hellman algoritam. Konacˇno,
postoje algoritmi koji iskorisˇtavaju metode za reprezentiranje grupe elemenata iz relativno
malog skupa. U ovu grupu spadaju Adelmanov index calculus algoritam i Gordonov NFS
algoritam.
No ipak, nijedan od ovih algoritama nije primjenjiv u praksi sˇto povlacˇi da je kripto-
grafija bazirana na DLP-u sigurna. Kad bi uspjeli efikasno rijesˇiti DLP onda bi i razbili
kriptografiju baziranu na DLP-u.
Shor je pokazao da se DLP mozˇe rijesˇiti u BQP vremenskoj slozˇenosti, gdje je BQP
klasa problema koji su efikasno rjesˇivi na kvantnom Turingovom stroju. Prema tome,
kvantna racˇunala mogu razbiti kriptografiju baziranu na DLP-u u polinomnom vremenu. S
ovim se bavi trec´e poglavlje. Dajemo ideju kvantnog napada na DLP. Zatim radimo laksˇi
slucˇaj kvantnog napada koji je, u stvari, kvantna verzija Pohlig-Hellmanovog algoritma.
Iako nema stvarne potrebe za kvantnim algoritmom za laksˇi slucˇaj DLP-a, to smo napravili
da pokazˇemo da kvantna racˇunala jednako dobro rade za laksˇi slucˇaj kao i klasicˇna. Na
kraju pokazujemo da kvantna racˇunala mogu rijesˇiti i opc´eniti slucˇaj DLP- u polinomnom
vremenu.

Summary
This thesis studies discrete logarithm problem (DLP) which is interesting because it is hard
in general case. In the first chapter we introduce concepts of time and space complexity
on a classical computer and we discuss relations between complexity classes. Than we
discuss about quantum computers which rely on quantum phenomena, such as quantum
interference and quantum entanglement. Than we define time and space complexity cla-
sses, in a similar way as for conventional computers.
In the second chapter first we introduce definition of the discrete logarithm problem.
Next, in the thesis we describe classical attacks on the DLP. There are three different ca-
tegories of classical attacks. Algorithms that work for arbitrary groups, that is, those that
do not exploit any specific properties of groups. Algorithms in this category are Shanks
baby-step giant-step method and ρ-method. Then there are algorithms that work well in
finite groups that have smooth order. Silver-Pohlig-Hellman is in this category. At last, we
have algorithms that exploit methods for representing group elements as products of ele-
ments form relatively small set. In this category are Adleman’s index calculus algorithm
and Gordon’s NFS algortihm.
However, none of these methods is not effective in practice so this would imply that
the DLP-based cryptography is secure. Solving DLP is equivalent to breaking DLP-based
cryptography.
Shor showed that DLP can be solved in BQP, where BQP is the class of problem that
is efficiently solvable in polynomial time on a quantum Turing machine. Hence, all DlP-
based cryptography systems can be broken in polynomial time on a quantum computer.
This is discussed in third chapter. We give idea for quantum attack on DLP. Then we do
easy case of DLP, we did that to show that quantum computers compute easy case equally
good as conventional computers. At last, we show that quantum computers can solve
general case of DLP in polynomial time.
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