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For each integral domain R, we denote by R[x] = R[x1; : : : ; xn] the polynomial ring in
n variables over R, where n 2 N, and x = fx1; : : : ; xng is a set of variables. For an
R-subalgebra A of R[x], we consider the automorphism group Aut(R[x]=A) of the ring
R[x] over A. We say that Á 2 Aut(R[x]=R) is a±ne if deg Á(xi) = 1 for i = 1; : : : ; n,
and elementary if Á belongs to Aut(R[x]=Ai) for some i, where Ai := R[x n fxig]. Here,
deg f denotes the total degree of f for each f 2 R[x]. Note that, if Á is a±ne, then
we have (Á(x1); : : : ; Á(xn)) = (x1; : : : ; xn)A + (b1; : : : ; bn) for some A 2 GLn(R) and
b1; : : : ; bn 2 R. If Á is elementary, then there exist i 2 f1; : : : ; ng, ® 2 R£ and f 2 Ai
such that Á(xi) = ®xi + f and Á(xj) = xj for j 6= i. We denote by A®(R;x), E(R;x),
and T(R;x), the subgroups of Aut(R[x]=R) generated by all the a±ne automorphisms,
all the elementary automorphisms, and A®(R;x) [ E(R;x), respectively. An element of
Aut(R[x]=R) is sometimes said to be tame if it belongs to T(R;x), and wild otherwise.
The following is a fundamental problem in polynomial ring theory.
Tame Generators Problem. When is T(R;x) equal to Aut(R[x]=R)?
The equality holds true if n = 1, in which case every element of Aut(R[x]=R) is a±ne
and elementary.
When n = 2, the following result is well-known.
Theorem 1.1. Assume that n = 2, and R is an integral domain. Then, T(R;x) is equal
to Aut(R[x]=R) if and only if R is a ¯eld.
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Here, the \if" part of the above theorem is due to Jung [8] in the case where R is of
characteristic zero, and to van der Kulk [9] in the general case. The \only if" part of the
above theorem is rather easy (cf. [3, Proposition 5.1.9]).
Throughout this report, we denote by k an arbitrary ¯eld of characteristic zero. When
n = 3, Shestakov-Umirbaev [21] gave a criterion to decide whether a given element of
Aut(k[x]=k) belongs to T(k;x). As a consequence, they showed the following theorem
([21, Corollary 10]).
Theorem 1.2 (Shestakov-Umirbaev). Aut(k[x]=k[x3]) \ T(k;x) = T(k[x3]; fx1; x2g).
Since some automorphisms, including the famous automorphism of Nagata [16], belong
to Aut(k[x]=k[x3]), but do not belong to T(k[x3]; fx1; x2g), it was concluded that T(k;x)
is not equal to Aut(k[x]=k). At present, the Tame Generators Problem is not solved in
the cases where n ¸ 4, and where n = 3 and the ¯eld of fractions of R is of positive
characteristic.
Recently, the author [10], [11] reconstructed and generalized the theory of Shestakov-
Umirbaev. This improvement makes it possible to decide more easily and e±ciently
whether a given element of Aut(k[x]=k) belongs to T(k;x) when n = 3.
The purposes of this report is to announce some recent results obtained as conse-
quences of the Shestakov-Umirbaev theory and its generalization. For details, we refer
to our preprints [12], [13] and [14]. This series of papers (with a total of nearly hundred
pages) presents various applications of these theories.
In Sections 2, 4, 5 and 6 of this report, we explain the main results of [12]. These
results are derived from Theorem 1.2. To illustrate the usefulness of Theorem 1.2, in
Section 3, we show the wildness of some concrete automorphisms by means of a criterion
derived from this theorem. Sections 7 and 8, and 9 summarize the main results of [13]
and [14]. These papers contain strong results obtained as highly technical applications of
the generalized Shestakov-Umirbaev theory.
2 A±ne reductions and elementary reductions
Let ¡ be a ¯nitely generated ordered additive group, and w = (w1; : : : ; wn) an n-tuple







1 ¢ ¢ ¢ xinn 2 R[x];
we de¯ne the w-degree degw f of f to be the maximum among
Pn
l=1 ilwl for i1; : : : ; in





1 ¢ ¢ ¢ xinn for i1; : : : ; in such that
Pn
l=1 ilwl = degw f . When f = 0, we set f
w = 0
and degw f = ¡1, i.e., a symbol which is less than any element of ¡. Then, for each







wi := jwj: (2.1)
If n = 2, then degw Á = jwj implies that Á belongs to T(R;x) (see [12, Section 2] for
detail).
Now, we consider two kinds of reductions for Á 2 Aut(R[x]=R). We say that Á admits
an a±ne reduction for the weight w if there exists ® 2 A®(R;x) such that degw Á ± ® <
degw Á. We say that Á admits an elementary reduction for the weight w if there exists
² 2 Aut(R[x]=Ai) for some i such that degw Á ± ² < degw Á.
Assume that n = 2 and wi ¸ 0 for i = 1; 2. Then, we have jwj = w1 + w2 > 0
by the assumption that (w1; w2) 6= (0; 0). Hence, for each Á 2 Aut(R[x]=R), it follows
from (2.1) that degw Á(x1) > 0 or degw Á(x2) > 0. Let V (R) be the set of a=b 2 K for
a; b 2 R n f0g such that aR + bR = R, where K is the ¯eld of fractions of R. Note that
R n f0g is contained in V (R), and V (R) is contained in K£. If R is a PID, then we
have V (R) = K£. By de¯nition, Á admits an a±ne reduction if and only if there exist
a; b; c; d; s; t 2 R with ad¡ bc 2 R£ such that
degw(aÁ(x1) + bÁ(x2) + s) + degw(cÁ(x1) + dÁ(x2) + t) < degw Á(x1) + degw Á(x2):





w = 0, and is equivalent to that Á(x1)
w = uÁ(x2)
w for some u 2 V (R).
In particular, we have degw Á(x1) = degw Á(x2) whenever Á admits an a±ne reduction for
the weight w.
Note that Á admits an elementary reduction if and only if there exists f 2 R[Á(xj)]
such that degw(Á(xi)¡f) < degw Á(xi) for some (i; j) 2 f(1; 2); (2; 1)g. Since Á(xi)¡f 6= 0
and wl ¸ 0 for l = 1; 2, we have degw(Á(xi)¡f) ¸ 0, and hence degw Á(xi) > 0. It follows
that degw f > 0, and so degw Á(xj) > 0. Thus, f
w must be of the form c(Á(xj)
w)l for
some c 2 R n f0g and l 2 N. Therefore, it holds that degw(Á(xi) ¡ f) < degw Á(xi) for
some f 2 k[Á(xj)] if and only if Á(xi)w = c(Á(xj)w)l for some c 2 R n f0g and l 2 N.
The following is a basic result on tameness of elements of Aut(R[x]=R) for n = 2. In
the case of w = (1; 1), the result is commonly known (cf. [7, Proposition 1]).
Proposition 2.1 ([12, Proposition 3.2]). Assume that n = 2, and w := (w1; w2) 2 ¡2 is
such that w 6= (0; 0) and wi ¸ 0 for i = 1; 2. If degw Á > jwj holds for Á 2 T(R;x), then
Á admits an a±ne reduction or elementary reduction for the weight w.
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Next, we recall the notion of coordinate. We call f 2 R[x] a coordinate of R[x] over
R if f is equal to Á(x1) for some Á 2 Aut(R[x]=R), which is said to be tame if Á can be
taken from T(R;x), and wild otherwise. Let S be an integral domain containing R as a
subring. Then, we may regard Aut(R[x]=R) as a subgroup of Aut(S[x]=S) by identifying
Á 2 Aut(R[x]=R) with the automorphism idS ­ Á of S ­R R[x] ' S[x] over S. Hence,
every coordinate of R[x] over R is a coordinate of S[x] over S. On the other hand, not
every coordinate of S[x] over S is a coordinate of R[x] over R. When n = 2, we say that
a coordinate f of S[x] over S is reduced over R if
degx1 ¿(f) + degx2 ¿(f) ¸ degx1 f + degx2 f
holds for every ¿ 2 T(R;x).
For f 2 R[x], we consider the subgroup
H(f) := Aut(R[x]=R[f ]) \ T(R;x)
of Aut(R[x]=R).
The following theorem is a consequence of Proposition 2.1.
Theorem 2.2 ([12, Theorem 4.3]). Assume that n = 2. Let R ½ S be an extension of
integral domains, and f 2 R[x] a coordinate of S[x] over S which is reduced over R.
(i) If degx1 f = degx2 f , then H(f) is contained in A®(R;x).
(ii) If degxi f < degxj f for (i; j) 2 f(1; 2); (2; 1)g, then H(f) is contained in J(R;xj; xi).
If degxi f = 0, then H(f) = Aut(R[x]=R[xj]).
Here, for a permutation xi1 ; : : : ; xin of x1; : : : ; xn, we denote by J(R;xi1 ; : : : ; xin) the
set of Á 2 Aut(R[x]=R) such that Á(xil) belongs to R[xi1 ; : : : ; xil ] for l = 1; : : : ; n. Note
that J(R; xi1 ; : : : ; xin) forms a subgroup of T(R;x) consists of the automorphisms Á of
the form Á(xil) = alxil + hl for l = 1; : : : ; n, where al 2 R£ and hl 2 R[xi1 ; : : : ; xil¡1 ].
Results explained in Sections 4, 5 and 6 are derived from Theorems 1.2 and 2.2.
3 An easy criterion for wildness
The following corollary is an immediate consequence of Theorem 1.2, and Proposition 2.1
applied with R = k[x3].
Corollary 3.1. Assume that n = 3. Then, Á 2 Aut(k[x]=k[x3]) does not belong to
T(k;x) if there exist w1; w2 2 ¡ with (w1; w2) 6= (0; 0) and wi ¸ 0 for i = 1; 2 such that
the following conditions hold for w := (w1; w2; 0):
(i) degw Á > jwj.
(ii) There exists (i; j) 2 f(1; 2); (2; 1)g such that degw Á(xi) < degw Á(xj), and Á(xj)w is
not equal to c(Á(xi)
w)l for any c 2 k[x3] and l 2 N.
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Proof. Suppose to the contrary that Á belongs to T(k;x). Then, Á belongs to
T(k[x3]; fx1; x2g) by Theorem 1.2, since Á is an element of Aut(k[x]=k[x3]) by assumption.
Regard k[x] as the polynomial ring in x1 and x2 over k[x3], where we consider the weight





3 . Hence, we get degw0 f = degw f and f
w0 = fw for each f 2 k[x]. It follows
that degw0 Á = degw Á, and is greater than jwj = jw0j by (i). By Proposition 2.1, we
know that Á admits an a±ne reduction or elementary reduction for the weight w0 as an
automorphism of the polynomial ring in x1 and x2 over k[x3]. On the other hand, since
degw0 Á(xl) = degw Á(xl) and Á(xl)
w0 = Á(xl)
w for l = 1; 2, the condition (ii) implies that
Á does not admit an a±ne reduction or elementary reduction for the weight w0. This is
a contradiction. Therefore, Á does not belong to T(k;x).
For example, consider Nagata's automorphism [16] given by
Á(x1) = x1 ¡ 2(x1x3 + x22)x2 ¡ (x1x3 + x22)2x3; Á(x2) = x2 + (x1x3 + x22)x3
and Á(x3) = x3. Let ¡ be the additive group Z
2 equipped with the lexicographic order
with e1 > e2, where e1 := (1; 0) and e2 := (0; 1). Then, for w = (e1; e2; 0), we have
degw Á(x1) = 2e1; degw Á(x2) = e1; Á(x1)
w = ¡x21x33; Á(x2)w = x1x23:
One easily checks that (i) and (ii) in Corollary 3.1 are satis¯ed. Thus, Á does not belong
to T(k;x).
Ohta [17, Theorem 3] gave two kinds of automorphisms, one of which is de¯ned by
Á1(x1) =
¡




x¡33 ; Á1(x2) = f1 + x1x
3
3; Á1(x3) = x3;
where f1 is a certain element of k[x2; x3], and g1(x; y) is a polynomial in x and y over k
of the form 3x2y5 + (terms of lower degree in y). Here, x1, x2 and x3 are denoted by z, y
and x, respectively, in the original text. For the same ¡ and w as above, we have







It is easy to check that (i) and (ii) in Corollary 3.1 are satis¯ed. Hence, we conclude
that Á1 does not belong to T(k;x). As this example shows, we can sometimes decide
the wildness of Á 2 Aut(k[x]=k) from only partial information on Á(x1), Á(x2) and Á(x3).
Tameness of another automorphism of Ohta is determined at the end of the next section.
4 Triangular derivation
Let D be a locally nilpotent derivation of R[x] over R, i.e., an element of DerRR[x] such
that Dl(f) = 0 holds for some l 2 N for each f 2 R[x]. When R contains Q, an element
5
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for each f 2 R[x]. We say that D 2 DerRR[x] is triangular if D(xi) belongs to
R[x1; : : : ; xi¡1] for each i. If D is triangular, then D is locally nilpotent, and (expD)(xi) =
xi + fi for each i, where fi 2 R[x1; : : : ; xi¡1]. Hence, expD belongs to J(R; x1; : : : ; xn),
and so belongs to T(R;x). For D 2 DerRR[x] and h 2 R[x], it is well-known that hD
is a locally nilpotent derivation of R[x] if and only if D is a locally nilpotent derivation
of R[x], and h belongs to kerD (cf. [3, Corollary 1.3.34]). Even if D is triangular, hD is
not always triangular, and so exphD may not belong to T(k;x) for h 2 kerD n k. For
instance, Nagata's automorphism is wild, and is of the form exphD, where
h = x1x3 + x
2







This derivation is triangular if x1 and x3 are interchanged.
Thus, the following problem arises.
Problem. Assume that n = 3. Let D be a triangular derivation of k[x], and h an element
of kerD n k. When does exphD belong to T(k;x)?
We completely settle this problem as a consequence of a more general result as follows.
Let R be a Q-domain, and D a triangular derivation of R[x1; x2] such that






where l ¸ 0, and a; b0; : : : ; bl 2 R with a 6= 0 and bl 6= 0. Set
I = fi ¸ 0 j bi 62 aRg; I 0 = f1; : : : ; lg n I;
and de¯ne ¿ 2 Aut(R[x1; x2]=R) by






With this notation, we have the following theorem.
Theorem 4.1 ([12, Theorem 6.1]). Let D be as above, and h an element of kerD n R.
Then, exphD belongs to T(R; fx1; x2g) if and only if one of the following conditions holds:
(i) I = ;.
(ii) I = f0g, and b0=a belongs to V (R) or deg ¿(h) = 1.
In particular, when V (R) = K£, it follows that exphD belongs to T(R; fx1; x2g) if and
only if I = ; or I = f0g, where K is the ¯eld of fractions of R.
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Applying Theorem 4.1 with R = k[x3], we get the following theorem with the aid of
Theorem 1.2.
Theorem 4.2 ([12, Theorem 6.2]). Assume that n = 3. Let D be a triangular derivation
of k[x] with D(x1) = 0 and D(x2) 6= 0, and h an element of kerD n k[x1]. Then, exphD
belongs to T(k;x) if and only if @D(x3)=@x2 belongs to D(x2)k[x1; x2].
Note that @D(x3)=@x2 belongs to D(x2)k[x1; x2] if and only if the coe±cient of x
i
2 in
D(x3) is divisible by D(x2) in k[x1] for each i ¸ 1, where we regard D(x3) as a polynomial
in x2 over k[x1].
If D(x1) = 0 and h belongs to k[x1], then hD is triangular, and so exphD is tame.
If D(x1) = D(x2) = 0, or if D(x1) 6= 0, then it is easy to check that exphD is tame for
every h 2 kerD (see [12, Section 6] for detail). Therefore, we have completely answer the
problem above.
Now, for f 2 k[x1] n f0g and g 2 k[x1; x2], we de¯ne a triangular derivation Tf;g of
k[x] by
Tf;g(x1) = 0; Tf;g(x2) = f; Tf;g(x3) = ¡ @g
@x2
:
Then, we have Tf;g(fx3+ g) = 0, so hTf;g is a locally nilpotent derivation of k[x] for each
h 2 k[x1; fx3 + g]. By Theorem 4.2, it follows that ©hf;g := exphTf;g belongs to T(k;x)
if and only if @Tf;g(x3)=@x2 = ¡@2g=@x22 belongs to Tf;g(x2)k[x1; x2] = fk[x1; x2] for each
h 2 k[x1; fx3 + g] n k[x1]. Thus, we get a family©
©hf;g
¯¯
(f; g) 2 ¤; h 2 k[x1; fx3 + g] n k[x1]
ª
of wild automorphisms of k[x], where ¤ is the set of (f; g) 2 (k[x1] n f0g) £ x2k[x1; x2]
such that @2g=@x22 does not belong to fk[x1; x2].
Let us consider the second automorphism of Ohta [17, Theorem 3] de¯ned by






















with ai;j 2 k for each i, j. Here, x1, x2 and x3 are denoted by x, y and z, respectively, in
the original text.
Proposition 4.3. Á2 belongs to T(k;x) if and only if a0;j = 0 for every j ¸ 2.
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Proof. Set D = Tx1;g and Á = ©
f2
x1;g
= exp f2D, where g := f2 ¡ x1x3. Then, we
claim that Á = Á2. In fact, we have Á(x1) = x1 and Á(x2) = x2 + x1f2, since D(x1) = 0,
f2D(x2) = x1f2 and (f2D)



















This gives that Á(x3) = Á2(x3). Hence, Á is equal to Á2. Since f2 is an element of
k[x1; f2] n k[x1], it holds that Á = ©f2x1;g belongs to T(k;x) if and only if @2g=@x22 =P
i¸0
P
j¸1 j(j¡1)ai;jxi1xj¡22 belongs to x1k[x1; x2] as mentioned. This condition is equiv-
alent to the condition that a0;j = 0 for every j ¸ 2.
5 Tameness and triangularizability
We say that D 2 Derk k[x] is triangularizable if ¿¡1 ± D ± ¿ is triangular for some ¿ 2
Aut(k[x]=k). When this is the case, D is locally nilpotent. Moreover, expD belongs to
T(k;x) if so does ¿ , since exp(¿¡1 ± D ± ¿) = ¿¡1 ± (expD) ± ¿ . If ¿ does not belong
to T(k;x), however, expD does not belong to T(k;x) in general. Actually, as will be
remarked after Theorem 8.1, expD can be wild even if ¿¡1 ±D ± ¿ = @=@x1 for some ¿ .
On the other hand, it is also not clear whetherD is always triangularizable if expD belongs
to T(k;x). When n = 2, every locally nilpotent derivation of k[x] is triangularizable due
to Rentschler [19]. When n ¸ 4, there exists a locally nilpotent derivation D of k[x] which
is not triangularizable, but expD belongs to T(k;x), by the results of Bass [1], Popov [18]
and Smith [20] (see also [6, Sections 3.9]). So Freudenburg [6, Section 5.3] raised the
following question.
Question (Freudenburg). Assume that n = 3. Is a locally nilpotent derivation D of k[x]
always triangularizable if D is tame, i.e., expD belongs to T(k;x)?
We give a partial a±rmative answer to this question as follows.
Theorem 5.1 ([12, Theorem 1.2]). Assume that n = 3, and D is a locally nilpotent
derivation of k[x] such that kerD contains a tame coordinate of k[x] over k. Then, expD
belongs to T(k;x) if and only if ¿¡1 ±D ± ¿ is triangular for some ¿ 2 T(k;x).
We note that there exists a locally nilpotent derivation of k[x] for n = 3 such that
kerD contains no coordinate of k[x] over k (cf. [4] and [5]). Such a locally nilpotent
derivation is never conjugate to a triangular derivation multiplied by an element of kerD.
In fact, every triangular derivation of k[x] kills a tame coordinate of k[x] over k if n ¸ 2.
In Section 9, we will discuss tameness of expD for such special D.
Theorem 5.1 is obtained by Theorem 1.2 and the following theorem.
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Theorem 5.2 ([12, Theorem 5.1]). Let R be a Q-domain, and D a locally nilpotent
derivation of R[x1; x2] over R such that expD belongs to T(R; fx1; x2g). Then, there
exists ¿ 2 T(R;x) such that D0 := ¿¡1 ±D ± ¿ is triangular, or degD0(xi) · 1 for i = 1; 2.
If V (R) = K£, then there exists ¿ 2 T(R;x) such that D0 is triangular, where K is the
¯eld of fractions of R.
It is interesting to ask the following question.
Question. Let R be a Q-domain, and D a locally nilpotent derivation of R[x] over
R. Does expD belong to T(R;x) whenever exphD belongs to T(R;x) for some h 2
kerD n f0g?
As a corollary to Theorem 5.2, we get the following result.
Corollary 5.3 ([12, Corollary 5.2]). Let R be a Q-domain, and D a locally nilpotent
derivation of R[x] over R for n = 2. If exphD belongs to T(R;x) for some h 2 kerDnf0g,
then expD belongs to T(R;x).
6 Invariant coordinates
In Theorem 2.2, we described a rough structure of the subgroup H(f) of Aut(R[x]=R)
for a coordinate f 2 R[x] of S[x] over S which is reduced over R. In this section, we
assume that the ¯eld K of fractions of R is of characteristic zero, and determine the
precise structure of H(f) and classify f such that H(f) has at least two elements.
By the following lemma, we may assume that S = K.
Lemma 6.1 ([12, Lemma 7.1]). Assume that K is of characteristic zero. If f 2 R[x1; x2]
is a coordinate of S[x1; x2] over S, then f is a coordinate of K[x1; x2] over K.
Now, we de¯ne four types of elements of R[x] which are coordinates of K[x] over K as
follows: For a 2 R n f0g, g 2 R[x1] with deg g ¸ 2, and u(z) 2 K[zl] nK and 1 6= ³ 2 R£
with ³ l = 1 for some l ¸ 2, we de¯ne
f1 = ax2 + g; f2 = ax1 + u
¡
(³ ¡ 1)x2 + g
¢
;
where we assume that g, ³ and u(z) are such that u
¡
(³ ¡ 1)x2 + g
¢
belongs to R[x]. For
¿ 2 A®(K;x) such that ¿(x1) = ®x1 + ¯x2 + ° for ®; ¯; ° 2 K with ®; ¯ 6= 0, and for
v 2 K[x1] with deg v = 2, or v 2 K[xl1] nK for some l ¸ 2, we de¯ne
f3 = ¿(x1); f4 = ¿(x2 + v);
where we assume that ¿ and v are such that ¿(x2 + v) belongs to R[x].
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For f1; : : : ; f4 as above, we de¯ne subsets H1; : : : ; H4 of Aut(R[x]=R) as follows:
² H1 = J(R; x1; x2) \ Aut(R[x]=R[f1]).
² H2 is the set of Á 2 Aut(R[x]=R[x1]) such that Á(x2) = »x2 + (» ¡ 1)(³ ¡ 1)¡1g. Here,
» 2 R is such that (»¡1)(³¡1)¡1g belongs to R[x1], and »m = 1, where m is the maximal
integer for which u(z) belongs to R[zm].
² H3 = A®(R;x) \ ¿ ± Aut(K[x]=K[x1]) ± ¿¡1.
² H4 = A®(R;x) \ ¿ ± Aut(K[x]=K[x2 + v]) ± ¿¡1.
In the notation above, we have the following result.
Theorem 6.2 ([12, Theorem 7.2]). Assume that n = 2 and K is of characteristic zero.
(i) Let f 2 R[x] be a coordinate of K[x] over K which is reduced over R. If degx1 f ¸
degx2 f ¸ 1 and H(f) 6= fidR[x]g, then f has the form of fi for some i 2 f1; 2; 3; 4g.
(ii) If fi is reduced over R for i 2 f1; 2; 3; 4g, then we have H(fi) = Hi.
In the case where R = k[x3], the above theorem and Theorem 1.2 imply the following
corollary.
Corollary 6.3 ([12, Corollary 7.5]). Assume that n = 3. Let f 2 k[x] be a coordinate of
k(x3)[x1; x2] over k(x3). If H := Aut(k[x]=k[x3; f ]) \ T(k;x) has at least two elements,
then one of the following holds for some ¿ 2 T(k[x3]; fx1; x2g):
(i) ¿(f) = ax1 + b for some a; b 2 k[x3] with a 6= 0, and H = Aut(k[x]=k[x1; x3]).
(ii) ¿(f) = ax2 + g for some a 2 k[x3] and g 2 k[x1; x3] with degx1 g ¸ 2 for which
the leading coe±cient of g, as a polynomial in x1 over k[x3], does not belong to ak[x3].
Moreover, we have H = J(k[x3]; x1; x2) \ Aut(k[x]=k[ax2 + g; x3]).
If K is of positive characteristic, the statements of Lemma 6.1 and Theorem 6.2 do
not hold in general (cf. [12, Section 7]).
7 Generalized Shestakov-Umirbaev theory
In the following sections, we explain the main results of [13] and [14]. These papers are
devoted to applications of the generalized Shestakov-Umirbaev theory [10], [11]. In this
section, we mention some consequences of this theory used in [13] and [14]. In what
follows, we assume that n = 3 unless otherwise stated, and a wild automorphism always
means an element of Aut(k[x]=k) not belonging to T(k;x).
For w = (w1; w2; w3) 2 ¡3, we de¯ne rankw to be the rank of the Z-submodule of ¡




w are algebraically dependent over k, and are pairwise alge-




w does not belong to k[fÁ(xj)w j j 6= ig] for i = 1; 2; 3.
The generalized Shestakov-Umirbaev theory implies the following su±cient condition
for wildness, where ¡>0 := f® 2 ¡ j ® > 0g.
Proposition 7.1 ([13, Section 1]). If Á 2 Aut(k[x]=k) is such that (1) and (2) hold for
some w 2 (¡>0)3 with rankw = 3, then Á is wild.
We call P 2 k[x] a W-test polynomial if, for each Á 2 Aut(k[x]=k), it holds that Á
is wild whenever there exist a totally ordered additive group ¡ and w 2 (¡>0)3 with
rankw = 3 as follows:
(a) degw Á(P ) < degw Á(xi1) for some i1 2 f1; 2; 3g;
(b) degw Á(xi2) and degw Á(xi3) are linearly independent over Z for some i2; i3 2 f1; 2; 3g.
It is sometimes useful to use a W-test polynomial for showing that an automorphism
is wild. The following proposition follows from Proposition 7.1.
Proposition 7.2 ([14, Proposition 6.1]). Let P be an element of k[x] not belonging to
k[x n fxig] for i = 1; 2; 3. Then, P is a W-test polynomial if the following conditions
hold for every totally ordered additive group ¡ and w 2 (¡>0)3 such that Pw is not a
monomial:
(i) Pw is not divisible by xi ¡ g for any g 2 k[x n fxig] n k for i = 1; 2; 3;
(ii) Pw is not divisible by xsii ¡ cxsjj for any c 2 k£, si; sj 2 N and i; j 2 f1; 2; 3g with
i 6= j.




2 and x2 ¡ Px3 are
W-test polynomials if t ¸ 2, where ®1; : : : ; ®t¡1 2 k and ®t 2 k£. This result is used to
prove Theorems 9.1 and 9.3.
8 Absolutely wild and totally wild coordinates
We say that a coordinate f of k[x] over k is absolutely wild if D(f) = 0 implies that expD
is wild for every nonzero locally nilpotent D of k[x], and totally wild if Á(f) = f implies
that Á is wild for every idk[x] 6= Á 2 Aut(k[x]=k). Since D(f) = 0 implies (expD)(f) = f ,
\totally wild" implies \absolutely wild". We claim that \absolutely wild" implies \wild".
In fact, if f is a tame coordinate, then there exists ¾ 2 T(k;x) such that ¾(x1) = f , for
which we have D(f) = 0, and expD belongs to T(k;x), where D := ¾ ± (@=@x2) ± ¾¡1.
In [13], we construct totally wild coordinates, and absolutely wild coordinates which are
not totally wild as follows.
For µ(z) 2 k[z] n k, we de¯ne a locally nilpotent derivation Dµ of k[x] by
Dµ(x1) = ¡µ0(x2); Dµ(x2) = x3; Dµ(x3) = 0;
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where µ0(z) is the derivative of µ(z). Then, fµ := x1x3 + µ(x2) belongs to kerDµ. Hence,
fµDµ is a locally nilpotent derivation of k[x]. Set ¾µ = exp fµDµ, and y1 = ¾µ(x1). We
consider the subgroup
Gµ := Aut(k[x]=k[y1]) \ T(k;x)
of Aut(k[x]=k). Note that Gµ = fidk[x]g if and only if y1 is a totally wild coordinate. If Gµ
is a ¯nite group, then y1 is an absolutely wild coordinate. Actually, expD has an in¯nite
order for every locally nilpotent derivation D 6= 0, since (expD)l = exp lD 6= idk[x].
Let a and b be the coe±cients of zd and zd¡1 in µ(z), respectively, where d := deg µ(z).
We set c = ¡b=(ad) and write µ(z) =Pdi=0 ui(z ¡ c)i, where ui 2 k for each i. Then, we
have ud = a, ud¡1 = 0 and u0 = µ(c). Let e 2 N be the the positive generator of the ideal
of Z generated by 2i¡ 1 for 1 · i · d with ui 6= 0, and de¯ne
Tµ = f³ 2 k£ j ³e = 1g:
For each ³ 2 Tµ, we de¯ne an element Á³ of J(k;x3; x2; x1) by Á³(x3) = ³x3, and








Here, we note that g³ always belongs to k[x] for ³ 2 Tµ.
In the notation above, we have the following theorem.
Theorem 8.1 ([13, Theorem 6.1]). For each ³ 2 Tµ, the automorphism Á³ belongs to Gµ.
The map ¶ : Tµ 3 ³ 7! Á³ 2 Gµ is an injective homomorphism of groups. If d ¸ 9 and
d 6= 10; 12, then ¶ is an isomorphism.
By this theorem, we know that there exist a number of totally wild coordinates, and
absolutely wild coordinates which are not totally wild as follows. If d ¸ 9 and d 6= 10; 12,
then Gµ is isomorphic to Tµ. Since Tµ is a ¯nite group, it follows that Gµ is a ¯nite group.
Hence, y1 is an absolutely wild coordinate as mentioned. Furthermore, y1 is a totally
wild coordinate if and only if Tµ = f1g. Since some µ(z)'s satisfy Tµ = f1g and others
do not, it follows that there exist various totally wild coordinates, and absolutely wild
coordinates which are not totally wild.
Note that
Aut(k[x]=k[y1]) = ¾µ ± Aut(k[x]=k[x1]) ± ¾¡1µ ;
so every element of ¾µ ±Aut(k[x]=k[x1]) ±¾¡1µ not belonging to Gµ is wild. Hence, if d ¸ 9
and d 6= 10; 12, then expD is wild even for the locally nilpotent derivation








since expD = ¾µ ± (exp @=@x3) ± ¾¡1µ , and expD has an in¯nite order. If y1 is a totally
wild coordinate, then ¾µ ± ¿ ± ¾¡1µ is wild even for ¿ 2 Aut(k[x]=k) de¯ned by
¿(x1) = x1; ¿(x2) = x2; ¿(x3) = ¡x3:
As these examples show, the existence of absolutely wild or totally wild coordinates means
the existence of a very large class of wild automorphisms of k[x].
9 Local slice constructions
The rank rankD of D 2 Derk k[x] is by de¯nition the minimal number r ¸ 0 for which
D(¾(xi)) 6= 0 holds for i = 1; : : : ; r for some ¾ 2 Aut(k[x]=k) (cf. [5]). As mentioned after
Theorem 5.1, every triangular derivation of k[x] is of rank less than n when n ¸ 2. If
n = 2, every locally nilpotent derivation of k[x] is of rank at most one by Rentschler [19].
Freudenburg [4], [5] ¯rst gave locally nilpotent derivations of k[x] of rank n for n ¸ 3
using his method of local slice constructions. It is not easy to construct such a locally
nilpotent derivation D, for which it is previously not known whether expD is tame.
In this section, we summarize the main results of [14], where we give a large family of
locally nilpotent derivations of k[x] by means of local slice construction, and determine
tameness of exphD for each D and h 2 kerD n f0g. The family includes the locally
nilpotent derivations of Freudenburg, and many other locally nilpotent derivations of
rank three. The result is that exphD is always wild unless hD is triangularizable by a
tame automorphism, i.e., ¿¡1 ± (hD) ± ¿ is triangular for some ¿ 2 T(k;x). This gives a
partial a±rmative answer to the question of Freudenburg (Section 5).
Now, for i = 0; 1, let ti be a positive integer, and ®
i
j an element of k for j = 1; : : : ; ti
with ®iti = 1. We de¯ne a sequence (bi)
1
i=0 of integers by
b0 = b1 = 0 and bi+1 = tibi ¡ bi¡1 + »i for i ¸ 1;
where ti := t0 if i is an even number, and ti := t1 otherwise, and where »i := 1 if i ´ 0; 1
(mod 4), and »i := ¡1 otherwise. For each i ¸ 1, we de¯ne ´i(y; z) 2 k[y; z] by





jz(ti¡j)bi if i ´ 0; 1 (mod 4)






where ®ij := ®
0




j otherwise for each j. Set
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and de¯ne a sequence (fi)
1
i=0 of rational functions by f0 = x2, f1 = x1 and fi+1 = f
¡1
i¡1qi
for each i ¸ 1 by induction on i, where qi = ´i(fi; r). Note that






















1. If t0 = 2, then we have f2 = x1x3 ¡ x2 ¡ ®01. In this case, we
can de¯ne ¿2 2 T(k;x) by
¿2(x1) = f2; ¿2(x2) = x1; ¿2(x3) = x3:
We can also construct the sequence (fi)
1

















j=1 . To distinguish it from
the original one, we denote it by (f 0i)
1
i=0. If t1 = 2, then we can de¯ne ¿
0
2 2 T(k;x) by




2(x2) = x1 and ¿
0
2(x3) = x3 as above.
When fi and fi+1 belong to k[x], we consider the derivation Di := ¢(fi;fi+1) of
k[x]. Here, for g1; g2 2 k[x], we de¯ne a derivation ¢(g1;g2) of k[x] by ¢(g1;g2)(g3) =
det(@gi=@xj)i;j for each g3 2 k[x]. For example, we have








i+1 belong to k[x], we de¯ne D
0
i =
¢(f 0i ;f 0i+1) similarly.
Set ai = tibi + »i for each i ¸ 0, and let I be the set of i 2 N such that aj > 0 for




f1g if t0 = 1
f1; 2g if (t0; t1) = (2; 1)
f1; 2; 3; 4g if (t0; t1) = (3; 1)
N otherwise.
(9.3)
In the notation above, we have the following result.
Theorem 9.1 ([13, Theorem 2.1]). The following assertions hold for each i 2 I:
(i) fi and fi+1 belong to k[x], and Di is a locally nilpotent derivation of k[x] such that
Di(r) = ¡fifi+1. Furthermore, we have the following:
(1) If i is the maximum of I, then Di is not irreducible and kerDi 6= k[fi; fi+1].
(2) If i is not the maximum of I, then Di is irreducible and kerDi = k[fi; fi+1].
(ii) Assume that t0 = 2. Then, we have ¿
¡1
2 ±Di±¿2 = D0i¡1. Hence, D2 is triangularizable
by a tame automorphism. Moreover, the following assertions hold:
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(a) If t1 = 2, then we have ¿
¡1 ±Di ±¿ = D0, where ¿ := (¿2 ±¿ 02)i=2 if i is an even number,
and ¿ := (¿2 ± ¿ 02)(i¡1)=2 ± ¿2 otherwise.
(b) If t1 ¸ 3 and i ¸ 3, then exphDi is wild for every h 2 kerDi n f0g.
(iii) If t0 ¸ 3 and i ¸ 2, then exphDi is wild for every h 2 kerDi n f0g.
Here, D 2 Derk k[x] is said to be irreducible if D(k[x]) is contained in no proper
principal ideal of k[x].
Recall that plD := D(k[x]) \ kerD forms an ideal of kerD for each D 2 Derk k[x],
and is called the plinth ideal of D. Assume that D is locally nilpotent. Then, we have
plD 6= f0g unless D = 0. Owing to Miyanishi [15], it holds that plD = kerD if and only
if D is irreducible and of rank one when n = 3. By Daigle-Kaliman [2, Theorem 1], plD
is always a principal ideal of kerD when n = 3.
We use the following lemma to determine the rank of a locally nilpotent derivation.
Lemma 9.2 ([14, Lemma 2.5]). Let D 6= 0 be an irreducible locally nilpotent derivation
of k[x]. If kerD contains a coordinate p of k[x] over k, then there exists s 2 k[x] such
that D(s) belongs to k[p] n f0g.
Since plD is a principal ideal of kerD, Lemma 9.2 implies that plD is generated by
an element of k[p] n f0g if D is irreducible, and kerD contains a coordinate p of k[x] over
k. On the other hand, if t0 = 2, t1 ¸ 3 and i ¸ 3, or if t0 ¸ 3, (t0; t1) 6= (3; 1) and
i ¸ 2, then we have plDi = fifi+1 kerDi (cf. [14, Proposition 1.2]). Since fi and fi+1
are algebraically independent over k, we see that fifi+1 does not belong to k[p] for any
coordinate p of k[x] over k. Thus, we conclude that Di is of rank three. In [14], we also
determined the rank of Di for the other cases.
Next, take i 2 N with i ¸ 2, and assume that t0 ¸ 3 if i = 2, and t0 ¸ 3 and
(t0; t1) 6= (3; 1) if i ¸ 3. Let ¸(y) 2 k[y] n f0g and ¹(y; z) =
P
j¸1 ¹j(y)z
j 2 zk[y; z] n f0g
be such that gcd(¸(y); ¹j(y)) = 1 for some j ¸ 1, where ¹j(y) 2 k[y] for each j ¸ 1. We
set
ri = ¸(fi)~r ¡ ¹(fi; fi¡1); where ~r :=
(
x2 if i = 2












and ~´i(y; z) := ´i(y; z) for i ¸ 3.
With this notation and assumptions, we have the following result.
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Theorem 9.3 ([13, Theorem 3.1]). (i) ~fi+1 belongs to k[x], and ~Di := ¢(fi; ~fi+1) is an
irreducible locally nilpotent derivation of k[x] such that ker ~Di = k[fi; ~fi+1]. Moreover, we
have ~Di(ri) = ¡¸(fi) ~fi+1 if i = 2, and ~Di(ri) = ¡¸(fi)fi ~fi+1 if i ¸ 3.
(ii) Assume that ¸(y) belongs to k£, ¹(y; z) belongs to zk[z], and i = 2. Then, exph ~D2
is tame if and only if h belongs to k[ ~f3] for h 2 ker ~D2. In the other case, exph ~Di is wild
for each h 2 ker ~Di n f0g.
In the same situation, the following proposition holds.
Proposition 9.4 ([14, Proposition 1.5]). (i) If i ¸ 3, then we have rank ~Di = 3.
(ii) If ¸(y) belongs to k£, then rank ~D2 = 2, and ~f3 is a coordinate of k[x] over k.
(iii) Assume that ¸(y) does not belong to k. If t0 ¸ 4, or ¹j(y) does not belong top
¸(y)k[y] for some j ¸ 2, then we have rank ~D2 = 3. If t0 = 3, and ¹j(y) belongs top
¸(y)k[y] for every j ¸ 2, then we have pl ~D2 = ~f3 ker ~D2.
The locally nilpotent derivations of Freudenburg [4] are obtained as follows. Assume




2 = 0 for j = 0; 1. Then, we have I = N by (9.3). By
Theorem 9.1 (i), it follows that fi and fi+1 belong to k[x], and Di is an irreducible locally
nilpotent derivation of k[x] with kerDi = k[fi; fi+1] for each i ¸ 1. It is easy to check
that a1 = 1, a2 = 2, f2 = x1x3 ¡ x22 and ai+1 = 3ai ¡ ai¡1 for every i ¸ 2. Moreover,
we have r = x2f2 ¡ x31, f0 = x2, f1 = x1 and fi+1 = f¡1i¡1(rai + f 3i ) for every i ¸ 2.
From this, we see that (¶¡1 ± Di ± ¶)1i=1 is the same as the sequence of locally nilpotent
derivations of \Fibonacci type" given by Freudenburg [4], where ¶ 2 Aut(k[x]=k) is such
that ¶(x2) = ¡x2 and ¶(xi) = xi for i = 1; 3. According to Theorem 9.1 (ii), exphDi
is wild for each h 2 kerDi n f0g for every i ¸ 2. Next, for l;m 2 N, set ¸(y) = yl
and ¹(y; z) = ¡zm. Then, it follows from Theorem 9.3 that ~f3 belongs to k[x], ~D2 is an
irreducible locally nilpotent derivation of k[x] such that ker ~D2 = k[f2; ~f3], and exph ~D2 is
wild for each h 2 ker ~D2nf0g. In this case, we have r2 = f l2x2+xm1 . Since ~´2(y; z) = y+z2,




















2 x3 ¡ 2f l2xm¡11 x2 + x2m¡11 );
and so ~f3 = f
2l
2 x3¡2f l2xm¡11 x2+x2m¡11 . We note that, ifm = 2l+1, then ~D2 is the same as
the homogeneous locally nilpotent derivation of \type (2; 4l+1)" given by Freudenburg [4].
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