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Kurzfassung
Es wird prognostiziert, dass in Zukunft die Ha¨lfte der Firmenausgaben fu¨r mobile Anwen-
dungen in die Entwicklung von Chatbots oder intelligenten Assistenten fließt. In diesem
Bereich beno¨tigt es zur Zeit viel manuelle Arbeit zur Modellierung von Beispielfragen.
Diese Beispielfragen werden beno¨tigt, um natu¨rlichsprachliche Anfragen zu verstehen und
in Datenbankanfragen umsetzen zu ko¨nnen. Im Rahmen dieser Arbeit wird ein Ansatz
vorgestellt, welcher die manuelle Arbeit reduziert. Dazu wird mittels der Daten aus der
Datenbank und Formulierungen, inklusive Synonymen, aus Dialogflow (ein intelligenter
Assistent von Google) eine Aktive Ontologie erzeugt. Diese Ontologie verarbeitet anschlie-
ßend die natu¨rlichsprachlichen Anfragen und extrahiert die Parameter, welche fu¨r die An-
frage an die Datenbank beno¨tigt werden. Die Ergebnisse der Aktiven Ontologie werden mit
den Ergebnissen aus Dialogflow verglichen. Bei der Evaluation fa¨llt auf, dass die Aktiven
Ontologien fehleranfa¨llig sind. Es werden zusa¨tzliche, unerwu¨nschte Parameter extrahiert,
welche das Ergebnis verschlechtern. Die U¨bereinstimmungsrate bei einem Eins-zu-Eins-
Vergleich mit Dialogflow liegt bei etwa 40%. Zuku¨nftig ko¨nnte durch das Hinzufu¨gen einer
zusa¨tzlichen selektiven Schicht innerhalb der Aktiven Ontologien die Parameterextraktion
verbessert werden.
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1. Einleitung
”
Gartner Says 25 Percent of Customer Service Operations Will Use
Virtual Customer Assistants by 2020“
[Moo18].
Der aktuelle Trend in der IT-Welt geht in Richtung ku¨nstlicher Intelligenz und digita-
ler Assistenten. Digitale Assistenten, wie Amazon Alexa1, Google Assistant2, Apple Siri3
oder auch Chatbots werden immer popula¨rer [Tra18]. Chatbots sind automatische Sys-
teme die menschliche Kommunikation durch Sprachbefehle, Textnachrichten oder beides
imitieren. Diese Systeme ko¨nnen bestimmte Aufgaben ausfu¨hren und dem Nutzer auto-
matisiert auf seine Fragen antworten. Die Erstellung beno¨tigt zur Zeit noch viel manuelle
Arbeit. Beispielsweise mu¨ssen mo¨gliche Frageformulierungen fu¨r diese Assistenten erzeugt
und gepflegt werden.
Abbildung 1.1.: Angereicherte Beispielfrage in Dialogflow
In Abbildung 1.1 ist eine solche Frageformulierung dargestellt. Die Abbildung zeigt die
Benutzeroberfla¨che von Dialogflow zur Modellierung von Fragen. U¨ber eine solche Ober-
fla¨che mu¨ssen alle Beispielfragen eingepflegt werden.
Um mo¨glichst viele Nutzerfragen beantworten zu ko¨nnen, wird eine große Menge an Bei-
spielfragen beno¨tigt. Zum Anreichern der Fragen mit Informationen bieten die meisten
Anbieter eigene Sprachverarbeitungswerkzeuge an. Google entwickelt zum Beispiel das
1www.amazon.de/b?ie=UTF8&node=12775495031
2assistant.google.de/
3www.apple.com/de/ios/siri/
1
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Werkzeug Dialogflow4.
Mit den aus der Frage gewonnenen Informationen wird eine Anfrage an eine Datenbank
ausgefu¨hrt, um die Frage entsprechend beantworten zu ko¨nnen. Fu¨r die Anfrage mittels
natu¨rlicher Sprache an eine Datenbank existiert bereits ein Forschungsfeld. Die Verfah-
ren heißen
”
Natural Language Interfaces to Databases“ (NLIDB) [PRGBAL+13]. Viele
bekannte Verfahren weisen jedoch eine schlechte Performanz auf. Diese funktionieren sehr
gut fu¨r die Doma¨ne, fu¨r die sie konfiguriert wurden. Jedoch gibt es Schwierigkeiten bei der
Portierung auf Datenbanken in einem anderen Kontext. Sobald diese Systeme ohne erneu-
te Konfigurationen in einem anderen Kontext eingesetzt werden sollen, verschlechtert sich
die Genauigkeit der Anfragen drastisch. Des Weiteren funktionieren die meisten Verfahren
nahezu ausschließlich mit relationalen Datenbanken, da diese sehr viel ha¨ufiger verwen-
det werden, als deduktive Datenbanken. Im Vergleich zu deduktiven Datenbanken ist es
in relationalen Datenbanken nicht mo¨glich transitive Anfragen zu stellen. Dies ist gerade
im Bereich der digitalen Assistenten ein Problem. Um beispielsweise benutzerspezifische
Vorschla¨ge zu machen, muss transitiv u¨ber die Daten iteriert werden ko¨nnen.
1.1. Zielsetzung
Das Ziel dieser Masterarbeit ist die manuelle Arbeit zur Pflege der Beispielfragen oder
Frageformulierungen so weit wie mo¨glich zu reduzieren und die existierenden intelligenten
Assistenten durch Aktive Ontologien zu ersetzen. Hierfu¨r soll ein generischer Ansatz ent-
wickelt werden, der aus den Daten der Datenbank automatisch Aktive Ontologien erzeugt.
Die erzeugten Aktiven Ontologien werden nach Abschluss des Verfahrens zur Extraktion
der beno¨tigten Informationen aus natu¨rlichsprachlichen Anfragen verwendet. Ziel ist die
Nutzung dieses Ansatzes fu¨r einen Chatbot. Dieser beantwortet automatisiert Anfragen
von Benutzern zu unterschiedlichen Themengebieten. Dabei ist von besonderer Bedeutung,
dass der Ansatz doma¨nenunabha¨ngig funktionieren soll, im Gegensatz zu den bisher be-
stehenden NLIDB-Verfahren. Sollten neue Daten in die Datenbank hinzugefu¨gt werden,
so kann der Ansatz semi-automatisch neue Aktive Ontologien erzeugen.
1.2. Struktur der Arbeit
Die Arbeit besteht aus insgesamt sieben Kapiteln. Zuna¨chst werden die zum Versta¨ndnis
der Arbeit wichtigen Grundlagen eingefu¨hrt (Kapitel 2). Im Anschluss an die Grundla-
gen folgt die Untersuchung des aktuellen Stands der Technik (Kapitel 3). Hierbei werden
drei Themengebiete, welche A¨hnlichkeiten zum Verfahren dieser Arbeit besitzen, analy-
siert. Die drei Themengebiete gliedern sich in Extraktion von Ontologien aus Datenban-
ken oder Text, natu¨rlichsprachliche Anfragen an Datenbanken und die Rahmenarchitektur
Active. Nach der Analyse des aktuellen Standes wird die Problemanalyse erla¨utert (Ka-
pitel 4), sowie der Entwurf zur Umsetzung des Ansatzes beschrieben. Anschließend folgt
eine Darstellung der Implementierung (Kapitel 5). Im vorletzten Kapitel wird die Eva-
luation (Kapitel 6) und deren Ergebnisse dargestellt. Den Schluss der Arbeit bildet die
Zusammenfassung und ein Ausblick auf mo¨gliche weitere Arbeiten (Kapitel 7).
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2. Grundlagen
Dieses Kapitel erla¨utert die grundlegenden Technologien, die zum Versta¨ndnis der Ar-
beit no¨tig sind. Der Ansatz dieser Arbeit basiert auf Aktiven Ontologien (Abschnitt 2.1).
Diese werden im Rahmen der Arbeit aus der Struktur einer Datenbank erzeugt und an-
schließend fu¨r das Sprachversta¨ndnis verwendet. Zur Anreicherung der Aktiven Ontologie
werden bereits modellierte Beispielfragen aus Dialogflow (Abschnitt 2.2) verwendet. Die
Daten in der Datenbank sind konform zu den Schemadefinitionen von Schema.org. Sche-
ma.org (Abschnitt 2.3) beschreibt allgemeine Schemata zur Repra¨sentation von Daten.
Die zur Abfrage beno¨tigten Daten werden in einer deduktiven Datenbank (Abschnitt 2.4)
gespeichert.
2.1. Aktive Ontologien
Als konventionelle Ontologie bezeichnet man eine konzeptionelle Datenstruktur zur forma-
len Repra¨sentation von Wissen. Sie besteht aus Klassen, Attributen und Relationen. Ein
wichtiger Aspekt von Ontologien ist, dass sie lesbar und versta¨ndlich sind, sowie von allen
implementierungsspezifischen Details abstrahieren. Aktive Ontologien [GBC06, GCB06,
GBC07, BL16, BL18] hingegen sind Ausfu¨hrungsumgebungen. Das bedeutet, dass die Ak-
tionen innerhalb und zwischen Konzepten mittels Regelsa¨tzen definiert werden.
Zur Ausfu¨hrung von Aktiven Ontologien wird im Rahmen dieser Arbeit die EASIER-
Rahmenarchitektur verwendet. Diese basiert auf dem in diesem Kapitel vorgestellten Kon-
zept.
Im Folgenden wird zuna¨chst auf den Aufbau von Aktiven Ontologien (Abschnitt 2.1.1) ein-
gegangen. Anschließend werden die einzelnen Komponenten der Active-Rahmenarchitektur
(Abschnitt 2.1.2) erla¨utert. Den Abschluss dieses Kapitels bildet die Auswertung von Ak-
tiven Ontologien (Abschnitt 2.1.3).
2.1.1. Aufbau von Aktiven Ontologien
Aktive Ontologien sind von der Struktur a¨hnlich zu konventionellen Ontologien. Der Un-
terschied zwischen einer konventionellen Ontologie und einer Aktiven Ontologie sind die
Konzepte. Bei Aktiven Ontologien sind die Konzepte Verarbeitungselemente, welche die
Ontologie
”
aktiv“ machen. Jedes Konzept besitzt eine Menge an Regeln die beschreiben,
wie Informationen verarbeitet werden. Konzepte kommunizieren Zustandsinformationen,
Hypothesen und Anfragen u¨ber Relationen. Anhand der ankommenden Nachrichten wird
3
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Abbildung 2.1.: Schematische Darstellung einer Aktiven Ontologie nach Guzzoni et al.
[GBC07]
entschieden, wie die Informationen weiter verarbeitet werden. Das Verhalten der Verarbei-
tung ist dabei durch die Regeln der Konzepte beschrieben.
Die Aktive Ontologie ist im Prinzip ein Baum, der von unten nach oben durchlaufen wird.
Jedes Konzept speichert den aktuellen Zustand im Faktenspeicher. Dies ist fu¨r den Kontext
von Konversationen wichtig. Fu¨r jedes Konzept ist außerdem angegeben inwiefern es ver-
pflichtend ist. Sollte ein Konzept verpflichtend sein, aber keine Information weitergegeben
haben, so kann eine Nachfrage nach dieser Information mittels einer Dialogkomponente
erzeugt werden. Regeln der einzelnen Konzepte bestimmen, wie Informationen verarbei-
tet und weitergegeben werden. Erlaubt eine Relation zwischen zwei Konzepten mehrere
Nachrichten, so kann ein Konzept in einer Ausfu¨hrungsrunde auch mehrere Ergebnisse an
den Elternknoten weitergeben.
Abbildung 2.1 zeigt die schematische Darstellung einer Aktiven Ontologie. Diese beispiel-
hafte Ontologie entha¨lt ein Wurzelkonzept und drei Unterknoten. Fu¨r jeden Knoten ist
die Regelmenge dargestellt. Eine Regel beschreibt zum Beispiel, auf welchen Bezeichner
eines Faktes der Knoten reagieren soll. Wenn ein Konzept einen Fakten erkennt, so werden
diese entsprechend der Aktion (zusammenfu¨gen, selektieren) verarbeitet und wieder in den
Faktenspeicher geschrieben.
Aktive Ontologien besitzen drei Typen von inneren Knoten (beziehungsweise Konzepten).
Zum einen die Sammelknoten, diese fassen die Informationen der Kindknoten zusammen
und leiten diese an die Elternknoten weiter. Zum anderen Auswahlknoten, die spezielle
Informationen der Kindknoten auswa¨hlen und diese anschließend weiterleiten. Ein dritter
Knotentyp ist ein Helferknoten, wenn dieser Knoten feuert wird eine Konfidenz von 100
weitergegeben. Eine Konfidenz von 100 bedeutet, dass der Elternknoten auf jeden Fall
feuert. Beziehungen zwischen Konzepten sind definiert durch Relationen, diese definieren
nicht nur die Struktur der Ontologie sondern auch den Datenfluss.
Es existieren zwei Typen von Relationen, eine
”
hat“-Beziehung (zum Beispiel eine Person
”
hat“ ein Alter) und eine
”
ist“-Beziehung (zum Beispiel
”
Max Mustermann“ ist eine
”
Per-
son“). Die
”
hat“-Relation entha¨lt zudem eine Kardinalita¨t. Ob ein Unterkonzept zwingend
feuern muss, wird mittels der Kardinalita¨t angegeben. Unterschieden wird bei der Kardi-
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nalita¨t zwischen obligatorisch und optional. Im obligatorischen Fall, muss der Unterknoten
einen Wert liefern. Anderenfalls wird kein Wert erwartet, falls einer existiert, so wird dieser
weitergegeben.
”
Ist“-Relationen zwischen Konzepten haben eine klassifizierende Funktion.
Das Active-Semantic-Network, dieses ist fu¨r die Ausfu¨hrung der Aktiven Ontologien zu-
sta¨ndig, definiert zudem vier verschiedene Arten von Blattknoten. Blattknoten, auch Sen-
sorknoten genannt, erfassen neue Informationen und leiten diese entsprechend weiter. Es
existieren Sensorknoten die Vokabularlisten enthalten. Diese vergleichen ankommende Zei-
chen mit einer vordefinierten Menge an Wo¨rtern. Wird eines dieser vordefinierten Wo¨r-
ter erkannt, so erhalten die Elternknoten diese Information. Pra¨fix- und Postfixknoten
betrachten mehrere Zeichen vor beziehungsweise nach einem oder mehreren gegebenen
Schlu¨sselwo¨rtern. Ein dritter Typ an Sensorknoten verwendet regula¨re Ausdru¨cke, um
gu¨ltige Zeichenketten, beispielsweise Postleitzahlen oder Telefonnummern, zu identifizie-
ren. Der vierte Knotentyp ist ein Spezialknoten. Dieser kann z.B. Daten oder Uhrzeiten
erkennen und in ein explizites Datum umwandeln. Beispielhaft wird das Wort
”
heute“ in
ein Datum der Form
”
yyyy-MM-dd“ umgewandelt.
Zur Ausfu¨hrung von Aktiven Ontologien existiert ein Active-Server. Dieser besitzt einen
Faktenspeicher fu¨r die auszufu¨hrenden Aktiven Ontologien. Der Faktenspeicher speichert
den aktuellen Zustand des Active-Programms. Ein Verarbeitungszyklus wertet die Regel-
bedingungen auf Grundlage des aktuellen Stands der Faktenbasis aus. Werden die Bedin-
gungen einer Regel erfu¨llt, so wird die dazugeho¨rige Aktion ausgefu¨hrt. Eine Aktion kann
beispielsweise das Zusammenfu¨hren von Informationen (Sammelknoten) oder das Auswa¨h-
len der besten Information (Selektknoten) sein. Aktionen ko¨nnen ebenfalls Fakten in den
Faktenspeicher schreiben.
2.1.2. Active-Rahmenarchitektur
Die Active-Rahmenarchitektur besteht aus drei Komponenten: Dem Active-Editor, Active-
Server und der Active-Console.
Der Editor dient als Entwicklungsumgebung zum Entwurf, der Herausgbae und zum Testen
eines Active-Programms. Zur Modellierung der Ontologie besitzt der Editor einen Graphe-
ditor und einen integrierten Code-Text-Editor zur Bearbeitung der Verarbeitungsregeln.
Außerdem gibt es einen Defektlokalisierungs(engl. Debugging)-Bereich zum Analysieren
der Aktiven Ontologie. Der Defektlokalisierer wird dazu mit dem Active-Server verbunden
und visualisiert anschließend die Ausfu¨hrung der Aktiven Ontologie, sodass der Entwickler
die Abla¨ufe analysieren kann.
Beim Active-Server handelt es sich um ein skalierbares Laufzeitmodul, welches eine oder
mehrere Active-Programme betreibt und ausfu¨hrt. Dieser Server kann entweder als al-
leinstehende Anwendung ausgefu¨hrt oder auf einem J2EE-konformen Anwendungsserver
ausgebracht werden. Zudem bietet er eine SOAP-API, die es externen Sensorkomponenten
erlaubt ihre Ergebnisse zu berichten. Dies geschieht indem die Resultate aus der Ferne
in den Faktenspeicher eingespeist werden. Das Einspeisen der neuen Fakten setzt einen
neuen Auswertungszyklus in Gang.
Die dritte Komponente ist die Active-Konsole; sie ermo¨glicht die Beobachtung und War-
tung eines laufenden Active-Servers.
Die Abbildung 2.2 verdeutlicht auf grafische Weise den Aufbau der Active-Architektur.
Der Active-Server ist der Kern der Active-Architektur. Dieser fu¨hrt die Aktiven Ontologien
aus und bietet zudem eine Erweiterung fu¨r externe Dienste (beispielsweise an Webdiens-
te, um mit extrahierten Parametern eine Suche auszufu¨hren). Der Active-Editor, sowie
die Active-Konsole, ko¨nnen sich mit dem Active-Server verbinden und entsprechend die
Aktiven Ontologien u¨berwachen, untersuchen und vero¨ffentlichen.
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Abbildung 2.2.: Active-Architektur nach Guzzoni et. al [GBC07][S.2]
2.1.3. Auswertung natu¨rlichsprachlicher Eingaben
Der Auswertungsprozess einer Aktiven Ontologie wird durch eine A¨nderung im Faktenspei-
cher ausglo¨st. Im Sinne der Auswertung von natu¨rlicher Sprache, werden die ankommenden
A¨ußerungen im Faktenspeicher hinzugefu¨gt. Die Sensorknoten beginnen daraufhin mit der
Verarbeitung der neuen Informationen. Entsprechend dem Typ der Sensorknoten werden
Informationen extrahiert und an die Elternknoten weitergegeben. Schlussendlich laufen
alle Informationen im Wurzelknoten zusammen.
Beispiel
Abbildung 2.3 zeigt eine beispielhafte Aktive Ontologie zum Thema Wanderwege.
Die Konzepte repra¨sentieren die Informationen, die u¨ber Wanderwege abgefragt wer-
den ko¨nnen. In diesem Beispiel kann nach Wanderwegen einer bestimmten La¨nge,
Schwierigkeit oder an einer bestimmten Adresse gefragt werden. Die Adresse un-
terteilt sich noch einmal in Stadt, Postleitzahl (PLZ) und Region.
Ein Benutzer ko¨nnte folgende Frage stellen:
”
Ich suche einen leichten Wanderweg in
Karlsruhe.“
Diese Frage wird im Faktenspeicher der Aktiven Ontologie gespeichert. Eine Ver-
a¨nderung des Faktenspeichers lo¨st automatisch einen Evaluierungsprozess aus. Die
Sensorknoten verarbeiten die neuen Informationen. In diesem Beispiel erkennt der
Sensorknoten Schwierigkeit das Wort
”
leichten“, da dieses in seiner Wortliste vor-
kommt. Der Sensorknoten Stadt erkennt den Ort
”
Karlsruhe“. Die anderen Sensor-
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Befehl
Wander-
wege
Adresse
PLZStadt Region
Länge Schwierig-keit
Abbildung 2.3.: Beispielhafte Ontologie zur Suche nach Wanderwegen
knoten erkennen keine neuen Informationen, da die u¨brig bleibenden Wo¨rter nicht
in der jeweiligen Wortliste vorhanden sind. Die erkannten Informationen werden von
den Konzepten in den Faktenspeicher geschrieben. Im na¨chsten Evaluationsschritt
wird bei der Auswertung der Regel des Elternknotens, beispielsweise aufgrund ei-
ner bestimmten Bezeichnung, dieser Wert durch den Elternknoten erkannt. Entspre-
chend der definierten Aktion werden entweder alle durch den Elternknoten erkannten
Informationen zusammengefu¨hrt oder die Information mit der ho¨chsten Konfidenz
ausgewa¨hlt und auf dieselbe Weise weitergegeben. Der Befehl zur Suche nach einem
Wanderweg wird sukzessive zusammengesetzt. Der Befehl-Knoten entha¨lt schlus-
sendlich den Befehl zur Anfrage an die Datenbank.
Beispielhafter Befehl:
”
Wanderwege(Schwierigkeit(leicht), Adresse(Stadt(Karlsruhe)))“
Der Wurzelknoten (Befehl) entha¨lt zudem die Logik zur Umsetzung des Befehls in
eine Anfrage an eine Datenbank. Diese Logik wu¨rde den Befehl anhand verschiedens-
ter Regeln analysieren und aus den einzelnen Bestandteilen Teile einer SQL-Abfrage
generieren. Aus
”
Wanderwege(...)“ la¨sst sich beispielsweise ablesen, dass die Tabelle
”
Wanderwege“ verwendet wird. Innerhalb dieser Tabelle gibt es eine Spalte
”
Schwie-
rigkeit“ und eine Spalte
”
Adresse“. Ebenso wird mit den weiteren Informationen ver-
fahren und folgende SQL-Anfrage erzeugt:
SELECT ∗
FROM Wanderwege w
JOIN Adresse a
ON w. Adresse ID = a . ID
WHERE w. S c h w i e r i g k e i t = ’leicht’
AND a . Stadt = ’Karlsruhe’
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2.2. Dialogflow
Dieses Kapitel bescha¨ftigt sich mit der Umsetzung von natu¨rlicher Sprache in strukturierte
Daten mittels Dialogflow1. In Dialogflow existieren Agenten, welche vordefinierte Fragen
zu bestimmten Themengebieten zusammenfassen. Innerhalb dieser Agenten werden die
Fragen nach Absichten gruppiert, beispielsweise nach Fragen zu Gescha¨ften, Sportpla¨tzen
und Veranstaltungen. Fu¨r jede dieser Absichten mu¨ssen Beispielfragen modelliert werden.
Neben Dialogflow gibt es weitere Werkzeuge, die im Internet verfu¨gbar sind. Die bekann-
testen sind IBM Watson2, Microsoft LUIS3, WIT4 und Amazon Lex5. Das Ziel dieser
Werkzeuge ist, die relevanten Informationen aus einer natu¨rlichsprachlichen Anfrage zu
extrahieren und strukturiert zur Verfu¨gung zu stellen. Zu Beginn werden die wichtigsten
Begriffe aus Dialogflow eingefu¨hrt (Abschnitt 2.2.1) und anschließend die grobe Funkti-
onsweise erla¨utert (Abschnitt 2.2.2). Die Erkla¨rung folgen dabei den Definitionen, wie sie
in Dialogflow verwendet werden.
2.2.1. Einfu¨hrung
Zur Definition eines Agenten in Dialogflow mu¨ssen Absichten (engl. Intents) und Entita¨ten
(engl. Entities) angelegt werden. Anhand der Intents bestimmt der Agent die Absicht des
Benutzers. Fu¨r alle vorhandenen Intents eines Agenten existieren Beispielfragen. Stellt der
Benutzer nun eine Frage, so wird diese mit den Beispielfragen der Intents verglichen. Der
Intent mit der ho¨chsten U¨bereinstimmung spiegelt die Absicht des Benutzers wieder. Die
Entita¨ten dienen dazu, die entsprechenden Parameter der natu¨rlichsprachlichen Anfrage
zu extrahieren. Aufgrund der Annotationen der Beispielfragen, ko¨nnen die entsprechenden
Parameter aus der gegebenen natu¨rlichsprachlichen Anfrage extrahiert werden. Wichtig
fu¨r eine mo¨glichst natu¨rliche Kommunikation mit einem Chatbot ist der Kontext einer
Unterhaltung. Mittels des Kontextes ko¨nnen aufeinanderfolgende Sa¨tze zu einem Thema
in Verbindung gebracht werden. Den Abschluss der Grundlagen von Dialogflow bilden die
Dialoge. Dialogflow bietet zwei unterschiedliche Mo¨glichkeiten, um gefu¨hrte Dialoge zu
definieren.
Absichten (engl. Intents)
Ein Intent ist eine Abbildung von Benutzeranfragen auf die, durch die Software auszu-
fu¨hrende, Aktion. Es wird zwischen zwei Typen von Intents unterschieden. Die
”
Casual
Intents“ sind zusta¨ndig fu¨r den Beginn und das Ende einer Konversation. Sie enthalten For-
mulierungen fu¨r Begru¨ßungen, Verabschiedungen oder auch fu¨r Small Talks. Diese Intents
extrahieren keine Parameter aus der natu¨rlichsprachlichen Anfrage und es wird auch keine
Anfrage an die Anwendung gestellt. Zur Extraktion der Parameter und fu¨r die Anfrage an
die Anwendung werden
”
Business Intents“ verwendet. Wenn im Folgenden die Rede von
einem Intent ist, ist der
”
Business Intent“ gemeint.
Ein Intent entha¨lt Informationen u¨ber Trainingsphrasen. Dabei handelt es sich um mo¨g-
lichst viele Formulierungen von Fragen zu genau einer bestimmten Absicht. Je mehr Varia-
tionen die Trainingsphrasen aufweisen, desto ho¨her ist die Wahrscheinlichkeit, dass viele
unterschiedliche Benutzeranfragen erkannt werden. Ebenso ist in einem Intent der Na-
me der Aktion definiert. Dieser Aktionsname wird in der eigentlichen Softwareanwendung
verwendet, um eine bestimmte Aktion auszulo¨sen. Des Weiteren ko¨nnen auch mo¨gliche
Antworten definiert werden. Diese Antworten werden nach dem Auslo¨sen eines Intents an
1https://dialogflow.com/docs/getting-started/basics
2https://www.ibm.com/watson/
3https://www.luis.ai/home
4https://wit.ai/
5https://aws.amazon.com/de/lex/
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Abbildung 2.4.: Beispielfragen eines Intents zu Skipasspreisen aus einem privaten
Dialogflow-Agenten.
Abbildung 2.5.: Aktion und Parameter eines Intents fu¨r Sportsta¨tten aus einem privaten
Dialogflow-Agenten.
den Benutzer ausgegeben. Um in la¨ngeren Konversationen den Kontext zu behalten, wird
dieser ebenfalls im Intent gespeichert. Zudem kann dieser Kontext dazu verwendet werden,
den Verlauf der Konversation zu verwalten.
In Abbildung 2.4 ist ein Auszug der Beispielfragen aufgefu¨hrt, die fu¨r den Intent zu Ski-
passpreisen definiert wurden. Die farbig-markierten Worte sind die Parameter, die aus den
Fragen extrahiert werden. Die Bezeichnung und der Entity-Typ eines Parameters sind in
Abbildung 2.5 dargestellt. Das obere Textfeld (
”
Datalayer.SportsActivityLocation“) gibt
den Aktionsnamen an. Dieser wird fu¨r die eigentliche Anwendung beno¨tigt. In der Tabel-
le unterhalb der Aktion sind die einzelnen Parameter und ihre Entity-Typen aufgelistet.
Die Farben in der Entity-Spalte stimmen mit den Farben in den Beispielfragen u¨ber-
ein. Beispielsweise
”
Mayrhofen“ geho¨rt zum Parameter
”
location“ und hat den Entity-Typ
”
@skiresort name“.
Entita¨ten (engl. Entities)
Entita¨ten sind ein sehr ma¨chtiges Element bei der Extraktion von Parameterwerten aus der
natu¨rlichsprachlichen Eingabe. In Dialogflow gibt es drei Typen von Entita¨ten. Die durch
Dialogflow vordefinierten System-Entita¨ten, Entita¨ten die durch einen Entwickler definiert
werden und Entita¨ten die fu¨r jeden Endbenutzer in jeder Anfrage individuell sind. Diese
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Typen ko¨nnen klassifiziert werden als Abbildung, Enumeration oder eine Mischform aus
Abbildung und Enumeration. Abbildungen sind in diesem Fall definiert als, das erkannte
Wort wird durch ein vorgegebenes Wort ersetzt.
Abbildungen besitzen einen Referenzwert, d.h. Eingaben unterschiedlicher Formate werden
auf einen vorgegebenen Referenzwert abgebildet.
Beispiel: Abbildungen
Dieses Beispiel verwendet die vordefinierten Entita¨ten zur Erkennung von Datumsan-
gaben (@sys.date). Diese wandeln ga¨ngige Datumsangaben in ein Datum im ISO-8601
Format um. Beispielsweise werden die Datumsreferenzen
”
Januar 1, 2015“,
”
Der erste
Januar 2015“ und
”
Erster Januar 2015“ in das Datum
”
2015-01-01T12:00:00:00-03:00“
umgewandelt.
Enumerationen hingegen besitzen keine Referenzwerte. Worte, die als Entita¨ten vom Typ
Enumeration erkannt werden, werden genau so weiterverwendet, wie sie eingegeben wur-
den. Es findet also keine Abbildung statt.
Beispiel: Enumeration
Betrachten wir den vordefinierten Entity-Typ @sys.color; dieser erkennt Farben. Gibt
ein Benutzer beispielsweise die Farbe
”
Olivgru¨n“ ein, so wird nicht auf die Farbe
”
Gru¨n“ abgebildet. Stattdessen wird genau die Benutzereingabe erkannt und weiter-
verwendet.
Die Mischform aus beiden zuvor vorgestellten Arten entha¨lt zum einen verschiedene Ab-
bildungen, aber auch Enumerationen. Das Ergebnis der Abbildung ist ein Objekttyp be-
stehend aus den erkannten Entita¨ten.
Beispiel: Mischform aus Enumeration und Abbildung
Beispielhaft wird hier der Entity-Typ zur Erkennung von Wa¨hrungsangaben (@sys.unit-
currency) verwendet. Bei einer Eingabe von
”
50 Euro“ oder auch
”
fu¨nfzig Euro“ wird
ein Objekttyp der Form
”
{“amount“: 50, “currency“: “EUR“}“ erzeugt.
Abbildung 2.6 stellt die Definition eines Entity-Typs mit Synonymen und Enumerationen
zur
”
Schwierigkeit“, beispielsweise eines Wanderweges, dar. Die erste Spalte definiert den
Referenzwert, also der Wert der spa¨ter als Wert fu¨r den Parameter an die Anwendung
u¨bergeben wird. In der zweiten Spalte stehen die Synonyme. Wenn eines der Worte der
zweiten Spalte erkannt wird, so wird dieses durch das Wort in der ersten Spalte ersetzt
und als Wert fu¨r den entsprechenden Parameter gespeichert. Bei der Eingabe des Wortes
”
leicht“ wird
”
easy“ als Wert fu¨r den Parameter
”
Schwierigkeit“ gespeichert.
Kontext
Der Kontext repra¨sentiert den aktuellen Zustand einer Unterhaltung. Es werden die bisher
erkannten Parameter und die Werte dazu gespeichert. Wie in einem natu¨rlichen Gespra¨ch
kann sich der Agent so den aktuellen Zusammenhang der Konversation merken. Das fol-
gende Beispiel erla¨utert einen Fall, in dem der Kontext der Konversation wichtig ist. Ohne
den Kontext in diesem Beispiel ko¨nnte der Agent die Frage des Benutzers nicht beantwor-
ten, da diese nicht alle no¨tigen Informationen entha¨lt. Aus dem Kontext heraus, erkennt
der Agent die Absichten des Benutzers und kann eine geeignete Antwort zuru¨ckgeben.
Dazu werden die Informationen, die als Kontext gespeichert wurden, mit den extrahierten
Parametern der aktuellen Frage verknu¨pft.
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Abbildung 2.6.: Entity-Typ fu¨r verschiedene Stufen der Schwierigkeit aus einem privaten
Dialogflow-Agenten.
Beispiel
Im folgenden wird eine beispielhafte Konversation dargestellt.
Benutzer:
”
Ich suche eine Pizzeria, die spezielle italienische Weine anbietet.“
Bot:
”
Ich kann Ihnen das Restaurant ,Luigi’s Pizzeria‘ empfehlen.“
Benutzer:
”
Wie sind die O¨ffnungszeiten?“
Bot:
”
Mo-Fr 17-22Uhr“
Der Benutzer fragt in diesem Beispiel nach einem Restaurant und bekommt ein ganz
bestimmtes vorgeschlagen. Anschließend fragt dieser, ohne die erneute Nennung des
Restaurants, nach dessen O¨ffnungszeiten. Wu¨rde der Kontext nicht gespeichert wer-
den, so ko¨nnte der Bot nicht bestimmen, welche O¨ffnungszeiten der Benutzer wissen
mo¨chte.
Dialoge
Dialogflow bietet zwei Typen von Dialogen an. Zum einen die linearen Dialoge, diese die-
nen der einfachen Abfrage von beno¨tigten Informationen zur Beantwortung einer Anfrage.
Zum anderen die nicht-linearen Dialoge, mittels derer ko¨nnen je nach Konversationsverlauf
andere Fragen gestellt werden.
Lineare Dialoge sind nicht dafu¨r gedacht, kompliziertere Unterhaltungen zu steuern. Statt-
dessen sollen fehlende Informationen gesammelt werden. Damit diese fehlenden Informa-
tionen nachgefragt werden, mu¨ssen die einzelnen Parameter als
”
verpflichtend“ markiert
werden. Wird ein Parameter als verpflichtend markiert, so muss eine Frage definiert wer-
den, die gestellt wird.
Beispiel
Betrachten wir einen Intent zur Buchung eines Fluges. Die beno¨tigten Parameter sind
Abflughafen, Zielflughafen, Datum des Hinflugs, Datum des Ru¨ckflugs und
die Anzahl der Personen. Der Intent beinhaltet als Beispielfragen viele Kombina-
tionen, die alle die beno¨tigten Parameter beinhalten. Allerdings auch Beispielfragen
wie
”
Ich mo¨chte einen Flug buchen.“. Fragt ein Benutzer diese einfache Frage ohne die
Angabe von weiteren Informationen, so mu¨ssen die fehlenden Parameter erfragt wer-
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den. Dazu wurden bei der Modellierung des Dialoges Beispielfragen fu¨r die Parameter
angegeben. Um die fehlenden Parameterwerte zu fu¨llen, werden diese vordefinierten
Fragen nacheinander gestellt. Beispielsweise wurde fu¨r den Parameter
”
Abflughafen“
die Frage
”
Von wo mo¨chten Sie abfliegen?“ definiert. Da der Parameter in der Beispiel-
frage fehlt, wird diese Frage an den Benutzer ausgegeben. Dieser Antwortet mit dem
entsprechenden Abflughafen, sodass der Parameterwert befu¨llt werden kann. Analog
dazu werden die restlichen fehlenden Parameterwerte erfragt.
Nicht-Lineare Dialoge dienen der Modellierung von komplexeren Konversationen. Dies
bedeutet, dass der Bot in Abha¨ngigkeit vom vorherigen Kontext, eine entsprechende Frage
stellt.
Beispiel
Es wurde ein Dialog modelliert, der verschiedene Immobilien vorschlagen soll. Die
erste Frage wa¨re also beispielsweise, inwiefern nach einer Wohnung oder einem Haus
gesucht wird. Wenn nach einer Wohnung gesucht werden soll, ist die gewu¨nschte
Anzahl der Zimmer die na¨chste Frage. Wird allerdings nach Ha¨usern gefragt, so ist die
na¨chste Frage die Gro¨ße der Wohnfla¨che. Dies wa¨re ein Beispiel fu¨r einen komplexeren
Dialog mit Verzweigungen, die auf dem vorherigen Kontext basieren.
2.2.2. Umwandlung natu¨rlicher Sprache in strukturierte Daten
Im Folgenden wird die grobe Funktionsweise der Umwandlung natu¨rlicher Sprache in struk-
turierte Daten in Dialogflow beschrieben, ohne na¨her auf interne Details einzugehen. Wird
eine natu¨rlichsprachliche Anfrage an Dialogflow geschickt, so wird im ersten Schritt be-
rechnet, zu welchem Intent die Anfrage passt. Dazu wird die eingegebene Frage mit den
modellierten Beispielfragen der Intents verglichen. Der Intent mit der ho¨chsten U¨berein-
stimmung wird ausgewa¨hlt. Anschließend geht es darum die beno¨tigten Parameter zu
extrahieren. Die Informationen in der natu¨rlichsprachlichen Anfrage werden anhand der
definierten Entity-Typen erkannt und extrahiert. Wurden alle verpflichtenden Parameter
erkannt und es handelt sich nicht um einen Dialog, so werden diese strukturierten Daten
an die Anwendung weitergegeben, die diese anschließend verarbeitet. Fehlen Informatio-
nen zu verpflichtenden Parametern, so werden diese mittels Fragen vervollsta¨ndigt und
anschließend an die Anwendung gesendet. Die aktuelle Belegung der Parameter wird als
Kontext im aktuellen Intent gespeichert. Handelt es sich um einen nicht-linearen Dialog,
so werden entsprechend der aktuellen Parameterbelegung weitere Fragen gestellt und nach
Abschluss des Dialogs die gesammelten Informationen an die Anwendung weitergegeben.
2.3. Schema.org
Schema.org [GBM16] wurde im Jahr 2011 durch die Anbieter der großen Suchmaschinen
(Google, Bing und Yahoo) gegru¨ndet. Das Ziel ist ein allgemeines Schema zum Erzeugen
und Warten von strukturierten Daten fu¨r ein breites Spektrum an Themen (zum Beispiel
Personen, Pla¨tze, Veranstaltungen, Produkte, Angebote) zur Verfu¨gung zu stellen. Bei der
Vero¨ffentlichung im Jahr 2011 gab es 297 Klassen mit 187 Relationen. 2016 waren es bereits
638 Klassen mit 965 Relationen. Die Klassen sind hierarchisch organisiert, d.h. jede Klasse
hat eine oder mehrere Oberklassen. Das besondere an Schema.org ist, dass die Relationen
polymorph sind. Dies bedeutet, sie besitzen mehrere Doma¨nen und mehrere Bereiche in
denen sie Verwendung finden.
Die erste Anwendung, die auf dieses allgemeine Schema setzte, waren Googles Rich Snip-
pets6. Rich Snippets liefert in den Suchergebnissen neben der URL weitere Informatio-
nen zur gefundenen Webseite. Mittlerweile wird das Schema auch in E-Mails verwendet.
6https://searchenginewatch.com/2018/02/19/the-2018-guide-to-rich-results-in-search/
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Dadurch ko¨nnen Assistenz-Systeme die strukturierten Informationen extrahieren und bei-
spielsweise Kalendereintra¨ge vorschlagen.
Im Folgenden wird auf Design-Entscheidungen von Schema.org eingegangen. Eine wich-
tige Entscheidung ist die Wahl der richtigen Syntax. Schema.org setzt sowohl auf RDFa
[ABMP08] als auch auf JSON-LD [Con14], um den Entwicklern die no¨tige Freiheit zu
bieten. Eine weitere Entscheidung betrifft den Polymorphismus. Viele Wissensrepra¨senta-
tionen besitzen nur eine einzige Doma¨ne. Dies fu¨hrt allerdings zu vielen Klassen und es ist
schwierig bestehende Relationen wiederzuverwenden ohne die Klassenhierarchie anzupas-
sen. Schema.org hingegen erlaubt mehrere Doma¨nen und auch der Bereich fu¨r Relationen
ist nicht auf eine Doma¨ne beschra¨nkt. In vielen Modellen hat jedes Objekt einen ein-
deutigen Bezeichner. Bei diesem Ansatz gibt es nur eine kleine Anzahl an Elementen, die
einen festen Bezeichner besitzen. Stattdessen muss derjenige, der ein Element vero¨ffentlicht
mo¨glichst viele Informationen zu dem Element hinzufu¨gen, sodass es eindeutig identifiziert
werden kann. Beim Aufbau des Schemas wurde darauf geachtet, nicht mit dem komplexes-
ten Fall anzufangen. Es wurde mit einem einfachen Anwendungsfall begonnen und je nach
Bedarf, um die entsprechenden Eigenschaften erweitert. Schema.org bietet zwei Arten der
Erweiterung, zum einen gibt es eine Gemeinschaft (engl. community) von Freiwilligen, die
bestrebt ist, die von ihnen gemachten Erweiterungen in den Kern von Schema.org zu inte-
grieren. Zum anderen gibt es die Erweiterungen, die jeder implementieren und verwenden
kann. Diese finden keinen Zugang zum Kern des Schemas, da sie meist spezifisch fu¨r den
einzelnen Fall angewendet werden.
Schema.org ist stark angelehnt an linked-data7. Beide teilen sich dasselbe Datenmodell,
dieselbe Schemasprache und verwenden dieselben Syntaxen. Der Unterschied zwischen
Schema.org und linked-data sind die Richtlinien zur Vero¨ffentlichung von strukturierten
Daten. Bei linked-data sind verschiedene Arten von Aufra¨umarbeiten, Abgleich und Nach-
bearbeitung no¨tig, bevor strukturierte Daten vero¨ffentlicht werden. Linked-data-Daten
haben dadurch eine sehr hohe Qualita¨t, aber die Anzahl der Datenquellen ist deutlich
geringer.
Beispiel
Abbildung 2.7 zeigt ein Beispiel, wie ein Schema aus Schema.org fu¨r eine E-Mail-
Besta¨tigung verwendet werden kann. Durch die Verwendung des Schemas kann Mi-
crosofts Cortana die Informationen aus der E-Mail extrahieren und entsprechend
anzeigen. Mo¨glich wa¨re auch diese extrahierten Informationen direkt in den Kalender
einzutragen, beispielsweise die Abflugs- und Ankunftszeiten.
Im Folgenden wird kurz auf einige Eigenschaften des Flugreservierungs-Schemas ein-
gegangen. Das Schema definiert, um welche Art von Information es sich handelt. Dies
wird durch die @type-Eigenschaft definiert. Des Weiteren wird der Reservierungs-
status durch reservationStatus angegeben. Die Person, auf die das Ticket la¨uft,
hat als @type den Typ Person und den entsprechenden Namen (name). Außer-
dem entha¨lt dieses Beispiel Informationen u¨ber den genauen Flug (reservationFor).
Bezu¨glich des Fluges werden Informationen u¨ber die Flugnummer (flightNumber),
den Abflughafen (departureAirport), den Zielflughafen (arrivalAirport), die Ab-
flugzeit (departureTime), Ankunftszeit (arrivalTime) und die Airline (airline)
angegeben.
Diese Schemas sind in Schema.org vorgegeben, sodass digitale Assistenten anhand
dieses fest definierten Schemas genau wissen, welche Informationen zu extrahieren
sind. Ebenso weiß der Entwickler, wie die Informationen strukturiert sein mu¨ssen,
damit diese durch andere Dienste verwendet werden ko¨nnen.
7https://www.w3.org/DesignIssues/LinkedData.html
14 2. Grundlagen
Abbildung 2.7.: Flugreservierungsinformationen formatiert nach Schema.org. Quelle:
[GBM16] (S.4)
2.4. Deduktive Datenbanken
Die im Rahmen dieser Arbeit verwendeten Daten liegen in einer deduktiven Datenbank
[LHL+98, BF08, LPF+02] vor. In deduktiven Datenbanken werden die Informationen als
Ontologien gespeichert und mittels Regeln verarbeitet. Aufgrund von rekursiven Regeln
sind deduktive Datenbanken ausdruckssta¨rker als relationale Datenbanken. Dieses Kapitel
erla¨utert kurz das Grundkonzept von deduktiven Datenbanken (Abschnitt 2.4.1) und geht
anschließend auf die verwendete deduktive Datenbank (Abschnitt 2.4.2) ein.
2.4.1. Urspru¨ngliche Definition deduktiver Datenbanken
Die Verwendung von Logik zur Repra¨sentation und dem Vera¨ndern von Wissen geht auf
die Arbeit von Green [Gre69] zuru¨ck. Diese war Grundlage fu¨r verschiedenste Studien,
die zu den sogenannten Frage-Antwort Systemen fu¨hrten. A¨hnliche, auf Resolution basie-
rende, Verfahren wurden an Datenbanken angepasst, um gro¨ßere Mengen an Daten und
weitreichende Anfragen zu unterstu¨tzen. Resolution ist ein Verfahren aus der Logik zur
Verifizierung einer logischen Formel. Ebenso werden dadurch andere datenbankspezifische
Funktionen abgedeckt. Das Ergebnis dieser Anpassungen sind die deduktiven Datenban-
ken.
Gallaire et al. [GMN84] definieren deduktive Datenbanken wie folgt: Deduktive Datenban-
ken verwenden eine vereinfachte Version der generellen Logikprogrammierung, genannt
Datalog [CGT89, KRS15]. Datalog wurde speziell entwickelt, um mit großen Datenbanken
zu interagieren. Im Bereich der Logikprogrammierung wurde versucht Prolog-Systeme mit
relationalen Datenbanken zu koppeln. Zur Steigerung der Effizienz dieser Systeme reichen
einfache Schnittstellen nicht aus. Es beno¨tigt Schnittstellen die eine sta¨rkere Integration
[CGW89] ermo¨glichen. Datalog ist ein erster Schritt in diese Richtung.
Datalog ist eine vereinfachte Version der generellen Logikprogrammierung. Ein Logikpro-
gramm besteht aus einer endlichen Menge an Fakten und Regeln. Fakten sind Aussagen
u¨ber relevante Teile der realen Welt (beispielsweise
”
John ist der Vater von Harry“). Mittels
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Regeln ko¨nnen Fakten aus anderen realen Fakten gefolgert werden (
”
Wenn X ein Eltern-
teil von Y ist und wenn Y ein Elternteil von Z ist, dann ist X ein Großelternteil zu Z“).
Regeln enthalten normalerweise Variablen, um generisch zu bleiben. In Datalog sind Fak-
ten und Regeln als Hornklauseln [KK06] repra¨sentiert, allerdings ohne Funktionen. Eine
Hornklausel ist eine Klausel der Form {L1, ..., Lr}, bei der ho¨chstens ein Literal positiv
ist. Ein Beispiel fu¨r eine Hornklausel ist: H = {¬A,¬B,C}. Datalog bezieht sich auf
den funktionsfreien Teil der Hornlogik. Die generelle Struktur sieht folgendermaßen aus:
L0 : −L1, L2, ..., Ln. Jedes Literal Li ist von der Form p(t1, ..., tk). pi ist ein Pra¨dikatsym-
bol und tj sind die Terme. Ein Term ist entweder eine Konstante oder eine Variable. Im
Gegensatz dazu, ko¨nnen Terme der Hornlogik zusa¨tzlich auch Funktionen enthalten. Die
linke Seite einer Regel, alles vor : −, wird als Kopf bezeichnet. Alles was rechts von : −
steht wird als Rumpf bezeichnet. Der Rumpf einer Klausel kann leer sein. Eine Klausel
mit leerem Rumpf repra¨sentiert Fakten, die Klausel darf in diesem Fall keine Variablen
enthalten. Klauseln mit mindestens einem Literal im Rumpf repra¨sentieren Regeln.
Beispiel
Fakt:
”
John ist der Vater von Harry“
Datalog: father(harry, john).
Regel:
”
Wenn X ein Elternteil von Y ist und wenn Y ein Elternteil von Z ist, dann ist
X ein Großelternteil zu Z“
Datalog: grandpar(Z,X) :- par(Y,X), par(Z,Y).
par und grandpar sind Pra¨dikatsymbole, john und harry sind Konstanten und
X,Y,Z sind Variablen.
Konstanten und Pra¨dikatsymbole beginnen in Datalog mit einem kleinen Buchstaben, Va-
riablen mit einem Großen. Anders als in der Hornlogik, mu¨ssen in Datalog alle Literale
mit dem selben Pra¨dikatsymbol dieselbe Stelligkeit besitzen, also dieselbe Anzahl an Ar-
gumenten. Literale, Fakten, Regeln oder Klauseln, die keine Variable enthalten, werden
als
”
ground“ bezeichnet. Ein Datalog-Programm P muss folgende Sicherheitsbedingungen
erfu¨llen:
• Jeder Fakt von P ist ground
• Jede Variable, die im Kopf einer Regel vorkommt, muss auch im Rumpf der selben
Regel vorkommen
Diese Bedingungen garantieren, dass die Menge an Fakten, die von einem Datalogpro-
gramm abgeleitet werden ko¨nnen, endlich sind.
2.4.2. SemReasoner
Der SemReasoner ist eine deduktive Datenbank und wird von der Firma semedy GmbH8
entwickelt. Es handelt sich um den Nachfolger des OntoBrokers [Ang14]. Auf der Grundlage
der Horn-Logik und OO-Logic zur Definition der Regeln, bietet der SemReasoner eine ska-
lierbare und performante deduktive Datenbank. OO-Logic ist der Nachfolger von F-Logic
[KLW95, KL89]. Der Vorteil bei der Verwendung von Regeln ist die Trennung von Wissen,
Gescha¨ftslogik und der Ausfu¨hrungslogik. Regeln extrahieren die Logik aus dem eigentli-
chen Programm. Zusa¨tzlich sind Regeln leichter lesbar und ko¨nnen somit auch von einem
Doma¨nenexperten verwaltet werden. SemReasoner kombiniert einen Graphspeicher mit ei-
nem deduktiven Schlussfolgerungsmodul. Der Kern entha¨lt eine Speicherschicht in der On-
tologien und Ontologieinstanzen gespeichert werden. Die Daten ko¨nnen entweder persistent
(Speicherung auf der Festplatte) oder im Arbeitsspeicher gehalten werden. Die persistente
8http://www.semedy.com
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Konfiguration ist als Graphspeicher implementiert. Das deduktive Schlussfolgerungsmo-
dul verarbeitet Logikprogramme. Diese Logikprogramme bestehen aus Horn-Logik, welche
durch nicht monotone Negationen erweitert wird. Bottom-Up- und Magic-Set-Auswertung
sind die zwei Schlussfolgerungsmethoden des SemReasoners. Die Verarbeitung von unten
nach oben (bottom-up) nimmt die in der Datenbank gegebenen Fakten, wendet die Regeln
an und erzeugt die abgeleiteten Fakten. Anschließend werden die Regeln erneut angewen-
det. Dies geschieht so lange, bis keine neuen Fakten mehr abgeleitet werden ko¨nnen. Ein
Nachteil bei diesem Verfahren sind die vielen Zwischenergebnisse, teilweise werden diese
nicht zur Beantwortung der eigentlichen Anfrage beno¨tigt. Die zweite Ausfu¨hrungsmetho-
de verwendet die Magic-Set-Auswertung. Bei dieser Methode werden vera¨nderte Regeln
erzeugt, die weniger Zwischenergebnisse produzieren. Anschließend wird die Regelmenge
von unten nach oben ausgewertet wodurch die nicht beno¨tigten Zwischenergebnisse redu-
ziert werden. Es kann allerdings auch passieren, dass der zusa¨tzliche Aufwand gro¨ßer ist,
als der Performanzgewinn. Es gilt zwischen dem Reduktionseffekt und dem Verlust der
Performanz, durch die Erzeugung der zusa¨tzlichen Regeln, abzuwa¨gen.
2.5. Computerlinguistik
Innerhalb dieses Kapitels werden drei Verfahren der Computerlinguistik erla¨utert. Eine
kurze Beschreibung des Bag-of-Words-Mechanismus bildet das erste Unterkapitel. An-
schließend wird ein Maß zur Berechnung von Gewichten eines Termes vorgestellt. Das
dritte Unterkapitel beschreibt die Funktionsweise eines Part-of-Speech-Taggers.
2.5.1. Bag-of-Words
Der Bag-of-Words-Mechanismus [MRS08] wird in der Verarbeitung natu¨rlicher Sprache
und der Informationsgewinnung verwendet. Es geht darum, eine leichtgewichtige Darstel-
lung des Dokuments mit Hilfe der absoluten Ha¨ufigkeit des Auftretens von Wo¨rtern zu
erstellen. Die exakte Reihenfolge der Terme innerhalb der Dokumente spielt hierbei keine
Rolle. Einzig die Anzahl der Vorkommen wird beno¨tigt und auch nur diese gespeichert.
Wenn nur die Anzahl der Vorkommen eines Wortes beachtet werden, dann ist zum Beispiel
”
Mary is quicker than John“ identisch zum Dokument
”
John is quicker than Mary“.
Beispiel
Satz:
”
Mary is quicker than John“
Bag-of-Words-Repra¨sentation:
Mary
is
quicker
than
John
 =

1
1
1
1
1
 (2.1)
Zweiter Satz:
”
John is quicker than Mary“
Bag of Word Repra¨sentation: 
John
is
quicker
than
Mary
 =

1
1
1
1
1
 (2.2)
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Wenn nun die Wortvektoren des ersten und des zweiten Satzes verglichen werden, so
sind die beiden Sa¨tze vom Inhalt identisch.
Intuitiv kann daraus gefolgert werden, dass zwei Dokumente mit a¨hnlichen Bag-of-Words-
Repra¨sentationen auch a¨hnlich im Inhalt sind. Allerdings sind nicht alle Wo¨rter in einem
Dokument gleich wichtig. Es existieren zudem Wo¨rter, welche nicht indiziert werden sol-
len. Diese mu¨ssen wa¨hrend der Extraktion der Bag-of-Words-Informationen herausgefiltert
werden. Um die Gewichtung der Wo¨rter anzupassen, wird im na¨chsten Kapitel ein mo¨gli-
ches Gewichtungsschema (TF-IDF) vorgestellt.
2.5.2. TF-IDF
TF-IDF[MRS08] ist ein Gewichtungsschema fu¨r das Auftreten von Termen in einem Do-
kument. Das Gewichtungsschema besteht aus zwei Teilen, der Termha¨ufigkeit (tf) und der
inversen Dokumentenha¨ufigkeit (idf).
Fu¨r die Termha¨ufigkeit wird jedem Term in einem Dokument ein Gewicht zugeordnet.
Dieses Gewicht ist abha¨ngig von der Anzahl der Vorkommen des Terms im Dokument.
Eine einfache Mo¨glichkeit dieses Gewicht zu bestimmen ist, die Anzahl der Vorkommen
als Gewicht fu¨r den Term zu verwenden. Bezeichnet wird die Termha¨ufigkeit mit tft,d,
wobei t der betrachtete Term in Dokument d ist.
Problem der Termha¨ufigkeit ist, dass manche Terme in allen Dokumenten ha¨ufig vorkom-
men. Folglich sind diese fu¨r das einzelne Dokument wenig aussagekra¨ftig. Eine Sammlung
von Dokumenten zur Autoindustrie entha¨lt beispielsweise nahezu in jedem Dokument den
Term
”
Auto“. Die Dokumentenha¨ufigkeit ist ein Mechanismus, um den Effekt von Begrif-
fen abzuschwa¨chen. Terme, die in einer Sammlung sehr ha¨ufig vorkommen, bekommen
ein niedrigeres Gewicht. Ein Ansatz ist, das Gewicht eines Terms durch einen Faktor zu
reduzieren. Dieser Faktor wa¨chst hierbei mit der Ha¨ufigkeit des Auftretens in der Samm-
lung. Die Dokumentenha¨ufigkeit ist definiert als Anzahl an Dokumenten in der Sammlung,
welche einen Term t enthalten. Intuitiv sollen Terme die in wenigen Dokumenten vorkom-
men einen ho¨heren Wert erhalten, als Terme die in vielen Dokumenten vorkommen. Fu¨r
TF-IDF wird die inverse Dokumentenha¨ufigkeit verwendet:
idft = log
N
dft
(2.3)
N ist die Gesamtzahl der Dokumente.
Die Formel fu¨r Tf-IDF lautet:
tf-idft,d = tft,d ∗ idft (2.4)
Der Wert von TF-IDF ist am ho¨chsten, wenn t ha¨ufig in einem Dokument vorkommt und
gleichzeitig in allen anderen Dokumenten wenig bis gar nicht. Niedriger wird der Wert,
wenn ein Term weniger ha¨ufig in einem Dokument oder in vielen Dokumenten vorkommt.
Am niedrigsten ist der Wert, wenn der Term nahezu in allen Dokumenten erscheint. Der
TF-IDF-Wert ist nicht nur abha¨ngig vom Wort an sich, sondern auch vom konkreten auf-
treten eines Wortes in einem Dokument.
Eine Gewichtungsmo¨glichkeit fu¨r die Termfrequenz ist die Augmented-Gewichtung (Glei-
chung 2.5). La¨ngere Dokumente resultieren in ho¨heren Termha¨ufigkeiten, da sich dieselben
Wo¨rter immer wieder wiederholen. Im Anwendungsfall dieser Arbeit werden die Beispiel-
fragen innerhalb eines Intents zu einem Dokument zusammengefasst. Dadurch ergeben
sich Wiederholungen von denselben Wo¨rtern. Um dies auszugleichen wird die Augmented-
Gewichtung verwendet.
0.5 +
0.5 ∗ tft,d
maxt(tft,d)
(2.5)
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Tag Beschreibung
ADJA attributives Adjektiv
ADV Adverb
ART bestimmter oder unbestimmter Artikel
NN normalen Nomen
VVFIN finites Verb, voll
Tabelle 2.1.: Beispiele aus der POS-Tag Tabelle fu¨r Deutsch. Quelle: [STS99]
Fu¨r diese Gewichtung wird die maximale Ha¨ufigkeit eines Terms tf,d bestimmt. Jeder Term
wird anschließend mit 0.5 multipliziert und durch diese maximale Ha¨ufigkeit dividiert. Um
die resultierende Termfrequenz zu erhalten, wird auf das Ergebnis 0.5 dazu addiert.
2.5.3. Part-of-Speech Tagger
Das Identifizieren von Wortarten(Part-of-Speech tagging)[Vou03] hat bereits eine lange
Geschichte in der Linguistik. Bereits der antike griechische Grammatiker Thrax unter-
schied zwischen acht Wortklassen. Die Wortklassen gliederten sich in Nomen, Verben,
Mittelwo¨rter, Artikel (inklusive Relativpronomen), Pronomen, Pra¨positionen, Adverben
und Konjunktionen. Jede natu¨rliche Sprache besteht aus unterschiedliche Wortarten (Ver-
ben, Nomen, usw.). Um einem Wort eine Wortart zuweisen zu ko¨nnen, muss die Gram-
matik beachtet werden. Beispielsweise syntaktische Verteilungen, syntaktische Funktionen
oder morphologische und syntaktische Klassen, denen verschiedene Wortarten zugeordnet
werden ko¨nnen. Etikettieren (Tagging) bedeutet automatisches Zuweisen von Etiketten zu
Wo¨rtern. Jedes Wort wird hierbei durch einen Tag, je nach Wortart, gekennzeichnet.
Tabelle 2.1 zeigt einige Beispiele aus der deutschen Tabelle fu¨r die Wortarten-Tags. Ein
Werkzeug was das Etikettieren von Worten erlaubt, ist der Part-of-Speech-Tagger von
OpenNLP9. Dieser etikettiert ein Wort mit dem entsprechenden Worttyp basierend auf
dem Wort selber und dem Kontext des Wortes. Der OpenNLP-Etikettierer verwendet ein
Wahrscheinlichkeitsmodell, um das korrekte Etikett vorherzusagen. Um mo¨gliche Etiketten
fu¨r ein Wort zu begrenzen, kann ein Etikett-Wo¨rterbuch verwendet werden.
9opennlp.apache.org
3. Verwandte Arbeiten
Dieses Kapitel betrachtet Arbeiten, die a¨hnlich zur Zielsetzung dieser Arbeit sind. Es
werden vier unterschiedliche Bereiche betrachtet. Das erste Unterkapitel(Abschnitt 3.1)
bescha¨ftigt sich mit der Extraktion von Ontologien aus Texten. Anschließend werden zwei
Extraktionsverfahren fu¨r Ontologien aus relationalen Datenbanken (Abschnitt 3.2) vorge-
stellt. Natu¨rlichsprachliche Anfragen an eine Datenbank bilden ein eigenes Forschungsge-
biet (Natural Language Interfaces to Databases (NLIDB)). Zwei ausgewa¨hlte Verfahren
werden im dritten Unterkapitel (Abschnitt 3.3) vorgestellt. Den Abschluss des Kapitels bil-
det die Active-Rahmenarchitektur (Abschnitt 3.4). Auf dieser Rahmenarchitektur basiert
die in dieser Arbeit verwendete EASIER-Rahmenarchitektur.
3.1. Textbasierte Ontologieextraktion
Ein Ansatz zur Erzeugung einer Ontologie aus bestehendem Wissen ist die Extraktion aus
Texten. Maedche et al. [MV01, MS01] definieren eine Rahmenarchitektur zum Extrahie-
ren einer Ontologie. Das Verfahren besteht aus mehreren Schritten, dem Ontologie-Import,
-Extraktion, -Reduzierung, -Verfeinerung und -Bewertung. Des Weiteren wird ein Werk-
zeug zur Ontologiemodellierung bereitgestellt. Eine Ontologie kann aus einem Freitext,
aus Wo¨rterbu¨chern oder vererbten Ontologien extrahiert werden. Zur Extraktion einer
Ontologie sind folgende Schritte notwendig: Zuna¨chst werden existierende Strukturen ver-
schmolzen oder Abbildungsregeln definiert, um bestehende Ontologien zu importieren und
wieder zu verwenden. Anschließend werden mittels der Ontologieextraktion, das heißt Ex-
traktion der Informationen aus Freitexten, wichtige Teile der Zielontologie modelliert. Nach
der Extraktion wird die Ontologie reduziert, das heißt nicht beno¨tigte Elemente werden
entfernt, um die Ontologie besser auf den Anwendungsfall anzupassen. Abschließend wird
die Ontologie verfeinert. Dieser Zyklus kann wiederholt werden, um neue Doma¨nen zu er-
schließen.
Zu Beginn des Verfahrens werden bestehende Ontologien importiert und zusammengefu¨hrt,
um eine einheitliche Basis zu bilden. Auf dieser einheitlichen Basis setzen die nachfolgen-
den Phasen auf.
Nach dem Import bestehender Ontologien beginnt der eigentliche Extraktionsalgorithmus.
Zur Extraktion werden verschiedene Verfahren angewandt. Aus den zur Verfu¨gung ste-
henden Webdokumenten werden lexikalische Eintra¨ge erzeugt und Konzepte extrahiert.
Dazu wird der Eingabetext vorverarbeitet und anschließend werden mittels Termextrakti-
onstechniken neue lexikalische Eintra¨ge vorgeschlagen. Der Ontologieentwickler muss an-
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schließend entscheiden, ob er dem Vorschlag der Rahmenarchitektur folgt. Wird der Vor-
schlag akzeptiert, so wird ein neuer lexikalischer Eintrag in der Ontologie hinzugefu¨gt.
Dieser Eintrag ist nicht mit einem Konzept verknu¨pft. Der Ontologieentwickler muss da-
her entscheiden, ob ein neues Konzept eingefu¨hrt werden soll, oder ob es mit einem beste-
henden Konzept verknu¨pft wird. Auf die Erzeugung der Konzepte folgt das hierarchische
Konzept-Clustering. Beim hierarchischen Clustering werden A¨hnlichkeiten von Elemen-
ten ausgenutzt, um eine Hierarchie von Elementkategorien vorzuschlagen. Dazu wird ein
A¨hnlichkeitsmaß aus den Eigenschaften von Objekten berechnet. Term-Adjazenzen oder
syntaktische Beziehungen zwischen Termen werden beno¨tigt, um eine semantische Hier-
archie von Konzepten einzufu¨hren. Anschließend werden Assoziationsregeln erzeugt. Dies
dient dazu, Beziehungen zwischen Konzepten zu finden. Die gegebene Klassenhierarchie
dient hierbei als Hintergrundwissen. Ein allgemeines Problem bei der Modellierung von
Ontologien in unterschiedlichen Doma¨nen ist, dass ha¨ufig nicht genu¨gend Doma¨nenmodel-
le zur Verfu¨gung stehen, um ein vollsta¨ndiges Modell erzeugen zu ko¨nnen.
Nach der Extraktion wird die Ontologie reduziert, das heißt nicht beno¨tigte Elemente wer-
den gelo¨scht. Als erstes mu¨ssen die Auswirkungen der Beschneidung einzelner Teile auf
den Rest der Ontologie bekannt sein. Zweitens werden Strategien fu¨r das Vorschlagen von
Elementen, die bestehen bleiben oder entfernt werden sollen, beno¨tigt.
Abschließend muss die Ontologie verfeinert werden. Mittels Daten aus Semantic-Web-
Anwendungen, beispielsweise Protokolldateien von Benutzeranfragen, wird die Ontologie
verfeinert. Hierfu¨r werden entsprechend Konzepte und Beziehungen, welche aus den Daten
extrahiert werden ko¨nnen, zur Ontologie hinzugefu¨gt.
Extraktion von Beziehungen an einem Beispielsatz
Bei der Vorverarbeitung des entsprechenden Textes wird festgestellt, dass das Konzept
”
TARIFF“ ha¨ufig im Zusammenhang mit den Konzepten
”
MOBILE CALL“,
”
CITY
CALL“ und
”
INTERNATIONAL CALL“ vorkommt. Auf der Grundlage dieser Vor-
verarbeitung schla¨gt der Algorithmus vor, eine neue Beziehung
”
HAS TARIFF(CALL,
TARIFF)“ zwischen den Konzepten
”
CALL“ und
”
TARIFF“ einzufu¨hren.
(Beispiel u¨bernommen aus [MV01])
Das Verfahren von Dahab et al. [DHR08] basiert auf semantischen Mustern zur Extraktion
von Ontologien aus Text. TextOntoEx ist die Verbindung zwischen linguistischer Analyse
und Ontologiekonstruktion. Texte zu Fachgebieten ko¨nnen analysiert werden, um nicht-
taxonomische Beziehungen einer bestimmten Doma¨ne zu extrahieren. Beispielsweise kann
eine Beziehung zwischen zwei Konzepten durch ein Verb ausgedru¨ckt werden. Semantische
Muster sind die generische formale Repra¨sentation von natu¨rlichen Textfragmenten. Die
Struktur setzt sich zusammen aus einer abstrakten Klassen, der Verbgruppe, einem kon-
stanten Textausdruck (Pra¨positionen und Konjunktionen) und optionalen Elementen. Bei
allen Elementen handelt es sich um nicht-terminierende Elemente, bis auf die konstanten
Textausdru¨cken. Mittels dieser semantischen Muster ko¨nnen sowohl nicht-taxonomische,
als auch taxonomische Relationen gefunden werden. Allerdings mu¨ssen diese Muster zu-
na¨chst manuell erzeugt werden.
Zur Extraktion der Ontologie aus dem doma¨nenspezifischen natu¨rlichsprachlichen Text
wird dieser komplett analysiert. Dazu werden die Absa¨tze einzeln betrachtet und jeder
Satz wird mit den semantischen Mustern verglichen. Bei U¨bereinstimmungen werden die
entsprechenden Konzepte und Beziehungen extrahiert und zur Ontologie hinzugefu¨gt. Ein
Satz kann mit mehreren semantischen Mustern u¨bereinstimmen. In diesem Fall liefert jedes
Muster einen Beitrag zur Ontologie.
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RDB component OWL component
Table Class
Column Functional property
Row OWL individual
Column Metadata: OWL Property restriction:
Data type AllValuesFrom Restriction
Mandatory / Not nullable Cardinality() Restriction
Nullable maxCardinality() Restriction
Tabelle 3.1.: Verbindung zwischen RDB-Komponenten und OWL-Komponenten. (U¨ber-
nommen aus [SHA11])
Abbildung 3.1.: Beispiel fu¨r die Umwandlung der Informationen aus der RDB zur OWL
Ontologie. (U¨bernommen aus [SHA11])
Semantisches Muster
Ein Beispiel fu¨r ein einfaches Muster ist das Muster
”
<Plant Part> <Becomes.Verb>
<Color>“. Der Satz
”
Leaf turns to yellow“ erfu¨llt dieses semantische Muster. Das
Muster beschreibt die Konzepte
”
Plant“ und
”
Color“. Die Beziehung zwischen den
beiden Konzepten wird durch das Verb
”
Becomes“ ausgedru¨ckt.
(Beispiel u¨bernommen aus [DHR08])
3.2. Ontologieextraktion aus einer relationalen Datenbank
Neben der Extraktion von Ontologien aus Text gibt es Ansa¨tze, die aus relationalen Daten-
banken Ontologien extrahieren. Das Verfahren von Santoso et al. [SHA11] ist ein konkretes
Verfahren. Als Grundlage der Datenextraktion wird eine bereits bestehende Konzepthier-
archie verwendet. Konzepthierarchien werden von Doma¨nenexperten bereitgestellt. Mittels
dieses Hintergrundwissens ermittelt der Algorithmus u¨ber die Fremdschlu¨sselverbindung
Verknu¨pfungsketten mit anderen Tabellen. Bei schwierigen Entscheidungen ist die Inter-
aktion des Benutzers gefragt. Daher bietet dieses Verfahren nur eine semi-automatische
Ontologiekonstruktion.
Tabelle 3.1 zeigt die Beziehung zwischen den Komponenten einer relationalen Datenbank
und den Komponenten einer OWL-Ontologie. Diese Definition erleichtert die Erzeugung
der OWL-Ontologie erheblich. Anschließend muss der Algorithmus die Beziehungen zwi-
schen den Klassen bestimmen.
Abbildung 3.1 zeigt die beispielhafte Abbildung einer relationalen Datenbank in eine OWL-
Ontologie. Die Tabelle 1 beschreibt in diesem Beispiel die Aktivita¨ten. Diese sind nach der
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Relation Primary Key Foreign Key
Staff (LectID int, Room int) LectID N
Staff-Default (LectID int, Ad-
dress string)
LectID LectID referring to LectID in
Staff
Tabelle 3.2.: Schema einer relationalen Datenbank. (Auszug aus [LDW05])
Analyse des Algorithmus eine Unterklasse des Programms. Ein Programm wiederum ist
eine Unterklasse einer Sektion. Auf der Grundlage der Analyse des Algorithmus wird aus
der vorliegenden Datenbankstruktur die danebenstehende OWL-Ontologie erzeugt.
Ein weiteres Verfahren zur Extraktion einer Ontologie aus einer relationalen Datenbank
wurde von Li et al. [LDW05] vorgestellt. Unter Verwendung von Lernregeln wird die Onto-
logie extrahiert ohne ein Zwischenmodell zu verwenden. Die extrahierte Ontologie entha¨lt
Klassen, Eigenschaften, Eigenschaftscharakteristiken, Kardinalita¨ten und Instanzen einer
Klasse. Fu¨nf Gruppen an Lernregeln werden definiert. Fu¨r jede der Informationen, die die
Ontologie (Klassen, Eigenschaften, Eigenschaftscharakteristiken, Kardinalita¨t, Instanzen)
entha¨lt, existiert eine Gruppe an Lernregeln.
Die Idee hinter den Regeln ist, Informationen aus der Datenbank anhand den Informa-
tionen des Schemas zu extrahieren. Dazu beschreiben die Regeln gewisse Bedingungen
(beispielsweise wenn zwei Relationen denselben Prima¨rschlu¨ssel besitzen, beschreiben sie
dasselbe Element), die erfu¨llt sein mu¨ssen, um eine Information zu extrahieren. Informa-
tionen, die extrahiert werden ko¨nnen, sind beispielsweise Klassen, Eigenschaften und Kar-
dinalita¨ten. Anhand von Verlinkungen zwischen Relationen und Informationen innerhalb
der Relationen werden die Informationen extrahiert.
Mittels der Tabelle 3.2 wird im Folgenden ein einfaches Beispiel fu¨r eine Regel zum Zusam-
menfassen von Relationen zu einer Ontologieklasse gezeigt. Die erste Spalte des Schemas
definiert den Relationsnamen und die Attribute. In der zweiten Spalte stehen die Prima¨r-
schlu¨ssel und die letzte Spalte gibt die Fremdschlu¨ssel und die Referenzrelationen an.
Beispiel
Die Regel zum Zusammenfassen von Relationen zu einer Ontologieklasse besagt, dass
Informationen aus mehreren Relationen zusammengefasst werden ko¨nnen, wenn diese
dasselbe Element beschreiben. In Tabelle 3.2 besitzen die Relation
”
Staff“ und
”
Staff-
Default“ denselben Prima¨rschlu¨ssel. Aufgrund desselben Prima¨rschlu¨ssels wird darauf
geschlossen, dass beide Relationen dasselbe Element beschreiben. Somit werden diese
beiden Relationen zu einer Ontologieklasse zusammengefasst.
3.3. Natural Language Interfaces to Databases
Ein weiteres verwandtes Forschungsfeld sind natu¨rlichsprachliche Anfragen an Datenban-
ken (engl. Natural Language Interfaces to Databases). Mittels dieser Systeme ist es mo¨glich
mit natu¨rlicher Sprache eine Datenbankanfrage zu erzeugen. Die Zielsetzung dieser Arbeit
ist, aus natu¨rlicher Sprache mittels Aktiver Ontologien eine Anfrage an eine Datenbank zu
erzeugen. Daher ist dieses Forschungsfeld mit dem Ansatz dieser Arbeit verwandt. Einen
U¨berblick u¨ber die unterschiedlichen Arten der NLIDB-Systeme liefert das Papier von Pa-
zos et al. [PRGBAL+13]. Im Folgenden werden zwei Vertreter dieser Systeme betrachtet.
Zum einen wird ein semantisches Grammatiksystem (Abschnitt 3.3.1) und zum anderen
ein System mit Zwischenrepra¨sentation (Abschnitt 3.3.2) vorgestellt.
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3.3.1. Semantische Grammatiksysteme
Eine Art der NLIDB-Systeme bilden die semantischen Grammatiksysteme. Diese ver-
wenden vordefinierte Grammatiken, um die natu¨rlichsprachlichen Anfragen in eine SQL-
Anfrage zu u¨berfu¨hren. Rao et al. [RAC+10] beschreiben ein solches Verfahren. Die seman-
tische Grammatik besteht aus zwei Teilen: Das Lexikon speichert alle mo¨glichen Worte,
die in der Grammatik vorkommen ko¨nnen. Zum einen entha¨lt es terminierende Symbole,
welche spa¨ter in der Grammatik verwendet werden und zum anderen einzelne englische
Wo¨rter. Den zweiten Teil bilden die Regeln. Diese kombinieren die terminierenden Sym-
bole im Lexikon, um Phrasen oder Sa¨tze zu erzeugen.
Um die natu¨rlichsprachliche Eingabe in eine SQL-Anfrage umzuwandeln, wird die engli-
sche Eingabe zuna¨chst durch die semantische Grammatik zerteilt. Anschließend gleicht ein
Postprozessor Tabellen- und Attributnamen ab und verknu¨pft Tabellen, wenn die Abfrage
mehr als eine Tabelle umfasst. Danach kann der Postprozessor die resultierende SQL-
Anfrage erzeugen und ausgeben.
Das folgende Beispiel, aus dem Papier [RAC+10] veranschaulicht die zwei Teile der seman-
tischen Grammatik.
Beispiel
Dieses Beispiel zeigt einen Eintrag im Lexikon und eine Regel zur Extraktion der
gewu¨nschten Informationen aus einem natu¨rlichsprachlichen Satz.
Eintrag im Lexikon
Ein einfacher Eintrag eines Lexikons sieht folgendermaßen aus:
”
(customer → custo-
mer patron member)“ und
”
(customers → customers patrons members)“. Die linke
Seite dieser Eintra¨ge beschreibt ein Symbol, welches in der Grammatik verwendet
werden kann. Wenn das Wort auf der linken Seite in der Grammatik verwendet wird,
bezieht es sich auf die Wo¨rter auf der rechten Seite des Eintrages.
Regeln
Mittels
”
(ATT TAPE CUSTOMER→ borrowed by customer ATT NUMBER)“ kann
der folgende Satz in der semantischen Grammatik repra¨sentiert werden:
”
borrowed
by member number 22“. Die linke Seite des Pfeils beschreibt ein nicht-terminales
Symbol, welches in anderen Regeln verwendet werden kann. Rechts vom Pfeil steht
eine Kombination von nicht-terminalen Symbolen (Großbuchstaben) und Eintra¨gen
im Lexikon (Kleinbuchstaben). Die Wo¨rter
”
borrowed“,
”
by“ und
”
customer“ sind im
Lexikon vorhanden und
”
ATT NUMBER“ bezieht sich auf ein numerisches Attribut.
Anschließend wird daraus eine SQL-Anfrage erzeugt.
3.3.2. NLIDB-Systeme mit Zwischenrepra¨sentationen
C-Phrase [MON08] ist ein Vertreter der Verfahren, welche die natu¨rlichsprachliche Anfrage
zuna¨chst in eine Zwischenrepra¨sentation umwandelt, aus dieser Zwischenrepra¨sentation
wird anschließend eine Anfrage an eine Datenbank erzeugt. Die Zwischenrepra¨sentation
bei diesem Ansatz baut auf der Logik der ersten Ordnung auf. Das folgende Beispiel aus
[MON08] zeigt die Zwischenrepra¨sentation.
Beispiel
Zwischenrepra¨sentation fu¨r den Satz
”
cities of over 100,000 people in the largest area
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mid-western state“:
{x|City(x) ∧ x.population > 100000 ∧
(∃y)(State(y) ∧ x.state = y.name ∧
LargestByArea(y, State(y) ∧ y.name ∈ {′Indiana′, ...,′Wisconsin′})}
Logik erster Ordnung unterstu¨tzt keine Pra¨dikate ho¨herer Ordnung. Die Autoren erga¨nzen
in ihrem Ansatz die Logik um diese Pra¨dikate. Ein solches Pra¨dikat ho¨herer Ordnung ist
”
LargestByArea“ aus dem vorherigen Beispiel. Das Ergebnis der Umwandlung der Zwi-
schenrepra¨sentation in eine SQL-Anfrage zeigt das folgende Beispiel:
Beispiel
Ergebnis der Umwandlungen der Zwischenrepra¨sentation in eine SQL-Anfrage.
(U¨bernommen aus [MON08].)
SELECT ∗
FROM City AS x
WHERE x . populat ion > 100000 AND
EXISTS (SELECT ∗ FROM
(SELECT ∗ FROM State AS z
WHERE z . name = ’Indiana’ OR . . . OR z . name = ’
Wisconsin’
ORDER BY area DESC LIMIT 1) AS y
where x . s t a t e ) y . name) ;
Zum Umwandeln der natu¨rlichen Sprache in die Zwischenrepra¨sentation wird eine Gram-
matik definiert. Diese bildet die natu¨rlichsprachlichen Wo¨rter auf die einzelnen Teile der
Zwischenrepra¨sentation ab. Das folgende Beispiel zeigt die Grammatik zur Umwandlung
in die Zwischenrepra¨sentation:
Beispiel
Ein Auszug aus der Grammatik zur Umwandlung von natu¨rlicher Sprache in die Zwi-
schenrepra¨sentation. HEAD → 〈”cities”, λx.City(x)〉
PRE → 〈”big”, λf.λx.f(x) ∧ City(x) ∧ x.population > 100, 000
Diese beiden Regeln wandeln die Wo¨rter
”
big“ und
”
cities“ in die entsprechende Dar-
stellung in der Zwischenrepra¨sentation um.
(U¨bernommen aus [MON08].)
3.4. Active
Guzzoni et al. [GBC06, GCB06, GBC07] haben eine Rahmenarchitektur fu¨r Aktive Ontolo-
gien vorgestellt. Wie bereits in den Grundlagen erla¨utert, besteht diese Rahmenarchitektur
aus einem Active-Server zur Ausfu¨hrung der Ontologie, einem Editor und einer Konsole.
Bei Guzzoni werden die Aktiven Ontologien ha¨ndisch erzeugt. In den vorgestellten Beispie-
len beschra¨nken sich die Aktiven Ontologien auf zwei konkrete Einsatzgebiete. Zum einen
auf den klinischen Bereich und zum anderen wurde eine Ontologie zur Abfrage von Restau-
rants und Filmen gebaut. Da beide Aktiven Ontologien per Hand definiert wurden, mu¨ssen
neue Funktionen ebenfalls manuell eingepflegt werden. Die Ontologien ko¨nnen nicht ohne
weiteres auf andere Bereiche angewendet werden. Soll eine der beiden Ontologien auf eine
andere Doma¨ne angewendet werden, so mu¨sste die Ontologie entweder komplett neu er-
zeugt oder dementsprechend ha¨ndisch angepasst werden.
Eine weitere Rahmenarchitektur zu Aktiven Ontologien ist EASIER [BL16, BL18]. EA-
SIER basiert auf der von Guzzoni et al. vorgestellten Rahmenarchitektur. Allerdings wer-
den bei EASIER die Aktiven Ontologien nicht manuell erzeugt, sondern semi-automatisch.
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command
full-
command
subjectcomp-lement verb
zoom direction position order
Abbildung 3.2.: Beispiel fu¨r eine Ontologie von Guzzoni et al. (U¨bernommen aus [GCB06])
Dazu identifizieren Web-Crawler formularbasierte Dienste. Anschließend werden die Meta-
Informationen der HTML-Formulare dieser Dienste extrahiert. Mittels Spektral-Clustering
werden die identifizierten Web-Formulare nach Service-Kategorien kategorisiert. Fu¨r jede
dieser Servicekategorien wird semi-automatisch eine Aktive Ontologie erzeugt. Gemeinsa-
me Merkmale einer Kategorie resultieren in obligatorischen Knoten. Um diese Ontologie
aktiv zu machen, wird fu¨r jeden Knoten mittels der Meta-Informationen der Knoten-
typ bestimmt. Jeder Knotentyp muss mit einer Liste gu¨ltiger Werte versehen sein. Die
in Formularelementen enthaltenen Informationen werden fu¨r Eingabeverifizierungsregeln
verwendet. Sollte ein Formularelement keine Informationen zu gu¨ltigen Werten oder Da-
tentypen enthalten, so muss der Entwickler die entsprechende Regel manuell formulieren.
In Abbildung 3.2 ist die Ontologie von Guzzoni et al. zur Unterstu¨zung von Chirurgen
dargestellt. Die Ontologie erkennt Befehle um gewisse medizinische Instrumente zu be-
wegen. Dazu werden aus den natu¨rlichsprachlichen Eingaben Befehle erzeugt, welche die
Instrumente ausfu¨hren ko¨nnen. Die Struktur der Ontologie ist so aufgebaut, dass diese
gu¨ltige Befehle modellieren kann. Ein Befehl besteht aus
”
Subjekt“,
”
Komplement“ und
einem
”
Verb“. Im Folgenden wird die Funktionsweise der Ontologie mittels der Eingabe
”
endoscope zoom in“ erla¨utert. Auf das Wort
”
endoscope“ reagiert der
”
subject“-Knoten,
”
zoom“ ist in diesem Satz das Verb und
”
in“ wird durch den Komplementknoten
”
zoom“
erkannt. Jeder Knoten, welcher einen Wert erkannt hat, gibt diesen weiter an den Elternk-
noten. Im
”
command“-Knoten wird aus den erkannten Werten der entsprechende Befehl
zusammengesetzt.

4. Analyse und Entwurf
Der Titel der Arbeit lautet
”
Semi-automatische Generierung von Aktiven Ontologien aus
Datenbankschemata“. Zuna¨chst werden in diesem Kapitel verschiedene Ansa¨tze zur Erzeu-
gung einer Struktur aus dem Datenbankschema analysiert. Das Ziel einer Aktiven Ontolo-
gie ist, aus einer natu¨rlichsprachlichen Eingabe eine Anfrage an eine Datenbank zu erzeu-
gen. Damit eine valide Anfrage erzeugt werden kann, muss eine entsprechende Struktur
vorhanden sein. Die Struktur ist schlussendlich fu¨r den Aufbau der Anfrage zusta¨ndig und
muss daher im Voraus sorgfa¨ltig modelliert werden. Im Rahmen dieser Arbeit ist das Ziel,
die Struktur semi-automatisch aus Datenbankschemata zu erzeugen. Neben der Struktur
der Ontologie beno¨tigt eine Aktive Ontologie Sensorknoten, um natu¨rlichsprachliche Kon-
strukte zu erkennen. Die Befu¨llung der Sensorknoten geschieht in dieser Arbeit ebenfalls
semi-automatisch. Die Analyse geht hierbei darauf ein, wie die Daten aus der Datenbank
entsprechend angereichert werden ko¨nnen, um diese anschließend den Sensorknoten zur
Verfu¨gung zu stellen. Im ersten Unterkapitel (Abschnitt 4.1) werden verschiedene Ansa¨tze
diskutiert und analysiert. Im zweiten Teil dieses Kapitels (Abschnitt 4.2) wird basierend
auf der Analyse ein Entwurf zur Lo¨sung des Problem vorgestellt.
4.1. Analyse
Das Ziel der Arbeit ist aus einem Datenbankschema eine Aktive Ontologie (AO) zu er-
zeugen. Wa¨hrend der Erzeugung der Struktur fu¨r die AO mu¨ssen diverse Entscheidungen
getroffen werden. Abschnitt 2.1.1 beschreibt den Aufbau einer AO und die mo¨glichen
Knotentypen. Im Verlaufe des Erzeugungsprozesses muss beispielsweise entschieden wer-
den, ob ein Sammelknoten oder ein Auswahlknoten verwendet werden soll. Eine weitere
Entscheidung ist die Wahl der entsprechenden Sensorknoten. Bei der Erzeugung der Sen-
sorknoten gilt es zusa¨tzlich zu bestimmen, ob ein Knoten obligatorisch oder optional ist.
Wenn dies nicht aus den Daten bestimmt werden kann, muss dies durch den Entwickler
manuell angepasst werden. Des weiteren mu¨ssen fu¨r die Pra¨fix- und Postfixknoten ent-
sprechende Formulierungen definiert werden. Da diese nicht in der eigentlichen Datenbank
gespeichert werden, mu¨ssen sie entweder aus gegebenen Texten generiert oder ha¨ndisch
erzeugt werden. Diese Entscheidungen beeinflussen die Zusammensetzung des Befehls an
die Datenbank, welcher durch die AO erzeugt wird. Zusa¨tzlich zum Aufbau der Struktur
muss entschieden werden, ob viele kleine oder wenige große AOs erzeugt werden sollen. Im
Folgenden werden verschiedene Ansa¨tze zur Erzeugung der Struktur skizziert und analy-
siert. Abschließend werden die Vor- und Nachteile von vielen kleinen gegenu¨ber wenigen
großen AOs diskutiert.
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4.1.1. Manuelle Erzeugung der Aktiven Ontologie
Zuna¨chst wird ein manueller Ansatz betrachtet. Die AO wird von Hand erzeugt und ge-
wartet, dazu werden die Daten in der Datenbank betrachtet und daraus eine AO erzeugt.
Da aus der Struktur die Anfrage an die Datenbank entsteht, muss diese so gewa¨hlt wer-
den, dass die entstehende Anfrage zu den Daten in der Datenbank passt. Dazu muss der
Entwickler beim modellieren der AO die Struktur der Daten in der Datenbank beachten.
Ein Vorteil der manuellen Erzeugung ist, dass der Entwickler fu¨r jeden Knoten entscheiden
kann, welcher Knotentyp verwendet werden soll. In diesem Fall kann der Entwickler seine
Erfahrung dazu nutzen, immer den bestmo¨glichen Knotentyp zu verwenden. Auch fu¨r die
Auswahl der Sensorknoten ist der Entwickler verantwortlich. Die erzeugte Aktive Onto-
logie aus diesem Ansatz ist daher ideal auf die Daten in der Datenbank angepasst. Der
Entwickler kann zusa¨tzlich zu den Knotentypen und der Wahl der Sensorknoten definie-
ren, welche Eigenschaften obligatorisch oder optional sind. Genauer bedeutet dies, welche
Sensorknoten auf jeden Fall feuern mu¨ssen und welche nicht unbedingt feuern mu¨ssen.
Wenn eine Anfrage eines Benutzers nicht erkannt oder beantwortet werden kann, so wer-
den die beno¨tigten Informationen ha¨ndisch zur AO hinzugefu¨gt. Ein Problem des Ansatzes
ist, dass dieser sehr viel Vorwissen des Entwicklers beno¨tigt und zudem sehr zeitintensiv
ist. Fu¨r große Datensa¨tze ist dieser Ansatz aufwa¨ndig. Aus dem kompletten Datensatz
mu¨ssen die Konzepte extrahiert, ihre Verbindungen zueinander definiert und die gu¨ltigen
Werte fu¨r die Sensorknoten eingetragen werden. Das manuelle Erzeugen einer AO ist nur
fu¨r kleinere Beispieldatensa¨tze mit akzeptablem Aufwand umsetzbar.
Der manuelle Ansatz basiert sehr stark auf der Versuch-und-Irrtum-Methode (engl. trial-
and-error approach). Nicht beantwortete Anfragen mu¨ssen durch den Entwickler manuell
ausgewertet und die entsprechenden Formulierungen zur AO hinzugefu¨gt werden.
4.1.2. Erzeugung aus bestehenden Datenbankanfragen
Eine andere Mo¨glichkeit zur Erzeugung der AO ist eine Variante der manuellen Erzeugung.
Hierfu¨r werden die bisherigen Anfragen an eine Datenbank analysiert, um die Formulierun-
gen auf die Anfragen abzustimmen. Auf der Grundlage der bestehenden Anfragen ko¨nnen
Daten ausgeschlossen werden, die nie angefragt werden. Dies erleichtert dem Entwickler
die Erzeugung der AO, da im ersten Schritt nur die bisher angefragten Daten in der AO
modelliert werden mu¨ssen. Im folgenden Beispiel wird eine solche Konstellation kurz dar-
gestellt.
Beispiel
Die Datenbank entha¨lt Daten zu den Themen
”
Auto“,
”
Flugzeug“,
”
Fahrrad“ und
”
Skateboard“. Bei der Analyse der Anfragen ist herausgekommen, dass die Themen
”
Auto“,
”
Flugzeug“ und
”
Fahrrad“ sehr ha¨ufig angefragt wurden. In diesem Fall wird
die AO fu¨r die Daten aus diesen Themen modelliert und die Daten zu
”
Skateboard“
werden ausgelassen. Diese ko¨nnen in einem spa¨teren Schritt nachgeliefert werden,
sobald entsprechende Anfragen vorliegen.
In einem spa¨teren Schritt kann die AO, um die bisher nicht angefragten Daten, erweitert
werden. Durch diese vorherige Analyse kann der Arbeitsaufwand reduziert werden.
Die Sensorknoten wurden Anhand der bisherigen Anfragen modelliert. Dies ermo¨glicht
auch die Beantwortung von Anfragen, die a¨hnlich formuliert sind. Kombinationen aus
Pra¨fix, dem eigentlichen Wert und dem Postfix sind bei AOs variabel.
Dieses Verfahren ist eine Vereinfachung der manuellen Variante. Zusa¨tzlich sind die Formu-
lierungen an tatsa¨chlichen Anfragen angelehnt, sodass die Erkennungsrate von Anfragen
ho¨her ist, als in der manuellen Variante. Allerdings ist auch bei diesem Ansatz der Mo-
dellierungsaufwand durch den Entwickler sehr hoch. Zudem ist problematisch, dass durch
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das Aussortieren von nicht angefragten Themen viele Nutzeranfragen nicht beantwortet
werden ko¨nnen. Wie auch die manuelle Variante, basiert dieser Ansatz auf der Versuch-
und-Irrtum-Methode (engl. trial-and-error approach).
4.1.3. Generelle Aktive Ontologie
Ein weiterer Ansatz basiert auf einer bereitgestellten generellen AO. Im Grundlagenkapitel
wurde Schema.org (Abschnitt 2.3) vorgestellt. Schema.org entha¨lt Schemas, mit denen be-
stimmte Daten beschrieben werden ko¨nnen. Fu¨r diese Schemas ko¨nnten AOs erzeugt wer-
den. Wenn dann ein solches Schema fu¨r die Daten in der Datenbank verwendet wird, kann
auf diese AO zuru¨ckgegriffen werden. Jeder, der die Schemas von Schema.org verwendet,
ha¨tte somit Zugriff auf vordefinierte AOs. Schema.org besitzt Schemas fu¨r unterschiedliche
Themengebiete, fu¨r jedes dieser Themengebiete mu¨sste eine AO angelegt werden. Sind in
der Datenbank mehrere unterschiedliche Themengebiete gespeichert, so werden mehrere
dieser generellen AOs beno¨tigt. Die Sensorknoten der AO ko¨nnen mit den Daten aus der
Datenbank befu¨llt werden. Pra¨fix und Postfixknoten mu¨ssten in diesem Fall ha¨ndisch er-
zeugt werden, da die Datenbank keine Informationen zu Formulierungen speichert.
Ein großes Problem bei diesem Ansatz ist, dass aktuell keine generischen AOs existieren.
Dies macht es unmo¨glich diesen Ansatz zu verwenden. Ein weiteres Problem ist, dass die
generellen AOs alle Informationen eines Schemas beinhalten. Wird in einer Datenbank nur
ein Teilschema beno¨tigt, so muss entweder die entsprechende Teilontologie aus der generel-
len AO extrahiert werden oder es wird die komplette AO verwendet. Zusa¨tzlich mu¨sste der
Entwickler die einzelnen Knoten u¨berpru¨fen und gegebenenfalls den Knotentyp entspre-
chend anpassen. Auch mu¨ssen die Kardinalita¨ten entsprechend an die eigenen Bedu¨rfnisse
ha¨ndisch angepasst werden. Ob Eigenschaften obligatorisch oder optional sind, kann nur
der Entwickler entscheiden.
4.1.4. Struktur der Datenbank in Aktive Ontologie u¨bertragen
Beim letzten Ansatz wird die Struktur der Datenbank direkt in die AO u¨bertragen. Die Da-
ten in der Datenbank liegen in einer bestimmten Struktur vor, diese kann dazu verwendet
werden eine AO zu erzeugen. Eine AO beno¨tigt eine Struktur, da diese fu¨r die Zusammen-
setzung des Befehls an die Datenbank verantwortlich ist. In diesem Ansatz entha¨lt der aus
der AO resultierende Befehl bereits die Struktur der Daten. Daraus la¨sst sich einfach die
Anfrage an die Datenbank erzeugen. Der komplexe Teil dieses Ansatzes ist die Extraktion
der Struktur aus der Datenbank. Bei relationalen Datenbanken beispielsweise setzt sich das
Schema mo¨glicherweise aus unterschiedlichen Tabellen zusammen. Des Weiteren kann es
vorkommen, dass die Sprache der Bezeichnungen der Eigenschaften oder Tabellen von der
Sprache der Daten abweicht. Im Rahmen der automatischen U¨berfu¨hrung der Struktur der
Datenbank in die AO kann nicht festgestellt werden, welche Eigenschaften obligatorisch
oder optional sind. In diesem Fall muss der Entwicklung diese Einstellungen im Nachhin-
ein anpassen. Wenn das Schema der Datenbank direkt in eine AO u¨berfu¨hrt wird, entha¨lt
diese auch Eigenschaften, die nicht in der AO auftauchen sollen (interne IDs, ...). Daher
muss der Entwickler vorher festlegen, welche Eigenschaften nicht exportiert werden sollen.
Werden Daten zu einem neuen Themengebiet in die Datenbank eingefu¨gt, so wird nach
dem selben Muster eine neue AO erzeugt. Dies hat den Vorteil, dass die bestehende AO
nicht aktualisiert werden muss.
4.1.5. Gruppieren der Daten in Aktiven Ontologien
Nachdem der entsprechende Ansatz zur Erzeugung von Aktiven Ontologien gewa¨hlt wurde,
gilt es zu entscheiden, ob viele kleine oder wenige große Ontologien erzeugt werden sollen.
In diesem Abschnitt werden die Vor- und Nachteile beider Varianten diskutiert. Zuna¨chst
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wird auf die Variante mit vielen kleinen Ontologien eingegangen und anschließend auf die
Variante mit wenig großen Ontologien.
Beispielsweise ko¨nnen fu¨r jeden Typ (Restaurant, Autowerkstatt, Kiosk) Ontologien er-
zeugt werden. Die hierbei entstehenden Ontologien enthalten ausschließlich Knoten zu
den Eigenschaften dieser Typen. Ebenfalls enthalten die Sensorknoten nur die Werte zu
den Elementen des entsprechenden Typs. Dadurch kann jeder Sensorknoten schneller aus-
werten, ob in der natu¨rlichsprachlichen Anfrage ein Wort aus der Wortliste enthalten
ist. Da bei dieser Variante viele kleine Ontologien erzeugt werden, gibt es insgesamt im
ActiveServer (Abschnitt 2.1.2) viele Ontologien und somit auch viele Sensorknoten, die
ausgewertet mu¨ssen. Dies kann unter Umsta¨nden dazu fu¨hren, dass die Auswertung einer
natu¨rlichsprachlichen Anfrage la¨nger dauert. Bei vielen kleinen Ontologien kann bei der
Modellierung unterschieden werden, ob jede AO alle Eigenschaften des Typs modelliert
oder nur die Eigenschaften, die fu¨r diesen Typ charakteristisch sind. Wenn eine AO nur
die Eigenschaften modelliert, die fu¨r den Typ charakteristisch sind, so muss eine Verbin-
dung zur AO bestehen, welche die weiteren Eigenschaften des Typ besitzt. Im Folgenden
werden die beiden Szenarien anhand eines Beispiels erla¨utert.
Beispiel
Zuna¨chst werden beispielhaft drei Typen mit ihren Eigenschaften aufgezeigt.
LocalBusiness
name
adre s s e
Restaurant
name
adre s s e
o¨ f f n u n g s z e i t e n
Pizzeria
name
adre s s e
o¨ f f n u n g s z e i t e n
s p e i s e k a r t e
Hierbei ist
”
Pizzeria“ eine Unterklasse von
”
Restaurant“ und
”
Restaurant“ eine Un-
terklasse von
”
LocalBusiness“. Es ist zu sehen, dass sich einige Eigenschaften bei allen
drei Typen u¨berschneiden. Im Fall von vielen kleinen Ontologien, bei denen jede Ei-
genschaft modelliert wird, wu¨rden alle Eigenschaften in den AOs auftauchen. Hierbei
wu¨rden die Eigenschaften
”
name“,
”
adresse“ und
”
o¨ffnungszeiten“ dupliziert werden.
Im zweiten Fall, es werden nur Eigenschaften erzeugt, die fu¨r den Typ charakteristisch
sind, werden diese Duplikate nicht erzeugt. Es wird eine AO fu¨r den Typ
”
LocalBusi-
ness“, mit den Eigenschaften
”
name“,
”
adresse“, erzeugt. Des Weiteren wird eine AO
fu¨r
”
Restaurant“ mit der Eigenschaft
”
o¨ffnungszeiten“ und eine AO
”
Pizzeria“ mit
der Eigenschaft
”
speisekarte“ erzeugt. Hierbei mu¨ssen in den jeweiligen Ontologien
Verlinkungen zur u¨bergeordneten Ontologie bestehen. Des Weiteren mu¨ssen die ent-
sprechenden Werte der Typen in die Sensorknoten der richtigen AOs geschrieben
werden. Beispielsweise mu¨ssen fu¨r den Typ
”
Pizzeria“ die Namen in die Liste der
gu¨ltigen Werte fu¨r den Sensorknoten des Typs
”
LocalBusiness“ geschrieben werden.
Im ersten Fall existieren viele doppelte Sensorknoten. Der Aufwand diese zu erzeugen ist
allerdings relativ gering. Im zweiten Fall ist dieser etwas ho¨her, allerdings existieren an-
schließend keine doppelten Sensorknoten.
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Bei wenigen großen AOs werden die einzelnen Typen unter den allgemeinsten Typen zu-
sammengefasst. Beim vorherigen Beispiel wu¨rden die Typen
”
Restaurant“ und
”
Pizzeria“
unter dem Typ
”
LocalBusiness“ zusammengefasst. Der Vorteil dieses Ansatzes ist, dass nur
wenige, aber dafu¨r sehr große Ontologien entstehen. Die Liste der gu¨ltigen Werte in den
Sensorknoten enthalten alle Werte der Subtypen, dadurch wird eventuell die Auswertung
der einzelnen Sensorknoten langsamer. Duplikate sind in diesem Fall nicht vorhanden, da
alle Eigenschaften in die Struktur des Obertyps verschmolzen werden.
4.2. Entwurf
Dieses Kapitel erla¨utert den Entwurf fu¨r die Umsetzung des Ansatzes dieser Arbeit. Bei
der Analyse (Abschnitt 4.1) wurden vier Ansa¨tze zur Erzeugung einer Aktiven Ontologie
aus Datenbankschemata erla¨utert. Diese Arbeit verwendet die Struktur der Daten in der
Datenbank zur Erzeugung von Aktiven Ontologien. Das Datenbankschema eignet sich zur
Extraktion der Struktur. Wenn die Struktur aus der Datenbank verwendet wird, ist die
Erzeugung der Anfrage an die Datenbank am Ende des Verfahrens sehr viel einfacher.
Die beiden manuellen Ansa¨tze stellen keine Alternative dar, da der manuelle Aufwand
in beiden Fa¨llen zu groß ist. Der letzte Ansatz, die Verwendung von generellen Aktiven
Ontologien scheitert daran, dass es fu¨r Schema.org (Abschnitt 2.3) keine vordefinierten
Aktiven Ontologien gibt.
Zur Umsetzung des gewa¨hlten Ansatzes ist das Zusammenspiel verschiedener Komponen-
ten no¨tig. Zum einen wird eine Datenbank verwendet, in der die Daten gespeichert sind
und zum anderen wird ein intelligenter Assistent zur Speicherung der Formulierungen und
Synonymen verwendet. Es gilt die beiden Datenquellen zusammenzufu¨hren und daraus
eine Aktive Ontologie, mit den entsprechenden Sensorknoten, zu erzeugen. Zuna¨chst wird
auf die mo¨glichen Datenbanken (Abschnitt 4.2.1) und die intelligenten Assistenten (Ab-
schnitt 4.2.2) eingegangen. Die Daten aus diesen beiden Systemen werden in ein Zwischen-
format (Abschnitt 4.2.3) exportiert. Werte im Zwischenformat, fu¨r die keine Synonyme
vorliegen, werden mittels eines Wo¨rterbuchs (Abschnitt 4.2.4) um entsprechende Synony-
me erga¨nzt. Der letzte Schritt des Ansatzes ist die Erzeugung der Aktiven Ontologien
aus dem Zwischenformat. Dazu werden die im Zwischenformat gespeicherten Strukturen
eingelesen und die Aktiven Ontologie anhand dieser Struktur aufgebaut. Dies wird im an-
schließenden Abschnitt 4.2.5 dieses Kapitels erla¨utert. Das Erzeugen der Datenbankanfrage
mittels der Aktiven Ontologie ist der vorletzte Abschnitt 4.2.6 dieses Kapitels. Der letzte
Abschnitt 4.2.7 stellt einen Sonderfall in diesem Verfahren dar. Es wird der Entwurf des,
in den Grundlagen vorgestellten Bag-of-Word-Mechanismus (Abschnitt 2.5.1), dargestellt.
Im Folgenden wird zuna¨chst eine U¨bersicht u¨ber die Module des Ansatzes gezeigt.
Abbildung 4.1 zeigt eine abstrakte Sicht des Lo¨sungsansatzes. Auf der linken Seite ist
oben die Datenbank zu sehen und unterhalb davon der intelligente Assistent. In der Da-
tenbank werden die anzufragenden Daten gespeichert. Der intelligente Assistent entha¨lt die
Formulierungen und Synonyme fu¨r das Anreichern der Daten. Aus beiden Systemen wer-
den die Daten in ein Zwischenformat exportiert. Dieses Zwischenformat wird im na¨chsten
Schritt zu einem gemeinsamen Zwischenformat zusammengefu¨hrt (zu sehen in der Mitte
der Grafik). Mittels Wo¨rterbu¨chern werden die Daten des Zwischenformats angereichert
und anschließend in die Aktive Ontologie umgewandelt. Dieser Prozess ist auf der rechten
Seite der Grafik zu sehen.
4.2.1. Datenbanken
Zur Speicherung der anzufragenden Daten wird eine Datenbank verwendet. Fu¨r den allge-
meinen Entwurf dieses Verfahrens ist es nicht wichtig, in welcher Art von Datenbank die
Daten gespeichert werden. Es ko¨nnen sowohl relationale, als auch deduktive Datenbanken
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Abbildung 4.1.: Datenflussgraph zum Ansatz dieser Arbeit
verwendet werden. In dieser Arbeit hat die Datenbank zwei Rollen. Zum einen dienen die
Daten in der Datenbank zur Erzeugung der Aktiven Ontologien und zum anderen zum
Beantworten der Benutzeranfragen. Die aus den Daten erzeugte Aktive Ontologie verar-
beitet natu¨rlichsprachliche Anfragen. Eine Anfrage wird durch die Aktive Ontologie in
eine Datenbankanfrage umgewandelt. Diese Datenbankabfrage wird anschließend auf der
Datenbank ausgefu¨hrt, die auch fu¨r die Erzeugung der Aktiven Ontologie verwendet wur-
de. Die Sensorknoten der Aktiven Ontologie reagieren auf Worte aus den Wortlisten der
Sensorknoten. Damit Anfragen an die Datenbank erfolgreich umgesetzt werden ko¨nnen,
mu¨ssen die Sensorknoten mit den Werten aus der Datenbank bestu¨ckt sein. Durch die
Struktur der Aktiven Ontologie wird eine Anfrage zusammengebaut. In speziellen Fa¨llen
ist der Eingriff des Entwicklers no¨tig, um im Wurzelknoten die erzeugte Anfrage anzupas-
sen.
4.2.2. Intelligente Assistenten
Zusa¨tzlich zu den Daten aus der Datenbank werden Formulierungen und Synonyme zum
Anreichern der Sensorknoten der Aktiven Ontologien beno¨tigt. Diese Informationen ko¨n-
nen aus intelligenten Assistenten, wie Dialogflow oder Watson, exportiert werden. Im Rah-
men dieser Arbeit existieren beispielsweise Modellierungen zu den Daten in der Datenbank
in Dialogflow. Der Vorteil hierbei ist, dass die Formulierungen und Synonyme auf die Da-
ten in der Datenbank angepasst sind. Daher sind die Informationen fu¨r die Anreicherung
der Aktiven Ontologie von besonderer Bedeutung. Die Formulierungen werden zur Anrei-
cherung der Sensorknoten mit Pra¨- und Postfixlisten verwendet. Synonyme werden dazu
verwendet, die Werte aus der Datenbank anzureichern.
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Beispiel
In der Datenbank gibt es fu¨r den Typ eines Elements den Wert
”
Restaurant“. Dia-
logflow besitzt fu¨r diesen Wert die Synonyme
”
Lokal“ und
”
Gaststa¨tte“. Mit den In-
formationen aus Dialogflow kann der Wert aus der Datenbank angereichert werden,
sodass auch andere Worte fu¨r den Typ
”
Restaurant“ verwendet werden ko¨nnen.
Im Folgenden verdeutlicht ein Beispiel die Verbindung zwischen natu¨rlichsprachlicher Ein-
gabe, Informationen aus Dialogflow und den Sensorknoten der Aktiven Ontologie.
Beispiel
Zuna¨chst wird in diesem Beispiel die Benutzeranfrage definiert. Anschließend die Mo-
dellierung einer Beispielfrage in Dialogflow. Abschließend werden die Sensorknoten
einer Aktiven Ontologie zur Beantwortung der gegebenen Frage dargestellt.
Benutzeranfrage
Die Benutzeranfrage lautet:
”
Wo gibt es in Karlsruhe eine Post?“
Dialogflow
In Dialogflow sind folgende Fragen modelliert.
Wo gib t es in { entityTyp : l o c a t i o n } e in { entityTyp : type } .
Wo g ib t es in { entityTyp : l o c a t i o n } e ine { entityTyp : type } .
Das Entity zur
”
location“ entha¨lt die folgenden Eintra¨ge:
Karlsruhe − Karlsruhe ,KA, Karlsruh
Fu¨r das Entity
”
type“:
Post − Postamt , Post
Bei der Definition der Entities gibt das Wort vor
”
-“ den Wert aus der Datenbank an
und die Wo¨rter danach definieren die Synonyme.
Aktive Ontologie
Die Aktive Ontologie hat in diesem Fall zwei Sensorknoten fu¨r die Datenbankwer-
te. Zusa¨tzlich fu¨r jeden Knoten sowohl einen Pra¨- als auch einen Postfixknoten.
Wurzel
location
prefix value postfix
type
prefix value
Fu¨r den
”
value“-Knoten von
”
location“ besteht die Liste aus Wo¨rtern, die erkannt
werden sollen, aus den Wo¨rtern vom Entity-Typ
”
location“ (siehe Definition oben).
Der Pra¨fixknoten entha¨lt beispielsweise die Formulierung, die in Dialogflow vor dem
Entity-Typ steht. In diesem Fall entha¨lt der Pra¨fixknoten also
”
Wo gibt es in“. Als
Postfix wird das was, nach dem Entity-Typ steht verwendet, also
”
ein“,
”
eine“.
34 4. Analyse und Entwurf
Beim
”
value“-Knoten von
”
type“ besteht die Wortliste aus den Werten des Entity-
Typs
”
type“. Der Pra¨fixknoten entha¨lt das Wort
”
ein“ und
”
eine“. In diesem Fall
gibt es keinen Postfixknoten, da nach dem Entity-Typ
”
type“, in der Definition in
Dialogflow, der Satz endet.
Natu¨rlichsprachliche Anfragen
Wird nun beispielsweise die Anfrage
”
Wo gibt es in Karlsruhe eine Post?“ gestellt,
so reagieren die entsprechenden Sensorknoten auf die Worte im Satz und geben die-
se weiter. Aufgrund der Informationen aus Dialogflow kann auch folgende Anfrage
beantwortet werden:
”
Wo gibt es in KA ein Postamt?“. Ohne die Informationen aus
Dialogflow ko¨nnte beispielsweise
”
Postamt“ nicht auf den Wert
”
Post“, welcher in der
Datenbank steht, abgebildet werden. Der Sensorknoten der Aktiven Ontologie feuert
in diesem Fall nur, wenn zusa¨tzlich zum gu¨ltigen Wert auch ein Pra¨- und/oder Postfix
gegeben ist.
4.2.3. Zwischenformat
Die Daten aus der Datenbank und dem intelligenten Assistenten werden zuna¨chst in einem
Zwischenformat zusammengefu¨hrt. Das Zwischenformat besteht aus zwei Teilen. In einem
Teil wird die, aus der Datenbank extrahierte, Struktur gespeichert und im anderen die
Werte aus der Datenbank, zusammen mit den Formulierungen und Synonymen aus dem
intelligenten Assistenten. Aus der exportierten Struktur wird in einem spa¨teren Schritt
die Aktive Ontologie erzeugt. Mit den Informationen zu den Formulierungen, Synonymen
und Werten werden im selben Schritt die Sensorknoten der Aktiven Ontologie befu¨llt. In
welchem Format die beiden Teile des Zwischenformats gespeichert werden, ist dem Ent-
wickler u¨berlassen. Wichtig ist aber, dass die beiden Informationen voneinander getrennt
gespeichert werden. Da die Daten im spa¨teren Schritt fu¨r unterschiedliche Zwecke verwen-
det werden.
Fu¨r die Kommunikation der einzelnen Module untereinander ist dieses Zwischenformat
erforderlich. Der Zerteiler (Abschnitt 4.2.5) muss aus diesem Format die Aktive Ontolo-
gie erzeugen. Zudem liefern nicht alle intelligenten Assistenten dasselbe Format. Um dies
auszugleichen wird das Zwischenformat verwendet. Der Export aus den Assistenten muss
hierfu¨r entsprechend umgewandelt werden.
Ein weiterer Aspekt fu¨r das Zwischenformat ist die Austauschbarkeit von Modulen. Da
das definierte Zwischenformat fest ist, kann jedes Modul darauf aufbauen. Soll ein Modul
ausgetauscht werden, so kann bei der Implementierung auf das Zwischenformat geachtet
werden. Es mu¨ssen keine Sonderfa¨lle, wie andere Formate, beachtet werden.
4.2.4. Wo¨rterbu¨cher
Der na¨chste Schritt (auf der rechten Seite der Grafik Abbildung 4.1) beschreibt das Anrei-
chern des bisherigen Zwischenformats durch Synonyme. Bis zu diesem Schritt haben wir
die Struktur und Daten aus der Datenbank, zusammen mit den Informationen aus einem
intelligenten Assistenten, in ein Zwischenformat exportiert. Das Zwischenformat besteht
aus zwei Teilen, dem Teil fu¨r die Struktur und dem Teil fu¨r die Werte, Formulierungen
und Synonyme. Der erste Teil wird in diesem Modul nicht beno¨tigt. Einzig die Werte,
Formulierungen und Synonyme werden verarbeitet.
Dieses Modul wird dazu beno¨tigt, Werte aus der Datenbank, fu¨r die keine Synonyme aus
dem intelligenten Assistenten extrahiert werden konnten, mit Synonymen zu versehen. Da-
zu werden bestehende Wo¨rterbu¨cher verwendet. Die bekanntesten sind GermaNet [HF97]
im Deutschen oder WordNet [Mil95] im Englischen. Zusa¨tzlich dazu gibt es Wiktionary 1,
1www.wiktionary.org
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ein frei zur Verfu¨gung stehendes Wo¨rterbuch in mehreren Sprachen.
Um nun fu¨r ein Wort die Synonyme zu finden, wird in einem Wo¨rterbuch nach dem entspre-
chenden Wort gesucht. Das Problem hierbei ist, dass wahrscheinlich sehr viele Synonyme
fu¨r das gesuchte Wort gefunden werden. Dies liegt daran, dass Wo¨rter unterschiedliche
Bedeutungen haben ko¨nnen. Daher muss die Bedeutung des aktuellen Wortes mo¨glichst
pra¨zise bestimmt werden.
Ein einfacher Ansatz ist, immer den erstbesten Treffer zu verwenden. Hierbei liegt die
Hoffnung darauf, dass das erste Suchergebnis mo¨glichst pra¨zise die Bedeutung des gesuch-
ten Wortes wiedergibt. Dieser Ansatz ist risikobehaftet, da es durchaus sein kann, dass
der erste Treffer die falsche Bedeutung hat. Daraus werden anschließend falsche Synonyme
zum Zwischenformat hinzugefu¨gt. Ein komplexerer Ansatz ist die Suche u¨ber die Struktur.
Auch Wo¨rterbu¨cher besitzen eine Struktur, beispielsweise Oberwo¨rter, verwandte Wo¨rter
oder auch Unterbegriffe. Unter Verwendung der Struktur aus der Datenbank kann ver-
sucht werden, diese mit der Struktur aus dem Wo¨rterbuch zu vergleichen. Dazu wird die
Struktur der Suchergebnisse fu¨r das aktuelle Wort mit der Struktur aus der Datenbank
verglichen. Ist die Struktur identisch oder a¨hnlich genug zu der aus der Datenbank, so wird
das entsprechende Ergebnis verwendet. Schla¨gt die Suche u¨ber die Struktur fehl, muss auf
den einfachen Ansatz zuru¨ckgegriffen werden. Das folgende Beispiel erla¨utert die Suche
u¨ber die Struktur.
Beispiel
Es wird ein Wert aus einem Element zu einer Wanderroute betrachtet. Beispielsweise
hat eine Wanderroute die folgende Eigenschaft mit einem gegebenen Wert:
S c h w i e r i g k e i t s g r a d : e i n f a c h
Aus dem intelligenten Assistenten konnten fu¨r das Wort
”
einfach“ keine Synonyme
extrahiert werden. Also wird mit dem gegebenen Wort im Wo¨rterbuch Wiktionary
gesucht. Fu¨r das Ergebnis in Wiktionary wird nun die Struktur verglichen. Im Er-
gebnis ist ein Oberbegriff definiert, dieser entha¨lt das Wort
”
Schwierigkeitsgrad“. In
diesem Fall stimmt die Struktur aus der Datenbank mit der von Wiktionary u¨berein.
Es kann also davon ausgegangen werden, dass das Ergebnis der Bedeutung des Wor-
tes aus der Datenbank entspricht. Die Synonyme aus dem Ergebnis ko¨nnen extrahiert
und dem Zwischenformat hinzugefu¨gt werden.
Sind die Werte aus der Datenbank in einer anderen Sprache als die, fu¨r die Synonyme
beno¨tigt werden, so muss zusa¨tzlich zum Wo¨rterbuch ein U¨bersetzer verwendet werden.
4.2.5. Erzeugen der Aktiven Ontologie
Der letzte Schritt des Verfahrens ist die Erzeugung der Aktiven Ontologie aus dem Zwi-
schenformat. Mittels eines Zerteilers wird aus dem Teil des Zwischenformats, der die Struk-
tur entha¨lt, die Struktur der Aktiven Ontologie erzeugt. Der andere Teil mit Informationen
zu Formulierungen, Synonymen und den Werten aus der Datenbank wird zur Erzeugung
der Sensorknoten verwendet. Das Beispiel zeigt, wie aus einer beispielhaften, in JSON
definierten, Struktur eine Aktive Ontologie erzeugt wird.
Beispiel
Das JSON fu¨r die Struktur aus dem Zwischenformat:
{
"@type" : "" ,
"name" : "" ,
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"address" :{
"addressLocality" : "" ,
"addressCountry" : ""
}
}
Daraus wird folgende Struktur fu¨r die Aktive Ontologie erzeugt.
Wurzel
@type name address
addressLocality addressCountry
Die Struktur aus den Daten wird direkt in die Aktive Ontologie u¨bertragen.
Nachdem die Struktur fu¨r die Aktive Ontologie erzeugt wurde, werden die Sensorknoten
aus dem zweiten Teil des Zwischenformats erzeugt. Um das folgenden Beispiel zu verein-
fachen, existieren Formulierungen und Synonyme nur fu¨r die Eigenschaft
”
@type“. Fu¨r die
anderen Eigenschaften existieren nur Werte aus der Datenbank.
Beispiel
Zuna¨chst werden die Pra¨- und Postfixinformationen, sowie die Synonym-Informationen
zur Eigenschaft
”
@type“ dargestellt. Anschließend werden kurz die Werte fu¨r die rest-
lichen Eigenschaften eingefu¨hrt.
@type
Pra¨fixinformationen
Wo f i n d e i ch e in
Wo g ib t es e in
Postfixinformationen
mit dem Namen
Synonyme
Restaurant − Gastst a¨ t te , Lokal
Aus diesen Informationen werden zur Aktiven Ontologie die entsprechenden Sensor-
knoten hinzugefu¨gt.
@type
prefix value postfix
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Restliche Eigenschaften
Zuna¨chst werden die Definitionen der Sensorknoten zur Erkennung dargestellt. An-
schließend zeigt eine Grafik, welcher Knoten auf Grundlage dieser Informationen zur
Aktiven Ontologie hinzugefu¨gt wird. Die
”
value“-Knoten enthalten die entsprechend
definierten Werte.
name
Goldener Adler − Goldener Adler , Adler
name
value
addressLocality
Karlsruhe − Karlsruhe , KA
addressLocality
value
addressCountry
Deutschland − Deutschland , DE
addressCountry
value
Nachdem das komplette Zwischenformat verarbeitet wurde, ist die Aktive Ontologie er-
zeugt. Das Resultat aus beiden Beispielen wird im Folgenden dargestellt.
Beispiel
Ergebnis der beiden Beispiele:
Wurzel
@type
prefix value postfix
name
value
address
addressLocality
value
addressCountry
value
Nach der Erzeugung kann der Entwickler manuell Eigenschaften der Ontologie anpassen.
Anschließend ist die Aktive Ontologie bereit fu¨r Verarbeitung von natu¨rlichsprachlichen
Anfragen.
4.2.6. Erzeugen der Datenbankanfrage
Aus den extrahierten Informationen der Aktiven Ontologie kann eine Anfrage an die Da-
tenbank gestellt werden. In speziellen Fa¨llen ist dazu eine manuelle Vera¨nderung durch
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den Entwickler notwendig. Die Struktur der Ontologie sorgt dafu¨r, dass die extrahierten
Informationen sich an der Struktur der Daten aus der Datenbank orientieren. In einfa-
chen Fa¨llen kann daraus direkt eine Anfrage erzeugt werden. Das folgende Beispiel zeigt
schematisch die Erzeugung einer solchen Anfrage, ohne auf datenbankspezifische Details
einzugehen.
Beispiel
Es wird die Ontologie aus dem Beispiel des vorherigen Abschnitt 4.2.5 betrachtet. Fu¨r
die Eingabe
”
Wo finde ich ein Restaurant in Karlsruhe“, sehen die durch die Aktive
Ontologie extrahierten Informationen wie folgt aus:
Parameter1 :
Wurzel . @type : Restaurant
Parameter2 :
Wurzel . address . a d d r e s s L o c a l i t y : Karlsruhe
Mit diesen Informationen kann nun direkt eine Anfrage an die Datenbank erzeugt wer-
den. Im Fall von Parameter 2 kann beispielsweise folgende Anfrage erzeugt werden:
Suche nach allen Elementen, die eine Eigenschaft
”
address“ haben, welche wiederum
eine Eigenschaft
”
addressLocality“ besitzt. Vergleiche fu¨r diese Eigenschaft den Wert
aus der Datenbank mit dem gesuchten Wert
”
Karlsruhe“. Wenn eine U¨bereinstim-
mung gefunden wurde, ist das entsprechende Element ein Teil des Ergebnisses.
Solche Anfragen ko¨nnen automatisiert erzeugt werden. Schwieriger wird es, wenn fu¨r be-
stimmte Eigenschaften komplexere Anfragen ausgefu¨hrt werden sollen. Beispielsweise soll
im Fall von Adressen nicht auf Gleichheit u¨berpru¨ft werden, sondern ob ein gegebenes
Wort in der Adresse enthalten ist. Fu¨r diese Fa¨lle muss der Entwickler die Erzeugung der
Datenbankanfrage entsprechend anpassen.
4.2.7. Bag-of-Words-Mechanismus
Zur Beantwortung ganz spezieller Anfragen wird ein Bag-of-Words-Mechanismus (Ab-
schnitt 2.5.1) verwendet. Dieser Mechanismus beinhaltet die Wichtigkeit von bestimmten
Worten in einem gewissen Kontext. In einem Beispiel wird kurz veranschaulicht, wofu¨r
dieser Mechanismus beno¨tigt wird.
Beispiel
Es bestehen beispielsweise spezifische Fragen, um nach den O¨ffnungszeiten von etwas
zu fragen.
Wann hat das Restaurant g e o¨ f f n e t ?
Wie s ind d i e O¨ f fnungsze i t en vom Restaurant ?
Hat das Restaurant am Donnerstag g e o¨ f f n e t ?
Aus diesen Fragen werden fu¨r den Bag-of-Word-Mechanismus die signifikanten Wo¨rter
bestimmt. In diesem Fall zum Beispiel:
wann
hat
g e o¨ f f n e t
O¨ f fnungsze i t en
Wenn nun beispielsweise die Frage gestellt wird
”
Wann hat das Restaurant geo¨ffnet“,
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so erkennt dieser Mechanismus die signifikanten Wo¨rter. Daraus kann geschlossen
werden, dass der Benutzer nach den O¨ffnungszeiten fragen mo¨chte.
Die signifikanten Wo¨rter haben allerdings nicht alle die gleiche Gewichtung. Beispielsweise
kann das Wort
”
wann“ signifikanter als das Wort
”
hat“ sein. Daher bekommen all diese
Wo¨rter ein Gewicht, entsprechend der Signifikanz. Dieses Gewicht wird mittels TF-IDF
(Abschnitt 2.5.2) berechnet. TF-IDF verknu¨pft die Termha¨ufigkeit mit der inversen Do-
kumentenha¨ufigkeit.
Bei den Beispielfragen, die zur Erzeugung des Bag-of-Word-Mechanismus verwendet wer-
den, handelt es sich um sehr kurze Fragen. Fu¨r natu¨rlichsprachliche Anfragen werden
meist keine langen Texte geschrieben. Daher wird fu¨r die Gewichtung der Faktoren der
TF-IDF-Formel eine Gewichtung beno¨tigt, die ideal fu¨r kurze Dokumente ist. Ein Do-
kument ist im Rahmen dieser Arbeit eine Gruppe von Fragen zu einem Themengebiet.
Beispielsweise bilden alle Fragen zu Unternehmen eine Gruppe. Fu¨r diesen Fall eignet sich
das
”
augmented“-Gewicht:
0.5 +
0.5 ∗ tft,d
maxt(tft,d)
(4.1)
Hierbei wird die gegebene Ha¨ufigkeit eines Wortes durch die ho¨chste auftretende Ha¨ufigkeit
eines, mo¨glicherweise anderen Wortes, geteilt. Das Ergebnis ist ein gegla¨ttetes Gewicht fu¨r
das gegebene Wort. Damit der Bag-of-Word-Mechanismus auslo¨st, mu¨ssen eine entspre-
chende Menge von Worten kombiniert einen definierten Schwellenwert u¨berschreiten. Wird
der Schwellenwert u¨berschritten, so geht der Bag-of-Word-Mechanismus beispielsweise von
einer Anfrage nach den O¨ffnungszeiten aus. Auf diese Weise ko¨nnen ganz gezielt Eigen-
schaften angefragt werden.

5. Implementierung
Dieses Kapitel beschreibt die Implementierung der einzelnen Module (siehe Abbildung 4.1),
die zur Umsetzung des Ansatzes dieser Arbeit no¨tig sind. Insgesamt wurden fu¨nf Modu-
le implementiert. Die Datenbank fu¨r die Daten und die Informationen des intelligenten
Assistenten bilden jeweils ein separates Modul. Beschrieben wird das Modul zum Export
der Daten aus der Datenbank in Abschnitt 5.4. Der Export aus Dialogflow wird im Ab-
schnitt 5.5 erla¨utert. Das na¨chste Modul in der Abbildung, ist das zum Zusammenfu¨hren
der Informationen aus der Datenbank und Dialogflow (Abschnitt 5.6). Werte aus der Da-
tenbank fu¨r die keine Synonyme vorliegen werden im Modul Wo¨rterbuch (Abschnitt 5.7)
angereichert. Abschließend wird aus den Informationen die Aktive Ontologie erzeugt. Die
Implementierung dieses Moduls ist in Abschnitt 5.8 beschrieben.
Zu Beginn des Kapitels wird eine U¨bersicht u¨ber die Schnittstellen (Abschnitt 5.1) zwi-
schen den Modulen dargestellt. Darin wird auf die Abha¨ngigkeiten zwischen den Modulen
und die Austauschformate eingegangen. Zusa¨tzlich wurden auch einige Anpassungen an
der EASIER-Rahmenarchitektur (Abschnitt 5.2) vorgenommen. Die Anpassungen an der
Rahmenarchitektur sind fu¨r die Umsetzung der einzelnen Module notwendig, daher werden
diese zu Beginn des Kapitels erla¨utert. Anschließend wird auf die Umsetzung der einzelnen
Module genauer eingegangen.
5.1. U¨bersicht
Die Architektur dieser Arbeit besteht aus einzelnen Modulen. Fu¨r jeden Bearbeitungs-
schritt (siehe Abschnitt 4.2) existiert ein eigenes Projekt, welches fu¨r genau eine Aufgabe
implementiert wurde. Dies ermo¨glicht es im Nachhinein neue Module zu entwickeln und
Bestehende zu ersetzen oder die gesamte Architektur zu erweitern.
Abbildung 5.1 stellt die Schnittstellen zwischen den einzelnen Modulen dar. Beim Entwurf
der Schnittstellen wurde darauf geachtet, dass Standardtypen zum Austausch der Daten
verwendet werden. Durch die Verwendung von Standardtypen ko¨nnen die Abha¨ngigkei-
ten zwischen Projekten minimiert werden. Einzig zwischen dem DialogflowDownloader
und dem MergeFormats-Modul besteht eine Abha¨ngigkeit zum Austausch der Sprachinfor-
mationen. Die Informationen, die aus Dialogflow exportiert werden, ko¨nnen nicht mittels
eines Standardtyps u¨bertragen werden. Dies liegt daran, dass sowohl die Formulierun-
gen, als auch die Synonyme u¨ber diese Schnittstelle u¨bertragen werden mu¨ssen. Um die
Schnittstelle mo¨glichst einfach zu halten und die Daten nicht miteinander zu vermischen,
ist ein spezieller Typ notwendig. Dieser speichert die Informationen zu Formulierungen und
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ExportDBStructure Dialogflow-Downloader
MergeFormats
Dictionary
AOParser
<<interface>>
ExportStructureAPI
getStructures() : return 
HashMap<String, JSONObject>
getValuesFilePath() : return String
<<interface>>
DialogflowDownloader
fetchNLInformation() : return 
HashMap<String, 
LanguageNLFormat>
LanguageNLFormat
entities:HashMap<String, JSONArray>
intents:HashMap<String, JSONArray>
getEntities():return HashMap<String, 
JSONArray>
getIntents():return HashMap<String, 
JSONArray>
<<interface>>
MergeFormats
getStructures():return 
HashMap<String, JSONObject>
getValuesFilePath():return String
<<interface>>
Dictionary
getStructures():return 
HashMap<String, JSONObject>
getValuesFilePath():return String
Abbildung 5.1.: Schnittstellen zwischen den Modulen
Synonymen getrennt voneinander innerhalb eines Objektes. Dieses Objekt kann nach Ab-
schluss des Moduls u¨ber die Schnittstelle weitergegeben werden. Ansonsten wird zwischen
den Modulen eine HashMap mit den extrahierten Strukturen ausgetauscht. Die Strukturen
liegen als JSONObject vor, wobei der Schlu¨ssel der jeweilige Typ ist. Zusa¨tzlich existieren
sogenannte Wert-Dateien, diese beinhalten die exportierten Werte aus der Datenbank. Um
diese an das na¨chste Modul weiterzugeben, wird der Pfad zu diesen Dateien u¨bergeben.
Auf diese Weise kann das na¨chste Modul auf die exportierten Werte zugreifen. Zur Reduk-
tion des beno¨tigten Arbeitsspeichers werden diese Werte mittels Dateien u¨bertragen.
Das Modul ExportDBStructure stellt eine Schnittstelle fu¨r das MergeFormats-Modul be-
reit. Mittels dieser Schnittstelle werden die Struktur und Daten aus der Datenbank ex-
trahiert. Ebenfalls fu¨r das MergeFormats-Modul stellt der DialogflowDownloader eine
Schnittstelle fu¨r die Formulierungen und Synonyme aus Dialogflow zur Verfu¨gung. Inner-
halb des MergeFormats-Moduls werden die Informationen zusammengefu¨hrt und anschlie-
ßend kann das Dictionary diese Informationen verwenden. Zwischen dem Dictionary und
dem AOParser existiert eine Schnittstelle zum Austausch des angereicherten Zwischenfor-
mat (entha¨lt Werte, Formulierungen, Synonyme und die Struktur). In der Abbildung 5.1
ist dargestellt, wie die einzelnen Schnittstellen angesprochen werden ko¨nnen.
5.2. EASIER-Rahmenarchitektur
Im Folgenden werden die Anpassungen der EASIER-Rahmenarchitektur (siehe Abschnitt 2.1)
zur Umsetzung des Verfahrens dieser Arbeit beschrieben. Fu¨r die Umsetzung waren zum
einen die Einfu¨hrung von zwei neuen Sensorknoten, sowie Anpassungen an bestehenden
Knoten notwendig. Bei den bestehenden Sensorknoten wurde eingefu¨hrt, dass diese die
Werte aus einer Datei auslesen ko¨nnen. Des Weiteren wurde fu¨r die inneren Knoten die
Weitergabe des Parameternamens angepasst. Zuna¨chst werden in diesem Abschnitt die
beiden neuen Knotentypen erkla¨rt und anschließend die Anpassungen genannt.
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5.2.1. Synonymknoten
Um die Werte in der Datenbank mit Synonymen anzureichern, bietet Dialogflow die so ge-
nannten
”
Entity-Typen“. Die dazugeho¨rigen Entita¨ten besitzen zum einen den Wert und
zum anderen Synonyme. Der Wert einer Entita¨t wird spa¨ter fu¨r die Anfrage an die Daten-
bank verwendet. Erkennt Dialogflow eines der gegebenen Synonyme, so wird dies durch
den entsprechenden Wert der Entita¨t ersetzt und in einem Intent an die Anwendung ge-
sendet. Um diese Funktionalita¨t aus Dialogflow auf die Aktive Ontologie abzubilden, wird
ein Synonymknoten verwendet. Dieser Knoten entha¨lt als Wortliste eine Abbildungsliste,
welche Synonyme und ihre Werte auf die das spezielle Synonym abgebildet werden soll.
Erkennt der Sensorknoten ein Synonym, so wird nicht der Wert des Synonyms weiterge-
geben, stattdessen wird das Synonym durch den Wert (aus der Datenbank) ersetzt.
Auch ohne diese Anpassung unterstu¨tzen die Aktiven Ontologien eine Synonymersetzung.
Diese basiert allerdings auf der Benamung des Knotens. Zum Beispiel existiert ein Sen-
sorknoten mit dem Namen
”
Restaurant“ und einer Wortliste bestehend aus dem Synonym
”
Gaststa¨tte“. Wird nun das Wort
”
Gaststa¨tte“ erkannt, wird der Name des Knotens
”
Re-
staurant“ und der erkannte Wert
”
Gaststa¨tte“ weitergegeben. Bei dieser Art der Implemen-
tierung wird fu¨r jeden Wert in der Datenbank ein Sensorknoten mit dessen Synonymen
beno¨tigt. Fu¨r die neu eingefu¨hrten Synonymknoten, wird diese Synonymersetzung fu¨r alle
Werte der Datenbank in einem Knoten durchgefu¨hrt. Dadurch muss fu¨r jede Eigenschaft
nur ein Synonymknoten erzeugt werden, anderenfalls mu¨sste fu¨r jeden Wert in der Daten-
bank ein Sensorknoten erzeugt werden.
Ohne diese Ersetzung liefert eine Suche in der Datenbank kein Ergebnis.
Zur Umsetzung dieses neuen Knotentyps wurde zum einen eine neue Klasse fu¨r den spe-
ziellen Knotentyp angelegt und zum anderen eine neue Aktion eingefu¨hrt. Das besondere
an der Klasse des Knotentyps ist das Einlesen der Abbildungslisten. Es existieren bereits
Sensorknoten, diese lesen allerdings nur einzelne Wo¨rter aus den Dateien aus und keine
Abbildungen.
Abbildungsliste
Dieses Beispiel zeigt eine Abbildungsliste fu¨r den Datenbankwert
”
Restaurant“. Links
vom Pfeil stehen die Synonyme und rechts vom Pfeil der Wert auf den das Synonym
abgebildet wird.
Restaurant
K l a s s i f i z i e r t e s Gourmetrestaurant→Restaurant
Gourmetrestaurant→Restaurant
Gast s t a¨ t t e→Restaurant
Gasts t a¨ t ten→Restaurant
Gasthaus→Restaurant
Gastha¨user→Restaurant
S p e i s e l o k a l→Restaurant
S p e i s e l o k a l e→Restaurant
Bis auf das Einlesen der Wortlisten ist die neue Klasse identisch zur Klasse, des bereits
bestehenden Sensorknotens.
Besonderheit der neu angelegten Aktion ist die Ersetzung der Synonyme. Der bestehende
Sensorknoten bekommt eine Liste an Wo¨rtern und sobald eines dieser Wo¨rter erkannt
wird, wird dieses an den Elternknoten weitergegeben. In der neuen Aktion werden die
Synonyme als Wortliste verwendet, um zu erkennen, ob der Sensorknoten feuern muss.
Erkennt der Sensorknoten ein Synonym, so wird nicht das Synonym weitergegeben, sondern
der entsprechende Wert. Dazu verwendet die Aktion die eingelesene Abbildungsliste.
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5.2.2. Bag-of-Words-Mechanismus
Zusa¨tzlich zum Abbildungsknoten wurde ein Bag-of-Words-Knoten implementiert. Dieser
wird beno¨tigt um zu erkennen, wenn ein Benutzer gezielt eine bestimmte Eigenschaft (bei-
spielsweise O¨ffnungszeiten) anfragen mo¨chte. Dazu werden aus Beispielfragen, die auf eine
Eigenschaft abzielen (beispielsweise O¨ffnungszeiten) die signifikanten Wo¨rter extrahiert.
Wenn der Bag-of-Words-Mechanismus in einer natu¨rlichsprachlichen Anfrage eine gewisse
Anzahl der signifikanten Wo¨rter erkennt, so wird die Information weitergegeben, dass nach
einer speziellen Eigenschaft gefragt ist.
Der Mechanismus besteht aus einem nicht-terminalen Knoten und mehreren Sensorkno-
ten. Die Sensorknoten enthalten die Wo¨rter und eine Gewichtung, welche die Signifikanz
des Wortes ausdru¨cken. Fu¨r jedes Wort in der Bag-of-Words-Wortliste wird ein eigener
Sensorknoten angelegt. Konfidenzen der Wo¨rter werden im Konstruktoraufruf u¨bergeben.
Sobald ein Sensorknoten ein Wort erkennt, feuert dieser und gibt das Wort inklusive der
Konfidenz an den Elternknoten weiter. Der Elternknoten addiert die Konfidenzen der
Kindknoten und sobald ein bestimmter Schwellwert u¨berschritten wurde, feuert der nicht-
terminale Knoten. Bei diesem nicht-terminalen Knoten handelt es sich um einen Knoten
des Typs Helper-Node (Abschnitt 2.1.1). Dies bedeutet, sobald dieser Knoten feuert, gibt
der Elternknoten eine Konfidenz von 100(ho¨chster Wert) weiter.
Wenn der Bag-of-Words-Mechanismus signifikante Wo¨rter erkannt hat, wird davon ausge-
gangen, dass der Benutzer nach einer bestimmten Eigenschaft fragen mo¨chte. In diesem
Fall gibt dieser Mechanismus einen speziellen Wert an den Elternknoten weiter. Bei die-
sem Wert handelt es sich um den Namen der Eigenschaft, die angefragt werden soll und
einer Wildcard als Wert. Auf diese Weise kann bei der Erzeugung der Datenbankanfrage
erkannt werden, dass nach der Benutzer nach dieser gegebenen Eigenschaft fragt.
Wenn die Anfrage des Benutzers signifikante Wo¨rter entha¨lt um beispielsweise nach O¨ff-
nungszeiten zu fragen, so erkennt der Bag-of-Words-Mechanismus dies. Ist in derselben
Anfrage eine Uhrzeit enthalten, welche durch den Sensorknoten zu den O¨ffnungszeiten er-
kannt wird, dann wird diese Uhrzeit und nicht die Wildcard weitergegeben. In diesem Fall
werden also nicht die O¨ffnungszeiten ausgegeben, sondern Daten mit der gegebenen Uhr-
zeit abgefragt. Ist in dieser Anfrage keine Uhrzeit enthalten, so wird davon ausgegangen,
dass der Benutzer nach O¨ffnungszeiten fragen mo¨chte.
Beispiel
Beispielhaft existiert in der Aktiven Ontologie ein Bag-of-Words-Mechanismus fu¨r
die Adresse. Die Wo¨rter auf die der Bag-of-Words Knoten reagiert sind
”
Wie, ist,
Adresse“. Ebenfalls existiert ein Sensorknoten, welcher die Sta¨dte(
”
Karlsruhe“) der
Restaurants beinhaltet.
Im Folgenden werden die beiden mo¨glichen Fa¨lle veranschaulicht. Mo¨gliche Anfrage
eines Benutzers:
”
Wie ist die Adresse des Restaurants Goldener Adler“. Der Sensor-
knoten zur
”
Stadt“ reagiert in diesem Fall nicht, da
”
Karlsruhe“ nicht in der Anfrage
vorkommt. Die Wo¨rter
”
Wie, ist, Adresse“ werden vom Bag-of-Words-Knoten erkannt.
Aufaddieren der einzelnen Konfidenzen, der erkannten Wo¨rter u¨berschreitet den vor-
her definierten Schwellenwert. Resultat ist, dass nur der Bag-of-Words Knoten feuert
und nicht der
”
Stadt“-Sensorknoten. In diesem Fall geht die Aktive Ontologie davon
aus, dass der Benutzer ausschließlich an der Adresse des gegebenen Restaurants inter-
essiert ist. Dieses Interesse wird mittels einer Wildcard u¨bermittelt. Beim Umwandeln
der extrahierten Informationen in eine Anfrage an die Datenbank, muss anschließend
beachtet werden, dass der Benutzer in diesem Fall ausschließlich die Informationen
zur Adresse erhalten mo¨chte.
Im anderen Fall stellt ein Benutzer mo¨glicherweise folgende Frage:
”
Ist die Adresse von
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Restaurant
name
name terminal
address
addressLocality
addressLocality terminal
addressCountry
addressCountry terminal
Abbildung 5.2.: Ausschnitt aus einer Aktiven Ontologie
Restaurant Goldener Adler Kaiserstraße 15 in Karlsruhe“. Mo¨glicherweise feuert der
Bag-of-Words-Knoten in diesem Fall auch, da die Wo¨rter
”
ist“ und
”
Adresse“ erkannt
wurden. Zusa¨tzlich hat nun allerdings der Sensorknoten mit den Sta¨dten gefeuert, da
”
Karlsruhe“ erkannt wurde. In diesem Fall wird der Suchparameter
”
Stadt“ mit dem
Wert
”
Karlsruhe“ weitergegeben. Der Benutzer mo¨chte also nicht die Adresse eines
Restaurants wissen. Dies erkennt die Aktive Ontologie daran, dass ein Sensorknoten
auf ein Wort in der Anfrage reagiert hat.
5.2.3. Anpassung von bestehenden Knoten
In diesem Abschnitt werden die Anpassungen der bestehenden Knoten dargestellt. Zu-
na¨chst wird beschrieben, wie die Sensorknoten modifiziert wurden, um die Wortliste aus
einer Datei auszulesen. Zudem wurde der Name fu¨r die weitergegebenen Parameter dahin-
gehend angepasst, dass diese Pfadinformationen beinhalten.
Wortliste aus Datei einlesen
Wenn die, aus der Datenbank exportierten, Daten in eine Aktive Ontologie umgewandelt
werden sollen, werden die Wortlisten der einzelnen Sensorknoten sehr lang. Zu einer Ei-
genschaft in der Datenbank gibt es meist viele Werte. Bisher war es so, dass die Werte
eines Sensorknotens in einer Liste in der Java-Klasse verwaltet wurden. Im Rahmen dieser
Arbeit wurde der Sensorknoten dahingehend erweitert, dass die Wortlisten aus einer Datei
geladen werden ko¨nnen. Dazu wurde ein neuer Konstruktor mit einem weiteren Parameter
hinzugefu¨gt. Als Wert fu¨r diesen Parameter wird der Pfad zur Datei angegeben, die Wo¨r-
ter entha¨lt, auf die der Sensorknoten reagieren soll. Beim Initialisieren des Sensorknotens
wird die Datei automatisch eingelesen und eine Wortliste im Objekt erzeugt.
Pfad als Parametername
Eine weitere Anpassung betrifft die Namen der erkannten Parameter. Bisher wurde fu¨r
die Weitergabe eines Wertes nur der Name des eigenen Knotens mitgesendet. Dies wurde
angepasst, sodass anhand des Namens eines Wertes der komplette Pfad zum Blattknoten
nachvollzogen werden kann.
Die Abbildung 5.2 zeigt einen Ausschnitt aus einer Aktiven Ontologie. Bei einer natu¨r-
lichsprachlichen Eingabe (bspw.
”
Karlsruhe“), fu¨r die der Sensorknoten
”
addressLocali-
ty terminal“ anspringt, wird der Name dieses Sensorknotens als Parametername an den
Elternknoten weitergegeben. Beim Knoten
”
addressLocality“ kommt ein Parameter mit
dem Namen
”
addressLocality terminal“ und dem Wert
”
Karlsruhe“ an. Dieser Knoten
gibt diesen Wert wiederum mit seinem Namen weiter. Der Knoten
”
address“ erha¨lt somit
einen Parameter mit dem Namen
”
addressLocality“ und dem Wert
”
Karlsruhe“. Schlus-
sendlich erha¨lt der Knoten
”
Restaurant“ den Parameter
”
address“ mit dem Wert
”
Karls-
ruhe“. Es ist somit im Wurzelknoten nicht mehr mo¨glich festzustellen, woher der Wert
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kommt. Daher wurde diese Weitergabe des Namens in der Rahmenarchitektur angepasst.
Die Sensorknoten werden beim Aufbau des Pfades ignoriert. Dies geschieht anhand der
Endung des Namens eines Sensorknotens. Anschließend liefert jeder Knoten seinen Anteil
am Pfad. Fu¨r das obige Beispiel wu¨rde der Wurzelknoten den Parameter mit dem Namen
”
address.addressLocality“ und dem Wert
”
Karlsruhe“ erhalten. Anhand des Parameterna-
mens la¨sst sich hierbei eindeutig feststellen, woher der Wert urspru¨nglich kommt.
5.3. Zwischenformat
Zur Kommunikation zwischen den einzelnen Modulen ist ein vorher definiertes Zwischen-
format notwendig. Beim Entwurf des Zwischenformats wurde darauf geachtet standardi-
sierte Formate zu verwenden. Die Struktur der Daten in der Datenbank wird mittels eines
JSON-Formats repra¨sentiert.
Struktur JSON
Dieses Beispiel zeigt eine sehr einfache Struktur eines Elements aus der Datenbank,
welches fu¨nf Eigenschaften besitzt. In der Datenbank besitzt dieses Element exakt
dieselbe Struktur, allerdings wird es nicht als JSON gespeichert, sondern in eine
datenbankspezifische Darstellung umgewandelt. Ein Element besitzt immer einen Typ
(
”
@type“), einen Namen (
”
name“) und eine Adresse (
”
adresse“). Die Adresse gliedert
sich wiederum in Stadt (
”
Stadt“) und Land (
”
Land“).
{
"@type" : "" ,
"name" : "" ,
"addresse" : {
"Stadt" : "" ,
"Land" : ""
}
}
Die Werte aus der Datenbank und die natu¨rlichsprachlichen Formulierungen aus Dialogflow
werden in separaten Dateien gespeichert. Natu¨rlichsprachliche Formulierungen werden in
Pra¨- und Postfix-Dateien und die Werte aus der Datenbank in Dateien speziell fu¨r die
Werte gespeichert. Bei diesen Dateien handelt es sich um einfache Textdateien mit einer
speziellen Benamung.
Benamung der Dateien
Fu¨r die Formulierungen (Pra¨- und Postfix-Informationen, Werte aus der Datenbank
und Bag-of-Words-Informationen) existieren unterschiedliche Dateien. Der Inhalt ei-
ner jeden Datei sind Textinformationen. Einzig die Dateiendung unterscheidet die
unterschiedlichen Typen.
Die Werte aus der Datenbank werden in Wert-Dateien gespeichert. In einem spa¨teren
Schritt werden die Werte aus der Datenbank mit den Informationen aus Dialogflow
zusammengefu¨hrt. Im Rahmen des Zusammenfu¨hrens erhalten die Werte aus der Da-
tenbank, die in Dialogflow definierten Synonyme. Diese Synonyme werden ebenfalls
in die Wert-Datei geschrieben. Synonyme werden beno¨tigt, um die Werte in der Da-
tenbank mit unterschiedlichen Ausdru¨cken ansprechen zu ko¨nnen. Zum Beispiel ist in
Dialogflow fu¨r
”
Restaurant“ ein Synonym
”
Gaststa¨tte“ definiert. Mittels dieses Syn-
onyms kann eine natu¨rlichsprachliche Anfrage, welche nach einer
”
Gaststa¨tte“ fragt
entsprechend umgewandelt werden und das Synonym
”
Gaststa¨tte“ durch den Wert
”
Restaurant“ ersetzt werden.
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Wert → . va l
Die Pra¨-/ und Postfix Dateien entstehen beim Zusammenfu¨hren der Informationen
aus Dialogflow mit den Werten aus der Datenbank. Die Formulierungen, die vor
einem Wert aus der Datenbank stehen ko¨nnen, werden in Pra¨fix-Dateien gespeichert.
Formulierungen nach einem Wert stehen in Postfix-Dateien.
P r e f i x → . pre
P o s t f i x → . pos
Der vierte Datentyp entha¨lt Informationen zum Bag-of-Words-Mechanismus und wird
ebenfalls in einer separaten Datei gespeichert.
Bag−of−Words → . bow
Die Daten aus dem Zwischenformat werden in Dateien gespeichert, um den Arbeitsspeicher
nicht zu belasten. Zudem kann so garantiert werden, dass dieses Verfahren auch fu¨r große
Datenbanken funktioniert. Wenn die Daten aus einer Datenbank nicht mehr komplett
im Hauptspeicher gehalten werden ko¨nnen, kann auch das Verfahren zur Erzeugung der
Aktiven Ontologien nicht komplett im Arbeitsspeicher ablaufen.
5.4. Export aus der Datenbank
Dieser Abschnitt beinhaltet den Export der Daten aus der Datenbank in ein vorher defi-
niertes Zwischenformat. Bei der Datenbank handelt es sich um eine deduktive Datenbank,
welche die Daten als Tripel speichert. Ein Tripel besteht aus einem eindeutigen internen
Bezeichner, dem Namen der Eigenschaft und dem Wert der Eigenschaft. Der Wert einer
Eigenschaft kann wiederum einen internen Bezeichner beinhalten. Auf diese Weise ko¨nnen
Tripel miteinander in Verbindung gesetzt werden.
Repra¨sentation eines Elements in Tripeln
Beispielhaft wird im folgenden die Repra¨sentation einer JSON-Datei zu einem Re-
staurant als Tripel dargestellt.
{
"@type" : "Restaurant" ,
"name" : "Goldener Adler" ,
"addresse" : {
"Stadt" : "Karlsruhe" ,
"Land" : "Deutschland"
}
}
Dieses JSON wird folgendermaßen als Tripel repra¨sentiert:
<interneID1 , @type , Restaurant>
<interneID1 , name , Goldener Adler>
<interneID1 , addresse , interneID1 . addresse>
<interneID1 . addresse , Stadt , Karlsruhe>
<interneID1 . addresse , Land , Deutschland>
Beim Exportieren der Daten aus der Datenbank mu¨ssen die Tripel wieder zu JSON-
Objekten zusammengesetzt werden. Die deduktive Datenbank speichert die eingehenden
JSON-Objekte ab, sodass diese theoretisch direkt ausgegeben werden ko¨nnen. Der Grund,
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warum die Tripel zusammengesetzt werden mu¨ssen ist, dass Elemente in der Datenbank
durch Regeln vera¨ndert werden ko¨nnen. Beispielsweise ko¨nnen Eigenschaften zu Elemen-
ten hinzugefu¨gt werden. Diese zusa¨tzlichen Informationen sind nicht im urspru¨nglichen
JSON-Objekt enthalten. Daher ist es notwendig die Tripel zu exportieren und anschlie-
ßend das JSON-Objekt aus diesen Tripeln zu erzeugen.
Die Datenbank stellt eine Export-Funktion bereit, welche die Tripel in eine Datei schreibt.
Ein Tripel erstreckt sich in der Datei u¨ber drei Zeilen. Die erste Zeile entha¨lt die interne
ID, die zweite den Namen der Eigenschaft und in der dritten Zeile steht der Wert oder
eine interne ID.
Export eines Tripels
Beispiel:
<interneID1 , @type , Restaurant>
Dieses Tripel wird exportiert und folgendermaßen in eine Datei geschrieben:
interneID1
@type
Restaurant
Des Weiteren sind die Tripel anhand der internen ID sortiert. Dies bedeutet, dass die Tri-
pel eines Elementes immer hintereinander in der Datei liegen.
Zusa¨tzlich zu den Elementen aus der Datenbank wird die Hierarchie exportiert. Ebenfalls
wird eine Datei angelegt, welche die Abbildung der IDs der Elemente auf ihren entspre-
chenden Typ entha¨lt. Diese beiden Informationen werden nach dem Exportieren aus der
Datenbank geladen. Sie werden fu¨r das Zusammenfu¨hren der Strukturen beno¨tigt. Ein ei-
genes Objekt in diesem Modul verwaltet das Zusammenfu¨hren und Extrahieren der Struk-
turen. Innerhalb dieses Objekts findet die komplette Verarbeitung der zusammengesetzten
JSON-Objekte statt.
Nachdem alle Informationen exportiert wurden, mu¨ssen die Elemente aus der Datenbank
zu JSON-Objekten zusammengesetzt werden. Dazu werden die Dateien, welche die Tripel
enthalten, eingelesen und die zusammengeho¨rigen Tripel zu einem JSON-Objekt zusam-
mengesetzt. Das Resultat ist ein JSON-Objekt, wie im ersten Beispiel dieses Kapitels, vor
der Umwandlung in Tripel. Dieses resultierende JSON-Objekt wird anschließend verwen-
det, um die Struktur und die Werte zu extrahieren.
Zu diesem Zweck wird das komplette JSON-Objekt durchlaufen und die Werte in ent-
sprechende Dateien geschrieben. Existieren zu den Eigenschaften aus dem JSON-Objekt
bereits Dateien, so werden die Werte hinzugefu¨gt. Die bereits bestehenden Werte werden
nicht u¨berschrieben. Ein Dateiname setzt sich zusammen aus dem Typ des Elements und
dem entsprechenden Pfad zum Wert.
Beispiel
Der Typ des Elements ist Restaurant und es existieren zwei Eigenschaften, die Werte
enthalten.
”
@type“ und
”
Stadt“ enthalten einen Wert.
{
"@type" : "Restaurant" ,
"addresse" : {
"Stadt" : "Karlsruhe" ,
}
}
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Aus diesem JSON entstehen zwei Dateien mit Werten.
Restaurant . @type . va l
Restaurant . addres se . Stadt . va l
Die erste Datei entha¨lt die Werte aus der Eigenschaft
”
@type“, also
”
Restaurant“.
”
Restaurant.addresse.Stadt.val“ entha¨lt den Wert
”
Karlsruhe“ aus der Eigenschaft
”
Stadt“.
Auf diese Weise la¨sst sich eine Datei eindeutig einer Eigenschaft aus der Struktur zuord-
nen. Nachdem die Werte aus dem JSON-Objekt in die entsprechende Datei geschrieben
wurden, werden diese aus dem JSON-Objekt entfernt. Das Resultat ist ein JSON-Objekt,
welches Eigenschaften mit leeren Werten besitzt. Dieses leere JSON-Objekt wird dazu ver-
wendet, um die Struktur der Aktiven Ontologie zu erzeugen. Beim Erstellen der Aktiven
Ontologie werden aus den Eigenschaften dieses JSON-Objekts die inneren Knoten erzeugt.
Die Namen der inneren Knoten entspricht den Bezeichnungen der Eigenschaften.
Beispiel
Dieses Beispiel zeigt ein JSON-Objekt, welches fu¨r die Erzeugung der Struktur der
Aktiven Ontologie verwendet wird.
{
"@type" : "" ,
"addresse" : {
"Stadt" : "" ,
}
}
Anschließend wird u¨berpru¨ft, ob fu¨r den aktuellen Typ bereits eine Struktur extrahiert
wurde. Wenn bisher keine Struktur fu¨r den gegebenen Typ vorliegt, wird die Struktur an-
hand des Typs abgespeichert. Innerhalb des Export-Moduls werden die bereits extrahier-
ten Strukturen als JSON-Objekte (siehe vorheriges Beispiel) gespeichert. Dies geschieht in
einer HashMap, wobei der Schlu¨ssel den Typ der Struktur entha¨lt und der Wert das expor-
tierte JSON-Objekt. Ist bereits eine Struktur fu¨r den aktuellen Typ vorhanden, so mu¨ssen
die beiden Strukturen verschmolzen werden. In einem Tripel-Speicher muss nicht jedes
Element eines Typs dieselben Eigenschaften besitzen. Daher ko¨nnen extrahierte Struktu-
ren von unterschiedlichen Elementen desselben Typs andere Eigenschaften aufweisen. Im
Gegensatz zu den Werten aus der Datenbank, werden die Strukturen im Arbeitsspeicher
gehalten. Die Anzahl an unterschiedlichen Typen ist deutlich geringer, als die Anzahl an
Daten.
Auf der Grundlage des ho¨chsten Super-Typs wurden die Strukturen im Rahmen dieser Ar-
beit zusammengefu¨hrt. Im Fall dieser Arbeit existieren fixe Super-Typen. LocalBusiness
definiert den Typ fu¨r Restaurants, Werksta¨tten, Betriebe, usw. SportsActivityLocations
sind beispielsweise Wanderwege, Skipisten, Skilifte, usw. Bei Events handelt es sich um
Veranstaltungen jeglicher Art. Außerdem existiert ein Typ fu¨r Angebote (Offer) und ein
Typ fu¨r o¨ffentliche Pla¨tze (Place). Der Vorteil beim Zusammenfassen auf Basis des Super-
Typs ist, dass wenige Aktive Ontologien erzeugt werden.
Die Ausgabe dieses Moduls beinhaltet die exportierten Strukturen und ein Pfad zu den
Wert-Dateien.
5.5. Export aus Dialogflow
Dialogflow entha¨lt ha¨ndisch definierte Informationen zu Formulierungen und Synonymen.
Diese werden verwendet, um die Pra¨- und Postfix-Knoten, sowie die Synonymknoten der
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Aktiven Ontologie zu erzeugen (siehe Abschnitt 4.2.2). Dadurch wird das Sprachversta¨nd-
nis der Aktiven Ontologie erzeugt. Ohne diese Informationen wa¨re die Aktive Ontologie
nichts anderes als eine Ontologie, die auf Schlu¨sselwo¨rter aus der Datenbank reagiert. Die
Daten in Dialogflow sind auf Basis der Daten in der Datenbank modelliert, das heißt die
Definition der Entita¨ten mit deren Synonymen basiert auf den Werten aus der Datenbank.
Dies ist besonders wichtig, da die Daten in der Datenbank auf Englisch abgespeichert
werden, die Anfrage allerdings auf Deutsch stattfinden soll. Formulierungen sind wichtig,
um herauszufinden, welche Eigenschaften eines Elements ein Benutzer mit seiner Anfrage
adressieren mo¨chte.
In Dialogflow ko¨nnen Agenten (Abschnitt 2.2.1) angelegt werden, welche die Intents und
Entita¨ten enthalten. Zur Verarbeitung der modellierten Informationen werden die Agenten
aus Dialogflow exportiert. U¨ber die API kann ein Agent direkt als ZIP-Datei exportiert
werden. Diese ZIP-Datei entha¨lt alle Informationen zum Agenten, den Intents und En-
tita¨ten. Ein Agent kann Intents und Entita¨ten zu mehreren Sprachen beinhalten. Jeder
Dateiname entha¨lt eine Bezeichnung fu¨r die Sprache des Inhalts. Das folgende Beispiel
erla¨utert die einzelnen Komponenten eines Dateinamens.
Beispiel
Dieses Beispiel zeigt den Dateinamen eines Intents, aus dem Export eines Agenten,
aus Dialogflow. Datalayer SportsActivityLocation openingHours usersays de.json
In diesem Fall handelt es sich um den Intent zu den O¨ffnungszeiten einer
”
SportsAc-
tivityLocation“.
”
usersays“ gibt an, dass diese Datei die annotierten Fragen entha¨lt.
”
de“ bedeutet, dass die annotierten Fragen in deutscher Sprache vorliegen. Das Pra¨-
fix
”
Datalayer“ signalisiert, dass dieser Intent innerhalb der Anwendung direkt an die
Datenbank weitergeleitet werden soll.
Analog gibt es ein Namensschema fu¨r die Entita¨ten, aus denen die Sprache extrahiert
werden kann.
Beispiel
Im Folgenden wird der Dateiname einer Entita¨t aus Dialogflow erla¨utert. placeTy-
pe entries de
”
placeType“ gibt den Namen der Entita¨t an. Die Datei mit Synonym-Wert-Paaren
wird durch
”
entries“ kenntlich gemacht.
”
de“ gibt wiederum die Sprache der Synonyme
an.
Zum Export der Agenten aus Dialogflow wird die Google REST V21-Schnittstelle ver-
wendet. Eine Anfrage an die REST API liefert eine ZIP-Datei des Agenten. Diese Datei
wird nicht direkt gespeichert, sondern entpackt und gefiltert. Nicht alle Dateien werden
im spa¨teren Verlauf beno¨tigt. Es werden nur Intent- und Entity-Dateien gespeichert und
zwar nur die Dateien, welche die annotierten Fragen bzw. die Entity-Typen mit den Syn-
onymen enthalten. Dafu¨r gibt es entsprechende Filter, die anhand des Dateinamens filtern.
Die beno¨tigten Dateien werden in ein tempora¨res Verzeichnis, welches entsprechend dem
Agenten benannt ist, geschrieben.
Im na¨chsten Schritt werden die Dateien eingelesen und weiter verarbeitet. Zuna¨chst werden
die Entity-Dateien verarbeitet. Dazu wird zuna¨chst u¨berpru¨ft, ob fu¨r die im Dateinamen
gegebene Sprache bereits Entita¨ten existieren. Das Speichern der Sprachinformationen fin-
det in einer verschachtelten HashMap statt. Die a¨ußere HashMap speichert die Sprache
und einen Container mit den Intents und Entita¨ten. Innerhalb dieses Containers existie-
ren zwei HashMaps, zum einen fu¨r die Intents und zum anderen fu¨r die Entita¨ten. Der
1https://dialogflow.com/docs/reference/api-v2/rest
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Schlu¨ssel ist jeweils der Name des Entity-Typs oder der Name des Intents. Wenn fu¨r die
Sprache noch keine Entita¨ten existieren, wird ein neuer Eintrag zur Sprache in der Hash-
Map mit einem leeren Container fu¨r die Intents und Entita¨ten angelegt. Existiert fu¨r die
Sprache bereits ein Eintrag, so wird die HashMap mit den Entita¨ten zu dieser Sprache
als Ausgangspunkt verwendet. Anschließend wird u¨berpru¨ft, ob fu¨r den aktuell betrach-
teten Entity-Typ bereits ein Eintrag in der HashMap vorhanden ist. Ist dies nicht der
Fall, werden die neuen Entita¨ten zur HashMap hinzugefu¨gt. Falls bereits ein Eintrag zum
gegebenen Entity-Typ besteht, werden die Informationen miteinander verschmolzen. Fu¨r
Entita¨ten, die den selben Datenbankwert beschreiben, werden die bestehenden Synonyme
durch die neuen Synonyme erweitert. Duplikate werden in diesem Fall eliminiert.
Analog wird mit der Verarbeitung der Intents vorgegangen. Der Unterschied bei den Intents
ist allerdings, dass fu¨r die annotierten Fragen keine Duplikateliminierung stattfindet. Im
spa¨teren Schritt des Zusammenfu¨hrens wird beim Erzeugen der Pra¨- und Postfix-Dateien
darauf geachtet, dass keine Duplikate existieren. In diesem Modul werden fu¨r gleich be-
nannte Intents, die annotierten Fragen einfach verschmolzen ohne Duplikate zu beachten.
Das Resultat dieses Moduls ist eine nach Sprachen sortierte Sammlung der Intents und
Entita¨ten.
5.6. Zusammenfu¨hren der Exports
Die Eingabe fu¨r das Modul zum Zusammenfu¨hren der Informationen besteht zum einen
aus den exportierten Strukturen und Werten aus der Datenbank und zum anderen aus den
natu¨rlichsprachlichen Informationen. Die Strukturen werden in diesem Schritt nicht ver-
a¨ndert, einzig die Dateien werden durch natu¨rlichsprachliche Informationen angereichert.
Zuna¨chst werden die natu¨rlichsprachlichen Informationen dahingehend umgewandelt, dass
sie zum Anreichern der Daten verwendet werden ko¨nnen. Im Fall der Entita¨ten bedeutet
dies, dass sie entsprechend der Werte, auf den die Synonyme abgebildet sollen, abge-
speichert werden. Die Informationen zu den Entita¨ten werden in einem Entity-Objekt
gespeichert. Dieses Objekt entha¨lt Informationen, wie den Entity-Typ, den Wert und die
Synonyme. Intents, inklusive der Liste der annotierten Fragen, werden anhand der Entity-
Typen aus den annotierten Fragen gespeichert. Entha¨lt eine annotierte Frage mehrere
Entity-Typen, so taucht diese ha¨ufiger unter den entsprechenden Entity-Typen auf.
Im Zuge der Umwandlung der Intents und Entita¨ten werden anhand der Abbildungen die
Bag-of-Words-Informationen berechnet. Zur Berechnung der Bag-of-Words-Informationen
existiert eine Abbildungsdatei die angibt, welche Intents fu¨r eine spezielle Eigenschaft des
JSON-Objekts definiert wurden. Beispielsweise besitzt ein JSON-Objekt die Eigenschaft
”
O¨ffnungszeiten“, welche Informationen zu den O¨ffnungszeiten eines Restaurants entha¨lt.
Fu¨r diese Eigenschaft wurden in Dialogflow spezielle Intents definiert, welche ausschließlich
Fragen zu den O¨ffnungszeiten beinhalten. In der Abbildungsdatei werden die Namen der
Intents angegeben und die Eigenschaft auf die sie sich beziehen.
Beispiel
Es existiert zum Beispiel ein Intent
”
LocalBusiness OpeningHours“ und das JSON
zu einem Restaurant hat die Eigenschaft
”
OpeningHoursSpecification“. In der Abbil-
dungsdatei wu¨rde folgender Eintrag stehen:
LocalBusiness OpeningHours−>OpeningHoursSpec i f i cat ion
Ein eigenes Objekt berechnet die beno¨tigten Informationen. Dazu werden alle Intents zu
diesem Objekt hinzugefu¨gt. Das Objekt hat die Informationen aus der Abbildungsdatei
eingelesen und kann somit entscheiden, welche Intents auf welche Eigenschaften abgebildet
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werden sollen. Bei dem Hinzufu¨gen der Intents wird daher unterschieden, ob es sich um
einen Intent handelt, der fu¨r die Bag-of-Words-Informationen einer Eigenschaft beno¨tigt
wird, oder nicht. Diese beiden Typen werden unterschiedlich gespeichert. Die Intents, die
auf eine Eigenschaft abgebildet werden, werden anhand dieser Eigenschaft gruppiert. An-
dere Intents werden anhand des Typs gruppiert. Beispielsweise existieren Intents, die auf
Events, Angebote oder Sportlokationen spezialisiert sind. Eine Gruppe von Intents wird
als ein Dokument angesehen. Dies ist fu¨r die spa¨tere TF-IDF-Berechnung wichtig. Nach-
dem alle Intents zu diesem Objekt hinzugefu¨gt wurden, wird die eigentliche Berechnung
ausgefu¨hrt. Zuna¨chst werden die Intents verarbeitet, fu¨r die eine Abbildung existiert. Die
einzelnen annotierten Fragen dieser Intents werden anhand der Leerzeichen getrennt, um
die einzelnen Wo¨rter zu erhalten. Fu¨r die einzelnen Wo¨rter wird anschließend berechnet,
wie oft sie in allen annotierten Fragen vorkommen. Diese Information wird fu¨r die Be-
rechnung des Gewichts (TF-IDF Abschnitt 2.5.2) beno¨tigt. Dazu werden alle annotierten
Fragen durchgegangen und es werden die Ha¨ufigkeiten aller Wo¨rter gespeichert. Nachdem
die annotierten Fragen der Intents mit Abbildung verarbeitet wurden, werden die rest-
lichen gruppierten Intents verarbeitet. Bei den restlichen Intents werden allerdings nicht
alle Wortha¨ufigkeiten berechnet, sondern nur die Wortha¨ufigkeiten erga¨nzt, die im ers-
ten Schritt extrahiert wurden. Zusa¨tzlich wird ermittelt in wie vielen unterschiedlichen
Dokumenten die Worte vorkommen. Wie bereits zu Beginn erwa¨hnt, ist eine Gruppe ein
Dokument. Taucht ein Wort beispielsweise in den Intents zu SportsActivityLocations und
LocalBusinesses auf, so wird die Anzahl der Dokumente, in der das Wort vorkommt, auf
zwei gesetzt. Die Zahl fu¨r die Anzahl der Dokumente wird pro Intent-Gruppe nur ein-
mal erho¨ht. Taucht ein Wort in einer Intent-Gruppe ha¨ufiger auf, so wird lediglich die
Wortha¨ufigkeit erho¨ht, aber nicht die Anzahl der Dokumente. Nachdem die restlichen In-
tents in die Berechnung der Wortha¨ufigkeiten fu¨r die Abbildungsintents eingegangen sind,
wird bestimmt, welches Wort am ha¨ufigsten vorkommt. Dazu werden alle Wortha¨ufigkei-
ten durchlaufen und die Ho¨chste wird gespeichert. Informationen zu der Wortha¨ufigkeit,
Anzahl der Dokumente in der das Wort auftritt, Gesamtzahl der Dokumente und die gro¨ß-
te Ha¨ufigkeit werden in einem Objekt gespeichert. Jedes Wort besitzt ein eigenes Objekt,
welches diese Informationen entha¨lt. Diese Objekte werden in einer Liste gespeichert und
ko¨nnen fu¨r die Bestimmung der maximalen Ha¨ufigkeit durchlaufen werden. Die maximale
Ha¨ufigkeit wird fu¨r jedes dieser Objekte gesetzt. Anschließend werden die Objekte fu¨r Wo¨r-
ter herausgefiltert, die hinderlich fu¨r den Bag-of-Words-Mechanismus sind. Dies sind die
Personalpronomen, Possessivpronomen und die Artikel. Zum Filtern der Wo¨rter wird ein
Part-of-Speech-Tagger verwendet. Dieser bestimmt die Worttypen eines jeden einzelnen
Wortes, anhand dessen die nicht gewu¨nschten Wo¨rter aussortiert werden. Abschließend
wird mittels TF-IDF die inverse Wortha¨ufigkeit berechnet, aus diesem Grund wurden zu-
erst die Ha¨ufigkeiten der einzelnen Wo¨rter bestimmt. Zur Berechnung des TF-IDF-Wert
wird fu¨r die Termha¨ufigkeit die gewichtete Formel (Abschnitt 2.5.2) verwendet.
tf(t, d) = 0.5 + 0.5 ∗ ft,d
max{ft′,d : t′ ∈ d} (5.1)
Fu¨r die inverse Dokumentenha¨ufigkeit wird die ungewichtete Formel verwendet.
idf(t,D) = log
N
d ∈ D : t ∈ d (5.2)
N ist die Gesamtzahl der Dokumente und d ∈ D : t ∈ d ist die Anzahl der Dokumente in
der Term t vorkommt. Nach der Berechnung dieser inversen Wortha¨ufigkeit werden die
Wo¨rter mitsamt der Gewichtung (TF-IDF) in eine Datei geschrieben und mit den anderen
Dateien an das na¨chste Modul weitergegeben.
Nachdem die sprachlichen Informationen umgewandelt und die Informationen zu dem Bag-
of-Words-Mechanismus erzeugt wurden, werden die Wert-Dateien einzeln verarbeitet. Da-
zu werden die Dateien nacheinander, zeilenweise, eingelesen und die Werte entsprechend
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angereichert. Zuna¨chst wird der urspru¨ngliche Wert mit Hilfe eines Stemmers in seine
Grundform gebracht und anschließend in eine tempora¨re Datei geschrieben. Diese tem-
pora¨ren Dateien werden verwendet, um die Nutzung des Arbeitsspeichers zu reduzieren.
Anschließend wird mit dem Wert in den transformierten Entita¨ten nach dem entspre-
chenden Entity-Objekt gesucht. Existieren zu dem gegebenen Wert Entity-Informationen,
so werden die Synonyme verwendet und in die bereits bestehende tempora¨re Datei ge-
schrieben. Abbildungszeilen haben eine definierte Struktur. Zuna¨chst wird das Synonym
angegeben, darauf folgt ein Pfeil → und abschließend der Wert aus der Datenbank.
Beispiel
Die Eintra¨ge in der Wert-Datei fu¨r das Wort
”
Restaurant“ und dessen Synonyme
”
Gaststa¨tte, Lokal“ sehen wie folgt aus:
Restaurant
Gast s t a¨ t t e → Restaurant
Lokal → Restaurant
Des Weiteren werden die Formulierungen fu¨r die Pra¨- und Postfix-Dateien verwendet.
Nach der Umwandlung sind die annotierten Fragen entsprechend der enthaltenen Entity-
Typen gespeichert. Nachdem bereits ein Entity-Typ gefunden wurde, werden mittels dieses
Typs die annotierten Fragen extrahiert. Die entsprechenden Formulierungen werden zur
Erzeugung der Pra¨- und Postfix-Knoten verwendet. Dazu wird in der entsprechenden For-
mulierung der Entity-Typ gesucht und jeweils der Textblock vor und der Textblock nach
dem Entity-Typ aus den annotierten Fragen extrahiert. Auf diese Weise entstehen zu jeder
Wert-Datei die passenden Pra¨- und Postfix-Dateien.
Die unvera¨nderten Strukturen und die vera¨nderten Wert-Dateien, inklusive der neu er-
zeugten Bag-of-Words und Pra¨- und Postfix-Dateien werden an das na¨chste Modul wei-
tergegeben.
5.7. Wo¨rterbuch
Nachdem die Sprachinformationen mit den Informationen aus der Datenbank verschmolzen
wurden, folgt das Wo¨rterbuch-Modul. In diesem Modul werden Werte aus der Datenbank,
fu¨r die keine Synonyme in Dialogflow modelliert wurden, u¨bersetzt und durch Synonyme
angereichert. Dazu werden die einzelnen Wert-Dateien durchgegangen und es wird nach
Wo¨rtern gesucht, fu¨r die keine Abbildungen (Synonyme) vorliegen. Die Werte in den Wert-
Dateien liegen in Englisch vor, sodass sie zuna¨chst ins Deutsche u¨bersetzt werden mu¨ssen.
Zur U¨bersetzung wird die Microsoft Translator Text-API2 verwendet. Diese API ist Teil
von Microsofts Cognitive Services. Nach der U¨bersetzung vom Englischen ins Deutsche,
muss der u¨bersetzte Wert mit Synonymen angereichert werden.
Zur Anreicherung mit Synonymen wird Wiktionary3 verwendet. Hierbei handelt es sich
um ein frei zuga¨ngliches mehrsprachiges Wo¨rterbuch. Zur Umsetzung dieses Moduls wurde
eine frei zuga¨ngliche Backup-Datei heruntergeladen. Diese Datei kann mittels der Biblio-
thek JWKTL4 eingelesen werden. Dadurch ko¨nnen die Suchanfragen auf die Wiktionary-
Datenbank lokal erfolgen. Um den gewu¨nschten Wert mit Synonymen anzureichern, wird
zuna¨chst eine Suche gestartet, bei der nach exakt dem gegebenen Wort gesucht wird. Wird
ein Ergebnis gefunden, so werden die entsprechenden Synonyme des Suchergebnisses ex-
trahiert und gespeichert. In der Konfigurationsdatei kann angegeben werden, wie viele
2www.microsoft.com/de-de/translator/business/translator-api/
3www.wiktionary.org
4dkpro.github.io/dkpro-jwktl/
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Schritte bei der Synonymsuche gemacht werden sollen. Sollen mehrere Schritte gegangen
werden, so werden jeweils die gefundenen Synonyme als Suchwort verwendet, um weite-
re Synonyme zu finden. Liefert die exakte Suche kein Ergebnis, so wird die Suche etwas
abgeschwa¨cht. Es wird nach a¨hnlichen Ergebnissen gesucht und immer das erste Ergebnis
dieser Suche verwendet. Auch hier werden anschließend die Synonyme extrahiert und je
nach angegebener Tiefe, werden weitere Synonyme gesucht. Nachdem die Suche in Wiktio-
nary abgeschlossen ist und alle Synonyme extrahiert wurden, werden die Synonyme fu¨r
den aktuellen Wert in die Wert-Datei geschrieben.
5.8. Erzeugung der Aktiven Ontologien
Im letzten Schritt des Verfahrens werden aus den extrahierten Strukturen und den erzeug-
ten Dateien die Aktiven Ontologien erzeugt. Zuna¨chst werden alle Wert, Pra¨-, Postfix und
Bag-of-Words-Dateien eingelesen und in einer HashMap gespeichert. Als Schlu¨ssel wird
der Dateiname verwendet und der Pfad zu der Datei als Wert gespeichert. Der Dateiname
spiegelt den Pfad der Eigenschaft wieder, daher eignet sich dieser sehr gut als Schlu¨s-
sel fu¨r die HashMap. Anschließend werden die einzelnen Strukturen verarbeitet und die
Aktiven Ontologien daraus erzeugt. Zuna¨chst wird ein Wurzelnoten erzeugt, welcher den-
selben Namen wie der Typ der aktuell betrachteten Struktur erha¨lt. Dieser Wurzelknoten
bekommt das Postfix
”
Command“ angeha¨ngt. Anschließend wird u¨berpru¨ft, ob fu¨r den
gegebenen Knoten Bag-of-Words-Informationen vorliegen. Ist das der Fall, so wird ein spe-
zieller Knoten erzeugt. Ein Bag-of-Words-Knoten besteht aus Sensorknoten; fu¨r jedes Wort
aus der Bag-of-Words-Liste wird ein Sensorknoten erzeugt. Zudem gibt es einen Knoten,
der die Konfidenzen fu¨r die erkannten Worte addiert. Wird ein definierter Schwellenwert
u¨berschritten, so feuert der Bag-of-Words-Knoten.
Beispiel
Ein Restaurant besitzt beispielsweise einen Bag-of-Words-Knoten fu¨r die Frage nach
den O¨ffnungszeiten. Signifikante Wo¨rter, um nach den O¨ffnungszeiten zu fragen,
sind
”
Wann, hat, geo¨ffnet“. Daraus ergibt sich fu¨r den Bag-of-Words-Knoten folgende
Struktur in der Aktiven Ontologie.
Restaurant
OpeningHoursSpecification
OpeningHoursSpecification BagOfWords
wann Terminal hat Terminal geo¨ffnet Terminal
Anschließend werden die Eigenschaften der gegebenen Struktur verarbeitet. Besitzt ei-
ne Eigenschaft weitere Kindknoten, so wird die Methode rekursiv aufgerufen. Zuna¨chst
wird ein Sammelknoten fu¨r die gegebene Eigenschaft erzeugt. Beim Erzeugen der Sam-
melknoten wird u¨berpru¨ft, ob Pra¨- und Postfix-Dateien vorhanden sind. Ist dies der Fall,
so wird fu¨r den Sammelknoten definiert (setzen einer speziellen Aktion), dass zusa¨tzlich
zu den Informationen aus dem Synonymknoten auch Informationen aus den Pra¨- und
Postfixknoten u¨berpru¨ft werden mu¨ssen. In diesem Fall erwartet der Sammelknoten In-
formationen der Pra¨- und Postfixknoten und des Synonymknotens. Wenn keine Pra¨- und
Postfix-Informationen gegeben sind, gibt der Sammelknoten keinen Wert weiter. Daraufhin
wird u¨berpru¨ft, ob es zur gegebenen Eigenschaft Bag-of-Words-Informationen gibt. Liegen
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Bag-of-Words-Informationen vor, so werden fu¨r die gegebenen Worte mit ihren Gewich-
ten Sensorknoten erzeugt. Zusa¨tzlich wird ein u¨bergeordneter Knoten erzeugt, welcher
die Gewichte der erkannten Sensorknoten aufaddiert und bei U¨berschreitung eines defi-
nierten Schwellwerts eine entsprechende Information weitergibt (siehe Abschnitt 5.2.2).
Anschließend werden die weiteren Eigenschaften verarbeitet. Gelangt der Zerteiler an ei-
ne Eigenschaft, die keine weiteren Kindeigenschaften entha¨lt, werden die Sensorknoten
erzeugt. Zuna¨chst wird ein Sensorknoten erzeugt, der die Synonym-zu-Datenbankwert-
Abbildungen entha¨lt. Anschließend werden die Pra¨- und Postfix-Knoten erzeugt. Bei der
Erzeugung der Knoten wird jeweils der Pfad zur Datei mit den Werten an den Konstruktor
u¨bergeben. Aus dieser Datei lesen die Knoten die Information ein, auf die sie reagieren
sollen. Der Pfad zur Datei kann aus der HashMap ausgelesen werden, welche die Pfade
innerhalb des JSON-Objekts als Schlu¨ssel entha¨lt. Erzeugung der Knoten heißt in diesem
Fall, dass der entsprechende Java-Code in eine Datei geschrieben wird.
Nachdem jede Struktur zu einer Aktiven Ontologie umgewandelt wurde, wird eine Datei er-
zeugt, welche alle Aktiven Ontologien initialisiert und zu einer einzigen Aktiven Ontologie
zusammenfasst. In der erzeugten Ontologie werden die Wurzelknoten aller Aktiven On-
tologien unter einem Auswahlknoten zusammengefasst. Dieser Auswahlknoten wa¨hlt das
Ergebnis der Ontologie mit den meisten Informationen. Liefern mehrere Ontologien genau
gleich viele Informationen, so wird zufa¨llig eine Ontologie ausgewa¨hlt. Der Auswahlknoten
gibt die erhaltenen Informationen an einen Sammelknoten weiter, welcher eine spezielle
Aktion besitzt. Mittels dieser Aktion wird die Anfrage an den eigentlichen Dienst ausge-
fu¨hrt.
Die Ausgabe dieses Moduls entha¨lt die Java-Dateien zu den Aktiven Ontologien. Eben-
falls enthalten ist eine Java-Datei, die alle Aktiven Ontologien initialisiert und zu einer
einzigen zusammenfasst. Diese Dateien ko¨nnen in die EASIER-Rahmenarchitektur inte-
griert und ausgefu¨hrt werden. Bei der Ausfu¨hrung der Dateien in der Rahmenarchitektur,
wird dem Benutzer eine grafische Oberfla¨che angezeigt. Mittels dieser Oberfla¨che ko¨nnen
Anfragen an die Aktive Ontologie gestellt werden. Gleichzeitig werden auch verschiedene
Informationen zum Ausfu¨hrungsprozess dargestellt.
Abbildung 5.3 zeigt die Easier-Oberfla¨che. Das linke Fenster zeigt die Benutzereingaben
und Ergebnisse an. Rechts finden sich Informationen zum Ausfu¨hrungsprozess, sowohl was
gerade im Faktenspeicher gespeichert ist, als auch welche Fakten gerade bearbeitet werden.
Am unteren Ende des Fensters wird die Konsolenausgabe dargestellt.
Im Anhang (siehe Abschnitt A.1) werden zwei mo¨gliche Funktionen genannt, welche noch
in das Verfahren dieser Arbeit integriert werden ko¨nnten.
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Abbildung 5.3.: Grafische Oberfla¨che der EASIER-Rahmenarchitektur
6. Evaluation
Zur Evaluation des Ansatzes dieser Arbeit werden Daten aus unterschiedlichen Themen-
bereichen verwendet, um die Aktiven Ontologien zu erzeugen. Auf der Sprachseite werden
passend zu den Themengebieten Dialogflow-Agenten verwendet. Diese Agenten existieren
bereits und sind auf die Daten abgestimmt. Die Daten aus der Datenbank bleiben fu¨r alle
Fa¨lle der Evaluation gleich. Das Einzige das variiert, sind die verwendeten Dialogflow-
Agenten. Hiermit soll evaluiert werden, ob die Aktiven Ontologien auch Fragen zu The-
mengebieten korrekt verarbeiten ko¨nnen, fu¨r die keine Formulierungen bei der Erzeugung
vorliegen. Zum Evaluieren werden allerdings immer alle verfu¨gbaren Fragen verwendet.
Auch Fragen aus den Dialogflow-Agenten, welche nicht zur Erzeugung verwendet wurden,
werden zur Evaluation verwendet. Die, durch die Aktive Ontologie extrahierten Parameter
werden mit den Ergebnissen aus Dialogflow verglichen.
Zu Beginn dieses Kapitels werden die verwendeten Datensa¨tze dargestellt (Abschnitt 6.1).
Hierfu¨r werden sowohl die Daten aus der Datenbank vorgestellt, als auch die Informa-
tionen aus Dialogflow. Anschließend wird genau erla¨utert, wie die Evaluation ausgefu¨hrt
wird (Abschnitt 6.2). Den Abschluss des Kapitels bilden die Ergebnisse der Evaluation
(Abschnitt 6.3).
6.1. Datenbasis
Fu¨r die Evaluation des Ansatzes dieser Arbeit wird eine deduktive Datenbank verwendet.
Die Daten innerhalb dieser Datenbank bestehen aus einem Ausschnitt eines Produktivsys-
tems. Der Ausschnitt entha¨lt Daten zu den Themengebieten Tourismus, Hotels und Web-
Cams. Fu¨r die Formulierungen und Synonyme werden Agenten aus Dialogflow verwendet.
Der erste Teil des Unterkapitels stellt beispielhaft die Daten in der Datenbank vor. Im
zweiten Teil werden die Fragen, Formulierungen und Synonyme der Dialogflow-Agenten
dargestellt.
6.1.1. Datensa¨tze
Um die Datenbank mit Daten zu befu¨llen, wurden aus unterschiedlichen Themengebieten
Daten aus einem Produktivsystem verwendet. Die Themengebiete umfassen Tourismusda-
ten, Hoteldaten und Informationen u¨ber Webcams.
Toursimusdaten sind beispielsweise Restaurants, Skiverleihe, Schwimmba¨der, Veranstal-
tungen, Angebote und o¨ffentliche Pla¨tze. Das Themengebiet Hotel beinhaltet Informatio-
nen zu unterschiedlichen Hotels. Bei Webcams wird beispielsweise der Ort gespeichert und
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Themengebiet Local-
Business
Event Offer Place WebCam
Tourismus 1528 5 15 325 0
Hotels 1303 0 0 0 0
WebCams 0 0 0 0 685
Gesamt 2831 5 15 325 685
Tabelle 6.1.: Anzahl an Elementen fu¨r die vorhandenen Typen
ein Link zum Echtzeitbild dargeboten.
Das Produktivsystem unterstu¨tzt unterschiedliche Typen an Daten. Es existieren fu¨nf
Obertypen (
”
LocalBusiness“,
”
Event“,
”
Offer“,
”
Place“,
”
WebCam“). Diese Obertypen ent-
halten diverse Untertypen, beispielsweise
”
Restaurant“ oder auch
”
Hotel“ ist jeweils ein
Subtyp von
”
LocalBusiness“. Alle mo¨glichen Arten von Veranstaltungen werden als Subtyp
von
”
Event“ gespeichert. Angebote, welche von einem
”
LocalBusiness“ angeboten werden,
werden unter
”
Offer“ gespeichert. Die WebCams haben einen eigenen Typ,
”
WebCam“.
Tabelle 6.1 zeigt eine U¨bersicht u¨ber die Anzahl der Daten, die zu den unterschiedlichen
Typen vorliegen. Dies bedeutet beispielsweise, dass die Datenbank 1303 Hotels und 685
WebCams entha¨lt. Die in der Tabelle angegebenen Typen sind Obertypen, diese untertei-
len sich innerhalb der Datenbank in weitere Untertypen. Zum Beispiel der Typ Restaurant
ist ein Untertyp von LocalBusiness.
Die folgenden Abschnitte liefern fu¨r jeden Obertyp ein Beispiel. In der Datenbank existie-
ren beispielsweise 2831 dieser JSON-Objekte fu¨r den Typ LocalBusiness. Diese Beispiel-
JSON-Dateien beinhalten die mo¨glichen Eigenschaften und mo¨gliche Werte fu¨r den ge-
gebenen Typ. Die Werte wurden aus Datenschutzgru¨nden teilweise entfernt oder abgea¨n-
dert. Sie dienen lediglich zur Veranschaulichung einer mo¨glichen Struktur eines solchen
Elements.
LocalBusiness
Beispielhaft wird im Folgenden die JSON-Datei zum Typ LocalBusiness vorgestellt.
{
"location_keywords" : [ ] ,
"paymentAccepted" : nu l l ,
"lodging_informations" : [ ] ,
"images" : [
{
"remote_url" : "" ,
"url" : "" ,
"order" : 0
}
] ,
"address" : {
"addressCountry" : "Germany" ,
"streetAddress" : "Musterstraße 1" ,
"@type" : "PostalAddress" ,
"postalCode" : "76130" ,
"name" : nu l l ,
"external_id" : nu l l ,
"telephone" : "" ,
"addressLocality" : "Karlsruhe" ,
"addressRegion" : nu l l ,
"@context" : "http://schema.org"
} ,
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"keywords" : [ ] ,
"@type" : [
"MountainHut" ,
"Restaurant"
] ,
"external_id" : "" ,
"alternateName" : "" ,
"videos" : [ ] ,
"source" : "" ,
"parentOrganization" : nu l l ,
"@context" : "http://schema.org" ,
"userId" : "1" ,
"url" : "" ,
"openingHoursSpecificationSet" : [
{
"validThrough" : "2018-10-06" ,
"@type" : "OpeningHoursSpecificationSet" ,
"name" : nu l l ,
"openingHoursSpecification" : [
{
"allDay" : nu l l ,
"dayOfWeek" : "Monday" ,
"validThrough" : "2018-10-06T22
:00:00.000Z" ,
"@type" : "
OpeningHoursSpecification" ,
"opens" : "08:30" ,
"validFrom" : "2018-05-25T22
:00:00.000Z" ,
"@context" : "http://schema.org"
,
"closes" : "19:00"
}
] ,
"validFrom" : "2018-05-25" ,
"@context" : "http://schema.org"
}
] ,
"organizationId" : "" ,
"geo" : {
"elevation" : nu l l ,
"@type" : "GeoCoordinates" ,
"latitude" : "0.0" ,
"@context" : "http://schema.org" ,
"longitude" : "0.0"
} ,
"name_translations" : {
"de" : "Goldene Mo¨we"
} ,
"description_translations" : {
"de" : ""
} ,
"ranking" : nu l l ,
"@id" : "123" ,
"starRating" : nu l l ,
"email" : n u l l
}
Diese JSON-Datei beschreibt die mo¨glichen Eigenschaften eines LocalBusiness. In die-
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Themengebiet Annotierte Fragen Entita¨ten
Tourismus 1140 2430
Hotels 378 727
WebCams 134 1440
Tabelle 6.2.: Anzahl an Fragen und Entita¨ten fu¨r die vorhandenen Themengebiete
sem konkreten Beispiel wird eine JSON-Datei zu einem Restaurant dargestellt. Fu¨r jeden
neuen Eintrag in der Datenbank wird ein solches Objekt eingefu¨gt. Dies bedeutet fu¨r die
Hotels bestehen 1303 dieser Objekte in der Datenbank. Die Struktur dieser Objekte ori-
entiert sich an der Definition aus Schema.org(Abschnitt 2.3). Beispielsweise sind in diesen
Objekten Informationen zur Adresse, dem Namen und O¨ffnungszeiten gespeichert. Al-
le Informationen, die zu einem Element vorliegen, werden in diesem Objekt gespeichert.
Fu¨r alle Typen an Daten werden solche JSON-Objekte in die Datenbank eingefu¨gt. Der
Unterschied zwischen den Typen sind die vorhandenen Eigenschaften, diese ko¨nnen variie-
ren. Des Weiteren variieren die Werte fu¨r die gegebenen Eigenschaften. Die grundlegende
Struktur bleibt fu¨r die unterschiedlichen Typen bestehen. Dies bedeutet, die Struktur fu¨r
beispielsweise die Adresse ist fu¨r alle Typen gleich.
6.1.2. Dialogflow-Agenten
Zu jedem der Themengebiete aus dem Produktivsystem existiert ein zugeho¨riger Dialogflow-
Agent. Die Fragen in diesen Agenten wurden ha¨ndisch eingetragen und die entsprechenden
Werte annotiert. Annotieren bedeutet, dass die wichtigen Wo¨rter in einem Satz markiert
und mit Entity-Typen (siehe Abschnitt 2.2) versehen werden.
Die Agenten werden zum einen dazu benutzt, die Daten aus der Datenbank mit For-
mulierungen und Synonymen anzureichern (siehe Abschnitt 4.2.3) und zum anderem zur
Evaluation. Dazu wurden die Fragen aus den Agenten exportiert.
Tabelle 6.2 zeigt die Anzahl an annotierten Fragen und Entita¨ten, die in den Agenten zur
Verfu¨gung stehen. Diese Fragen werden zum Evaluieren der Aktiven Ontologie durch das
Evaluationswerkzeug verwendet.
Im Folgenden werden beispielhaft fu¨nf Fragen eines jeden Themengebiets dargestellt.
Beispiel
Dieses Beispiel zeigt einen Auszug aus den verwendeten Fragen. Die wichtigen Wo¨rter
werden hervorgehoben. Bei den Fragen handelt es sich um Fragen die direkt aus den
Dialogflow-Agenten extrahiert wurden.
Tourismus
• Wo ist ein Cafe´?
• Essen fu¨r Glutenallergiker
• Zeig mir die Blaue Pisten in Seefeld
• Ist im Ort ein Hallenbad?
• mein Ho¨rgera¨t ist kaputt
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Hotel
• Hotels mit Restaurant und Sauna in Graz
• Ich mo¨chte in ein Schlosshotel mit meiner Freundin fu¨r einen romantischen
Urlaub
• Ich suche ein Hotel in Mayrhofen, das eine Sauna, einen Whirlpool, wlan
und einen gratis Parkplatz hat
• Suche Hotel mit gratis Parkplatz, Gutschein fu¨r Wellnessbereich, Wein
im Zimmer und einem inkludierten Restaurantgutschein in Graz
• Wellnesshotel in Graz mit gratis Parkplatz
WebCam
• Wie sieht die Wettercam fu¨r Seefeld aus?
• Kannst du mir die Webcams zeigen?
• ich mo¨chte die 360◦ bild u¨ber den Gletscher sehen
• ko¨nnen wir am Berg die aktuellen Bilder aufrufen
• Gibt es Livebilder vom Wetter in Seefeld?
6.2. Methodik
Zur Ausfu¨hrung der Evaluation liegen die, aus dem Produktivsystem exportierten, Daten
in einer Datenbank vor. Diese Datenbasis bleibt bei der Evaluation unvera¨ndert, einzig
die verwendeten Sprachinformationen werden variiert. Dadurch ko¨nnen unterschiedliche
Szenarien simuliert und evaluiert werden. Innerhalb dieses Abschnitts werden zuna¨chst
die verwendeten Fragen beschrieben. Anschließend wird die eigentliche Methodik erla¨u-
tert. Um die Evaluation automatisiert durchzufu¨hren, wurde ein Werkzeug entwickelt. Die
Funktionsweise wird am Ende dieses Abschnitts erla¨utert.
6.2.1. Testfragen
Zur Durchfu¨hrung der Evaluation wurden die Fragen der einzelnen Agenten extrahiert.
Ein zufa¨llig ausgewa¨hlter Teil dieser extrahierten Fragen wird anschließend als Testfragen
verwendet. Da die Ergebnisse der Evaluation ha¨ndisch ausgewertet werden, wird nur eine
Teilmenge der zur Verfu¨gung stehenden Fragen verwendet. Mittels eines Zufallsgenerators
werden eine vordefinierte Anzahl an Fragen ausgewa¨hlt und fu¨r die Evaluation verwendet.
Fu¨r die Testfa¨lle in denen alle Formulierungen und Synonyme aus Dialogflow, beziehungs-
weise keine Formulierungen und Synonyme aus Dialogflow verwendet werden, wurden 100
Testfragen aus jedem Themengebiet (insgesamt 300 Fragen) ausgewa¨hlt. Fu¨r die anderen
Fa¨lle jeweils 50 Fragen (insgesamt 150 Fragen) ausgewa¨hlt.
6.2.2. Variation der Sprachinformationen
Zur Variation der Sprachinformationen werden die Agenten aus Dialogflow unterschiedlich
miteinander kombiniert. Tabelle 6.3 zeigt die acht unterschiedlichen Kombinationen. Es
existieren insgesamt drei Dialogflow-Agenten. Zu jedem Themengebiet ein Agent. Diese
Agenten werden allesamt miteinander kombiniert. Die zwei Extreme bei dieser Art der
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Tourismus Hotel WebCam
X X X
X X x
X x X
X x x
x X X
x X x
x x X
x x x
Tabelle 6.3.: Kombinationen der drei Dialogflow-Agenten.
Evaluation sind, dass ein Fall alle Agenten zur Erzeugung der Aktiven Ontologien und ein
anderer Fall gar keinen Agenten verwendet. Durch das Auslassen einzelner Agenten soll
evaluiert werden, inwiefern die Aktive Ontologie auch Fragen zu Themengebieten beant-
worten kann, fu¨r die keine Formulierungen vorliegen. In diesen Fa¨llen muss das Wo¨rterbuch
die entsprechenden Werte aus der Datenbank anreichern.
Zur U¨berpru¨fung werden fu¨r alle Kombinationen immer die Fragen von allen Agenten ver-
wendet. Dies bedeutet, auch wenn der Agent
”
WebCam“ fu¨r die Erzeugung der Aktiven
Ontologie ausgelassen wurde, so werden die Fragen aus diesem Agenten trotzdem fu¨r die
Evaluation verwendet.
6.2.3. Durchfu¨hrung
Zur Durchfu¨hrung der Evaluation wurde ein Evaluationswerkzeug entwickelt. Zuna¨chst
wa¨hlt das Werkzeug aus den gegebenen Fragen fu¨r die unterschiedlichen Agenten zufa¨llig
Fragen aus. In dieser Arbeit wurden zur Evaluation aus jedem Agenten zufa¨llig 100 Fragen
verwendet. Die Evaluation dieser Fragen findet einzeln statt. Jede Frage wird als erstes zu
Dialogflow, zum Agenten aus dem die Frage exportiert wurde, geschickt. Dies soll mo¨gli-
che Fehler bei der Erkennung durch Dialogflow ausschließen. Das Ergebnis von Dialogflow
wird tempora¨r gespeichert, um es anschließend mit dem Ergebnis der Aktiven Ontolo-
gie zu vergleichen. Nachdem die Frage durch Dialogflow verarbeitet wurde, wird dieselbe
Frage an die Aktive Ontologie weitergegeben. Das Ergebnis der Aktiven Ontologie wird
anschließend mit dem Ergebnis aus Dialogflow verglichen. Stimmen die beiden Ergebnisse
u¨berein, so wird das Ergebnis als korrekt gewertet. Im anderen Fall muss das Ergebnis ha¨n-
disch u¨berpru¨ft werden. Wenn in Dialogflow bestimmte Informationen fest definiert sind,
so ko¨nnen die extrahierten Parameter in Dialogflow von den gegebenen Informationen in
der natu¨rlichsprachlichen Anfrage abweichen. In diesem Fall liefert die Aktive Ontologie
ein besseres Ergebnis. Dieser Fall ist vernachla¨ssigbar, da dies in den Testfragen kaum
aufgetreten ist. Das folgende Beispiel erla¨utert diesen Fall.
Beispiel
In diesem Beispiel wird davon ausgegangen, dass die Absicht in Dialogflow die Para-
meter Typ und Ort extrahiert. Gegeben sei folgende Anfrage:
”
Gib mir alle Skipisten“.
In Dialogflow ist fu¨r die Absicht ein Standardwert fu¨r den Ort gegeben, beispiels-
weise
”
Ischgl“. Das Ergebnis zu dieser Anfrage in Dialogflow entha¨lt die Parameter
”
Typ:Skipiste“ und
”
Ort:Ischgl“. Da in der Anfrage kein Ort genannt wurde, wird der
Standardwert verwendet.
Die Aktive Ontologie liefert in diesem Fall nur den Parameter
”
Typ:Skipiste“. Das
Ergebnis der Aktiven Ontologie ist besser, als das Ergebnis aus Dialogflow. Aus der
Anfrage kann nur die Information zur Skipiste extrahiert werden und keine Informa-
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tion zum Ort.
Zusa¨tzlich zum Komplett-Vergleich (Genauigkeit) mit Dialogflow werden die Parameter
einzeln verglichen. Dazu wird u¨berpru¨ft, welche Parameter korrekt, fa¨lschlicherweise oder
gar nicht extrahiert wurden. Aus diesen Werten wird die Ausbeute, Pra¨zision und das
F1-Maß berechnet.
Zuna¨chst wird auf die Auswertung der Frage durch Dialogflow eingegangen. Anschließend
wird die Umwandlung der extrahierten Parameter aus der Aktiven Ontologie in die Form
aus Dialogflow vorgestellt. Der letzte Abschnitt dieses Kapitels erla¨utert, wie die Ergebnisse
verglichen und dokumentiert werden.
Dialogflow
Im Folgenden wird auf die Auswertung, beziehungsweise die Ausgabe der extrahierten
Parameter in Dialogflow eingegangen. Zuna¨chst wird hierfu¨r ein Beispiel fu¨r ein Ergebnis
aus Dialogflow mit den extrahierten Parametern dargestellt.
Beispiel
Dieses JSON ko¨nnte beispielsweise als Antwort auf die Frage
”
Ich suche das Restau-
rant Goldener Lo¨we“ von Dialogflow ausgegeben werden:
{
"parameters" :{
"type" : "Restaurant" ,
"name" : "Goldener Lo¨we"
}
}
Die Parameter in dieser Frage sind
”
Restaurant“ und
”
Goldener Lo¨we“.
Das Ergebnis aus Dialogflow wird gespeichert, um es anschließend mit dem Ergebnis der
Aktiven Ontologie zu vergleichen. Parameternamen, welche Dialogflow zuru¨ckgibt, besitzen
nicht die Struktur der Daten, wie das obige Beispiel zeigt: Der Parameter
”
name“ kann nicht
direkt auf die Daten in der Datenbank abgebildet werden. Das Feld, welches den Namen ei-
nes Elementes speichert, ist unter folgendem Pfad zu finden:
”
name translations.de“. Daher
mu¨ssen fu¨r den Vergleich von Dialogflow-Ergebnissen mit den Ergebnissen der Aktiven On-
tologien die Parameter auf ein einheitliches Format abgebildet werden. Zur Vereinfachung
wird das Ergebnis der Aktiven Ontologie auf das Ergebnis aus Dialogflow abgebildet.
Aktive Ontologie
Nachdem die Frage durch Dialogflow ausgewertet wurde, wird dieselbe Frage an die Ak-
tive Ontologie u¨bergeben. Nach der Verarbeitung durch die Aktive Ontologie werden die
erkannten Parameter ausgegeben. Die Namen der Parameter orientieren sich dabei an der
Struktur der Daten. Das folgende Beispiel zeigt, wie ein Ergebnis der Aktiven Ontologie
aussehen kann. Die Aktive Ontologie gibt allerdings kein JSON aus, sondern eine Liste der
Parameter mit ihrem zugeho¨rigen Wert.
Beispiel
Dieses Beispiel zeigt ein mo¨gliches Ergebnis einer Aktiven Ontologie. Als Beispielfrage
dient die Frage
”
Gibt es ein Restaurant in Karlsruhe“. Das Ergebnis kann wie folgt
aussehen:
Loca lBus ines s . @type : Restaurant
Loca lBus ines s . address . a d d r e s s L o c a l i t y : Karlsruhe
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Wie das Beispiel zeigt, spiegeln die Parameternamen die Struktur der Daten in der Da-
tenbank wieder. Fu¨r die Evaluation gilt es, diese Parameternamen auf die Parameter aus
Dialogflow abzubilden. Hierfu¨r werden Abbildungen definiert. Beispielsweise werden in
Dialogflow alle Werte, welche auf die Adresse eines Elementes passen, im Parameter
”
loca-
tion“ gespeichert. Um dies mit den Parametern der Aktiven Ontologie umzusetzen, werden
regula¨re Ausdru¨cke verwendet.
Beispiel
Um beispielsweise einen Parameter der Aktiven Ontologie auf den Parameter
”
loca-
tion“ in Dialogflow abzubilden, wird folgende Abbildungsvorschrift verwendet.
. ∗ \ . address .∗−> l o c a t i o n
Dies bedeutet, alle Parameternamen, welche
”
.address“ beinhalten, werden auf den
Parameternamen
”
location“ abgebildet.
Nach Abbildung der Parameternamen aus dem ersten Beispiel, sieht das Ergebnis wie folgt
aus:
Beispiel
{
"type" : "Restaurant" ,
"location" : "Karlsruhe"
}
Die extrahierten Parameter werden zur besseren Handhabung in ein JSON-Objekt einge-
fu¨gt.
Vergleich der Ergebnisse
Nachdem die Frage an beide Systeme gesendet wurde, mu¨ssen die Ergebnisse miteinan-
der verglichen werden. Das Ergebnis aus beiden Systemen sind JSON-Objekte, welche
im besten Fall die gleichen Bezeichnungen fu¨r die Parameternamen besitzen. Die beiden
JSON-Objekte werden anschließend miteinander verglichen. Bei einer vollsta¨ndigen U¨ber-
einstimmung der beiden Objekte wird das Ergebnis der Aktiven Ontologie als korrekt
gewertet. Gibt es Unterschiede, muss das Ergebnis der Aktiven Ontologie ha¨ndisch u¨ber-
pru¨ft werden. Dies ist notwendig, um zu bestimmen ob das Ergebnis der Aktiven Ontologie
besser zur Frage passt als das Ergebnis aus Dialogflow. Zusa¨tzlich zum Komplett-Vergleich
werden die Parameter einzeln verglichen. Es wird u¨berpru¨ft, wie viele Parameter korrekt,
fa¨lschlicherweise oder gar nicht extrahiert wurden. Aus diesen Werten wird die Ausbeute
und Pra¨zision, sowie das F1-Maß berechnet.
Ausbeute, Pra¨zision und F1-Maß
Bei der Auswertung des Ergebnisses handelt es sich um eine bina¨re Klassifikation. Dazu
werden die Parameter einzeln betrachtet. Wenn der richtige Sensorknoten reagiert hat und
es wurde ein korrekter Wert erkannt, dann handelt es sich um einen korrekt extrahierten
Wert (TP). Wurde ein Parameter extrahiert, der nicht in der natu¨rlichsprachlichen An-
frage vorkommt, handelt es sich um einen fa¨lschlicherweise extrahierten Parameter (FP).
Der letzte Fall ist, dass ein Parameter nicht extrahiert (FN) wurde, obwohl dieser in der
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Eigenschaft Annotierte Fragen
O¨ffnungszeiten 239
Adresse 13
Tabelle 6.4.: Anzahl an Fragen zur Erzeugung des Bag-of-Words-Mechanismus
natu¨rlichsprachlichen Anfrage vorkommt. Aus diesen Werten la¨sst sich anschließend die
Ausbeute und Pra¨zision bestimmen. Das F1-Maß wird aus der Ausbeute und Pra¨zision
bestimmt. Die Ausbeute (engl. recall) berechnet sich wie folgt:
TP + TN
TP + FP + TN + FN
(6.1)
Fu¨r die Pra¨zision (engl. precision) wird folgende Formel verwendet:
TP
TP + FP
(6.2)
Aus der Ausbeute und der Pra¨zision wird das F1-Maß wie folgt berechnet:
2 ∗ precision ∗ recall
precision+ recall
(6.3)
6.2.4. Evaluation des Bag-of-Word-Mechanismus
Eine Komponente, welche nicht mit den bisher vorgestellten Methoden der Evaluation
getestet werden kann, ist der Bag-of-Word-Mechanismus. Da diese Funktion in Dialog-
flow nicht unterstu¨tzt wird, muss die Evaluation hier ha¨ndisch durchgefu¨hrt werden. Dazu
wurden in Dialogflow spezielle Intents modelliert, welche nur eine bestimmte Eigenschaft
(beispielsweise
”
O¨ffnungszeiten“) anfragen. Im Rahmen der Evaluation wurden zwei Grup-
pen von Intents angelegt. Eine Gruppe zielt auf die Abfrage der O¨ffnungszeiten und die
zweite Gruppe auf die Frage nach der Adresse ab. Zusa¨tzlich dazu werden auch Kombina-
tionen der beiden Gruppen miteinander evaluiert. Ein Beispiel fu¨r eine Kombination aus
beidem ist:
”
Wann hat das Restaurant Goldene Mo¨we geo¨ffnet und wie lautet die Adresse?“
Die Tabelle 6.4 stellt die fu¨r die Erzeugung des Bag-of-Words-Mechanismus verwendeten
Fragen dar. Die annotierten Fragen zu den O¨ffnungszeiten waren bereits ein Bestandteil
der verwendeten Dialogflow-Agenten. Zum Simulieren der Kombination von zwei Anfra-
gen, wurden beispielhaft 13 Fragen zu der Eigenschaft
”
Adresse“ modelliert.
Zum einen werden also die einzelnen Bag-of-Word-Mechanismen der Eigenschaften getes-
tet, aber auch die Kombinationen von beiden miteinander. Die Auswertung muss ha¨ndisch
durchgefu¨hrt werden. Das Ergebnis kann nicht automatisiert mit Dialogflow verglichen
werden. Dialogflow kann die Fragen den einzelnen Absichten zuordnen, allerdings die kom-
binierte Variante kann durch Dialogflow nicht erkannt werden. Im Bezug auf diese Funk-
tionalita¨t sind die Aktiven Ontologien besser als Dialogflow.
Als Datengrundlage werden die Tourismusdaten verwendet. Innerhalb dieser Daten fin-
den sich Restaurants, welche sich aufgrund von O¨ffnungszeiten und Adresse sehr gut zur
Evaluation eignen.
6.3. Auswertung der Ergebnisse
Der Komplett-Vergleich mit Dialogflow wurde automatisiert durch das Evaluationswerk-
zeug ausgewertet. Fu¨r den Vergleich der einzelnen Parameter, wurden die Ergebnisse ha¨n-
disch ausgewertet. Aus dem Ergebnis der ha¨ndischen Auswertung wird das Maß fu¨r die
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Tourismus Hotel WebCam Komplett Parameter
Genauigkeit Ausbeute Pra¨zision F1-Maß
X X X 22% 45% 78% 57%
X X x 17% 28% 52% 36%
X x X 24% 46% 79% 58%
X x x 18% 35% 55% 40%
x X X 16% 33% 51% 43%
x X x 6% 17% 48% 25%
x x X 13% 34% 66% 45%
x x x 9% 18% 58% 27%
Tabelle 6.5.: Ergebnisse der evaluierten Kombinationen.
Ausbeute, Pra¨zision und den F1-Wert berechnet.
Zuna¨chst werden die Ergebnisse des Komplett-Vergleichs mit Dialogflow ausgewertet und
diskutiert. Anschließend wird auf die Auswertung der einzelnen Parameter eingegangen.
Das Ende des Kapitels bildet die Auswertung der Ergebnisse zum Bag-of-Words-Mechanismus.
6.3.1. Vergleich mit Dialogflow
Die Tabelle 6.5 zeigt die Ergebnisse der unterschiedlichen Kombinationen. Es wurden acht
Kombinationen evaluiert. Im Folgenden wird zuna¨chst der Komplett-Vergleich ausgewer-
tet. Anschließend werden die Parameter einzeln ausgewertet und analysiert.
Komplett-Vergleich
Die Ergebnisse zeigen, dass der Komplett-Vergleich zwischen Dialogflow und der Akti-
ven Ontologie zuna¨chst schlecht ausfa¨llt. Allerdings wurden die Aktiven Ontologien fu¨r
die Evaluation vollsta¨ndig automatisch erzeugt und es wurden keine manuellen A¨nderun-
gen vorgenommen. Fu¨r den Fall, dass alle Dialogflow-Agenten zur Erzeugung der Aktiven
Ontologie verwendet werden, liegt die Genauigkeit bei 45%. Wenn keine Agenten zur Er-
zeugung verwendet werden, liegt die Genauigkeit bei 9%. Auffa¨llig ist die Genauigkeit,
wenn der Hotel-Agent ausgelassen wird. Diese ist ho¨her, als wenn alle Agenten verwen-
det werden. Dies liegt daran, dass der Hotel-Agent Formulierungen zu speziellen Eigen-
schaften von Hotels besitzt. Diese Formulierungen u¨berschneiden sich mit Formulierungen
aus dem Tourismus-Agenten. Die Folge ist, dass zusa¨tzliche Parameter extrahiert wer-
den, beziehungsweise falsche Parameter die korrekten Parameter u¨berschreiben. Wenn der
Hotel-Agent ausgelassen wird, sind die Ergebnisse dementsprechend besser, da die Formu-
lierungen fu¨r die speziellen Eigenschaften der Hotels nicht erkannt werden.
Je weniger Agenten bei der Erzeugung der Aktiven Ontologie verwendet werden, desto
schlechter wird die Genauigkeit. Dies liegt daran, dass die entsprechenden Formulierungen
und Synonyme fehlen. Wenn kein Agent zur Erzeugung der Aktiven Ontologie verwen-
det wird, gleicht das Extrahieren der Parameter einer Schlu¨sselwortsuche. Hierbei werden
keinerlei Formulierungen beachtet.
Vergleich der Parameter
Neben dem Komplett-Vergleich werden die Parameter einzeln betrachtet. Hierfu¨r wird aus-
gewertet, wie viele Parameter korrekt extrahiert, fa¨lschlicherweise oder gar nicht extrahiert
wurden. Aus diesen Ergebnissen wurde die Ausbeute und die Pra¨zision berechnet. Das F1-
Maß stellt den harmonischen Mittelwert der Ausbeute und Pra¨zision dar. Die Ausbeute
und Pra¨zision ist in allen Fa¨llen besser, als die Genauigkeit. Der beste Wert (Ausbeute 46%
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O¨ffnungszeiten Adresse Genauigkeit
X x 65%
x X 23%
X X 40%
Tabelle 6.6.: Ergebnisse der Evaluation des Bag-of-Words-Mechanismus.
und Pra¨zision 79%) wird fu¨r die Kombination aus Tourismus-Agent und WebCam-Agent
erreicht. Ansonsten schwanken die Werte der beiden Metriken zwisch 28% und 35%.
Diskussion der Ergebnisse
Die Ergebnisse der Aktiven Ontologien werden durch zwei Fehlerfa¨lle beeintra¨chtigt. Im
ersten Fehlerfall werden zusa¨tzlich zu den korrekt extrahierten Parameter, falsche Parame-
ter extrahiert. Dies liegt daran, dass fu¨r manche Sensorknoten keine Formulierungen defi-
niert wurden. Diese Sensorknoten fu¨hren deswegen eine Schlu¨sselwortsuche durch. Reagiert
ein solcher Knoten auf einen gegebenen Wert, so wird dieser Wert dem Ergebnis hinzuge-
fu¨gt. Dieses Verhalten verschlechtert die Ergebnisse.
Beim zweiten Fehlerfall u¨berschreiben falsche Ergebnisse mit einer ho¨heren Konfidenz die
richtigen Ergebnisse mit einer niedrigeren Konfidenz. Im Folgenden werden zwei Onto-
logien betrachtet. Eine kleinere Ontologie mit Sensorknoten ohne Formulierungen und
eine gro¨ßere Ontologie mit Sensorknoten, die Formulierungen enthalten. Fu¨r eine natu¨r-
lichsprachliche Anfrage erkennt die gro¨ßere Ontologie beispielsweise bestimmte Parameter
und extrahiert diese mit einer Konfidenz von 90%. Die kleinere Ontologie erkennt in der
natu¨rlichsprachlichen Anfrage ebenfalls Parameter mit einer Konfidenz von 100%. Bei-
de Ontologien geben ihr Ergebnis an einen Sensorknoten weiter, der das beste Ergebnis
auswa¨hlt. In diesem Fall wird also das falsche Ergebnis der kleinen Ontologie bevorzugt.
Dadurch wird ein falsches Ergebnis ausgegeben und die Evaluationswerte verschlechtern
sich.
Beim aktuellen Ansatz der Arbeit werden oftmals erwartete Parameter nicht extrahiert
oder es werden zu viele extrahiert. Dies spiegelt sich im Verha¨ltnis von der Genauigkeit
zur Ausbeute wieder. Im Vergleich zur Genauigkeit ist die Ausbeute sehr viel ho¨her. Al-
lerdings werden oftmals die richtigen Parameter durch falsche Parameter u¨berschrieben.
Bei diesen Evaluationsergebnissen muss bedacht werden, dass die Aktiven Ontologien voll-
automatisch erzeugt wurden. Durch kleinere manuelle A¨nderungen an den Aktiven On-
tologien kann das Ergebnis bereits deutlich verbessert werden. Bereits jetzt kann durch
diesen Ansatz die manuelle Arbeit fu¨r den Entwickler minimiert werden. Auch die U¨bertra-
gung von Formulierungen aus bekannten Themengebieten auf neue Themengebiete wurde
erfolgreich evaluiert.
6.3.2. Bag-of-Words-Mechanismus
Zur Auswertung des Bag-of-Words-Mechanismus wurden die Fragen, die eine bestimmte
Eigenschaft anfragen, durch die Aktive Ontologie verarbeitet. Ha¨ndisch wurde anschlie-
ßend u¨berpru¨ft, ob die Aktive Ontologie erkannt hat, welche Eigenschaft angefragt werden
soll. Tabelle 6.6 zeigt die Ergebnisse der Auswertung. Die Ergebnisse lassen darauf schlie-
ßen, dass die Auswertung des Bag-of-Words-Mechanismus sehr zuverla¨ssig funktioniert.
Sowohl Fragen nach einer speziellen Eigenschaft, als auch nach mehreren Eigenschaften
ko¨nnen mit großer Zuverla¨ssigkeit richtig erkannt werden. Die Genauigkeit fu¨r Fragen
nach der Adresse ist geringer als die Genauigkeit fu¨r die O¨ffnungszeiten, da fu¨r die Adres-
se lediglich 13 Fragen annotiert wurden. Fu¨r ein besseres Ergebnis mu¨ssten mehr Fragen
annotiert werden. Fragen, die beide Eigenschaften anfragen werden mit einer Genauigkeit
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von 40% beantwortet. Die Aktive Ontologie erkennt die Frage nach der Eigenschaft an
den signifikaten Wo¨rtern (siehe Abschnitt 5.2.2). Wenn fu¨r eine Frage nach beispielsweise
den O¨ffnungszeiten die darin enthaltenen Wo¨rter nicht signifikant genug sind, erkennt der
Bag-of-Words-Mechanismus nicht, dass nach einer Eigenschaft gefragt werden soll. Dieser
Mechanismus reagiert nur, wenn das Gewicht der signifikanten Wo¨rter aufsummiert einen
vorher definierten Schwellenwert u¨berschreiten.
Diese Funktion ist ein Alleinstellungsmerkmal und ist in bestehenden intelligenten As-
sistenten so nicht vorhanden. Aufgrund der Struktur der Aktiven Ontologie, kann das
extrahierte Ergebnis direkt in eine Anfrage an die Datenbank umgewandelt werden.
7. Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde ein Ansatz zur semi-automatischen Generierung von Akti-
ven Ontologien aus Datenbankschemata implementiert. Mittels dieser Aktiven Ontologien
sollen Parameter aus natu¨rlichsprachlichen Anfragen extrahiert werden. Bei bestehenden
intelligenten Assistenten (beispielsweise Dialogflow) werden sehr viele Beispielfragen be-
no¨tigt. Diese Beispielfragen mu¨ssen durch den Entwickler ha¨ndisch modelliert werden.
Dahingehend soll der in dieser Arbeit erstellte Ansatz die manuelle Arbeit reduzieren.
Zur Umsetzung dieses Zieles wurden Informationen aus zwei unterschiedlichen Quellen
zusammengefu¨hrt. Eine Kombination aus Daten einer deduktiven Datenbank bildet mit
Formulierungen und Synonymen aus bestehenden Dialogflow-Agenten die Grundlage zur
Erzeugung der Aktiven Ontologien.
Die Struktur der Aktiven Ontologie ergibt sich aus der Struktur der Daten in der Daten-
bank. Dies hat den Vorteil, dass die Namen der extrahierten Parameter die Struktur der
anzufragenden Daten beinhalten. Auf diese Weise ist die Erzeugung einer Anfrage an die
Datenbank leicht mo¨glich. Zur Unterstu¨tzung von Werten, fu¨r die keine Synonyme vorlie-
gen, wird ein Wo¨rterbuch verwendet. Dieses reichert Werte aus der Datenbank, die bisher
keine Synonyme besitzen, mit Synonymen an. Dadurch ko¨nnen auch Werte fu¨r die keine
Synonyme in Dialogflow definiert wurden auf unterschiedliche Weise angefragt werden.
Eine Besonderheit der Aktiven Ontologien dieser Arbeit ist der Bag-of-Words-Mechanismus.
Hierbei kann die Aktive Ontologie erkennen, wenn ein Benutzer eine bestimmte Eigen-
schaft erfragen mo¨chte. Dazu muss in Dialogflow eine Absicht mit Fragen zu beispielsweise
O¨ffnungszeiten bestehen. Aus diesen Fragen werden die signifikanten Wo¨rter extrahiert.
Erkennt der Bag-of-Words-Mechanismus diese signifikanten Wo¨rter, wird davon ausgegan-
gen, dass der Benutzer nach einer bestimmten Eigenschaft fragt. Diese Information kann
dazu verwendet werden, um aus der Datenbank die O¨ffnungszeiten anzufragen. Dialogflow
hingegen kann dies nicht erkennen.
Zur Evaluation wurden unterschiedliche Kombinationen der Dialogflow-Agenten zur Erzeu-
gung der Aktiven Ontologien verwendet. Dies soll simulieren, dass die Aktive Ontologie fu¨r
Themengebiete ohne Formulierungen, die bereits bestehenden Formulierungen verwendet.
Die Datenbasis in der Datenbank ist fu¨r alle Kombinationen unvera¨ndert. Die Ergebnis-
se der Aktiven Ontologien wurden mit Dialogflow verglichen. Bei der Verwendung von
allen zur Verfu¨gung stehenden Informationen aus Dialogflow lag die Ausbeute bei etwa
45%. Je weniger Informationen aus Dialogflow fu¨r die Erzeugung der Aktiven Ontologien
verwendet wurden, desto niedriger war die resultierende Ausbeute. Wenn keine Informa-
tionen aus Dialogflow verwendet werden, liegt das Ergebnis bei etwa 18%. Dies liegt daran,
dass die Aktiven Ontologien entweder mehr Parameter als erwartet oder falsche Parame-
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ter extrahiert haben. Fu¨r den Vergleich der Ergebnisse wurden drei Varianten verwendet.
Eine Variante vergleicht das Ergebnis der Aktiven Ontologie mit Dialogflow. Aus diesem
Vergleich wird die Genauigkeit des Ergebnisses bestimmt. Die anderen zwei Varianten be-
trachten die einzelnen Parameter, welche die Aktive Ontologie extrahiert hat. Aus diesen
beiden Varianten wurde die Ausbeute und Pra¨zision bestimmt. Die Rate fu¨r die Ausbeute
(45%) und Pra¨zision (78%) liegt deutlich u¨ber dem Wert der Genauigkeit (22%). Ein Pro-
blem der Aktiven Ontologien ist, dass in manchen Fa¨llen falsche Parameter die korrekten
Parameter u¨berschreiben, beispielsweise aufgrund einer ho¨heren Konfidenz.
Zur Verbesserung der Ergebnisse, sind im Rahmen dieser Arbeit zwei Konzepte entstanden,
die in zuku¨nftigen Arbeiten umgesetzt werden ko¨nnen. In dieser Arbeit wurden die Aktiven
Ontologien basierend auf den Obertypen der einzelnen Datenbankelemente erzeugt. Das
Resultat sind wenige, dafu¨r sehr große Aktive Ontologien. Eine Mo¨glichkeit wa¨re, diese
Ontologien fu¨r jeden Typ zu erzeugen. Dadurch werden viele kleine Ontologien erzeugt,
welche die fu¨r den Typ spezifischen Eigenschaften erkennen. Die Konfidenzen der erkannten
Eigenschaften ist anschließend bei den spezifischen Ontologien gro¨ßer, als bei einer großen
Ontologie. Somit sollten die richtigen Parameter nicht mehr durch falsche Parameter u¨ber-
schrieben werden. Hierbei sollten u¨berschneidende Eigenschaften nicht dupliziert werden.
Betrachten wir folgendes Szenario: Eine
”
Pizzeria“ ist ein Untertyp von
”
Restaurant“, wel-
ches ein Untertyp von
”
LocalBusiness“ ist. In diesem Fall wu¨rde die Ontologie fu¨r den
Typ
”
LocalBusiness“ alle allgemeinen Eigenschaften (Beispielsweise
”
Name“ und
”
Adres-
se“) beinhalten.
”
Restaurant“ und
”
Pizzeria“ hingegen nur Eigenschaften, welche speziell
fu¨r diesen Typ (beispielsweise
”
Angebotene Speisen“) sind. Zusa¨tzlich dazu, existiert eine
Verbindung zwischen den Ontologien. Also eine Verlinkung von
”
Pizzeria“ zu
”
Restaurant“
und von
”
Restaurant“ zu
”
LocalBusiness“. Wird eine Anfrage zu einer Pizzeria gestellt, so
erkennen die Auswahlknoten der Pizzeria-AO die entsprechenden speziellen Eigenschaften
und die LocalBusiness-AO die allgemeinen Eigenschaften. Auf diese Weise werden viele
kleine Ontologien erzeugt, ohne Sensorknoten zu duplizieren. Die Konfidenzen fu¨r diese
kleinen spezifischen Ontologien sind anschließend ho¨her, als bei großen Ontologien, welche
alle Eigenschaften erkennen mu¨ssen. Dies ko¨nnte verhindern, dass falsch erkannte Eigen-
schaften mit ho¨herer Konfidenz die richtigen Parameter mit einer geringeren Konfidenz
u¨berschreiben.
Eine weitere Mo¨glichkeit zur Optimierung der Aktiven Ontologien ist die Einfu¨hrung ei-
ner weiteren Ebene an Auswahlknoten. Dieser Ansatz kann das Problem lo¨sen, dass zwei
Sensorknoten beim gleichen Wert feuern. Wenn zwei Sensorknoten beim gleichen Wert feu-
ern, muss verglichen werden, auf welche Pra¨- beziehungsweise Postfix-Informationen die
Knoten reagiert haben. Es wird davon ausgegangen, dass der Knoten mit dem la¨ngeren
erkannten Pra¨- oder Postfix der richtige Knoten ist. Aktuell feuern die Sensorknoten, wenn
sie einen Wert erkennen und geben diesen Wert an den Elternknoten weiter. Die Informati-
on zu den erkannten Pra¨- und Postfix-Informationen geht hierbei verloren. Zur Umsetzung
dieses Ansatzes geben die Sensorknoten alle erkannten Informationen weiter. Auf oberster
Ebene, beispielsweise unterhalb des Wurzelknotens, existiert ein Auswahlknoten, der die
entsprechenden Informationen auswertet. Wenn zwei Knoten denselben Wert erkannt ha-
ben, so werden die erkannten Pra¨- und Postfixe der beiden Knoten miteinander verglichen.
Der Knoten mit dem la¨ngeren Pra¨- und Postfix ist der richtige Knoten. Dieser Wert wird
anschließend weitergereicht.
Diese beiden Ansa¨tze zeigen Optimierungsmo¨glichkeiten auf, um die Erkennungsrate der
Aktiven Ontologien zu verbessern. Zusa¨tzlich werden die falsch erkannten Parameter, ge-
rade durch den zweiten Ansatz, deutlich reduziert.
Dieser Ansatz zeigt, dass es mo¨glich ist die Daten und die Struktur aus der Datenbank
mit Formulierungen und Synonymen aus einem Sprachverarbeitungswerkzeug (wie Dialog-
flow von Google oder Watson von IBM) zu kombinieren, um natu¨rlichsprachliche Anfra-
gen auszuwerten. Um diesen Ansatz produktiv einsetzen zu ko¨nnen, mu¨ssen zuna¨chst die
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angesprochenen Optimierungen implementiert werden. Anschließend mu¨ssen die automa-
tisch erzeugten Ontologien durch einen Entwickler u¨berpru¨ft und eventuelle Anpassungen
an den inneren Knoten der Ontologien vorgenommen werden. Zusa¨tzlich mu¨ssen fu¨r die
Sensorknoten ohne Pra¨- und Postfix-Informationen ha¨ndisch Formulierungen hinzugefu¨gt
werden. Anderenfalls ko¨nnen diese das Ergebnis beeinflussen. Aus der Evaluation kann
herausgelesen werden, dass dieser Ansatz bereits ohne Verwendung von Formulierungen
eine Ausbeute von ca 20% erreicht. Das bedeutet, mit diesem Ansatz kann mit dem jetzigen
Stand ein fu¨nftel der Arbeit eines Entwicklers eingespart werden. Mit den angesprochenen
Optimierungen kann dieser Anteil weiter gesteigert werden.
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Anhang
A. First Appendix Section
A.1. Mo¨gliche weitere Funktionen
Im Verlaufe der Implementierung sind zwei Funktionen aufgefallen, die in diesem Verfahren
erga¨nzt werden ko¨nnten. Zum einen wird fu¨r jeden extrahierten Typ aus der Datenbank
der Supertyp gespeichert. Dies ko¨nnte zur Optimierung der Aktiven Ontologien genutzt
werden. Zum anderen wa¨re die Einfu¨hrung eines generellen Formats zur Speicherung von
Telefonnummern in der Aktiven Ontologie mo¨glich.
Supertyp
Mittels der Supertyp-Eigenschaft ko¨nnen Duplikate eliminiert werden. Aktuell werden fu¨r
jeden Typ alle Eigenschaften in die Aktive Ontologie u¨bertragen.
Beispiel
Ein
”
Restaurant“ ist ein Subtyp von
”
LocalBusiness“. Der Supertyp von
”
Restaurant“
ist also
”
LocalBusiness“. Die Struktur eines LocalBusiness besitzt beispielsweise die
Eigenschaften
”
name“ und
”
description“. Restaurants besitzen die Eigenschaft
”
na-
me“,
”
description“,
”
address“. Aktuell werden fu¨r beide Typen separate Ontologien
erzeugt, welche alle Eigenschaften beinhalten.
Optimierung anhand des Supertyps wa¨re mo¨glich, indem die Aktive Ontologie des Restau-
rants (aus dem Beispiel) nur die Eigenschaft
”
address“ besitzt und einen Verweis auf die
Aktive Ontologie des
”
LocalBusiness“. Auf diese Weise wu¨rden die doppelten Eintra¨ge in
unterschiedlichen Ontologien eliminiert werden. Eine Unterontologie entha¨lt nur noch die
Eigenschaften, welche die Oberontologie noch nicht besitzt und zusa¨tzlich einen Verweis
auf die Oberontologie.
Generelles Format fu¨r Telefonnummern
Ein weiterer Punkt betrifft Telefonnummern. Aktuell werden Telefonnummern in die ent-
sprechende Datei zu der Eigenschaft geschrieben. Diese werden allerdings nicht in einem
einheitlichen Format gespeichert. Es existieren viele verschieden Formate um Telefonnum-
mern zu speichern. Suchvorga¨nge nach Telefonnummern sind dadurch nahezu unmo¨glich,
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außer es ist bekannt, wie die Telefonnummer in der Datenbank gespeichert wurde. Daher
wa¨re ein generelles Format zur Beschreibung von Telefonnummern notwendig. Wie bei
den Abbildungsknoten dient das generelle Format als Synonym fu¨r den Wert in der Da-
tenbank. Ein spezieller Sensorknoten mu¨sste die ankommenden Formate in das generelle
Format umwandeln und anschließend wird dieses fu¨r die Suche auf die Telefonnummer in
der Datenbank abgebildet. Auf diese Weise wa¨re es mo¨glich Telefonnummern anzufragen.
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B. Literaturanalysen
B.1. The Ontology Extraction Maintenance Framework Text-To-Onto
[MV01]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Zentrales Thema des Papers ist die Extraktion einer Ontologie aus Text
I 2 Zur Erzeugung der Konzepte wird eine Referenzontologie verwendet
I 3 Umfangreiche Benutzerunterstu¨tzung notwendig
I 4 Generische Ontologie muss zuru¨ckgeschnitten werden, je nachdem welche Konzepte
fu¨r den aktuellen Anwendungsfall verwendet werden
I 5 Zusa¨tzlich wird die Ontologie kontinuierlich durch neue Eintra¨ge erweitert
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Es existierte keine allgemeine Rahmenarchitektur zur Ontologieextraktion und War-
tung aus Text
D 2 In der Arbeit genannte Ansa¨tze ko¨nnen nicht mit nicht-taxonomischen konzeptuellen
Relationen umgehen und beinhalten keine Mo¨glichkeiten der Modellierung durch
einen Benutzer
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Lernprozess beru¨cksichtigt immer die vorhandenen konzeptionellen Strukturen
L 2 Allerdings auch Neuaufbau mo¨glich, wenn keine konzeptionellen Strukturen verfu¨g-
bar
L 3 Ontologieextraktion
a) Ergebnis der Ontologieextraktions-Algorithmen sind Elemente der Ontologie-
struktur
b) Benutzer kann folgende Informationen extrahieren
i. Lexikalische Eintra¨ge die sich auf Konzepte beziehen
ii. Konzepthierarchie
iii. Lexikalische Zeichen fu¨r Relationen und nicht-taxonomische Relationen
c) statische und datamining Ansa¨tze
i. Mehrere Algorithmen implementiert
ii. Einer davon erfasst Termfrequenzen aus Text
iii. Ausgabe dieses Algorithmus kann zur Erzeugung der Konzepte und den
zugeho¨rigen lexikalischen Zeichen genutzt werden
iv. Zur Ableitung der Konzepthierarchie wurde ein hierarchischer Clustering-
Algorithmus verwendet
v. Dieser greift auf Hintergrundwissen aus vorhandenen ontologischen Entita¨-
ten zugreift, um extrahierte Hierarchie zu kennzeichnen
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vi. Um nicht-taxonomische konzeptuelle Beziehungen zu erkennen, wurde ein
Algorithmus implementier, der auf ha¨ufigen Kopplungen von Konzepten
basiert
vii. Dazu werden sprachlich verwandte Wortpaare identifiziert
viii. eigentlicher Algorithmus ist leicht modifizierte Version des Standard-Assoziationsregel-
Algorithmus, der auf mehreren Sa¨tzen arbeitet
ix. Hintergrundwissen aus Taxonomie wird verwendet, um Beziehungen auf
geeigneter Abstraktionsebene vorzuschlagen
x. Umfangreiche Benutzerunterstu¨tzung fu¨r die Kontrolle der Algorithmenpa-
rameter
xi. Extrahierte Relationen werden dem Benutzer pra¨sentiert
xii. Benennung der Beziehungen wird gegenwa¨rtig durch Benutzer manuell durch-
gefu¨hrt
d) Ontologieextraktion: Musterbasierte Ansa¨tze
i. heuristische Methoden basierend auf regula¨ren Ausdru¨cken
ii. Muster zur Erkennung von taxonomischen wie nicht-taxonomischen Bezie-
hungen
iii. Nachteile: Muster mu¨ssen definiert werden; zeitaufwendig
L 4 Wartung & Pflege der Ontologie
a) Ontologien entwickeln sich weiter
b) Im Rahmen dieser Arbeit besteht die Pflege der Ontologie aus zwei Teilaufgaben
c) Ontologie Zuru¨ckschneiden: Entfernen von Elementen aus der Ontologie, die fu¨r
gegebene Anwendungsdoma¨ne nicht relevant sind
d) Ontologie Verfeinerung: Erlernen der Bedeutung von unbekannten Wo¨rtern,
Erkennung wichtiger Wo¨rter, die sich nicht in der Ontologie wiederspiegeln
e) Zuru¨ckschneiden der Ontologie
i. Beschneidung notwendig, wenn generische Ontologie zu Doma¨ne verwendet
wird
ii. Es wird ein frequenzbasierter Ansatz verwendet um Konzeptfrequenzen in
einem Korpus zu bestimmen
iii. Entita¨ten, die in gegebenem Korpus ha¨ufig vorkommen, werden als Be-
standteil einer bestimmten Doma¨ne betrachtet
iv. Im Gegensatz zur Ontologieextraktion reicht Ha¨ufigkeit ontologischer En-
tita¨ten nicht aus
v. Zur Bestimmung der Doma¨nenrelevanz, werden die ontologischen Entita¨ten
mit Ha¨ufigkeiten aus einem generischen Korpus verglichen
vi. Benutzer kann mehrere Relevanzmaße fu¨r Frequenzberechnung auswa¨hlen
vii. Berechnete Ha¨ufigkeiten werden verwendet, um relative Relevanz jedes in
der Ontologie enthaltenen Konzepts zu bestimmen
viii. Alle bestehenden Konzepte und Beziehungen, die im doma¨nenspezifischen
Korpus ha¨ufiger vorkommen, bleiben in der Ontologie
f) Verfeinerung der Ontologie
i. Wichtiger Aspekt der Pflege ist inkrementelle Erweiterung einer Ontologie
um Konzepte und zugeho¨rige lexikalische Eintra¨ge
ii. Extraktionsalgorithmen ko¨nnen auch zur Erweiterung der Ontologie ver-
wendet werden
iii. Algorithmen ko¨nnen jedoch unbekannte Wo¨rter nicht mit bestehenden Kon-
zepten verbinden oder Synonyme desselben Konzepts erkennen
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iv. Verfeinerungsansatz basiert auf Annahme: Unbekannte Wo¨rter ko¨nnen a¨hn-
liches konzeptionelles Verhalten wie bekannte Wo¨rter haben
v. bsp.
”
Wochenendausflug“ gleiches konzeptionelles Verhalten wie das Kon-
zept
”
EXKURSION“
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B.2. Ontology learning for the semantic web
[MS01]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Rahmenarchitektur zum Extrahieren einer Ontologie
I 2 folgende Schritte: Ontologie-Import, -Extraktion, -Reduzierung, -Verfeinerung und
-Bewertung
I 3 Bietet außerdem Werkzeuge zur Ontologiemodellierung
I 4 Ontologie kann aus Freitext, Wo¨rterbu¨chern und vererbten Ontologien extrahiert
werden
I 5 Rahmenarchitektur bietet folgende Schritte:
a) Verschmelzen existierender Strukturen oder definieren von Abbildungsregeln
zwischen diesen Strukturen erlaubt das wiederverwenden und importieren von
bestehenden Ontologien
b) Ontologieextraktion modelliert wichtige Teile der Zielontologie
c) Ontologiereduzierung um besser auf den eigentlichen Anwendungsfall angepasst
zu sein
d) Verfeinerung der Ontologie
I 6 Dieser Zyklus kann wiederholt werden um neue Doma¨nen zu erschließen
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Nachteil einiger Ansa¨tze, die mit Hilfe von maschinen-lernenden Techniken Wissen
akquirieren, ist der starke Fokus auf strukturierten Wissen oder Datenbanken
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Vollautomatisierte Extraktion einer Ontologie in naher Zukunft nicht mo¨glich
P 2 Daher ist der Ansatz der Autoren eine semi-automatische Lo¨sung, bei der der Mensch
manche Entscheidungen selber treffen muss
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Importieren & Wiederverwenden bestehender Ontologien
a) Im ersten Teil werden die Strukturen des Schemas identifiziert
b) Genereller Inhalt muss mit Doma¨nenexperten diskutiert werden
c) Jede Wissensquelle muss separat importiert werden
d) Im zweiten Teil werden die importierten Strukturen zusammengefu¨hrt/aufein-
ander abgestimmt
e) Ziel ist gemeinsame Basis zu bilden auf der nachfolgenden Phasen arbeiten
ko¨nnen
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f) Import-/Wiederverwendung ist am schwierigsten zu verallgemeinern
L 2 Extraktion
a) Modelliert Hauptteile oder große Teile einer neuen Ontologie-Subdoma¨ne
b) Wesentlicher Teil der gesamten Ontologie-Lern-Aufgabe wird in Extraktions-
phase abgedeckt
c) Lexikalische Eintrage und Konzeptextrahierung
i. Text-to-Onto verarbeitet Webdokumente auf morphologischer Ebene
ii. Inklusive Mehrwortbegriffen wie
”
database reverse engineering“ durch n-
Gramme (einfache statistikbasierte Technik)
iii. Basierend auf dieser Textvorverarbeitung werden Termextraktionstechni-
ken angewandt, welche auf (gewichteten) statistischen Ha¨ufigkeiten basie-
ren um neue lexikalische Eintra¨ge vorzuschlagen
iv. Oft folgt der Ontologieentwickler dem Vorschlag und fu¨gt einen neuen le-
xikalischen Eintrag in die Ontologie ein
v. Neuer lexikalischer Eintrag kommt ohne zugeho¨riges Konzept
vi. Ontologieentwickler muss entscheiden ob ein neues Konzept eingefu¨hrt wer-
den soll, oder ob es mit einem bestehenden Konzept verknu¨pft wird
d) Hierarchisches Konzeptclustering
i. Mittels eines Lexikons und einer Menge von Konzepten, ist der na¨chste
Schritt die taxonomische Konzeptklassifizierung
ii. Anwendbare Methode, hierarchisches Clustering, hier werden A¨hnlichkei-
ten von Elementen ausgenutzt, um eine Hierarchie von Elementkategorien
vorzuschlagen
iii. A¨hnlichkeitsmaß fu¨r Eigenschaften von Objekten berechnen
iv. Term-Adjazend oder syntaktische Beziehungen zwischen Termen sind emi-
nent wichtig um semantische Hierarchie von Konzepten zu induzieren, die
mit diesen Termen in Beziehung stehen
e) Wo¨rterbu¨cher
i. Maschinenlesbare Wo¨rterbu¨cher sind fu¨r viele Doma¨nen verfu¨gbar
ii. Obwohl innere Struktur gro¨ßtenteils freier Text ist, werden wenige Muster
verwendet, um Textdefinitionen zu geben
iii. Wo¨rterbu¨cher weisen hohen Grad an Regelma¨ßigkeit auf, kann genutzt wer-
den, um Doma¨nenkonzeptualisierung zu extrahieren
f) Assoziationsregeln
i. Typischerweise werden Assoziations-regel-lern-Algorithmen fu¨r prototypi-
sche Anwendungen des Data Mining verwendet
ii. Verallgemeinerter Algorithmus entha¨lt Beschreibungen auf der entsprechen-
den Taxonomieebene
iii. Text-to-Onto verwendet modifizierten Algorithmus um Beziehungen zwi-
schen Konzepten zu finden
iv. Gegebene Klassenhierarchie dient als Hintergrundwissen
v. Paare von syntaktisch verwandten Konzepten dienen als Eingabe fu¨r den
Algorithmus
vi. Algorithmus erzeugt Assoziationsregeln, die die Relevanz verschiedener Re-
geln beim Auf-/Absieg der Taxonomie vergleichen
vii. Algorithmus schla¨gt die relevantesten bina¨ren Regeln vor, um Beziehungen
in der Ontologie zu modellieren
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L 3 Reduzierung der Ontologie
a) Allgemeines Problem der Modellierung in verschiedenen Disziplinen ist das
Gleichgewicht zwischen Vollsta¨ndigkeit und Mangel an Doma¨nenmodellen
b) Vollsta¨ndigkeit nicht handhabbar und zu rechenintensiv
c) Beschra¨nken auf seltenstes Modell beschra¨nkt Aussagekraft zu sehr
d) Problem des Reduzierung auf zwei Wege
i. Erstens, Auswirkungen der Beschneidung einzelner Teile auf den Rest der
Ontologie
ii. Zweitens, Strategien fu¨r das Vorschlagen von Elementen die behalten oder
entfernt werden sollen
iii. Bei mehreren gegebenen anwendungsspezifischen Dokumenten gibt es meh-
rere Strategien die Ontologie zu beschneiden
iv. Basieren auf absoluten oder relativen Anzahl von Termha¨ufigkeiten kombi-
niert mit dem Hintergrundwissen der Ontologie
L 4 Verfeinerung der Ontologie
a) Verfeinerung a¨hnlich zur Extraktion
b) Feinabstimmung der Zielontologie
c) kann Daten aus einer konkreten Semantic Web Applikation verwenden z.B.
Protokolldateien von Benutzeranfragen
d) Anpassung und Verfeinerung in Bezug auf Benutzeranforderungen spielt wich-
tige Rolle bei der Akzeptanz und Weiterentwicklung
e) Prinzipiell ko¨nnen die selben Algorithmen wie fu¨r Extraktion verwendet werden
f) Bei Verfeinerung mu¨ssen jedoch die bestehende Ontologie und ihre bestehenden
Verbindungen im Detail betrachtet werden
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B.3. TextOntoEx: Automatic ontology construction from natural English
text
[DHR08]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 TextOntoEx erzeugt die Ontologie aus natu¨rlichen Doma¨nentexten mit Hilfe von
semantischen Mustern
I 2 TextOntoEx ist Kette zwischen linguistischer Analyse und Ontologie-Engineering
I 3 Analysiert natu¨rlichen Domaintext um nicht-taxonomische Beziehungen einer be-
stimmten Doma¨ne zu extrahieren
I 4 Beziehung zwischen zwei Konzepten kann bspw. durch ein Verb bestehen
I 5 Semantische Muster sind eine generische formale Repra¨sentation von natu¨rlichen
Textfragmenten
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Meisten bestehenden Arbeiten unterstu¨tzen die Konstruktion von ontologischen Be-
ziehungen (Taxonomie, Gleichheit) aber nicht die Konstruktion von Doma¨nenbezie-
hungen, nicht-taxonomischen konzeptuellen Beziehungen
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Struktur der semantischen Muster
a) Abstrakte ontologische Klasse
b) Verbgruppe
c) konstanter Textausdruck (Pra¨positionen und Konjunktionen)
d) Optionale Elemente
L 2 Alle Elemente sind nicht-terminierende Elemente außer dem konstanten Textaus-
druck
L 3 Mittels semantischer Muster ko¨nnen sowohl nicht-taxonomische, als auch taxonomi-
sche Relationen gefunden werden
L 4 Negativ: semantische Muster mu¨ssen definiert werden
L 5 Extrahieren der Ontologie
a) Jeder Eingabeabsatz eines Textes einer Doma¨ne wird analysiert
b) Es wird sichergestellt, dass der ausgewa¨hlte Absatz keine negierten Wo¨rter ent-
ha¨lt
c) Eingabeabsatz wird in ein oder mehrere mustera¨hnliche Formate konvertiert,
das Zwischenformat
d) Anschließend wird nach exakten U¨bereinstimmungen zwischen dem Zwischen-
format und den definierten semantischen Mustern gesucht
e) Ausdru¨cke die nicht von Interesse sind werden entfernt
f) Sa¨tze ko¨nnen mit mehr als einem semantischen Muster u¨bereinstimmen
g) Jedes passende Muster fu¨gt Informationen zur extrahierten Ontologie hinzu.
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Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Kleiner Testkorpus wurde zur Evaluierung verwendet (65 Sa¨tze)
N 2 Semantische Relationen wurden manuell extrahiert und mit den Ergebnissen der
semantischen TextOntoEx verglichen
N 3 Es gab keine falschen U¨bereinstimmungen
N 4 Pra¨zision war daher bei 100%
N 5 Ru¨ckrufquote bei ca 54%
N 6 Nicht u¨bereinstimmende Muster sind auf Ma¨ngel in den gespeicherten semantischen
Mustern zuru¨ckzufu¨hren
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B.4. Ontology extraction from relational database: Concept hierarchy as
background knowledge
[SHA11]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Auf Grundlage einer bestehenden Konzepthierarchie werden die Daten aus der rela-
tionalen Datenbank extrahiert
I 2 Dieses Hintergrundwissen wird von Doma¨nenexperten bereitgestellt
I 3 Anhand von A¨hnlichkeitsmaßen wird nach u¨bereinstimmenden Attributen gesucht
I 4 Identifizierte Attribute werden verwendet, um Menge der in Frage kommenden Ta-
bellen einzugrenzen
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Meiste Ansa¨tze schlagen nur das Mapping von der Relationalen Datenbank (RDB)
zu einem Ontologie-Abbildungs-Ansatz vor, ohne dass sich Wissen in der Datenbank
befindet
D 2 Alle Datenbankkomponenten werden ohne einen Datenauswahlmechanismus konver-
tiert
D 3 Da viele Probleme, wie Datenredundanz, immer noch in existierenden Datenbanken
auftreten ist die Erstellung einer Ontologie u¨ber RDB ohne Datenvorbereitungsphase
unproduktiv
D 4 Umwandlungskosten mu¨ssen im Hinblick auf die rasche Zunahme der Datenbankgro¨-
ße minimiert werden
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Semi-automatische Ontologiekonstruktion zum Bauen eines initialen Modells einer
OWL Ontologie
L 2 Identifizieren der relevanten Datenmenge beno¨tigt Spezifizierung, auf welche Tabel-
len, Attribute und Tupel zugegriffen werden soll
L 3 Distanzbasierte Merkmalsextraktion zur Bestimmung der relevanten Datenmengen
(A¨hnlichkeit zw. Merkmalswert und Menge an Texteingabe)
L 4 Konzepthierarchie dient als Grundlage der Datenextraktion
L 5 Dieses Hintergrundwissen wird von Doma¨nenexperten bereitgestellt; repra¨sentiert
entsprechende Ebenen in der Konzepthierarchie
L 6 Algorithmus verwendet Zieltabelle und Zielattribute, um u¨ber Fremdschlu¨sselverbin-
dung Verknu¨pfungsketten mit anderen Tabellen zu erstellen
L 7 Levenshtein-Distanz als Metrik zur Bestimmung zugeho¨riger Merkmale
L 8 Mit Eingabetext wird in einer Menge von Relationen / Tabellen einer gegebenen
Datenbank nach u¨bereinstimmenden Attributen gesucht
L 9 Identifizierte Attribute werden verwendet, um die Menge der mo¨glichen Tabellen zu
identifizieren
L 10 Prima¨rschlu¨ssel ermittelt ob entsprechende Tabelle aus starkem Entita¨tssatz stammt
L 11 Fremdschlu¨ssel gibt Beziehung zw. Tabellen an
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L 12 Schlu¨sselbasierte Beziehung manchmal unproduktiv
L 13 Subsumtionsbeziehung in Konzepthierarchie wird in den Prozess der Bestimmung
der Konzeptbeziehungen einbezogen
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B.5. Learning Ontology From Relational Database
[LDW05]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 OWL Ontologie aus Daten einer relationalen Datenbank extrahieren
I 2 Unter Verwendung einer Gruppe von Lernregeln anstatt eines Zwischenmodells
I 3 OWL Ontologie entha¨lt Klassen, Eigenschaften, Eigenschaftscharakteristiken, Kar-
dinalita¨t und Instanzen
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Andere existierende Verfahren ko¨nnen nicht alle Eigenschaften auf einmal extrahie-
ren:
a) Klassen, Eigenschaften, Eigenschaftscharakteristiken, Kardinalita¨t und Instan-
zen
D 2 Andere Verfahren beno¨tigen bspw. ein Zwischenmodell
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Das Schema der relationalen Datenbank muss zumindest in der dritten Normalform
sein
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Regeln zum erlernen der Ontologie sind in fu¨nf Gruppen aufgeteilt.
L 2 Regeln zum Lernen von
a) Klassen
b) Eigenschaften
c) Hierarchie
d) Kardinalita¨t
e) Instanzen
L 3 Regeln zum Lernen von Klassen
a) Klasse kann aus Informationen von mehreren Beziehungen oder von einer Be-
ziehung abgeleitet werden
b) Regel 1 integriert Informationen mehrerer Beziehungen in einer Klasse, wenn
diese Beziehung ein Element beschreiben
c) Regel 2 sagt, wenn eine Relation ein Element beschreibt, anstatt eine Beziehung
zwischen Relationen, dann kann daraus eine Klasse abgeleitet werden
L 4 Regeln zum Lernen von Eigenschaften und deren Charakteristiken
90 7. Anhang
a) Zwei Arten von Eigenschaften in OWL
i. Objekteigenschaften
A. Regeln 3,4,5,6
ii. Eigenschaften eines Datentyps
A. Regel 7
b) Regel 3, 4 und 5 lernen Objekteigenschaften mittels der bina¨ren Beziehung
zwischen Relationen
c) Regel 7 zeigt, dass jedes Attribut in Relationen, welches nicht in eine Objektei-
genschaft konvertiert werden kann, in eine Datentypeigenschaft umgewandelt
werden kann
L 5 Regeln zum Lernen der Hierarchie
a) Wenn zwei Relationen in der Datenbank eine vererbende Beziehung haben, dann
ko¨nnen diese Klassen oder Eigenschaften in einer Hierarchie organisiert werden
(Regel 8)
L 6 Regeln zum Lernen der Kardinalita¨t
a) Die Kardinalita¨t der Eigenschaften kann aus den Einschra¨nkungen von Attri-
buten in Relationen gelernt werden (Regeln 9, 10 und 11)
L 7 Regeln zum Lernen der Instanzen
a) Fu¨r eine Klasse Ci, bestehen die Instanzen aus Tupel in den Relationen die zu
Ci geho¨ren
b) Relationen zwischen Instanzen werden unter Verwendung der Informationen der
Fremdschlu¨ssel hergestellt
L 8 Funktionsweise
a) Eingabe der Rahmenarchitektur sind Daten aus einer relationalen Datenbank
b) Mittels eines Datenbankanalyseprogramms werden Schemainformationen extra-
hiert (z.B. Prima¨rschlu¨ssel, Fremdschlu¨ssel, Abha¨ngigkeiten, usw.)
c) Anschließend generiert der Ontologiegenerator aus den Schemainformationen
und den Regeln die Ontologie
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B.6. Active Framework
[GCB06, GBC06]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 A platform for building intelligent software
a) Aktive Ontologie konstruiert strukturierte Befehle aus natu¨rlicher Sprache
b) Besteht aus Konzepten und Relationen die Doma¨ne der Anwendung definieren
c) Sprachbefehl besteht aus Subjekt, Komplement und Verb
d) Wenn Doma¨ne einmal mit Konzepten und Beziehungen definiert wurde, wird
mittels Regeln die Sprachverarbeitungsschicht angewendet
e) Die Aktive Ontologie wird von Hand durch einen Programmierer erzeugt
I 2 A unified platform for building intelligent web interaction assistants
a) Entwicklung eines Assistenten der Informationen zu Restaurants und Filmen
liefert
b) Geographischer Inhalt wird durch eine Webservice-Schnittstelle durch Yahoo
und Google bereitgestellt
c) Aktive Ontologie wird manuell erstellt
d) Befehle bestehen aus einem Verb und einem Event
e) Event: Filmevent, Speiseevent, besitzen Datum und mehr Details
f) Film: Genre, Schauspieler, Bewertung
g) Anschließend hinzufu¨gen der Regeln zu den Konzepten fu¨r Verarbeitung der
natu¨rlichen Sprache
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Wird auf regula¨rer Basis durch Chirurgen bewertet
92 7. Anhang
B.7. Easier: An Approacht to Automatically Generate Active Ontologies
for Intelligent Assistants
[BL16, BL18]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Identifizieren von formularbasierten Diensten
I 2 Crawlen des Internets nach HTML-Formularen und extrahieren der Metainformatio-
nen
I 3 Clustern der identifizierten Webformulare mit Hilfe von Spectral Clustering nach
Service-Kategorien
I 4 automatische Konstruktion von AOs fu¨r jede Servicekategorie
I 5 Gemeinsame Merkmale einer Kategorie -> obligatorische Knoten
I 6 Um Ontologie aktiv zu machen -> Bestimmung des Knotentyps fu¨r jeden Knoten
I 7 Jeder Knotentyp muss mit Liste gu¨ltiger Werte versehen sein
I 8 Einige Formularelemente enthalten Informationen zu gu¨ltigen Werten/Datentypen
I 9 EASIER verwendet Typ um Eingabeverifizierungsregeln in generierten Bla¨ttern an-
zugeben
I 10 Keine Hinweise zur Eingabeu¨berpru¨fung -> AO-Entwickler
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Bestehende Projekte bescha¨ftigen sich mit allgegenwa¨rtigen mobilen Anwendungen,
die leistungsfa¨hige Middleware-Plattformen bieten, denen aber die Verarbeitung na-
tu¨rlicher Sprache oder multimodale Fusion fehlt
D 2 Leichtgewichtiger und entwicklerfreundlicher als das sehr a¨hnliche SOAR Projekt
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Skalierbarkeit und Stabilita¨t des Active Servers gilt es zu verbessern
P 2 Clustering noch nicht verfu¨gbar
P 3 Generiert gut AOs, aber Begriffskla¨rung muss verbessert werden
P 4 Mehrdeutige Felder ohne zusa¨tzliche Informationen ko¨nnen nicht unterschieden wer-
den
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Getestet mit 58 Webformularen aus drei Servicekategorien (Flugkosten (20), Auto-
mobile (20), Buchsuche(18))
N 2 Flug AO deckt 75% der Anfragen ab, allerdings sind nur 36% vollsta¨ndig abgedeckt
N 3 Detaillierte Analyse von zehn kompletten Anfragen zeigt, dass EASIER 70% der
Anfragen beantworten konnte
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B.8. DIALOGIC: A Core Natural-Language Processing System
[GHH+82]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 DIALOGIC u¨bersetzt englische Sa¨tze in Repra¨sentationen ihrer wo¨rtlichen Bedeu-
tung im Kontext einer A¨ußerung
I 2 Diese Repra¨sentationen (logische Formen) sollen eine rein formale Sprache sein
I 3 Logische Formen sollen der Struktur der natu¨rlichen Sprache so nahe wie mo¨glich
kommen
I 4 Ziel war es, DIALOGIC als Kernkomponente der Sprachverarbeitung in einer Viel-
zahl von Systemen zu verwenden, wobei einige zu neuen Anwendungsbereichen trans-
portierbar sind
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 DIAGRAM
a) Verwendet wird DIAGRAM als generelle Grammatik fu¨r die englische Sprache
b) Beschreibt allgemeine Satztypen, komplexe Hilfs- und Modelltypen, komplexe
Nominalphrasen, normalisierte Sa¨tze, alle ga¨ngigen Quantifizierer, Relativsa¨tze,
Verben mit Satzkomplementen, Vergleichs- und Maßausdru¨cke, Nebensa¨tze und
andere adverbiale Modifikatoren
c) Lexikon kategorisiert Wo¨rter und Attribute mit denen, die in den Regeln ver-
wendet werden
d) Jede Regel besitzt einen Konstruktor, der die Einschra¨nkungen fu¨r seine An-
wendung ausdru¨ckt und ein U¨bersetzer, der die entsprechende logische Form
erzeugt
e) Phrasen erwerben Attribute aus ihren Bestandteilen und erwerben Attribute
von gro¨ßeren Phrasen die diese enthalten
f) Attribute werden verwendet um Akzeptanz einer Analyse kontextsensitiv zu
beschra¨nken
g) Vor dem Erzeugen eines Knotens im Parse-Baum ruft die Exekutive den Kon-
struktor der Regel auf, um auf Zula¨ssigkeit zu pru¨fen
h) Konstruktoren ko¨nnen auch Scores zuweisen um alternative Analysen in bevor-
zugter Reihenfolge aufzulisten
i) Ergebnis sind ein oder mehrere annotierte Parseba¨ume
L 2 U¨bersetzer
a) Nach syntaktischer Analyse einer A¨ußerung wird eine Sequenz semantischer
U¨bersetzer aufgerufen
b) Bauen logische Form auf, die einer wo¨rtlichen Interpretation der A¨ußerung im
Kontext entspricht
c) U¨bersetzer fu¨r jede Regel legt fest, wie die verschiedenen Bestandteile der Phra-
se zu einer Interpretation der gesamten Phrase kombiniert werden sollen
d) Obwohl U¨bersetzer von oben nach unten arbeiten, wird U¨bersetzung tatsa¨chlich
von unten nach oben aufgebaut
94 7. Anhang
e) Aufbau der logischen Form in zwei Phasen: (1) Fragmente der logischen Form
werden an den Parsebaum angeha¨ngt; (2) endgu¨ltige logische Form wird daraus
durch Scoping-Algorithmus zusammengesetzt
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B.9. Natural Language Query Processing Using Semantic Grammar
[RAC+10]
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Um Daten aus einer Datenbank abzufragen werden SQL-Kenntnisse beno¨tigt, mit
Hilfe des Systems dieses Papers kann mittels natu¨rlicher Sprache eine Datenbank
abgefragt werden
I 2 Generelle natu¨rliche Sprachverarbeitung wird durchgefu¨hrt
I 3 Morphologische Analyse: Einzelne Worte werden analysiert und Nicht-Wort-Zeichen
(z.B. Punkte) werden von den Worten separiert
I 4 Syntaktische Analyse: Lineare Sequenz an Wo¨rtern werden in eine Struktur trans-
formiert, die die Zusammenha¨nge darstellt
I 5 Semantische Analyse: Strukturen die durch die syntaktische Analyse erzeugt wurden,
werden mit Bedeutungen belegt
I 6 Diskursintegration: Bedeutung eines Satzes kann von den vorangehenden Sa¨tzen ab-
ha¨ngen und Bedeutung der folgenden Sa¨tze beeinflussen
I 7 Pragmatische Analyse: Struktur die repra¨sentiert was gesagt wurde, wird neu inter-
pretiert um festzustellen was gemeint war
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Eingabe muss auf Englisch sein
P 2 Eingabe muss in Form einer Frage sein
P 3 Limitiertes Daten-Wo¨rterbuch wird verwendet indem alle Wo¨rter passend zum je-
weiligen System enthalten sind, dieses muss kontinuierlich erweitert werden
P 4 Alle Namen der Eingabe mu¨ssen in doppelten Hochkommas geschrieben werden
P 5 Nicht alle Formen von SQL-Anfragen werden unterstu¨tzt
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Semantische Grammatik
a) Zwei Teile einer semantischen Grammatik: Lexikon und Regeln
b) Lexikon speichert alle mo¨glichen Worte die in der Grammatik vorkommen ko¨n-
nen
c) Nur einzelne englische Worte oder terminierende Symbole ko¨nnen im Lexikon
vorkommen
d) Regeln kombinieren die terminierenden Symbole im Lexikon um Phrasen oder
Sa¨tze auf eine spezielle Weise zu erzeugen
L 2 Ablauf des Prozesses
a) Englische Eingabe wird durch die semantische Grammatik geparst
b) Anschließend gleicht ein Postprozessor Tabellen- und Attributnamen ab und
verknu¨pft Tabellen, wenn die Abfrage mehr als eine Tabelle umfasst
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c) Danach kann der Postprozessor die resultierende SQL Query erzeugen und aus-
geben
L 3 Algorithmus
a) Tokenisierung
b) Aufteilen der Anfrage in Token
c) Jedem identifizierten Token eine Ordnungsnummer zuweisen
d) Aufteilen der Anfrage und extrahieren der Muster
i. Suche nach Verbindungen zwischen Sa¨tzen / Kriterienwo¨rter
ii. Aufteilen der Query auf Basis der Konnektor-/Kriterientoken
iii. Verwende Kriterientoken zur Spezifizierung der Bedingung in der Anfrage
iv. Finde Attribute und Werte nach dem Kriterientoken
e) Abbilden des Wertes fu¨r das identifizierte Attribut und die entsprechende Ta-
belle
f) Ersetzen der Synonyme durch geeignete Attributnamen
g) Holen der Zwischendarstellung der Anfrage
h) Umwandeln in SQL
