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Abstract
We propose a semiparametric local polynomial Whittle with noise estimator of the memory pa-
rameter in long memory time series perturbed by a noise term which may be serially correlated.
The estimator approximates the log-spectrum of the short-memory component of the signal as
well as that of the perturbation by two separate polynomials. Including these polynomials we
obtain a reduction in the order of magnitude of the bias, but also in￿ ate the asymptotic vari-
ance of the long memory estimator by a multiplicative constant. We show that the estimator is
consistent for d 2 (0;1), asymptotically normal for d 2 (0;3=4), and if the spectral density is
su¢ ciently smooth near frequency zero, the rate of convergence can become arbitrarily close to
the parametric rate,
p
n. A Monte Carlo study reveals that the proposed estimator performs
well in the presence of a serially correlated perturbation term. Furthermore, an empirical in-
vestigation of the 30 DJIA stocks shows that this estimator indicates stronger persistence in
volatility than the standard local Whittle (with noise) estimator.
JEL Classi￿cations: C22.
Keywords: Bias reduction, local Whittle, long memory, perturbed fractional process, semipara-
metric estimation, stochastic volatility.
1 Introduction
We are interested in estimation of the memory parameter in a so-called perturbed fractional
process,
zt = yt + wt; (1)
i.e. a signal-plus-noise model where the signal process yt is a long memory process with memory
parameter d which is perturbed by the additive noise term wt. These processes are a version of the
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1random walk plus noise or local level unobserved components model, e.g. Harvey (1989), except
the signal is a long memory process rather than a random walk. They have found extensive use
in modeling the long memory characteristics of many observed time series, in particular ￿nancial
volatility.
Another motivation for the perturbed fractional process is the version of the long memory
stochastic volatility (LMSV) model for ￿nancial returns proposed by Bollerslev & Jubinski (1999),
rt = ￿e(yt+xt)=2ut; (2)
where rt denotes the return, yt is the (long memory component of) log-volatility of the returns, xt
is a short-memory process, and yt, xt, and ut are independent. Under this model rt is a martingale
di⁄erence sequence if ut is a martingale di⁄erence sequence. Model (2) generalizes the usual LMSV
model introduced by Breidt, Crato & de Lima (1998) and Harvey (1998),
rt = ￿eyt=2ut: (3)
The reasoning behind (2) is that allowing for di⁄erent short-lived news impacts, while imposing
a common long memory component, may provide a better characterization of the joint volume-
volatility relationship in the context of the Mixture of Distributions Hypothesis, which asserts that
stock returns and trading volumes are jointly dependent on the same underlying latent information
arrival process. The formulation in (2) allows the volatility to be a⁄ected by both long and short-
lived news impacts, which is also consistent with the ￿ndings of Liesenfeld (2001). It therefore
seems natural that an estimator of the memory in logr2
t should be able to incorporate both (2) and
(3).
The LMSV models (2) and (3) imply that a logarithmic transformation of the squared returns
series, logr2
t, becomes a long memory signal-plus-noise process (1) where the signal yt corresponds to
(the long memory component of) the log-volatility of the original returns series and wt is an additive
noise term. Speci￿cally, in model (2), logr2
t = yt+xt+log￿2+logu2
t, i.e. wt = xt+log￿2+logu2
t.
In the context of the LMSV model (3), wt is usually assumed to be i:i:d:, but to allow for short-
memory persistence in wt as implied by (2) we will not make that restriction here. In general,
when wt is not assumed to be i:i:d:, zt is referred to as a perturbed fractional process.1 For reviews
of fractionally integrated processes and some applications, see Baillie (1996), Henry & Za⁄aroni
(2003), or Robinson (2003). In particular, long memory in volatility has received considerable
interest recently.2
If we assume that the log-volatility process fytg and the noise process fwtg are independent,
the spectral density of zt can be written as
fz (￿) = ￿￿2d￿y (￿) + ￿w(￿); (4)
where fy(￿) = ￿￿2d￿y (￿) is the spectrum of the signal yt, ￿w(￿) is the spectrum of the noise term
wt, and d is the degree of long memory in yt (or equivalently in zt).
The assumption of independence between the processes fytg and fwtg rules out the so-called
1In the following we use the terms ￿long memory process￿and ￿fractionally integrated process￿or just ￿fractional
process￿synonymously, although strictly speaking a fractional process is a particular form of a long memory process.
2See, e.g., Ding, Granger & Engle (1993), Baillie, Bollerslev & Mikkelsen (1996), Comte & Renault (1998), Ray
& Tsay (2000), Andersen, Bollerslev, Diebold & Ebens (2001), Andersen, Bollerslev, Diebold & Labys (2001, 2003),
Wright (2002), Hurvich & Ray (2003), and Arteche (2004) among others.
2leverage e⁄ect. This assumption is common in the random walk plus noise unobserved components
models, and has also been imposed by Breidt et al. (1998), Deo & Hurvich (2001), and Arteche
(2004), among others, in the LMSV model. To accommodate the leverage e⁄ect, we could allow
contemporaneous correlation, while the return process remains a martingale di⁄erence sequence by
replacing yt with yt￿1 in (3). An additional assumption of distributional symmetry around (0;0)
would imply that the spectral density decomposition in (4) holds, see Harvey, Ruiz & Shephard
(1994). Alternatively, the model could be modi￿ed along the lines of model (P2) of Hurvich,
Moulines & Soulier (2005).
In semiparametric spectral estimation of long memory models, the spectrum (4) is typically
approximated using the periodogram of the data near the zero frequency, i.e. for frequencies up
to ￿m = 2￿m=n only, where n is the sample size and m is a user-chosen bandwidth number
which tends to in￿nity slower than n such that ￿m ! 0. Although the popular log-periodogram
regression estimator of Geweke & Porter-Hudak (1983) and Robinson (1995b) and the local Whittle
(LW) estimator of K￿nsch (1987) and Robinson (1995a) both preserve consistency and asymptotic
normality when applied to perturbed fractional processes, as shown recently by Deo & Hurvich
(2001) and Arteche (2004), these estimators can be severely biased since they do not take the
perturbation into account. Indeed, for non-perturbed processes (where ￿w(￿) = 0) the bias of the
standard semiparametric frequency domain estimators is of order O(￿2
m), whereas the leading bias
term when ￿w(￿) 6= 0 is of order O(￿2d
m) (in both cases assuming su¢ cient smoothness of the spectral
density). As shown in Deo & Hurvich (2001) and Arteche (2004), this bias is typically negative and
can be very large (note that d < 1). Therefore, estimating long memory in perturbed time series
can be challenging, and calls for an estimator which explicitly accounts for the perturbation.
Sun & Phillips (2003), Hurvich & Ray (2003), Hurvich et al. (2005), and Arteche (2006), among
others, have proposed such estimators with ￿y(￿) and ￿w(￿) locally approximated by constants as
￿ ! 0, see section 2 below. On the other hand, we propose an estimator where we allow the
logarithms of both the spectrum of the short-memory component of the signal and the spectrum
of the perturbation, i.e. log￿y(￿) and log￿w(￿), to be approximated by polynomials hy(￿y;￿) and
hw(￿w;￿) of (￿nite and even) orders 2Ry and 2Rw near the zero frequency, thereby obtaining a bias
reduction depending on the smoothness of ￿y(￿) and ￿w(￿) near the origin. The approach taken here
in modeling the short-run dynamics by a polynomial was introduced by Andrews & Guggenberger
(2003) and Andrews & Sun (2004) for non-perturbed processes, but is novel in the context of
perturbed fractional processes. To maintain generality, ￿y(￿) and ￿w(￿) are only characterized by
regularity conditions near frequency zero instead of imposing speci￿c functional forms.
The LMSV model (3) often assumes that the noise term is i:i:d: in which case ￿w(￿) = ￿2
w=(2￿)
is a constant. This case is of independent interest and is considered in simulations and in an
empirical study in Frederiksen & Nielsen (2008). In that paper ￿y(￿) itself is approximated by
a polynomial and ￿w(￿) by a constant as ￿ ! 0 thus focusing on exactly the LMSV model (3).
However, the theory for their estimator is developed in the present paper.3
3Note that their speci￿cation involves modeling ￿y(￿) rather than log￿y(￿) by a polynomial. The two approaches
provide the same degree of local approximation to the spectral density, so our proofs are valid with little change for
their speci￿cation as well. However, the approach taken here is preferred in practice since the estimate of ￿y(￿) is
guaranteed to be positive. Note also that
3Thus, to allow serial dependence in the noise as in (2) above we include both polynomials,
hy(￿y;￿) and hw(￿w;￿), and call the resulting estimator the local polynomial Whittle with noise
(LPWN) estimator. Furthermore, empirical studies have typically found that the noise term has
much higher (long-run) variance than the short-memory component of the signal. Indeed, Breidt
et al. (1998) and Hurvich & Ray (2003) ￿nd that the noise term may be as much as 10 or 20 times
as variable as the short-memory component of the signal. Thus, careful modeling of the noise term
is important and this consideration has lead us to approximate the log-spectrum of the noise term
by a polynomial instead of a constant as ￿ ! 0.
Our results show that introducing hy(￿y;￿) and hw(￿w;￿) in￿ ates the asymptotic variance of the
long memory estimator, ^ d, by a multiplicative constant which depends on the true long memory
parameter, d, and decreases when d increases. However, we obtain a reduction in the order of
magnitude of the bias if ￿y(￿) and ￿w(￿) are su¢ ciently smooth near frequency zero. We show
that the estimator is consistent for d 2 (0;1), asymptotically normal for d 2 (0;3=4), and if ￿y(￿)
and ￿w(￿) are in￿nitely smooth near frequency zero, the rate of convergence can become arbitrary
close to the parametric rate, n1=2. This constitutes a rate of convergence improvement relative to
Sun & Phillips (2003), Hurvich & Ray (2003), and Hurvich et al. (2005) who are only able to obtain
a semiparametric rate of convergence, m1=2, which is much slower than the parametric rate due to
their requirement that m1+2￿=n2￿ ! 0 for some ￿ 2 (0;2].
We present the results of a Monte Carlo study which illustrates the usefulness of the proposed
LPWN estimator. Compared to standard estimators, such as Hurvich & Ray￿ s (2003) local Whittle
with noise (LWN) estimator, the LPWN estimator is able to achieve considerable bias reductions in
practice, especially in cases with short-run dynamics in both the signal and noise components. We
also include an empirical application to daily log-squared returns series of the 30 DJIA stocks where
the LPWN estimator indicates stronger persistence in volatility than the standard estimators, and
for most of the stocks produce estimates of d in the nonstationary region.
The remainder of the paper is organized as follows. In the next section we discuss semiparametric
spectral estimation of long memory for perturbed processes and formally de￿ne the proposed local
Whittle estimator. In section 3 we establish consistency and asymptotic normality of the estimator.
Section 4 investigates the ￿nite sample performance in simulations, and section 5 presents the
empirical application. Section 6 concludes. The proofs of our theorems are gathered in the appendix.
2 Local Whittle estimation of perturbed fractional processes
Semiparametric frequency domain estimators for non-perturbed fractional processes are based
on the local approximation
fz (￿) ￿ G￿￿2d as ￿ ! 0; (5)
where G = ￿y(0) > 0 is a constant and the symbol ￿￿￿means that the ratio of the left- and right-
hand sides tends to one in the limit. Thus, the estimators enjoy robustness to short-run dynamics,
since they use only information from periodogram ordinates in the vicinity of the origin.
The local Whittle (LW) estimation method of K￿nsch (1987) and Robinson (1995a) has become
popular because of its likelihood interpretation, nice asymptotic properties, and mild assumptions.


















where m = m(n) is a bandwidth number which tends to in￿nity as n ! 1 but at a slower rate than
n, ￿j = 2￿j=n are the Fourier frequencies, and Iz(￿) = (2￿n)￿1j
Pn
t=1 zteit￿j2 is the periodogram
of zt. Note that the estimator is invariant to a non-zero mean since j = 0 is left out of the
minimization. Concentrating (6) with respect to G, the estimator of d is
^ dLW = argmin
d
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It was shown by Robinson (1995a) that
p
m(^ dLW ￿ d)
d ! N(0;1=4); (7)
and later by Velasco (1999) that the range of consistency is d 2 (￿1=2;1] and the range of asymptotic
normality is d 2 (￿1=2;3=4).
To reduce the asymptotic bias of the LW estimator, Andrews & Sun (2004) suggested to replace
the constant, logG, in (6) by the polynomial logG ￿
PR
r=1 ￿r￿2r
j . That is, to model the logarithm
of the spectral density of the short-memory component by a polynomial instead of a constant in































(^ dLPW;^ ￿) = argmin
d2(￿1=2;1=2);￿2￿
2






























where ￿ is a compact and convex set in RR. As shown by Andrews & Sun (2004), this method
does, however, increase the asymptotic variance of ^ d in (7) by a multiplicative constant.
For non-perturbed fractional processes, the asymptotic bias of ^ dLW and ^ dLPW is of order
O(￿
minfs;2g
m ) and O(￿
minfs;2+2Rg
m ), respectively, where s is a measure of the smoothness of the
spectral density near frequency zero, see below. However, for perturbed fractional processes the
bias is of order O(￿
minfs;2dg
m ) and, as shown by e.g. Hurvich & Ray (2003) and Arteche (2004), this
bias is typically negative and can be very severe.
For perturbed fractional processes we have the spectral representation (4), which implies fz(￿) ￿
G￿￿2d + G￿￿ as ￿ ! 0, where the constant ￿￿ = ￿w(0)=￿y(0) > 0 is the long-run noise-to-
signal ratio. There are two main consequences: ￿rst, the extra additive term ￿￿ needs to be
taken into account to avoid serious asymptotic bias as mentioned above, and second the rate of
convergence of the estimators is reduced if the extra term is not modeled. The latter follows because
5the choice of bandwidth parameter is severely constrained for perturbed fractional processes when
the perturbation term in (4) is not modeled. Thus, for non-perturbed processes (with s ￿ 2)
the bandwidth requirement is typically m = o(n4=5), whereas for perturbed processes it is m =
o(n2d=(1+2d)) (apart from logarithmic terms). Since the estimator is
p
m￿consistent and d ￿ 1 this
is a serious constraint.
To allow for (moderate) nonstationarity in volatility we generalize (1) as
zt =
￿
yt + wt Pt
s=1 xs + wt
if d 2 (0;1=2);
if d 2 [1=2;1); (8)
where, if d 2 [1=2;1), xt has spectrum of the form fx(￿) = ￿￿2dx￿x (￿) with memory parameter
dx = d ￿ 1. De￿ning yt =
Pt
s=1 xs if d 2 [1=2;1), this approach allows zt = yt + wt to possibly
be nonstationary with memory parameter d 2 (0;1). Velasco (1999), Hurvich & Ray (2003), and
Hurvich et al. (2005) also assume this type of process. Since f
Pt
s=1 xsg is nonstationary zt does
not have a spectral density if d 2 [1=2;1) but it has a pseudo spectral density, see e.g. Hurvich &
Ray (1995) and Velasco (1999). Thus, we may de￿ne
fz (￿) =
￿
fy (￿) + fw (￿) ￿
￿1 ￿ ei￿￿
￿￿2 fx (￿) + fw (￿)
if d 2 (0;1=2)






where we maintain the assumption of independence between fytg and fwtg.
The functions ￿y(￿) and ￿w(￿) are both positive constants at ￿ = 0, so we set ￿y(0) = G and
￿w(0) = G￿￿. Since both functions are everywhere positive we model their logarithms. Speci￿cally,
we propose to approximate the logarithms of ￿y(￿) and ￿w(￿) by
log￿y(￿) ’ logG + hy(￿y;￿) and log￿w(￿) ’ logG + log￿￿ + hw(￿w;￿); (10)
respectively, where G > 0 and ha(￿a;￿) =
PRa
r=1 ￿a;r￿2r;a = y;w.4 If Ra = 0 we set ha(￿a;￿) = 0.
Note that the parameter ￿￿ is the long-run noise-to-signal ratio because ￿w(0)=￿y(0) = ￿￿, and
thus we assume ￿￿ > 0. De￿ning also the function
h(d;￿;￿) = exp(hy(￿y;￿)) + ￿￿￿2d exp(hw(￿w;￿)) (11)
with ￿ = (￿0
y;￿￿;￿0
w)0, we approximate (9) or equivalently (4) locally near the zero frequency by
fz(￿) = ￿￿2d exp(log￿y(￿)) + exp(log￿w(￿)) ’ G￿￿2dh(d;￿;￿);
which yields the (concentrated) local Whittle log-likelihood




















Thus, we propose to minimize (12) over the admissible set D ￿ ￿,
(^ d;^ ￿) = argmin
(d;￿)2D￿￿
Q(d;￿);
4Note that log￿y(￿) and log￿w(￿) are symmetric around ￿ = 0 and are therefore approximated by even polyno-
mials.
6where ￿ is a compact and convex set in RRy ￿(0;1)￿RRw and D = [d1;d2] with 0 < d1 < d2 < 1.
This de￿nes the LPWN estimator.
Note that h(d;￿;￿) = 1 is the standard local Whittle speci￿cation in (6), which does not ex-
plicitly account for the perturbation. For Ry = Rw = 0 we get h(d;￿;￿) = 1 + ￿￿￿2d, where ￿y(￿)
and ￿w(￿) in (4) are both modeled locally by constants, which is the LWN estimator of Hurvich &
Ray (2003) and Hurvich et al. (2005) (parameterization (P1)). Thus, our model parameterization
includes the standard LW estimator and the LWN estimator as special cases. Furthermore, the
model with Rw = 0, where the noise is modeled by a constant near the zero frequency, is ana-
lyzed empirically and in simulations by Frederiksen & Nielsen (2008), using the asymptotic theory
provided here.
3 Asymptotic properties
In this section we ￿rst introduce the assumptions needed to establish consistency and asymptotic
normality of the proposed estimator for the perturbed fractional process, and consequently we
present the main results in two theorems. In the following, true values of the parameters are
denoted by subscript zero and bxc denotes the integer part of a real number x. We also de￿ne a
function ￿(￿) to be smooth of order s at ￿ = 0 if, in a neighborhood of ￿ = 0, ￿(￿) is bsc times
continuously di⁄erentiable with bsc￿derivative, ￿(bsc), satisfying j￿(bsc) (￿)￿￿(bsc) (0)j ￿ C j￿j
s￿bsc
for some constant C < 1.
A1 The noise process fwtg is independent of the signal process fytg.




￿w(0), where ￿y (￿) and ￿w(￿) are
real, even, positive, continuous functions on [￿￿;￿), and d0 2 D = [d1;d2] with 0 < d1 <
d2 < 1.
A3 The functions ￿y (￿) and ￿w(￿) are smooth of orders sy and sw at ￿ = 0, where sy > 2Ry,
sw > 2Rw, and sy;sw ￿ 1.
Assumption A1 is the independence assumption used above to write the spectral density of zt as
the sum of the (pseudo) spectral densities of yt and wt. Assumption A3 is a smoothness condition
on the functions ￿y (￿) and ￿w(￿) similar to that applied by Andrews & Sun (2004). Note that
Assumption A3 holds for all sy < 1 when, e.g., yt is a ￿nite order ARFIMA process, and for all
sw < 1 when, e.g., wt is a ￿nite order ARMA process. Under Assumption A3 we establish the
following Taylor series expansions of log￿y (￿) and log￿w(￿) around ￿ = 0 (recall that odd order
derivatives of even functions are zero at frequency zero),
log￿y (￿) = log￿y(0) +
bsy=2c X
r=1
￿y;r￿2r + O(￿sy) as ￿ ! 0
and






￿w;r￿2r + O(￿sw) as ￿ ! 0:
7With these expansions we can now state (10) more precisely as
log￿y (￿) = logG0 + hy(￿0y;￿) + O(￿minfsy;2+2Ryg) as ￿ ! 0;
log￿w (￿) = logG0 + log￿0￿ + hw(￿0w;￿) + O(￿minfsw;2+2Rwg) as ￿ ! 0;
where the true values G0 and ￿0 = (￿0
0y;￿0￿;￿0
0w)0 are thus G0 = ￿y (0), (￿0a)r = 1
(2r)!
@2r
@￿2r log￿a (￿)j￿=0 ;r =
1;:::;Ra;a = y;w, and ￿0￿ = ￿w(0)=￿y(0). Hence, de￿ning the function
g(d;￿;￿) = G0￿￿2dh(d;￿;￿); (14)























= 1 + O(￿minfsy;2+2Ryg) + ￿2d0O(￿minfsw;2+2Rwg) as ￿ ! 0 (15)
using the well known expansion exp(x) = 1 + x + x2
2! + ::: of the exponential function.
A4 (a) The signal yt has zero mean and admits an in￿nite order moving average representation
yt =
P1
j=0 ￿yj"t￿j (stationary case) or ￿yt = xt =
P1
j=0 ￿yj"t￿j (nonstationary case), where
P1
j=0 ￿2






















= ￿"4 < 1 almost surely, where Ft￿1 is the ￿-￿eld generated by
f"s;s < tg.
(b) There exists a random variable " with E("2) < 1 such that for all ￿ > 0 and some K > 0,
P (j"tj > ￿) < KP (j"j > ￿).
(c) For ￿y (￿) =
P1
k=0 ￿ykeik￿, the derivative satis￿es @




as ￿ ! 0.




























= ￿￿4 < 1 almost surely,
where Ft￿1 is the ￿-￿eld generated by f￿s;s < tg.
(b) There exists a random variable ￿ with E(￿2) < 1 such that for all ￿ > 0 and some K > 0,
P (j￿tj > ￿) < KP (j￿j > ￿).
(c) For ￿w (￿) =
P1
k=0 ￿wkeik￿, the derivative satis￿es @
@￿￿w (￿) = O(j￿w (￿)j=￿) as ￿ ! 0.
We assume that the signal process yt has zero mean. Since our estimator is a function of
the periodogram at nonzero frequencies only, this is without loss of generality in the stationary
case. In the nonstationary case the zero mean assumption implies that zt is free of linear trends
which does entail a loss of generality in that case. Importantly, Assumptions A4 and A5 allow for
non-Gaussian processes. Note that Assumptions A1-A4 plus the assumption that wt is white noise
with ￿nite fourth moment imply the assumptions needed on yt and wt to prove consistency and
asymptotic normality (if, in addition, d2 < 3=4) of the LWN estimator of Hurvich & Ray (2003).
8It follows from Theorems 1 and 2 below that their results for the LWN estimator are also valid for
our more general assumptions on wt in Assumption A5.
A6 ￿ is a compact and convex subset of RRy ￿ (0;1) ￿ RRw and ￿0 is in the interior of ￿.
We are now ready to prove consistency of our estimator. Some assumptions could be relaxed
somewhat to prove this theorem, see e.g. Hurvich et al. (2005), but for simplicity we have preferred
to list only one set of assumptions which will be used also for the proof of asymptotic normality
below. The proofs of both theorems are given in the appendix.







then ^ d ￿ d0 = oP((logn)￿5).
Note that the theorem proves consistency only for the estimator of the memory parameter (at
logarithmic rate). There is no proof of consistency for the estimators of the polynomial parameters
￿. The strategy of proof in Hurvich et al. (2005) would require next a separate proof of consistency
for the polynomial parameters. However, we follow instead the method of proof in Andrews & Sun
(2004) which does not require an intermediate result on the consistency of ^ ￿. Thus, we present
next the joint asymptotic normality5 result for ^ d and ^ ￿. Let IfAg be the indicator function of the
event A.
Theorem 2 Let Assumptions A1-A6 hold with d0 in the interior of D = [d1;d2], 0 < d1 < d2 <








n2’w+4d0 ! 0; (17)
where ’a = minfsa;2 + 2Rag;a = y;w. Then ^ d and ^ ￿ are both consistent and
Bn
￿ ^ d ￿ d0









￿Ry ￿Ry  0
Ry;Rw
￿Rw  Rw;Ry ￿Rw
1
A;











m for k = 0;:::;Rw;








(1 + 2d0 + 2k)
2 for k = 0;:::;Rw;
5Note that asymptotic normality is obtained when d0 2 (0;3=4). Phillips & Shimotsu (2004) showed that the
asymptotic distribution of the local Whittle estimator is non-normal for d0 2 [3=4;1], and we conjecture that a
similar result holds for the LPWN estimator.






(1 + 2i + 2k)(1 + 2i)(1 + 2k)
for i;k = 1;:::;Ry;
(￿Rw)i+1;k+1 =
4(d0 + i)(d0 + k)￿
Ifk￿1g+Ifi￿1g
0￿
(1 + 2i + 2k + 4d0)(1 + 2i + 2d0)(1 + 2k + 2d0)
for i;k = 0;:::;Rw;





(1 + 2d0 + 2k + 2i)(1 + 2d0 + 2i)(1 + 2k)
for i = 0;:::Rw;k = 1;:::;Ry:







First of all, we note that by setting Ry = Rw = 0 we obtain as a special case the results for the
LWN estimator of Hurvich & Ray (2003). Secondly, the leading (Ry + 1) ￿ (Ry + 1) submatrix of
￿Ry;Rw is the same as that obtained by Andrews & Sun (2004). Third, we note that the asymptotic
variance of
p
m(^ d ￿ d0) is free of the parameters ￿0, including the noise-to-signal ratio6 ￿0￿, but it
depends on d0. In fact, the use of the polynomials hy(￿y;￿) and hw(￿w;￿) increases the asymptotic
variance of ^ d by a multiplicative constant compared to the LWN estimator of Hurvich & Ray (2003).
For example, by use of the partitioned matrix inverse formula we note that the (1,1) element of ￿￿1
0;0,
i.e. the asymptotic variance of the LWN estimator, with d0 = 0:4 is approximately 1.27, and the
corresponding elements of ￿￿1
1;0, ￿￿1
0;1, and ￿￿1
1;1 are approximately 2.85, 2.33, and 5.24, respectively.
Andrews & Sun (2004) obtain a similar result for their LPW estimator in a non-perturbed model.
In particular, the variance of the LPWN estimator with Ry = 1;Rw = 0 is 2.25 times that of the
LWN estimator, which is exactly the same multiplicative constant found by Andrews & Sun (2004).
The ￿rst condition in (17) guarantees that all the elements of the scaling matrix Bn diverge
as n ! 1, which is a minimal condition for consistency. The second condition restricts the
expansion rate of the bandwidth to control bias and ensures that the estimator uses only information
from periodogram ordinates su¢ ciently near the zero frequency. Alternatively, we can view the
bandwidth conditions in (17) separately for the signal process and the noise process. In this way









It is now easy to see that the bandwidth conditions for both the signal process and the noise process
are always compatible because sy > 2Ry and sw > 2Rw, respectively, by Assumption A3.
Note that the second condition in (17) implies that if ￿y (￿) and ￿w (￿) are in￿nitely smooth
near frequency zero, i.e. if they are smooth of any orders sy < 1 and sw < 1, then any (Ry;Rw)
can be chosen and the estimator is n1=2￿￿ consistent for all ￿ > 0. Hence, in that case, the rate of
convergence is arbitrarily close to the parametric rate. Thus, the condition (17) allows the band-
width m to be much larger than for the LWN estimator and the standard LW estimator, which
(assuming sy ￿ 2;sw ￿ 2) require that m5n￿4 ! 0 and m4d0+1n￿4d0 ! 0, respectively, see Hurvich
& Ray (2003) and Arteche (2004). Therefore, Theorem 2 provides an improvement in the rate
6This fact can be seen using the formula for the inverse of a partitioned matrix.
10of convergence relative to existing estimators of the memory parameter for perturbed fractional
processes. This comes at the cost of an increase in the asymptotic variance by a multiplicative
constant, but that is clearly more than o⁄-set by the faster rate of convergence, at least asymp-
totically. For example, in the empirically relevant case of d0 = 0:4, which is a typical value of d0
for ￿nancial volatility series, the LW estimator is at most n0:31-consistent and the LWN estimator
is at most n0:4-consistent, whereas our estimator can be arbitrarily close to n0:5-consistent if the
spectral density is su¢ ciently smooth near the zero frequency.
As in Andrews & Sun (2004) we could calculate the asymptotic bias which is of order O((m=n)’y+
(m=n)2d0+’w), see the proof of Lemma 1(e) in the appendix. This is in contrast to the orders
O((m=n)2) and O((m=n)2d0) (assuming su¢ cient smoothness) for the LWN and LW estimators,
respectively, see Hurvich & Ray (2003) and Arteche (2004). Thus, as in Andrews & Sun (2004) for
the pure long memory case, the order of magnitude of the asymptotic bias is smaller when modeling
the (smooth) spectral density of the short-memory component locally by a polynomial instead of
a constant. Furthermore, a data-dependent adaptive procedure to select Ry;Rw; and m could be
derived in the same manner as in Andrews & Sun (2004). Then Ry;Rw; and m would adapt to the
smoothness of ￿y (￿) and ￿w (￿) and therefore depend on sa 2 [sl
a;su
a], where 1 ￿ sl
a ￿ su
a < 1 for
a = y;w.
Finally, with the asymptotic distribution in Theorem 2, it is possible to conduct inference also
on ￿. In particular, it is possible to test for the existence of the short-run components, possibly as
a prior tool to select the most e¢ cient estimator. However, note that the rate of convergence of
the polynomial parameters is
p
m￿2r
m (for ￿y;r) and
p
m￿2d0+2r
m (for ￿w;r) which can be quite slow.
4 Finite sample comparisons
In this section we present simulation results to examine the ￿nite sample bias and root mean
squared error (RMSE) of our LPWN estimator. The LPWN estimator is implemented with (Ry;Rw)
equal to (1;0), (0;1), and (1;1), denoted LPWN(Ry;Rw), and is compared with the LWN estimator.
From Hurvich & Ray (2003) we know that the LWN estimator is superior to the LW estimator in
terms of bias and RMSE in the context of the standard LMSV model. Furthermore, Hurvich et al.
(2005) show that the polynomial log-periodogram regression estimator of Andrews & Guggenberger
(2003) su⁄ers from severe bias in the case of perturbed fractional processes and the LPW estimator
is expected to perform similarly. Therefore, to conserve space we only present the results for the
LWN and LPWN estimators. Results for the LW estimator are available from the authors upon
request.
4.1 Monte Carlo setup
We simulate model (1), i.e.
zt = yt + wt; (18)
where fytg is the signal process and fwtg is the perturbation process. We model fwtg as an ARMA
process and fytg as an ARFIMA process, and consider ￿ve di⁄erent DGPs for these processes. The
setup for fytg and fwtg is





"t; "t ￿ NID(0;￿2
"); (19)
(1 ￿ ￿wL)wt = (1 + ￿wL)￿t; ￿t ￿ NID(0;1); (20)
11with parameter con￿gurations
Model I : (￿y;￿y;￿w;￿w) = (0;0;0;0);
Model II : (￿y;￿y;￿w;￿w) = (0:8;0;0;0);
Model III : (￿y;￿y;￿w;￿w) = (0;0;0;0:8);
Model IV : (￿y;￿y;￿w;￿w) = (0;0;0:8;0);
Model V : (￿y;￿y;￿w;￿w) = (0:8;0;￿0:8;0):













For each Monte Carlo DGP we generated 10;000 time series with a sample size of 2048, 4096,
or 8192.7 For all estimators we set the bandwidth as m =
￿
an0:8￿
, where a 2 f3=4;1;5=4g. The
parameter of interest, d, is set equal to 0:4. For the noise-to-signal ratio, we choose nsr 2 f5;10;15g,
and the variance ￿2
" is set as a function of (￿y;￿y;￿w;￿w) such that the nsr has the desired value.
The values of d, nsr, (￿y;￿y), (￿w;￿w), and the sample sizes are chosen to re￿ ect empirical ￿ndings
on long memory in volatility (see the references in the introduction for some examples). The chosen
parameter values for the short-run contamination in the signal and the noise are also inspired by
the results from the empirical (parametric) analysis of the DJIA stocks in section 5 below.
The signal fytg was generated by the circulant embedding method as described in Davies &
Harte (1987), see also Beran (1994, pp. 215-217). Numerical optimization was carried out in Ox
using the SQP constrained optimization algorithm, see Doornik (2006). We used D = [0:01;0:99]
and constrained the long-run noise-to-signal ratio ￿￿ to be in the interval [10￿6;106]. The initial
values were set as follows. For the LWN estimator we used d = 0:25 and ￿￿ = 1. As starting value
for the LPWN estimators we used the LWN estimate of (d;￿￿) if it was in the interior of the set
[0:01;0:99] ￿ [0:01;100], c.f. Assumption A2. Otherwise, the starting value of (d;￿￿) was set equal
to (0:25;1).8 As starting values for the polynomial parameters we used 0.
4.2 Monte Carlo results
Tables 1-5 display the results of the simulation study and show how the two di⁄erent sources of
bias, i.e. the additive noise term and the contamination from the short-memory dynamics in both
the signal and the noise, a⁄ect the estimators.
[Table 1 about here]
In the case where there is no contamination by short-run dynamics in the signal or noise, i.e.
Model I with results displayed in Table 1, the bias is small for all estimators. The theoretical
in￿ ation of the variances from h(￿;d;￿) is also noticeable in the RMSEs. Additionally, the RMSE
decreases as either the sample size or bandwidth increase.
7The number of observations is chosen as a power of two in order to use the fast Fourier transform in calculating
the periodogram. This speeds up the simulations considerably compared to using the discrete Fourier transform.
8We tried di⁄erent starting values for d in these cases and the results were indistinguishable.
12[Table 2 about here]





and the noise is serially uncorrelated. Here we would presume that the LPWN(1,0) and LPWN(1,1)
estimators are the better choices, at least for higher bandwidths. We see that we are able to obtain
a reduction in bias relative to the LWN estimator. Overall, the two LPWN estimators modeling
the short-run part of the signal with a polynomial, i.e. LPWN(1,0) and LPWN(1,1), outperform
the LWN estimator in terms of bias, and for nsr = 5 the LPWN(1,0) estimator is mostly also
superior in terms of RMSE. When nsr is 10 or higher, the noise component appears to be the most
important term and modeling the signal with a polynomial does not improve the RMSE compared
to the LWN estimator.
[Table 3 about here]
We consider next Model III, i.e. where there is MA contamination in the additive noise term,
with results presented in Table 3. The results for the LPWN(0,1) and LPWN(1,1) estimators
are similar to those in Table 1. That is, there is essentially no bias in those estimators. On the
other hand, there is rather severe negative bias in the LWN estimator. Indeed, for the two higher
bandwidth choices in Panels B and C the LPWN(0,1) (and sometimes the LPWN(1,1)) estimators
generally have the lowest RMSE compared to the LWN.
[Table 4 about here]
Table 4 contains results for Model IV, where there is AR contamination in the additive noise
term. The LWN estimator now su⁄ers from moderate positive bias and the LPWN(0,1) estimator
is, as expected, able to almost eliminate this bias and is nearly unbiased in most cases. Similarly
to Table 3, the LPWN(0,1) estimator clearly outperforms the other estimators in terms of RMSE
for the two higher bandwidth choices in Panels B and C.
[Table 5 about here]




= (0:8;0) and (￿w;￿w) = (￿0:8;0) are shown in Table
5. The LWN estimator su⁄ers from severe positive bias, and its RMSE is also higher than for
the previous models. On the other hand, the LPWN estimators have relatively low biases, and
in particular the LPWN(1,1) estimator appears essentially unbiased. When compared in terms of
RMSE the LPWN estimators are clearly superior as well. Thus, we have a considerable reduction in
bias for all LPWN estimators compared to the LWN estimator, and we also have quite a remarkable
reduction in RMSE.
To sum up, the Monte Carlo study shows the usefulness of estimators that explicitly take the
short-run dynamics in the perturbation into account, i.e. the LPWN estimators where (Ry;Rw) =
(0;1) and (Ry;Rw) = (1;1), although the LPWN estimator with (Ry;Rw) = (1;0) also performs
well. All three estimators generally have much smaller biases than the LWN estimator and are fairly
robust to serial correlation in the perturbation and to contamination from short-memory dynamics
in the signal.
135 Long memory in DJIA stock volatility
This section analyzes the long memory in daily log-squared returns series of the 30 DJIA stocks
corrected for the e⁄ects of stock splits and dividends from 1 January 1990 to 31 March 2008, for
a sample of n = 4753. To avoid the problem of taking logarithm of zero we based the analysis on
















t. We estimate the long memory in log ~ r2
t using the proposed LPWN estima-
tor. We implement the estimator with (Ry;Rw) equal to (1;0), (0;1), and (1;1), and with starting
values as in the Monte Carlo study above. For comparison we also report standard LW, LPW, and
LWN estimates. For all estimators we set the bandwidth as m =
￿
an0:8￿
, where a 2 f3=4;1;5=4g.
[Table 6 about here]
Table 6 presents the results for the LW, LPW, and LWN estimators. As expected from theory,
the LW and LPW estimators are decreasing in the bandwidth and appear downward biased. For
the LWN estimator the memory estimates of some of the stocks are in the stationary region, but
for the most part they are in the nonstationary region.
[Table 7 about here]
In Table 7 we present the results for the three variants of the LPWN estimator, i.e. for (Ry;Rw)
equal to (1;0), (0;1), and (1;1). First of all, as expected from theory and the simulations above, it
is clear that this estimator does not su⁄er from the downward bias that increases with bandwidth as
is present in the LW and LPW estimators. Second, we note that the three di⁄erent implementations
of the estimator agree with each other for most stocks and bandwidth choices. Thirdly, the LPWN
estimates are similar to the LWN estimates, although the LPWN(0,1) and LPWN(1,1) estimates
are slightly higher on average.
To emphasize the importance of the polynomial approximation of the signal process fytg and
the pertubation process fwtg, we also ￿tted an extended parametric LMSV-ARFIMA(1,d,1)-(1,1)
model, where the extension is that the noise is modeled by an ARMA process. That is, we model
the periodogram of log ~ r2
t using the Whittle likelihood framework of Fox & Taqqu (1986) and Breidt





















1 + 2￿w cos￿ + ￿2
w
￿
(1 ￿ 2￿w cos￿ + ￿2
w)
: (22)
In Table 8 the resulting estimates are reported, where we have removed insigni￿cant ARMA terms
from both the signal and the noise.
[Insert Table 8 about here]
The estimated values of d from the parametric results are in line with those from the LWN and
LPWN estimators in Tables 6 and 7. Furthermore, there is signi￿cant (at 10% level) short-run
dynamics in the signal (19 out of 30 cases), in the noise (16 out of 30 cases), and in both the signal
14and noise (13 out of 30 cases). The estimated (long-run) nsr can be calculated from the parameter
estimates as in (21), and for most of the stocks it is in the vicinity of 10 ￿ 30, although there are
cases where the estimated nsr is very high because the estimate of ￿2
" is very small. Taking the
high nsr￿ s and signi￿cant short-run dynamics in both the signal and the noise into consideration
stresses the importance of the LPWN estimators.
6 Concluding remarks
In this paper we have proposed a semiparametric local polynomial Whittle with noise estimator
of the degree of long memory, d, in fractionally integrated time series perturbed by additive short-
run noise. The estimator models the log-spectrum of the the short-memory component of the signal
and that of the perturbation by ￿nite even polynomials instead of constants near the zero frequency.
This is shown to yield a bias reduction depending on the smoothness of the spectra. However,
including the polynomials in￿ ates the asymptotic variance of ^ d by a multiplicative constant which
depends on the true long memory parameter, d.
We have shown that the estimator is consistent for d 2 (0;1), asymptotically normal for d 2
(0;3=4), and if the spectral density is su¢ ciently smooth near frequency zero the rate of convergence
becomes arbitrary close to the parametric rate,
p
n.
Our Monte Carlo study shows that the proposed local polynomial Whittle with noise estimator
is able to achieve considerable bias reductions in practice compared to standard (e.g., local Whittle
with noise) estimators, especially in cases with short-run dynamics in both the signal and noise
components. In an empirical investigation of the 30 DJIA stocks the local polynomial Whittle with
noise estimator indicated stronger persistence in volatility than standard estimators, and for most
of the stocks produced estimates of d in the nonstationary region.
Appendix A: Proof of Theorem 1
This proof follows the proofs of Theorem 3.1 and Lemma C.2 of Hurvich et al. (2005). As in
their proofs, to show consistency of ^ d we need to separately prove that limn!1 P(^ d 2 D1) = 0 and
that (^ d ￿ d0)If^ d 2 D2g
P ! 0, where D1 = (￿1;d0 ￿ 1=2 + ￿) \ D, D2 = [d0 ￿ 1=2 + ￿;+1) \ D,
￿ < 1=4, and IfAg is the indicator function of the event A.
Let ￿k (d;￿) =
hk(d0;￿0)
hk(d;￿) . Then the proof that (^ d ￿ d0)If^ d 2 D2g
P ! 0 proceeds as in Hurvich



























log(1 + (￿k (d;￿) ￿ 1)) = o(1) (24)
uniformly on (d;￿) 2 D ￿ ￿.
Note that, from Lemma 2(iii)-(v), there exists a constant C > 0 such that
sup
(d;￿)2D￿￿;k=1;:::;m







￿ ￿ ￿ C (m=n)
2d1 ;
15since d ￿ d1 > 0. Now we use that log(1 + x) = x + O(x2) as x ! 0 to obtain
sup
(d;￿)2D￿￿




j￿k (d;￿) ￿ 1j ￿ C (m=n)
2d1 = o(1):
To show (23) we apply Proposition A.1 of Hurvich et al. (2005), which holds here since our
Assumptions A1-A6 imply their Assumptions (H1)-(H3) with the exception that we allow serially
correlated peturbation terms. It is, however, easily shown that replacing their Assumption (H2)
with our Assumption A5, their Proposition A.1 still holds. The only other change is that the term
(k=n)min(￿;d0) in their eq. (F.15) should be replaced by (k=n)min(’y;’w) due to the more accurate
approximation of fz (￿) o⁄ered by the included polynomials in our function h(d;￿;￿) in (11), see






then for K 2 (0;1) and all k 2 f1;:::;m ￿ 1g, we need to show that jck ￿ck+1j ￿ Km￿￿k￿￿2 and
jcmj ￿ Km￿1 uniformly on (d;￿) 2 D2 ￿ ￿, which implies (23).
Note that, uniformly on (d;￿) 2 D2 ￿ ￿, we have that
Pm
j=1 j2(d￿d0)￿j(d;￿) ￿ Cm2(d￿d0)+1
and jk2(d￿d0)￿k(d;￿) ￿ (k + 1)2(d￿d0)￿k+1(d;￿)j ￿ Ck2(d￿d0)￿1 using the mean value theorem and





































The proof that limn!1 P(^ d 2 D1) = 0 follows exactly as in Hurvich et al. (2005, pp. 1305-1306)
since their Proposition A.1 holds in our case as well. Hence ^ d
P ! d0. To strengthen this result to
^ d ￿ d0 = oP((logn)￿5) we use the proof of Lemma C.2 of Hurvich et al. (2005) without change.
Appendix B: Proof of Theorem 2
For the proof of Theorem 2 we need the score and Hessian (both multiplied by m) of (12):


















Hn (d;￿) = H1n (d;￿) + H2n (d;￿);
























































































hj (d;￿) = h(d;￿;￿j), haj(￿a) = ha(￿a;￿j);a = y;w, and Dn (￿) = fd 2 D : (logn)
5 jd ￿ d0j < ￿g
for ￿ > 0. Note that Xj is the vector of partial derivatives of ￿log(￿￿2d




















We next state a lemma adapted from Lemma 2 of Andrews & Sun (2004), henceforth abbreviated
AS. The proof is given in the next section.







n (H1n (d0;￿0) ￿ Jn)B￿1
n
￿










n (Hkn (d0;￿) ￿ Hkn (d0;￿0))B￿1
n
￿
￿ = oP (1); k = 1;2;
(d) supd2Dn(￿n);￿2￿
￿ ￿B￿1
n (Hkn (d;￿) ￿ Hkn (d0;￿))B￿1
n
￿ ￿ = oP (1); k = 1;2; for all sequences








Since the LPWN likelihood (12) is a continuous function on a compact set the LPWN estimator
exists. From Lemma 1 we know by Lemma 1 of AS that there exists a solution to the ￿rst order
conditions with probability tending to one, and that the solution satis￿es the result in Theorem 2.
If the (negative) likelihood function is strictly convex and twice di⁄erentiable then the solution to
the ￿rst order conditions is unique and minimizes (12) and hence equals the LPWN estimator.
Thus, all that remains is to show that the Hessian is positive de￿nite which proves convexity.
The positive de￿niteness of H1n follows as in eq. (5.1) of AS. Compared to AS we have the additional






￿ = oP (1) uniformly on (d;￿) 2 Dn (￿n)￿￿
by Lemma 1(b)-(d) and the triangle inequality. Since ^ d 2 Dn (￿n) with probability tending to
one by Theorem 1, this shows that Hn is positive de￿nite with probability tending to one, which
concludes the proof.
Appendix C: Proof of Lemma 1
We now turn to the proof of Lemma 1, which follows the method of proof for Lemma 2 of AS,
with modi￿cations to allow d ￿ 1=2 (following Velasco (1999)) and to accommodate the additive
noise term in the spectral density (see Lemma 3), and with an additional proof for each of (b), (c),
and (d) of negligibility of the term H2n.
C.1 Proof of (a)
This follows by approximating sums by integrals, see Lemma 2 of Andrews & Guggenberger
(2003).
17C.2 Proof of (b), ￿rst statement
This proof roughly follows that of Lemma 2(b) in AS. Corresponding to their (A.6), de￿ne






























for a;c;c1;c2 = 0;1;2 and b = 0;1;:::;2Ry;d;d+1;:::;d+Rw +Ry;2d;2d+1;:::;2d+2Rw. The
elements of B￿1
n H1n (d;￿)B￿1
n are (omitting the arguments for brevity)
(1;1) : ~ G￿2
0;0;0;0;0
￿




(1;1 + k) : ~ G￿2
0;0;0;0;0
￿
~ G0;0;0;0;0 ~ G1;k;0;1;0 ￿ ~ G1;0;0;0;0 ~ G0;k;0;1;0
￿
;
(1;2 + Ry + i) : ~ G￿2
0;0;0;0;0
￿
~ G0;0;0;0;0 ~ G1;i+d;Ifi￿1g;0;1 ￿ ~ G1;0;0;0;0 ~ G0;i+d;Ifi￿1g;0;1
￿
;
(1 + k1;1 + k2) : ~ G￿2
0;0;0;0;0
￿
~ G0;0;0;0;0 ~ G0;k1+k2;0;2;0 ￿ ~ G0;k1;0;1;0 ~ G0;k2;0;1;0
￿
;
(1 + k;2 + Ry + i) : ~ G￿2
0;0;0;0;0
￿
~ G0;0;0;0;0 ~ G0;k+i+d;Ifi￿1g;1;1 ￿ ~ G0;k;0;1;0 ~ G0;i+d;Ifi￿1g;0;1
￿
;
(2 + Ry + i1;2 + Ry + i2) : ~ G￿2
0;0;0;0;0
￿
~ G0;0;0;0;0 ~ G0;i1+i2+2d;Ifi1￿1g+Ifi2￿1g;0;2 ￿ ~ G0;i1+d;Ifi1￿1g;0;1 ~ G0;i2+d;Ifi2￿1g;0;1
￿
;
for k;k1;k2 = 1;:::;Ry and i;i1;i2 = 0;:::;Rw. The corresponding elements of B￿1
n JnB￿1
n are
given by the same expressions with ~ Ga;b;c;c1;c2 replaced by Ja;b;c. To prove the ￿rst statement of
Lemma 1(b) it su¢ ces to show that (since b is a function of d, we distinguish between b and b0)
￿a;b0;c =
￿ ￿
￿ ^ Ga;b0;c(d0;￿0) ￿ Ja;b0;c
￿ ￿
￿ = oP((logm)￿2); (25)
~ ￿a;b0;c;c1;c2 =
￿
￿ ￿ ~ Ga;b0;c;c1;c2(d0;￿0) ￿ ^ Ga;b0;c(d0;￿0)
￿
￿ ￿ = oP((logn)2(m=n)2d0): (26)
Note that, because B￿1
n JnB￿1
n = O((logm)2), ~ ￿a;b0;c;c1;c2 = oP((logm)￿2) would be su¢ cient to
prove part (b) for H1n, but we show the stronger version since it will be useful in the proof of part
(c).
In view of Lemma 3 below, the proof of (A.9) in AS pp. 598-599 works also for our eq. (25),
where we ￿nd that (with ￿k;n(d) de￿ned in Lemma 3)
￿a;b0;c = OP
￿
(logm)am￿1￿m;n(d0) + (logm)am’yn￿’y + (logm)amd0+’wn￿d0￿’w






(logm)a+2=3m￿2=3 + (logm)am￿1=2n￿1=4 + (logm)a(m=n)min(’y;d0+’w;2d0)
+(logm)a+1m2d0￿1n￿d0 + (logm)am￿1=2
￿
18in the stationary case and
OP
￿
(logm)a+2=(5￿4d0)m1=(5￿4d0)￿1 + (logm)a+1m2d0￿2 + (logm)am(d0￿1)=2n￿1=2(logn)5=4
+(logm)a+1=2n￿1=4md0￿1 + (logm)a(m=n)min(’y;d0+’w;2d0) + (logm)a+1m2d0￿1n￿d0 + (logm)am￿1=2
￿
in the nonstationary case. By (17) and d0 < d2 < 3=4, clearly ￿a;b0;c = oP((logm)￿2) in both
cases.


































(1 + O((j=n)2d0))(1 + O((j=n)2))a







by Lemma 2(i)-(ii). Using the de￿nition of ^ Ga;b;c(d;￿) and the fact that ^ Ga;b0;c(d0;￿0) = OP((logm)a)
























C.3 Proof of (e)
We now prove part (e) since it will be useful in the proof of the remaining statements. By (25)
and (26) with a = b = c = c1 = c2 = 0 we get that ^ G(d0;￿0)
P ! G0, so that, apart from smaller
order terms,
B￿1































where gj (d;￿) = g (d;￿;￿j) and ~ Xj = (X1;j; ~ X0
2;j; ~ X0
3;j)0 with
(~ X2;j)k = ￿
exp(hyj(￿y))(j=m)2k
hj (d;￿)





for k = 1;:::;Ry and i = 0;:::;Rw, and ~ X0;j is ~ Xj evaluated at (d0;￿0).










































































while Ti;n = oP(1) for i = 1;2;4.















￿Ry ￿Ry  0
Ry;Rw
￿Rw  Rw;Ry ￿Rw
1
A;
which follows from part (a) of the lemma.









































O(k￿1)OP(￿k;n(d0) + k’y+1=2n￿’y + k1=2+2d0n￿2d0)
+O(1)m￿1=2OP(￿m;n(d0) + m’y+1=2n￿’y + m1=2+2d0n￿2d0)
= OP(m￿1=2(logm)￿m;n(d0) + (m=n)min(’y;2d0));
where ￿k;n(d) is de￿ned in Lemma 3. The second equality applies Lemma 3 and that ~ X0;k￿~ X0;k+1 =
O(k￿1) uniformly in k = 1;:::;m and ~ X0;m￿ 1
m
Pm
k=1 ~ X0;k = O(1), follows by approximating sums
by integrals, see also AS p. 602. Thus T1;n = OP((logm)5=3m￿1=6+(logm)n￿1=4+(m=n)min(’y;2d0))
in the stationary case and T1;n = OP((logm)1+2=(5￿4d0)m￿(3￿4d0)=(10￿8d0) + (logm)2m2d0￿3=2 +
(logm)(logn)5=4n￿1=2md0=2+(logm)3=2n￿1=4md0￿1=2+(m=n)min(’y;2d0)) in the nonstationary case.
Since d0 belongs to the interior of the parameter space it follows that T1;n = oP(1).
To prove the result for T2;n we use Robinson￿ s (1995b) Theorem 2, i.e., that EIy (￿j)=fy (￿j) =
1 + O(j￿1(logj)) uniformly in j = 1;:::;m in the stationary case, as well as Velasco￿ s (1999)
Theorem 1, which shows that EIy (￿j)=fy (￿j) = 1 + O(j2d0￿2(logj)) uniformly in j = 1;:::;m
in the nonstationary case. Note that, as in AS, the remainder terms are di⁄erent from those
of Robinson (1995b) and Velasco (1999) because of the normalization by fy (￿j) rather than by
G0￿
￿2d0


























EIw(￿j) + fy (￿j) ￿ fz (￿j)
fz (￿j)
:
Because EIw (￿j) = fw(￿j) + O(j￿1(logj)) and fz (￿j) ￿ fy (￿j) = fw (￿j), the last term is
20O(j￿1(logj)￿
2d0
j ). By the same reasoning and by independence of fytg and fwtg, the second
to last term is OP(￿
d0
j j￿1(logj)) in the stationary case and OP(￿
d0
j j2d0￿2(logj)) in the nonsta-
tionary case, see also the proof of Lemma 3 below and the second to last equation on p. 108 of
Velasco (1999). We thus obtain the bounds EIz (￿j)=fz (￿j)￿1 = O(j￿1(logj)) for the stationary
case and EIz (￿j)=fz (￿j) ￿ 1 = O(j2d0￿2(logj)) for the nonstationary case, for all j = 1;:::;m.
We also have that fz (￿j)=gj (d0;￿0) ￿ 1 = O((j=n)’y + (j=n)2d0+’w) for all j = 1;:::;m by (15).





using also that j~ X0;j ￿ 1
m
Pm
k=1 ~ X0;kj = O(logm) uniformly in j = 1;:::;m. In the nonstationary





In both the stationary and nonstationary cases, T2;n is o(1) since d0 < d2 < 3=4.
The proof for T4;n follows from summation by parts and the approximation fz (￿j)=gj(d0;￿0)￿



















































= O(m1=2+’yn￿’y + m1=2+2d0+’wn￿2d0￿’w):
Condition (17) shows that this is oP(1).
C.4 Proof of (b), second statement
The matrix B￿1
n H2n(d;￿)B￿1



































































































(~ Xj)i(~ Xj)l; i = 2;:::;Ry + 1;l = Ry + 2;:::;R + 2;
21with R = Ry + Rw. To prove the second statement of Lemma 1(b) we have to show that these are
all negligible when evaluated at (d0;￿0). It su¢ ces to prove the result for the generic term



















where qj(d0;￿0) depends on j but is at most of order O
￿
(logn)2￿
and satis￿es qj+1(d0;￿0) ￿
























































where the ￿rst equality follows from part (e) of the lemma.
C.5 Proof of (c)




￿ ~ Ga;b0;c;c1;c2(d0;￿) ￿ ~ Ga;b0;c;c1;c2(d0;￿0)
￿
￿ ￿ = oP((logn)2(m=n)2d0)
for a;c;c1;c2 = 0;1;2 and b = 0;1;:::;2Ry;d;d + 1;:::;d + Rw + Ry;2d;2d + 1;:::;2d + 2Rw.
Again, showing that the di⁄erence is oP((logm)￿2) informly in ￿ 2 ￿ would be su¢ cient to prove
part (c) for H1n, but the stronger version listed in the above equation will be useful in the proof













The ￿rst term on the left-hand side of (29) is can be bounded in exactly the same way as (26),





















































noting that all the terms inside the summation on the right-hand side of the ￿rst equality are
positive. From Lemma 2(ii),(iv) and ^ Ga;b0;c(d0;￿0) = OP((logm)a), it follows that the second term
on the left-hand side of (29) is OP((logm)a(1 + o(1))￿1￿2d0
m ), which proves (29).
Next we prove the result for H2n. Again, it su¢ ces to show the result for the generic term
Vn (d;￿) de￿ned in (28), i.e. we must show that sup￿2￿ jVn(d0;￿) ￿ Vn(d0;￿0)j = oP (1). By (25)




P ! G0; (30)

















































































































































































￿ ￿ = O(￿2d0
m (logn)2); (35)






















































































































































































































































































Thus both terms of (34) are oP(1) by (17) because d0 > d1 > 0.



































































































































































































This is oP(1) which proves part (c).
C.6 Proof of (d)




￿ ￿ ~ Ga;b;c;c1;c2(d;￿) ￿ ~ Ga;b0;c;c1;c2(d0;￿)
￿
￿ ￿ = oP((logm)￿2) (36)



























we need to show that, for all a;c;c1;c2 = 0;1;2 and b = 0;1;:::;2Ry;d;d + 1;:::;d + Rw +
Ry;2d;2d + 1;:::;2d + 2Rw,
Za;b;c;c1;c2 (￿n) := sup
d2Dn(￿n);￿2￿
￿ ￿
￿ ~ Ea;b;c;c1;c2(d;￿) ￿ ~ Ea;b0;c;c1;c2(d0;￿)
￿
￿ ￿ = oP(n2d0(logm)￿2);
see also AS p. 600. Since b is a function of d, we distinguish between b and b0 which are obviously















￿ ￿ ^ Ea;b0;c(d0;￿) ￿ ~ Ea;b0;c;c1;c2(d0;￿)
￿
￿ ￿
=: Z1;a;b;c;c1;c2(￿n) + Z2;a;b;c(￿n) + Z3;a;b0;c;c1;c2(￿n) = oP(n2d0(logm)￿2):
The result for Z3;a;b0;c;c1;c2(￿n) follows from part (c) of the lemma since it does not depend on d.










































































































which is oP(n2d0(logm)￿2) as in (A.18) of AS.

















































































Noting that m￿1 Pm
j=1 ￿
2d0
j Iz(￿j) = ^ G0;0;0(d0;(00;1;00)0) = G0(1+oP(1)), (37) is oP(n2d0(logm)￿2).
By the mean value theorem, xa = xb + (a ￿ b)xa￿













































































Using the arguments applied to (26) and using Lemma 2(i),(iii), the result for Z1;a;b;c;c1;c2(￿n)
follows.
We proceed to show that supd2Dn(￿n);￿2￿ B￿1
n kH2n(d;￿) ￿ H2n(d0;￿)kB￿1
n = oP (1) or equiv-
alently that supd2Dn(￿n);￿2￿ jVn(d;￿) ￿ Vn(d0;￿)j = oP (1). Since we have shown (36) we have that
^ G(d;￿)








































































































































































































































































































The required results for (41) and (44) follow using the mean value theorem as in (38), whereas the
results for (42) and (45) follow as in (37). For (43) and (46) we note that, by inspection of the






























































































27which we can handle similarly to (37) and (38), respectively.
Appendix D: Auxiliary lemmas
We now state two useful lemmas, which are used in the proofs of the main theorems. The ￿rst
is stated without proof and gathers some properties of the function hj(d;￿), which all follow by
compactness of ￿ and the expansion exp(x) = 1 + x + x2
2! + ::: of the exponential function.
Lemma 2 Let haj(￿a) =
PRa
r=1 ￿a;r￿2r;a = y;w, hj(d;￿) = exp(hyj(￿y)) + ￿2d
j ￿￿ exp(hwj(￿w)),
0 < d1 < d2 < 1, and let ￿ be compact. Then, as n ! 1,
(i) sup￿2￿ exp(haj(￿a)) = 1 + O((j=n)2) for a = y;w;
(ii) inf￿2￿ hj (d0;￿)
c = 1 + O((j=n)2d0) for c = 0;1;2;
(iii) infd2[d1;d2];￿2￿ hj (d;￿)
c = 1 + O((j=n)2d2) for c = 0;1;2;
(iv) sup￿2￿ jhj(d0;￿0) ￿ hj(d0;￿)j = O((j=n)2d0);
(v) supd2[d1;d2];￿2￿ jhj(d0;￿) ￿ hj(d;￿)j = O((j=n)2d1):
The next lemma provides approximations of the periodogram of zt by that of "t, following well
known results from, e.g., Robinson (1995a), Velasco (1999), AS, and Hurvich et al. (2005).






























￿k;n(d) = k1=3(logk)2=3 + k1=2n￿1=4
in the stationary case, and in the nonstationary case
￿k;n(d) = k1=(5￿4d)(logk)2=(5￿4d) + k2d￿1(logk) + n￿1=2k(1+d)=2(logn)5=4 + n￿1=4kd(logk)1=2:
Proof. De￿ne ~ gj(d;￿) = ￿￿2d




























In the stationary case the second term on the right-hand side of (47) is OP(k1=3(logk)2=3 +
k’y+1n￿’y+k1=2n￿1=4) by (A.13)(i) of AS, and in the nonstationary case it is OP(k1=(5￿4d0)(logk)2=(5￿4d0)+
k’y+1n￿’y +k2d0￿1(logk)+n￿1=2k(1+d0)=2(logn)5=4 +n￿1=4kd0(logk)1=2) by slight modi￿cation of
Lemma 1 of Velasco (1999) to account for the better approximation of fy(￿j) due to the polynomial
28in ~ gj(d0;￿0) (the required modi￿cation is the same as that used by AS to modify (4.8) of Robinson

























Iw(￿j) + ~ gj(d0;￿0) ￿ gj (d0;￿0)
gj (d0;￿0)
; (50)





s=1 atbsei(s￿t)￿ denotes the cross-periodogram between the two series
at and bt. Using summation by parts on (48) we ￿nd that
k X
j=1











~ gj(d0;￿0) ￿ gj (d0;￿0)
gj (d0;￿0)
￿




















which is OP((k=n)2d0(k1=3(logk)2=3+k’y+1n￿’y +k1=2n￿1=4+k1=2)) in the stationary case whereas
it is OP((k=n)2d0(k1=(5￿4d0)(logk)2=(5￿4d0) +k’y+1n￿’y +k2d0￿1(logk)+n￿1=2k(1+d0)=2(logn)5=4 +
n￿1=4kd0(logk)1=2 + k1=2)) in the nonstationary case, by the same methods as applied previously
and using also (4.9) of Robinson (1995a) and that j~ gj(d0;￿0)=gj (d0;￿0) ￿ 1j ￿ C(j=n)2d0. Next,
(50) is easily seen to be OP((j=n)2d0) because EjIw(￿j)j = OP(1) uniformly in j = 1;:::;m. Since
fytg and fwtg are independent (49) is OP((j=n)d0(j￿1(logj) + (j=n)min(’y;’w))) in the stationary
case by Theorem 2 of Robinson (1995b), yielding a contribution to (47) of OP((k=n)d0((logk) +
k1+min(’y;’w)n￿min(’y;’w))). In the nonstationary case we use Theorem 1 of Velasco (1999) which
shows that Re(Iyw(￿j))j~ gj (d0;￿0)j￿1=2jG0￿0￿ exp(hwj(￿0w))j￿1=2 = OP(j2d0￿2(logj)+(j=n)min(’y;’w)),
yielding a contribution to (47) of OP((k=n)d0(k2d0￿1(logk)+k1+min(’y;’w)n￿min(’y;’w))) (Velasco￿ s
result has to be modi￿ed to accommodate multivariate time series, but the modi￿cation is simple
by comparing e.g. his equation (A.1) with equation (4.3) of Robinson (1995b), see also the second
to last equation on p. 108 of Velasco (1999)). The di⁄erence in the remainder terms relative to
Robinson (1995b) and Velasco (1999) is due to the di⁄erent remainder term in the approximation
of fy(￿j) by ~ gj (d0;￿0) due to the polynomial in ~ gj (d0;￿0).











































By (A.21) of AS, (52) is OP(k1=3(logk)2=3 + k’y+1=2n￿’y + k1=2n￿1=4) in the stationary case,
and by (slight modi￿cation of) Lemma 1 of Velasco (1999), (52) is OP(k1=(5￿4d0)(logk)2=(5￿4d0) +
k’y+1=2n￿’y + k2d0￿1(logk) + n￿1=2k(1+d0)=2(logn)5=4 + n￿1=4kd0(logk)1=2) in the nonstationary






















































~ gj(d0;￿0) ￿ gj (d0;￿0)
gj (d0;￿0)
(2￿I" (￿j) ￿ 1) +
G0￿0￿ exp(hwj(￿0w))
gj (d0;￿0)
(2￿I￿(￿j) ￿ 1); (56)
using also that G0￿0￿ exp(hwj(￿0w)) = gj (d0;￿0) ￿ ~ gj(d0;￿0).












































A + OP(k1=2+2d0n￿2d0) = OP(k1=2+2d0n￿2d0);
using (4.9) of Robinson (1995a) for the second equality. The ￿rst term of (56) is handled in exactly
the same way yielding the same contribution. For the term (54) we can split it up in the same way
as (55) and the last term of (56), and the contribution is the same.




~ gj(d0;￿0) ￿ gj (d0;￿0)
gj (d0;￿0)
￿




































(k=n)2d0(k1=3(logk)2=3 + k’y+1=2n￿’y + k1=2n￿1=4)
￿
in the stationary case using (A.21)
of AS. In the nonstationary case we use Lemma 1 of Velasco (1999) and get that the contribution
of (53) to (51) is
OP((k=n)2d0(k1=(5￿4d0)(logk)2=(5￿4d0) + k’y+1=2n￿’y + k2d0￿1(logk)
+ n￿1=2k(1+d0)=2(logn)5=4 + n￿1=4kd0(logk)1=2)):
Finally the term (55) is handled in exactly the same way as the stationary case of (53) yielding the
contribution OP
￿
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33Table 1: Simulation results for Model I
LWN LPWN(1,0) LPWN(0,1) LPWN(1,1)
nsr n Bias RMSE Bias RMSE Bias RMSE Bias RMSE
Panel A: m =
￿
(3=4)n0:8￿
5 2048 0.0025 0.1215 -0.0239 0.1260 0.0149 0.1499 0.0169 0.1551
4096 0.0007 0.0832 -0.0180 0.0901 0.0056 0.1036 0.0129 0.1069
8192 0.0024 0.0588 -0.0106 0.0667 0.0024 0.0738 0.0091 0.0755
10 2048 0.0037 0.1663 -0.0294 0.1724 0.0208 0.1906 0.0087 0.1950
4096 0.0009 0.1067 -0.0235 0.1176 0.0056 0.1265 0.0086 0.1283
8192 0.0022 0.0723 -0.0137 0.0829 0.0024 0.0880 0.0088 0.0886
15 2048 0.0065 0.1999 -0.0317 0.2064 0.0245 0.2201 -0.0085 0.2238
4096 0.0009 0.1292 -0.0254 0.1409 0.0088 0.1493 0.0042 0.1512
8192 0.0015 0.0846 -0.0154 0.0962 0.0035 0.0962 0.0062 0.0967
Panel B: m =
￿
n0:8￿
5 2048 0.0033 0.1097 -0.0243 0.1176 0.0072 0.1343 0.0123 0.1398
4096 0.0017 0.0755 -0.0174 0.0850 0.0026 0.0945 0.0100 0.0955
8192 0.0035 0.0536 -0.0084 0.0619 0.0034 0.0685 0.0111 0.0695
10 2048 0.0080 0.1532 -0.0224 0.1634 0.0165 0.1751 0.0063 0.1810
4096 0.0012 0.0979 -0.0205 0.1099 0.0024 0.1119 0.0054 0.1140
8192 0.0035 0.0666 -0.0120 0.0767 0.0035 0.0776 0.0079 0.0784
15 2048 0.0097 0.1893 -0.0218 0.1984 0.0223 0.2070 -0.0018 0.2142
4096 0.0031 0.1205 -0.0191 0.1337 0.0057 0.1347 0.0024 0.1372
8192 0.0024 0.0785 -0.0131 0.0896 0.0038 0.0850 0.0041 0.0865
Panel C: m =
￿
(5=4)n0:8￿
5 2048 0.0041 0.1037 -0.0214 0.1130 0.0054 0.1260 0.0120 0.1295
4096 0.0036 0.0708 -0.0146 0.0802 0.0018 0.0867 0.0101 0.0877
8192 0.0043 0.0494 -0.0072 0.0568 0.0029 0.0610 0.0101 0.0624
10 2048 0.0053 0.1429 -0.0212 0.1558 0.0108 0.1634 0.0056 0.1694
4096 0.0029 0.0918 -0.0163 0.1045 0.0033 0.1066 0.0060 0.1085
8192 0.0032 0.0625 -0.0102 0.0713 0.0040 0.0725 0.0074 0.0726
15 2048 0.0056 0.1836 -0.0189 0.1928 0.0168 0.1999 0.0008 0.2074
4096 0.0029 0.1125 -0.0144 0.1245 0.0059 0.1239 0.0044 0.1280
8192 0.0040 0.0742 -0.0079 0.0835 0.0059 0.0791 0.0053 0.0809
Note: The polynomial approximation used under the heading ￿LPWN(Ry;Rw)￿is (Ry;Rw).
Table 2: Simulation results for Model II with (￿y;￿y) = (0:8;0) and (￿w;￿w) = (0;0)
LWN LPWN(1,0) LPWN(0,1) LPWN(1,1)
nsr n Bias RMSE Bias RMSE Bias RMSE Bias RMSE
Panel A: m =
￿
(3=4)n0:8￿
5 2048 0.0460 0.1158 -0.0046 0.1115 0.0145 0.1234 0.0106 0.1272
4096 0.0315 0.0786 -0.0140 0.0800 -0.0022 0.0838 -0.0006 0.0856
8192 0.0217 0.0555 -0.0195 0.0629 -0.0113 0.0620 -0.0093 0.0637
10 2048 0.0264 0.1486 -0.0212 0.1568 0.0159 0.1695 0.0014 0.1729
4096 0.0151 0.0955 -0.0259 0.1107 -0.0046 0.1167 -0.0057 0.1149
8192 0.0081 0.0649 -0.0258 0.0827 -0.0158 0.0834 -0.0110 0.0817
15 2048 0.0206 0.1806 -0.0278 0.1894 0.0190 0.1977 -0.0126 0.2049
4096 0.0074 0.1156 -0.0314 0.1333 0.0001 0.1369 -0.0062 0.1375
8192 0.0020 0.0769 -0.0274 0.0958 -0.0082 0.0949 -0.0069 0.0936
Panel B: m =
￿
n0:8￿
5 2048 0.0667 0.1177 0.0105 0.1109 0.0298 0.1213 0.0197 0.1232
4096 0.0516 0.0839 0.0001 0.0786 0.0127 0.0822 0.0109 0.0823
8192 0.0410 0.0621 -0.0057 0.0586 0.0018 0.0562 0.0027 0.0585
10 2048 0.0457 0.1433 -0.0006 0.1530 0.0281 0.1615 0.0085 0.1631
4096 0.0298 0.0922 -0.0109 0.1049 0.0131 0.1098 0.0057 0.1081
8192 0.0224 0.0638 -0.0140 0.0759 0.0032 0.0788 0.0015 0.0756
15 2048 0.0368 0.1760 -0.0051 0.1862 0.0289 0.1895 -0.0007 0.1950
4096 0.0221 0.1100 -0.0132 0.1271 0.0125 0.1270 0.0012 0.1275
8192 0.0141 0.0723 -0.0153 0.0887 0.0099 0.0857 0.0037 0.0851
Panel C: m =
￿
(5=4)n0:8￿
5 2048 0.0803 0.1230 0.0283 0.1138 0.0436 0.1217 0.0296 0.1226
4096 0.0662 0.0910 0.0162 0.0773 0.0293 0.0847 0.0235 0.0817
8192 0.0552 0.0703 0.0077 0.0544 0.0156 0.0560 0.0149 0.0559
10 2048 0.0546 0.1393 0.0155 0.1505 0.0396 0.1561 0.0195 0.1577
4096 0.0416 0.0923 0.0056 0.1025 0.0271 0.1082 0.0150 0.1046
8192 0.0328 0.0654 -0.0014 0.0710 0.0201 0.0785 0.0127 0.0730
15 2048 0.0422 0.1734 0.0087 0.1824 0.0378 0.1869 0.0096 0.1908
4096 0.0310 0.1058 0.0039 0.1202 0.0261 0.1192 0.0114 0.1206
8192 0.0241 0.0715 -0.0004 0.0840 0.0234 0.0814 0.0130 0.0817
Note: The polynomial approximation used under the heading ￿LPWN(Ry;Rw)￿is (Ry;Rw).
34Table 3: Simulation results for Model III with(￿y;￿y) = (0;0) and (￿w;￿w) = (0;0:8)
LWN LPWN(1,0) LPWN(0,1) LPWN(1,1)
nsr n Bias RMSE Bias RMSE Bias RMSE Bias RMSE
Panel A: m =
￿
(3=4)n0:8￿
5 2048 -0.0549 0.1202 -0.0565 0.1193 0.0158 0.1543 0.0203 0.1602
4096 -0.0397 0.0887 -0.0373 0.0868 0.0056 0.1046 0.0160 0.1106
8192 -0.0251 0.0632 -0.0216 0.0635 0.0022 0.0749 0.0110 0.0779
10 2048 -0.0833 0.1626 -0.0874 0.1627 0.0100 0.1927 0.0083 0.1988
4096 -0.0602 0.1169 -0.0588 0.1140 0.0005 0.1295 0.0110 0.1352
8192 -0.0390 0.0811 -0.0353 0.0796 0.0001 0.0889 0.0102 0.0926
15 2048 -0.1009 0.1903 -0.1095 0.1943 0.0061 0.2213 -0.0082 0.2272
4096 -0.0762 0.1411 -0.0755 0.1377 -0.0051 0.1521 0.0017 0.1577
8192 -0.0500 0.0971 -0.0465 0.0941 -0.0081 0.0987 0.0030 0.1008
Panel B: m =
￿
n0:8￿
5 2048 -0.1034 0.1325 -0.0910 0.1237 0.0108 0.1400 0.0199 0.1484
4096 -0.0768 0.1032 -0.0600 0.0885 0.0034 0.0969 0.0156 0.1012
8192 -0.0509 0.0729 -0.0352 0.0609 0.0037 0.0696 0.0147 0.0728
10 2048 -0.1496 0.1796 -0.1419 0.1752 0.0158 0.1872 0.0131 0.1928
4096 -0.1153 0.1434 -0.0978 0.1257 0.0024 0.1215 0.0139 0.1260
8192 -0.0767 0.1003 -0.0602 0.0842 0.0011 0.0842 0.0132 0.0874
15 2048 -0.1817 0.2113 -0.1801 0.2131 0.0160 0.2202 -0.0006 0.2266
4096 -0.1416 0.1714 -0.1254 0.1546 -0.0006 0.1450 0.0079 0.1509
8192 -0.0975 0.1235 -0.0812 0.1055 -0.0048 0.0948 0.0095 0.0985
Panel C: m =
￿
(5=4)n0:8￿
5 2048 -0.1465 0.1548 -0.1425 0.1572 0.0156 0.1296 0.0236 0.1367
4096 -0.1222 0.1341 -0.0974 0.1113 0.0057 0.0900 0.0175 0.0935
8192 -0.0868 0.0987 -0.0619 0.0742 0.0047 0.0633 0.0161 0.0670
10 2048 -0.1971 0.2022 -0.2114 0.2225 0.0226 0.1752 0.0156 0.1808
4096 -0.1757 0.1856 -0.1545 0.1667 0.0084 0.1170 0.0155 0.1192
8192 -0.1297 0.1424 -0.1041 0.1151 0.0046 0.0790 0.0165 0.0816
15 2048 -0.2243 0.2279 -0.2543 0.2631 0.0309 0.2154 0.0122 0.2203
4096 -0.2091 0.2174 -0.1951 0.2065 0.0101 0.1397 0.0077 0.1437
8192 -0.1603 0.1730 -0.1347 0.1456 0.0057 0.0927 0.0162 0.0942
Note: The polynomial approximation used under the heading ￿LPWN(Ry;Rw)￿is (Ry;Rw).
Table 4: Simulation results for Model IV with (￿y;￿y) = (0;0) and (￿w;￿w) = (0:8;0)
LWN LPWN(1,0) LPWN(0,1) LPWN(1,1)
nsr n Bias RMSE Bias RMSE Bias RMSE Bias RMSE
Panel A: m =
￿
(3=4)n0:8￿
5 2048 0.0233 0.0375 -0.0622 0.0897 -0.0017 0.0542 -0.0364 0.0707
4096 0.0123 0.0251 -0.0595 0.0750 0.0027 0.0351 -0.0392 0.0570
8192 0.0016 0.0161 -0.0569 0.0647 0.0031 0.0181 -0.0457 0.0574
10 2048 0.0384 0.0487 -0.1088 0.1276 -0.0157 0.0615 -0.0597 0.0781
4096 0.0209 0.0304 -0.1074 0.1174 -0.0005 0.0428 -0.0710 0.0800
8192 0.0032 0.0170 -0.1048 0.1101 0.0032 0.0179 -0.0829 0.0885
15 2048 0.0490 0.0577 -0.1364 0.1516 -0.0244 0.0694 -0.0720 0.0859
4096 0.0265 0.0349 -0.1386 0.1466 -0.0024 0.0512 -0.0907 0.0974
8192 0.0041 0.0172 -0.1376 0.1417 0.0036 0.0186 -0.1069 0.1106
Panel B: m =
￿
n0:8￿
5 2048 0.0361 0.0441 -0.0486 0.0748 -0.0058 0.0454 -0.0533 0.0859
4096 0.0291 0.0347 -0.0500 0.0644 -0.0119 0.0339 -0.0480 0.0639
8192 0.0206 0.0251 -0.0515 0.0595 -0.0141 0.0280 -0.0380 0.0455
10 2048 0.0623 0.0676 -0.0858 0.1039 -0.0161 0.0485 -0.0848 0.1093
4096 0.0501 0.0538 -0.0916 0.1008 -0.0235 0.0403 -0.0601 0.0718
8192 0.0356 0.0385 -0.0953 0.1001 -0.0284 0.0383 -0.0568 0.0607
15 2048 0.0806 0.0848 -0.1102 0.1250 -0.0228 0.0520 -0.0866 0.1118
4096 0.0646 0.0676 -0.1178 0.1252 -0.0315 0.0458 -0.0580 0.0676
8192 0.0463 0.0486 -0.1239 0.1277 -0.0386 0.0470 -0.0705 0.0736
Panel C: m =
￿
(5=4)n0:8￿
5 2048 0.0413 0.0472 -0.0322 0.0627 -0.0004 0.0415 -0.0448 0.0818
4096 0.0369 0.0405 -0.0374 0.0529 -0.0088 0.0296 -0.0488 0.0671
8192 0.0317 0.0342 -0.0416 0.0499 -0.0123 0.0232 -0.0493 0.0586
10 2048 0.0738 0.0774 -0.0633 0.0841 -0.0062 0.0413 -0.0904 0.1170
4096 0.0661 0.0684 -0.0737 0.0833 -0.0139 0.0311 -0.0928 0.1057
8192 0.0559 0.0574 -0.0819 0.0867 -0.0195 0.0282 -0.0719 0.0810
15 2048 0.0972 0.1000 -0.0844 0.1010 -0.0086 0.0415 -0.1180 0.1408
4096 0.0869 0.0887 -0.0963 0.1038 -0.0163 0.0330 -0.1036 0.1198
8192 0.0727 0.0740 -0.1073 0.1110 -0.0254 0.0330 -0.0598 0.0717
Note: The polynomial approximation used under the heading ￿LPWN(Ry;Rw)￿is (Ry;Rw).
35Table 5: Simulation results for Model V with (￿y;￿y) = (0:8;0) and (￿w;￿w) = (￿0:8;0)
LWN LPWN(1,0) LPWN(0,1) LPWN(1,1)
nsr n Bias RMSE Bias RMSE Bias RMSE Bias RMSE
Panel A: m =
￿
(3=4)n0:8￿
5 2048 0.1119 0.1574 0.0111 0.1297 0.0355 0.1450 0.0016 0.1437
4096 0.0750 0.1049 -0.0088 0.0857 0.0043 0.0889 0.0001 0.0873
8192 0.0509 0.0725 -0.0181 0.0646 -0.0088 0.0612 -0.0068 0.0631
10 2048 0.1217 0.1977 0.0226 0.1848 0.0688 0.1935 0.0085 0.1991
4096 0.0771 0.1236 -0.0037 0.1267 0.0343 0.1378 0.0102 0.1317
8192 0.0494 0.0818 -0.0163 0.0901 0.0016 0.0949 -0.0010 0.0868
15 2048 0.1334 0.2381 0.0314 0.2162 0.0654 0.2108 -0.0084 0.2241
4096 0.0848 0.1470 0.0062 0.1513 0.0537 0.1520 0.0216 0.1569
8192 0.0526 0.0938 -0.0070 0.1068 0.0380 0.1105 0.0244 0.1087
Panel B: m =
￿
n0:8￿
5 2048 0.1940 0.2187 0.0574 0.1711 0.0999 0.1952 -0.0103 0.1679
4096 0.1364 0.1522 0.0111 0.0996 0.0456 0.1248 -0.0017 0.1018
8192 0.0990 0.1098 -0.0038 0.0620 0.0107 0.0658 0.0058 0.0598
10 2048 0.2196 0.2670 0.0781 0.1965 0.1007 0.1947 -0.0061 0.1971
4096 0.1474 0.1723 0.0540 0.1515 0.1036 0.1684 0.0169 0.1478
8192 0.1018 0.1185 0.0134 0.1024 0.0898 0.1370 0.0293 0.1103
15 2048 0.2049 0.3152 0.0407 0.2103 0.0683 0.2007 -0.0126 0.2139
4096 0.1637 0.2003 0.0601 0.1547 0.0834 0.1508 0.0117 0.1564
8192 0.1095 0.1310 0.0386 0.1202 0.1003 0.1314 0.0494 0.1257
Panel C: m =
￿
(5=4)n0:8￿
5 2048 0.2858 0.3023 0.1089 0.2088 0.1421 0.2190 -0.0048 0.1535
4096 0.2068 0.2163 0.0765 0.1676 0.1198 0.1914 -0.0051 0.1062
8192 0.1524 0.1587 0.0153 0.0740 0.0340 0.0886 0.0012 0.0602
10 2048 0.2544 0.3636 -0.0191 0.1714 0.0519 0.1641 -0.0009 0.1658
4096 0.2283 0.2446 0.0830 0.1563 0.1113 0.1644 0.0056 0.1314
8192 0.1618 0.1715 0.0940 0.1521 0.1524 0.1786 0.0247 0.1157
15 2048 0.0766 0.4017 -0.1026 0.2031 0.0195 0.1870 -0.0091 0.1954
4096 0.2324 0.2818 0.0021 0.1396 0.0390 0.1277 -0.0008 0.1324
8192 0.1766 0.1894 0.0709 0.1221 0.0863 0.1266 0.0148 0.1061
Note: The polynomial approximation used under the heading ￿LPWN(Ry;Rw)￿is (Ry;Rw).







































































































































































































































































































































































































































































































































































Note: Asymptotic standard errors in parentheses.







































































































































































































































































































































































































































































































































































Note: The heading ￿(Ry;Rw)￿indicates the LPWN(Ry;Rw) estimator. Asymptotic standard errors in parentheses.
38Table 8: Parametric Whittle estimation of long memory in volatility of DJIA stocks
Ticker Symbol ^ d ^ ￿y ^ ￿y ^ ￿2


























































































































































































































































































Note: Asymptotic standard errors (evaluated as the inverse of the negative Hessian) in parentheses.
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