Abstract. This paper completes the classification of Artin-Schelter regular algebras of global dimension three. For algebras generated by elements of degree one this has been achieved by Artin, Schelter, Tate and Van den Bergh. We are therefore concerned with algebras which are not generated in degree one. We show that there exist some exceptional algebras, each of which has geometric data consisting of an elliptic curve together with an automorphism, just as in the case where the algebras are assumed to be generated in degree one.
1. Introduction M. Artin, J. Tate and M. Van den Bergh have introduced an important class of noncommutative graded k-algebras which can be defined via an elliptic curve E, an automorphism σ of E and an invertible sheaf L on E of degree two or three [ATV1] . In this article, we study algebras which have a similar associated triple, (E, σ, L) , where in this case L has degree one.
Let k be an algebraically closed field of characteristic zero. A k-algebra A is said to be N-graded if A is a direct sum of k-vector spaces, A = i∈N A i , such that A i A j ⊆ A i+j for all i, j ∈ N. An N-graded k-algebra A is said to be connected graded if A 0 = k and each A i is a finite dimensional k-vector space. Artin-Schelter regular algebras, or AS-regular algebras, are defined to be connected graded kalgebras with finite global dimension with polynomial growth which satisfy a version of the Gorenstein property which will be given formally in section 5.
In [St2] , we show that AS-regular algebras of global dimension three which are not generated by elements of degree one fall into one of several classes. Then we proceed to show exactly which members of each class are AS-regular except in two cases. In these remaining cases the algebras become more complicated, and it is impossible to study them using traditional ring-theoretic techniques. In this article, we employ generalizations of the geometric techniques of [ATV1] to these algebras and determine precisely which algebras are AS-regular, thus completing the classification.
We now proceed with the definition of these algebras in terms of generators and relations. As will become evident after we have stated the main results, a more natural definition arises from the fact that these algebras are completely determined by the associated geometric data. Let T = k{x, y} be the free algebra, graded so that deg(x) = 1 and deg(y) = 2. The algebras we will study in this article may be presented as quotients of T by an ideal I = (f 1 , f 2 ), where deg(f 1 , f 2 ) = (5, 4). Let a = (a : b : c) ∈ P 2 k . We define algebras A(a) = T /(f 1 , f 2 ), where f 1 = ay 2 x + cyxy + axy 2 + bx 5 , f 2 = ax 2 y + cxyx + ayx 2 + by 2 .
Also, we define two more algebras:
where f 1 = xy 2 + 2xyx 2 ± iy 2 x ± 2iyx 3 , f 2 = x 2 y + yx 2 + y 2 .
As one might expect, for some values of the parameter, the algebras A(a) become too degenerate to be AS-regular. This occurs for a in the following subset of P Our main result is the following, which is proven in section 5.
Theorem 1.1. Let A represent either A(±) or A(a), where a ∈ S. Then (i) A is AS-regular of global dimension three. (ii) A is a Noetherian domain.
(iii) A has the same Hilbert series as the polynomial ring k[x 1 , x 2 , x 3 ] graded so that deg(x i ) = i.
Moreover, if a ∈ S, then A(a) is not AS-regular.
The proof of Theorem 1.1 involves the description of the algebras in terms of the associated geometry, which is also of interest. As in [ATV1] , one of the most useful notions is that of a point module. Let M be a graded right module over A(±) or A(a). Then M is a point module if M is generated by M 0 + M 1 , dim M i = 1 for all i ≥ 0, and every proper graded factor module of M is finite dimensional. This definition is slightly different than that of Artin, Tate and Van den Bergh, but becomes the same when the algebras are generated in degree one.
In section 2, we prove the following result which establishes the connection to algebraic geometry. A(a) , where a ∈ P 2 \ S and b = 0. Then Γ has the structure of a (possibly reducible) projective variety. This variety is isomorphic to the graph of an automorphism σ of a projective variety V = V (a).
Theorem 1.2. Let Γ be the set of isomorphism classes of point modules over
Remark. The following table gives the possibilities for the variety V and the automorphism σ. a V = V (a) a = 0 and b = −c 3 V is a curve with 6 components a = −c σ acts as a 6-cycle on the components
V is a curve with 3 components σ acts as an 3-cycle on the components
V is a curve with 2 components σ interchanges the components b 3 = (−c + 2a)
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V is an irreducible, singular curve V is a smooth elliptic curve and all other a σ is translation by a point on V via the group structure A similar result holds for the algebras A(±):
Theorem 1.3. Let Γ be the set of isomorphism classes of point modules over A(±).
Then Γ has the structure of a projective variety which is isomorphic to the graph of an automorphism σ of a smooth irreducible elliptic curve E. In this case, σ is complex multiplication on E of order 4.
The key to proving the regularity of the algebras in question is finding factor rings whose study is possible using algebraic geometry. If V is a projective variety defined over k, σ is an automorphism of V , and L is an invertible sheaf on V of positive degree, then we can form a connected graded k-algebra B (V, σ, L) as in [ATV1] . We give the full definition in section 4. Theorem 1.1 follows from the following result. 
To give the intuition for the above results, it is first necessary to review the construction of the algebra A when V = E is an elliptic curve and deg(L) = 2 as in [ATV1] . First suppose that deg(L) = 2 and σ = 1. Then
where deg(x, y, z) = (1, 1, 2), f is a degree four polynomial and r 1 , r 2 and r 3 are the commutation relations. If, on the other hand, σ is generic, then
where deg(x, y) = (1, 1) and deg(f 1 , f 2 , f 3 ) = (3, 3, 4). Hence, B can be presented with one fewer generator and one fewer relation than in the commutative case. The generator and relation of degree two do not occur. Then the algebra A(E, σ, L) is defined to be k{x, y}/(f 1 , f 2 ). Now assume deg(L) = 1 and σ = 1. Then
where deg(x, y, z) = (1, 2, 3) and f is a degree six polynomial. Now let σ be generic. One might expect that again B can be presented with one fewer generator and one fewer relation than in the commutative case, that is,
where deg(x, y) = (1, 2) and deg(f 1 , f 2 , f 3 ) = (4, 5, 6). Also, one might expect that the algebra A = k{x, y}/(f 1 , f 2 ) is an Artin-Schelter regular algebra of global dimension three. Our results show that this intuition is correct.
Point Modules
We work in the category of Z-graded right A-modules. If M = i∈Z M i is a graded A-module and z is an integer, we use M [z] to denote the shifted module for which M [z] i = M i+z , and we use M ≥z to denote the 'tail' i≥z M i .
In [ATV1] , a point module over a graded algebra generated in degree one is defined to be a graded right module M = M i such that (i) M is generated by M 0 , (ii) M is 1-critical, and (iii) dim k M i = 1 for i ≥ 0. In the case that A is not generated in degree one, this definition is not general enough, since 'gaps' can occur in the Hilbert series of a cyclic module. Thus, we are led to relax condition (iii) to (iii) dim M i ≤ 1 for i ≥ 0. The resulting definition is equivalent to that in [ATV1] when the algebra is generated in degree one. When the algebra is not generated in degree one, this new definition is somewhat hard to work with, since the truncated shift M [1] ≥0 of a point module need not be a point module. For the algebras we are interested in, this definition is equivalent (in the proper sense) to the following, which we take as our definition.
Definition 2.1. Let M be a graded right module over A(a) 
We should point out that this definition is only well-suited to the particular algebras in question, not to all connected graded algebras which are not generated in degree one.
The aim of this section is to show that for A = A(±) or A(a) with a ∈ P 2 \ S and b = 0, the set of point modules over A has the structure of the graph of an automorphism of a projective variety, where the automorphism comes from the shift functor on A-modules. In later sections, we use this geometric data to prove the regularity of A.
For the remainder of this section we will assume that A is either A(±) or A(a). Define Γ to be the set of isomorphism classes of point modules over A. When we wish to clarify which Γ we are dealing with, we will use the notation Γ(±) or Γ(a). We will also need the following definition:
Let Γ d be the set of isomorphism classes of truncated point modules of length d+1 over A. The following proposition justifies the name 'truncated point module.' 
Similarly, let M be a point module and let
The fact that π d ρ d+1 = ρ d is clear from the definitions. The fact that Γ is the inverse limit of the Γ d follows from the fact that a point module is completely determined by its truncations.
We show that for d ≥ 5, each of the sets Γ d naturally has the structure of a projective variety. We start by establishing a bijection between elements of Γ d and the orbits of an algebraic torus acting on a quasi-affine variety. As M is generated in degrees zero and one, we see that y i = 0 implies that We now proceed to show that there is a natural bijection between the set Γ d and the points of a projective variety V d . For the following reasons, we omit the case b = 0 from this discussion. The algebras A(a : 0 : c) can be regraded so that deg(x, y) = (1, 1), and so they are classified by the results of [ATV1] . Also, the algebras A(a : 0 : c) are Ore extensions of AS-regular algebras of global dimension two (see Lemma 2.5.1), and therefore can be studied by less complicated techniques. Also, there are added technicalities in some cases, so for the rest of this subsection we will assume the following.
Hypothesis 2.1.5. Let a = (a : b : c) ∈ P 2 be chosen so that a ∈ S and a, b, c and a + c are nonzero.
be the product of d − 1 copies of P 1 , and let (w i−1 , z i−1 ) be homogeneous coordinates for the ith copy of
We define V d to be the closed subset of P d defined by the simultaneous vanishing of the forms F 
Proof. The proof amounts to easy but tedious linear algebra using (2.1.1), (2.1.2) and (2.1.3). We give a brief outline here, to provide the interested reader with enough details to complete the proof.
The expression F p 1 clearly comes directly from (2.1.2), and thus it is clear that for any u ∈ U d , we have F We use this bijection to give Γ d the structure of a projective variety, and from now on we will identify
be the projection mapping onto the ith through the jth copies of P 1 . It is easy to see that
, and that this morphism corresponds to the truncation map
. This allows us to define the structure of a variety on Γ = lim where
has rank one at every point of d is a morphism of varieties comes from the fact that it is defined locally by the rows of the matrix M .
In the same way, the function
≥0 is a point module and its associated point in V 4 is σ(p(M )). An explicit formula for σ can easily be written down (see [St1] ), but will not be needed here.
We have the following nice description of the variety V 4 . Lemma 2.1.8. Suppose a satisfies Hypothesis 2.1.5. Then pr 0,1 restricted to V d is an isomorphism onto its image, which is a curve on the quadric surface P 1 × P 1 .
Proof. The proof of this result is identical to that of Lemma 2.1.7, and so we will omit it. The curve E = E(a) on the quadric surface defined by the image of V 4 is given by the vanishing of the following form:
(2.1.9)
The automorphism σ on V 4 induces an automorphism of E, which we also will call σ. The adjunction formula [Ha, Example V.1.5.2] gives that E has arithmetic genus one. In the cases where E is smooth and irreducible, it is an elliptic curve. For convenience, we will idenitfy the variety of point modules Γ together with its automorphism with (E(a), σ).
The following proposition gives the conditions on a under which the curve E is singular or reducible, and its proof is elementary. Remark. This is similar to what occurs in [ATV1] , with one notable difference. In that paper, the curve is nonsingular whenever it in irreducible, whereas we can have an irreducible singular curve. A(a : b : 0) . If a = (a : b : 0), we take
. Then the curve E = E(a) is reducible if and only if either
b 3 c = −(c − a) 2 (c 2 − a 2 ) or b 3 = −(c − 2a) 2 (c + a). Furthermore, if E is irreducible,
Point modules over
Proposition 2.1.6 holds in this case, and Lemma 2.1.7 holds if and only if d ≥ 6. Again, pr 0,1 and pr 1,2 give isomorphisms from V d to a curve E of bidegree (2, 2) on P 1 × P 1 , and σ : pr −1 0,1 pr 1,2 : E → E is an automorphism of E. In fact, E is defined by the equation (2.1.9) with c = 0. The automorphism is a translation of order four. 
We also assume that b 3 = −c 3 , since the algebras with a = 0 and b 3 = −c 3 are Ore extensions (see Lemma 2.5.1), and thus can be studied in less complicated ways. 
Proposition 2.1.6 and Lemma 2.1.7 hold in this case. However, the map pr 0,1 does not give an isomorphism of V 4 with a curve on P 1 × P 1 as it does in other cases. The variety V 4 (which we will denote E(0 : b : c)) is a reducible one-dimensional variety with six components. The automorphism σ acts as a 6-cycle on the components.
Point modules for A(±). Let A = A(±).
We preserve the toral action on A 2d−1 k from above. We take U d (±) to be the subset of A 2d−1 k defined by the conditions:
The following result is the analogue of Lemma 2.1.4 in this case, and its proof is identical.
Lemma 2.4.4. For
We define V d to be the subset of P d defined by the simultaneous vanishing of the forms
Proposition 2.1.6 and Lemma 2.1.7 hold in this case. Again, the projections pr 0,1 and pr 1,2 give isomorphisms from
Remark. It is easily checked that E(±) are smooth irreducible curves. The adjunction formula [Ha, Example V.1.5.2] gives that both of the curves E(±) have genus one. It is easily checked that σ is an automorphism of order four of E(±) with fixed points, and so is complex multiplication by a fourth root of unity.
Preparatory results.
The table in the introduction gives all of the possibilities for the curves E(a) and E(±). In all of the cases where E is one-dimensional, it has arithmetic genus 1 by the adjunction formula. Also, if ω E represents the canonical sheaf on E, then we have
In a few cases, the algebras A(a) are Ore extensions, and are easily studied by ring-theoretic methods. We give the following results for two of these cases, so that in the later sections we may concentrate on cases where the associated variety is a curve. Proof. This follows from [LS, Lemma] .
Remark. The algebras A(a) such that E(a) is singular and irreducible are also Ore extensions as in the proposition. However, we will not need this in what follows.
Some Facts about Sheaves
In order to prove the regularity of the algebras in question, we require several facts about invertible sheaves on the varieties of point modules. We will use E to denote either E(±) or E(a), where a is chosen so that E(a) is a curve.
In the case that E has at most three components, we identify E ⊂ P 1 × P 1 with Γ 5 as in section 2. If E has six components, we assume that E ⊂ P 1 ×P 1 ×P 1 . Then torus action on U 5 allows us to define the invertible sheaf L = O(1, 0, 0, 0, 0) on Γ 5 (or on E) whose sections are homogeneous polynomials of degree (1, 0, 0, 0, 0).
, and, by the definition of σ, x 0 • σ i = x i and y 0 • σ i = y i . Suppose E has at most three components. Then, considered as an invertible sheaf on E, L is isomorphic to the sheaf O E (P ), where P is the degree one Cartier divisor determined by the point [(0 : 1), (b : c − a)] ∈ E. If E has six components, the invertible sheaf L = O(1, 0, 0, 0, 0) has multidegree (1, −1, 1, 0, 0, 0). Definition 3.1. For the remainder of this article, we will refer to the geometric data (E, σ, L) constructed above as a triple.
The next section provides useful information about the twisted coordinate ring of a triple. Before proceeding with this, we must show that certain sheaves related to L are well-behaved.
First, we fix some notation. If f : X → Y is a morphism of sheaves and L is a sheaf of O Y -modules, then we will use the notation f * L for the inverse image of L under f as defined in [Ha, p. 110] . If σ : X → X is an automorphism of X, we use
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We will use the following standard notation:
On an irreducible curve of genus 1, the dimension of the space of global sections of every invertible sheaf is easy to compute using the Riemann-Roch Theorem, and the reader who is interested chiefly in the case of smooth elliptic curves may safely skip directly to section 4. In the reducible cases, sheaves are not so nicely behaved, which necessitates the following definition from [ATV1] .
Definition 3.2. Let E be a curve of genus one. An invertible sheaf of O E -modules M will be called
We now show that the sheaves to be used in the next section are tame.
Then L n is generated by its global sections for n ≥ 2. Moreover, the following sheaves are tame:
If E has at most three components, then (iii) holds for m = 7.
Proof. In the case that E has two or three components,
is generated by its global sections if n ≥ 2 by [ATV1, Proposition 7.13] . If E has six components C 1 , . . . , C 6 which are cyclically permuted by σ, it is easily checked that deg Ci (L n ) ≥ 0 for each i and n ≥ 2. Then L n is generated by its sections by an easy generalization of [ATV1, Proposition 7.13] .
By [ATV1, Corollary, p.71] , in order to prove (i) and (ii), it suffices to prove the result for L and L −1 2 ⊗ L σ 2 n for n = 2, 3. The verification of this fact is easy, using [ATV1, Proposition 7.12(i), (iii)] to examine the various cases.
Part (iii) also follows from checking the degrees explicitly and using [ATV1, Proposition 7.12(i),(iii)]. We note that [ATV1, Proposition 7.12(i)] fails to apply when E has six components and m = 7.
Proposition 3.4. Let (E, σ, L) be a triple such that E has two or three components. Then
n is generated by its global sections for n = 4, 5. (ii) The multiplication map
is injective for n = 1, 2, 3, as are the maps µ n,1 .
) is injective if n = 3, 4, 5. Moreover, part (ii) holds in the six component case.
Proof. Part (i) follows from [ATV1, Proposition 7.13].
The only way that the map in (ii) could have nonzero kernel is if some section of L vanishes on a component of E. As H 0 (L) = kx 0 , we can see by inspection that this is not the case when E has two or three components, and so (ii) holds. The proof of (iii) is similar.
In the six component case, x 0 does vanish on one component of E. However, for n = 1, 2, 3, global sections of L n vanish on at most n components of E. Thus, products of nonzero sections, cannot vanish on all six components of E.
We also require the following fact:
Proof. In the case that E has at most three components, this is equivalent to σ −i (P ) = P . This is easy to see using the explicit form of σ given in [St1] .
In the six component case, the result is clear because L and L 
The Geometric Ring
In this section, we define the twisted homogeneous coordinate ring and develop results necessary for proving the regularity of the associated algebra A.
Let V be a variety defined over k, and let σ be an automorphism of V . Let L be an invertible sheaf on E.
, which gives rise to a map µ n,m : B n ⊗ B m → B n+m which is the composition of the obvious maps
If we consider elements f ∈ B n and g ∈ B m as rational functions on V , then µ n,m (f, g) = f g σ n , where g σ n = g • σ n . This multiplication makes B into a connected graded k-algebra called the twisted homogeneous coordinate ring of (V, σ, L).
Theorem 4.1. Let B = B(E, σ, L) be the twisted homogeneous coordinate ring of a triple (as defined by Definition 3.1). Then
(i) B 0 = k, and dim k (B n ) = n for n ≥ 1.
(ii) B is Noetherian, and the socle of B as a left or right B-module is zero.
(iv) B is generated by one element of degree one and one element of degree two. (v) If B is presented as a graded quotient algebra of the free algebra T = k{x, y} graded so that deg(x) = 1 and deg(y) = 2 and J ⊂ T is the ideal defining B,
then J = (j 4 , j 5 , j 6 ) where deg(j 4 , j 5 , j 6 ) = (4, 5, 6).
Remark. 1. To avoid excessive hypotheses in the reducible cases, we have stated Theorem 4.1 only for our specific definition of a triple. We remark, however, that the theorem holds more generally for any set of data (E, σ, L) where E is a smooth, irreducible elliptic curve, σ is an automorphism of E, and L is a degree one invertible sheaf on E such that L
2. Since the curve E has genus one, the Riemann-Roch Theorem and Serre duality give that, for all invertible sheaves M on E,
In particular, if M is tame of positive degree, then h 0 (M) = deg(M), and if M is tame of negative degree, then h 1 (M) = − deg(M). The duality theorem combines with the fact that the canonical sheaf ω E is isomorphic to the structure sheaf O E to give that
for all invertible sheaves M on E.
Let M be an invertible sheaf on E which is generated by its global sections. As in [ATV1, p.70] , there is a canonical exact sequence
and M is the kernel of the canonical map M → M. The sheaf M is a free O E -module of rank h 0 (M), and M is locally free of rank
We will make use of the following result, which is given in [ATV1, Proposition 7.17]: 
We are particularly interested in the sequence (4.2) when M is an invertible sheaf of degree two on E. In this case, we have that n = 1, and so M = M −1 .
Proof of Theorem 4.1(i)-(iv).
The fact that B 0 = k is just the statement that H 0 (O E ) = k, which follows from [ATV1, Proposition 7.11] . Because the sheaves L n are tame (Proposition 3.3), the Riemann-Roch Theorem gives that, for each n,
This proves Theorem 4.1(i). The fact that B is Noetherian follows from [AV, Theorem 1.4] . Suppose u is a homogeneous element of soc(B B ). Then uB 2 = uH 0 (L 2 ) = 0. Since L 2 is generated by global sections (Proposition 3.3), we have that u = 0. The proof that soc( B B) = 0 is similar.
Let µ 2,n :
) be the multiplication map for n ≥ 3. Since L 2 is generated by its sections, by the remarks following Proposition 4.3, we have that
n ) = 0, because this sheaf is tame and of positive degree. Now Proposition 4.3 gives that coker(µ 2,
n is tame and of positive degree, and so its first cohomology vanishes. Hence, µ 2,n is surjective, which shows that
, the same proof shows that B 2 B 2 = B 4 , completing the proof of (iii). Part (iii) immediately gives that B is generated as a k-algebra in degrees less than or equal to four. If L As dim B 1 = 1, only one generator of degree one is required. Since dim B 2 = 2 and dim B 1 B 1 = 1, only one generator of degree two is required.
We can present B as a graded quotient algebra of T = k{x, y}, where deg(x) = 1 and deg(y) = 2. Let J ⊂ T = k{x, y} be a homogeneous ideal such that T /J ∼ = B and let φ : T → B be the graded algebra surjection. Complications arise at this point since the free algebra T is not generated in degree one, and it is not true in general that T i T j = T i+j . We use the notation of [ATV1] : for l, m, n ≥ 0, define
and let θ l,m : T l ⊗ T m → B l ⊗ B m be the surjective map induced by φ.
We now proceed with the proof of Theorem 4.1(v).
Lemma 4.4. Preserve the hypothesis of Theorem 4.1(v) and the above notation. For m ≥ 2,
Proof. The preimage of K 2,m under θ 2,m can be identified with J m+2 ∩ T 2 T m . The kernel of θ 2,m can be identified with
Thus, H 0 (M) ∼ = K 2,m , proving the lemma.
). We will use ρ m,n to denote the sheaf multiplication M n,m → N n+m . Let ρ m,n ⊕ ρ m−1,n+1 be the direct sum map M m,n ⊕ M m−1,n+1 → N m+n .
Lemma 4.6. Suppose E has no more than three components. Then
Proof. By Proposition 3.4, the cokernel of ρ 5,1 is one dimensional. It is easily seen that this is also true of the cokernel of ρ 3,3 . The image of ρ 3,3 is αH
3 ) for some nonzero rational function α. This is a three dimensional subspace of the four dimensional space N 6 . The image of ρ 5,1 inside of N 6 is a three dimensional subspace of the form βH
) for some nonzero rational function β. The only way the conclusion of (i) fails to hold is if the images of ρ 3,3 and ρ 5,1 are equal. If so, then αH 0 (L
). The sheaves on either side of this equation are generated by their global sections by Proposition 3.4. Thus
Suppose that σ is a translation on E with respect to a group structure. Then the Theorem of the Square applied to the above isomorphism gives that L ∼ = L σ , contradicting Lemma 3.5. If σ is complex multiplication of order four on E, then the above isomorphism gives easily that L ∼ = L σ , which again gives a contradiction. This proves (i).
The argument for (ii) is similar, and uses the fact that
By Proposition 3.4, ρ 3,1 is injective. By the Riemann-Roch Theorem, dim(M 3,1 ) = 1 and dim(N 4 ) = 2. This proves (iii).
Lemma 4.7. Preserve the hypothesis of Theorem 4.1(v).
Proof. By Theorem 4.1(iii), we have that B 2 B m = B m+2 for m ≥ 2. Therefore, T 4 = T 2 T 2 + J 4 and T 5 = T 2 T 3 + J 5 . Let m ≥ 4 and let u be any monomial in T m+2 but not in T 2 T m . Then u must begin with xy, and so either u = xyxt for some t ∈ T m−2 , or u = xy 2 t for some t ∈ T m−3 . But
and
proving the first part of (i). The second equality in (i) is proven by a symmetric argument. Theorem 4.1(iii) gives that T 5 = T 2 T 3 + J 5 and T 6 = T 2 T 4 + J 6 . For m > 4, the proof proceeds as above, and so we will omit it. Let u be any monomial of T 6 which is not in T 2 T 4 . Again, u must start with xy, and so u is one of xy 2 x, xyx 3 and xyxy. As above, we have xy 2 x, xyx 3 ∈ T 2 T 4 + J 5 T 1 , proving the second part of (ii).
Lemma 4.8. Under the hypothesis of Theorem 4.1(v),
The fact that ρ 3,1 has a one dimensional cokernel (Lemma 4.6) shows that there exists a one dimensional subspace V of T 6 such that
The fact that ρ 2,2 is surjective gives that
Lemma 4.7 shows that there exists a subspace V of T 6 of dimension at most one, such that
and this completes the proof of (iv).
Now we complete the proof of Theorem 4.1(v) in the case that E has at most three components. The fact that dim T 4 − dim B 4 = 5 − 4 = 1 implies that J 4 is one dimensional. Let j 4 be a nonzero element of J 4 . It is easy to see that xj 4 and j 4 x are linearly independent elements of J 5 . This, combined with the fact that dim J 5 = 3, shows that we need exactly one relation of degree 5, which we will call j 5 . Lemma 4.9 shows that we need at most one new relation of degree six, and no new relations in any higher degrees. Call the degree six relation j 6 (which could at this point be generated by j 4 and j 5 ). Now B ∼ = T /(j 4 , j 5 , j 6 ), as desired.
To complete the proof in the six component case, we require a result to replace Lemma 4.5 when m = 7.
Lemma 4.10.
Proof. Consider the multiplication map
). By [ATV1, Proposition 7.17] , the cokernel of this map is isomorphic to
5 . The sheaf M is of positive degree, and is tame by [ATV1, Proposition 7.10] . Thus, µ is surjective.
This implies that
By Lemma 4.6, T 11 = T 2 T 9 + J 5 T 6 + J 4 T 7 . Now
which gives the result. Now the ideal J ⊂ T of defining relations of B is generated in degrees less than or equal to eight. It is clear that x 6 ∈ J. It is also easy to show that the defining relations of A are in J. (This fact will be used in the next section to provide a surjective homomorphism h : A(a) → B) . Also, from Proposition 4.9, we know that J is generated as an ideal of T in degrees eight and lower. We show that the relations {f 1 , f 2 } coming from A together with the relation x 6 = 0 are enough to assure that B has the right Hilbert series in degrees lower than 8, and therefore these relations generate all of J.
Let Q be the ideal of T generated by {f 1 , f 2 , x 6 }. Brute force computation of bases for Q 6 , Q 7 and Q 8 can be done by hand, and we find that dim Q 6 = 7, dim Q 7 = 14, and dim Q 8 = 26. This shows that dim(T /Q) 6 = 7, dim(T /Q) 7 = 8 and dim(T /Q) 8 = 10. This gives that (T /Q) n = B n for n ≤ 8. Thus, Q and J agree up through degree 8, and so Proposition 4.9 gives that Q = J.
The Main Theorem
In this section, we prove the regularity of the algebras A(±) and the algebras A(a) such that a ∈ S. First we give the precise definition.
Let A be a connected graded k algebra. The module A/ i>0 A i will be denoted by A k or k A depending on whether we are considering it as a left or right A-module. Definition 5.1. A connected N-graded k-algebra A is said to be Artin-Schelter regular, or AS-regular, if:
(i) A has finite global dimension m, (ii) A has polynomial growth, that is, there exist c ∈ R + and r ∈ N such that for all n ∈ N we have dim(A n ) ≤ cn r , and (iii) A is Gorenstein, that is, the projective modules appearing in a minimal projective resolution P of the graded module A k are finitely generated, and the dual complex P * is a projective resolution of a shift of the graded right module k A .
We first dispense with some degenerate cases.
Proposition 5.2. A(a) is not AS-regular if a ∈ S.
Proof. In [St2] it is shown that, if A is AS-regular of global dimension three and is generated by two elements, one in degree one and one in degree two, then A must have the same Hilbert series as the commutative polynomial ring k[X 1 , X 2 , X 3 ] graded so that deg(X i ) = i. Brute force computation using Schelter's AFFINE program shows that this is not the case when a ∈ S.
For the rest of this section, we will fix the following notation: let A represent A(±) or A(a) such that a ∈ S and b, a + c = 0. We will use the symbols x and y both for the generators of T = k{x, y} and for their images in A. Let (E, σ, L) be the geometric data associated to A, and set B = B (E, σ, L) .
We will work in the category of Z-graded A-modules. We use Hom Proof. As in section 3, we may regard x 0 ∈ B 1 and y 0 ∈ B 2 . Define a graded algebra homomorphism φ : T → B by x → x 0 and y → y 0 . As B is generated in degrees one and two by Lemma 4.1(iv), φ is surjective. We claim that this φ factors through A. To show this, it is sufficient to show that φ(f 1 ) = φ(f 2 ) = 0. But φ(f 1 ) = φ(f 2 ) = 0 are exactly the relations (2.1.2) and (2.1.1) (or (2.4.2) and (2.4.1)) which define G 5 , and thus they act as zero on E. So the map φ factors through A to give the required surjective graded homomorphism h : A → B.
Now we examine the kernel of the map h. 
Application of τ to this equation gives that
This shows that the kernel of h is generated in degrees eight and lower.
If E has no more than three components, we apply τ to each of the equations in Lemma 4.9(ii)-(iv), and obtain
This shows that K is generated by K 6 , and that dim(K 6 ) ≤ 1.
It is easily checked from the relations defining A that dim(I 6 ) ≤ 6, and it is known that dim(J 6 ) = dim(T 6 ) − dim(I 6 ) = 7. Therefore, dim(K 6 ) ≥ 1, and so dim(K 6 ) = 1. Let d be a basis for K 6 . Then
This shows that K is generated by a single nonzero element of degree six, and moreover that
As A is generated in degrees one and two, this shows that d is a normal element of A.
Remark. An explicit expression for the element d can be found using Schelter's AFFINE program. This is given in [St1] .
Define a 2 × 2 matrix M = (m ij ) with homogeneous entries in T by
Consider the following sequence of graded left A-modules:
The maps in the sequence (5.5) are defined as follows:
Our goal is to show that (5.5) is a free resolution of the module A k. We begin with the following lemma. 
Note that a n = z n = f n = e n = 0 for all n < 0. If θ : N → N is a graded homomorphism of graded A-modules, let θ n : N n → N n be the n th graded part of θ. We examine the graded pieces of sequence (5.5):
(5.8)
By Lemma 5.6, (5.5) is exact at the first three terms from the right, and
im(x, y) n . Note that P n and Q n are the only possible nonzero homology groups of (5.8). Let p n = dim P n and q n = dim Q n . From the sequence (5.8), for all n ∈ Z we have a n−6 − a n−5 − a n−4 + a n−2 + a n−1 − a n + δ n,0 = p n − q n .
For the polynomial ring, we have f n−6 − f n−5 − f n−4 + f n−2 + f n−1 − f n + δ n,0 = 0 for all n ∈ Z. This gives that e n−6 − e n−5 − e n−4 + e n−2 + e n−1 − e n = p n − q n (5.9) for all n ∈ Z.
We have an exact sequence of right modules
whose graded pieces are
By Theorem 4.1(i), we have that dim B n = n for all n ≥ 1, and dim B 0 = 1. Thus for n ≥ 0, z n−6 − a n−6 + a n − n − δ n,0 = 0. By [Ha, Exercise IV.4 .1], we have that B(E, 1, L) ∼ = F/wF for appropriate w ∈ F 6 . Thus, for n ≥ 0 we have f n − f n−6 − n − δ n,0 = 0, and so z n−6 = e n−6 − e n (5.10) for all n ≥ 0. Also, equation (5.10) holds trivially for n < 0. As z n−6 is always nonnegative, for all n we have e n ≤ e n−6 . This, combined with the fact that e i = 0 for i < 0, gives that e n ≤ 0 for all n.
Let H(m) be the statement e m = p m = q m = z m−6 = 0.
We prove that H(m) is true by induction. Notice that H(m) is trivially true for m < 0. Suppose, for some m ∈ Z, that H(n) is true for all n < m. Then e n = 0 for all n < m, which gives −e m = p m − q m = z m−6 .
Let a ∈ A m−6 be any element such that (ax, ay) = (0, 0). Taking images in B, we obtain that h(a)h(x) = 0 and h(a)h(y) = 0, showing that h(a) ∈ soc(B B ). Thus, h(a) = 0 by Theorem 4.1(ii). By Lemma 5.4, this gives a ∈ dA. Suppose a = dt for some t ∈ A m−12 . Then dtx = dty = 0 implies that tx ∈ Z m−11 and ty ∈ Z m−10 . By the induction hypothesis, Z m−11 = Z m−10 = 0, and so tx = ty = 0. But this gives that t ∈ P m−6 , which is zero by the induction hypothesis. Hence, t = 0, and so a = 0. This shows that P m = 0. So therefore p m = 0. This gives that e m = q m . But e m ≤ 0 and q m ≥ 0, and so e m = q m = 0. Finally, z m−6 = −e m = 0. So H(m) holds, and the induction is complete. Now we have that p n = q n = 0 for all n. This shows that sequence (5.5) is exact. Also, z n = 0 for all n, and so the right annihilator of d is zero. This shows that d is a right regular element of A.
As d is a normal element of A, for all n ∈ N we have A n d = dA n . Also, as d is right regular, dim dA n = dim A n . This gives that dim A n d = dim A n for all n ∈ N, and so d is a left regular element of A.
This gives:
Corollary 5.11. Let A represent A(±) or A(a) such that a ∈ S. Then A is a Noetherian domain.
Proof. By Lemma 5.4 and Theorem 5.7, the element d ∈ A 6 is a homogeneous regular normal element of positive degree. By Theorem 4.1(ii), the factor ring B = A/dA is Noetherian. Now [L, Theorem 3.5] gives that A is Noetherian.
The fact that A is a domain is now given in [Sn] .
The following easy lemma is a result of the symmetric nature of the relations defining A(±) and A(a).
Lemma 5.12. (i) If a ∈ S, then there exists a graded algebra isomorphism g : A(a) → A(a)
op such that g(x) = x and g(y) = y.
(ii) There is a graded algebra isomorphism g : A(±) → A(∓)
op such that g(x) = x and g(y) = y. Now we come to our main result. The exactness of (5.5) shows that gldimA ≤ 3 by [CE, Theorem VIII.6 ( A k, A) is nonzero, we must have gldim A = 3. Hence, the resolution (5.5) is a minimal resolution of A k. The condition on the Ext groups above, together with the fact that the resolution (5.5) contains only finitely generated modules, shows that A is Gorenstein. The fact that A has polynomial growth follows from the fact that A has the Hilbert series of a polynomial ring in three variables, which is given by Theorem 5.7. Hence, A is AS-regular of global dimension three.
