It is the Hilbert's Fourth Problem to characterize the (not-necessarilyreversible) distance functions on a bounded convex domain in R n such that straight lines are shortest paths. Distance functions induced by a Finsler metric are regarded as smooth ones. Finsler metrics with straight geodesics said to be projective. It is known that the flag curvature of any projective Finsler metric is a scalar function of tangent vectors (the flag curvature must be a constant if it is Riemannian). In this paper, we study the Hilbert Fourth Problem in the smooth case. We give a formula for x-analytic projective Finsler metrics with constant curvature using a power series with coefficients expressed in terms of F (0, y) and F x k (0, y)y k . We also give a formula for general projective Finsler metrics with constant curvature using some algebraic equations depending on F (0, y) and F x k (0, y)y k . By these formulas, we obtain several interesting projective Finsler metrics of constant curvature which can be used as models in certain problems.
Introduction
The well-known Hilbert's Fourth Problem is to characterize the (not-necessarilyreversible) distance functions on an open subset in R n such that straight lines are shortest paths [Hi] . It turns out that there are lots of solutions to the problem. W. Blaschke first discusses two-dimensional solutions to the problem [Bl] . Later on, R.V. Ambartzumian [Am] and R. Alexander [Al] independently give all two-dimensional solutions to the problem in a very elegant way. In the book by A.V. Pogorelov [Po] , he discusses smooth solutions to the problem in threedimensional case. Z.I. Szabo [Sz] investigates several problems left by Pogorelov and constructs continuous solutions to the problem in high dimensions. See also [Bu] [AlGeSm] on related issue.
Distance functions induced by a Finsler metrics are regarded as smooth ones. The Hilbert Fourth Problem in the smooth case is to characterize Finsler metrics on an open subset in R n whose geodesics are straight lines. Such Finsler metrics are called projective Finsler metrics. G. Hamel first characterizes projective Finsler metrics by a system of PDE's [Ha] . Later on, A. Rapcsák extends Hamel's result to projectively equivalent Finsler metrics [Rap] . It is well-known that every projective Finsler metric is of scalar curvature, namely, the flag curvature K is a scalar function of tangent vectors. It is then natural to determine the structure of those with constant (flag) curvature. In the early 20th century, P. Funk classified all projective Finsler metrics with constant curvature on convex domains in R 2 [Fk1] [Fk2] . Later on, he tried to show the uniqueness of projectively Finsler metrics with K = 1 on S 2 . With additional conditions, he showed that the standard Riemannian metric is the only such metric [Fk3] . The final solution is given by R. Bryant who shows that there is exactly a 2-parameter family of projectively flat Finsler metrics on S 2 with K = 1 and that the only reversible one is the standard Riemannian metric [Br1] [Br2] .
In this paper, we first determine the local structure of x-analytic projective Finsler metrics F (x, y) of constant curvature using a power series in x. Theorem 1.1 Let F (x, y) be a projective metric of constant curvature K = λ on an open neighborhood U of the origin in R n . Assume that F (x, y) is xanalytic at x = 0. Then F (x, y) is given by
where Ψ m (y) is a function on R n defined by Note that a Finsler metric F (x, y) expressed in (1) is reversible if and only if ψ(y) is reversible (ψ(−y) = ψ(y)) and ϕ(y) is anti-reversible (ϕ(−y) = −ϕ(y)). Thus there are lots of reversible projective non-Riemannian Finsler metrics of constant curvature. Theorem 1.1 gives us a general formula for x-analytic projective Finsler metrics of constant curvature. Such Finsler metrics are uniquely determined by ψ(y) = F (0, y) and ϕ(y) = 1 2 F (0, y) −1 F x k (0, y)y k . Conversely, given an arbitrary Minkowski norm, ψ(y), and an arbitrary positively homogeneous function of degree one, ϕ(y), on R n , if the function F (x, y) defined in (1) is convergent, then it is a projective Finsler metric of constant curvature K = λ. However, it is difficult to determine the domain of convergence around the origin for a given pair, {ψ(y), ϕ(y)}, on R n . We also study the smooth case. For any given pair {ψ(y), ϕ(y)}, we construct a projective Finsler metric F (x, y) with K = −1, 0 or 1, satisfying F (0, y) = ψ(y) and
. See Theorems 5.1, 6.1 and 7.1 below. In this sense, we have completely determined the local structure of any projective Finsler metrics with constant curvature. Our method is different from Funk's and Bryant's methods.
Below are some interesting examples from our constructions. Given a Minkowski norm φ(y) on R n . The well-known Funk metric Θ(x, y) of φ(y) is defined by
where U := {y ∈ R n | φ(y) < 1}. Θ(x, y) is projective with constant curvature K = −1/4. Moreover, if the Funk metric Θ(x, y) is x-analytic at x = 0, then it can be expressed by
See Example 4.1 below.
The Funk metric Θ(x, y) turns out to be a very useful function. Several important projective Finsler metrics of constant curvature are constructed using Θ(x, y). For example, the Hilbert-Klein metric on U is defined by
The Hilbert-Klein metric is a reversible projective Finsler metric with constant curvature K = −1. Funk first verified this curvature property for the HilbertKlein metric [Fk1] . We will show that the following Finsler metrics are projective with constant curvature K = −1 in its domain,
where δ is an arbitrary constant. When −U = U, Θ(−x, y) = Θ(x, −y). Thus the Finsler metric F in (5) is just the Hilbert-Klein metric in (4). See Corollary 5.2 below. We will show that the following Finsler metrics are projective with constant curvature K = −1 in its domain,
where a ∈ R n is an arbitrary vector. See Corollary 5.3 below.
We will show that the following Finsler metric is projective with constant curvature K = 0 in its domain,
where a ∈ R n is an arbitrary vector. This generalizes a result in [Sh4] . See Corollary 6.2 below.
We will show that the following Finsler metrics are projective with K = 0 in its domain,
where a ∈ R n is an arbitrary vector. In fact, this metric is locally Minkowskian. See Corollary 6.3.
Assume that the Funk metric Θ(x, y) is x-analytic so that Θ(x, y) can be extended to an analytic function Θ(z, y) in z ∈ U ⊗ C ⊂ C n . We will show that for any angle α with |α| < π/2, the following Finsler metrics are projective with constant curvature K = 1,
It can be pulled back to the upper and lower semispheres to form locally projectively flat Finsler metrics on S n with K = 1. This family of metrics in dimension two are just the Finsler metrics on
The first family of non-projectively flat Finsler metrics of constant curvature are constructed in [BaSh] . Later on, the author constructs infinitely many nonprojectively flat Finsler metrics with constant curvature [Sh2] [Sh3] . So far, many known non-projectively flat Finsler metrics of constant curvature are in the form F = α + β, where α is a Riemannian metric and β is a 1-form. Such metrics are called Randers metrics [Ran] . Recently, D. Bao and C. Robles [BaRo] have found an equivalent condition for Randers metrics be of constant curvature.
Note: After the preliminary version of this paper was sent out, the author received an interesting paper from B. Bryant [Br3] , in which Bryant characterizes the (generalized) Finsler metrics on S n with K = 1 and great circles being as geodesics (see Theorem 2 in [Br3] ). As argued by Bryant, the idea of Theorem 2 in [Br3] can be used to construct projective Finsler metrics with constant curvature K = 1 and a prescribed tangent indicatrix at one point (see Proposition 4 in [Br3] ). He also briefly explains how to construct all of the possible local projective Finsler metrics with K = 1. Bryant informed the author that his idea can also be used to characterize projective Finsler metrics of constant curvature K = 0 or −1, although he did not give any detailed discussion on this issue in [Br3] 
Preliminaries
Let F be a Finsler metric on an n-dimensional manifold M . For a non-zero vector y ∈ T p M , F induces an inner product g y on T p M by
Here x = (x i ) denotes the coordinates of p ∈ M and (x, y) = (x i , y i ) denotes the local coordinates of y ∈ T p M . The geodesics are characterized by
where
The Riemann curvature has the following properties: for any non-zero vector y ∈ T p M ,
For a two-dimensional plane P ⊂ T p M and a non-zero vector y ∈ T p M , the flag curvature K(P, y) is defined by
where P = span{y, u}. We say that F is of scalar curvature K = λ(y) if for any y ∈ T p M , the flag curvature K(P, y) = λ(y) is independent of P containing y ∈ T p M , that is equivalent to the following system in a local coordinate system
If λ is a constant, then F is said to be of constant curvature.
There are several non-Riemannian quantities in Finsler geometry. One of the important non-Riemannian quantities is the E-curvature
The E-curvature has the following properties: for any non-zero vector y ∈ T p M ,
For a two-dimensional plane P ⊂ T p M and a non-zero vector y ∈ T p M , the flag E-curvature E(P, y) is defined by
where P = span{y, u}. We say that F has constant E-curvature E = (n + 1)c if for any pair (P, y), E(P, y) = (n + 1)c, that is equivalent to the following system, E ij = (n + 1)cF y i y j .
We know that the Funk metric on a strongly convex domain satisfies that K = −1/4 and E = (n + 1)/4 [Sh1] .
Projective Finsler Metrics
A distance function on a set U is a function d : U × U → R with the following properties (a) d(p, q) ≥ 0 and equality holds if and only if p = q;
A distance function on a convex domain U ⊂ R n is said to be projective (or rectilinear) if straight lines are shortest paths. The Hilbert's Fourth Problem is to characterize projective distance functions.
A distance function d on a manifold M is said to be smooth if it is induced by a Finsler metric F on M ,
where the infimum is taken over all curves c(t), 0 ≤ t ≤ 1, joining p = c(0) to q = c(1). Thus smooth distance functions can be studied using calculus (see [AIM] , [BCS] and [Sh1] , etc.). Now we start to discuss smooth projective distance functions, or projective Finsler metrics on an open domain U ⊂ R n . First, let us use the following notations. The local coordinates of a tangent vector y = y i ∂ ∂x i | p ∈ T x U will be denoted by (x, y). Hence all quantities are functions of (x, y) ∈ U × R n . It is known that a Finsler metric F (x, y) on U is projective if and only if its geodesic coefficients G i are in the form
where P : T U = U × R n → R is positively homogeneous with degree one, P (x, λy) = λP (x, y), λ > 0. We call P (x, y) the projective factor of F (x, y). The following lemma plays an important role.
) is projective on U if and only if it satisfies
In this case, the projective factor P (x, y) is given by
Much earlier, G. Hamel [Ha] proved that a Finsler metric F (x, y) on U ⊂ R n is projective if and only if
Thus (15) and (14) are equivalent.
Let F (x, y) be a projective Finsler metric on U ⊂ R n and P (x, y) its projective factor. Put Ξ :
Plugging G i = P y i into (10) yields
See [Sh1] for more discussion. It follows from (18) and (19) that the Ricci curvature Ric := R k k is given by
By the symmetry property that
Comparing (19) and (21), we obtain
From (20) and (21), we immediately obtain the following Lemma 3.2 For a locally projectively flat Finsler metric F on an n-manifold M , the flag curvature and the Ricci curvature are related by
It follows from Lemma 3.2 that a locally projectively flat Finsler metric has constant Ricci curvature if and only if it has constant flag curvature.
The following is our key lemma to determine the local metric structure of projective Finsler metrics with constant curvature. 
In this case, P =
Proof: Assume that F is projective. By Lemma 3.1, F = F (x, y) satisfies (14) and the geodesic coefficients are in the form G i = P y i , where
Thus F satisfies (24). Let
where Ξ :
is a positively homogeneous function of degree zero on T U = U × R n . Plugging it into (22) yields
Thus P satisfies (25).
Suppose that there are a positively homogeneous function of degree one, P (x, y), and a positively homogeneous function of degree zero, λ(x, y), on T U such that (24) and (25) hold. First by (24), we obtain
By Lemma 3.1, we conclude that F is projective with the geodesic coefficients in the form
where Ξ := P 2 − P x k y k . Contracting (25) with y k yields that
By Lemma 3.2, F has flag curvature K = λ.
Q.E.D.
Solving the inverse problem
In this section, we are going to determine the local metric structures of x-analytic projective metrics F (x, y) with constant curvature by solving the first order partial differential equations (24) and (25). Here a projective Finsler metric
if there is a number ǫ > 0 such that F (x, y) can be expressed as a power series for x = (x i ) ∈ U with |x − x o | < ǫ,
where a i1···im (y) are C ∞ functions on R n \ {0} with a i1···im (λy) = λa i1···im (y), λ > 0.
Let F be a Finsler metric defined on an open neighborhood U of the origin in R n . Assume that F (x, y) is projective with constant curvature K = λ on an open neighborhood of the origin in R n . By Lemma 3.3, there is a positively homogeneous function of degree one, P (x, y) on T U = U × R n such that (24) and (25) hold,
Define ψ m (x, y) by
where ǫ > 0 is an arbitrary constant. We have
Let us first consider the case when λ = −ǫ 2 > 0. Using (26), we obtain
Similarly,
By the above two equations, we obtain
Thus
One can verify that (28) holds for other cases when λ = 0 and ǫ 2 . Let ψ(y) := F (0, y), ϕ(y) := P (0, y).
Define Ψ m (y) by
We see that ψ m (0, y) = Ψ m (y). Setting x = 0 in (28) yields
By assumption that F (x, y) is x-analytic at x = 0, we obtain
Define Φ m (y) by
By a similar argument, we obtain
Since F (x, y) is x-analytic at x = 0, the projective factor P (x, y) :
We have proved the following Example 4.1 (Funk metric) Let φ(y) be a Minkowski norm on R n and
Θ(x, y) is a Finsler metric on U satisfying the following system of equations [Ok] ,
The function Θ(x, y) is called the Funk metric of φ(y) on U. Let
Note that F (0, y) = φ(y) and P (0, y) = 1 2 φ(y). We see that (34) is equivalent to (26) with λ = −1/4. Thus F (x, y) is a projective Finsler metric with K = −1/4 and its projective factor P (x, y) = 1 2 F (x, y). Observe that ϕ(y) + 1 2 ψ(y) = φ(y). Thus
Assume that Θ(x, y) is x-analytic at x = 0. Then Θ(x, y) can be expressed by
K = −1
In this section, with the above discussion on analytic solutions, we are going to construct smooth solutions F (x, y) with F (0, y) = ǫψ(y) and F x k (0, y)y k = 2ψ(y)ϕ(y) for any given pair {ψ(y), ϕ(y)} and a positive number ǫ > 0.
Let F (x, y) be a projective Finsler metric of constant curvature K = −1 on an open neighborhood U of the origin in R n . Let ǫ > 0 be an arbitrary constant. Then F ǫ (x, y) := ǫ −1 F (x, y) has constant curvature K = −ǫ 2 . Suppose that F (x, y) is x-analytic at x = 0. According to Theorem 4.1, F ǫ (x, y) and
where Ψ m (y) and Φ m (y) are given by
, where ψ(y) = F ǫ (0, y) and ϕ(y) = P ǫ (0, y).
For y = 0, let Ψ ǫ = Ψ ǫ (x, y) andΨ ǫ =Ψ ǫ (x, y) be solutions to the following equations by
There is a constant C > 0 such that for any x with (1 + ǫ)|x| < C and any y ∈ R n , the above two systems have unique solutions Ψ ǫ (x, y) andΨ ǫ (x, y), respectively. By (38) and (39), one can show that the functions Ψ ǫ andΨ ǫ satisfy the following equations,
By (40), we obtain
Note that Ψ ǫ (0, y) = ϕ(y) + ǫψ(y). Setting x = 0 in (41) yields
We assume that Ψ ǫ (x, y) is x-analytic at x = 0. By th above identities, we obtain
We assume thatΨ ǫ (x, y) is x-analytic at x = 0. By a similar argument, we obtainΨ
By the above power series, we can express F ǫ (x, y) in (36) and P ǫ (x, y) in (37) by
with F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
The above arguments lead to the following Theorem 5.1 Let ψ = ψ(y) be a Minkowski norm on R n and ϕ := ϕ(y) be a positively homogeneous function of degree one on R n . For an arbitrary constant ǫ > 0, let Ψ ǫ = Ψ ǫ (x, y) andΨ ǫ =Ψ ǫ (x, y) denote the functions defined by (38) and (39) respectively. Then the following function
is a projective Finsler metric on its domain with constant curvature K = −1 and its projective factor P (x, y) =
Further, F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
Proof: It follows from (40) that F satisfies (14) and hence it is projective. Observe that
Thus the projective factor P =
That is, P satisfies (43). By a similar argument, we obtain
Thus the flag curvature K = −1 by Lemma 3.2.
Let φ(y) be an arbitrary Minkowski norm on R n and U := {y ∈ R n | φ(y) < 1}. Let Θ(x, y) denote the Funk metric of φ on U defined by (33). Let ǫ > 0 and δ be arbitrary positive constants and
We have ϕ + ǫψ = φ, ϕ − ǫψ = δφ.
Let Ψ ǫ = Ψ ǫ (x, y) andΨ ǫ =Ψ ǫ (x, y) be defined in (38) and (39) respectively. Then Ψ ǫ (x, y) = Θ(x, y),Ψ ǫ (x, y) = δΘ(δx, y).
By Theorem 5.1, we obtain the following Corollary 5.2 Let φ(y) be a Minkowski norm on R n . Let Θ(x, y) denote the Funk metric of φ. Then for any constant δ, the following function
is a projective Finsler metric on its domain with K = −1 and its projective factor P =
Example 5.1 Take a look at the special case when φ(y) = |y|, the Funk metric on B n is given by
Let
Clearly, F is positively complete on B n (1) if |δ| < 1 . By Corollary 5.2, we know that F is projective with constant curvature K = −1. Note that when δ = −1, F is just the Klein metric on B n (1).
Let φ(y) be an arbitrary Minkowski norm on R n and Θ(x, y) denote the Funk metric of φ. For a constant vector a ∈ R n , let
Let Ψ 1 = Ψ 1 (x, y) andΨ 1 =Ψ 1 (x, y) be the function defined by (38) and (39) with ǫ = 1, respectively. We have
By Theorem 5.1, the following function
is a projective Finsler metric with K = −1 and its projective factor is given by
We obtain the following Corollary 5.3 Let Θ(x, y) be the Funk metric on a strongly convex domain U ⊂ R n and a an arbitrary constant vector. Let
F has the following properties (a) K = −1;
(c) F has straight geodesics.
Proof: By the above argument, we know that F is projective with K = −1.
Moreover the geodesic coefficients are in the form G i = P y i . A direct computation gives ∂G m ∂y m = (n + 1)P.
By (34) again, one immediately obtains
Observe that
This proves the corollary. Q.E.D.
Example 5.2 Take a look at the special case when φ(y) = |y|. The Funk metric Θ(x, y) on the unit ball B n (1) is given by (46). Thus for any constant vector a ∈ R n with |a| < 1, the following function
is a projective Finsler metric on B n (1) with K = −1 and E = 1 2 (n + 1). In [Sh5] , we prove that a Randers metric is projective with constant curvature if and only if it is locally Minkowskian or, up to a scaling, isometric to the metric in (50).
K = 0
In this section, we are going to construct projective Finsler metrics F (x, y) with K = 0, satisfying that F (0, y) = ψ(y) and F x k (0, y)y k = 2ψ(y)ϕ(y) for any given pair {ψ(y), ϕ(y)}. We construct these examples using projective Finsler metrics F ǫ (x, y) with K = −ǫ 2 , satisfying F ǫ (0, y) = ψ(y) and (F ǫ ) x k (0, y)y k = 2ψ(y)ϕ(y).
Given a constant ǫ > 0, let Ψ ǫ = Ψ ǫ (x, y) andΨ ǫ =Ψ ǫ (x, y) denote the functions defined by (38) and (39) respectively. By Theorem 5.1, the function
is a projective Finsler metric on its domain with K = −ǫ 2 and its projector factor
Let Ψ(x, y) : = lim
Note that Ψ 0 (x, y) =Ψ 0 (x, y) and Ψ 0 = Ψ 0 (x, y) is defined by
P (x, y) := lim
with F (0, y) = Ψ(0, y) = ψ(y) and P (0, y) = Ψ 0 (0, y) = ϕ(y). Differentiating (38) with respect to ǫ at ǫ = 0, we obtain
We claim that F (x, y) := Ψ(x, y) is a projective Finsler metric on its domain with K = 0 and its projective factor is P (x, y) = Ψ 0 (x, y).
Theorem 6.1 Let ψ(y) be a Minkowski norm on R n and ϕ(y) a positively homogeneous function of degree one on R n . Let Ψ 0 = Ψ 0 (x, y) de defined by (53) and Ψ = Ψ(x, y) be defined by (56) . Then the function F (x, y) := Ψ(x, y) is a projective Finsler metric on its domain with K = 0 and its projective factor P (x, y) = Ψ 0 (x, y). Further, F (0, y) = ψ(y) and P (0, y) = ϕ(y).
Proof: Differentiating (53) with respect to x k yields
Contracting (58) with
Thus we can express Ψ(x, y) in (56) by
Differentiating (53) with respect to y k yields
It follows from (58) and (60) that
Using (59) and (61) one can easily verify that
This is left to the reader. By Lemma 3.3, F (x, y) = Ψ(x, y) is a projective Finsler metric on its domain with K = 0 and its projective factor P (x, y) = Ψ 0 (x, y).
Corollary 6.2 Let φ(y) be a Minkowski norm on R n and Θ(x, y) denote the Funk metric of φ(y). The following function
is a projective Finsler metric on its domain with K = 0 and its projector factor
Proof: Take ψ(y) = φ(y) + a, y and ϕ(y) = φ(y). By the definition of Ψ 0 , we have Ψ 0 (x, y) = Θ(x, y).
Observe that φ(y + Ψ 0 (x, y)x) = φ(y + Θ(x, y)x) = Θ(x, y).
Therefore, the function Ψ(x, y) in (59) is given by
The corollary follows from Theorem 6.1. Q.E.D.
Example 6.1 Take ψ(y) = |y| + a, y and ϕ(y) = |y|. We obtain
By Corollary 6.2, we know that F (x, y) is a projective Finsler metric with K = 0 and its projective factor is given by
Let φ be an arbitrary Minkowski norm on R n . Take
We obtain
By Theorem 6.1, we obtain the following Corollary 6.3 Let φ(y) be a Minkowski norm on R n and a ∈ R n a vector. The following function
is a projective Finsler metric on its domain with K = 0 and its projective factor P (x, y) is given by
For the Finsler metric F (x, y) in (67), the geodesic coefficients G i = P y i are quadratic in y ∈ R n . Thus F is a Berwald metric. It is well-known that any Berwald metric with K = 0 is locally Minkowskian. We conclude that the Finsler metric in (67) is locally Minkowskian.
Example 6.2 Take a Randers norm, φ(y) = |y| + b, y , where b ∈ R n is a vector with |b| < 1, we obtain a projective Randers metric with K = 0,
However, this metric must be locally Minkowskian. This fact also follows from the main theorem in [Sh5] .
Note that a projective Finsler metric F (x, y) := Ψ(x, y) constructed in Theorem 6.1 is reversible if and only if F (0, y) = ψ(y) is reversible and P (0, y) = ϕ(y) is anti-reversible. Thus there are lots of reversible projective Finsler metric with K = 0. We are going to show that any such metric is a Minkowski metric if it is complete. Proposition 6.4 Let F be a complete reversible projective Finsler metric on a strongly convex domain U ⊂ R n . Suppose that F has zero curvature K = 0. Then it is a Minkowski metric on R n .
Proof: Let v ∈ T x U be an arbitrary vector and x(t) := x + tv. Let
By P = 1 2 F −1 F x k y k and P 2 − P x k y k = 0, we know that F (t) and P (t) satisfy
Assume that P (0) > 0. Then
Thus x(t) can not be extended to a F -geodesic defined on (−∞, 0]. If P (0) < 0, then
By assumption that F is complete, we conclude that P (0) = P (x, v) = 0 for any v ∈ T x U. By (24), we obtain
This implies that F (x, y) = F (0, y) is a Minkowski metric on R n . Q.E.D.
K = 1
In this section, we are going to construct projective Finsler metrics F (x, y) with constant curvature K = 1 satisfying that F (0, y) = ǫψ(y) and F x k (0, y)y k = 2ψ(y)ϕ(y) for a given pair {ψ(y), ϕ(y)} and ǫ > 0.
Let F (x, y) be a projective Finsler metric with K = 1 on an open neighborhood of the origin in R n . Suppose that F (x, y) is x-analytic at x = 0. By Theorem 4.1, F ǫ (x, y) := ǫ −1 F (x, y) and
Assume that ψ(y) + iǫψ(y) can be extended to a complex-valued function on C n . Define a complex-valued function H ǫ = H ǫ (x, y) = Φ ǫ (x, y) + iΨ ǫ (x, y) by
Differentiating (71) with respect to x k and y k yields
By (72), we have
Note that H ǫ (0, y) = ϕ(y) + iǫψ(y). Setting x = 0 in (73) yields
Assume that H ǫ (x, y) is x-analytic. Then
One can directly verify that the function H ǫ (x, y) in (74) satisfies (72). Thus we can also define H ǫ (x, y) by (74).
By (74), we can express F ǫ (x, y) in (69) and P ǫ (x, y) in (70) by
Theorem 7.1 Let ψ(y) be a Minkowski norm on R n and ϕ(y) a positively homogeneous function of degree one on R n . Let H ǫ (x, y) := Φ ǫ (x, y) + iΨ ǫ (x, y) denote the function defined in (71) or (74) . Then F (x, y) := Ψ ǫ (x, y) is a projective Finsler metric on its domain with K = 1 and its projective factor P (x, y) = 1 2 F −1 F x k y k is given by P (x, y) = Φ ǫ (x, y). Further, F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
Let φ(y) be an arbitrary Minkowski norm on R n and Θ(x, y) denote the Funk metric of φ defined in (35). Let ψ(y) := cos(α)φ(y), ϕ(y) := ǫ sin(α)φ(y), where α is an angle with |α| < π/2. Then ϕ(y) + iǫψ(y) = iǫe −iα φ(y).
Assume that the Funk metric Θ(x, y) can be extended to be an analytic function Θ(z, y) in z ∈ U ⊗ C ⊂ C n . We have
By (75) and (76), we obtain the following Corollary 7.2 Let φ(y) be a Minkowski norm on R n and Θ(x, y) be the Funk metric of φ(y) on U := {y ∈ R n | φ(y) < 1}. Suppose that Θ(x, y) can be extended to a function Θ(z, y) on (U ⊗ C) × R n . Define H ǫ (x, y) by (77). Then the following function F (x, y) := ǫ 2 e −iα Θ iǫe −iα x, y + e −iα Θ iǫe −iα x, y
is a projective Finsler metric with K = 1 and its projector factor is given by P (x, y) = iǫ 2 e −iα Θ iǫe −iα x, y − e −iα Θ iǫe −iα x, y .
Further, F (0, y) = ǫ cos(α)φ(y) and P (0, y) = ǫ sin(α)φ(y).
Example 7.1 Take a look at the special case when φ(y) = |y|, i.e., ψ(y) = cos(α)|y| and ϕ(y) = ǫ sin(α)|y|. The Funk metric Θ(x, y) on the unit ball B n is given by (46). We obtain F (x, y) = ǫ 2 e −2αi e 2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) + iǫ x, y 1 + e −2αi ǫ 2 |x| 2 +e 2αi e −2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) − iǫ x, y 1 + e 2αi ǫ 2 |x| 2 , P (x, y) = iǫ 2 e −2αi e 2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) + iǫ x, y 1 + e −2αi ǫ 2 |x| 2 −e 2αi e −2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) − iǫ x, y 1 + e 2αi ǫ 2 |x| 2 .
Both F and P take real values. Below we are going to get ride of i in their expressions. Let Then for an angle α with 0 ≤ α < π/2, e 2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) = √ A + B 2 + i √ A − B 2 .
e −2αi |y| 2 + ǫ 2 (|x| 2 |y| 2 − x, y 2 ) = √ A + B 2 − i √ A − B 2 .
For an angle α with −π/2 < α ≤ 0,
It is easy to verify that cos(2α) + ǫ 2 |x|
F and P can be expressed by
One can verify that Ξ := P 2 − P x k y k = F 2 .
Thus F has constant curvature K = 1. In dimension two, one can verify that the Finsler metric F in (80) is the Bryant metric [Br1] [Br2] .
