Abstract: Let M(n) denote the set of all matchings of the complete graph Kn.
Introduction
Let M(n) denote the set of all matchings of the complete graph Kn. Set t = n . For ≤ k < l ≤ t − k ≤ t, let M(k, l) denote the incidence matrix of the cardinality k matchings (the rows) vs. the cardinality l matchings (the columns), i.e., for a cardinality k matching A of Kn and a cardinality l matching B of Kn, the entry in row A, column B of M(k, l) is if A ⊆ B and is otherwise. We show that M(k, l) has full row rank. The proof is an application of the product theorem and a triangular decomposition. Let us rst set up the general framework. Let P be a nite poset (we follow Engel [1] for poset terminology). A rank function on P is a function r : P → N such that r(p) = for some minimal element of P and r(q) = r(p) + whenever q covers p. We say (P, r) is a ranked poset and the number r(P) = max{r(p) | p ∈ P} is called the rank of p. For ≤ i ≤ n, where n = r(P), the ith level set of P is de ned by P i = {p ∈ P | r(p) = i}. By a ranked subposet of P we mean a subset Q ⊆ P such that, for p, q ∈ Q, q covers p in the induced order on Q if and only if q covers p in P. Suppose Q is a ranked subposet and let k = min{r(p) | p ∈ Q}. Then r : Q → N given by r (p) = r(p) − k, p ∈ Q is a rank function on Q.
Let P and Q be nite ranked posets with rank functions r and r . Then the product poset P × Q ((p, q) ≤ (p , q ) in P × Q if and only if p ≤ p and q ≤ q ) is easily seen to be a ranked poset with rank function r given by r((p, q)) = r (p) + r (q). Similarly, we can de ne product of more than two posets. By the n + element chain C(n) we mean the poset { , , , . . . , n} with < < < · · · < n. For example, the Boolean algebra B(n) of subsets of { , , . . . , n}, ordered by inclusion, is easily seen to be order isomorphic to C( ) × · · · × C( ) (n factors).
For a nite set S, let C[S] denote the complex vector space with S as basis. If P is a ranked poset with r(P) = n then, for ≤ i ≤ n, C[P i ] denotes the subspace of C[P] spanned by the level set P i and we set
is de ned, for p ∈ P, by U(p) =, where the sum is over all q covering p. Note that r(p) = n implies U(p) = .
A ranked poset P, with r(P) = n, is said to be unitary semi-Peck if the linear maps U n− k :
≤ k < n/ are injective. If these maps are bijective for all ≤ k < n/ then P is said to be unitary Peck. See Chapter 6 of the book [1] for the origin of this terminology, the importance of this notion in Sperner theory and many examples. Note that, for 
Partially order M(n) by containment. It is easy to see that M(n) is a ranked poset with rank of a matching given by its cardinality and with 
Product theorem and triangular decomposition
The proof of Theorem 1.1 has two main ingredients, the product theorem for unitary semi-Peck posets and a triangular decomposition of M(n). We rst recall the product theorem.
Theorem 2.1. P, Q unitary semi-Peck implies P × Q unitary semi-Peck.
A similar statement holds for unitary Peck posets. The history of the classical Theorem 2.1 is given in Chapter 6 of [1] with pointers to several di erent proofs along with many examples of unitary Peck and unitary semiPeck posets. For instance, C( ) is unitary Peck and thus B(n), being a product of C( ) s, is also unitary Peck. We shall only need the special case of Theorem 2.1 where Q is the two element chain C( ). A very simple constructive proof of Theorem 2.1 in this case is given in [2] . We now introduce some notation related to triangular decomposition. Let V be a nite dimensional vector space and let T : V → V be a linear operator. By a triangular decomposition of T we mean the following: there is nite set I with a linear order < and a subspace V i ⊆ V for each i ∈ I such that
Suppose we have a triangular decomposition of T as above. For each i ∈ I, we have the projection p i :
The T i are the triangular factors of T determined by (2) .
Given a triangular decomposition of T as above, let W ⊆ V be a subspace such that W = ⊕ i∈I W i , where
We now give a proof of Theorem 1.1 using Theorem 2.1 and (4) above. An edge of Kn with endpoints i and j will be denoted [i, j]. Given a matching A ∈ M(n), a vertex of Kn that is not an endpoint of any edge in A is called A-free.
Proof of Theorem 1.1. The proof is by induction on n, the cases n = , being clear. Assume the result is proved upto n, n ≥ and consider the case n + . Two subcases arise. (i) n + is even: De ne the following sets of ordered pairs
Consider the linear order on I with least element ( , ), followed by elements of J (in any order), followed by elements of K (in any order), followed by elements of L (in any order). Denote the resulting linear order on I by < .
We now de ne subsets of M(n + ) indexed by elements of I. Set
For ≤ j ≤ n − de ne M(n + ) (j,n) = {A ∈ M(n + ) | n + is A-free and [j, n] ∈ A}, M(n + ) (j,n+ ) = {A ∈ M(n + ) | n is A-free and [j, n + ] ∈ A}.
For ≤ i, j ≤ n − with i ≠ j de ne
Note that each M(n + ) (i,j) , (i, j) ∈ I is a ranked subposet of M(n + ).
i.e., we have a triangular decomposition of U. Let U (i,j) , (i, j) ∈ I be the triangular factors of U. Set t = n+ . Fix ≤ k < t/ and let
where r denotes the rank function of M(n+ ) (for notational simplicity, we have not indicated the dependence of
To show that
is injective it is enough, by triangularity and (4), to show that, for (i, j) ∈ I,
Let us rst consider ( , ) ∈ I. The map M(n − ) × C( ) → M(n + ) ( , ) given by (A, ) → A and (A, ) → A ∪ {[n, n + ]}, for A ∈ M(n − ) is easily seen to be a rank preserving order isomorphism. By the product theorem and the induction hypothesis it follows that (8) holds for ( , ) ∈ I. Now x (j, n) ∈ J. Think of the vertices of K n− as { , , . . . , n} \ {j, n} rather than { , , . . . , n − }. The map M(n − ) → M(n + ) (j,n) given by A → A ∪ {[j, n]} is an order isomorphism. Note that this map increases rank by . Since rank(M(n + )) = + rank(M(n − )) it now follows from the induction hypothesis that (8) holds for (j, n) ∈ J. A similar argument works for (j, n + ) ∈ K.
Lastly, consider (i, j) ∈ L. Think of the vertices of K n− as { , , . . . , n− }\{i, j} rather than { , , . . . , n− }. The map M(n − ) → M(n + ) (i,j) given by A → A ∪ {[i, n], [j, n + ]} is an order isomorphism. Note that this map increases rank by . Since rank(M(n + )) = + rank(M(n − )) it now follows from the induction hypothesis and (1) that (8) holds for (i, j) ∈ L. That completes the proof in case n + is even.
(ii) n + is odd: This case is simpler than case (i). De ne the following sets of ordered pairs
Consider the linear order on I with least element ( , ), followed by elements of J (in any order). Denote the resulting linear order on I by < .
Consider the up operator U : V → V. A little re ection shows that (5) and (6) continue to hold, i.e., we have a triangular decomposition of U. Let U (i,j) , (i, j) ∈ I be the triangular factors of U.
The rest of the proof proceeds as before. We de ne W (i,j) , (i, j) ∈ I as before and then (7) continues to hold. To prove the result we need to show (8).
First consider ( , ) ∈ I. The map M(n) → M(n + ) ( , ) given by A → A, for A ∈ M(n) is easily seen to be a rank preserving order isomorphism. By the induction hypothesis it follows that (8) holds for ( , ) ∈ I. Now x (j, n + ) ∈ J. Think of the vertices of K n− as { , , . . . , n} \ {j} rather than { , , . . . , n − }. The map M(n − ) → M(n + ) (j,n+ ) given by A → A ∪ {[j, n + ]} is an order isomorphism. Note that this map increases rank by . Since rank(M(n + )) = + rank(M(n − )) it now follows from the induction hypothesis and (1) that (8) holds for (j, n + ) ∈ J. That completes the proof.
