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1. Introduction
We consider the existence of solutions of the equation
−(∣∣x′∣∣p−2x′)′ = λ|x|p−2x+ f (t), x ∈ R (1.1)
satisfying
x(0) = x(2π), x′(0) = x′(2π), (1.2)
where p > 1 and f is a 2π -periodic function. If p = 2, this is a linear problem and its solvability is provided by the
Fredholm theorem: (i) if λ is not an eigenvalue, then (1.1) and (1.2) have a unique solution; (ii) if λ is an eigenvalue, i.e.,
λ = n2, n ∈ N ∪ {0}, then (1.1) and (1.2) have a solution if and only if the function f satisﬁes the orthogonal condition
2π∫
0
f (t) cosn(θ + t)dt = 0, ∀θ ∈ [0,2π ].
Similar results hold for the Dirichlet, Neumann boundary conditions and higher dimensional Laplacian equation as well. This
property is also called Fredholm alternative.
The Fredholm alternative of (1.1) for the quasilinear case p = 2, with the Dirichlet boundary condition
x(0) = x(π) = 0 (1.3)
and its higher dimensional generalization
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u = 0 on ∂Ω, (1.4)
where p > 1, pu = div(|∇u|p−2∇u), Ω ⊂ Rn is a bounded regular domain, has been considered by many authors, see [1,
6–11,14,16–19] and the references therein. Similar to the case p = 2, the existence of solutions of (1.1) is closely related to
the eigenvalues and the eigenfunctions of the associated homogeneous equation
−(∣∣x′∣∣p−2x′)′ = λ|x|p−2x. (1.5)
Let ΣD be the set of λ such that (1.5) has a nonzero solution satisfying (1.3). λ ∈ ΣD and a nonzero solution of (1.5)
satisfying (1.3) is called an eigenvalue and an eigenfunction, respectively. It is known that ΣD = {λ = ( πpπ n)p | n ∈ N},
where
πp = 2(p − 1)
1
p
1∫
0
(
1− t p)− 1p dt = 2(p − 1) 1p (π/p)
sin(π/p)
and all λ ∈ ΣD is simple, i.e., all eigenfunctions with the same eigenvalue are proportional (see [6]). The non-resonant case
λ /∈ ΣD is relative simple, (1.1) and (1.3) always have a solution for f ∈ C0. The resonant case λ ∈ ΣD is more complicated.
Let ψλ be an eigenfunction of (1.5) and (1.3) satisfying
∫ π
0 |ψλ|p dt = 1. Using degree theory, it is proved in [6,16] that: (i) if
λ = λ1 = ( πpπ )p and f satisﬁes
π∫
0
f (t)ψλ1(t)dt = 0,
then (1.1) has a solution satisfying (1.3); (ii) if λ = λn = ( πpπ n)p , n 2,
π∫
0
f (t)ψλn(t)dt = 0,
and
π∫
0
f (t)ψ ′λn(t)
( t∫
0
f (s)ψλn (s)ds
)
dt = 0,
then the same conclusion holds. Moreover, unlike the case p = 2, for λ = λk and p = 2, the set of solutions of (1.1) with
the boundary condition (1.3) is bounded in C1([0,π ]) and there is an open cone C such that for all f ∈ C , (1.1) and (1.3)
are solvable if λ = λ1. Some results for λ = λ1 have been generalized to higher dimensional p-Laplacian equation (1.4)
(see [7,9–11,17,18]).
In this paper we study the solvability or the Fredholm alternative of (1.1) with the periodic boundary condition (1.2)
and p = 2 by the variational method. Let Σp be the set of eigenvalues of (1.5) with periodic boundary condition (1.2), i.e.,
λ ∈ Σp if and only if (1.5) has nonzero 2π -periodic solutions. It can be shown that
Σp =
{
λ =
(
πp
π
n
)p
, n ∈ N ∪ {0}
}
and λ0 = 0 is simple, λn = ( πpπ n)p is of multiplicity 2 if n  1, all solutions of (1.5) are 2π -periodic and are given by{cφ(θ + t) | c  0, θ ∈ [0,2π ]}, where φ(t) is the solution of (1.5) with the initial value
φ(0) =
(
p
λn
) 1
p
, φ′(0) = 0. (1.6)
As in the Dirichlet boundary problem, if λ /∈ Σp , then (1.1) has a 2π -periodic solution for continuous and 2π -periodic f .
The case that λ = λ0 = 0 is also simple, and (1.1) is integrable, all solutions of (1.1) are given by
−x(t) =
t∫
0
∣∣∣∣∣
s∫
0
f (τ )dτ + C
∣∣∣∣∣
q−2[ s∫
0
f (τ )dτ + C
]
ds + C1,
where C and C1 are constants. It is easy to see from the above formula that (1.1) has a 2π -periodic solution if and only
if
∫ 2π
0 f (t)dt = 0 and the set of 2π -periodic solutions is unbounded. So we restrict to the resonant case λ = λn ∈ Σp
and n  1. We will prove the following result which is the counterpart of the results in [6,16] for the periodic boundary
condition.
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following hold
2π∫
0
f (t)φ(t + θ)dt = 0 ( f 1)
and
2π∫
0
f (t)φ′(t + θ)
( t∫
0
f (s)φ(s + θ)ds
)
dt = 0. ( f 2)
Then (1.1) has a 2π -periodic solution. Moreover, the set of 2π -periodic solutions of (1.1) is bounded in C1(S1).
The proof of Theorem 1 is based on the variational method. It is well known that 2π -periodic solutions of (1.1) are the
same as the critical points of the functional
2π∫
0
[
1
p
(∣∣x′∣∣p − λ|x|p − f (t)x)]dt.
This functional is deﬁned on the Sobolev space W 1,p(S1). It is not a Hilbert space, and the functional is resonant at inﬁnity
due to λ ∈ Σp . These cause some diﬃculties to applying critical points theorems, for instance, various minimax theorems
to get critical points of this functional in W 1,p(S1). We do not use this functional later. Instead, we use the Hamiltonian
formulation and its corresponding functional. Let
H(t, x, y) = 1
q
|y|q + 1
p
λ|x|p + f (t)x
with 1q + 1p = 1, then (1.1) is equivalent to
−x′ = Hy(t, x, y), y′ = Hx(t, x, y). (1.7)
This formulation allows us to use symplectic transformations to simplify the problem. The second order equation (1.1) is
highly nonlinear. But we will see that the homogeneous equation (1.5) can be transformed to a linear ﬁrst order Hamiltonian
system by a nonlinear symplectic transformation. It follows from this transformation that (1.1) or (1.7) is equivalent to an
asymptotically linear ﬁrst order Hamiltonian system. This simpliﬁes the problem considerably and the existence theorems
for asymptotically linear equations can be applied for (1.1).
The paper is organized as follows. In Section 2, we recall an elementary symplectic transformation. A convergence the-
orem of approximated critical points is proved in Section 3. The cases p > 2 and 1 < p < 2 of Theorem 1 are proved
in Section 4 and Section 5, respectively by the critical point theorems. In Appendix A, we collect some basic facts of a
differential equation.
2. The variational setting
In this section we recall an elementary symplectic transformation introduced in [14] and the variational setting of the
problem. We write (1.1) as
−x′ = Hy(t, x, y), y′ = Hx(t, x, y) (2.1)
with H(t, x, y) = 1q |y|q + 1p λ|x|p + f (t)x and 1q + 1p = 1. A symplectic transformation (X, Y ) → (x(X, Y ), y(X, Y )) is a C1-
diffeomorphism of R2 satisfying
dx∧ dy = dX ∧ dY .
A basic fact on the symplectic transformation is: (X, Y ) is a solution of
−X ′ = KY (t, X, Y ), Y ′ = KX (t, X, Y ) (2.2)
if and only if (x(X, Y ), y(X, Y )) is a solution of (2.1), where K (t, X, Y ) = H(t, x(X, Y ), y(X, Y )).
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Proposition 2. Let λ = λn = ( πpπ n)p ∈ Σp , n 1. There is a C1 symplectic transformation (X, Y ) → (x(X, Y ), y(X, Y )) satisfying:
(1) There is a C1 function G vanishing outside a compact set and having bounded derivatives such that
K (t, X, Y ) = H(t, x(X, Y ), y(X, Y ))
= n
2
(|X |2 + |Y |2)+ f (t)x(X, Y ) + G(X, Y ); (2.3)
(2) There exists a positive number 0 , for |X |2 + |Y |2  0 and c  1, there hold
x(cX, cY ) = c 2p x(X, Y ), y(cX, cY ) = c 2q y(X, Y ), (2.4)
φ(t) = x
(√
2
n
cosnt,
√
2
n
sinnt
)
=
(
2
n
) 1
p
x(cosnt, sinnt);
(3) For 1< p < 2, the map (X, Y ) → x(X, Y ) is C2 and there is a constant C > 0 such that∣∣∣∣ ∂x∂ X (X, Y )
∣∣∣∣+
∣∣∣∣ ∂x∂Y (X, Y )
∣∣∣∣ C[1+ (|X | + |Y |) 2p −1]
= o(|X | + |Y |) as |X | + |Y | → ∞ (2.5)
and ∣∣∣∣ ∂2x∂ X2 (X, Y )
∣∣∣∣+
∣∣∣∣ ∂2x∂Y 2 (X, Y )
∣∣∣∣+
∣∣∣∣ ∂2x∂ X∂Y (X, Y )
∣∣∣∣→ 0 as |X | + |Y | → ∞; (2.6)
(4) For p > 2, there exists a constant C > 0 such that∣∣∣∣ ∂x∂ X (X, Y )
∣∣∣∣+
∣∣∣∣ ∂x∂Y (X, Y )
∣∣∣∣ C (2.7)
and ∣∣∣∣ ∂x∂ X (X, Y )
∣∣∣∣+
∣∣∣∣ ∂x∂Y (X, Y )
∣∣∣∣→ 0 as |X | + |Y | → ∞. (2.8)
Proof. We give a proof of (3) and that of the other parts can be found in [14]. Recall that the transformation (X, Y ) →
(x(X, Y ), y(X, Y )) is constructed by the action-angle coordinate (A, θ) of
−x′ = |y|q−2 y, y′ = λn|x|p−2x. (2.9)
In terms of (X, Y ), for |X |2 + |Y |2  0, the map (X, Y ) → x(X, Y ) can be written as
x(X, Y ) = n
2
(
X2 + Y 2) 1p φ(n arctan Y
X
)
, (2.10)
where φ is the function in Theorem 1. The fact that φ satisﬁes (2.9) implies
−φ′′ = |y|q−2 y′ = λn|y|q−2|φ|p−2φ.
Hence φ is C2 since q > 2 and p > 1. Then it follows from (2.10) that x(X, Y ) is C2 if |X |2 + |Y |2  0. We need to modify
the map (X, Y ) → (x(X, Y ), y(X, Y )) obtained by the action-angle of (2.9) near (0,0) in order to get a C1 transformation.
Actually we can assume it is the identity map near (0,0). Therefore, (X, Y ) → x(X, Y ) is C2. The inequalities (2.5) and (2.6)
are consequences of the homogeneous property (2.4). 
By Proposition 2, in the coordinate (X, Y ), Eq. (2.1) can be written as follows:
−X ′ = KY (t, X, Y ), Y ′ = KX (t, X, Y ). (2.11)
The main advantage to consider (2.11) is that the leading term of the right-hand side is linear. Hence (2.11) is an asymptot-
ically linear equation.
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given by
‖u‖22 =
2π∫
0
∣∣u(t)∣∣2 dt = 2π +∞∑
i=−∞
(|ai|2 + |bi|2)
and
‖u‖2 = 2π
+∞∑
i=−∞
(
1+ |i|)(|ai|2 + |bi|2),
respectively, where u : S1 → R2 is given by
u =
+∞∑
i=−∞
(
ai(cos it, sin it) + bi(− sin it, cos it)
)
, ai,bi ∈ R.
H and E are Hilbert spaces, we denote the inner product by (·,·)2 and (·,·), respectively. For u = (X, Y ) ∈ E , we deﬁne
I(u) =
2π∫
0
1
2
(
J u′(t),u(t)
)
dt −
2π∫
0
K
(
t,u(t)
)
dt
=
2π∫
0
1
2
(
J u′(t) − nu(t),u(t))dt −
2π∫
0
f (t)x
(
u(t)
)
dt −
2π∫
0
G(u)dt,
where Ju′(t) = (Y ′(t),−X ′(t)). It is known that 2π -periodic solutions of (2.11) are the same as the critical points of I .
Thus in order to prove Theorem 1, it suﬃces to show that I possesses a critical point in E . The functional I is C1 on E ,
asymptotically quadratic at inﬁnity due to (2) of Proposition 2. Many critical point theorems has been developed for this type
of functionals. There are two main technical diﬃculties in order to apply the critical point theorems. First, the functional
is resonant at inﬁnity. The known results for resonant functionals, for instance, the Landesman–Lazer type theorem and its
generalizations in [12,15] cannot be used since
I(u) = 0, u ∈ E0, ‖u‖  1.
Secondly, the functional I is strongly indeﬁnite and the function K is only C1 in E if p > 2. To overcome these diﬃculties,
we use a ﬁnite dimensional approximation to prove the existence of critical points of I . Let
Em =
{
u ∈ E ∣∣ u = ∞∑
i=−m
(
ai(cos it, sin it) + bi(− sin it, cos it)
)}
and Im = I|Em , then Em ⊂ E and
⋃
m Em = E . Using the basic idea of [15], we will ﬁrst show that, for m  1, the func-
tional Im has a critical point um ∈ Em by the Morse theory. Then we prove that um converges to a critical point of I on E .
The main diﬃculty of the proof is that, besides the strong indeﬁniteness of I , the functional I is resonant at inﬁnity and has
different behaviors near inﬁnity for p > 2 and 1 < p < 2. For p > 2, it is strongly resonant at inﬁnity and the Palais–Smale
condition does not hold; and for 1 < p < 2, it is asymptotic to a subquadratic, homogeneous functional and the Palais–Smale
condition holds. In both cases, the existence of critical points of Im follows from the Morse inequality.
3. A convergence result
In this section we discuss the convergence of critical points of Im as m → ∞. The main result is
Proposition 3. Let p > 1, f be a continuous 2π -periodic function satisfying
2π∫
0
f (t)φ(t + θ)dt = 0 ( f 1)
and
2π∫
f (t)φ′(t + θ)
( t∫
f (s)φ(s + θ)ds
)
dt = 0 ( f 2)0 0
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to a critical point of I in E.
It is a well-known fact that we only need to prove that {um} is bounded. The proof is accomplished by several lemmas.
By (2.3) we have
I(u) = 1
2
2π∫
0
(
J u′ − nu,u)dt −
2π∫
0
f (t)x(u)dt −
2π∫
0
G(u)dt
= 1
2
(Au,u) −
2π∫
0
f (t)x(u)dt −
2π∫
0
G(u)dt
where A : E → E is the bounded self-adjoint operator deﬁned by
(Au, v) =
2π∫
0
(
J u′ − nu, v)dt, ∀u, v ∈ E.
According to the spectral decomposition of A, there is an orthogonal decomposition E = E− ⊕ E0 ⊕ E+ , where E+, E− , E0
are positive, negative and zero subspaces of A, each of them is an invariant subspace of A. For u ∈ E , set u = u− + u0 + u+
with ui ∈ Ei , i = −,0,+, and u⊥ = u− + u+ ∈ (E0)⊥ .
Lemma 4. Let {um} be as in Proposition 3 and 1 < p < 2. Then there is a constant C such that∥∥u⊥m∥∥ C(1+ ∥∥u0m∥∥1− 2p2 ).
Proof. For (X, Y ) ∈ R2, set ∂x
∂ Z (X, Y ) = ( ∂x∂ X (X, Y ), ∂x∂Y (X, Y )) and ∂G∂ Z (X, Y ) = ( ∂G∂ X (X, Y ), ∂G∂Y (X, Y )). A positive constant inde-
pendent of m is denoted by C later. It follows from
0= (I ′m(um),u−m)
= (Aum,u−m)−
2π∫
0
f (t)
∂x
∂ Z
(um)u
−
m dt −
2π∫
0
∂G
∂ Z
(um)u
−
m dt
that ∃C such that∥∥u−m∥∥2  C ∣∣(Au−m,u−m)∣∣
 C
∣∣(Aum,u−m)∣∣
 C
∥∥∥∥ f (t) ∂x∂ Z (um) + ∂G∂ Z (um)
∥∥∥∥
2
∥∥u−m∥∥2
 C
(
1+ ‖um‖
2
p −1
2
)∥∥u−m∥∥2
by (2.5) and the fact that ∂G
∂ Z is bounded. Hence
∥∥u−m∥∥ C(1+ ‖um‖ 2p −12 ). (3.1)
Similarly, we have
∥∥u+m∥∥ C(1+ ‖um‖ 2p −12 ). (3.2)
Adding (3.1) to (3.2) we get
∥∥u−m∥∥+ ∥∥u+m∥∥ C(1+ ‖um‖ 2p −12 ).
Then we see from
‖um‖2 
∥∥u−m∥∥ + ∥∥u+m∥∥ + ∥∥u0m∥∥2 2 2
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∥∥u⊥m∥∥ ∥∥u−m∥∥+ ∥∥u+m∥∥ C(1+ ∥∥u0m∥∥ 2p −12 ).
This ﬁnishes the proof. 
Lemma 5. Let {um} be as in Proposition 3 and p > 2. Then there is a constant C such that ‖u⊥m‖ C. Moreover, um is continuous and|um(t)| → ∞ uniformly in t ∈ S1 after a subsequence whenever ‖u0m‖2 → ∞.
Proof. By the same argument as in Lemma 4, we have
∥∥u−m∥∥ C
∥∥∥∥ f (t) ∂x∂ Z (um) + ∂G∂ Z (um)
∥∥∥∥
2
 C (3.3)
and
∥∥u+m∥∥ C
∥∥∥∥ f (t) ∂x∂ Z (um) + ∂G∂ Z (um)
∥∥∥∥
2
 C, (3.4)
since f (t) ∂x
∂ Z (um) and
∂G
∂ Z (um) are bounded if p > 2. The ﬁrst part of Lemma 5 is proved.
Let Pm : E → Em be the orthogonal projection. We deduce from the invariance of Em by A and I ′m(um) = 0 that, ∀v ∈ E ,
2π∫
0
(
J u⊥′m − nu⊥m, v
)
dt =
2π∫
0
(
J u′m − num, v
)
dt
= (Aum, v)
= (Aum, Pmv)
=
2π∫
0
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
Pmv dt
=
2π∫
0
Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
v dt. (3.5)
In the last line of (3.5), Pm denotes the L2 projection of L2(S1,R2) to L2m(S
1,R2), which is deﬁned by
L2m
(
S1,R2
)=
{
u ∈ L2(S1,R2) ∣∣ u = ∞∑
i=−m
(
ai(cos it, sin it) + bi(− sin it, cos it)
)}
.
This shows that um ∈ W 1,2(S1), whence um and u⊥m = um − u0m are continuous by embedding theorem of Sobolev space.
Let u0m = am(cosnt, sinnt) + bm(− sinnt, cosnt) such that ‖u0m‖2 → ∞. Then
2π
∣∣u0m(t)∣∣2 = ∥∥u0m∥∥2 = ∥∥u0m∥∥22 = 2π(a2m + b2m)→ ∞, ∀t ∈ S1.
Since
um(t) = u0m(t) + u⊥m(t) =
∥∥u0m∥∥2
(
u0m(t)
‖u0m‖2
+ u
⊥
m(t)
‖u0m‖2
)
and u
⊥
m(t)
‖u0m‖2 → 0 in E as m → ∞, there is a subsequence um such that
u⊥m(t)
‖u0m‖2 → 0, a.e. t ∈ S
1 and
∣∣um(t)∣∣→ ∞ a.e. t ∈ S1 asm → ∞.
From (1) of Proposition 2 there is a constant μ > 0 such that
G(X, Y ) = 0, ∣∣(X, Y )∣∣> μ.
So
f (t)
∂x
∂ Z
(
um(t)
)+ ∂G
∂ Z
(
um(t)
)→ 0 a.e. t ∈ S1 asm → ∞
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− 12 , (2.8) and ∂G
∂ Z (u) = 0 if |u| > μ. Hence the dominated convergence theorem leads to∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(u) + ∂G
∂ Z
(um)
]∥∥∥∥
2

∥∥∥∥ f (t) ∂x∂ Z (u) + ∂G∂ Z (um)
∥∥∥∥
2
→ 0 asm → ∞. (3.6)
From (3.3) and (3.4) we have ‖u⊥m‖ → 0 as m → ∞. Taking (3.5) and (3.6) into account we then have
∥∥u⊥′m ∥∥2  n∥∥u⊥m∥∥2 +
∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]∥∥∥∥
2
→ 0 asm → ∞.
Consequently, ‖u⊥m‖∞ → 0 as m → ∞ by the embedding theorem and∣∣um(t)∣∣ ∣∣u0(t)∣∣− ∥∥u⊥m∥∥∞ → +∞
uniformly in t ∈ S1. This completes the proof. 
In view of Lemmas 4 and 5, in order to conclude that {um} is bounded, it suﬃces to prove that {‖u0m‖2} is bounded. For
this purpose we need
Lemma 6. Let f be a continuous 2π -periodic function satisfying ( f 1). Then
(1) for u0 ∈ E0 and |u0| = (2π)− 12 ‖u0‖ 0 , the linear equation
Jη′ − nη = f (t) ∂x
∂ Z
(u0) (3.7)
has a unique solution η(u0) in the space E0
⊥
. Moreover, u0 → η(u0) is differentiable if p < 2 and for v0 ∈ E0 , η′(u0)(v0) = ξ is
the unique 2π -periodic solution of
Jξ ′ − nξ = f (t) ∂
2x
∂ Z2
(u0)(v0)
in the space E0
⊥
;
(2) for u0(t) = (cosn(t + θ), sinn(t + θ)), η(u0) satisﬁes
2π∫
0
f (t)
∂x
∂ Z
(u0) · η(u0)dt = 4
np
(
2
n
)− 2p 2π∫
0
f (t)φ′(t + θ)
[ t∫
0
f (s)φ(s + θ)ds
]
dt;
(3) for m  1 and uθ (t) = (cosn(t + θ), sinn(t + θ)),
2π∫
0
f (t)
∂x
∂ Z
(
uθ (t)
) · Pmη(uθ (t))dt = 0, θ ∈ [0,2π ]
if ( f 2) holds.
The proof of this lemma is given in Appendix A.
Lemma 7. Let {um} be as in Proposition 3 and ‖um‖ → ∞ as m → ∞. Then there is a subsequence of {‖u0m‖
1− 2p
b u
⊥
m} such that
‖u0m‖
1− 2p
b u
⊥
m → η(ζ ) in E as m → ∞, where ‖u0m‖b = (2π)−
1
2 ‖u0m‖2 , and η(ζ ) is the unique solution of (3.7) in E− ⊕ E+ , ζ =
limm→∞ um‖u0m‖b ∈ E
0 .
Proof. From Lemmas 4 and 5 we have ‖um‖2 → ∞ and u
⊥
m
‖u0m‖2 → 0 in E for m → ∞ due to p > 1. Hence ∃ζ ∈ E
0 such
that
um
‖u0 ‖ = (2π)
1
2
(
u0m
‖u0 ‖ +
u⊥m
‖u0 ‖
)
→ ζ in E (3.8)
m b m 2 m 2
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0
m
‖u0m‖2 ∈ E
0 is bounded and E0 is ﬁnite dimensional. Let η(ζ ) be the function given by Lemma 6, vm = ‖u0m‖
1− 2p
b u
⊥
m
and let Pm : E → Em be the orthogonal projection. We will prove∥∥Avm − Aη(ζ )∥∥→ 0 in E asm → ∞. (3.9)
The conclusion in the lemma follows from (3.9) immediately because A is invertible in E− ⊕ E+ and vm − η(ζ ) ∈ E− ⊕ E+ .
For v ∈ E , we deduce from the invariance of Em by A that
(Avm, v) = (Avm, Pmv)
=
2π∫
0
(
J v ′m − nvm, Pmv
)
dt
= ∥∥u0m∥∥1− 2pb
2π∫
0
(
J u′m − num, Pmv
)
dt
= ∥∥u0m∥∥1− 2pb
2π∫
0
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
Pmv dt
= ∥∥u0m∥∥1− 2pb
2π∫
0
Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
v dt, ∀v ∈ E. (3.10)
In the last line of (3.10), Pm denotes the L2 projection of L2(S1,R2) to L2m(S
1,R2).
Claim.∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
→ 0 as m → ∞. (3.11)
Having the claim, we then derive from (3.10) that
∣∣(Avm − Aη(ζ ), v)∣∣=
∣∣∣∣∣
2π∫
0
(∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
)
v dt
∣∣∣∣∣

∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
‖v‖2
= o(1)‖v‖
and ∥∥Avm − Aη(ζ )∥∥= sup
‖v‖1
∣∣(Avm − Aη(ζ ), v)∣∣→ 0 asm → ∞.
Thus it remains to prove (3.11). We divide it into two cases.
Case 1: 1< p < 2. The fact that ∂G
∂ Z (um) is bounded shows∥∥∥∥∥∥u0m∥∥1− 2pb Pm ∂G∂ Z (um)
∥∥∥∥
2
→ 0 asm → ∞. (3.12)
So to get (3.11) we have to prove∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
→ 0 asm → ∞. (3.13)
We ﬁrst show∥∥∥∥∥∥u0m∥∥1− 2pb f (t) ∂x (um) − f (t) ∂x (ζ )
∥∥∥∥ → 0 asm → ∞. (3.14)∂ Z ∂ Z 2
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1 \ S1,m . Then by (2.4), it follows
that ∥∥∥∥ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb − f ∂x∂ Z
(
um
‖u0m‖b
)∥∥∥∥
2
=
( ∫
S1,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb − f ∂x∂ Z
(
um
‖u0m‖b
)∣∣∣∣
2
dt
) 1
2
+
( ∫
S2,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb − f ∂x∂ Z
(
um
‖u0m‖b
)∣∣∣∣
2
dt
) 1
2
=
( ∫
S2,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb − f ∂x∂ Z
(
um
‖u0m‖b
)∣∣∣∣
2
dt
) 1
2

( ∫
S2,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb
∣∣∣∣
2
dt
) 1
2
+
( ∫
S2,m
∣∣∣∣ f ∂x∂ Z
(
um
‖u0m‖b
)∣∣∣∣
2
dt
) 1
2
. (3.15)
Due to (3.8), we can assume um(t)‖u0m‖b → ζ(t) a.e. t ∈ S
1 after a subsequence, whence the Lebesgue measure |S2,m| of S2,m
satisﬁes |S2,m| → 0 by |ζ(t)| = 1 and∫
S2,m
∣∣∣∣ f ∂x∂ Z
(
um
‖u0m‖b
)∣∣∣∣
2
dt  C |S2,m| = o(1) (3.16)
provided by | f (t) ∂x
∂ Z (
um(t)
‖u0m‖b )| C for t ∈ S2,m. The term
∫
S2,m
| f ∂x
∂ Z (um)‖u0m‖
1− 2p
b |2 dt can be estimated as follows:
∫
S2,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb
∣∣∣∣
2
dt  C
∫
S2,m
(
1+ |um|
2
p −1)2 dt ∥∥u0m∥∥2(1− 2p )b
 C
∫
S2,m
(
1+ |um|2(
2
p −1))dt ∥∥u0m∥∥2(1− 2p )b
= C
∫
S2,m
∣∣∣∣ um‖u0m‖b
∣∣∣∣
2( 2p −1)
dt + o(1)
 C
( ∫
S2,m
∣∣∣∣ um‖u0m‖b
∣∣∣∣
4
dt
) 2−p
2p
+ o(1). (3.17)
As a consequence of um‖u0m‖b → ζ in E and |S2,m| → 0 for m → ∞ we see∫
S2,m
∣∣∣∣ um‖u0m‖b
∣∣∣∣
4
dt  C
( ∫
S2,m
∣∣∣∣ um‖u0m‖b − ζ
∣∣∣∣
4
dt +
∫
S2,m
|ζ |4 dt
)
 C
(∥∥∥∥ um‖u0m‖b − ζ
∥∥∥∥
4
4
+
∫
S2,m
|ζ |4 dt
)
= o(1). (3.18)
(3.17) and (3.18) conclude∫
S2,m
∣∣∣∣ f ∂x∂ Z (um)
∥∥u0m∥∥1− 2pb
∣∣∣∣
2
dt = o(1). (3.19)
Then substituting (3.16) and (3.19) into (3.15), we get (3.14).
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∥∥u0m∥∥1− 2pb
∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(um)
∥∥∥∥
2
→ 0 asm → ∞. (3.20)
This follows from∥∥u0m∥∥1− 2pb ·
∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(um)
∥∥∥∥
2

∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
+
∥∥∥∥∥∥u0m∥∥1− 2pb f (t) ∂x∂ Z (um) − f (t) ∂x∂ Z (ζ )
∥∥∥∥
2
=
∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
+ o(1)

∥∥∥∥Pm
[∥∥u0m∥∥1− 2pb f (t) ∂x∂ Z (um) − f (t) ∂x∂ Z (ζ )
]∥∥∥∥
2
+
∥∥∥∥(Id− Pm)
[
f (t)
∂x
∂ Z
(ζ )
]∥∥∥∥
2
+ o(1)

∥∥∥∥∥∥u0m∥∥1− 2pb f (t) ∂x∂ Z (um) − f (t) ∂x∂ Z (ζ )
∥∥∥∥
2
+
∥∥∥∥(Id− Pm)
[
f (t)
∂x
∂ Z
(ζ )
]∥∥∥∥
2
+ o(1)
= o(1)
by (3.14). Combining (3.14) and (3.20) we obtain (3.13). The claim is proved if 1< p < 2.
Case 2: p > 2. By Lemma 5 we have |um(t)| → ∞ uniformly in t ∈ S1 as m → ∞. This concludes∥∥u0m∥∥1− 2pb ∂G∂ Z (um) = 0, ifm  1
and ∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um)
]
= Pm
[
f (t)
∂x
∂ Z
(
um
‖u0m‖b
)]
, ifm  1
from (1) of Proposition 2 and (2.4). Then it follows from (2.7) and (3.8) that∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um) + ∂G
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
=
∥∥∥∥∥∥u0m∥∥1− 2pb Pm
[
f (t)
∂x
∂ Z
(um)
]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
=
∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(
um
‖u0m‖b
)]
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2

∥∥∥∥Pm
[
f (t)
∂x
∂ Z
(
um
‖u0m‖b
)
− f (t) ∂x
∂ Z
(ζ )
]∥∥∥∥
2
+
∥∥∥∥(Id− Pm) f (t) ∂x∂ Z (ζ )
∥∥∥∥
2

∥∥∥∥ f (t) ∂x∂ Z
(
um
‖u0m‖b
)
− f (t) ∂x
∂ Z
(ζ )
∥∥∥∥
2
+
∥∥∥∥(Id− Pm) f (t) ∂x∂ Z (ζ )
∥∥∥∥
2
= o(1) asm → ∞
by the dominated convergence theorem. This ﬁnishes the proof of the claim and Lemma 7. 
Proof of Proposition 3. We argue by contradiction. Suppose ‖um‖ → ∞, then ‖u0m‖b → ∞ as m → ∞ by Lemmas 4–5. The
assumption I ′m(um) = 0 gives
−∥∥u0m∥∥2(1− 2p )b
[ 2π∫
0
f
∂x
∂ Z
(um) · u0m dt +
2π∫
0
∂G
∂ Z
(um)u
0
m dt
]
= ∥∥u0m∥∥2(1− 2p )b (I ′m(um),u0m)= 0. (3.21)
Case 1: 1< p < 2.
∥∥u0m∥∥2(1− 2p )b
2π∫
0
∂G
∂ Z
(um)u
0
m dt =
∥∥u0m∥∥2(1− 2p )b
[ 2π∫
0
∂G
∂ Z
(um) · um dt −
2π∫
0
∂G
∂ Z
(um) · u⊥m dt
]
= o(1) (3.22)
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∂ Z (u) · u|, | ∂G∂ Z (u)| and ‖u0m‖
(1− 2p )
b ‖u⊥m‖ are bounded by Proposition 2 and Lemma 4, respectively, and 1 − 2p < 0.
Inserting (3.22) into (3.21) we have
∥∥u0m∥∥2(1− 2p )b
2π∫
0
f
∂x
∂ Z
(um) · u0m dt = o(1). (3.23)
On the other hand, let S1,m = {t ∈ S1 | |um(t)| > 0} and S2,m = S1 \ S1,m , then |S2,m| → 0 as m → ∞,∣∣∣∣
∫
S2,m
f
∂x
∂ Z
(um) · um dt
∣∣∣∣ C |S2,m| = o(1),
2π∫
0
f
∂x
∂ Z
(um) · um dt =
∫
S1,m
f
∂x
∂ Z
(um) · um dt + o(1),
and
∥∥u0m∥∥2(1− 2p )b
2π∫
0
f
∂x
∂ Z
(um) · u0m dt
= ∥∥u0m∥∥2(1− 2p )b
[ 2π∫
0
f
∂x
∂ Z
(um) · um dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt
]
= ∥∥u0m∥∥2(1− 2p )b
[ ∫
S1,m
f
∂x
∂ Z
(um) · um dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt + o(1)
]
= ∥∥u0m∥∥2(1− 2p )b
[
2
p
∫
S1,m
f x(um)dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt + o(1)
]
= ∥∥u0m∥∥2(1− 2p )b
[
2
p
2π∫
0
f
(
x(um) − x
(
u0m
))
dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt + o(1)
]
= ∥∥u0m∥∥2(1− 2p )b
[
2
p
2π∫
0
f
∂x
∂ Z
(
u0m + ξmu⊥m
) · u⊥m dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt + o(1)
]
(3.24)
where 0 ξm(t) 1 by the mean value theorem. Similar to (3.14), we have
f
∂x
∂ Z
(
u0m + ξm(t)u⊥m
)∥∥u0m∥∥1− 2pb → f ∂x∂ Z (ζ ) in L2
(
S1,R2
)
, (3.25)
with ζ = limm→∞ um‖u0m‖b . Hence
∥∥u0m∥∥2(1− 2p )b
2π∫
0
f
∂x
∂ Z
(
u0m + ξmu⊥m
) · u⊥m dt =
2π∫
0
f
∂x
∂ Z
(
u0m + ξmu⊥m
)∥∥u0m∥∥(1− 2p )b · u⊥m
‖u0m‖
( 2p −1)
b
dt
=
2π∫
0
f
∂x
∂ Z
(ζ ) · η(ζ )dt + o(1) (3.26)
and
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2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt =
2π∫
0
f
∂x
∂ Z
(um)
∥∥u0m∥∥(1− 2p )b · u⊥m
‖u0m‖
( 2p −1)
b
dt
=
2π∫
0
f
∂x
∂ Z
(ζ ) · η(ζ )dt + o(1) (3.27)
from (3.14) and Lemma 7. We conclude from (3.24), (3.26) and (3.27) that
∥∥u0m∥∥2(1− 2p )b
2π∫
0
f
∂x
∂ Z
(um) · u0m dt =
(
2
p
− 1
) 2π∫
0
f
∂x
∂ Z
(ζ ) · η(ζ )dt + o(1). (3.28)
Clearly, (3.28) contradicts (3.23) by Lemma 6 and ( f 2). Hence {um} is bounded and the proposition is proved if 1< p < 2.
Case 2: p > 2. In this case, (3.23) still holds since ∂G
∂ Z (um(t)) = 0 for t ∈ S1 if m  1 by (1) of Proposition 2. Using the
fact that S2,m is an empty set, we deduce from the homogeneous property of x(u) and (3.24) that
∥∥u0m∥∥2(1− 2p )b
2π∫
0
f
∂x
∂ Z
(um) · u0m dt =
∥∥u0m∥∥2(1− 2p )b
[
2
p
2π∫
0
f
∂x
∂ Z
(
u0m + ξmu⊥m
) · u⊥m dt −
2π∫
0
f
∂x
∂ Z
(um) · u⊥m dt
]
= 2
p
2π∫
0
f
∂x
∂ Z
(
u0m + ξmu⊥m
‖u0m‖b
)
· u
⊥
m
‖u0m‖
2
p −1
b
dt −
2π∫
0
f
∂x
∂ Z
(
um
‖u0m‖b
)
· u
⊥
m
‖u0m‖
2
p −1
b
dt
=
(
2
p
− 1
) 2π∫
0
f
∂x
∂ Z
(ζ ) · η(ζ )dt + o(1)
because of
u0m + ξmu⊥m
‖u0m‖b
→ ζ, um‖u0m‖b
→ ζ, u
⊥
m
‖u0m‖
2
p −1
b
→ η(ζ ) in E.
Thus we get a contradiction again. Proposition 3 is therefore proved. 
Remark 8. The proof of Proposition 3 actually shows that the set of 2π -solutions of (1.1) is bounded if ( f 1) and ( f 2) are
satisﬁed. We only need to replace I ′m(um) = 0 with I ′(um) = 0 and all arguments are valid for the later case. Hence in the
remaining of the paper, we only prove the existence.
The proof of Proposition 3 is a little bit complicated. As pointed out by one of the referee it can possibly be proved
easier using the methods of Proposition 4.1 from [16].
4. Proof of Theorem 1: p > 2
In view of Proposition 3, we need to prove that for m  1, the functional
Im(u) =
2π∫
0
1
2
(
J u′(t),u(t)
)
dt −
2π∫
0
K
(
t,u(t)
)
dt, u ∈ Em
has a critical point um ∈ Em . Since the functional Im has different asymptotic behaviors near inﬁnity for p > 2 and 1 < p < 2,
we study the existence of critical points of Im separately. The case p > 2 is considered in this section. The more complicated
case 1 < p < 2 will be treated next section. As m is ﬁxed, we omit the subindex m in Im for the simplicity of notations and
denote Im = I .
Let p > 2 and let uk ∈ E0 be a sequence such that ‖u0k‖ → ∞ as k → ∞, then it is easy to see that {uk} is a P.S. sequence
for I , that is, I(uk) is bounded and ‖I ′(uk)‖ → 0 as k → ∞ if ( f 1) holds provided by (2.4). Therefore, the P.S. condition does
not hold for I . But we can use the following critical point theorem for strongly resonant functionals from [4], see also [2],
to get a critical point of I .
Let H be a real Hilbert space and A be a bounded self-adjoint operator. According to the spectral decomposition we have
H = H+ ⊕ H0 ⊕ H− , where H±, H0 are the invariant subspaces corresponding to positive, negative and zero spectrum of A,
respectively.
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(H1) A± := A|H± has a bounded inverse on H±;
(H2) γ := dim(H− ⊕ H0) < ∞;
(G) g ∈ C1(H,R) has a bounded and compact differential dg(u) and satisﬁes
g
(
u0k + u⊥k
)→ 0, dg(u0k + u⊥k )→ 0 as ∥∥u0k∥∥→ ∞
uniformly in u⊥k in bounded sets in H− ⊕ H+ , u0k ∈ H0 and u⊥k ∈ H− ⊕ H+ .
Then the functional Φ(u) = 12 (Au,u) − g(u) possesses a critical point u ∈ H.
For the functional
I(u) = 1
2
(Au,u) −
2π∫
0
f (t)x(u)dt −
2π∫
0
G(u)dt
in Section 3 we have H− = E− ∩ Em , H0 = E0, H+ = E+ . Clearly, the conditions (H1) and (H2) are satisﬁed. In order to
apply the proposition we need to verify that
g(u) =
2π∫
0
f (t)x(u)dt +
2π∫
0
G(u)dt
satisﬁes the condition (G). It is straightforward that g is C1 and dg is compact from Em to Em .
Proof of Theorem 1 (p > 2). (1) There is a constant C > 0 such that ‖dg(u)‖ C . This is a consequence of | ∂x
∂ Z (X, Y )| C
and | ∂G
∂ Z (X, Y )| C for (X, Y ) ∈ R2 by Proposition 2.
(2) Let {uk} ⊂ Em , uk = u0k + u⊥k with ‖u⊥k ‖ C and ‖u0k‖ → ∞. It is easily seen that ker(A) = E0 = span{e1, e2}, where
e1 = (cosnt, sinnt) and e2 = (− sinnt, cosnt). For u0k =
∑2
i=1 ξ ikei ,∥∥u0k∥∥= ∥∥u0k∥∥2 = (2π) 12 ∣∣u0k (t)∣∣→ ∞, t ∈ S1. (4.1)
From
2π∫
0
∣∣u⊥k ∣∣dt  C∥∥u⊥k ∥∥ C
we ﬁnd that, for all s > 0,
s
∣∣{t ∈ S1 ∣∣ ∣∣u⊥k (t)∣∣ s}∣∣
∫
{t∈S1||u⊥k |s}
∣∣u⊥k ∣∣dt  C .
Hence ∣∣{t ∈ S1 ∣∣ ∣∣u⊥k (t)∣∣ s}∣∣→ 0 as s → +∞. (4.2)
It follows from (4.1) and (4.2) that
∣∣∣∣∣
2π∫
0
G(uk)dt
∣∣∣∣∣=
∣∣∣∣∣
∫
{t∈S1||uk(t)|μ}
G(uk)dt
∣∣∣∣∣

∫
{t∈S1||u⊥k (t)||u0k |−μ}
∣∣G(uk)∣∣dt
 C
∣∣{t ∈ S1 ∣∣ ∣∣u⊥k (t)∣∣ (2π)− 12 ∥∥u0k∥∥−μ}∣∣→ 0 as k → ∞. (4.3)
The condition ( f 1) implies
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2π∫
0
f (t)x(uk)
∣∣∣∣∣=
∣∣∣∣∣
2π∫
0
f (t)x(uk) −
2π∫
0
f (t)x
(
u0k
)
dt
∣∣∣∣∣
=
∣∣∣∣∣
2π∫
0
f (t)
∂x
∂ Z
(
u0k + τk(t)u⊥k
) · u⊥k dt
∣∣∣∣∣

∥∥∥∥ f (t) ∂x∂ Z
(
u0k + τku⊥k
)∥∥∥∥
2
· ∥∥u⊥k ∥∥2
 C
∥∥∥∥ f (t) ∂x∂ Z
(
u0k + τku⊥k
)∥∥∥∥
2
(4.4)
where 0 τk(t) 1 is given by the mean value theorem. Similar to (4.3), we deduce that
∥∥∥∥ f (t) ∂x∂ Z
(
u0k + τku⊥k
)∥∥∥∥
2
=
( ∫
{t∈S1||u⊥k (t)| 12 (2π)−
1
2 ‖u0k‖}
∣∣∣∣ f (t) ∂x∂ Z
(
u0k + τku⊥k
)∣∣∣∣
2
dt
) 1
2
+
( ∫
{t∈S1||u⊥k (t)|> 12 (2π)−
1
2 ‖u0k‖}
∣∣∣∣ f (t) ∂x∂ Z
(
u0k + τk(t)u⊥k
)∣∣∣∣
2
dt
) 1
2
(4.5)
and ∫
{t∈S1||u⊥k (t)|> 12 (2π)−
1
2 ‖u0k‖}
∣∣∣∣ f (t) ∂x∂ X
(
u0k + τk(t)u⊥k
)∣∣∣∣
2
dt → 0 as k → ∞. (4.6)
For all t ∈ [0,2π ] such that |u⊥k (t)| 12 (2π)−
1
2 ‖u0k‖, there holds
∣∣u0k (t) + τk(t)u⊥k (t)∣∣ ∣∣u0k(t)∣∣− ∣∣u⊥k (t)∣∣ 12 (2π)− 12
∥∥u0k∥∥→ ∞ as k → ∞.
Hence we infer from (2.8) that∣∣∣∣ f (t) ∂x∂ X
(
u0k(t) + τk(t)u⊥k (t)
)∣∣∣∣→ 0 as k → ∞
and ∫
{t∈S1||u⊥k | 12 (2π)−
1
2 ‖u0k‖}
∣∣∣∣ f (t) ∂x∂ X
(
u0k + τk(t)u⊥k
)∣∣∣∣
2
dt → 0 as k → ∞ (4.7)
by the dominated convergence theorem. Combining (4.4)–(4.7) we get∥∥∥∥ f (t) ∂x∂ Z
(
u0k + τku⊥k
)∥∥∥∥
2
→ 0 as k → ∞
and
2π∫
0
f (t)x(uk) → 0 as k → ∞. (4.8)
Therefore
g(uk) =
2π∫
f x(uk)dt +
2π∫
G(uk)dt → 0 (4.9)0 0
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dg(uk)(v) =
2π∫
0
[
f
∂x
∂ Z
(uk) + ∂G
∂ Z
(uk)
]
v dt,
we obtain
∥∥dg(uk)∥∥ C
(∥∥∥∥ f ∂x∂ Z (uk)
∥∥∥∥
2
+
∥∥∥∥∂G∂ Z (uk)
∥∥∥∥
2
)
. (4.10)
Similar to (4.9) we see ‖ f ∂x
∂ Z (uk)‖2 → 0 and ‖ ∂G∂ Z (uk)‖2 → 0 as k → ∞. Hence dg(uk) → 0 by (4.10).
Now Im has at least one critical point follows from Proposition 9 at once, and I has a critical point by Proposition 3.
Theorem 1 is proved if p > 2. 
5. Proof of Theorem 1: 1< p < 2
In this section we continue the study of the existence of critical points of Im . As in the last section we ﬁx m and
denote Im by I . First we discuss the Palais–Smale condition for the functional I which plays an important role in the
existence of critical points.
Deﬁnition 10. We call the functional Im satisﬁes the Palais–Smale condition if any sequence {uk} ⊂ Em satisfying
uk ∈ Em,
∣∣Im(uk)∣∣ C and (1+ ‖uk‖)∥∥I ′m(uk)∥∥→ 0 for k → ∞
for some constant C > 0, contains a convergent subsequence.
The Palais–Smale condition and a sequence satisfying above condition will be called P.S. condition and P.S. sequence,
respectively for short later.
Proposition 11. Let 1 < p < 2, f be a continuous 2π -periodic function such that for θ ∈ [0,2π ], there hold
2π∫
0
f (t)φ(t + θ)dt = 0 ( f 1)
and
2π∫
0
f (t)φ′(t + θ)
( t∫
0
f (s)φ(s + θ)ds
)
dt = 0, ( f 2)
and let {uk} ⊂ Em be a P.S. sequence. Then {uk} is bounded and contains a subsequence convergent to a critical point of Im if m  1.
In particular, the P.S. condition holds for Im.
The proposition is deduced from the next two lemmas. First, similar to Lemma 4 we have
Lemma 12. Let uk be as in Proposition 11 and uk = u0k + u⊥k with u0k ∈ E0 and u⊥k ∈ E0
⊥ ∩ Em. Then there is a constant C such that
∥∥u⊥k ∥∥ C(1+ ∥∥u0k∥∥ 2p −12 ).
Suppose ‖uk‖ → ∞ as k → ∞. Then we have ‖u0k‖2 → ∞ and∥∥u0k∥∥2 = ∥∥u0k∥∥22 = 2π(a2k + b2k)→ ∞,
where u0k = ak(cosnt, sinnt) + bk(− sinnt, cosnt). By Lemma 12 we may assume uk‖u0k‖b → ζ ∈ E
0 as k → ∞.
Lemma 13. Let uk be as in Proposition 11 such that ‖u0k‖2 → ∞ as k → ∞ and let ζ be as above. There is subsequence of
{‖u0‖1−
2
p u⊥} such that ‖u0‖1−
2
p u⊥ → Pmη(ζ ) as k → ∞, where η(ζ ) ∈ E0⊥ is the unique solution of (3.7) given by Lemma 6.k b k k b k
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1− 2p
b u
⊥
k and I
′(uk) = σk . For v ∈ Em ,
we have
(Avk, v) =
∥∥u0k∥∥1− 2pb
( 2π∫
0
Pm
[
f (t)
∂x
∂ Z
(uk) + ∂G
∂ Z
(uk)
]
v dt + (σk, v)
)
,
(
APmη(ζ ), v
)=
2π∫
0
Pm
[
f (t)
∂x
∂ Z
(ζ )
]
v dt,
and ∣∣(A(vk − Pmη(ζ )), v)∣∣
=
∣∣∣∣∣
2π∫
0
Pm
[∥∥u0k∥∥1− 2pb f (t) ∂x∂ Z (uk) − f (t) ∂x∂ Z (ζ )
]
v dt
∣∣∣∣∣+
∣∣∣∣∣
2π∫
0
Pm
[∥∥u0k∥∥1− 2pb ∂G∂ Z (uk)
]
v dt
∣∣∣∣∣+
∥∥u0k∥∥1− 2pb ∣∣(σk, v)∣∣

∥∥∥∥Pm
[∥∥u0k∥∥1− 2pb f (t) ∂x∂ Z (uk) − f (t) ∂x∂ Z (ζ )
]∥∥∥∥
2
‖v‖2 +
∥∥∥∥Pm
[∥∥u0k∥∥1− 2pb ∂G∂ Z (uk)
]∥∥∥∥
2
‖v‖2 +
∥∥u0k∥∥1− 2pb ‖σk‖‖v‖

∥∥∥∥∥∥u0k∥∥1− 2pb f (t) ∂x∂ Z (uk) − f (t) ∂x∂ Z (ζ )
∥∥∥∥
2
‖v‖2 +
∥∥∥∥∥∥u0k∥∥1− 2pb ∂G∂ Z (uk)
∥∥∥∥
2
‖v‖2 +
∥∥u0k∥∥1− 2pb ‖σk‖‖v‖. (5.1)
As (3.12) and (3.14) we get∥∥∥∥∥∥u0k∥∥1− 2pb ∂x∂ Z (uk) − f (t) ∂x∂ Z (ζ )
∥∥∥∥
2
= o(1) (5.2)
and ∥∥∥∥∥∥u0k∥∥1− 2pb ∂G∂ Z (uk)
∥∥∥∥
2
= o(1). (5.3)
Substituting (5.2) and (5.3) into (5.1), we arrive at∣∣(A(vk − Pmη(ζ )), v)∣∣= o(1)‖v‖, ∀v ∈ Em
by ‖σk‖ = ‖I ′(uk)‖ = o(1). Whence A(vk − Pmη(ζ )) → 0 and vk − Pmη(ζ ) → 0 by the invertibility of A on E0⊥ . 
Proof of Proposition 11. As in Proposition 3, it suﬃces to prove that ‖uk‖ is bounded. Suppose ‖uk‖ → ∞ as k → ∞. Then
we have ‖u0k‖b → ∞. Similar to (3.22) and (3.28), using Lemmas 12 and 13, for k → ∞ we know
−I ′m(uk)
(∥∥u0k∥∥2(1− 2p )b u0k)→
(
2
p
− 1
) 2π∫
0
f
∂x
∂ Z
(ζ ) · Pmη(ζ )dt. (5.4)
According to Lemma 6, we have
2π∫
0
f
∂x
∂ Z
(ζ ) · Pmη(ζ )dt = 0, m  1
and
−I ′m(uk)u0k → ∞ for k → ∞
by (5.4). This contradicts∣∣I ′m(uk)u0k ∣∣ ∥∥I ′m(uk)∥∥∥∥u0k∥∥→ 0 for k → ∞.
This proves that ‖uk‖ C for some constant C . The proof of Proposition 11 is thus completed. In fact we have proved the
assertion that the set of critical points of Im is compact in Em . 
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need a family of functionals Is deﬁned by
Is(u) = 1
2
(Au,u) − (1− s)
2π∫
0
[
f (t)x(u) + G(u)]dt − s
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u⊥ dt,
where u ∈ Em and s ∈ [0,1]. It follows from Proposition 2 that Is is C1 in Em . Is connects I and the functional
I1(u) = 1
2
(Au,u) −
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u⊥ dt.
Let
Ks =
{
z ∈ X ∣∣ I ′s(z) = 0}, K = ⋃
s∈[0,1]
Ks.
We can prove as in Proposition 11 that each Ks and K are compact in Em . Our aim is to prove that K0 is not empty, that
is, the functional Im possesses a critical point in Em .
The following argument is taken from [15]. For each s ∈ [0,1], let Vs be a C1 pseudo-gradient of Is:∥∥I ′s(u)∥∥2  (I ′s(u), Vs(u)) 2∥∥I ′s(u)∥∥2.
Consider the following ﬂow on Em:
d
dt
σs(t,u) = −V1,s
(
σs(t,u)
)
,
σs(0,u) = u,
where
V1,s(u) =min
{
dist(u, Ks),1
} Vs(u)
‖Vs(u)‖
and
V1,s(u) = Vs(u)‖Vs(u)‖ if Ks is empty.
The vector ﬁeld V1,s(u) is locally Lipschitz in u and bounded, hence the ﬂow σs is well deﬁned on Em × R. Set
[Ks] =
{
u ∈ E ∣∣ lim
t→−∞σs(t,u), limt→+∞σs(t,u) ∈ Ks
}
.
Then we have (see Proposition 9 in [15]): ∃ constants a1, b1 and a closed bounded set O 1 such that
O 1 ⊂
{
u ∈ Em
∣∣ a1  Is(u) b1, ∀s ∈ [0,1]},
[Ks] ⊂ O 1, a1 and b1 are regular values of Is for s ∈ [0,1]. The ∗-th critical group of I at inﬁnity is deﬁned as
C∗(I,∞) := H∗
(
X, Ia1
)∼= H∗(Ib1 , Ia1), ∗ = 0,1,2, . . . ,
where Ia1 = {u ∈ Em | I(u) a1} and H∗(Ib1 , Ia1 ) is the relative homology group with the coeﬃcient group G . Likewise, for
s ∈ [0,1], C∗(Is,∞) are all well deﬁned. Using the homotopy invariance of critical groups for isolated critical set in [3], as
Proposition 10 in [15], we have for all s ∈ [0,1],
C∗(Is,∞) = C∗(I1,∞), ∗ = 0,1, . . . . (5.5)
The right-hand side of (5.5) is given by
Proposition 14. Let the conditions ( f 1) and ( f 2) be satisﬁed. The critical groups at inﬁnity of I1 are given by
C∗(I1,∞) =
{G, ∗ = n±,
0, ∗ = n±, (5.6)
if
2π∫
0
f (t)φ′(t + θ)
( t∫
0
f (s)φ(s + θ)ds
)
dt > (<)0, ( f 2)±
where n+ = dim(E− ∩ Em) and n− = dim((E− ⊕ E0) ∩ Em).
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Lemma 15. Let H1 and H2 be Banach spaces and J : H1 ⊕ H2 → R be a C1 functional satisfying P.S. condition and the critical set of J
is compact. If ∀u ∈ H1 , the functional v → f (u, v) : H2 → R is strictly convex and there is a unique minimizer v = ψ(u), which is C1
in u, then
C∗( J ,∞) = C∗( J˜ ,∞), ∗ = 0,1, . . . ,
where J˜ (u) = J (u,ψ(u)) : H1 → R.
This is a well-known fact. For instance, there is a local version in [5]. For the sake of completeness we present a proof.
Proof. It is easy to see that (u, v) is a critical point of J if and only if v = ψ(u) and u is a critical point of J˜ . Let a be a
constant such that there is no critical point (u, v) of J satisfying J (u, v) a and let U = {(u,ψ(u)) | J˜ (u) a} ⊂ H1 ⊕ H2.
Then U ⊂ J a . Consider
σ(s,u, v) = (u, sψ(u) + (1− s)v) : H1 ⊕ H2 → H1 ⊕ H2,
for s ∈ [0,1], it satisﬁes σ(s, J a) ⊂ J a provided by
J
(
σ(s,u, v)
)= J(u, sψ(u) + (1− s)v)
 s J
(
u,ψ(u)
)+ (1− s) J (u, v) a;
and
σ
(
s,u,ψ(u)
)= (u,ψ(u)), u ∈ H1.
Hence (H1, U) is a strong deformation retract of (H, J a) and
H∗
(
H, J a
)= H∗(H1, U), ∗ = 0,1, . . . ,
where H1 = {(u,ψ(u)) | u ∈ H1} ⊂ H . But (H1, U) is homeomorphic to (H1, J˜ a). Therefore
H∗
(
H, J a
)= H∗(H1, U) = H∗(H1, J˜ a), ∗ = 0,1, . . .
and the lemma follows. 
Proof of Proposition 14. For the functional
I1(u) = 1
2
(Au,u) −
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u⊥ dt
= 1
2
(
Au+,u+
)−
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u+ dt
+ 1
2
(
Au−,u−
)−
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u− dt,
ﬁxed (u−,u0), u+ → I1(u− + u0 + u+) is strictly convex and there is a unique minimizer u+ = P+η(u0). According to
Lemma 15 we have
C∗(I1,∞) = C∗( I˜1,∞), ∗ = 0,1, . . . , (5.7)
where
I˜1
(
u− + u0)= I1(u− + u0 + P+η(u0))
= −1
2
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · P+η(u0)dt + 1
2
(
Au−,u−
)−
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · u− dt.
The functional − I˜1 : Em ∩ (E− ⊕ E0) → R is convex in u− and there is a unique minimizer P−(Pmη(u0)). Applying Lemma 15
again we get
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where
I1
(
u0
)= − I˜1(P−(Pmη(u0))+ u0 + P+η(u0))
= −1
2
2π∫
0
f (t)
∂x
∂ Z
(
u0
) · Pmη(u0)dt.
If ( f 2)− holds, then I1 is bounded from below and I1(u0) → +∞ as ‖u0‖ → ∞ for m  1, hence
C∗(I1,∞) =
{G, ∗ = 0,
0, ∗ = 0. (5.9)
Similarly, if ( f 2)+ holds, I1 is bounded from above, I1(u0) → −∞ as ‖u0‖ → ∞ for m  1 and
C∗(I1,∞) =
{
G, ∗ = 2= dim E0,
0, ∗ = 2. (5.10)
(5.6) now is a consequence of (5.7)–(5.10) and the duality formula
C∗( I˜1,∞) = Cn−−∗(− I˜1,∞).
The proof is completed. 
Proof of Theorem 1 (1< p < 2). Without loss of generality we assume that the critical points of I on Em are isolated since
we are only concerned with the existence of critical points. For a critical point u of I , set let C∗(I,u), ∗ = 0,1,2, . . . be the
critical groups of u, and m∗(u) = rank C∗(I,u). By the Morse inequality for I , there is a polynomial Q (t) with nonnegative
integer as its coeﬃcients such that∑
u,I ′(u)=0
P (u, t) =
∑
βit
i + (1+ t)Q (t), (5.11)
where
P (u, t) =
∑
i
mi(u)t
i, βi = rank C∗(I,∞).
For the details of critical groups and Morse inequality, we refer to [2]. By Proposition 14, the right-hand side of (5.11) is not
zero, there must be a critical point u of I on Em for m  1. This ﬁnishes the proof. 
Remark 16. In Theorem 1, the right-hand side of (1.1) can be the following form λ|x|p−2x + f (t, x) and the term f (t, x)
satisﬁes
lim|x|→∞ f (t, x) = f0(t)
and the conditions ( f 1) and ( f 2) hold for f0. In the proof of Theorem 1, we only need this asymptotic property of f .
It is also clear that our approach is valid for Dirichlet and Neumann boundary problems of (1.1). We need to consider
solutions of (2.11) with boundary conditions
X(0) = X(π) = 0 (5.12)
and
Y (0) = Y (π) = 0, (5.13)
respectively in these cases.
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In this appendix we prove Lemma 6. We divide the proof into three steps.
(1) If ( f 1) holds and u0 ∈ E0 with (2π)− 12 ‖u0‖ 0, then the linear equation
Jη′ − nη = f (t) ∂x
∂ Z
(u0) (A.1)
has a unique solution η(u0) ∈ E0⊥ .
Proof. By virtue of
∂x
∂ Z
(cu0) = c
2
p −1 ∂x
∂ Z
(u0), c  1,
and E0 = {c(cosn(t + θ), sinn(t + θ)), θ ∈ [0,2π ], c  0}, we may assume u0 = (cosn(t + θ), sinn(t + θ)). It follows from
the linear Fredholm theorem that
Jη′ − nη = f (t) ∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) (A.2)
is solvable in E if and only if
2π∫
0
f (t)
∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) · (cosn(t + θ), sinn(t + θ))dt = 0 (A.3)
and
2π∫
0
f (t)
∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) · (− sinn(t + θ), cosn(t + θ))dt = 0. (A.4)
The equality (A.3) follows from the homogeneous condition
2π∫
0
f (t)
∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) · (cosn(t + θ), sinn(t + θ))dt = 2
p
2π∫
0
f (t)x
(
cosn(t + θ), sinn(t + θ))dt
= 2
p
(
2
n
)− 1p 2π∫
0
f (t)φ(t + θ)dt = 0,
and
d
dθ
2π∫
0
f (t)x
(
cosn(t + θ), sinn(t + θ))dt = 0
gives the equality (A.4). The uniqueness is also from the Fredholm theorem. The solution of (A.2) in E0
⊥
is denoted by
η(u0).
The right-hand side of (A.1) is differentiable w.r.t. u0 whenever p < 2 by Proposition 2. Differentiating both sides of (A.1)
w.r.t. u0 we get that η′(u0)(v0) = ξ satisﬁes
Jξ ′ − nξ = f (t) ∂
2x
∂ Z2
(u0)(v0). 
(2) Let η(u0) be the unique solution of (A.2) in E0
⊥
, then
2π∫
0
f (t)
∂x
∂ Z
(u0)η(u0)dt = 4
np
(
2
n
)− 2p 2π∫
0
f (t)φ′(t + θ)
[ t∫
0
f (s)φ(s + θ)ds
]
dt. (A.5)
Proof. Let
η =
(
X
Y
)
, F (t, θ) =
(
cosn(t + θ) − sinn(t + θ)
sinn(t + θ) cosn(t + θ)
)
.
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(
X(t)
Y (t)
)
= F (t, θ)
[(
C1
C2
)
+
t∫
0
F (s, θ)−1
(− f2(s, θ)
f1(s, θ)
)
ds
]
, (A.6)
where(
f1(t, θ)
f2(t, θ)
)
= f (t)
( ∂x
∂ X (cosn(t + θ), sinn(t + θ))
∂x
∂Y (cosn(t + θ), sinn(t + θ))
)
.
All solutions of (A.2) are 2π -periodic and the solution η(u0)(t) =
( X(t)
Y (t)
)
is uniquely determined by the orthogonal condition:
2π∫
0
F (t, θ)T
(
X(t)
Y (t)
)
dt = 0,
where F (t, θ)T is the transpose of F (t, θ). By formula (A.6) we have
2π∫
0
f (t)
∂x
∂ Z
(u0)η(u0)dt =
2π∫
0
[
f1(t)X(t) + f2(t)Y (t)
]
dt
=
2π∫
0
(
f1(t), f2(t)
)
F (t, θ)
[(
C1
C2
)
+
t∫
0
F (s, θ)−1
(− f2(s, θ)
f1(s, θ)
)
ds
]
dt. (A.7)
Simple computation shows that
(
f1(t), f2(t)
)
F (t, θ) = f (t)
(
∂x
∂ X
(u0) cosn(t + θ) + ∂x
∂Y
(u0) sinn(t + θ),
− ∂x
∂ X
(u0) sinn(t + θ) + ∂x
∂Y
(u0) cosn(t + θ)
)
(A.8)
and
F (s, θ)−1
(− f2(s, θ)
f1(s, θ)
)
= f (s)
( ∂x
∂ X (u0) sinn(s + θ) − ∂x∂Y (u0) cosn(s + θ)
∂x
∂ X (u0) cosn(s + θ) + ∂x∂Y (u0) sinn(s + θ)
)
. (A.9)
On the other hand, by virtue of Proposition 2,
φ(t + θ) = x
(√
2
n
cosn(t + θ),
√
2
n
sinn(t + θ)
)
=
(
2
n
) 1
p
x
(
u0(t + θ)
)
,
whence
φ′(t + θ) = n
(
2
n
) 1
p
[
− ∂x
∂ X
(
u0(t + θ)) sinn(t + θ) + ∂x
∂Y
(
u0(t + θ)) cosn(t + θ)],
that is,
− ∂x
∂ X
(
u0(t + θ)
)
sinn(t + θ) + ∂x
∂Y
(
u0(t + θ)
)
cosn(t + θ) =
(
2
n
)− 1p (1
n
)
φ′(t + θ). (A.10)
The equality
x(cX, cY ) = c 2p x(X, Y )
yields
∂x
∂ X
(X, Y )X + ∂x
∂Y
(X, Y )Y = 2
p
x(X, Y )
and
∂x (
u0(t + θ)
)
cosn(t + θ) + ∂x (u0(t + θ)) sinn(t + θ) =
(
2
)
x
(
u0(t + θ)
)= 2(2)−
1
p
φ(t + θ). (A.11)
∂ X ∂Y p p n
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2π∫
0
f (t)φ′(t + θ)dt =
2π∫
0
f (t)φ(t + θ)dt = 0.
Inserting (A.10) and (A.11) into (A.8) and (A.9), we get
(
f1(t), f2(t)
)
F (t, θ) =
(
2
n
)− 1p
f (t)
(
2
p
φ(t + θ), 1
n
φ′(t + θ)
)
and
F (s, θ)−1
(− f2(s, θ)
f1(s, θ)
)
=
(
2
n
)− 1p
f (s)
(− 1nφ′(s + θ)
2
pφ(s + θ)
)
.
Hence
(
2
n
) 1
p
2π∫
0
f (t)
∂x
∂ Z
(u0)η(u0)dt
=
2π∫
0
f (t)
(
2
p
φ(t + θ), 1
n
φ′(t + θ)
)[(
C1
C2
)
+
t∫
0
(
2
n
)− 1p
f (s)
(− 1nφ′(s + θ)
2
pφ(s + θ)
)
ds
]
dt
=
2π∫
0
f (t)
(
2
p
φ(t + θ), 1
n
φ′(t + θ)
) t∫
0
(
2
n
)− 1p
f (s)
(− 1nφ′(s + θ)
2
pφ(s + θ)
)
dsdt
= I + II (A.12)
by (A.7), where
I = − 2
np
(
2
n
)− 1p 2π∫
0
f (t)φ(t + θ)
[ t∫
0
f (s)φ′(s + θ)ds
]
dt,
II = 2
np
(
2
n
)− 1p 2π∫
0
f (t)φ′(t + θ)
[ t∫
0
f (s)φ(s + θ)ds
]
dt.
Using the integration by parts we have
II = 2
np
(
2
n
)− 1p [ t∫
0
f (s)φ′(s + θ)ds ·
t∫
0
f (s)φ(s + θ)ds
∣∣∣∣∣
2π
0
−
2π∫
0
f (t)φ(t + θ)
t∫
0
f (s)φ′(s + θ)dsdt
]
= − 2
np
(
2
n
)− 1p 2π∫
0
f (t)φ(t + θ)
[ t∫
0
f (s)φ′(s + θ)ds
]
dt
= I. (A.13)
Therefore substituting (A.13) into (A.12) we get
(
2
n
) 1
p
2π∫
0
f (t)
∂x
∂ Z
(u0)η(u0)dt = 4
np
(
2
n
)− 1p 2π∫
0
f (t)φ′(t + θ)
[ t∫
0
f (s)φ(s + θ)ds
]
dt.
This proves (A.5). 
(3) If ( f 2) holds, then for m  1 and uθ (t) = (cosn(t + θ), sinn(t + θ)), we have
2π∫
f (t)
∂x
∂ Z
(uθ ) · Pmη(uθ )dt = 0, θ ∈ [0,2π ]. (A.14)0
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H(θ) =
2π∫
0
f (t)
∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) · η(cosn(t + θ), sinn(t + θ))dt,
and
Hm(θ) =
2π∫
0
f (t)
∂x
∂ Z
(
cosn(t + θ), sinn(t + θ)) · Pmη(cosn(t + θ), sinn(t + θ))dt.
Since H(θ) is continuous and ∀θ ∈ [0,2π ], H(θ) = 0 by ( f 2), we may assume ∀θ ∈ [0,2π ], H(θ) > 0. Hence infθ H(θ) > 0.
Suppose there is a sequence ml → ∞ such that infθ Hml (θ)  0, since Hml (θ) is continuous, there exists θml ∈ [0,2π ]
such that Hml (θml ) 0. We may assume θml → β ∈ [0,2π ]. Let γml = (cosn(t + θml ), sinn(t + θml )) and γβ = (cosn(t + β),
sinn(t + β)), then
∣∣Hml (θml ) − H(β)∣∣=
∣∣∣∣∣
2π∫
0
f (t)
∂x
∂ Z
(γml ) · Pmlη(γml )dt −
2π∫
0
f (t)
∂x
∂ Z
(γβ) · η(γβ)dt
∣∣∣∣∣

∣∣∣∣∣
2π∫
0
f (t)
∂x
∂ Z
(γml ) · Pmlη(γml )dt −
2π∫
0
f (t)
∂x
∂ Z
(γβ) · Pmlη(γml )dt
∣∣∣∣∣
+
∣∣∣∣∣
2π∫
0
f (t)
∂x
∂ Z
(γβ) · Pmlη(γml )dt −
2π∫
0
f (t)
∂x
∂ Z
(γβ) · Pmlη(γβ)dt
∣∣∣∣∣
+
∣∣∣∣∣
2π∫
0
f (t)
∂x
∂ Z
(γβ) · Pmlη(γβ)dt −
2π∫
0
f (t)
∂x
∂ Z
(γβ) · η(γβ)dt
∣∣∣∣∣

∥∥∥∥ f (t) ∂x∂ Z (γml ) − f (t) ∂x∂ Z (γβ)
∥∥∥∥
2
∥∥η(γml )∥∥2
+
∥∥∥∥ f (t) ∂x∂ Z (γβ)
∥∥∥∥
2
∥∥Pml(η(γml ) − η(γβ))∥∥2
+
∥∥∥∥ f (t) ∂x∂ Z (γβ)
∥∥∥∥
2
∥∥Pmlη(γβ) − η(γβ)∥∥2 = o(1) (A.15)
since |γml |, |γβ | = 1 and γml → γβ in E0. On the other hand we have
H(β) − Hml (θml ) H(β) > 0.
This contradicts (A.15). Hence (A.14) holds. 
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