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Phase transitions in dissipative quantum systems are intriguing because they are induced by competition be-
tween coherent quantum and incoherent classical fluctuations. Here, we investigate the interplay of the quantum
and classical absorbing phase transitions arising in the quantum contact process (QCP) in one dimension. The
Lindblad equation contains two model parameters, ω and κ, which adjust the contributions of the quantum and
classical effects, respectively. We find a characteristic value κ∗ that separate a novel class of QCP from the
directed percolation (DP) class. In the region [0, κ∗], the exponent α associated with the density of active sites
varies continuously, whereas for κ > κ∗, α has the DP value. We use the neural network machine learning
technique to identify the transition point ωc(κ) and determine the correlation length exponent. By performing
extensive quantum jump Monte Carlo simulations at ωc(κ), we successfully determine all the other critical expo-
nents of the QCP in one dimension. Finally, we remark that the behavior of the continuously varying exponent
is similar to that in the tricritical contact process with long-range interactions.
Introduction − Quantum critical phenomena in nonequi-
librium systems have attracted considerable attention recently
in the physics community [1–19] with the development of ex-
perimental techniques in cold atomic physics such as trapped
ions [14] and lattices of ultracold ions [15–17]; driven cir-
cuit quantum electrodynamics systems [18]; and semiconduc-
tor microcavities [19]. The quantum criticality in the equilib-
rium state may be perturbed by the external environment, and
thus the combined system is left in a non-equilibrium state.
An associated phenomenon is the quantum phase transition
in a Josephson junction from a normal to a superconducting
state depending on the value of an external shunt resistor [20].
Here, we are interested in dissipative phase transitions arising
from competition between the coherent Hamiltonian dynam-
ics and incoherent dissipation process [20–32]. For these sys-
tems, questions arise as to whether the competition between
quantum and classical fluctuations produces novel universal
behavior [25, 26] and the conditions under which they exhibit
classical critical behavior in terms of the loss rates to the en-
vironment [20, 30, 31, 33].
Here, we aim to answer these questions by considering
the quantum contact process [34–40] in one dimension (1D-
QCP). The contact process (CP) is a prototypical model ex-
hibiting a nonequilibrium phase transition. Each element of
the system is in an active or inactive state, and its state changes
according to the CP model [41–47]. When all the elements are
in the inactive state, the system becomes trapped in a frozen
configuration. Examples include the catalytic reactions occur-
ring during the oxidation of carbon monoxide on a platinum
surface [42]. This CP dynamics was realized recently using
the spin orientations of Rydberg atoms in one dimension [48].
Thus, the classical CP problem extends to the CP in dissipa-
tive quantum systems in one dimension, that is, the 1D-QCP.
The dynamics of the 1D-QCP model is described by the Lind-
blad equation, which consists of a coherent Hamiltonian and
incoherent dissipative terms. Their contributions to the over-
all dynamics are adjusted by the model parameters ω (for the
coherent quantum effect) and κ (for the incoherent classical
dynamics). Thus, the system would exhibit a quantum or clas-
sical phase transition in the extreme cases. A previous result
FIG. 1. Schematic phase diagram of the QCP model in the parameter
space (κ, ω) in the mean-field limit (inside) and one dimension (out-
side). For the former, discontinuous (dashed curve) and continuous
transitions (solid line) occur, and they meet at a tricritical point (TP).
For the latter, a continuous transition occurs over the entire region
[0, κc]; however, in the interval [0, κ∗], the exponent α of the density
of active sites n(t) ∼ t−α decreases continuously as κ is increased with
non-DP values. In the region κ ∈ [κ∗, κc], it has the DP value.
based on the mean-field solution [34] showed that the QCP
exhibits a continuous (discontinuous) phase transition when
κ is large (small). Thus, a tricritical point exists, as shown in
Fig. 1. This result is similar to the phase diagram generated by
the so-called tricritical CP explored in classical systems [41].
We remark that the absorbing phase transition of the classical
CP belongs to the directed percolation (DP) universality class.
A recent numerical study of the 1D-QCP with κ = 0 [38–
40] revealed that only a continuous transition occurs. More-
over, when the QCP starts from a homogeneous state, i.e., all
the sites are in the active state, the density of active sites at
time t, denoted as n(t), decays as n(t) ∼ t−α at the transition
point ωc for κ = 0. The exponent α was estimated as ≈ 0.36,
which differs from the DP value, ≈ 0.16. Thus, it was argued
that the 1D-QCP produces a novel critical behavior. This re-
sult was obtained using the tensor network algorithm.
In this Letter, we confirm the above result and further show
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2that there exists an interval [0, κ∗] in which the exponent α
decreases continuously as κ is increased, and that for κ ≥ κ∗,
it has the DP value. The phase diagram for the 1D-QCP is
shown in Fig. 1. We obtain this result using the quantum jump
Monte Carlo (QJMC) method [49–55]. Moreover, using the
neural network (NN) machine learning algorithm, we deter-
mine the transition point ωc(κ) for each κ. Applying finite-size
scaling (FSS) analysis, we determine the exponent ν⊥ associ-
ated with the correlation length. The value of this exponent
also deviates from the previous result [38, 39]; however, it is
consistent with the DP value within the error bars. We find
that when the 1D-QCP starts from a single active site, all the
critical exponents are consistent with the DP values. On the
basis of these results, it seems that when the 1D-QCP starts in
a homogeneous state, the quantum coherence is long-ranged,
and it plays a role similar to that of the Le´vy flight long-range
interaction in the tricritical CP. When an active site interacts
with an inactive site at a distance r with rate κP(r) ∼ κ/rd+σ in
one dimension [36, 47, 56], the exponent α depends on σ in
an appropriate range of σ. We will discuss this in detail later.
Method − The NN approach has recently served as a pow-
erful tool [57, 58] for classifying the phases in classical sys-
tems [59]. In this case, the occupation of each element is rep-
resented by a binary value. However, in quantum systems,
it is represented by a real value; thus, the collective pattern
is more complex. Nevertheless, the supervised NN approach
to quantum systems has reportedly been used successfully to
identify the transition point of closed quantum systems [60–
65]. Here, we use this approach for the first time to identify
the transition point ωc(κ) in a dissipative phase transition. The
details of the NN approach we used are presented in the sup-
plementary material (SM) [66].
We first take labeled snapshots of the 1D-QCP generated
by QJMC simulations of a finite system far from a transi-
tion point in both directions and organize them in datasets;
the well-optimized NNs then respond sensitively to the tran-
sition point. This supervised learning method correctly iden-
tifies the position of the transition point. Second, using the
obtained transition points ωc(N) for given system sizes, we
perform FSS analysis and identify the transition point in the
thermodynamic limit ωc. We also determine the correlation
length exponent ν⊥. Next, we determine the other critical ex-
ponents by performing extensive QJMC simulations of a large
system at ωc.
Model − We consider a one-dimensional quantum spin
chain with a periodic boundary condition, where each state
of a site, either active or inactive, represents the up or down
spin state, denoted as |↑〉 or |↓〉 . The time evolution of the
density matrix ρˆ is described by the Lindblad equation, which
consists of the Hamiltonian and dissipative terms [67]:
∂tρˆ = −i
[
HˆS , ρˆ
]
+
N∑
`=1
[
Lˆ(d)
`
ρˆLˆ(d)†
`
− 1
2
{
Lˆ(d)†
`
Lˆ(d)
`
, ρˆ
}]
. (1)
The Hamiltonian HˆS , which governs the branching and coag-
ulation processes and represents coherent interactions, is ex-
FIG. 2. (a) Trajectory of the 1D-QCP with κ = 0 and ω > ωc from a
single active site at the center. (b) Histogram of the densities of active
sites in steady states as a function of ω for system size N = 20. The
data are obtained using QJMC simulations. Time t and the control
parameter ω are given in units of 1/γ and γ, respectively.
pressed as HˆS = ω
∑N
`=1
[
(nˆ`−1 + nˆ`+1) σˆx`
]
.
The Lindblad decay, branching, and coagulation operators
are given by Lˆ(d)
`
=
√
γσˆ−` , Lˆ
(b)
`
=
√
κ(nˆ`−1 + nˆ`+1)σˆ+` , and
Lˆ(c)
`
=
√
κ(nˆ`−1+nˆ`+1)σˆ−` , respectively. σˆ
+
` and σˆ
−
` are the rais-
ing and lowering operators of the spin at site `, respectively;
they are defined in terms of the spin basis as σˆ+ = |↑〉〈↓| and
σˆ− = |↓〉〈↑|. In addition, nˆ = σˆ+σˆ− and σˆx = σˆ+ + σˆ− are the
number operator and spin flip operator, respectively.
Quantum branching and coagulation occur at a rate ω, and
the corresponding classical processes occur at a rate κ. When
ω → 0, the model is reduced to the classical CP, which be-
longs to the DP class. Here, we first consider the pure quan-
tum limit κ → 0 but with finite ω. The opposite limit ω → 0
with finite κ, and the case of both ω and κ being finite are dis-
cussed in the SM [66]. In addition, we rescale time and the
quantum control parameter ω in units of γ; therefore, we set
γ = 1.
When ω is small, inactive particles become more abun-
dant with time, and eventually the system is fully occupied
by inactive particles. Thus, the system is no longer dynamic
and falls into an absorbing state, which is represented by
ρˆab = |↓ · · · ↓〉〈↓ · · · ↓|. When ω is large, the system re-
mains in an active state with a finite density of active particles
[Fig. 2(a)]. Thus, the QCP exhibits a phase transition from an
active to an absorbing state as the control parameter ω is de-
creased. As shown in Fig. 2(b), the phase transition seems to
be continuous. In fact, it was conjectured that the 1D-QCP
exhibits a continuous transition [37]. The transition point
and spatial correlation length exponent were obtained numer-
ically using the tensor network approach as ωc = 6.0 ± 0.05
and ν⊥ = 0.5 ± 0.2 [38], respectively. By contrast, the val-
ues we obtained using the NN approach are ωc ≈ 6.04 and
ν⊥ = 1.06 ± 0.04.
To implement the NN approach, we first organize a dataset
of the occupation probability of site `, which is denoted as
p`(t) = Tr[ρˆ(t)nˆ`]. Using the QJMC method, we generate
a steady-state configuration and obtain the occupation prob-
abilities of each site, {p`}. We collect 5 × 103 configura-
tions in ω ∈ [0, 12] at ∆ω = 0.04 intervals. To prepare
the training dataset for supervised learning, we label the con-
figurations using one-hot encoding [68], where the absorb-
3FIG. 3. (a) Plot of the output averaged over a test set as a function of ω for different system sizes. Solid (dashed) line represents the values of
the first (second) output neuron. From this plot, we estimate the crossing point of the two outputs and regard it as the transition point ωc(N)
for a given system size N. (b) Plot of ωc − ωc(N) versus N, where ωc is chosen so as to yield power-law behavior and is regarded as the
transition point in the thermodynamic limit. The slope represents the value of the critical exponent −1/ν⊥. (c) Scaling plot of the output versus
(ω − ωc)N1/ν⊥ . For the obtained numerical values of ν⊥ and ωc, the data collapse well for system sizes N = 10, 12, 14, 16, and 18.
ing state (ω ∈ [0, 4]) is encoded as (0, 1), and the active
state (ω ∈ [8, 12]) is encoded as (1, 0) [see shaded regions
in Fig. 3(a)].
Next, to train the machine, we construct the hidden layers of
the convolutional NN (CNN), including the one-dimensional
convolutional layers [69], batch normalization layers [70], and
fully connected layers. When the NN is well-trained with the
labeled training dataset in the two regions, we obtain the out-
puts for the entire ω region. More details are presented in the
SM [66].
Finite-size scaling − In Fig. 3(a), the two outputs indicate
the predictabilities that the system will fall into the absorbing
state and remain in the active state, respectively. The crossing
point of these outputs indicates a transition point ωc(N) for a
given system size N [Fig. 3(a)]. Using the obtained ωc(N) for
different system sizes, we determine ωc in the thermodynamic
limit by plotting ωc − ωc(N) versus N [Fig. 3(b)], which is
expected to behave as ωc − ωc(N) ∼ N−1/ν⊥ . Indeed, the plot
exhibits power-law behavior when an appropriate value of ωc
is chosen, and the critical exponent ν⊥ is obtained from the
slope of the power-law curve. We obtain ωc ≈ 6.04 and ν⊥ =
1.06 ± 0.04; the latter is in agreement with the value of ν⊥ ≈
1.096 for the DP class in one dimension, but differs from the
value of ν⊥ ≈ 0.5 ± 0.2 obtained using the tensor network
approach. Finally, the scaling plot is drawn in the form of the
output versus (ω −ωc)N1/ν⊥ for different N values [Fig. 3(c)].
The data for different system sizes seem to collapse.
Next, we measure the values of the other critical exponents
using the numerical data obtained by the QJMC method in
the critical region around ωc. First, we take an initial state
in which a single active seed is present at ` = 0, and the re-
maining sites are inactive. This configuration is expressed as
ρˆ(0) = σˆ+0ρabσˆ
−
0 . We measure the following quantities: i)
the survival probability, that is, the probability that the system
does not fall into an absorbing state, P(t) = 1 − Tr[ρˆ(t)ρˆab];
ii) the number of active sites, Na(t) =
∑
` Tr[ρˆ(t)nˆ`]; iii)
the mean square distance of the active sites from the origin,
R2(t) =
∑
` Tr[`2 ρˆ(t)nˆ`]/Na(t); iv) the density of seed-site over
FIG. 4. Estimates of the critical exponents of the 1D-QCP starting
from a single active site. (a) Plot of ρd(t) versus t, which behaves
as ρd(t) ∼ t−δ−δ′ . (b) Scaling plot of ρd(t)tδ+δ′ versus tN−z for δ +
δ′ = 0.32 and z = 1.55. (c) Scaling plot of Na(t)t−η versus tN−z for
η = 0.30 and z = 1.55. (d) Scaling plot of P(t)tδ
′
versus tN−z for
δ′ = 0.16 and z = 1.55. (e) Plot of R2(t) as a function of t. (f) Scaling
plot of ρd,s(t)tδ versus tN−z for δ = 0.16 and z = 1.55.
all runs, ρd(t) = Tr[ρˆ(t)nˆ`=0] ∼ Na(t)/R(t); and v) the density
of seed-site over surviving runs, ρd,s(t) = ρd/P(t). At the tran-
sition point, these quantities exhibit the following power-law
behaviors: P(t) ∝ t−δ′ , Na(t) ∝ tη, R2(t) ∝ t2/z, ρd(t) ∝ tη−1/z,
4and ρd,s(t) ∝ t−δ. For the relation ρd(t) = ρd,s(t)P(t) ∼ t−δ−δ′ ,
the scaling relation η−1/z = −(δ+δ′) holds [71]. We estimate
the exponents δ + δ′, η, δ′, z, and δ by direct measurement of
the slopes in the double-logarithmic plots, as shown in Fig. 4.
We estimate the exponent z using the data collapse technique.
For instance, for the survival probability P(t), we plot P(t)tδ
′
versus tN−z for different system sizes N. We determine z as
the value at which the data for different system sizes collapse
onto a single curve. The values of critical exponents are in
good agreement with the DP values within the error bars (Ta-
ble I).
Second, we take a homogeneous initial state in which the
entire system is occupied by active sites at t = 0, which is
expressed as ρˆ(0) = |↑ · · · ↑〉〈↑ · · · ↑|. From this initial state,
we measure vi) the density n(t) of active sites at time t av-
eraged over all runs. This quantity is formulated as n(t) =
(
∑
` Tr[ρˆ(t)nˆ`])/N. We find that n(t) exhibits power-law decay
as n(t) ∼ t−α with the exponent α = 0.32 ± 0.01, as shown
in Fig. 5. This value is consistent with the result obtained by
applying the tensor network approach; however, it is not con-
sistent with the corresponding DP value, which was estimated
as αDP = 0.16. Therefore, the 1D-QCP with κ = 0 creates a
novel universality class.
We note that ρd(t) and n(t) are actually the same quantity
even though they emerge from different initial states. They
exhibit the same critical behaviors in the CP class (see the
SM [66]), but they exhibit different critical behaviors for the
1D-QCP. This behavior is unusual, because the universality
class is independent of the initial state according to the theory
of critical phenomena. To understand the underlying mecha-
nism, we increase the control parameter κ from zero to κ = 0.6
in steps of 0.2 and explore the behavior of n(t) at each ωc(κ).
We find that the value of α decreases continuously from 0.32
for κ = 0 to α = 0.16 for κ = 0.6. The details are presented in
the SM [66]. These results suggest that α varies continuously
as κ is increased and reaches the DP value at κ∗ ≈ 0.58. When
κ = 0 and all the sites are active at t = 0, the wave functions
of each site overlap, and thus the entire system becomes co-
herent. This quantum effect is extremely strong when κ = 0.
As κ is increased, this long-range coherence is gradually re-
duced. This finding may be related to the behavior that occurs
in the tricritical CP with power-law interactions: Each active
particle activates an inactive particle at distance r with rate
κ/rd+σ, where d is the spatial dimension, and σ is a param-
eter. Then, the critical exponent α depends on the power σ
in an appropriate range of σ. As σ is increased, the effect of
long-range interactions becomes weaker, and the exponent α
becomes smaller [56].
Summary and Discussion − We investigated the phase
transitions arising in the 1D-QCP as a prototypical example
of dissipative phase transitions. The phase diagram was ob-
tained (Fig. 1) in the parameter space spanned by κ and ω,
which represent the contributions of the classical and quan-
tum effects, respectively. The curve of the transition between
the absorbing and active phases has two parts: the non-DP re-
gion [0, κ∗] and the DP region [κ∗, κc]. In the non-DP region,
FIG. 5. Estimates of the critical exponent α from the homogeneous
state. (a) Plot of n(t) as a function of t for different system sizes,
which shows that n(t) ∼ t−α. The inset shows the scaling plot of
n(t)tα versus tN−z for α = 0.32 and z = 1.55. (b) Plot of n(t) as a
function of t for different κ in the range κ ∈ [0, 0.6] in steps of 0.2.
TABLE I. Critical point and critical exponents for the 1D-QCP.
1D-QCP from 1D-QCP from 1D-DPCNN+QJMC tensor network [38, 39]
ωc 6.04 6.0 ± 0.05 —
δ′ 0.16 ± 0.05 0.26 ± 0.04 0.159
z 1.55 ± 0.06 1.61 ± 0.16 1.581
η 0.30 ± 0.05 0.26 ± 0.05 0.313
δ + δ′ 0.32 ± 0.01 0.36 ± 0.12 0.318
α 0.32 ± 0.01 0.36 ± 0.08 0.159
ν⊥ 1.06 ± 0.04 0.5 ± 0.2 1.096
the critical exponent α, which is associated with the density
of active sites n(t) for a homogeneous initial state, decreases
continuously as κ is increased. It is also interesting that the
discontinuous transition near κ = 0 in the mean-field limit
changes to a continuous transition with a continuously vary-
ing exponent in one dimension.
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1Supplementary Material to
Absorbing phase transition with a continuously varying exponent in quantum contact process
NEURAL NETWORK APPROACH
FIG. S1. Schematic illustration of the convolutional neural network built in combination of a one-dimensional convolutional layer (1D-Conv)
and a fully connected layer (FC). The red circles represent the activation function of each layer. The green circles below the arrows represent
the batch normalization.
In the main text, we mentioned that the supervised NN approach has not been applied in dissipative phase transitions. On the
other hand, the unsupervised NN approach has recently been applied to generate the configurations of open quantum systems
in steady state using the restricted Boltzmann machine [S1–S5]. However, it is challenging to investigate the critical behaviors
using unsupervised learning techniques such as the restricted Boltzmann machine. Thus, we used the supervised NN approach
including the convolutional neural network to investigate the critical phenomena of dissipative phase transition.
For classical systems, the transition point of a continuous absorbing transition is normally indicated by the presence of power-
law behavior of the order parameter with respect to time [S6, S7]. Consequently, a large system size is required to identify the
transition point. Accurately identifying the transition point using QJMC simulations of the QCP is even more difficult and is
thus a challenging problem. To overcome this difficulty, we notice that the system is in the absorbing state for ω  ωc and in
the active state for ω  ωc. Combining this observation with a recently proposed NN supervised learning concept, we identify
the transition point. The details of our neural network is as follows.
The objective of the learning procedure is to optimize the neural network to adjust the weights of connections between
neural units to achieve a variational minimization of a properly defined cost function. To this end, we collected the snapshots
presented in the main text and we construct the hidden layers of the NN, including one-dimensional convolutional layers, batch
normalization layers, and fully connected layers, as shown in Fig. S1. We employ the framework of tensorflow [S8] and use
ReLU and tanh for the activation function in the hidden layer. Two neurons in the output layer are used, and a softmax function
is used as the activation function in the output layer. We employ the cross-entropy or the mean-square error function as the
cost (error) function of the NN, which is then optimized using Adam [S9] or RMSProp [S10]. We change the architecture and
optimization algorithms in various ways. Regardless of these changes, the well-trained machines produce consistent results.
CONTINUOUSLY VARYING EXPONENT α
For κ < κ∗, there exists the continuously varying critical exponent α, which is different from the DP class. In this section,
we shall perform the finite-size scaling for κ ∈ [0, 0.58] in steps of 0.1 to confirm the continuously varying critical exponent α.
At the transition point, we estimate the exponents α by measuring the slopes directly in the double-logarithmic plots as shown
in Fig. S2(a). The exponent α continuously increases from 0.16 to 0.32 as κ decreases. Moreover, we confirm those exponents
using the data-collapse technique. In Fig. S2(b-g), we plot n(t)tα versus tN−z for different system sizes N for κ ∈ [0, 0.58] and
2FIG. S2. Estimates of the critical exponents of the 1D-CCP starting from the single active initial state. (a) Plot of n(t) as a function of t for
different κ in the range κ ∈ [0, 0.58] in steps of 0.1. The lower (upper) solid line is a guideline with slope −0.32 (−0.16). Scaling plot of n(t)tα
versus tN−z. Incoherent control parameter are taken as κ = 0.1 for (b), κ = 0.2 for (c), κ = 0.3 for (d), κ = 0.4 for (e), κ = 0.5 for (f), and
κ = 0.58 for (g). The parameter t is given in units of 1/γ.
TABLE I. Critical exponent α for the 1D-QCP for finite value of κ.
κ α δ′ z η δ
0.0 0.32 ± 0.01
0.1 0.28 ± 0.01
0.2 0.24 ± 0.01
0.3 0.22 ± 0.01 DP values
0.4 0.20 ± 0.01
0.5 0.18 ± 0.01
≥ 0.58 DP values
the critical exponents are listed in Table I. We remark that the critical exponents except α correspond to the DP values within the
3error-bar for this κ region.
CLASSICAL CONTACT PROCESS USING THE QUANTUM JUMP MONTE CARLOMETHOD
FIG. S3. Estimates of the critical exponents of the 1D-CCP starting from the single active initial state. (a) Plot of ρd(t) versus t, which behaves
as ρd(t) ∼ t−δ−δ′ . The solid line is a guideline with slope −0.32. Inset: scaling plot of ρd(t)tδ+δ′ versus tN−z for δ + δ′ = 0.32 and z = 1.58.
(b) Scaling plot of Na(t)t−η versus tN−z for η = 0.30 and z = 1.58. (c) Scaling plot of P(t)tδ
′
versus tN−z for δ′ = 0.16 and z = 1.58. (d) Plot
of R2(t) as a function of t. The solid line is a guideline with slope 2/z for z = 1.58. (e) Scaling plot of ρd,s(t)tδ versus tN−z for δ = 0.16 and
z = 1.58. The parameter t is given in units of 1/γ.
FIG. S4. Estimates of the critical exponents of the 1D-CCP starting from the fully active initial state. (a) Plot of n(t) as a function of t, which
shows n(t) ∼ t−α. The solid line is a guideline with slope −0.16. Inset: the scaling plot of n(t)tα versus tN−z for α = 0.16 and z = 1.58. (b) Plot
of n(t) as a function of t for different values of ω < ωc. Inset: Data points collapse well onto a single curve for α = 0.16, and ν‖ = 1.73. The
parameter t is given in units of 1/γ.
The critical exponents of 1D-QCP were obtained using the finite-size scaling from the data of QJMC method in the main text.
To check the validity of the finite-size scaling with the small system size, we consider the 1D classical contact process (CCP)
4where κ is finite and ω = 0 (see Eqs. (2-5) in the main text). At the critical point, we perform the finite-size scaling to 1D-CCP
using the QJMC method. The observables correspond to the definitions of the main text.
First, we obtain the exponents δ + δ′, η, δ′, z, δ, and α directly by measuring the slopes in the double-logarithmic plots shown
in Figs. S3 and S4. Then, we collapse the data by using the obtained exponents to compute the dynamic exponent z. Specifically,
we plot ρdtδ+δ
′
versus tN−z in Fig. S3(a), Nat−η versus tN−z in Fig. S3(b), and P(t)t−δ
′
versus tN−z in Fig. S3(c) for different
system sizes N. We measure the exponent z directly using the plot of R2(t) versus t in Fig. S3(d). In classical contact process,
we can classify the surviving runs and thus we measure the exponent −δ directly using the plot of ρd,s(t) versus t in Fig. S3(e).
Next, we plot n(t)t−α versus tN−z in Fig. S4(a) for different system sizes N. The exponent ν‖ is obtained from the rescaling plot
of n(t)tα versus t(ωc − ω)ν‖ for different ω values in Fig. S4(b).
The critical exponents are thus obtained as δ + δ′ = 0.32 ± 0.01, η = 0.31 ± 0.02, δ′ = 0.16 ± 0.01, δ = 0.16 ± 0.02,
z = 1.58 ± 0.03, and α = 0.16 ± 0.01. Note that δ = α. In addition, α = δ′ implying that rapidity-reversal symmetry holds. All
the critical exponents are in good agreement with the DP values within the error bars. Thus we verified that the critical exponents
on classical contact process can be successfully obtained using QJMC method with the same system size in main text.
CRITICAL EXPONENTS IN CLASSICAL ABSORBING PHASE TRANSITION
FIG. S5. The behaviors of physical quantities as a function of time t at the transition point. (a) For the classical CP. The solid lines are a
guideline with slope 2/z, η, −δ = −δ′ = −α, η − 1/z, from top to bottom. The values of all critical exponents are z = 1.58, δ = 0.16, η = 0.31,
δ′ = 0.16, and α = 0.16. Note that δ′ = α and rapidity-reversal symmetry holds. (b) For the 2D classical tricritical contact process starting
from a single active site. The solid lines are a guideline with slope 2/z, −δ = −α, η, −δ′, and η − 1/z from top to bottom. The values of all
critical exponents are z = 2.11, δ = 0.09, η = −0.35, and δ′ = 1.21. Note that rapidity-reversal symmetry is broken.
We mentioned that ρd(t) and n(t) show the same asymptotic behavior, which means that δ = α holds. In this section, we shall
check this relation for 1D contact process and 2D tricritical contact process using the classical Monte Carlo simulation. We
measure the complete set of critical exponents for the system where rapidity reversal symmetry holds [Fig. S5(a) for 1D contact
process] or not [Fig. S5(b) for 2D tricritical contact process]. All critical exponents are successfully obtained and both systems
satisfy the relation δ = α. In addition, the generalized hyperscaling relation η − D/z = −δ − δ′, which is believed to be satisfied
with the single absorbing state phase transition, holds.
ESTIMATION ON THE CRITICAL EXPONENT ν‖ FOR QUANTUM CONTACT PROCESS
We obtained the critical exponent associated with the spatial correlation length ν⊥ = 1.06 ± 0.04 directly from the NN
approach. In this section, we verify the critical exponent associated with the spatial correlation ν⊥ by obtaining the critical
exponent associated with the temporal correlation ν‖ = ν⊥z using QJMC.
The exponent ν‖ is obtained from the rescaling plot of n(t)tα versus t(ωc − ω)ν‖ for different ω values. The values of ω are
taken from the region used in classical contact process [Fig. S4(b)]. In Fig. S6, we obtain ν‖ = 1.73 and thus ν⊥ = ν‖/z ' 1.095.
This value is consistent with the value from the NN approach.
5FIG. S6. (a) Plot of n(t) as a function of t for different values of ω < ωc. (b) Data points collapse well onto a single curve for ωc = 6.04,
α = 0.32, and ν‖ = 1.73. The units of control parameter is given as γ.
FIG. S7. (a) Plot of the output averaged over a test set as a function of ω for different system sizes. The value of the first (second) output
neuron is represented as solid (dashed) line. From this plot, we estimate the crossing point of the two outputs and regard it as the transition
point ωc(N) for a given system size N. The shaded regions ω ∈ [0, 3] and ω ∈ [9, 12] indicate the training sets used in the convolutional NN
(CNN) analysis. (b) Plot of ωc − ωc(N) versus N, where ωc is chosen so as to yield power-law behavior, which is typical near the transition
point ωc. The slope represents the value of the critical exponent −1/ν⊥. (c) Scaling plot of the output versus (ω − ωc)N1/ν⊥ . For the obtained
numerical values of ν⊥ and ωc, the data collapse well for system sizes N = 10, 12, 14, 16, and 18. From (b) and (c), we obtain ωc ≈ 6.04 and
ν⊥ = 1.06 ± 0.04. The units of control parameter is given as γ.
FIG. S8. Plot of n(t) as a function of t for different ω. System size is taken as N = 20.
NEURAL NETWORK APPROACHWITH DIFFERENT TRAINING REGION
For supervised learning, it is advantageous to take a narrower test region [white region in Fig. S7(a)], because more information
can be taken in the training region. However, if the test region is too narrow to include the crossing point, the crossing point of
the outputs would not be the critical point. To avoid this case, it is desirable to take a test region with an appropriate size.
We took the left boundary ω = 4 in the main text, because this is the value at which the order parameter n(t) decays expo-
6nentially, i.e., at which the system is in the subcritical region, as shown in Fig. S8. This result was obtained using the QJMC
method. However, the boundary ω = 8 was taken, because n(t) behaves as it does in the supercritical state.
To check the sensitivity of the positions of the left and right boundaries, we also considered a test region of (3 ≤ ω ≤ 9) and
then estimated the transition point ωc in the thermodynamic limit and the value of the exponent ν⊥. As shown in Fig. S7, we
obtained the same values of ωc and ν⊥.
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