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In this thesis I present my results concerning various phases and phase
transitions in the honeycomb optical lattice with in-plane anisotropic
hopping amplitudes. The anti-ferromagnetic transition is studied as
the first step. Using the mean-field self-consistent method as well as
a calculation based on Stoner’s criterion, the transition line is found
to consist of two approximately linear parts meeting at the point of
the topological phase transition, which is triggered by the in-plane
anisotropic hopping amplitudes. The linearity of the transition lines is
explained using simple scaling arguments. The effective Hamiltonian
that we derived for the limit of large anisotropy and strong correlation,
which is the quantum Ising model on an effective square lattice, shows
the microscopic detail of the phase space in the vicinity of the tran-
sition line in the proper limits. The second transition studied is that
from the metallic state to the spin-liquid phase, which is indicated by
the opening of a charge gap while the spin channel remains param-
agnetic. Within the slave-rotor method, a gapped spin-liquid phase
described by effectively decoupled dimers is found to be dominating
in the limit of large anisotropy. The fate of the spin-liquid phase in
the limit of isotropic doping, i.e. in the symmetric honeycomb lattice,
however, is not clear in our calculation. Further investigation, with
the help of theoretical techniques beyond the mean-field slave-rotor
treatment, is needed to settle this issue. The effective Hamiltonian
mentioned above for the anti-ferromagnetic transition in the limits of
large anisotropy and strong correlation shows that the quantum state
of this spin-liquid phase is that of spin singlets on decoupled dimers,
which can be considered as a special case of the short-range RVB state.
By the same effective Hamiltonian, the transition between the anti-
ferromagnetic and the spin-liquid phase is that of the quantum Ising
model on the square lattice. We then turned to AA-stacked bilayer
honeycomb lattice with attractive onsite interaction. The subject of
study is the pairing transition, which is intimately related to the anti-
ferromagnetic transition in the repulsive case. We first studied the
system doped to the Dirac points, which are no longer situated at
zero energy as in the case of monolayer honeycomb lattice, due to the
inter-layer nearest-neighbor hopping. In the limit of large interlayer
hopping, the critical interaction strength for the pairing transition is
doubled as compared to the limit of decoupled layers, a result that
can be explained in the dimer picture. We then studied two typi-
cal cases representing two situations before and after the topological
phase transition. The correlation between the existence of a finite
interaction strength and that of a finite-sized Fermi surface, and, in
the case of a finite-sized Fermi surface, the correlation between the
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1.1 (a): The honeycomb lattice and its diamond-shaped unit cell de-
lineated by the triangular Bravais lattice vectors a1 and a2. Black
and gray sites belong to sub-lattices A and B, respectively. A
nearest-neighbor-hopping event along directions c1,2,3 causes hop-
ping amplitudes t1,2,3, respectively. a is the lattice constant. (b):
The reciprocal lattice of the honeycomb lattice is spanned by the
primitive vectors b1,2. The first Brillouin Zone (FBZ) is also hexagon-
shaped. The calculations in this thesis are performed in the diamond-
shaped primitive unit cell, which is equivalent to the FBZ. Γ, M, K
and K′ are points of symmetry that will be important to our discus-
sion. The other four corners of the hexagonal FBZ are connected
to either K or K′ by the elementary reciprocal lattice vectors b1,
b2 or their combinations. There are three inequivalent centers of
the sides of the hexagonal FBZ, one of them (the M point) being
illustrated in the figure. The vectors K and K ′ point from the Γ
point to the K and K′ points, respectively. . . . . . . . . . . . . . 4
1.2 An illustration of the optical lattice system (orange potential)
loaded with ultra-cold atoms (blue spheres). This particular exam-
ple is a triangular lattice, formed by the setup as shown in Figure
1.3(a), but with a red-detuned laser system. See the caption of
Figure 1.3 for detail. . . . . . . . . . . . . . . . . . . . . . . . . . 6
ix
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1.3 (a): The arrangement of laser beams in order to make a honey-
comb optical lattice. (E0, ωL, , φ) are, respectively, the electric
field amplitude, the angular frequency, the polarization and the
phase of the laser beams. These parameters are the same for all
the laser beams in this configuration. A schematic illustration of
the atomic energy levels and the laser frequency is shown the inset
in the up-left corner, where g and e are the ground ant excited
atomic states, while ω0 and ωL are the atomic excitation and laser
frequencies, respectively. The lasers are blue-detuned in this case,
because ωL > ω0. (b): The corresponding potential landscape
formed by the laser beams in (a) is shown here. Dark and white
areas are potential valleys and heights, respectively. Due to the
blue-detuning of the laser beams, atoms are to be attracted to the
valleys of the potential landscape, which collectively form a honey-
comb lattice. For red-detuned laser configuration, i.e. ωL < ω0, this
system is to be regarded as a triangular lattice, which is illustrated
in Figure 1.2. See Reference [31] for more detail. . . . . . . . . . . 8
1.4 The tight-binding band structure of the honeycomb lattice (1.17).





and y = 3aky
2
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1.5 The triangle inequality is satisfied by the set of values of t1, t2
as measured in units of t3 within the tilted dashed rectangle with
corners at (1, 0) and (0, 1), which extends infinitely in the right-
upward direction, and is not satisfied elsewhere. . . . . . . . . . . 16
1.6 The band structure of the honeycomb lattice as a function of the
hopping amplitudes: One of the three nearest-neighbor hopping
amplitudes is labeled t′, which is varied with respect to the other
two (labeled t). At t′ = t, the Dirac points are at points K and K′;
for t < t′ < 2t, the Dirac points shift toward each other, at t′ = 2t
they coincide, forming the so called semi-Dirac point, at which the
dispersion is linear in one direction and parabolic in the other;
beyond this point, i.e. when t′ > 2t, the Dirac points disappear
and a band gap (∆BI) opens. . . . . . . . . . . . . . . . . . . . . . 18
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1.1 Graphene and Honeycomb Optical Lattice
1.1.1 Graphene
Graphene is the first experimentally-realized two-dimensional (2D) crystal. Ever
since its isolation and electronic contacting in 2004 [1], tremendous amount of
research interest in this material has been triggered, presumably by its potential to
revolutionize the field of condensed matter research, the electronics industry and,
ultimately, our daily life. The reasons for the interest can, of course, be traced
down to the unusual properties of graphene [1–4], which will be briefly discussed in
this chapter. The Nobel prize in physics in 2010 was awarded to Andre Geim and
Konstantin Novoselov, who were responsible for the ”groundbreaking experiments
regarding the two-dimensional material graphene” [5].
However, graphene is not new to us. Graphite, a 3D material made out of
sheets of graphene glued together by the van der Waals force, has been used by
mankind as a tool for drawing and writing ever since the 4th millennium BC [6].
In the 1940s, graphite drew the attention of the physics community, because of
its crucial role in nuclear power plants controlling the rate of chain reactions.
As a preliminary study for graphite, graphene was then investigated in detail for
the first time, albeit as a mere theoretical concept, presumably being unstable
towards the formation of curved structures (such as fullerenes, carbon nanotubes,
etc.).
Because of its atomic thickness, an isolated sheet of graphene was not exper-
imentally accessible for electronic transport measurement until 2004 [1], when
1
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the group in Manchester, led by Andre Geim and Konstantin Novoselov, success-
fully fabricated and observed, with the help of an optical microscope, sheets of
graphene on specially prepared SiO2 substrates. In subsequent experiments [2],
the electronic properties of graphene were probed. It was found that graphene
is an excellent metal, with virtually all charge carriers mobile. In more recent
experiments on suspended graphene samples [7, 8], the mobility was found to
be beyond ∼100,000 cm2V−1s−1, which can be pushed further with the aid of a
hexagonal Boron-Nitride substrate [9]. With the application of a gate voltage Vg,
which tuned the carrier density, the observed behavior of graphene resembles the
field effect in semi-conductors, the only difference being the absence of a band
gap. This opened the potential application of graphene in micro-electronics as
transistors [10], which are the basic elements of integrated electric circuits, though
means of gap-opening are still needed. Estimations at IBM show that metallic
transistors based on graphene could improve the miniaturization of electronic
chips by one order of magnitude. Apart from its potential application as field
effect transistors, for which its electronic properties are chiefly responsible, the
mechanical properties and structural and chemical stability of graphene render
it an exceptionally useful material in many other areas of application, ranging
from quantum information storage device [11] to membrane sensors for detecting
pressure changes in small volumes [12]. A summary of such applications can be
found in the review by Abergel et al. [13]. The technological potential of graphene
is one of the major motivations underlying the current intense research on this
material.
The investigation of Shubnikov-de Haas oscillations and the discovery of the
integer quantum Hall effect in graphene revealed characteristic behaviors of rel-
ativistic Dirac fermions in magnetic fields [2, 14]. This confirmed the theoretical
predictions of a tight-binding band structure calculation published in 1946 [15],
where Wallace showed that the energy dispersion of graphene features the con-
ical intersections at the corners of the first Brillouin zone (FBZ) (the K and K′
points in Figure 1.1(b)). The effective band structure around these points is that
of the 2D Dirac equation without a mass term, hence these points are termed
Dirac points. The low energy electronic excitations in graphene are a realization
of this model in relativistic quantum mechanics, which formerly was of interest
2
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to high-energy physicists only. In the experiment, the effective speed of light (the




where c is the speed of light in vacuum. Dirac fermions were directly observed
in graphene in 2006 using angle-resolved photo-emission spectroscopy [4]. Thus
graphene serves as a bridge between condensed matter and relativistic physics
[16]. Other unusual behaviors of the electrons in graphene that are characteristic
of relativistic particles include the Klein paradox [17], which is the phenomenon of
the absence of backscattering when transmitted through an external electrostatic
potential, and the anomalous integer quantum Hall effect in a strong magnetic
field [18–20]. The fundamental research interest in a 2D relativistic condensed
matter system is another major motivation.
Because graphene sheets can be considered as the building blocks of a number
of other carbon based materials, the study of graphene benefits the understanding
of a class of these materials. Examples are fullerenes, which are zero-dimensional
objects obtained from graphene by introducing pentagons into the lattice struc-
ture, carbon nanotubes, which are under intense research, can be obtained from
graphene by rolling it in a particular direction and connecting the carbon bonds:
these are quasi-1D objects, and in 3D, graphite, as already mentioned, is a stack
of graphene glued together by the van der Waals force. Graphene is the natural
starting point for the study of these materials.
On the technical level, graphene is a sheet of carbon atoms arranged in a
stack of hexagons (see Figure 1.1(a)). The electronic configuration of an isolated
carbon atom is 1s22s22p2. The electrons in the 1s orbital are deep in the inner
shell, and are irrelevant when considering chemical bonding. The 2s orbital is
lower in energy than the 2p orbitals, and is thus fully populated by two electrons
in an isolated carbon atom. However, in the presence of other atoms, such as
in graphene or in benzene, it turns out to be energetically favorable to promote
one of the two electrons in the 2s orbital to the 2p orbitals, in order to form
covalent bonds. The resulting sp2 hybridization between an s-orbital and two p-
orbitals (px and py) leads to the formation of a trigonal planar orbital structure,
which is responsible for the formation of σ-bonds between carbon atoms as well as
3
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the 2D structure of graphene. While these hybridized orbitals are inert from the
electronic transport point of view, the remaining pz orbital, which is perpendicular
to the lattice plane, overlaps with neighboring sites to form a pi-band, and is thus
responsible for the electronic transport properties of graphene. Since there is one


















Figure 1.1: (a): The honeycomb lattice and its diamond-shaped unit cell delin-
eated by the triangular Bravais lattice vectors a1 and a2. Black and gray sites
belong to sub-lattices A and B, respectively. A nearest-neighbor-hopping event
along directions c1,2,3 causes hopping amplitudes t1,2,3, respectively. a is the lat-
tice constant. (b): The reciprocal lattice of the honeycomb lattice is spanned by
the primitive vectors b1,2. The first Brillouin Zone (FBZ) is also hexagon-shaped.
The calculations in this thesis are performed in the diamond-shaped primitive unit
cell, which is equivalent to the FBZ. Γ, M, K and K′ are points of symmetry that
will be important to our discussion. The other four corners of the hexagonal FBZ
are connected to either K or K′ by the elementary reciprocal lattice vectors b1,
b2 or their combinations. There are three inequivalent centers of the sides of the
hexagonal FBZ, one of them (the M point) being illustrated in the figure. The
vectors K and K ′ point from the Γ point to the K and K′ points, respectively.
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1.1.2 Honeycomb Optical Lattice
The physical properties of graphene are in large attributable to the underlying
lattice structure, namely the honeycomb lattice, which hosts a bunch of rich
phenomena [13, 35]. For example, in its naturally occurring form, graphene is
a semi-metal. By changing the lattice geometry, relative energy scales or filling,
many other interesting phases are attainable, examples being band-insulating and
antiferromagnetic phases [21,22] .
However, physical limitations render graphene not a very suitable system for
the study of the full phase space of the honeycomb lattice. For example, de-
formation through the application of uniaxial strain [21, 23] changes the spatial
separation between neighboring sites in graphene, hence changes the correspond-
ing electronic wave function overlap, upon which the electron hopping amplitudes
depend. In the honeycomb lattice, sufficient anisotropy in hopping amplitudes
leads to the opening of a band gap [24–26]. However, the amount of anisotropy
required to achieve this band-gap-opening is likely to be beyond the sustainable
limit of a graphene sheet [21, 23,24,27].
A system much better suited for the manipulation of the hopping amplitudes,
and thus for the study of the full phase space, is the system of an optical lattice
loaded with ultra-cold atoms [28–30]. As a simulation of condensed matter sys-
tems, the optical lattice plays the role of the atomic potential, while the ultra-cold
atoms play the role of the electrons.
Optical lattices in general are formed using a set of counter propagating laser
beams, which interfere with each other and form a spatially periodic optical po-
tential. A variety of lattice structures can be generated by different configurations
of laser beams [31]. Because of its optical nature, this system is free from impu-
rities, defects and effects such as electron-phonon interaction, which can destroy
quantum coherence in condensed matter systems. Thus this system allows us
to concentrate on the intrinsic properties of the lattice structure. Moreover, the
lattice parameters can be varied by varying the laser as well as geometric param-
eters [24–26, 31–34]. Thus over naturally occurring crystal systems, the optical
lattice system has major advantages in configurability and controllability [31].
When loaded with ultra-cold atoms, this system offers possibilities of simulating
5
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Figure 1.2: An illustration of the optical lattice system (orange potential) loaded
with ultra-cold atoms (blue spheres). This particular example is a triangular lattice,
formed by the setup as shown in Figure 1.3(a), but with a red-detuned laser system.
See the caption of Figure 1.3 for detail.
situations difficult to achieve in condensed matter systems [32, 33, 44]. This has
been made possible by the recent experimental advances in the cooling and ma-
nipulation of atoms [30,36,37], landmarked by the realization of the Bose-Einstein
condensation [29, 38–40] as well as Fermi degeneracy [41–43], and more recently
by the study of pairing and superfluidity in fermions [45–47] as well as the stud-
ies on the imbalanced fermionic mixtures [48–52]. An additional advantage of
this system over conventional condensed matter systems is the possibility of engi-
neering the sign and strength of the particle-particle interactions using Feshbach
resonance [53,54].
The mechanism by which the atoms are trapped in the optical potential is
provided by the interaction between the dipole moment of the ultra-cold atoms
and the optical potential. The frequencies of the laser beams are detuned in or-
der to avoid spontaneous emission that can destroy the coherence of the system.
6
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For blue- and red-detuned laser beams, the minima of the potential energy of
the atoms coincide with the minima and maxima of the dipole potential, respec-
tively. Figure 1.2 illustrates a simple two-dimensional triangular optical lattice
system loaded with ultra-cold atoms, which can be formed by three counter-
propagating red-detuned laser configuration as schematically sketched in Figure
1.3(a). The honeycomb optical lattice, on the other hand, is obtained with the
same geometrically configured, but blue-detuned system [31, 55], the optical po-
tential landscape of which is shown in Figure 1.3(b). Another equivalent setup is
obtained by changing the three 2pi
3







another way of constructing the honeycomb lattice, among many other possible
lattice structures, is provided in Reference [32]. Successes in loading ultra-cold
atoms in the honeycomb optical lattice have been reported in References [32,55].
In contrast to the electrons in condensed matter systems, cold atoms are neu-
tral. The interaction among them is mainly in the form of s-wave scattering.
This is an advantage of the optical lattice when it comes to simulating the Hub-
bard onsite interaction, which will be introduced in a later section. On the other
hand, because of the neutrality of atoms, electric and magnetic fields do not act
on them the way they do on electrons, which poses difficulties on experimental
efforts on gauge-field-related effects in the optical lattice system, a prominent
example being the quantum Hall effect. There have been various proposals for
simulating such effects, a recent example being the use of laser assisted tunneling
to create an effective gauge potential [56–60]. A recent review on this subject is
found in Reference [61].
In this thesis, we always have the optical lattice system in mind, unless oth-
erwise specified.
1.1.3 Crystallographic specifications and the continuum limit
For later convenience, in this section we specify the honeycomb lattice struc-
ture. As shown in Figure 1.1(a), it is a bipartite lattice, made out of two inter-



























Figure 1.3: (a): The arrangement of laser beams in order to make a honey-
comb optical lattice. (E0, ωL, , φ) are, respectively, the electric field amplitude,
the angular frequency, the polarization and the phase of the laser beams. These
parameters are the same for all the laser beams in this configuration. A schematic
illustration of the atomic energy levels and the laser frequency is shown the inset
in the up-left corner, where g and e are the ground ant excited atomic states, while
ω0 and ωL are the atomic excitation and laser frequencies, respectively. The lasers
are blue-detuned in this case, because ωL > ω0. (b): The corresponding potential
landscape formed by the laser beams in (a) is shown here. Dark and white areas
are potential valleys and heights, respectively. Due to the blue-detuning of the
laser beams, atoms are to be attracted to the valleys of the potential landscape,
which collectively form a honeycomb lattice. For red-detuned laser configuration,
i.e. ωL < ω0, this system is to be regarded as a triangular lattice, which is illustrated
in Figure 1.2. See Reference [31] for more detail.
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The lattice constant of graphene is a = 1.42A˚. Each lattice site in sublattice-A
has three nearest neighbors (nn) in sublattice-B, connected by the vectors










The hopping amplitudes along these directions are respectively t1,2,3, as shown in
Figure 1.1(a).


































where N ×M = Nc equals the number of unit cell in the system and, assuming

































The area of a single k-state in the reciprocal space is given by that of the








In this thesis we consider the theoretical limit of an infinite size crystal. With
this in mind, we take N → ∞, M → ∞, so that the crystal momentum k in
Equation (1.5) becomes continuous:
− 2pi√
3a













corresponding to the diamond shaped unit cell in the reciprocal space, as shown
in Figure 1.1(b). Using the unit area in the reciprocal space, namely Equation
(1.8), the summation of the discrete crystal momentum over the First Brillouin

















d2k · · · . (1.10)
The integration limits are the inequalities (1.9). To further simplify the formality,













· · · ≈ 1
2pi2
∫
dxdy · · · . (1.12)
Correspondingly, the integration limits become
− pi < x < pi, −pi + |x| < y < pi − |x|. (1.13)
1.2 Dirac Fermions and the topological phase transition
1.2.1 Tight-binding band structure and Dirac fermions











Here a†iσ (bjσ) creates (annihilates) an electron with spin σ =↑, ↓ on lattice site
i ∈ A (j ∈ B); 〈ij〉 are the nearest-neighboring sites; tij is the hopping amplitude
between nearest-neighboring sites i and j; µ is the chemical potential determining
the total number of particles, with half-filling corresponding to µ = 0 due to the
particle-hole symmetry.







exp (ik ·Ri)αkσ, (1.15)
where α = a, b denotes the annihilation operators, the vectors Ri form a triangu-
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from which we obtain the tight-binding energy bands
kλ=± = λ|γk| (1.17)















Natural graphene has t1 = t2 = t3 ≡ t due to its point symmetry that includes
invariance under 120◦ rotation, so that we have in this case
|γk| = t
√
1 + 4 cos2 x+ 4 cosx cos y. (1.19)
The corresponding band structure is plotted in Figure 1.4. The points at which
the two bands touch are solutions of the equation
|γk| = 0, (1.20)
which yields the vectors (1.7). These so-called Dirac points are labeled K and K′
in Figure 1.1(b). When the structure factor γk is expanded around these points
to leading order in q = k−K and q′ = k−K ′, where k is the crystal momentum,
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Figure 1.4: The tight-binding band structure of the honeycomb lattice (1.17).
Notice that this figure is plotted in the rescaled coordinates (1.11), namely x =√
3akx






γK+q ≈ vF(qx + iqy), (1.21a)
γK
′+q′ ≈ −vF(q′x − iq′y), (1.21b)
with
vF = 3at/2 (1.22)
being the Fermi velocity in Equation (1.1). Notice that in graphene we have
t ' 3eV, (1.23)
which implied the value of the effective speed of light in Equation (1.1), and that
we have taken ~ to be unity here, which convention will be followed in this thesis.
We thus have the effective Hamiltonians
HK(q) = −vF(qxσx − qyσy), (1.24a)
HK′(q
′) = vF(q′xσx + q
′
yσy), (1.24b)
both of which resemble the 2D massless Dirac Hamiltonian, hence the name
Dirac points for the band-contact points. The dispersion relation of the two
Hamiltonians is given by
Eλ=±
K,K′ (q) = λvFq (1.25)
with q = |q|, independent of the subscripts K and K′. In the low energy limit of
E  t, one is therefore confronted with a two-fold valley degeneracy, in addition
to the original spin degeneracy.
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1.2.2 Anisotropic honeycomb lattice and the topological phase tran-
sition
As implied by Equation (1.20), the locations of Dirac points are functions of real
space geometry as well as hopping amplitudes. Naturally occurring graphene has
perfect honeycomb lattice with isotropic nearest-neighbor hopping amplitudes,
implying highly symmetric locations of Dirac points at K and K′. Relocation of
the Dirac points can be achieved by, for example, changing the relative strength
of the nearest-neighbor hopping amplitudes [25, 26, 34]. The resulting locations




















where sgn(x)=x/|x|. The above expression implies that the hopping amplitudes
must satisfy the triangle inequality
|t2 − t3| < t1 < t2 + t3 (1.27)
in order for Dirac points to exist [25]. The region in parameter space in which
the above inequality is satisfied is illustrated in Figure 1.5.
In the case where t1 > t2 + t3, as illustrated in Figure 1.6, the Dirac points
merge, and a band gap opens: instead of a semi-metal, the system becomes a
band-insulator, in which phase the band gap is given by
∆BI = |t1 − t2 − t3| . (1.28)
This phase transition is an example of a topological Lifshitz transition, which is
essentially a transformation of the topological property of the band structure. In
particular, before the transition, the two inequivalent Dirac points have Berry









Figure 1.5: The triangle inequality is satisfied by the set of values of t1, t2 as
measured in units of t3 within the tilted dashed rectangle with corners at (1, 0) and
(0, 1), which extends infinitely in the right-upward direction, and is not satisfied
elsewhere.
Berry phase of 0 [24]. The experimental realization of the merging of the Dirac
points in the honeycomb optical lattice has been reported in Reference [32].
In the particular case where, while the hopping amplitudes along c2 and c3 (t2
and t3 in Figure 1.1) are equal, the hopping along c1 can be different, we denote
the hopping amplitudes as
t1 ≡ t′, t2 = t3 ≡ t. (1.29)
In this case we have
|γkt′ | =
√
t′2 + 4t2 cos2 x+ 4tt′ cosx cos y. (1.30)
The resulting movement of Dirac points is illustrated in Figure 1.6. The merging
16
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of Dirac points, according to the triangular inequality (1.27), takes place at
t′ = 2t, (1.31)
and the band gap for t′ > 2t is given by
∆BI = t
′ − 2t, (1.32)
where we have used Equation (1.28). This is the simplest scenario in which the
topological phase transition can take place, and is the case studied in this thesis.
1.3 Electron-electron interaction
In the following, we will briefly compare the nature of interactions in graphene to
those in the optical honeycomb lattice system. In discussing the latter, which is
the main subject of this thesis, we will also summarize the main findings reported
in this thesis.
1.3.1 Coulomb interaction in graphene
While the model of free massless Dirac fermions accounts for the semi-metallic and
band-insulating behavior of graphene very well, the electron-electron Coulomb






where e is the electronic charge, l is the characteristic distance between charges,
and  is the dielectric constant of the environment. One may use the ratio between
the Coulomb interaction energy and the kinetic energy Ekin(kF) at the same length
scale, i.e. kF ∼ l−1, to quantify the importance of the interaction effects. If this
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Figure 1.6: The band structure of the honeycomb lattice as a function of the hop-
ping amplitudes: One of the three nearest-neighbor hopping amplitudes is labeled
t′, which is varied with respect to the other two (labeled t). At t′ = t, the Dirac
points are at points K and K′; for t < t′ < 2t, the Dirac points shift toward each
other, at t′ = 2t they coincide, forming the so called semi-Dirac point, at which the
dispersion is linear in one direction and parabolic in the other; beyond this point,
i.e. when t′ > 2t, the Dirac points disappear and a band gap (∆BI) opens.
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which case the quantum state of the system cannot be correctly described by























is the fine structure constant in quantum electrodynamics, c ≈ 300vF is the
vacuum speed of light. Equation (1.34) indicates that the interaction effects
in graphene are in the intermediate region, and could be decreased further if
embedded in an environment with a large .
The simple two-body Coulomb interaction potential (1.33) is long-range. How-
ever, in a many-body system on the macroscopic scale, the screening properties
of the interacting electrons become important. An important quantity in this
consideration is the characteristic screening length, which is the length beyond




within the Thomas-Fermi treatment, with
kTF ' αGkF (1.37)
being the Thomas-Fermi wave vector in the two spatial dimensions 1, in terms
of the graphene fine structure constant αG discussed previously and the Fermi
wave vector kF. In undoped graphene, the Fermi wave vector is zero at the
Dirac points. Thus the screening length (1.36) diverges, implying an essentially
unscreened Coulomb interaction.
Experiments so far have shown that the physics of graphene is well captured by
the one-particle tight-binding model (1.14), while the interaction effects remain
1In a three-dimensional space, this relation would be k2TF ' αGk2F
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subordinate. The above discussed interaction strength as indicated by αG is one
possible reason for this. Another possible reason would be the density of states









which linearly vanishes with |E|. This suppresses the interaction effects at the
Dirac points further. Thus in order to study the possible effects of interaction,
it is necessary to consider the optical version of the honeycomb lattice, which
offers the tunability of the interaction strength, a feature that is largely absent
in graphene.
There are however some indications for weak Coulomb interactions, such as
the renormalization of the Fermi velocity [62] or quasi-particle features in photoe-
mission spectra [63]. These effects are thoroughly discussed in a recent review [64],
to which we refer the interested readers.
1.3.2 Interaction in the honeycomb optical lattice
The above considerations make it clear that in graphene, the Coulomb interaction
is weak to intermediate in strength, and is long-range. However, the story is
completely different in the case of the optical honeycomb lattice loaded with ultra-
cold atoms, which, first of all, offers the possibility of engineering the interaction
strength with the Feshbach resonance. Furthermore, as already mentioned before,
the interaction between the neutral atoms mainly takes the form of two-body s-












where U is the interaction strength, and nαiσ = α
†
iσαiσ, where α are the sub-lattice
indices as well as the corresponding annihilation operators, is the number operator
for lattice site i in sublattice α and spin-σ. Notice that the spin here is in fact the
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“pseudo-spin” associated with two hyperfine levels of the fermionic atoms that
we consider in this thesis. This interaction term combines the extremely short
interaction range of the s-wave scattering and the tight-binding picture of the
kinetic Hamiltonian (1.14). This is the interaction term that will be considered
in this thesis.
1.3.3 Promoting the interaction effects
As discussed previously in Section (1.3.1), the interaction effects are not vital to
the description of graphene. The possible reasons include the weakness of the
interaction strength and the vanishing density of states at half-filling. In order
to study the possible consequences of the interaction, one must then promote
the interaction effects, which can be achieved by either increasing the interaction
strength, or by changing the density of states at the Fermi level.
1.3.3.1 Increasing the interaction strength
We in this thesis mainly consider the increase of the interaction strength as the
means to promote the interaction effects. Two transitions are expected as the
interaction strength is increased: the metal-Mott-insulator and the antiferromag-
netic transitions.
The metal-Mott-insulator transition The metal-Mott-insulator transition
takes place at the point where the interaction is just strong enough to freeze
particles onto lattice sites. In this case spin order is not present if the charge
(particle number) fluctuation is strong, and all lattice symmetries (spatial, rota-
tional, parity and time reversal) will be preserved. This Mott insulator without
spin order is termed a symmetric spin-liquid phase [65].
Because of the lack of geometric frustration in the honeycomb lattice, there
have been debates about whether the spin-liquid is a feasible phase in this partic-
ular lattice structure [22, 66–68]. Nevertheless, theoretical studies such as Refer-
ences [69–71] have been performed, suggesting that, while geometric frustration
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is absent, the strong charge fluctuation in the honeycomb lattice can still destroy
the spin-ordering in the Mott phase. As there is no symmetry breaking in this
transition, the conventional mean-field self-consistent method, which is derived
from Landau’s theory of order and phase transition, cannot be used for theoret-
ical studies on the mean-field level. Thus a more sophisticated mean-field slave
particle method is necessary. The slave rotor method [69, 70, 72] was used in
References [69–71], yielding a critical interaction strength of Uc = 1.68t for the
metal-Mott-insulator transition in the honeycomb lattice with isotropic hoppings.
This is the method employed in our calculation in this thesis.
The existence of the spin-liquid phase in the honeycomb lattice is confirmed in
a recent large scale quantum Monte Carlo simulation [73]. Performing numerical
simulations on a scale up to 648 sites with periodic boundary conditions, they
found a region of spin-liquid in the phase diagram, lying in-between the semi-
metallic and antiferromagnetic phases. Their results indicate that the critical
interaction strength for this transition is Uc/t ≈ 3.5, which is larger than the
slave-rotor mean-field result. The main reason for the larger critical U in the
former case is presumably quantum fluctuations, which are taken into account in
the quantum Monte Carlo simulation, while being largely ignored in the mean-
field treatment. The case is not closed yet, however, because a more recent
quantum Monte Carlo simulation casts doubts on the stability of a gapped spin-
liquid phase. The simulation in Reference [68] is performed on a scale of up
to 2592 sites, much larger than the lattice size used in Reference [73]. Their
results suggest that in the thermodynamic limit, the spin-liquid phase found in
Reference [73] vanishes, and the usual antiferromagnetic long range order takes
its stead.
Although decisive experimental evidence is still pending, in this thesis we
assume the applicability of the slave-rotor method to the honeycomb lattice, and
use it to investigate possible spin-liquid phases in the honeycomb lattice, as well as
the evolution of this phase caused by the anisotropy of the hopping amplitudes.
Within the mean-field slave-rotor treatment, we found a region of spin-liquid
in between the metallic and antiferromagnetic phases. This spin-liquid phase
becomes dominant in the limit of large anisotropy, i.e. the limit in which the bonds
in one direction are much stronger than those in other directions. According to the
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effective Hamiltonian that we derived for this particular limit, the microscopic
state of the system can be shown to be that of singlet states on the stronger
bonds (dimers), which is an example of the short range resonating valence-bonds
state [74–76]. This state is perturbed by weak inter-dimer hopping events. On the
other hand, in the isotropic limit, i.e. the symmetric honeycomb lattice, because of
the singling-out of bonds in a particular direction in our treatment, our calculation
is not adequate enough to settle the fate of the spin-liquid phase, for which further
investigation is needed, which is out of scope of the current thesis. Furthermore, in
the limit in which the bonds in a particular direction are much weaker than those
in other directions, the system is composed of weakly coupled zig-zag chains. The
physical properties of the system in this limit are dominated by the 1D structure
of the chains. This is not discussed in the current thesis either. The detail of
the slave-rotor calculation is presented in Chapter 4, and the derivation of the
effective Hamiltonian is presented in Section 3.3.
The antiferromagnetic transition The second transition is the antiferromag-
netic transition, which is generally expected to take place at a larger interaction
strength than the previous transition. At this point, charge fluctuations are suf-
ficiently suppressed, and spins are antiferromagnetically ordered due to virtual
super-exchange interaction in the form 4t
2
U
. In the symmetric honeycomb lattice,
this transition takes place at U/t ≈ 2.23 in a mean-field calculation, while at
U/t ≈ 4.5 in the framework of the quantum Monte Carlo method [22].
Notice that in a system such as the square lattice at half-filling, due to the
finite size of the Fermi surface, the antiferromagnetic order exists at any nonzero
interaction strength, so that the antiferromagnetic transition coincides with the
previously-discussed metal-insulator-transition at infinitesimal U . This is not
the case in the honeycomb lattice at half-filling, however, since in this case the
Fermi surface is composed of two points, in which case finite critical U can be
calculated on the mean-field level. The honeycomb lattice structure also has the
smallest coordination number in two-dimension and the above-mentioned vanish-
ing density of states at the Fermi level, thus allowing for the strongest quantum
fluctuations, while, because of its bipartite-ness, antiferromagnetism is imminent
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at sufficiently strong interactions due to the lack of geometric frustration. Thus
the competition between quantum fluctuations and repulsive interaction makes
the honeycomb lattice an interesting theme of study.
In this thesis, we use the mean-field self-consistent method as well as Stoner’s
criterion to calculate the antiferromagnetic transition line. The results of the two
methods turned out to be exactly the same, and is presented in Figure (3.1). This
transition line is composed of two parts, which meet at the point of the topological
phase transition with t′ = 2t. Each part can be approximated by a linear function,
which can be explained using simple scaling arguments as presented in Section
(3.1.3).
In order to better understand the microscopic nature of the system in the
large-U limit, we then derive effective Hamiltonians for the U → ∞ limit. The




as the characteristic energy scale. The effective Hamilto-
nian favors the anti-alignment of the spins. Re-writing the effective Hamiltonian
by treating the dimers as entities, which is the correct picture in the limit of
large-t′, we obtain the quantum Ising model on an effective square lattice, from







ordered states and the singlet state, respectively. The former state corresponds to
the antiferromagnetic phase, while the latter state can be identified with the spin-
liquid phase as previously discussed. The transition between these two phases,
according to this effective model, is second order in nature, agreeing with our
previous mean-field calculation of the same transition line.
1.3.3.2 Other means of promoting the interaction effects
Another way of promoting the interaction effects is, according to the discussion
at the beginning of this section, to change the density of states at the Fermi level.
This can be achieved via either stacking or doping. For example, in bilayer hon-
eycomb lattice under AB-stacking at half-filling, the additional hopping between
the inter-layer nearest neighbor changes the band structure at the Fermi surface,
from Dirac-like linear to parabolic, and the density of states from vanishing to
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constant [35]. These are studied usually in the interest of phenomena such as
superconductivity, which is out of the scope of this thesis.
1.4 Motivations














Figure 1.7: The incomplete phase diagram delineating the noninteracting limit
on the vertical axis and the isotropic limit on the horizontal axis. The aim of this
thesis is to complete the blank part of this phase diagram.
absence of the interaction term, which is delineated by the vertical axis, the topo-
logical phase transition between the semi-metallic and the band-insulating phases
occurs at t′ = 2t; while in the isotropic limit of t′ = t, which is delineated by the
horizontal axis, and within mean-field treatments, the metal-Mott-insulator and
the antiferromagnetic transitions occur at U = 1.68t and U = 2.23t, respectively.
The aim of the current study is to investigate the fate of the various phases in
the blank portions of the above phase diagram.
A second motivation comes from experimental consideration. In setting up the
honeycomb optical lattice, practical experimental errors in the form of anisotropies
in the laser beams are unavoidable. Thus studying the fate of various phases un-




The discussion in this thesis is organized as follows. For a more detailed look
at the realization of the topological transition in the honeycomb optical lattice
from the experimental point of view, we calculate the explicit expression for the
anisotropic hopping amplitudes (Chapter 2). Next, in Chapter 3, we investigate
the antiferromagnetic transition using the self-consistent mean-field method. As
a complement to the mean-field calculation, we also calculate the transition into
the spin-ordered state using Stoner’s criterion. In order to better understand the
antiferromagnetic phase, we then derive effective Hamiltonians for the large-U
limit, which enables us to make connection between the antiferromagnetic and
the spin-liquid phases, the latter of which is studied in Chapter 4. Finally, as an
attempt to separate the Mott transition from the antiferromagnetic transition,
we use the slave-rotor method to study the possible spin-liquid phase in the
honeycomb lattice (Chapter 4). After completing the study of the phase diagram
concerning the monolayer case, we study in Chapter 5 the pairing transition
in the AA-stacked bilayer honeycomb lattice with attractive interaction, which is
related to the repulsive model that we previously studied, via partial particle-hole-
transformation. The last chapter (Chapter 6) summarizes our results, and also
includes comments on possible further investigations. Parts of this thesis, namely
the mean-field self-consistent treatment of the antiferromagnetic transition and
the slave-rotor calculation of the spin-liquid transition, both of which concern the
monolayer case, have been published in Emergent Spin Liquids in the Hubbard
Model on the Anisotropic Honeycomb Lattice, Euro. Phys. Lett. 95, 47013 (2011).
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The nearest-neighbor hopping amplitudes, which were denoted as t1,2,3 in Fig-
ure 1.1(a) in the previous chapter, are essential parameters in the tight-binding
description of the honeycomb lattice. For example, the topological properties of
the band structure depend on the hopping amplitudes, the variation of which
can ultimately lead to the topological phase transition discussed in the previous
chapter. As another example, the effective description of the lattice system can
be reduced to that of coupled dimers, or to that of coupled chains, by varying the
hopping amplitudes, as will be discussed in subsequent chapters. In an optical
lattice, the hopping amplitudes can be varied by changing the parameters of the
laser beams, most notably their amplitudes and/or respective angles.
In this chapter we calculate the hopping amplitude for an optical lattice ex-
plicitly using the harmonic approximation. We begin with the calculation for
the symmetric honeycomb lattice, implement the anisotropy as the next step,
and end this chapter with a discussion of the topological phase transition in the
optical lattice in the light of the explicit expressions for the hopping amplitudes.
2.1 The case of the symmetric honeycomb lattice
In a bipartite lattice, the nearest-neighbor hopping amplitudes are the off-diagonal
components of the matrix form of the Hamiltonian. To be explicit, we consider
an arbitrarily chosen lattice site 0, on which the wave function is denoted by ψ0.






2. THE HOPPING AMPLITUDES
where ψj is the wave function on site j. Hpert is the perturbative Hamiltonian,
which is given by the difference between the total Hamiltonian H and the local
Hamiltonian H0:
1









where M is the particle mass, V is the electromagnetic dipole potential formed by
the laser beams, and Vlocal is the local potential, which, as we will show later, can
be approximated by the 2D harmonic potential. Note that the wave functions ψj
are the atomic orbital wave functions of the local Hamiltonian H0 on each lattice
site.
As an example, we consider the setup sketched in Figure 1.3(a), namely that
of three counter propagating coplanar laser beams with equal intensities, equal
wave lengths and identical polarization arranged with equal angular separation
between any two wave vectors. The wave vectors can be taken as













with k = |k1,2,3|. The dipole potential of such a setup is given by [31]
V = V0
{



















where x and y are the spatial Cartesian coordinates. We have V0 > 0 and
V0 ∝ E20 , where E0 is the amplitude of the electric field component of the laser
beams. The proportionality constant between V0 and E
2
0 is the real part of the
polarizability of the atoms, which is positive for red-detuned laser systems and
1Notice that H and H0 in this chapter are not the Hubbard Hamiltonians.
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Figure 2.1: The potential landscape of a perfect honeycomb optical lattice. Dark
color corresponds to low potential, which are the locations of lattice sites, while
light color corresponds to high potential. The hopping amplitudes t1,2,3 between
nearest-neighboring sites are indicated.
negative for blue-detuned ones [31]. This is the reason for the dependence of the
optical lattice structure on the detuning, as mentioned in the caption of Figure
1.3(a). Notice the formal resemblance between Equation (2.4) and |γk|2, where
|γk| is shown in Equation (1.19). A contour plot of the above potential is shown
in Figure 2.1. The minima of this potential closest to the origin are the corners
of a hexagon:














is lattice constant of the honeycomb optical lattice. Clearly the
minima of this potential form a honeycomb lattice, which is dual to the triangular
lattice formed by the maxima of the potential. The honeycomb lattice is formed
with a positive (blue) detuning, which is the case that interests us.
The potential function (2.4) has a maximum at the origin. To simplify the
calculation of the hopping parameter, we shift the origin to a minimum (a lattice
site). In particular, we replace y by y + a in the potential function, so that
the origin is shifted to a(0, 1) in the original coordinate system, and we consider
hopping from this site to its nearest neighbors. The vectors connecting this site
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to its nearest neighbors are








































































with r2 = x2 + y2. Vlocal is a 2D rotationally invariant harmonic potential, the







is the recoil energy, which is the energy transferred to the atom in an photon-
absorption event. The recoil energy is a measure of how much the particles are
heated up in the laser field. Thus the local Hamiltonian is that of an isotropic
2D harmonic oscillator
H0 = ω0 (1 + nˆx + nˆy) , (2.10)
with equal frequency in the x- and y-directions. Assuming that all particles
occupy the lowest vibrational energy level, the wave functions at the origin and
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Now that we have everything that is needed for the evaluation of tj, we sub-
stitute the relevant expressions into equation (2.1), carry out the integration, and
































































The hopping parameter is given by the sum of these three terms:

























We consider the case of ρ 1, which is appropriate for our tight-binding calcu-
lation. To a first approximation, we have
















2. THE HOPPING AMPLITUDES
which is negative. Note that in the Hubbard Hamiltonians in the previous chapter
as well as in subsequent ones, we use instead the convention that t > 0, and denote
the hopping amplitude as −t.
The semi-classical method introduced in Reference [77] offers a more accu-
rate way of calculating the hopping amplitude. It proposes to evaluate t using
the semi-classical instanton method, in which a nearest-neighbor-hopping event
is interpreted as an intanton tunneling event along the trajectory connecting the
nearest-neighboring sites, going through the classically forbidden region, which
corresponds to an optical potential hill in an optical lattice. The hopping ampli-
tude is then related to the propagator of such a tunneling event, which is evalu-
ated with the help of the Feynman path-integration formulation. Employing this







R × 1.861exp [−1.582
√
ρ] . (2.18)
As we can see, the functional dependence on
√
ρ in the right-hand sides of Equa-
tions (2.17) and (2.18) are the same, albeit with different factors.
In this chapter, we aim at a rough estimation of the achievability of the
topological phase transition in the optical lattice by attempting to calculate the
anisotropic hopping amplitudes in the honeycomb lattice. Thus we stick to the
harmonic approximation, which makes our goals much more attainable, as pre-
sented next.
2.2 The case of the asymmetric honeycomb lattice
As discussed in the previous chapter, an interesting physical situation arises when
the nearest-neighbor-hopping amplitudes are anisotropic, i.e. when one breaks
the 2pi
3
-rotational invariance of the setup in Figure 1.3(a). In particular, the
topological phase transition occurs when the hopping amplitudes do not satisfy
the triangle inequality (1.27). In an optical lattice, this anisotropy can be achieved
by imbalancing the parameters of the laser beams. In this section, we consider
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the simple variation of the setup sketched in Figure 1.3(a), namely that with the
intensity of one laser beam being different from that of the other two:
E2,3 = E0, and E1 = αE0 with 0 < α ≤ 2, (2.19)
while maintaining wavelength, polarization and phase fixed. We choose the laser
beam with the horizontal wave vector as E1. Notice that α here must be less
than 2, otherwise the nearest neighboring potential minima, which correspond to
lattice sites, in the vertical direction of the honeycomb lattice merge, and instead
of distorted honeycomb lattice, a triangular one is formed. This is analogous to
the topological phase transition in reciprocal space.
The dipole potential in this case is given by





















where V0 is defined in the same way as in the symmetric case before. We denote
relevant quantities in this section by primed expressions. The contour plots for
the above potential for the two cases of E1 < E0 (α < 1) and E1 > E0 (α > 1)
are plotted in Figure 2.2.
As we can see qualitatively by comparing the figures 2.2 and 2.1, the effect
of imbalanced intensities is that the two sub-lattices move with respect to each
other, in the direction perpendicular to the wave vector of the laser beam whose
intensity is different, which is one with the horizontal wave vector in the current
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Figure 2.2: The potential landscape of a distorted honeycomb optical lattice.
The left figure is for E1 = 0.9E0, while the right is for E1 = 1.1E0. As before, dark
color corresponds to low potential (lattice sites), while light color corresponds to
high potential.





same value as in the case of the symmetric honeycomb lattice. The requirement
0 < α ≤ 2 implies 0 ≤ ζ < 1
2
. If we set ζ = 1
3
, the perfect honeycomb lattice is
recovered. The exact amount of spatial shift of the two sub-lattices, relative to
the lattice sites of the perfect honeycomb lattice, is ±1
2
(1 − 3ζ). However, the
internal structure of each sub-lattice remains unchanged, and so do the structures
of the background Bravais lattice and that of the reciprocal lattice.
Apart from these geometric changes, as we can see from Figure 2.2, the po-
tential barriers through which the atoms have to tunnel have also been changed.
In particular, for the case E1 > E0, the barrier between vertical neighbors has
become lower, while that between the other neighbors has become higher. Both
the geometric changes and the potential changes indicate a larger hopping am-
plitude between vertical pairs of nearest neighbors than between the other pairs
for E1 > E0. Thus one may hope to achieve the situation described in Equation
(1.29) by increasing E1 with respect to E0.
To proceed with the calculation, we again shift the origin of the potential
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function to one of its minima, d(0, 3
2




(4− α2) = 2√
3
sin(ζpi) = β. (2.23)
The resulting potential function is











































The vectors connecting the site at the origin to its nearest neighbors are













The changes in the locations of the minima and the vectors connecting nearest
neighbors are part of the geometric changes.




















with ωx = αω0, ωy = βω0, and ω0 = 3
√
V0ER is the local angular frequency of
the perfect honeycomb optical lattice. The local Hamiltonian in this case is still
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The same result is obtained if the expansion is done at any other minimum.
The change of the form of the local potential therefore has two effects: the
















































respectively. These changes are classified as local potential form changes. It is
easy to see that these functions can be obtained by first replacing, in the wave















Given the geometric and local potential form changes and our previous result
for the symmetric honeycomb lattice, we can obtain the expression of the hop-
ping parameter for this case by inspection. In the following equations, primed
coordinates are the original coordinates, unprimed ones are rescaled such that
x =
√
αx′ etc.. Primed and unprimed wave functions and operators are those for
the asymmetric and symmetric honeycomb lattices, respectively.
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Second, for the local harmonic approximation term, with nx = ny = 0 for the



















































In words, we started from the corresponding terms for the perfect honeycomb

















, multiplied the x and y parts respectively by α and β, the
results of which are then added up. The steps above reflect only local potential
form changes, because geometric changes do not affect the functional forms of
these two terms. However, because of the geometric changes, the values of cjx










where V ′ is given by equation (2.24). The coefficients of the sinusoidal func-
tions are different from those in the potential function for the symmetric case,
i.e. Equation (2.7). Now consider the integrations involving a sinusoidal function.
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Because x′, y′ and k always appear, in the arguments of the sinusoidal functions,




















































Again, these are consequences of local potential form changes.
Multiplying these integration results with the corresponding coefficients in
equation (2.24), summing up all relevant terms, and recasting everything in terms
of V0 and ρ as before, we obtain










































































In the case ρ 1, and to a first approximation, we have



















f ′(c′1,3) = −2, f ′(c′2) = 2(1− 2α). (2.38)
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So we have, after evaluating c˜′2j and (α
2c′2jx + β
2c′2jy),
t1 = V0 × exp
(−2pi2√ρβζ2) [(α− 2)2 − 3pi2β2ζ2] , (2.39a)








α + 3β(1− 2ζ)2]){α2 − pi2 [1 + 3ζ(ζ − 1)β2]} .
(2.39b)
(2.39c)
It is easy to check from the above expressions that in general we have |t1| ≥ |t2,3|,
where the equal sign holds if α = 1, implying that β = 1 and ζ = 1
3
, and the
greater-than sign holds if α > 1.
It will be shown in the next chapter where we present our calculation for the
antiferromagnetic transition line, that the geometric changes (in the form of α, β
or ζ as defined in this chapter) do not appear in the tight-binding band structure
directly. Their footprints are entirely contained the hopping amplitudes t1,2,3.
2.3 The topological phase transition
As already mentioned in the previous chapter, imbalance in hopping parameters
drives the relocation of the Dirac points in the FBZ; in order for the Dirac points
to exist, the magnitudes of the three hopping amplitudes must satisfy the trian-
gular inequalities, otherwise the two inequivalent Dirac points will merge into one
(or differ by a primitive reciprocal lattice vector, depending on which pair of in-
equivalent Dirac points one considers). This is the point of topological transition
from a semi-metallic phase to a insulating phase. This can be understood from
the right half of Figure 2.2: If α is large, each atomic site communicates only
with its nearest neighbor in the vertical direction. In other words, the system
approaches an insulating zero-dimensional limit.
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Figure 2.3: The values of α = E1/E0 that satisfy Equation (2.40) for a few values
of ρ. For ρ = 7, as an example, α ≈ 1.058, indicating that ∼ 6% of difference in
laser amplitudes is required to achieve the topological transition.








ρ(α + 3β(1− 2ζ)2 − 12βζ2)
]
(α− 2)2 − 3(piβζ)2
α2 − pi2[1 + 3ζ(ζ − 1)β2] = 2.
(2.40)




ρ and α is inherited from the form of
the hopping parameter for a symmetric honeycomb lattice, i.e. Equation (2.17).
Choosing a reasonable value for ρ (>> 1 for tight binding calculation), this ra-
tio changes rapidly with α as a result of this exponential factor. As illustrated
in Figure 2.3, Equation (2.40), and thus the topological quantum phase transi-
tion, can be achieved with α being a few percent greater than unity. Because
the exponential dependence of the expression (2.17) on
√
ρ, albeit with different
prefactors, is also present in the semi-classical result (2.18), we expect the above
conclusion regarding the achievability of the topological phase transition to hold
for the semi-classical result. Note that α is the ratio between electric field am-
plitudes. The actual parameter which experimentalists control and measure is
usually the intensity, which is proportional to the square of this amplitude.
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3Antiferromagnetic transition
As already discussed in the Introduction, because the honeycomb lattice is bi-
partite, antiferromagnetic ordering of spins is imminent in the large-U limit. In
this chapter, we analyze the antiferromagnetic transition in the anisotropic hon-
eycomb lattice. We focus our attention on the situation described by Equation
(1.29). Reference [78] suggests that the antiferromagnetic transition in the hon-
eycomb lattice is first order in nature. Nevertheless, our analysis in this thesis is
based on the assumption that this is a second order phase transition.
As a first step, the mean-field self-consistent method will be used to determine
the transition line [79–81]. In this treatment, the transition line is approached
from the strongly-interacting side, in which the antiferromagnetic order is as-
sumed to be the ground state in the large-U limit. Assuming a second order
phase transition, the transition line is then determined by the vanishing of the
antiferromagnetic order parameter. The phase diagram combining the results of
this mean-field treatment and the topological transition discussed in Section 1.2.2
will be presented as the result of this investigation.
The mean-field analysis is followed up by the Stoner’s criterion calculation.
In this method, the magnetic susceptibility is calculated in the eigenspace of the
kinetic Hamiltonian. A magnetic instability is signaled by the divergence of the
susceptibility, which point in parameter space is then identified with the phase
transition point. This method complements the previous mean-field calculation,
in the sense that the transition line is approached from the weakly-interacting
side.
Finally, we derive effective models for the system in the large-U limit. This
derivation will be performed in the spirit of the t-J model. By emphasizing the
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dimer structure, which dominates in the large-t′ limit, the effective Hamiltonian
offers deeper physical insight into the nature of the antiferromagnetic transition.
3.1 Mean-field self-consistent calculation
3.1.1 Mean field decoupling
The starting point of our calculation is the Hamiltonian






















where U is the interaction strength, and nαiσ = α
†
iσαiσ, where α = a, b, is the
number operator for lattice site i in sublattice α and spin-σ. The band structure
of H0 has been analyzed in Section (1.2.1) and (1.2.2).
The order parameter that we consider is
∆α = 〈nαi↑ − nαi↓〉, (3.4)
which is the average population imbalance between the two spins on a randomly
chosen lattice site i. In this mean-field treatment, we assume ∆α to be spatially
uniform, i.e. independent of the lattice site index i. The superscript α = A,B is
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the sub-lattice index, and we assume
∆A = −∆B ≡ ∆, (3.5)
which makes it clear that we are looking at the antiferromagnetic phase.
Now we consider a particular lattice site i. The number operators in Equations
(3.6-3.9) concern this lattice site, so that we can omit the lattice site index i
without causing any confusion. We have
nα↑ (n
α
↓ − nα↑ ) = nα↑nα↓ − nα↑ (3.6)
where we have taken into account the fact that (nασ)





↑ − nα↑ (nα↑ − nα↓ )
= nα↑
[
1− (nα↑ − nα↓ )
]
≈ nα↑ (1−∆α), (3.7)




↓ ≈ nα↓ (1 + ∆α). (3.8)







nα↑ (1−∆α) + nα↓ (1 + ∆α)
]
. (3.9)
In the context of the mean-field approximation as shown in Equation (3.9),
and transforming to the momentum space using the Fourier transform defined in
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+ |γkt′ |2, (3.12)
with each eigenvalue being two-fold degenerate, corresponding to the two-fold
spin-degeneracy. Here |γkt′ | is given in Equation (1.30) [see Section 3.1.1.1 for
further comments]. These energy bands are depicted in Figure 3.3(b) and (c)
for two typical cases. We postpone their discussion to Section 3.1.3.3, where we
analyze the quasi-particle spectra of the antiferromagnetic phase as a function
of the hopping anisotropy t′/t. The corresponding normalized eigenvectors are,
given that
U∆√
U2∆2 + 4|γkt′ |2
= cos θ,
2|γkt′ |√
U2∆2 + 4|γkt′ |2
= sin θ (3.13)
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The first two eigenstates correspond to the negative eigenvalue in Equation (3.12),
while the other two correspond to the positive one.
It is interesting to note how the eigenenergies (3.12) are capable of describing
the opening of three sorts of energy gaps, hence three kinds of phase transitions.
Both terms in the square root are nonnegative. When U∆ = 0, the band gap
exists if t′ > 2t, as mentioned before, in which case the system assumes a band-
insulating phase. This phase transition has to do with the change of the topolog-
ical properties of the band structure, i.e. the existence and the non-existence of
the Dirac points.
On the other hand, when U∆ 6= 0, a gap opens due to interactions, and the
system is in the Mott-insulating phase. Because this gap in the energy spectrum
is intimately related to the antiferromagnetic order parameter ∆, the Mott tran-
sition, on the mean-field level, is accompanied by a simultaneous formation of
antiferromagnetic ordering. In order to describe a possible Mott-insulator with
no spin ordering that has been unveiled in recent quantum Monte Carlo (QMC)
calculations [73], methods beyond a simple-minded mean-field approximation are
required. Such a paramagnetic Mott-insulator is called a symmetric spin-liquid
phase [65], the emergence of which in the case of the anisotropic honeycomb
lattice is discussed in detail in the coming chapter.
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3.1.1.1 Formal absence of the geometric changes
As discussed in Section 2.2, in realizing the anisotropic hopping amplitudes in
an optical lattice, one may choose to change one of the electric field amplitudes
with respect to the others. The consequences of this change include a series of
geometric and local potential form changes [see Section 2.2 for detail]. While the
latter changes are contained entirely in the expressions for the hopping amplitudes
(2.39), the geometric changes make their appearances in the nearest-neighbor
vectors (2.25) in the form of ζ, which is defined in Equation (2.21), and which






















where a is the lattice constant and k is the crystal momentum with components
kx and ky. However, if one tries to calculate the noninteracting tight-binding band
structure ±|γkt′ | using the above expression, one sees that ζ, which champions the
geometric changes here, is absent. The resulting expression is exactly the same
as Equation (1.30), namely
|γkt′ | =
√
t′2 + 4t2 cos2 x+ 4tt′ cosx cos y (3.16)




and y = 3aky
2
. This expression
is calculated based on the assumption that the only changes are the hopping
amplitudes.
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3.1.2 Gap equation
The gap equation is obtained by evaluating the order parameter ∆:
∆ = 〈nAi↑ − nAi↓〉 =
Tr{exp (−βH∆)(nAi↑ − nAi↓)}
Tr{exp (−βH∆)} (3.17)
with
Tr{· · · } ≡
∑
l
〈l| · · · |l〉 (3.18)
being the trace over a set of complete states {|l〉}.













With the help of the continuum limit approximation results obtained in Section










 means integration over the FBZ. Equation (3.20) is to be used to calculate
the order parameter for each set of parameter values. The critical value of U is













Equation (3.21) is applicable to any bipartite lattice. In the case of the square
lattice, for example, the appropriate expression for γk is
γk = 2(cos akx + cos aky), (3.22)
with a being the lattice constant. The zeros of γ are on the curves defined by the
relation
kx ± ky = ±pi
a
. (3.23)
The integrand on the right-hand-side of Equation (3.21) diverges on these curves,
which are one-dimensional objects, thus yielding a vanishing critical U . In other
words, the square lattice acquires antiferromagnetic ordering at infinitesimal in-
teraction strength.
This is to be contrasted to the honeycomb lattice, in which case γk goes to
zero linearly at the isolated Dirac points, which are zero-dimensional objects, as
discussed in Section (1.2.1). This is exactly canceled by the linearly vanishing
Jacobian in the polar coordinates. So in the honeycomb lattice, the integration
does not diverge, so that the critical U is finite as presented in the next setion.
3.1.3 Results and discussion
The phase diagram obtained from Equation (3.21) is plotted in Figure 3.1. It
consists of three phases: the semi-metallic (SM), the band-insulating (BI) and
the antiferromagnetic phases (AF and AF′). In the next few sections, we discuss
the phase diagram (3.1) in detail.
3.1.3.1 SM-AF transition
One of the first things that one notices from Figure 3.1 is that Uc/t varies roughly
linearly for t′/t close to 1, before one observes a kink at t′ = 2t where the topo-
logical transition from a semi-metal to a band-insulator occurs in the weakly-
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Figure 3.1: The mean-field phase diagram. The three phases are semi-metallic
(SM), band-insulating (BI) and antiferromagnetic phases (AF and AF′). The SM
and BI phases, as well as the AF and AF′ phases, are separated by the topological
phase transition at t′ = 2t discussed previously. The transition line between the
SM and the AF phases, as well as that separating the BI and the AF′ phases, can
be approximately described by the two linear functions as indicated in the plot.
These are to be explained by the arguments presented in the text.
interacting limit. This feature may be understood if one realizes that the in-
teraction needs to overcome the total band width in order to align the spins.
Thus as the total band width increases, the critical interaction strength must
also increase. As mentioned previously, the antiferromagnetic transition occurs
at Uc ≈ 2.23t in the isotropic honeycomb lattice with t′ = t, for which case the
bandwidth is given by W = 6t, and the critical value of U for the transition can
be expressed in terms of W as
Uc ≈ 0.37W. (3.24)
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On the other hand, in the anisotropic honeycomb lattice, the bandwidth is given
by W = 2(2t + t′). Assuming scaling invariance of the above ratio, one would
expect the relation
Uc = 0.74t
′ + 1.48t (3.25)
around t′ = t. We have plotted this line in the phase diagram, and one notices
that this scaling relation describes the transition line to great accuracy.
Note that our discussion here excludes the part of the phase space where
t′  t, in which limit the 1D chain structure dominates. A treatment taking into
account the Luttinger-liquid-behavior of the particles would be appropriate, but
is beyond the scope of the current discussion.
3.1.3.2 BI-AF transition






competes with the band gap
∆BI = t
′ − 2t (3.27)
at the M point where the Dirac points have merged. An expansion of the disper-








where kM is the wave vector measured from the M point. Assume that the larger
of these two gaps determines the state of the system, the transition point is
obtained by solving
∆M = ∆BI, (3.29)
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Figure 3.2: The order parameter as a function of U for the case t′ = t. The
transition point where ∆ turns nonzero is at Uc ' 2.23t.
which yields (with ∆ = 1)
Uc = 2(t
′ − 2t) ≈ 2t′, if t′  t (3.30)
in the large-{U, t′} limit. The phase diagram (3.1) shows indeed that this is the
asymptotic value of the BI-AF transition line when t′  2t.
3.1.3.3 Order parameter
Finally, we investigate how the order parameter changes with the model param-
eters. In Figure 3.2, the order parameter is plotted against U , for the particular
case of t′ = t. The critical point is where the order parameter turns nonzero,
which is at Uc ' 2.23t for this particular case, agreeing with previous results [22].




In Figure 3.3, the order parameter is plotted against t′, for the case U = 5t.
The point of this plot is to investigate if a mark is left on the order parameter by
the opening of a band gap at t′ = 2t. As far as this plot goes, no such mark is
observed. The transition from the AF to the BI phase is marked by the vanishing
of the order parameter, which happens at ∼ 2.7t in this particular plot, as also
suggested by Figure 3.1.






























Figure 3.3: (a): The AF order parameter ∆ as a function of t′ for the case
U = 5t. The point ∆ = 0 separates the BI and the antiferromagnetic phases, the
latter of which is subdivided into the AF and the AF′ phases by the line t′ = 2t.
The difference between the AF and the AF′ phases is in their band structure (with
merged/distinct minima), as may be seen in (b) for AF and (c) for AF′. Here we
plotted the band structures obtained from Equation (3.12) along the one side of
the hexagonal FBZ as depicted in Figure 1.1(b).
AF and AF′ phases The phase diagram 3.1 suggests that the AF and AF′
phases are the same thermodynamic phase. The difference between the AF and
the AF′ phases stems from their excitation spectra, which are depicted in Figures
3.3(b) and (c).
In the AF phase, one has t′ < 2t, in which case the system evolves from a semi-
metal in the weakly-interacting limit, which features the massless Dirac points,
to a Mott insulator with massive Dirac points in the strongly-interacting limit.
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The Berry phases of the Dirac points in both cases are pi and −pi. The Mott gap
opens at the position where the two inequivalent Dirac points are located in the
semi-metallic phase, which are related to each other by time-reversal-symmetry.
This is illustrated in Figure 3.3(b).
On the other hand, in the AF′ phase, one has t′ > 2t, and the system evolves
from a band-insulator with a band gap at the M point in the FBZ to a Mott
insulator in the strongly-interacting limit. The Mott gap opens on top of the
band gap at the M point. There is thus only one type of quasi-particles in the
excitation spectrum, with a time-reversal-invariant momentum and a Berry phase
of 0. This case is illustrated in Figure 3.3(c).
Thus in experiments probing the low energy excitation spectrum of the system,
using, e.g., angle-resolved photoemission spectroscopy, two quasi-particle peaks
are expected to be observed in the AF phase, which are related to each other
by time-reversal symmetry, whereas only one can be observed in the AF′ phase.
Notice that there have recently been proposals to adapt the condensed-matter
technique of angle-resolved photoemission spectroscopy to cold atoms, in the
framework of angle-resolved Raman spectroscopy [82,83].
3.2 Stoner’s criterion
In the previous section, we have investigated the antiferromagnetic phase transi-
tion from the strongly-correlated side, i.e. we have assumed the antiferromagnetic
order to be the ground state in the large-U limit, and the transition is then de-
termined from the vanishing of the order parameter in the gap equation (3.20).
Alternatively, one may approach the transition line from the weakly-interacting
side, which also serves as a way to check the consistency of the previous mean-field
results. In this approach, one searches for the instabilities of the noninteracting
paramagnetic ground state |Ω〉 [84], which describes both the semi-metallic and
the band-insulating phase. Stoner’s criterion states that such instabilities may be
identified with the poles of the zero-frequency susceptibilities corresponding to the
ordered state – in the present case, to the antiferromagnetic phase. At its poles,
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the susceptibility, which measures the response of the system to an external mag-
netic field, is infinite, which signifies a spontaneous instability. Zero-frequency
is required so that the external field is static, and thus there is no external en-
ergy input. Both the divergence and the zero-frequency of the susceptibility are
required by the phase transition to be spontaneous. One is therefore led to exam-
ine the transverse magnetic susceptibility χ(q, ω), which measures the response
of the system in the form of spin-flipping to an external magnetic field.
3.2.1 Weakly-interacting limit
The transverse magnetic susceptibility is calculated in the weakly-interacting
limit, in which the natural basis is the eigen-basis of H0 in Equation (1.14),















where kλ is as shown in Equation (1.17). As before, λ = ± is the band index. In






































j=1 λj, and where
θγ(k, l) = θ
k+l
γ − θkγ (3.35)
is the difference between the phase angles θk+lγ and θ
k
γ , which are defined in
Equation (1.18).
3.2.2 Susceptibility
The transverse magnetic susceptibility is defined in the retarded form as
χ(q, ω) = i
∫
dτΘ(τ)ei(ω+i0
+)τ 〈[SL(q, τ), SR(r = 0, τ = 0)]〉, (3.36)
where τ is the imaginary time, and
Θ(τ) =

1 if τ > 0
1
2
if τ = 0
0 if τ < 0
(3.37)
is the Heaviside theta function. The definition of the susceptibility requires the












































Notice that the tilde sign signals the Heisenberg time dependence according to
S˜ = eHτSe−Hτ . The spin-raising and -lowering operators are then given by




































χ˜λλ′(p, q) = iΘ(t)h
λλ′(p, q)〈[ψ˜p+q†λ↓ (t)ψ˜pλ′↑(t), S˜R(r = 0, τ = 0)]〉. (3.45)
As discussed at the beginning of this section, Stoner’s criterion dictates that
magnetic instabilities occur at the poles of the χ(q, ω = 0) [85] in the momentum-
frequency space.
To get the explicit expression for the susceptibility (3.43), we set up its equa-
tion of motion using the Heisenberg equation of motion in imaginary time
∂τ O˜ = −[O˜,H], (3.46)
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and apply the generalized Hartree-Fock approximation
ψp†λσψ
p
λσ → nσ(pλ) = 〈ψp†λσψpλσ〉 (3.47)
to reduce the order in the fermionic operators. After evaluating all the commu-










































λ) = 〈ψp†λσψpλσ〉 = [1 + exp (βpλ)]−1 , (3.49)
fλλ
′
(p, q) = hλλ
′
(p, q)hλ
′λ(p+ q,−q) = 1
2




















[1− λλ′ exp i(θp+qγ′ − θpγ′)]. (3.53)
Here β = 1
kBT
with kB and T being the Boltzmann constant and the absolute
temperature, respectively.




λλ′(q;ω)[1 + Uχ˜(q;ω)] + iUCλλ′(q;ω)∆(q;ω), (3.54)
where







































Summing up all components, we obtain
















〈[ψ˜p+q†η↓ ψ˜pη′↑, S˜R(r = 0, τ = 0)]〉 (3.63)
so that
Φ˜(q) = ∆˜(q) + χ˜(q). (3.64)
Following the same method which led to Equation (3.60), we obtain










Notice that A, B and C in Equation (3.65) are functions of momentum and
frequency. These are left implicit for the sake of cleaner expressions.
With Equations (3.60), (3.64) and (3.65), we may solve for the susceptibility.
Up to first order in U , we obtain
χ(q;ω) =
χ0(q;ω)− U(A2 −B2 − C2)
1− 2UA . (3.68)
59
3. ANTIFERROMAGNETIC TRANSITION
3.2.3 Critical equation and transition line
With the susceptibility defined in Equation (3.68), the Stoner’s criterion
χ(q, ω = 0)−1 = 0, (3.69)
then yields the equation


















In the paramagnetic phase we have
n↑(kλ) = n↓(
k
λ) ≡ n(kλ), (3.72)
and for half-filling at zero temperature, the occupation numbers are given by
n(kλ) = (1− λ)/2. (3.73)




(|γp+q|+ |γp|)−1 = U−1. (3.74)
To obtain the critical, i.e. the smallest, value of U at which the Stoner criterion
could be satisfied, we maximize the LHS of Equation (3.74) with respect to the
ordering momentum q. One finds that the maximum of the LHS of Equation
(3.74), and hence the magnetic instability, always occurs at q = 0. Notice that
this position of the antiferromagnetic instability in the FBZ is different from
that of the square lattice, where the the antiferromagnetic order doubles the
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unit cell and thus modifies the FBZ. In the honeycomb lattice, however, the
antiferromagnetic ordering respects the lattice structure, as we have mentioned
above, and the instability therefore occurs at the Γ point at the center of the




(2|γp|)−1 = (Uc)−1 , (3.75)
which is identical to the mean-field self-consistent gap equation (3.21) upon taking
the continuum limit. Thus the current calculation based on Stoner’s criterion
reproduces the exact same critical line as displayed in the phase diagram (3.1),
even though the approach adopted in the current section is completely different
from the mean-field self-consistent method. As mentioned at the beginning of this
section, the two approaches complement each other, since they approach from the
strong and weak interacting limit, respectively.
3.3 Effective Hamiltonians for the large-U limit
3.3.1 Effective model for single-occupancy
In the large-U limit, in order to avoid the huge penalty in energy caused by
two particles occupying the same lattice site, each lattice site is either empty or
singly occupied. At half-filling, this amounts to the Mott-insulating phase, in
which there is exactly one particle per lattice site (single-occupancy). Here we
derive an effective Hamiltonian for this particular limit, following the derivation
of the t-J model [86, 87].
The starting point is the Hamiltonian (3.1). We define the projectors PSO and
Pη, where PSO and Pη are the projectors for the subspace of single-occupancy and
that with at least one empty site and one double-occupancy, respectively. We have
PSO + Pη = 1, (3.76)
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where 1 is the identity operator, so that
H = PSOHPSO + PηHPη︸ ︷︷ ︸
HD
+PSOHPη + PηHPSO︸ ︷︷ ︸
Hη
. (3.77)
We introduce the parameter ξ, so that
H(ξ) = HD + ξHη. (3.78)
Eventually ξ will be set to 1. We eliminate ξ, and hence Hη, to the lowest order,
with the help of the canonical transformation eiξS with S† = S, so that
Heff(ξ) = e
iξSH(ξ)e−iξS = HD + O(ξ2). (3.79)
Collecting powers of ξ up to the second order, we obtain









The generator S is solved from
Hη + i[S,HD] = 0, (3.81)
in order to eliminate the first-order term in ξ, from which we obtain
PSOSPη = [(PSOHPSO)(PSOSPη) + iPSOHηPη](PηHPη)
−1 (3.82)
by multiplying PSO and Pη on the left and right sides of Equation (3.81), respec-
tively. Its hermitian conjugate is naturally implied. The other components of S
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can be taken as
PSOSPSO ∝ PSO,
PηSPη ∝ Pη (3.83)
with constant proportionality factors. Note that the hopping terms in H0, as
shown in Equation (3.2), change the electronic configuration of a state, while V
in Equation (3.3) does not. Furthermore, in the subspace of single-occupancy,
the onsite interaction term does not contribute to the energy. Thus we have
PSOHPSO = 0, (3.84)
which leads to the expression
PSOSPη = iPSOHηPη(PηHPη)
−1 ≈ iPSOHηPη/U, (3.85)
where we have made the approximation
PηHPη ≈ 〈PηHPη〉 ≈ U. (3.86)
The last equality in Equation (3.86) is justified if we consider the low energy










[PηHPSOHPη − PSOHPηHPSO] (3.88)











We are interested in only the subspace of single-occupancy, so we have effec-
tively
HSO = PSOHPSO − 1
U
PSOHPηHPSO. (3.91)
For the same reason that led to Equation (3.84), we have
PSOHPηHPSO = PSOH0PηH0PSO. (3.92)
We consider as an example the hopping term a†iσbjσ:
a†iσbjσ = a
†
iσ(1− nAiσ¯ + nAiσ¯)bjσ(1− nBjσ¯ + nBjσ¯)
= a†iσn
A
iσ¯bjσ(1− nBjσ¯)︸ ︷︷ ︸
(·)A (·)B → (··)A ()B
+ a†iσ(1− nAiσ¯)bjσnBjσ¯︸ ︷︷ ︸
()A (··)B → (·)A (·)B
+ a†iσ(1− nAiσ¯)bjσ(1− nBjσ¯)︸ ︷︷ ︸






(·)A (··)B → (··)A (·)B
, (3.93)
where σ¯ is the spin opposite to σ. In the under braces, brackets ()A ()B denote a
pair of nearest-neighboring lattice sites, while a dot · denotes a particle. Empty
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brackets denote empty lattice sites. For example,
(·)A (·)B → (··)A ()B (3.94)
represents the event in which two singly occupied lattice sites turns into a doubly
occupied A-site and an empty B-site, or, in other words, a hopping event from
B-site to A-site beginning from two singly-occupied lattice sites. In the final
expression of the Equation (3.93), only the first term has an initial state of single-
occupancy, and only the second term has a final state of single-occupancy. They
are the only contributions to the two terms PηH0PSO and PSOH0Pη, respectively.






b†jσ(1− nBjσ¯)aiσnAiσ¯a†iσnAiσ¯bjσ(1− nBjσ¯)︸ ︷︷ ︸
Hopping from b to a and back
+ a†iσ(1− nAiσ¯)bjσnBjσ¯b†jσnBjσ¯aiσ(1− nAiσ¯)︸ ︷︷ ︸
Hopping from a to b and back
 (3.95)
Each of the two terms in Equation (3.95) describes a virtual super-exchange
process, i.e. a particle experiences a round trip of hopping back and forth between













we can re-write the above expressions as
b†jσ(1− nBjσ¯)aiσnAiσ¯a†iσnAiσ¯bjσ(1− nBjσ¯) = (1− nAiσ)nAiσ¯(1− nBjσ¯)nBjσ, (3.97)





t2ij(1− nAiσ)nAiσ¯(1− nBjσ¯)nBjσ (3.99)
















where α is the sub-lattice index, and the components of τ are the Pauli matrices














(nαi↑ − nαi↓). (3.101)
Using the relation (nαiσ)


































− Sαzi ). (3.103)
So we have






i + 1), (3.104)
and




i − 1). (3.105)











j − 1). (3.106)













j − 1). (3.107)
According to the definitions in Equation (3.101), the eigenvalues of Sαzi are 0 and
±1
2

















for all 〈ij〉. (3.109)
Thus, in conclusion, in the limit of single occupancy, the anti-alignment of spins
emerges naturally due to the 4t
2
U
interaction – the so called super-exchange inter-
action, agreeing with our previous results that the ground state in the large-U
limit is the antiferromagnetic-Mott state.
3.3.2 Effective model for the t′/t→∞ limit
As we can see in the phase diagram (3.1), the AF phase shrinks, and the critical
interaction strength increases as t′ increases. In order to understand this feature,
in this section we derive effective Hamiltonians for the limit of large-t′.
In the large-t′ limit, the dimer structure dominates the physics. So we make
use of this hint, and perform our derivation in the Hilbert space spanned by the
ground states of the simple-minded Hamiltonian for a dimer. The inter-dimer
hopping will be taken as perturbation. Essentially what we do here is to exclude
those states that do not contribute dynamically to the dimer model. The resulting
Hilbert space is smaller, and the corresponding effective Hamiltonian is thus more
revealing.
3.3.2.1 The limits of t′/t→∞ and U/t′ →∞
The Hamiltonian in the limit where t′/t → ∞ can be approximated as the sum































Within this subspace and at half-filling, we have
1 = | ↑, ↓〉〈↑, ↓ |+ | ↑↓, 0〉〈↑↓, 0|+ |0, ↑↓〉〈0, ↑↓ |+ | ↓, ↑〉〈↓, ↑ |, (3.112)
where the spins or zero on the left and right of the comma describe the occupancy
of the site in the A- and B-sublattice, respectively, whether it is a bra or a ket.
This convention will also be used in the discussion that follows. The other two
possible states (| ↑, ↑〉 and | ↓, ↓〉) have been omitted in Equation (3.112), because
they contribute neither to the kinetic term, because hopping is not allowed thanks
to the Pauli principle, nor to the interacting term, because each site is singly
occupied. Because of this omission, the subspace of single-occupancy is spanned
by the singlet and triplet states.






















The eigenvalues and normalized eigenvectors of the above matrix are
E1 = −E2 = −U
2
,







































































and 0 < θ < pi
2
.
Among the four eigenstates (3.117), ψ1 and ψ3 are in the low-energy sector,
and are of interest to us. As long as U remains finite, E1 > E3 as can be seen
from Equations (3.116), and ψ3 is the true ground state. In the limit U/t
′ →∞,
the two states become
|ψ1〉 → 1√
2
(| ↑, ↓〉+ | ↓, ↑〉) ≡ |T〉: the triplet
|ψ3〉 → 1√
2






3.3 Effective Hamiltonians for the large-U limit
i.e. the two states become degenerate. Only in this case, it is possible to super-
impose the singlet and triplet states above to form the Ne´el-ordered states | ↑, ↓〉
and | ↓, ↑〉, which can be identified with the antiferromagnetic ordering. One thus
understands why the antiferromagnetic phase transition is shifted to larger values
of U upon increase of t′/t.
3.3.2.2 Effective model for the singlet-triplet sector
As explained in the previous sections, in the limits t′/t → ∞ and U/t′ → ∞,
the singlet and triplet states are the degenerate ground states. In this section,
we derive an effective Hamiltonian for the Hilbert space spanned by these states,
beginning from the Hamiltonian (3.1).
We define the projector PST and Pη, with
PST = PT + PS (3.121)
PT = |T〉〈T|, (3.122)
PS = |S〉〈S|, (3.123)
1 = PST + Pη, (3.124)
where |T〉 and |S〉 are the triplet and singlet states as defined in Equations (3.119),
respectively, and Pη projects onto dimer states of double occupancy on one site,
and vaccum on the other. As noted in the discussion following Equation (3.112),
the projector PST in this Hilbert subspace for a dimer is equivalent to PSO in the
original Hilbert space in Section (3.3.1), because of the omission of dynamically
unimportant states. Alternatively, we can write down the projectors for the Ne´el
ordered states:
P+ = | ↑, ↓〉〈↑, ↓ |,
P− = | ↓, ↑〉〈↓, ↑ |. (3.125)
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In terms of these projectors, PST is given by
PST = P+ + P− (3.126)
Following the derivation in Section 3.3.1, we get the equation
HST = PSTHPST − 1
U
PSTHPηHPST. (3.127)
For the same reasons as before, the first contribution in the above equation can






















Here 〈i′j′〉 and 〈ij〉 denote nearest-neighboring sites connected by the vectors c1
and c2,3, respectively. These are to be evaluated in the same fashion as Equation
(3.93).
Intra-dimer-hopping terms Using Equation (3.126) to expand the intra-
dimer-hopping terms in Equation (3.128), we get the following four terms.
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= P+{a†i′↑(1− nAi′↓)bj′↑nBj′↓b†j′↑ai′↑︸ ︷︷ ︸
spin-↑ hops from a to b and back
+ b†j′↓(1− nBj′↑)ai′↓nAi′↑a†i′↓bj′↓︸ ︷︷ ︸
spin-↓ hops from b to a and back
}P+








= P−{a†i′↓(1− nAi′↑)bj′↓nBj′↑b†j′↓ai′↓︸ ︷︷ ︸
spin-↓ hops from a to b and back
+ b†j′↑(1− nBj′↓)ai′↑nAi′↓a†i′↑bj′↑︸ ︷︷ ︸
spin-↑ hops from b to a and back
}P−








= P+{a†i′↑(1− nAi′↓)bj′↑nBj′↓b†j′↓nBj′↑ai′↓(1− nAi′↑)︸ ︷︷ ︸
spin-↓ hops from a to b, spin-↑ hops from b to a
+ b†j′↓(1− nBj′↑)ai′↓nAi′↑a†i′↑nAi′↓bj′↑(1− nBj′↓)︸ ︷︷ ︸
spin-↑ hops from b to a, spin-↓ hops from a to b
}P−








= P−{a†i′↓(1− nAi′↑)bj′↓nBj′↑b†j′↑nBj′↓ai′↑(1− nAi′↓)︸ ︷︷ ︸
spin-↑ hops from a to b, and spin-↓ hops from b to a
+ b†j′↑(1− nBj′↓)ai′↑nAi′↓a†i′↓nAi′↑bj′↓(1− nBj′↑)︸ ︷︷ ︸
spin-↓ hops from b to a, and spin-↑ hops from a to b
}P+
= −2× P−a†i′↓ai′↑(1− nAi′↓)nAi′↑b†j′↑bj′↓(1− nBj′↑)nBj′↓P+. (3.132)
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The trick used in the above calculation is the same as that used in Section
(3.3.1). While the former two terms describe super-exchange processes, the latter









Inter-dimer-hopping terms For inter-dimer-hopping, we need to look at two
nearest-neighbor dimers. The projector is the tensor product of two dimer pro-
jectors:
P⊗2ST = (P+ + P−)
⊗2 = P+ ⊗ P+ + P− ⊗ P− + P+ ⊗ P− + P− ⊗ P+
= | ↑, ↓; ↑, ↓〉〈↑, ↓; ↑, ↓ |+ | ↓, ↑; ↓, ↑〉〈↓, ↑; ↓, ↑ |
+| ↑, ↓; ↓, ↑〉〈↑, ↓; ↓, ↑ |+ | ↓, ↑; ↑, ↓〉〈↓, ↑; ↑, ↓ |. (3.134)
As has been mentioned, in a particular dimer, the spin on the left and right of the
comma belong to sub-lattice A and B, respectively. In the above notation, dimers
are separated by semicolons. Hopping events take place between the two spins on
the two immediate sides of a semicolon, which are inter-dimer-nearest-neighbors
in the directions c2,3.













Among all the terms that we obtained form expanding the above term using the
expression (3.134), terms involving P+ ⊗ P− or P− ⊗ P+ do not contribute, since
in states such as
| ↑, ↓; ↓, ↑〉, (3.136)
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the same spin state occupies the inter-dimer nearest-neighboring sites, in which
case virtual hopping between them is forbidden. Processes involving spin-swapping,
such as
| ↑, ↓; ↑, ↓〉 =⇒ | ↑, ↑; ↓, ↓〉, (3.137)
do not contribute, either. This is because the final state after spin-swapping is
outside the Hilbert space under consideration, as can be seen in Equation (3.134).
In the end, nonzero contributions come from only two terms:
∑
σσ′
P+ ⊗ P+(a†iσbjσ + h.c.)P⊗2η (a†iσ′bjσ′ + h.c.)P+ ⊗ P+
= P+ ⊗ P+{a†i↑(1− nAi↓)bj↑nBj↓b†j↑ai↑ + b†j↓(1− nBj↑)ai↓nAi↑a†i↓bj↓}P+ ⊗ P+
= 2× P+ ⊗ P+nAi↑(1− nAi↓)nBj↓(1− nBj↑)P+ ⊗ P+ (3.138)
∑
σσ′
P− ⊗ P−(a†iσbjσ + h.c.)P⊗2η (a†iσ′bjσ′ + h.c.)P− ⊗ P−
= P− ⊗ P−{a†i↓(1− nAi↑)bj↓nBj↑b†j↓ai↓ + b†j↑(1− nBj↓)ai↑nAi↓a†i↑bj↑}P− ⊗ P−
= 2× P− ⊗ P−nAi↓(1− nAi↑)nBj↑(1− nBj↓)P− ⊗ P− (3.139)















The effective Hamiltonian Finally, the effective Hamiltonian for the singlet-


























We again recast everything in terms of the pseudo-spin operators are defined































j′ − 1)− 2SA−i′ SBzi′ (2SAzi′ + 1)SB+j′ SBzj′ (2SzBj′ − 1)





































j − 1) (3.144)
76






































j′ = 1. (3.147)































j′↓ − nAi′↑nBj′↓ − nAi′↓nBj′↑). (3.148)




j′↑| ↑, ↓〉 = nAi′↑nBj′↑| ↓, ↑〉 = 0,
nAi′↓n
B


























This term also contributes a constant, and thus does not contribute to the dy-
namics.























This Hamiltonian again favors the anti-alignment of spins. The new piece of in-
formation that is carried by the Hamiltonian (3.151), but not by the Hamiltonian






are different from each other. The re-writing of the Hamiltonian (3.151) in the
next section will clarify this point further.
3.3.2.3 Dimers as entities
It turns out to be rewarding to consider each dimer in the c1 direction as a single
entity, which is the correct picture in the limit t′/t → ∞. In this section we
re-write the model (3.151) in this picture. This will shed light on the different






, and reveal better
the microscopic structure of the phase space in the large-{U, t′} limit.
To this end, we define the creation and annihilation operators for a particular
dimer composed of lattice sites i′ and j′:















3.3 Effective Hamiltonians for the large-U limit
so that
a†+|0〉 = a†i′↑b†j′↓|0〉 = | ↑, ↓〉,









































































where jkl is the Levi-Civita symbol, are obeyed. Explicitly, these operators in
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terms of the original fermionic operators are given by














2Sz = n+ − n−
= nAi′↑n
B
j′↓ − nAi′↓nBj′↑. (3.157)


















where the subscript n labels the dimer composing of lattice sites i′ and j′.






(nAi↑ − nAi↓)(nBj↑ − nBj↓). (3.159)
Because the particular Hilbert space that we are considering is spanned by the
dimer states | ↑, ↓〉 and | ↓, ↑〉, we can infer the spin state on one lattice site from
that on the other site in the same dimer. For example, we have
nAi′↑ → nAi′↑nBj′↓, nBj′↓ → nAi′↑nBj′↓, (3.160)
where lattice sites i′ and j′ belong to the same dimer. We use this simple obser-
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j↓ − nAj′↓nBj↑)(nAi↑nBi′↓ − nAi↓nBi′↑) = −SznSzn+1, (3.161)
where the nth dimer is composed of sites i and i′, and the (n + 1)th dimer is
composed of sites j′ and j.












As we can see, this simple re-writing of the effective Hamiltonian (3.151) results in
nothing other than the quantum Ising model. The intra-dimer-super-exchange 4t
′2
U




acts as the nearest-neighbor spin-spin interaction in the z-direction,
which tends to destroy the spin order in the x-direction created by the magnetic
field. Notice that, while the dimers are arranged in a triangular structure, the
inter-dimer interaction exists only between dimers connected by a1 and a2, but
not between those connected by the vector (a1 − a2) (see Figure 1.1(a)). Thus
each dimer effectively has only 4 nearest neighbors, instead of 6 as in the case of
the usual triangular lattice. Consequently, the Hamiltonian (3.162) lives on an
effective square lattice. This is illustrated in Figure 3.4.
A few observations can be made on the model Hamiltonian (3.162). First of







































Figure 3.4: A schematic illustration of dimers on a square lattice for the large-
U limit. The dimer states are chosen as an example to be | ↑, ↓〉 on all sites,
corresponding to an antiferromagnetic state. The intra-dimer and inter-dimer su-




U , respectively. The horizontal and vertical
directions in this illustration correspond to the directions a1 and a2 in Figure
1.1(a), while the dimers are tilted so that they extend in the direction a1 − a2.
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which, in turn, are the eigenstates of the Hamiltonian (3.113) in the limit of large-
U/t′, as discussed following Equation (3.118). Notice that the singlet state is lower
in energy. On the other hand, the eigen-relations of Sz are
Sz| ↑, ↓〉 = 1
2
| ↑, ↓〉,
Sz| ↓, ↑〉 = −1
2
| ↓, ↑〉. (3.164)
Thus the Ne´el ordered states | ↑, ↓〉 and | ↓, ↑〉 are the pseudo-spin-↑ and pseudo-
spin-↓ states in the z-direction. As a result, the eigenstate of the first term of the




interaction as well as the fact that it is second order in Sz, the ground
states of the second term are the two degenerate ferromagnetic pseudo-spin states,
namely | ↑, ↓〉⊗Nc or | ↓, ↑〉⊗Nc , corresponding to the classical Ne´el ordered states
in the original electronic picture.







, which favor the Ne´el ordered states and the
singlet states on the dimer bonds, respectively. This qualitatively agrees with
phase diagram Figure 3.1, in which the antiferromagnetic ordering is destroyed
by a sufficiently large value of t′. Specifically, according to the phase diagram,
for a particular value of U with U  t, the Ne´el ordering is destroyed if t′ &
U/2. Furthermore, this phase transition is that of the quantum Ising model on
the square lattice, which has been extensively discussed in the literature (see
References [88, 89] for example). In particular, first of all, Hamiltonian (3.162)
has only one critical point, corresponding to the transition from a paramagnet
to a spin-ordered state. Moreover, in the paramagnetic (dimer singlet) phase,
the system has exponentially decaying spin-spin correlations, whereas they are
constant in the Ne´el ordered states. Precisely at the transition point, which
is second order, one obtains algebraic spin-spin correlation with a power-law
dependence on spatial separation [88].
Lastly, the ground state in the limit of large-t′, namely |S〉⊗Nc , which has
an exponentially decreasing pseudo-spin-spin correlation as noted above, can be
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identified with the gapped spin-liquid phase in the large-t′ limit, which will be
described in the next chapter.
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4Spin-liquid transition
4.1 The spin-liquid phase transition
In the previous chapter, we have discussed the anti-ferromagnetic phase transi-
tion in the honeycomb lattice. Using the mean-field self-consistent method and
Stoner’s criterion, we obtained the same transition line as plotted in Figure 3.1.
As mentioned in the discussion following the mean-field eigenenergies (3.12), this
line represents two kinds of transitions that are not separated on the mean-field
level: the Mott transition in the charge channel, and the anti-ferromagnetic tran-
sition in the spin channel. Indeed, we have seen from Equations (3.12) and (3.26)
that the mean-field charge gap ∆M is just proportional to the antiferromagnetic
order parameter ∆, ∆M = U∆/2. However, while the anti-ferromagnetic transi-
tion requires the Mott transition as a prerequisite, the converse is not true. In
other words, it is possible to have a Mott insulator without anti-ferromagnetic
spin-ordering. Such a phase is termed the spin-liquid phase. According to the
above reasoning, if it exists at all, the spin-liquid phase lies in between the Fermi-
liquid (including the (semi-) metallic and band-insulating phases) and the anti-
ferromagnetic phases, below the anti-ferromagnetic transition line plotted in Fig-
ure 3.1. This is confirmed by the findings in Reference [73].
The spin-liquid phase transition is fundamentally different from the antiferro-
magnetic transition, in the sense that there is no spontaneous symmetry-breaking
in the former transition, and hence no order parameter could be defined. In the
antiferromagnetic phase, as compared to the metallic phase, the rotational in-
variance and sub-lattice-inversion symmetries are broken. These are reflected in
the definition of the order parameter (3.4). In particular, the z-direction, along
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which the spin-↑ and spin-↓ are defined, is picked out as a special direction, thus
breaking the rotational invariance of the metallic phase. The sub-lattice-inversion
symmetry is broken because upon exchanging the sub-lattice indices A and B,
one has
∆→ −∆. (4.1)
In contrast, no such symmetry breaking occurs in the spin-liquid phase transition,
the classification of which require the so-called quantum order [65, 90]. Conse-
quently, the usual mean-field self-consistent method that we used to determine
the antiferromagnetic transition line is not applicable. Stoner’s criterion is clearly
not applicable here, either. This is because Stoner’s criterion only concerns the
instabilities in the spin sector, whereas in the spin-liquid phase transition from a
metal to a spin-liquid, only a charge gap is opened, while the spins remain para-
magnetic. For this reason, in this chapter the terms spin-liquid phase transition
and Mott transition can be used interchangeably.
As discussed in Section 1.3.3, despite the debate on the feasibility of the spin-
liquid phase in the honeycomb lattice, in this chapter we assume the applicability
of the slave-rotor method, and use it to investigate the spin-liquid phase of the
honeycomb lattice, as well as its evolution with the hopping anisotropy.
4.2 The U(1) slave-rotor method
For the reason stated in the previous section, instead of the standard mean-field
method, we use the more sophistiscated slave-rotor method, which is designed for
problems involving spin-charge-separation that is precisely what happens here.
For a discussion of the relation between the slave-rotor method and other slave
particle method, see Reference [69].
In the U(1) slave-rotor method [69,72], a particle is decoupled into the charge




4.2 The U(1) slave-rotor method
where the local phase degree of freedom θi is conjugate to the total charge, and the
auxiliary fermions fiσ (spinons) carry the spin. Notice that the number operator








The angular momentum Li = i∂θi is then introduced, whose eigenvalues cor-
respond to the possible number of particles on the lattice site. Due to the Pauli
principle, there can be a maximum of two spin-1
2
on one lattice: one spin-↑ and
one spin-↓. On the other hand, the eigenvalues of Li, which are to be interpreted
as the possible number of particles on lattice site i, can be any number. In order




f †iσfiσ = 1. (4.4)
is imposed with an associated Lagrange multiplier hi. This constraint glues the
charge and the spin degrees of freedom back into one piece, and thus brings the
slave-rotor picture back into the physical world.
Because the possible number of spinons are 0, 1 and 2 on the lattice site
labelled by i, according to the constraint (4.4), we have the following table:




We may re-write the possible electronic wave functions on a particular lattice site
in the slave-rotor picture as
|vac〉elec ≡ |1〉θ|vac〉f ,
| ↑〉elec ≡ |0〉θ| ↑〉f ,
| ↓〉elec ≡ |0〉θ| ↓〉f ,
| ↑↓〉elec ≡ | − 1〉θ| ↑↓〉f , (4.5)
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where the subscript elec indicates the electronic wave function, and |vac〉 denotes
the vacuum state. Defining that
eimθi |l〉θ = |l +m〉θ, (4.6)
it is easy to check that all the properties of the original ladder operators are
obeyed by the slave-rotor operators.
In this thesis, we attempt to use the slave-rotor method to describe two
phases: the (semi-)metallic/band-insulating and the spin-liquid phase. In the
(semi-)metallic/band-insulating phase, the charges are mobile, so that the num-
ber of charges, or the angular momentum Lj, on each lattice site fluctuates.
Consequently, the local angular variables θj, which are canonically conjugate to
each Lj, condense. On the other hand, in the spin-liquid phase, the charges are
localized on the lattice sites, while the conjugate angular variable θj fluctuates.
In the U(1) slave-rotor method, one obtains complex Lagrangians (or Hamil-
tonians) for the spin and charge degrees of freedom that are coupled. They may
be decoupled on the mean-field level with the help of a set of specially defined
mean-field parameters. Then a set of self-consistent equations can be written
down using the definitions of the mean-field parameters as well as the observa-
tion in the previous paragraph. The phase diagram is then obtained by solving
this set of equations.
We would like to point out that the anti-ferromagnetic phase can also be
covered within the slave-rotor method. This phase requires interaction induced
spin-spin correlations (the super-exchange interaction), which can be realized by
either manually introducing a Heisenberg spin-spin interaction term, as was done
in Reference [91], or by splitting the interaction into two parts, which are taken
to be affecting the charge and spin degrees of freedom, respectively. One such














4.3 The case of the anisotropic honeycomb lattice
The first term in the last expression can be re-expressed using the angular mo-
mentum Lj and the constraint (4.4), thus taken as affecting the charge degree
of freedom, while the antiferromagnetic order parameter (3.4) can be easily im-
plemented in the mean-field decoupling of the second term. This calculation will
be similar to the calculation performed in Reference [92], which was done for the
symmetric case. It is not covered in this thesis and is left for future investigation.
4.3 The case of the anisotropic honeycomb lattice
The Hubbard model on the isotropic honeycomb lattice was studied within the
U(1) slave-rotor method originally in Reference [69] as well as in Reference [71],
the latter in the presence of spin-orbit coupling. Here we generalize the approach
to the case of the anisotropic honeycomb lattice described by the Hubbard Hamil-
tonian (3.1). The calculation proceeds as described in the previous section. The
set of equations will be solved with the help of Green’s functions. There are
more than one solutions, so an analysis of the free energy is necessary in order
to discriminate them. The resulting phase diagram is then presented as the final
result.
4.3.1 Model
At half-filling, the interaction term (3.3) may be re-written, with the help of





















up to a constant term with no dynamical importance. The Hamiltonian (3.1) in






















where θij = θi− θj and hi is the Lagrange multiplier implementing the constraint
(4.4).














|Xj|2 = 1 (4.13)
is implemented with the help of the Lagrange multiplier ρj. In terms of the field














〈f †i′σfj′σ〉f , Q′f = 〈X†i′Xj′〉θ. (4.15)
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where 〈ij〉 and 〈i′j′〉 are nearest neighboring sites along the directions c2,3 and
c1, respectively. The subscripts f and θ in Equations (4.15) indicate that the
expectation values are defined using the mean-field Hamiltonians Hf and Hθ
defined below. Making use of the mean-field approximation relation αβ ≈ 〈α〉β+
〈β〉α− 〈α〉〈β〉, we obtain


























































self-consistently couple to each other via Equations (4.15). Notice that in Equa-
tions (4.17) we have omitted the constant term −〈α〉〈β〉, which will be important
only in the free energy analysis performed later. According to Equation (4.3),
the filling of the spinons is the same as that of the electrons, which is half-filling









particle-hole symmetry in Hf then dictates that
h = 0. (4.19)
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The spinons are governed by the quasi-free Hamiltonian Hf , which does not
have an interaction term. This implies that there can be no spin-ordering within
this model. Because the form of Hf parallels that of the kinetic Hamiltonian
(1.14), the discussion in Section 1.2.2 about the topological phase transition ap-
plies to the spinon Hamiltonian Hf . Explicitly, the phase transition occurs at
t′Q′f = 2tQf . (4.20)
In other words, the spinon excitations are gapless Dirac fermions if t′Q′f < 2tQf ,
and gapped if t′Q′f > 2tQf . The charge degree of freedom, on the other hand, is
described by the quantum XY lattice Hamiltonian Hθ, the disordering transition
of which corresponds to the opening of the charge gap, which is the essence of
the Mott transition.
Hf and the kinetic part of Hθ are easily diagonalized in momentum space via












































gk = t(eic2·k + eic3·k), g′k = t′eic1·k. (4.24)
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In these equations, all fermionic and bosonic operators have been replaced by
corresponding Grassmann and complex variables, respectively. The ellipsis in
Equation (4.25) stand for terms that are independent of the variables f and X,
and f¯ denotes the conjugate of the Grassmann variable f . The ρ-field, which
plays the role of the chemical potential of the X-field, is assumed to be uniform
in this mean-field treatment.
























∂2τ − ρ− |ΓkX |)X lk. (4.27)
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Because we are considering the system at half-filling and zero temperature, the
upper energy band is not populated. So we have ignored the operators fu and
Xu in the above expressions.
4.3.2 Green’s functions
In this section we evaluate the Green’s functions, which will be useful in the
coming calculation. They can be expressed using the coherent state path integrals
as






































with the index i labelling time steps, i = 0 corresponds to τ = 0 and i → ∞
















−∑ij x∗iHijxj = H−1i′j′ , (4.32)
where f are Grassmann variables, x are complex numbers, and H is a matrix
with a positive Hermitian part.
The spinon Green’s function can be obtained by directly applying Formula
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(4.31):




are the fermionic Matsubara frequencies.
4.3.2.1 Green’s function for the X-field condensed phase
As discussed in Section (4.2), the (semi-)metallic/band-insulating phase corre-
sponds to the condensed phase of the bosonic θ-field, or, equivalently, the X-
field. In this phase, a macroscopic fraction of the field particles occupy the lowest
energy
Emin = −|Γmaxθ | = −|2tQθ + t′Q′θ| (4.34)
with the same sign for Qθ and Q
′
θ. In contrary to the Dirac points, this energy
is situated at the Γ point corresponding to k = 0 at the center of the FBZ,
which point thus calls for special treatment. Let the number of particles in the
condensate be N0. The Hamiltonian for the X-field in this condensed phase is
Hθ = −(ρ+ |Γmaxθ |)N0 −
∑
k 6=0








Like in a Bose-Einstein condensate, the chemical potential ρ in this condensed
phase is equal to the lowest energy −|Γmaxθ |, which is shown in Equation (4.34).







































+ |Γmaxθ | − |Γkθ |
)
Xk. (4.37)
For nonzero wave vector, applying Equation (4.32), the Green’s function is [94]
Gθ(k, iνn) = −
[
ν2n/U +
(|Γmaxθ | − |Γkθ |)]−1 , k 6= 0; (4.38)







Gθ(k = 0, τ) = −N0 (4.40)





4.3.2.2 Green’s function for the X-field disordered phase
In the X-field disordered phase, we have infinitesimal N0 by definition, and thus
a chemical potential ρ such that ρ < −|Γmaxθ | [95]. The particle number, which
is conjugate to the θ-field, is thus fixed on each lattice site, corresponding to the
Mott-insulating phase. The difference between ρ and −|Γmaxθ | is naturally related
to the nonzero charge gap in this phase, which will be defined in Equation (4.61)
later.
For this case, we may apply Equation (4.32), and obtain [94]
Gθ(k, iνn) = −[ν2n/U + (|ρ| − |Γkθ |)]−1. (4.41)
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4.3.3 Mean-field equations
With the Green’s functions evaluated, we are finally in the position to write
down explicitly all the self-consistent equations. This needs to be done for the
condensed and disordered phases of the X-field separately. The solutions to the
set of equations for the X-field disordered phase would indicate the existence
of the spin-liquid phase within our slave-rotor treatment. It is possible to have
multiple solutions to the set of equation, which, as we shall see in Section 4.3.4, is
indeed the case here. A free energy analysis is then performed in order to identify
the true ground state of the system. This is presented in Section 4.3.5.
4.3.3.1 X-field condensed phase
The first self-consistent equation comes from the normalization of the X oper-
ators, i.e. (4.13). In terms of the Green’s functions, this can be expressed as









The term for the point k = 0 is trivial, while for the rest of the FBZ, the





Gθ(k, iνn) = − U
2
√












which is the fraction of the particles in the condensate. The resulting equation is
















We consider the 0-T limit, in which case the coth factor on the right hand side
of the above equation is just 1.
The rest of the self-consistent equations are obtained from the definitions of
the mean-field parameters in Equations (4.15). For the purpose of illustration,















−iθkΓθ 〈X l†kX lk〉


























































As a result, we have








|Γmaxθ | − |Γkθ |
, (4.48)
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with [see Equation (4.24)]









, g′k = t′ exp (iaky) . (4.50)
Similar considerations lead to the following equations for Q′f and Q
′
θ:



















Equations (4.45) and (4.48)-(4.52) form a complete set of self-consistent equa-
tions for the X-field condensed phase. The set of variables to be solved for are
{
n0, Qf , Q
′





4.3.3.2 X-field disordered phase
In the X-field disordered phase, n0 = 0 by definition. Instead, the chemical
potential becomes a variable, with [95]
ρ < −|Γmaxθ |. (4.54)
To obtain the set of equations for the disordered phase, we start from that for
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(|ρ| − |Γkθ |)
, (4.55)



















|ρ| − |Γkθ |
, (4.57)















Note that all the summations above are over the entire FBZ. The set of variables
to be solved for are {
ρ,Qf , Q
′






4.3.4.1 Second order transition line
The charge gap is defined as
∆c = 2
√
U(|ρ| − |Γkθ |max), (4.61)
which is nonzero in the Mott-insulating phase (the disordered phase of the X-
field), and zero in the metallic/band-insulating phase (the condensed phase of the
X-field). The exact opposite is true for the condensate population N0, which is
nonzero in the condensed phase by definition, and zero in the disordered phase. A
second order transition of the X-field from the condensed phase to the disordered
phase would be signaled by the vanishing of both the charge gap ∆c and the
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condensate population N0. We can use this information to write down the set
of equations for the second order transition line, by either setting N0 = 0 in the
equations for the condensed phase, or by setting ρ = −|Γmaxθ | in the equations
for the disordered phase. The resulting transition line is plotted in Figure 4.1.
This line has a sharp kink at t′/t ≈ 1.019, after which the curve goes backward











Figure 4.1: The transition line obtained under the assumption of a second order
transition. Only part of it forms the true transition line, as will be explained later.
in the direction of decreasing t′/t, and eventually turns again to the direction
of increasing t′/t at t′/t ≈ 0.92. For the values of 0.92 < t′/t < 1.019, this
line is crossed three times upon increasing U , indicating three phase transitions.
Similarly, for certain range of U values, upon increasing t′, this line is crossed
twice, indicating two phase transitions. One would expect the phase above (or to
the right of, for the vertical portion) and below (or to the left of) this transition
line to be the spin-liquid and the metallic/band-insulating phases, respectively,
as indicated in the plot. However, more detailed calculations show that it is not
entirely the case. For the upper most part of the curve for t′/t < 1.019, i.e. the
part of the curve before the sharp kink, everything works as expected; i.e. the
phases immediately above and immediately below it are the spin-liquid and the
metallic phases, respectively. On the other hand, for the part of the curve after
the kink at t′/t ≈ 1.019, we find the exact opposite. For example, for t′/t = 1.2,
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immediately above the curve, a nonzero value of n0 is found, while immediately
below the curve, one obtains nonzero ∆c, indicating a counterintuitive physical
picture. This is the reason for us to put question marks in Figure 4.1. These issues
will be resolved in the free energy analysis in a coming section, which dictates
that the nonphysical part of the second order transition curve is energetically
unfavorable, hence does not represent the ground state of the system.
4.3.4.2 First order solutions
In addition to the above second order transition line, we found two other solutions
that satisfy Equations (4.55)-(4.59) for the spin-liquid phase:




θ = 0, (4.62)
and thus describes a system effectively composed of decoupled zig-zag chains
in the c2-c3 direction in Figure 1.1. Self-consistent calculation yields
Qθ = − 2
pi
≈ −0.637 (4.63)
while Qf > 0 and ρ < −|Γmaxθ |, both of which are functions of U . The
associated spin-liquid phase in this case is gapless in the spin channel, since
t′Q′f = 0 < 2tQf . (4.64)
• The dimer solution has vanishing parameters on the c2 and c3 directions:
Qf = Qθ = 0. (4.65)
Hence this solution describes a system composed of decoupled dimers living
on the bonds in the direction c1, as shown in Figure 1.1. Self-consistency
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requires that
Q′f = 0.5, Q
′
θ = −1. (4.66)
One may easily verify that
∆c = U (4.67)
for this solution, independent of t′. The relation between ρ and U can thus
be derived:
U = 4(|ρ| − t′). (4.68)
This spin-liquid is gapped in the spinon channel, since
t′Q′f = 0.5t
′ > 2tQf = 0. (4.69)
These two solutions span the whole phase space, and do not require the pres-
ence of the rotor-condensed phase. The transition between these phases and the
rotor-condensed phase of the second order solution above will be of first order.
Among the three solutions, the physical solution for each set of model param-
eters is the one with the lowest free energy, the analysis of which will be presented
next.
4.3.5 Free energy analysis
To calculate the free energy, we need to take into account all the dynamically
unimportant constants that have been omitted so far, namely those terms pro-
portional to 〈α〉〈β〉 as explained below Equation (4.17). We thus have
H ≈ Hf +Hθ + C, (4.70)
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= −[4NctQfQθ + 2Nct′Q′fQ′θ] + 2Ncρ. (4.71)
The Helmholtz free energy per lattice site E is defined as
E = − 1
2Ncβ
logZ, (4.72)
where Z is the partition function, which is given by








〈φf | exp (−βHf )|φf〉 ×
∑
φθ
〈φθ| exp (−βHθ)|φθ〉 × exp (−βC)
= Zf × Zθ × exp (−βC), (4.73)
where {|φf〉} and {|φθ〉} are complete basis for the spinons and charges, respec-
tively. The free energy can thus be expressed as
E = − 1
2Ncβ
lnZ ≈ Ef + Eθ + C
2Nc
(4.74)
The free energy for the spinons is





For the charges, we need to consider the condensed and disordered phase
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2U(|Γmaxθ | − |Γkθ |), (4.76)








2U(|ρ| − |Γkθ |). (4.77)
4.3.6 Phase diagram
The free energy plots for the three solutions for a few typical values of t′ are shown
in Figure 4.2. In the case of a second order phase transition, the transition point is
determined by the simultaneous vanishing of ∆c and n0. In Figure 4.2, this is the
point connecting the red and black parts of the second order solution curve. On
the other hand, if the lowest free energy point jumps to another solution before
a second order transition is reached, one has a first order transition instead, the
transition point of which is the point of jumping between the two solutions. With
this in mind, we finally obtain the phase diagram plotted in Figure 4.3, where
the antiferromagnetic transition line is also included for completeness. In Figure
4.4, a zoomed-in plot of the part of Figure 4.3 in the vicinity of the isotropic limit
(t′ = t) is plotted.
One finds that, for t′ . 1.005t, the system undergoes a second-order phase
transition (described by the transition line plotted in Figure 4.1) from the semi-
metal (SM) phase to a gapless spin-liquid phase (GLSL in Figure 4.3) upon
increase of U/t; for 1.005t . t′ . 1.019t, the system first experiences the above-
mentioned second-order phase transition from the SM to the GLSL (within the
second order transition solution), and then a first-order phase transition to an-
other gapless one of the chain solution [GLSL (Chain)]; for 1.019t . t′ . 1.31t,



















(a)   t’=t
(c)   t’=1.12t














(b)   t’=1.014t
(d)   t’=3.1t







Figure 4.2: Plots of the free energy E against U for a few values of t′. Green,
blue and black-red curves are for the Dimer, Chain and second-order solutions,
respectively. For the second-order solution, the red and black parts of the curve
correspond to the rotor-condensed and -disordered phases, respectively.
a SM phase to the GLSL (Chain) via a first order phase transition; finally, for
t′ & 1.31t, the system undergoes a first-order phase transition from the SM [or
band-insulating (BI)] phase to a gapped spin liquid of the dimer solution [GDSL
(Dimer)]. The antiferromagnetic transition, which cuts the GLSL-GLSL (Chain)
transition at t′ . 1.005t, but which is otherwise well above the SM/BI-spin-
liquid transitions described here, is not treated within the current slave-rotor
description. As already mentioned, in principle, the antiferromagnetic transition
may be described within a slave-rotor theory by reintroducing spin-charge cor-
relations into the Hamiltonians (4.17a) [91]. Another possibility is discussed in
Section (4.2).
For the isotropic case t′ = t, our result of the second-order transition point
Uc/t ≈ 1.68 agrees with References [69,71]. In this limit, the free-energy analysis
indicates that the gapless SL of the second-order solution is the lowest while the
gapped SL of the dimer solution is the highest in energy among the three solutions.
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Figure 4.3: Mean-field phase diagram obtained for the anisotropic repulsive Hub-
bard model on the honeycomb lattice at zero temperature and half-filling. The
upper thinner blue line delineates the antiferromagnetic phase, whereas the two
linear functions (the dashed lines) for Uc are obtained from simple scaling argu-
ments (see Section (3.1)). The lower thick green line indicates a second-order
phase transition between the semi-metal (SM) and the gapless spin-liquid (GLSL),
whereas the dotted lines are first-order transitions, which consist of three sections:
the black round dots for 1.005 . t′/t . 1.02 between the GLSL of the second-
order solution and that of the chain solution [GLSL (Chain)], the black squares for
1.02 . t′/t . 1.31 between the SM and the GLSL (chain) and, above t′/t ' 1.31,
the red triangles between the SM [or band-insulator (BI)] and a gapped spin-liquid
[GDSL (Dimer)] that consists of decoupled dimers on the bonds with t′. The curve
across the black squares and red triangles is drawn to direct the eyes.
This is in contrast to the findings in References [73, 96], where a gapped SL was
identified as the true ground state. However, only an upper bound of the free
energy of the dimer solution is provided by our free energy analysis. This is
especially the case in the isotropic limit, in which a discrimination among the
three hopping parameters is unphysical. Indeed, possible kinetic dimer terms
(e.g. resonating dimer moving around a hexagon) could lower the energy of the





















Figure 4.4: Zoom on the phase diagram in the vicinity of t′ = t. For the notation
and meaning of the symbols, refer to Figure 4.3. The dashed vertical line denotes
the isotropic limit t′ = t.
are modified by these terms such that they are adiabatically connected to the
(also modified) isotropic case. Furthermore, the gapless chain solution may be
unstable to an infinitesimal interchain coupling that, in the context of the square
lattice, is known to open a spin gap [98]. An analysis of kinetic dimer terms and
the stability of the chain solution is, however, beyond the scope of this thesis.
4.3.6.1 Relation with the effective Hamiltonian
It is clear from the phase diagram (4.3) that the gapped spin-liquid phase of
the dimer solutions dominates the phase space in the large-t′ limit. In this limit,
nearest-neighboring sites connected by c1 form dimers, which structure dominates




. This phase can be identified with the
eigen-phase of the Sx in the effective Hamiltonian (3.162), which has spin-singlets
on each and every bond along c1. Both of the two phases are described by dimers,
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and the spin-spin correlation in both cases are expected to decay exponentially. A
further hint at the identity of the two phases comes from the excitation gap. The
antiferromagnetic transition line plotted in Figure 3.1 asymptotically approaches
the line Uc = 2t
′ in the large-t′ limit. Taking this asymptotic relation literally,
one would conclude that, in the effective model (3.162), the energy gap between
the singlet and the triplet states is given by 4t
′2
U
= 2t′ in the vicinity of the
transition line. On the other hand, for the Dimer solution described in Section
4.3.4.2, the band gap in the spinon channel is given by 2(t′Q′f − 2tQf ) = t′ [see
Equation (1.32)], with Q′f = 0.5 and Qf = 0 as indicated in Equations (4.65)
and (4.66). While the numerical factors are different, the two energy gaps agree
on the functional form, i.e. they both depend on t′ alone, and not on U or t,
indicating the possibility that the two energy gaps are of the same origin.
As mentioned before, the true ground state is probably that of resonating
dimers (singlets) moving around the hexagons, which is a special case of the short
range resonating valence-bond (RVB) state [74–76]. The transition between the
spin-liquid and the antiferromagnetic phases will then be that of the quantum




5Pairing transition in the bilayer hon-
eycomb lattice
Following the isolation of monolayer graphene sheets, the synthesis of multilayer
graphene has triggered the ongoing wave of investigation of such multilayer hon-
eycomb lattice system [13, 99–101]. This is driven in part by the desire to make
graphene-based materials with a tunable energy gap, which can be opened in
bilayer graphene by a potential difference between the two layers, and also by the
fact that bilayer graphenes are a class of materials that are interesting in their
own right.
There are two typical ways of stacking for bilayer graphene, with different
band structures and electronic properties. Most of the research interests have
been attracted toward the AB-stacked bilayer graphene [13,99–103], in which the
sub-lattice A of the upper layer is directly above sub-lattice B of the lower one,
while the sites of the sub-lattice B in the upper layer are above the hexagon cen-
ters of the lower layer. This is the natural stacking found in graphite. As has been
briefly mentioned in Section 1.3.3.2, the additional inter-layer nearest-neighbor
hopping amplitude changes the linear dispersion of the monolayer graphene at the
K and K′ points to parabolic, mimicking that of massive Dirac points. The Berry
phase of these massive Dirac points is ±2pi instead of ±pi for electrons in mono-
layer graphene. The sign depends on the valley K and K′ in both cases. More
importantly, the density of states at these points is nonzero instead of linearly
vanishing as in the monolayer counter part [13, 35, 102]. Thus the interaction
effects are more prominent in AB-stacked bilayer graphene than in monolayer
graphene. This renders the AB-stacked bilayer graphene a more plausible super-
conducting candidate than its monolayer counterpart, the latter of which requires
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the proximity effect when being inserted between two layers of superconducting
materials [104], or doping [105], in order to superconduct. By including the
inter-layer next nearest neighbor hopping between the sub-lattice B of the upper
layer and the sub-lattice A of the lower layer, which is comparable in magnitude
to the interlayer nearest-neighbor-hopping in bilayer graphene1 [35], the Fermi
surface becomes anisotropic at low energies. This phenomenon is called trigonal-
warping [106]. The Fermi surface at each valley splits into four small pockets
for energies ≤1meV, which are linear at the zero energy, corresponding to four
Dirac points. The Berry phases at these Dirac points are ±1×{pi, pi, pi,−pi} [107],
summing up to ±2pi for the two valleys. By twisting the two layers with respect
to each other along the axis perpendicular to the lattice plane, we can have the
interesting phenomenon of merging of Dirac points [107], similar to the topologi-
cal Lifshitz transition in the anisotropic monolayer honeycomb lattice, which we
have discussed in Section 1.2.2.
The AA-stacking is another way of constructing bilayer graphenes, which so
far has received limited theoretical attention [108–115]. In this stacking, the sub-
lattices A and B in the upper layer are directly above their counter parts in the
lower layer, as illustrated in Figure 5.1. Although it is not the natural stacking,
AA-stacking of bilayer graphene is often encountered in growing graphene [116].
It has been found that bilayer graphene tends to exist in this stacking, and is
very difficult to distinguish from monolayer graphene using scanning tunneling
microscopy [117]. The number of lattice sites per unit cell is doubled as compared
to the monolayer case. The reciprocal lattice structure is identical to that in the
monolayer case, which is displayed in Figure 1.1(b). Due to its in-plane symme-
tries that are identical to those of the monolayer graphene, the band structure dis-
played by the AA-stacked bilayer graphene resembles two copies of the monolayer
graphene band structure [112,115]. By including the inter-layer nearest-neighbor
hopping amplitude, which acts as effective chemical potentials, the degeneracy of
the two copies of monolayer graphene bands can be lifted. This will be discussed
in detail in the coming sections.
1In graphite, the interlayer nearest-neighbor hopping is ∼ 0.4eV, while the interlayer next-
nearest-neighbor hopping is ∼ 0.3eV. The intralayer nearest-neighbor-hopping is ∼ 3eV.
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Figure 5.1: (a) The AA-stacking bilayer honeycomb lattice. One layer of honey-
comb lattice is directly placed on top of the other. The subscript of A1, B2 etc. is
the layer index. The two kinds of intra-layer nearest-neighbor hopping amplitudes
t and t′ are described in Equation (1.29). The additional parameter t⊥ introduced
here is the interlayer nearest-neighbor hopping amplitude. Please see the caption
of Figure 1.1(a) for the meanings of the other designations. (b) The reciprocal
space structure of the AA-stacking bilayer honeycomb lattice, which is identical to
Figure 1.1(b).
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In this chapter, we consider the pairing transition in an AA-stacked bilayer
honeycomb lattice. We have the optical lattice system in mind. Considering that
the AA-stacking bilayer is simply two layers of the same crystal structure with no
in-plane mismatch, it should not be difficult to construct such an optical poten-
tial, especially given the well established monolayer constructions [32, 55]. One
such possibility would be using a beam-splitter to create two vertically separated
identical laser beams out of one, three such configurations can then be used to
construct the AA-stacked bilayer honeycomb optical lattice following, e.g., the
setup illustrated in Figure 1.3(a). We consider again the situation described by
Equation (1.29) with the two kinds of intra-layer hopping amplitudes t and t′, as
indicated in Figure 5.1(a). For interlayer hoppings, we consider only those be-
tween nearest neighbors, which amplitude will be denoted as t⊥. Doping, which
shifts the Fermi level, is introduced as an additional ingredient.
The comprehension of the noninteracting tight-binding band structure is cru-
cial for the understanding of our results, so it will be studied as the first step.
We then study the mean-field decoupled system being doped to the Dirac points,
which are shifted away from zero energy by the inter-layer hopping amplitude.
In the limit of large inter-layer hopping, the critical interaction strength for the
pairing transition is found to be doubled as compared to the monolayer case.
Finally, we study in detail the mean-field phase space of two typical cases repre-
senting the two classes t′ < 2t and t′ > 2t. The correlation between the size of
the Fermi surface and the magnitude of the order parameter, and that between
the finiteness of the size of the Fermi surface and the existence of a finite critical




5.1.1 The kinetic Hamiltonian























where t⊥ is the inter-layer nearest-neighbor hopping, and the superscript l = 1, 2 is
the layer index. We consider the anisotropic nearest-neighbor hopping amplitudes
t and t′ within each layer, which are defined in Equation (1.29), and are shown
in Figure 5.1(a). In Equation (5.1), 〈ij〉 and 〈i′j′〉 are in-plane nearest neighbors
with hopping amplitudes t and t′, respectively, while (ij) is over the in-plane
nearest neighbors in an arbitrary but fixed direction. In the case of (ij), each
“lattice site” consists of two interlayer nearest neighbors. All other symbols have
the same meaning as those in the Hamiltonian (1.14). All hopping parameters
considered in this article are greater than or equal to zero. But as noted later,
our analysis is valid for the case of t′ < 0 and t⊥ < 0 as well.
Due to the particular mean-field order parameter that we look at in this





















This so called Nambu space effectively doubles the Hilbert space by bringing the
particle and hole spaces into equal footing, which is precisely what is needed when
considering the pairing transition. The resulting energy bands are
Ekj = ±|γkt′ | ± t⊥, (5.3)
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where j labels the different energies, and
|γkt′ | =
√
t′2 + 4t2 cos2 x+ 4t′t cosx cos y, (5.4)
where x =
√
3akx/2 and y = 3aky/2, and a is the honeycomb lattice constant.
In the absence of pairing, each of the above bands is doubly degenerate due to
the doubling of the degrees of freedom. Notice that changing the sign of t′ in
Equation (5.4) is equivalent to the translation y → y+pi, while changing the sign
of t⊥ in Equation (5.3) does not change the band structure at all.
The basis (5.2) amounts to particle-hole-transforming the spin-↓ particles,
thus the eigen-energies of the spin-↓ particles acquire an overall minus sign. This
is not obvious at half-filling, because the energies are symmetric with respect to






is taken into account, we have different doped energy levels for the spin-↑ and
spin-↓ particles as
Ekj − µ : for spin-↑ particles,
Ekj + µ : for spin-↓ particles, (5.6)
because the Fermi surfaces of the two kinds of particles move in opposite direc-
tions. However, these purely formal differences do not affect the physics, which
is the same for spin-↑ and spin-↓ particles.
5.1.1.1 Uncorrelated tight-binding band structure
The band structure is obtained in Equation (5.3). The particular case of t⊥ = 0,
in which the two layers decouple into two independent sheets with dispersion




















(a) t′ = t, t⊥ = 0 (b) t′ = t, t⊥ = 0.5t
Figure 5.2: The band structure in units of t close to zero energy for t′ = t and
(a) t⊥ = 0 and (b) t⊥ = 0.5t. Notice the upward and downward shift for the lower
and upper bands, respectively, in the case of t⊥ = 0.5t. This is in accordance with
Equation (5.3). Note that these are plotted in the rescaled coordinates x and y
described in Equation (1.11). The bands that are far from zero energy are not
shown here.
the sake of discussion. Remember that for t′ < 2t, the band structure features
the so-called Dirac points at zero energy, at which the upper (positive) and lower
(negative) bands touch at conical intersections, while for t′ > 2t, there are no
more Dirac points, but instead a band gap opens at the center of the bands. At
half-filling, the former phase is a semi-metal, while the latter is a band-insulator.
The band gap in the latter phase is 2(t′ − 2t) centering at zero, and the top and
bottom of the bands are given by ±(t′ + 2t) for both phases. The width of each
band in the semi-metallic and the band-insulating phases are thus (t′ + 2t) and
4t, respectively.
Switching on t⊥, the degeneracy of the energy bands is lifted according to
Equation (5.3), which is illustrated in Figure 5.2 for the energy bands close to
zero energy for the case of t′ = t.
By varying t′, t⊥ and µ, the model (5.1) displays a variety of phases, which is
the main topic of this section. We discuss separately the two classes t′ < 2t and
t′ > 2t. We consider positive half of the bands as an example. The negative bands
are obtained from the particle-hole symmetry of the band structure. In Figure
5.4, we plot the phase diagrams for the cases of t′ = t and t′ = 3t, representing
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the two classes t′ < 2t and t′ > 2t, respectively.
The case of t′ < 2t The phase diagram for t′ < 2t, represented by the particular
case t′ = t, is plotted in Figure 5.4(a). The most salient feature of the band
structure in this case is the existence of the Dirac points. With nonzero t⊥, these
points are no longer at zero energy, but are shifted by ±t⊥ according to Equation
(5.3). The case of t⊥ = 0 has been discussed previously. For 0 < t⊥ ≤ (t′+ 2t)/2,
as can be deduced from the band structure (5.3), the Dirac points of the bands
±|γkt′ |+ t⊥ are submerged by the bands ±|γkt′ | − t⊥ and vice versa, a case that is
illustrated in Figure 5.3(a). Thus the semi-metallic phase is absent for this case,
because a nonzero density of states is provided by the bands that do not take part
in the formation of the Dirac points at E = t⊥, and the system is thus metallic.
For t⊥ > (t′ + 2t)/2, the Dirac points no longer overlap with the finite surfaces
of the other bands, as illustrated in Figure 5.3(b). From Equations (5.6), we see
that in order to dope the system to the Dirac points, one needs µ = t⊥. When the
Fermi level is at these points, the system assumes a semi-metallic phase, which is
denoted by the dot at the origin as well as the thick line with t⊥ = µ > (t′+2t)/2
in Figure 5.4(a).
We now consider the case of t′ = t and t⊥ = 4t as an explicit example, the
band structure of which (for kx = 0) is shown in the bottom panel of Figure 5.7.
The Dirac points of the bands ±|γkt′ | are now at the energy t⊥ = 4t, while the top
and bottom of these bands are at energies t⊥ + t′ + 2t = 7t and t⊥ − t′ − 2t = t,
respectively. Thus for 0 < µ < t as well as µ > 7t, the Fermi level lies in
band gaps, and so the system is a band-insulator, while for t < µ < 7t with the
exception of µ = 4t, the Fermi level lies within a band, and the system is a metal.
At µ = 4t, the Fermi level is at the Dirac points, and the system is a semi-metal,
as discussed before. This case is denoted by the horizontal dotted line at t⊥ = 4t
in Figure 5.4(a). Other values of t⊥ can be analyzed in a similar way, from which
one obtains the phase diagram Figure 5.4(a).
118
5.1 Model













(a)                                                                       (b)t′ = t, t⊥ = 0.8t t′ = t, t⊥ = 4t
Figure 5.3: The uncorrelated band structures Equation (5.3) along the line kx = 0
are plotted for t′ = t and (a) t⊥ = 0.8t and (b) t⊥ = 4t, in the rescaled coordinate
aky
2 . The energy is depicted in units of t. The Dirac points in (a), which are marked
by the horizontal dotted line, are submerged by the other band, while those in (b)
stand out from the other bands. Note that only the parts with µ > 0 are plotted.
The parts with µ < 0 are the mirror image with respect to the horizontal axis.
The case of t′ > 2t The case of t′ = 3t is plotted in Figure 5.4(b), representing
the class of t′ > 2t. As discussed before, in this case a band gap, given by 2(t′−2t),
occurs at the M point at the center of the bands ±|γkt′ |. Naturally, there is no
semi-metallic phase due to the absence of the Dirac points.
Like in the previous section, here we consider the particular case of t′ = 3t
and t⊥ = 2.5t as an example. The center of the bands ±|γkt′ | + t⊥ is at the
energy t⊥ = 2.5t, which coincides with the center of the band gap of magnitude
2(t′ − 2t) = 2t. The top of the band |γkt′ |+ t⊥ is at t′ + 2t+ t⊥ = 7.5t, while the
bottom of −|γkt′ |+ t⊥ is at −t′− 2t+ t⊥ = −2.5t in the negative half of the band
structure. Furthermore, part of the band |γkt′ | − t⊥, the top and bottom of which
are at the energy t′ + 2t − t⊥ = 2.5t and t′ − 2t − t⊥ = −1.5t, respectively, also
extends to the positive half of the band structure. Thus for the particular case
under consideration, the two bands |γkt′ | − t⊥ and −|γkt′ |+ t⊥ overlap in an energy
window of 0 < E < 1.5t. To summarize, for 0 < µ < 2.5t and 3.5t < µ < 7.5t,
the Fermi level lies within a band or bands, and system is a metal, while for
2.5t < µ < 3.5t and µ > 7.5t, the Fermi level lies within band gaps, and the
system is band-insulating. This case is denoted by the horizontal dotted line at
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t⊥ = 2.5t in Figure 5.4(b), and is plotted in the lower panel in Figure 5.8. Other
values of t⊥ can be analyzed in a similar fashion, which gives rise to the phase
diagram in Figure 5.4(b).
5.1.2 The interaction term











where as before, U > 0 is the interaction strength.
The order parameter under consideration is
∆ = 〈αli↓αli↑〉, (5.8)
where α = a, b denote the annihilation operators, and l is the layer index. This or-
der parameter describes the onsite pairing between a spin-↑ particle and a spin-↓
particle. The condensation of these pairs gives rise to a superfluid phase or sin-
glet conductivity if the operators α describe charged fermions. It is assumed to
be translational invariant, which, when transformed into the momentum space,
means the pairing between crystal momenta k and −k. We use this order pa-






≈ ∆∗αi↓αi↑ + ∆α†i↑α†i↓ − |∆|2. (5.9)



































t′ − 2t t′ t′ + 2t
(b)
Figure 5.4: (a) Uncorrelated phase diagram for t′ < 2t (t′ = t for this particular
plot). The semi-metallic phase consists only of the isolated dot at t⊥ = µ = 0 and
the thick line, defined by t⊥ = µ for t⊥ > t
′+2t
2 . The horizontal dashed lines marks
t⊥ = 4t, corresponding to the case plotted in Figure 5.7. (b) Uncorrelated phase
diagram for t′ > 2t (t′ = 3t for this particular plot). The horizontal dashed lines
marks t⊥ = 2.5t, corresponding to the case plotted in Figure 5.8.
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The first term can be taken care of by renormalizing the chemical potential, while
the constant term (1
4















In terms of the mean-field decoupled interaction term (5.11), the mean-field eigen-
energies are
Ekj (∆) = ±
√
U2∆2 + (|γkt′ | ± t⊥ ± µ)2, (5.12)
where j again labels the different energy eigenvalues. As mentioned previously,
the bands with −µ and +µ are for spin-↑ and spin-↓ particles, respectively. The
Dirac points are now located at the energies ±√U2∆2 + (t⊥)2, and the effective




where vF is the Fermi velocity of the particles in the half-filled monolayer honey-
comb lattice [see Equation (1.22)].
The Helmholtz free energy per lattice site is given by
F = − 1
4Ncβ
logZ, (5.14)
1The complex form of ∆ is useful when it comes to describing the low-energy excitations of
the system, which are generated precisely by the local fluctuation of the phase of the complex
∆. These will not be discussed in this thesis.
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where Z is the partition function
Z = Tr {exp (−βHMF)} , (5.15)
in terms of β = (kBT )
−1 with kB and T being the Boltzmann constant and
absolute temperature, respectively, and














(−Ekj (∆))Ekj (∆) + U∆2, (5.17)
up to constant terms, where the  subscript means that the integration is over




and y = 3aky
2
. Here Θ(x) is the Heaviside function, with
Θ(x) =

1 if x > 0
1
2
if x = 0
0 if x < 0
(5.18)
The minimization of Equation (5.17) with respect to ∆ gives the value of the
order parameter.
To obtain the critical interaction strength (Uc), we calculate ∂F/∂∆, where F
is given in Equation (5.17). Setting the resulting expression to be 0, and taking














Similar to the antiferromagnetic transition in the square lattice, which was
discussed in Section 3.1.2.1, Uc is zero as long as a finite size Fermi surface exists,
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because of the diverging integrand 1|Ej | on the right-hand-side of Equation (5.19).
In other words, as long as a finite size Fermi surface exists, the paring of spins
occurs at an infinitesimal U . On the other hand, if the Fermi surface is composed
of isolated Dirac points, a finite Uc exists, since
1
|Ej | diverges like
1
q
, where q is
the distance in the reciprocal space relative to a Dirac point, as demonstrated
in Equation (1.25). This divergence is exactly canceled by the linearly vanishing
two-dimensional Jacobian, thus resulting in a finite integration result. In the
insulating phase, there is no more diverging integrand, thus a finite value of Uc
can be calculated using Equation (5.19) as well. Therefore one expects finite
values for Uc in the parameter space corresponding to only the semi-metallic and
band-insulating phases of the uncorrelated system.
5.1.4 Relation to the antiferromagnetic order in the repulsive model





b2†i↓ → −b2i↓, (5.20)
while spin-↑ operators remain unchanged. It is easy to check that under this
transformation, the only change in the Hamiltonian is the sign of the interaction
strength.
Under this transformation, the order parameter becomes
〈αli↓αli↑〉 → ±〈αl†i↓αli↑〉, (5.21)
where the sign on the right hand side is determined by its sub-lattice and layer
indices according to Equation (5.20). In contrast to the attractive model, the
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order parameter on the right hand side of Equation (5.21) reflects a singlet pairing
of electron-hole pairs that may be identified with excitonic condensation. The
right hand side of Equation (5.21) is the expectation value of
S− = Sx − iSy, (5.22)
















(n↑ − n↓) . (5.24)
The expectation value of the z-component is clearly proportional to the anti-
ferromagnetic order parameter (3.4). The conclusion here is that the pairing order
parameter (5.8) is intimately related to the anti-ferromagnetic order parameter
(3.4) via partial particle-hole-transformation and rotation in the operator space
[111]. Notice the signs of the order parameter on the right-hand-side of Equation
(5.21), which changes from one site to its nearest neighbors, hinting at staggered
magnetization. The critical interaction strength that we obtained from Equation
(5.19) for the case of t⊥ = 0, t′ = t and µ = 0 (i.e. the monolayer symmetric
honeycomb lattice at half-filling) is Uc ≈ 2.23t, agreeing with our result in Section
(3.1) and that in Reference [22].
5.2 Results
In this section, we study the mean-field phase diagrams of the system with onsite
attractive interactions (5.7), which is mean-field decoupled in Equation (5.11).
The discussion will be based on the uncorrelated phase diagrams, which have
been studied in Section 5.1.1.1. In the following sections, the values of ∆ are
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obtained by minimizing Equation (5.17), while Uc are the solutions of Equation
(5.19). We first study the critical interaction strength as a function of t⊥ in the
case where the honeycomb lattice is doped to the Dirac points, which are at the
energies ±t⊥, and then study the two typical mean-field phase diagrams of t′ < 2t
and t′ > 2t in detail.
5.2.1 Bilayer honeycomb lattice doped to the Dirac points
In this section we consider the case where t′ < 2t, in which case one has Dirac
points at µ = t⊥. As discussed before, the Dirac points are submerged by finite
Fermi surfaces if 0 < t⊥ ≤ (t′ + 2t)/2, in which case the system doped to the
Dirac points of one set of bands is covered by the Fermi surface and the associated
nonzero density of states of another band, so that the critical U is zero according
to the discussion following Equation (5.19). For t⊥ = 0 or t⊥ > (t′ + 2t)/2, the
Dirac points are isolated. With µ = t⊥ the system is doped to the Dirac points, so
that it assumes a semi-metallic phase. As discussed previously following Equation
(5.19), the critical U is finite at these Dirac points.











1∣∣|γkt′ | − 2t⊥∣∣ + 1∣∣|γkt′ |+ 2t⊥∣∣
))−1
, (5.25)
where we have used the doped energies in Equation (5.12) and the relation t⊥ = µ
for the semi-metallic phase.
In the case t⊥ = 0, Equation (5.25) for the bilayer is, as it should be, identical
to Equation (3.21) for the monolayer case, and so is the resulting critical U , which
is plotted in Figure 3.1.






















up to leading order in (t⊥)−1. In the case of the symmetric honeycomb lattice
with t′ = t, the above equation amounts to
Uc
t
≈ 4.46− 2.49 t
t⊥
. (5.27)
In Figure 5.5, we have plotted the data calculated using Equation (5.25) for
the case of t′ = t, as well as the relation (5.27). As one may notice, the two plots
have excellent agreement between each other in the large-t⊥/t limit. The critical
U calculated using Equation (5.25) begins with the value 1.46t at t⊥ = 1.5t+ 0+,
goes as 2.49t/t⊥ for large t⊥, and asymptotically approaches the value 4.46t,
which is twice the monolayer critical value.
The reason for this doubling of critical U in the t⊥ → ∞ limit can be un-
derstood by examining Equation (5.26). The four terms in the integrand on the
right-hand-side of Equation (5.26) correspond to contributions of different spin
species and energy bands. Consider, e.g., the spin-↑ particles with doped ener-
gies Ekj − µ as discussed before Equation (5.6). Note that due to the Heaviside
function in Equation (5.19), only bands with negative doped energies contribute.
Furthermore, in the semi-metallic phase we have µ = t⊥. With these information
in mind, and considering the dispersions in Equation (5.3), the two contributions
from the spin-↑ particles are attributed as
1
|γkt′ |
: contribution from the band − |γkt′ |+ t⊥
with doped energy − |γkt′ |+ t⊥ − µ,
1∣∣|γkt′ |+ 2t⊥∣∣ : contribution from the band − |γkt′ | − t⊥
with doped energy − |γkt′ | − t⊥ − µ, (5.28)
The difference between the two bands is clearly 2t⊥. As t⊥ increases, the band
−|γkt′ | − t⊥ moves farther away from the Fermi level, which is at the Dirac points
of the band −|γkt′ | + t⊥. In the limit t⊥ → ∞, the band −|γkt′ | − t⊥ is too far
below the Fermi level to be influenced by the interaction. Similar consideration
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for the particle-hole-transformed spin-↓ particles leads to the same conclusion for
the band −|γkt′ | + t⊥. Comparing the t⊥ → ∞ limit to the case of t⊥ = 0, the
number of bands subjected to the interaction effects is halved in the former case,
hence the critical interaction strength is doubled in order to trigger the same
phase transition.












= 4.46− 2.49 t
t⊥
Figure 5.5: The black dots are calculated using Equation (5.25) for t′ = t, while
the solid green line is the relation (5.27). Both of the above are plotted starting
from t⊥/t = 1.5 on the horizontal axis, for reasons stated in Section 5.1.1.1. The
horizontal dashed line is the asymptotic value 4.46. All quantities are measured in
units of t.
5.2.1.1 The symmetric and antisymmetric dimer wave functions
As an attempt to understand the doubling of the critical U in the large-t⊥, we
consider the symmetric and antisymmetric wave functions on a dimer containing







where α = a, b represent the sub-lattice indices as well as the corresponding
fermionic operators, and the superscripts 1 and 2 of α are the layer indices. It
can be checked that these operators obey the usual fermionic anti-commutation
relations.





























































where ε is the ± indices for the symmetric and antisymmetric combinations.
Notice that t⊥ and −t⊥ act as the effective chemical potential for the D+ and
D− quasi-particles, respectively. The two sets of energy bands derived for the
original particles as shown in Equation (5.3), namely
Eklj = ±|γkt′ | − t⊥ and Ekuj = ±|γkt′ |+ t⊥, (5.33)
can then be interpreted as being occupied by the D+ and D− particles, respec-
tively. Notice that we have added the subscripts l and u to denote the lower and
the upper energy bands. When the system is doped to the Dirac points of the
Ekuj bands, the E
k
lj bands are below the Fermi surface for sufficiently large values
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of t⊥, and so are completely filled. The difference between the Fermi surface and
the middle of the Eklj bands is 2t⊥. As t⊥ becomes very large, the E
k
lj bands are
not only fully filled, but also far below the Fermi surface, and thus yield a van-
ishing contribution to the physical properties in the vicinity of the Fermi level.
Consequently the Diσ+ particles can be neglected in the discussion of large-t⊥
limit, for U  t⊥.













































































The terms in (5.35) represent the onsite interaction between theD+ andD− quasi-
particles, while those in (5.36) represent the flipping between the symmetric and








Neglecting the Diσ+ particles for the reasons described before, one can define
the pseudo-spin σ˜ such that
↑˜ ↔ {↑ −}, ↓˜ ↔ {↓ −}. (5.38)





































where the constants in the interaction term have been adjusted so that the half-
filling of the particles corresponds t⊥ = µ. Hamiltonian (5.39) is nothing other
than the attractive Hubbard model for the honeycomb lattice, with an effective
chemical potential (µ − t⊥) for both A- and B-sublattice sites, and an effective
interaction −U/2. For t⊥ = µ, this effective model describes half-filling, which is
equivalent to its repulsive counter part at the same filling. The latter case has
been extensively discussed in the previous chapters.
Since the interaction strength in (5.39) is U
2
instead of the original U , the
interaction is half as effective in this case. Consequently the critical U needs to be
doubled as compared to the limit of t⊥ → 0, in which limit all particles contributes
to the physical properties. An equivalent way to look at this phenomenon, but
which is not presented here, is to study the density of states, which is effectively
halved in the limit t⊥ → ∞. One thus obtains a result consistent with the
qualitative argument given below Equation (5.27).
5.2.2 The case of t′ < 2t
The system is in the semi-metallic phase when the Fermi level is at the Dirac




in Figure 5.4(a). As discussed in a previous section, in the semi-metallic phase a
finite Uc can be calculated using Equation (5.19).
In Figure 5.7, we included a series of plots for the case t′ = t, t⊥ = 4t. The
part of the corresponding band structure with µ > 0 is plotted in the lower panel,
from which we can see that the Dirac points are at µ = 4t. Correspondingly, in
the upper panel for Uc against µ, an isolated value of Uc = 3.92t exists at µ = 4t,
which is surrounded by the metallic phase in which one has Uc = 0. Because
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Uc < 4t at these Dirac points, the order parameter is nonzero in the middle
panel, where U was taken to be 4t.
For 0 < µ < t and µ > 7t, as can be seen in the lower panel of the band
structure, the system is in the band-insulating state, for which a nonzero value
of U is required to overcome the band gap and thus to form pairs. The value
calculated from Equation (5.19) is shown in the upper panel of Figure 5.7. The
horizontal dashed line in the upper panel marks the line U = 4t, which is the
value of U used in the calculation of of the pairing order parameter ∆ in the
middle panel. Finite ∆ exists when Uc < 4t, which is the case for the small range
of µ right before µ = t and right after µ = 7t, as indicated in the middle panel.
For t < µ < 4t and 4t < µ < 7t, the system is in the metallic state, i.e. a
Fermi surface of finite size exists. According to the discussion before, the critical
U is zero. In the language of the middle panel, finite ∆ exists for any value of
U in this phase. In the middle panel, notice the change in the magnitude of
the order parameter, which increases with µ for µ > t, reaches a local maximum
at µ = 3t, and reaches a local minimum at µ = 4t. The reverse sequence of
changes are observed starting from the minimum at µ = 4t: it increases to a
local maximum at µ = 5t, and then decreases to 0 at µ = 7t. Furthermore, at
the points µ = 3t and µ = 5t, the Fermi levels are at the so-called van Hove
singularity, at which the density of states has a logarithmic divergence. The
same trend is observed in the size of the Fermi surface, as shown in Figure 5.6
for t < µ < 4t as an example. This correlation can be explained by the fact that
an increase in the size of the Fermi surface, as well as the attainment of the van
Hove singularities, are accompanied by an increase in density of states, which
elevates the effectiveness of the interaction, which is then ultimately reflected in
the increase in the magnitude of the order parameter.
5.2.3 The case of t′ > 2t
In the case where t′ > 2t, the Dirac points no longer exist. The metallic and
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Figure 5.6: The Fermi surfaces for t′ = 1, t⊥ = 4t and µ = 1.1t in (a), 2t in (b),






2 . The size of the Fermi surface increases from µ = 1.1t, attains its local
maximum at µ = 3t, and decreases to zero at µ = 4t. The same trend of change
is observed in the magnitude of the order parameter. Furthermore, at µ = 3t
corresponding to the so called van Hove singularity, the density of states has a
logarithmic divergence such that the interactions are the most efficient there. At
the same point, the size of the Fermi surface as well as the magnitude of the order
parameter attain their maximum values.
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2 kx = 0
Figure 5.7: Upper panel: the critical U as a function of the chemical potential.
Middle panel: the order parameter as a function of the chemical potential for
U = 4t. Lower panel: the band structure in the rescaled coordinates
kya
2 for kx = 0.
All energies are measured in units of t. In all three plots we have t′ = t, t⊥ = 4t,
which corresponds to the horizontal dashed line in Figure 5.4(a). The horizontal
dashed line in the upper panel marks the interaction strength U = 4t, which is the
value used in our previous calculation of ∆ in the middle panel. Only the part of
the band structure with µ > 0 is plotted in the lower panel. The part with µ < 0
is the mirror image of the lower plot with respect to the y-axis.
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In Figure 5.8, we included a series of plots for the case t′ = 3t and t⊥ = 2.5t,
corresponding to the horizontal dashed line in Figure 5.4(b).
For 2.5t < µ < 3.5t and µ > 7.5t, the band structure in the lower panel shows
that the system is in the band-insulating phase, for which, due to the band gap,
a finite Uc is needed, which can be calculated from Equation (5.19). The results
are shown in the upper panel. The horizontal dashed line in the upper panel at
4t marks the value of U used in the calculation of ∆ in the middle panel. As can
be seen from a simple comparison between the upper and the middle panel, the
range of µ with finite ∆ coincides with that with Uc less than 4t, as it should be.
For 0 < µ < 2.5t and 3.5t < µ < 7.5t, as can be seen in the lower panel
in Figure 5.8, the system is in the metallic phase. The finite-size Fermi surface
dictates the critical U to be zero, which is shown in the upper panel. The order
parameter, which is plotted in the middle panel, is nonzero regardless of the
value of U in this phase. The line with µ = 1.5t marks the transition from the
overlapping region between two bands (for µ < 1.5t) to the non-overlapping region
(for µ > 1.5t). This same line also corresponds to the van Hove singularity, at
which the density of states has a logarithmic divergence. Both of these indicate
an abrupt change in the density of states at the Fermi level across the point
µ = 1.5t. This is reflected in the change in d∆/dµ at this point on the curve in
the middle panel. Otherwise, the change in magnitude of the order parameter can
again be traced back to the change in the size of the Fermi surface, as explained
in the case of t′ < 2t in the previous section.
Notice that the above discussion is based on the uncorrelated band structures
shown in the lower panels in Figure 5.7 and 5.8, which, as noted in the discussion
following Equation (5.3), remains invariant when the sign of t′ or t⊥ are changed.
Thus our discussion above applies to the situations with negative t′ or t⊥ as well.
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2 kx = 0
Figure 5.8: Upper panel: the critical U as a function of the chemical potential.
Middle panel: the order parameter as a function of the chemical potential for
U = 4t. Lower panel: the band structure in the rescaled coordinate
kya
2 for kx = 0.
All energies are measured in units of t. In all three plots we have t′ = 3t, t⊥ = 2.5t,
which corresponds to the horizontal dashed line in Figure 5.4(b). The horizontal
dashed line in the upper plot marks the interaction strength U = 4t, which is the
value used in our previous calculation of ∆ in the middle plot. Only the part of
the band structure with µ > 0 is plotted in the lower plot. The part with µ < 0 is




In this thesis, we have presented our results concerning various strongly correlated
phases and phase transitions in the honeycomb lattice with in-plane anisotropy.
Our studies are based on the Hubbard Model, in which one of the nearest-neighbor
hopping amplitudes t′ is enhanced with respect to the other two, which remain
identical and are denoted as t. The primary interest of us is in the limit of large
anisotropy, i.e. t′/t→∞.
The systems studied in this thesis include the monolayer and the AA-stacked
bilayer honeycomb lattice. The main methods used are the mean-field self-
consistent and the slave-rotor methods. The results of these methods are then
complemented by the Stoner’s criterion calculation and the effective Hamiltonian
that we derived for the strongly-correlated limit.
Because of the short-range nature of the interaction between ultra-cold atoms
[see Chapter 1], the Hubbard Model can be simulated exactly by the system of
ultra-cold atoms loaded into a honeycomb optical lattice. This system also offers
other major advantages over conventional condensed matter systems in terms of
configurability and controllability. In particular, the interaction strength as well
as its sign can be engineered via the Feshbach resonance, a feature that is largely
missing in graphene and other condensed matter systems. The AA-stacking of
bilayer honeycomb lattice can also be easily implemented in an optical lattice
system, as discussed in Chapter 5, even more easily than the AB-stacking that
is commonly found in natural graphite, due to the subtle mismatch between the
two layers in the latter case.
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We first studied the monolayer honeycomb lattice. The first main result of this
thesis is the antiferromagnetic transition line as a function of the anisotropy, which
is produced using the mean-field self-consistent method, and then reproduced in
the Stoner’s criterion calculation. This transition line can be interpreted using
simple scaling arguments [see Section 3.1.3].
While there is a consensus in the literature on the antiferromagnetic transition
in the honeycomb lattice in the strongly-correlated limit, the existence of the
spin-liquid state in this lattice in the region of intermediate interaction strength
is subjected to much controversy. The main reason for both the consensus and
the later controversy mentioned above is the absence of geometric frustration in
the bipartite honeycomb lattice. In this thesis, we study the possible spin-liquid
phase transition starting from the (semi-)metallic/band-insulating phase in the
anisotropic honeycomb lattice using the slave-rotor treatment. The resulting
transition line is partially second order and partially first order as a result of the
free energy analysis of the multiple solutions to the problem [see Section 4.3.6].
In the limit of large anisotropy, in which we are primarily interested, we find a
gapped spin-liquid phase dominating the phase space. This phase is described by
decoupled dimers on the bonds with the stronger hopping amplitude t′.
The transition between the spin-liquid and the antiferromagnetic phases, which
presumably is the antiferromagnetic transition line, is not treated within our
slave-rotor calculation. However, the effective Hamiltonian that we derived for
the strongly-correlated limit [see Section 3.3, and particularly Section 3.3.2.3]
shows that this transition mimics that of the two-dimensional quantum Ising
model on a square lattice. The disordered phase obtained within the effective
Ising model that should presumably be identified with the spin-liquid phase is
that which consists of spin-singlets on every dimer (t′-bonds), which closely re-
sembles the gapped spin-liquid phase obtained in the slave-rotor treatment, the
latter of which is described by decoupled t′-bonds. The spin-spin-correlation in
both phases are expected to decay exponentially. Furthermore, the excitation
gaps in the two phases in the vicinity of the antiferromagnetic transition line are
t′ (band gap in the spinon channel of the gapped slave-rotor spin-liquid) and 2t′
(singlet-triplet energy gap in the Ising model), both of which depend on t′ alone
and not on other energy scales, hinting at the same origin of the two gaps. Thus,
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although the fate of this spin-liquid phase in the isotropic limit (t′ = t) as well
as the other limit of anisotropy (t′ < t) cannot be settled within our slave-rotor
calculation, we are fairly convinced of the existence of the spin-liquid phase in
the limit t′/t → ∞. On the other hand, the effective Hamiltonian suggests that
the spin-liquid phase is destabilized by the inter-dimer superexchange interaction
terms in favor of the Ne´el ordered states. This offers a possible mechanism by
which the spin-liquid phase in the large-t′ limit can be destroyed in the isotropic
limit (t′ = t) as well as the limit t/t′ → ∞ of weakly coupled chains. The ab-
sence of the spin-liquid phase in the honeycomb lattice has been reported for the
isotropic limit in a recent large-scale quantum Monte Carlo simulation [68]. Note
that our discussion in this thesis is focused on the limit of zero temperature. For
nonzero temperature, the Mermin-Wagner theorem states that, in two spatial di-
mensions, the the spin-rotational symmetry cannot be spontaneous broken in the
Hubbard model with onsite interaction. Thus for finite temperatures, there can
be no antiferromagnetic order in the Mott state, and thus the spin-liquid phase
dominates the strongly-correlated limit regardless of the value of t′.
In the study of the pairing transition in the AA-stacked bilayer honeycomb
lattice, the mean-field self-consistent method is again used. For the system doped
to the Dirac points in the limit of large inter-layer hopping, the interaction is found
to be half as effective as compared to the monolayer case, due to the effective
reduction of number of bands, or, equivalent, of the density of states. In a detailed
study of the two typical cases of the t′ < 2t and t′ > 2t, the correlation between
the size of the Fermi surface and the magnitude of the order parameter, and that
between the vanishing of the Fermi surface and the existence of a finite critical
interaction strength are found.
6.2 Perspectives
As discussed in Chapter 1, and quantitatively analyzed in Chapter 2, the lattice
parameters can be easily adjusted in an optical lattice. The topological phase
transition, as a prominent example, has been realized as reported in Reference
[32] within Bloch-oscillation experiments. In addition, there have been various
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proposals for the detection of the strongly correlated phases in the optical lattice
systems. For example, the localization of particles can be identified in time-of-
flight experiments [118], while the antiferromagnetic phase can be measured using
optical Bragg scattering [119]. The spin-liquid phase can then be identified in a
system which exhibits charge localization in a time-of-flight experiment but no
antiferromagnetic ordering in optical Bragg scattering. We are looking forward
to the relevant experimental efforts in these directions.
On the theory side, there are many exciting possible directions for future in-
vestigations. For example, it is interesting to study the effects of a fluctuating
gauge field on our mean-field results. This can be accomplished using the renor-
malization group technique. Another research direction would be the analysis
of the fate of the spin-liquid phase in the isotropic limit, as discussed following
the phase diagram (4.3). This can be partially accomplished by using quantum
Monte Carlo method to simulate the system of moving dimers on the honeycomb
lattice. In the case of AA-stacked bilayer honeycomb lattice, the investigation of
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