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There are many concepts in quantum mechanics that are counter-intuitive
from the everyday life perspective. They range from the Heisenberg un-
certainty principle to the concept of entangled states. Recently the col-
lection has been enriched by the topological states of matter. They have
intrinsic “skin effect”, so that all the particle current flows on their sur-
face, while the bulk of the material is insulating. This property does not
depend on the exact details of a sample, disorder, etc. This is the reason
the states are called topological. The first example of such states is the
2d Quantum Hall effect [1]. Later ones are Quantum Spin Hall [2–4]
effect, 3d Topological Insulators [5–7] and Topological Superconductors
[8, 9]. The results of the first experiments observing Quantum Hall and
Spin Hall effects are in fig. 1.1. All the effects can be described in the
framework of non-interacting quasiparticles above the Fermi sea. Based
on this observation, the general classification of such topological states
is constructed [10].
The most vivid example of the counter-intuitive structure of such
materials is the Majorana fermion, which emerges on the boundary of
a topological superconductor [11, 12] or in half-integer vortices in the
topological superconductors [13, 14]. Majorana fermion is neither an
electron nor a hole (absence of electron), it is half-electron half-hole at
the same time. No classical analogy helps to understand this quasipar-
ticle, as a half-empty glass is not an empty and a filled glass simulta-
neously. It is not a state that is empty in half of the cases and filled in
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Figure 1.1. First measurements of the two topological systems in 2 dimensions.
(a) Quantum Hall effect [1] conductance measurement as a function of gate
voltage. The gate tunes through the plateaus for the Hall voltage (UH) and
dips in the voltage along the device (UPP). (b) Quantum Spin Hall effect [4]
conductance measurement as a function of gate voltage, tuning through the
bandstructure of the material and showing quantized conductance in the bulk
gap. Reprinted with permission from AAAS.
the other half. Rather it can be understood literally as a state, which is
half of an electron and half of a hole at the same time. Only by bring-
ing it together with another Majorana, it can really be measured if the
combination of them is a full electron or a full hole. This property pro-
tects the state from any kind of local potential perturbation and makes
devices based on it good candidates for a quantum memory [15] and
quantum computations [16–18]. The name “Majorana fermion” comes
from high-energy physics, where it refers to a freely moving elementary
particle. In the superconducting context the Majorana is bound at zero
energy to some defect (vortex or boundary), and is more precisely called
“Majorana bound state” or “Majorana zero-mode”. The combined object
(Majorana plus defect) is actually not a fermion but a more exotic object
called a “non-Abelian anyon” [19].
Majorana fermions are predicted to emerge on the boundary of both
1d and 2d topological superconductors [9, 10, 20–22]. They can be either
propagating or localized excitations. As the title of the present thesis
suggests, we deal with the 1d examples, which are bound states, in the
setups of realistic quantum wires. The Majorana bound states are pre-
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Figure 1.2. The first measurement of conductance for a spin-orbit coupled
nanowire (setup on the left), showing zero-bias conductance peak, taken from
[23]. The setup is very similar to the one we study in the chapter 4. Reprinted
with permission from AAAS.
dicted to emerge in spin-orbit coupled nanowires under external mag-
netic field and in contact with the usual s-wave superconductors [21, 22].
Recently the predictions have found supporting experimental evidence
[23–26]. Measurement from [23] is shown in fig. 1.2.
We start by examining the topological transition in finite wires and
show that though it becomes a crossover there is a transition of dif-
ferent kind, which stays sharp. Then using model-independent tech-
niques we study the wires in the vicinity of the two transitions, where
their properties become universal. We study the effect of disorder in the
nanowires also in a model-independent way. Then we discuss Josephson
junctions with Majorana bound states of different lengths and in differ-
ent setups: voltage biased short junction and phase biased long junction.
We finish with a detour into the theory of Nernst effect in materials with
anisotropic scattering and Fermi-surfaces.
1.2 Majorana bound state
Let us introduce the notion of the Andreev bound state. It is a state,
which is localized in the vicinity of the superconductor and the wave-
function of which has both electron and hole component. Majorana
bound state is a particular type of the Andreev bound state, when the
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electron and hole component have equal weights:
γ1 = ψ + ψ
†, (1.1)
γ2 = i(ψ− ψ†), (1.2)
where ψ is the electron annihilation operator and γ is the Majorana
operator:
γ = γ†. (1.3)
Particle-hole symmetry in the superconductors connects the creation
and annihilation operators at energies ±E counted from the middle of
the superconducting gap and requires:
γ(E) = γ†(−E), (1.4)
therefore Majorana bound state can only appear at zero energy, in the
middle of the gap.
1.2.1 Systems for observing Majorana bound state
In this thesis we will study two systems, where the Majorana bound
state may emerge: the edge of the Quantum Spin Hall insulator and
the spin-orbit nanowire in an external magnetic field, both coupled by
proximity effect to the usual s-wave superconductor.
For the purposes of the present thesis it is important to know that
the Quantum Spin Hall insulator can be thought of as two copies of the
Quantum Hall systems with opposite magnetic fields, so that they are
time-reversal partners of each other. This means that the Quantum Spin
Hall system also has insulating bulk, but two copies of the Quantum
Hall chiral edges. They are going in the opposite directions and are
forming a Kramers pair. The latter forbids the scattering from one state
to counter-propagating if the time-reversal symmetry is preserved. The
dispersion of one edge of the Quantum Spin Hall insulator is shown in
fig. 1.3.
Superconductor in proximity with the Quantum Spin Hall edge opens
the gap in the edge dispersion, but the argument above still holds and
it is forbidden to scatter from the right-moving to the left-moving state
of an electron. Nevertheless, the superconductor opens up another pos-
sibility for backscattering: Andreev reflection [27]. It is the process of
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Figure 1.3. Schematic depiction of the dispersion relation of the edge states
of the Quantum Spin Hall insulator (left) and the lowest band of the single-
channel spin-orbit nanowire (right), the two materials being used for the detec-
tion of the Majorana fermions. The Fermi level is shown with the horizontal
red line
an incident electron reflecting back as a hole and transferring a Cooper
pair into the superconductor. As described above, the normal reflec-
tion is forbidden in the Quantum Spin Hall system and there is an ideal
Andreev reflection. It turns out that if one breaks time-reversal symme-
try, the ideal Andreev reflection is lost except at zero bias. The zero-
bias peak in Andreev conductance is one of the signatures of Majorana
bound state [28, 29]. It is clear that the Andreev bound state near the
normal metal-superconductor boundary in such a system will have the
Majorana nature, as the Andreev reflection is perfect, the wavefunction
of the state is forced to be equally electron- and hole-like. Schematically
the arrangement is shown in fig. 1.4.
What is the similarity between the Quantum Spin Hall edge and the
spin-orbit nanowire, the other setup we discuss in the thesis? It turns out
that the crucial factor for the Majoranas to emerge is the non-degenerate
conducting channel, which is obviously the case for the Quantum Spin
Hall system. For the nanowire one needs quite strong spin-orbit cou-
pling in combination with the external magnetic field to completely lift
the degeneracy [21, 22]. Sketch of the dispersion relation is shown in fig.
1.3. In the nanowires one also expects to observe the Majorana-related
zero-bias peak, first measurements have been reported [23–25].
The analysis of the conductance properties of the non-interacting
normal-superconductor junctions is very convenient to perform with the
scattering matrix formalism. Scattering matrices are powerful tools for
describing the non-interacting systems [30]. Once we know the scat-
tering matrix of the system, we can understand the conductance of it
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Figure 1.4. Majorana bound state formation on the edge of the Quantum Spin
Hall insulator in between the region of backscattering, where time-reversal
symmetry is broken, and the superconductor, which provides the Andreev re-
flection
both in usual and superconducting cases [31] and we apply them for the
latter in the present thesis. The conductance from normal lead to the





where rA is the subblock of the scattering matrix, corresponding to the
Andreev reflection. Majorana resonant Andreev reflection manifests it-
self in the eigenvalue 1 of the reflection matrix at zero energy. In this
thesis we will analyse the general topological properties of the scattering
matrix and will use the random scattering matrix to model disordered
normal-superconductor junction.
1.2.2 4π Josephson effect
Josephson effect is the phenomenon of current going between the two
superconductors connected by a piece of normal metal [32]. The current
may flow without resistivity if it is not too large, or if one applies voltage
to the junction between the superconductors, the current is modulated
with Josephson frequency [33].
Majorana bound states when present in the Josephson junction, i.e.
when the weak link in the junction is the spin-orbit wire or the Quantum
Spin Hall edge, has a peculiar quasi-equilibrium property: the depen-
dence of the energy of the ground state of the junction is 4π periodic in
1.3 Symmetries 7
the superconducting phase difference between the sides of the junction
[15]. By quasi-equilibrium we mean that the measurement is done faster
than the parity relaxation time, or inverse tunnelling rate through one
of the superconducting contacts. This is true in the current- or phase-
biased case, which are discussed in the chapter 6. In the voltage-biased
case, however small the tunnelling is, it affects the periodicity of the
modulated current, which is discussed in the chapter 5.
The current through the Josephson junction can be calculated us-
ing the scattering matrix approach in two ways: one can derive from
the scattering matrix the phenomenological Hamiltonian of the junction
and study its dynamics (see chapter 5), or use the scattering matrix di-
rectly to obtain the density of states in the junction and therefore the
free energy (see chapter 6). In either case it is used that the charge and
superconducting phase difference are the conjugate variables and the







where F is the free energy of the junction and φ is the superconducting
phase difference between the two leads.
1.3 Symmetries
We will turn to the general classification of the topological states to un-
derstand what is the position of the topological superconductors in the
classification.
The basis of the theory of a topological insulator or a superconductor
is the symmetry it obeys [10]. There is a range of unitary symmetries,
which a Hamiltonian can have. These include crystallographic symme-
tries, inversion symmetry, etc. They may also influence the classification
of the Topological insulators [34], but the most important symmetries
are the anti-unitary ones, time-reversal and particle-hole, and their com-
bination, chiral symmetry. Their operators read:
T = UTK, (1.7)
P = UPK, (1.8)
C = UTU∗P, (1.9)
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Figure 1.5. Symmetry classes of non-interacting fermions as defined by their
symmetries. Numbers indicate the value of the square of the corresponding
symmetry, × means the symmetry is absent. Gray areas represent symmetry
classes with chiral symmetry.
where UT and UP are basis-dependent unitary hermitian matrices.
Though the particle-hole and the time-reversal symmetries look the
same in the previous equation, they are separated by their action on the
Hamiltonian:
T HT −1 = H, (1.10)
PHP−1 = −H, (1.11)
CHC−1 = −H. (1.12)
If the symmetry is present for a system, further classification is based
on the value of the T 2 (UTU∗T) and P2 (UPU∗P), both can be ±1. The sim-
ple way to see the difference between the two cases is to notice that not
any Hamiltonian may be brought to the basis, where the time-reversal
or particle-hole is purely complex conjugation just by rotating it with√
UT or
√
UP correspondingly, only the ones that square to +1.
By this classification all the non-interacting fermion systems may be
divided into 10 classes, see fig. 1.5. We will later on refer to them by the
names in the table (D, BDI, CII, etc.).
These symmetries are usually based on the physical time-reversal
symmetry (P2 = −1) and on the particle-hole symmetry, which orig-
inates from the structure of the mean-field equation for superconduc-
tors, Bogoliubov-de Gennes equation. For the latter P2 = 1 always.
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Nevertheless a unitary symmetry may change the symmetry class of the
Hamiltonian as well as the absence of some terms in the Hamiltonian
due to different requirements. Let us give two examples of the change
of the symmetry class of the Hamiltonian.
i. If the Hamiltonian has some unitary symmetry as an addition to
the anti-unitary described above. For example:
σyHσy = H, (1.13)
then along with time-reversal symmetry T it has
T ′ = −UTσyK, (1.14)
T 2 = −T ′2. (1.15)
This does not mean that the system has two time-reversal symmetries,
but it means that one needs to write the Hamiltonian in the basis, where
the unitary symmetry is diagonal and then study the symmetry class of
each block. As the blocks are completely decoupled only the symmetry
class of a single block plays a role for the physical properties of the
system. Let us study an example:
T = σyK, (1.16)
T ′ = K. (1.17)
Then when we diagonalize the Hamiltonian, the first symmetry becomes
inter-block symmetry and the second stays in-block, and squares to +1,
which means that by the unitary symmetry we have moved the system
from one symmetry class to another.
ii. When some terms are absent from the Hamiltonian due to the
configuration of the system, artificial additional symmetry may be pro-
duced. BDI superconducting nanowire [36], discussed also in the chap-
ter 4, is an example of such a case. The usual 2d class D Hamiltonian of








τz + vso(pxσyτz − pyσx) + EZσxτz + ∆σyτy, (1.18)
where vso is the scale, associated with the spin-orbit energy, and EZ
is the Zeeman energy due to magnetic field. The only symmetry of
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the Hamiltonian is P = τxK, it belongs to class D. Notice, that if the
transverse direction of a nanowire made from such a material is small







τz + vso pxσyτz + EZσxτz + ∆σyτy, (1.19)
which has an additional symmetry T = K and brings the system into
BDI symmetry class.
1.4 Effective theories of topological phase transitions
We now proceed to the description of the generic topological phase tran-
sition. Once the system is in symmetry class AIII, D, DIII, BDI or CII
in 1 dimension, it can be made topological. Which means, under some
parameters it will have end states. The transition to such state is al-
ways accompanied with the bulk gap closing. Actually, the mechanism
of forming edge states is the same: the transition is in real space, with
edge being the region of the closed gap on the boundary.
Near the transition the system can always be described by the linear
dispersion with a small gap opening on either sides of it. Exactly at the
transition the Hamiltonian reads:
pσ⊗ τ, (1.20)
where the subscript and the structure of the σ and τ matrices is chosen
based on the symmetry class.
For the purposes of this thesis we will concentrate on the 1d case
and derive the effective theories near the topological transition for all
the classes. The symmetries in the topological classes are [10]: AIII –
C; BDI – P2 = 1, T 2 = 1; DIII – P2 = 1, T 2 = −1; D – P2 = 1; and
CII – P2 = −1, T 2 = −1. Let us describe the minimal models, tuning
through the topological transition for all the classes above.
The most simple one is for the class D (also discussed later on in the
chapter 3) and may be written in the basis of the states, for which the
topological gap closes, as:
HD = v0 pσ0 + vz pσz + aσy. (1.21)
Here vz ± v0 are the velocities of right (left) movers and a is the pa-
rameter, tuning through the topological transition, a = 0 is the point of
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the transition. The only symmetry the Hamiltonian has is the particle-
hole symmetry P = K. There always is a Majorana bound state on the
boundary between a > 0 and a < 0 regions.
By analogy, in the symmetry class AIII:
HAIII = µσz + vz pσz + aσy, (1.22)
and the only symmetry here is the chiral one C = σx, as all the anti-
unitary symmetries act differently on µσz and pσz. Again a tunes through
the transition. The most well-known example of a system from the sym-
metry class is polyacetylene, which is described exactly by the model
above. There the excitations on the boundary of the two phases are
fermions with the charge which is half of an electron charge. Note that
the AIII case and the D one have very similar phenomenology, since they
coincide for vz = µ = 0.
Now, BDI is the version of class D with time-reversal symmetry,
which squares to +1. Minimal model for that is:
HBDI = vz pσz + aσy, (1.23)
where the symmetries read: P = K, T = σxK. The BDI class has Z
topological number, but the model above describe the system only near
one of the possible series of topological transitions. The excitations of the
phase boundaries are multiple Majorana bound states, decoupled due to
the time-reversal symmetry. The way to obtain this class in the nanowire
setup was described above and we will return to it in the section 4.
We proceed with DIII case, where the minimal Hamiltonian must be
written in a 4× 4 matrix form, as at the transition point there are 4 states
with nearly zero energy (particle-hole partners along with Kramers ones).
Then:
HDIII = v0z pτz + aτzσy + bτy + cτyσz, (1.24)
and T = τxσyK and P = K. The minimal number of terms in the
minimal Hamiltonian is 4 for 4× 4 one with both T and P symmetries.
This can be understood as following: we need that there is no possible
unitary symmetry on top of the two. That means that any combination
of Pauli matrices should not commute with the Hamiltonian. For that
you need at least 2× 2 = 4 matrices, as one needs two in both Pauli
matrix spaces. It is easy to see that if we put b = c = 0, the phase
12 Chapter 1. Introduction
boundary is at a = 0. Indeed, then there are two decoupled blocks of
class D, where the transition is at a = 0. Once we couple them with b
and c, we cannot remove the degeneracy between the Majorana modes,
as they are Kramers pair of each other.
The last remaining class is CII, where:
HCII = vyz pσyτz + aτy + bσxτx + cτz, (1.25)
and the symmetries are P = τyK, T = τzσyK, again for b = c = 0 phase
boundary is a = 0, as then the model is two decoupled AIII systems at
that point. These subsystems are eigenfunctions of σy with eigenvalues
±1, and the chiral symmetry C = τxσy acts within a block.
1.5 Scattering matrix description
The Hamiltonians above can easily be transformed into scattering ma-
trices of finite systems, described by these Hamiltonians. For any 1d
system we can write a transfer matrix, connecting the right and the left
ends of it. As all the Hamiltonians above are of the form H = Ap + B,
















This matrix can be transformed into scattering matrix either from one
side of a closed system (for that one finds the boundary conditions on
the far end of the system, see chapter 3 for an example), or constructs
a scattering matrix of a system, open from both sides by choosing the
propagation basis on both sides. For the first approach we write the
boundary condition on the far end of the wire of a general kind:
(1−Q)ψright = 0, (1.29)
where Q is the hermitian unitary matrix, which has only eigenvalues
+1 and −1, but it also must have equal number of them, +1 for the
1.6 This thesis 13
wavefunctions (eigenfunctions of the matrix), growing in the direction
outside the wire, and −1 for all other. Then we write the transfer matrix


















The symmetries of the scattering matrix can be deduced from the
procedure above, but a more simple way is to look at an infinitely nar-
row piece of the material in question. Then the scattering matrix coin-
cides with the time evolution matrix over the time the particle takes to
scatter. There are now time shifts in such a setup. Then:
S(ε) = ei∆t(H−ε), (1.32)
and the symmetries of H are directly transformed into the ones of the S.
For example:
KHK = −H, (1.33)
KS(ε)K = ei∆t(H+ε) = S(−ε). (1.34)
This symmetries transform into the analytical properties of the S. For
example for the matrix above:
KS(ε + iΓ)K = S(−ε + iΓ). (1.35)
This will be used in the chapter 2, where we will study the analytical
properties of the scattering matrices in more details.
1.6 This thesis
1.6.1 Chapter 2
Motivated by the recent developments in the field of one-dimensional
topological superconductors, in this chapter we investigate the topo-
logical properties of the scattering matrix of generic superconducting
junctions where dimension should not play any role. We argue that for
any finite junction the scattering matrix is always topologically trivial.
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The apparent contradiction with the previous results is resolved by tak-
ing into account the low-energy resonant poles of the scattering matrix.
Thus, no common topological transition occurs in a finite junction. This
is what one expects from the general theory of phase transitions, which
predicts that they become crossovers in finite systems. A transition of a
different kind is revealed. It concerns the configuration of the resonant
poles of the scattering matrix of the system. We also introduce a sample
setup, where the transition can be artificially induced. In later chapters
we will return to this transition.
1.6.2 Chapter 3
This chapter builds on the the results of the previous one and addresses
the correspondence between the common topological transition in infi-
nite system and the topological transition of the other type that mani-
fests itself in the positions of the poles of the scattering matrices. The
setup studied is a nanowire coupled to a lead through a tunnel barrier.
In the vicinity of the common transition we establish a universal depen-
dence of the pole positions on the parameter controlling the transition.
The manifestations of the pole transitions in the differential conductance
are discussed.
1.6.3 Chapter 4
This chapter shows that weak antilocalization by disorder competes with
resonant Andreev reflection from a Majorana zero-mode and produces
a zero-voltage conductance peak of order e2/h in a superconducting
nanowire. The phase conjugation needed for quantum interference to
survive a disorder average is provided by particle-hole symmetry - in
the absence of time-reversal symmetry and without requiring a topolog-
ically nontrivial phase. We identify methods to distinguish the Majorana
resonance from the weak antilocalization effect. The mechanism for the
individual system to show a peak in zero-bias conductance is the pole
transition studied in chapters 2 and 3. An example of the dependence
of the conductance of a single normal metal-superconductor contact is
shown in fig. 1.6.
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Figure 1.6. Example of a conductance dependence of magnetic field and bias
voltage for a narrow nanowire. It shows that the zero-bias peak is developed
in a region of magnetic fields, and the peak is not connected with the topology,
but with the pole transition from chapters 2 and 3. Averaging over the systems
gives the effect, discussed in the chapter 4, weak antilocalization.
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Figure 1.7. Sketch of the dependences of the 2π (parity non-conserving) and
4π (parity conserving) supercurrents for long and short Josephson junctions.
The picture shows doubling of the supercurrent in the case of the long junction.
1.6.4 Chapter 5
In this chapter we study the other setup, already discussed in the chapter
2, Josephson junction made with a topological nanowire. We derive and
discuss a generic phenomenological model that accounts for avoided
crossing of Andreev states. This allows for a model-independent study.
We investigate the dynamics of the junction at constant bias voltage to
reveal an unexpected pattern of any-π Josephson effect in the limit of
slow decoherence.
1.6.5 Chapter 6
This chapter investigates the Josephson current through the helical edge
state of a quantum spin-Hall insulator. The separation L between the
superconducting electrons and the coherence length ξ can have arbitrary
relation with each other. We calculate the maximum (critical) current Ic
that can flow without dissipation along a single edge, going beyond the
short-junction restriction L  ξ of earlier work, and find a dependence
on the fermion parity of the ground state when L becomes larger than
ξ. Fermion-parity conservation doubles the critical current in the low-
temperature, long-junction limit, while for a short junction Ic is the same
with or without parity constraints, see fig. 1.7. This provides a phase-
insensitive, DC signature of the 4π-periodic Josephson effect.
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1.6.6 Chapter 7
This chapter steps out of the main topic of the current thesis. Motivated
by recent interest in the Nernst effect in cuprate superconductors, we cal-
culate the magneto-thermo-electric effect for an arbitrary (anisotropic)
quasiparticle dispersion relation and elastic scattering rate. The exact
solution of the linearised Boltzmann equation is compared with the com-
monly used relaxation-time approximation. We find qualitative deficien-
cies of this approximation, to the extent that it can get the sign wrong of
the Nernst coefficient. Ziman’s improvement of the relaxation-time ap-
proximation, which becomes exact when the Fermi surface is isotropic,
also cannot capture the combined effects of anisotropy in dispersion and
scattering.
18 Chapter 1. Introduction
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Superconducting junctions, including superconducting - normal (SN)
ones where dissipative conduction can take place and superconducting -
superconducting (SS) ones where a discrete spectrum of bound Andreev
states is formed, have been in focus of condensed-matter research for al-
most fifty years [1, 2]. An indispensable compact approach to supercon-
ducting junctions employs a scattering matrix that relates incoming and
outgoing wave amplitudes that obey the Bogolyubov-deGennes (BdG)
equation [3, 4]. The beauty and power of this approach stems from its
ability to incorporate numerous microscopic details in a compact form of
the scattering amplitudes. Straightforward extensions permit to include
magnetism, spin-orbit interaction, non-trivial superconducting pairing
[5]. The s-matrix approach can be easily combined with semiclassical
treatment of electron transport in the framework of a quantum circuit
theory [2].
Recent developments in the field of superconductivity require revi-
sion of the common assumptions concerning the structure and proper-
ties of the scattering matrix of a superconducting junction. Kitaev in
2000 has suggested a model 1d p-wave superconductor [6] that exhibits
a topological order. It has been shown recently that the same topolog-
ical order can be realized in more realistic systems that combine spin
magnetic field [7] with strong spin-orbit interaction [8, 9]. Similar situ-
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ation would occur in a superconductor on the top of topological insula-
tor or half-metal [10]. The relevance of these developments for generic
superconducting junctions is not immediately obvious. Indeed, the gen-
eral properties of those are not supposed to depend on dimension [11],
while topological ordering considered is specific for one dimension [12]
thus suggesting that the topological properties are not at all manifested
in junctions. However, a number of spectacular predictions and device
schemes that relate the topology and junction properties has appeared
in the last years. Those include: prediction of so-called 4π periodic
Josephson effect [8, 9, 13, 14], formulation of a criterion for topologi-
cal transition in terms of reflection matrix of a junction [15], proposals
of topological qubits based on majorana bound states [6, 14] as well as
their readout with qubits of different type [16].
This motivated us to focus on a general BdG scattering matrix that
bears no information on such details as dimensionality, absence/presence
of disorder and concrete values of parameters responsible for the lifting
of spin and time-reversal degeneracies. We have performed a topolog-
ical analysis of such matrix concentrating on energy dependence of its
eigenvalues. This rather elementary analysis shows that i. there are
topologically non-trivial s-matrices (TNTM) characterized by real eigen-
values at zero energy, ii. there are topologically non-trivial trajectories
(TNTT) in the space of topologically trivial s-matrices (TTM), that pass
a matrix with real eigenvalues at E = 0 odd number of times.
TNTM would correspond to a “topological” SN junction [17], while
TNTT would explain 4π-periodicity of Josephson effect in SS junctions
[8, 9, 13]. However, if we proceed with the same topological agruments
we are able to prove the topological triviality of all physical (i.e. describ-
ing finite junctions) s-matrices. There are no TNTM neither TNTT. This
brings about a paradox that requires an explanation. We resolve it by
recognizing a potentially sharp energy dependence of a s-matrix near
zero energy. Such energy dependence is due to resonant poles [18] that
manifest formation and coupling of zero-energy quasilocalized states.
With this, we reconcile the predictions of [8, 9, 13], show the absence
of a common topological transition and reveal topological transitions
related to the resonant poles.
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Figure 2.1. Setups to illustrate general topological properties of BdG s-matrices.
a. Finite-length wire with strong spin-orbit coupling on the top of supercon-
ducting lead forming a SN junction. b. Finite-length wire between two super-
conductors forming SS junction. Orange ellipses indicate “buried” zero-energy
states.
2.2 Setups
We illustrate these results with two minimal setups, SN and SS junctions
(Fig. 2.1), where a single-channel wire with strong spin-orbit coupling
and subject to magnetic field is brought in contact with a bulk supercon-
ductor. The Hamiltonian description of this situation is found in [8]. In
distinction from [8], we assume finite length of the contact. The solutions
of BdG equation for a single channel encompass spin and electron-hole
degree of freedom so that the minimal single-channel scattering matrix
is 4 × 4. The parameter space of the model that includes the super-
conducting gap, chemical potential, strength of spin-orbit interaction,
and magnetic field, can be separated into two ranges: “topological” and
non-“topological”.
2.3 General topological properties
Let us consider a general s-matrix of a SN junction assuming no sym-
metries. The only constraint on such matrix stems from the structure
of BdG equation: its Hamiltonian satisfies Ĥ∗ = −τ1Ĥτ1, where the
operator τ1 switches electrons and holes. The constraint is convenient
to represent in so-called Majorana basis [19] where the Hamiltonian is
antisymmetric and the scattering matrix satisfies S(E) = S∗(−E) , E be-
ing energy counted from the chemical potential of the superconductor.
We will consider only energies E within the energy gap of the bulk su-
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perconductor. In this case, there are no scattering waves in the bulk of
superconductor, the matrix Ŝ is in the basis of normal-metal scattering
waves satisfying unitary condition.
Let us concentrate on (continuous) energy dependence of the ma-
trix eigenvalues eiχ(E). That can be represented as a manifold of curves
in χ − E plane (Fig. 2.2). The BdG constraint implies that if a point
(χ, E) belongs to the manifold, the inverted point (−χ,−E) belongs to
it as well. These two points can belong to either the same curve or to
two distinct curves. In the first case, the curve is topologically distinct:
it is forced to pass either χ = 0 or χ = ±π at zero energy. If two
such curves pass the same point, they can be deformed by continuous
change of Hamiltonian parameters into a pair of trivial curves. How-
ever, a single curve is topologically stable: the fact it passes the point
cannot be changed by Hamiltonian variations. We note that the dimen-
sion of the physical s-matrices can be always chosen even. With all this,
all s-matrices can be separated onto two classes. Topologically trivial
matrices (TTM) have no topologically distinct curves while topologi-
cally non-trivial (TNTM) have two topologically distinct curves passing
respectively χ = 0 and χ = ±π at E = 0. Indeed, at zero energy
s-matrices are real forming O(2N) group. TTM belong to SO(2N) sub-
group of O(2N), while TNTM belong to O(2N)/SO(2N). The matrices
from these distinct submanifolds cannot be continuously deformed into
one another: indeed, at E = 0 det(TTM) = 1 while det(TNTM) = −1.
This classifies s-matrices of SN junction. An SS junction is charac-
terized by a combination of two s-matrices (Fig. 2.3). The spectrum
of Andreev states of the junction as function of superconducting phase





; Ŝ = ŝ1eiφτ3/2ŝ2e−iφτ3/2, (2.1)
τ3 being Nambu matrix distinguishing electrons and holes. It is instruc-
tive to note that the unitary matrix Ŝ(φ) satisfies the same BdG con-
straint as an SN s-matrix. Therefore, the above topological classification
applies to SS junctions as well.
In this respect it is crucial to note another topological property that
concerns continuous one-parameter closed manifolds of TTM (trajecto-
ries). Intuitively, eigenvalues of a generic matrix “repel” each other and
never come together. This applies to BdG matrices expect a special situ-
ation: E = 0 and real eigenvalues. Owing to this peculiarity, a trajectory
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Figure 2.2. Energy dependence of s-matrix eigenvalues. (a) Topologically non-
trivial (TNTM) case, corresponding to the “topological” parameter range in [8].
(b) Generic topologically trivial (TTM) case. (Numerical results for the setup in
Fig. 1a in the limit L→ ∞.)
in matrix space can in principle pass a matrix where two eigenvalues,
say, +1, are the same. It turns out that the trajectories of the kind can be
separated onto two topological classes that differ by parity of the num-
ber of passes. (Fig. 2.4) To see the possibility for odd number of passes,
let us take a closed trajectory with a single pass and concentrate on two
eigenvectors corresponding to the eigenvalue +1. In this situation, if the
parameter cycles over the trajectory, a given eigenvector is transformed
not to itself but rather to its orthogonal counterpart, this guarantees the
stability of this topologically non-trivial trajectory (TNTT).
Let us understand the results of [8, 14, 13] in terms of the above
classification. Without going into details, we enunciate that TNTM are
realized in the “topological” parameter range. The TNTT give the topo-
logical explanation of the 4π Josephson effect described in these articles.
The trajectory parameter in this case is the superconducting phase dif-
ference φ.
2.4 Paradox
However, similar topological considerations show that no physical s-
matrix belongs to TNTM class, neither any closed trajectory in parameter
space is a TNTT. “Physical” in this case means a finite junction between
infinite leads where the “topological” [8, 9, 13] transition is necessary
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Figure 2.3. Topological classes of trajectories in the space of TTM. A trajectory
is topologically non-trivial (TNTT) provided it passes the matrix with two de-
generate real eigenvalues odd number of times. Illustration: the dependencies
of eigenvalues of the scattering matrix characterizing the SS junction on super-
conducting phase difference φ for (a) non-“topological” and (b) “topological”
parameter ranges.
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Figure 2.4. (a): Energy dependence of eigenvalues for NS junction in a nar-
row energy interval illustrates the topological triviality of s-matrix for finite
length of the contact (L=7 in units of [8]). Dashed lines: “high”-energy TNTM
eigenvalues. We see the reconnection of neighboring eigenvalues. (b): Andreev
levels in SS junction versus superconducting phase difference at L1 = L2 = 7
(solid lines) as compared to TNTT case at L1,2 = ∞ (dashed lines). (c) Energy
dependence of eigenvalues for case (b) and φ = π. Dashed lines: TNTT case.
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smoothed. To prove, let us start with a common junction manifesting no
exotic properties. For our examples, this may correspond to a junction
in zero magnetic field and zero spin-orbit interaction. The s-matrix at
this parameter choice as well as all trajectories are topologically trivial.
Since there is no continuous way to tune scattering matrix from TTM
to TNTM class, and the transition is smoothed, the s-matrix will stay
trivial at any strength of magnetic field/spin-orbit interaction, even af-
ter the “topological” transition. This proof is in a seeming contradiction
with the predictions mentioned [8, 9, 13]. This “paradox” motivated us
for the deeper research.
Prior to presenting the solution of the paradox, let us mention that
the absence of TNTT resolves an annoying problem that concerns the
parity of particle number of the ground state of the SS junction. The level
crossings at E = 0 are known in the context of ferromagnetic SS junc-
tions. Upon passing the crossing, it becomes energetically favourable to
put a single polarized quasiparticle to the junction [20]. Therefore, the
parity of the ground state must be different at two sides of the cross-
ing. In this work, we concentrate on the properties of the ground state.
However, the odd number of crossings at a closed curve suggest that the
parity of this ground state cannot be unamgiguously defined: a situation
that is annoyingly difficult to comprehend.
2.5 Resolution of the paradox. Poles of a scattering
matrix
To see how the paradox is resolved, let us consider numerical results
for a finite SN junction in “topological” parameter range.(Fig. 4a) If
the results are plotted at energy scale of the superconducting gap, the
pattern of energy dependent eigenvalues is apparently of TNTM type
as in Fig. 2a. However, replotting the results near E = 0 at smaller scale
reveals topological triviality (cf. Fig. 4a and Fig. 2b). The eigenvalues
move fast in the vicinity of E = 0 reconnecting the branches visible at
larger energy scale in a rather unexpected way. The typical energy scale
of such reconnection is small depending exponentially on the contact
length L, and shrinks to zero at L → ∞. Therefore, the ground state is
always of even parity and its energy is 2π periodic. The 4π periodicity
may only be observed if the phase is swept fast enough to get the setup
to an excited state (of the same parity).
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The adequate description of the situation combines a smooth energy
dependence of s-matrix at E ' ∆ with a pole or poles that are anoma-
lously close to E = 0. Let us consider a single pole. The BdG constraints












where Ψ is the eigenvector associated with the resonant level and Ŝ0
is the matrix, with smooth energy dependence to disregard at E ' Γ.
The eigenvalues in this energy range are determined from equation




k ) being “high-energy” (|E|  Γ)
eigenvalues of S0 . They follow the pattern in Fig. 2.4 connecting neigh-
boring “high-energy” eigenvalues, exp(iχ(0)k ) → exp(iχ
(0)
k+1). This guar-
antees that the total shift of phases of all eigenvalues upon crossing a
single pole equals 2π. Physically, the pole is associated with a quasi-
localized zero-energy state being formed at the far end of the wire.
If the contact length exceeds the localization length, this state is effi-
ciently “buried” (Γ  ∆) in the superconductor and hardly accessible
for incoming electron or hole waves except E = 0 when the scatter-
ing of the waves become resonant. Andreev conductance of the junc-




. In the resonant energy in-
terval, the energy dependence of the conductance assumes a universal
form GA(E) = GA + Γ
2
E2+Γ2 (GA(0)− GA), GA(0), GA being its values at
E = 0, |E|  Γ that depend on details of the junction.
Let us turn to the SS junction in the “topological” parameter range.
Solving Eq. 2.1 gives the spectrum of Andreev states (Fig. 2.5b). We
observe the level crossing at E = 0, φ = π being lifted in a narrow en-
ergy interval. Strikingly, we observe another pair of levels with energies
remaining small in the whole range of phase. These levels are absent in
TNTT picture and emerge as a consequence of topological triviality of
the s-matrix. Since there is no level crossing at E = 0, the parity of the
ground state is always even.
The situation can be comprehended if we notice that each matrix
ŝ1, ŝ2 forming the resulting ŝ brings a resonant pole corresponding to
a “buried” zero-energy state at far end of each wire. The ŝ thus has
two resonant poles. The mixing of the two “buried” states results in
their (phase-dependent) energy splitting and formation of the pair of
low-energy Andreev levels. The eigenvalues of s-matrix move in the
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Figure 2.5. (a): Fork SN junction to illustrate topological transitions concerning
the resonant poles. (b,c): Configurations of the resonant poles in the complex
energy plane (b) before and (c) after a transition. At the transition point, the
poles are degenerate (double red circle)
narrow energy interval reconnecting next-to-nearest (two poles) neigh-
bour “high-energy” eigenvalues (Fig.2.3b). This brings four rather than
two states in the vicinity of the crossing point E = 0, φ = π, χ = 0, all
being involved in the lifting of the degeneracy. The detailed theory of
the crossing point will be presented elsewhere.
2.6 Topological transition in the properties of the
scattering matrix
Since the s-matrix remains topologically trivial, there seem to be no
sharp transition in its characteristics that would correspond to the “topo-
logical” transition in the (rather unphysical) limit of infinite wire. How-
ever, a BdG s-matrix with resonant poles is characterized by a topo-
logical number that can change sharply upon changing the parameters.
This, not directly connected to the limit of the infinite wire, transition
happens near the point of “topological” transition in the finite wire.
Let us illustrate this with a two-pole scattering matrix correspond
to the fork setup in Fig. 5 a. Here the scattering matrices S1, S2 of
fork tines bring a resonant pole each. The BdG symmetry leaves two
distinct possibilities for the poles of the total scattering matrix :i. both
poles lie on the imaginary energy axis (E = −iΓ1, −iΓ2), ii. they form a
pair symmetric with respect to reflection ReE → −ReE (E = ±ε− iΓ).
One can now change the s-matrix Š0 describing the normal scattering in
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the fork. If the tines are open to the lead states, the pole configuration
should be like one for two parallel SN junctions: the possibility ii is
realized. If the tines are isolated, the “buried” states mix resulting in an
energy spitting: the possibility i is realized. We thus expect the transition
at intermediate coupling.
Generally, one can characterize a BdG s-matrix of arbitrary dimen-
sion with a topological number that is just the number of poles lying
precisely on the imaginary axis. We expect this number to change by 2
upon changing the parameters, this gives a series of “topological” tran-
sitions. (Fig. 5 b,c) Two poles are degenerate at the transition point.
However, since in general the degenerate poles are at finite imaginary
energy Γ, the manifestations of the transitions in transport properties
are limited. The energy-dependent Andreev conductance does not seem
to have a singularity at the transition point.
2.7 Conclusion
We have performed the topological analysis of the properties of SN and
SS junctions characterized by BdG s-matrices. We have proven topo-
logical triviality of physical matrices that describe finite-size junctions:
there is neither TNTM, nor TNTT. This implies the absence of a sharp
“topological” transition upon crossing to “topological” parameter range
as well as the absence of 4π-periodic Josephson effect. We have resolved
the apparent contradiction with results of [8, 9, 14, 13] by considering the
low-energy poles of s-matrices. The resulting sharp energy dependence
at E ≈ 0 leads to Lorentian energy dependence of Andreev conductance.
We have demonstrated a topological transition (or a series of transitions)
of a different kind associated with a change of the configuration of the
resonant poles in complex energy plane.
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Chapter 3
Two types of topological
transitions in finite Majorana
wires
3.1 Introduction
Majorana bound states have been predicted to exist in various con-
densed matter setups: 5/2 FQHE state [1], in vortices found in p + ip
superconductors [2] and in specific models of 1d superconductors[3].
The importance of the Majorana states for quantum computation [4] has
brought them to the focus of the condensed matter research [5]. Next
step were the suggestions to realize the Majorana states in more experi-
mentally feasible setups, those include topological insulators [6, 7] and
semiconductor nanostructures with big spin-orbit interaction brought in
proximity to s-wave superconductors. Two- [8, 9] and one-dimensional
[10, 11] nanostructures have been considered.
The observation of Majorana bound states in 1d nanowires has been
reported by several groups by measuring zero-bias conductance peak
[12–14] and 4π Josephson effect [15]. The signature of Majorana’s is their
emergence upon a topological transition [16] separating the regions of
parameter space with and without zero-energy excitations. In all cases
the experiments have been performed with finite and rather short wires.
This brings about the question: how a topological transition taking place
in infinite system is manifested in properties of a finite wire.
Strictly speaking, this common topological transition is absent in a
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finite system where excitation energies continuously depend on the con-
trol parameter of the transition and are never precisely zero [17, 3, 10].
This may be shown in several ways. In [17] we gave the most general
formulation in terms of the topology of the energy-dependent scatter-
ing matrix characterising a finite nanostructure. Same study revealed
a topological transition of other kind that takes place in finite systems
and manifests itself in the properties of the poles of the scattering ma-
trix. The topological number in this case is the number of poles at purely
imaginary energy, and the topological transition is the change of this in-
teger even number upon the continuous variation of the control parame-
ter. This is in contrast to a common expectation from a phase transition:
if it becomes a crossover, no sudden changes of any quantity would
occur.
In the present work we link these two topological transitions of dif-
ferent types: bulk one and finite system one. We show in this Article
that in general case the common topological transition is accompanied
by the pole topological transition (the opposite is not true, there can be
a pole topological transition in topologically trivial situation [18]). The
points of the transitions differ at the scale inversely proportional to the
wire length. We implement the generic model of the Majorana wire that
is always valid in the vicinity of the transition point and obtain the uni-
versal dependence of the pole positions on the control parameter and
a single parameter characterizing the coupling of the wire to a normal
metal lead. We discuss how the same correspondence occurs for more
specific models and how the universal picture is manifested in a trans-
port measurement.
3.2 Generic 2× 2 model
The “standard” model describing a Majorana wire encompasses a single-
band spectrum that includes spin-orbit interaction, proximity effect from
the bulk superconductor and spin magnetic field [10, 11]. Let us derive
a phenomenological effective model valid near the common topological
transition point. We can start with a multi-mode wire where the spec-
trum at each k is described by a general Hamiltonian matrix Ĥ(k) in the
space of the modes and Nambu index. The general symmetry of BdG
equations [19] requires Ĥ(k) = −ĤT(−k) in a certain (Majorana) ba-
sis. In the usual basis the BdG symmetry reads Ĥ(k) = −τx ĤT(−k)τx,
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where τx is the Pauli matrix in the Nambu space, which connects parti-
cles with holes. Then by rotation of the Hamiltonian Ĥ′(k) = U†Ĥ(k)U,
where U = 1√
2
(1 + iτx) we bring it to the Majorana basis. The com-
mon topological transition takes place when an eigenvalue of Ĥ(k = 0)
passes 0 indicating a closing of the superconducting proximity gap in
the wire.
Owing to BdG symmetry, the zero eigenvalue is doubly degenerate.
Thus we concentrate on two modes corresponding the eigenvalue, and
mutually related by the complex conjugation: in this basis, the BdG sym-
metry is expressed in the above form. Near the transition point the gen-
eral form for this Hamiltonian in Majorana basis reads H(k = 0) = aσy,
where σ’s here and below are usual Pauli matrices. The phenomenologi-
cal parameter a controls the proximity to the transition and is a function
of physical control parameters like magnetic field or chemical potential,
a = 0 in the transition point. Expanding near k = 0 and taking into
account the BdG symmetry, we find two possible terms ∝ kσx and ∝ kσz.
The combination of the two can be brought to ∝ kσz by a rotation of the
pseudospin about y axis. This brings us to the generic Hamiltonian we
will use in further consideration:
H = vkσz + aσy. (3.1)
It has been first introduced in [20].
Let us turn to a finite wire, setup on Fig. 3.1a. The boundary condi-
tions at the wire ends must be consistent with the current conservation.
The operator of current reads Î = ∂H∂k = vσz so the conservation implies
that the wavefunction Ψ = {ψ1, ψ2}T has to satisfy:
|ψ1|2 = |ψ2|2, (3.2)
At zero energy the wavefunction is real [21], and we are left with binary
choice ψ1 = ±ψ2. We fix the signs to + at the right end of a system
and − at the left one. In this case, in the limit of infinite wire length
the Majorana states are formed at a < 0 while the phase at a > 0 is
topologically trivial (Fig. 3.1b).
Let us now contact the left end of the wire with a normal metal lead
and describe the situation in therms of the scattering matrix from/to
normal lead modes. Scattering matrices are very useful objects to study
the properties of the superconducting junctions [22]. They incorporate
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relevant details of the setup in few parameters and allow to compute
different properties of the junction, like conductivity. They also allow for
the topological classification of the junction in a concise way [17]. The
BdG symmetry equation in the Majorana basis implies for any scattering
matrix that S∗(−E) = S(E).
3.3 Scattering matrix
There are two interesting modes in the wire propagating in opposite
directions. The scattering matrix of the contact Sc is in the basis of the
incoming waves in the lead and the single mode of the wire and is thus
of size M + 1× M + 1, M is the number of modes in the normal lead.







Here ř11 is M × M matrix of the (Andreev) reflection to the leads that
also incorporates the scattering in all other wire modes, ř21, 12 are scat-
tering amplitudes from/to the wire and r is a number, which gives the
reflection amplitude in the wire (r = 1 corresponding to the wire isola-
tion) [23]. By virtue of BdG condition Sc is real at zero energy. Since the
interesting energy dependence comes from the wire, we can neglect the
energy dependence of Sc.
To get the full M×M scattering matrix in the space of normal lead
modes, we need to combine the Sc with the scattering amplitude Sw that
describes the propagation along the wire, reflection from the right and
the propagation back to the left end. This amplitude is easy to find from
the Hamiltonian (1) and reads










a2 − ε2L/v) + a−iε√
a2−ε2
) . (3.4)
L being the wire length. The whole peculiarity of the limit of the infinite
wire may be seen from this formula. If we formally set L → ∞ and
then set energy to zero, we obtain Sw(ε = 0) = sign(a), which is thus
topologically trivial (nontrivial) for a < 0 (a > 0). However, at any finite
L Sw(ε = 0) = 1 and is thus topologically trivial.
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Figure 3.1. (a) The setup: the Majorana wire of the length L at the top of
a superconductor is connected to a normal-metal lead. The total scattering
matrix at low energy incorporates that of the contact (Sc) and energy-dependent
scattering matrix describing propagation in the wire, Sw. Orange ellipse shows
the position of the ”buried“ Majorana (b) Sketch of the (continuous) spectrum
in the limit of infinite L: a Majorana level emerges upon the common topological
transition. (c) The common topological transition becomes a crossover for finite
L. The quantized energy levels (real parts of the pole energy positions) are
sketched versus the control parameter a. The lowest level reaches 0 at the point
of the pole topological transition. Dashed lines give the imaginary parts of the
pole positions for the lowest level.
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The full scattering matrix thus reads
S = ř11 + ř21eiχ 1− reiχ ř12. (3.5)
3.4 Poles of the matrix and the topological transi-
tions
We concentrate on poles of the matrix (3.5). Those are solutions of√
a2 − ε2 coth(
√
a2 − ε2L/v) + a− iε1− r
1 + r
= 0. (3.6)
At finite length L the common topological transition becomes a crossover
taking place in an interval of a of the order of effective level spacing in
the wire v/L and at the corresponding energy scale. We call this inter-
val crossover region and aim to describe this universal crossover. To this
end we rescale a, ε to dimensionless units ã = a vL , ε̃ = ε
v
L . The equation
becomes √
ã2 − ε̃2 coth(
√
ã2 − ε̃2) + ã− iε̃1− r
1 + r
= 0. (3.7)
Numerical solutions for pole positions are shown in Fig. 3.2a,b for two
values of r as functions of the control parameter ã. We see a sharp
feature in the crossover region: the pole topological transition. At this
point, the real part of the energy of the lowest pole becomes strictly zero.
This occurs at finite negative values of ã. The higher the transmission
through the Sc, the closer to 0 is the transition point. This dependence is
presented in Fig.3.2c. In the limit of low transmissions, the pole transi-
tion takes place at |ã| ' ln(1− r) where the exponentially small splitting
of Majorana states matches small decay rate of the left-end state to the
normal metal. The real parts of energies of all other poles follow the
hyperbola-like curves indicating formation of discrete energy levels in
the wire above the gap edge |ã|. The same transition is seen in imaginary
parts of energy positions as a splitting of the curve corresponding to the
lowest pole. The upper (lower) parts of the split curve give the decay
rates of the left(right) end Majorana state. The decay rate for the Majo-
rana “buried” at the right end falls off exponentially with increasing |ã|:
ε̃ ≈ 2iã exp(−2|ã|) 1+r1−r .
Let us reveal the peculiarity of the pole positions in the vicinity of
the transition point. For this, we expand (3.7) near the transition point
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ã = a0, ε̃ = iε0 to obtain the relation between the deviations δε,δa from
the point in the lowest non-vanishing order:
δa = Cδε2; C ' 1. (3.8)
Here µ = 1−r1+r . This gives square root splitting of either real parts of
the energy positions δε = ±
√
δa/C at δa > 0 or imaginary ones, δε =
±i
√
|δa|/C at δa < 0. This square root dependence of δε on δa is in full
agreement with Fig. 3.2a,b.
3.5 Conductance signatures of the transition
The experimentally observable quantity is the differential conductance
of the contact, G(ε = eV), V being the voltage drop at the contact. It
is known that each pole in the scattering matrix produces a Lorentian-
shaped peak or deep in the conductance curve [17]. In terms of the
scattering matrix, the conductance reads G = e
2
2πh̄ Tr(1− τySτyS†). Sub-
stituting S in the form of (3.5), we obtain a universal energy dependence
of the conductance in the crossover region,
G(ε) = G0 + G1 f (a, ε); (3.9)
f (a, ε) =
(1− r2)2
1 + r2 + 2r cos χ(a, ε)
. (3.10)
The dependence is governed by the universal function f (a, ε) (0 < f <

















12 + (r− r−1)řT11)
)
(1− r2)2 . (3.11)
The coefficient G1 ' e2/h̄ and can be of any sign while G0 can be much
bigger than e2/h̄. The function f (Fig. 3.3) at any r gives a sequence
of peaks associated with the poles of the scattering matrix. The peaks
are narrow in the isolation limit r → 1. Before the transition, the peaks
are far from zero energy. Upon the crossover, the peaks come close to
zero and almost merge near the transition point. However, they never
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merge to a single peak: the Majorana state at far end of the wire is man-
ifested in the conductance as a dip that becomes increasingly narrow
upon increasing −ã.
Since the poles always have a finite imaginary part, and the con-
ductance is defined at real energy, there is no singularity in f (ε) at the
point of the pole topological transition. However, this singularity can
be readily identified from the experimental data by numerical analytical
continuation to complex energy plane. This amounts to fitting the con-
ductance trace by a superposition of Lorentian peaks. The positions of
the fitted Lorentians will give the real parts of the pole positions while
their widths give the imaginary parts.
3.6 Discussion
Another setup proposed [20] to reveal the signatures of Majorana fermions
encompasses normal leads at both ends of a finite nanowire. Also in this
case the common topological transition is accompanied by a pole tran-
sition and proceeds in a similar way. The qualitative difference is that
far below the transition both Majorana states retain a finite width and
each of the two associated poles is manifested only in the scattering from
the corresponding end of the wire. In the model under consideration,
the Majorana splitting retains the same sign. More detailed models, e.g.
[10], predict spectacular oscillations of the splitting [24]. We stress that
in the limit of the long wires LkF  1 such oscillations can only start
far from the common topological transition, that is, at the values of the
control parameter that are parametrically bigger than v/L.
3.7 Conclusion
To conclude, we have formulated and studied a universal model that
describes the crossover in the vicinity of the common topological tran-
sition for finite clean Majorana wires. Importantly, we have shown that
the sharp pole topological transition takes place in the crossover inter-
val of the control parameter and computed the dependence of the pole
positions on the control parameter in this interval. We have also found a
universal shape of differential conductance for this model, this enables
its straightforward experimental verification.
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We stress the universal character of our conclusions, in particular, the
predictions for the conductance: those should hold in any sufficiently
long wire with small disorder in the vicinity of the topological transition.
Some features of our results have been seen in Ref. [12]: the authors
have observed a narrow zero-bias peak on the background of a wider
dip as seen in Fig. 3.3d (assuming G1 is negative). From the other
hand, no regular patten of peaks moving to zero upon changing the
control parameter has been observed so far. More experimental data, in
particular, for longer wires are required to clarify the discrepancy that
can be due to sufficiently strong disorder or finite temperature effects.
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Figure 3.2. The real (a) and and imaginary (b) parts of the pole energy positions
versus the control parameter ã at two values of the reflection amplitude r: r =
0.86 (green dots, almost isolated)and r = 0.34 (red crosses, almost transparent).
The part of (a) within the rectangular is replotted in (c). The pole topological
transition occurs at a0 = −1.2 for r = 0.86 and a0 = −3.3 for r = 0.34. (d) The
dependence of the transition point a0 on r.
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Figure 3.3. The universal bias-dependent contribution to differential Andreev
conductance of the contact versus energy/voltage. Solid, dashed, dotted curves
correspond to r = 0.9, 0.5, 0.1 respectively (ã0 ≈ −0.5,−1.7,−3.5). (a) ã = 2,
long before the transition. (b) ã = 0, the bulk topological transition, no sharp
features in the conductance curves. (c) ã = −2 in the crossover interval. (d)
ã = −4 long after the transition. The Majorana at the far end of the wire is
manifested as a narrow dip at zero bias.
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antilocalization in a Majorana
nanowire
4.1 Introduction
Weak localization (or antilocalization) is the systematic constructive (or
destructive) interference of phase conjugate series of scattering events.
In disordered metals it is time-reversal symmetry that provides for phase
conjugation of backscattered electrons and protects their interference
from averaging out to zero [1, 2]. A magnetic field breaks time-reversal
symmetry, changing the disorder-averaged conductance by an amount
δG of order e2/h. The sign of δG distinguishes weak localization (δG <
0, conductance dip) from weak antilocalization (δG > 0, conductance
peak).
Andreev reflection at a superconductor provides an alternative mech-
anism for phase conjugation due to particle-hole symmetry. No time-
reversal symmetry is needed, so weak (anti)localization can coexist with
a magnetic field and is only destroyed by a bias voltage [3, 4]. The result-
ing zero-bias anomaly in the conductance of a normal-metal–superconductor
(NS) junction is obscured in zero magnetic field by the much larger
effects of induced superconductivity, which scale with the number of
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transverse modes N in the junction. These order Ne2/h effects are
suppressed by a magnetic field, only the order e2/h effect from weak
(anti)localization remains [5].
In a superconducting nanowire there is an altogether different ori-
gin of zero-bias anomalies in a magnetic field, namely the midgap state
that appears at the NS interface following a topological phase transition
[6–8]. Resonant Andreev reflection from the zero-mode gives a 2e2/h
conductance peak at zero voltage [9]. The first reports [10–12] of this
signature of a Majorana fermion are generating much excitement [13].
There is an urgent need to understand the effects of disorder, in order
to determine whether it may produce low-lying resonances that obscure
the Majorana resonance [14–18].
These recent developments have motivated us to investigate the in-
terplay of Majorana zero-modes and weak (anti)localization. Earlier
studies of weak (anti)localization at an NS junction [3, 4, 19–21] did
not consider the possibility of a topologically nontrivial phase with Ma-
jorana fermions. Calculations of the local density of states near a zero-
mode [22–24] address the same physics of midgap quantum interference
that we do, but cannot determine the conductance.
This paper consists of two parts: We first give in Sec. 4.2 a simple
model of a disordered NS interface that allows us to obtain analytical
results for δG with and without Majorana zero-modes. We then turn in
Sec. 4.3 to a numerical simulation of a Majorana nanowire and compare
the conductance peak due to weak antilocalization (in the topologically
trivial phase) with that from a Majorana zero-mode (in the nontrivial
phase). The two effects can appear strikingly similar, but in the conclud-
ing Sec. 4.4 we will discuss several ways in which they may be distin-
guished.
Before we present our findings, we wish to emphasise that it is not
the purpose of this work to diminish the significance of experiments re-
porting the discovery of Majorana fermions in superconductors. On the
contrary, we feel that existing [10–12] and forthcoming experiments will
gain in significance if possible alternative mechanisms for zero-voltage
conductance peaks in a magnetic field are identified and understood, so
that they can be ruled out. Weak antilocalization was so far overlooked
as one such mechanism.
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Figure 4.1. A bias voltage V0 applied to the normal metal (N) drives a current
I into the grounded superconductor (S). Electrons and holes (e, h) are scattered
by disorder or a tunnel barrier in N and converted into each other by Andreev
reflection at the NS interface, as described by the scattering matrices SN and rA.
Particle-hole symmetry ensures that the phase shifts accumulated by e and h
along a closed trajectory cancel, irrespective of whether time-reversal symmetry
is broken or not. Such phase conjugate series of scattering events permit weak
(anti)localization to persist in a magnetic field.
4.2 Analytical theory
For the analytical calculation we consider a superconducting wire that
supports Q topologically protected zero-modes at the interface with a
normal metal (see Fig. 4.1). The stability of Majorana zero-modes de-
pends crucially on the fundamental symmetries of the system [25]. At
most a single zero-mode is topologically protected if both time-reversal
symmetry is broken (by a magnetic field) and spin-rotation symmetry
is broken (by spin-orbit coupling), so that only particle-hole symmetry
remains. This is called symmetry class D with Q ∈ {0, 1}. If the wire
is sufficiently narrow (relative to the spin-orbit coupling length), an ap-
proximate chiral symmetry [26, 27] stabilizes up to N zero-modes. (The
integer N is the number of propagating electronic modes through the
wire in the normal state, counting both spin and orbital degrees of free-
dom.) This is called symmetry class BDI with Q ∈ {0, 1, 2, . . . N}.
4.2.1 Scattering matrix
We construct the scattering matrix of the NS junction at the Fermi level
by assuming a spatial separation of normal scattering in N and An-
dreev reflection in S. Within the excitation gap there is no transmission
through the superconductor. The matrix rA of Andreev reflection ampli-
tudes from the superconductor is then a 2N× 2N unitary matrix. Mode
mixing at the NS interface can be incorporated in the scattering matrix
SN of the normal region, so we need not include it in rA. It has the block



















0 −i sin αm
i sin αm 0
)
⊕ 1 Q ⊕∅ζ . (4.1)
We have defined ζ = 0 if the difference N − Q is even and ζ = 1 if
N −Q is odd, so that N −Q− ζ ≡ 2M is an even integer. The Andreev
reflection eigenvalues ρm = sin2 αm that are not pinned at 0 or 1 are
twofold degenerate [30].
The symbols 1 n, ∅n denote, respectively, an n× n unit matrix or null
matrix for n ≥ 1. The empty set is intended for n = 0. To make the
notation more explicit, we give some examples of the direct sums,





, 1 2 ⊕∅1 =
1 0 00 1 0
0 0 0
 ,





, 1 1 ⊕∅0 = 1, 1 0 ⊕∅1 = 0. (4.2)












The electron and hole blocks (with N × N reflection and transmission
matrices r, r′, t, t′) are each others complex conjugate at the Fermi level.
The off-diagonal blocks of SN vanish, because the normal metal cannot
mix electrons and holes. The matrix s0 is unitary, s0s†0 = 1, without
further restrictions in class D. In class BDI chiral symmetry requires that
s0 = sT0 is also a symmetric matrix.
To separate the mixing of modes from backscattering, we make use



















The matrices U, V, U′, V ′ are N×N unitary matrices and T = diag (T1, T2, . . . TN)
is a diagonal matrix of transmission eigenvalues of the normal region.
In class BDI chiral symmetry relates U′ = UT, V ′ = VT.
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4.2.2 Conductance
We combine SN and rA to obtain the matrix rhe of Andreev reflection
amplitudes (from electron e to hole h) of the entire system. This calcula-
tion is much simplified in the case ζ = 0, ρm = 1 (m = 1, 2, . . . M) that all
modes at the NS interface are Andreev reflected with unit probability.
For this case Γ = 0, N −Q = 2M, we obtain
rhe = t′∗Λ∗(1− rΛr∗Λ∗)−1t, Λ = σ⊕My ⊕ 1 Q. (4.5)
The notation σ⊕My signifies the 2M× 2M matrix constructed as the direct
sum of M Pauli matrices.
The Andreev reflection matrix determines the conductance
G = G0 Tr rher
†
he, G0 = 2e
2/h. (4.6)
Substitution of the polar decomposition (4.4) gives the compact expres-
sion





1− T )−1Ω∗, Ω = V ′ΛV∗.
(4.7)
This is the zero-temperature conductance at the Fermi level, in the
limit of zero bias voltage. Away from the Fermi level particle-hole sym-
metry is broken, so the electron and hole blocks in SN are distinct unitary
matrices se and sh. If the bias voltage V0 remains small compared to the
excitation gap, we can keep the same rA. The finite-voltage differential
conductance G̃ = dI/dV0 is then given by






Ωe = V ′e ΛV
∗






The electron matrices are evaluated at energy eV0 above the Fermi level
and the hole matrices at energy −eV0 below the Fermi level. Chiral
symmetry remains operative away from the Fermi level, hence V ′e = VTe ,
V ′h = V
T
h ⇒ Ωh = Ω†e in class BDI. We will apply Eq. (4.8) to voltages
large compared to the Thouless energy, when the electron and hole ma-
trices may be considered to be statistically independent.
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Figure 4.2. Amplitude δG of the average zero-voltage conductance peak as a
function of (mode-independent) transmission probability T, in symmetry class
D (thick curves) and BDI (thin curves) for different number of modes N. The
superconductor is topologically trivial when N is even (Q = 0, dashed curves)
and nontrivial when N is odd (Q = 1, solid curves). The dash-dotted curve is
the Q-independent large-N limit (4.14).
4.2.3 Random matrix average
Isotropic mixing of the modes by scattering in the normal region means
that the unitary matrices in the polar decomposition (4.4) are uniformly
distributed in the unitary group U (N). We can calculate the average
conductance for a given set of transmission eigenvalues by integration
over U (N) with the uniform (Haar) measure. A full average would then
still require an average over the Tn’s, but if these are dominated by a
tunnel barrier they will fluctuate little and the partial average over the
unitary matrices is already informative.
The calculation is easiest if all Tn’s have the same value 0 ≤ T ≤ 1.





∣∣∣1− (1− T)eiφ∣∣∣−2 , (4.9)
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with ρ(φ) = 〈∑n δ(φ− φn)〉 the density on the unit circle of the eigen-
values eiφn of ΩΩ∗. The corresponding finite-voltage expression has a
uniform ρ = N/2π, leading to
〈G̃〉 = NG0T/(2− T), (4.10)
irrespective of the symmetry class and independent of the topological
quantum number Q.
The zero-voltage average (4.9) does depend on Q and is different for
class D and BDI. The calculations are given in the Appendix. Explicit





2T for N = 2, Q = 0,
1 + 2T2 for N = 3, Q = 1,
2T(2− T + T2) for N = 4, Q = 0,
1 + 2T2(3− 2T + T2) for N = 5, Q = 1.
(4.11)
The Q-dependence appears to second order in the reflection probability
R = 1− T, while the general first-order result
〈G/G0〉D = N(1− 2R) + 2R +O(R2) (4.12)
is Q-independent. The corresponding expressions in class BDI are more
lengthy, and we only record the small-R result




to show that it is Q-dependent already to first order in R. These are all







irrespective of the symmetry class.
As illustrated in Fig. 4.2, for this case that all Tn’s have the same
value T the difference δG = 〈G〉 − 〈G̃〉 is positive, corresponding to
weak antilocalization and a conductance peak. The sign of the effect
may change if the Tn’s are very different, in particular in class BDI —
which has δG < 0 in a quantum dot geometry (circular ensemble) [29].
This is a special feature of quantum interference in a magnetic field,
that the distinction between weak localization and antilocalization is not
uniquely determined by the symmetry class [21, 31, 32].
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Figure 4.3. Disorder-averaged differential conductance as a function of bias
voltage, for a nanowire modeled by the Hamiltonian (4.15). The two panels
a) and b) correspond to the two geometries shown to scale above each plot.
(The solid vertical line indicates the position of the tunnel barrier, relative to
the NS interface; disordered regions are dotted.) Each panel shows data for
zero magnetic field (black), and for two nonzero magnetic field values (blue
and red). The solid curves are for parallel field B‖ and the dashed curves for
perpendicular field B⊥. The system is topologically trivial (Q = 0) in all cases
except for the red solid curves (Q = 1). (The parameter values are listed in Ref.
35.)
4.3 Simulation of a microscopic model
The random-matrix calculation serves a purpose for a qualitative un-
derstanding of the weak antilocalization effect. For a quantitative de-
scription we need to relax the assumption of channel-independent Tn’s.
For that purpose we now turn to a microscopic model of a Majorana
nanowire.
4.3.1 Model Hamiltonian
Folowing Refs. 6, 7, we consider a conducting channel parallel to the
x-axis on a substrate in the x-y plane (width W, Fermi energy EF),
in a magnetic field B (orientation n̂, Zeeman energy EZ = 12 geffµBB),
with Rashba spin-orbit coupling (characteristic energy Eso = meffα2so/h̄
2,
length lso = h̄2/meffαso), and induced s-wave superconductivity (excita-
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tion gap ∆0). The Hamiltonian is
H =
(
H0 − EF ∆σy






+ U(x, y) +
αso
h̄
(σx py − σy px) + EZn̂ · σ.
(4.15)
The electrostatic potential U = Ugate + δU contains the gate poten-
tial Ugate that creates the tunnel barrier and the impurity potential δU
that varies randomly from site to site on a square lattice (lattice con-
stant a), distributed uniformly in the interval (−Udisorder, Udisorder). The
disordered region is −LN < x < LS, an NS interface is constructed by
increasing the pair potential ∆ from 0 to ∆0 at x = 0, and a rectangular
barrier of height Ubarrier, thickness δLbarrier, is placed at x = −xbarrier.
The conductance of the normal region (x < 0) contains a contribution
Gdisorder from disorder and Gbarrier from the barrier.
The orientation of the magnetic field plays an important role [6, 7]:
It lies in the x-y plane to eliminate orbital effects on the superconduc-
tor and we will only include its effect on the electron spin (through the
Zeeman energy). A topologically nontrivial phase needs a nonzero ex-
citation gap for EZ > ∆0, which requires a parallel magnetic field B‖
(n̂ = x̂). We will consider that case in the next subsection, and then
discuss the case of a perpendicular magnetic field B⊥ (n̂ = ŷ) in Sec.
4.3.3.
4.3.2 Average vs. sample-specific conductance
To avoid the complications from chiral symmetry we first focus on a
relatively wide junction, W = 3 lso, when symmetry class D (rather than
BDI) applies [29]. (We turn to class BDI in the next subsection.) The
normal region has N = 8 propagating modes (including spin) in zero
magnetic field, for EF = 12 Eso. The topological quantum number Q was
determined both from the determinant of the reflection matrix [33, 34],
and independently by counting the gap closings and reopenings upon
increasing the magnetic field. A transition from Q = 0 to Q = 1 is
realized by increasing B‖ at fixed ∆0 = 8 Eso.
Results are shown in Fig. 4.3 (solid curves) for two geometries, one
with the tunnel barrier far from the NS and another with the barrier
close to the interface [35].
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Figure 4.4. Numerical simulation of a nanowire for a single disorder realization
(no averaging). The color scale gives the differential conductance as a function
of bias voltage (vertical axis) and parallel magnetic field (horizontal axis). The
parameters in panels a,b correspond to those in Fig. 4.3a,b, as listed in Ref.
35. The magnetic field range in both panels is in the topologically trivial phase
(Q = 0), but still exhibits a conductance peak pinned to zero voltage (green
circle).
The disorder-averaged conductance shows a zero-voltage peak in a
magnetic field, regardless of whether the nanowire is topologically triv-
ial (Q = 0) or nontrivial (Q = 1). The peak disappears in zero mag-
netic field and instead a conductance minimum develops, indicative of
an induced superconducting minigap in the normal region. The two
geometries in panels 4.3a and 4.3b show comparable results, the main
difference being a broadening of the zero-bias peak when the tunnel
barrier is brought closer to the NS interface — as expected from the in-
crease in Thouless energy [36]. The shallow maximum which develops
around zero voltage in the B = 0 curve of panel 4.3b is a precursor of
the reflectionless tunneling peak, which appears in full strength when
the barrier is placed at the NS interface [5].
This all applies to the average conductance in an ensemble of dis-
ordered nanowires. Individual members of the ensemble show meso-
scopic, sample-specific conductance fluctuations, in addition to the sys-
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Figure 4.5. Same as Fig. 4.3, but now for a narrower wire in symmetry class
BDI (rather than D). The system is topologically trivial, without Majorana zero-
modes. The weak antilocalization peak vanishes if the magnetic field is rotated
from B‖ to B⊥. (The parameter values are listed in Ref. 38.)
tematic weak antilocalization effect. For some disorder realizations the
zero-voltage conductance peak remains clearly visible, see Fig. 4.4. The
peak sticks to zero bias voltage over a relatively wide magnetic field
range, even though the superconductor is topologically trivial (Q = 0).
The appearance and disappearance of the peak is not associated with
the closing and reopening of an excitation gap, so it cannot produce
Majorana fermions [37].
4.3.3 Parallel vs. perpendicular magnetic field
So far we considered a class D nanowire with magnetic field B‖ parallel
to the wire axis. In a perpendicular magnetic field B⊥ (perpendicular
to the wire in the plane of the substrate) the symmetry class remains D
(broken time-reversal and spin-rotation symmetry), although the topo-
logically nontrivial phase disappears [6, 7]. We therefore expect the class
D zero-bias peak to persist in a perpendicular field as a result of the
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weak antilocalization effect.
This expectation is borne out by the computer simulations, see the
dashed curves in Fig. 4.3. A zero-bias peak exists for both B⊥ and B‖.
If the nanowire is topologically trivial, there is not much difference in
the peak height for the two magnetic field directions (compare blue solid
and dashed curves). In contrast, if the nanowire is topologically nontriv-
ial for parallel field then the peak is much reduced in perpendicular field
(red solid versus dashed curves). The disappearance of the Majorana
zero-mode and the collapse of the zero-bias peak may be accompanied
by the appearance of propagating modes in the superconducting part of
the nanowire. This explains the increased background conductance in
the red dashed curve of Fig. 4.3a.
The effect of a magnetic field rotation is entirely different when
W . lso and the symmetry class is BDI rather than D [26, 29]. The
term σx py in the Hamiltonian (4.15) can then be neglected, so that H
commutes with σy in a perpendicular magnetic field (n̂ = ŷ). The two
spin components along ±ŷ decouple and for each spin component sep-
arately the particle-hole symmetry is broken. We therefore expect both
the Majorana resonance and the weak antilocalization peak to disappear
in a perpendicular magnetic field for sufficiently narrow wires.
This is demonstrated by the computer simulations shown in Fig.
4.5, for the average conductance in a topologically trivial wire of width
W = 0.3 lso. The main difference with the data in Fig. 4.3 is that the
symmetry class is now BDI rather than D, because of the narrower wire.
This change of symmetry class does not significantly affect the weak
antilocalization peak in a parallel magnetic field. But if the magnetic
field is rotated to a perpendicular direction, the peak disappears — as
expected for a class BDI nanowire.
4.3.4 Effects of thermal averaging
All results presented so far are in the zero-temperature limit. We cal-
culate the temperature dependence of the differential conductance from

















Figure 4.6. Temperature dependence of the conductance peaks from Fig. 4.3b.
The four blue curves (Q = 0, topologically trivial) correspond from top to
bottom to four increasing temperatures, and likewise the four red curves (Q =
1, topologically nontrivial).
Thermal averaging at a nonzero temperature T0 broadens the conduc-
tance peak around V0 = 0 and reduces its height, at constant area´
G dV0 under the peak.
This effect of thermal averaging applies to both the weak antilocaliza-
tion peak and to the Majorana resonance, but the characteristic temper-
ature scale is different, as shown in Fig. 4.6. The Majorana zero-mode is
more sensitive to thermal averaging because it is more tightly bound to
the NS interface, with a smaller Thouless energy and therefore a smaller
characteristic temperature.
4.4 Discussion
In conclusion, we have shown that random quantum interference by
disorder in a superconducting nanowire can systematically produce a
zero-voltage conductance peak in the absence of time-reversal symme-
try. This weak antilocalization effect relies on the same particle-hole
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Figure 4.7. Differential conductance for a single disorder realization of a
nanowire (N = 2 spin-resolved modes, parameter values are listed in Ref.
40). The left panel shows the appearance of a zero-voltage peak in a range of
magnetic field values, for B parallel to the wire. The right panel shows the
dependence on the orientation of the magnetic field, for a fixed field strength
(EZ = 10 Eso). The zero-voltage peak vanishes if B is perpendicular to the
wire. This is the same phenomenology as for a Majorana resonance, but here it
happens in the topologically trivial phase.
symmetry that protects the Majorana zero-mode, but it exists in both
the topologically trivial and nontrivial phase of the superconductor. A
conclusive demonstration of Majorana fermions will need to rule out
this alternative mechanism for a conductance peak.
There are several strategies one might follow for this purpose:
• Increasing the tunnel barrier with a gate voltage suppresses the
weak antilocalization effect, but not the Majorana resonance. The
resonance does become narrower, so at finite temperatures thermal
smearing will still lead to a suppression with increasing barrier
height and this might not be the most effective strategy to distin-
guish the two effects.
• The disappearance of the conductance peak when the magnetic
field is rotated (in the plane of the substrate) towards a direction
perpendicular to the wire, the technique used in Refs. 10, 12, can
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identify the Majorana zero-mode — but only if the ratio W/lso is
sufficiently large that the wire is in class D rather than BDI. In
class BDI the Zeeman energy in the rotated field commutes with
the Rashba energy, precluding the weak antilocalization effect as
well as the Majorana resonance. Both Refs. 10, 12 have W . lso
and are believed to be in class BDI [16, 26], so this complication
seems quite relevant.
• Measuring the conductance through a single-mode point contact is
a very effective strategy: for N = 1 the zero-temperature conduc-
tance G = Q × 2e2/h directly measures the topological quantum
number even without any tunnel barrier [39], and this signature of
a Majorana zero-mode is quite robust against finite temperatures.
(The chararacteristic energy scale is the induced superconducting
gap in the region between the point contact and the superconduc-
tor.) The single mode in the point contact should be spin resolved
for this to work: If instead the point contact transmits both spins
in one orbital mode (N = 2), then the ambiguity between weak
antilocalization and the Majorana resonance remains (see Fig. 4.7).
• The Majorana resonance from a wire of finite length should split
into two at the lowest temperatures, because of the nonzero over-
lap of the zero-modes at the two ends of the wire [12]. No such
systematic splitting will occur for the weak antilocalization peak.
4.5 Appendix
4.5.1 Random-matrix theory
To evaluate the average conductance (4.9) we seek the density of the
eigenvalues xn = eiφn of the product X = ΩΩ∗ of the unitary matrix
Ω and its complex conjugate. We denote µn = cos φn ∈ [−1, 1] and
determine the joint probability distribution P({µn}) using methods from
random-matrix theory [41].
In symmetry class D, we have Ω = V ′ΛV∗ with V and V ′ inde-
pendently and uniformly distributed according to the Haar measure dU
of the unitary group U (N). Because d(UU′) = dU for a fixed unitary
matrix U′, the matrix Ω ≡ U is itself uniformly distributed in U (N).
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In class BDI, we have V ′ = VT and we may write Ω ≡ UλU† with
U uniformly in U (N). The diagonal matrix λ = diag(λ1, λ2, . . . λN)
contains the eigenvalues λn = ±1 of Λ. The number q = |Q| of Majorana
zero-modes is encoded in the topological invariant Q = Tr Λ = ∑n λn.
(For full generality we allow Q to also take on negative values, but the
final result will only depend on the absolute value q.)
Brownian motion of unitary matrices
We employ Dyson’s Brownian motion approach [42], which sets up a
stochastic process for the unitary matrix U whose stationary distribution
coincides with the Haar measure on U (N). In each infinitesimal step of
the process, U → U exp(iH), where H is a Hermitian matrix from the
Gaussian unitary ensemble, with identically normal distributed complex
numbers Hlm = H∗ml (l ≤ m), Hlm = 0, Hkl Hmn = δknδlmτ, Hkl H∗mn =
δkmδlnτ; the limit τ → 0 is implied to generate infinitesimal increments.
The corresponding increments δµn can be calculated in perturbation
theory. The drift coefficients cl = limτ→0 τ−1δµl and the diffusion co-
efficients clm = limτ→0 τ−1δµlδµm follow by averaging over the random
variables in H. As we will see, the symmetries in the classes D and BDI
are restrictive enough so that these coefficients can be expressed in terms
of the quantities µn alone, without requiring data from the eigenvectors
of X. Thus, the stochastic process for these quantities closes.
Introducing a fictitious time t, the evolution of the joint probability



















The stationary solution P({µn}), for which the right-hand-side of the
Fokker-Planck equation vanishes, is the required eigenvalue distribu-
tion.
Symmetry class D
In class D we have X = UU∗ with U uniformly distributed in U (N).
Notice that the operation of complex conjugation is basis dependent; if
B = A∗ in one basis then this relation is only preserved under orthog-
onal transformations, but not under general unitary transformations.
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Thus, we work in a fixed basis |r〉 (at most permitting orthogonal basis
changes), and define for any |ψ〉 = ∑r ψr|r〉 a complex-conjugated vector
|ψ∗〉 ≡ ∑r ψ∗r |r〉. As usual, 〈ψ| = ∑r ψ∗r 〈r|; thus 〈ψ∗| = ∑r ψr〈r|.
The matrices X and U are unitary and obey Det X = |Det U|2 = 1.
Moreover, the matrix X∗ has the same eigenvalues x1, x2, . . . xN as the
matrix X. For even N, it follows that all eigenvalues appear in complex-





odd N, in addition to such pairs there is a single unpaired eigenvalue,
denoted as xN , which (because of the constraint on the determinant) is
pinned at xN = 1. The paired eigenvectors are related according to
|k̄〉 = ξkU|k∗〉. (4.19)
Here we have to set ξk such that ξ2k = λk; this guarantees that the relation
between both eigenvectors in a pair is reciprocal, | ¯̄k〉 = |k〉. Observing
that the eigenvectors form an orthogonal basis, we find the matrix ele-
ments
〈k|U|l∗〉 = ξkδkl̄ = (〈k∗|U∗|l〉)∗ = 〈l|UT|k∗〉. (4.20)
With help of these matrix elements we can now evaluate the drift
and diffusion coefficients. In second-order perturbation theory,





where the prime restricts the sum to k 6= l while
δX = iUHU∗ − iXH∗ + UHU∗H∗ − 12UH
2U∗ − 12 XH
∗2 (4.22)
is the increment of X to leading order in τ. The Gaussian averages are
now carried out according to the rules
〈k|AHB|l〉〈m|CHD|n〉 = τ〈k|AD|n〉〈m|CB|l〉, (4.23)
〈k|AHB|l〉〈m|CH∗D|n〉 = τ〈k|ACT|m∗〉〈n∗|DTB|l〉. (4.24)
In particular, H2 = Nτ, UHU∗H∗ = τUU† = τ, and
〈l|UHU∗ − XH∗|k〉〈k|UHU∗ − XH∗|l〉
= 2τ〈l|X|l〉〈k|X|k〉 − τ〈l|UT|k∗〉〈l∗|U∗|k〉
− τ〈k|UT|l∗〉〈k∗|U∗|l〉
= 2τxlxk − τδlk̄(xl + xl̄), (4.25)
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where we invoked Eq. (4.20). We thus obtain
δxl = τ − Nτxl − τ∑
k




δxlδxm = 〈l|δX|l〉〈m|δX|m〉 = −2τδlmx2l + 2τδlm̄. (4.27)
Note that these expressions only depend on the eigenvalues. We remark
that for the pinned unpaired eigenvalue xN = 1, occurring if N odd,
these relations deliver δxN = (δxN)2 = 0.
We now pass over to the quantities µl = (xl + xl̄)/2, and restrict the
index l such that it enumerates the pairs of eigenvalues. For even N we
then find





while for odd N we have





where the double-prime excludes the pinned eigenvalue. Furthermore,
δµlδµm = 2τ(1− µ2l )δlm. (4.30)
The stationarity condition of the associated Fokker-Planck equation









For even N = 2M, this is solved by









(µl − µm)2, (4.32a)
up to a normalization constant. Each of the µn’s (n = 1, 2, . . . M) is
twofold degenerate. For odd N = 2M + 1 one eigenvalue is pinned at
+1, and the remaining ones are twofold degenerate with distribution









(µl − µm)2. (4.32b)
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This concludes our derivation of the eigenvalue distribution of UU∗
with U uniform in U (N). We have not found the result (4.32) in the
literature, but there is a curious correspondence with the known [41, 43]
eigenvalue distribution of orthogonal matrices (uniformly distributed
according to the Haar measure). An (N + 1)× (N + 1) orthogonal ma-
trix O with determinant −1 has one eigenvalue pinned at −1. If we
exclude that eigenvalue, the remaining N eigenvalues of O have same
probability distribution as the N eigenvalues of UU∗.
Brownian motion of orthogonal matrices
As an independent demonstration of this correspondence between the
eigenvalue distributions of UU∗ and O, we have investigated the Brow-
nian motion of orthogonal matrices. Let O be a random (N + 1)× (N +
1)-dimensional matrix in the orthogonal group, constrained to the sector
Det O = −1.
The Brownian motion is induced by O(1 + A + A2/2), where (in the
fixed basis) A = −AT is a real antisymmetric matrix, with A2lm = τ.
Due to the condition on the determinant, there is always one eigenvalue
pinned at xN+1 = −1, while an additional eigenvalue is pinned at xN =
1 if N is odd. All other eigenvalues appear in pairs xl , xl̄ , with |l̄〉 = |l∗〉
(no additional factors are required).
We calculate the increments and average:











⇒ δxlδxk = τxlxk(δlk̄ − δlk) = τ(δlk̄ − x2l δlk). (4.34)
(Note that 〈l|A|l〉 does not vanish if |l〉 is complex, as is generally the
case for the unpinned eigenvalues.)
As before, in passing over to µl we restrict indices to enumerate
different pairs. For N even, we find [considering that the restricted sum
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= 12 τ − τµl − τ(µ
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while if N is odd [where the restricted sum has (N − 3)/2 terms],




= − 32 τµl − τ(µ
2







δµlδµk = τ(1− µ2l )δlk. (4.37)
Comparison with Eqs. (4.28)–(4.30) shows that these are the same
average increments, if we rescale τ by a factor 2. The eigenvalues of
UU∗ and O therefore execute the same Brownian motion process, with
the same stationary solution (4.32).
Symmetry class BDI
In class BDI we have X = UλU†U∗λUT, with U uniform in U (N) and λ
a fixed diagonal matrix with entries ±1 that sum up to Q. Since here the
matrix X is symmetric, X = XT, it is now diagonalized by an orthogonal
transformation; thus, the eigenvectors |k〉 = |k∗〉 are real. As in class
D, eigenvalues appear in complex-conjugate pairs, apart from eigenval-
ues pinned at 1. We observe that Ω mediates between the associated
eigenvector, |k̄〉 = ξkΩ|k〉 = ξ∗k Ω∗|k〉. In order to treat the partners sym-
metrically we have to require that that |k̄〉 is also real, so ξk compensates
any complex overall factor. It then follows that 〈k|ΩΩ∗|k〉 = ξ2k = λk,
and thus the coefficients ξk are related to the eigenvalues as in class D.
To identify the pinned eigenvalues note that Ω = Ω† = Ω−1 is both
Hermitian and unitary, and thus has eigenvalues ±1. Let Ω± be the
eigenspace for each set of eigenvalues, and Ω∗± the analogous eigenspace
for Ω∗, which is spanned by the complex-conjugated vectors. We denote
ξ = sign Q. The space [span(Ω−ξ , Ω∗−ξ)]
⊥ is then of dimension q = |Q|
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(barring accidental degeneracies), and all of the vectors in this space
obey X|k〉 = |k〉. Thus X has q = |Q| eigenvalues pinned at 1. For each
pinned eigenvalue, insisting that |k̄〉 = |k〉 implies Ω|k〉 = Ω∗|k〉 = ξ|k〉,
ξ = sign Q = ±1 (consistent with the property that these states lie in the
joint subspace of Ωξ and Ω∗ξ ).
With these additional properties in hand, the evaluation of drift and
diffusion coefficients can proceed along the same steps as before. With
the specified form of X, the incremental step of U carries over to an
increment
δX = iU[H, λ]U†Ω∗ − iΩU∗[H∗, λ]UT
+ τQ(Ω∗ + Ω) + 2τ(1− X)− 2NτX, (4.38)
where we already averaged terms of second order in H; in particular,
terms such as UHλHU†U∗λUT = τQΩ∗ produce the topological invari-
ant Q. The associated eigenvalue increment averages to




×〈l|U[H, λ]U†Ω∗ −ΩU∗[H∗, λ]UT|k〉〈k|U[H, λ]U†Ω∗ −ΩU∗[H∗, λ]UT|l〉
= − 2Nτxl + 2τqδll̄ + 2τ(1− xl)
−4τ∑
k
′ xlxk − δll̄δkk̄ − δkl̄(xl + xl̄)/2 + xlxkδlk
xl − xk
, (4.39)
where the δlk term can be dropped because of the constraint k 6= l on the
sum. Note how Q changes to q = |Q| because of the sign of the matrix
element involving pinned eigenvalues.
Again we find that eigenvalues at unity remain pinned. For the other
eigenvalues, we separate out from the sum the q eigenvalues that are
pinned, and sum over the M = (N − q)/2 pairs of unpinned eigenval-
ues,
δxl = − 2Nτxl + 2τ(1− xl)− 2τ






′′ xk + xk̄ − 2xl̄
xl + xl̄ − xk − xk̄
, (4.40)
where the double-prime again indicates the exclusion of the pinned
eigenvalues. Furthermore,
δxlδxm = 8τ(δlm̄ − δlmx2l ). (4.41)
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For the quantities µl = (xl + xl̄)/2, this gives
δµl = −2qτ(µl + 1) + 2τ(1− 3µl)− 4τ∑
k
′′ µ2l − 1
µl − µk
, (4.42)
δµlδµm = 8τ(1− µ2l )δlm. (4.43)
The stationarity condition (4.31) is now fulfilled for








|µl − µm|, (4.44)
which gives the joint probability distribution of the twofold degenerate,
unpinned eigenvalues µn (n = 1, 2, . . . M).
Eigenvalue density
The probability distributions (4.32) and (4.44) are both of the form








|µl − µm|β, (4.45)
with β = 2, a = 1/2, b = |Q| − 1/2 in class D and β = 1, a = 0,
b = |Q|/2 − 1/2 in class BDI. These are called Jacobi distributions,
because the eigenvalue density ρ(µ) can be written in terms of Jacobi
polynomials [41].
For small N it is quicker to calculate the eigenvalues density by in-
tegrating out all µn’s except a single one. Keep in mind that |Q| of the
µn’s are pinned at unity, and that the N − |Q| = 2M unpinned µn’s are
twofold degenerate. (The products in Eq. (4.45) run only over these M
unpinned pairs.) The eigenvalue density ρ(µ) = 〈∑Nn=1 δ(µ − µn)〉 is
then given by











dµM δ(µ− µ1)P(µ1, µ2, . . . µM).
(4.46)
4.5 Appendix 73
The delta functions satisfy
´ 1
−1 δ(µ± 1)dµ = 1. The average conductance




dµ ρ(µ)[1 + (1− T)2 − 2(1− T)µ]−1. (4.47)
This gives the small-N results in Eq. (4.11) and Fig. 4.2.
The large-N limit (4.14) is obtained from an integral equation for the




dµ p(µ′) ln |µ− µ′| = − 12 (1− 2/β) ln p(µ)
− a
β
ln(1 + µ)− b
β
ln(1− µ) + C +O(1/M). (4.48)
The constant C is determined by the normalization
ˆ 1
−1









δ(µ + 1)− b
β
δ(µ− 1)
+ 14 (1− 2/β)[δ(µ + 1) + δ(µ− 1)] +O(1/M), (4.50)
M̃ = M + (a + b)/β− 12 (1− 2/β). (4.51)
Upon substitution of the values for a, b, β in the two symmetry classes,






+ 12 δ(µ− 1)−
1
2 δ(µ + 1) +O(1/M), (4.52)
independent of Q and for both symmetry classes D and BDI. The cor-
responding result for the conductance is Eq. (4.14), to order 1/N if the
limit N → ∞ is taken at fixed Q.
Large-voltage limit
For completeness we also give the derivation of the large-voltage limit





∣∣∣1− (1− T)eiφ∣∣∣−2 , (4.53)
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with ρ̃(φ) = 〈∑n δ(φ− φn)〉 the density on the unit circle of the eigen-
values eiφn of a unitary matrix Ω̃.
In class D the matrix Ω̃ ≡ U is uniformly distributed in U (N). This is
the circular unitary ensemble (CUE, β = 2). In class BDI the chiral sym-
metry enforces that Ω̃ is unitary symmetric, Ω̃ = UUT with U uniform
in U (N). This is the circular orthogonal ensemble (COE, β = 1). Unlike
the probability distributions we needed for the zero-voltage limit, these
two distributions are in the literature [41],




|eiφk − eiφl |β. (4.54)
The corresponding density
ρ̃(φ) = N/2π, 0 < φ ≤ 2π, (4.55)
is uniform irrespective of the value of β and without any finite-N cor-
rections. Substitution into Eq. (4.53) gives the result (4.10).
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Recently, the proposals of solid-state realizations of Majorana fermions
came into focus of attention. While the first proposal [1] concerned non-
Abelian excitations in 5/2 FQHE in semiconductor heterostructures,
most proposals [2, 3] exploited exotic superconductors where Majorana
fermions correspond to zero-energy states of an effective BdG Hamil-
tonian. The Majorana states are instrumental for realization of topo-
logical quantum computation [4]. More recent contributions [5] uti-
lize the proximity effect from a conventional superconductor, either in
nanowires in a strong magnetic field and with strong spin-orbit interac-
tion [6–8], or in topological insulators [9, 10]. This brings the Majoranas
close to experimental realization, and underlines the importance of re-
liable experimental signatures of their presence. Among the signatures
are half-integer conductance quantization [11] and 4π Josephson effect
in superconductor-superconductor (SS) junctions [12, 7, 13].
No 4π periodicity is to be seen in the stationary ground state of
the junction It can only be observed [14, 15] in dynamics induced, for
instance, by a d.c. voltage bias. Unambiguous signature of this 4π pe-
riodicity is the current noise peak at half of the Josephson frequency
ωj = 2eV/h̄ [14].The avoided crossing of Andreev states is intrinsic for








Figure 5.1. a. A Majorana Josephson junction is formed by mounting a
nanowire (black) on two superconducting leads (grey) resulting in four Ma-
joranas γ1−4. b. The energies of the many-body junction states versus phase
near an avoided crossing point. c. Corresponding Andreev levels. d. The ener-
gies of the junction states versus phase at a bigger scale. Far from the avoided
crossing points, the energies of even and odd states are indistinguishably close.
This corresponds to two zero-energy Andreev levels.
finite systems and restores the 2π periodicity of the junction ground
state [16, 2, 12]. This has been recently confirmed by detailed calcula-
tions of the Andreev spectrum of the nanowire-based SS junctions [17].
In this chapter, we put forward a generic phenomenological model of
a Majorana Josephson junction and demonstrate that the dynamics in the
junction are substantially richer than thought. In particular, the sharp
peaks in noise spectrum of a voltage-biased junction are not generally
confined to any definite fraction of ωj: one can talk of any−π Josephson
effect in this context. Experimental observation of these singularities
would give a robust proof of the existence of Majoranas and open up the
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possibilities for quantum manipulation of these states. Our treatment
of dynamics encompasses the Landau-Zener tunneling at the avoided
crossings, decoherence, relaxation, and quasiparticle poisoning.
5.2 Setup and the phenomenological Hamiltonian
We exemplify with a nanowire setup (Fig. 5.1) although the same phe-
nomenology extends to topological insulators. A nanowire mounted on
a single superconducting lead develops a topologically non-trivial state
in a parameter range of magnetic fields and gate voltages [7]. Two Ma-
jorana states emerge at the wire ends. Majorana Josephson junction is
formed by mounting the wire on two leads biased with superconducting
phase difference φ. Two extra Majorana states γ2,3 emerge at the junc-
tion, in addition to the end states γ1,4. The overlap between γ2 and γ3
is strong but does depend on phase and vanishes at a certain φ0. If one
disregards the end states [12, 7, 13], the resulting energies are 4π peri-
odic in φ and the resulting states are of indefinite parity. We exemplify
this dependence with E(φ) = ±ε̃ sin( φ−φ02 ), ε̃ being a typical coupling
energy of γ2,3. To fix the parity, it is paramount to bring the end states
to the picture. We developed [16] a scattering matrix theory where the
2π periodicity is proven from the topological properties of the scatter-
ing matrix. In a nutshell, the crossing of Andreev levels is avoided. We
need a practical Hamiltonian to describe the details of the situation in
the vicinity of φ0. That can be rigorously derived from the scattering
approach, yet we opt here for a simple heuristic deviation in terms of
overlaps of Majorana states.
These overlaps are exponentially small for long wires, ∝ exp(−L/2ξ),
L being the wire length, the localization length ξ being of the order of
the spin-orbit length Lso. For InAs wires [18], Lso = 0.2µm, and L would
not exceed 2µm since inevitable disorder forbids topological state for
longer wires. This sets the biggest exponential suppression to ' 10−2.
Owing to the exponential suppression, the direct overlap t14 between the
end states is much smaller than the overlaps between the end and the
junction states, and can be disregarded. This brings us to the following
Hamiltonian:
Ĥ = iε̃(φ− φ0)γ̂2γ̂3+
i(t12γ̂2 + t13γ̂3)γ̂1 + i(t42γ̂2 + t43γ̂3)γ̂4. (5.1)
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that is valid in the vicinity of the crossing point and provides a generic
phenomenological model of a Majorana Josephson junction. Here, the
overlaps t are real, and γ̂1−4 are self-conjugated anticommuting Majo-
rana operators [19]. We present a detailed derivation of the Hamiltonian
(5.1) in [20].
It is instructive to give the eigenenergies of the full many-body states
of the Hamiltonian, rather than the associated Andreev levels. The ener-
gies of these states are sums over the energies of the Andreev levels with
taking the filling of the levels into account. The Hamiltonian conserves
the parity of the particle number and therefore gives rise to eigenstates
with either odd or even number of particles. There are two eigenvalues










(t12 ± t43)2 + (t13 ∓ t42)2 (5.3)
and ± sign is chosen such that Ge > Go. Their phase dependence (Fig.
5.1b)gives a familiar glimpse of avoided level-crossing hyperbolas, Go,e
being the minimum energy splittings of odd/even states, respectively
(when the difference between even and odd cases is insignificant, we
will denote both values G). The two positive energies of the associated
Andreev levels are given by E1,2 = |Ee| ± |Eo| (Fig.5.1c). This character-
istic form is conformed by the numerical calculations based on micro-
scopic models [16, 17] proving the validity of the Hamiltonian (5.1). The
absence of the direct overlap t14 leads to a special property: the phase-
dependent term describing the overlap of γ̂2, γ̂3 anticommutes with the
rest of the terms. This guarantees the energies to be even in phase and
to merge far from φ = φ0, these properties would be absent for a most
general four-Majorana Hamiltonian.
5.3 Dynamics of the voltage-biased system
Let us notice that the junction in either odd or even state is nothing but
a qubit that is similar to other superconducting qubits that commonly
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Figure 5.2. Processes affecting the junction dynamics. In between the parity-
dependent Landau-Zener scatterings (described by 2× 2 matrices Ŝo,e) the junc-
tion is subject to dephasing (with a rate Γd), relaxation (Γr) and quasiparticle
poisoning (Γq).
exploit avoided level crossing [21–23]. One can employ quantum ma-
nipulation of the resulting Majorana states by changing the supercon-
ducting phase in time. For instance, following [21], one can prepare the
qubit in the ground state reasonably far from the crossing point φ = φ1,
and give a pulse that brings the junction to φ = φ0. This will cause Rabi
oscillations with frequency 2G/h̄ that can be detected by measuring the
probabilities to find the qubit in the ground or excited state after the
pulse as functions of pulse duration.
Here we restrict ourselves to the case of immediate experimental rel-
evance where the junction is biased by a d.c. voltage V so that the phase
φ is swept linearly with time, φ̇ = 2eV/h̄. In a usual Josephson junction
where the energy levels are 2π periodic, such bias results in coherent
oscillations of the supercurrent I(φ) = 2e/h̄∂E(φ)/∂φ with Josephson
frequency ωj = 2eV/h̄ [25]. The idea behind the 4π Josephson effect
[26] is an apparent 4π periodicity of energy levels in the limit of van-
ishing G, this suggests the oscillations at a half of Josephson frequency,
I(t) = ±Im cos(ωjt/2), Im ≡ eε̃/h̄. Albeit these oscillations cannot be
coherent owing to random switching between the two branches ± of
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the energy spectrum. The signature of 4π periodicity is rather a sharp
peak in the spectral density of the current noise [14], with the width of
order of switching rate, and integrated intensity being given by I2m/2,
the average square of the current. For this simplified picture to hold,
one should require sufficiently small voltages, V  ε̃. Failure to satisfy
this condition results in proliferation to higher energy levels and finally
to continuous spectrum, this increasing the peak width to the values of
the order of ∆ and thus rendering noise peaks undetectable. [14, 17]
In this chapter, we address the noise in Majorana Josephson junc-
tions at smaller voltages. Evidently, the avoided level crossing results in
usual Josephson effect in the limit V → 0. The complex and interesting
crossover between 2π and 4π regimes involves Landau-Zener (LZ) tun-
nelling upon crossing a point φ = φ0 + 2πn in the vicinity of the point.
The parity obviously does not change, and for each parity we have a
classic setup of LZ tunnelling [24] between two levels. The values of the























This suggests an importance of a voltage scale eV0 ≡ 4πG2/ε̃  ε̃ at
which the probabilities are of the order of 1 and the crossover between
2π and 4π regimes is expected. We stress that the probabilities are
generally different for odd and even states that permits the identification
of these states that are hardly distinguishable otherwise.
The quantum dynamics are affected by the processes of relaxation,
dephasing and quasiparticle poisoning (Fig.5.2) that occur throughout
the time-line with no peculiarities near the crossing points. We assume
low temperature kBT  ε̃, so that the relaxation is always from higher
to lower energy state with the rate Γr(φ). The decoherence suppresses
the non-diagonal elements of the density matrix (with the rate Γd(φ))
not affecting the diagonal ones. We assume the fluctuation of the phase
φ to be the main source of the decoherence, in this case Γd(φ) ∝ I2(φ).
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The quasiparticle transfer processes account for a parity change. They
may be due to stray quasiparticles in the bulk superconductor that come
to the junction with the energies of the order of the superconducting
energy gap ∆ > ε̃ and lose this energy either adding or annihilating a
quasiparticle in Andreev levels under consideration. Due to significant
initial quasiparticle energy, the probabilities to find the junction in either
upper or lower state after a quasiparticle transfer, are the same. The
quasiparticle rate Γq does not depend on the phase φ.
This results in the straightforward but lengthy equation for the den-
sity matrices ρ̂o,d to be found in [20]. We solve this equation with con-
tinuity conditions ρ̂o,d(tac + 0) = Ŝo,dρ̂o,d(tac − 0)Ŝ−1o,d , tac corresponding










that gives the spectral density of the current noise. We concentrate on
two limiting cases of fast (Fig. 5.3) and slow (Fig. 5.4)decoherence. In
both cases, we assume slow relaxation and poisoning, ωj  Γr, Γq.
5.3.1 Fast decoherence
“Fast” implies the quantum coherence is lost during a period of the
Josephson oscillations, Γd  ωj, and the equation for density matrix
reduces to a master equation. Fig. 5.3a shows the spectral density for
equal LZ probability for even and odd states, Ge ≈ Go. The voltage
growth from the lowermost to upper curve resulting in increased PLZ.
At low voltage (PLZ  0, the noise peaks at ωj as well as at its multiples,
the latter manifesting non-sinusoidal I(φ). This proves a usual periodic-
ity. At higher voltage where PLZ ≈ 1 we see a single peak at ωj/2 man-
ifesting 4π periodicity. In both limiting cases, the peak widths ' Γr,qp.
Important feature is the absence of any distinguishable peaks at interme-
diate PLZ. The reason is the LZ tunneling causing incoherent switching
at almost any crossing point. The peaks acquire width ' ωj  Γr,qp and
correspondingly reduce their height to the background level.
In Fig. 5.3b the LZ probabilities are very different at the crossover
corresponding to Ge/Go = 4. Now one can distinguish the peaks at
both ωj/2 and ωj in the crossover region, though they are reduced in
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Figure 5.3. The spectral intensity S(ω) of the current noise for a set of V
corresponding to LZ probabilities shown, in the limit of fast decoherence. a.
Indistinguishable parities Pe = Po = PLZ; b. Pe 6= Po (Ge = 4Go). Distinct peaks
at multiples of ωj at P  1 transmute into a single peak at ωj/2 at P ≈ 1.
(Γr = Γq = 0.02ωj for all plots).
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height in comparison with the limiting cases. The explanation is the
parity separation in time domain. Since Γq  ωj, the parity persist
over many periods between the random switches. While the junction
is in even parity state, PLZ ≈ 1, and during this time interval the noise
at ωj/2 is generated. While the junction is in odd parity state, almost
no LZ tunnelling takes place, and the noise is generated at Josephson
frequency. The experimental observation of two peaks would thus prove
the parity effect. One can also think of a more challenging observation
where the noise can be resolved fast, that is, at a time-scale < Γ−1q . Such
noise measurement will monitor the parity of the junction in real time.
5.3.2 Slow decoherence
The results in the opposite limit of slow decoherence Γd  ωj are de-
cisively more complex and intriguing (Fig. 5.4). In this limit, the dy-
namics are truly quantum over many periods. An analytical analysis
gives the positions of the noise peaks as well as the integrated noise
intensities around each peak [20]. Most striking feature is an oscilla-
tory dependence of the peak intensities and positions on voltage. This
is a manifestation of quantum interference between the subsequent LZ
tunnelling events not suppressed by decoherence. Similar interference
patterns have been predicted and observed for superconducting qubits
in [27, 23]. We have found that a voltage-biased Majorana Josephson
junction presents the simplest and most striking framework for this in-
terference effect.
The quantum phase θ accumulated between the subsequent crossing











where ∆E(φ) is the energy difference between levels of the same parity.
The phase is big on the scale eV/ε̃, its increment by 2π gives an estimate
of the oscillation period in voltage ∆V = (π/8)V(eV/ε̃) V.
Importantly, the frequency positions of the additional noise peaks
(Fig. 5.4a), those the main Josephson peaks at multiples of ωj, are not
at any integer fractions of ωj. In the context, we can dub this any-π
Josephson effect. It stems from a quasi-energy splitting in a periodically
driven qubit. At V  V0, additional peaks converge at (2n + 1)ωj/2
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oscillation around this frequency. The spread of these oscillations ∆ω
does not vanish with increasing V: rather, it increases following ∆ω '
(2e/h̄)
√
VV0. This proves that any-π Josephson effect can be observed at
voltages V  V0 far beyond the crossover region. The width of the peaks
is determined by Γd. From this, we estimate the minimum decoherence
rate permitting the resolution of the peaks: Γd ' (e/h̄)
√
VV0. For the
sake of simple drawing, we assumed indistinguishable parities such that
Po = Pe. If Po 6= Pe, the additional peaks split once again corresponding
to the two parities. [20]
At V  V0, the noise intensity is mainly concentrated at a main
peak at ωj. In the opposite limit, the intensity concentrates at the peaks
converging to ωj/2 retaining oscillating features even at high voltage.
(Fig.5.4b,c)
5.4 Conclusion
To summarize, we have derived a generic phenomenological Hamilto-
nian to describe a Majorana Josephson junction with avoided Andreev
level crossing, and investigated its quantum dynamics at constant volt-
age bias with emphasis on noise signatures of different, depending on
the regime periodicity. This is the only robust transport signature of the
Majorana Josephson junction. While in the fast decoherence regime the
signatures follow an expected pattern, the interference of the subsequent
LZ tunnelling events results in a complex any-π Josephson effect pat-
tern in slow decoherence regime. The experimental observation of the
effects predicted will provide unambiguous signature of Majorana states
in Josephson junction and open up the perspectives of quantum manip-
ulation and parity measurements in such junctions. One of the paths
to observe the unusual periodicity is through measurement of Shapiro
steps in voltage or current [28, 29] biased setups.
5.5 Appendix
5.5.1 Derivation of the phenomenological Hamiltonian
Here we present the derivation of the phenomenological Hamiltonian
used in our article. We would like to keep this derivation as general as
possible not relying on any concrete microscopic details. In this case, the
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Figure 5.4. The slow decoherence limit. We chose ε̃/eV0 = 30 for all plots. (a).
Frequency positions of the noise peaks versus V (ω0 = (2e/h̄)V0). The main
ones are at nωj while the positions of additional peaks oscillate converging at
(n + 1/2)ωj. Only n = 0, 1 are shown. (b) Integrated noise intensity (in units
of S0 ≡ I2m/2) of the first two additional peaks. (c) The same for the n = 1 main
peak.
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method of choice is scattering theory. We take an arbitrary nanostruc-
ture connected to two superconducting leads and make a cut separating
the structure onto two parts adjacent to corresponding leads. The scat-
tering from the leads to/from the cut is characterized by corresponding
energy-dependent scattering matrices S1,2. Those are matrices in the
space of the modes of the transversal quantization in the cut augmented
with Nambu structure that we will be represented with Pauli matrices
τx,y,z. Owing to gauge invariance, the dependence of the scattering ma-






2 τy . (5.8)
The energies of Andreev bound states are then determined [30] from
the equation
det (1− S1S2) = 0, (5.9)
that has solutions for a set of energies, those depending on the super-
conducting phase difference φ ≡ φ2 − φ1 between the leads.
General topological properties of superconducting scattering matri-
ces have been studied in [16]. In general case, only the intrinsic symme-
try of the Bogolyubov-de Gennes representation presents a restriction on
the matrices, S(ε) = S∗(−ε). The presence of the topologically protected
states at zero energy has been related to a special class of topologically
non-trivial (TNT) matrices that have eigenvalues ±1 at ε = 0. In [16],
we have also presented solid topological arguments that prove that the
pure TNT matrices cannot be realized in finite junctions. Rather, a ma-
trix representative for Majorana states is topologically trivial yet is close
to a TNT matrix at energies exceeding a small energy scale Γ. Following
standard procedure due to Wigner, we implemented the decomposition
of such matrices in terms of poles in complex energy plane. The simplest






where S0 is a TNT scattering matrix that can be expanded in energy
around ε = 0 at energy scales  Γ, eiα ≡ ε−iΓε+iΓ , |Ψ〉 being a normal-
ized vector in the channel-Nambu space. Owing to BdG symmetry, this
vector can be chosen real. The order of the factors in (5.10) is rather
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arbitrary: one can shift the pole factor to the right modifying |Ψ〉 ac-
cordingly.
A physical picture behind the scattering matrix (5.10)is a pair of
quasi-localized Majorana states. One of the states is localized close to
the cut while another is buried in the setup somewhere in the super-
conducting lead. If we set a normal lead at another side of the cut, Γ
is associated with escape time of this buried state to the lead, that can
be quite low for a setup with well-protected topological properties. For
the wire setup used for illustrations in the main text, the buried state
corresponds to a Majorana at the far end of the wire. Any situation with
a pair of Majoranas at a superconducting lead can be modelled in this
way. If more Majoranas are buried in the structure, they would manifest
themselves with more low-energy poles. We thus restrict ourselves to
the simplest situation with a single relevant pair.
These considerations permit to model any Majorana Josephson junc-











where eiαj = ε−iΓjε+iΓj , j = 1, 2. We will show now that this model is equiva-
lent to the phenomenological Hamiltonian used in the article.




|Ψ〉 = 0, (5.13)
for yet unknown |Ψ〉. We substitute S1,2 in the form (5.12) to arrive at
(S−110 − S20)|Ψ〉+ A|Ψ1〉+ B|Ψ2〉 = 0; (5.14)
A = (e−iα1 − 1)〈Ψ1|S−110 |Ψ〉, (5.15)
B = −(eiα2 − 1)〈Ψ2|S20|Ψ〉. (5.16)
We express |Ψ〉 from the first equation and substitute this to the second
and third equations to obtain two consistency equations on A, B,
A = −(e−iα1 − 1)〈Ψ1|S−110 S−110 − S20
| (A|Ψ1〉+ B|Ψ2〉) , (5.17)
B = (eiα2 − 1)〈Ψ2|S20
S−110 − S20
| (A|Ψ1〉+ B|Ψ2〉) . (5.18)
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that depends on the TNT matrices only thus not involving the
buried states. The consistency equations can be rewritten in terms of





































This would make a nice Hamiltonian if we can disregard the energy
dependence of the matrix h at low energies. In fact, we cannot and have
to take this one into account. To envisage the structure, let us compre-
hend the energy spectrum in the absence of the buried Majorana states,
that is, disregarding the pole structure of S1,2. In this case, the topologi-
cal arguments [16] guarantee the double-degenerate state at zero energy
at a certain value φ0 of the phase difference. This implies that the equa-
tion for the spectrum,
(S−110 − S20)|Ξ〉 = 0, (5.21)
or its equivalent,
h−1|Ξ〉 = 0, (5.22)
has a solution at zero energy at φ = φ0 for two real eigenvectors |Ξ1,2〉.
By virtue of BdG condition, the matrix h−1 in real basis satisfies h−1(ε) =
−h−1(−ε) and can therefore be expanded in φ− φ0,ε as follows
h−1 = ∑
i=1,2
Dij|Ξi〉〈Ξj|+ 2ig̃(φ− φ0)(|Ξ1〉〈Ξ2| − |Ξ2〉〈Ξ1|) + (h(0))−1.
(5.23)
Here, Dij is a symmetric positively defined 2× 2 matrix, and (h(0))−1 is
a non-singular part of h−1 on the space orthogonal to the vectors |Ξ1,2〉.
For this part, we can set ε = 0, this makes it asymmetric. As to the
singular part, for further manipulations it is convenient to rewrite it in
the following equivalent form,
(h−1)sing = ∑
i=1,2







with C2 = D.
The expression (5.24) should be substituted into (5.20). It is proficient
to bring the result of the substitution to a Hamiltonian form for 4× 4
matrices. To find this form, let us notice first that an eigenvalue equation














can be always represented as(






If we compare this with the result of the substitution of (5.24) into (5.20),
























where the matrix G is made of inner products of the eigenvectors |Ψi〉
and |Ξi〉, Gij = 〈Ψi|Ξj〉.
The resulting 4× 4 BdG antisymmetric Hamiltonian is readily second-





Comparing this with the numeration of Majorana operators in the main
text, we see that the vector is ordered as γT = (γ1, γ4, γ2, γ3).
We observe that H++ ∝
√
Γ1Γ2 and therefore can be neglected in
comparison with H+−,−+ '
√
Γ1,2. Setting H++ = 0 , we finally come
to the Hamiltonian (1) used in the main text.
The explicit expressions for the parameters used in the main text in
terms of the scattering theory quantities thus read:
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5.5.2 Periodic continuation of the phenomenological Hamilto-
nian
Far from the avoided crossing point (|φ − φ0|  G/ε̃  2π), the en-
ergies merge together, so that the lowest Andreev level is close to zero,
E2 ' G2/ε̃  G  ε̃. At further increase of |φ− φ0|, the energies devi-
ate from their linear asymptotes near the crossing points to become 2π
periodic (Fig. 1d, main text). We approximate their dependence with
Eo = Ee = ±ε̃
∣∣∣∣sin(φ− φ02
)∣∣∣∣ . (5.27)
It may seem that the Hamiltonian may be extended to the full range of
the phases simply by replacing φ− φ0 with 2 sin((φ− φ0)/2)). However,
this would result in a 4π-periodic Hamiltonian, this being at odds with
the natural 2π periodicity.
To resolve this apparent discrepancy, we note that the choice of Ma-
jorana operators in Eq. 1 of the main text that describes the lowest en-
ergy states, is not unique: one can substitute instead of γ1−4 any linear
combinations of Majorana operators of a bigger set that obey the com-
mutation relations. The members of this bigger set would correspond to
higher energy states not considered. The choice of four Majorana opera-
tors γ̂1−4 made does not depend on phase in the vicinity of the avoided
crossing point and does depend at a bigger scale. The choice in fact is
a 4π periodic one. To give an example of a 2π-periodic Hamiltonian,
let us substitute γ3 in the form of two Majorana operators that do not
depend on the superconducting phase,
γ̂3 = cos((φ− φ0)/2)γ̂′3 + sin((φ− φ0)/2)γ̂′′3 (5.28)
With this, we can rewrite a seemingly 4π periodic term in the form




(1− cos(φ− φ0))γ̂′3 + sin(φ− φ0)γ̂′′3
)
(5.29)
which makes the 2π periodicity explicit. In further considerations, we
will work in a basis of the energy eigenstates that is explicitly 2π peri-
odic. This makes irrelevant the details of Majorana representation out-
lined here.
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5.5.3 Equation for density matrix
Let us give here the evolution equations on density matrix that are
straightforward but too bulky to fit into the main text.
Beyond the vicinities of the crossing points φ = φ0 + 2πn, n being an
integer, we can disregard the terms proportional to Go,e. We work in lo-
cal eigenenergy basis. To denote the elements of the density matrix, we
use the subscripts e and o for even and odd parity sectors, respectively,
and u and l for upper or lower states in each parity sector. We collect all
the incoherent processes: relaxation, dephasing and quasiparticle poi-
soning. We introduce energy splitting E(φ(t)) = 2ε̃
∣∣∣sin( φ−φ02 )∣∣∣. With
this, the equations read:
dρeu,eu
dt
= −Γrρeu,eu − Γqρeu,eu + 12 Γq (ρou,ou + ρol,ol) (5.30)
dρel,el
dt

















= −Γrρou,ou − Γqρou,ou + 12 Γq (ρeu,eu + ρel,el) (5.34)
dρol,ol
dt












iE(φ(t))− Γd − Γq − 12 Γr
)
ρol,ou. (5.37)
To specify the φ dependence of the decoherence rate, we assume that
the decoherence takes place mainly due to the non-ideal bias conditions
that give rise to the fluctuations of φ. Those cause the fluctuations of the
energy splitting δE = (∂E/∂φ)δφ and are converted to the fluctuations
of quantum phase thereby. In this case, Γd ∝ (∂E/∂φ)2 and can be thus
chosen to be of the form Γd(φ) = Γd cos2((φ− φ0)/2).
In the vicinities of the crossing points we may neglect the incoherent
terms. For each parity, the Hamiltonian from Eq. 1 of the main text can
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Integrating this over time and transforming to the eigenenergy basis
reproduces the boundary condition on the density matrix given in the
main text, for density matrices ρb(ρa) before (after) passing the crossing
point,
ρa = ŜρbŜ−1; (5.38)
where the scattering matrix of LZ tunnelling is given by Eq. 4 of the
main text and χ = π4 + Arg
[






eVε̃ − 1) (Γ here is the
gamma function)
5.5.4 Fast decoherence limit and master equation
Let us first consider the case of the fast decoherence when the quantum
coherence quenches at the time scale smaller than the period of Joseph-
son oscillations, Γd  ωj. This permits us to take into account only
the diagonal elements of density matrix, the probabilities, describe their
evolution with a master equation. We denote the probabilities with pα,β,
where α = e, o at even or odd sectors and β = u, l for upper or lower
state in the sector. With all the processes in Fig.2 from the main text


























This has to be supplemented by LZ boundary conditions at the crossing
















Similar equation holds for the probabilities in the even sector.
Let us label the four possible states ou, ol, eu, el with a single index j
Solution of these equation in the long time limit approaches p(0)(t)j, that
is periodic in time with the Josephson period. To compute the correlator
of the currents, we also need the propagator of the evolution equation
Uij(t2, t1). It is defined at t2 > t1 as the solution of the equation at the
time moment t2, pi(t2), with initial condition pk(t1) = δkj.
The current is a function of a state given by
Ii(t) = Imsgn(φ− φ0) cos((φ− φ0)/2) (δi,ou + δi,eu − δi,ol − δi,el) (5.44)
with Im = (2e/h̄)(ε̃/2), φ = φ0 + ωjt. The correlator is expressed as
〈〈I(t1)I(t2)〉〉 = ∑
ij
Ii(t1)Ij(t2)(Uij(t1, t2)− p0i (t1))p
(0)
j (t2), (5.45)
at t1 > t2, and is obtained by permutation of the time arguments other-
wise.
We solve the equation, the propagator and find the correlator numer-
ically. The results for the current noise spectral density are presented in
Fig. 3 of the main text.
5.5.5 Details of slow decoherence limit
Interesting analytical results can be obtained in the opposite limit of





 Γr/ωj (the latter condition even in the absence
of Γq is satisfied at V > V0/ ln(Γr/ωj and thus certainly holds in the
crossover regime). Under these assumptions, the relaxation can not set
a preferential state. All possible states of the junction are present with
equal probability, and long time limit density matrices do not depend
on time and approach ρ̂o = ρ̂e = 14 1̂. In this case, we can neglect Γd,r,q
implement the pure quantum dynamics to compute the current-current
correlator at time separation |t1 − t2|  Γ−1d,r,q. While not enough to re-
solve fine features of the noise spectral density such as the line-shapes of
the noise peaks, this suffices to evaluate the integrated noise intensities
in the vicinity of each peak.
The positions of the peaks are not bound to the multiples or integer
fractions of the Josephson frequency. To understand this in general, let
us note that the independent solutions |Ψj〉 of the Schrödinger equation
98 Chapter 5. Phenomenology and Dynamics of Majorana JJ
that is in our case periodic with the Josephson period Tj ≡ 2π/ωj, are
Bloch-like functions of time satisfying
|Ψk(t + Tj)〉 = exp(iλk)|Ψk(t)〉 (5.46)
and having Fourier components at discrete frequencies ωj(n + λk/2π).
The correlators thus can have Fourier components at all discrete fre-
quencies satisfying ωj(n + (λk − λl)/2π).
To analyze the quantum dynamics in the case under consideration it
is proficient to apply a unitary transform that cancels the evolution of
the wave function during the “free motion” between the crossing points.
The phase difference χ accumulated in the course of the free motion (Eq.
7 of the main text) is then ascribed to the LZ scattering matrix in certain













Since this matrix describes the evolution of the wave function over the
period, its eigenvalues give exp(−iλ) and
cos(λ) =
√
1− P cos(θ/2). (5.48)
Let us define γ ≡ arccos(
√
1− P cos(θ/2))/π, 0 < γ < 1, and recall
that we have two parity sectors and correspondingly two parameters
γo,e. With this, the noise spectral density is digested in the form that









































δ(ω− (−γe + n)ωj) + δ(ω + (−γe + n)ωj)
)
.
The integrated intensities Sn of the main peaks are contributed by
both parity sectors, while the additional peaks S±,o/en are in general re-
solved in parity with respect to the positions and height. It is worth not-
ing that the definition of noise density in use is “quantum”, so that the
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noise at positive and negative frequencies does not have to be the same
indicating the difference between emission and absorption of quanta
with energy h̄ω. However, this is not the case in the present frame-
work: the calculation explicitly gives the spectral density that is even in
frequency.
To compute the intensities, we need to evaluate the correlator in Eq.
4 of the main text. We note that in the representation used
Î(t) = Im cos(ωjt/2)σ̂z; (5.49)
(crossing points corresponding to t = nTj), and the evolution matrix
Û(t2, t1) that gives the wave function at t2 from the initial condition at






N being the number of the crossing points at the interval (t2, t1).
For the intensities of the main peaks, this gives
Sn = I2m
16n2





sin2(θ/2) + Po,e cos2(θ/2)
)
(5.51)









sin2(θ/2) + Po,e cos2(θ/2)
(5.52)
where Ω is the (parity-dependent) frequency position of the additional
peak, P is the LZ probability at the corresponding parity.
Making use of the above relations, we plot in Fig. 4 of the main text
the positions and intensities of the three lowest peaks assuming Po = Pe,
that hinders parity resolution.
To illustrate the slow decoherence limit in more detail, we present
here two extra figures. Fig. 5.5 illustrates the noise intensities of the two
peaks converging to Ω = (3/2)ωj and of the second main peak at Ω =
2ωj. In both cases, the relative intensity is substantial in the crossover
region V ' V0 and slowly falls off upon increasing V. Fig. 5.6 represents
the generic case of parity separation. The LZ probabilities here are taken
to be distinctly different in the crossover region corresponding to Ge =
4Go. We see that a so-to-say 4π periodic peak at ωj/2 in fact consists of
the four distinct peaks of different intensity slowly converging to 1/4 of
the full intensity in the limit V  V0.
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Figure 5.5. Intensities of the high-frequency noise peaks. The parameters are
the same as in Fig. 4 of the main text. Left: two additional peaks with frequen-
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Figure 5.6. The generic case of parity separation. Here, V0 = 4πG2o /ε̃, ω0 =
2eV0/h̄, ε̃/ω0 = 30, S0 ≡ I2m/2. a. Peak positions. Four distinct noise peaks
converge to half-integer multiples of ωj upon increasing voltage. b. Spectral
intensity of the main peak at ωj. It is contributed by both parities. c. The same
for the first two even parity peaks. d. The same for the two odd parity peaks.
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Chapter 6
Fermion-parity anomaly of
the critical supercurrent in the
quantum spin-Hall effect
6.1 Introduction
The quantum Hall effect and quantum spin-Hall effect both refer to a
two-dimensional semiconductor with an insulating bulk and a conduct-
ing edge, and both exhibit a quantized electrical conductance between
two metal electrodes. If the electrodes are superconducting, a current
can flow in equilibrium, induced by a magnetic flux without any applied
voltage. In the quantum Hall effect, the edge states are chiral (propa-
gating in a single direction only) and two opposite edges are needed to
carry a supercurrent [1–3]. Graphene is an ideal system to study this
interplay of the Josephson effect and the quantum Hall effect in a strong
magnetic field [4–6].
The interplay of the Josephson effect and the quantum spin-Hall ef-
fect, in zero magnetic field, has not yet been demonstrated experimen-
tally but promises to be strikingly different [7]. The quantum spin-Hall
insulator has helical edge states (propagating in both directions) that can
carry a supercurrent along a single edge. The edge state couples a pair
of Majorana zero-modes, allowing for the transmission of unpaired elec-
trons with h/e rather than h/2e periodic dependence on the magnetic
flux [8, 9].
An h/e flux periodicity corresponds to a 4π-periodicity in terms of
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the superconducting phase difference φ, which means that the current-
phase relationship has two branches I±(φ) and the system switches from
one branch to the other when φ is advanced by 2π at fixed total number
N of electrons in the system. This is referred to as a fermion-parity
anomaly, because the two branches have different parity σ = ± of the
number of electrons in the superconducting ground state [8].
Josephson junctions come in two types [10], depending on whether
the separation L of the superconducting electrodes is small or large com-
pared to the coherence length ξ = h̄v/∆, or equivalently, whether the
superconducting gap ∆ is small or large compared to the Thouless en-
ergy ET = h̄v/L. Existing literature [7–9, 11–18] has focused on the
short-junction regime L  ξ. The supercurrent is then determined en-
tirely by the phase dependence of a small number of Andreev levels in
the gap, just one per transverse mode. The phase dependence of the
continuous spectrum above the gap can be neglected. As the ratio L/ξ
increases, the Andreev levels proliferate and also the continuous spec-
trum starts to contribute to the supercurrent. Since σ is switched by
changing the occupation of a single level, one might wonder whether a
significant parity dependence remains in the long-junction regime.
Remarkably enough, the parity dependence becomes even stronger.
While in a short junction the two branches I+(φ) = −I−(φ) differ only
in sign, we find that in a long junction they differ both in sign and
in magnitude. In particular, the largest current that can flow without
dissipation is twice as large for I− than it is for I+. The difference is
illustrated in Fig. 6.1, in the zero-temperature limit. The basic physics
can be explained in simple terms, as we will do first, and then we will
present a complete theory for finite temperature and for arbitrary ratio
L/ξ.
6.2 Short-junction limit
We set the stage by summarizing the findings of Fu and Kane [7] in
the short-junction regime. The spectrum of the Bogoliubov-De Gennes
Hamiltonian HBdG is a ±ε symmetric combination of a discrete spec-
trum for |ε| < ∆ and a continuous spectrum for |ε| > ∆. Since backscat-
tering along the quantum spin-Hall edge is forbidden by time-reversal
symmetry [19], this is a ballistic single-channel Josephson junction. In
the limit L/ξ → 0 the discrete spectrum consists of a pair of levels at
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Figure 6.1. Phase-dependent excitation spectrum of a Josephson junction
along a quantum spin-Hall (QSH) edge (left panels) and corresponding zero-
temperature supercurrent (right panels). The supercurrent I4π is 4π-periodic,
with two branches I+ (blue solid), I− (red solid) distinguished by the ground-
state fermion parity and with a parity switch at φ = ±π. The top row shows the
short-junction limit of Ref. 7, the bottom row the long-junction limit calculated
here. (The jump in I− at φ = 0 occurs because of the change in slope indi-
cated by the green arrows in the magnified central part of the spectrum.) The
2π-periodic supercurrent I2π without parity constraints is also shown (green
dashed). The critical current is the same for I4π and I2π in the short junction,
but different by a factor of two in the long junction.
ε± = ∓∆| cos(φ/2)|, while the continuous spectrum is φ-independent








with g a factor that counts spin and other degeneracies [21]. There is no
spin degeneracy at the quantum spin-Hall edge (since spin is tied to the





sin(φ/2), |φ| < π. (6.2)
To discuss the fermion-parity anomaly we assume, for definiteness,
that the total number N of electrons in the system is even. (A different
choice amounts to a 2π phase shift, or equivalently, an interchange of
I+ and I−.) The ground-state fermion parity σ is even for φ = 0 and
switches to odd when φ crosses π. Since N is fixed, this topological
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phase transition must be accompanied by a switch between even and
odd number of quasiparticle excitations. At zero temperature only the
two levels ε± closest to the Fermi level (ε = 0) play a role, and the parity
switch of σ means that a quasiparticle is transferred from ε+ < 0 to
ε− > 0. It cannot relax back from ε− to ε+ at fixed parity of N .
The resulting current-phase relationship can be represented by a
switch between 2π-periodic branches I±(φ) (reduced zone scheme), or
equivalently as a 4π-periodic function I4π(φ) (extended zone scheme).
Both representations are shown in Fig. 6.1, upper panels. We also in-
clude the 2π-periodic current I2π that results if the system can relax to
its lowest energy state without constraints on the parity of N .
6.3 Long-junction limit
An elementary discussion of the long-junction regime (to be made rigor-
ous in just a moment) goes as follows. For L ξ we may assume [22–24]
a local linear relation between the current density I and the phase gra-
dient φ/L 1/ξ, of the form I = constant× evφ/L. The linear increase
of I− is interrupted at φ = 0 by a discontinuity ∆I− = 2ev/L. Half of it
results from the jump in the slope of the lowest occupied positive energy
level ε = (π − |φ|)h̄v/2L (green arrows in Fig. 6.1e). The jump in the
slope of the highest occupied negative energy level contributes the other
half. In the extended zone scheme, the resulting supercurrent I4π is a
4π-periodic sawtooth with a slope ∆I−/4π = eET/2πh̄.








(φ− 2π sign φ), |φ| < π. (6.3)
The 4π-periodic supercurrent I4π switches from I+ to I− at φ = π, while
I2π remains in the branch I+ by compensating the switch in ground-
state fermion parity σ by a switch in the parity of the electron number
N . These are the curves plotted in Fig. 6.1 (lower panels).
Looking at the upper panels, one might have expected the sinusoidal
current-phase relationship of I4π for a short junction to evolve into a
triangular profile for a long junction, remaining symmetric around φ =
π. This would produce a cusp at the topological phase transition, which
is avoided by the sawtooth profile — at the expense of a discontinuity at
φ = 2π.
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The maximal supercurrent is reached near φ = 2π for I4π (with par-
ity constraint) and near φ = π for I2π (without parity constraint). There
is a factor of two difference in magnitude of these critical currents in a
long junction,
I4π,c = eET/h̄, I2π,c = eET/2h̄. (6.4)
In contrast, for a short junction both are the same (equal to e∆/2h̄).
6.4 Current through the scattering matrix
To determine the crossover from the short-junction limit (6.2) to the long-
junction limit (6.3), including the temperature dependence, we adapt
the scattering theory of the Josephson effect [25] to include the fermion
parity constraints. Input is the scattering matrix s0 of electrons in the
normal region and the Andreev reflection matrix rA at the normal-
superconductor interfaces. These take a particularly simple 2× 2 form
at the quantum spin-Hall edge, but our general formulas are applicable
also to multi-channel topological superconductors.




















with β = 1/kBT and Z0 = ∏ε>0 2 cosh(βε/2) the partition function with-
out parity constraints. From the expression for Z± one can see that the
± selects terms that contain an even (+) or an odd (−) number of quasi-
particle excitation factors e−βε, as is dictated by the ground-state fermion







, F± = −β−1 ln Z±, (6.6)





, F0 = −β−1 ln Z0. (6.7)
The density of states ρ(ε) contains both the discrete spectrum for
|ε| < ∆ (a sum of delta functions at the Andreev levels) and the con-
tinuous spectrum for |ε| > ∆, including also a contribution ρS from the
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ν(ε + i0+) + ρS(ε), (6.8)
ν(ε) = −π−1 ln Det X(ε), X = (1−M)M−1/2, (6.9)
M(ε) = r∗A(−ε)s∗0(−ε)rA(ε)s0(ε). (6.10)
The factor M−1/2 in the definition of X, as well as the term ρS, give a
φ-independent additive contribution to F0 without any effect on I0, but
we need to retain these terms here because they do enter into the parity
constraint for I±.
In the absence of parity constraints, Ref. 28 gives the free energy
F0 = −β−1∑∞p=0 ln Det X(iωp), (6.11)
as a sum over fermionic Matsubara frequencies ωp = (2p + 1)π/β. A
similar calculation [29] gives the parity-dependence in the form














Pf (rAs0 − sT0 rTA)(Det is0)−1/2
]
ε=0, (6.13)
with bosonic Matsubara frequencies Ωp = 2pπ/β. The ground-state
fermion parity σ is given in terms of the Pfaffian of the anti-symmetrized
scattering matrix, evaluated at the Fermi energy. The sign ambiguity in
the square root is resolved by fixing σ = 1 at φ = 0.





dε ρS(ε) ln tanh(βε/2), (6.14)
which only plays a role at temperatures T & ∆/kB. The factor eJS can
therefore be replaced by unity in the long-junction regime, when kBT .
ET  ∆.
We now specify these general formulas for the quantum spin-Hall
edge, with Hamiltonian [30]
HBdG =
(
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The edge runs along the x-axis, p = −ih̄∂x is the momentum operator,
and the electrostatic potential is U(x) (measured relative to the Fermi
level). The pair potential ∆(x) vanishes in the normal region |x| < L/2.
In the two superconducting regions we set ∆(x) = ∆e±iφ/2, with a step
at x = ±L/2. This socalled “rigid boundary condition” is justified for a
single channel coupled to a bulk superconducting reservoir [10].





















Det X(ε) = 2 cos φ + α2e2iε/ET + α−2e−2iε/ET . (6.17)
We discuss the various terms in these expressions. The electron scatter-
ing matrix s0 is purely off-diagonal, because of the absence of backscat-
tering along the quantum spin-Hall edge. The transmission phase χ
depends linearly on energy because of the linear dispersion. Electro-
static potential fluctuations contribute only to the energy-independent
offset χ0 = −(h̄v)−1
´ L
0 U dx, which drops out in Eq. (6.9). The Andreev
reflection matrix rA (from electron to hole) is unitary below the gap.
Above the gap there is also propagation into the superconductor, so rA
is sub-unitary. The same expression (6.16) for rA applies at all energies,
evaluated at ε + i0+ to avoid the branch cut of the square root. Notice
that for φ = 0 the Andreev reflection amplitudes from S1 and S2 dif-
fer by a minus sign, because of the opposite spin of counterprogating
electrons in a helical edge state.
6.5 Results and discussion
Putting all pieces together [29] we obtain the parity-dependent super-
current for arbitrary ratio ∆/ET. In the short-junction limit ∆/ET → 0
we recover the known result (6.2), when the energy dependence of the
scattering matrix and the phase sensitivity of the continuous spectrum
can both be ignored. In the opposite long-junction limit ∆/ET → ∞ we
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Figure 6.2. Phase dependence of the parity-constrained supercurrent I4π (solid
curves, in units of eET/h̄ ∝ 1/L), calculated by a numerical evaluation of the
Matsubara sums. The left panel shows the crossover from the short-junction
to the long-junction regime in the zero-temperature limit (full interval −2π <
φ < 2π). The right panel shows the temperature dependence in the long-
junction limit (reduced interval 0 < φ < 2π). The left panel also shows the
supercurrent I2π without parity constraints (dashed curves). The insets in the
right panel show current-biased superconducting circuits that measure the I-V
and I-Φ relationships of a Josephson junction.
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1 + 2e−Ωp/ET cos φ + e−2Ωp/ET
)
, (6.19)








cos φ + cosh(2ωp/ET)
]−1. (6.20)
The plot of the results in Fig. 6.2 shows that the crossover from a sine
to a sawtooth shape occurs early: already for ∆ = ET (so for L = ξ)
the maximum of the current-phase relationship is close to φ = 2π. The
sawtooth shape is preserved with increasing temperature for kBT . 12 ET.
These are encouraging results for the experimental accessibility of
the long-junction regime. The quantum spin-Hall effect has been ob-
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served in HgTe/CdTe quantum wells [31], and more recently in InAs/GaSb
quantum wells [32] — where also Andreev reflection from supercon-
ducting Nb electrodes was demonstrated [33]. For a typical Fermi ve-
locity of v ' 105 m/s in a semiconductor and superconducting gap
∆ ' 1 meV in bulk Nb, the coherence length is ξ = 70 nm, so the Joseph-
son junction length L = 0.5 µm from Ref. 33 is deep in the long-junction
regime. Since the long-junction regime is already entered for L ≈ ξ, this
would apply even if the effective superconducting gap is well below the
bulk value of Nb. The corresponding Thouless energy is ET/kB = 1.5 K,
so at T = 100 mK one should be close to the low-temperature limit.
In the ongoing search for the 4π-periodic Josephson effect the first
results have been reported [34] for the ac effect (fractional Shapiro steps
[9, 15–18]). A dc measurement of the current-flux (I-Φ, φ = 2eΦ/h̄)
relationship, on time scales large compared to the time τqp ' µs for
unpaired quasiparticles to tunnel into the system [35], will measure the
2π-periodic I2π rather than I4π. Such a phase-sensitive measurement
(Fig. 6.2, upper inset) would produce the critical current I2π,c without
any signature of the parity anomaly. In contrast, a phase-insensitive
measurement of the critical current through the current-voltage (I-V)
characteristic (lower inset) will produce I4π,c even on time scales τqp,
because the phase of a resistively shunted (overdamped) circuit can ad-
just to a change in N on time scales much smaller than τqp. A change
in the parity of N will be compensated by a 2π phase shift, without a
change in critical current [29]. In a short junction I2π,c and I4π,c are the
same, so this does not help, but in a long junction they differ by up to a
factor of two.
6.6 Conclusion
We have presented a theory for the 4π-periodic Josephson effect on
scales large compared to the superconducting coherence length. A mul-
titude of subgap states, as well as a continuum of states above the gap,
contribute to the supercurrent for L ξ, but still the parity anomaly re-
sponsible for the 4π-periodicity persists. In fact, we have found that in
a long junction the anomaly manifests itself also in a phase-insensitive
way, through a doubling of the critical current. This opens up new
possibilities for the detection of this topological effect at the quantum
spin-Hall edge [31–33], and possibly also in semiconductor nanowires
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[34, 36–38].
6.7 Appendix
6.8 Details of the calculation of the free energy
6.8.1 Transformation from the real to the imaginary energy axis
According to Eq. (6.5) the free energy Fσ = −β−1 ln Zσ, with σ = ±1 the
ground-state fermion parity, is given by
Fσ = F0 − β−1 ln 12
[







F0 = −β−1 ∑
ε>0
ln[2 cosh(βε/2)]. (6.22)
Here F0 is the free energy in the absence of parity constraints. The
infinite product over ε is defined in terms of the density of states ρ by
∏
ε>0
f (ε) = exp
[ˆ ∞
0
dε ρ(ε) ln f (ε)
]
. (6.23)
Integrals of the type (6.23) can be done efficiently by contour integra-
tion, made possible by the fact that the scattering matrices are analytic
in the upper half of the complex energy plane. This was worked out
in Ref. 28 for F0, and here we adapt that method to include the parity
constraint in Fσ.
The function ν in the density of states (6.8) satisfies ν(ε) = ν∗(−ε),
expressing the electron-hole symmetry. If f (ε) is an even function of ε,
we may therefore convert the sum ∑ε>0 f (ε) over positive energies (in-
cluding both the discrete and the continuous spectrum) into an integral
along the entire real energy axis of f dν/dε, or νd f /dε after a partial in-
tegration. Closing the contour in the upper half of the complex energy
plane picks up the poles of d f /dε, which for the free energy are the
Matsubara frequencies on the imaginary axis.
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with ωp = (2p + 1)π/β the fermionic Matsubara frequency. For Fσ the























(−1)pν(iΩp/2)− 12 πν(0). (6.25)
The notation
ffl
indicates the Cauchy principal value of the integral
















ln Det X(iωp), (6.27)













where we have substituted ν = −π−1 ln Det X from Eq. (6.9) and also
included the factor eJS from the φ-independent density of states in the
superconducting electrodes.
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6.8.2 Regularization
The transformation of the integral (6.25) over real energies into a sum
over imaginary frequencies requires that ν(iω) goes to zero faster than
1/ω for ω → ∞. To ensure this, we decompose ν = ν∞ + δν, with ν∞
the large-ω limit of ν(iω). It is convenient to specify ν∞(0) = 0. The
integral over ν∞ is done along the real energy axis, where it converges,
and then the remaining integral over δν becomes a converging sum over
Matsubara frequencies.
More specifically, for the quantum spin-Hall edge we take






























+ ln tanh(β∆/4). (6.30)
The remaining integral over δν = ν− ν∞ then becomes a convergent


















This gives the regularized version of Eq. (6.28),







6.9 Scattering formulas for the ground-state fermion
parity
The ground-state fermion parity σ(φ) switches between even and odd
whenever a pair of Andreev levels crosses the Fermi energy. Given
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σ(0) = 1, in principle one can just count the number of level crossings
between phase difference 0 and φ to determine σ. In a multichannel
Josephson junction there can be many level crossings and a single cross-
ing might be easily missed. It would be advantageous to have a direct
method of determining σ at any φ, without having to track the number
of sign changes back to φ = 0. Kitaev’s Hamiltonian expression [8] for
the ground-state fermion parity is one such method, requiring informa-
tion on the entire excitation spectrum. Here we construct an alternative
scattering approach that requires only Fermi-level information.
We present two variations of our approach: the first assumes spatial
separation of normal scattering and Andreev reflection, relating σ to
the normal-state scattering matrix s0. Alternatively, if there is no such
spatial separation, we can relate σ to the transfer matrices ML, MR at the
left and right end of the Josephson junction.
It is instructive to place these results in the general context of topo-
logical states of matter [39]. The ground-state fermion parity σ is the
Z2 topological quantum number of a system of dimensionality d = 0
in symmetry class D (when s0 has no symmetry restrictions) or BDI
(when s0 = sT0 ). The dimensionality zero refers to the fact that this
is a closed system. We may consider opening up the system, promot-
ing it to d = 1, by replacing one of the two superconducting contacts
by a normal metal with N transverse modes. The topological quan-
tum number Q then counts the number of Majorana zero-modes at the
normal-superconducting interface. It is given by the determinant of the
reflection matrix (for class D, with Q ∈ Z2) [40] or by its trace (for class
BDI, with Q ∈ Z) [41].
6.9.1 Relation between σ and the normal-state scattering ma-
trix
The free energy (6.28) of the SNS junction incorporates the ground-state
fermion parity dependence through the quantity σ
√
Det X(0). We seek
to express this quantity in terms of the normal-state scattering matrix
s0(0), assuming a spatial separation of normal scattering in N and ideal
Andreev reflection at the NS interfaces.
We start from the definition of X = (1 − M)M−1/2 and use that
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M(0) = U∗U with unitary U = rA(0)s0(0). Since Det M = 1, we have








The determinant of U is independent of φ,
Det U = Det [rA(0)s0(0)] = Det [is0(0)]. (6.35)






⇒ σ = sign
[





The two branches of the square root function introduce a sign ambiguity,
which is resolved as follows. The square root of Det X ≥ 0 is taken on
the principal branch, while the branch of the square root of Det is0 is
fixed by setting σ = 1 at φ = 0. Once this sign is fixed, the phase
dependence of the topological quantum number σ(φ) is determined by
Eq. (6.36) entirely in terms of Fermi-level properties.
6.9.2 Relation between σ and the transfer matrix
We will now extend the scattering formulation of the ground-state fermion
parity to a system where we cannot make the spatial separation of nor-
mal scattering (described by s0) and ideal Andreev reflection (described
by rA). This is possible if we work with transfer matrices instead of
scattering matrices.
It is convenient to choose a gauge where the phase difference φ
across the Josephson junction is accounted for by the delta function vec-
tor potential ~A = (φh̄/2e)δ(x)x̂, centered at a point x = 0 inside the
Josephson junction. The 2N × 2N transfer matrices ML(ε) and MR(ε)
relate electron and hole wave amplitudes to the left of x = 0,
ΨL,h = MLΨL,e, (6.37)
and to the right of x = 0,
ΨR,h = MRΨR,e. (6.38)
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The first N components Ψ+ of each vector Ψ = (Ψ+, Ψ−) refer to right-
moving states and the last N components Ψ− to left-moving states. The




















The wave amplitudes ΨL and ΨR are matched at x = 0,
ΨR,e = eiφ/2ΨL,e, ΨR,h = e−iφ/2ΨL,h. (6.40)
The combination of these equations gives
eiφ/2MRΨL,e = e−iφ/2MLΨL,e, (6.41)






If we take ML and MR at the Fermi energy ε = 0, this equation gives the
values of φ at which a pair of Andreev levels crosses the Fermi level and
the ground-state fermion parity switches between even and odd.
Because of the excitation gap in the bulk superconductor, there can
be no particle current flowing through the Josephson junction for ener-
gies ε < ∆. This requires
Ψ†eΣzΨe + Ψ
†
hΣzΨh = 0, (6.43)
both to the left and to the right of x = 0. The corresponding unitarity
constraint on the transfer matrices ML and MR is
M†Σz M + Σz = 0⇒ M−1 = −Σz M†Σz. (6.44)
At the Fermi level ε = 0 we have the additional constraint of particle-
hole symmetry, M−1(0) = M∗(0), which together with the unitarity
constraint implies that M(0)Σz is an antisymmetric matrix,
[M(0)Σz]T = −M(0)Σz. (6.45)
In what follows we restrict ourselves to ε = 0 and omit the energy argu-
ment.
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Since |Det M| = 1, we may define the real angle α (modulo 2π) by
Det (MLMR) = e−iα−2iνπ, 0 ≤ α < 2π, ν ∈ Z. (6.46)
The function





is real for all φ and vanishes when the ground-state fermion parity
switches. Since it is the determinant of an antisymmetric matrix, it can
be written as the square of a Pfaffian,





We choose ν ∈ {0, 1, 2, 3} such that ζ(0) is real and positive. The
function ζ(φ) then will remain real for all φ, switching sign when the
ground-state fermion parity switches. We can thus identify the topolog-









In the main text we apply our scattering formulation to the quantum
spin-Hall edge, which has N = 1 channels (counting spin) and Q = 1
Majorana zero-modes (at each NS interface). More generally, the formu-
las given apply directly to any N ≥ 1, with the requirement that N −Q
is an even integer. This is a technical requirement, to avoid the difficulty
that for N −Q odd one of the N channels has identically zero Andreev
reflection probability at the Fermi level [41]. Here we show how this
restriction can be removed, first in terms of the scattering matrix, then
in terms of the transfer matrix.
Scattering matrix formulation
We assume a spatial separation of normal-state scattering (described by
s0) and Andreev reflection (described by rA). For N−Q odd one channel
is fully decoupled from the NS interface, so we cannot include it in rA.
We are free to choose basis states such that the decoupled channel has
the index N (for the left interface) and 2N (for the right interface). Our
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goal is to determine the reduced unitary scattering matrix s̃0 that relates
the incoming and outgoing electrons in the remaining channels. This is
obtained from the relation ψout = s0ψin by algebraic elimination of the






2N . We thus arrive at
s̃0 = PTs0[1− (1− PPT)s0]−1P, (6.50)
with the 2N × (2N − 2)-dimensional matrix
Pnm =

δn,m if 1 ≤ n ≤ N − 1
δn,m+1 if N + 1 ≤ n ≤ 2N − 1
0 if n ∈ {N, 2N}
. (6.51)
The combination 1 − PPT projects onto the decoupled channels. The
remaining channels are Andreev reflected with unit probability, as de-
scribed by the 2(N − 1)× 2(N − 1)-dimensional unitary matrix rA. All
formulas carry through, with the replacement of s0 by s̃0.
With appropriately chosen P, this construction extends to cases with
multiple decoupled channels, including situations where their number
differs at the two interfaces.
Transfer matrix formulation
We again choose a particular set of basis states for incoming and out-
going modes at the left and right interface, such that the decoupled
channel has index N and 2N, respectively. An electron in this chan-
nel is reflected as an electron and a hole is reflected as a hole. Therefore
these channels do not appear in the 2(N− 1)× 2(N− 1) electron-to-hole
transfer matrices M̃L and M̃R. These relate
Ψ̃L,h = M̃LΨ̃L,e, Ψ̃R,h = M̃RΨ̃R,e, (6.52)
where Ψ̃ differs from Ψ because it does not include the decoupled chan-
nel.
When we match wave functions at x = 0 we have to take into ac-
count that the basis states need not coincide: the basis that decouples
the channel from the left interface can be different from the basis that
decouples it from the right interface. The matching condition (6.40) thus
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contains a pair of N × N unitary matrices umatch, vmatch to change the














The matching matrices umatch, vmatch correspond to a 2N × 2N uni-







We apply the projection (6.50) to smatch to obtain a 2(N − 1)× 2(N − 1)
unitary scattering matrix s̃match that does not contain the decoupled
channels. We then transform back from scattering matrix s̃match to trans-
fer matrix m̃match, which relates
Ψ̃R,e = eiφ/2m̃matchΨL,e, Ψ̃R,h = e−iφ/2m̃∗matchΨL,h. (6.55)




Combining Eqs. (6.52) and (6.55) we arrive at
eiφ/2M̃Rm̃matchΨ̃L,e = e−iφ/2m̃∗matchM̃LΨ̃L,e, (6.57)













We then proceed as in Eqs. (6.46)–(6.49), with MR replaced by M̃R and
ML replaced by m̃∗matchM̃LΣzm̃
†
matchΣz.
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6.10 Evaluation of the supercurrent along QSHE edge
We apply Eq. (6.33) to the quantum spin-Hall edge. According to Eq.
(6.17), we have









1 + ω2/∆2 ±ω/∆
)2. (6.61)











The function J∞ is given by Eq. (6.30) and
σ
√
Det X(0) = 2 cos(φ/2), (6.63)
in view of Eqs. (6.16) and (6.36).
The superconducting electrodes couple to the quantum spin-Hall
edge via a single transverse mode, over a total length LS. The corre-






, |ε| > ∆. (6.64)
We have defined ES = h̄vF/LS. The superconducting electrodes affect














Collecting results, we arrive at the parity-dependent supercurrent







1 + σ| cos(φ/2)|eS+J∞+JS
]
, (6.66)
σ = sign [cos(φ/2)], (6.67)
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[2 cos φ + ζ+(ωp) + ζ−(ωp)]−1. (6.68)
In the long-junction regime ∆  ET, kBT these results reduce to the
equations (6.18)–(6.20) given in the main text.
6.10.1 Short-junction limit
As a check on the consistency of the whole formalism, we take the short-
junction limit ET → ∞ of the parity-dependent supercurrent (6.66) and
see if we recover the results of Fu and Kane [7]. We choose the phase
interval |φ| < π and abbreviate
u ≡ 12 cos(φ/2)β∆. (6.69)
The Matsubara sums (6.62) and (6.68) can be evaluated in closed































sin(φ/2) tanh u. (6.71)
In the same limit J∞ = ln tanh(β∆/4); upon substitution into Eq. (6.66)
we arrive at


















cosh u± eJS sinh u
)
. (6.72)
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The parity dependence at finite temperature can be quantified by the
difference δI = 12 (I+ − I−), for which we find the compact expression








, τ = eJS tanh u, (6.74)
in agreement with Ref. 13.
6.10.2 Zero-temperature limit in the long-junction regime
Another check on the formalism is provided by the combined zero-
temperature and long-junction limits. We again choose the interval























cos φ + cosh(2ωp/ET)
]−1. (6.76)
In the zero-temperature limit the sums may be converted into inte-
grals, with the results




The two terms J∞ and JS both vanish at T = 0. Substitution into Eq.
(6.66) gives I+ = I0, in agreement with Eq. (6.3), while I− remains unde-
termined. The zero-temperature limit of I− depends on on higher order
terms in the low-temperature expansion of S that we have not been
able to calculate analytically. A numerical calculation (using the Padé











2 − | cos(φ/2)|e
S+J∞
)
= |φ| − π, (6.78)
resulting in a current I− in agreement with Eq. (6.3).
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Figure 6.3. Left panel a: Circuit of a current-biased, resistively shunted Joseph-
son junction, to measure the current-voltage characteristic. Right panel b: Cir-
cuit of an rf squid to measure the current-phase relationship.
6.11 Circuits to measure the critical current
As explained in the main text, the two circuits shown in Fig. 6.2 (inset)
both measure the critical current of the Josephson junction, but their
sensitivity to fermion-parity constraints is fundamentally different. A
measurement of the current-phase relationship (upper circuit) is insen-
sitive to parity constraints when quasiparticles can enter or leave the
system on the time scale of the measurement. This gives the critical cur-
rent I2π,c. A measurement of the current-voltage characteristic (lower
circuit) remains governed by fermion-parity constraints as long as the
quasiparticle tunnelling time τqp is large compared to the phase relax-
ation time τJ of the resistively shunted Josephson junction. This then
gives I4π,c. Here we analyze these two circuits in some more detail.
In the zero-temperature, long-junction limit, we have the 4π-periodic
sawtooth current-phase relationship shown in Fig. 6.1 (lower panel).
This plot is for an even number of electrons in the system, P ≡ (−1)N =
1, while for odd parity P = −1 the sawtooth is displaced horizontally




mod4π(φ + Pπ + π)− I4π,c. (6.79)
The modulo function is defined by mod4π(φ) = φ − 4πn, with n ∈ Z
such that mod4π(φ) ∈ [0, 4π).
We start by considering the current-biased circuit of Fig. 6.3a. A
voltage V = (h̄/2e)dφ/dt drops over a resistor R in parallel with the
Josephson junction, of capacitance C. The two characteristic time scales
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where RQ = h/e2 is the resistance quantum. The characteristic energy
scales of the Josephson junction are the charging energy e2/C and the
Josephson energy h̄I4π,c/e = ET.
The capacitance should be sufficiently small that the phase dynamics
is overdamped, RC  τJ, and sufficiently large that the phase dynamics
is classical, e2/C  ET. We also wish to ensure that the Josephson
junction remains in its ground state during the phase relaxation, which
requires ETτJ/h̄ 1. Together these three conditions are met if
(R/RQ)2τJ  RC  τJ, (6.81)
with R RQ.












mod4π(φ + Pπ + π)− 1. (6.82)
A typical value ET/kB ' 1 K gives h̄/ET ' 10−11 s. The typical time
scales for quasiparticle poisoning are in the µs to ms range [35], so even
if R RQ we can safely assume that τJ  τqp and use Eq. (6.82) to calcu-
late the relaxation of the phase in between two quasiparticle tunnelling
events.
The phase relaxation due to a quasiparticle tunnelling event at t = 0
(by which P 7→ −P) amounts to a 2π phase slip on a time scale τJ,
φ(t) = φ(0)e−t/τJ + [φ(0) + 2π](1− e−t/τJ). (6.83)
Before and after the phase slip the junction is in a zero-voltage state, for
bias currents I . I4π,c. During the phase slip there is a voltage pulse
of integrated area
´
V(t)dt = h/2e. The corresponding time-averaged
voltage V̄ = h/2eτqp is smaller by a factor τJ/τqp  1 than the voltage
that develops for I & I4π,c.
This shows that the current-biased circuit of Fig. 6.3a provides a dc
measurement of the parity-constrained critical current I4π,c. In contrast,
the circuit of Fig. 6.3b is not sensitive to parity constraints. This rf squid
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is phase-biased for sufficiently small inductance L  h/eI4π,c. Quasi-
particle tunnelling events have only a small effect on the phase, which
remains fixed by the enclosed flux Φ = (h̄/2e)φ ≈ LI.
At low temperatures the parity of the number of electrons N in the
system will equilibrate at the ground-state fermion parity σ, which im-
plies that N is even (P = 1) for mod4π(φ + π) < 2π and odd (P = −1)
for mod4π(φ + π) > 2π. In either case the supercurrent IP given by Eq.
(6.79) cannot become larger than I4π,c/2 = I2π,c — which is the critical
current without parity constraints.
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Chapter 7
Nernst effect beyond the
relaxation-time approximation
7.1 Introduction
The Nernst effect is a magneto-thermo-electric effect, in which an electric
field Ex in the x-direction results from a temperature gradient ∂T/∂y in
the y-direction, in the presence of a (weak) magnetic field B in the z-
direction. [1] The Nernst coefficient Nxy = −Ex(B∂T/∂y)−1 depends
sensitively on anisotropies in the band structure. In particular, for a
square lattice Nxy = −Nyx is antisymmetric upon interchange of x and
y — just like the Hall resistivity — but lattice distortion breaks this
antisymmetry.
There has been much recent interest in the Nernst effect in the con-
text of high-Tc superconductivity, since underdoped cuprates were found
to have an unusually large Nernst coefficient in the normal state. [2]
This may be due to superconducting fluctuations above Tc, [3, 4] chiral-
ity of the ground state,[5] or it may be purely a quasiparticle effect. [6]
The quasiparticle Nernst effect has been studied on the basis of the lin-
earized Boltzmann equation in the relaxation-time approximation.[7–13]
This is a reliable approach if the scattering rate is isotropic, since then
the neglected “scattering-in” contributions average out to zero. There is,
however, considerable experimental evidence for predominantly small-
angle elastic scattering in the cuprates, [14–17] possibly due to long-
range potential fluctuations from dopant atoms in between the CuO2
planes.[18, 19]
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It is not surprising that existing studies rely on the relaxation-time
approximation, since the full solution of the Boltzmann equation with
both band and scattering anisotropies is a notoriously difficult problem.
[20] In our literature search we have found magneto-electric calcula-
tions that go beyond the relaxation-time approximation,[21–24] but no
magneto-thermo-electric studies. It is the purpose of this paper to pro-
vide such a calculation and to assess the reliability of the relaxation-time
approximation.
We start in Sec. 7.2 with a formulation of the anisotropic transport
problem, in terms of the socalled vector mean free path. [25, 26] In
the relaxation-time approximation, this vector Λk is simply given by the
product vkτk of velocity and scattering time (all quantities dependent on
the point k on the Fermi surface). Going beyond this approximation, Λk
is determined by an integral equation, which we solve numerically.
We also consider, in Sec. 7.3, an improvement on the relaxation-time
approximation, due to Ziman, [20, 27] which incorporates some of the
scattering-in contributions into the definition of the scattering time. For
isotropic Fermi surfaces Ziman’s scattering time is just the familiar trans-
port mean free time — which fully accounts for scattering anisotropies.
If the dispersion relation is not isotropic this is no longer the case.
We compare the exact and approximate solutions in Sec. 7.4 and
conclude in Sec. 7.5.
7.2 Formulation of the transport problem
7.2.1 Boltzmann equation
We start from the semiclassical Boltzmann transport equation for quasi-
particles (charge e) in a weak magnetic field B, driven out of equilibrium
by a spatially uniform electric field E and temperature gradient∇T. The
excitation energy is εk, relative to the Fermi energy εF. The band struc-
ture may be anisotropic, so that the velocity
vk = h̄
−1∇kεk (7.1)
(with ∇k = ∂/∂k) need not be parallel to the momentum h̄k. For sim-
plicity, we assume there is only a single type of carriers at the Fermi
level (either electrons or holes).
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1 + exp[(εk − εF)/kBT]
, (7.2)




(vk × B) · ∇kgk = ∑
k′
Q(k, k′)(gk − gk′), (7.3)
U =
(








The right-hand-side of Eq. (7.3) is the difference between the scattering-
in term ∑k′ Q(k, k′)gk′ and the scattering-out term ∑k′ Q(k′, k)gk (with
Q(k′, k) = Q(k, k′) because of detailed balance).
We assume elastic scattering with rate
Q(k, k′) = δ(εk − εk′)q(k, k′) (7.5)
from k′ to k. Detailed balance requires
q(k′, k) = q(k, k′) (7.6)
and particle conservation requires
∑
k
gk = 0. (7.7)
The sum over k represents a d-dimensional momentum integral, ∑k →
(2π)−d
´
dk (in a unit volume). The spin degree of freedom is omitted.
It is convenient to define the Fermi surface average





with a weight factor |vk|−1 from the volume element dk = h̄−1|vk|−1dεkdSF.




For later use we note the identity
〈 f (k)(vk ×∇k)g(k)〉SF = −〈g(k)(vk ×∇k) f (k)〉SF , (7.10)
valid for arbitrary functions f , g of k.
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7.2.2 Vector mean free paths
We seek the solution of Eq. (7.3) to first order in B. Following Refs. 25, 26
we introduce the vector mean free paths Λk (of order B0) and δΛk (of
order B1), by substituting
gk = U · (Λk + δΛk) . (7.11)
Since the vector U can have an arbitrary direction it cancels from the
equation for Λk. The equation for δΛk has also a term ∝ (vk ×∇k)U,
which vanishes because ∇kU = h̄vk∂U/∂εk.
The resulting equations for the vector mean free paths are
∑
k′
Q(k, k′)(Λk −Λk′) = vk, (7.12)
∑
k′
Q(k, k′)(δΛk − δΛk′) =
e
h̄
B · (vk ×∇k)Λk. (7.13)
They can be written in terms of Fermi surface averages,
N(εF)〈q(k, k′)(Λk −Λk′)〉S′F = vk, (7.14)
N(εF)〈q(k, k′)(δΛk − δΛk′)〉S′F =
e
h̄
B · (vk ×∇k)Λk. (7.15)
(The prime in the subscript S′F indicates that k
′ is averaged over the
Fermi surface, at fixed k.) The solution should satisfy the normalization
〈Λk〉SF = 0 = 〈δΛk〉SF , (7.16)
required by particle conservation to each order in B.
The integral equations (7.12) and (7.13) can be readily solved nu-
merically. In the limit of small-angle scattering an analytical solution
is possible, by expanding the k′-dependence around k to second order,
[28, 29] but we have not pursued that method here.
7.2.3 Linear response coefficients
In linear response the electric current density j is related to the electric
field E and temperature gradient ∇T by
j = σE− α∇T. (7.17)
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vk ⊗ (Λk + δΛk) . (7.18)
[The direct product indicates a dyadic tensor with elements (a⊗ b)ij =
aibj.]
At low temperatures, when −∂ f0/∂εk → δ(εk − εF), this may also be
written as a Fermi surface average,
σ = e2N(εF)〈vk ⊗ (Λk + δΛk)〉SF . (7.19)
By substituting Eq. (7.14) for vk and using Eq. (7.15) together with the
detailed balance condition (7.6) and the identity (7.10), one verifies the
Onsager reciprocity relation
σij(B) = σji(−B). (7.20)














vk ⊗ (Λk + δΛk) . (7.21)







These equations all refer to a single type of carriers at the Fermi level
(electrons or holes), as would be appropriate for hole-doped cuprates.
The ambipolar effects of coexisting electron and hole bands are not con-
sidered here.
7.2.4 Nernst effect
We take a two-dimensional (d = 2) layered geometry in the x− y plane,
with a magnetic field B = Bẑ in the z-direction. The Nernst effect re-
lates a transverse electric field, say in the x-direction, to a longitudinal
temperature gradient (in the y-direction), for zero electric current.
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One distinguishes the isothermal and adiabatic Nernst effect, [1] de-
pending on whether ∂T/∂x = 0 or jh,x = 0 is enforced (with jh the heat
current). As is appropriate for the cuprates, [30] we assume that a high
phonon contribution to the thermal conductivity keeps the transverse
temperature gradient ∂T/∂x negligibly small, so that the Nernst effect
is measured under isothermal conditions.









= 0, je = 0, (7.23)
and similarly with x and y interchanged. The thermopower tensor










We will consider two-dimensional anisotropic band structures that
still possess at least one axis of reflection symmetry, say the y-axis. Upon
reflection the component jx 7→ −jx of the electric current changes sign,
while Ey and ∂T/∂y remain unchanged. The perpendicular magnetic
field B 7→ −B also changes sign, because it is an axial vector. It follows
that σxy(B) = −σxy(−B) and αxy(B) = −αxy(−B) are both odd functions
of B, so they vanish when B→ 0.
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These expressions relate the Nernst coefficients to the energy derivative
of the Hall angle in the small magnetic-field limit. The cancellation in
Eq. (7.26a) of any identical energy dependence of σxy and σyy is known
as the Sondheimer cancellation.[6, 31] On a square lattice one has σxx =
σyy, hence Nxy = −Nyx, but without this C4 symmetry the two Nernst
coefficients differ in absolute value.






















where we have used that Λk is B-independent and δΛk is ∝ B.
7.3 Relaxation-time approximation
In the relaxation-time approximation the scattering-in term ∑k′ Q(k, k′)gk′
on the right-hand-side of the Boltzmann equation (7.3) is omitted. [20]
Only the scattering-out term gk ∑k′ Q(k, k′) = gk/τk is retained, con-
taining the momentum dependent relaxation rate
1/τk = ∑
k′
Q(k, k′) = N(εF)〈q(k, k′)〉S′F . (7.28)
Without the scattering-in term, the equations (7.12) and (7.13) for the
vector mean free paths can be solved immediately,
Λk = vkτk, δΛk =
e
h̄
τkB · (vk ×∇k)τkvk. (7.29)
In general this solution does not satisfy the particle conservation require-
ment (7.16), which is the fundamental deficiency of the relaxation-time
approximation.
Substitution into Eq. (7.19) gives the conductivity tensor





B · (vk ×∇k). (7.31)
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For a two-dimensional lattice with reflection symmetry in the y-axis,
the elements of the conductivity tensor are given by
σxx = e2N(εF)〈τv2x〉SF , σyy = e2N(εF)〈τv2y〉SF , (7.32)


















(Here we don’t write the subscript k to simplify the notation.) The
Nernst coefficients in the relaxation-time approximation then follow from









































One may further simplify the relaxation-time approximation by tak-
ing an isotropic relaxation time τ0(εF), which is the approach taken in



































If one stays with a momentum dependent relaxation time τk, then it
is possible to improve on the relaxation-time approximation by changing









Ziman’s improvement of the relaxation-time approximation becomes ex-
act if the Fermi surface is isotropic, meaning that εk is only a function of




Figure 7.1. Band filling at which the dispersion relation (7.42) has a Van Hove
singularity at the Fermi level, as a function of lattice distortion.
We turn to a comparison of the Nernst effect in relaxation-time ap-
proximation with the exact solution of the linearized Boltzmann equa-
tion. For this comparison we need to specify an elastic scattering rate
Q(k, k′) = δ(εk − εk′)q(k, k′) and a dispersion relation εk.
For the scattering, we take a random impurity potential with range
ξ. By increasing ξ relative to the Fermi wave length, we can study the
transition from isotropic scattering to (small-angle) forward scattering.
We model the impurity potential by a sum of Gaussians, centered at the
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where nimp is the two-dimensional impurity density (number of impu-
rities per area per layer). The resulting elastic scattering rate (in Born
approximation) becomes










Values of ξ/a of order unity are to be expected in the cuprates for scat-
tering by impurities between the CuO2 planes, when ξ is of the order of
the interplane distance.
For the dispersion relation we follow a recent study of the Nernst
effect in hole-doped cuprates, [10] by taking the tight-binding dispersion
of a distorted square lattice with first (t1), second (t2), and third (t3)
nearest-neigbor hopping:
E(k) = − 2t1
[




(1 + ε) cos 2kx + (1− ε) cos 2ky
]
+ 4t2 cos kx cos ky. (7.42)
The lattice constant is a and k is measured in units of 1/a. The C4 sym-
metry is distorted by the anisotropy parameter ε, preserving reflection
symmetry in the x and y-axes.
We use ratios of hopping parameters t2/t1 = 0.32, t3/t2 = 0.5, and
compare two values of the band filling fractions nband = 1.156 and 0.875.
(Band fillings are measured relative to a half filled band.) The corre-
sponding Fermi energies at ε = 0 are EF = 0 and EF ≈ −0.97 t1 re-
spectively, and are adjusted as ε is varied to keep nband fixed. For both
these band fillings the Van Hove singularity is below the Fermi level, see
Fig. 7.1, but it is closest for nband = 0.875. We therefore expect a larger
Nernst effect for that band filling than for nband = 1.156.










We show only Nxy, since Nyx is related by
Nxy(ε) = −Nyx(−ε). (7.44)
We compare three results for the Nernst coefficient:
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• the exact solution of the linearized Boltzmann equation, from Eq.
(7.27);
• the momentum-dependent relaxation-time approximation, from Eq.
(7.34);
• Ziman’s improvement on the relaxation-time approximation, from
Eq. (7.37).
We have found that there is little difference between the momentum-
dependent and momentum-independent relaxation-time approximations
[Eqs. (7.34) and (7.36)], so we only plot the former. Results are shown in
Figs. 7.2–7.4.
Fig. 7.2 shows that the relaxation-time approximation agrees well
with the exact solution for nearly isotropic scattering (ξ  a). With in-
creasing ξ small-angle scattering begins to dominate, and the relaxation-
time approximation breaks down for ξ & 0.4 a. The break down occurs
earlier for positive than for negative ε, which can be understood by con-
sidering the anisotropic curvature of the Fermi surface.[32]
In Fig. 7.3 we see that Ziman’s improved approximation remains
reliable over a somewhat larger range of ξ. Still, for a modestly large
ξ = 0.75 a also Ziman’s approximation has broken down completely, see
Fig. 7.4, giving wrong magnitude and sign of the Nernst coefficient.
7.5 Conclusion
In conclusion, we have shown that the relaxation-time approximation
is not a reliable method to calculate the Nernst effect in the combined
presence of band and scattering anisotropies. The deficiencies are qual-
itative, even the sign of the effect can come out wrong. Of course, the
relaxation-time approximation remains a valuable tool to assess the ef-
fects of band anisotropy in the case of isotropic scattering.
We have based our comparison on parameters relevant for the cuprates,
[10] but we have only considered one possible mechanism (single-band
elastic quasiparticle scattering) for the Nernst effect in cuprate supercon-
ductors. Other mechanisms (ambipolar diffusion, inelastic scattering,
superconducting fluctuations) would require separate investigations.[6]
It is hoped that the general framework provided here will motivate and
facilitate work in that direction.






Figure 7.2. Dependence of the Nernst coefficient on the distortion ε of the
square lattice at a fixed band filling nband = 0.875, for three different values of
the range ξ of the scattering potential. The three panels show how the exact
solution of the linearized Boltzmann equation (solid) starts out very close to the
relaxation-time approximation (dotted) for nearly isotropic scattering, and then










Figure 7.3. Dependence of the Nernst coefficient on the range ξ of the scattering
potential, for an undistorted square lattice (ε = 0). Two values of the band
filling are shown in the upper and lower panel. The three curves in each panel
correspond to: the exact solution of the linearized Boltzmann equation (solid),
the relaxation-time approximation (dotted), and Ziman’s improvement on the
relaxation-time approximation (dash-dotted).











Figure 7.4. Same as Fig. 7.3, but now showing the dependence on the distortion
ε of the square lattice for a fixed range ξ = 0.75 a of the scattering potential.
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Samenvatting
Topologische supergeleiding is een nieuw verschijnsel, recentelijk voor-
speld in dunne draden en wellicht ook al waargenomen. Het is een
bijzondere supergeleidende toestand, die niet op basis van symmetrie
maar op basis van topologie van de gewone supergeleidende toestand
verschilt. Een kenmerk van topologische supergeleiding is het verschij-
nen van oppervlakte-toestanden. Het ligt voor de hand om te gaan on-
derzoeken hoe de bekende supergeleidende effecten in een topologische
supergeleider optreden, en om wellicht nieuwe effecten te ontdekken.
Dat is het hoofdonderwerp van dit proefschrift.
We beginnen met het onderzoek van de gebruikelijke thermodyna-
mische eigenschappen van fase-overgangen, om te bezien hoe deze op-
treden bij een topologische fase-overgang. In een begrensd systeem is
geen sprake van een scherpe overgang, en dus is het verschil tussen to-
pologische en niet-topologische supergeleiders in een begrensd systeem
geen scherp verschil. Dit lijkt in tegenspraak met eerder onderzoek, en
in hoofdstuk 2 lossen we dit op. We identificeren een ander soort topo-
logische fase-overgang, die de polen van de verstrooiingsmatrix in het
complexe vlak betreft.
We vervolgen in hoofdstuk 3 met het onderzoek van de topologische
fase in een heel algemeen model, geldig in de nabijheid van de fase-
overgang. We laten zien dat de fase-overgang die de polen betreft niet
samenvalt met de gebruikelijke overgang, maar wel in de buurt ervan
ligt. We onderzoeken het universele gedrag van het geleidingsvermogen
rond de beide overgangen.
In hoofdstuk 4 onderzoeken we opnieuw het geleidingsvermogen
in een realistisch model van een supergeleidende dunne draad, zowel
in de topologische als in de niet-topologische fase. We tonen aan dat
het interferentie-effect dat zwakke antilocalisatie heet, omdat het ‘t ge-
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leidingsvermogen zwak doet toenemen, een piek in de stroom-span-
ningskarakteristiek kan veroorzaken in de niet-topologische fase. Deze
piek kan dus de zogenaamde Majorana-piek in de topologische fase ver-
hullen. We brengen een verband aan tussen deze antilocalisatie piek en
de eerder genoemde pool-overgang.
In hoofdstuk 5 vervolgen we het onderzoek van de supergeleidende
draden met het bestuderen van het Josephson effect in de topologische
fase. We leiden een algemeen geldig model af en onderzoeken de tijds-
afhankelijkheid van de stroom bij constante spanning. Dit AC Josephson
effect vertoont een ongebruikelijke ruis, met pieken bij frequenties die
geen veelvoud van de Josephson frequentie zijn.
In hoofdstuk 6 stappen we over van de dunne draden naar het één-
dimensionale kanaal aan de rand van een zogenaamde “quantum spin-
Hall isolator”. We laten zien dat een Josephson-junctie in dit systeem
een onverwacht verschil vertoont tussen het Josephson effect met en zon-
der deeltjesbehoud. De superstroom kan twee keer zo groot worden met
deeltjesbehoud.
Het proefschrift sluit af in hoofdstuk 7 met een geheel ander on-
derwerp uit de theorie van supergeleiding, namelijk het Nernst effect
in hoge-temperatuur supergeleiders. Deze materialen hebben een ani-
sotroop Fermi-oppervlak en anisotrope verstrooiing aan verontreinigin-
gen. Deze complicatie is in de literatuur behandeld in de zogenaamde
relaxatie-tijd benadering, maar wij tonen aan dat deze benadering fors
tekort schiet. Zelfs het teken van het Nernst effect kan verkeerd uitko-
men.
Summary
Topological superconductivity is a novel phenomenon, that has recently
been predicted to exist in quantum wires. The first signatures of this
new superconducting state have recently been reported. The difference
with usual superconductors is the appearance of conducting edge states.
It is of interest to investigate how all the well-known effects of supercon-
ductivity are modified by these edge states, and also to discover new ef-
fects that appear only in topological superconductors. This investigation
is the main topic of the thesis.
We start with the examination of the usual thermodynamic proper-
ties of phase transitions, as they appear in topological phase transitions.
Phase transitions become crossovers in finite systems, so strictly speak-
ing, there are no topologically non-trivial finite systems. This apparent
contradiction with previous research is discussed and resolved in chap-
ter 2. Our analysis reveals a different type of topological transition in a
finite system, concerning the poles in the complex energy plane of the
scattering matrix.
We continue in chapter 3 with a study of the properties of the topo-
logical phase transition in a general model, universally valid near the
transition. We show that the pole transition is displaced relative to the
topological transition, but always occurs in its vicinity. We examine the
universal behaviour of the conductance near the two transitions.
In chapter 4 we turn to the problem of the conductance of a realistic
superconducting nanowire, both in the topological and non-topological
regimes. We show that interference effect known as weak antilocaliza-
tion, which enhances the conductance, may produce a zero-bias peak in
the topologically trivial regime. It therefore may obscure the observation
of the zero-bias peak due to topologically nontrivial Majorana bound
states. We study both the average conductance and the conductance for
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a single measurement. The zero-bias peak for a single measurement is
explained in terms of the pole transition of chapters 2 and 3.
In chapter 5 we continue with the Josephson effect in topological
superconductors. We derive a universal effective model of a Josephson
junction and study its dynamics under constant voltage bias. We find
an unexpected noise pattern, incommensurate with the Josephson fre-
quency, which we call any-π Josephson effect.
In chapter 6 we compare long and short Josephson junctions at the
edge of a Quantum Spin Hall insulator. We show that the long junc-
tion shows a difference between the parity-conserving and parity-non-
conserving supercurrents, which can be measured in phase-insensitive
measurements.
Finally, in chapter 7 we study the Nernst effect in superconductors
with anisotropic Fermi surfaces and anisotropic scattering on impurities.
We show that the widely accepted relaxation-time approximation fails to
capture the features of the effect, to the extent that it may give a wrong
sign of the Nernst coefficient.
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