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ABSTRACT
Indoor localization remains an open field of research, due to its utility and
unresolved challenges. This thesis focuses on sound source localization using
a small microphone array. Practically speaking, the aim is to allow smart
voice assistants, such as Amazon Echo or Google Home, which possess a
small array of microphones, to locate human speakers by determining the
location of their voice in space. Although such voice assistants are currently
capable of determining the azimuthal angle of arrival (AoA) of the human
voice, they cannot determine the range of the speaker. This thesis addresses
the two-dimensional localization problem: when a user speaks to an Amazon
Echo, our goal is to be able to plot their location as a point on a bird’s eye
view of the indoor floorplan.
Our proposed solution, VoLoc, realizes two-dimensional sound source local-
ization by determining the AoA of not only the direct path, but also one
multipath. With two AoA directions, VoLoc is able to use inverse ray-tracing
to find the sound source’s location in 2D space. One of the core challenges is
to accurately distinguish the AoA of at least one multipath. To address the
challenge, we introduce a new algorithm, iterative align-and-cancel.
We observe median location accuracies of around 0.4m, across various real-
world environments such as apartments, offices, and meeting rooms.
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Speaker location awareness is a crucial functionality in many applications.
Consider voice-enabled devices today, such as Amazon Echo and Google
Home. Without the knowledge of the speaker location, nowadays users have
to remember and specify the names for each device in order to control them.
If a future Amazon Echo is able to learn where the user is simply from what
it has heard, a user standing in front of a microwave can simply say “Alexa,
30 more seconds” to add cooking time. Similarly, a home-service robot will
be able to locate and move to the user when s/he says “pass me some water”,
even when multiple other humans are present which creates confusion to vi-
sion processing. In general, context awareness is highly desirable for home
assistants, and efforts are already underway to allow them to infer context
[1, 2, 3].
The core of these problems boils down to localizing the [x, y, z] of the sound
source indoors from a single small microphone array. While microphone
array signal processing has been an extremely mature area, existing works
are mostly interested in angle-of-arrival (AoA) detection, beamforming, and
raising sound signal-to-noise ratio (SNR) for better speech recognition. In
fact, in existing literatures, the term “sound source localization” has mostly
been used to represent “AoA detection”, rather than “3D localization” which
is of our interest.
While microphone arrays on home assistants can detect the AoA(s) of the
sound source(s), [4, 5, 6, 7] they fundamentally lack resolution for distance
estimation, especially for smaller ones. This is because the smaller an array
is, the more likely the sound source is located in its far field, i.e. the sound
waves arrive at the array almost in parallel. As a result, the amplitude
difference between each of the microphone signals becomes negligible. The
phase (timing) difference will only help estimating AoA, not the distance.
1
This prohibits accurate detection of the source position.
Nonetheless, AoA-based techniques (such as SRP-PHAT, MUSIC, etc.), which
try to extract the incoming directions of sound waves, may still hold promise
in performing 2D localization. Ideally, knowing the incoming directions of
each multipath means we can perform inverse triangulation and locate the
sound source. However, while these algorithms may work for independent
sound sources, they will not perform well in our case, due to the long rever-
beration in a closed space (e.g. in a room), and the strong coherence of the
multipath signals.
While in general finding all the multipaths in a room is extremely difficult,
here we exploit several opportunities. First, inverse triangulation can be
done by knowing the AoA of only the direct path and the first multipath;
we can then trace the two rays back and find their intersection. Second,
voice assistants such as Amazon Echo rely on power outlets for electricity,
and are therefore placed close to a wall most of the time. If this is the
case, then the wall provides a clean and consistent reflector. We discover
that we can, in fact, learn the location of the wall by observing the echoes
across multiple voice commands. After we know the location of the wall, we
can perform inverse triangulation to locate human speakers using the direct
path and the wall multipath. To do this accurately, we formulated a new
algorithm designed to accurately determine the AoA of both the direct path,
and subsequent multipaths. This algorithm, which operates on the principle
of iterative align-and-cancel, leverages periods of silence right before voice
commands to accurately determine the direct path and multipath AoAs.
Lastly, we note that human height is largely invariant. Once we learn the
height of the speaker through inference based on the received signal, we can
use the height of the human as an additional constraint during localization
to improve accuracy and reduce search-space.
We evaluate our algorithm in both simulations and real experiments. In
simulations, we study its performance across various factors, including mi-
crophone and speaker positions, room reverberation time and clutter levels,
etc. In real experiments, we run our algorithm in three different rooms with
varying sizes and reverberation profiles. We build a small microphone array
and treat it as Amazon Echo, and have three users standing at varying posi-
2
tions and with different facing directions to say voice commands. On average,
our algorithm achieved a median location error of 0.44m in real experiments.
In sum, our core contributions may be summarized as follows:
(1) A technique that jointly uses two AoAs, a wall geometry estimate, and
a human speaker height estimate to localize a human speaker in an indoors
environment. (2) An iterative align-and-cancel algorithm that can find not
only the direct path AoA, but also the AoA of multipaths. (3) Techniques
to estimate wall geometry and human speaker height.
1.1 Contributions
This work represents a joint research effort between the author, Sheng Shen,
and Romit Roy Choudhury. The author, Daguan Chen, claims to have con-
tributed the following aspects to the work:
• The author formulated and implemented the algorithm used for user
height estimation
• The author implemented a real-time demonstration of the VoLoc sys-
tem
• The author developed the technique for locating the precise pause op-
portunities of speech signals
• The author implemented several AoA algorithms, such as GCC-PHAT,
MUSIC, and delay-and-sum, for comparison purposes
• The author co-conducted the experiments for evaluating the perfor-




Here, we first present background information about several fields related
to the VoLoc problem, including acoustic array processing, AoA estimation,
and reverse triangulation. Then, we will present the core problem statement
of VoLoc, alongside the main assumptions made.
2.1 Array Processing and AoA
Microphone (array) signal processing is an extremely mature area [8, 9, 10,
11], and one may ask: Why is the problem of “localizing sound source with
a single microphone array” not solved yet? In this section, we review how
microphone array behaves (particularly in a room), investigate a few existing
techniques that have the potential to solve this problem, and further explain
why they actually cannot. Note that there are a few other works which try
to solve this problem but do not fit into this section, and we leave their
discussion to Chapter 7, Related Work.
2.1.1 Microphone Array Primer
Understanding how microphone array behaves is crucial to understanding
the solution space of this localization problem. While the following content
is well-established, we focus on in-room scenarios, highlighting the resulting
complexities.
Microphone Array: Figure 2.1 shows a simple three-element linear mi-
crophone array with d distance separation. Assuming the ideal scenario
without multipath, the sound source signal s(t) will hit each microphone
as x1(t), x2(t) and x3(t), after traveling a distance of D1, D2 and D3, re-















Figure 2.1: An example of a microphone array receiving sound from a
single source.
the latter is a few centimeters), therefore these sound waves arrive almost in
parallel (also known as the far field scenario). From geometry, if the sound
incoming angle is θ, then the sound wave needs to travel an extra distance
of ∆d = d cos(θ) to hit microphone M2 compared to M1, and same extra ∆d
for M3 compared to M2. If we translate this into time, this means x2(t) is
a ∆t = ∆d/v = d cos(θ)/v time delayed version of x1(t), and same extra ∆t
for x3(t) compared to x2(t), where v is the speed of sound. On the other
hand, the amplitudes of x1(t), x2(t) and x3(t) will be almost the same, due
to very minute differences among D1, D2 and D3.
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TDoA and Beamforming: We have now computed the time difference
of arrival (TDoA), ∆T . After collecting the microphone signals, if we de-
liberately delay x1(t) by 2∆t, and delay x2(t) by ∆t, and add the three
microphone signals together, i.e. y(t) = x1(t − 2∆t) + x2(t − ∆t) + x3(t),
we would achieve the maximum SNR for this sound source signal, because
all the microphone signals are perfectly aligned and amplified while uncor-
related noise still remains uncorrelated. This is the simplest conventional
beamforming technique, called delay-and-sum beamforming.
AoA Estimation: In reality, the sound’s AoA θ is unknown. To estimate
the AoA, one solution is to look at different θ’s, compute the corresponding
delay ∆t, align the signals accordingly and add them up, to see how strong
the total energy is. We pick the θ with the highest total energy as our
estimate. Ideally, the energy is maximized only when the correct delays are
supplied to compensate for the TDoAs caused by array geometry, and only
the correct AoA will give the appropriate set of compensatory delays.








Figure 2.2: Room reflections.
Room Reflections: Figure 2.2 shows the scenario where the sound source
is located in a room. When there are reflections, it appears as if there
are multiple sound sources, whose positions are mirrors of the sound source
position p = [x, y, z], across (one or more) reflection surfaces. Note that
theoretically there are infinite reflections, and in the figure, we only draw
four of the first-order reflections. Since sound waves in air do not experience
a phase change when they reflect from a solid, each mirrored source behaves
like a “copy” of the original sound source, except that (1) it has a time lag due
to longer traveling distance, and (2) its arriving amplitude will be smaller,
due to both longer distance and reflection loss. From the microphone array’s
perspective, it is as if multiple copies of the same signal s(t), with different
amplitudes and delays, are coming from different directions.
2.2 Problem Statement and Assumptions
At very high level, our problem can be defined as: given the position of
a single microphone array, use the array’s measurement to locate the 3D
position of the sound source. We assume that there is a wall near the array
to act as a reflecting surface. We also assume that the speaker’s height is
known for now, although we will relax this assumption later.
Specifically, we denote a sound source S, located at (unknown) position
p = [x, y, z], emitting (unknown) sound signals s(t) in a room. A compact
N -microphone array, containing microphones {M1,M2, · · · ,MN} at known
locations, hears this sound and its reflections at each of the microphones, as
time domain signals {x1(t), x2(t), · · · , xN(t)}. In our case, N = 6.
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We would like to estimate the AoA of both the direct path and the mul-
tipath. We would also like to determine the range and orientation of the
wall closest to the microphone array. Once those are accomplished, we can,
finally, attempt to combine such information to determine the location of a




Figure 3.1 illustrates VoLoc’s overall architecture. When the user speaks
a voice command, the IAC (Iterative Align-and-Cancel) AoA module takes
the raw acoustic samples, identifies the “pause” moment, and extracts a few
initial AoAs from the following signal. To translate AoAs into location, the
Fusion module takes two initial AoAs, and fuses them with three parameters:
the distance and orientation 〈d, θ〉 of the nearby wall reflector, and the user’s
height, h. Together, the AoA and geometric information over-determine the
user’s 2D location for robustness to errors. The two parameters are sepa-
rately estimated by the Joint Geometric Parameter Estimation module, by
using the ensemble of IAC -estimated AoAs from recently received voice com-
mands. This is a one-time estimation during initialization, meaning VoLoc
is operational within the first n = 15 voice commands.
We begin this chapter by describing our IAC (Iterative Align-and-Cancel)
AoA algorithm, a general AoA technique that also applies to other applica-
tions.
3.1 IAC (Iterative Align-and-Cancel) AoA
The goal of the IAC AoA algorithm is to extract both angle-of-arrivals and
corresponding delays of a few early paths in the multipath environment.
 A Glance at the Initial Moment
Figure 3.2 zooms into the scenario when the voice signal is beginning to arrive
at the microphones. The user starts to speak a sequence of voice samples,
denoted as x(t) = “ABCDEFG...”. The signal travels along the direct (red)
path, and arrives at the microphone array as early as time t1. Note that due
to the microphone arrangement in the array, microphones #1,#2, · · · hear
8
Figure 3.1: VoLoc system overview. When a user speaks a voice command,
IAC AoA computes two initial AoAs. The direct path’s AoA, when
combined with the height of the user, is ready to produce a basic 2D user
location. To improve the location estimate, the Fusion module fuses the
two AoAs, the closest wall reflector, as well as the height information
together to geometrically refine the location. The Joint Parameter
Estimation module aims at computing the closest wall’s relative distance
and orientation, by analyzing recent voice commands from the user.




1 , · · · . These slight
differences capture the AoA of the direct path.
With ensuing time, the same voice signal also arrives along the second (blue)
path, known as the first echo. Since this second (blue) path is longer,
the signal arrives at the microphone array at a later time, t2, denoted as
“abcdefg...”. As a result, between t1 to t2, all the microphones hear clean,
unpolluted direct path signal (tens of samples). Similarly, if t3 is the time
the third path arrives, then for t ∈ [t2, t3], the microphones receive the signal
from only the first two paths.
 Detecting AoA1 for the Direct Path
Recall that signals in time window t ∈ [t1, t2] contain only the direct path
signal, and its angle-of-arrival (denoted as AoA1) is captured in the slight




1 , · · · . To infer AoA1, we first detect
t1 from the rise of signal energy, and select a small time window [t1, t1 +∆] of
signals after that. Then, we ask the following question: Given this window
of data, among all possible AoAs, which AoA1 best aligns with the actual
time offsets between the three signals?
We solve this problem by performing a one-step “align-and-cancel”. Figure
3.3(a) shows the key idea. Assume we have found the correct AoA1; then, for
any given pair of microphones, we can align their signals based on this AoA,

























































































Figure 3.2: In a multipath environment, the voice signal travels along
different paths and arrives at the microphone at different times.
plying a cross-delay, i.e., delaying microphone i’s signal with j’s delay, and j’s
signal with i’s delay.1 The aligned signals are now subtracted, meaning they
fully cancel each other with 0 cancellation error. Any cancellation residue
quantifies the error in the alignment, which further indicates the error in AoA
estimation. After searching across all possible AoAs, we choose the best one
which minimizes the sum of cancellation errors across all microphone pairs.
 Detecting AoA2 for the Second Path
Once we have found the right AoA1, the align-and-cancel operation should
maintain low error over time, until when the second path arrives at time t2.
Thus, once we observe growing error, it is time to estimate the second path’s
angle-of-arrival, AoA2.
For this, we will again perform align-and-cancel for both AoA1 and AoA2, as
shown in Figure 3.3(b). However, since the microphones are now receiving
a mixture of two paths, we can align only one path at a time, meaning
only one path gets canceled. In other words, after aligning the AoA1 path
and canceling the signals, the residue will be the difference between the
1It is easy to understand this by imagining the microphones’ delays as two numbers x
and y. To align them, we just need to add x to y and y to x, making both microphones’
delays (x + y).
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(a) Solving 𝐴𝑜𝐴1 for the first path. After aligning with the correct AoA, the aligned signals will cancel each other.
(b) Solving 𝐴𝑜𝐴2 for the second path. After aligning with each path’s AoA, that path get cancelled and the residue is a scaling of each other.
(First Path Cancelled)





Raw Signal Aligned Signal Cancellation Residue
Figure 3.3: The idea of iterative delay-and-cancellation (IAC) algorithm,
shown for K = 1 and K = 2.
“unaligned” second paths, and the vice versa. The middle column in Figure
3.3(b) shows both the alignments.
Fortunately, as shown in the third column of Figure 3.3(b), the two cancella-
tion residues are identical, except for a scaling factor caused by the amplitude
difference between two paths. This is because both residues are essentially
the “unaligned” path signal minus a delayed copy of the same “unaligned”
signal, and that delay is the same for both alignments (which is the delay
caused by AoA1 plus the delay caused by AoA2). A linear combination of
the two residues will be 0, and the coefficients are exactly the amplitudes of
each path.
Based on the observation above, we solve for the second path’s AoA by doing
the following: We search across all possible AoAs for path #2, and for each
AoA candidate, we perform the operation in Figure 3.3(b), and run least
squares (LS) over the two residues. The LS solution gives the estimated
linear coefficients (which are the amplitudes), and the fitting error of LS
indicates the cancellation error after alignment. We pick the best candidate
which has the minimum sum of fitting errors.
One point worth noting is that AoA only captures relative time offsets among
microphones. To fully cancel the two residues, we also need to make sure the
two cancellation residues (first path residue, and second path residue) are
aligned in absolute time scale. This means the absolute delay t2 has to be
accurate as well. Since our t2 detection may not be precise, we also jointly
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search for different t2’s around the time when the first-path’s cancellation
error starts growing. We jointly pick the t2 and AoA2 that minimizes the
fitting error.
 Detecting More AoAs
The same idea applies to getting more AoAs. If the signal contains K paths,
and we have obtained the AoAs (and absolute delays) for the first (K − 1)
paths, then we can search for the AoA (and absolute delay) of the K-th
path, by following similar operations as in Figure 3.3(b). Theorem 3.1.1
proves that when AoAk is estimated correctly, the K cancellation residues
are linearly dependent, and a linear combination of them (with coefficients
as each path’s amplitude) will be a zero vector.
Explained differently, observe that we obtain K residues after aligning-and-
canceling each AoA path. While the residues are identical for K = 2 (except
for amplitude), in general, the K residues are not identical but linearly de-
pendent. Thus, the best AoAk can be found by minimizing the least squares
fitting error. Algorithm 1 shows in detail how we compute this error.
Algorithm 1 For a Given Set of K AoAs and Absolute Delays, Compute
the Overall Cancellation Error E
1: E = 0
2: for all pairs of microphones do
3: ResidueList = {}
4: for k = 1 · · ·K do
5: Align the two signals using the k-th AoA
6: Compute the difference of two aligned signals as cancellation residue
7: Delay the residue using the k-th absolute delay
8: ResidueList.Add(residue)
9: end for
10: Run least squares on ResidueList to compute the best linear combi-
nation, and get its fitting error e
11: E+ = e
12: end for
Theorem 3.1 (IAC AoA Decoding). For a given pair of microphones, the
k residue vectors from aligning and canceling each of the k AoAs are linearly
dependent.
Proof. Denote the signal “ABCDEFG...” as x[t], and the signal arriving
along the k-th path at the i-th microphone is x[t−tk,i]. Then, the total signal
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received by the i-th microphone can be written as yi[t] =
∑K
k=1 x[t − tk,i].
When we align the k′-th path’s AoA, the aligned signals are y1[t− tk′,2] and
y2[t− tk′,1], respectively. The cancellation residue is:




x[t− tk,1 − tk′,2]−
K∑
k=1
x[t− tk,2 − tk′,1]



























x[t− tk,2 − tk′,1]
= 0
This proves that the sum of all cancellation residues is 0. Of course, we have
ignored the amplitude of each path here; but it is easy to prove that amplitude
is exactly the linear coefficient that makes the sum of these cancellation
vectors 0.
 Can We Detect an Infinite Number of AoAs?
In practice, the number of AoAs we could obtain is limited by two reasons:
(1) In multipath environments, the first few paths are sparse while the latter
ones are dense. This means, the time window [tk, tk+1] will be very short
as k grows larger. This makes it hard to find the k-th path’s AoA without
being influenced by the (k + 1)-th path. Said differently, there is no strict
time of arrival of a given echo, hence, shorter gaps between arriving echoes
make them difficult to separate. (2) Voice energy ramps up slowly due to
the way humans produce sound. This means the latter echoes of the early
samples are considerably weaker compared to the stronger, direct path sam-
ples. Background noise adds to this, further lowering the SNR of the latter
echoes. This is why VoLoc conservatively uses only on the first N = 2 AoAs.
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 Simulation Results
To compare IAC’s AoA estimation accuracy with other AoA algorithms un-
der different indoor reverberation and SNR conditions, and to obtain ground
truth for higher-order AoAs, we run a simulation with the “Alexa” voice
as the source signal, added with varying levels of echoes and noises. The
simulation uses the image source model [12] to simulate room impulse re-
sponses. We compare with three AoA techniques discussed in Section 2.1.1:
(1) delay-and-sum, (2) MUSIC, and (3) GCC-PHAT.
Figure 3.4 shows the accuracy performance of these four algorithms. In gen-
eral, we observe that GCC-PHAT is robust to reverberation and can get
the first path correctly, but the correlation will fail at higher-order paths.
MUSIC and delay-and-sum do not work well in indoor reverberated environ-
ments where the acoustic signals are highly correlated. IAC, on the contrary,
actively takes advantage of correlated signals to jointly estimate each path’s
AoA and delay, leading to improved performance in rooms.






















)  AoA 1
 AoA 2
Figure 3.4: Accuracy comparison of four AoA techniques: IAC,
GCC-PHAT, MUSIC, and Delay-and-Sum.
3.2 User Localization via Fusion
The above estimated AoAs can be reverse-triangulated to the user’s location
when we already know where the nearby wall reflector is, i.e., its distance
d and orientation θ with respect to Alexa. Moreover, the human height
(h) constrains the location search space to 2D. Pretending we already know
〈d, θ, h〉, we design an optimization technique to efficiently fuse all three
parameters to infer user location. In Section 3.3, we will discuss how we
jointly infer the 〈d, θ〉 parameters from recent voice signals.
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In ideal settings, the two AoAs and the wall’s 〈d, θ〉 are enough to analytically
solve for the source location. In real environments, all the AoA and geometry
estimates incur error, so over-determining the system with echo delay and
human height h is valuable. In fusing all these and solving for user location,
we make the following observations and decisions:
(1) First, not all AoAs/delays are feasible as the user is only moving in 2D
with a fixed height. Therefore, searching for user location in this 2D plane
will be more efficient (than searching for all AoAs and delays).
(2) Second, the direct path AoA from IAC, especially its azimuth, is accurate.





2D Beam Wall 
Distance
Figure 3.5: The reduced search space.
(3) Finally, for each possible location on this 2D beam, we can directly obtain
the parameters for the direct path and wall reflection path using geometry
(recall, we pretended to know all three parameters). This means we can
directly compute the cancellation error using Algorithm 1 (using K = 2
echoes). The best location is determined by having the minimum cancellation
error. Algorithm 2 summarizes our searching procedure.
3.3 Joint Wall Parameter Estimation
Finally, we describe our solution to estimate the two parameters (d, θ) from
an ensemble of recent voice samples. Our core idea is the following. For
each (past) voice command, we utilize the direct path AoA as a trustworthy
15
Algorithm 2 Search for the Most Likely User Location in the Room
1: Run IAC to first obtain direct path’s azimuth, azi
2: minError = +∞, bestLoc = [ ]
3: for all Location loc on 2D plane do
4: if loc’s azimuth not close to azi then
5: continue
6: end if
7: Compute AoA and absolute delay for both direct path and wall reflec-
tion path, using geometry
8: Compute cancellation error E using Algorithm 1
9: if E < minError then
10: minError = E , bestLoc = loc
11: end if
12: end for
13: Declare bestLoc as user location
estimate. We shortlist locations within a 3D cone around this AoA that
satisfies our known height h. Now for each of these locations, and pretending
the wall is di, θj from Alexa, we compute the corresponding wall AoA and
delay. If 〈di, θj〉 are the correct estimates, then the computed AoA and delay
would align well with the measured signal, minimizing the cancellation error
in Algorithm 1.
Of course, in the presence of other echoes from clutters around Alexa, the
wall echo may not match best, hence 〈di, θj〉 may produce a higher (than
minimum) cancellation error. However, when this operation is performed
over multiple recent voice commands, and the cancellation errors summed
up, we expect the optimal 〈d∗i , θ∗j 〉 to minimize this sum. The intuition is
that different voice commands from different locations would consistently
reflect from the wall, while reflections from other objects would come and
go.2 As a result, the correct values of 〈d∗i , θ∗j 〉 would “stand out” over time.
Figure 3.6 shows one example of how the objective function (i.e., sum of
cancellation errors) varies across the joint 〈d, θ〉 variation. The X and Y
axes of the graph are d and θ offsets from the ground truth, meaning the
contour should minimize at [0, 0]. We search with a granularity of 2cm and
1◦, and the minimum point of the contour proves to be at X = 2cm and
Y = 1◦. This is promising and we evaluate this more in Chapter 4.
2The table reflection may also be consistent, however, Alexa/Google microphones are
















Figure 3.6: The sum of cancellation error minimizes at the nearly the true
wall distance and orientation.
While joint parameter estimation is time consuming (in hours), we need to
run this only during initialization. Once the estimates are ready, the fusion
module uses these parameters and executes in real time.
3.4 User Height Estimation
We value knowing the user’s height h because knowing the human height can
greatly improve the accuracy of VoLoc’s localization result. Specifically, we
are concerned with the vertical location of the user’s mouth, from where the
person’s voice is broadcasted. This is generally around 15cm lower than the
actual height of a person. However, we note that the primary variable of in-
terest, in actuality, is not the vertical location of the user’s mouth, but rather
the relative vertical displacement between the user’s mouth and the micro-
phone array. After all, if the absolute vertical location of the user’s mouth
is known, but we do not know the height at which the microphone array is
placed, then we are unable to leverage the user’s mouth height information
in a meaningful way toward localizing the user.
We ask the question: Is it possible for to autonomously figure out the vertical
displacement between the microphone array and the user’s mouth, without
having to ask the user to perform explicit calibrations or measurements? At
first, this problem appears difficult. One might propose using the direct path
AoA and the first multipath AoA to find the height: perhaps, we can perform
inverse ray-tracing to compute the 3D location where the two AoA rays come
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closest to intersecting in space. However, as we have discovered, the height
estimation thus obtained tends to be too unreliable to be of use to VoLoc,
especially since the error of the human height estimation becomes correlated
with the errors of the AoA estimation.
In general, microphone arrays like the one on Amazon Echo are only capable
of determining the AoA and not the range. However, we note that there
exists a subset of cases where range estimation is feasible, albeit limited in
accuracy. Specifically, when the human speaker is close to the microphone
array, the parallel ray assumption made in general AoA algorithm breaks.
The TDoA between the different microphone pairs is no longer only a function
of the AoA, but also a (relatively weak) function of the range.
One way to estimate the range is to perform a 3D spatial search for the loca-
tion of the sound source relative to the microphone array. At each location in
space, we compute the expected TDoA to each microphone, then observe how
well the computed TDoAs explains the received signal. To evaluate how well
the expected TDoA explains the received signal, we use an align-and-cancel
algorithm, which provides a “likelihood score” to each point in space (the
exact algorithm will be covered below). To find the user’s height estimation
from a single voice command, the spatial locations with the top K likelihood
scores can be found, and the height estimate would be the average of those
locations’ coordinates. This process, when repeated over multiple voice com-
mands, gives multiple estimates of the user’s height. These estimates can
once again be averaged to provide a reliable estimation of the user’s true
height. Using ten separate voice commands, we were able to obtain a height
estimate with under 5cm error from the ground truth.
Although the prospect of using a 3D search method might seem compu-
tationally expensive, we note that this search is used only for the case of
determining the location of a near-field voice command. This means that 3D
search volume can be restricted to a relatively small space close to the mi-
crophone array. Furthermore, this operation can be carried out offline, since
an immediate estimate is not necessary. We merely need to estimate the
user’s height during the first minutes or hours of use, then store the height
estimate as a known value. For each user of a home assistant, a different
height estimate could be learned, then matched with the sound of their voice
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for future reference.
3.4.1 Evaluating Likelihood Scores of Spatial Locations
Previously, we proposed looking at each location in 3D space to evaluate
how well the expected TDoA at each location explains the received signal.
The result of such examination should be a 3D heatmap of likelihood scores.
Although it is difficult to compute the exact probability of each location
being the true location, we can come up with a surrogate likelihood score
that would be higher for locations with TDoAs that better explain the signal.
To do this, we use a variant of delay and sum.
We know that at the true spatial location, the expected TDoA from the sound
source to the microphones is equal to the actual TDoA of the recorded sig-
nal. If we compensate for the recorded delay be applying the inverse of the
expected delay, then the received signal for any given pair of microphones
should align in time. Assuming a clean signal, the aligned signals will can-
cel each other out when subtracted from each other, assuming comparable
amplitudes. In reality, the amplitudes at different microphones are generally
near-equal, due to their facing the same direction, and having only a couple
centimeters’ separation.
Thus, to compute the likelihood score for a given point in space, we apply
the inverse of the expected delays to the recorded signal, then attempt to
minimize the RMS of their pairwise differences. This square-sum of all the
pairs’ RMS values, which may be understood as a cost function C(x, y, z), is
converted into a likelihood score by taking its numerical inverse.
An alternate, perhaps more robust way to compute the likelihood scores of
spatial locations, involves breaking the equal-amplitude assumption between
microphone pairs. In this case, we jointly estimate the amplitude scaling of
all six microphones, so as to minimize the cost function C(x, y, z, A), where
A is a length-6 vector of the amplitudes, and C(x, y, z, A) is computed by
(1) applying the inverse of the expected TDoA to each microphone signal,
(2) scaling by the inverse of the optimal amplitudes given by A, and (3) as
before, computing the square-sum of the RMS of the pairwise differences of
the microphone signals. Thus, the new cost is C(x, y, z) = C(x, y, z, A∗),
19
where A∗ is the vector containing the amplitude scalings which minimize
the cost. Solving for A∗ is a least-squares problem, and thus has a closed-
form and accessible solution. While we are not currently using this variant
of the likelihood score computation, where the equal-amplitude assumption
is relaxed, we have to option to switch over to this method if additional
accuracy is needed.
3.5 Points of Discussion
 Will Echoes from Furnitures or the Environment Affect the Es-
timation of Wall Geometry?
Observe that the echo from the nearby wall is also close in time to the di-
rect path. In fact, the echo’s delay can be computed since 〈d∗, θ∗, h〉 are all
known. Because of this, echoes that bounce off further-away reflectors can be
discounted, since all their delays arrive much after the wall-echo. Confusion
arises from reflectors that are closer to Alexa than the wall – like objects on
the same table as Alexa. These un-modeled echoes prevent the cancellation
errors from dropping sharply. Nonetheless, as we see in our evaluation, the
error reduction is still a minimum for the correct user location. This is the
reason why VoLoc is able to operate even in reasonably cluttered environ-
ments.
 What Happens When the Wall Echo Is Blocked by an Object on
the Table?
This is the case where VoLoc will perform poorly, since the cancellation will
be poor for the expected wall AoA. It may be possible to recognize the prob-
lem from the value of the cancellation error, such that we can gain some
measure of confidence on the localization result. We have empirically ob-
served increased cancellation errors, however, it is not clear how to develop
a systematic confidence score from it (note that global thresholds or distri-
butions would not scale well). Hence, we leave the design of a confidence




This chapter discusses the experiment methodology and performance results
of VoLoc.
4.1 Implementation
VoLoc is implemented on a Seeed Studio six-microphone array, arranged in a
circular shape similar to Amazon Echo and Google Home. This is due to the
lack of raw acoustic samples from commercial voice assistants. The acoustic
signals on the microphone array are sampled at 16kHz, a sampling rate that
covers most of the energy in voice frequencies. The array is connected to a
Raspberry Pi to forward its sound samples to a laptop over wireless. The
laptop executes code written in MATLAB to compute the user’s location.
4.2 Methodology
Our experiments were executed in four different indoor environments: (1) a
studio apartment, (2) a kitchen, (3) a student office, and (4) a large con-
ference room. The first two in-home places both have an Amazon Echo
pre-installed, so we directly replace it with our microphone array. For the
office and the conference room, we simply put the microphone array on a
desk that is close to a power outlet. The distance to the wall ranges between
0.2 to 0.8m.
We recruited three student volunteers to speak different voice commands
to the microphone array. Volunteers were asked to stand at marked posi-
tions, whose 2D location (X, Y ) have been measured beforehand (for ground
truth) using a laser distance measurer. The voice commands start with ei-
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ther “Alexa, ...” or “Okay Google, ...”, and are repeated five times at each
location. We collected a total number of 2350 voice commands. Meanwhile,
for in-home environments, we also recorded some other non-voice sounds
and played them at different locations using a portable Bluetooth speaker.
These sounds include the sound of cooking, the microwaves dings, or random
sound clips from TVs. The goal is to test whether VoLoc has the potential
to localize such arbitrary sounds from everyday objects.
4.3 Performance Results
The following questions are of interest:
(1) How well can VoLoc compute user locations in general? What is the
break-up of gain from AoA and wall-estimation?
(2) How does VoLoc’s performance vary among different sounds (including
non-voice sounds), varying clutter level, and varying ranges (near, medium,
far)?
(3) How many recent voice samples are necessary for VoLoc to converge on
the geometric parameters (d, θ)?
 Overall Localization Accuracy
Figure 4.1 shows the CDF of VoLoc’s overall localization errors across all
experiments, as well as the CDF of errors in each room. Overall, the median
error is 0.44m. We believe this accuracy makes it amenable to location-aware
applications for in-home voice assistants like Alexa and Google Home.
Upon comparing the performance across the four rooms, we find that the con-
ference room incurs significantly higher errors than the other three. Analysis
shows that the conference room is large in size, meaning the user often stands
far from Alexa, leading to increased location error. Said differently, far field
errors are higher in triangulation algorithms because same angular error (in
AoA, d, or θ) translates to larger location error.
Figure 4.2 compares VoLoc’s localization accuracy with the following two
schemes: (1) VoLoc++, which assumes the two geometric parameters (wall’s
distance d and orientation θ) are perfectly known. Therefore, VoLoc++ will
be a performance upper bound of VoLoc. (2) GCC-PHAT, which combines
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Figure 4.1: CDF of VoLoc’s overall localization accuracy, and the accuracy
across different rooms.
GCC-PHAT’s direct path AoA with human height information (h) to com-
pute human location. We choose GCC-PHAT as the baseline because it
performs the best in Section 3.1.
Compared to GCC-PHAT’s median location error of 0.93m, VoLoc’s me-
dian error reduces by 52%. This demonstrates the value of precise 2-AoA
estimation from our IAC algorithm. VoLoc++ further reduces the median
error from 0.44m to 0.31m, assuming the geometric parameters are precisely
known. This captures VoLoc’s efficacy to estimate the wall parameters –
there is a small room for improvement.














Figure 4.2: Performance comparison of VoLoc++, VoLoc, and GCC-PHAT.
 Accuracy Across Different Sounds
Figure 4.3 shows VoLoc’s median localization error across various kinds of
sounds for in-home environments. The first two sounds are human voice
commands, while the latter four are natural sounds from objects, such as
microwave bell sound or music from TV. In general, we observe that localizing
objects’ sounds is easier than localizing the human voice. This is because
most sounds made from objects have good energy ramp-up, i.e., unlike the
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human voice, the energy of the sound quickly goes up within a very short
time window. This means the SNR of the signal is strong for IAC to estimate












































Figure 4.3: VoLoc’s localization accuracy across different kinds of sounds.
Each cluster of bars represents one sound, and each bar within one cluster
represents the median error across locations during one session.
 Accuracy over Distances to Alexa
VoLoc’s localization accuracy will naturally go down as the user moves away
from the microphone array. This is essentially because the resolution of AoA
estimation limits the range of the user, i.e., a large movement at a far away
distance may only translate to a slight change in AoA. Figure 4.4 visualizes
VoLoc’s localization error in the conference room. The microphone array is
placed on a table toward the Northeast side. Evidently, the location accuracy
varies with the proximity to the microphone array.





























Figure 4.4: Heatmap of VoLoc’s localization error in the conference room
(bird-eye view). Small white circle represents the microphone array
location.
We classify all our measurements into three groups, based on the distance
from the user to the microphone array: Near (< 2m), Medium (2−4m), and
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Far (> 4m). Figure 4.5 shows that within 2m, location error is almost always
below 0.5m, and within 4m, the majority of the errors are still within 1m.











Figure 4.5: CDF of VoLoc’s localization error, according to the distance of
the user from Alexa.
 Sensitivity to Different Users
To test VoLoc’s sensitivity to different users, we asked three volunteers to
enter the same room, stand at the same set of locations, and speak the
same voice commands. Figure 4.6 shows the variation of median localization
error across different locations. Evidently, localization error is much more
correlated with the user’s standing location (as would be expected), rather
than the users voice or speaking patterns.
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Figure 4.6: Variation of VoLoc’s localization error across different locations
in the room, shown separately for each user.
 Sensitivity to the Clutter Levels
Clearly, VoLoc’s performance will depend on the density of the multipath
signals due to other objects’ reflections. Since we only look at the very
beginning moment of the sound, most indoor reflections (like furniture) are
not a problem to us. However, objects that are very close to the array may
reflect sounds into the microphone even earlier than the wall, or even totally
block the wall reflection, leading to higher cancellation residue and more
location errors. In the extreme case where even the direct path is totally
blocked, the localization error will go up dramatically.
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Figure 4.7 shows the degradation of VoLoc’s localization accuracy, as we
keep increasing the clutter level around the microphone array (i.e., putting
objects on the same table as the array to add complexity to its multipath
profile). Evidently, the error is low when there is no object nearby. Even
when there are a few objects around and the clutter level is moderate, the
location error is still acceptable. However, as more and larger objects start


















Figure 4.7: VoLoc’s localization accuracy across increasing clutter levels
(from left to right). Each cluster of bars represents one environment, and
each bar within one cluster represents the overall median error across
locations during one visit. The three pictures correspond to the
measurement at the #1, #3 and #5 environment.
 Convergence of Geometric Parameter Estimation
Figure 4.8 shows how the parameter estimation is converging, with an in-
creasing number of past voice commands. While more past samples are
useful, with as few as five samples, our estimation has converged to < 1cm
and < 2◦ fluctuation. This shows VoLoc’s ability to quickly converge to new
wall parameters even after being moved around on the table. This experi-
ment was performed at the medium clutter level (as per expectations, the
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estimation converges relatively faster and slower for sparse and dense clutter
levels, respectively).
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Figure 4.8: How VoLoc’s parameter estimation converges for (1) wall
distance d, and (2) wall orientation θ, with increasing number of past voice
samples. The red line and its error bar represent the average and standard




We discuss limitations and room for improvement.
 Semantic Interpretation of Location: VoLoc infers the user and wall
location in Alexa’s reference frame. To be semantically meaningful (i.e., the
user is at the laundry room) the inferred locations need to be superimposed
on a floorplan. Alternatively, Alexa could localize other sounds, understand
their semantics, and transfer those semantics to location. For instance, know-
ing that the washer/dryer sound arrives from the same location as a voice
command can reveal that the user is at the laundry room. Building such a
semantic layer atop localization is an important follow-up work.
 Coping with Variations in Height: A family will likely have multiple
users with different heights (including children). VoLoc needs the height of
each user and some form of voice fingerprinting to apply the corresponding
height during computation. We have not implemented such per-user adap-
tation. We also do not cope with scenarios where the user is sitting or lying
down (we assume standing users).
 Mobile Users: VoLoc has been designed and evaluated with static users.
When a user issues a voice command while walking, the echo patterns will
likely “spread” in space. Our current formulation does not model the effects
of mobility – the algorithms will need to be revisited.
 Many Pause Opportunities: A voice command offers at least two pause
opportunities, one before the command, and one after the word “Alexa”.
Naively averaging location, derived from each pause, will improve accuracy.
However, averaging in the signal space (i.e., optimizing the wall parameters
using all the post-pause signals) could offer greater benefits. We leave such
refinements to future work.
 Privacy: How applications use the location information in the future
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remains an open question. On one hand, we see context-aware Alexas and
Googles becoming crucial support technologies to old age independent living;
sharing user’s height may be worthwhile in such cases. On the other hand,
for everyday users, we see Amazon and Google peering even more closely into
our homes and daily lives, a stronger erosion of privacy. Regardless of utility
or abuse, we believe awareness of such capabilities is critical. Our goal is for





In Chapter 5, we have described the VoLoc algorithm in detail. This chapter
will briefly introduce a VoLoc-based system that runs on a Raspberry Pi
and a laptop. This real-time system is designed to automatedly detect and
localize sound sources using the VoLoc algorithm. Meanwhile, we will treat
the VoLoc algorithm itself largely as a black box.
To realize such a system, we use a Raspberry Pi fitted with a microphone
array as a “Sensor Node”. We use a laptop as a “Compute Node” to run
VoLoc and to display results. There are thus two primary routines, one for
each of the two nodes. These routines communicate with each other using a
TCP/IP connection.
6.2 Design
Figure 6.1 gives an overview of the system design. Figure 6.2 shows a pho-
tograph of the implemented system. The Sensor Node possesses a uniform
circular array of six microphones, which provides it with a constant stream of
audio data. The Sensor Node acts as a server, and is implemented in Python.
It sets up a TCP/IP socket and will wait for the Compute Node to initiate
a connection. Once the connection is initiated, the Sensor Node will begin
checking windowed root-mean square (RMS) values of the real-time audio
data. If the RMS value is above a certain threshold, the Sensor Node will
decide that a significant acoustic event has occurred, and will send a segment
of audio data to the Compute Node. Such selective sending of audio data












Sensor Node Compute Node
Figure 6.1: Real-time system overview.
the audio data, the Sensor Node will remain quiet until the Compute Node
signifies that it is ready to receive additional audio data.
The Compute Node ideally possesses more computational power, and uses
a display to show the results of localization, whether via text or figures.
The Compute Node routine is implemented in MATLAB. It keeps track of
parameters, such as setup geometry and VoLoc configurations. Once started,
the Compute Node routine will attempt to look for and connect to the Sensor
Node’s TCP/IP socket. When it successfully establishes the connection,
the Compute Node will listen for audio data packets to be sent. When it
determines that sufficient data has been received, it will run VoLoc on the
received data to compute the sound source’s (x, y) location. The location
data is then displayed as text, as well as plotted on a map. An example of
such a map is given in Figure 6.3. After completing the VoLoc function call
and the associated tasks, the Compute Node will ping the Sensor Node to
indicate that it is ready to receive additional data.
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Figure 6.2: A photograph of the demo setup. On the left is the Raspberry
Pi (Sensor Node), with a ReSpeaker Seeed 6-element uniform circular array
and plugged into the wall socket for power. On the right is a laptop
(Compute Node). In this case, the laptop is also used to remotely interface
and operate the Sensor Node, through the remote terminal (black screen).
The laptop furthermore runs VoLoc on MATLAB and displays the
localization result on the screen. The Sensor Node and Compute Node
interface with each other using a wireless TCP/IP connection.
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For reference purposes, here is the pseudocode used for the real-time demo,
current as of April 11, 2019. The Sensor Node pseudocode is presented in
Algorithm 3. The Compute Node pseudocode is presented in Algorithm 4.
Algorithm 3 Sensor Node routine, Python
1: Set up a TCP/IP socket
2: while not connected to Compute Node do
3: Listen for connection request from Compute Node’s MATLAB routine,
accept request if detected
4: end while
5: Initialize computeNodeBusy = False
6: Using PyAudio API, set up sensor data stream from microphone array
to Python
7: while server is running do
8: Read in audio data chunk from microphone array
9: Compute audio signal RMS
10: if received message from Computing Node indicating it is ready to
receive data then
11: Set computeNodeBusy = False
12: end if
13: if RMS is below threshold and computeNodeBusy == False then
14: Send microphone audio data to Compute Node
15: Set computeNodeBusy = True
16: end if
17: end while
18: Terminate data streams and socket connections
Although the exact throughput of the TCP/IP connection has not been mea-
sured, as of now, the author has been unable to stream the entirety of the
microphone array output over it due to the large amount of data to be trans-
ported. Thus, the choice was made to only send sufficiently loud noises whose
signal RMS is high enough. This drastically reduces the amount of data that
needs to be sent over the wireless connection. Nonetheless, even a single
acoustic event to be sent takes many TCP packets to completely deliver.
Thus when the Compute Node detects one packet, it waits briefly to receive
additional packets. After a set period of time (around 0.2 seconds), if no
additional packets are received, the Compute Node determines that all data
sent by the Sensor Node has been received. While this setup works well and
incurs only minimal latency, the author is considering a more robust imple-
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Algorithm 4 Computer Node routine, MATLAB
1: Connect to Sensor Node socket
2: Initialize algorithmic and environmentall parameters (including wall po-
sition and human height for now)
3: while Compute Node is running do
4: if audio data received from Sensor Node then
5: Continuously read audio data from Sensor Node, over time, until
Sensor Node becomes quiet again
6: end if
7: Parse audio data into MATLAB matrix structure
8: Call VoLoc to compute speaker location, passing it all necessary pa-
rameters
9: Display results as text and a 2D plot
10: Flush any data received during VoLoc execution
11: Ping Sensor Node to indicate that the Compute Node is ready to re-
ceive more data
12: end while
13: Terminate connection to Sensor Node
mentation, in which the Sensor Node specifies the total number of bytes it
sent, so that the Compute Node knows exactly how much data it ought to
wait for.
6.4 Limitations and Future Work
The author intends to continue working on the real-time system. Several
planned improvements include improved latency, more robust speech detec-
tion, and improved ease of use with regards to setting up a connection be-
tween the Sensor Node and Compute Node. Currently, the real-time system
does not yet have the VoLoc feature of dynamically learning and remember-
ing wall location, wall orientation, and human height. Instead, it loads these
variables at the start of runtime from a file. The author intends to implement





In the interest of space, we heavily sub-sample the vast literature in localiza-
tion and acoustic signal processing, with bias toward work more related to
VoLoc.
 Multiple Arrays or Known Sound Signals: Distributed microphone
arrays have been used to localize (or triangulate) an unknown sound source,
such as gun shots [13], wildlife [14], and mobile devices [15]. Many works also
address the inverse problem of localizing microphones with speaker arrays
playing known sounds [16, 17, 18, 19]. Ishi et al. [20] report modeling
the room multipath to improve multi-array localization results, and [21, 22]
demonstrate localization using multiple RF-based landmarks. On the other
hand, when the source signal is known, localization has been accomplished
by estimating the channel impulse response (CIR). For instance, [23] uses an
acoustic sine sweep to localize room boundaries and compute the shape of
a room; reverbs captured by multiple microphones reveal the room impulse
responses (RIR), which stipulate the locations of reflecting surfaces. In RF
(like WiFi), CIR and SNR based fingerprinting has been used extensively
[24, 25, 26, 27, 28, 29]. As mentioned earlier, VoLoc must cope with single
array and unknown signals.
 Unknown Signal, Single Array: Perhaps closest to VoLoc are [30, 31].
In [30], a robot scans a 3D model of the room with a Kinect, identifies AoAs
with a microphone array, then performs 3D inverse ray-tracing to localize
sound sources. Besides mapping room geometry, the robot also relies on
specific impulse-like sounds, such as clapping. Ribeiro et al. [31] simulate
localization using a microphone array and present results from three carefully
chosen locations in an empty, rectangular room. In comparison, our solution
is designed for real-world, multipath-rich, uncontrolled environments. In
[32], a single microphone is used to classify a speaker’s distance into a set of
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discrete values, but needs per-room, per-distance training.
 AoA Estimation: Rich bodies of work have focused on acoustic AoA
using microphone arrays [33, 34, 35, 36, 37]. Some are best suited for different
sound sources, some for specific signal types and frequencies, some for certain
environments. Examples include delay-and-sum [38, 39, 40], GCC-AoA [41,
42, 43, 44, 45], MUSIC [46, 47, 48], and ESPRIT [49, 50]. However, in
multipath-rich environments, blind AoA estimation struggles, especially for
successive AoAs.
 Blind Channel Estimation: Blind channel estimation (BCE) describes
the process of deducing a channel from received signals without knowing
the source. BCE is a useful tool for estimating indoor acoustic channels
[51, 52, 53, 54]. We consider IAC to be a particular and powerful realiza-
tion of BCE with significant computation gains. IAC was also inspired by





This thesis shows the feasibility of inferring user location from voice signals
received over a microphone array. While the general problem is extremely
difficult, we observe that application-specific opportunities offer possibilities
for success. Instead of inferring and triangulating all signal paths in an indoor
environment, we observe that estimating a few AoAs and reflector surfaces is
adequate for the localization application. We design an iterative cancellation
algorithm (IAC) for AoA estimation, followed by a joint optimization of wall
distance and orientation. When fused together, the localization accuracies
are robust and usable.
Location-awareness in Alexa and Google may entail important privacy impli-
cations. We emphasize that we are not proponents of in-home localization,
except perhaps in special scenarios like old-age independent living. Nonethe-
less, we believe this work is still important to spread awareness of what is
possible from voice signals. We hope such awareness helps in shaping policies
around voice assistants of the future, both for utility and for prevention of
abuse in smart indoor environments.
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