For fixed t ≥ 2, we consider the class of representations of 1 as sum of unit fractions whose denominators are powers of t or equivalently the class of canonical compact t-ary Huffman codes or equivalently rooted t-ary plane "canonical" trees.
Introduction
Let t ≥ 2 be an integer. We consider the following combinatorial classes which turn out to be equivalent. See Figure 1 for examples.
Partitions of 1 into powers of t (representation of 1 as sum of unit fractions whose denominators are powers of t):
C Partition = (x 1 , . . . , x r ) ∈ Z r r ≥ 0,
The external size |(x 1 , . . . , x r )| of such a representation (x 1 , . . . , x r ) is defined to be the number r of summands.
Canonical compact t-ary Huffman codes:
C Code = {C ⊆ {1, . . . , t} * | C is prefix-free, compact and canonical}.
Here,
• a code C is said to be prefix-free if no word in C is a proper prefix of any other word in C,
• a code C is said to be compact if the following property holds: if w is a proper prefix of a word in C, then for every letter a ∈ {1, . . . , t}, wa is a prefix of a word in C,
• a code C is said to be canonical if the lexicographic ordering of its words corresponds to a non-decreasing ordering of the word lengths. This condition corresponds to taking equivalence classes with respect to permutations of the alphabet (at each position in the words).
The external size |C| of a code C is defined to be the cardinality of C.
If C ∈ C Code with C = {w 1 , . . . , w r } and the property that length(w i ) ≤ length(w i+1 ) for all i, then (length(w 1 ), . . . , length(w r )) ∈ C Partition . This is a bijection between C Code and C Partition preserving the external size.
Canonical rooted t-ary trees:
C Tree = {T rooted t-ary plane tree | T is canonical}.
• t-ary means that each vertex has no or t children,
• plane tree means that an ordering "from left to right" of the children of each vertex is specified,
• canonical means that the following holds for all k: if the vertices of depth (i.e., distance to the root) k are denoted by v 1 , . . . , v K from left to right, then deg(v i ) ≤ deg(v i+1 ) holds for all i.
If C ∈ C Code , then a tree T ∈ C Tree can be constructed such that the vertices of T are given by the prefixes of the words in C, the root is the vertex corresponding to the empty word, and the children of a proper prefix w of a code word are given from left to right by wa for a = 1, . . ., t. This is a bijection between C Code to C Tree preserving the external size.
Further formulations, details and remarks can be found in [8] . We will simply speak of an element in the class C when the particular interpretation as an element of C Partition , C Code or C Tree is not relevant. Our proofs will use the tree model, therefore C Tree is abbreviated as T . The external size of an element in C is always congruent to 1 modulo t − 1. This can easily be seen in the tree model, where the number of leaves r and the number of internal vertices n are connected by the identity r = 1 + n(t − 1).
Therefore, we will from now on consider the internal size: for a tree T ∈ C Tree the internal size of T is the number n(T ) of internal vertices, for a code C ∈ C Code the internal size is the number of proper prefixes of words of C, and for a partition (x 1 , . . . , x r ) ∈ C Partition the internal size is defined to be (r − 1)/(t − 1). We will omit the word "internal" and will always use the variable n to denote the size.
The asymptotics of the number of elements in C of size n has been studied by various authors, cf. again [8] . In that paper, building upon a generating function approach by Flajolet and Prodinger [10] , the following result has been obtained:
For t ≥ 2, the number of elements of size n in C can be estimated as
where ρ > ρ 2 and R are positive real constants depending on t with asymptotic expansions (as t → ∞)
In fact, all O-constants can be made explicit and more terms of the asymptotic expansions in t of ρ, ρ 2 and R can be given. The purpose of this contribution is to study the probabilistic behaviour of various parameters of a random element in C of size n (all elements considered to be equally likely):
1. The height h(T ) of a tree T ∈ C Tree is defined to be the maximum distance of a leaf from the root. In the interpretation as a code, this is the maximum length of a code word. In a representation of 1 as a sum of unit fractions, this corresponds to the largest denominator used (more precisely, to the largest exponent of the denominator).
The height is discussed in Section 3. It is asymptotically normally distributed with mean ∼ µ h n and variance ∼ σ 2 h n, where
and
cf. Theorem 3.1.
2. The number of distinct summands of a representation (x 1 , . . . , x r ) of 1 as sum of unit fractions is denoted by d(x 1 , . . . , x r ). In the tree model, this corresponds to the cardinality d(T ) of the set of depths of leaves in a tree T ∈ C Tree . In the code model, this is the number of distinct lengths of code words.
The number d(T ) is studied in Section 4. It is asymptotically normally distributed with mean ∼ µ d n and variance ∼ σ 2 d n, where
cf. Theorem 4.1.
3. The maximum number of equal summands of a representation (x 1 , . . . , x r ) of 1 as sum of unit fractions is denoted by w(x 1 , . . . , x r ). In the code model, this is the maximum number of code words of equal length; in the tree model, this is the "leafwidth" w(T ), the maximum number of leaves on the same level.
The number w(T ) is studied in Section 7. We prove that E(w(T )) = µ w log n + O(log log n) with µ w = 1/(t log 2) + O(1/t 2 ) and a concentration property, cf. Theorem 7.1.
for t-ary trees are easily proven. Therefore, all distributional results for any one of those parameters immediately cover all three. The total path length turns out to be asymptotically normally distributed as well (see Theorem 6.1), with mean ∼ µ tpl n 2 and variance ∼ σ 2 tpl n 3 . The coefficients have asymptotic expansions
The path length is studied in Section 6; its analysis is based on a generating function approach for the moments, combined with probabilistic arguments to obtain the central limit theorem.
5. The number of leaves on the last level (i.e., maximum distance from the root) of a tree T ∈ C Tree is denoted by m(T ). This corresponds to the number of code words of maximum length and to the number of smallest summands in a representation of 1 as a sum of unit fractions.
This parameter may appear to be the least interesting of the parameters we study. However, it is a natural technical parameter when constructing generating functions for the other parameters. From these generating functions, the probabilistic behaviour of m(T ) can be read off without too much effort, so we do include these results in Section 5.
The limit distribution of m(T ) is a discrete distribution with mean 2t + o(1) and variance 2t 2 + o(1), cf. Theorem 5.1.
A noteworthy feature of the results listed above is the fact that the distributions we observe are quite different from those that one obtains for other probabilistic random tree models, specifically Galton-Watson trees (which include, amongst others, random t-ary trees), but also recursive trees and general families of increasing trees, see [5] for a general reference. Specifically,
• the asymptotic order of the height of a random Galton-Watson tree of order n is only √ n, and it is known that the limiting distribution (which is sometimes called a Theta distribution) coincides with the distribution of the maximum of a Brownian excursion [9] . The height of random recursive trees (or other families of increasing trees) is even only of order log n, and heavily concentrated around its mean, see [4] .
• The path length of random Galton-Watson trees is of order n 3/2 , and it follows an Airy distribution (like the area under a Brownian excursion) in the limit [15] . For recursive trees, the path length is of order n log n with a rather unusual limiting distribution [12] .
• While the height of our canonical trees is greater than that of Galton-Watson trees, precisely the opposite holds for the width (as one would expect): it is of order √ n for Galton-Watson trees [6, 16] , with the same limiting distribution as the height, as opposed to only log n in our setting. For recursive trees, the width is even of order n/ √ log n, see [7] .
Indeed, the structure of our canonical t-ary trees is comparable to that of compositions: counting the number of internal vertices on each level from the root, we obtain a restricted composition (see the series of papers by Bender and Canfield [1, 2, 3] on recent results concerning compositions with various local restrictions), in which each summand is at most t times the previous one. In the limit t → ∞, one obtains compositions of n starting with a 1 in this way.
Last in this introduction a remark on the notations of the error terms: In all our major results those error terms have an explicit O-constant. The error functions ε j (. . . ) that appear there are real functions which fulfil |ε j (. . . )| ≤ 1 for all values of the indicated parameters. Those constants were calculated with the computer algebra system Sage [13] .
The Generating Function
The height h(T ), the cardinality d(T ) of the set of different depths of leaves and the number m(T ) of leaves on the last level of a tree T ∈ T of size n = n(T ) can be analysed by studying a multivariate generating function H(q, u, v, w), where q labels the size n(T ), u labels the number m(T ) of leaves on the last level, v labels the cardinality d(T ) of the set of depths of leaves and w labels the height h(T ).
Theorem 2.1. The generating function
can be expressed as
Proof. The proof of Theorem 2.1 follows ideas of Flajolet and Prodinger [10] , (see also [8] ), which we only sketch briefly. Details can be found in the full version of this article. One first considers
for some h ≥ 0. A tree T of height h + 1 arises from a tree T of height h by replacing j of its m(T ) leaves on the last level by internal vertices with t succeeding leaves respectively, where
For the generating function H h , this translates to the recursion (2.3) t . This singularity q 0 is a simple real pole. For t ≥ 4, we have
For t ∈ {2, 3}, the values are given in Table 1 . Furthermore, let
for t ≥ 6 and Q be given by Table 1 for 2 ≤ t ≤ 5. Then q 0 is the only singularity of H(q, 1, 1, 1) with |q| ≤ q 0 /Q.
Using this result, we will be able to apply singularity analysis to all our generating functions in the coming sections.
The Height
We start our analysis with the height h(T ) of our canonical trees T ∈ T . We show that the height is asymptotically (for large sizes n = n(T )) normally distributed and calculate its mean and variance. We will do this by means of the generating function H(q, u, v, w) defined in Section 2.
So let us have a look at the bivariate generating function 1, 1, w) for the height. We consider its denominator
From Lemma 2.1 we know that D(q, 1) has a simple zero q 0 . Expanding D(q, w) around (q 0 , 1) and using Theorem IX.9 (meromorphic singularity perturbation) from the book of Flajolet and Sedgewick [11] yields the desired results for the height without much effort. They are stated precisely in the following theorem. Table 2 . A complete proof of Theorem 3.1 is given in the full version of this article.
The Number of Distinct Depths of Leaves
In this section we study the number of distinct depths of leaves d(T ) of our canonical trees T ∈ T , motivated by the interpretation as the number of distinct code lengths in Huffman codes. This parameter is also Table 2 : Numerical values of the constants in mean and variance of the height for small values of t, cf. Theorem 3.1. It would be possible to calculate the values with even higher accuracy. asymptotically normally distributed, and the approach is essentially the same as for the height, based on the generating function H(q, u, v, w) from Section 2. To analyse the parameter d(T ), we look at the bivariate generating function 1, v, 1) for the number of distinct depths of leaves. Again, we consider its denominator
and proceed as in the previous section. Lemma 2.1 tells us the existence of a simple zero q 0 of D(q, 1). Again, we expand the denominator D(q, v) around (q 0 , 1) and use Theorem IX.9 from the book of Flajolet and Sedgewick [11] . This results in the following theorem. 
Again, as in the previous section, we calculated the values of the constants µ d and σ 2 d numerically for 2 ≤ t ≤ 30, and they are given in Table 3 . The proof of Theorem 4.1 is detailed in the full version of this article.
The Number of Leaves on the Last Level
For analysing the parameter m(T ) counting the number of leaves of maximum depth (labelled by the variable u in the generating function H(q, u, v, w)), we note that for fixed |u| ≤ 1, the dominant simple pole q 0 of H(q, 1, 1, 1) is also the dominant singularity of H(q, u, 1, 1) and is still a simple pole. Therefore, m(T ) tends to a discrete limiting distribution, we refer again to the book of Flajolet and Sedgewick [11, Section IX.2] . Note that the number m(T ) is always divisible by t by construction.
Theorem 5.1. Let q 0 and Q be as described in Lemma 2.1. Set p m = [u mt ]b(q 0 , u, 1, 1) for m ≥ 1. Then, for a random tree T ∈ T of size n, we have
The proof can be found in the full version of this article. This theorem (slightly generalised) is a very useful tool in proving the central limit theorem for the path length in the following section.
The Path Length
This section is devoted to the analysis of the path length, as defined in the introduction. While the external path length is most natural in the setting of Huffman codes, it is more convenient to work with the total and the internal path length. As it was pointed out in the introduction, the three are essentially equivalent as they are (deterministically) related by simple linear equations.
We first use a generating functions approach to determine the asymptotic behaviour of the mean and variance. Let us define a generating function L r for the r-th moment of the total path length as follows:
Note that L 0 (q, u, w) = H(q, u, 1, w) in the notation of the previous sections. We are specifically interested in L 1 and L 2 . In analogy to the approach we used to determine a formula for H(q, u, v, w), we obtain a functional equation for L r (q, u, w) by first introducing
Replacing j leaves of depth h by internal vertices, thus creating tj new leaves of depth h + 1, increases the total path length by tj(h + 1). Thus we get
Define, for the sake of convenience, the linear operators
∂w and Φ q = q ∂ ∂q acting on our generating functions. Then we obtain
Likewise, one gets a functional equation for L 2 (q, u, w):
Both functional equations can be solved by means of iteration in the same way as the functional equation for the generating function H(q, u, v, w) that we used in previous sections. In order to determine the asymptotic behaviour of mean and variance, one only needs to find the expansion around the dominating singularity q 0 and apply singularity analysis. The main term of the mean is easy to guess: assuming that the vertices are essentially uniformly distributed along the entire height, it is natural to conjecture that (T ) is typically around tn(T )h(T )/2 and thus of quadratic order. This is indeed true, and the variance turns out to be of cubic order (terms of degree 4 cancel, as one would expect). The details are rather lengthy and given in the full version of this article. In order to prove convergence to the Gaussian distribution, a different, more probabilistic approach is needed. Standard theorems from analytic combinatorics no longer apply since the path length grows faster than, for example, the height, so that mean and variance no longer have linear order.
We number the internal vertices of a random canonical t-ary tree of size n from 1 to n in a natural topto-bottom, left-to-right way, starting at the root. Let X k,n denote the depth of the k-th internal vertex in a random tree T ∈ T of order n. Moreover, set Y k,n = X k+1,n − X k,n ∈ {0, 1}. In words, Y k,n is 1 if the (k + 1)-th internal vertex has greater distance from the root than the k-th, and 0 otherwise. It is clear that the height can be expressed as
which would indeed be an alternative approach to the central limit theorem for the height. More importantly, though, the internal path length can also be expressed in terms of the random variables Y k,n :
can be seen as a sum of n − 1 bounded random variables Z j,n = n−j n Y j,n . An advantage of this decomposition over other possible decompositions (e.g., by counting the number of vertices at different depths) is that the number of variables is not random. The Z j,n are neither identically distributed (which is not a major issue) nor independent. Fortunately, however, they are almost independent in that they satisfy a so-called "strong mixing condition". Let F s1 be the σ-algebra induced by the random variables Z 1,n , Z 2,n , . . . , Z s1,n , and let G s2 be the σ-algebra induced by the random variables Z s2,n , Z s2+1,n , . . . , Z n−1,n . There exist constants κ and λ such that
for all 1 ≤ s 1 < s 2 ≤ n and all events A ∈ F s1 and B ∈ G s2 . The main idea is simple: events A ∈ F s1 describe the shape of the random tree T up to the s 1 -th internal vertex, while events B ∈ G s2 describe the shape of the random tree T from the s 2 -th internal vertex on.
The probabilities of such events can be calculated by means of the generating function approach explained in Section 2, and the exponential error terms that one obtains through this approach (as in Theorem 5.1) yield the estimate (6.4) above. A more detailed explanation can be found in the full version of this article once again. Once the stated mixing condition has been proven, one can apply general central limit theorems for sums of random variables with strong mixing conditions, here specifically a result of Sunklodas [14, Theorem 1] . Putting everything together, we get for t ≥ 2.
We determined numerical values of these constants as in the previous sections, they are given in Table 4 .
The Width
In this final section, we consider the width w(T ), the maximum number of leaves on the same level, for which we have the following theorem: Theorem 7.1. For a random T ∈ T of size n, we have E(w(T )) = µ w log n + O(log log n), where µ w is given by µ w = 1 −(t − 1) log q 0 = 1 t log(2) + 1 t 2 log(2) + 1 t 3 log(2) + 1 t 4 log(2) + 1 t 5 log(2) + 2 t 6 ε 6 (t)
for t ≥ 23. For 2 ≤ t ≤ 22, the values of µ w are given in Table 5 . Furthermore, we have the concentration property (7.5) P(|w(T ) − µ w log n| ≥ 3µ w log log n) = O 1 log n .
Once again, we only sketch the idea of the proof here, details can be found in the full version of this article.
t µ tpl σ
We consider the trees with width bounded by K. The corresponding generating function W K (q) = T ∈T w(T )≤K q n(T ) can be constructed by a suitable transfer matrix, and we quantify the obvious convergence of W K (q) to H(q, 1, 1, 1). The dominant singularity q K of W K (q) is estimated by truncating the infinite positive eigenvector of an infinite transfer matrix corresponding to H(q, 1, 1, 1) and applying methods from PerronFrobenius theory. Then the probability P(w(T ) ≤ K) can be extracted from W K (q) using singularity analysis. Our key estimate states that the singularity q K converges exponentially to q 0 , from which the main term of the expectation as well as the concentration property are obtained quite easily. A more precise result on the distribution of the width would depend on a better understanding of the behaviour of q K as K → ∞, which seems to be quite complicated.
