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Drift parameter estimation for nonlinear stochastic differential
equations driven by fractional Brownian motion
Yaozhong Hu David Nualart Hongjuan Zhou
Abstract
We derive the strong consistency of the least squares estimator for the drift coefficient of a
fractional stochastic differential system. The drift coefficient is one-sided dissipative Lipschitz
and the driving noise is additive and fractional with Hurst parameter H ∈ (1
4
, 1). We assume
that continuous observation is possible. The main tools are ergodic theorem and Malliavin
calculus. As a by-product, we derive a maximum inequality for Skorohod integrals, which plays
an important role to obtain the strong consistency of the least squares estimator.
Keywords. Fractional Brownian motion, parameter estimation, nonlinear stochastic differential
equation, one-sided dissipative Lipschitz condition, maximum inequality, moment estimate, Ho¨lder
continuity, strong consistency.
1 Introduction and main result
In this paper, we study a parameter estimation problem for the following stochastic differential
equation (SDE) driven by a fractional Brownian motion (fBm)
dXt = −f(Xt)θdt+ σdBt , t ≥ 0 , (1.1) {nl.sde}
where X0 = x0 ∈ Rm is a given initial condition. The notations appearing in the above equation
are explained as follows. For the diffusion part, B = (B1, . . . , Bd) is a d-dimensional fBm of
Hurst parameter H ∈ (0, 1). The diffusion coefficient σ = (σ1, . . . , σd) is an m × d matrix, with
σj, j = 1, . . . , d being given vectors in R
m. For the drift part, the function f : Rm → Rm×l
satisfies some regularity and growth conditions that we shall specify below. We write f(x) =
(f1(x), . . . , fl(x)), with fj(x), j = 1, . . . , l, being vectors in R
m. We assume that θ = (θ1, . . . , θl) ∈ Rl
is an unknown constant parameter. In equation (1.1) we have used matrix notation, where the
vectors are understood as column vectors. With above notations, we may write (1.1) as
dXt = −
l∑
j=1
θjfj(Xt)dt+
d∑
j=1
σjdB
j
t .
Our objective is to estimate the parameter vector θ, from the continuous observations of the
process X = {Xt, t ≥ 0} in a finite interval [0, T ]. We consider a least squares type estimator, which
consists of minimizing formally the quantity
∫ T
0 |X˙t+ f(Xt)θ|2dt, where and in what follows we use
| · | to denote the Euclidean norm of a vector or the Hilbert-Schmidt norm of a matrix. From this
procedure, the least squares estimator (LSE) is given explicitly by
θˆT = −
(∫ T
0
(f trf)(Xt)dt
)−1 ∫ T
0
f tr(Xt)dXt , (1.2)
1
where f tr denotes the transpose of the matrix f . Substituting (1.1) into the above expression we
have
θˆT = θ −
(∫ T
0
(f trf)(Xt)dt
)−1 ∫ T
0
f tr(Xt)σdBt . (1.3) {theta.est}
In the above equation, the stochastic integral with respect to the fBm is understood as a divergence
integral (or Skorohod integral). See Section 2 for its definition.
In order to state the main result of the paper, we introduce the following hypothesis.
{f.cond12}
Hypothesis 1.1. The functions fj, 1 ≤ j ≤ m are continuously differentiable and there is a positive
constant L1 such that the Jacobian matrices ∇fj(x) ∈ Rm×m satisfy
l∑
j=1
θj∇fj(x) ≥ L1Im for all
x ∈ Rm, where Im is the m×m identity matrix.
In the above hypothesis and in what follows we use the notation A ≥ B to denote the fact that
A−B is a non-negative definite matrix.
We denote by C1p(Rm) the class of functions g ∈ C1(Rm) such that there are two positive constants
L2 and γ with
|g(x)| + |∇g(x)| ≤ L2(1 + |x|γ) , (1.4) {1.4}
for all x ∈ Rm. We denote by C2p(Rm) the class of functions g ∈ C2(Rm) such that there are two
positive constants L2 and γ with
|g(x)| + |∇g(x)| + |H(g)(x)| ≤ L2(1 + |x|γ) , (1.5) {1.5}
for all x ∈ Rm, where H(g) =
(
∂2g
∂xi∂xj
)
1≤i,j≤m
denotes Hessian matrix of g.
It is easy to see that under Hypothesis 1.1, f satisfies the one-sided dissipative Lipschitz condi-
tion:
〈x− y, (f(x)− f(y))θ〉 ≥ L1|x− y|2 , ∀ x, y ∈ Rm . (1.6) {1.6}
According to the papers [3, 4, 8] and the references therein, under Hypothesis 1.1 and assuming
fij ∈ C1p(Rm), for all 1 ≤ i ≤ m, 1 ≤ j ≤ l, the SDE (1.1) admits a unique solution Xt in Cα(R+;Rm)
for all α < H. Now we state the main result of this paper.
{thm.cons}
Theorem 1.2. Assume Hypothesis 1.1 and that the components of f belong to C1p(Rm) when H ∈
[12 , 1), and they belong to C2p(Rm) when H ∈ (14 , 12 ). Suppose that P
(
det(f trf)(X) > 0
)
> 0, where
X is the random variable appearing in Theorem 2.1. Then the least squares estimator θˆT of the
parameter θ is strongly consistent in the sense that lim
T→∞
|θˆT − θ| = 0 almost surely.
Remark 1.3. Condition P
(
det(f trf)(X) > 0
)
> 0 means that ν(det(f trf) > 0) > 0, where ν is
the invariant measure of the SDE (1.1). A sufficient condition for this to hold is det(f trf)(x) > 0
for all x ∈ Rm.
Remark 1.4. When f(x) = x is linear, this inference problem of θ has been extensively studied in
the literature and various kinds of estimation methods are proposed. We refer interested readers to
[6, 7] and the references therein.
For a general nonlinear case, let us first mention the paper [10] in which the maximum likelihood
estimator is analyzed. The paper [8] is more related to our work, where Neuenkirch and Tindel
studied the discrete observation case and proved the strong consistency of the following estimator
θ¯n = argminθ
∣∣∣∣∣∣
1
nα2n
n−1∑
k=0

|Xtk+1 −Xtk − f(Xtk ; θ)αn|2 −
d∑
j=1
|σj|2α2Hn


∣∣∣∣∣∣
2
when H > 12 , where αn = tk − tk−1 satisfies that αnnα converges to a constant as n→∞ for some
small α > 0. Their approach relies on Young’s inequality from the rough path theory to handle
Skorohod integrals, which cannot be applied for the case H ∈ (0, 12 ].
We will give the proof of our main theorem in Section 4. The proof relies on a maximum
inequality for Skorohod integrals which will be presented in Section 3. The main tools we use are
Malliavin calculus and ergodic theorem, which will be recalled in Section 2.
2 Preliminaries
{s.preliminary}
First, let us recall an ergodic theorem for the solution to equation (1.1) that is crucial for our
arguments. The d-dimensional fBm B = {(B1t , . . . , Bdt ), t ≥ 0} with Hurst parameter H ∈ (0, 1), is
a zero mean Gaussian process whose components are independent and have the covariance function
E(BitB
i
s) = RH(t, s) :=
1
2
(|t|2H + |s|2H − |t− s|2H), (2.1) {1eq1}
for i = 1, . . . , d. The probability space (Ω,F ,P) we are taking is the canonical probability space of
the fractional Brownian motion. Namely, Ω = C0(R+;R
d) is the set of continuous functions from R+
to Rd equipped with the uniform topology on any compact interval; F is the Borel σ-algebra, and
P is the probability measure on (Ω,F) such that the coordinate process Bt(ω) = ω(t) is a fractional
Brownian motion with Hurst parameter H ∈ (0, 1).
We define the shift operators µt : Ω→ Ω as
µtω(·) = ω(·+ t)− ω(t), t ∈ R, ω ∈ Ω .
The probability measure P is invariant with respect to the shift operators µt. The ergodic property
of the SDE (1.1) is summarized in the following theorem (see [4, 8]).
{ergodic}
Theorem 2.1. Assume the drift function f satisfies Hypothesis 1.1 and its components belong to
C1p(Rm). Then, the following results hold:
(i) There exists a random variable X : Ω→ Rm with E|X|p <∞ for all p ≥ 1 such that
lim
t→∞
|Xt(ω)−X(µtω)| = 0 (2.2)
for P-almost all ω ∈ Ω.
(ii) For any function g ∈ C1p(Rm), we have
lim
T→∞
1
T
∫ T
0
g(Xt)dt = E[g(X)] P-a.s. (2.3)
Next we recall some background material on the Malliavin calculus for the fBm B. Let Ed
denote the set of Rd-valued step functions on [0,∞) with compact support. The Hilbert space Hd
is defined as the closure of Ed endowed with the inner product
〈(1[0,s1], . . . ,1[0,sd]), (1[0,t1], . . . ,1[0,td])〉Hd = E



 d∑
j=1
Bjsj



 d∑
j=1
B
j
tj



 = d∑
i=1
RH(si, ti) .
Then the mapping (1[0,t1], . . . ,1[0,td]) 7→
∑d
j=1B
j
sj can be extended to a linear isometry between H
d
and the Gaussian space H1 spanned by B. We denote this isometry by ϕ ∈ Hd 7→ B(ϕ). For d = 1,
we simply write E = E1 and H = H1.
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When H = 12 , B is just a d-dimensional Brownian motion and H
d = L2([0,∞);Rd). When
H ∈ (12 , 1), let |H|d be the linear space of Rd-valued measurable functions ϕ on [0,∞) such that
‖ϕ‖2|H|d = αH
d∑
j=1
∫
[0,∞)2
|ϕjr||ϕjs||r − s|2H−2drds <∞ ,
where αH = H(2H − 1). Then |H|d is a Banach space with the norm ‖ · ‖|H|d and Ed is dense in
|H|d. Furthermore, for any ϕ ∈ L 1H ([0,∞);Rd), we have
‖ϕ‖|H|d ≤ bH,d‖ϕ‖
L
1
H ([0,∞);Rd)
, (2.4) {lh.norm}
for some constant bH,d > 0 (See [9]). Thus, we have continuous embeddings L
1
H ([0,∞);Rd) ⊂ |H|d ⊂
Hd for H > 12 .
When H ∈ (0, 12 ), the covariance of the fBm Bj can be expressed as
RH(t, s) =
∫ s∧t
0
KH(s, u)KH (t, u)du ,
where KH(t, s) is a square integrable kernel defined as
KH(t, s) = dH
((
t
s
)H− 1
2
(t− s)H− 12 − (H − 1
2
)s
1
2
−H
∫ t
s
vH−
3
2 (v − s)H− 12 dv
)
,
for 0 < s < t, with dH being a constant depending on H (see [9]). The kernel KH satisfies the
following estimates
|KH(t, s)| ≤ cH
(
(t− s)H− 12 + sH− 12
)
, (2.5) {kh.est1}
and ∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ ≤ c′H(t− s)H− 32 , (2.6) {kh.est2}
for all s < t and for some constants cH , c
′
H . Now we define a linear operator KH from Ed to
L2([0,∞);Rd) as
KH(φ)(s) =
(
KH(T, s)φ(s) +
∫ T
s
(φ(t)− φ(s))∂KH
∂t
(t, s)dt
)
1[0,T ](s) , (2.7) {kstar}
where the support of φ is included in [0, T ]. One can show that this definition does not depend
on T . Then the operator KH can be extended to an isometry between the Hilbert space H
d and
L2([0,∞);Rd) (see [9]), and if φ ∈ Hd has support in [0, T ], then (2.7) holds. For φ ∈ Hd with
support in [0, T ], we define
‖φ‖2
KdT
:=
∫ T
0
|φ(t)|2 ((T − t)2H−1 + t2H−1) dt+ ∫ T
0
(∫ T
s
|φ(t)− φ(s)|(t− s)H− 32 dt
)2
ds .
By the estimates (2.5) and (2.6), there exists a constant C depending on H such that for any φ ∈ Hd
with support in [0, T ],
‖φ‖2
Hd
= ‖KH(φ)‖2L2([0,∞);Rd) ≤ C‖φ‖2KdT . (2.8) {hnorm.est}
Next, we introduce the derivative operator and its adjoint, the divergence. Consider a smooth
and cylindrical random variable of the form F = f(Bt1 , . . . , Btn), where f ∈ C∞b (Rd×n) (f and its
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partial derivatives are all bounded). We define its Malliavin derivative as the Hd-valued random
variable given by DF = (D1F, . . . ,DdF ) whose jth component is given by
DjsF =
n∑
i=1
∂f
∂x
j
i
(Bt1 , . . . , Btn)1[0,tj ](s).
By iteration, one can define higher order derivatives Dj1,...,jiF that take values on (Hd)⊗i. For any
natural number p and any real number q ≥ 1, we define the Sobolev space Dp,q as the closure of the
space of smooth and cylindrical random variables with respect to the norm ‖ · ‖p,q given by
‖F‖qp,q = E(|F |q) +
p∑
i=1
E



 d∑
j1,...,ji=1
‖Dj1,...,jiF‖2(Hd)⊗i


q
2

 .
Similarly, if W is a general Hilbert space, we can define the Sobolev space of W-valued random
variables Dp,q(W).
For j = 1, . . . , d, the adjoint of the Malliavin derivative operator Dj, denoted as δj , is called the
divergence operator or Skorohod integral (see [9]). A random element u belongs to the domain of
δj , denoted as Dom(δj), if there exists a positive constant cu depending only on u such that
|E(〈DjF, u〉H)| ≤ cu‖F‖L2(Ω)
for any F ∈ D1,2. If u ∈ Dom(δj), then the random variable δj(u) is defined by the duality
relationship
E
(
Fδj(u)
)
= E(〈DjF, u〉H) ,
for any F ∈ D1,2. In a similar way, we can define the divergence operator on Hd and we have δ(u) =∑d
j=1 δ
j(uj) for u = (u1, . . . , ud) ∈ ∩dj=1Dom(δj). We make use of the notation δ(u) =
∫∞
0 utdBt
and call δ(u) the divergence integral of u with respect to the fBm B.
For p > 1, as a consequence of Meyer’s inequality, the divergence operator δ is continuous from
D
1,p(Hd) into Lp(Ω), which means
E(|δ(u)|p) ≤ Cp
(
E(‖u‖p
Hd
) + E(‖Du‖p
Hd⊗Hd
)
)
, (2.9) {div.pm}
for some constant Cp depending on p.
3 Moment estimates and maximal inequality for divergence inte-
grals with respect to fBm
{maxineq}
When H > 12 , thanks to (2.4) and (2.9), the following lemma provides a useful estimate for the
p-norm of the divergence integral with respect to fBm.
{pnorm.g}
Lemma 3.1. Let H ∈ (12 , 1) and let u be an element of D1,p(Hd), p > 1. Then u belongs to the
domain of the divergence operator δ in Lp(Ω). Moreover, we have
E(|δ(u)|p) ≤ Cp,H
(
‖E(u)‖p
L1/H ([0,∞);Rd)
+ E
(
‖Du‖p
L1/H ([0,∞)2;Rd×d
))
.
Now we consider the case of H ∈ (0, 12). First we will derive an estimate for the p-norm of
‖u1[a,b]‖H⊗W, where u is a stochastic process with values in a Hilbert space W.
Consider the functions Lt and Lt,s defined for 0 < s < t < b by
Lt(λ0, λ1) := (b− t)λ0tλ1 , (3.1) {lt}
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Lt,s(λ2, λ3, λ4) := (b− t)λ2(t− s)λ3sλ4 . (3.2) {lts}
where the λi’s are parameters. We denote by C a generic constant that depends only on the
coefficients of the SDE (1.1), the Hurst parameter H and the parameters introduced along the
paper.
{u.pmom}
Proposition 3.2. Let p ≥ 2 and H ∈ (0, 12). Fix b ≥ 0. Let W be a Hilbert space and consider a
W-valued stochastic process u = {ut, t ≥ 0} satisfying the following conditions:
(i) ‖ut‖Lp(Ω;W) ≤ K1Lt(λ0, λ1), for all t ≥ 0;
(ii) ‖ut − us‖Lp(Ω;W) ≤ K2Lt,s(λ2, λ3, λ4), for all s < t ≤ b,
where the parameters λi satisfy λ0 > −H, λ1, λ4 ≥ 0, λ2 > −12 , and λ3 > 12 − H. Then for all
0 ≤ a ≤ b,
E(‖u1[a,b]‖pH⊗W) ≤ CKp2bpλ4(b− a)pH+pλ2+pλ3 + CKp1bpλ1(b− a)pH+pλ0 . (3.3) {u.pnorm}
Proof. To simplify we assume W = R. Using the isometry of the operator KH , we can write
E(‖u1[a,b]‖pH) = E
(
‖KH(u1[a,b])‖pL2([0,b])
)
.
We decompose the integral appearing in (2.7) into sum of three terms according to the cases where
one of s, t is in the interval (a, b) or both. In this way, we obtain
KH(u1[a,b]) = KH(b, s)us1[a,b](s) +
(∫ b
s
(ut − us)∂KH
∂t
(t, s)dt
)
1[a,b](s)
+
(∫ b
a
ut
∂KH
∂t
(t, s)dt
)
1[0,a](s)
=: I1 + I2 + I3 .
Thus,
E(‖u1[a,b]‖pH) ≤ C
3∑
i=1
Ai , (3.4) {est}
where Ai = E
(
‖Ii‖pL2([0,b])
)
. Now we estimate each term Ai in (3.4). For A1, applying Minkowski
inequality and condition (i), we obtain
A1 ≤ C
(∫ b
a
(
(b− s)2H−1 + s2H−1) ‖us‖2Lp(Ω)ds
) p
2
≤ CKp1
(∫ b
a
((b− s)2H−1 + s2H−1)(b− s)2λ0s2λ1ds
) p
2
≤ CKp1
(∫ b
a
(
(b− s)2H−1 + (s− a)2H−1) (b− s)2λ0s2λ1ds)
p
2
= CKp1b
pλ1(b− a)pH+pλ0 .
For the term A3, applying again Minkowski inequality and condition (i), we can write
A3 ≤ C
(∫ a
0
(∫ b
a
‖ut‖Lp(Ω)(t− s)H−
3
2dt
)2
ds
) p
2
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≤ CKp1
(∫ a
0
(∫ b
a
(b− t)λ0tλ1(t− s)H− 32 dt
)2
ds
) p
2
.
Denote g(t) = (b− t)λ0tλ1 which is positive. Then
A3 ≤ CKp1
(∫
[a,b]2
g(t1)g(t2)dt1dt2
∫ a
0
(t1 − s)H−
3
2 (t2 − s)H−
3
2 ds
) p
2
.
Now∫ a
0
(t1 − s)H−
3
2 (t2 − s)H−
3
2 ds ≤
∫ a
0
(t1 − a)H−
3
2 (t2 − s)H−
3
2 ds ≤ C(t1 − a)H−
3
2 (t2 − a)H−
1
2 .
In the same way we have∫ a
0
(t1 − s)H−
3
2 (t2 − s)H−
3
2 ds ≤ C(t2 − a)H−
3
2 (t1 − a)H−
1
2 .
Using the fact that if u ≤ a1 and u ≤ a2, then u ≤ √a1a2, we see that∫ a
0
(t1 − s)H−
3
2 (t2 − s)H−
3
2 ds ≤ (t1 − a)H−1(t2 − a)H−1 .
Therefore, we have
A3 ≤ CKp1
(∫ b
a
(b− t)λ0(t− a)H−1tλ1dt
)p
≤ CKp1bpλ1(b− a)pH+pλ0 .
For A2, applying Minkowski inequality and condition (ii), yields
A2 ≤ C
(∫ b
a
(∫ b
s
‖ut − us‖Lp(Ω)(t− s)H−
3
2dt
)2
ds
) p
2
≤ CKp2
(∫ b
a
(∫ b
s
(b− t)λ2(t− s)λ3sλ4(t− s)H− 32 dt
)2
ds
) p
2
≤ CKp2
(∫ b
a
(b− s)2λ2+2λ3+2H−1s2λ4ds
) p
2
= CKp2b
pλ4(b− a)pH+pλ2+pλ3 .
This completes the proof.
Suppose now that u is a d-dimensional stochastic process. We will make use of the notation
‖u‖p,a,b := supa≤t≤b ‖ut‖Lp(Ω;Rd). Consider the following regularity conditions on u:
{hypo.u}
Hypothesis 3.3. Assume that there are constants K > 0, β > 12 −H and λ ∈ (0,H], such that the
R
d-valued process u = {ut, t ≥ 0} and its derivative {Dut, t ≥ 0} satisfy the following conditions:
(i) ‖u‖p,0,∞ = supt≥0 ‖ut‖Lp(Ω;Rd) <∞,
(ii) ‖ut − us‖Lp(Ω;Rd) ≤ K(t− s)β,
(iii) ‖Dut‖Lp(Ω;Hd⊗Rd) ≤ Ktλ,
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(iv) ‖Dut −Dus‖Lp(Ω;Hd⊗Rd) ≤ K(t− s)βsλ,
for all 0 ≤ s < t.
As an application of (2.9) and Proposition 3.2, we give the following estimate for the p-th
moment of the divergence integral δ(u1[0,T ]).
{div.pmom}
Proposition 3.4. Let H ∈ (0, 12 ) and p ≥ 2. Assume that the Rd-valued stochastic process {ut, t ≥
0} satisfies Hypothesis 3.3. Then for any T > 0, the divergence integral δ(u1[0,T ]) is in Lp(Ω), and
E(|δ(u1[0,T ])|p) ≤ CT pH(1 + T pλ)(1 + T pβ) ,
where the constant C is independent of T .
Proof. We will use inequality (2.9) to prove the proposition and it suffices to compute the right-hand
side of (2.9). Applying Proposition 3.2 to W = Rd, λ3 = β and λi = 0, i 6= 3, we obtain
E(‖u1[0,T ]‖pHd) ≤ C
(
‖u‖pp,0,∞T pH +KpT pβ+pH
)
.
To compute the p-th moment of the derivative of u, we use the functions Lt and Lt,s introduced
in (3.1) and (3.2), respectively, to write the conditions (iii) and (iv) of Hypothesis 3.3 as
‖Dut‖Lp(Ω;Hd⊗Rd) ≤ KLt(0, λ) ,
and
‖Dut −Dus‖Lp(Ω;Hd⊗Rd) ≤ KLt,s(0, β, λ) .
Then we use Proposition 3.2 for W = Hd⊗Rd and take into account the isomorphism H⊗(Hd⊗Rd) ∼=
Hd ⊗ Hd to obtain
E(‖Du1[0,T ]‖pHd⊗Hd) ≤ CKpT pH+pλ(1 + T pβ) .
This completes the proof of the proposition.
When H 6= 12 , the divergence integral
{∫ t
0 usdBs , t ≥ 0
}
is not a martingale, so we cannot apply
Burkholder inequality to bound the maximum of the integral. However, if the process u satisfies
some regularity conditions in Hypothesis 3.3, we can use a factorization method to estimate the
maximum, as it has been done in [1]. This result is given in the following theorem.
{div.maxineq}
Theorem 3.5. Let {ut, t ≥ 0} be an Rd-valued stochastic process. For the divergence integral∫ t
0 usdBs, t ≥ 0, we have the following statements:
1. Let H ∈ (14 , 12 ) and p > 1H . Assume that the stochastic process u satisfies Hypothesis 3.3.
Then the divergence integral
∫ t
0 usdBs is in L
p(Ω) for all t ≥ 0 and for any 0 ≤ a < b we have
the estimate
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
usdBs
∣∣∣∣
p
)
≤ C(b− a)pH(1 + (b− a)pβ)(1 + bpλ) ,
where C is a generic constant that does not depend on a, b.
2. Let H ∈ (12 , 1) and 1p + 1q = H with p > q. Suppose that for all T > 0
(i)
∫ T
0 E(|us|p)ds <∞,
(ii)
∫ T
0
∫ s
0 E(|Dtus|p)dtds <∞.
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Then the divergence integral
∫ t
0 usdBs is in L
p(Ω) for all t ≥ 0 and for any interval [a, b], we
have
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
usdBs
∣∣∣∣
p
)
≤ C
(
(b− a) pq
∫ b
a
E(|us|p)ds+ (b− a)
2p
q
∫ b
a
∫ s
a
E(|Dtus|p)dtds
)
,
where the constant C does not depend on a, b.
Proof. We may assume that u is a smooth function. The general case follows from a limiting
argument. We will use the elementary integral
∫ t
s
(t− r)α−1(r− s)−αdr = πsin(απ) for any α ∈ (0, 1),
and a stochastic Fubini’s theorem. For any α ∈ (1
p
, 1), we have
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
usdBs
∣∣∣∣
p
)
=
(
sin(απ)
π
)p
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
(∫ t
s
(t− r)α−1(r − s)−αdr
)
usdBs
∣∣∣∣
p
)
(
sin(απ)
π
)p
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
(∫ r
a
(r − s)−αusdBs
)
(t− r)α−1dr
∣∣∣∣
p
)
≤
(
sin(απ)
π
)p
E
(
sup
t∈[a,b]
(∫ t
a
∣∣∣∣
∫ r
a
(r − s)−αusdBs
∣∣∣∣
p
dr
) ∣∣∣∣
∫ t
a
(t− r)
p(α−1)
p−1 dr
∣∣∣∣
p−1
)
≤ Cα,p(b− a)pα−1
∫ b
a
E(|Gr|p)dr , (3.5) {max.ineq}
where
Gr :=
∫ r
a
(r − s)−αusdBs, r ∈ [a, b] .
Case H ∈ (12 , 1): Using Lemma 3.1 for α ∈ (1p , 1q ) and 1p + 1q = H, we get
E(|Gr|p) ≤ Cp,H
((∫ r
a
(r − s)− αH |E(us)|
1
H ds
)pH
+ E
(∫ r
a
∫ s
a
(r − s)− αH |Dµus|
1
H dµds
)pH)
≤ Cp,H
(∫ r
a
(r − s)−αqds
) p
q
(∫ r
a
|E(us)|pds
)
+ Cp,H
(∫ r
a
∫ s
a
(r − s)−αqdµds
) p
q
(∫ r
a
∫ s
a
E(|Dµus|)pdµds
)
≤ Cα,p,q,H
(
(r − a) pq−αp
∫ r
a
E(|us|p)ds+ (r − a)
2p
q
−αp
∫ r
a
∫ s
a
E(|Dµus|p)dµds
)
.
Therefore,
E
(
sup
t∈[a,b]
∣∣∣∣
∫ t
a
usdBs
∣∣∣∣
p
)
≤ C
(
(b− a) pq
∫ b
a
E(|us|p)ds + (b− a)
2p
q
∫ b
a
∫ s
a
E(|Dµus|p)dµds
)
.
Case H ∈ (0, 12): Denote ψ(t) = (r − t)−αut for t ∈ [a, r). Then by (2.9),
E(|Gr|p) ≤ E(‖ψ1[a,r)‖pHd) + E(‖D(ψ1[a,r))‖
p
Hd⊗Hd
) . (3.6) {gr.pm}
We will estimate the above two items on the right-hand side one by one. For a ≤ s < t < r,
|ψ(t) − ψ(s)| = |(r − t)−α(ut − us) +
(
(r − t)−α − (r − s)−α)us|
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≤ (r − t)−α|ut − us|+ (r − t)−2α(t− s)α|us| ,
where we have used the inequality 1− (r− t)α(r− s)−α ≤ (r− s)−α(t− s)α. Thus, using Hypothesis
3.3 (ii), we can write
‖ψ(t) − ψ(s)‖Lp(Ω;Rd) ≤ (r − t)−α‖ut − us‖Lp(Ω;Rd) + (r − t)−2α(t− s)α‖us‖Lp(Ω;Rd)
≤ K(r − t)−α(t− s)β + ‖u‖p,a,b(r − t)−2α(t− s)α, (3.7)
and
‖ψ(t)‖Lp(Ω;Rd) = (r − t)−α‖ut1[a,r)‖Lp(Ω;Rd) ≤ (r − t)−α‖u‖p,a,b , (3.8) {psi}
This means that ψ satisfies the assumptions of Proposition 3.2 with W = Rd with the functions
Lt(−α, 0) and Lt,s(−α, β, 0) + Lt,s(−2α,α, 0) if we choose α ∈ (max(1
p
, 12 −H),H), which requires
H ∈ (14 , 12). In this way, we obtain
E(‖ψ1[a,r]‖pHd) ≤ C(r − a)pH−pα(1 + (r − a)pβ) . (3.9) {psi.hnorm}
Similarly, using Hypotheses 3.3 (iii) and (iv), we have
‖Dψ(t)−Dψ(s)‖Lp(Ω;Hd⊗Rd)
≤ (r − t)−α‖Dut −Dus‖Lp(Ω;Hd⊗Rd) + (r − t)−2α(t− s)α‖Dus‖Lp(Ω;Hd⊗Rd)
≤ K(r − t)−α(t− s)βsλ + K(r − t)−2α(t− s)αsλ (3.10) {dpsi.dif}
and
‖Dψ(t)‖Lp(Ω;Hd⊗Rd) = (r − t)−α‖Dut‖Lp(Ω;Hd⊗Rd) ≤ K(r − t)−αtλ. (3.11) {dpsi}
This means that Dψ satisfies the assumptions of Proposition 3.2 with W = Hd⊗Rd with the functions
Lt(−α, λ) and Lt,s(−α, β, λ) + Lt,s(−2α,α, λ). Using Proposition 3.2 for Dψ with W = Hd ⊗ Rd,
we have
E(‖D(ψ1[a,r])‖pHd⊗Hd) ≤ C(r − a)pH−pα(1 + (r − a)pβ)bpλ. (3.12) {dpsi.hnorm}
Substituting the bounds of (3.9) and (3.12) into (3.6), we have
E(|Gr|p) ≤ C(r − a)pH−pα(1 + (r − a)pβ)(1 + bpλ) . (3.13)
Finally, putting this estimate into (3.5), we complete the proof.
4 Proof of the main theorem
{proof}
4.1 Estimates of the solution of SDE
Before we present the proof of the main theorem, we need some auxiliary results. First, we prove
some estimates for the p-th moment of the solution of the SDE (1.1).
{p.moment}
Proposition 4.1. Let H ∈ (0, 1) and p ≥ 1. Assume the drift function f of the SDE (1.1) satisfies
Hypotheses 1.1 and its components belong to C1p(Rm). Let X be the unique solution to (1.1). Then
we have the following statements:
(1) There exists a constant Cp > 0 such that ‖Xt‖Lp(Ω;Rm) ≤ Cp, and ‖Xt − Xs‖Lp(Ω;Rm) ≤
Cp|t− s|H for all t ≥ s ≥ 0.
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(2) The Malliavin derivative of the solution Xt satisfies for all 0 ≤ s ≤ t
|DsXt| ≤ |σ|e−L1(t−s) , a.s. (4.1) {ineq.dext}
Moreover, if v ≤ u ≤ s ≤ t, we have
‖DuXt −DvXt‖Lp(Ω;Rm×d) ≤ Ce−L1(t−u)(1 ∧ |u− v|) , (4.2) {ineq3.dext}
‖DuXt −DuXs‖Lp(Ω;Rm×d) ≤ Ce−L1(s−u)(1 ∧ |t− s|) , (4.3) {ineq2.dext}
and
‖DuXt −DvXt − (DuXs −DvXs)‖Lp(Ω;Rm×d) ≤ Ce−L1(s−u)(1 ∧ |u− v|)(1 ∧ |t− s|) , (4.4) {ineq4.dext}
where C is a generic constant.
Proof. For the proof of the first result we refer to [3], [4], and [8].
To show the second part of this proposition, taking the Malliavin derivative for s ≤ t on both
sides of equation (1.1) yields
DsXt = −
∫ t
s
l∑
j=1
θj∇fj(Xr)DsXrdr + σ , (4.5) {de.xt}
where σ = (σ1, . . . , σd) ∈ Rm×d. Denote Zt = DsXt for t ≥ s. We can write the above equation as
the following ordinary differential equation for t ≥ s:{
dZt = −
∑l
j=1 θj∇fj(Xt)Ztdt,
Zs = σ.
Differentiating |Zt|2 with respect to t, and using (1.6), we get
d|Zt|2
dt
= 2〈Zt,−
l∑
j=1
θj∇fj(Xt)Zt〉 ≤ −2L1|Zt|2 .
By Gronwall’s lemma, we obtain
|Zt|2 ≤ e−2L1(t−s) |σ|2 ,
and this implies (4.1).
We now proceed to the proof of (4.2). For v ≤ u ≤ t, equation (4.5) implies
DuXt −DvXt = −
∫ t
u
l∑
j=1
θj∇fj(Xr)(DuXr −DvXr)dr +
∫ u
v
l∑
j=1
θj∇fj(Xr)DvXrdr . (4.6) {md.dif}
Repeating the above arguments for DuXt −DvXt, t ≥ u, we can write
|DuXt −DvXt| ≤ e−L1(t−u)
∣∣∣ ∫ u
v
l∑
j=1
θj∇fj(Xr)DvXrdr
∣∣∣ .
Applying Minkowski inequality and (4.1) to DvXr, and then using the fact that the L
p-norm of
|∇fj(Xr)| is bounded due to condition (1.4), we obtain
‖DuXt −DvXt‖Lp(Ω;Rm×d) ≤ e−L1(t−u)
∫ u
v
‖
l∑
j=1
θj∇fj(Xr)DvXr‖Lp(Ω;Rm×d)dr
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≤ Ce−L1(t−u)
∫ u
v
e−L1(r−v)dr ≤ Ce−L1(t−u)(1 ∧ |u− v|) .
This proves (4.2). To prove (4.3), we use equation (4.5) to obtain
E(|DuXt −DuXs|p) = E


∣∣∣∣∣∣
∫ t
s
l∑
j=1
θj∇fj(Xr)DuXrdr
∣∣∣∣∣∣
p
 .
Applying Minkowski inequality and using (4.1) forDuXr, and the fact that the L
p-norm of |∇fj(Xr)|
is bounded, we obtain
‖DuXt −DuXs‖Lp(Ω;Rm×d) ≤
∫ t
s
∥∥∥∥∥∥
l∑
j=1
θj∇fj(Xr)DuXr
∥∥∥∥∥∥
Lp(Ω;Rm×d)
dr
≤ C
∫ t
s
e−L1(r−u)dr ≤ Ce−L1(s−u)(1 ∧ |t− s|) .
Finally we prove (4.4). Using (4.6), we have the following estimate
‖DuXt −DvXt − (DuXs −DvXs)‖Lp(Ω;Rm×d) =
∥∥∥∥∥∥
∫ t
s
l∑
j=1
θj∇fj(Xr)(DuXr −DvXr)dr
∥∥∥∥∥∥
Lp(Ω;Rm×d)
.
Applying Minkowski inequality and Cauchy-Schwartz inequality yields
‖DuXt −DvXt − (DuXs −DvXs)‖Lp(Ω;Rm×d)
≤ C
∫ t
s
‖∇fj(Xr)‖L2p(Ω;Rm×m)‖DuXr −DvXr‖L2p(Ω;Rm×d)dr
≤ C(1 ∧ |u− v|)
∫ t
s
e−L1(r−u)dr ≤ Ce−L1(s−u)(1 ∧ |u− v|)(1 ∧ |t− s|) .
This proves (4.4) and proof of the proposition is complete.
Remark 4.2. It is worth pointing out that the solution of the SDE (1.1) is Ho¨lder continuous in
Lp for all p ≥ 1 with exponent H, i.e., ‖Xt − Xs‖Lp(Ω;Rm) ≤ C|t − s|H . However, the Malliavin
derivative of Xt is more regular, i.e., ‖DuXt − DuXs‖Lp(Ω;Rm×d) ≤ C|t − s|. That is, the Ho¨lder
continuity exponent is improved from H to 1. This is because the noise in the SDE is additive.
The next lemma provides bounds for the norm of the derivative of a function of the solution to
equation (1.1).
{derg.norm}
Lemma 4.3. Let H ∈ (0, 12) and p ≥ 2. Consider a function g = (g1, . . . , gd) : Rm → Rd whose
components belong to C2p(Rm). Then for all 0 ≤ s ≤ t, we have
‖Dg(Xt)−Dg(Xs)‖Lp(Ω;Hd⊗Rd) ≤ K(t− s)Hsλ , (4.7) {ddg.norm}
and
‖Dg(Xs)‖Lp(Ω;Hd⊗Rd) ≤ Ksλ , (4.8) {dg.norm}
for any λ ∈ (0,H], where K is a constant that may depend on λ.
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Proof. Consider the Hd ⊗ Rd-valued function φ := Dg(Xt)−Dg(Xs). We can writre
‖φ‖2
Hd⊗Rd ≤ C‖φ‖2Kdt ⊗Rd ≤ C
∫ t
0
|φ(u)|2 ((t− u)2H−1 + u2H−1) du
+C
∫ t
0
(∫ t
v
|φ(u)− φ(v)|(u − v)H− 32du
)2
dv =: C(A1 +A2) .
Therefore,
‖φ‖Lp(Ω;Hd⊗Rd) ≤ C
2∑
i=1
‖Ai‖
1
2
L
p
2 (Ω)
.
It remains to estimate ‖Ai‖
1
2
L
p
2 (Ω)
for i = 1, 2. First, we write φ(u) as
φ(u) = ∇g(Xt) · (DuXt −DuXs) + (∇g(Xt)−∇g(Xs)) ·DuXs . (4.9) {phi.u}
Thus, by the submultiplicativity of Hilbert-Schmidt norm, i.e., |AB| ≤ |A||B|, we have
|φ(u)| ≤


|∇g(Xt)||DuXt −DuXs|+ |Xt −Xs||DuXs|
× ∫ 10 ‖H(g(Xs + r(Xt −Xs)))‖dr when u ≤ s ≤ t ;
|∇g(Xt)||DuXt| when s ≤ u ≤ t .
HereH(g) = (H(g1), . . . ,H(gd)) is understood as the third order tensor, and ‖H(g)‖2 =∑i |H(gi)|2.
Since the components of g belong to C2p(Rm), Proposition 4.1 says that the Lp norm of |∇g(Xt)|
and ‖H(g(Xt))‖ are both bounded for any t ≥ 0, p ≥ 1. Due to these facts and the inequalities (4.1)
and (4.3), we have
(E(|φ(u)|p)) 1p ≤ C


(
E(|∇g(Xt)|2p)
) 1
2p
(
E(|DuXt −DuXs|2p)
) 1
2p
+e−L1(s−u)
∫ 1
0
(
E(‖H(g(Xs + r(Xt −Xs)))‖2p)
) 1
2p dr
× (E(|Xt −Xs|2p)) 12p when u ≤ s ≤ t;(
E(|∇g(Xt)|2p
) 1
2p
(
E(|DuXt|2p)
) 1
2p when s ≤ u ≤ t
≤ Ce−L1(s−u)(t− s)H1{u<s} + Ce−L1(t−u)1{u>s} .
Therefore,
‖A1‖
1
2
L
p
2 (Ω)
≤
(∫ t
0
(E(|φ|p)) 2p ((t− u)2H−1 + u2H−1) du)
1
2
≤ C(t− s)H
(∫ s
0
e−2L1(s−u)
(
(t− u)2H−1 + u2H−1) du) 12
+C
(∫ t
s
e−2L1(t−u)
(
(t− u)2H−1 + u2H−1) du)
1
2
≤ C(t− s)H ,
where in the last inequality we have used the following arguments. For the second summand, we
have bounded e−2L1(t−u) by 1 and applied the inequality t2H − s2H ≤ (t − s)2H . For the first
summand, we bound (t− u)2H−1 by (s − u)2H−1 and decompose the integral in the intervals [0, 1]
and [1, s] (if s ≥ 1).
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Now we discuss A2. For v < u, we decompose
φ(u)− φ(v) =


(∇g(Xt)−∇g(Xs)) · (DuXt −DvXt)
+∇g(Xs) · (DuXt −DvXt − (DuXs −DvXs)) when v < u < s < t ;
(∇g(Xt)−∇g(Xs)) · (DuXt −DvXt)
+∇g(Xs) · (DuXt −DvXt +DvXs) when v < s < u < t ;
∇g(Xt) · (DuXt −DvXt) when s < v < u < t .
(4.10) {phi.u}
We shall consider the above three cases separately.
Case 1): v < u < s < t. In this case we have
(E(|φ(u)− φ(v)|p)) 1p ≤
∫ 1
0
(
E(‖H(g(Xs + r(Xt −Xs)))‖4p)
) 1
4p dr
× (E(|Xt −Xs|4p)) 14p (E(|DuXt −DvXt|2p)) 12p
+
(
E(|∇g(Xs)|2p)
) 1
2p
(
E(|DuXt −DvXt − (DuXs −DvXs)|2p)
) 1
2p .
Case 2): s < v < u < t. We have
(E(|φ(u)− φ(v)|p)) 1p = (E(|∇g(Xt) · (DuXt −DvXt)|p))
1
p
≤ (E(|∇g(Xt)|2p)) 12p (E(|DuXt −DvXt|2p)) 12p .
Case 3): v < s < u < t. We have
φ(u)− φ(v) = ∇g(Xt) ·DuXt −∇g(Xt) · (DvXt −DvXs)− (∇g(Xt)−∇g(Xs)) ·DvXs ,
so
(E(|φ(u) − φ(v)|p)) 1p ≤ (E(|∇g(Xt)|2p)) 12p ((E(|DuXt|2p)) 12p + (E(|DvXt −DvXs|2p)) 12p)
+
∫ 1
0
(
E(‖H(g(Xs + r(Xt −Xs)))‖4p)
) 1
4p dr
× (E(|Xt −Xs|4p)) 14p (E(|DvXs|2p)) 12p .
Combining the above cases, and using the inequalities (4.1) to (4.4) in Proposition 4.1, we obtain
(E(|φ(u) − φ(v)|p)) 1p ≤ C|t− s|He−L1(s−u)|u− v|ǫ1{v<u<s<t} + Ce−L1(t−u)|u− v|ǫ1{v>s}
+ C
(
e−L1(t−u) + e−L1(s−v)|t− s|H
)
1{v<s<u<t}
:=
4∑
i=1
A2i , (4.11) {phiuv.pm}
where we have used 1 ∧ |u − v| ≤ C|u− v|ǫ for any ǫ ∈ [0, 1] and 1 ∧ |t − s| ≤ C|t− s|H . Now we
apply Minkowski’s inequality to ‖A2‖
1
2
L
p
2 (Ω)
and then an application of (4.11) yields
‖A2‖
1
2
L
p
2 (Ω)
≤
(∫ t
0
(∫ t
v
(E|φ(u)− φ(v)|p) 1p (u− v)H− 32 du
)2
dv
) 1
2
≤
4∑
i=1
A
(i)
2 ,
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where
A
(i)
2 =
(∫ t
0
(∫ t
v
A2i(u− v)H−
3
2 du
)2
dv
) 1
2
.
For i = 1, fix λ ∈ (0,H] and set ǫ = 1−H + λ for A21 in (4.11). In this way, we obtain
A
(1)
2 ≤ C(t− s)H
(∫ s
0
(∫ s
v
e−L1(s−u)(u− v)λ− 12 du
)2
dv
) 1
2
≤ C(t− s)H
(∫ s
0
(s− v)2λ−1dv
) 1
2
≤ C(t− s)Hsλ,
where the second inequality follows from the following estimate. For any α ∈ (−1, 0),∫ s
v
e−L1(s−u)(u− v)αdu ≤
∫ s−v
0
e−L1(s−v−x)xαdx
≤
∫ s−v
2
0
e−L1(
s−v
2
)xαdx+
∫ s−v
s−v
2
(
s− v
2
)αe−L1(s−v−x)dx
≤ C
(
e−L1(
s−v
2
)(
s− v
2
)α+1 + (
s− v
2
)α
)
≤ C(s− v)α , (4.12) {int.est2}
taking into account the fact that the function xe−L1x is bounded on [0,∞).
For i = 2, choosing ǫ = 1, we can write
A
(2)
2 ≤ C
(∫ t
s
(∫ t
v
e−L1(t−u)(u− v)H− 12 du
)2
dv
) 1
2
Using (4.12) by setting λ = H − 12 , we have
A
(2)
2 ≤ C
(∫ t
s
(t− v)2H−1dv
) 1
2
≤ C(t− s)H .
For i = 3,
A
(3)
2 ≤ C
(∫ s
0
(∫ t
s
e−L1(t−u)(u− v)H− 32du
)2
dv
) 1
2
≤ C
∫ t
s
(∫ s
0
e−2L1(t−u)(u− v)2H−3dv
) 1
2
du ≤ C
∫ t
s
(u− s)H−1du ≤ C(t− s)H .
For i = 4,
A
(4)
2 ≤ C(t− s)H
(∫ s
0
(∫ t
s
(u− v)H− 32 du
)2
e−L1(s−v)dv
) 1
2
≤ C(t− s)H
(∫ s
0
(s− v)2H−1e−L1(s−v)dv
) 1
2
≤ C(t− s)H .
This finishes the proof of (4.7). The proof of (4.8) is similar.
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We next apply Proposition 4.1 and Lemma 4.3 to deduce the estimate for the p-th moment of
the divergence integral Zg,t which is defined as
Zg,t :=
∫ t
0
g(Xs)dBs , (4.13) {zgt.def}
where {Xt, t ≥ 0} is the solution of the SDE (1.1), and the function g : Rm → Rd satisfies some
regularity and growth conditions. {zt.pnorm}
Proposition 4.4. Let the divergence integral Zg,T be defined by (4.13).
1. If H ∈ (14 , 12) and p ≥ 2, assume that the components of the function g : Rm → Rd belong to
the space C2p(Rm). Then we have
E(|Zg,T |p) ≤ CT pH(1 + T pλ)(1 + T pH) ,
for any λ ∈ (0,H], where C > 0 is a constant independent of T .
2. If H ∈ (12 , 1), assume that the components of the function g : Rm → Rd belong to the space
C1p(Rm). Then for p > 1H , we have
E(|Zg,T |p) ≤ CT pH ,
for all T > 0, where C > 0 is independent of T .
Proof. First, for H ∈ (14 , 12), by Proposition 4.1, the process {g(Xt), t ≥ 0} satisfies conditions (i)
and (ii) of Hypothesis 3.3 with β = H, which requires H > 12−H, i.e., H > 14 . By (4.7) and (4.8) of
Lemma 4.3, Dg(Xt) satisfies conditions (iii) and (iv) of Hypothesis 3.3 with β = H and λ ∈ (0,H].
By Proposition 3.4, we obtain the result.
Second, for H ∈ (12 , 1), applying the results in the preceding Proposition 4.1, we get that g(Xt)
and ∇g(Xt) are bounded in Lp(Ω), so clearly g(Xt) is in the space D1,p(Hd). Applying Lemma 3.1
to Zg,T yields
E(|Zg,T |p) ≤ Cp,H
((∫ T
0
E(|g(Xt)|
1
H )dt
)pH
+ E
(∫ T
0
∫ t
0
|Dsg(Xt)|
1
H dsdt
)pH)
.
Then we use (4.1) and integrate s to obtain
E(|Zg,T |p) ≤ Cp,H
((∫ T
0
E(|g(Xt)|
1
H )dt
)pH
+
|σ|pHpH
L
pH
1
E
(∫ T
0
|∇g(Xt)|
1
H (1− e−L1H t)dt
)pH)
≤ Cp,H
(∫ T
0
E(|g(Xt)|
1
H )dt
)pH
+ Cp,H,L1,σ
(∫ T
0
(E|∇g(Xt)|p)
1
pH dt
)pH
≤ CT pH .
This concludes the proof.
4.2 Proof of Theorem 1.2
The following lemma is an important ingredient of the proof of Theorem 1.2. {f.erg.pos}
Lemma 4.5. Suppose f satisfies P
(
det(f trf)(X) > 0
)
> 0, then E
(
(f trf)(X)
)
is invertible.
Proof. Let ν be the law of X. Applying Minkowski determinantal inequality and Jensen’s inequality
yields
det
(∫
Rm
(f trf)(x)ν(dx)
) 1
l
≥
∫
Rm
det
(
(f trf)(x)
) 1
l ν(dx) ,
which is positive under our hypothesis.
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Next we proceed to prove Theorem 1.2. Recall that the estimator θˆT is given by (1.3). By
Theorem 2.1, we have
1
T
∫ T
0
(f trf)(Xt)dt→ E
(
(f trf)(X)
)
a.s. ,
which is invertible. Therefore,
(
1
T
∫ T
0
(f trf)(Xt)dt
)−1
→ (E ((f trf)(X)))−1 a.s. . (4.14) {kl1}
Fix j = 1, . . . , l and consider the function gj(x) = f
tr
j (x)σ : R
m → Rd. Denote
Zj,t =
∫ t
0
gj(Xs)dBs =
∫ t
0
f trj (Xs)σdBs.
for j = 1, . . . , l. Taking into account (4.14), to show limT→∞
1
T
|θˆT − θ| = 0 it suffices to show
lim
T→∞
1
T
Zj,T = 0 (4.15) {ecua1}
for each j = 1, . . . , l. The proof of (4.15) will be done in two steps.
Step 1: Fix j = 1, . . . , l. We first show that
lim
n→∞
n−1Zj,n = 0.
Since the components of f belong to the space Cip(Rm) with i = 1, 2, depending on H > 12 or
H < 12 , respectively, clearly the function gj(x) satisfies the conditions in Proposition 4.4. Applying
Proposition 4.4,
E(|Zj,n|p) ≤
{
CnpH when H ∈ (12 , 1)
Cnp(2H+λ) when H ∈ (14 , 12)
(4.16) {e.4.14}
for any λ ∈ (0,H]. We will choose p and λ in such a way that p > 11−H if H ∈ (12 , 1) and
0 < λ < 1− 2H and p > 11−2H−λ if H ∈ (0, 12).
On the other hand, for any ǫ > 0, by Chebyshev inequality and the above estimates we have
∞∑
n=1
P(
∣∣n−1Zj,n∣∣ > ǫ) ≤ ∞∑
n=1
ǫ−pE
(∣∣n−1Zj,n∣∣p)
≤
{
C
∑∞
n=1 ǫ
−pn(H−1)p when H ∈ (12 , 1)
C
∑∞
n=1 ǫ
−pn(2H+λ−1)p when H ∈ (0, 12)
< ∞.
By Borel-Cantelli lemma, n−1Zj,n → 0 a.s. as n→∞.
Step 2: For any T > 0 we define the integer kT by kT ≤ T < kT + 1. We write
1
T
Zj,T =
kT
T
1
kT
∫ kT
0
gj(Xt)dBt +
1
T
∫ T
kT
gj(Xt)dBt .
Thus,
1
T
|Zj,T | ≤ 1
kT
∣∣∣∣
∫ kT
0
gj(Xt)dBt
∣∣∣∣+ 1T
∣∣∣∣
∫ T
kT
gj(Xt)dBt
∣∣∣∣ .
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Clearly from Step 1 the first summand converges to 0 almost surely as T → ∞. For the second
summand, observe that
1
T
∣∣∣∣
∫ T
kT
gj(Xt)dBt
∣∣∣∣ ≤ 1kT supt∈[kT ,kT+1]
∣∣∣∣
∫ t
kT
gj(Xs)dBs
∣∣∣∣ . (4.17) {eq1.cons}
Now we apply Theorem 3.5 to the p-th moment of supt∈[kT ,kT+1]
∣∣∣∫ tkT gj(Xs)dBs
∣∣∣. When H ∈ (12 , 1),
we have
E
[
sup
t∈[kT ,kT+1]
∣∣∣∣
∫ t
kT
gj(Xs)dBs
∣∣∣∣
p
]
≤ C
(∫ kT+1
kT
E(|gj(Xs)|p)ds +
∫ kT+1
kT
∫ s
kT
E(|Dµgj(Xs)|p)dµds
)
≤ C
∫ kT+1
kT
E (|gj(Xs)|p + |∇gj(Xs)|p) ds ≤ C .
Similarly, for H ∈ (14 , 12), gj belongs to C2p(Rm), so by Lemma 4.3 it satisfies Hypothesis 3.3. Then
applying Theorem 3.5 yields
E
[
sup
t∈[kT ,kT+1]
∣∣∣∣
∫ t
kT
gj(Xs)dBs
∣∣∣∣
p
]
≤ C(kT + 1)pλ
for all p > 1
H
, and any λ ∈ (0,H]. By Chebyshev inequality,
P
(
1
kT
sup
t∈[kT ,kT+1]
∣∣∣∣
∫ t
kT
gj(Xs)dBs
∣∣∣∣ > ǫ
)
≤ ǫ−pE
(
1
kT
p sup
t∈[kT ,kT+1]
∣∣∣∣
∫ t
kT
gj(Xs)dBs
∣∣∣∣
p
)
≤ Cǫ−pkpλ−pT .
Choosing p large enough, the above right-hand side is summable with respect to kT and the desired
result just follows from Borel-Cantelli Lemma. This completes the proof of Theorem 1.2.
Remark 4.6. From the proof of Theorem 1.2 we can see that the random variables ξt = t
−1Zj,t
converge to 0 as t tends to infinity for every j = 1, . . . , l in the following sense. For any ǫ > 0,
lim
n→∞
∞∑
k=n
P( sup
k≤t≤k+1
|ξt| > ǫ) = 0 .
This type of convergence is analogous to the complete convergence of a sequence of random variables
(see [5]), which implies the almost sure convergence.
Remark 4.7. If we assume that the parameter vector θ belongs to a compact set Θ ⊂ Rl, the upper
bound of the p-th moment of Xt would be independent of θ, and, correspondingly, the constants C
and K that appear in Proposition 4.1, Lemma 4.3 and Proposition 4.4 would be independent of θ as
well. As a consequence, we get the uniform strong convergence of the random variables ξt = t
−1Zj,t
to 0 as t tends to infinity for every j = 1, . . . , l, in the sense of
lim
T→∞
sup
θ∈Θ
P(sup
t≥T
|ξt| > ǫ) = 0
for any ǫ > 0. Furthermore, if the function f satisfies (f trf)−1 ≤ L3Il where L3 > 0 is a constant
independent of θ and Il is an l × l identity matrix, the uniform strong consistency of θˆT can be
established by observing that
(
1
T
∫ T
0 (f
trf)(Xt)dt
)−1
≤ L3Il.
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