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Abstract
Uncertainty Estimation for Stereo Visual Odometry
Derek Ross
Over the past few decades, unmanned aerial vehicles (UAVs) have been increasingly popular for use in locations that are lacking, or have unreliable global
navigation satellite system (GNSS) availability. One of the more popular localization techniques for quadrotors is the use of visual odometry (VO) through
monocular, RGB-D, or stereo cameras. With primary applications in the context
of Simultaneous Localization And Mapping (SLAM) and indoor navigation, VO
is largely used in combination with other sensors through Bayesian filters, namely
Extended Kalman Filter (EKF) or Particle Filter.
This work investigates the accuracy of two standard covariance estimation
techniques for a feature-based stereo visual odometry algorithm. An effort is
then made to learn the odometry errors by means of Gaussian process regression
(GPR). By evaluating positioning error while monitoring VO confidence metrics
(e.g., amount/quality of features tracked, motion between frames), an estimate of
the uncertainty in the VO position estimate is realized. The experiments carried
out in this work are first performed in a ROS/Gazebo simulation environment,
where the true position of the UAV is known and can be compared directly against
the VO estimated position allowing for meaningful conclusions of the covariance
estimate. This is valuable information for filtering strategies and motion planning
under uncertainty algorithms, especially when the environment is not consistently
rich in features. Proper knowledge of the covariance in the estimate can lead to
neglecting the motion terms with high position uncertainty, preventing the VO
solution from negatively effecting the estimate of the filter. The experiments in
simulation are then extended to experimental testing on the UAV hardware setup
with a Vicon motion capture system as ground truth.
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1

Introduction

1.1

Problem Statement and Motivation

Stereo vision is a valuable sensing capability that can provide robot position information and detect the presence of three-dimensional (3D) objects in view. At
a certain point in time, stereo matching can provide a local 3D model of points
that can used for obstacle avoidance and motion planning. When the model is
used in this way in conjunction with estimation of the robots motion from stereo
imaging, this is referred to as stereo navigation.
Visual odometry (VO) has been around for several decades, and is used to estimate the motion of a robot using only the information from one or more cameras
fixed to it. The process is widely used in robotics, with applications extending to
virtual and augmented reality (VR/AR) and the rapidly growing automotive industry. In robotics specifically, VO is a highly valuable pose estimation technique
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for mobile robots that do not have reliable GPS signal, including but not limited
to: aerial robots, underwater or underground vehicles, and planetary rovers. VO
can be essential for missions where robot odometry errors must be minimal, which
is why every Mars rover since the early 2000s has used VO to aid in autonomous
navigation [3].
A common drawback for VO, like all dead reckoning based solutions, is the
inevitable drift caused by errors in the relative pose estimate between frames [4].
These errors, while alone are quite small, accumulate to much larger pose error
during longer trajectories. This drift brings forth the need for auxiliary sensors,
incremental or global optimization or loop-closing to keep an accurate pose estimate containing the drift. The contents of this thesis address this drift without
the use of auxiliary sensors or loop-closure techniques. Instead, the sources for the
error in stereo-vision based relative-pose estimates are investigated in an attempt
to quantify the uncertainty in the estimate. For this work, we focus primarily on
the error related to triangulation of the 3D reconstructed points used to solve for
motion estimation. To make the assumption that triangulation uncertainty is the
dominating source of error, the assumption is made that we are in a feature rich
environment. In practice, it is understood that there must be a sufficient number of consistent features in order to solve for the motion between frames. More
about the types of VO algorithms, common devices or setups used, and sources
for uncertainty will be discussed in the following chapter.

3

1.2

Literature Review

Using stereo vision to estimate a vehicles ego-motion was developed in the beginning of the 1980s by Moravec [5]. Initially, Moravec’s approach to stereo vision
was having a single camera sliding on a rail attached to a planetary rover, detecting and matching corners from consecutive intervals of images while the rover
was stationary. When the rover moved to a new location and again collected images, the motion between locations was estimated by triangulating the 3D points
seen at the two robot positions. While the work was a breakthrough in terms of
vision based navigation, the method had several flaws that led to inaccurate and
unstable motion estimates. The works of [6] later improved upon this work by
modeling the errors associated with stereo navigation, which will be investigated
in this thesis as it is still widely used today.
The term Visual Odometry was first defined by Nister et. al [7], where he
proposed an implementation of real time motion estimation along with a robust
outlier rejection algorithm RANSAC (random sample consensus). The approach
estimated the pose of the camera as a 3D-to-2D problem, where features were not
tracked at every consecutive frame and instead they were detected at each stereo
image pair. [8] had a different approach to VO, a dense method which tracked
segmented regions from an image instead of tracking individual features. This
approach has the advantage of speeding up the estimation process, however it
makes the assumption that the segmented regions in the image have uniform mo-
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tion, and accuracy becomes poor in environments with many regions like crowded
urban environments.

1.2.1

Types of VO approaches

Feature-based

Figure 1.1: Feature-based VO pipeline

The feature-based approach involves extracting corners, lines, and curves as features between consecutive image frames, matching or tracking them among the
extracted features, and estimating the motion using an algorithm like perspectiven-point [9, 10, 11, 10, 12]. In the single camera case, otherwise known as monocular, features from the current image and the previous one are matched by calculating the Euclidean distance of the vectors of the features in order to find the
matches. Next, the velocity vector between the matches is calculated to solve for
the displacement. The displacement is calculated using the velocity vector between the identified pairs of points [7, 9]. For the stereo camera case, matches can
be computed between the two cameras, which will provide the 3D position of the
points in space. This will be the method used for the analysis of this work. The
displacement of the features is again used for the motion estimate, where the cor-
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responding feature points are used to solve for the transformation between both
images. A summary of the feature-based pipeline is outlined in Figure 1.1 reproduced from [13]. More about this method will be discussed in the Methodology
chapter.

Appearance-Based

The appearance-based approach used by [14, 15, 16] does not extract and track
features, but instead looks for changes in the appearance of the images [13]. Optical flow (OF) can be used to estimate the camera motion, computing displacement
in brightness patterns using the intensity values of surrounding pixels. Optical
flow algorithms can be separated into two categories, dense and sparse OF. Dense
OF algorithms estimate the displacements for all the image pixels from one image
frame to another [17]. Sparse OF algorithms, such as the Lucas-Kanade method
[18] calculate the displacement for only a selected subset of pixels in the image.
Sparse OF algorithms also tend to be preferred over dense algorithms which are
more vulnerable in the presence of noise [19, 20].

1.2.2

Error modeling in feature-based VO

Recent advancements in feature-based VO and estimating the uncertainty that
comes along with it has led to several competing algorithms that align with the
state of the art in the field. Today, some of the most popular methods for mini-
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mizing the drift in VO rely on global or semi-global optimization techniques like
bundle adjustment. [21] introduced the idea of sparse bundle adjustment (SBA)
for visual odometry in the form of sliding window SBA (semi-global) and full SBA
(global). The idea of a sliding window approach is based on the premise that instead of optimizing for two consecutive images only, a subset of n images is used to
minimize the reprojection error while solving for optimal projection matrices and
world coordinates. This is solved as an iterative non-linear least squares problem,
effectively proposed and solved by [22] [23] respectively. The full SBA approach is
very similar, however instead of optimizing over n images, the full batch of images
from the entire sequence is used. In turn the full SBA is expected to produce the
best results, however it is an off line method and therefore cannot be used in real
time to estimate the camera’s position [21].
Another approach to limiting the error associated with VO is the addition of
auxiliary sensors such as an IMU, often referred to as Visual-Inertial Odometry
(VIO). VIO can take on many forms like loosely or tightly coupled VO and IMU
fusion, but the premise stays consistent. That is, using VO to provide incremental
pose estimation and the IMU for improved angular precision and a prior estimate
between frames. The work of [24] display a highly effective loosely coupled estimation strategy, where each sub-system is treated as a separate pose estimator
and fused with an Extended Kalman Filter (EKF). Many similar approaches exist
for the stereo and monocular case [25] [26]. A tightly coupled VIO system [27] [28]
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will fuse raw measurements from the camera and IMU directly into one estimator
to find the optimal estimates. Compared to loosely-coupled approaches, tightly
coupled approaches have shown to be more accurate and robust [29]. Most VIO
methods that populate a covariance matrix do so by using information from the
IMU alone in the form of attitude uncertainty [30, 31], while some do not provide
it at all [32].
Probably the most popular solution and one that has been gaining a lot of
momentum in the past decade has been Simultaneous Localization and Mapping
(SLAM). SLAM is preferable because it can leverage all of the previously mentioned techniques i.e. loop-closing, auxiliary sensors, and global optimization.
Several stereo-vision SLAM solutions exist [33, 34, 35].
Aside from the mentioned drift minimization strategies, fewer work has been
done to provide meaningful uncertainty estimates for VO alone. [36] did a statistical analysis to model the drift in VO using the Allan variance, and concluded
that modeling the drift as a combination of wide-band noise and first-order GaussMarkov process is appropriate. However for their experiments the feature localization uncertainty is set to a fixed value. Iterative approaches also exist, with the
Heterocedastic Errors-in-Variables (HEIV) [37] method being the most relevant to
this work. The method describes a bias reduction HEIV algorithm which uses the
noise distribution of the stereo reconstructed landmarks as outlined in [6] which
is investigated in this work as well.
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1.3

Contribution

The VO algorithm used for this work was developed by WVU graduate student
Jared Strader and can be found at the GitHub repository [38]. The contribution
of adding uncertainty estimation to this repository is the main focus of this thesis.
It is demonstrated that we have provided two methods for uncertainty estimation
in real time, following the techniques outlined in [6, 39]. A third method is shown
of implementing Gaussian process regression to learn the VO error with respect to
a ground truth offline. We are analyzing three different methods for predicting the
errors in the relative pose estimate of a feature-based stereo VO algorithm without
bundle adjustment or loop-closing. Representing the uncertainty in the form of
a covariance matrix is valuable information for sensor fusion strategies such as
an EKF. Represented as a measurement noise covariance matrix, the covariance
values from VO indicate how much we can trust the measured values of the VO
solution when fusing with solutions provided by other sensors and models.

1.4

Thesis Outline

This thesis is organized as follows. First, a description of the simulation and
hardware used for the implementation can be found in Chapter 2. Chapter 3
will cover the methodology behind the VO algorithm and the three uncertainty
estimation techniques used to produce the results in Chapter 4 before discussing
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the final conclusions and potential for future improvements.
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2

Experimental Setup

In this chapter we will discuss the experimental setups in both simulation and
hardware used for evaluating the algorithms in the chapter to follow.

2.1

UAV Simulation Environment

Much of the testing and development for this work was performed in a simulated
underground tunnel environment that represents the real testing environment.
Developments in MAVROS and Gazebo simulation in the loop (SITL) produce
an accurate representation of the UAV and its sensors that allows for evaluating
the desired algorithms which will be introduced in the next chapter. Images of
the simulated tunnel and quadcopter UAV are shown in Figure 2.1 and 2.2 which
were initially developed for the works in [40]. The Gazebo environment uses opensource tools from the DARPA Subterranean Challenge [41, 1] to create the virtual
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environment in Figure 2.1.

Figure 2.1: Simulated tunnel environment (image by Derek Ross, tunnel environment modified from [1])

Figure 2.2: Experimental UAV simulated with ROS/Gazebo and stereo camera
in gray box (image by Derek Ross)
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2.2

Simulated UGV in Lunar Terrain

A second simulation environment was tested to evaluate performance on longer
trajectories. This time on a lunar UGV from the NASA Centennial Challenges:
Space Robotics Challenge Phase II [2]. The competition is focused around a
team of rovers performing autonomous in-situ resource utilization (ISRU) on the
moon. Figure 2.3 shows one of the scout rovers, whose main task is exploring
the environment and localizing resources under the lunar surface. The Gazebo
environment was provided by NASA for the competition, and Figure 2.4 shows an
image of the simulation captured during testing [2]. More information about the
competition and Team Mountaineers approach to solving this challenging problem
can be found at [42].
The main purpose of testing in this environment is to see performance of the
uncertainty estimation over longer distances. A long straight path allows for a
better understanding of the VO drift, where the loop-free trajectory gives more
meaning to the final error.
The simulated stereo camera also experiences incremental noise, where every
few frames there is a frame that contains a noise image pair. It will be interesting
to see how this effects the uncertainty estimation, although from previous testing
it was noticed that the image noise has little to no effect on the VO solution.
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Figure 2.3: NASA lunar scout UGV with stereo camera from [2]

Figure 2.4: NASA lunar simulation environment from [2]
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2.3

Real World Experimental UAV

Figure 2.5: NavLab experimental quadcopter UAV equipped with Realsense T265
tracking camera (image by Derek Ross)

The quadcopter used for the experimental flight testing was a Lynxmotion
HQuad500 with a custom sensor payload shown in Figure 2.5 with a block diagram
of the sensors outlined in Figure 2.6. The UAV was built up for a larger research
project requiring cooperative navigation between the UAV and a UGV equipped
with a 3D Lidar sensor providing localization updates to the UAV. More information about this project can be found in [43]. Testing is performed in a WVU
wind tunnel with Vicon motion capture cameras used as a ground truth pictured
in Figure 2.7 All images of the experimental hardware and testing environment
were captured by WVU NavLab members supporting the project.
The stereo camera used was a Realsense T265 tracking camera which contains
an IMU and two fisheye lens sensors to produce a VIO solution on the embedded
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vision processing unit (VPU). While the sensor provides an efficient and accurate
pose estimate, it makes use of an auxiliary sensor (the IMU) and loop-closure
which as previously mentioned is not the focus of this work. Instead, the grayscale
images are extracted from the camera, and the fisheye distortion is removed as
explained in the next section.

Figure 2.6: Block digram of the UAV hardware (created by Derek Ross)
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Figure 2.7: WVU wind tunnel used for flight testing with 40 Vicon motion capture
cameras used for ground truth (image by Matteo De Petrillo)

2.3.1

Undistortion of Fisheye Lens

The T265 uses two wide-angle fisheye lenses with a four parameter distortion
model known as Kanalla-Brandt (KB). The KB model is a generic camera model
that fits well for regular, wide angle and fisheye lenses, and it assumes that the
distance from the optical center of the image to the projected point is proportional
to the polynomial of the angle between the point and the principal axis [44]. While
the fisheye lenses are able to capture more visual information, the nonlinearity of
the transformation increases the complexity for visual odometry. Undistorting the
images allow for maintaining epipolar geometry for VO. OpenCV provides useful
tools for computing undistortion in the form of UndistortRectifyMap [45].
The method for undistorting the fisheye lens is as follows:
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1. Transformation: Transform the point into a coordinate frame associated
with the camera.
2. Normalization: Project the point onto the normalized image plane: y =
[x/z, y/z].
3. Distortion: Apply a nonlinear transformation to y to account for distortions
caused by the optics.
4. Projection: Project the point into the image using a standard 3×3 projection
matrix.

A visualization of the distorted and undistorted images from the T265 can be
seen in Figure 2.8, captured during a flight test in the WVU experimental wind
tunnel.

Figure 2.8: Image from the T265 fisheye lens (right) with the undistorted image
(left) in the wind tunnel environment (image by Derek Ross)
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3

Methodology

We will now detail the algorithms used for generating an uncertainty estimate
in the VO solution, beginning with the description of the stereo visual odometry
algorithm.

3.1

Visual Odometry

The VO algorithm used is a stereo, 3D-to-2D feature-based method without bundle adjustment or loop-closing. The algorithm uses Good Features to Track
(GFTT) to detect features in the left image, creates feature descriptors with accelerated KAZE [46], and matches the features with the corresponding points in the
right image using a brute-force descriptor matcher, where the matcher searches
every available feature for a match. Refer to Figure 3.1 for a block diagram of the
process.
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Figure 3.1: Visual Odometry Pipeline

GFTT finds the most prominent corners in an image by calculating a corner
quality measure at every source image pixel based on a measure of feature dissimilarity that quantifies the change of appearance of a feature between the first
and the current frame [47]. Where the dissimilarity is the feature’s rms residual
between the first and current frame. If the dissimilarity becomes too large, the feature is abandoned. When corners are detected above a certain quality threshold,
the tracker then searches an area of fixed distance around the current feature to
find other corners. If a stronger corner is detected within the distance threshold,
it is prioritized over the current feature and replaces it.
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With the matched features in both images, the 3D position of the points in
space are obtained with some uncertainty through triangulation, which will be
discussed later. Having a well calibrated camera is essential, as the rotation and
translation of the camera can be solved for by using the Perspective-n-Point (PnP)
algorithm [48] using the 2D image points, the 3D object points, and the camera
calibration parameters.

PnP

The following is a summary of the PnP solution as detailed in [48]. With a set of
n 3D points and their corresponding 2D image points along with the calibrated intrinsic camera parameters, the equation for rotation and translation of the camera
in a world coordinate frame takes the form:

spc = K[R|T ]pw

(3.1)

where K is the intrinsic camera matrix, pw = [x y z 1]T is the homogeneous
3D point, pc = [u v 1] is the corresponding 2D image point, and R and T are
the unknown 3D translation and rotation of the camera, also known as extrinsic
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parameters. Equation 3.1 is rewritten as:
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(3.2)

In its minimal form, PnP can be simplified when n = 3 as P3P, where it is
being solved with three point correspondences. The setup and the assumptions
made for the algorithm are as follows.
Let P be the center of projection for a camera, A, B, and C are the 3D image
points with corresponding image points u and v. Let X = |P A|, Y = |P B|, Z =
|P C|, α =
6

BP C, β =
6

AP C, γ =
6

AP B, p = 2cosα, q = 2cosβ, r =

2cosγ, a0 = |AB|, b0 = |BC|, c0 = |AC| in reference to Figure 3.2 below, which is
reproduced from [48].






Y 2 + Z 2 − Y Zp − a02 = 0





Z 2 + X 2 − XZq − b02 = 0








X 2 + Y 2 − XY r − c02 = 0

.

(3.3)
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Figure 3.2: The P3P problem

The P3P problem has either an infinite number of solutions or at most four
geometrically feasible real solutions. OpenCV provides a solution to the PnP
problem as an implementation of the solution described in [49].

3.2

Uncertainty Estimation Techniques

In this section, we will cover the uncertainty estimation techniques used in this
work to produce the results in the chapter to follow.
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3.2.1

Error Modeling in Stereo Navigation

Modeling Stereo Triangulation Error

Figure 3.3 shows how triangulation uncertainty can look for stereo vision. This
uncertainty can be modeled in the form of 3D Gaussian error as described by
Matthies and Shafer in [6], where the authors show the benefit of modeling the
error using the full distribution opposed to spherical scale factors. The predecessor to this method was use scalar weights to model the uncertainty using the
knowledge that uncertainty grows with distance to the measured point, so the
points were weighted inversely with distance. Scalar weights produce a spherical covariance for the measured points, whereas the proposed method using the
full distribution permits ellipsoidal covariances better describing the uncertainty.
Modeling the uncertainty of 3D coordinates as Gaussian distributions is an adequate approximation when points are within a reasonable range, however may
become unreliable with large distances as the true distribution is non-Gaussian
because the triangulation of points is a nonlinear operation. The details for triangulation and error model calculation for the case of 3D points projecting on 2D
images are discussed next, the following is a summary of the equations presented
in [6].
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Figure 3.3: Triangulation error in stereo geometry

For the stereo setup we assume aligned epipolar lines and parallel image planes.
The image coordinates for the left and right image are given by l = [xl , yl ] and
r = [xr , yr ] respectively. Let these image coordinates be considered as normally
distributed random vectors with means µl and µr , and covariance matrices Vl and
Vr . With this information we can use the ideal triangulation equations to solve
for the 3D object points P

X = b(xl + xr )/(xl − xr )
Y = b(yl + yr )/(xl − xr )

(3.4)

Z = 2b/(xl − xr ).
Because of errors in the measurement, the stereo system will determine xl and
xr , (the locations where point P projects onto left and right images) with some
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error, which results in error in the estimated location of P (Figure 3.3). The idea
is to assume 2D Gaussian error in the measured image coordinates and to derive
3D Gaussian distributions describing the error in the inferred 3D coordinates.
This is a common, convenient approximation giving adequate performance when
distance of points is not too extreme [6].
The authors make an approximation to make equation 3.4 linear, giving P a
normal distribution with mean µp = f (µl , µr ) and covariance




Vl 0  T
J
Vp = J 


0 Vr

(3.5)

where J is the Jacobian of the triangulation
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(3.6)

∂Z
∂yr

The true values of the means and covariances of the image coordinates needed
for equation 3.4 and 3.5 are unknown. These equations treat the image coordinates
as uncorrelated with variances of one pixel by considering the means approximated
as the coordinates returned by the stereo matcher and the covariances Vl and Vr as
identity matrices. Geometrically, this error model describes probability contours
of the distribution of P representing ellipsoids about the mean that approximate
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the true error distribution, resulting in a more eccentric contour for the points
that are farther away. Using a scalar instead of the Jacobian to calculate the
covariance matrix would result in spherical contours about the point, which as we
can see from Figure 3.3 is not the appropriate approximation.

Solving for Robot Motion

In order to relate equation 3.5 to the rotation and translation of the robot, the
following equations are provided

Qi = Pi + T
(3.7)
Qi − Pi = Mi = T
Where Mi is the noisy measurement of T , with covariance Ui + Vi . The authors
use the maximum likelihood method to minimize the following expression over
possible values of T
n
X

Ti Wi i

(3.8)

i=1

with i = Mi − T and Wi = (Ui + Vi )−1 the solution is
n
n
X
X
−1
T =(
Wi )
Wi Mi
i=1

i=1

(3.9)
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and the covariance matrix of the estimation errors is

n
X
VT = (
Wi )−1 .

(3.10)

i=1

The covariance matrix VT is the term we are most interested in for the uncertainty
analysis of the VO algorithm.

3.3

Pointing and Matching Error Approximation

The method in section 3.2.1 of considering the image coordinates with variances
of one pixel can be improved upon with approximations for pointing error σp and
matching error σm in the sensor error model similar to [50, 39]. The pointing
error is based on the accuracy of camera calibration, and matching error is the
accuracy of the disparity d between left and right images which comes from the
accuracy of the matching algorithm.
The method to obtain the pointing and matching error terms is outlined in
[50], where the authors use probabilistic methods on the patchlet surface element
structure to create environment models made up of bounded planar surfaces. The
pointing error is defined by the authors as a directional term that is evaluated
with a Fisher distribution, with directional confidences as a combination of the
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patchlet and surface k evaluated as:

kS kX
k=p 2
2
kS + kX

(3.11)

where the pointing error is solved as:

Pψ (E|S) =

kekψS ψE
4πsinh(k)

(3.12)

where E is a given patchlet , S the surface model represented with a position,
a normal, size parameters and confidence measures on the normal direction and
position, ψE and ψS are the normal vectors of the patchlet and surface, and kE
and kS are the confidence on each of the normals respectively. Assuming a well
calibrated stereo pair, pointing error in the experiments of this work follows the
work in [39] and is approximated as σp = 0.1 pixel in simulation, and increased to
σp = 0.5 pixel for real world testing with the assumption of less accuracy in the
factory calibration of the T265 camera.
The matching error is dependent on the matching algorithm, which in this case
is OpenCVs brute-force matcher [45]. Matching accuracy is typically known to be
at the sub-pixel level for a stereo camera system, and based on the literature [50,
39] it is selected as a heuristic for this work and is tuned accordingly offline. The
sensitivity of the matching error parameter is evaluated in section 4. The pointing
and matching error terms form a covariance matrix of the stereo measurements
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(xl , y, du ) in the disparity space as:




σp 0 0 





Si = 
0
σ
0


p




0 0 σm

(3.13)

This method also simplifies the Jacobian for rectified stereo images considering
yl = yr = y the Jacobian of the 3D point with respect to the stereo measurements
can now be represented as:
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(3.14)

∂Z
∂du

where du is the horizontal disparity.
Next is to use linear uncertainty propagation similar to the previous method
to propagate the error from the 2D measurements space to 3D space to obtain
the covariance matrix Pi for the reconstructed 3D point using:

Pi = Ji ∗ Si ∗ Jit

(3.15)
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3.4

Gaussian Process Regression for Learning
Odometry Errors

The idea for using a Gaussian process (GP) to learn odometry error stems primarily from the works of [51], where the authors developed a novel approach to
model the odometry errors of a planetary test rover. The GP for their system was
trained on odometry residuals for modeling poor traction performance, and later
used to query the computation of images features and select desired keyframes
based on traction reliability.
GPs are particularly beneficial for learning in specific environments. For example, a GP will provide a more accurate prediction if the data points used for
training are similar to those used for prediction. For this reason it is important
to use training data that closely represents the testing environment. When using
visual information in a GP, this means the scene in which the model is trained on
should be similar in appearance to the data you want to learn on. For example to
predict odometry errors for a planetary rover on Mars, the GP will perform best
if the training data closely represents the Mars environment.
Gaussian processes are a powerful, non-parametric tool which uses sample data
to learn regression functions. GPs are a practical way to solve real world situations
naturally because of their flexibility and ability to work well on noisy data. The
following is a summary of the GPR equations used in this work, based off of the
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literature in [52]. GPs are a probability distribution over functions f (x) where
the distribution can be defined by a mean function m(x) and positive definite
covariance function k(x, x0 ), with x as the function values and (x, x0 ) all possible
pairs in the input domain:

f (x) ∼ GP (m(x), k(x, x0 ))

(3.16)

where for any finite subset X = [x1 ...xn ] of the domain of x, the marginal distribution is a multivariate Gaussian:

f (x) ∼ N (m(x), k(x, x0 ))

(3.17)

with the mean vector µ = m(X) and covariance matrix Σ = k(X, X).
Starting with a training set of data, D = (X, y) where y = [y1 , y2 , ...yn ] is a
matrix containing o-dimensional training set yi for the multi-output case (single
output in this work). The GP assumes data is represented with a noisy function:

yi = f xi + 

(3.18)

where  is zero-mean Gaussian noise with variance σ 2 ,  ∼ N (0, σ 2 ). The prediction is made over the noisy output y and is a multivariable Gaussian of the input
matrix X. We choose a set of training data x∗ and the GP defines a predictive
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distribution over the output y with mean:

GPµ (x∗ , D) = k∗T [K + Σ]−1 y

(3.19)

GPΣ (x∗ , D) = k(x∗ , x∗ ) − k∗T [K + Σ]k∗

(3.20)

and variance

where k∗ represents the vector defined by the kernel values between x∗ and the
training input X. K is the n × n kernel matrix of the training input values
[51]. The variance of GPΣ encases the prediction uncertainty and is dependant
on the process noise and correlation between test input and training data. Based
on the evaluation of kernels for odometry errors in [51], the covariance function
selected for this work is the radial basis function (RBF), commonly known as the
exponential quadratic or squared exponential kernel which takes the form:

krbf (x, x0 ) = σ 2 exp((−

||x − x0 ||2
))
2l2

(3.21)

where l and σ are hyperparameters that characterize the kernel function as lengthscale and variance respectively. These parameters determine the shape of the
resulting function, as well as the confidence of the prediction represented in the
form of uncertainty bounds on the prediction. This work is focused on using only
information from VO to learn odometry residuals, specifically velocities and the
number of features.
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4

Results

4.1

Simulated UAV Tunnel Environment

Triangulation Error Model

The first method described previously of modeling stereo triangulation errors is
evaluated using 3σ bounds on the estimated VO solution. The bounds represent
the uncertainty extracted from the covariance estimate, where they represent three
standard deviations of the mean. First, the estimated uncertainty is shown for a
simulated flight with noise free images.
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Figure 4.1: VO position estimate with uncertainty bounds from triangulation
error model with noise free images.

We see from Figure 4.1 that the uncertainty is relatively contained on noise
free images. Note how the 3σ bounds grow more rapidly in the beginning of
the flight, starting from a small value shows the expected behavior of having low
covariance values representing high confidence in triangulation of the 3D points
before the UAV takes off. These values begin to grow as the UAV undergoes
more movement along its trajectory, and each confidence measure is compounded
with the previous estimate during the flight. This indicates that uncertainty will
always be increasing for the position estimate based on triangulation errors of
each relative pose estimate.
In order to know when the VO position estimate may be unreliable, it is
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important to see a case where we know ahead of time that the VO solution should
struggle, and we must be sure that the uncertainty values reflect that. To do this,
we fly the same trajectory as before for the simulated UAV. This time, there is
the addition of Gaussian noise on the stereo images. This results in inaccuracies
in the stereo matcher which leads to poor triangulation of features. The position
estimate is expected to be worse, however the uncertainty estimate should be able
to detect this.

Figure 4.2: VO position estimate with uncertainty bounds for the addition of
Gaussian noise (std = 0.025) on images.

Figure 4.2 shows the increase in uncertainty for VO with noisy images when
modeling triangulation errors. Table 4.1 shows the effect of noise on the VO
estimate and the uncertainty, listed here as the 3D estimated final error in the
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final column. We see that the uncertainty estimate is impacted far more than the
actual VO estimate, which is likely a result of RANSAC doing its job of removing
outliers during the PnP process.
Table 4.1: 3D errors and uncertainty estimate from Figures 4.1 and 4.2

No Image Noise
Image Noise σ = 0.025

VO 3D RMSE [m]

3D Final Error [m]

3D Est. Final E. [m]

2.03
2.79

2.47
3.32

3.32
7.01
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Addition of Pointing and Matching Error Approximation

The addition of pointing and matching error parameters is beneficial particularly
for the case of image noise. In scenarios where the images contain more noise,
the values are increased to account for the expected increase in matching error.
This increase should result in larger position uncertainty, which is desired when
images contain noise. Figures 4.4 and 4.5 show an example of this, where Figure
4.5 from the data containing noisy images has noticeably larger uncertainty from
the beginning even before the UAV is in motion. The values selected for pointing
and matching error approximation are listed. Note that when these values are less
than 1.0, it is expected to see tighter bounds on the uncertainty than the results
in section 4.1.
To show the sensitivity of these parameters, initial experiments were done
offline to tune the values. Initially, the parameters are set to low values of σp = 0.1
and σm = 0.1 in simulation without image noise. Smaller values represent the
assumption of high accuracy in camera calibration and the disparity calculations,
however it can be seen form Figure 4.3 that with these values the uncertainty
bounds do not appropriately represent the true error. This indicates that position
uncertainty is not properly represented by triangulation error alone, and there
may be more underlying uncertainty from other sources in the measurement. For
this reason the literature suggests that tuning these parameters to larger values
can be beneficial for capturing more of the uncertainty in the triangulation process
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[39, 50].

Figure 4.3: VO position estimate with uncertainty bounds from triangulation
error model with additional matching and pointing error approximations (σp =
0.1, σm = 0.1).
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Figure 4.4: VO position estimate with uncertainty bounds from triangulation
error model with additional matching and pointing error approximations (σp =
0.1, σm = 0.5).
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Figure 4.5: VO position estimate with uncertainty bounds from triangulation error
model with additional matching and pointing error approximations and Gaussian
image noise (σp = 0.1, σm = 1.0).

The values chosen for σp and σm are based on a few assumptions. First, in
simulation it is expected to have very accurate camera calibration, hence the lower
value for pointing error. Matching error was the main tuning parameter for this
case with help from the literature for deciding reasonable values [39]. Again we
see similar behavior as the previous method with an increase in uncertainty and
error when noise is added. This time the uncertainty estimate is slightly tighter
with the additional parameters.
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Table 4.2: 3D errors and uncertainty estimate from Figures 4.4 and 4.5

No Image Noise
Image Noise σ = 0.025

3D RMSE [m]

3D Final Error [m]

3D Est. Final E. [m]

1.92
2.79

1.49
2.98

3.21
4.90
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Gaussian Process Regression Odometry Error Prediction

The stereo camera setup described in the system setup section was used to compose an input vector of measured linear velocity from VO along with the number
of features at the time of the VO estimate. The idea behind this is to see if a
GP can predict odometry residuals using only information from VO. The output
vector is the odometry residual between the VO position estimate and the ground
truth at a given point in the UAV trajectory. The residual term in Table 4.3 is
the residual between the actual 3D error and the GP estimated 3D error.

Figure 4.6: GP odometry error estimation on UAV simulation data.
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Table 4.3: 3D errors and GP predicted error from Figures 4.4 and 4.5
3D RMSE [m]

3D Final Error [m]

3D Est. Final E. [m]

Residual [m]

1.81

1.03

2.11

1.94

The bounds in Figure 4.6 are dependant on how well the training data represents the testing data. The bounds in this case are the tightest for this data
set, considering the simulated UAV is flying the same trajectory in the same environment as the training data this is expected. It is important to note that
the uncertainty bounds on the GP prediction are not the same estimates shown
in the real time methods. Instead, they represent the uncertainty on the error
prediction, containing information of the error prediction confidence and not the
uncertainty in the position estimate.
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4.2

Simulated UGV Lunar Terrain

In the lunar environment with a straight trajectory, the performance of VO is
more clear. The second method was used for this experiment with the pointing
and matching error approximations, where σp = 0.1 and σm = 0.5. Once again the
error in the camera calibration is assumed to be minimal in simulation. The results
show that the online uncertainty estimation is reliable, and seemingly unaffected
by the incremental image noise.

Figure 4.7: VO with uncertainty bounds on UGV in lunar simulation

Table 4.4: 3D errors and GP predicted error from Figure 4.7
3D RMSE [m]
3.01

3D Final Error [m]

3D Est. Final E. [m]

1.79

4.36
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4.3

Real World Experimental UAV

Pointing and matching error approximation

The VO with uncertainty estimation is next evaluated on real world flight test
data from the UAV in the wind tunnel. Pointing error is increased to σp =
0.5 to account for additional error in the factory calibration and undistortion
process of the T265 stereo camera. Matching error remains at σm = 0.5 based
on the performance of the simulation tests. The performance of the uncertainty
estimation is quite good when compared against the 3D final error in Table 4.5,
likely because of the short flight and slow maneuvers.

Figure 4.8: VO position estimate with uncertainty bounds on real world data
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Table 4.5: 3D errors on real world data from Figure 4.8
3D RMSE [m]
1.57

3D Final Error [m]

3D Est. Final E. [m]

1.41

1.92

Gaussian Process Regression Odometry Error Prediction

The GP in this experiment was trained on the same data used for prediction in
the simulation environment from section 4.1. The testing data is the same flight
from Figure 4.8. The results are slightly worse, which is expected. Although
the training data from the simulation environment is meant to represent the real
world environment it is difficult to replicate the lighting and textures from the
real tunnel. The confidence bounds on the prediction are larger for this data set
in comparison to 4.6, showing that the training data and testing data have more
discrepancies than before.
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Figure 4.9: GP odometry error estimation on real world data

Table 4.6: 3D errors and GP predicted error from Figure 4.8
3D RMSE [m]
1.57

3D Final Error [m]

3D Est. Final E. [m]

Residual [m]

1.41

2.99

2.49
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5

Conclusion and Future Work

This thesis has presented the addition of a two real-time covariance estimation
techniques for estimating the uncertainty in a stereo feature-based visual odometry algorithm. A third estimate of odometry error prediction using Gaussian
process regression was also tested offline. The uncertainty was evaluated in three
environments, a simulated UAV in a tunnel environment with and without the
addition of noise, a simulated UGV in lunar terrain, and a real world experimental
UAV in a wind tunnel. The results show that we are able to produce a meaningful
estimate of the VO uncertainty in real-time that can detect noise through modeling the image-feature position uncertainty using the Jacobian of the triangulation
function.
The two real time methods of using the Jacobian of the triangulation function to estimate uncertainty in real time are quite similar. They each produce
comparable results in the tunnel simulation in the absence of image noise. The
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addition of pointing and matching error parameters however benefit in a number
of ways. First, if the accuracies of camera calibration and the matching algorithm
are known, these values are also known or can be solved for. If they accuracy is
unknown, the values can serve as tuning parameters and chosen based on observations. Section 4.1 shows how this benefits the uncertainty bounds in the presence
of noisy images, where Table 4.1 shows how the uncertainty estimate can be vulnerable to noise, even when the VO estimate is not as effected. Table 4.2 on the
other hand represents that the vulnerability of the uncertainty can be mitigated
with proper tuning of σp and σm . The GPR method has its own benefits as well,
but is currently limited by the offline implementation. It is possible however to
train the GP offline and use the learned kernel to predict online with the sensed
inputs. The information from the GP results could be used in a number of ways.
First, it would be an interesting research direction to use the GP predicted error in
real time to tell an EKF when to use or to discard the VO estimate. For example
if VO is detecting high velocities and/or a low number of features, it should be
reflected in the GP prediction that larger errors are expected, and perhaps the VO
estimate should be deweighted or discarded similar to the uncertainty estimated
from the real time methods presented. As for the confidence bounds on the GP
prediction, knowing how reliable the error estimate may be is nice information
to have, however it represents an uncertainty value on our predicted uncertainty,
which is a difficult concept to grasp and makes using it in a mathematical frame-
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work like an EKF a challenge. These are important areas for future work, and for
better results it is suggested to train the GP with larger amounts of data, and for
the desired environment.
In future work, it should be investigated how the uncertainty estimates impact
the EKF for the UAV to validate and show practical use for this work. It should
also be demonstrated that the approaches discussed give useful information for
planning algorithms that consider uncertainty. There are also several interesting
remarks about the GP prediction, where the results could use some improvements.
First, it could be a good approach to incorporate more information in the inputs of
the GP, particularly using other sensors available like the linear acceleration and
angular rates from the IMU to predict odometry errors. It may also be valuable
to use the uncertainty estimate from one of the real-time solutions as an input,
which may also improve the GP prediction. More training data and better tuning
is also likely to improve the GP results.

51

Bibliography

[1] Osrf. Home · osrf/subt wiki.
[2] Space robotics challenge phase 2, Mar 2021.
[3] Yang Cheng, Mark Maimone, and Larry Matthies. Visual odometry on the
mars exploration rovers. In 2005 IEEE International Conference on Systems,
Man and Cybernetics, volume 1, pages 903–910 Vol. 1, 2005.
[4] Prashant Ganesh, Kyle Volle, Andrew Willis, and Kevin Brink. Three flavors of rgb-d visual odometry: Analysis of cost function compromises and
covariance estimation accuracy. pages 1587–1595, 04 2020.
[5] Hans P. Moravec. Obstacle avoidance and navigation in the real world by a
seeing robot rover, Jun 2018.
[6] L. Matthies and S. Shafer. Error modeling in stereo navigation. IEEE Journal
on Robotics and Automation, 3(3):239–248, 1987.

52

[7] D. Nister, O. Naroditsky, and J. Bergen. Visual odometry. In Proceedings
of the 2004 IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, 2004. CVPR 2004., volume 1, pages I–I, 2004.
[8] C. Kerl, Jürgen Sturm, and D. Cremers. Robust odometry estimation for rgbd cameras. 2013 IEEE International Conference on Robotics and Automation,
pages 3748–3754, 2013.
[9] David Nistér, Oleg Naroditsky, and James Bergen. Visual odometry for
ground vehicle applications. Journal of Field Robotics, 23(1):3–20, 2006.
[10] Andrew Howard. Real-time stereo visual odometry for autonomous ground
vehicles. In 2008 IEEE/RSJ International Conference on Intelligent Robots
and Systems, pages 3946–3952, 2008.
[11] Aldo Cumani. Feature localization refinement for improved visual odometry
accuracy. International Journal of Circuits, Systems and Signal Processing,
5, 01 2011.
[12] Oleg Naroditsky, Xun Zhou, Jean Gallier, Stergios Roumeliotis, and Kostas
Daniilidis. Two efficient solutions for visual odometry using directional correspondence. IEEE transactions on pattern analysis and machine intelligence,
34:818–24, 11 2011.
[13] M. Aqel, M. Marhaban, M. I. Saripan, and N. Ismail. Review of visual

53

odometry: types, approaches, challenges, and applications. SpringerPlus, 5,
2016.
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