Abstract. We establish a pre-order principle. From the principle, we obtain a very general set-valued Ekeland variational principle, where the objective function is a set-valued map taking values in a quasi ordered linear space and the perturbation contains a family of setvalued maps satisfying certain property. From this general set-valued Ekeland variational principle, we deduce a number of particular versions of set-valued Ekeland variational principle, which include many known Ekeland variational principles, their improvements and some new results.
Introduction
In 1972, Ekeland [13] (see also [14, 15] ) gave a variational principle, now known as Ekeland variational principle (for short, EVP), which says that for any lower semicontinuous function f bounded from below on a complete metric space, a slightly perturbed function has a strict minimum. In the last four decades, the famous EVP emerged as one of the most important results of nonlinear analysis and it has significant applications in optimization, optimal control theory, game theory, fixed point theory, nonlinear equations, dynamical systems, etc; see for example [3, set-valued map, even a family of set-valued maps satisfying certain property. In particular, Liu and Ng [33] established several set-valued EVPs, where the objective map is a set-valued map and the perturbation is as the form γd(·, ·)H or γ ′ d(·, ·)H, γ ′ ∈ (0, γ), where γ > 0 is a constant, d(·, ·) is the metric on the domain space and H is a closed convex subset of the ordering cone. Using the obtained EVPs, they provided some sufficient conditions ensuring the existence of error bounds for inequality systems. Tammer and Zȃlinescu [48] presented new minimal point theorems in product spaces and the corresponding set-valued EVPs.
As special cases, they derived many of the previous EVPs and their extensions, for example, extensions of EVPs of Isac-Tammer's (see [28] ) and Ha's versions (see [24] ). Through an extension of Brézis-Browder principle, Flores-Baźan, Gutiérrez
and Novo [17] established a general strong minimal point existence theorem on quasi ordered spaces and deduced several very general set-valued EVPs, where the objective map is a set-valued map and the perturbation even involves a family of set-valued maps satisfying "triangle inequality" property. As we have seen, these general set-valued EVPs extend and improve the previous EVPs and imply many new interesting results.
On the other hand, Bao and Mordukhovich (see [4, 5] ) proposed the limiting monotonicity condition on objective maps and established some enhanced versions of EVP for Pareto minimizers of set-valued maps. By using minimal element theorems for product orders in locally convex spaces, Khanh and Quy [31] generalized and improved the above enhanced versions of EVP. Particularly, they extended the direction of the perturbation from a single positive vector to a convex subset of the positive cone and removed the assumption in [4, 5] that the objective map is level closed.
In this paper, we first establish a pre-order principle, which consists of a preorder set (X, ) and an extended real-valued function η which is monotone with respect to . The pre-order principle states that there exists a strong minimal point dominated by any given point provided that the monotone function η satisfies three general conditions. From the pre-order principle, we obtain a very general set-valued EVP, where the objective function is a set-valued map taking values in a quasi ordered linear space and the perturbation contains a family of set-valued maps satisfying certain property. Our assumption is accurate and weaker than ones appeared in the previous EVPs. And our proof is clear and concise. The key to the proof is to distinguish two different points by scalarizations. From the general EVP, we can deduce all of the above mentioned set-valued EVPs, their improvements and some new versions. In particular, our pre-order principle also implies generalizations of Khanh and Quy's minimal element theorems for product orders and hence we obtain several versions of EVP for Pareto minimizers, which generalize and improve the corresponding results of Bao and Mordukhovich ( [4, 5] ) and of Khanh and Quy ([31] ).
The structure of this paper is as follows. In Section 2, we establish a pre-order principle. In Section 3, we give a general set-valued EVP and deduce a number of corollaries. In Section 4, we discuss set-valued EVPs, where perturbations contain a convex subset of the ordering cone. Moreover, we give several set-valued EVPs for approximately efficient solutions. In Section 5, we discuss minimal points for product orders and present several versions of EVP for Pareto minimizers.
A pre-order principle
Let X be a nonempty set. As in [17] , a binary relation on X is called a preorder if it satisfies the transitive property; a quasi order if it satisfies the reflexive and transitive properties; a partial order if it satisfies the antisymmetric, reflexive and transitive properties. Let (X, ) be a pre-order set. An extended real-valued function η : (X, ) → R ∪ {±∞} is called monotone with respect to if for any x 1 , x 2 ∈ X,
For any given x 0 ∈ X, denote S(x 0 ) the set {x ∈ X : x x 0 }. First we give a pre-order principle as follows.
Theorem 2.1. Let (X, ) be a pre-order set, x 0 ∈ X such that S(x 0 ) = ∅ and η : (X, ) → R ∪ {±∞} be an extended real-valued function which is monotone with respect to .
Suppose that the following conditions are satisfied: (A) −∞ < inf{η(x) : x ∈ S(x 0 )} < +∞. (B) For any x ∈ S(x 0 ) with −∞ < η(x) < +∞ and x ′ ∈ S(x)\{x}, one has η(x) > η(x ′ ).
(C) For any sequence (x n ) ⊂ S(x 0 ) with x n ∈ S(x n−1 ), ∀n, such that η(x n ) − inf{η(x) : x ∈ S(x n−1 )} → 0 (n → ∞), there exists u ∈ X such that u ∈ S(x n ), ∀n.
Then there existsx ∈ X such that (a)x ∈ S(x 0 ); (b) S(x) ⊂ {x}.
Proof. For brevity, we denote inf{η(x) : x ∈ S(x 0 )} by inf η • S(X 0 ). By (A), we have −∞ < inf η • S(x 0 ) < +∞. So, there exists x 2 ∈ S(x 1 ) such that
In general, if x n−1 ∈ X has been chosen, we may choose x n ∈ S(x n−1 ) such that
If there exists n such that S(x n ) ⊂ {x n }, then we may takex := x n and clearlŷ x satisfies (a) and (b). If not, we can obtain a sequence (x n ) ⊂ S(x 0 ) with x n ∈ S(x n−1 ), ∀n, such that
Obviously,x ∈ S(x 0 ), i.e.,x satisfies (a). Next we show thatx satisfies (b), i.e., S(x) ⊂ {x}. If it is not, there existsx ∈ S(x) andx =x. By (B),
On the other hand, byx ∈ S(x) and (2.5) we havē
Since η is monotone with respect to , by (2.5), (2.4) and (2.7) we have
Letting n → ∞, we have η(x) ≤ η(x), which contradicts (2.6).
Remark 2.1. The pre-order principle given by Theorem 2.1 consists of a pre-order set (X, ) and a monotone extended real-valued function η on (X, ). It states that there exists a strong minimal point dominated by any given point provided that the monotone function η satisfies three general conditions (A), (B) and (C). First, condition (A) is fundamental and a starting point for constructing recurrently a decreasing sequence (x n ) with η(
Now that we have such a sequence (x n ), condition (C) plays a key role, which says that there existsx ∈ X such thatx ∈ S(x n ), ∀n. Particularly,x ∈ S(x 0 ) and conclusion (a) holds. The role of condition (B) is to distinguish points x and non-x in S(x). Condition (B) together with the transitivity of and the condition that
That is, conclusion (b) holds. We realize that although the proofs of various versions of EVP may be different, but their outlines are all similar to the above process.
We shall see that the pre-order principle indeed includes many versions of EVP and their improvements. It should be noted also that in [49, 50] various kinds of ordering principles were established and many important applications were given. Our pre-order principle is different from them. It is specially made for deriving EVPs.
A general set-valued EVP and its corollaries
Let Y be a real linear space. If A, B ⊂ Y and α ∈ R, the sets A + B and α A are defined as follows: 
In this case, D is also called the ordering cone or positive cone. We always assume that D is nontrivial, i.e., D = {0} and
we say that ξ is lower bounded on M. For any given y ∈ Y , sometimes we denote ξ(y) by ξ • y. A family of set-valued maps F λ : X × X → 2 D \{∅}, λ ∈ Λ, is said to satisfy the "triangle inequality" property (briefly, denoted by property TI, see [17] ) if for each x i ∈ X, i = 1, 2, 3, and λ ∈ Λ there exist µ, ν ∈ Λ such that
Let X be a nonempty set and let f : X → 2 Y \{∅} be a set-valued map. For any nonempty set A ⊂ X, we put f (A) := ∪{f (x) : x ∈ A}. For any
Lemma 3.1. " " is a pre-order on X, i.e., it is a binary relation satisfying transitive property.
Proof. Let x 2 x 1 and x 3 x 2 . We show below that x 3 x 1 . By the definition of , we have
For the above x 1 , x 2 , x 3 ∈ X and any given λ ∈ Λ, there exists µ, ν ∈ Λ such that
Combining (3.4), (3.5) and (3.3), we have
Since λ is arbitrary, we conclude that x 3 x 1 .
Theorem 3.1. Let X be a nonempty set, Y be a real linear space, D ⊂ Y be a convex cone specifying a quasi order ≤ D on Y , f : X → 2 Y \{∅} be a set-valued map and F λ : X × X → 2 D \{∅}, λ ∈ Λ, be a family of set-valued maps satisfying the property TI. Let x 0 ∈ X such that
Suppose that there exists a D-monotone extended real function ξ : Y → R∪{±∞} satisfying the following assumptions:
(E) For any x ∈ S(x 0 ) with −∞ < inf ξ•f (x) < +∞ and for any x ′ ∈ S(x)\{x},
Proof. By Lemma 3.1, we can define a pre-order on X as follows: for any x 1 , x 2 ∈ X,
Thus, S(x 0 ) = {x ∈ X : x x 0 }. Define an extended real-valued function η : (X, ) → R ∪ {±∞} as follows
For any y ∈ f (x), there exists
we have
As y ∈ f (x) is arbitrary, we have
Thus, η is monotone with respect to . It is easy to see that assumptions (D), (E) and (F) are exactly assumptions (A), (B) and (C) in Theorem 2.1. Now, applying Theorem 2.1, we know that there existsx ∈ X such thatx ∈ S(x 0 ) and S(x) ⊂ {x}. This means that
That is, (a) and (b) are satisfied. 
Obviously, every ξ ∈ D +# is a D-monotone real function. Hence, the ξ in Theorem 3.1 may be an element of D +# \{0}. In this case, assumptions (D) and (E) become more concise. And the expression of assumption (F) is the same as in Theorem 3.1.
, and x 0 ∈ X be the same as in Theorem 3.1. Suppose that there exists ξ ∈ D +# \{0} satisfying the following assumptions:
(F) See Theorem 3. 
Proof. By Theorem 3.1 ′ we only need to prove that (
Obviously,
By (E 1 ), there exists λ 0 ∈ Λ such that
Clearly, there exists y ∈ f (x) such that
Combining (3.6) and (3.7), we have
Thus,
If ξ attains its infimum on f (x) for any x ∈ S(x 0 ), then assumption (E 1 ) in Corollary 3.1 can be weakened. is replaced by the following assumption (E 2 ) For any x, x ′ ∈ S(x 0 ) with x = x ′ , there exists λ 0 ∈ Λ such that
Proof. By Theorem 3.1 ′ we only need to prove that (E 2 ) ⇒ (E). Let x ∈ S(x 0 ) and
By assumption (E 2 ), there exists
By (3.9) and (3.8),
Hence, there exists
As ξ ∈ D +# and ξ • q λ 0 > 0, we have
Combining this with (3.10), we conclude that
In particular, if f (x) is a singleton for any x ∈ X, i.e. Definition 3.1 (see [42, Definition 3.4] ). Let X be a topological space and let S(·) : X → 2 X \{∅} be a set-valued map. The set-valued map S(·) is said to be dynamically closed at x ∈ X if (x n ) ⊂ S(x), S(x n+1 ) ⊂ S(x n ) ⊂ S(x) for all n and x n →x thenx ∈ S(x). In this case, we also say that S(x) is dynamically closed. Moreover, let (X, d) be a metric space and x ∈ X. Then (X, d) is said to be S(x)-dynamically complete if every Cauchy sequence (x n ) ⊂ S(x) such that
The following corollary generalizes [48, Theorems 4.1 and 6.1].
be a family of set-valued maps satisfying the property TI. Let
is dynamically closed and that there exists ξ ∈ D +# \{0} satisfying the following assumptions:
Then there existsx ∈ X such that
Proof. Obviously, (E 3 ) ⇒ (E 1 ). By Corollary 3.1, we only need to prove that assumption (F) in Theorem 3.1 ′ is satisfied. Let (x n ) ⊂ S(x 0 ) such that x n ∈ S(x n−1 ) and
We may take a positive real sequence (ǫ n ) such that ǫ n → 0 (n → ∞) and such that
We assert that (x n ) is a Cauchy sequence in (X, d). If not, there exists δ > 0 such that for any k ∈ N, there exists n k > k such that
As ξ ∈ D +# \{0}, we have
Remarking that y
By (3.13), (3.14) and (3.11), we have
Letting k → ∞, we have
On the other hand, by (3.12), every
which contradicts (3.15). Thus, we have shown that (x n ) is a Cauchy sequence.
Since (X, d) is complete, there exists u ∈ X such that x n → u. By the assumption, S(x n ) is dynamically closed for any n.
Let X be a metric space, Y be a locally convex space and D ⊂ Y be a closed convex cone. As in [24] , a set-valued map f : 
Obviously, the family {F } satisfies the property TI. Put
Remarking that f (X) is D-bounded and ξ ∈ D + \{0}, we see that ξ is lower bounded on f (X) and lower bounded on f (S(x 0 )). Thus, we have verified that assumptions (D) and (E 3 ) in Corollary 3.4 are satisfied. It remains to show that for any x ∈ S(x 0 ), S(x) is dynamically closed. Let (x n ) ⊂ S(x), x n+1 ∈ S(x n ) ⊂ S(x), ∀n, and x n → u. We shall show that u ∈ S(x).
Combining this with x n → u and using the assumption that f is D-s.l.m., we have
By x n ∈ S(x) and (3.16), we have
which means that u ∈ S(x). 
This contradicts the assumption that
In fact, the assumption that f (X) is D-bounded in Corollary 3.5 can be replaced by a weaker assumption: there exists ǫ > 0 such that f (x 0 ) ⊂ f (X) + ǫk 0 + D (see [41] ). For this, we need the following nonlinear scalarization function. The original version is due to Gerstewitz [18] . We present the concept in a general setting. Let Y be a real linear space and A ⊂ Y be a nonempty set. We put (refer to [1] )
Moreover, if Y is a topological vector space, then vcl(A) ⊂ cl(A) and the inclusion is proper. If A = vcl v 0 (A), then A is said to be v 0 -closed. If A = vcl(A), then A is said to be vectorial closed. Obviously, v 0 -closedness and vectorial closedness are both strictly weaker than topological closedness.
Let D ⊂ Y be a convex cone specifying a quasi order ≤ D on Y and k 0 ∈
D\−vcl(D).
For any y ∈ Y , if there exists t ∈ R such that y ∈ tk 0 −D, then for any
This function is called a Gerstewitz's function. Concerning the details of such a function and its properties, please refer to [18] [19] [20] . For brevity, we denote D + (0, +∞)k 0 by vint k 0 (D). We list several properties of ξ k 0 as follows.
Lemma 3.2 (refer to [10, 21, 40, 41, 44] ). Let y ∈ Y and r ∈ R. Then we have:
Moreover, we have:
In Corollary 3.5, we need to assume that f :
i.e., f (x) + D is closed for all x ∈ X. Here, we introduce a weaker property: a set- 
Proof. We shall prove the result by using Theorem 3.
Then the family {F } satisfies the property TI. Put
Obviously, x 0 ∈ S(x 0 ) and
By (3.18) and Lemma 3.2(iv), we have
Then ξ is a D-monotone extended real function such that
That is, assumption (D) in Theorem 3.1 is satisfied. For any x ∈ S(x 0 ), we remark that
For any x ′ ∈ S(x)\{x}, we have
Thus, there exists
By Lemma 3.2, we have
that is,
Combining (3.20) and (3.21), we have
From this,
That is, assumption (E) in Theorem 3.1 is satisfied.
Finally, we show that assumption (F) in Theorem 3.1 is satisfied. Let a sequence (x n ) ⊂ S(x 0 ) with x n ∈ S(x n−1 ), ∀n, such that
For each n, take y n ∈ f (x n ) such that
Since x n ∈ S(x n−1 ), ∀n, it is easy to see that
When m > n, x m ∈ S(x m−1 ) ⊂ S(x n ). Thus,
Hence, there exists y
From (3.23) and using Lemma 3.2, we have
) and using (3.22), we have
From this, we conclude that (x n ) is a Cauchy sequence which satisfies that S(x n+1 ) ⊂ S(x n ) ⊂ · · · ⊂ S(x 0 ), ∀n. As (X, d) is S(x 0 )-dynamically complete, there exists u ∈ X such that x n → u. Let n be given. Then for any i ∈ N, x n+i ∈ S(x n ) and
Since f is D-s.l.m. and f has D-k 0 -closed values, i.e., f (x) + D is k 0 -closed for any x ∈ X, from (3.24) we can deduce that
That is, u ∈ S(x n ) and assumption (F) is satisfied. Thus, we can apply Theorem 3.1 and obtainx ∈ X such that (a) and (b) hold. As done in the proof of Corollary 3.5, we can also deduce that (c) holds. 
Similarly, in Corollaries 3.4 and 3.5, the assumption that (X, d) is complete can also be replaced by a weaker assumption: (X, d) is S(x 0 )-dynamically complete.
Set-valued EVPs with perturbations containing a set
In this section, by using the results in Section 3 we give several set-valued EVPs, where perturbations containing a convex subset of the ordering cone. Suppose that the following assumptions are satisfied:
Then for any x 0 ∈ X and any γ > 0, there existsx ∈ X such that
satisfies the property TI. Put
Obviously, x 0 ∈ S(x 0 ) and S(x 0 ) = ∅. By assumption (B 1 ) and the separation theorem, there exists ξ ∈ Y * and α > 0 such that ξ(H + D) ≥ α > 0. Thus,
and lower bounded on f (S(x 0 )). Take any fixed γ 0 ∈ (0, γ). For any δ > 0, put
Hence, assumption (E 3 ) in Corollary 3.4 is satisfied. In order to apply Corollary 3.4 we need to show that for any x ∈ S(x 0 ), S(x) is dynamically closed. Let (x n ) ⊂ S(x) such that x n+1 ∈ S(x n ) ⊂ S(x), ∀n, and x n → u. For any n ∈ N and any γ ′ ∈ (0, γ), we have
By assumption (B 3 ) we have
For any k ≥ n, x k ∈ S(x n ). By this and (4.1), for any γ ′′ ∈ (0, γ), we have
By (4.2) and (4.3), we have
Thus, u ∈ S(x n ) ⊂ S(x) and S(x) is dynamically closed. Now, applying Corollary 3.4 we obtain the result. is equivalent to the following assumption:
In this expression, (B 2 ) can be relaxed to the following weaker assumption: Obviously, assumption (A3) is exactly (B 2 ) here. It is easy to show that assumptions (A1) and (A2) imply (B 1 ). Here, we needn't assume that H is closed.
The essential assumption is 0 ∈ cl(H + D). Next we show that assumption (B 3 ) is strictly weaker than (A4). It is easy to see that (A4) ⇒ (B 3 ). In fact, assume that (A4) holds. Let ( 
It is easy to verify that f is D-s.l.m. However, epif is not closed in X × Y . For example, take a sequence (x n ) in the interval (−∞, 0) such that x n → 0. Obviously,
i.e., (0, 0) ∈ epif . Thus, epif is not closed.
Next we further introduce the following assumption:
(B λ n x n , where x n ∈ H, λ n ≥ 0 and ∞ n=1 λ n = 1. H is said to be σ-convex if every convex series of its points converges to a point of H. Sometimes, a σ-convex set is called a cs-complete set, see, e.g. [48, 51] . In [33, Theorem 3.5], H ⊂ D\{0} is assumed to be a closed convex subset of a Banach space Y and (ii) means that H is bounded, so H there is a σ-convex set. But a σ-convex set may be non-closed. For example, an open ball in a Banach space is a σ-convex set but non-closed. For details, see e.g., [43] and the references therein. As every singleton is σ-convex, if we take H = {k 0 }, where k 0 ∈ D\ − cl(D), then we can also deduce Corollary 3.5 from the following theorem.
Theorem 4.2. Let (X, d) be a complete metric space, x 0 ∈ X, Y be a locally convex space quasi ordered by a convex cone D, H ⊂ D\{0} be a convex set and f : X → 2 Y \{∅} be a set-valued map. Suppose that the following assumptions are satisfied:
3 ) f is D-s.l.m. and has D-closed values. Moreover, suppose that H is σ-convex, or, Y is locally complete and H is locally closed, bounded.
Then for any γ > 0, there existsx ∈ X such that
Concerning local completeness and local closedness, see [37, Chapter 5] and [38, 39, 46] Proof. Put F (x, x ′ ) = γd(x, x ′ )H. Obviously, the family {F } satisfies the property TI. Also, it is obvious that x 0 ∈ S(x 0 ) and S(x 0 ) = ∅. By (B 2 ), we can easily show that assumptions (D) and (E 3 ) in Corollary 3.4 are satisfied. In order to apply Corollary 3.4, we only need to show that for any x ∈ S(x 0 ), S(x) is dynamically closed. Let (x n ) ⊂ S(x), x n+1 ∈ S(x n ) ⊂ S(x), ∀n, and x n → u. Take any fixed n 0 ∈ N and put z 1 := x n 0 . As d(x k , u) → 0 (k → ∞), we may choose a sequence (z n ) from (x k ) such that d(z n+1 , u) < 1/(n + 1) and z n+1 ∈ S(z n ), ∀n.
Take any y 1 ∈ f (z 1 ). As z 2 ∈ S(z 1 ), we have
Hence, there exists y 2 ∈ f (z 2 ), h 1 ∈ H and d 1 ∈ D such that
In general, if y n ∈ f (z n ) is given, then
so there exists y n+1 ∈ f (z n+1 ), h n ∈ H and d n ∈ D such that
Adding two sides of the above n equalities, we have
As ξ ∈ H +s ∩ D + , ξ(D) ≥ 0 and there exists α > 0 such that ξ(H) ≥ α. Acting on two sides of (4.4) by ξ, we have
From this and by (B
Hence,
is convergent to some pointh ∈ H. Put
.
Then every h ′ n ∈ H and h ′ n →h. From (4.4), we have
Combining (4.5), (4.6) and (4.7), we have
, from (4.8) we have
Thus, we have shown that
Now, we can apply Corollary 3.4 and the result follows. Finally, we point out that Y is locally complete iff it is l 1 -complete (see [46] ). Hence it is easy to see that Y being locally complete and H being locally closed bounded imply that H is σ-convex.
In Theorem 4.2, if we strengthen assumption (B 
3 ) f is D-s.l.m. and has (H, D)-closed values. Moreover, suppose that H is bounded. Then for any γ > 0, there existsx ∈ X such that
Proof. As shown in the proof of Theorem 4.2, we easily see that assumption (E 3 ) in Corollary 3.4 is satisfied. In order to apply Corollary 3.4, we only need to show that for any x ∈ S(x 0 ), S(x) is dynamically closed. Let (x n ) ⊂ S(x), x n+1 ∈ S(x n ) ⊂ S(x), ∀n, and x n → u. Take any fixed n 0 ∈ N and put z 1 := x n 0 .
As d(x k , u) → 0 (k → ∞), we may choose a sequence (z n ) from (x k ) such that d(z n+1 , u) < 1/(n + 1) and z n+1 ∈ S(z n ), ∀n. Take any y 1 ∈ f (z 1 ). As done in the proof of Theorem 4.2, for every n, we can choose y n+1 ∈ f (z n+1 ), h n ∈ H and d n ∈ D such that
Combining this with the assumption that d(z n+1 , u) < 1/(n+1), we can also deduce (4.8), i.e.,
3 ), letting n → ∞ we have
Now, applying Corollary 3.4, we obtain the result.
Theorem 4.3. Let (X, d) be a complete metric space, Y be a locally convex space whose topology is determined by a saturated family {p α } α∈Λ of semi-norms (concerning saturated family of semi-norms, see [26, p.96] ), D ⊂ Y be a convex cone and H ⊂ D\{0} be a closed convex set. Suppose that the following assumptions are satisfied:
3 ) f is D-s.l.m. and has D-closed values. Moreover, assume that Y is l ∞ -complete (see [37, 38] ) and for each α ∈ Λ there
Obviously, the family {F } satisfies the property TI. Also, x 0 ∈ S(x 0 ) and S(x 0 ) = ∅, where S(x 0 ) is the same as one in the proof of Theorem 4.2. Since H is closed and 0 ∈ H, there exists α 0 ∈ Λ and η > 0 such that p α 0 (h) ≥ η, ∀h ∈ H. By the assumption, there exists
and λ α 0 > 0 such that
Thus, ξ α 0 ∈ D + ∩ H +s . Combining this with (B 2 ), we can show that assumption (E 3 ) in Corollary 3.4 is satisfied. By Corollary 3.4, it is sufficient to show that for any x ∈ S(x 0 ), S(x) is dynamically closed. Let (x n ) ⊂ S(x), x n+1 ∈ S(x n ) ⊂ S(x), ∀n, and x n → u. As done in the proof of Theorem 4.2, we can obtain a sequence (z n ) from (x k ) such that d(z n+1 , u) < 1/(n + 1) and z n+1 ∈ S(z n ), ∀n.
Take any y 1 ∈ f (z 1 ). We may choose y n+1 ∈ f (z n+1 ), h n ∈ H and d n ∈ D such that (see (4.4))
For each α ∈ Λ, acting on two sides of (4.10) by ξ α , we have
Since Y is l ∞ -complete, we know that
ing this with (4.9), we have
From (4.10), we have
This is exactly (4.5). The remains of the proof is the same as one in the proof of Theorem 4.2 and we omit the details. Similarly, by Corollary 3.4 we can also obtain the part (where (iii) holds, i.e., Y is reflexive) of [33, Theorem 3.5] . In this case, assumption (A4) (i.e., epif is closed in X × Y ) in [33] can also be relaxed to (B ′ 3 ) (i.e., f is D-s.l.m. and has D-closed values). We already presented several set-valued EVPs, where perturbations are given by a convex subset multiplied by the distance. Next we further consider more general version of set-valued EVP, where the perturbation is given by a convex subset multiplied by a real function which is more general than the distance. 
(p 2 ) every sequence (x n ) with p(x n , x m ) → 0 (m > n → ∞) is a Cauchy sequence, where p(x n , x m ) → 0 (m > n → ∞) means that for any ǫ > 0, there
and (X, d) be S(x 0 )-dynamically complete. Suppose that for any x ∈ S(x 0 ), S(x) is dynamically closed and the following assumptions are satisfied:
Obviously, the family {F } satisfies the property TI. By assumptions (B S(x)\{x}, we have
By (4.11), we have
Acting two sides of the above equality by ξ, we have
Combining this with (4.12), we have
Thus, ξ satisfies assumption (E) in Theorem 3.1 ′ .
Next we show that assumption (F) is satisfied. Let a sequence (x n ) ⊂ S(x 0 )
such that x n ∈ S(x n−1 ) and
where ǫ n > 0 and ǫ n → 0. For each n, take y n ∈ f (x n ) such that
When m > n, x m ∈ S(x n ). Hence
Thus, there exists y m,n ∈ f (x m ), h m,n ∈ H and d m,n ∈ D such that
Observe that y m,n ∈ f (x m ) ⊂ f (S(x n−1 )). From (4.14) and (4.13), we have
Since S(x n ) is dynamically closed, we easily see that u ∈ S(x n ), ∀n. Thus, assumption (F) in Theorem 3.1 ′ is satisfied. By Theorem 3.1 ′ , we obtain the result.
At the end of this section, we consider EVPs for approximately efficient solutions. Németh [35] gave the concept of approximately efficient solutions for vectorvalued maps. Here, we extend the concept to set-valued maps.
Let X be a nonempty set, Y be a real linear space, D ⊂ Y be a convex pointed cone and f : X → 2 Y \{∅} be a set-valued map. We consider the following vector optimization problem:
Moreover, let ǫ > 0 and H ⊂ D\{0} be a convex set.
Theorem 4.5. In Theorem 4.1, moreover assume that x 0 is an (ǫ, H)-efficient solution of (4.15). Then there existsx ∈ X such that
Proof. By Theorem 4.1, we conclude that (a) and (b) hold. Hence, we only need to show that (c) holds. If not, assume that
This contradicts the assumption that x 0 is an (ǫ, H)-efficient solution of (4.15).
Similarly we can prove the following: Theorem 4.6. In Theorems 4.2, 4.2 ′ and 4.3, moreover assume that x 0 is an
Pre-orders and minimal points in product spaces
In this section, by using Theorem 2.1 we discuss pre-orders and minimal points in product spaces. Particularly, we obtain several versions of EVP for Pareto minimizers, which generalize the corresponding results in [4, 5, 31, 48] . 
Moreover, let (X, d) be a metric space and let f : X → 2 Y \{∅} be a set-valued map. A pointx ∈ X is called a Pareto minimizer (resp., strict Pareto minmizer)
Let F : X × X → 2 D \{∅} satisfy the following conditions (see [48] ):
such that for any y ∈ Y and any z ∈ F (X × X), ξ(y + z) = ξ(y) + ξ(z) and such that for any δ > 0,
Obviously, ξ(0) = ξ(0 + 0) = ξ(0) + ξ(0) = 2ξ(0), so ξ(0) = 0.
As in [48] , define a quasi-order F on X × Y as follows:
Consider a nonempty set A ⊂ X × Y and a point (x 0 , y 0 ) ∈ A. Put
Moreover, define a partial order F * on X × Y as follows:
If ξ is strict D-monotone, i.e., y 2 ≤ D y 1 and y 2 = y 1 imply that ξ(y 2 ) < ξ(y 1 ), then the orders F and F * are coincident.
By using Theorem 2.1, we can deduce the following minimal point theorem in product spaces. Let A ⊂ X × Y be a nonempty set and (x 0 , y 0 ) ∈ A be given. Suppose that the following conditions are satisfied:
(iii) for every F -decreasing sequence {(x n , y n )} in S F (x 0 , y 0 ), if {x n } converges to x, then there exists y ∈ Y such that (x, y) ∈ A and (x, y) F (x n , y n ), ∀n (in [48] , (iii) is called (H1)).
Then, there exists (x,ŷ) ∈ A such that
From this, we conclude that (x,ŷ) ∈ A satisfies the following
Proof. Obviously, (A, F * ) is a partial order set and S F * (x 0 , y 0 ) = ∅. Define η : (A, F * ) → (−∞, +∞] as follows: η • (x, y) = ξ(y − y 0 ), ∀(x, y) ∈ A. Clearly, η is monotone with respect to F * . By (ii), ξ is lower bounded on P Y (S F (x 0 , y 0 ))−y 0 , Also, 0 ∈ P Y (S F (x 0 , y 0 )) − y 0 and ξ(0) = 0. Thus,
This means that assumption (A) is satisfied if we regard (A, F * ) as a pre-order set (X, ) in Theorem 2.1. For any (x, y) ∈ S F * (x 0 , y 0 ) and any (x ′ , y ′ ) ∈ S F * (x, y)\{(x, y)},
Thus, assumption (B) in Theorem 2.1 is satisfied.
Let a sequence {(x n , y n )} ⊂ S F * (x 0 , y 0 ) satisfy (x n , y n ) F * (x n−1 , y n−1 ) ∀n. We shall show that there exists (x,ȳ) ∈ A such that (x,ȳ) F * (x n , y n ), ∀n, i.e., assumption (C) in Theorem 2.1 satisfied. If there exists a sequence n 1 < n 2 < · · · such that (x n i , y n i ) = (x n i+1 , y n i+1 ), ∀i, then we have (x k , y k ) = (x n 1 , y n 1 ) for all k ≥ n 1 and the result is trivial. Hence, we may assume that (x n , y n ) = (x n−1 , y n−1 ), ∀n. From the definition of F * , we have y n−1 ∈ y n + F (x n , x n−1 ) + D and ξ(y n − y 0 ) < ξ(y n−1 − y 0 ), ∀n.
(5.1)
As ξ is lower bounded on P Y (S F (x 0 , y 0 )) − y 0 , {ξ(y n − y 0 )} is a lower bounded, decreasing real sequence, so {ξ(y n − y 0 )} is convergent. We assume that
First, we assert that {x n } is a Cauchy sequence. If not, there exists δ > 0 and a sequence
which contradicts (5.2). Thus, {x n } is a Cauchy sequence and by assumption (i), there existsx ∈ X such that x n →x. By assumption (iii), there existsȳ ∈ Y such that (x,ȳ) ∈ A and (x,ȳ) F (x n , y n ), ∀n. From this, we have ξ(ȳ−y 0 ) ≤ ξ(y n −y 0 ) and by (5.1), we have ξ(ȳ −y 0 ) < ξ(y n −y 0 ) for all n. Thus, (x,ȳ) F * (x n , y n ), ∀n. Now, we can apply Theorem 2.1 and obtain the result, i.e., there exists (x,ŷ) ∈ A such that (a) and (b) hold. Obviously, (a) ⇒ (a ′ ). Next, we show that (b) ⇒ (b ′ ).
Assume that (b ′ ) is not true. That is, there exists (x, y) ∈ A with x =x such that we may define F * on X × Y as follows: y 1 ) and ξ(y 2 ) < ξ(y 1 ).
Moreover, assumption (ii) in Theorem 5.1 can be written as: ξ is lower bounded on P Y (S F (x 0 , y 0 ) ). Put
Then for any δ > 0, ζ(δ) := inf{ξ(y) : (ii ′ ) ξ is lower bounded on P Y (S F (x 0 , y 0 )) − y 0 and for all x ∈ P X (S F (x 0 , y 0 )), the set {y ′ ∈ Y : (x, y ′ ) ∈ A} has the strict domination property.
Then, there exists (x,ŷ) ∈ A such that (a)
(b) for any (x, y) ∈ A\{(x,ŷ)},ŷ ∈ y + F (x,x) + D.
Proof. By Theorem 5.1, there exists (x,ỹ) ∈ A such that
and such thatỹ
By the imposed strict domination property, there isŷ ∈ SMin D {y ′ : (x, y ′ ) ∈ A} such thatŷ ≤ Dỹ . Next, we show that (x,ŷ) is a desired element. By (5.4) and y ≤ Dỹ , we have
Hence, (x,ŷ) satisfies (a). Let (x, y) ∈ A\{(x,ŷ)}. Assume that
Thenỹ ∈ŷ + D ⊂ y + F (x,x) + D. By (5.5), we have x =x. Thus, we havê y, y ∈ {y ′ : (x, y ′ ) ∈ A}. By (5.6), y ≤ Dŷ . Sinceŷ ∈ SMin D {y ′ : (x, y ′ ) ∈ A}, we have y =ŷ. This leads to (x, y) = (x,ŷ), a contradiction! Let f : X → 2 Y \{∅} and (x 0 , y 0 ) ∈ grf , where grf denotes the set {(x, y) ∈
. By taking A = grf in Theorem 5.2, we obtain the following. 
(ii) ξ (from (F3)) is lower bounded on P Y (S F (x 0 , y 0 )) − y 0 and f (x) has the strict domination property for any x ∈ X; (iii) for any F -decreasing sequence {(x n , y n )} in S F (x 0 , y 0 ), if {x n } converges to x, then there exists y ∈ f (x) such that (x, y) F (x n , y n ), ∀n. For set-valued maps, Khanh and Quy [31] introduced the following concepts.
Then, there exists
Definition 5.1. Let f : X → 2 Y \{∅} be a set-valued map.
(i) f is said to be D-lower semi-continuous from above(briefly, denoted by Dlsca) atx if, for any convergent sequence x n →x and any sequence y n ∈ f (x n ) with y n+1 ≤ D y n ∀n, there existsȳ ∈ f (x) such thatȳ ≤ D y n , ∀n.
(ii) f is said to be weak D-lower semi-continuous from above (briefly, denoted by w.D-lsca) atx if, for each sequence
As pointed out in [31] , D-lsca implies w.D-lsca. We see that f being w.D-lsca is exactly that f is D-s.l.m. Hence, D-lsca maps can also be called strongly D-s.l.m. 
Suppose that the following conditions are satisfied:
and f (x) has the strict domination property for every x ∈ X. Then the result of Corollary 5.1 holds.
Proof. It suffices to check assumption (iii) in Corollary 5.1. Let a sequence {(x n , y n )} ⊂ grf satisfy (x n+1 , y n+1 ) F (x n , y n ) and x n →x. Clearly, y n+1 ≤ D y n , ∀n. By the assumption, f is strongly D-s.l.m., hence there existsȳ ∈ f (x) such thatȳ ≤ D y n , ∀n. Next, we show that (x,ȳ) F (x n , y n ), ∀n.
If d(x n ,x) = 0, then x = x n . In this case,ȳ ≤ D y n is equivalent to that y n ∈ȳ + d(x, x n )H + D. Certainly, we have (x,ȳ) F (x n , y n ). Thus,
Letting i → ∞ and remarking that H + D is h 0 -closed, we have y n −ȳ d(x, x n ) ∈ H + D and hence y n ∈ȳ + d(x, x n )H + D.
That is, (x,ȳ) F (x n , y n ).
As we have seen, the assumption that αH + D is closed for all α > 0 (see [31, Theorem 5 .2]) is not necessary. Here, we only assume that H + D is h 0 -closed for some h 0 ∈ H. In particular, if H is a singleton {k 0 } with k 0 ∈ D\ − cl(D), then we only need to assume that D is k 0 -closed. As pointed out in [31, Section 5] , the condition that f is strongly D-s.l.m. Proof. We shall apply Corollary 5.1 to prove the conclusion. Put
Obviously, F satisfies (F1) and (F2). Since k 0 ∈ D\ − vcl(D), we know that ξ k 0 (y) = −∞, ∀y ∈ Y . By Lemma 3.2, ξ k 0 is D-monotone and satisfies that ξ k 0 (y + z) = ξ k 0 (y) + ξ k 0 (z), ∀y ∈ Y, ∀z ∈ F (X × X).
Besides, for any δ > 0, ζ(δ) := inf{ξ k 0 (y) : y ∈ ∪ d(x,x ′ )≥δ F (x, x ′ )} ≥ (ǫ/λ)δ > 0.
Hence, F satisfies (F3) for ξ k 0 . For (x, y), (x ′ , y ′ ) ∈ grf , we define
Denote the set {(x, y) ∈ grf : (x, y) F (x 0 , y 0 )} by S F (x 0 , y 0 ).
Let {(x n , y n )} be a F -decreasing sequence in S F (x 0 , y 0 ) and let {x n } be a Cauchy sequence. From (x n+1 , y n+1 ) F (x n , y n ), we have y n ∈ y n+1 + (ǫ/λ)d(x n+1 , x n )k 0 + D ⊂ y n+1 + D and y n+1 ≤ D y n .
By the assumption that (X, d) is strongly (f, D)-lower complete, there existsx ∈ X such that x n →x (n → ∞), that is, condition (i) in Corollary 5.1 is satisfied.
Let {(x n , y n )} be a F -decreasing sequence in S F (x 0 , y 0 ) and let x n →x. Since y n+1 ≤ D y n , x n →x and f is strongly D-l.s.m. Since d(x m , x n ) → d(x, x n ) (m → ∞) and D is k 0 -closed, from (5.7) we can deduce that y n ∈ȳ + (ǫ/λ)d(x, x n )k 0 + D, and hence (x,ȳ) F (x n , y n ). Thus, condition (iii) in Corollary 5.1 is satisfied.
Since y 0 ∈ f (X)+ǫk 0 +D, by Lemma 3.2, ξ k 0 is lower bounded on P Y (S F (x 0 , y 0 ))− y 0 . And by the assumption that f (x) has the strict domination property, we know that condition (ii) in Corollary 5.1 holds. Now, applying Corollary 5.1, we obtain (x,ŷ) ∈ grf such that (a) and (b) hold. Finally, from (a), we have y 0 ∈ŷ + (ǫ/λ)d(x, x 0 )k 0 + D. Combining this with y 0 ∈ f (X) + ǫk 0 + D, we conclude that d(x, x 0 ) ≤ λ.
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