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Résumé
Le rendu basé image consiste à générer un nouveau point
de vue à partir d’un ensemble de photos d’une scène.
On commence en général par effectuer une reconstruc-
tion 3D approximative de la scène, utilisée par la suite
pour mélanger les images sources et ainsi obtenir l’image
souhaitée. Malheureusement, les discontinuités dans les
poids des images sources, dues à la géométrie de la scène
ou au placement des caméras, causent des artefacts vi-
suels dans la vue résultante. Dans cet article nous mon-
trons qu’une façon d’éviter ces artefacts est d’imposer des
contraintes supplémentaires sur le gradient de l’image syn-
thétisée. Nous proposons une approche variationnelle sui-
vant laquelle l’image cherchée est solution d’un système
linéaire résolu de façon itérative. Nous testons la méthode
sur plusieurs jeux de données multi-vues structurés et non-
structurés, et nous montrons que non seulement elle est
plus performante que les méthodes de l’état de l’art, mais
elle élimine aussi les artefacts créés par les discontinuités
de visibilité.
Mots Clef
Rendu basé image, reconstruction 3D, imagerie computa-
tionelle
Abstract
Multi-view image-based rendering consists in generating a
novel view of a scene from a set of source views. In general,
this works by first doing a coarse 3D reconstruction of the
scene, and then using this reconstruction to establish cor-
respondences between source and target views, followed by
blending the warped views to get the final image. Unfortu-
nately, discontinuities in the blending weights, due to scene
geometry or camera placement, result in artifacts in the
target view. In this paper, we show how to avoid these arti-
facts by imposing additional constraints on the image gra-
dients of the novel view. We propose a variational frame-
work in which an energy functional is derived and optimi-
zed by iteratively solving a linear system. We demonstrate
this method on several structured and unstructured multi-
view datasets, and show that it numerically outperforms
state-of-the-art methods, and eliminates artifacts that re-
FIGURE 1 – La reconstruction 3D de la scène permet de
mettre en correspondance la vue cible u avec les vues
sources vk.
sult from visibility discontinuities.
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1 Introduction
Le rendu basé image consiste à générer un nouveau point
de vue à partir d’un ensemble de photos d’une scène. On
commence en général par effectuer une reconstruction 3D
approximative de la scène, appelée proxy géométrique, qui
est ensuite utilisée pour établir des correspondances entre
les vues sources et la vue à synthétiser (Figure 1). Enfin
des vues projetées sont mélangées pour obtenir l’image fi-
nale. Le récent travail de Pujades et al. [26] propose une
formulation bayésienne du problème de rendu basé image,
construite sur le travail précédent de Wanner et Gold-
luecke [13,33]. Ils ont montré que le poids de chaque image
source dans le mélange final pouvait se déduire formelle-
ment des propriétés de la caméra, du contenu de l’image,
et de la précision du proxy géométrique, amenant une nou-
velle formalisation des heuristiques de mélange proposées
initialement par Buehler et al. [4]. La plupart des « proprié-
tés désirables qu’un algorithme idéal de rendu basé image
devrait avoir » [4] eurent alors une explication formelle,
sauf la propriété de continuité. Par conséquent, les discon-
tinuités dans les poids des images sources, dues principa-
lement à l’estimation de la géométrie de la scène ou au
placement des caméras, créent des artefacts visuels dans la
vue synthétisée.
Dans cet article, nous montrons qu’une façon d’éviter ces
artefacts est d’imposer des contraintes supplémentaires sur
le gradient de l’image synthétisée. Ces contraintes viennent
d’une simple observation : les contours d’image dans la vue
cible doivent aussi être des contours dans les images source
où ces parties sont visibles. Une fonctionnelle d’énergie
similaire à celle de Pujades et al.est développée, composée
de l’habituel terme sur les données (data term) et un terme
de régularisation (smoothness term), mais le terme sur les
données contient un terme additionnel qui prend en compte
les contraintes sur les gradients.
Dans la section 3, nous décrivons comment nous estimons
les transformations d’images pour les projeter sur la vue
cible. Nous développons une formulation variationnelle du
modèle de rendu basé image dans la section 4. Les hypo-
thèses de discrétisation et d’implémentation de notre mé-
thode sont décrites dans la section 5. Dans la section 6,
nous testons la méthode sur plusieurs jeu de données multi-
vues structurés et non-structurés, et nous montrons que non
seulement elle est plus performante que les méthodes de
l’état de l’art, mais elle élimine aussi les artefacts créés par
les discontinuités de visibilité. Nous concluons que tenir
compte à la fois de l’intensité et du gradient dans les mé-
thodes de rendu basé image apporte une solution élégante
au renforcement de la propriété de continuité initialement
énoncée par Buehler et al.
2 Travaux antérieurs
Les techniques de rendu basé image ont été décrites et clas-
sifiées par Shum et al. [27]. La plupart des méthodes de
l’état de l’art [6, 18, 20, 21, 28, 35] utilisent une reconstruc-
tion de la géométrie de la scène plus ou moins précise,
appelée géométrie intermédiaire ou proxy géométrique.
Ortiz-Cayon et al. [24] proposent de segmenter les images
selon les zones où chaque algorithme est susceptible de
produire le moins d’artefacts possible. Toutes ces tech-
niques sont inspirées par Unstructured Lumigraph Rende-
ring [4], qui effectue un mélange des k plus proches vues,
pondérées par les angles et les distances à la vue cible. La
technique de rendu de Davis et al. [8] va plus loin en renfor-
çant la continuité des poids du mélange, supprimant ainsi
la plupart des artefacts temporels. Néanmoins, les poids
de mélange sont encore calculés d’après des règles heuris-
tiques et le choix des caméras pour le rendu est totalement
arbitraire.
L’idée clé de se débarrasser des heuristiques est apportée
par Wanner et al. [33] qui proposent une formulation bayé-
sienne du rendu basé image fondée sur un modèle phy-
sique de formation de l’image. Les poids des contributions
de chaque vue source dans le mélange final est automati-
quement déduit des équations mathématiques en dérivant
une fonctionnelle énergie. Pujades et al. [26] sont allés
plus loin en intégrant l’incertitude de la géométrie dans
le formalisme bayésien. Ils obtiennent de nouveaux poids
qui favorisent à la fois la cohérence épipolaire et la dévia-
tion angulaire minimale, critères évoqués dans Buehler et
al. [4] pour décrire l’algorithme de rendu basé image idéal.
Ils n’apportent cependant pas d’éléments pouvant satisfaire
pleinement le principe de continuité, en particulier près des
bords du champ de vue de chaque caméra source. Nous
montrons que l’introduction d’un terme additionnel dans
la fonctionnelle énergie ajoute de nouvelles contraintes sur
le gradient de l’image cherchée, empêchant l’apparition
de hautes fréquences dues au mauvais conditionnement du
système et apportant une solution élégante au problème de
conditionnement.
La fusion d’images dans le domaine du gradient a reçu
beaucoup d’intérêt ces dernières années, en commençant
par l’article phare de Perez et al. [25], pour des applications
dans l’édition d’images [22], l’inpainting [19] ou les pano-
ramas [1, 36]. Le travail le plus proche du notre en rendu
basé image est probablement celui de Kopf et al. [18], qui
génère effectue un rendu de gradient, suivi d’une intégra-
tion pour produire la couleur de l’image. Néanmoins cette
méthode se limite à interpoler entre deux vues sources, et
elle ne s’attelle pas à la configuration générique, dans la-
quelle les points de vue sources sont très différents et non
structurés, ce que nous proposons de faire.
3 Reconstruction 3D
La plupart des méthodes de rendu basé image utilisent une
reconstruction 3D approximative de la scène appelée proxy
géométrique. Nous avons opté pour une représentation en
cartes de profondeur car elles sont un bon compromis entre
précision et exhaustivité de reconstruction. En effet, la re-
construction d’un nuage de point à l’aide d’un algorithme
de l’état de l’art [11] est économe en données et très précise
mais les données sont éparses. D’autre part, si une recons-
truction de surface [9,16] est faite à partir du nuage de point
dans le but de densifier les correspondances entre les vues,
la précision de la géométrie diminue. Les cartes de profon-
deur offrent en outre l’avantage d’établir immédiatement
les correspondances entre tout point xm = (xm, ym, 1)ᵀ
d’une vue source vk son projeté xp = (xp, yp, 1)ᵀ sur la
vue cible u. Nous appelons τk une telle transformation :
τk : Ωk → Γ
xm 7→ xp
(1)
3.1 Calibration des caméras
Nous utilisons une partie du logiciel de reconstruction 3D
multi-vues MVE [10]. Dans un premier temps, nous cor-
rigeons la distorsion des caméras et les calibrons à l’aide
d’openMVG [23]. Le modèle sténopé est alors choisi pour
FIGURE 2 – La carte de profondeur de la vue cible, obtenue
par projection de quads depuis les vues sources. Images de
la base fountain.
représenter les caméras : une matrice Kk de paramètres
intrinsèques, ainsi que la rotation Rk et la translation tk
permettant le changement en coordonnées monde/caméra.
3.2 Correspondances par pixel
Pour chaque vue k, une carte de profondeur est estimée en
utilisant l’algorithme de stéréo multi-vues [12]. Les pro-
fondeurs obtenues h sont radiales – distances euclidiennes
entre un point 3D de la scène et le centre de la caméra.
Nous les convertissons en profondeurs orthogonales :
z(xm) =
h(xm)
‖K−1k xm‖
. (2)
De la même façon, la dérivée spatiale hx = ∂h∂x donnant
l’orientation de la surface peut être convertie en
zx(xm) =
1
‖K−1k xm‖
(hx(xm)−
(K−1k xm)
ᵀK−1k [0]
‖K−1k xm‖2
h(xm))
(3)
où K−1k [0] représente la première colonne de K
−1
k .
Chaque carte de profondeur est filtrée par un filtre bilaté-
ral [17] dans le but de combler les trous.
Les transformations d’images τk sont calculées en proje-
tant sur la vue cible le point 3D estimé par la carte de pro-
fondeur de la vue source :
τk(xm) = Ne(KuRu(R
ᵀ
k(z(xm)K
−1
k xm)−tk)+tu) (4)
où Ne est la normalisation euclidienne, qui consiste à divi-
ser un vecteur en coordonnées homogènes par sa dernière
composante, ici la profondeur orthogonale du point 3D vu
depuis u.
3.3 Gestion des occultations
La gestion de la visibilité se fait en deux temps. D’abord,
les pixels des vues sources sont marqués invalides si leur
projeté par τk se situent hors des bords de l’image de la
vue cible. Ensuite, la carte de profondeur zu de la vue cible
est estimée pour traiter les occultations inverses (Figure 2).
À partir de chaque pixel xm de chaque vue source vk un
quad (quadrilatère 3D) est créé à la distance estimée z(xm)
et orienté par zx(xm). Il est ensuite projeté sur la vue cible
u en accumulant un z-buffer pour ne retenir que les pro-
fondeur les plus proches. Le test de visibilité s’effectue en
comparant la distance du point 3D reconstruit à la vue cible
avec la profondeur estimée précédemment : si la différence
se situe au-delà d’un certain seuil – fixé arbitrairement –
alors le pixel xm est marqué comme non visible depuis u.
3.4 Contributions des vues sources
Les poids des contributions de chaque vue source dans le
rendu sont de deux sortes [26]. D’une part les poids de dé-
formation, donnés par la jacobienne de la transformation
τk, pénalisent les vues qui observent la surface de biais ou
qui se situent loin de la vue cible. La jacobienne se calcule
à partir des matrices des caméras, des profondeurs et des
normales estimées :
∂τk
∂xm
(xm) = JeKuRuR
t
kK
−1
k
hxxm + z hyxmhxym hyym + z
hx hy

(5)
Les poids de géométrie, garantissant la déviation angulaire
minimale, c’est-à-dire pénalisant les caméras formant un
angle trop grand avec la vue cible, découlent de l’incer-
titude de la géométrie estimée σ2g,k et de la variance du
bruit du capteur σ2s,k. Chaque vue source k est ainsi pon-
dérée par ωk(u) = (σ2s,k + σ
2
g,k(u))
−1 avec σ2g,k(u) =
σ2z,k(b ? (
∂τk
∂z
t∇u ◦ τk))2, et ∇u le gradient de la solution
courante u. Les dérivées ∂τk∂z sont données par la formule
∂τk
∂z
(xm) = JeKuRuR
t
kK
−1
k xm (6)
4 Une formulation variationnelle du
rendu basé image
La deuxième étape de notre méthode est une approche va-
riationnelle pour synthétiser une nouvelle image optimale
u : Γ → R au point de vue cible à partir d’images sources
vk : Ωk → R. Pour plus de clarté, les valeurs des images
sont prises comme étant des scalaires, mais il est aisé de
généraliser aux images couleurs.
4.1 Modèle de formation de l’image
Comme on suppose en général dans la littérature sur la
super-résolution [2, 15], la valeur d’intensité vk(xm) d’un
point xm dans l’image source k peut s’écrire comme la
convolution de l’image cible avec la fonction d’étalement
du point (FEP) ou noyau de flou, notée b. Étant donnée une
image idéale u au point de vue ciblé, définie sur le domaine
Γ, et une transformation τi des points de Ωk dans Γ, si nous
mettons de côté les occultations pour le moment, l’intensité
de l’image observée peut s’écrire comme
vk(xm) =
∫
Ωk
u ◦ τk(x) b(x− xm) dx, (7)
FIGURE 3 – Les discontinuités des transformations τk et
des poids ωk provoquent des artefacts. A gauche : une vue
du jeu de données de Strecha [29] estimée avec l’énergie
donnée par l’équation 8. A droite : une transformation τk
présentant des discontinuités dues à la visibilité à cet en-
droit de l’image.
ou plus simplement vk = b ∗ (u ◦ τk).
4.2 Estimation du maximum a posteriori
Le but de toute approche variationnelle est d’estimer une
image u à partir des données (v∗k)k∈[1..K], où K est le
nombre de vues sources. L’estimateur de u doit maximiser
la probabilité a posteriori d’observer u sachant nos don-
nées en entrée et la probabilité a priori de u. On peut mon-
trer que c’est équivalent à minimiser l’énergie
E(u) = Ecolor(u) + λEprior(u), (8)
où Ecolor est le terme portant sur les données. Eprior, sou-
vent appelé terme de régularisation, vient de la probabilité
a priori de l’image, et λ permet de lisser la solution finale
en prévenant l’apparition de hautes fréquences. Dans notre
travail, nous utilisons un a priori de variation totale [14],
Eprior(u) =
∫
Γ
|∇u|, qui a quelques avantages par rap-
port à d’autres a priori d’image plus complexes [7, 30] : il
préserve les bords abruptes et contours de l’image, et il est
convexe. Une preuve de convergence est fournie par Cham-
bolle [5].
Ecolor est donné par le terme de vraisemblance [26]. Cela
prend en compte dans quelle mesure la solution courante
est en adéquation avec les données :
Ecolor(u) =
K∑
k=1
1
2
∫
Ωk
ωk(u) ((b ∗ (u ◦ τk)− v∗k))
2
dx,
(9)
4.3 Ajout du terme portant sur le gradient
de l’image
Puisque la géométrie et la visibilité peuvent être disconti-
nues et bruitées, le terme ωk(u) dans (9) et les τk peuvent
être aussi très bruités, ce qui résulte en des artefacts dans
la solution finale qui apparaissent comme de faux bords
ou textures (Figure 3). La méthode de rendu basé image
devrait empêcher ces contours d’apparaître : en fait, un
contour synthétisé dans l’image solution devrait également
être présent dans les images sources, là où ces parties de la
scène sont visibles.
Pour renforcer cette propriété, nous ajoutons un terme sup-
plémentaire Egrad(u) à l’énergie précédente (9), qui force
la solution courante à se rapprocher des données dans le
domaine du gradient :
Egrad(u) = −log p(∇v0 . . .∇vK−1|∇u) (10)
= −
K−1∑
k=0
log p(∇vk|∇u) (11)
=
∫
Ωk
(∇vk −∇v∗k)2 dx (12)
=
∫
Ωk
(∇(b ∗ (u ◦ τk))−∇v∗k)2 dx.(13)
Ce terme permet en outre d’ajouter de nouvelles
contraintes au système qui est alors mieux conditionné.
Trouver u qui minimise cette énergie est alors équivalent à
résoudre l’équation de Laplace :
∆((b ∗ (u ◦ τk)− v∗k) = 0, (14)
où ∆ = ∇.∇ représente le laplacien de l’image. On en
déduit aisément la différentielle de la fonctionnelle :
dEgrad(u) = (|
∂τk
∂z
|−1 b̄ ∗ (∆(b ∗ (u ◦ τk))−∆v∗k)) ◦ βk.
(15)
Les βk sont les transformations inverses qui apparaissent
à cause du changement de variable dans l’intégrale. b̄ est
l’adjoint de la FEP b. Les transformations τk sont celles
qui ont été estimées auparavant, et manquent ainsi de pré-
cision. Cette incertitude a un effet néfaste sur le calcul de
∆(b∗ (u◦ τk)). Par conséquent, nous choisissons de calcu-
ler le laplacien de u d’abord, puis de le transformer dans le
domaine Ωk. Sous l’hypothèse que les transformations τk
sont localement linéaires, on peut négliger leurs dérivés au
deuxième ordre et obtenir
∆(b∗(u◦τk)) = b∗
(
∂τk
∂x
t
Hu(x)
∂τk
∂x
+
∂τk
∂y
t
Hu(x)
∂τk
∂y
)
,
(16)
où Hu = ∂∇u∂x est la hessienne de u.
Les cartes de profondeur mal estimées causant de fortes
discontinuités dans les correspondances entre les vues, la
hessienne peut être très instable. Pour l’implémentation et
dans ce cas seulement, nous supposons que τk(x) ≈ x + d,
de telle façon que
∆(b ∗ (u ◦ τk)) = b ∗ (trace(Hu(x)) ◦ τk) = b ∗ (∆u ◦ τk).
(17)
La forme finale de l’énergie à minimiser est donc
E(u) = αEdata(u) + γEgrad(u) + λEprior(u). (18)
Nous minimisons la fonctionnelle (18) via FISTA (Fast Ite-
rative Shrinkage Thresholding Algorithm) [3].
5 Discrétisation et approximation
5.1 La fonction d’étalement du point
La fonction d’étalement du point (FEP) b : Ωk → [0, 1]
est une densité de probabilité qui peut être transformée en
bk : Γ → [0, 1] par le changement de variable x′ = τk(x)
de telle manière que
bk(x
′) = b(x) = |Jτk(x)| b(τk(x)). (19)
Soit xp = τk(xm) ∈ Γ. Alors, par changement de variable
à l’intérieur de l’intégrale, on obtient :
vk(xm) =
∫
Γ
u(x′)bk(x
′ − τk(xm)) dx′ (20)
Il y a plusieurs façons de calculer la transformée de la FEP,
selon comment on la représente dans Ωk. On utilise le plus
souvent une gaussienne 2D de moyenne xm et de cova-
riance Σ. Puisque la gaussienne a un support infini, cela est
difficile à implémenter en pratique. Une modélisation plus
simple consiste à faire l’hypothèse d’un pixel carré et uni-
formément sensible à la lumière sur toute sa surface. Ainsi,
la FEP est une fonction de densité uniforme carrée. En no-
tant A l’aire d’un pixel centré sur (0, 0) dans une vue vk,
on a :
b(x, y) =
{
1
A2 si−
1
A ≤ x, y ≤
1
A
0 ailleurs.
(21)
Sous l’hypothèse que la transformation τk est localement
linéaire, la FEP transformée est un parallélogramme uni-
formément distribué. Dans ce cas, nous pouvons faire un
hypothèse plus forte encore en supposant que la transfor-
mation conserve les aires des pixels, ce qui est faux en réa-
lité mais simplifie largement l’implémentation. On prendra
par la suite une aire de pixel unitaire. Parce que la couleur
est constante et égale u(p) sur toute l’aire du pixel p dans
la vue cible, la convolution précédente peut s’écrire comme
dans [15] :
vk(xm) =
∑
p∈Γ
u(p)
∫
p
bk(x
′ − τk(xm)) dx′, (22)
donc la couleur du pixel m dans la vue source est
vk(m) =
∑
p∈Γ
Bk,m,pu(p), (23)
où Bk,m,p =
∫
p
bk(x
′ − τk(xm)) dx′ est l’aire d’intersec-
tion entre la projection du pixel dans la vue cible u et un
pixel p de cette vue. Cela revient à faire une interpolation
bilinéaire des intensités de u.
5.2 Le système linéaire
Pour chaque pixel m de chaque vue en entrée vk nous
obtenons une équation similaire à (23). Soit V∗ le vec-
teur de tous les pixels de toutes les vues sources mis dans
une seule grande colonne (v0(0), v0(1), ..., vK−1(M −
1))t, U le vecteur colonne contenant la solution courante
(u(0), ..., u(N−1))t, et B la matriceKM×N qui contient
les coefficients Bk,m,p. On peut donc écrire naturellement
V = BU. Par conséquent on exprime l’énergie (9) comme
un système linéaire :
Ecolor(U) = (BU−V∗)tW(BU−V∗), (24)
où W est une matrice KM ×KM diagonale qui contient
les poids |Jx′(βk)|ωk. Pour minimiser cette énergie nous
dérivons le système linéaire, et obtenons les équations nor-
males qui nous apportent un estimateur de la solution Û :
BtWBÛ = BtWV∗. (25)
La matrice BtWB n’est en général pas inversible. Le sys-
tème linaire peut être résolu par n’importe quelle méthode
des moindres carrés linéaires.
De même que le terme sur les couleurs de l’image, le terme
portant sur les gradients est
Egrad(U) = (B∇U−∇V∗)t(B∇U−∇V∗) (26)
et se dérive identiquement.
6 Expériences
6.1 Base de données structurées
Les premières expériences ont été réalisées à partir d’une
base de données d’images light-field [34], prises du HCI
Light Field Benchmark Datasets et de la Stanford Light
Field Archive. Pour chaque base d’images nous utilisons
une matrice de vues adjacentes (3× 3 ou 1× 9). Nous ap-
pliquons la méthode de Wanner et al. [32] pour estimer les
disparités entre les vues et l’incertitude de la géométrie à
partir des huit vues voisines. La vue centrale est rendue par
chaque algorithme testé puis comparée avec l’image origi-
nale qui sert de référence pour évaluer les performances de
l’algorithme.
α et λ sont fixés à leur valeur d’origine dans les expériences
précédentes [26, 33], respectivement 1.0 et 0.1. Nous fai-
sons varier γ de 0 à 3 pour observer l’influence du terme
sur les gradients. Un γ nul est bien entendu équivalent
à minimiser la même fonctionnelle que [26], mais notre
implémentation diffère légèrement de la leur, ce qui ex-
plique pourquoi nous avons représenté les deux dans le ta-
bleau des résultats 1. Nous comparons également notre mé-
thode à [33]. Toutes les expériences sont réalisées sur carte
graphique (nVidia GTX Titan). La résolution du système
prend entre 2 et 3 secondes pour des images de résolution
768× 768.
Le PSNR (plus il est haut mieux c’est) et le DSSIM =
104(1 − SSIM) [31] (plus il est faible mieux c’est) sont
calculés par rapport à la vue de référence pour évaluer nos
résultats. Le deuxième jeu d’expériences a été réalisé avec
les mêmes images, mais avec une géométrie planaire – la
disparité estimée est nulle, et les transformation entre les
vues sont des identités. L’incertitude de la géométrie est
augmentée.
Notre terme sur les gradients améliore systématiquement
les résultats avec une disparité estimée, et très souvent pour
une disparité planaire. La qualité des images générées est
une fonction croissante de γ. Nous interprétons ceci par
le fait que le terme sur les gradients ajoute de nouvelles
contraintes au système, permettant à l’algorithme d’optimi-
sation une meilleure convergence vers le minimum global
de l’énergie.
6.2 Base de données non structurées
Les expériences suivantes (Figure 4) ont été réalisées sur
des vues réelles prises de la base de données de Stre-
cha [29], fountain et herzjesu. La reconstruction 3D est ef-
fectuée par la méthode décrite dans la section 3. Deux types
de reconstructions ont été utilisée : une grossière mais plus
complète, et une précise mais plus incomplète. Nous géné-
rons la vue centrale, et nous gardons l’originale pour l’éva-
luation.
Comme le système est faiblement contraint, des hautes fré-
quences apparaissent dans les zones visibles depuis peu de
caméras. Ces artefacts sont accentués par une estimation
très bruitée de la profondeur près des régions d’occultation
(autour du poisson de la fontaine, ou de la gravure de Jésus.
Le paramètre λ contrôlant le terme de régularisation Total
Variation a été augmenté à 0.003 pour réduire l’apparition
de ces hautes fréquences. Mais le résultat est peu convain-
quant car les images perdent alors du détail comparées aux
originales. Nous avons alors baissé λ pour conserver tous
les traits de la gravure et ajouté le terme sur les gradients
(γ = 1.0). Nous pouvons voir sur les images, quelle que
soit la géométrie utilisée pour le rendu, que les artefacts
disparaissent tout en préservant les détails de l’image. Le
terme sur les couleurs est conservé pour que la couleur ori-
ginale des images ne soit pas affectée mais mis à une valeur
très faible (α = 0.01). L’ajout du terme sur les gradients a
en outre permis d’empêcher l’apparition de faux contours
près des frontières de visibilité, garantissant ainsi la pro-
priété de continuité.
7 Discussion et conclusion
Nous avons présenté une méthode de rendu basé image qui
permet de générer une nouvelle vue à partir d’un ensemble
générique et non structuré d’images. Cette méthode est ins-
piré par les travaux de Pujades et al. [26], qui ont oeu-
vré pour formaliser la plupart des « propriétés désirables
» listées dans l’article phare de Buehler et al. [4]. Leur
approche fut d’introduire une formulation bayésienne du
problème de rendu et d’obtenir la vue cherchée par un pro-
cessus d’optimisation. La seule propriété qu’ils n’ont pu
formaliser fut la propriété de continuité, qui énonce que les
contributions de chaque vue source doivent être des fonc-
tions continues des coordonnées des pixels.
Nous avons montré qu’un moyen de garantir cette conti-
nuité est de déclarer des les contours, textures et détails ne
devraient pas être créés dans l’image cible s’ils ne sont pas
présents dans les images sources aux endroits visibles. Cela
implique l’ajout d’un terme additionnel portant sur les don-
nées sources, basé sur les gradients des images. L’énergie
ainsi modifiée peut être minimisée en résolvant de façon
itérative un système linéaire dérivé de la fonctionnelle. Ce
système est alors plus contraint et mieux conditionné que
le précédent, ce qui empêche l’apparition d’artefacts près
des frontières de visibilité.
Ce résultat montre une nette amélioration par rapport aux
précédentes méthodes de rendu basées sur les intensités, à
la fois en terme de mesure qualitative et en terme de qualité
subjective.
Cette méthode pourrait être retravaillée pour optimiser di-
rectement les gradients de la vue cible, plutôt que les in-
tensités ; puis l’intensité de l’image pourrait être recons-
truite en résolvant l’équation de Poisson, comme il es fait
dans [18]. Cela devrait complètement enlever toutes les va-
riations dans l’image synthétisée qui viennent de disconti-
nuités des fonctions de visibilité, qui sont toujours visibles
dans nos résultats, bien qu’atténuées.
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