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Computations of Tauberian constants connected with equicon- 
vergence and the quadratfrei numbers 
H. W. Gretton and K. A. Jukes (*) 
ABSTRACT 
"Eauberian constants arising as improper  integrals involving the quadratffei  numbers  are evaluated. 
The accuracy of  the computat ions  i analysed. 
I. INTRODUCTION 
For infinite matrices (bnk), (Cnk), and a complex 
sequence (ak) consider the transforms 
Bn(a) =~bnka  k, Cn(a) = ~Cnkak, 
the sums running from k = 1 to co. Let 
A 1 = lim suPk (g(k) ak) 
where (g(k)) is a complex sequence, with g(k) * 0 
(each k). 
The transforms are called equiconvergent whenever 
A 1 = 0 if Bn(a ) and Cn(a ) exist for each n and 
lirn (Bn(a) - Cn(a)) = O. 
n ---1, ~ 
On the other hand suppose that Bn(a ) and Cn(a )
exist for each n and there exists a finite constant M 1 
such that 
lim SUPn [Bn(a ) -Cn(a)[  ~ M 1A 1 
whenever A1 < **, The least such value M 1 is called a 
Tauberian constant. 
Jukes [3, Theorem 1] established a close connection 
between equiconvergence and Tauberian constants : 
Theorem 
Equiconvergence whenever A 1 = 0 is equivalent to 
the existence of Tauberian constants whenever 
A 1 < **. 
For g(k) = k a, equiconvergence of a number of trans- 
forms was considered via this theorem, the 
(D,/a2(n)/n), 6 Sn/Tr2 and 6 (I)/zr 2 transforms 
receiving particular attention. These three transforms 
aregiven by the lower triangular matrices (bnk) where 
bnk is 
/a2(r) , r [60 / l r2 (1 ,k<n)  k 
n- r ¢ n/k (k > n) 
and 
6 k [~_i ~.2 n 
respectively. Here [x] denotes the integer part of x and 
#(n) is the MSbius function (see [2, p. 234]). For com- 
parisons of [D, #2(n)/n] with 6 Sn/rr2 and 6 (I)/rr 2 
when a = 1, it was shown in [3] that the Tauberian 
constant M 1 arises ,as an improper integral for which 
direct explicit evaluation is not possible. In the many 
papers on the subject since Hadwiger's initial results [1] 
it has been customary to give the actual numerical 
values of Tauberian constants. The object of this paper 
is to bring the stated calculations of M 1 into line and 
show that such improper integrals can be effectively 
computed. In table i we display the improper integrals 
arising in [3] together with their numerical values. 
Q(x) = ~ I#(n)l counts the number ofquadratfrei 
n~x 
numbers not exceeding x.
Table 1 
6 Sn/Tr2 
1 1 
(D'/'/2(n)/n) f0 [Q(~) 
6 I dx 
7r2x 
0.46 .... 
6 (I)/rr 2 
f l lQ(1) -  6 [1 ]  ,dx 
0 
0.69 ..... 
2. COMPUTATIONAL FORMULAE 
Consider, for example, 
11 I I I fo Q(-~)- 6 dx = f** Q(u)- 6u du ;--i I 7 7 
k+l  I Qu(k) 6 __  
(*) ft. W. Gret ton and K. A. Jukes, Department  of  Mathematics and Statistics, Sheffield City 
Polytechnic,  Sheffield, $1 1WB, England. 
du 
U 
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The integrand changes sign exactly once in the inter- 
val (k, k + 1) if 
k< ~r2Q( k )<k+l  
6 
and then 
k+l  
fk Q(k )_  6 du 
u 2 7r2u 
zt2Q(k)/6(Q(k) 6 ) du 
= fk u 2 rr2u 
k+l  ( 6_._6__ Q(k) ) du 6 logk(k+l)  +f  - = 
• rr2Q (k)/6 rt2u u2 ~-2 
rt 2 2k + 1 12 12 log Q(k) (1) 
+ k(k+ 1) Q(k) rr 2 lr 2 6 
Otherwise 
/ k  u = 
(2) 
The corresponding entry in table 1 was obtained by 
testing for each k which of (1) or (2) was applicable, 
and summing over the range 1 g k < 650,000. A 
s~milar approach was adopted for the second entry, 
the computation being done on the IBM 370/135 at 
Sheffield Polytechnic. The M/Sbius function was stored 
on file in 2 byte integers, 250 to a record. Records 
were called from file in sequence, all calculations being 
carried out in double precision using 8 byte variables, 
each with an accuracy of 16.8 decimal digits. Program 
copies and hard copies of the M/Sbius function (up to 
106) are available on request. N 
In table 2 following, we give values of f for N = 104r. 
We showed in [3] that 1 
1 xl__ 6 6 72 ~, logd f Q( ) dx= (') '-1)+ 
0 " ix ~-  7 d : l  d 2 
= 0.435 ..... 
A similar calculation gives 
0 f Q (4 )  _ ~6 
(4) 
dx= 72 ~ logd 
~r 4 d=l d 2 (5) 
= 0.692 .... 
The second and fourth columns of table 2 serve as a 
comparison and check against the computed values of 
the right hand sides of (4) and (5). 
3. ERROR ANALYSIS 
Using the facts that 
Q(y2)= Z, /a(d) [y2/d2] 
d~;y 
and 
/~(d) _ 6 
d = 1 d 2 u 2 
(see for example [2, p. 269 and p. 245]) we have 
fo ru> N> 1 
Table 2 
N = 104r 
1 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
N Q(u) 6 
f 
.4613301350 
.4615216472 
.4615558887 
.4615709731 
.4615759943 
.4615784033 
.4615803516 
.4615846327 
.4615868629 
.4615897666 
.4615907120 
.4615913464 
.4615917636 
.4615927698 
N Q(u) 6 N f Q(u) 6 u 
1 u'Tg--'-~ '2- uZl 
du 
.4358976687 
.4359448914 
.4359522O78 
.4359637862 
.4359626450 
.4359615810 
.4359621870 
.4359664667 
.4359680697 
.4359651661 
.4359643397 
.4359641927 
.4359642936 
.4359651632 
du 
.6942222781 
.694418O824 
.6944528352 
.6944685903 
.6944735447 
.6944758740 
.6944781554 
.6944825804 
.6944848520 
.6944876713 
.6944885668 
.6944891959 
.6944896233 
.6944966538 
' ! ~(u) 6 [u_~]'du 
7- -7  u" 
.6928893314 
.6929608678 
.6929712237 
.6929838153 
.6929831808 
.6929824207 
.6929832401 
.6929876645 
.6929893760 
.6929865569 
.6929857981 
.6929857064 
.6929858242 
.6929867327 
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Q(u)_ 6 l= 1 
2 [ u 2 u rr2u 
=l I le /a(d)_ 6 
i u d < ~ d 2 rr2u 
d ~ ~ 1. I-I&DWIGER, H. : "0bet ein Distanz -Theorem bei der 
A-Limitierung", Commentarii Math. Helvet. 16 (1944), 
209-214. 
1 Ig /a(d)([u~-9~-])2. HARDY, G.H. andWRIGHT, E.M.:Anintroductionto 
+ --2 d gx/u Ld~J d ~ ] the theory of numbers, 4th edition, Oxford 1960. u 
3. JUKES, K. A. : "Equiconvergence of matrix transforma- 
1 ~ /./(d) tions", Proc. Am. Math. Soc., 69 (1978), 261-270. 
u d>,/~ T I 1 = - j ) - - -  
u dg4-6  u 4-fi-1 
,~ u -3/2 + 1/u (x/-~- 1) 
u -3/2 (1 + x/N/(vr-N-1)) 
1 du 
7 
whence 
~ I Q(o) 6 dug  2 (2x/-N-1) 
N [ u 2 lr2u ~ ~-1  
4/(xf-N-1). 
Since 4/(w/-N-1) ~ 0.008 for N a 251001 then the 
first column of table 2 guarantees the corresponding 
entry in table 1. 
Again, from the above, 
I Q (u) 6 [u] 
u 2 zr2 u 2 
1 Z / l (d ) ( [~2-  u ) 1 Z /l(d) 
-~-  d ,  x/u -~  - -U- d >x/u -~-  
6 6 lu] + 
rr2u lr 2 u 2 
u -3/2 + 1/u(x/-fi- 1) + 6/rr2u 2
whence 
N 7 
Now 4/(x/N-I) < 0.005 when N > 641601 and then 
certainly 6/Tr2N < 0.0005. The third column of table 
2 thus guarantees the second numerical entry in table 1. 
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