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1. Introduction
Berezin transforms on symmetric Siegel domains (or equivalently on bounded symmetric
domains) are now fairly understood through their spectral decomposition due to [3, 22], and
their role as a generating set of invariant operators shown by [6]. However, no works have been
done concerning Berezin transforms on general Siegel domains. This paper begins the study of
Berezin transforms on homogeneous Siegel domains without symmetry condition.
In the symmetric cases, comparison of Berezin transforms with invariant differential oper-
ators has worked well, because the algebra of invariant differential operators is commutative.
But by [1, Theorem 8], this algebra is no longer commutative when the domain is not symmet-
ric. Moreover the result of [5] concerning Berezin transforms on domains in C suggests that
commutativity of Berezin transforms with the Laplace–Beltrami operator might prescribe the
nature of the domain itself. We confirm these circumstances by showing that Berezin trans-
forms on a homogeneous Siegel domain commute with the Laplace–Beltrami operator if and
only if the domain is symmetric. The actual statement of our theorem (Theorem 4.10) is a little
stronger than this and formulated by using admissible linear forms on the corresponding normal
j-algebra.
In order to state our theorem concretely, let us fix the notation. Let D be an irreducible
homogeneous Siegel domain and G the split solvable Lie group acting simply transitively
on D. The Lie algebra g of G has a structure of normal j-algebra ([18]). Thus there is an
admissible linear form ω on g, so that we have a real inner product 〈x | y〉ω := 〈[J x, y], ω〉 on
g, where J is the almost complex structure on g attached to the normal j-algebra structure of g.
The inner product 〈· | ·〉ω defines a left invariant Riemannian structure on G, through which
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we have the Laplace–Beltrami operator Lω on G. This type of Laplace–Beltrami operator
is expressed in terms of elements of the universal enveloping algebra U(g) of g as Urakawa
[23, Theorem 1] has shown for general connected Lie groups. The operator Lω corresponds
to − +  ∈ U(g) as a left invariant differential operator, where  is the square-sum of
orthonormal basis elements of g, and  ∈ g is the element for which 〈x | 〉ω = tr ad x holds
for any x ∈ g. On the other hand, our Berezin transforms Bλ, when transferred to operators on
L2(G), are convolution operators by functions aλ from the right (see (3.12); here the constants
cλ there concern nothing). With these observations we proceed as follows:
(1) Bλ commutes with Lω if and only if the action of the element  −  on the function
aλ as a left invariant differential operator is the same as the action as a right invariant one
(Proposition 4.1),
(2) Bλ commutes with Lω if and only if ( − )aλ(x) = ( − )aλ(x−1) for any x ∈ G
(Proposition 4.2),
(3) ( − )aλ(x) = λ aλ(x)
(
λ ‖C(x · e)‖2ω − 〈, α〉
)
for some α ∈ g∗, where C is the
Cayley transform introduced in [14], and e ∈ D is the reference point specified in (2.12)
(Proposition 4.9).
Since aλ(x) = aλ(x−1) for any x ∈ G, our commutativity problem is thus reduced to the
validity of ‖C(x ·e)‖ω = ‖C(x−1 ·e)‖ω. This norm equality is studied in the previous paper [15].
Making use of [15, Theorem 5.3], we conclude in Theorem 4.10 that Bλ commutes with Lω
if and only if D is symmetric and ω is proportional to the Koszul form β (see (4.10)) on the
derived algebra [g, g].
The present author is grateful to Professor Simon Gindikin for stimulus conversations with
which this work got started during the conference held in Safi (Morocco) in 1998. He also
thanks the conference organizers, Professors Massimo Picardello and Ahmed Abouelaz, for
giving him a wonderful and unforgettable opportunity.
2. Preliminaries
2.1. Normal j-algebras
Let g be a split solvable Lie algebra, J a linear operator on g with J 2 = −I and ω a linear
form on g. Then the triple (g, J, ω) is called a normal j-algebra if
[J x, J y] = [x, y] + J [J x, y] + J [x, J y] for all x, y ∈ g, (2.1)
〈x | y〉ω := 〈[J x, y], ω〉 defines a J -invariant inner product on g. (2.2)
Linear forms ω on g which satisfy (2.2) are said to be admissible. In this subsection, we
present some basic facts about normal j-algebras following [18] and [20] (see also [19]). Let
(g, J, ω)be a normal j-algebra. Let n := [g, g] be the derived algebra of g, and a the orthogonal
complement of n in g relative to the inner product 〈· | ·〉ω. Then g = a + n. We know that a is
a commutative subalgebra of g such that every operator in ad(a) is semisimple on g. Thus we
have a simultaneous eigenspace decomposition g = a + ∑α∈ nα, where  is a finite subset
of a∗ and
nα := {x ∈ n ; [h, x] = 〈h, α〉 x for all h ∈ a}.
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The dimension r := dim a is called the rank of the normal j-algebra. One can choose a basis
H1, . . . , Hr of a such that if we set E j := −J Hj , then [Hj , Ek] = δ jk Ek . Let α1, . . . , αr be
the basis of a∗ dual to H1, . . . , Hr . Then elements of , which we call the roots of g, are of the
following form (not all possibilities need occur):
1
2 (αm + αk), 1  k < m  r; 12 (αm − αk), 1  k < m  r;
1
2 αk, 1  k  r; αk, 1  k  r.
(2.3)
We remark that nαk = REk and that if α, β are distinct roots, then nα is orthogonal to nβ . Put
H := H1 + · · · + Hr , E := E1 + · · · + Er . (2.4)
Then we have the eigenspace decomposition g = g(0)+ g(1/2)+ g(1), where
g(0) := a ⊕
∑
m>k
n 1
2 (αm−αk), g(1/2) :=
r∑
i=1
n 1
2 αi
,
g(1) :=
r∑
i=1
nαi ⊕
∑
m>k
n 1
2 (αm+αk).
Clearly, [g(i), g( j)] ⊂ g(i + j) by understanding g(i) = 0 for i > 1. Moreover
Jn 1
2 (αm−αk) = n 12 (αm+αk), m > k; Jn 12 αi = n 12 αi , 1  i  r; (2.5)
so that Jg(0) = g(1)and Jg(1/2) = g(1/2). We remark here that the action of J on the elements
of g(0) is described as
J T = −[T, E], T ∈ g(0); J Tji = −[Tji , Ei ], Tji ∈ n 1
2 (α j −αi ). (2.6)
The following is the list of constants used frequently in this paper:
nmk := dimR n 12 (αm−αk) = dimR n 12 (αm+αk), 1  k < m  r;
p j :=
∑
k> j
nk j , q j :=
∑
i< j
n ji , 1  j  r;
b j := 12 dimR n 12 α j , d j := 1 +
1
2 (p j + q j ), 1  j  r;
ωk := 〈Ek, ω〉 = ‖Ek‖2ω > 0, 1  k  r.
(2.7)
2.2. Homogeneous Siegel domains
Let (g, J, ω) be a normal j-algebra, and G = exp g the connected and simply connected
Lie group corresponding to g. Note that g(0) is a Lie subalgebra of g. We denote by G(0) the
corresponding subgroup exp g(0)of G. By 2.1, we know that G(0) acts on V := g(1)by adjoint
action. Recall E ∈ V in (2.4) and let  be the G(0)-orbit through E . By [20, Theorem 4.15]
 is a regular open convex cone in V , and G(0) acts on  simply transitively. By (2.5) the
subspace g(1/2) is invariant under J , so that it is considered as a complex vector space by means
of −J . We shall write this complex vector space by U . We put W := VC, the complexification
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of V . The conjugation of W relative to the real form V is written as w → w∗. The real bilinear
map Q defined by
Q(u, u′) := 12 ([Ju, u′] − i[u, u′]), u, u′ ∈ g(1/2) (2.8)
turns out to be a complex sesqui-linear (complex linear in the first variable and antilinear in the
second) Hermitian map U × U → W which is -positive. This means that
Q(u′, u) = Q(u, u′)∗, u, u′ ∈ U ;
Q(u, u) ∈  \ {0}, for all u ∈ U \ {0}.
With these data we define the Siegel domain D = D(, Q) by
D := {(u, w) ∈ U × W ; w + w∗ − Q(u, u) ∈ }. (2.9)
Every homogeneous Siegel domain arises in this way. In this paper we assume that D is
irreducible.
Consider nD := g(1)+ g(1/2). It is at most 2-step nilpotent by 2.1. Let ND = exp nD be the
corresponding connected and simply connected nilpotent Lie group contained in G. Writing the
elements of ND by n(a, b) (a ∈ g(1), b ∈ g(1/2)), we see by the Campbell–Hausdorff formula
that the group operation is described as (with Q as in (2.8))
n(a, b) n(a′, b′) = n(a + a′ − Im Q(b, b′), b + b′). (2.10)
The group ND acts on D by
n(a, b) · (u, w) = (u + b, w + ia + 12 Q(b, b) + Q(u, b));
(u, w) ∈ D.
(2.11)
On the other hand, the adjoint action of G(0) on g(1/2) commutes with J . In other words,
G(0) acts on U complex-linearly. Moreover the adjoint action of G(0) on V = g(1) extends
complex-linearly to W , so that G(0) acts on D complex-linearly. Hence G = ND  G(0) acts
on D simply transitively. To see this more directly, we consider the following reference point:
e := (0, E) ∈ D. (2.12)
Then given z = (u, w) ∈ D, we can find a unique h ∈ G(0) satisfying hE = Re w − 12 Q(u, u).
Taking n = n(Im w, u) ∈ ND , we get z = nh · e by (2.11).
For every s = (s1, . . . , sr ) ∈ Cr let χs be the one-dimensional representation of A := exp a
defined by
χs
(
exp
∑
k tk Hk
)
= exp
(∑
k
sktk
)
, t1, . . . , tr ∈ R. (2.13)
We put
n0 :=
∑
m>k
n 1
2 (αm−αk). (2.14)
Clearly n0 is a nilpotent Lie subalgebra of g(0), and we have n = n0 + nD . Let N0 := exp n0
and N := exp n. It is also clear that G = N  A and G(0) = N0  A. We extend χs to a
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one-dimensional representation of G by defining χs(n) = 1 for n ∈ N . Let us define functions
s (s ∈ Cr ) on  by
s(hE) = χs(h), h ∈ G(0). (2.15)
Evidently it holds that
s(hx) = χs(h)s(x), h ∈ G(0), x ∈ . (2.16)
In particular, putting h = exp t H ∈ A with t = log λ (λ > 0), we see that s(λx) = λ|s|s(x),
where |s| := s1 + · · · + sr for s = (s1, . . . , sr ) ∈ Cr . Furthermore, we know that s extends to
a holomorphic function on the tube domain  + iV (cf. for example [10, Corollary 2.5]).
For h ∈ G(0), let Adg(1)(h) := (Ad h)|g(1). Moreover let AdU (h) stand for the complex
linear operator on U defined by the adjoint action of h ∈ G(0) on g(1/2), and det AdU (h) its
determinant as a complex linear operator. Then, with d := (d1, . . . , dr ) and b := (b1, . . . , br ),
we have for h ∈ G(0)
det Adg(1)(h) = χd(h), |det AdU (h)|2 = χb(h). (2.17)
2.3. Bergman kernel
By [9, §5] or [21, §II.6], it is known that D has a Bergman kernel κ . If Hol (D) denotes the
Lie group of the holomorphic automorphisms of D, then κ satisfies
κ(z1, z2) = κ(g · z1, g · z2) det g′(z1) det g′(z2),
g ∈ Hol (D), z1, z2 ∈ D,
(2.18)
where g′(z) is the complex Jacobian map of g at z ∈ D. By the discussion in 2.2 of the simple
transitive action of G on D, (2.17) and (2.18) give us
κ(z1, z2) = C · −2d−b(w1 + w∗2 − Q(u1, u2)), z j = (u j , w j ) ∈ D (2.19)
with C = κ(e, e)2d+b(2E) > 0. We put η := −2d−b in what follows for simplicity.
2.4. Pseudoinverse map
Let Dv be the directional derivative in the direction v ∈ V given by
Dv f (x) = ddt f (x + tv)
∣∣∣∣
t=0
.
For every x ∈  we define I(x) ∈ V ∗ by
〈v, I(x)〉 = −Dv log η(x), v ∈ V . (2.20)
The map I is called the pseudoinverse map. By [4, §2], I gives a diffeomorphism of  onto the
dual cone ∗ in V ∗, where
∗ := { ξ ∈ V ∗; 〈x, ξ〉 > 0 for all x ∈  \ {0}}.
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Now the group G(0) acts on V ∗ by the coadjoint action: h · ξ = ξ ◦ h−1, where h ∈ G(0) and
ξ ∈ V ∗. It is easy to show by using (2.16) that I is G(0)-equivariant
I(hx) = h · I(x), h ∈ G(0), x ∈ . (2.21)
In particular, I(λx) = λ−1I(x) for all λ > 0, and G(0) acts on ∗ simply transitively. We
know that I extends to a birational map W → W ∗. Moreover I maps the tube domain  + iV
biholomorphically onto its image I( + iV ) (see [14, §2]).
2.5. Cayley transform
First we define E∗1 , . . . , E∗r ∈ V ∗ by〈 r∑
j=1
x j E j +
∑
m>k
Xmk, E∗i
〉
= xi , x j ∈ R, Xmk ∈ n 1
2 (αm+αk).
Elements of V ∗ are canonically considered as elements of W ∗, the space of complex linear
forms on W . Then for every s = (s1, . . . , sr ) ∈ Cr we set
E∗s := s1 E∗1 + · · · + sr E∗r ∈ W ∗.
Now we define
C(w) := E∗2d+b − 2 I(w + E) ∈ W ∗, w ∈ W. (2.22)
It is evident that C is a rational mapping W → W ∗ which is holomorphic on  + iV . Let U†
denote the space of all antilinear forms on U . We set for z = (u, w) ∈ U × W
C(z) := (2 I(w + E) ◦ Q(u, ·), C(w)) ∈ U† × W ∗. (2.23)
Clearly C is a rational map U ×W → U†×W ∗. It should be noted that if z = (u, w) ∈ D, then
we have w ∈  + iV , so that C(z) is holomorphic on D. We shall call C a Cayley transform,
which is introduced in [14] as a slight modification of Penney’s [16]. We know by [14, §3] that
C is a birational map which sends D biholomorphically onto a bounded domain C(D).
3. Berezin kernels and Laplace–Beltrami operators
3.1. Weighted Bergman spaces
First of all we introduce an inner product 〈· | ·〉η on V by
〈v1 | v2〉η := Dv1 Dv2 log η(E), v1, v2 ∈ V . (3.1)
We know by [14, Lemma 2.2] that
〈v1 | v2〉η = 〈[Jv1, v2], E∗2d+b〉. (3.2)
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We extend 〈· | ·〉η to a complex bilinear form on W × W , which we still denote by the same
symbol. Then we have a Hermitian inner product (w1 | w2)η := 〈w1 | w∗2〉η on W . On the other
hand, it is easy to see that U has a Hermitian inner product (· | ·)η given by
(u1 | u2)η := 〈Q(u1, u2) | E〉η, u1, u2 ∈ U. (3.3)
We denote by dm(w) and dm(u) the Euclidean measure normalized by these inner products on
W and on U respectively. By (2.17), the measure dµ defined by
dµ(u, w) := η(w + w∗ − Q(u, u)) dm(u) dm(w) (3.4)
is a G-invariant measure on D.
Let us set for λ ∈ R
dµλ(u, w) := cλ · η(w + w∗ − Q(u, u))−λ+1 dm(u) dm(w), (3.5)
where cλ > 0 is determined shortly. The weighted Bergman space H 2λ (D) is the Hilbert space
of holomorphic functions on D which are square integrable relative to dµλ. We know by [20,
Theorem 4.26] or [10, Theorem 4.8] that H 2λ (D) = {0} if and only if
λ > λ0 := max
1kr
bk + dk + 12 pk
bk + 2dk .
In view of (2.7), we have 0 < λ0 < 1. If λ > λ0, the Hilbert space H 2λ (D) has a reproducing
kernel κλ (cf. [10, Proposition 4.6]). We choose the constant cλ in such a way that
κλ(z1, z2) = η(w1 + w∗2 − Q(u1, u2))λ, z j := (u j , w j ) ∈ D. (3.6)
Explicit expression of cλ is not necessary in this paper. The Berezin kernel Aλ(z1, z2) is now
defined to be
Aλ(z1, z2) := |κλ(z1, z2)|
2
κλ(z1, z1) κλ(z2, z2)
, z1, z2 ∈ D. (3.7)
By (2.18) and (2.19) Aλ is G-invariant
Aλ(g · z1, g · z2) = Aλ(z1, z2), g ∈ G. (3.8)
3.2. Berezin transforms
Let us fix λ > λ0 from now on. Consider the measure dµ0(z) := κλ(z, z)dµλ(z). By (3.4),
(3.5) and (3.6), we see that dµ0 = cλ dµ. The Berezin transform B Dλ is, by definition, the
following integral operator on L2(D, dµ0)
B Dλ f (z) :=
∫
D
Aλ(z, w) f (w) dµ0(w), f ∈ L2(D, dµ0). (3.9)
By [2] we know that B Dλ is a bounded positive selfadjoint operator with ‖B Dλ ‖  1. Since G is
diffeomorphic to D by the orbit map g → g · e and since dµ0 is a G-invariant measure on D,
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we shall transfer the operator B Dλ to L2(G) for left Haar measure. First let us normalize the left
Haar measure dx on G so that∫
G
f (x · e) dx =
∫
D
f (z) dµ(z) = 1
cλ
∫
D
f (z) dµ0(z). (3.10)
Then, Iλ f (x) := c
1
2
λ f (x · e) (x ∈ G) gives a unitary isomorphism of L2(D, dµ0) onto L2(G).
We set Bλ := Iλ B Dλ I −1λ . Putting
aλ(x) := Aλ(x · e, e), x ∈ G, (3.11)
we see easily that Bλ is the integral operator given by
Bλ f (x) = cλ
∫
G
aλ(y−1x) f (y) dy = cλ f ∗ aλ(x), f ∈ L2(G), (3.12)
where we have used the standard definition of convolution ∗ arising from the left translation
(see, e.g., [8, p. 55]). We note here the following simple fact.
Lemma 3.1. For λ > λ0 one has aλ ∈ L1(G).
Proof. In view of (3.7) and (3.10), the reproducing property of κλ gives∫
G
aλ(x) dx = c
−1
λ
κλ(e, e)
∫
D
|κλ(z, e)|2 dµλ(z) = c−1λ < ∞. (3.13)
Since aλ  0, this implies that aλ is integrable over G. 
3.3. Laplace–Beltrami operators
If X ∈ g, we set
X f (x) := d
dt
f (exp(−t X) x)
∣∣∣∣
t=0
, X˜ f (x) := d
dt
f (x (exp t X))
∣∣∣∣
t=0
,
where f ∈ C∞(G) and x ∈ G. These two actions of g on C∞(G) are extended to the universal
enveloping algebra U (g) of g by homomorphisms. We have the inner product 〈· | ·〉ω on g by the
definition (2.2). This inner product induces a left invariant Riemannian metric on G, relative
to which the Laplace–Beltrami operator Lω is defined. Though the following lemma holds for
any connected Lie group, we write it down here in our situation. See [23, Theorem 1] for a
proof (see also [17, Proposition 2.2]).
Lemma 3.2. Take  ∈ g such that 〈X | 〉ω = tr ad(X) holds for all X ∈ g. Then Lω =
−˜ + ˜, where  := X21 + · · · + X22N ∈ U (g), 2N := dimR g, with an orthonormal basis
{X j }2Nj=1 of g relative to 〈· | ·〉ω. Note that  remains the same under any change of orthonormal
basis of g.
Lemma 3.3. With the constants in (2.7), the element  in Lemma 3.2 is given by
 =
r∑
j=1
ω−1j (q j + b j + 1) Hj ∈ a.
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Proof. If X ∈ n, then ad X is a nilpotent operator on g. This implies
〈 | X〉ω = tr ad X = 0,
so that  ∈ n⊥ = a. Suppose now that H ∈ a. Then with n ji as in (2.7) we have
tr ad H =
∑
j>i
n ji · 12 〈H, α j − αi 〉 + 2
∑
j
b j · 12 〈H, α j 〉
+
∑
j>i
n ji · 12 〈H, α j + αi 〉 +
∑
j
〈H, α j 〉
=
∑
j
(q j + b j + 1)〈H, α j 〉.
Since ‖Hj‖ω = ‖E j‖ω = ω
1
2
j by (2.7), we have 〈H, α j 〉 = ω−1j 〈H | Hj 〉ω, which together with
the above computation yields
〈H | 〉ω = tr ad H =
∑
j ω
−1
j (q j + b j + 1)〈H | Hj 〉ω.
Hence the proof is completed. 
4. Commutativity conditions
Recall that we are working with the left Haar measure dx on G. Let δ be the modular function
(Haar modulus) of G. We know (see, e.g., [8, 2.4]) that δ(x) = det Ad(x−1) and that
d(xy) = δ(y) dx . (4.1)
Fix λ > λ0 and consider the Berezin transform Bλ on L2(G) introduced in 3.2. Let Lω be the
Laplace–Beltrami operator on G defined in 3.3. Let  be as in Lemma 3.2.
Proposition 4.1. Bλ commutes with Lω if and only if
(−˜ + ˜) aλ = (− + ) aλ.
Proof. Let f ∈ C∞c (G). SinceLω commutes with left translations, Lemma 3.2 and (3.12) give
Lω Bλ f (x) = cλ
∫
G
f (g)((−˜ + ˜) aλ)(g−1x) dg. (4.2)
On the other hand, (3.12) and (4.1) yield that if Ry f (x) := f (xy) (x, y ∈ G), then
Bλ Ry f (x) = cλ · (det Ad y)
∫
G
f (g) aλ(yg−1x) dg.
Hence if X ∈ g, we get by the definition of 
Bλ X˜ f (x) = 〈X | 〉ω · Bλ f (x) − cλ
∫
G
f (g)(Xaλ)(g−1x) dg, (4.3)
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so that we have
Bλ X˜2 f (x) = 〈X | 〉ω · Bλ X˜ f (x) − cλ
∫
G
X˜ f (g)(Xaλ)(g−1x) dg.
Here the integral of the second term on the right-hand side can be rewritten as
d
dt
[
et〈X | 〉ω
∫
G
f (g)(Xaλ)(exp t X · g−1x) dg
]∣∣∣∣
t=0
.
Therefore we get by (4.3)
Bλ X˜2 f (x) =〈X | 〉2ω · Bλ f (x) − 2cλ 〈X | 〉ω
∫
G
f (g)(Xaλ)(g−1x) dg
+ cλ
∫
G
f (g)(X2aλ)(g−1x) dg.
(4.4)
Taking an orthonormal basis {X j }2Nj=1 of g and summing up the formula (4.4) over X =
X1, . . . , X2N , we obtain
Bλ˜ f (x) =‖‖2ω · Bλ f (x) − 2cλ
∫
G
f (g)(aλ)(g−1x) dg
+ cλ
∫
G
f (g)(aλ)(g−1x) dg.
This together with Lemma 3.2 and the formula (4.3) for X =  leads us to
BλLω f (x) = Bλ(−˜ + ˜) f (x) = cλ
∫
G
f (g)((− + ) aλ)(g−1x) dg.
Comparing this with (4.2) and noting that f ∈ C∞c (G) is arbitrary, we get the proposition. 
We next make a general observation. Given a smooth function f on G, we define f ∨(x) :=
f (x−1) (x ∈ G). Then by a simple calculation we have X˜( f ∨) = (X f )∨ for any X ∈ g, and
thus for any X ∈ U (g). In particular, if f ∨ = f , then X˜ f = (X f )∨ for all X ∈ U (g).
Now the function aλ satisfies (aλ)∨ = aλ owing to (3.7), (3.8) and (3.11). The above obser-
vation then yields
(˜ − ˜) aλ(x) = ( − ) aλ(x−1).
Therefore we obtain the following proposition.
Proposition 4.2. Bλ commutes with Lω if and only if
( − ) aλ(x−1) = ( − ) aλ(x) for any x ∈ G.
We now compute (−)aλ. Put c := 2d+b for simplicity. Since η = −c is a homogenous
function with degree −|c|, the formulas (2.11) and (3.6) give (see the discussion just after (2.12))
for n ∈ ND and h ∈ G(0)
κλ(nh · e, nh · e) = 2−|c|λ η(hE)λ, κλ(nh · e, e) = η(πW (nh · e) + E)λ,
Berezin transforms and Laplace–Beltrami operators on homogeneous Siegel domains 101
where πW stands for the projection U × W → W . Therefore we have
aλ(nh) = 4|c|λχc(h)λ
∣∣η(πW (nh · e) + E)∣∣2λ, n ∈ ND, h ∈ G(0). (4.5)
We record here the following simple formula frequently used in the sequel.
Lemma 4.3. For w ∈ W one has
Dwηλ(w0) = −λ 〈w, I(w0)〉 · ηλ(w0), w0 ∈  + iV,
where I is the pseudoinverse map introduced in 2.4.
Proof. Observe that the definition (2.20) of I gives Dwη = −〈w, I(·)〉 · η. 
In what follows, we put w0 := πW (n(v0, u0)h0 · e) for v0 ∈ V , u0 ∈ U and h0 ∈ G(0). We
have w0 = h0 E + iv0 + 12 Q(u0, u0) by (2.11). We write n0 instead of n(v0, u0) for brevity.
Lemma 4.4. If Y ∈ g(1), then
Y 2aλ(n0h0) = λaλ(n0h0)
[
4λ
(
Im 〈Y, I(w0 + E)〉
)2 + 2 Re 〈Y, (DY I)(w0 + E)〉].
Proof. Since (exp− tY )n0 = n(v0 − tY, u0), it holds that πW
(
(exp− tY )n0h0 ·e
) = w0 − i tY .
Hence
Y aλ(n0h0) =4|c|λχc(h0)λ
d
dt
[
η(w0 + E − i tY )λ η(w∗0 + E + i tY )λ
]∣∣
t=0
=4|c|λ i · χc(h0)λ
[−(DY ηλ)(w0 + E)ηλ(w∗0 + E)
+ ηλ(w0 + E)(DY ηλ)(w∗0 + E)
]
,
because holomorphy of ηλ implies that W  w → Dwηλ is complex-linear. Applying
Lemma 4.3, we get
Y aλ(n0h0) = iλ · aλ(n0h0)
(〈Y, I(w0 + E)〉 − 〈Y, I(w∗0 + E)〉).
Repeating this calculation and noting that I is holomorphic on  + iV , we get
Y 2aλ(n0h0) = ddt (Y aλ)((exp − tY ) n0h0)
∣∣∣∣
t=0
=λaλ(n0h0)
[−λ(〈Y, I(w0 + E)〉 − 〈Y, I(w∗0 + E)〉)2
+ 〈Y, (DY I)(w0 + E) + (DY I)(w∗0 + E)〉
]
,
from which the lemma follows immediately. 
Lemma 4.5. If T ∈ g(0), then putting X := J T ∈ g(1), one has
T 2aλ(n0h0) =λaλ(n0h0)
[
λ
(−〈X, E∗c 〉 + 2 Re 〈X, I(w0 + E)〉)2
−2 Re 〈X, (DXI)(w0 + E)〉 + 2 Re 〈[T, J T ], I(w0 + E)〉
]
.
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Before giving a proof, let us fix the notation. Let s = (s1, . . . , sr ) ∈ Rr and we define a linear
form αs on a by
αs
(∑
k
tk Hk
)
=
∑
k
sktk, t1, . . . , tr ∈ R. (4.6)
We extend αs to an element of g(0)∗ by setting αs(g(0)∩ a⊥) = 0, so that we have χs(exp T ) =
exp αs(T ) for any T ∈ g(0). Since J Hk = −Ek for any k by definition, we also have
〈T, αs〉 = −〈J T, E∗s 〉, T ∈ g(0). (4.7)
We now prove Lemma 4.5.
Proof. In this proof, we write eT and eT z (z ∈ U + W ) instead of exp T and Ad(exp T ) z
respectively. Since e−tT · n0h0 = n(e−tT v0, e−tT u0)e−tT h0, we have
aλ(e
−tT n0h0)= 4|c|λχc(e−tT h0)λ η(e−tT w0 + E)λ η(e−tT w∗0 + E)λ
= 4|c|λχc(etT h0)λ η(w0 + etT E)λ η(w∗0 + etT E)λ,
where we used (2.16) for the second equality. Differentiation at t = 0 together with (2.6), (4.7)
and Lemma 4.3 yields
T aλ(n0h0) = λaλ(n0h0)
[−〈X, E∗c 〉 + 2 Re 〈X, I(w0 + E)〉]. (4.8)
Since 〈X, I(e−tT w0 + E)〉 = 〈etT X, I(w0 + etT E)〉 by (2.21), it holds that
d
dt
〈X, I(e−tT w0 + E)〉
∣∣∣∣
t=0
= 〈[T, X ], I(w0 + E)〉 − 〈X, (DXI)(w0 + E)〉,
where we used again (2.6). Therefore differentiating T aλ(e−tT n0h0) at t = 0 by using (4.8),
we get the lemma easily. 
We set c j := 2d j + b j ( j = 1, 2, . . . , r) for brevity.
Proposition 4.6. (1) For T ∈ n 1
2 (αk−αi ) (k > i) with ‖T ‖ω = 1, one has
(T 2 + (J T )2) aλ(n0h0) = 2λaλ(n0h0)
[
2λ |〈J T, I(w0 + E)〉|2
− ω−1k Re 〈Ek, I(w0 + E)〉
]
.
(2) For k = 1, 2, . . . , r one has
(H 2k + E2k ) aλ(n0h0) = λaλ(n0h0)
[
4λ |〈Ek, I(w0 + E)〉|2 + c2kλ
− 2(2ckλ + 1) · Re 〈Ek, I(w0 + E)〉
]
.
Proof. (1) Since 〈J T, E∗c 〉 = 0 and since [T, J T ] = −ω−1k Ek , the formula is a direct conse-
quence of Lemmas 4.4 and 4.5.
(2) This results also from Lemmas 4.4 and 4.5, because [Hk, Ek] = Ek . 
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Lemma 4.7. For Z ∈ g(1/2), one has
Z2aλ(n0h0) = λaλ(n0h0)
[
4λ
(
Re 〈Q(u0, Z), I(w0 + E)〉
)2
− 2 Re 〈Q(Z , Z), I(w0 + E)〉
− 2 Re 〈Q(u0, Z), (DQ(u0,Z)I)(w0 + E)〉
]
.
Proof. Since exp t Z = n(0, t Z), we have by (2.11)
exp (−t Z) n0h0 · e = (u0 − t Z , w0 − t Q(u0, Z) + 12 t2 Q(Z , Z)). (4.9)
Hence it holds by virtue of Lemma 4.3 that
Zaλ(n0h0) = 4|c|λχc(h0)λ
d
dt
[
η(w0 + E − t Q(u0, Z))λ
· η(w∗0 + E − t Q(Z , u0))λ
]∣∣∣∣
t=0
= 2λaλ(n0h0) · Re 〈Q(u0, Z), I(w0 + E)〉.
In view of (4.9) this leads us to
Z2aλ(n0h0) = 2λ · Zaλ(n0h0) · Re 〈Q(u0, Z), I(w0 + E)〉
+ 2λaλ(n0h0) · Re ddt
〈
Q(u0 − t Z , Z), I(w0 − t Q(u0, Z) + E)
〉∣∣∣∣
t=0
,
from which the lemma follows without difficulty. 
Proposition 4.8. If Z ∈ nαk/2 with ‖Z‖ω = 1, it holds that
(Z2 + (J Z)2) aλ(n0h0) = 2λaλ(n0h0)
[
2λ |〈Q(u0, Z), I(w0 + E)〉|2
− ω−1k Re 〈Ek, I(w0 + E)〉
]
.
Proof. Recall that Q is sesqui-linear on U × U by (2.8). Moreover we have Q(Z , Z) =
1
2 [J Z , Z ] = 12 ω−1k Ek . The corollary then follows from Lemma 4.7 and these observations.

Let ψ : G → D be the surjective diffeomorphism given by the orbit map ψ(g) := g · e.
Using (2.6) and (2.11), we see that its differential dψ : g → U + W at the identity is described
as
dψ(T + u + x) = u + (−J T + i x), T ∈ g(0), u ∈ g(1/2), x ∈ g(1).
Let us regard g as a complex vector space by means of −J . Then, as is easily verified, dψ is
complex linear, that is, dψ(−J X) = i · dψ(X) for all X ∈ g. We equip the complex vector
space (g, −J ) with a Hermitian inner product (· | ·)ω defined by
(X | Y )ω := 〈[J X, Y ], ω〉 − i〈[X, Y ], ω〉.
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We then transport it to U + W by dψ and get a Hermitian inner product (· | ·)ω on U + W .
Denoting by the same symbol the complex bilinear extension to W ×W of the real inner product
〈· | ·〉ω of V , we have by an easy computation
(X + iY | X ′ + iY ′)ω = (J X + Y | J X ′ + Y ′)ω = 〈X + iY | X ′ − iY ′〉ω.
where X, X ′, Y, Y ′ ∈ V . Identifying U† + W ∗ with U + W through (· | ·)ω, we get an inner
product on U† + W ∗, which we still denote by (· | ·)ω.
Let C be the Cayley transform defined by (2.23).
Proposition 4.9. One has
( − ) aλ(g0) = λaλ(g0)
[
λ‖C(g0 · e)‖2ω − 〈, αc〉
]
, g0 ∈ G.
Proof. To calculate aλ, let us choose an orthonormal basis of g relative to the real inner
product 〈· | ·〉ω of (2.2). In view of (2.7) we first put for k = 1, . . . , r
Ak := ω−
1
2
k Hk, Fk := ω
− 12
k Ek .
It is clear that {Ak} forms an orthonormal basis of a. Let m := dimC U =
∑
bk and fix an
orthonormal basis Z1, . . . , Zm of U relative to (· | ·)ω. Then
Z1, . . . , Zm, J Z1, . . . , J Zm form an orthonormal basis of g(1/2).
Finally we choose an orthonormal basis {Tj } of n0 = g(0)∩ a⊥ consisting of unit root vectors.
Then {J Tj } together with the above {Fk} forms an orthonormal basis of g(1) = V .
Now we multiply the formula in (2) of Proposition 4.6 by ω−1k and sum up the formula over
k = 1, 2, . . . , r . Then we get
r∑
k=1
(A2k + F2k ) aλ(n0h0) = λaλ(n0h0)
[
4λ
∑
|〈Fk, I(w0 + E)〉|2
+ λ
∑
c2kω
−1
k − 2
∑
(2ckλ + 1) ω−1k · Re 〈Ek, I(w0 + E)〉
]
.
Similarly we have by (1) of Proposition 4.6 and (2.7)∑
(T 2j + (J Tj )2) aλ(n0h0) = λaλ(n0h0)
×
[
4λ
∑
|〈J Tj , I(w0 + E)〉|2 − 2
r∑
k=1
ω−1k qk · Re 〈Ek, I(w0 + E)〉
]
.
Finally Proposition 4.8 together with (2.7) gives∑
(Z2j + (J Z j )2) aλ(n0h0) = λaλ(n0h0)
×
[
4λ ‖I(w0 + E) ◦ Q(u0, ·)‖2ω − 2
r∑
k=1
ω−1k bk · Re 〈Ek, I(w0 + E)〉
]
.
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Summing up these three formulas, we obtain
aλ(n0h0) = λaλ(n0h0)
[
4λ ‖I(w0 + E)‖2ω + 4λ ‖I(w0 + E) ◦ Q(u0, ·)‖2ω
+ λ
r∑
k=1
c2kω
−1
k − 2
r∑
k=1
ω−1k (qk + bk + 1 + 2λck) · Re 〈Ek, I(w0 + E)〉
]
.
On the other hand, since ‖E∗k ‖2ω = ω−1k for any k as is easily seen, we have by (2.22)
‖C(w0)‖2ω= ‖E∗c − 2 I(w0 + E)‖2ω
=
r∑
k=1
c2kω
−1
k − 4 Re (I(w0 + E) | E∗c )ω + 4 ‖I(w0 + E)‖2ω.
Since
(
I(w0 + E) | E∗c
)
ω =
∑r
k=1 ω
−1
k ck〈Ek, I(w0 + E)〉, the preceding two formulas and (2.23)
lead us to
aλ(n0h0)
= λaλ(n0h0)
[
λ ‖C(z0)‖2ω − 2
r∑
k=1
ω−1k (qk + bk + 1) · Re 〈Ek, I(w0 + E)〉
]
= λaλ(n0h0)
[
λ ‖C(z0)‖2ω + 2 Re 〈J, I(w0 + E)〉
]
,
where we have put z0 := n0h0 · e = (u0, w0), and the second equality follows from (see
Lemma 3.3)
J = −
r∑
k=1
ω−1k (qk + bk + 1) Ek .
To finish the proof it suffices to note that (4.7) and (4.8) show
aλ(n0h0) = λaλ(n0h0)
[〈, αc〉 + 2 Re 〈J, I(w0 + E)〉].
Hence we get the formula in the proposition. 
Let β ∈ g∗ be the Koszul form given by
〈x, β〉 := tr(ad(J x) − J ad(x)), x ∈ g. (4.10)
We know that β is admissible and that the inner product 〈· | ·〉β is the real part of the Hermitian
inner product on g induced by the Bergman metric of D up to a positive multiple (see [12,
The´ore`me 1]).
Theorem 4.10. Let λ > λ0 be fixed. Then, Bλ commutes with Lω if and only if D is symmetric
and ω|n is equal to a positive number multiple of β|n.
Proof. In view of Propositions 4.2 and 4.9, Bλ commutes with Lω if and only if
‖C(g · e)‖ω = ‖C(g−1 · e)‖ω for any g ∈ G,
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where recall that aλ = a∨λ . Therefore the theorem is a consequence of the following theorem
established in [15]. 
Theorem 4.11 ([15]). One has ‖C(g · e)‖ω = ‖C(g−1 · e)‖ω for all g ∈ G if and only if D is
symmetric and ω|n is equal to a positive number multiple of β|n.
References
[1] J.E. D’Atri, J. Dorfmeister and Z.Y. Da, The isotropy representation for homogeneous Siegel domains, Pacific
J. Math. 120 (1985) 295–326.
[2] F.A. Berezin, Quantization, Math. USSR Izv. 8 (1974) 1109–1165.
[3] F.A. Berezin, A connection between the co- and contravariant symbols of operators on classical complex
symmetric spaces, Soviet Math. Dokl. 19 (1978) 786–789.
[4] J. Dorfmeister, Homogeneous Siegel domains, Nagoya Math. J. 86 (1982) 39–83.
[5] M. Englisˇ, Berezin transform and the Laplace–Beltrami operator, St. Petersburg Math. J. 7 (1996) 633–647.
[6] M. Englisˇ, Invariant operators and the Berezin transform on Cartan domains, Math. Nachr. 195 (1998) 61–75.
[7] J. Faraut and A. Kora´nyi, Analysis on Symmetric Cones (Clarendon, Oxford, 1994).
[8] G.B. Folland, A Course in Abstract Harmonic Analysis (CRC Press, Bocca Raton, 1995).
[9] S.G. Gindikin, Analysis in homogeneous domains, Russian Math. Surveys 19 (1964)(4) 1–89.
[10] H. Ishi, Representations of the affine transformation groups acting simply transitively on Siegel domains,
J. Funct. Anal. 167 (1999) 425–462.
[11] S. Kaneyuki, On the automorphism groups of homogeneous bounded domains, J. Fac. Sci. Univ. Tokyo 14
(1967) 89–130.
[12] J.L. Koszul, Sur la forme hermitienne canonique des espaces homoge`nes complexes, Canad. J. Math. 7 (1955)
562–576.
[13] T. Nomura, Berezin transforms and group representations, J. Lie Theory 8 (1998) 433–440.
[14] T. Nomura, On Penney’s Cayley transform of a homogeneous Siegel domain, J. Lie Theory 11 (2001) 185–206.
[15] T. Nomura, A characterization of symmetric Siegel domains through a Cayley transform, to appear in Trans-
form. Groups.
[16] R. Penney, The Harish–Chandra realization for non-symmetric domains in Cn , in: S. Gindikin, ed., Topics in
Geometry in Memory of Joseph D’Atri (Birkha¨user, Boston, 1996) 295–313.
[17] D. Poguntke, Banach algebras associated to Laplace operators on the Heisenberg group and on the affine
group of the real line, Operator Theoretical Methods (Theta Found., Bucharest, 2000) 301–329.
[18] I.I. Pyatetskii-Shapiro, Automorphic Functions and the Geometry of Classical Domains (Gordon and Breach,
New York, 1969).
[19] H. Rossi, Lectures on Representations of Groups of Holomorphic Ttransformations of Siegel Domains, Lecture
Notes (Brandeis Univ., 1972).
[20] H. Rossi and M. Vergne, Representations of certain solvable Lie groups on Hilbert spaces of holomorphic
functions and the application to the holomorphic discrete series of a semisimple Lie group, J. Funct. Anal.
13 (1973) 324–389.
[21] I. Satake, Algebraic Structures of Symmetric Domains (Iwanami Shoten and Princeton Univ. Press, Tokyo–
Princeton, 1980).
[22] A. Unterberger and H. Upmeier, The Berezin transform and invariant differential operators, Comm. Math.
Phys. 164 (1994) 563–597.
[23] H. Urakawa, On the least positive eigenvalue of the Laplacian for compact group manifolds, J. Math. Soc.
Japan 31 (1979) 209–226.
[24] Xu Yichao, On the Bergman kernel function of homogeneous bounded domains, Scientia Sinica, Special
Issue (II) (1979) 80–90.
