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ABSTRACT 
This study established a methodological approach for exploring tourists' choice of holiday destinations. 
As a relatively new academic field, the development of the body of knowledge in tourism is immature. 
Lack of empirical research focusing on the psychological and social aspects of individual tourists, partly as 
a result of the long-term emphasis on the economic contribution in tourism, has been a drawback. It 
requires theoretical support from other disciplines and methodology designed particularly for studying 
tourists' behaviour to provide a fuller picture. 
The aim of the study was to conduct empirical research through scientific approaches to understand holiday 
destination choice. Concepts from the decision-making processes in consumer behaviour research were 
adopted as the main theoretical framework. Both behavioural models and choice set models were 
employed to profile the process as well as the influencing factors of tourists' choice. Attempts were made 
at exploring the domestic tourists' preferences for the UK seaside resorts for holidays as well as at 
examining the interactions among tourism resources of the resorts, tourists' information search, holiday 
considerations, and demographic background. 
The research design adopted a triangulation approach, which incorporates quantitative and qualitative 
paradigms. The qualitative approach was employed at an early stage of this research. Qualitative 
information from the official visitor's guides of seaside resorts in England was the secondary data source for 
identifying seaside tourism resources. An expert panel was interviewed to justify the appropriateness of 
the resource list used later in the main study. The main survey was based on a quantitative approach using 
a cross-sectional research design. A sample of the adult residents in England was drawn from a two-stage 
sampling method using the Postcode Address File (PAF) as the sampling frame. Two thousand self- 
administered questionnaires were distributed in the postal survey and 230 questionnaires (a response rate of 
11.5%) were available for data analysis. 
The important findings are stated below. The popularity of British seaside resorts by the domestic sample 
in the last five years was illustrated. Resort preference was significantly connected with individuals' 
region of residence in England. Domestic tourists had a high tendency to revisit previous UK seaside 
destinations. Their consideration sets in the next five years comprised an average of 2.59 seaside resorts. 
The importance and the level of advance information of seaside tourism resources in choosing the previous 
seaside destinations were investigated. Significant associations between the information level and the 
importance of seaside tourism resources were found in most of the resource items. Personal experience 
was used most frequently as an information source for domestic seaside holidays. The uncertain weather 
condition could be the non-compensatory criterion applied in an early phase of decision making to reject the 
opportunity of taking UK seaside holidays. The results of discriminant analysis suggested that the 
consideration factors extracted from factor analysis could distinguish the sample's decision of whether or 
not to visit UK seaside resorts. Social grading and educational level were the most influential 
demographic variables linked with other determinants in choosing domestic seaside resorts. 
Diverse evidence was provided to support the decision-making theories applied in tourism. However, the 
speciality of destinations as tourism products and the uniqueness of British resort development may cause 
the differences in justifying the theory application. Future research could address these issues. 
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CHAPTER ONE 
INTRODUCTION TO THE STUDY 
1.1 INTRODUCTION TO THIS CHAPTER 
This introductory chapter provides a preview of this thesis titled 'A Methodology for 
Exploring Tourists' Choice of Holiday Destinations: The Case of English Seaside Resorts'. 
The background of the study is firstly stated in_ Section 1.2, Research Rationale. The 
aims of the study are outlined in Section 1.3, which highlights the research problems to be 
solved and the purposes to be achieved by this work. Finally, in Section 1.4, the 
organisation of the thesis is described in order of chapter arrangement. 
1.2 RESEARCH RATIONALE 
The concerns of tourism development have been addressed, examining its economic 
contributions during its global prosperity in the last several decades. Cooper et al (1993) 
claim that in terms of export earnings, tourism was the third most important industry 
internationally by 1990. The World Travel and Tourism Council (WTTC, 1993) even 
declares that it is the world's largest industry according to the global figures of 
employment and expenditure (Smith, 1995). However, tourism is a complex 
phenomenon that cannot be deemed merely as an economic activity. Moreover, the 
approach within the subject area is at an immature phase and has to look beyond 
economics to provide a fuller picture. Tourism research in order to develop as a body of 
knowledge requires input from other fields to build upon its multidisciplinary nature. 
The hindered development in tourism research may be enlightened via perspectives from 
marketing, behaviour, business, history, geography, anthropology, political science, 
planning and design, or even futurism (Gunn, 1994a). 
Chapter One Introduction Hsln-Ilul PU 0 2000 
Marketing is perhaps the most active discipline in tourism amongst the aforementioned 
fields. The subtopic of consumer behaviour integrating psychology, sociology and 
economics is very crucial to tourism studies (Gunn, 1994a). The decision making 
process is theorised to explain how buyers reach their decisions of purchasing 
commodities and goods. In picturing tourists' choices, traditional behavioural models 
and opportunity set models are mostly adopted (Goodall, 1991). The emphasis of 
consumer behaviour theories for interpreting tourists' buying decisions may remedy the 
insufficiency of researching into the behavioural aspects of individual tourists. Tourists' 
demands are not only analysed in the light of statistical figures but also at a micro level. 
Nevertheless, problems exist in several facets. The tourism products, often destination- 
based, area unique type of merchandise. Tourists' choices may not be fully depicted by 
the marketing theories established on investigating the selections of general goods. Lack 
of specific research design to establish empirical evidences regarding individual tourists' 
decisions remains a major weakness. 
To minimise the aforementioned gaps, this research intended to develop a methodology 
for conducting an empirical study in order to explore tourists' choice of holiday 
destinations. The process of holiday decision-making was the locus. Behavioural 
models and choice set theories were both considered in designing the procedures of the 
study. Information seeking and evaluation of alternatives based on the destination 
features were the crucial phases highlighted in the process. Factors interacted with 
destination choice were also analysed. 
Surveying the choices of the British seaside resorts by domestic tourists was selected for 
examination because of the prevailing of seaside visiting in the UK. The evolution of 
seaside resorts in Britain dates back to early eighteenth century (Holloway, 1994). The 
development kept abreast with the industrialisation and urbanisation, and was well 
established at the turn of the nineteenth to twentieth century (Walton, 1997). 
Disregarding the fact that the British seaside resorts in the late twentieth century are 
already in the decline stage of the life cycle (Cooper, 1997), seaside holidays still 
dominate the domestic market. In 1996, most domestic holiday trips (38% of the 64.8 
millions) reported in the United Kingdom Tourist Statistics 1996 were seaside holidays. 
The percentage is even higher (47%) in long holiday trips lasting four nights or more 
(English Tourist Board et al, 1997). Notwithstanding this, no previous study has 
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focused on tourists' choices of domestic seaside destinations on the ground of examining 
the decision-making theories in tourism. It would be worthwhile, therefore, to research 
into the prevalent demand by the consumer behavioural approach. 
The researcher's own interest gave another reason for studying the domestic choice of 
British seaside destinations. In pursuing a higher academic achievement abroad, the 
researcher wished to learn from the chosen topic regarding the country of study, which 
may be relevant to her own country in the tourism field. In her view, the relevance of 
the British Isles and Taiwan, an island country as the researcher's country of origin, is 
situated in the long coastlines serving seaside resources for tourism development rather 
than in the cultural perspective attached to seaside resorts evolution. Exploring the 
historical or nostalgic aspects in the UK seaside resorts was, therefore, beyond the 
boundary of this research. However, surveying the important factors recognised by the 
residents in choosing their UK seaside holidays was likely to benefit the researcher. In 
the researcher's future career movement, either academic or practical, the methodological 
procedure and outcome of this study may provide insight and inspiration in dealing with 
seaside management issues back in her home country. 
1.3 AIMS OF THE STUDY 
The aims of the research are twofold. The theoretical purpose is to enhance the 
understanding of tourists' choice of holiday destinations. The scenario to be scrutinised 
is the domestic tourists' choices of British seaside resorts. The connections between 
seaside tourism resources and other factors relevant to holiday decision-making are to be 
explored. The practical aim of the study is to establish a procedure for collecting the 
above evidence empirically. The application of consumer behaviour theories in tourism 
can be therefore justified according to the results of the scientific research. For the 
detailed research questions and objectives, Chapter Four, Section 4.2 can be referred to. 
1.4 THE ORGANISATION OF THE THESIS 
There are eleven chapters in this thesis. They are arranged in the following order: 
introduction (Chapter One), literature review (Chapters Two and Three), methodology 
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(Chapters Four to Six), findings (Chapters Seven to Ten), and discussion and conclusion 
(Chapter Eleven). Aside from this chapter, brief descriptions are given below to 
introduce the focus of each chapter. 
Chapter Two starts with defining the terms pertaining to tourism resource, seaside resort 
and tourist in this study. The discussion provides not only literal meanings but also the 
scopes of the related terms as a theoretical ground for commencing this research. The 
fundamental link among tourist, their destinations and the tourism resources at the 
destinations in tourism research is reinforced through the discussion. The need of 
investigating the interactions among the three vital elements in tourism through an 
emphasis of researching tourists' social and psychological aspects empirically is raised. 
Chapter Three reviews the specific theories of customers' decision making process 
modified in tourism to expound the destination choice behaviour of tourists. The 
discussions are focused on two leading theoretical frameworks in tourists' choice: 
behavioural models and choice set models. The concepts of the models are examined 
and the crucial factors in the models are identified. Additionally, the role of information 
search in a tourist's decision making process is analysed. Decision rules in evaluating 
the alternative holiday choices are explored. The connections between information 
seeking and the preference for the important tourism resources in the process are also 
emphasised. 
In Chapter Four, the rationale of the methodological considerations is established. 
Attempts are made at justifying the appropriate research paradigms, research design and 
strategies for this study. Philosophical disputations between quantitative and qualitative 
paradigms provide perspectives for a rational research design. The types of research 
design, data collection methods, research instruments and survey types are compared and 
suitable means are selected. Attentions are also paid to strategic considerations such as 
reliability, validity, representativeness and generalisability to consolidate a sound 
methodological design. 
The pilot study testing the considered research methodologies is presented in Chapter 
Five. Accounts are given of the development of research instruments, sampling and data 
collection methods for conducting the pilot survey. The descriptive results and 
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deficiencies of the pilot study as well as the improvements recommended for the main 
field survey are reported. 
In Chapter Six, the actual methods and data analysis skills applied in the formal study are 
demonstrated. The practical procedures accommodated to the main survey are clarified 
following the recommendations from the pilot study. The prospective statistical 
techniques, both bivariate and multivariate analyses, are criticised. The analysis of 
qualitative answers is also reported. As the last of the three chapters in respect of the 
methodological considerations, this chapter concludes with comments on the strengths 
and weaknesses of the research methodology. 
The research findings are displayed in Chapters Seven to Ten. Chapter Seven reports 
the descriptive and qualitative results of the survey questionnaire. The sample is 
described and compared with the population profile. Facts regarding the respondents' 
seaside holiday visits are presented. Moreover, the residential sample's choices of the 
British seaside resorts are analysed. 
The quantitative findings concerning the sample's information search behaviour are 
revealed in Chapter Eight. The analyses show the information gathering related to the 
respondents' previous UK seaside holidays, such as the sources of resort information and 
the level of advance information about the seaside tourism resources. The tests of the 
level of advance information against the respondents' socio-economic background are 
also presented. 
Chapter Nine aims to examine the quantitative findings regarding the importance of 
seaside tourism resources. The importance of the tourism resources respecting the 
samples' previous UK seaside destinations is firstly ranked and categorised. The 
associations between the evaluation of the importance of seaside tourism resources and 
the sample's information seeking are analysed. The relationships between the 
importance evaluation of seaside tourism resources and the sample's demographic data 
are tested as well. 
Individuals' considerations for choosing seaside resorts are explored in Chapter Ten. 
The results demonstrate the importance rating and grouping of the consideration items. 
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Holiday taking distinguished and predicted by the holiday considerations is shown. The 
connections between seaside holiday considerations and the respondents' profiles are also 
presented. 
Chapter Eleven is the final chapter of this thesis. It consists of three major parts: 
summary of the results, discussions of the findings and research contributions, and 
conclusion and recommendations. The research findings reported in Chapters Seven to 
Ten are firstly concatenated in this chapter. Secondly, the meanings of the findings are 
discussed in conjunction with the literature review. How the empirical evidences may 
correspond with current theories is justified, and the likely explanations are assumed. 
The fulfillment of the research objectives is appraised. The contributions of this 
research to theoretical, methodological, and practical perspectives in tourism are also 
identified. Finally, the conclusion of the entire study and the recommendations to future 
research are made. 
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CHAPTER TWO 
DEFINITIONS OF THE TERMS IN THIS STUDY 
2.1 INTRODUCTION 
This chapter provides a critical review and discussion of the definitions regarding this 
study: 'Domestic Tourists' Choice of Seaside Resorts in the United Kingdom'. Tourism 
could be regarded as being established on an essential link among three vital aspects: 
people, places and resources. Tourists are the people who visit places as their 
destinations, and experience the local resources of their chosen destinations. Where to 
visit, what to see and to do are usually the choice needed to be determined in a holiday. 
A crucial task of tourism research is therefore to identify the important features of 
destinations, to examine a tourist's decisions and experience throughout a holiday process, 
and to explore the interactions between them. 
This study is constructed on the ground of the essential link among people, places and 
resources. Domestic tourists' choice of UK seaside resorts based on the destination 
resources is to be explored. Before specific theoretical discussions regarding tourists' 
choice are made, comprehensive reviews of the definitions relevant to the three facets in 
literature could offer commencing insight to frame the philosophical perspective of the 
study. 
Discussions in this chapter give guidance to distinguish between the diverse use of the 
terms that pertain to resource, resort and tourist, and support reasons for selecting unified 
terms in each aspect. Attempts at defining them for this research are also made. 
However, the purpose of this chapter is not only limited to interpreting literal meanings of 
relevant terms. Insight into tourism research could also be gained via clarifying the 
nature of the terms in literature so as to consolidate this study. 
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Four principal sections are included in this chapter: 'Tourism Resource, Attraction and 
Attractiveness', 'Destination and Resort', 'Definitions of Tourist', and 'Definitions of 
Tourism'. Defining terms related to tourism resources, tourist attractions and 
attractiveness reveals the concepts, contents and the importance of them in tourism 
(Section 2.2). The scope and scales of seaside resorts as destinations can be delineated 
by reviewing their definitions (Section 2.3). Moreover, meanings behind different 
expressions of tourist-related terms are explained, and controversies in defining domestic 
tourism are raised (Section 2.4). Above all, the essence of tourism is explored through 
definitions of tourism from both demand- and supply-side (Section 2.5). 
2.2 TOURISM RESOURCE, ATTRACTION AND ATTRACTIVENESS 
This section discusses the definitions of the terms respecting tourism resource, attraction 
and attractiveness. These terms are often seen in tourism literature to represent the 
fundamental elements of the supply side (Gearing et al, 1974; Var et al, 1977; Ritchie and 
Zins, 1978; Ferrario, 1979a, 1979b; World Tourism Organization (WTO), 1980; Lew, 
1987; Smith, 1987; Croize, 1989; Pearce, D. G., 1989; Rogers, 1989; Cocklin et a!, 1990; 
Tang and Rochananond, 1990; Pearce, P. L., 1991; Dowling, 1993; Hu and Ritchie, 1993; 
Boniface and Cooper, 1994; Gunn, 1994b). The following discussions examine the 
definitions and the components of these terms. Comparisons of the terms are made and 
appropriate definitions used in this research are stressed. 
2.2.1 Tourism Resource 
Academics have shown interests in examining resources (Cocklin et al, 1990), tourism 
resources (WTO, 1980; Smith, 1987; Rogers, 1989; Dowling, 1993), and tourist resources 
(Ferrario, 1979a, 1979b; Croize, 1989; Pearce, 1989; Boniface and Cooper, 1994). 
However, limited efforts have been made to define these terms directly due to their 
complex ranges involved in the tourism field. Attempts at definition are hence made in 
this subsection, which starts from reviewing the dictionary meanings of the word 
'resource'. 
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2.2.1.1 Original Definitions and Concepts 
The term resource is used broadly in different disciplines with various meanings, 
especially when it is used in compounds. It is difficult to find a single definition which 
can be commonly accepted in every field, e. g., there are six (nine, if sub-items are 
included) explanations of resource in The Oxford English Dictionary (1989). Some of 
them are even obsolete. To understand the general meaning of resource used nowadays, 
the entry in The Oxford Advanced Learner's Dictionary of Current English edited by 
Hornby (1989, p. 1076) is referred to. Resource is defined as: 
1. supplies of raw materials, etc. which bring a country, person, etc. wealth 
(usually plural). 
2. thing that can be turned to for help, support or consolation when needed 
(usually plural). 
3. ingenuity or quick wit; initiative. 
In the new edition of The Collins Cobuild English Dictionary (1995, p. 1414), resource is 
explained in two ways: 
1. the resources of an organization or person are the materials, money, and 
other things that they have and can use in order to function properly. 
2. a country's resources are the things that it has and can use to increase its 
wealth, such as coal, oil, or land resources. 
Four basic concepts can be isolated from these definitions. Firstly, resource is supposed 
to be something (e. g., raw materials, money). Secondly, except for the special type of 
resource (e. g., ingenuity, wit) which are abstract characteristics of a person, resource is 
usually something physical, and can be pluralized as resources. Thirdly, these things, 
resources, can be used by a main body (person, organization or country). Finally, the 
things, when used, can supply some benefits to the main body as excepted. These 
concepts are generally behind the term resource/resources, and can provide a primary 
thinking of what it means. 
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2.2.1.2 Categories of Resources in Literature 
When employed in tourism, there is still an inherent difficulty in defining resource, e. g., 
geographical resource of an area and human resource in management are all relevant to 
tourism. However, the ranges of these two types of resources are completely different. 
Since site-based elements are the focus of this study, other aspects of using the term 
resource are excluded in the defining task here. 
However, even referring to a general concept of site conditions, most references only use 
the term resource in their contents but avoid explaining it. Hence, there is a need to 
reveal the implications of the term by reviewing other relevant works in order to help in 
defining it. Previous researchers used different terms to express the elements to be 
evaluated in an area. Ferrario (1979a, 1979b) developed a system to evaluate tourist 
resources in Southern Africa (South Africa, Lesotho and Swaziland). For calculating 
one part of the index for demand side, a resource inventory was made including 21 
categories (Table 2.1). 
Table 2.1 Ferrario's Categories of Tourist Resources 
A. Sun and Beaches M. Tribal African life 
B. Open Air Activities N. Other ethnic groups 
C. Sea Sports P. Town visits and shopping 
D. Sport Amenities Q. Participation in local life 
E. Hunting Safaris R. Technology and progress 
F. Scenery and landscape T. Mine visits 
G. Natural vegetation U. Spa resorts 
H. Wild life X. Night life entertainment 
J. Zoos and animal farms Y. Spectator sports 
K. Historical sites and monuments Z. Casinos 
L. Rock-art and archaeology 
(Source: Ferrario, 1979a, p. 19) 
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Smith (1987), when analysing regional patterns in tourism resources in Ontario, Canada, 
collected three categories of quantitative variables: accommodations, recreation facilities, 
and attractions. In Dowling's Environmentally Based Tourism (EBT) Development 
Planning Model (1993), tourism resources (attractions, accessibility and services) as well 
as environmental attributes (abiotic, biotic and cultural) should be surveyed and evaluated. 
Moreover, Cocklin et al (1990) took the full range of resources (water, land, flora, fauna, 
cultural) into account to evaluate the recreation and tourism potential and conservation 
values in Auckland, New Zealand. 
None of the cases above explained the reasons for selecting terms such as resources, 
tourism resources or tourist resources. The categories vary with different purposes of 
the studies. Some authors use the term tourism resources (WTO, 1980; Rogers, 1989), 
while others prefer tourist resources, whatever the differences in details. Pearce (1989) 
makes a comprehensive review in research of evaluating tourist resources. He indicates 
that climate, physical conditions, attractions, access, existing facilities, land tenure and 
use, and other considerations (e. g., government policies) are seven important locational 
factors which should be considered and compared by developers and planners in selecting 
proper sites for tourism. Croize (1989), from another planner's view in developing a 
resort, points out that the main concerns of a site survey of tourist resources are: (1) 
tourist attractions, (2) climatic conditions, (3) infrastructure and facilities, (4) land 
reserves and (5) labour availability. Boniface and Cooper (1994) use the term tourist 
resources as well in their book. However, they only suggest that the development of 
tourism is influenced by different resources on different scales (world, national or local). 
No specific classification of tourist resources applied to various scales is provided. 
Different classifications examined above give a profile of the components of resources for 
tourism. Although some categories are regarded commonly as resources, the 
components are still widely ranged by different purposes of the research. Therefore, it is 
difficult to generate a definition by solely comparing these categories from different 
views. 
2.2.1.3 Tourism Resources: Nature and Selection of the Term 
Reference to the literal meanings of resource may help. As expounded above, resource 
is considered as something usually physical that can be used to benefit the user. In 
11 
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discussing the terms and nature of resources relating to tourism, the four basic concepts 
extracted from the original meanings can still be found regardless of the different 
components or categories of resources shown in tourism literature. Firstly, resources are 
generally some conditions of a place (as concerned in this study), whatever the scale or 
range of the place (e. g., either a province in Canada, or a whole country, South Africa). 
Secondly, these site conditions tend to be more physical rather than abstract, e. g., 
accommodation, natural/man-made attractions, facilities, or infrastructure. Even if a 
more abstract category like climate can be recorded by physical items such as temperature, 
sunshine hours, or precipitation. 
Thirdly, these conditions can be used, even if not only used, for tourism purposes. 
Anything only becomes a tourism or tourist resource when it can be utilised in respect of 
tourism. However, most of the resources themselves do not exist only for tourism 
purposes but also function for other uses. For example, infrastructures benefit the 
residents as well as the tourists. Bad weather is not welcomed by either tourists or local 
farmers. Boniface and Cooper (1994), in analysing the characteristics of tourist 
resources, hold similar viewpoints with the second and the third concepts. 
Lastly, resources can benefit the users. In tourism the benefit is not necessary a tangible 
reward, but some psychological feelings of the user (here the tourist) toward the resources. 
Even non-users may still hold some feelings toward the resources. The word 'benefit' 
may not be sufficiently precise since the feelings could range from positive to negative. 
However, resource being able to give impact on people should be emphasised in the 
definition. 
Since the essence of resources for tourism does not change by either the use of different 
terms or the way resources are categorised, the attempt at defining is thought to be easier. 
It could be accepted that terms such as 'resources', 'tourism resources' or 'tourist resources' 
are used interchangeably. Nevertheless, a different approach to explain tourist resources 
exists. Metelka (1990, p. 157) defines tourist resources as: 'money, time, and personal 
desire necessary to become involved in a tourism experience. All other consumer 
products and services compete for one or more of these scarce resources'. Here the 
tourist resources are some factors belonging to people and can be used at their discretion 
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in relation to tourism. This definition, extended from the notion of the first explanation 
of resources in The Collins Cobuild English Dictionary (1995), is no doubt a way to 
interpret one sense of resources concerning tourism. However, the meaning is not 
appropriate to this study which aims at analysing the conditions of places tourists visit. 
To avoid likely misunderstanding, 'tourism resources' is preferred and used as an 
integrated term in the following texts. Besides, the term is also inclusive in discussing 
the utilisation of geographical, recreational, or rural resources for tourism. A shorter 
expression 'resources' represents the same concept when applied in this research. 
2.2.1.4 Definition of Tourism Resources 
The discussion so far has examined the nature of tourism resources, provided literature 
evidence for its composition, and explained the reason for choosing this term instead of 
the others in this study. However, an important question has not been answered: how to 
define 'tourism resources'? Although the task is hindered by its inherent variety in 
application, an attempt is made at defining it by this researcher following the previous 
discussions. The term'tourism resources' refers to: 
a combination of physical elements of a place which, when used regarding 
tourism, can generate some effects for the user (tourist). 
This definition may be applied comprehensively for different research purposes due to the 
advantage of its flexibility. It is not only a conceptual explanation. Every single 
concept in the sentence could be expanded technically in detail to display the range of 
subjects to be measured. For example, the user can be specified as leisure or business 
tourists. The place can be a city destination or a mountain ski resort. The elements 
therefore vary accordingly. In this study, 'place' refers to British seaside resorts. 
'Physical elements' of seaside resorts 'regarding tourism' could be features such as beach 
conditions, natural or man-made attractions, accommodation, tourist facilities and 
services, and infrastructure. Domestic tourists are the 'users' who may use these features. 
The 'effect' here indicates mental judgement of domestic tourists for the seaside elements 
that could be either positive or negative and would likely affect their holiday decisions. 
Other studies can adapt this definition by specifying the range suiting their works. 
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2.2.2 Definitions of Attraction 
Researchers have regarded tourist attractions as one substantial part of tourism resources 
(Smith, 1987; Pearce, 1989; Croize, 1989; Dowling, 1993). In a wider view, the range 
of attractions which embraces services and facilities (Lew, 1987) does not make many 
differences in comparison with the range of tourism resources. Moreover, attributes 
evaluated in some research as attractiveness (Gearing et al, 1974; Var et al, 1977; Ritchie 
and Zins, 1978; Tang and Rochananond, 1990; Hu and Ritchie, 1993) highly overlap with 
tourism resources. Therefore, it is necessary to analyse the definition, classification and 
the implementation of tourist attraction and attractiveness so that the nature of tourist 
attraction and attractiveness and their relationship with tourism resources can be explored. 
Unlike tourism resources, tourist attraction has been defined more frequently in literature. 
Gunn (1994b, p. 58) suggests that attractions are 'those developed locations that are 
planned and managed for visitor interest, activity, and enjoyment'. Pearce (1991, p. 46) 
explains tourist attraction similarly as 'a named site with a specific human or natural 
feature which is the focus of visitor and management attention'. A meaning of visitor 
attraction proposed by the Visitor Attractions Advisory Committee (English Tourist Board, 
ETB, 1988) indicates that a visitor attraction is 'a permanently established excursion 
destination, a primary purpose of which is to allow public access for entertainment, 
interest or education; rather than being a primary retail outlet or a venue for sporting, 
theatrical, or film performances. It must be open to the public, without prior booking, 
for published periods each year, and should be capable of attracting day visitors or 
tourists, as well as local residents' (quoted by Robinson, 1994, p. D-30). Additionally, 
tourist/visitor attractions are referred to in Medlik's dictionary as 'elements of the tourist 
product which attract visitors and determine the choice to visit one place rather than 
another' (1993, p. 151). 
These definitions appear to be diverse, nonetheless, several facets could be extracted. 
Firstly, a place (e. g., location, site or destination) is a basic element in which an attraction 
is situated. Secondly, some specific features of the place may attract people. A natural 
to man-made continuum is commonly accepted as a major classification of those features 
of the attractions (Lew, 1987; Metelka, 1990; Medlik, 1993). Thirdly, visitors play an 
important role. They visit a special place for its features that makes the place an 
attraction. As Nyberg (1994) points out, a tourist attraction can only be defined in 
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relation to the perceptions - of someone who considers it an attraction. Besides, a 
'positive' or 'negative attraction', in Metelka's terms (1990), may influence tourists' choice 
of visiting them. Fourthly, attractions are usually managed rather than unplanned for the 
purpose of catching the attention of people. A name for the managed location then is 
necessary for memorising it when mentioned. Since the main concern of attractions is 
tourist interest, tourists' evaluation of the attractions, either positive or negative, is quite 
important to be understood in developing and managing those places. 
Another element that makes differences between existing definitions of tourist attractions 
is the time factor. Two classic classifications of attractions can be regarded as being 
categorised by a time difference. Burkart and Medlik (1981) classify attractions into 
'site attraction' and 'event attraction'. Site attractions (e. g., climatic, scenic, historical) 
themselves are the major inducements for visiting places; whereas event attractions (e. g., 
festivals, sporting events, trade fairs) staged on a site is a larger factor in the tourist's 
choice than the site itself (Medlik, 1993). The duration of the later type lasts relatively 
much shorter than the former. This temporal factor, as Lew (1987) identifies, influences 
the classification as well as the planning of attractions. 
Gunn's 'touring attractions' and 'destination attractions' (1979) is also classified by a time 
approach. A touring attraction is a 'natural or man-made attraction to be experienced as 
part of a series of similar stops along the route. No single destination is the focus of the 
trip'. While destination attraction is a 'natural or man-made attraction with sufficient 
complexity, beauty, or rarity to warrant an extended or repeated stay by the tourist' 
(Metelka, 1990, p. 46). The distinction between these two categories is the length of 
time which tourists spend in the attractions. From the managers' view, how to enhance 
the potentiality of their attractions to make people stay longer is a delicate topic to be 
faced. 
The definitions above reveal a certain range of the concepts of attractions discussed by 
different researchers. A notion of a tourist attraction integrating the literature reviewed 
above is suggested in this study. A tourist attraction is a place with a combination of 
features to catch the attention of tourists to visit, in which the place, feature and visitor 
are three main parts to make up a tourist attraction. Time behaves as a factor that 
influences the appearance of attractions, such as occasional events to be regarded as 
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attractions. Furthermore, tourists' interest and judgement of attractions that influence 
them to choose the places should be studied so that efforts can be made in managing the 
ability of attractions to attract people. 
Different research has been carried out which demonstrates the various aspects of the 
definitions of tourist attractions shown above. As Lew (1987) declares, there are three 
perspectives of attraction research: the ideographic listing; the organization; the tourist 
cognition of attractions. The ideographic listing focuses on isolating the features of 
attractions; studies of the organization could be related to the management aspect; and the 
part of tourist cognition research shows the importance of tourists' experiences of and 
evaluations to the attractions. All these implementations are trying to analyse the 
relationships among the main parts of attractions: people, places and features. However, 
discussions of what the features would be to render the concept of attractions more 
concrete are indispensable in most studies. 
Though the features are highlighted when analysing tourist attractions, the original 
meaning of the term is more place-oriented than feature-oriented in comparison with the 
meaning of tourism resources. Resource can be indicated merely as a single element in 
a narrower viewpoint, whereas attraction is more often a specific site such as a park, 
garden, museum, or historic house. A study of tourist attractions by Fodness (1990) is 
an example of the implementation of the later concept. In this study, visitors' perception 
of attractions ---- fourteen named sites in Florida, USA (e. g., Walt Disney World, EPCOT 
Centre, Sea World, Busch Gardens) ---- were compared. No discussion on the features 
in each place was made. In this manner, little overlap can be found between the range of 
tourist attractions and tourism resources since the later term is focused on the features. 
However, attraction can be viewed broadly as a combination of features as explained 
above. Medlik's definition (1993) is a case that emphasises the aspect of elements of the 
tourist product. In managing the problem of an increasing use of tourist attractions, 
Boniface and Cooper (1994) suggests that tourist attractions should not be regarded as 
point attractions only but as an integral part of the tourist resource base. Leiper (1990a, 
p. 367) also states that: 'for research purposes attractions can be regarded as systems or 
sets of interconnected elements. They can be treated as subsystems of larger tourism 
systems'. Hence, it does not make many differences between tourist attractions and 
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tourism resources when viewed in a comprehensive sense. The two ranges of the 
attributes of a place concerned in studies are highly overlapping and can be referred to 
interchangeably. 
2.2.3 Definitions of Attractiveness 
Another term attractiveness related to tourism resource and tourist attraction is employed 
by some researchers (Gearing et al, 1974; Var et al, 1977; Ritchie and Zins, 1978; Tang 
and Rochananond, 1990; Hu and Ritchie, 1993). When reviewing Goodrich's study 
(1978), Mayo and Jarvis (1981) conclude that destination attractiveness is a combination 
of the relative importance of individual benefits and the perceived ability of the 
destination to deliver individual benefits. Hu and Ritchie (1993, p. 25) also agree that 
attractiveness 'reflects the feelings, beliefs, and opinions that an individual has about a 
destination's perceived ability to provide satisfaction in relation to his or her special 
vacation needs'. The psychological aspect of tourists to the places they visit is stressed 
in the notion of these definitions and is important in the studies of attractiveness. 
Accordingly, there is a link between attractiveness and tourism resources in this meaning 
since the resources can create effects for the tourists as the author defined before. A 
similar relationship also exists between attractiveness and attraction because people's 
attention and perception of places (or virtually, attractiveness) are the main concern in 
relevant research of attractions. 
When applied the conceptual definition in studies, the attractiveness held in tourists' 
minds is usually deconstructed into a range of components which can be measured more 
easily. Therefore, analysis of the items used in past studies of attractiveness give an idea 
of what the attractive components of the attractions could be. A review of components 
is listed in Table 2.2. 
Gearing et al (1974) carried out an early work to evaluate touristic attractiveness in 
Turkey. As shown in Table 2.2, five main groups of attractiveness: natural factors, 
social factors, historical factors, recreational and shopping facilities, and infrastructure 
and food and shelter were selected and broken down into seventeen criteria. Var et al 
(1977) chose the same criteria except using 'native historical settlements' instead of 
'ancient ruins' to fit their research conducted in British Columbia, Canada. 
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Table 2.2 Comparison of the Components of Attractiveness in Representative Research 
Components of Attractiveness 
Attractiveness Used in 
Research 
a b c d 
Natural factors # # 
Natural beauty *f 
# 
Climate * * # 
Scenery # 
Social factors # # 
# 
Culture characteristics 
Artistic and architectural features 
Museums, cultural attractions # 
Festivals 
# 
Special events 
Fairs and exhibits 
Distinctive local features 
Uniqueness of local people's life # 
Attitudes toward tourists # it 
Communication difficulty due to language barriers # 
Historical factors/attractions it # # 
Ancient ruins 
Religious significance 
Historical prominence 
Native historical settlements 
Recreational and shopping facilities it # 
Sport, recreation and educational facilities # 
Sports/recreational opportunities # 
Sports facilities 
Educational facilities 
Facilities conducive to health, rest and tranquillity 
Nighttime recreation 
Entertainment # 
Shopping facilities it 
Shopping and commercial facilities # 
Infrastructure and food and shelter it 
Infrastructure above 'minimal touristic quality'/Infrastructure of the region * * # 
Food and lodging facilities above 'minimal touristic quality' 
Food # 
Availability/quality of accommodations it 
Availability/quality of local transportation # 
Accessibility of the region # # 
Price levels/Cost of living # # 
a: Gearing et al (1974). 
b: Var et al (1977). 
c: Ritchie and Zins (1978). 
d: Hu and Ritchie (1993). 
e: Components with '#' are main categories selected in that research. 
f: Components with'*' are sub-categories selected in that research. 
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Components of attractiveness listed by Ritchie and Zins (1978) are another category 
quoted frequently by others. In their work, natural beauty and climate, social and 
cultural characteristics, attitudes toward tourists, sport, recreation and educational 
facilities, shopping and commercial facilities, infrastructure of the region, accessibility of 
the region, and price levels formed the framework of attractiveness. Moreover, the 
importance of socio-cultural elements as attractiveness in Quebec, Canada was much 
concerned. Tang and Rochananond (1990) used exactly the same eight categories with 
only slight changes in the terms for their survey in which the scale of research sites was 
set in a national level. People's ranking of the eight categories in thirty-two countries 
was calculated to compare the different attractiveness of those destinations. 
Hu and Ritchie (1993) tailored the items of attractiveness to their research mainly from 
works by Gearing et al (1974) and Ritchie and Zins (1978). Sixteen attributes (Table 2.2, 
column d) were then chosen. A special item such as 'communication difficulty due to 
language barriers' was added since the case compared the attractiveness among five 
countries. The importance of touristic attributes in contributing to the touristic 
attractiveness of a destination and the perceived ability of destinations to satisfy tourist's 
needs were measured to test their hypotheses. 
Generally speaking, the inherent attractiveness is from varieties of natural and human 
(cultural, historical) factors as mentioned. Furthermore, accompanied recreational and 
commercial facilities, related food and accommodation services, and infrastructure and 
accessibility of the places are usually the components influencing the attractiveness and 
are regarded as major parts of attractions in a wider perspective. 
Many researchers have agreed on the importance of these components in their 
contribution to tourism as well. Cohen (1974), for instance, points out that attractions, 
facilities and amenities for tourism offered by a locality or a country are commonly 
accepted as factors to influence tourism development. Burkart and Medlik (1981) 
suggest three basic elements of a destination: attraction, accessibility and amenity. The 
amenity includes accommodation, catering, entertainment, internal transport and 
communication. Moreover, six categories of goods and services supplied for traveller's 
needs are identified by Smith (1988), including accommodation, transportation, travel 
services, foodservices, recreation/culture/entertainment (activities and attractions), and 
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retail goods. Middleton (1995) indicates that the components of the overall tourism 
product are destination attractions, destination facilities (amenities), accessibility, image 
and price. These concepts do not conflict with each other, they just reveal the 
sophisticated phenomenon in tourism comprehended by researchers from different facets. 
In summary, tourism resources, tourist attractions and attractiveness are fundamental in 
tourism. They are inextricably linked since places, attributes and people are the 
common parts involved in these terms. Definition of the tourism resources is more 
attribute-oriented, attraction is more stressed on its meaning as a place, while 
attractiveness emphasises the influence for tourists. 
Whatever terms are selected, isolating the attributes of resources, attractions or 
attractiveness for the specified research purposes is crucial in any study. Attractive 
natural or man-made features, climate, facilities and services of accommodation and 
catering, infrastructure and transportation, are basic elements to be evaluated in many 
studies. Although the categories chosen by different authors may vary in details, the 
ranges of the elements concerned are still consistent to a great extent. In this study, 
'tourism resources' is used as an integrated term for those seaside features to be evaluated. 
However, research concerning tourism resources, attractions and attractiveness are all 
reviewed so that a comprehensive coverage of the features could be identified. In 
practice, official visitors' guides of the UK seaside resorts published by local governments 
or tourist information centres (TICs) are referred to as secondary data source for isolating 
seaside tourism resources in the UK. 
2.3 DESTINATION AND RESORT 
As discussed previously, place is one of the three key factors on which resources and 
attractions are based, and from whence tourism is developed. Nonetheless, Swarbrooke 
(1995, p. 18) draws an ingenious analogy that 'attractions are the original grain of sand 
around which the destination "pearl" grows'. The inextricable link causes a need to 
examine the terms relevant to a touristic region (i. e., destination and resort). Moreover, 
the range of the areas regarding this research could be defined accordingly. 
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2.3.1 Definitions of Destination 
Destination is the most general term which refers to the place 'to where someone is 
traveling' (Dervaes, 1994, p. 50). It could be also applied when mentioning a place 'to 
which something is sent or to which something is going' (Collin, 1994, p. 75). The 
former meaning is commonly used since tourist is usually the subject in defining the term. 
More examples of this adoption can be found in the dictionaries by Metelka (1990) and 
Medlik (1993). 
Destination is a 'geographic location to which a person is traveling. The 
final destination usually is the farthest place away from the person's point of 
origin and/or the place where the person intends to spend the majority of time. 
An intermediate or enroute destination identifies a place where some shorter 
period of time is spent, be it for an overnight rest or to visit an attraction' 
(Metelka, 1990, p. 46). 
Tourism destinations are 'countries, regions, towns or other areas visited by 
tourists. Throughout the year their amenities serve their resident and 
working populations, but at some or all times of the year they also have 
temporary users - tourists' (Medlik, 1993, p. 148-149). 
That is to say, the literal meanings of a tourist destination are without any disputations. 
People and place are the essential elements: tourists here are the people who travel, and 
the destinations are just the places where the tourists visit. Beyond the general nature, 
other aspects explained in the definitions merely reflect some concerns in detail. The 
pleasure purpose, for instance, is implied in using the term tourist destination, which can 
still be pointed out clearly as an issue in the definition. Time used within people's 
discretion is a factor to make a distinction between 'final' and 'enroute' destinations. In 
addition, the scale of the geographic location can be interpreted in defining the term. It 
may range from 'countries, regions, towns, or other areas' (Medlik, 1993, p. 148); or be 
classified from 'capital cities' to 'purpose-built resorts' (Laws, 1995, p. 24). The supplies 
of the destinations to meet the needs of tourists can be also attached to expand the 
definition. 
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To sum up, the definition of destination can be straightforward including barely the basic 
elements, or be complicated by researchers for their own purposes. Nevertheless, more 
attention should be paid not only to the definitions themselves, but also to those facets in 
respect of the destination places. When Laws (1995) introduces the recent concepts of 
destination instead of the traditional ones, he regarded destination as a complex system 
that demands intensive concern, especially in managerial aspects. Researchers should 
always take a comprehensive view of destinations in order to cope considerately with the 
diverse situations involved in tourism. 
2.3.2 Definitions of Resort 
Resort, as a noun, usually refers to a destination of travel for a pleasure purpose. Under 
some circumstances, resort and destination can be used interchangeably. Linked closely 
with the history of tourism development, however, resort has implications beyond being a 
place to visit for holidays. 
Basic explanations can be found in several dictionaries of tourism related fields in which 
resort is defined as: 
'geographic or business area offering a variety of facilities, services, and 
activities for the accommodation, use, and enjoyment of visitors' (Metelka, 
1990, p. 130); 
'place where people go on holiday' (Collin, 1994, p. 205); 
or 'area offering a variety of facilities and services for tourists' (Dervaes, 1994, 
p132). 
Only a vague outline of resort can be drawn. Resort is agreed generally as being a 
location embracing relevant services and facilities for people who visit. However, even 
the purpose of travel seems uncertain to be limited to pleasure because the resort can be a 
'business area'. Gunn's concept of resorts providing a variety of recreations and social 
settings at a single location (1988), also suggests more than a recreational function of the 
places. The difference may complicate the task of definition since the supply side 
included in resorts as well as in their definitions varies with the different purposes of 
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visitors. Nonetheless, the recreational contribution of resorts is still dominant in most 
discussions. 
Medlik (1993) emphasises pleasure as a purpose for people to visit resorts as well. His 
definitions also provide a comprehensive view in which some important issues are 
included. Two explanations of resort are listed below (p. 126). 
(a) Place to which people go for holidays (vacations) and recreation, hence 
holiday (vacation) and health resorts, also inland and coastal/seaside 
resorts. Historically the evolution of tourism has been closely identified 
with the beginnings and subsequent development of resorts. Nowadays 
the term often has its literal meaning to denote any visitor centre to which 
people resort in large numbers and capital cities tend to be the largest and 
most prosperous resorts in their countries, especially for international 
tourists. 
(b) In the USA and the Caribbean also a holiday (vacation) hotel providing 
extensive entertainment and recreation facilities. 
Several common types of resort are pointed out in the first definition, although it is not a 
strict classification. The most important view posed above is the different scale of the 
term resort recognised by authors in different areas. This is a basic distinction to 
diversify the use of the term. The definitions below, for instance, are obviously based 
on a narrower outlook in which the range of the resort is limited within a small area, and 
most of this type of resorts is privatised. 
'Destination resort: generally a large property offering a wide variety of 
facilities, services and activities. Guests tend to stay on the grounds of the 
property finding their needs can be met by the facilities provided' (Metelka, 
1990, p. 46-47). 
'Offering extensive recreational facilities on the premises and may cater to 
specific interests such as golf, tennis, fishing etc. with an all-inclusive tariff 
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option' (Resource Assessment Commission in Australia, 1992, p. 6; cited in 
King, 1994, p. 166). 
In fact, the concept of the scale of resorts is differently held when the term is mentioned. 
Many scholars have then identified this diversity. Mieczkowski (1990) develops a 
continuum for resorts which ranges from small-scale hotel to large-scale 'resort towns' or 
'resort cities'. Laws (1995) points out that a resort can be an established town with a 
significant range of tourist facilities, a region with several holiday centres, or an 
individual hotel promoted as a self-contained resort. Pearce (1987, p. 167) also suggests 
the existence of a spectrum of coastal resorts. At one end are the kind of resorts 'with a 
wholly tourist function', and at the other end are 'those where a significant amount of 
tourist activity occurs alongside a variety of other urban functions'. 
When the resort is set in a small scale, all the functions are run on site and used by 
visitors only. However, as a city- or town-scale resort, the problems concerned are at a 
different level. They would be more complicated since those tourists have to share some 
facilities, services and activities with residents. Therefore, it is a prerequisite to decide 
the scale of resorts in studies so that the related factors of the resorts in a defined scale 
can be considered properly. 
More implications of the term resort should be indicated. Whatever the scale of a resort 
(a large city or a holiday hotel), it can be a destination to which people are attracted. 
Particularly when a resort refers to an inclusive hotel, it can be regarded as an attraction 
itself which needs to be well managed to satisfy people. Besides, since the meaning of a 
resort as a hotel is somewhat predominant, this indicates that to offer accommodation for 
visitors is a fundamental function of a resort, sometimes the only important function. 
This is the reason why White's definition of a 'resort motel' exists. A resort motel 'caters 
for travellers wishing to stay an extended time in one locality in order to take full 
advantage of the local attractions... ideally a resort motel should be located near large, 
open, public spaces such as parks, golf courses, lakes, rivers, beaches or man-made tourist 
attractions' (White, 1986, p. 108-109; cited in King, 1994, p. 166). Here the resort motel 
only provides a temporary chance to stay overnight thus playing an auxiliary role to the 
main attractions nearby. 
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In brief, resorts generally denote a holiday destination in which it is essential to provide 
accommodation. Moreover, it is important to supply facilities, services and activities 
even if the details are changed by referring to resorts on a different scale. Researchers 
should set a clear range when using the term in their study. A broader meaning in which 
resorts are viewed on a large-scale is defined in this work. 
2.3.2.1 Seaside Resort 
As mentioned in Subsection 2.3.2, resorts can be further categorised in terms of their 
types. Three types of resorts are reviewed by King (1994): coastal, mountain resorts 
and spas. Attention paid to different facets of coastal resort development has generated 
numerous studies. Mountain resorts developed in Alps or Rocky Mountains attract 
people interested in skiing in winter. Spas offer places to visit for health and physical 
recuperation. Different geographical conditions are the basis on which the categories are 
distinguished. However, each of the categories is important in the history of tourism 
evolution hence leading up to different research concerns. 
The coastal, or seaside resort is perhaps the most researched category among the three 
(King, 1994). In Britain, resorts developed in seaside areas in pursuit of health can date 
back to the early eighteenth century (Holloway, 1994). Nowadays, seaside visits are still 
prevalent in domestic trips in the UK (Chapter One, Section 1.2). Since seaside resorts 
in the UK are chosen in conducting the case study, more related definitions are interpreted 
below. 
Seaside as a noun means the land by the side of the sea. 'Seaside resort' or 'seaside hotel' 
are common examples linked with the term (Collin, 1994). Seaside resort, according to 
Metelka (1990, p. 135), refers to a 'commercial multiactivity/service tourism facility 
located on the shores of a sea or ocean'. The location of a resort is specified in this 
explanation. However, examined together with his definitions of resort and destination 
resort quoted above, the scale of resort in this variation is still relatively small. Collin 
(1994, p. 205), on the contrary, gives a simple but straight definition of sea resort as a 
'holiday town near the seaside'. The definition is set on a large scale (and fits in this 
research). 
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The term seaside is frequently linked with resort. Seaside resort, to some extent, 
represents conventionally a more purpose-developed town/city for tourists. Islands by 
the sea developed intensively for the purpose of attracting visitors can be included in this 
type of seaside resort as well. However, the term 'coastal resorts' is chosen by Pearce 
(1987). Literally, there is no difference between the meaning of seaside and coast, and 
coastal or seaside resorts can be used interchangeably without problem. Nevertheless, 
when coastal areas are referred to, they often imply heritage sites by the sea with 
environmental value and should be planned and protected. This might be the 
implication by Pearce who expects a more balanced consideration in developing those 
resorts. 
In this study, the researcher is concerned with domestic tourism in seaside destinations in 
the UK. Here the meaning of resorts is viewed on a large scale (i. e., city or town), and 
the elements of those facilities, services and activities are extracted based on this broader 
meaning for further use. 
Finally, one more consideration should be taken into account regarding the use of the 
term. The larger the scale of the resorts is, the more interplay there is between hosts and 
tourists, the more concerns about the issue of social and cultural impacts are raised. The 
attitude in using the term resort is then somewhat pejorative by those who are against the 
negative impact of resort development on the host community. Nonetheless, even if a 
negative attitude exists when talking about seaside resorts, the importance of resorts as a 
contribution to tourism development cannot be neglected. In this study, no such 
preoccupation is held with regard to any resort area. 
2.4 DEFINITIONS OF TOURIST 
In this section, terms referring to the most important element in tourism, people, are 
analysed. 'Tourist, as Leiper (1979) indicates, is the focal human element of tourism. 
Tourism would never have developed without the existence of tourists. Since this study 
seeks to explore domestic tourists' choice of British seaside resorts, the meanings of terms 
such as tourist, traveller, visitor, holidaymaker, vacationer or sightseer, should be 
distinguished by their technical and conceptual meanings. More concern is paid to 
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identifying the meaning of domestic tourists so the definitions applied in this work may 
be posed. 
2.4.1 Conceptual Definitions 
Movement has been recognised as the basic premise from which the discussion relevant 
to tourist and tourism starts. Some general words to describe the action are examined 
first. Travel, as a verb, simply means 'to go from one place to another' (Dervaes, 1994, 
p. 169). It can be a noun as well indicating the 'moving of people from one place to 
another or from one country to another' (Collin, 1994, p. 256). Journey, explained as 
'travelling from one place to another' (Collin, 1994; Dervaes, 1994), is a word with a 
similar meaning to movement but is normally used as a noun rather than a verb. 
The common use of another noun, trip, also denotes a 'journey' (Collin, 1994, p. 257). 
Though a trip can be defined as specifying the length, distance or type of journey for 
some statistical purposes, however, it can be made 'by any means, for any purpose, with 
or without return to the original point of departure' (Metelka, 1990, p. 160). Compared 
with the term trip, a tour emphasises a circular journey of a person who returns to the 
point of departure. Besides, a prearranged itinerary to visit one or more places is usually 
included, so making a tour imply a longer time spent (Webster's Dictionary, 1961; 
Metelka, 1990; Collin, 1994; Dervaes, 1994). 
Derived from these terms, a traveller (or 'traveler' in the United States), tripper or tourist 
can simply indicate a person who travels, goes on a trip or makes a tour. As Smith 
(1990) states, the notion of a tourist as a traveller or as one who goes on a tour has 
remained essentially unchanged since 1800, when the English term tourist was first 
reported by Samuel Pegge as 'a neologism synonymous with traveler'. Nevertheless, 
more characteristics should be isolated to differentiate these terms relating to the 
movement of people beyond their normally accepted meanings. Once the characteristics 
can be identified and their conditions are delimited, the definitions then become more 
practical. 
As mentioned, factors relevant to movement are conventionally linked with the discussion 
of the defining works, such as the purpose of moving, going on one way or returning, or 
the length of the journey. Frechtling (1976) outlines four basic criteria from the studies 
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he reviewed: purpose of trip, type of transportation used, length of the stay away from 
home, and the distance travelled. Cohen (1974) points out six touristic components in 
analysing the tourist role. They are permanency, voluntariness, direction (one-way or 
round-trip), distance of trip, recurrency, and purpose of trip. Accordingly, a tourist is 
presented as 'a voluntary, temporary traveller, travelling in the expectation of pleasure 
from the novelty and change experienced on a relatively long and non-recurrent round- 
trip' (p. 533). This is a conceptual definition with inclusive dimensions. 
Another factor can be isolated from an early work by Ogilvie (1933). A tourist is 
described as 'any person whose movements fulfil two conditions: (1) that the person's 
absence from home was for a relatively short period; (2) that money spent during absence 
is money derived from home and not earned in the destination visited' (cited in Mathieson 
and Wall, 1982, p. 10). This is a social scientific definition as Cohen stated. The 
second point reveals an economic perspective added to the meaning of a tourist. 
The examples above show several concepts generally used in defining a tourist or 
traveller. However, the conditions of those characteristics have to be specified for 
further implementation. Burkart and Medlik (1981) highlight the distinction between 
the conceptual and technical definitions in tourism. Conceptual definitions deal with the 
essence of tourism as an activity, while technical definitions group people by their 
activities for statistical use (Heeley, 1980). It seems to be a dilemma to have definitions 
comprehensive enough to cover all the concepts, and simultaneously specific to meet the 
operational purposes. The following subsections firstly discuss the technical aspect, its 
deficiencies, and the conceptual remedies in defining tourist-related terms. More 
standpoints of tourism are elucidated later in Section 2.5 to enhance the understanding of 
the complex phenomenon. 
2.4.2 The Official World Tourism Organization Classification System 
The most quoted technical definitions concerning the statistics of tourists are promoted by 
the World Tourism Organization (WTO). The establishment of the current system has 
undergone several changes by some international groups. The evolution is clearly 
reported by Smith (1989) and Mieczkowski (1990). An early definition of foreign 
tourist was proposed in 1936 by the Committee of Statistical Experts of the League of 
Nations, and was accepted by the Tourism Committee of the League of Nations in 1937. 
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In their definition, a foreign tourist refers to 'any person visiting a country, other than that 
in which he usually resides for a period of at least 24 hours' (cited in Mieczkowski, 1990, 
p. 21). The Economic Committee of the League of Nations modified this definition 
further by setting up the duration for tourist stay: 'tourist is a person staying in a locality 
situated outside his place of residence during minimum of 24 hours and maximum of one 
year' (cited in Mieczkowski, 1990). 
The International Union of Official Travel Organizations (IUOTO), the predecessor of the 
WTO, reviewed and adopted the 1936-37 definition in 1950. The term international 
excursionist was also specified at that time as 'an individual travelling for pleasure who 
visits another country for less than 24 hours' (quoted by Smith, 1989, p. 18). 
A further improvement was made in the 1963 United Nations Conference on International 
Travel and Tourism convened in Rome. The purposes of a journey were defined not 
only for leisure but also for business and family. The economic contribution was 
emphasised as a criterion to distinguish travelling people. Besides, the use of the term 
visitor was also recommended. It describes 'any person visiting a country other than that 
in which he has his usual place of residence, for any reason other than following an 
occupation remunerated from within the country visited' (quoted by Mieczkowski, 1990, 
p. 21). Therefore, in the statistical meaning, one 'traveller' could be several 'visitors' by 
counting the number of visits. The two subsets of visitors: tourists and excursionists, are 
still separated by a critical period: 24 hours. 
However, a visitor who has an 'overnight stay' (even if not over 24 hours) and uses local 
accommodation perhaps has more impact in an economic respect. This was suggested 
by the definitions of the Expert Statistical Group under the United Nations Statistical 
Commission in 1967, and accepted by the IUOTO in the next year. Tourists then 
referred to persons who stay overnight, while day visitors or excursionists do not. The 
standpoint is more reasonable but the 24-hour limit is still seen in many definitions used 
by different agencies, even in the UN statistical yearbook as mentioned by Mieczkowski. 
Apart from some minor revisions, the technical definitions of tourist-related terms have 
not been greatly amended since they were firstly defined. One year after the IUOTO 
was replaced by the WTO in 1975, a conference held by the UN Statistical Commission 
29 
Chapter Two Definitions of the Terms in this Study Hsin-Hui PU 0 2000 
and participated in by the WTO and several other organisations, has provided guidelines 
for defining different types of international travellers. This is the official WTO 
definition system, which has remained almost unchanged and used by many countries 
since then. The prevailing classification is illustrated in Figure 2.1 (WTO, 1995). 
Travellers included in tourism statistics (e. g., visitors, tourists, and excursionists) and 
travellers not included in tourism statistics (e. g., permanent or temporary immigrants, 
foreign diplomatic and military personnel, transit passengers, nomads and refugees) are 
the two major categories. Four criteria are used to identify them: place of residence, 
length of stay, purpose of visit, and source of income. The importance of the place of 
residence has been confirmed. Traveller's country of residence is not necessarily the 
same as the country of the traveller's nationality. The resident aliens are treated as 
residents in statistics. Distance of trip, however, is not used as a standard in the WTO's 
definitions as preferred mostly in the United States, since 'length of stay' could be more 
precise to show the demand. The related definitions of the terms in Figure 2.1 are listed 
in Appendix A. 
The former definition system is only set up on an international basis. The WTO's effort 
concerning domestic terminology was first shown in Domestic Tourism Statistics (WTO, 
1978a). More details can be found in the Technical Handbook on the Collection and 
Presentation of Domestic and International Tourism Statistics (WTO, 1981). 
Domestic trips are included in the revised official definitions by substituting the word 
'country' with 'country or place'. This change is shown in the latest version of the WTO 
definition system reformulated in the 1991 International Conference on Travel and 
Tourism Statistics held in Ottawa. The definition of tourism that was not made by the 
WTO is also recommended in the latest work (Chadwick, 1994). The modified 
definitions of a visitor, tourist and excursionist as well as the main purposes of visit are 
listed below respectively (cited in Chadwick, 1994, p. 67). The words in parentheses are 
used for domestic statistics. A maximum stay of six months is suggested. However, 
the limitation is not always the instance applied in statistics. 
Visitor: A person who travels to a country other than that in which he/she has 
his/her usual residence and (a person residing in a country, who travels to a 
place that is within the country of residence, but) that is outside his/her usual 
environment for a period not exceeding one year (six months) and whose 
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Figure 2.1 Visitors and Other Travellers 
Travellers 
Visitors 
Overnight 
Visitor 
(Tourist) 
Persons 
travelling 
inside their 
usual 
environment 
Commuters 
Border 
workers 
Travellers in 
direct vicinity 
of place of 
residence 
........ " For the purposes of. Other 
Leisure, Travellers 
recreation, and Health 
holidays treatment 
Visiting friends Religion/ 1 
and relatives pilgrimages 
Same-day 
Visitor " Business and Other 
" professional " ..................... 
Persons Persons 
Persons 
travelling to Others 
changing their without a places from 
, 
excluded by 
place of fixed place of which they are convention residence residence remunerated 
Long-term Nomads Short-term Transit 
migrants 1) Wanderers migrants 2) passengers 3) 
Persons Refugees Seasonal Members of the 
moving to workers armed forces 4) 
another place Lecturers, Representation of 
inside their Performing consulates 5) 
country of 
residence 1) 
artists 
" 
Diplomats 5) 
Au pairs" Prisoners 6) 
1) Intended stay in place or country visited is more than 12 months. 
2) Intended stay in place or country visited 12 months or less. 
3) Not visitors form the standpoint of the receiving country if they do not legally enter this 
country. 
4) When they travel from their place or country of origin to the duty station - within or outside 
the same country - and vice versa and when they are on manoeuvre (including household 
servants and dependents accompanying or joining them). 
5) When they travel from their country of origin to the duty station and vice versa (including 
household servants and dependents accompanying or joining them). 
6) Including persons escorting them. 
(Source: WTO, 1995, p. 22) 
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main purpose of visit is other than the exercise of an activity remunerated 
from within the country (place) visited. 
Tourist: 'A visitor who spends at least one night in the country (place) visited. 
Excursionist (Same-day visitor): A visitor who leaves without spending a 
night in the country (place) visited. 
Main purpose of visit: (1) Pleasure: leisure, culture, active sports, visits to 
friends and relatives, and so on; (2) Professional: meeting, mission, business; 
(3) Other purposes: study, health, transit, and so on. 
2.4.3 Domestic Issues in Definitions 
Since the issues of defining domestic tourism within a country has long been neglected, 
the preceding WTO concepts for classifying international visitors are often borrowed 
directly to define the terms regarding domestic tourists. The category 'domestic visitor' 
consists of 'domestic tourist' and 'domestic same-day visitor'. A domestic tourist is 'an 
internal visitor whose visit is for at least one night and whose main purpose of visit may 
be classified under one of the following three groups: (a) leisure and holidays; (b) 
business and professional; (c) other tourism purposes'. A domestic same-day visitor is'a 
domestic visitor whose visit lasts less than 24 hours and does not involve an overnight 
stay'. A domestic excursionist, however, is 'a domestic visitor who travels to a place 
other than that corresponding to his usual environment and who does not stay overnight in 
the place visited' (Medlik, 1993, p. 49-50). The total hours of visit by a domestic 
excursionist may be over 24 hours since an individual can come back to the same place in 
several days, but may still live at home (no overnight stay in the place visited). 
However, the diverse situations in each country complicate the defining work to reach a 
worldwide consensus. Some guidelines for how domestic tourists may be defined are 
suggested by the WTO (1981). Any domestic definition should (1) not make a 
distinction between citizens and foreign nationals resident in a country; (2) exclude travel 
associated with the pursuit of employment, such as commuting; (3) make a distinction 
between extended migration and short-term migration or travel; and (4) make a further 
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distinction between stays of more than twenty-four hours and less than twenty-four hours 
(cited in Smith, 1990, p. 329). 
Strictly speaking, no new concepts in the WTO's principles and definitions above are 
tailored for defining tourists at the domestic level. Placing the word 'domestic' in front 
of many tourist-related terms is the only change for counting residents' travels within a 
country. However, a major problem exists in defining a person's 'usual environment' in 
domestic tourism. In international journeys, the departures from a country of residence 
and the arrivals at a destination country are often recorded officially so it is easier to be 
reported statistically. For the inhabitants' trips inside a country, however, the 'place of 
residence' cannot be limited within the administrative boundary in which a person lives. 
Besides, no formal records can be found to trace people's leaving and coming back to the 
'place of residence', whatever the range. Is it too rigid that the local residents in 
Brighton cannot be regarded as 'domestic same-day visitors' while spending a day out to 
the seaside in Brighton (for leisure purpose), only because they are still staying in their 
'usual environment'? Does it seem reasonable that a trip from Brighton (East Sussex) to 
Worthing (West Sussex) is counted as a domestic trip, but a trip in a longer distance from 
Brighton to Hastings cannot be counted, since both resorts are in the same administrative 
boundary, East Sussex? In practice, neither a legal boundary nor a distance approach is 
appropriate for solving the definitional difficulties. 
The familiarity of places to domestic visitors would be another problem. With fewer 
language barriers and more habitual atmosphere and systems around the domestic 
destinations as in their usual environment, individuals can be more active in planning 
their own trips and less dependent on the related commercial services. Their activities 
during the tours may become multiple and unpredictable; partly mixed up with the locals 
and partly combined with some general functions for their daily needs. Their purposes 
are thus not easily categorised as stated in theory. In an economic respect, the domestic 
tourist's consumption is difficult to be separated from the whole market. For example, 
there may be no need to rent a vehicle solely for a domestic holiday, since the same car 
for daily commuting can be used in a pleasure trip as well. Likewise, domestic tourists 
may not stay in commercial accommodation when visiting friends or relatives scattered 
around the country. They eat out, go shopping, or see movies with friends or relatives in 
that area just as the other local residents do during their usual leisure time. People can 
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even visit supermarkets for general household shopping on the way back from their 
journey. 
The so-called technical definitions by the WTO are actually conceptual if applied at the 
domestic level, since many indefinite factors complicate the defining task. However, 
before a better contribution can be made, the WTO's approach and guidelines are still 
referential to be followed. In the Digest of Tourist Statistics published yearly by the 
British Tourist Authority (BTA), for instance, the statistics of the UK domestic tourism 
are provided in the section of 'Tourism in the UK by UK Residents'. A domestic tourist 
here means a resident of the UK who makes trips away from home lasting one night or 
more within UK. However, the purpose of the trip is not limited, including holidays, 
visits to friends and relatives, business, or conferences. This obviously follows the 
WTO's suggestion. 
A slight change in the definition should be noticed. The updated data in the Digest of 
Tourist Statistics are abstracted from the information collected in the United Kingdom 
Tourism Survey (UKTS) since 1989 (the results are fully reported in the UK Tourist: 
Statistics). Since the UKTS is a household survey, 'away from home' is the term 
modified in the definition of domestic tourist stated above. In delimiting the 'place of 
residence' to people's homes, the respondents can distinguish the range of the 'place of 
residence' in answering questions about their journeys without confusion. In contrast, if 
an official boundary within a nation, e. g., a county, province or state, is used to define a 
place of residence in a survey, it may cause difficulties to some respondents in completing 
the survey since they may be unsure whether they have crossed a border defined as the 
boundary of their place of residence while travelling. Nonetheless, the range of people's 
usual environment is not equal to their homes, and the definitional problems are not 
solved only by the change provided by the UKTS. However, the change makes an 
improvement to the domestic definitions within the WTO's criteria. 
Definitional problem also exists in judging people as domestic tourists from external 
observation. One way to overcome this problem is to produce statistics from the 
household surveys, such as what is reported in the Digest of Tourist Statistics. However, 
this manifests the importance of people's responses to their role as domestic tourists, since 
the questions about their trips are answered by themselves, such as their purpose of travel, 
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length of stay away from home, accommodation and transportation used, or their 
expenditures in one trip. If the respondents' answers are not based on the concepts 
designed in the definitions, the data obtained may be beyond the meanings expected by 
the researchers, and may not be available for further estimation. This may offset the 
effort of original defining works. How to link individuals' internal judgements to the 
criteria of the definitions provided is an issue that should be carefully considered in 
defining as well as investigating domestic tourism. 
2.4.4 Controversial Issues in Definitions 
The preceding WTO definitions are not only inadequate in explaining domestic terms, 
they are not universally accepted as an international standard. Arguments have arisen 
for the criteria selected for grouping the terms, the use of the terms, even the nature of the 
definitions. The distance of travel, as a criterion, is still largely used instead of the 
length of stay. The (US) National Tourism Resources Review Commission (1973) 
defined a tourist as 'one who travels away from home for a distance of at least 50 miles 
(one way) for business, pleasure, personal affairs, or any other purpose except to 
commute to work, whether he (she) stays overnight or returns the same day'. The 
Canadian Travel Survey set a limit of 50 miles (Statistics Canada, 1990), and the province 
of Ontario use a 25-mile feature (National Task Force on Tourism Data, 1989). The 
Bureau of Industry Economics in Australia even embraced both criteria, distance of travel 
as well as length of stay, in the 1979 definition: a tourist is 'a person visiting a location at 
least 40 km from his usual place of residence, for a period of at least 24 hours and not 
exceeding twelve months' (Chadwick, 1994, p. 67). 
Besides, the purposes of visit by visitors, tourists or excursionists defined by the WTO 
include pleasure and professional. A reminder in the 1980 Manila Declaration stated 
that this can 'place tourism into the broader context of movements of persons, and any 
restrictive interpretation of tourism as signifying holidays and recreation alone can only 
succeed in confusing the issue' (World Travel, 1985,185: 63; cited in Mieczkowski, 1990, 
p. 23). However, leisure purpose is usually recognised in the popular use of the terms. 
'Tourist tends to highlight the pleasure experiences and the assumed use of commercial 
facilities' (Metelka, 1990, p. 171). Leiper (1979) points out that the general public and 
many employees involved in the industry do not regard trips for business and other 
purposes as a part of tourism. Evidence from surveys also show that the public 
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perception of the definition of tourist is a narrower view (Gilbert, 1990). It is difficult 
not to wonder if the reason behind setting the all-encompassing purposes by the WTO is 
for the convenience in statistical counting. 
The negative implication linked with tourist causes another trouble in choosing the terms. 
Since Thomas Cook developed his business in mass tourism by the steam train system in 
the mid-nineteenth century, travel is no longer a privilege of the upper class. A term 
'cookites' was then created by the social elite to describe disparagingly those working and 
middle classes who went on packaged tours. This word did not endure for long, 
however, the pejorative meanings was passed on to the common replaced term, tourist 
(Smith, 1990). This is perhaps the reason why the word traveller is more popular in the 
US so the 'significant pejorative connotations' linked with tourist might be avoided 
(Frechtling, 1976, p. 62). Metelka (1990) also indicates that visitor can be used 
interchangeably with tourist, and the former is preferred in some cases since the latter 
term has a negative connotation. Apparently, the WTO could not emphasise an abstract 
property in statistical definitions. 
It could be a blind spot if people are regarded only as a number in statistics to show 
tourism demand. The economic approach may be adequate in distinguishing tourists 
from other travellers by defining the details of their movement and stay, but it excludes 
any human factor that may also be important. This is perhaps a reason why the 
characteristics conventionally attached to these terms cannot be revealed in the technical 
definitions as discussed above. The definitions applied to research are thus limited on 
account of this missing element. Mathieson and Wall (1982), for instance, claim that the 
differentiation between tourist and excursionist does not help to distinguish between the 
impacts of tourism and the impacts of other forms of recreation since both leisure groups 
may participate in similar activities at the same locations. The consumer features which 
produce variables in demand used in marketing research are neglected since tourist 
demand is simplified statistically (Gilbert, 1990). 
The human factors mentioned above can refer broadly to mental or behavioural 
characteristics as well as the social-economic status of a person. The former are tourists' 
inner features such as motivation, need, expectation, preference, decision, action, 
experience, or satisfaction; and the latter are variables such as age, income, educational 
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level, or social group. It is difficult, and may not be necessary to include all these 
human factors in definitions. Nonetheless, their importance in studies is undeniable. 
Leiper (1979) indicates one point on the human base beyond the practical definition of 
tourist, in which a tour should be made 'at one's own discretion'. Cohen's definition of a 
tourist (1974) quoted in Subsection 2.4.1 stresses two concepts of human features in his 
six touristic components. A tourist is 'a voluntary... traveller, travelling in the 
expectation of pleasure from the novelty and change experienced on a... trip' (p. 533). 
Such attempts to balance the conceptual and technical approaches in defining could be 
made to benefit tourism research in various facets. 
2.4.5 Definitions of Other Related Terms 
Apart from the types of travellers included in the WTO system, several terms with their 
notional meanings should be discussed as well. Passenger is a common term employed 
statistically, especially with regard to transportation. A passenger is a 'person being 
transported or scheduled to be transported by any carrier or vehicle, excluding the driver; 
usually limited to a person who has paid a required fee for or purchased a ticket' (Metelka, 
1990, p. 113). The need of and the payment for the seats available prosper the 
development of service in transportation. For long-haul travel, this is mainly the airline 
industry. 
Transit passenger is 'one who breaks a journey at an intermediate point, to change vehicle 
or for another reason; if travelling between countries, not leaving the transit area of the 
airport or port and, therefore, not officially entering a country' (Medlik, 1993, p. 113). 
Hence, transit passengers cannot be counted as visitors to that country since they do not 
even visit anywhere. However, the WTO (1978b) argues that the category of transit 
passengers should be classified separately for their potential of staying in the transit area 
overnight. Since the concept of transit may vary in different countries, a passenger with 
a transit visa is likely to use the accommodation facilities and becomes a 'tourist' in the 
WTO's terminology. 
Whatever the tool used to move passengers, transportation plays a crucial role in the 
whole trip and costs a fair proportion of travel spending. This renders transportation an 
indispensable section in tourism. 
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Another two terms, holidaymaker and vacationer are derived from the temporal factor, 
holiday and vacation, which influence the available leisure time of people to make tours. 
Holiday is a day established by law or custom on which ordinary work is suspended 
(Metelka, 1990, p. 72; Medlik, 1993, p. 72). In the days of being off from ordinary work, 
people can take rests and spend their time freely on whatever they like. Another use of 
the term holiday is then derived, which refers generally to the period of time away from 
home, not necessarily limited to specific public holidays. In the USA, vacation is the 
common word preferred with the same meaning. When going on a holiday or taking a 
vacation becomes a popular choice of people in spending their leisure time, the terms 
holidaymakers and vacationers are likely to be used to describe them. Statistically, a 
holidaymaker is 'a tourist who remains in a country (place) for more than a certain 
number of nights or days' (Chadwick, 1994, p. 67; based on the WTO). However, the 
holiday making by middle class people prospered the development of the mass tourism in 
history, yet generated many critics through their negative images. The negative feeling 
is again transferred to the term holidaymakers when using it. Krippendorf (1987) makes 
a precise analysis of the phenomenon in his book. 
Sightseeing, or to visit the sights of places, is an activity commonly involved in one's trip. 
Sightseer is the term derived to describe the person who visits the sights. A conceptual 
distinction between sightseers and vacationers is made by Cohen (1974). He emphasises 
the purpose of pursuing novelty and change in tourism, and this makes the difference 
between the two terms in touristic emphasis: 'sightseers seek novelty, while vacationers 
merely seek change, whether or not this brings novelty in its train. Sightseeing trips are 
hence ordinarily non-recurrent, while vacation trips tend to recurrency, as exemplified by 
the habitue' (p. 544-545). Moreover, the travelling patterns of sightseers are different to 
those of vacationers. Since sightseers look for something different, their trips tend to be 
multi-destinational to enjoy the attractions. They are stressed as 'travellers' in the tourist 
role. Vacationers, in contrast, rather enjoy the facilities and amenities in a uni- 
destinational trip. Hence, the 'visitor' component is more significant. Though the 
tourist's pursuit and the travel patterns are not mutually exclusive in one's journey, 
Cohen's elucidation, based on his analysis of the tourist role, still provided a sociological 
view to distinguish further the two terms. 
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2.4.6 The Use of the Terms in This Study 
The terms regarding travelling people are derived from various facets. They are further 
defined for specific purposes in the field of tourism rather than by their literal meanings. 
The movement or travel of the, travellers are originally concerned with tourism. Tourist, 
with an implication from a tour to present a circling movement, is the most common but 
arguable term in its meaning. Visitor, referring generally to people conducting the 
actions of visit, is a neutral term preferred by the WTO and the followers nowadays to 
represent the travellers concerned in tourism statistics. Excursionist, or same-day visitor, 
is another term defined by the WTO for statistical purposes. Furthermore, the need of 
transportation in tourism can be reflected by the use of a common word passenger in 
statistics. Since people's discretionary time in holidays or vacations increases, the terms 
holidaymakers or vacationers are hence used, with more or less a negative image on 'just 
having fun' in people's free time regardless of the impacts on the host communities. The 
impression of sightseers seems better since sightseeing attracts them to the local sights 
and events. They are supposed to be more intellectual, though the time they spend at 
each point may be fairly short for them to learn something local. 
These etymological links do not limit the defining work of the terms relating to moving 
individuals. Whatever approaches, conceptual or operational, are employed in 
interpreting the meanings, this represents the diverse perspectives involved in tourism 
with which people's activities and needs are mainly concerned. However, the task 
remains to be improved by more research on the following topics: the applicability of 
definitions in domestic tourism should be checked, and the psychological aspect in 
defining tourist should be emphasised. 
The choice of the terms and their meanings used in this study is on two levels: flexible in 
common description and strict in comparing the published statistics. The meanings of 
the terms are identified deliberately in using statistical data from different sources. In 
general writing, however, the terms are not always employed in the sense of strict 
statistical definitions and the meanings implied. Tourists and domestic tourists are the 
most commonly used words to represent the terms within the diverse concepts analysed 
above. In general they are interchangeable with visitors or domestic visitors who may 
stay overnight or not. Domestic excursionist, domestic same-day visitor and day-tripper 
are only emphasised if necessary. No negative meanings are implied in using them. 
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2.5 DEFINITIONS OF TOURISM 
The previous sections criticise the definitions of the terms relating to tourists, destinations 
and tourism resources, which are the principal elements in this study. However, the 
discussion of the meanings would not be complete without analysing the essence of 
tourism. 
Defining tourism is never an easy task. Various concepts have been interpreted from 
different approaches in the past. Almost every textbook in the tourism subject has its 
own view in explaining the scope of tourism. Elsewhere, researchers have focused on 
this issue (e. g., Frechtling, 1976; Leiper, 1979; Heeley, 1980; BarOn, 1984; Smith, 1988; 
Gilbert, 1990; Morley, 1990; Chadwick, 1994). However, consensus is difficult to reach 
under many circumstances. The complex problem perhaps arises from the 
multidisciplinary nature of tourism. In the following texts, four issues are discussed: the 
origin of the term, tourist-based definitions, components in tourism, and concerns in 
tourism research. 
2.5.1 The Origin of the Term 
The use of the English term 'tourism' could be dated back in the beginning of nineteenth 
century, which appeared later than the first use of 'tourist'. The Oxford English 
Dictionary (1989) has an earliest citation of tourism in 1811 from the Sporting Magazine 
in England. The linguistic root of tourism and tourist derived from the word 'tour' is 
originated from the Greek term, torus (iopuoý), later the Latin word, tornus. It refers to 
a tool like compasses used to inscribe a circle, or a turner's wheel (Oxford University, 
1989; Smith, 1990). Their conceptual link of the original word with tourism is the 
circular movement, which implies a circular trip with return to the departure point. 
Many modem European languages based on the French word tour have also developed 
their terms with the similar meaning, for instance, French tourisme, Italian tourismo, 
German Tourismus (substituting for Fremdenverkehr), or Russian turizm. (Mieczkowski, 
1990). 
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2.5.2 Tourist-based Definitions 
The early definitions of tourism are somewhat influenced by the etymological link 
between the words tourist and tourism. The notion emphasising a circular movement is 
the pivot of some tourism definitions as in the definitions of tourist-related terms. These 
definitions of tourism are denominated as tourist-based definitions here to facilitate the 
following discussions. An early definition of tourism as an example of the tourist-based 
definitions is made by Hunziker and Krapf. 
'Tourism is a sum of relations and phenomena resulting from the travel and 
stay of non-residents, in so far as (travel) does not lead to permanent 
residence and is not connected with any permanent or temporary earning 
activity' (Hunziker and Krapf, 1942, p. 21; adjusted in Hunziker, 1959, p. 11; 
cited in Mieczkowski, 1990, p. 25). 
This definition presenting tourists' movement and stay at their destinations within a 
reasonable short time without earning points out several basic components in tourism, 
which are similar to the components in some definitions of tourist discussed in Section 
2.4. The Hunziker-Krapf definition was adopted by the AIEST (Association 
Internationale d'Experts Scientifique du Tourisme) and was widely accepted since 1960s 
(Mieczkowski, 1990). 
The definitions of tourism following a tourist-based approach with similar components 
included in the definitions can also be found in other works. The definition made by the 
Tourism Society (1979, p. 70) suggests that 'tourism is deemed to include any activity 
concerned with the temporary short-term movement of people to destinations outside the 
places where they normally live and work, and their activities during the stay at these 
destinations' (cited in Middleton, 1994, p. 8). Mathieson and Wall provide a similar view 
in which 'tourism is the temporary movement of people to destinations outside their 
normal places of work and residence, the activities undertaken during their stay in those 
destinations, and the facilities created to cater their needs' (1982, p. 1). Burkart and 
Medlik (1981) do not define the term, but they identify five characteristics of tourism that 
are the essential components as in other definitions. Even the WTO shares the similar 
view in defining tourism. 
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'Tourism: The activities of a person traveling outside his or her usual 
environment for less than a specified period of time and whose main purpose 
of travel is other than exercise of an activity remunerated from the place 
visited' (WTO, 1991; in Chadwick, 1994, p. 66). 
In comparison with the conceptual and technical definitions respecting tourist discussed 
in Section 2.4, no difference of the concepts and elements are shown in the tourist-related 
definitions of tourism. Tourism is only the activity or movement of tourist in these 
definitions. Therefore, the weaknesses of the definitions criticised in Section 2.4 could 
also be found in these definitions of tourism. 
2.5.3 Components in Tourism 
In the tourist-related definitions of tourism, tourist is the substantial element. The 
movement to and the stay in the visited destinations by tourists are other essential 
components involved, as in most of the conceptual and technical definitions of tourist. 
In these definitions, a tourist is a unit of demand counted statistically for their movement 
to their destinations. However, other sides beyond these tourist-based meaning exist in 
the definitions, or even scope, of tourism. 
Smith (1990) classifies the definitions of tourism into three categories: demand-based 
definitions, supply-based definitions, and integrated definitions. The typology by Leiper 
(1979) employs the same concept but different terms to group the published definitions of 
tourism. The definitions can be technical, economic, and holistic. The destinations 
presented above are based on the technical/demand side. The following discussion is 
accented on the economic/supply-based approach to explore other facets in tourism. 
In some definitions categorised as supply-based definitions of tourism, tourism is 
recognised as a business or an industry (Peters, 1969; Wahab, 1975; Smith, 1988; 
Lundberg, 1990; McIntosh et al, 1995). A statement by Peters (1969, p. 2) is a 
straightforward example, which contends that 'the tourist industry is an industry 
concerned with movement'. Smith (1988) emphasises the industrial aspect in defining 
tourism. 'Tourism is the aggregate of all businesses that directly provide goods or 
services to facilitate business, pleasure, and leisure activities away from the home 
environment' (p. 183). This industry, as Leiper (1979) states, comprises the firms, 
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organisations and facilities that are aimed to serve the tourists' needs and wants. This 
reveals the behavioural respect of tourists that should be served by the industry. 
The components in tourism are emphasised differently in the supply-based and demand- 
based definitions. McIntosh et al (1995) indicate that 'tourism maybe defined as people 
taking trips away from home, and it embraces the entire range of transportation, lodging, 
food service, and other activities relating to and serving the traveler' (p. 15). Metelka 
(1990) also suggests that tourism is a variously defined term 'for the variety of products 
and services offered and desired by people while away from home. Included are 
restaurants, accommodations, activities, natural and man-made attractions, travel agencies, 
government bureaus, and transportation. Includes an awareness that this myriad of 
products and services are interrelated and interdependent' (p. 154). Destination features 
similar to those tourism resources reviewed in Section 2.2 are the main components 
supplied to tourists. The interrelationship among the products and services is 
highlighted. 
The importance of tourism resources as the principal elements supplied in tourism is 
further contended by Murphy (1985). Murphy deems tourism as a resource industry by 
conceding the notion from Mawhinney and Bagnall (1976). They suggest that 'tourism 
is an industry, similar to other industries like agriculture and mining in that it is dependent 
on the continued availability of those resources upon which it is based' (Murphy, 1985, 
p. 10). The resource base is the raison d'etre of tourism that cannot not be disregarded. 
This concept provides a good support to this study. 
Tourism as an industry is questioned by most economists and compilers of industrial 
classifications since it does not produce a distinct product (Chadwick, 1981). However, 
this is perhaps a unique trait of tourism. The product of tourism industry is the travel 
experience. The consumers are those who travel, but not the products as in other 
industries (Murphy, 1985). The emphasis on the tourists' experience in tourism also 
supports the need of considering the psychological side of tourist in definitions argued in 
Subsection 2.4.4. 
Providing the fact that multiple elements as discussed are included in tourism, some 
authors take an integrated or holistic approach to define, or describe, tourism. Leiper 
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(1979,1990b) suggests a systematic approach to explain tourism. In this definition, the 
tourist-based definition and the description of the characteristics in tourism are integrated. 
'Tourism is the system involving the discretionary travel and temporary stay 
of persons away from their usual place of residence for one or more nights, 
excepting tours made for the primary purpose of earning remuneration from 
points enroute. The elements of the system are tourists, generating regions, 
transit routes, destination regions, and a tourist industry. These five 
elements are arranged in spatial and functional connections. Having the 
characteristics of an open system, the organization of five elements operates 
within broader environments: physical, cultural, social economic, political, 
technological with which it interacts' (1979, p. 403-404). 
McIntosh et al (1995) recognise the complex nature of tourism and give a comprehensive 
account of the essence of tourism. Delivering travel experiences and serving the needs 
and wants of travellers are stressed. 
'Tourism is a composite of activities, services, and industries that delivers a 
travel experience: transportation, accommodations, eating and drinking 
establishments, shops, entertainment, activity, facilities, and other hospitality 
services available for individuals or groups that are traveling away from home. 
It encompasses all providers of visitor and visitor-related services. Tourism 
is the entire world industry of travel, hotels, transportation, and all other 
components, including promotion, that serves the needs and wants of travelers. 
Finally, tourism is the sum total of tourist expenditures within the borders of a 
nation or a political subdivision or a transportation-centered economic area of 
contiguous states or nation. This economic concept also considers the 
income multiplier of these tourist expenditures' (p. 10). 
In brief, the definitions present the diverse perspectives in tourism. Tourism is regarded 
as an industry or integrated system in the supply-based or holistic definitions. 
Destination resources, services and facilities are often identified as the essential 
components supplied in tourism. The interactions among the elements are important. 
44 
Chapter Two Definitions of the Terms in this Study Hsin-Hul PU 0 2000 
Above all, the emphasis of tourists' experience may counterbalance the negligence of the 
important psychological aspect of tourist in tourism. 
2.5.4 Concerns in Tourism Research 
Another approach exists to interpret tourism. It is an epistemological, knowledge-based 
approach to the concept of tourism as indicated by Gilbert (1990). The definition by 
Jafari (1977) provides an example, in which the concerns of tourism research are included. 
The impacts caused by tourists and the tourism industry are pointed out as a special issue 
in tourism studies. 
'Tourism is the study of man away from his usual habitat, of the industry 
which responds to his needs, and of the impacts that both he and the industry 
have on the host's socio-cultural, economic, and physical environments' (p. 6). 
The research-based view is shared by Mathieson and Wall (1982). According to them, 
the study of tourism is 'the study of people away from their usual habitat, of the 
establishments which respond to the requirements of travellers, and of the impacts that 
they have on the economic, physical and social well-being of their hosts. It involves the 
motivations and experiences of the tourists, the expectations of and adjustments made by 
residents of reception areas, and the roles played by the numerous agencies and 
institutions which intercede between them' (p. 1). Tourism impact is stated as an 
important topic in research. Besides, the attention has been paid on the psychological 
aspects of both tourists and residents of the destinations. 
The standpoints demonstrate some respects that are not included in the definitions 
reviewed above. Tourism is a complex phenomenon and the subject is multidiscipline in 
nature. The definitions in several sentences may not suffice to describe the whole realm 
of tourism and the versatile research pertaining to tourism. It may be more realistic to 
accept the existence of many tourism definitions serving different purposes, as argued by 
Smith (1990), and to concentrate on developing the research in contribution to the tourism 
field. 
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2.6 SUMMARY 
This chapter reviews critically the definitions of the terms relevant to this study. The 
principal groups of terms discussed in this chapter are the terms respecting tourism 
resource, seaside resort, tourist and tourism. The discussion provides not only literal 
meanings but also the scopes of the related terms as a theoretical ground for commencing 
this research. The diverse use of the terms is clarified and the terms preferred in this 
study are selected. Attempts at defining the terms for this research are also made. 
Tourism resource is the integrated term used in this study to represent destination features. 
The range of resort is defined on a large scale. No negative implication is attached to 
tourist while the word is used in this research. 
The discussion highlights explicitly the complicate scope in tourism and reinforces the 
fundamental link among tourist, their destinations and the tourism resources at the 
destinations in tourism research. Viewing tourists as statistical units of demand reveals 
a major deficiency of the technical definitions of tourists. The need of researching 
tourists' social and psychological aspects empirically is also raised. Analysis focusing 
on the specific theories regarding tourists' choice, the behavioural perspective, is 
presented in the following chapter. 
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CHAPTER THREE 
DECISION MAKING AND DESTINATION CHOICE OF 
TOURISTS 
3.1 INTRODUCTION 
This chapter examines the decision-making theories developed in tourism in order to 
expound the destination choice process of tourists. Behavioural models and choice set 
models are both critically reviewed since they have been the leading theory frameworks 
in destination choice. There are three major sections in the chapter: 'Tourists' Choice 
Behaviour', 'Choice Set/Opportunity Set Models', and 'Information Search'. Section 3.2 
introduces the process of decision making. The special aspects of the tourism products 
are identified. The crucial factors in the behavioural models regarding tourists' choice 
are examined. Interactions between the factors in the models are also discussed. 
Section 3.3 reviews the choice set models applied in the tourism field. The notions of 
the forming of choice sets and empirical research regarding destination choice are both 
justified. Additionally, the role of information search in a tourist's decision making 
process is analysed in Section 3.4. Decision rules used by tourists in evaluating 
alternative holiday choices are explored. The sources of travel information examined in 
empirical studies are also reviewed. 
3.2 TOURISTS' CHOICE BEHAVIOUR 
In this section, the behavioural approach traditionally applied in developing the decision- 
making theories is analysed. The review covers the discussion of factors affecting 
tourists' destination choice in the tourism literature. This section is constructed by five 
subsections: 'Decision Making Process', 'Special Aspects of Tourism Product in Tourists' 
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Choice', 'Process of Tourists' Decision Making', 'Considerations in Tourists' Choice', and 
'Post Purchase Behaviour'. 
3.2.1 Decision Making Process 
Buyers' decision making has long been recognised as a process in marketing research. 
The most commonly quoted process is organised in five steps: 'problem recognition', 
'information search', 'evaluation of alternatives', 'choice of purchase', and 'evaluation of 
post-purchase experience' (Engel et al, 1995). The five steps can be represented by the 
acronym 'PIECE' proposed by Morgan (1996). Kotler (1997) also suggests a very 
similar five-stage model of the buying process based on Howard and Sheth (1969) and 
Engel et al (1995). The five stages are 'problem recognition', 'information search', 
'evaluation of alternatives', 'purchase decision', and 'postpurchase behavior'. Other 
theories are mainly expanded from the essential model in details. 
The brief framework can be applied in choosing almost any product. However, the 
consumer's involvement in each stage may vary according to product properties. Assael 
(1998) identifies four types of purchasing decisions by the level of involvement and 
differences between alternatives: 'complex decision', 'brand loyalty', 'limited decision 
making' and 'inertia'. A similar classification is also supported by Kotler (1997). A 
complex decision is usually required in selecting important goods. Consumers are aware 
of significant differences among brands, so they search for information, compare their 
interested products, then make decisions. In contrast, involvement in some expensive or 
infrequent buying can still be high. However, brand loyalty may be built up if the 
products show little differences. Customers would save time 
in choosing them while 
still obtaining high satisfaction. Focusing on customers' reaction 
in the post-purchase 
stage, Kotler (1997) categorises this type of 
buying decision with high involvement but 
fewer differences between brands as a 'dissonance-reducing buying behaviour'. Facing 
likely dissonance after purchase, consumers would still adjust themselves to believe in the 
benefits from their brand choices, or they might be conscious of the negative information 
of other rejected alternatives, so that their dissatisfaction could be reduced. 
Limited decision making and inertia are another two types of buying behaviour that need 
low-involvement purchase decisions. The products applying the former procedure are 
generally lower value goods with great varieties. Buyers consider the available 
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alternatives but only spend limited time to make up their mind. This is a 'variety- 
seeking buying behavior' in Kotler's term (1997). Inertia, however, demonstrates a low- 
involvement habit of buying similar commodities repeatedly. 
Owing to the versatility of the tourism products and likely high involvement by tourists, 
holiday decisions have normally been regarded as complex decisions. Accordingly, it is 
worthwhile to isolate the features of the tourism products as well as to analyse the 
decision making process thoroughly in order to understand destination choice. 
3.2.2 Special Aspects of Tourism Product in Tourists' Choice 
The tourism product embraces miscellaneous concepts. It could be destinations with 
different combinations of attributes, packages designed for tourists with different needs, 
or services and facilities encountered through the whole journey. Wahab et al (1976) 
identify the speciality of the tourism products, which are: (1) the rigidity of the tourist 
supply main components in a receiving destination; (2) the high elasticity of the tourist 
demand concerning economic conditions; (3) the flexibility of demand vis-a-vis psycho- 
sociological and political factors which may be irrational; (4) tourist services 'consumed' 
on the spot, where they are created, so they cannot be tested in advance or transferred and 
stocked; (5) an amalgam of various components, sometimes experiences; and (6) varieties 
sought by tourists (p. 22-23). 
Mathieson and Wall (1982) also suggest that buying decisions of tourists are unusual in 
the following ways. Firstly, the tourist product is 'an experience rather than a good' 
(p. 26). No tangible return on the investment can be calculated. Secondly, the 
expenditure spent on holidays is often substantial. Thirdly, the purchases are not usually 
spontaneous but well planned. Fourthly, tourists. can only visit the site where the 
attractions, facilities or services are produced. The provision cannot be stored and 
transported to the consumer. Hence consuming those goods leads to the outcome of 
local impacts. 
3.2.3 Process of Tourists' Decision Making 
In the tourism field, the decision-making processes on the ground of the consumer 
behaviour studies are adopted to explain the choice of the tourism products, despite that 
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the tourism products possess distinctive characteristics and appear in countless 
combinations. Goodall (1991) models the holiday choice process by modifying the five 
key stages discussed in consumer behaviour: 'problem identification', or 'holiday 
motivations', i. e., whether to take a holiday; 'information search'; 'evaluation of 
alternatives'; 'decision to purchase' or 'choice'; and 'feedback' (post-choice processes) or 
'holiday experience' (p. 65). His interpretation of the holiday decision process based on 
the first four stages (problem identification to decisions) is further demonstrated in the 
model shown in Appendix B, Figure B. 1. 
The flowchart suggested by Mansfeld (1992) also supports the similar view that tourists' 
destination choice is a process, with the phases from travel motivation, information 
gathering, assessing destination alternatives, undertaking the travel, to choice evaluation 
after travel (Appendix B, Figure B. 2). Wahab et al (1976) set out their chart of tourist 
buying-decision by suggesting how the seller should accompany the buyer through the 
buying process in marketing implications (Appendix B, Figure B. 3). The emphasis of 
the model is slightly different. However, the flow of the process on the buyers' side 
(here the tourists) remains similar to the previous two models. 
The aforementioned models stress more on the process itself in tourists' decision making. 
Other researchers have developed some comprehensive concepts of travellers'/tourists' 
choice behaviour. The decision-making process is usually the pivot of the 
comprehensive models, with influencing factors added to the process. The complex 
phases and the related factors in tourists' choice are often shown in graphs. The 
examples of these grand models are presented by authors such as Schmoll (1977), 
Mathieson and Wall (1982), Foster (1985), Moutinho (1987), Woodside and Lysonski 
(1989), and Mill and Morrison (1992). 
Schmoll's model of the travel decision process (1977) is an early work in explaining 
travel decisions (Figure 3.1). The four stages of the central process in making travel 
decision are 'travel desires', 'information search', 'assessment/comparison of travel 
alternatives', and 'decision'. Except that no stage of post purchase reactions is illustrated, 
the model uses the same stages in the process as in the consumer behaviour theories 
reviewed in Subsection 3.2.1. Additionally, four groups of relevant factors have 
bearings upon the decision process. They are travel stimuli, personal and social 
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Figure 3.1 The Travel Decision Process: A Model 
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process (Figure 3.2). The groups of variables concerning the tourist decision making 
process are tourist profile, trip features, travel awareness, and destination resources and 
characteristics. Tourist profile directly affects travel desire. Trip features and 
destination resources and characteristics give likely impact on any of the stages 
throughout the decision making process. Travel awareness links travel desire and 
destination resources and characteristics. Prospective tourists may have travel 
motivations. However, they may be unaware of the opportunities available to meet their 
needs. Awareness of destination features relies on the availability of information and 
the credibility of its source. 
Figure 3.2 The Tourist Decision-Making Process 
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52 
Chapter Three Decision Making and Destination Choice of Tourists Ilsin-Nut PU 0 2000 
Foster's model (1985) is congruent with Schmoll's idea. The process is conceptualised 
in the same four phases: travel desires, information search, assessment of alternatives, and 
buying decision. The four groups of variables included in the process are also similar. 
They are socio-economic determinants of travel/buyer behaviour, characteristics of 
resort/destination, promotional stimuli, and other influencing variables (Figure 3.3). 
This is, however, a descriptive model as Foster declares. The model only expresses the 
possible factors influencing tourists' choice. It cannot be quantified nor can it be 
regarded as a predictive tool to forecast demand for a destination. These factors may 
vary in reliance upon the type of potential tourist involved. Accordingly, the influences 
of the variables indicated by the directions of the arrows are not very specific as in some 
other graphic models. 
Figure 3.3 The Travel Decision Process 
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The notion of the model formulated by Moutinho (1987) is equivalent to Foster's concept, 
in terms of the main stages in the travel decision process as well as the four groups of 
factors involved in the process (Figure 3.4). The social and personal determinant of 
travel behaviour and travel stimuli may arouse individual's travel desire. The destination 
considerations and external variables may exert the influences through the stages of 
forming travel desire, information research, and travel assessment. 
Figure 3.4 Travel Decision Model 
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The model shown in Figure 3.5 demonstrates Mill and Morrison's approach in explaining 
vacation purchase (1992). The notion and graphic presentation of the model are strongly 
based on the seminal model of buyer behaviour by I Toward and Sheth (1 %c)). I lie chart 
is visually complicated due to the presence of arrows tier shecil: ving the directions of' 
causes. The process starts with travel motives (in the shaded centre areas of the chart). 
which are combined with destination alternatives and purchase criteria toi reach an 
inclination towards each alternative destination. The inhibitors, including the group of' 
external factors such as personal determinants, can influence or inhibit the above phases 
in this model. The next stage in the process is respecting information search. 'I'hc final 
decision is made after comprehending the available information. establishing attitudes 
towards the vacation, and generating the intention to purchase. The steps are circular in 
the model. For example, the satisfaction after vacation purchase is feedback to impact 
alternatives and criteria for the next choice. Although the process is interpreted step by 
step. Mill and Morrison accent that the process is dynamic and each part of the process is 
working simultaneously. 
Figure 3.5 A Consumer-Behavior Explanation of Vacation Purchase 
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Unlike the theoretical and descriptive models above, the model by Woodside and 
Lysonski (1989) was set out for their empirical study (Figure 3.6). The unique notion 
expressed in the process is destination awareness, which is grouped into four mental 
categories: consideration set, unavailable/aware set, inert set, and inept set. This 
approach has integrated the concept of choice set models, which is discussed further in 
Section 3.3. The significant factors in the process are traveller variables, marketing 
variables, and situational variables. This model is concise for serving its own research 
purpose. Therefore, it may not be as comprehensive as the other models. For example, 
information gathering as a crucial stage in the choice process is not presented. However, 
empirical evidence was given to support the model. Woodside and Lysonski attempted 
at testing the hypotheses based on the relationships shown by arrows 1,2,4,5, and 7. 
The results indicate that destination awareness is positively linked with affective 
associations (arrow 4) and destination preference (arrow 5). The connection between 
destination awareness and marketing variables (arrow 1) was partially confirmed. 
Tourists' intention to visit a specific destination was weakly affected by their preference 
toward the destination (arrow 7). However, the association between destination 
awareness and previous experience of destination visits (arrow 2) was not supported by 
their student sample. 
Apart from accenting the process of tourists' decision making, different approaches are 
also provided to interpret tourists' choice. For example, a consumer decision-making 
framework is proposed by Gilbert (1998). It views the tourism consumer decision as a 
system including four basic elements: energisers of demand, effectors of demand, roles 
and the decision-making process, and determinants of demand. Moscardo et al (1996) 
suggest a activities-based model of destination choice, in which the importance of 
activities as a critical link between travel and destination choice is stressed. Middleton's 
perspective of buyer behaviour is reflected in a stimulus-response model (1994). 
Although this model is still process based, an emphasis is made on the connection 
between stimulus input, communication channels, and purchase outputs (response). 
Multi-attribute choice models based on the expectancy-valence theories by Rosenberg 
(1956) and Fishbein (1963,1966,1967) are also prevalent in consumer research in the 
1970s (Smith, 1995). The examples applied in tourism studies can be found over years, 
from early works by Goodrich (1978) or Scott et al (1978), to later research by Hu and 
Ritchie (1993). 
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Figure 3.6 General Model of Traveller Leisure Destination Awareness and 
General Choice 
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(Source: Woodside and Lysonski, 1989, p. 9) 
3 
To sum up, the models profiling tourists' choice are reviewed in the previous context. 
These models are strongly based upon consumer behaviour theories to interpret how 
individual tourists make their choices of tourism destinations or products. The central 
axis of these models is the process of individual's decision-making. Different 
tangible/intangible factors are interrelated, and they may affect the process at different 
stages. Those characteristics can be summarised in the following categories. 
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a. Personal determinants: including socio-economic as well as behavioural , 
factors. The former contains status such as age, gender, education, income, 
life cycle, or life style. The latter consists of travel needs and wants/desires, 
motivations, expectations, attitudes, intentions, past tourism experiences, and 
social/cultural influence. 
b. Destination resources and characteristics: attractions or amenities, tourist 
facilities and services, infrastructure, quality/quantity of travel information, 
range of travel opportunities, type of travel arrangements, and cost/value 
relations. 
c. Promotional variables: advertising and promotion, travel literature and reports, 
recommendations by friends and travel trade, product design, pricing. 
d. External influences: time and cost constraints, trip distance, trip duration, 
party size, domestic pressures, perceived risk and uncertainty of travel, 
confidence in travel trade intermediaries, and previous travel experience. 
The travel decision process is very sophisticated and influenced by many factors, and the 
potential tourists could become highly involved as stated before. It is hence, a complex 
decision that needs to be made by individuals. The models reviewed previously attempt 
at profiling the process. However, the problems of the comprehensive models may be 
found in several folds. Firstly, these models appear to be descriptive and conceptual 
without adequate empirical evidence to support them directly. The theories may sound 
convincing in rationalising the decision process of tourists. However, a great deal of the 
causal relationships remains unverified. In fact, even descriptive evidence is 
insufficiently provided in the comparatively new field of tourism. This is probably 
where the endeavour can be input by tourism researchers to bridge the gaps. 
Secondly, there is doubt about the extent to which tourists' choice is interpreted by the 
theories adopted from marketing research. The tourism products, often destination- 
based, are a unique type of merchandise. Tourists' choices may not be fully depicted by 
the marketing theories established on investigating the selections of general goods. In 
this instance, undertaking empirical studies in the light of the traits of the tourism 
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products could be a solution to construct the body of knowledge in the new realm of 
tourism studies. 
Thirdly, the models are mostly proposed on the ground of individuals' choice of leisure 
travel. They may not be applicable to the choice of other types of travel, such as a 
choice of the destination in business tourism. Different modes of travel (e. g., 
independent or package tour) may require different models to interpret them. Moutinho 
(1987) suggests a decision process for vacation packages, under the circumstances that 
people would go for package tours instead of making many separate decisions in 
arranging every single detail in their trip. Further research endeavor can be made to 
address to this issue. 
Furthermore, the stress on individuals' decision making may also decrease the credibility 
of the models in explaining family-based holiday choice. As Gilbert (1991) argues, this 
causes a major drawback of the theories since holiday choices usually involve decisions 
made by the other members in the travel groups, i. e., families or friends. Therefore, 
attention should also be paid to the joint decision making process pervasive in leisure 
travel. Previous studies have shown that holiday choices tend to be a combined decision 
between husband and wife (Sharp and Mott, 1956; Cunningham and Green, 1974; Davis 
and Rigaux, 1974; Jenkins, 1978; Myers and Moncrief, 1978; Filiatrault and Ritchie, 
1980; Nichols and Snepenger, 1988). More effort is needed to explore the roles of 
children in affecting holiday choice. 
3.2.4 Considerations in Tourists' Choice 
Further discussions regarding the external influences on considering the holiday 
alternatives are made in this subsection. The categorisation of the four factor groups 
reviewed in Subsection 3.2.3 can be viewed as an interpretation of the roles of the factors 
in tourists' decision making. The behavioural aspects of the personal determinants may 
perform as push factors, in Dann's term (1977), which render a potential tourist to take 
further actions in collecting holiday information and assessing likely alternatives. The 
destination resources and characteristics can be regarded as Dann's pull factors, which 
provide the fundamental incentive to attract the latent tourists. The promotional 
variables are the intermediate effects, which aim to exert pulling forces to facilitate the 
decision. The external influences also intervene in the decision making process. 
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However, the function of the external influences is often deemed to inhibit rather than to 
facilitate the choice. 
This can be indicated by the terms utilised by different authors in conjunction with this 
group of factors. Witt and Wright (1992) call them 'limiting factors'. Mill and 
Morrison (1992) designate them as 'inhibitors'. Crompton and his associates also use the 
term 'inhibitors' in contrast to 'facilitators' in their research (Um and Crompton, 1990; Um 
and Crompton, 1992; Crompton and Ankomah, 1993). Attitude towards alternative 
destinations was operationalised as the difference between perceived inhibitors and 
perceived facilitators. The external influences can also be referred to as 'situational 
constraints' (Ankomah et al, 1996). In studying the participation of leisure or 
recreational activities, wide attention has been paid to exploring the role of constraints 
(Jackson, 1988,1991,1993). Empirical studies can also be found in the tourism field, 
e. g., the constraints in choosing skiing holidays (Hudson and Gilbert, 1998). 
The final choice by the latent tourists may depart from their original preferences or 
intentions due to the input of the limiting factors. A decision of no actual purchase can 
also be made. However, the influences of the external factors on choosing alternative 
tourism destinations or products may not always be negative as implied by using the term 
'constraints' or 'inhibitors'. Therefore, terms such as 'situational variables' (Woodside 
and Lysonski, 1989) may reflect the neutral characteristic of the external influences better. 
In this study, 'considerations' is the word denominated to integrate the circumstantial 
factors considered by the potential tourists in making holiday decisions. 
The external influences extracted from the decision models reviewed in the last 
subsection present different facets of holiday considerations. Time and cost constraints 
are the salient considerations identified by most models as well as by many other 
researchers, e. g., Harris et al, 1984; Goodall, 1991; Witt and Wright, 1992; Crompton and 
Ankomah, 1993; Ankomah et al, 1996; Swarbrooke and Homer, 1999. Trip features 
such as distance and duration are often considered (Mathieson and Wall, 1982). 
Cognitive distance might be more important than actual distance to condition destination 
decision (Ankomah et al, 1996). Car ownership for likely transportation arrangement is 
also an influencing circumstance (Swarbrooke and Homer, 1999). 
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Moreover, domestic pressures (Mathieson and Wall, 1982), others' preferences (Witt and 
Wright, 1992), or family commitments (Goodall, 1991; Swarbrooke and Horner, 1999) 
are resembling variables affecting holiday decisions. Party size may be another attribute 
considered in holiday planning (Mathieson and Wall, 1982). Previous travel experience 
is often taken into account (Schmoll, 1977; Foster, 1985; Moutinho, 1987). Health or 
physical accessibility has a bearing upon the prospective choice (Crompton and Ankomah, 
1993; Ankomah et al, 1996; Swarbrooke and Horner, 1999). Perceived risk and 
uncertainty of travel may also account for a travel decision (Mathieson and Wall, 1982). 
For instance, political situation could influence the selection of a destination (Gartner and 
Shen, 1992). Weather could be an uncertain natural condition considered in holiday 
choice (Gilbert, 1992). 
3.2.5 Post Purchase Behaviour 
The last phase of the decision making process is the behaviour after purchase. The 
'holiday experience' or 'feedback' (post-choice processes) is the outcome at this stage 
(Goodall, 1991). As identified by Wahab et al (1976) and Mathieson and Wall (1982), 
experience forms a unique dimension of the tourism products. Middleton (1994) 
highlights the importance of holiday experience in marketing implication since 'the 
experience of consumption (of a specific product) will affect all future attitudes towards it. 
If the product is highly satisfactory, the probability of repeat purchase will be high, the 
likelihood of good "word of mouth" is high, and the customer will have "learned" that 
satisfaction is associated with that product. ' (Middleton, 1994, p. 57). 
Satisfaction/dissatisfaction is suggested in the theories concerning tourists' choice 
behaviour to indicate the evaluation of tourists' post-choice experience (Wahab et al, 
1976; Mill and Morrison, 1992). Satisfaction is deemed as the difference between 
benefits and expectations (Moutinho, 1987). Empirical studies regarding tourists' 
satisfaction were conducted by researchers such as Pizam et al (1978), Van Raaij and 
Francken (1984), Ross and Iso-Ahola (1991), Ragheb and Tate (1993), and Ryan (1997). 
The most likely action in response to customers' satisfaction is repeat purchase: possible 
destination revisits in the instance of tourists' satisfaction. The phenomenon was 
empirically examined by Gitelson and Crompton (1984), Gyte and Phelps (1989), and 
Niininen and Riley (1998). Another action indicating the satisfaction is 'good word of 
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mouth', viz. recommending a satisfactory experience (Middleton, 1994). This functions 
as travel stimuli to influence other potential tourists in generating future attitudes or 
intentions of travel (Schmoll, 1977; Foster, 1985; Swarbrooke and Homer, 1999). 
This section elucidates comprehensive concepts in tourists' choice behaviour. The 
proposed sequence of individual's decision making as well as the interactive factors 
regarding the whole process, either positively or negatively influential, are examined. In 
this research, the two pre-purchase stages of information search and evaluation of 
alternatives were the focus since tourists usually face complex and uncertain situations 
that complicate their decisions. The case study examined how these two stages were 
influenced by the discussed factors in terms of choosing British seaside resorts. The 
acquisition and processing of seaside resort information by tourists is further discussed in 
Section 3.4. 
3.3 CHOICE SET/OPPORTUNITY SET MODELS 
Apart from the comprehensive models that set out tourists' choice behaviour, other 
models have been developed by academics. Goodall (1991) identifies two groups of 
tourist choice models developed: behavioural models and opportunity set models. 
Behavioural approach, as examined above, elucidates the processes and elements 
involved in an individual's decision, while opportunity set models focus on the sequences 
of reducing the number of destinations or holiday alternatives in different choice sets 
before a final decision is made. However, researchers have attempted to incorporate 
these two approaches in constructing theories (Woodside and Lysonski, 1989; Kent, 1990; 
Um and Crompton, 1990; Ankomah et al, 1996). 
3.3.1 The Concept of Choice Set Models 
The concept of choice set models is adapted from marketing theories. It assumed that a 
funnelling process exists to help tourists to sift through plenty of the tourism products and 
finally make up their mind. In general, researchers are concerned about the combination 
of sets in later stages when the number of alternatives has been reduced. Individuals 
may compare a few prospective destinations by different strategies, or decision rules, then 
select one to visit. 
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Different terms and groupings have been proposed for the sets in likely stages. Kotler 
(1997) constructs the process in a funnel shape by several levels of sets: total set, 
awareness set, consideration set, choice set and the choice. In a total set including all 
available brands of a product, a customer may have heard of a small percentage of them 
(awareness set). The customers will only seriously study a smaller consideration set: the 
brands they have used before, or have heard good reports of, or have been attracted to by 
advertising or special offers. As they gather information about them, only a few will 
exactly meet their requirements and become their choice set, and from which a final 
buying decision is made. 
Apart from the central sets with likely choices being aware of or considered by consumers, 
some frequently used terms are implemented to those sets with alternatives out of the 
funnel process. The notion is displayed in Figure 3.7 suggested by Crompton and 
Ankomah (1993) using destination choice as an example. The potential destinations in 
the total set are sifted down to the final decision through three stages: early consideration 
set, late consideration set and action set. In contrast, alternatives eliminated from each 
stage are included respectively in the awareness unavailable and unawareness sets, inept 
and inert sets, inaction set, and alternatives for which information was sought but which 
were not selected. Different criteria might be applied in reducing the number of 
destinations in every stage. 
The term 'evoked set' has been often used by marketing researchers as well. Evoked set, 
in Howard's original definition in 1963, refers to 'the collection of brands the buyer 
actually considers in his purchase decision process' (cited in Woodside et al, 1977). A 
later work defines evoked set as 'the brands that the buyer considers acceptable for his 
next purchase' (Howard and Sheth, 1969). The concept has not been changed a lot. It 
could be regarded as Kotler's consideration set (1997), or Crompton's late consideration 
set (1992). 
Abougomaah et al (1987) delineate an awareness set as an integration that covers all 
brands known to the consumer. An inert set includes those brands the consumer does 
not perceive any advantage in buying. An inept set comprises brands not in the 
consumer's evoked set and so not given any purchase consideration. 
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Figure 3.7 Relationships Between the Central Choice Sets 
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Woodside and Sherrell (1977) suggest some definitions when applied in leisure travel, 
which are focused on the intentions to visit holiday destinations. Evoked set indicates 
the 'travel destinations that the consumer is aware of and has some likelihood greater than 
zero of visiting within some time period (e. g., a year)'. Inert set includes the destinations 
that 'the consumer is aware of and is undecided on visiting within some period'. 
Moreover, the inept set means the destinations that'the consumer is aware of and has zero 
likelihood of visiting within some time period' (p. 15). They have also pointed out the 
importance of determining available set in leisure travel, in which the destinations are 
believed by travellers that they have the ability to visit within some time period. A 
temporal factor attached to the definitions is for the convenience of conducting the 
survey. 
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Woodside and Lysonski (1989) further adopt the notion in their model of traveller leisure 
destination awareness and choice (I ig: ure 3.6). in \\hich c"º, ºr. 'i(/('rclliOrº ýý I, 
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1980), or quiet set (Spiggle and Sewall, 1987). Goodall (199I ) and Crompton (1 `)')' 
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choice. Figure 1.8 conceptualises the overlapping relationships among various sets. 
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However, the spirit of the choice set models is not merely situated on the different use of 
the terms or the number of phases in each model. Instead, criteria which facilitate the 
process are more important. For instance, Goodall (1991) suggests that the size of 
attainable opportunity set in his model may be decided by affordable money which people 
can pay for holidays. The unprocessed set (Brisoux and Laroche, 1980) is probably 
separated by the amount of information collected. Consumers leave the brands in this 
set when they lack sufficient information to either purchase the brand or reject it. Kent 
(1990) also claims that holidaymakers who hold large stocks of holiday information may 
have larger perceived sets than those who have less information. Moreover, the evoked 
sets are generated through the comparison between the consumer's needs and the 
product's attributes (Abougomaah et al, 1987). Exploring the criteria involved in 
accepting or rejecting tourism destinations or products could give merit to the opportunity 
set theories. 
3.3.2 Discussion of Combination Models 
As stated at the beginning of Section 3.3, endeavour has been made to incorporate 
behavioural models and opportunity set models. The models are further discussed in 
this subsection. 
Woodside and Lysonski (1989) adopt the choice set notion in their model of traveller 
leisure destination awareness and choice (Figure 3.6). Prior to the traveller destination 
preferences being reached, destination awareness is categorised into four mental groups: 
consideration set, unavailable/aware set, inert set and inept set. Destination awareness is 
influenced by traveller variables as well as marketing variables. This is a classic and 
frequently quoted study to integrate the concept of choice set theories and traditional 
behavioural approaches. However, as reviewed in Subsection 3.2.3, not all of their 
hypotheses were confirmed. 
A three-dimensional approach to tourists' holiday choice was constructed by Kent (1990). 
The three axes of the matrix were attainable opportunity set, perceived opportunity set, 
and place preference. The size of attainable opportunity set was decided by the 
holidaymakers' ability and willingness to spend on their holidays. The size of perceived 
opportunity set was determined by the quality and quantity of holiday information as well 
as the competence to use such information. Place preference was the behavioural 
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dimension integrated with the above two dimensions, which suggested the possible 
options to fulfil tourists' needs in the most satisfactory manner. The place preference 
(on county basis) for holidays in Great Britain was evaluated by a sample of twenty 
undergraduates studying tourism and the standardised scores was produced. The 
standardised scores of the distances from Reading to each county or district were also 
computed. These scores were used as the indicators of travel cost to exclude the 
unattainable destinations. The results showed that Cornwall, Devon, Somerset, Avon 
and Dorset were most likely to enter the decision set and from which a final choice could 
be made. 
Another framework incorporating the behavioural and choice set theories is 
conceptualised by Um and Crompton (1990). Their model of the process of choosing 
pleasure travel destination is shown in Figure 3.9. The three cognitive constructs 
(awareness set, evoked set, and travel destination selection) are influenced by internal and 
external inputs. The five arrows demonstrate the flow of the process. Their empirical 
study was based on the model to identify the role of attitudes in the choice process. A 
judgement or purposive sample was drawn due to the use of a longitudinal approach. 
The findings suggested that the attitude scores were significantly related to the evolution 
of destination subsets. 
Figure 3.9 A Model of the Pleasure Travel Destination Choice Process 
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To investigate the importance of cognitive distance in destination choice, Ankomah et al 
(1996) model the evolution of choice sets into four phases from initial set to selected 
destination (Figure 3.10). Evaluative criteria such as social psychological process, 
situational constraints or destination stimuli may exert influences over the process. The 
evidence from their study supported the role of cognitive distance in affecting destination 
determination. The approach provided in their study might be adopted to examine the 
influences of other external factors (holiday considerations). 
Figure 3.10 A Model of the Role of Cognitive Distance in the Evolution of Choice 
Sets 
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(Source: Ankomah eta!, 1996, p. 139) 
3.3.3 Empirical Research in Choice Set Models 
Other research has focused on discovering the actual numbers of destinations in different 
sets in the decision procedure. Moutinho (1987) suggests that decision sets are likely to 
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contain no more than seven choices. Morgan (1996) states that people usually make 
choices from a very limited set of alternatives, and assumed that customers may not 
consider more than six holiday products out of two hundred on sale in a travel agency. 
An empirical study applying the set concepts in choosing vacation destinations was 
undertaken by Woodside and Sherrell (1977). Seventy-one travellers in South Carolina 
Welcome Centre in the USA were interviewed. The average number of destinations was 
3.38 in the sample's evoked set (within a one-year assumptive period), 1.39 in their inept 
set, and 0.90 in their inert set. The similar research design was used by Thompson and 
Cooper (1979) for a comparative study in Tennessee, USA. The average size of the 
evoked set was 2.7 and the size of the inept set and inert set was 1.8. The result from 
Gilbert's study (1992) shows that the average number of countries considered by the UK 
residents as overseas holiday destinations (as in an evoked set) was 5.22. 
Previous researchers have also postulated the likely roles of socio-demographic 
background in the choice set theories. Crompton and Ankomah's proposition (1993) 
assumes that the size of late consideration set could positively correlated with the 
education level of potential tourists, since higher education level could be an indicator of 
the ability to process more information. Disposable income for holidays is presumed to 
decide the size of attainable opportunity set (Kent, 1990; Goodall, 1991). People with 
higher income are supposed to have more attainable options, namely, larger number of 
alternative destinations for consideration. These notions may be tested empirically to 
provide further insight to the choice set theories. 
In this study, the choice set theories are used in the field survey. The UK seaside resorts 
constituting domestic tourists' consideration sets are investigated. The likely factors to 
affect the size of individuals' consideration sets are also explored. 
3.4 INFORMATION SEARCH 
As pointed out earlier, information collecting is a main stage in tourists' decision-making 
processes due to the complexity of the tourism products. Therefore, the means of 
evaluating the information collected in helping decision making is then the key issue 
needed to be explored in the process. In this study, the pre-purchase stages two and 
three (information search and evaluation of alternatives) regarding the acquisition and 
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processing of seaside resort information by prospective tourists are particularly focused. 
The following section discusses 'The Role of Information Search in Decision Making 
Process', 'Sources of Tourist Information', 'Choice Criteria/ Decision Rules in Evaluating 
Tourist Products', and 'Contents of Information of Tourism Product'. 
3.4.1 The Role of Information Search in Decision Making Process 
As discussed, information search is comparatively more important in complex decision 
making, e. g., holiday choice, since tourists face such an uncertain situation. The 
principal purpose of seeking information is to reduce the perceived risk connected with a 
buying decision (Mayo and Jarvis, 1981). According to Van Raaij and Francken (1984), 
the functions of information are shown in the different stages of the choice process. 
Information could generate people's expectations and stimulate their desire to go on a 
holiday in an earlier stage. It may be persuasive for someone to take particular holidays. 
Background knowledge of the destinations could enhance appreciation and help decisions. 
Holiday choices may also be rationalised, justified or legitimised by some information. 
In contrast, negative information of other rejected alternatives could function to balance 
the potential cognitive dissonance after holidays. The idea that the contents of 
information may exert effects on different stages in the decision making process, however, 
seems to remain conceptual rather than being empirically researched. 
3.4.2 Sources of Tourist Information 
Empirically, the use of information sources has been stressed on the studies relevant to 
tourists' information search. Francken and Van Raaij (1979) observed that various 
holiday sources were employed at different stages within one year. A panel was used as 
their sample. The tests were undertaken in January, April, June, and September (after 
holidays). In an early stage of the holiday process, commercial information sources, e. g., 
sales, advertising, travel catalogues, were frequently consulted. Advisory sources (e. g., 
tourist offices, automobile association) were usually sought in the later stage. Social 
information sources such as friends and relatives were increasingly used throughout the 
four measuring periods. 
Information source may differ owing to the type of trips. The findings of Jenkins' study 
(1978) show that domestic US tourists tended to seek for more personal media and 
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organise their own holidays if compared with the Dutch sample who depended more on 
travel agencies. 
Gitelson and Crompton (1983) investigated the relationship between information sources 
and holiday planning. Friends and relatives, destination-specific literature, consultants, 
broadcast media, and print media were the five types of information source. 
Holidaymakers used up to 4 out of 12 sub-type of sources. The associations between the 
three travel orientations (desire for excitement, desire for relaxation, and desire for well- 
planned trip) and type of information source were not all significant as expected. 
Holiday information source may link to users' sociodemographic variables. People with 
a higher educational level may collect more information about the destination (Francken 
and Van Raaij, 1979). Gitelson and Crompton (1983) also found a significant 
association between number of types of sources and the level of education of their 
sample. 
Fodness and Murray (1998) contend that there are three distinct dimensions of 
information search strategy: spatial, temporal and operational. They also construct a 
model of the tourist information search strategy process, in which the information search 
strategies are interacted with tourist characteristics, search outcomes, and contingencies 
(situational influences and product characteristics) (1999). Source of information was 
the variable used in these two studies to operationalise the information search strategy 
construct and to test the related propositions or hypotheses. Their first report established 
the three distinct dimensions empirically. The results of the second paper show that 
tourists' information search strategies were significantly associated with search outcomes 
and contingencies. 
3.4.3 Choice Criteria/Decision Rules in Evaluating Tourist Products 
Evaluating the information collected is one of the significant processes in decision 
making. It has been presumed that consumers are rational in making their buying 
decision. As Abougomaah et al (1987, p. 67) state, 'consumers have been conceptualised 
as goal-oriented information processors who use a variety of decision rules to make 
purchases from among the thousands of goods and services available to them'. In 
tourism, this means that tourists are supposed to be very clear about what they want so as 
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to choose the best tourism products that benefit themselves and fulfil their needs. 
Tourists then develop their own choice criteria, or decision rules, to evaluate alternative 
destinations and facilitate the choice process. 
These attribute-specific choice criteria can be categorised into two groups: compensatory 
or non-compensatory (Wright, 1975). The compensatory approach involves a balanced 
evaluation of different attributes among alternatives. The overall importance of any 
alternative rather than of single attributes is emphasised in selection. This approach is 
based on the most well known multi-attributable models (Moutinho, 1984). Theories of 
utility in linear functions are the most common cases used in calculating the overall 
evaluation of alternatives. The products giving the maximum utility will be selected. 
Trade-off among preferred attributes for a final choice is then acceptable. Two primary 
types of the compensatory choice criteria are the unweighted linear compensatory rule 
and the weighted linear compensatory rule (Crompton and Ankomah, 1993). 
Non-compensatory strategy is more process-oriented. Alternatives are evaluated 
according to the order of the importance of individual attributes. The need of any 
special attribute is not compensatory by other attributes. Three basic types of non- 
compensatory strategy are the conjunctive, disjunctive and lexicographic rules (Moutinho, 
1984). Conjunctive rule, or threshold rule, focuses on the negative end of the attributes 
being considered. It might be regarded as a choice based on the 'least worst' destination 
(Ryan, 1997). A destination is chosen from the options without unacceptable attributes. 
In contrast, the disjunctive rule concerns the positive side of the attributes. A destination 
or holiday is selected when it is perceived as the most superior on the preferred attributes. 
The lexicographic rule uses the all attributes in a stepwise fashion. All alternatives are 
firstly assessed on the most important criterion. If more than one alternative meets that 
criterion, then the second important one is used. Same procedure repeats until one 
alternative is left (Assael, 1998). Moutinho (1987) also points out another decision rule: 
elimination by aspects, which combines conjunctive and lexicographic processes. 
Options with the least preferred feature are firstly rejected. The rest of them are 
evaluated and eliminated stepwise on the second or third unacceptable feature until a final 
choice is made. 
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In fact, tourists may not be so logical or rational as modelled in evaluating the attributes 
of the tourism products or destinations. A mixed approach using decision strategies 
above at different stages could be more realistic (Ryan, 1997). The formation of evoked 
set may be a two-stage elimination process as reported by Abougomaah et al (1987). In 
buying a stereo, some situational factors such as product availability, the salesperson's 
recommendations, and budget constraints could be used as rejection variables to decrease 
the number of brands in an earlier stage. The factors intrinsic to the product itself (e. g., 
product features, style, warranty, quality, and brand name) were considered subsequently 
as purchase variables for further decision among limited alternatives. The two-stage 
process may be regarded as a combination of compensatory and noncompensatory 
strategies in choosing products. The rejection variables can be firstly considered across 
a range of brands (noncompensatory approach), then later a decision can be made after 
evaluating purchase variables on a compensatory basis (Assael, 1998). The use of 
compensatory or noncompensatory strategies for evoked set selection or for final 
purchase choice is also independent in LeBlanc's findings (1989). 
In the context of tourism, Ryan (1997) suggests that the conjunctive rule may be applied 
to pricing. In other words, price is perhaps a major noncompensatory factor to exclude 
certain expensive holiday products. This idea may correspond to the choice set concept 
discussed in Section 3.3.1. Budget is the criterion in forming the attainable opportunity 
set at an earlier stage of destination choice (Goodall, 1991). 
Furthermore, how the alternatives are presented to consumers may influence the use of 
decision rules. Crompton and Ankomah (1993) indicate that the weighted/unweighted 
linear compensatory or lexicographic rules may be employed for deriving destinations in 
the late consideration set when all destinations in an early consideration set are evaluated 
at the same time. This is supported by the results reported by Parkinson and Reilly 
(1978). However, conjunctive or disjunctive rules could be more appropriate if late sets 
are built over time by assessing every new destination entered into the early set whenever 
it comes along. 
Theories of decision rules for information processing have been established and tested on 
various products in marketing research. However, insufficient work can be found in the 
tourism related disciplines. When the above concept is applied in a situation of 
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destination choice, it is essential to explore the specific features as well as the rules used 
by tourists at different stages. 
3.4.4 Contents of Information of Tourism Products 
Holiday choice, as declared by Kent (1991), is a function of a range of the available 
tourism products from which a selection is made. These elements are: a destination, 
transport, accommodation, nourishment, and other factors such as attractions to visit or 
holiday insurance to buy (p. 167). To reduce the risk of holiday choice, it is necessary to 
gather information about these elements of tourism products. 
This research focuses on domestic tourists' choice of British seaside destinations. 
Therefore, the information needed by tourists is regarding seaside destination features for 
making holiday decisions. Attributes reviewed in Chapter Two, Section 2.2 outline the 
general destination resources. Information of a destination should be provided in the 
light of these attributes. Particular effort is made in this study to extract the specific 
items of seaside destination for holiday choice. The methods carried out to isolate the 
important seaside tourism resources are reported in Chapter Four and Chapter Five. The 
source of resort information, the level of information of each destination resource, and the 
evaluation of the importance of these seaside resources are investigated in the field study 
to delve into the choice of domestic seaside destinations. 
3.5 SUMMARY 
This chapter reviews the decision-making theories developed in tourism in order to 
profile the destination choice process of tourists. Behavioural models and choice set 
models are both critically analysed. The main body of this chapter consists of three 
sections. Section 3.2 examines the decision making process and the crucial factors 
interacted with tourists' choice. Section 3.3 introduces the choice set models applied in 
the subject area of tourism. Section 3.4 reviews tourists' information search and 
processing. 
The existing models may conceptualise the process and determinants concerning 
individual tourists' choice on the ground of consumer behaviour theories. However, the 
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models appear to be descriptive without sufficient empirical evidence to support the 
notions. Besides, destination is a unique complex as a product to buy. It is therefore in 
doubt whether the theories in marketing studies may interpret tourists' choice. These 
gaps lead to the development of the methodology used in this study, which is presented in 
the following three chapters. 
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CHAPTER FOUR 
METHODOLOGY I: RESEARCH PARADIGMS, 
RESEARCH DESIGN AND STRATEGIES 
4.1 INTRODUCTION 
In the following three chapters (Chapters Four to Six), the methodological considerations 
and approaches employed in this study are discussed comprehensively. The research 
paradigms, research design and strategies are firstly reviewed in Chapter Four. Then in 
Chapter Five, the development of research instruments, the conducting of a pilot survey, 
and the results from the pilot study are reported. Finally, the modifications from piloting 
for the main field survey are highlighted, and the statistical techniques in data analysis are 
criticised in Chapter Six. 
The first methodology chapter aims to establish the rationale of the research process and 
framework. Four main topics are included in this chapter: the research question and 
objectives, research paradigms, research design and process, and strategic considerations. 
Following the reviews of previous studies, the leading research question and objectives 
are therefore derived in Section 4.2. In order to answer the aforementioned question, the 
philosophical debates in developing research paradigm are analysed next in Section 4.3. 
The reasons for selecting the own research design to obtain the appropriate information in 
this study are accounted for, and the research process is clarified in Section 4.4. In 
Section 4.5, the strategic considerations upon which sound methodology is founded are 
also considered. 
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4.2 RESEARCH QUESTION AND OBJECTIVES 
4.2.1 Research Gaps Revealed from Literature Review 
The background knowledge reviewed in the preceding chapters gives a theoretical support 
to develop the study. Through comprehensive discussions of relevant definitions as well 
as in the scope of tourism in Chapter Two, the essential research concern established upon 
the interaction among tourists, their destinations, and tourism resources at their 
destinations was reinforced. The shortage of research concerning individual tourists, 
partly as a result of a long-term emphasis on the economic aspects in tourism, was also 
pointed out. 
Decision making as an important process in consumer buying behaviour was justified in 
Chapter Three. Information search and evaluation of alternative choices were the crucial 
stages highlighted in the process. Personal factors and considerations affecting choices 
were also reviewed. Although using the concepts in consumer research for interpreting 
tourists' choices may remedy the insufficiency of studying tourists as individuals, 
problems remain in several facets. Firstly, the tourism products, either destinations or 
services, are distinct from general goods. The selection of the tourism products could 
therefore be different. Secondly, current theories of individual's buying behaviour are 
rarely established on tourism disciplines. It is hence in doubt of the extent to which 
tourists' choices are interpreted by the adopted theories. Thirdly, attempts at modifying 
traditional consumer behavioural models and opportunity set models for tourism were 
made. However, an integration of the two for further understanding of tourist's decision 
making is still a territory to be explored. Above all, lack of specific research design to 
conduct empirical studies for delving into tourists' choice was still a main weakness. 
There is a need to carry out a study to minimise the above gaps. Empirical evidence can 
possibly be provided to verify the adoption of the decision-making theories in tourism. 
Theory revision contributing to the tourism field may be therefore achieved. The 
specific research interest in this study was therefore addressed to establish a procedure for 
an empirical study to understand the process of choosing holiday destinations. 
Investigating the choices of the UK seaside resorts by domestic tourists was selected for 
examination because of the dominance of seaside visiting for holidays in the UK. The 
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United Kingdom Tourist Statistics 1996 reported that of the 64.8 millions of holiday trips 
taken in the UK in 1996,38% were seaside holidays. The percentage is even higher 
(47%) in long holiday trips lasting four nights or more (English Tourist Board et al, 
1997). 
Another reason for selecting UK seaside resorts is due to the researcher's own interests. 
In receiving academic training in a foreign country, the researcher wished to learn from 
the chosen topic with respect to the country of study. Seaside resort development in 
Britain dates back to early eighteenth century (Holloway, 1994). Seaside resorts in the 
UK are rich in their historical roles and seaside holidays are somewhat embedded in 
people's memories. Exploring the cultural or nostalgic aspects in the UK seaside resorts 
is out of the boundary of this research, but surveying what the residents may regard as 
important in their domestic seaside holidays is likely to benefit the researcher. The 
process and results of the study may provide insight and inspiration to the researcher in 
dealing with seaside development issues back in her home country. 
4.2.2 The Main Research Question 
The whole discussions from the literature review lead to a main research question posed 
below. 
How is a domestic tourist's decision to visit a UK seaside resort associated 
with the tourism resources of that resort? 
In detail, the researcher needed to find answers for the following questions regarding 
information search and evaluation of alternative choices in decision-making theories. 
Where do the domestic tourists visit in the UK for seaside holidays? What are the 
tourism resources in UK seaside resorts? How important do the residents find seaside 
tourism resources in choosing their UK seaside destinations? Do the domestic, tourists 
hold information about the seaside tourism resources in the resorts? Where do they 
obtain the information? How does the information of seaside resorts have a bearing 
upon their destination choice? Is the knowledge of seaside resorts linked with the 
evaluation of seaside resources in the resorts? How do other considerations influence 
residents to take seaside holidays in the UK? How do people's socio-economic profiles 
interact with their seaside holiday decision? 
78 
Chapter Four Research Paradigms, Research Design and Strategies Hsin-Hui PU ® 2000 
It is therefore necessary to identify the seaside tourism resources supplied by UK resorts, 
recognise the level of knowledge of seaside tourism resources held by the domestic 
tourists, and understand tourists' judgements of the importance of resources in choosing 
seaside destinations. The relationships among the destination choice process, 
destination attributes and personal determinants should be explored as well. The 
research notion could be elucidated in a practical mapping sentence (Figure 4.1) from 
Facet Theory developed in psychology (Donald, 1995), in which the above variables and 
the range of variation for each variable are displayed in a single sentence. 
4.2.3 Research Objectives 
The main research objectives can be derived as follows. 
1. Isolate the elements of tourism resources in UK seaside resorts. 
2. Examine the evaluation of the importance of seaside tourism resources by 
domestic tourists in the UK. 
3. Identify the role of information search in evaluating tourism resources for 
seaside resort choice. 
4. Discover the effect of the considerations for seaside holiday taking. 
5. Explore the domestic visiting of seaside resorts. 
The theoretical concept in this study integrating decision making process and choice 
set model, destination features, and personal determinants can be proposed below in 
Figure 4.2. 
4.3 RESEARCH PARADIGMS 
The complicated nature of the research problem and multiple facets of the phenomenon 
lead to a need to choose appropriate research paradigms and research design. Numerous 
schools of paradigms have been derived over the years from philosophical disputation. 
The methodological debate stressing research approaches from opposite paradigms are 
widely discussed in research methods in social science, e. g., Bryman (1988), Denzin 
(1989), Easterby-Smith et al (1991), Gill and Johnson (1991), Sayer (1992), Silverman 
(1993), May (1997), Mertens (1998), and Neuman (2000). Essentially, a major focus of 
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Figure 4.1 Mapping Sentence of the Research Concept 
resort I 
resort 2 
The choice of a UK seaside destination resort 3 for holidays by 
experienced 
potential 
domestic tourists 
age 
gender 
region of residence 
marital status 
presence of dependent children 
education level 
social group 
income 
high 
with their level of information 
low 
very important 
and evaluation of the importance 
very unimportant 
of tourism resources 
their considerations of 
natural attractions 
man-made attractions 
weather 
beach conditions 
accommodation 
food 
shopping facil ities 
infrastructure 
transportation 
maybe linked' 
of seaside resorts as well as with 
family commitments 
financial circumstances 
health 
past experiences 
time constraints 
travel conditions 
taking seaside holidays. 
80 
Chapter Four Research Paradigms, Research Design and Strategies Hsin-Hui PU 0 2000 
Figure 4.2 Theoretical Concept and the Variables to be Measured in this Research 
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* Age Search of 
* Gender Seaside 
* Region of Residence Resort 
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Children Opportunity Set) 
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Consideration Set 
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the argument is the use of either quantitative or qualitative approach. It is beyond the 
scope of this thesis to contribute to this long-continuing controversy. However, a brief 
review of the differences between quantitative and qualitative approaches is made below, 
and the selection of proper approaches for this study is suggested. 
4.3.1 Quantitative versus Qualitative Research 
A recent discussion made by Neuman (2000) provides a fundamental comparison to look 
at the differences between quantitative and qualitative research paradigms. The 
differences are displayed in several facets: theory, concepts, strategy, procedures, 
measures, nature of data, and analysis (Table 4.1). Quantitative approach, as the term 
implies, emphasises the form of data in numbers (hard data). It is an approach strongly 
dependent upon the positivist paradigm. Researchers following a quantitative style 
focus on measuring variables precisely and testing hypotheses in conjunction with general 
causal explanations. In contrast, qualitative research often relies on interpretive or 
critical social science. Qualitative researchers are usually oriented to conduct case 
examinations, and attempt to present authentic interpretations that are sensitive to specific 
social-historical contexts. Different research strategies and data collection techniques 
are employed to collect soft data: in the form of impressions, words, sentences, photos, 
and symbols. 
The selection of the paradigm is determined by the unique characteristics of every study. 
The issues listed in Table 4.1 could be used to examine the choice of research approach in 
this study. As reviewed, the decision-making theories applied in tourists' choices were 
borrowed from consumer behaviour research. The theories presented the process in 
reaching a final choice. Some related variables were categorised to establish the concept 
(quantitative approach). However, the interweaving relationships among the variables 
were not clearly identified as causal or noncausal (qualitative approach). No particular 
hypothesis could be specified accordingly, but exploratory findings might be discovered 
from the data (qualitative approach). Nonetheless, the procedures and measures were 
standardised (quantitative approaches), which were mainly caused by the adoption of 
marketing research for targeting the general public as research sample. Both 
quantitative and qualitative data were needed in this study, so the analyses corresponding 
to the data types were used. The traits and requirements of this study did not completely 
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Table 4.1 Differences between Quantitative and Qualitative Research 
Issue 
Compared Quantitative Research Qualitative Research 
Theory Theory is largely causal and is Theory can be causal or noncausal deductive. and is often inductive. 
Concepts are in the form of 
Concepts are in the form of themes, 
Concepts distinct variables. motifs, generalisations, and taxonomies. 
Test hypothesis that the researcher 
Capture and discover meaning once 
Strategy begins with. 
the researcher becomes immersed in 
the data. 
Procedures Procedures are standard, and 
replication is assumed. 
Measures are systematically 
Measures created before data collection and 
are standardised. 
Research procedures are particular, 
and replication is very rare. 
Measures are created in an ad hoc 
manner and are often specific to the 
individual setting or researcher. 
Nature of Data are in the form of numbers 
Data are in the form of words and 
Data from precise measurement. 
images from documents, 
observations, and transcripts. 
Analysis proceeds by using Analysis proceeds by extracting 
Analysis statistics, tables, or charts and themes or generalisations 
from 
discussing how what they show evidence and organising data to 
relates to hypotheses. present a coherent, consistent picture. 
(Source: Adapted from Neuman, 2000, p. 123) 
fit in either quantitative or qualitative paradigm as presented in Table 4.1. A mixed 
paradigm based on the necessary approaches was therefore considered. 
4.3.2 Triangulation 
There may not be a standard approach suitable for every study. The question is perhaps 
posed on which set of methods is more appropriate to achieve the research objectives 
(Chisnall, 1997). A trend of combining different methods has been therefore developed 
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to strengthen a study design. In the management field, methods from both quantitative 
and qualitative traditions are even deliberately combined with a pragmatic view 
(Easterby-Smith et al, 1991). In leisure and tourism research, Veal (1997) also points 
out that two approaches complement each other, and that quantitative research should be 
based on initial qualitative work. 
Triangulation is the term used to describe the combining strategy (Bryman, 1988; Denzin, 
1989; Patton, 1990; Gill and Johnson, 1991; Easterby-Smith et al, 1991; Sayer, 1992; 
May, 1997; Clark et al, 1998). The original meaning of the term taken from land 
surveying reveals the main benefit of using two or more methods. As Fielding and 
Fielding (1986) have pointed out, knowing an outstanding landmark only locates an 
individual somewhere along a line in a direction from the landmark, while with two 
landmarks an individual can locate himself at the intersection of two directional lines. 
Moreover, mixing different methods may avoid errors linked with a single approach and 
provide cross-data validity checks (Patton, 1990). 
However, Clark et al (1998) argue that the provision of a larger range of data may cause 
confusion and a loss of research focus. Besides, 'there is no de facto logical reason for 
supposing that a multi-method/triangulation approach increases the validity of findings' 
(p. 39). Nevertheless, multi-methods may be especially proper for research teams or 
higher degree studies even though it is time consuming and costly (Gill and Johnson, 
1991). Patton (1990) also agrees that applying triangulation in research is ideal but it 
can be practically expensive. It is therefore important to employ it reasonably and 
practically. In this research, the strategy was intensively considered. Subsection 4.4.2 
explains how the triangulation approach was applied in this study. 
4.4 RESEARCH DESIGN AND PROCESS 
In this section, the research design and process of this study are examined. The reasons 
for selecting the research design, methods of data collection, research instruments and 
types of surveys are clearly explained. A research process comprising considerations in 
research paradigms and designs is also displayed. 
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4.4.1 Research Design 
The meaning of the term research design varies considerably in different contexts. As 
pointed out by Punch (1998), it may be ordered from general to specific. On the most 
general side, it refers to all the issues involved in planning and executing research: from 
identifying a research problem to publishing the results. At the most specific level, the 
focus of research design can be the alternative strategies for obtaining results, e. g., 
experimental designs discussed by de Vaus (1996). 
However, the common notion of the design of a study is situated in between. Research 
design is the overall plan for a piece of research, which situates the researcher in the 
empirical world, and connects the research questions to data (Punch, 1998). Similar 
views are applied by authors such as Easterby-Smith et al (1991), Frankfort-Nachmias 
and Nachmias (1992), Oppenheim (1992), Ghauri et al (1995), and Aaker et al (1998). 
Following the blueprint the research problem should be answered and the aim of the study 
could be achieved. Moreover, the findings are likely to be generalised through 
appropriate research design. 
In this subsection, the broadest meaning of research design is not adopted since the issues 
such as identifying research problems or choosing paradigms have been tackled 
previously. Attention is paid to justifying the suitable types of research design, methods 
of data collection, research instruments and types of surveys for this study. 
4.4.1.1 Choice of Types of Research Design 
Different types of research design have been identified previously. Table 4.2 below 
provides an overview. The categories are separately identified. Exploratory, 
descriptive and causal studies are distinguished by marketing researchers. Descriptive 
and explanatory research can be the main distinction among the various terms used by 
social scientists. Explanatory research deals with causal process (de Vaus, 1996), so it is 
in the same sense of causal design. Exploratory research, according to Neuman (2000), 
is similar to descriptive research, especially in practice. 
The range of research design can be regarded as a continuum based on the nature and 
results of the study. Aaker et al (1998) point out that exploratory research is usually 
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Type of Research Design 
Authors 
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Marketing; 
Tull and 
IIawwkins v v 
(1993) 
Chisnall N 
(1997) 
Aaker ct al J J J (l 99s ) 
Social 
Research 
Moser and 
Kelton v NI 
(1971) 
(ii II and 
Johnson J J 
(1991) 
Oppenheim J 
(1992) 
Alreck and 
Settle J J 
(1995) 
de vans J J 
(1996) 
Black NI NI NI NI J 
(1999) (Explorative) 
Neuman J J NI 
(2000) 
Tourism 
Veal J J NI 
(1997) 
Clark et a/ NI 
(1998) 
characterised by ill-defined or nonexistent hypotheses. It tends to involve qualitative 
approaches. Descriptive research, which tends to use survey data, is characterised by 
tentative hypotheses short of specifying causal relationships. Causal research, however, 
defines more specific hypotheses involving causal relationships and relies mainly upon 
86 
Chapter Four Research Paradigms, Research Design and Strategies Hsin-Hu! PU 0 2000 
experimentation. Different research designs, or types of research questions as declared 
by Black (1999), also interact with possible research approaches being taken. 
This study adopted exploratory as well as descriptive approaches for dealing with an 
original research idea. As Veal (1997) contends, descriptive research is most common 
among the descriptive, explanatory or evaluative research designs used in the field of 
tourism and leisure. A great deal of the descriptive research in this relatively new 
discipline might be described as 'exploratory' for discovering basic patterns of behaviour. 
Gunn (1994a) also claims that 'tourism knowledge is in such a stage of infancy that 
descriptive research is valuable and necessary today' (p. 4). Owing to the exploratory 
nature of this study, no explicit research hypothesis was specified. Hypotheses are 
formulated as predicted answers to research questions (Punch, 1998). In casual 
relationships, the answers to research questions are predictable and hypotheses can be 
defined. However, it was not the instance in this exploratory research so there was no 
hypothesis. 
4.4.1.2 Selection of Data Collection Method 
In a study, data can be collected from primary or secondary source of information for 
further analyses. Primary data are collected for a particular project to meet specific 
information needs. Secondary data, however, are initially acquired for general use or for 
some purpose other than the information requirements of the project at hand (Alreck and 
Settle, 1995). 
There are different ways of collecting first hand data, e. g., surveys and experiments. In 
social science, the survey is the most widely used data gathering technique. As 
Oppenheim (1992) suggests, experiments usually conducted' in a controlled laboratory 
involve the systematic manipulation of variables. However, experiments are less likely 
to be conducted in real social settings. 
In this research, primary and secondary data were collected in different stages. The 
analysis of qualitative secondary data source provided preliminary information for the 
following quantitative survey. The survey was conducted to collect primary data for the 
research purposes. 
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One more issue regarding data collection is whether to select cross-sectional survey or 
longitudinal design. Owing to the time resource available for a research degree, cross- 
sectional study was preferred. 
4.4.1.3 Research Instrument 
A questionnaire was the research instrument developed for collecting primary data in the 
survey. The main function of a questionnaire, as Oppenheim (1992) states, is 
measurement. The research questionnaire should follow the research questions, 
objectives and design, so it can measure what it aims to. Here the term questionnaire 
denotes exclusively a well-organised form combining relevant questions. In this 
research, the questionnaire was designed for domestic tourists in the UK. It aimed to 
provide empirical data to explore the relationship between seaside tourism resources and 
tourist's destination choice behaviour. The research questionnaire was structured so as 
to collect the required information precisely in a limited time under a condition of a good 
design. 
4.4.1.4 Use of Survey Types 
There are many ways of data collection in conducting a survey. Smith (1995) has 
compared the characteristics of three basic formats employed in most surveys in tourism: 
personal interviews, telephone surveys and mail-back questionnaires. The term 'format' 
refers to the method of delivering the survey. Dillman (1978), Alreck and Settle (1995), 
de Vaus (1996), Chisnall (1997), and Aaker et al (1998) have also discussed the strengths 
and weaknesses of each survey type. Table 4.3 shows a summary of the comparisons. 
None of the survey types is faultless, and there is no definite rule in choosing any of them 
in research. The considerations should be made on the ground of the research purpose, 
the nature of research question, sample characteristics, and time and budget available for 
the survey. Multi-stage tactics combining various ways of data collection in different 
steps can be used. 
In this study, the types of surveys used were personal interviews and mail questionnaires. 
A small-scale interview with tourism experts was conducted in the early stage of this 
study. Tourism experts were consulted to assist in generating the list of seaside tourism 
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Table 4.3 Comparisons among Three Main Survey Types 
Issue Personal 
Interviews 
Telephone 
Surveys 
Mail 
Surveys 
General 
Cost High Medium Low 
Sample size for a given budget Small Medium Large 
Total time required for conducting surveys Medium Short Long 
Time the interviewer spent on each respondent during a survey Long Short None 
Response rates High Medium Low 
Access and Distribution 
Reaching widely dispersed sample No Maybe Yes 
Gaining access to the selected sample Satisfactory Good Good 
Difficulty in delivery of survey instrument High High Low 
Interviewer Influence 
Contact type between the interviewer and respondent Direct Verbal No 
Interaction with respondents Yes Yes No 
Need for trained interviewers or fieldworkers Very high High No 
Degree of interviewer bias High Medium None 
Instrument Design 
Presentation of visual stimuli in the instrument Yes No Maybe 
Question sequence control Good Good Poor 
Handling open-ended questions Easily Easily Difficult 
Need to control who answers questionnaire Possible Possible Not possible 
Need to probe responses Good Limited Not possible 
Rating of long lists of items Acceptable Difficult Good 
Source: Adapted from Alreck and Settle (1995), Smith (1995), de Vaus (1996), Chisnall (1997), and Aaker 
et al (1998) 
resources used in the later tourist surveys. Direct contact with the interviewees made it 
possible for the researcher to gather opinions from them. The interaction was high so 
the researcher might be the only available interviewer who knew what information was 
sought from the experts. Higher cost for contacting and visiting every sample was 
acceptable on account of small sample size. 
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The principal survey option was mail surveys applied to the general public in England. 
The main benefit was to reach a widely dispersed, large sample in an inexpensive way. 
Moreover, the influences from the interviewer could be minimised since the structured, 
self-administered questionnaires were posted in a developed country where citizens could 
generally be literate in understanding the questions. However, the main disadvantage 
was perhaps the expected low response rates, especially when the research was purely 
self-sponsored and no substantial incentives could be provided. Further details in 
carrying out these two types of surveys in practice are outlined in the next chapter. 
4.4.2 Research Process 
The reasons for selecting appropriate research paradigms and proper research designs 
have been explained in the previous sections. A flowchart showing the process of this 
study can be now proposed, which integrates the relevant paradigms and designs (Figure 
4.3). 
The concept of triangulation discussed in Subsection 4.3.2 can be broadly applied in 
various aspects in a research process. Denzin (1989) identifies four types of 
triangulation: (1) theory/perspective triangulation; (2) methodological triangulation; (3) 
data triangulation; and (4) investigator or analyst triangulation. Patton (1990) even 
illustrates the possibility of mixes of analysis. In this study, the first three strategies of 
triangulation were attempted. Firstly, theories in consumer decision making were 
borrowed to explain tourist's choice of seaside destinations. Secondly, the research 
design was blended with qualitative and quantitative approaches that combined interviews 
and questionnaire surveys. Thirdly, various data sources were collected, which included 
secondary data as well as measurements from the field survey. However, the fourth type, 
investigator triangulation, was not applicable in this personal research project. 
4.5 STRATEGIC CONSIDERATIONS 
Apart from the preceding issues usually argued in research development, several 
methodological characteristics underpinning a successful research should also be 
emphasised. Reliability, validity, representativeness and generalisability are usually 
discussed. McNeill (1990) designates them as the axioms of sound methodology. 
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Figure 4.3 Research Process and Design 
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Anonymity, confidentiality and time planning of a research are also strategic issues 
considered in a study. 
4.5.1 Reliability 
Reliability is fundamentally concerned about'the consistency, accuracy and predictability 
of specific research findings' (Chisnall, 1997, p. 34). Error components can usually be 
involved in research measurements. Reliability rests on the random or variable errors 
(Tull and Hawkins, 1993; Aaker et al, 1998). Reducing the sources of errors in research 
procedures could render a more reliable measure instrument. 
Internal reliability can be checked by correlation coefficients. Higher correlation 
indicates higher internal consistency among the statements on a scale to measure the same 
concept (Oppenheim, 1992). Practically, Cronbach's alpha coefficient (a) is widely 
used because it is easily computed by mainstream statistical software such as SPSS 
(Statistical Package for the Social Sciences). In SPSS, a coefficient is calculated on the 
average of all possible split-half reliability coefficients. An a value of 0.7 or above is 
usually acceptable for proceeding with following tests (Ryan, 1995). Alpha greater than 
0.8 indicates a good selection of the set of items in achieving internal reliability (Bryman 
and Cramer, 1999). In this study, the internal reliability of the group of seaside tourism 
resources and holiday considerations was tested and reported in later chapters. 
4.5.2 Validity 
Validity is the ability of a measurement scale or instrument to measure what it is 
supposed to measure (Moser and Kalton, 1971; Oppenheim, 1992; Aaker et al, 1998). A 
valid instrument that measures the intended concept or theory should be simultaneously 
reliable, while a reliable scale with high internal consistency may target on something 
other than the concept required. In other words, reliability is a necessary but not 
sufficient condition for validity (Chisnall, 1997; Aaker et al, 1998). These concepts are 
to some extent interconnected. They seem to overlap inevitably and are not easily 
distinguished (Oppenheim, 1992; Chisnall, 1997). 
Validity appears in various types and is usually more difficult to be measured than 
reliability. Veal (1997) even points out that the validity of tourism and leisure data can 
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hardly be as certain as in the natural sciences owing to the changeability of human 
responses. However, the main notion is that suitable external criteria should be available 
to determine the validity. Content validity, established by the personal judgements of 
experts in the particular field (Chisnall, 1997, p. 193), was the available validity check 
used in this study. Tourism experts were consulted to evaluate whether the scale of 
tourism resource items in the questionnaire provides a comprehensive list pertaining to 
respondents' choice of seaside resorts, and a general agreement was reached. 
4.5.3 Representativeness and Generalisability 
Representativeness is usually discussed in sampling. The principle of drawing a 
representative sample is that each individual of a population has a 'specified non-zero 
probability of being included in the sample' (Oppenheim, 1992, p. 39). An ideal 
probability of 100% (investigating the entire population) can assure a very good 
representativeness of the data collected. 
Generalisability, according to the definition by Aaker et al (1998) in attitude 
measurements, is 'the ease of scale administration and interpretation in different research 
settings and situations' (p. 279). A multi-item scale is generalisable if it can be used in 
different ways of data collection and be applied to obtain data from a wide variety of 
individuals. 
In a broader notion, representativeness and generalisability are virtually concerned with 
the applicability and replicability of the whole research procedure. Alternatively, 
representativeness can be regarded as an evaluation of the external reliability and validity 
of data relevant to its generalisability (Clark et al, 1998). 
In this research, domestic tourists' choice of seaside destinations was studied. The 
research population was defined as the adult residents in England so that the findings 
would be generalised and not limited in applying to a certain target groups only. 
Attention paid to selecting methods of sampling, scaling, data collection and analysis 
could also heighten the extent of representativeness and generalisability. 
However, some deficiencies may render this study less representative and generalisable 
even though prudent research considerations have been made. Due to the financial and 
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temporal constraints in conducting a research for degree achievement, only limited 
sample size can be chosen. This may cause a major criticism of the representativeness 
of the sample in representing the whole population. Besides, the applicability and 
replicability of the research may not possibly be appraised in this work itself during the 
period of degree study, which may counterbalance the appeal of generalisability. In 
realising the inevitable limitations, the researcher incorporated other methodological 
issues to minimise the likely errors. For instance, drawing the sample from all regions in 
England by probability sampling was an attempt. 
4.5.4 Anonymity and Confidentiality 
The concept of anonymity in a survey is that the identity of participants is separated from 
the information they provide (Frankfort-Nachmias and Nachmias, 1992). In other words, 
the researchers cannot identify the participants from their responses. Confidentiality, 
however, means that the researchers may be able to match the respondents with their 
answers, but no one else can have access to the data (de Vaus, 1996). 
Anonymity or confidentiality is reassured to the participants while conducting surveys for 
three reasons: ameliorating the quality and honesty of responses, encouraging 
participation for improving the representativeness of the sample, and protecting the 
informant's privacy (de Vaus, 1996). The last issue is ethical and especially important in 
certain disciplines or sensitive research topics. In this study, domestic tourists' choices 
in UK seaside holidays were investigated. Although individual's thought and judgement 
about seaside resorts were involved, the topic was not considered as too personal or 
sensitive. Hence, honest responses and representativeness were probably more expected 
in promising anonymity or confidentiality to the sample. 
Different means of data collection may affect the identification of the subjects. For 
example, a mail survey is better than personal interview to maintain anonymity. 
However, it is not anonymous if the survey instruments are pre-coded in mail surveys. 
Accordingly, the researchers can only ensure confidentiality to the subjects instead of 
anonymity. This study considered the benefit of a mail survey in achieving anonymity. 
However, the researcher did hold the numbered mailing list and code the survey 
questionnaires for the convenience in practical procedures. Confidentiality was 
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therefore promised. The collected information was kept solely accessible by the 
researcher and the data was analysed for research purposes only. 
4.5.5 Time Management 
Time planning is a practical issue in a research since it could affect the research design 
and consideration. It is extremely important for a degree study because a great number 
of research tasks need to be achieved while limited period can be used to complete a 
dissertation or thesis (Phillips and Pugh, 1994). 
The research process, discussed in Subsection 4.4.2 and illustrated in Figure 4.3, provides 
a framework for the main research tasks. Therefore, the research schedule in Figure 4.4 
follows basically the process, with detailed procedures described at each stage. 
Although obstacles were encountered in different steps, and modification of the plan was 
made from time to time to meet the actual circumstances, the schedule provided a 
temporal guide for the research. 
Special attention should be paid to selecting the timing for field surveys due to 
seasonality. Holidays in seaside resorts are climate dependent. Summer months of 
June to September are especially in favour in high latitude European countries (Middleton, 
1994; Davidson and Maitland, 1997). Consideration was made to distribute the survey 
questionnaires between two seaside holiday peaks. It was in expectation that the 
recipients might be able to answer the fact questions based on their previous summer 
holidays, and reply to the intention questions based on their holiday planning for the 
coming season. 
Furthermore, timing of mail surveys is important. Postal surveys in December or major 
holiday periods should be avoided due to likely delivery delays as well as the absences of 
the recipients (de Vaus, 1996). Together with the consideration regarding seasonality in 
seaside holidays, both the main pilot study and formal postal survey were therefore 
conducted during spring before Easter holidays. 
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4.6 SUMMARY 
This chapter, as the first of the three chapters contributing to the methodological 
considerations in this research, establishes the rationale of the research framework and 
research design. Four main sections are hence presented: research question and 
objectives, research paradigms, research design and process, and strategic considerations. 
The insufficiency of current studies in tourist's choice behaviour and the researcher's 
interests develop the research questions and objectives. Philosophical disputations 
between quantitative and qualitative paradigms provide perspectives for the rational 
research design. The selected research design is then justified and the research process 
is accounted for. Attentions are also paid to strategic considerations such as reliability, 
validity, representativeness and generalisability to reinforce a sound methodological 
design. 
Triangulation combining quantitative and qualitative approach was considered as an 
appropriate strategy for delving into the intricate research problems. In this study, 
theory, methodological and data triangulation were applied comprehensively, with 
considerable emphasis on quantitative approach. The research design needed to be 
tested in a pilot study, which is presented in the next chapter. Accounts will be given of 
the development of research instruments and sampling methods for conducting the pilot 
survey. The results and deficiencies of the pilot study as well as the adjustments made 
for the main field survey will be reported. 
The researcher should bear in mind that none of the aforementioned research paradigms 
or designs is definitely perfect. The crucial point is to consider all the limitations and 
select the most appropriate combination in achieving the goals of the study. 
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CHAPTER FIVE 
METHODOLOGY II: PILOT STUDY 
5.1 INTRODUCTION 
This chapter is the second of the three methodological chapters, which aims to report the 
development and results. of the pilot study as a justification of the research design 
discussed previously. Four issues are addressed in this chapter: questionnaire 
development and pretest, data collectioji in the pilot field survey, results of the pilot 
survey, and recommendations to the main survey. Section 5.2 gives accounts of the 
processes of preparing the research instruments. Section 5.3 provides the details with 
respect to sampling and data collection. Next, the descriptive results of the pilot survey 
are reported in Section 5.4. Finally in Section 5.5, the insufficiencies of the pilot study 
are reviewed and modifications are suggested for the main field survey. 
5.2 QUESTIONNAIRE DEVELOPMENT-AND PRETEST 
The processes of developing the research instrument are examined in this section. It 
contains four parts: secondary data collection, expertinterview, questionnaire design for 
tourists, and pretests and adjustments. 
5.2.1 Secondary Data Collection 
Identifying the elements of tourism resources in UK seaside resorts was the fundamental 
step to achieve the research objectives. Literature provided general reviews of the 
resource types for tourism purpose. However, specific tourism resources in the UK 
seaside were the focus of the study. Therefore, collecting auxiliary information for this 
need was taken into account. Gathering secondary sources of information rather than 
first hand data was thought to be practical and economical at this stage. 
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The official visitor's guides available from seaside resorts in the UK were considered as 
sources of secondary data for their accessibility without cost, and up-to-date information 
from a well-established system. The booklets issued annually by local councils or 
relevant non-profit organizations aim to promote their areas and adjacent regions to 
domestic and international visitors. Inclusive information needed for arranging journeys 
and holidays is presented. The public can have an equal chance to obtain them free of 
charge from tourist information centres (TICs) or commercial services. In spite of the 
presence of local advertisements, official tourist's guides provide generally impartial 
guidance such that no business is particularly benefited. Hence, official holiday guides 
were collected as practical references to examine resources in UK seaside resorts. 
A comprehensive list of over 550 TICs in England can be found in 'Tourist Information 
Centres in England 1995/96 (English Tourist Board (ETB), 1995). Among them, one 
hundred and sixteen TICs in seaside towns or cities were counted. According to the 
addresses and telephone numbers provided in the booklet, the seaside TICs were 
contacted in writing or by telephone to request the English version of their local holiday 
guides. Publications collected were mostly 1996 or 1997 editions. 
Unlike census or tourist statistics, the visitor's guides as a secondary data source provided 
mainly qualitative information. Various publications contained different materials so the 
information was very versatile in appearance. It was feasible to analyse only the non- 
advertisement texts. Descriptions in the brochures introducing beach or seawater based 
features as well as conditions or facilities supplied beside the seaside were compiled as 
comprehensively as possible. Similar items that appeared in different brochures were 
not repeatedly recorded. The features extracted were then categorised and refined, and 
twenty-four statements were formed at this stage, which are displayed in Appendix C. 
To avoid subjectivity in establishing the list for accomplishing content validity, tourism 
experts were consulted at this stage. 
5.2.2 Expert Interview 
Tourism experts were consulted to validate the selection and classification of tourism 
resources in seaside resorts highlighted in the tourist questionnaire. Academic 
professionals available to participate the interviews were mainly selected by judgement 
sampling. They were contacted during June to August in 1997. The multiple-rating 
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list of seaside tourism resources was distributed to experts. The resource items were 
shown in alphabetical order. The scale used was a five-point Likert-type rating scale 
ranged from 'very important' to 'very unimportant'. This is how it would later be given 
to the domestic tourist sample. However, the experts were not asked to evaluate the 
importance of the resources by their own preferences as tourists. They were required to 
give ratings to each attribute according to its importance in establishing the list. 
Unstructured interviews were carried out by arrangement after the tourism experts had 
completed the ratings. Further opinions on the revision of the seaside resource list as 
well as the questionnaire design were obtained through the conversations. In total, 
twelve experts cooperated. Their names are listed in Appendix D. 
The experts' opinions on the representativeness of using the resource list in the research 
instrument were integrated for improving the statements. The means of the 24 features 
were also computed regardless the small sample size. It was solely for a likely 
indication that items with lower means might need to be reorganised and rephrased. 
After the procedure, the list of 25 resource items was eventually formulated and applied 
in the tourist questionnaire discussed in the next subsection. The revised statements can 
be found within the pilot tourist questionnaire attached in Appendix E. 
5.2.3 Questionnaire Design for Tourists 
The tourist questionnaire was to provide the basis for an empirical study in exploring the 
relationship between seaside tourism resources and tourist's destination choice behaviour. 
Following the research design discussed so far, a structured questionnaire as a survey 
instrument was to be designed for collecting precise information from the subjects in a 
restricted time. The self-administered instrument, when posted to the domestic sample 
in England, could be completed without the guidance from an interviewer. Various 
measurements were included in the questionnaire based on the type of information needed. 
Fixed-choice questions (e. g., single-choice, multiple-choice, or yes-no questions), scaling, 
and open-ended ones were interwoven in the instrument. 
The filter questions were employed to set a reasonable period for studying seaside holiday 
decisions. This ensures that the informants' answers to further questions were based on 
their retention of recent seaside experiences and their considerations for selecting UK 
seaside resorts in the near future. No similar research could be referred to for 
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determining an appropriate period for this purpose. Niininen and Riley (1998) used a 
five-year span as a filter in their study of holiday repeat. The suggested length of five 
years was therefore considered and applied in this pilot questionnaire to sift out the 
recipients. An extra question was designed in the pilot survey to check whether the 
period might be moderate in this research. 
The questions were organised into three sections, A, B, and C. Section A consisted of 
factual questions about individuals' past experiences of taking seaside holidays in the UK. 
For example, the participants were asked whether they have taken holidays at UK seaside 
resorts in the last five years, the destinations of their last seaside holidays, their length of 
stay, and the frequencies of visiting seaside resorts. 
Section B was the most significant part in the tourist questionnaire that induced 
quantitative as well as qualitative information. Questions were focused on people's 
opinions and intentions in choosing seaside resorts. The importance of some prior 
considerations influencing tourists' choices of seaside holidays was measured using a 
five-point Likert-type rating scale. Respondents' evaluations of the importance of 
physical resources at UK seaside resorts were similarly measured using a five-point scale. 
Possible sources for collecting information about the considered seaside destinations were 
investigated by a multiple-choice question. Respondents' intentions to visit UK seaside 
resorts in the future and the willingness to recommend seaside holidays to acquaintances 
were asked by yes-no questions. Furthermore, an open-ended question was provided to 
find out where in the UK the sample would visit for seaside holidays in the next five 
years. 
Finally, questions relating to the sample's socio-economic background were listed in 
Section C, which include gender, age, place of living, marital status, number of dependent 
children, education, occupation and income. 
The pilot results discussed in later-sections will show how well the information collected 
from domestic tourists by this questionnaire can correspond to the intended purposes. 
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5.2.4 Pretests and Adjustments 
Although the questionnaire was developed under prudent considerations, a pretest of the 
questionnaire before conducting the pilot survey was used to rectify the structure of the 
draft version. A convenience sample with or without background knowledge was 
consulted. The draft questionnaire and cover letter was distributed to over twenty 
individuals. The pretestees were asked to complete the draft questionnaire and to 
discuss it with the researcher in person by appointments. Through the interviews, the 
researcher could ask those people whether their understanding of the questions was as 
expected. Wording and layout defects were also pointed out. Adjustments of the draft 
questionnaire were made by integrating the opinions. The refined questionnaire and the 
cover letter used in the pilot study are attached as Appendix E. 
5.3 DATA COLLECTION IN THE PILOT FIELD SURVEY 
A proper pilot study was carried out, when the questionnaire had been designed and pre- 
tested. A pilot study, as Clark et al (1998. p. 44) state, is 'a simple way of testing 
whether the articulation of the method(s) selected for use in a research programme is 
adequate to meeting research objectives'. Pilot work can help researchers in testing the 
research instruments as well as the procedural matters, so any problem could be 
discovered earlier and avoided in the formal fieldwork (Oppenheim, 1992). In other 
words, the researcher could learn experiences from the whole process of developing, 
examining and improving the questions to make sure that the outcomes are required and 
well fitted to the research purpose. 
In this pilot study, a structured questionnaire regarding domestic tourists' choices of UK 
seaside resorts was the instrument, and mail survey for adult residents was the data 
collecting procedure to be tested. The reasons for choosing the survey methods and the 
design of the instrument were previously discussed. Here the details pertaining to 
sampling and data collection applied in the pilot survey are highlighted. Four 
subsections are followed: sampling method in mail survey, sample size in the pilot study, 
alternative approach in data collection, and response rate in the pilot survey. 
102 
Chapter Five Pilot Study Nsin-Nut PU 0 2000 
5.3.1 Sampling Method in Mail Survey 
As stated in Chapter Four, Section 4.2, the research interest was seaside resort visiting by 
the general public in the domestic market, and the population in this study was defined as 
the adult residents in England. A postal survey was therefore chosen mainly for its 
benefit of reaching a widely dispersed sample in an inexpensive way. The ensuing 
actions were to seek for appropriate sampling frame and sampling method. 
The polling rolls published annually by local governments were considered as a practical 
sampling frame, which provided updated lists of most of the adult citizens' names and 
addresses. With accessible polling rolls, an interval (or systematic) sampling method 
could be implemented to achieve probability sampling. Each prospective sample was 
drawn at a fixed interval from the available sampling frame to generate the required 
mailing list. 
Considering the available financial and temporal resources for a small-scale pilot test, 
Guildford Borough, where the researcher was located, was contemplated as the sampling 
area for the pilot questionnaire distribution. The Borough of Guildford Register of 
Electors (Guildford Borough Council, 1998) was therefore referred to as the sampling 
frame. Names and addresses for the mailing list were extracted at a fixed interval from 
24 polling districts in four Guildford electoral divisions. 
5.3.2 Sample Size in the Pilot Study 
Many ways of estimating sample size are suggested in the literature. For instance, Tull 
and Hawkins (1993) point out six means to determine sample size. They are, unaided 
judgement, all you can afford, the average for samples for similar studies, required size 
per cell, use of a traditional statistical model, and use of a Bayesian statistical model. 
However, few authors have proposed particular criteria for deciding sample size in pilot 
studies. Moser and Kalton (1971) claim that 'the size and design of the pilot survey is a 
matter of convenience, time and money' (p. 51). Chisnall (1997) also argues that time, 
cost and practicability could apparently influence the size of a pilot survey. 
It may seem that surveyors can decide the pilot sample sizes arbitrarily. 
Notwithstanding, Chisnall (1997) suggests that 10% of the main survey can be taken for a 
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pilot study. However, the problem of deciding an accurate sample size in a pilot study 
of a postal survey is not merely situated in taking the percentage suggested above. A 
main difficulty or risk is that the response rate of postal surveys can hardly be forecast 
(Aaker et al, 1998). In this pilot stage, at least 30-40 replies were needed to meet the 
minimum requirement for descriptive statistical analysis. It was also considered that the 
unpredictable response rate for sampling the general population by post is likely to be less 
than 20 percent (Aaker et al, 1998). Hence, the pilot mailing list with a minimum of 200 
potential sample had to be prepared. The sampling interval was therefore 250, which 
was estimated from the required pilot sample size and the number of electors on the 
registers in four Guildford electoral divisions. 
5.3.3 Alternative Approach in Data Collection 
The field survey was piloted in April 1998. The standard procedures of postal survey 
were tested so that the unknown response rate for the self-administered questionnaire on 
this topic might be estimated. The chosen residents on the mailing list received the pilot 
questionnaire, a covering letter, and a stamped-addressed reply envelope by second class 
mail. The informants were assured of the confidentiality in providing information, 
which was to be analysed for research purpose only. The sample was asked to complete 
the questionnaire within two weeks so the questionnaires could be returned before Easter 
holidays started. 
Apart from the pilot mail survey, a delivery-and-collecting approach was also undertaken 
in practice as an auxiliary method for data collection. In this approach, the packages 
containing the same pilot instrument and a covering letter with slightly different 
instruction for returning the questionnaire were hand-delivered, and the completed 
questionnaires were collected from the same sampling spots afterwards in a controllable 
schedule. A major benefit of this so-called 'drop-off approach' is the high response rates, 
generally between 70 and 80 percent (Lovelock et al, 1976). Hence, the main benefit for 
combining the drop-off and mail surveys was to increase the total return rate in the pilot 
survey. 
The approach was also considered for several other advantages. Firstly, prompt reply 
could be achieved by the delivery-and-collecting method since the surveyor could arrange 
return visits on an intensive schedule. Comparatively, the return of questionnaires in 
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mail surveys was hardly scheduled precisely. Because the time constraint was tight for 
piloting the questionnaire, the drop-off means was used to reduce the uncertainty of 
receiving postal replies on time. 
Secondly, the delivery-and-collecting approach suits studies within compact geographic 
areas (Aaker et al, 1998). Since the pilot study was only carried out in Guildford, it was 
feasible that the researcher could devote herself to implementing the hand delivery and 
pick up procedures while waiting for the postal reply of the questionnaires. The cost of 
visiting the sampled addresses in person, however, was acceptable because of the 
relatively small proportion of questionnaires delivered in this pilot study. 
Above all, the same structured pilot questionnaires were delivered to the chosen sample, 
either by post or by hand. The respondents had the same chance to fill in the 
questionnaire at their discretionary time without the influences of personal contacts with 
the researcher. In addition, the questionnaire was mainly concerned with the 
respondents' past holiday experiences, seaside resort choices and their demographic data. 
It was hardly regarded as a sensitive issue. Therefore, it was less likely that the subjects 
who obtained the questionnaire by door delivery might worry about the disclosure of their 
household locations to the surveyor and give false answers. 
Under deliberate considerations, the delivery-and-collecting method was therefore applied 
alongside mail survey to facilitate this pilot study carried out in a short period. The 
surveyor managed to find locations of fifty sample households in Guildford for delivering 
the questionnaires. The rest of the questionnaires (150 of them) were posted. 
5.3.4 Response Rate in the Pilot Survey 
The chosen residents were asked to complete the questionnaire by certain deadlines. By 
the end of the final dates, 77 questionnaires were obtained with available cases of 72. 
The combined response rate was 36.0% for the two hundred pilot questionnaires. This 
rate could be broken down into different figures. The exact reply rate by post was 
26.7%, which would be used to estimate the required number of questionnaires sent in the 
formal survey. 
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For the home-delivery questionnaires, 36.0% was obtained at the first collection. After 
leaving a reminder, a further 28.0% was received on calling back. In total, a 64.0% 
response rate from door collection was achieved. The result was lower than the 
proposed rate of 70 to 80 percent (Lovelock et al, 1976). However, drop-off approach 
did fulfil the original goal of getting prompt reply and increasing response rate in the pilot 
study. Owing to the high cost involved, it would be inappropriate to adopt this approach 
in the main survey to the sample in England. 
5.4 RESULTS OF THE PILOT SURVEY 
The preliminary findings of the pilot survey are reported in this section. It is arranged in 
the following order: sample profile, past experiences and future intentions of seaside 
visiting, seaside resort visiting, source of obtaining resort information, importance of 
seaside resources, and importance of the holiday considerations. The results displayed 
here are mainly descriptive. The trend of the data distribution can therefore be examined, 
from which precaution can be made to improve the formal survey. The pilot sample size 
was however limited. Therefore, prospective analyses for the main study using 
advanced statistical skill are not presented in this chapter. SPSS for Windows Release 
7.0 was employed for obtaining the basic statistics required. Books by SPSS Inc. (1993), 
Ryan (1995), Bryman and Cramer (1997), and Green et al (1997) were referred to for 
operating the instructions and interpreting the outputs of the software. 
5.4.1 Sample Profile 
The distribution of respondents' socio-economic background, i. e., gender, age, marital 
status, number of children, education, social grading, and income, are presented below in 
this subsection. The representativeness of the pilot sample was justified by comparing 
the demographic profiles in Guildford, the sampling area, with the data in England. 
Since a high proportion of the UK population were from England (83.55% from the 
estimated data at 30 June 1998 provided by the Office for National Statistics, 1999), the 
UK distributions were also referred to if the England data were not available. 
The question of respondents' places of residence (Question 13 in the pilot questionnaire) 
was asked since it would be information needed in the main survey. However, the pilot 
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sample was drawn from Guildford, Surrey, so the answers here should be the same. 
Only two student informants had answered differently by possibly writing down their 
hometowns as their place of residence. 
In Table 5.1 respondents' gender (Question 11) and age groups (Question 12) are cross- 
examined. The valid pilot sample size was 71. The age profile generally matched the 
trend of the residents in England (percentages shown in the last column in Table 5.1). 
The higher percent of the young sample under 24 (21.1%) is probably due to the number 
of students from the University of Surrey in Guildford. Fewer replies were gained from 
higher age groups 55-64 (8.5%), and 65 and over (16.9%). The total numbers of male 
and female informants were nearly in equal proportion (35: 36). However, uneven 
distributions among their age groups were found. A more balance profile is hopefully 
reached in the formal survey with a larger sample size. 
Table 5.1 Age and Gender of the Respondents 
Gender 
Valid Total Percentage of 
Age Male Female Residents in 
England b 
Frequency Column % Frequency Column % Frequency Column % 
24 or less' 5 14.3 10 27.8 15 21.1 14.88 
25-34 10 28.6 4 11.1 14 19.7 19.41 
35-44 7 20.0 4 11.1 11 15.5 17.78 
45-54 4 11.4 9 25.0 13 18.3 16.27 
55-64 5 14.3 1 2.8 6 8.5 12.22 
65 or over 4 11.4 8 22.2 12 16.9 19.44 
Valid Total 35 100.0 36- 100.0 71 100.0 100.00 
a: Since the sample was drawn from the Register of Electors, the actual ages of respondents in this group 
should be between 17-24. 
b: Percentages calculated for resident population at 30 June 1998 without counting residents in age 0-14. 
(Source: Office for National Statistics, 1999. ) 
c: For age group 15-24. 
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Respondents' marital status (Question 14) was analysed in connection with the number of 
children they have (Question 15) (Table 5.2). The total count in the table was only 71 
because one male (married/with partner) did not state if he has any children. The 
percentages of single, coupled and widowed respondents, if based on a sample of 72, 
were 27.8%, 62.5% and 9.7% respectively. Information on the percentages of adults' 
marital status in the UK from the National Readership Survey (1996) could be referred to. 
The percentages of adults with single, couple and other marital status (widowed, divorced, 
separated and not stated) were 22.6%, 63.0% and 14.4% respectively. Comparing these 
two set of figures, it could be observed that the single sample was higher in the pilot 
survey. It might be linked with existence of more younger respondents (age 24 or less) 
in the pilot study. 
Table 5.2 Marital Status and Number of Dependent Children of the Respondents 
Marital Status 
Number of Married/ Valid Total 
Dependent Single with partner 
Widowed 
Children 
Count Column % Count Column % Count Column % Count Column % 
None 20 100.0 21 47.7 6 85.7 47 66.2 
One 15 34.1 15 21.1 
Two 6 13.6 6 8.5 
Three 2 4.5 1 14.3 3 4.2 
Valid Total 20 100.0 44 100.0 7 100.0 71 100.0 
No one chose the option answer 'separated'. Those who returned the questionnaire may 
not be in such status, or they might just tick 'single' or 'married' instead to avoid this 
statement. Since marital status and number of children were asked only to provide 
family profiles that may influence holiday decisions, whether the informants are widowed, 
divorced or separated was perhaps not the main concern. It was therefore not necessary 
to keep a standard list of marital status 'Others' may be used to include them in the 
formal questionnaire. 
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Actual number of children was underrepresented since the question asked about the 
number of dependent children. Nearly half of the married/with partner informants 
(47.7%) had no dependent children (Table 5.2). For those married couples who have 
dependent children, one is the common number (34.1%). None of them has four or 
more children. In total, about one third of the informants (33.8% = 21.1% + 8.5% + 
4.2%) were living with and financially supporting their children. 
An analysis of respondents' age of finishing full-time education (Question 16) is shown in 
Table 5.3. Seventy-one individuals provided the information of their educational levels. 
Eleven of them were still students. The percentages of respondents with higher degrees, 
other qualifications up to first degree, and without qualifications were 16.9%, 31.0% and 
36.6% respectively. Compared with the proportions in the 1991 Census (percentages 
shown in the last column in Table 5.3), the educational levels of the sample were much 
higher. The existence of the University of Surrey in the location and a prosperous area 
at the town might raise the level up. Another possible reason could be that people with 
greater educational backgrounds tend to respond better to any research. 
Table 5.3 Respondents' Age of Finishing Full-time Education 
Age of Finishing Full- 
Valid Percentage UK Profile' 
(oho) time Education 
Frequency Percent without 
( /o) Students (%) 
Up to 18 years 26 36.6 43.3 82.63 
19 to 22 years 22 31.0 51.7 16.05 
Over 22 years 12 16.9 20.0 1.32 
Still studying 11 15.5 ---- ---- 
Valid Total 71 100.0 100.0 100.00 
a: Data are only calculated for residents aged 18 and over. (Source: Office of Population Censuses and 
Surveys and General Register Office for Scotland, 1994. ) 
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Informants' occupation and the occupation of the main income earner in the household 
were asked (Question 17) to categorise their Social Grading. The six-grade 
classification (A, B, Cl, C2, D and E, see Appendix F) developed by the National 
Readership Survey (NRS) remains a widely used system for both market and social 
research (Crimp and Wright, 1995; Chisnall, 1997). Examples of occupations in 
different grades in the Social Grading on the National Readership Survey (Joint Industry 
Committee for National Readership Surveys, 1978) were referred to for classification. 
Occupations listed in the Standard Occupational Classification (SOC) (Office of 
Population Censuses and Surveys (OPCS), 1991) were also referred to. The SOC with 
cross-references to the Social Class based on Occupation (a similar classification system 
to the Social Grading, see Appendix G) provided updated occupational details for 
categorisation. Student, as an occupation distinct from the others and excluded from the 
previous references, is presented separately. The result is shown below with the valid 
sample size 70 (Table 5.4). 
Table 5.4 Social Grading of The Respondents 
Social Grading Frequency Percent 
Valid 
Percent 
Percent 
Excluding UK Profile' Percentage 
(/o) ý, o) 
Students M ( ýo) 
Valid A (Upper middle class) 4 5.6 5.7 6.5 2.9 
B (Middle class) 16 22.2 22.9 25.8 18.9 
Cl (Lower middle class) 18 25.0 25.7 29.0 27.0 
C2 (Skilled working class) 11 15.3 15.7 17.7 22.6 
D (Semi-skilled and unskilled 
working class) 
7 9.7 10.0 11.3 16.9 
E (Those at lowest levels of 6 8 3 8 6 9 7 11 7 
subsistence) . . . . 
Students 
Total 
8 11.1 11.4 --- --- 
70 97.2 100.0 100.0 100.00 
Missing System missing 2 2.8 
Total 72 100.0 
a: Source: National Readership Surveys Limited (1996). 
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A skewed distribution of higher social classes from the sample is shown in Table 5.4 in 
comparison with the national profile (the last column). Two similar reasons that biased 
the educational levels could be also supposed here to explain the phenomenon. Efforts 
should be made in the main study to solve the problem. Slight difficulty was 
encountered for grouping retired subjects. Therefore, the former occupations before 
retirement should be asked in the formal questionnaire. 
Income (Question 18) is usually a sensitive issue to be investigated. A higher 
percentage of respondents did not provide this information in the pilot test. There were 
22.2% missing cases in answering their annual income, and 27.8% failing to tell their 
household income (Table 5.5). 
Table 5.5 Respondents' Personal and Household Annual Income 
Annual Income 
Personal Household 
Percent Valid Percent Valid Income Brackets Frequency (%) Percent Frequency (%) Percent (%) (%) 
£ 12,000 or less 29 40.3 51.8 14 19.4 26.9 
£ 12,001 - 18,000 3 4.2 5.4 2 2.8 3.8 
£ 18,001 - 24,000 9 12.5 16.1 5 6.9 9.6 
£ 24,001 - 30,000 1 1.4 1.8 6 8.3 11.5 
£ 30,001 - 36,000 6 8.3 10.7 5 6.9 9.6 
£ 36,001 - 42,000 2 2.8 3.6 2 2.8 3.8 
£ 42,001 or more 6 8.3 10.7 18 25.0 34.6 
Subtotal 56 77.8 100.0 52 72.2 100.0 
System Missing 16 22.2 20 27.8 
Total 72 100.0 72 100.0 
The answers from 56 participants show that over half of them had personal income less 
than £12,000 per year. This could be owing to a high proportion of student and retired 
sample. As for the 52 sample households, larger percentages appear at both ends of the 
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Figure 5.1 Respondents' Personal and Household Annual Income 
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5.4.2 Past Experiences and Future Intentions of Seaside Visiting 
Q Personal 
I nnual 
Income 
Q Annual 
Iluusehold 
Income 
The pilot sample was asked to provide information about past experiences of taking 
seaside holidays in the UK, and intentions of visiting any UK seaside resorts in the future. 
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These questions could explore some facts and likely tendencies of domestic tourists' 
seaside visiting. 
A total of 68.1% of the informants (49 out of 72 available pilot sample) had taken UK 
seaside holidays in the last five years (Question 1). During their last visit (Question 3), 
over half (53.1%) stayed in the resorts for 4-7 nights. About one third (34.7%) took 
shorter holidays (1-3 nights), but 12.2% stayed for 8 nights or more in seaside. This 
pilot question was originally set on an ordinal scale for examining the trend. However, 
the average nights spent during the respondents' last seaside holidays could not be 
computed by the data on an ordinal scale. Therefore in the formal questionnaire, an 
interval scale should be used by asking the informants to give figures of the length of stay 
in their seaside destinations. 
Figure 5.2 shows how often the respondents took UK seaside holidays in the last five 
years (Question 4). Over one third (36.7%) went to UK seaside resorts 2-3 times. An 
average of 3.2 times of visit in five years was estimated. Since inadequate information 
about the frequencies of visiting domestic seaside resorts was found, an attempt was made 
in this pilot question to set the statements in proper intervals. The shape of the 
distribution for the four different frequencies in Figure 5.2 shows that the conjecture of 
the frequencies of seaside resort visiting was probably reasonable. By this, it also meant 
that the pertinency of a five-year period for holiday taking studies might be acceptable. 
Setting a shorter span (e. g., a year) could exclude many respondents from giving 
information about their recent holiday experiences and plans. However, more 
respondents could answer questions if the period was defined longer, but the accuracy of 
the answers might be in doubt due to the uncertainties to the past memories and future 
behaviours. This tendency could be referred to as an indication for modifying relevant 
questions in the main study. 
In answering the questions about their intention to visit UK seaside resorts in the future 
(Question 7) and to recommend them to friends or relatives (Question 10), the pilot 
respondents showed positive attitudes. About two thirds (64.8%) were willing to visit 
the seaside in the future, and even more said 'yes' (78.9%) for recommending seaside 
holidays to the others. 
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Figure 5.2 Frequencies of Taking Ilk Seaside Holidays in the Last Five Years 
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As mentioned, the results of the pilot study shown in this chapter are mainly descriptive. 
Statistical tests may not be run because of the small sample size in the pilot survey. 
Ilowever, an attempt was made at this stage to apply Chi-square (x2) tests, which is a 
basic bivariate test for discovering the differences among group distributions in the 
population. Further discussions concerning statistical skills and their limitations will be 
presented in the next chapter. Here the relationship between respondents' action of 
visiting UK seaside resorts, intentions about future visits and recommending seaside 
holidays to acquaintances were examined, and the x' values are displayed in Table 5.6. 
The significance shown above indicates the likely dependence in the population when two 
variables were compared. In other words, individuals who have visited UK seaside 
resorts in the last five years may have higher intention to visit the seaside again. People 
who intended to visit UK seaside resorts could be more positively willing to recommend 
seaside holidays to the others. However, the link between the variables 'Visit' and 
'Recommendation' was not confirmed although the significance is presented. It is 
because the expected counts in the crosstabulation did not meet the requirement for the x' 
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Table 5.6 Chi-Square Tests of Past Seaside Visiting, Intention of Future Visiting 
and Recommending Seaside Holiday to the Others 
Variables Compared Pearson x2 Value df Significance (2-tailed) 
Visit vs. Intention 13.427 b10.000 
Visit vs. Recommendation 10.200 `10.001 
Intention vs. Recommendation 16.723 b10.000 
a: Variables are meant as below: 'Visit': respondents who have visited UK seaside resorts in the last five 
years. 'Intention': respondents who are considering visiting UK seaside resorts in the next five years. 
'Recommendation': respondents who will recommend UK seaside holidays to friends or relatives. 
b: No cells have expected count less than 5. 
c: 1 cell (25%) has expected count less than 5. The minimum expected count is 4.86. 
test. When the degree of freedom (df) is 1, the number of cases expected in every cell 
for crosstabulation should be at least 5 (Bryman and Cramer, 1997). As stated in note c 
(Table 5.6), one cell had an expected count less than 5. It renders the x2 value invalid 
for interpretation. This problem could be overcome when the total sample size increases 
in the main survey. 
5.4.3 Seaside Resort Visiting 
The popularity of the UK seaside resorts in their geographical distributions was probed by 
two questions in the pilot questionnaire. The participants who have taken UK seaside 
holidays in the last five years were asked to provide their last seaside destinations 
(Question 2). They were also asked to write down the names of any UK seaside resorts 
which they considered visiting in the next five years (Question 8). Answers to the latter 
question could also demonstrate the likely UK seaside destinations in the sample's 
consideration sets. 
5.4.3.1 Respondents' Previous UK Seaside Destinations 
Seaside destinations in the UK chosen by 49 respondents for their last visits were diverse. 
Although several individuals just wrote down the areas they visited, 39 different resorts 
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were still specified. A summary of the resorts and regions visited by the sample is listed 
below (Table 5.7). 
Table 5.7 Destinations Visited by the Respondents for Their Last Seaside Holidays 
Region Resorts Frequency 
Percent 
Babbacombe, Budleigh Salterton, Dartmouth, 
Devon Exmouth, Paignton, Plymouth, Salcombe, Sidmouth, 14 28.0 
Teignmouth, Torquay 
Cornwall Helston, Looe, Newquay, Penzance, Polperro, St Ives 9 18.0 
Dorset Bournemouth, Holton Heath, Poole 6 12.0 
Wales Aberystwyth, Amroth, Barmouth, Llandudno, Tenby 5 10.0 
Isle of Wight Ryde, Whitecliff Bay (Sandown) 3 6.0 
West Sussex Bognor Regis, Selsey, Worthing 3 6.0 
North 
Yorkshire Scarborough, Whitby 2 4.0 
Barmston, Blackpool, Camber Sands, Folkestone, 
Other regions " Lamlash (Isle of Arran), Minehead, Old Hunstanton, 8 16.0 
Weston-super-Mare 
Total b 50 100.0 
a: 'Other regions' includes East Yorkshire (Humberside), East Sussex, Kent, Lancashire, Norfolk, North 
Somerset (Avon), Scotland, and Somerset where only one destination in each region was mentioned. 
b: One respondent visited two destinations. The total count was therefore 50. 
Resort names mentioned more than once by the pilot sample were Bournemouth (4 times), 
Newquay (3 times), Sidmouth and Torquay (2 times). Other destinations are scattered 
around England, Wales and Scotland. The popularity based on the official regions is 
also shown in Table 5.7. Devon had an actual visiting rate of 28% by the pilot sample. 
Cornwall was the next favourite county sharing 18% of visits. In total, the West 
Country and Southern England (including Devon, Cornwall, Dorset and Isle of Wight) 
covered about two thirds of the seaside visits (64%) in the pilot survey. 
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Results from the United Kingdom Tourist Statistics are compared with the figures above. 
Only 32% of the domestic holiday trips in England were spent in West Country (21%) 
and Southern England (11%) in 1996 (English Tourist Board, Northern Ireland Tourist 
Board, Scottish Tourist Board and Wales Tourist Board, 1997). The visiting rates to 
these two regions by the pilot sample nearly double the national percentages. 
Emphasising seaside destinations in this research can account for higher percentages of 
visiting West Country and Southern England with long coastlines. However, distances 
between the pilot sampling area, Guildford, and these resorts might also highlight the 
geographical preferences. 
5.4.3.2 UK Seaside Resorts Considered by the Sample 
For those 46 respondents in the pilot survey who would visit UK seaside resorts in the 
future, the destinations they might visit in the next five years were asked. This is to 
explore destinations in individuals' consideration sets. All together their answers could 
be regarded as a combination of an awareness set, or perceived opportunity set in 
Goodall's term (1991), of domestic seaside resorts. A great variety of likely choices was 
presented. Informants nominated 193 places with 163 specific resorts, since some could 
only state general regions they preferred visiting. Hence the average number of 
destinations in their consideration set could be 4.11, when including all the seaside areas; 
or 3.47, if only identified names of resorts were counted. Respondents' considered 
seaside destinations and the regions are outlined in Table 5.8. 
Bournemouth was considered by 30.4% of the respondents (14 out of 46) in their seaside 
holiday plans in the next five years. Other resorts, such as Brighton (23.9%), Newquay 
and Worthing (17.4%), Blackpool (10.9%), Swanage and Weymouth (8.7%), were also 
frequently considered by the pilot sample. Although ranks of respondents' considered 
resorts were not asked, it could be assumed that the names given first were with higher 
preferences (Ankomah et al, 1996). Further examination reveals that the top three 
resorts on the list of first considered destinations were still Bournemouth (counted 6 
times), Brighton (4 times) and Newquay (3 times). 
Different resorts appeared in the lists when comparing the considered destinations (Table 
5.8) with the actual visited resorts (Table 5.7) in the pilot study. Nonetheless, Dorset, 
Cornwall and Devon remained the three favourite counties likely to be visited by the 
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Table 5.8 Seaside Resorts Considered by the Respondents for Future Visits in the 
Next Five Years 
Region Resorts Frequency Per ceo) tb 
Bournemouth (14), Swanage (4), Weymouth (4), 
Dorset Lulworth Cove (2), Lyme Regis (2), Canford Cliffs, 34 17.6 Charmouth, Chesil Beach, Poole, West Bay, West 
Bexington 
Newquay (8), Falmouth (2), Looe (2), Penzance (2), 
Cornwall St Ives (2), Bude, Isles of Scilly, Mousehole, Penryn, 31 16.1 
Portloe, Rock 
Plymouth (3), Budleigh Salterton (2), Dawlish Warren 
(2), Ilfracombe (2), Salcombe (2), Sidmouth (2), 
Devon Torquay (2), Bantham, Croyde Bay, Exmouth, 29 15.0 
Kingsbridge, Saunton Sands, Teignmouth, Thurlestone, 
Westward Ho!, Woolacombe 
Worthing (8), Bognor Regis (3), Selsey (3), 
West Sussex Littlehampton (2), West Wittering (2), Wittering (2), 22 11.4 
Pagham, Shoreham-by-Sea 
East Sussex Brighton (11), Hastings (3), Bexhill, Camber Sands, 18 9.3 Eastbourne, Seaford 
Wales Llandudno (2), Laugharne, Rhyl, Swansea, Tenby 10 5.2 
Isle of Wight 
Yarmouth (2), Chale, Ryde, Shanklin, Ventnor, 9 4.7 
Whitecliff Bay 
Scotland Oban (2), Aberdeen, North Berwick, Troon 8 4.1 
Hampshire Portsmouth (3), Southsea (2) 6 3.1 
Lancashire Blackpool (5), Lytham/St Anne's 6 3.1 
Norfolk Great Yarmouth (2), Sheringham 5 2.6 
North 
Yorkshire Scarborough (3), Filey, 
Whitby 5 2.6 
Essex Clacton-on-Sea (2) 2 1.0 
Kent Dymchurch, Folkestone 2 1.0 
Somerset Porlock Weir 2 1.0 
Other regions ° 
Felixstowe (Suffolk), Skegness (Lincolnshire), Yorkshire, 4 2.1 
Weston-super-Mare (North Somerset) 
Total 193 100.0 
a: Numbers in parenthesis after the resort names show the frequencies of nomination. 
b: Total percent may not be 100% due to rounding. 
c: Each place included in'Other regions' was only mentioned by one pilot sample. 
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sample. The change of the order of popularity among the top three regions is probably 
owing to the image difference. In asking people where they contemplate visiting, the 
names of larger-scale resorts were probably easier to be recalled when filling in the 
questionnaire. Dorset, consisting of some famous resorts such as Bournemouth, 
Swanage, or Weymouth in the respondents' consideration set, was therefore ranked first 
as the most considered county to visit for seaside holidays. In contrast, having smaller 
towns and villages around the long scenic coastlines, Cornwall and Devon were rather 
perceived as ideal holiday regions as a whole. This could be identified from the result in 
which 9 out of 31 respondents just wrote down 'Cornwall' under consideration. More 
resorts in Devon were nominated, but still 5 cases were directly counted in the county's 
name. Respondents might not be able to point out specific locations in the two counties 
without referring to maps, especially during answering the questionnaire, but they were 
likely just to spend holidays there. This may as well explain the highest percentage of 
actual visits to Devon in the pilot survey. 
For West and East Sussex, a total 20.7% of likely visiting was observed. Difference 
between this rate and the actual visiting percent of 8.0% may indicate the potential for 
resorts in Sussex to attract domestic tourists. 
Another interesting finding was the high intention to go back to the resorts visited before. 
For the 39 informants who have visited UK seaside resorts in the last five years and 
considered having more seaside holidays in the next five years, 43.6% included the same 
destinations in their consideration sets. Another 35.9% thought of visiting resorts near 
their last destinations, e. g., in the same counties or regions. The other 20.5%, who did 
not show intentions of visiting the same resorts, might be unsatisfied with their last 
seaside destinations, or they just preferred to discover different destinations. Repeat 
visiting could be an important pattern in domestic seaside visiting which needed to be 
further clarified in the formal study. 
Counts combining the actual and considered UK seaside destinations in the pilot research 
are illustrated in Figure 5.3. In brief, resorts along all the south coast of England are 
frequently considered destinations for the pilot sample. Lack of nominations of seaside 
resorts in some northeast and northwest counties of England can also be perceived. It is 
likely that their distances to Guildford may be influential. It revealed the insufficiency 
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of the selection of pilot sampling area. Remedy should be made by reconsidering the 
sampling area in the main study to reduce the likely geographical effect on seaside resort 
choice. 
5.4.4 Source of Obtaining Resort Information 
Possible sources for obtaining information about the UK seaside resorts were examined in 
Question 9. The pilot respondents who intended to visit UK seaside resorts could tick 
any of the nine means of collecting information (including 'others') for their considered 
destinations. Forty-six of them answered this question. Most of the pilot sample used 
four information sources (23.9%). Some selected up to seven sources. On average 
they used 3.48 ways to collect resort information. Table 5.9 displays the use of 
information sources. 
Table 5.9 Sources of Resort Information 
r 
Information Sources Frequency Percent' 
From your previous visit 33 71.7 
From friends or relatives who have visited there 30 65.2 
From tourist information centres 27 58.7 
From media (newspapers, travel magazines, TV, teletext, ... ) 24 52.2 
From commercial guidebooks or travel writings available from 
bookshops 15 32.6 
From travel agents 13 28.3 
From free membership publications (AA, National Trust, ... ) 11 23.9 
From other sources 5 10.9 
From travel exhibitions 2 4.3 
a: Total percent is over 100% due to a multiple-choice question design. 
Private sources, i. e., personal experiences (71.7%) and word-of-mouth from friends and 
relatives (65.2%), were most used by the pilot sample. Then they would seek public 
121 
Chapter Five Pilot Study Flsin-Hut PU 0 2000 
information from tourist information centres (TICs) or from media. Other commercial- 
based sources (e. g., guidebooks, travel agents, or membership organisations) were 
comparatively less frequently used. A similar result is found in Jenkins' study (1978). 
Domestic US tourists tended to seek more social sources (i. e., information from members 
of the immediate family, relatives, and friends) and organise their own holidays, while his 
Dutch sample depended more on travel agencies. The pattern was supposed to reflect 
the needs of information for domestic destinations in the UK. The influence of 
commercial recommendations could be higher in the case of overseas travel. 
Although the source of resort information was asked in the pilot study, the question was 
not designed properly due to the researcher's incomplete knowledge. It asked the 
subjects to choose the sources they might use for collecting information about their 
considered UK seaside destinations (shown in the preceding subsection). However, it 
was inappropriate since questions should usually avoid asking about future intentions 
(Neuman, 2000). Hypothetical questions about the future are inevitably used (e. g., in 
marketing research or opinion polls for election results), but they have little value as a 
prediction of behaviour (Moser and Kalton, 1971). Prudent attention should therefore be 
paid to reconsidering the data needed in examining information search behaviour, and 
revising relevant questions for the main field survey. 
5.4.5 Importance of Seaside Resources 
The pilot informants were also asked to evaluate the importance of the seaside tourism 
resources in selecting UK seaside destinations (Question 6). A five-point rating scale 
was used on 25 statements, in which '5' indicated 'very important', '4' was 'important', '3' 
meant 'neither important nor unimportant (neutral)', '2' was 'unimportant', and 'F was 'very 
unimportant'. The results are shown in Table 5.10. 
The means ranged from 4.31 to 2.29. Beach water quality and scenery (means greater 
than 4) were the two salient factors agreed by most of the pilot sample in choosing 
seaside destinations. Fifteen elements with means between 3 and 4 could be regarded as 
slightly preferred reasons for visiting the seaside resort. Another eight features (means 
between 2 and 3) comprising most of the fun-oriented aspects were not so important to 
the respondents. 
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Table 5.10 Importance Evaluation of Seaside Tourism Resources 
NuItem mber 
Seaside Tourism Resources N Mean Standard Deviation 
4 Beach water quality 48 4.31 1.03 
14 Scenery (natural landscape, local architecture style, floral design, ... ) 
48 4.10 0.97 
23 Warning facilities (tide clock, bathing safety flag, ... ) 48 3.85 1.15 
19 Toilets/ showers/ changing facilities 48 3.79 1.13 
5 Car parks near the seaside 47 3.72 1.08 
22 Warm summer sea temperature 48 3.69 1.09 
7 Emergency services (coastguard, lifeboat, first aid, lost 
children searching, ... ) 
48 3.67 1.24 
20 Type of beach (sand, shingle, pebble, stone, rock, ... ) 48 3.65 1.18 
8 Food supply near the beach (cafes, pubs, refreshment kiosks, restaurants, tea rooms, ... ) 
47 3.60 1.10 
18 Sufficient local sunshine hours 48 3.56 1.03 
1 Accommodation near the seafront 48 3.50 1.01 
13 Restrictions (dogs on a lead, limited smoking areas, ... ) 48 3.38 1.14 
6 Disabled access and services 48 3.19 1.27 
24 Waterfront development (marinas, quays, docks, ... ) 47 3.17 0.99 
21 Various shopping facilities near the seaside (souvenir 48 3 17 1 33 
shops, fashion stores, shopping centres, ... ) . . 
10 Length/ width of beach 48 3.15 1.07 
Watersports potential opportunities (equipment for 
25 hire/sale, training courses, natural supporting 48 3.02 1.06 
conditions, ... ) 
12 Pleasure transport (boat trips, promenade trams/trains, ... ) 48 2.98 1.06 
9 Hut, deckchair, sunshade, ... rent 48 2.94 1.06 
17 Slope of beach (slight, steep, ... ) 48 2.92 1.01 
15 Seafront events (beach volleyball, sand castle building, ... 
) 48 2.75 1.06 
3 Beach amusement/ entertainment (proms at seaside bandstands, puppet performance, shows, ... ) 
47 2.66 1.27 
11 Piers 48 2.65 0.76 
16 Seaside fairgrounds/ playgrounds 48 2.63 1.20 
2 Aquariums/ sea life centres 48 2.29 0.87 
a: 5: very important, l: very unimportant 
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The internal reliability of these 25 seaside resource items could be identified by the 
Cronbach's alpha (a) coefficient computed from Reliability Analysis in SPSS. A rule 
of thumb is that the widely used coefficient should be 0.8 or above (Bryman and Cramer, 
1997). Values greater than 0.7 are also acceptable (Ryan, 1995). An alpha value of 
0.9494 for this set of statements indicated a high consistency among the chosen seaside 
resources in constructing the scale. 
Furthermore, item analysis is commonly used to examine the fitness of individual 
statements in a Likert scale (Chisnall, 1997; Oppenheim, 1992). Respondents evaluate 
each item in the scale by scoring (e. g., 1 to 5 points), so the item scores and the total 
scores from all items (25 in this case) can be calculated for each respondent. The 
relatedness between item scores and the total scores minus the item scores, represented by 
correlation coefficients (r), indicates whether an item should be rejected from a scale. A 
minimum level of r= +0.3 is required to validate an item in the scale (Clark et al, 1998). 
The pilot result shows that all the item-total correlation coefficients for the 25 seaside 
attributes in the scale were greater than 0.3 (from 0.32 to 0.86). Since the consistency 
among the 25 items was also shown above by a, it was appropriate to retain all the 
resource statements in the questionnaire for the formal survey. 
A main purpose of understanding respondents' evaluations of seaside tourism resources 
was to explore the likely associations between attributes and other factors influencing 
destination choice. However, the application of grouping resource attributes by 
advanced statistical skills (e. g., factor analysis), as a basis for further examination, was 
limited due to small sample size in the pilot study. Nevertheless, an attempt at running 
factor analysis on the existing response was made. The measure of sampling adequacy 
(MSA) by the Kaiser-Meyer-Olkin model was greater than 0.7 (middling) (Kaiser and 
Rice, 1974). It might indicate the potential of using factor analysis in this set of 
statements when the sample size reaches the minimum requirement in the main field 
study. Further discussions regarding factor analysis will be presented in the next 
chapter. 
Although the above examinations seem to support this question positively, another 
problem was noticed by the researcher after the pilot study. The question was probably 
too general in asking the respondents the importance of seaside conditions when choosing 
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any destinations. In a sense, it was again a hypothetical question, in which the 
respondents were misled to consider a buying decision in the future. The question 
should be cautiously modified in the formal questionnaire by focusing on specific 
experiences in holiday choice. 
5.4.6 Importance of the Holiday Considerations 
The pilot sample who went on seaside holidays during the last five years were required to 
assess the importance of some situations or constraints considered in holiday choice 
(Question 5). Statistics generated in Table 5.11 for the 10 selected considerations were 
based on the same five-point rating scale as explained in the previous subsection. 
Table 5.11 Importance of the Holiday Considerations 
Item 
Number Seaside Holiday Considerations N Mean 
Standard 
Deviation 
9 Weather expectations 48 3.92 0.92 
10 Your budget available for holiday 48 3.92 1.05 
5 Past experiences of visiting seaside resorts 48 3.85 0.92 
2 Family's opinion/ interests 45 3.82 1.13 
6 Season/ month to travel 48 3.79 0.99 
7 Time available to take holiday 46 3.78 0.87 
8 Type of transportation to be used 48 3.71 0.99 
1 Distance to your interested destinations 48 3.19 1.07 
3 Health/ disability of anyone in your party 47 3.04 1.35 
4 Party size (number of people you will travel with) 47 3.00 1.22 
a: 5: very important, 1: very unimportant. 
The means of the ten statements were all situated within the scale of 4 (important) and 3 
(neutral: neither important nor unimportant). The differences between these situations 
were not obvious. The pilot sample agreed that 'Weather expectations' and 'Your budget 
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available for holiday' were the most important considerations in making their holiday 
decisions. 'Party size (number of people you will travel with)', however, had a minimum 
mean of 3.00. It was the least important consideration among the ten, and it was thought 
to be neither important nor unimportant. 
A higher standard deviation appeared to the item 'Health/disability of anyone in your 
party'. This may indicate the informants' various reactions to the statement. The word 
'disability' was meant in a general way for whose health situations should be greatly 
concerned regarding seaside destination choices. For instance, older people may avoid 
going to resorts providing plenty of exciting water sports and activities. However, some 
might link the term directly with severe disabled situation hence their answers were 
misled. Therefore rephrasing of the statement should be considered. 
The Cronbach's alpha coefficient of the 10 holiday considerations was calculated to 
examine the internal reliability. The a value was 0.7572. Although an a larger than 
0.8 is usually expected for good consistency, a value greater than 0.7 is also acceptable 
(Ryan, 1995). Therefore, a moderate consistency among the chosen considerations was 
achieved in constructing the scale for the main study. 
Another crucial test to be conducted in the pilot stage is the item analysis to test the 
fitness of the attributes in a Likert scale. As discussed, a minimum level of r= +0.3 is 
required to validate an item in a scale (Clark et al, 1998). In the 10 statements of seaside 
holiday considerations, 'Distance to your interested destinations' failed to produce an 
item-total correlation coefficient greater than 0.3. This item was supposed to be deleted 
from the scale. However, it stayed in the list for two reasons. The importance of trip 
distance is shown in destination choice literature (e. g., Mathieson and Wall, 1982; 
Ankomah et al, 1996). A likely but unconfirmed association observed in Subsection 
5.4.3 that some regions with longer distance to the pilot sampling area were less visited 
and considered may also demonstrate a possible role of distance in choosing seaside 
resort. 
Nonetheless, rewording was needed to avoid possible misleading. If an individual has 
already been interested in a destination, it is likely that travel distance becomes less 
important than it should be considered in normal cases. 
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5.5 RECOMMENDATIONS TO THE MAIN SURVEY 
In previous sections the development of the instrument is expounded, the procedures of 
conducting the pilot survey are described, the results of the questionnaire are analysed, 
and problems detected in various aspects are reported. Summarising recommendations 
are thereby made in this section as guidelines for carrying out the main survey. Three 
issues are discussed: enhancement of the pilot questionnaire, revision of the instrument 
for the field survey, and likely development in sampling and data collection. 
5.5.1 Enhancement of the Pilot Questionnaire 
The pilot findings reveal some inadequacy of the original questionnaire design. It might 
be needed to have more questions. Firstly, it was suggested in Subsection 5.4.3 that 
repeat visiting could be an important pattern in choosing domestic seaside destinations, 
and it may need to be further clarified in the formal study. Therefore, apart from asking 
the sample's previous seaside holiday destination, the question of asking the UK seaside 
resorts visited in the last five years was added. It could be compared with the resorts 
considered visiting in the next five years to provide a better profile of the repeat visiting. 
Besides, the number of times each seaside resort was visited in the last five years was also 
asked in the main questionnaire, so that accurate information about popular seaside 
resorts and the frequency of seaside holidays could be gathered. 
Secondly, a question of the month of visiting the previous UK seaside resorts was added 
in the formal questionnaire. This was to explore issues concerning the taking of 
domestic seaside holidays further by examining the distribution of seaside holiday visiting 
across a year. 
Thirdly, as indicated in Subsection 5.4.4, information search behaviour may not be 
properly explored in the pilot questionnaire by only asking the sources of information in a 
hypothetical setting. The opinions from the academic panel assessing this study at its 
mid-term also suggested a need of delving into this issue. A new question was 
developed for the main survey to find out the level of information upon the 25 seaside 
tourism resources held by the respondents. The respondents who have spent a UK 
seaside holiday in the last five years were asked to indicate how much information they 
knew about their previous seaside destination before their visits. A five-point Likert- 
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type rating scale, which demonstrated the level of information from very detailed to very 
limited, was used so the results could be compared with the five-point importance 
evaluation of the 25 resource items. 
5.5.2 Revision of the Instrument for the Field Survey 
Apart from the extra questions to be added as suggested above, modification of the 
current questions in the pilot survey was necessary. The subsequent change of question 
order due to the layout design was also made. 
Firstly, questions enquiring into the sample's future intention should be avoided. As 
revealed in Section 5.4, pilot questions with respect to sources of seaside resort 
information and importance evaluation of the seaside tourism resources were too general 
and hypothetical. Hence in the formal questionnaire, they were modified to induce the 
answers about the informants' specific seaside experiences in the past. However, the 
question regarding the considered UK seaside resorts in the next five years stayed 
unchanged for the need of investigating the sample's consideration set. 
Secondly, adjustment of measurements may improve the quality of data. For instance, 
the participants could be required to fill in the figures about their holiday nights, times of 
visiting seaside resorts, and number of dependent children, instead of being asked to 
choose from prepared options. The level of measurement could be therefore upgraded 
from ordinal to interval scale. Moreover, the lowest income bracket could be further 
divided for its high percentages in the pilot survey. Retired people should be asked of 
their occupation before retirement for obtaining a better classification of social grading. 
Thirdly, wording of the research instrument should not be neglected. Revision of 
several pilot questions was needed to avoid misleading or confusing questions. For 
example, adding the term 'availability of or 'likelihood of in front of some seaside 
resource statements was considered, so the respondents could evaluate the importance of 
the features in a clearer concept desired by the researcher. The words labelled for the 
intermediate values on the scale, such as 'important', 'neutral' and 'unimportant', could be 
removed to reduce confusion as advised by Alreck and Settle (1995). Moreover, the 
holiday consideration of 'Distance to your interested destinations' could be rephrased as 
'Distance you would have to travel'. 'Health of anyone in your party' could be used 
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instead of 'Health/disability of anyone in your party' for lessening misunderstanding. 
Additionally, it was better to reword the age group '24 or less' to '24 or under'. 'Others' 
was suggested as an optional answer of the respondent's marital status to cover any 
widowed, separated or divorced situation. 
Above all, the revision of the questions resulted in a change of the questionnaire layout of 
the main research. The pilot questionnaire had three sections, i. e., facts concerning past 
holiday experiences, opinions and intentions regarding seaside resort choice, and 
demographic information. After the instrument modification, the sequence of the 
questions had to be altered slightly to fit the questions in A4 size pages as well as to keep 
the logic of the question order. It was then difficult to keep the questions concerning 
seaside visiting facts and intentions into two different sections. Therefore, two sections 
remained in the main questionnaire. The main research questions were grouped into one 
section only, and questions for gathering the respondents' socio-economic data were in 
the second section. Essential filter questions were added for guiding the flow of the 
question sequence. 
5.5.3 Likely Development in Sampling and Data Collection 
The pilot findings resulted in the improvement of the questionnaire as well as insights 
regarding the procedural matters, e. g., sampling and data collection, in the main study. 
Firstly, the sampling areas should be cautiously selected. The profile of the pilot sample 
in Guildford was biased in comparison with the national average standard. The pilot 
respondents were younger on average, with higher educational level and social grading. 
Choosing a sample from all England as planned for the main study might diminish this 
problem and achieve better representativeness. Besides, it could also reduce the likely 
influence of distances between sampling areas and seaside resorts, so comprehensive 
answers of UK resort visiting might be obtained. 
Secondly, the response rate might be estimated from the pilot survey. As mentioned, 
Aaker et al (1998) suggest that the return rate for sampling the general population without 
follow-up procedure is likely less than 20 percent. The pilot response rate by post 
(26.7%) was slightly higher than this figure. A possible link between Guildford local 
residents and the University of Surrey might render a higher tendency of replying. Since 
the questionnaire was lengthened, and it would be posted to the public around England, 
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the researcher should not be too optimistic in anticipating a returning rate as high as 
26.7%. It was expected to be between ten and twenty percent. 
Thirdly, the possible period for data collection was hinted for planning the main study. 
As required in piloting, most informants could return their questionnaires before the two- 
week deadline. Some posted the questionnaires back in the third week. There was no 
response after one month. It seems that the sample was able to cooperate on schedule 
with such a research topic. Therefore, considering the increased length and the number 
of questionnaires required in the formal survey, the data collection period was estimated 
as one month. 
Finally, whether to provide reminders in the formal survey was considered. Sending 
reminders or follow-ups in mail surveys is usually recommended for raising the response 
rate (Oppenheim, 1992; de Vaus, 1996; Veal, 1997; Aaker et al, 1998). Follow-ups 
were not sent by post in the pilot study mainly because of time constraint. However, a 
part of the pilot sample receiving the questionnaire by the alternative delivery approach 
was given reminders once if the collections were not completed during calling back by 
the surveyor. The return of the pilot questionnaire by those respondents was indeed 
increased by giving reminders (see Subsection 5.3.4), which may suggest the need of 
planning it in the main postal survey. Notwithstanding, more uncertainties are input by 
sending reminders. It is hard to anticipate how many more replies can be returned. 
The time spent on sending reminders and awaiting more questionnaires is not less than 
processing the main postal survey. The ensuing cost of printing and postage is also 
considerable. Therefore in the formal survey, follow-ups would not be sent unless 
necessary. 
In brief, experiences gained from piloting could help the execution of the former 
fieldwork. Recommendations made in this section are principal guidance. Further 
details with respect to instrument preparation and data collection in the main survey will 
be reported in the next chapter. 
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5.6 SUMMARY 
This chapter is the middle one of the three methodological issues examined in this 
research. The purpose of the chapter is to present the process of the pilot study as a 
justification of the research design discussed in the former chapter. Four subsections are 
comprised in this chapter. Firstly, accounts are given of the development of research 
instruments in Section 5.2. Secondly, the execution the pilot survey, i. e., sampling and 
data collection, are expounded in Section 5.3. Furthermore, the descriptive findings of 
the pilot questionnaire are analysed, and shortages detected in various aspects are reported 
in Section 5.4. Lastly, improvements of the insufficiencies in the pilot study are 
recommended in Section 5.5. 
The results of the pilot survey are given in Section 5.4. This reports the percentage 
distribution of pilot data, qualitative information of seaside resort visiting in the UK, and 
the means of the statements in scale questions. It may be unsuitable to deem the 
descriptive results as 'findings' since little enlightenment could be obtained in terms of 
theoretical contributions. However, the outcomes may function as guidance and the 
recommendations to the formal survey are hence derived. 
In brief, the pilot study has fulfilled the goal of examining the research instrument and the 
procedural matters so that precautions could be taken to improve the main survey. 
However, findings shown in this chapter are descriptive and primary. The small sample 
size for piloting limited the demonstration of further statistical skills. Whether the 
modified questionnaire can achieve the research objectives is still a moot point. 
Therefore, prospective statistical techniques in data analysis are criticised in the next 
chapter for clarifying this pending concern. 
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CHAPTER SIX 
METHODOLOGY III: METHODS AND TECHNIQUES 
6.1 INTRODUCTION 
The purpose of this chapter is to introduce the methods and techniques employed in the 
main field study. This is the third and the last methodological chapter. The research 
design and the pilot study have been discussed in the two preceding chapters. Although 
the research process and instrument have been developed with deliberation, the discussion 
of the methodological issues is not completed without demonstrating an inclusive plan for 
data analysis. Whether the analyses of the main questionnaire by the prospective 
statistical skills can achieve the research objectives should be considered. Accounts 
should also be given of dealing with the qualitative data. The research design can be 
therefore fully justified by critically reviewing the strengths and weaknesses of the whole 
methodology. 
This chapter consists of six major sections: preparation of the main research instrument, 
methods in data collection, statistical techniques for data analysis, analysis of the open- 
ended questions, focus of the analysis, and strengths and weaknesses of research 
methodology. Firstly, the arrangement for settling the final questionnaire is elucidated 
in Section 6.2. Secondly, the actual methods utilized in sampling and data collection are 
reported in Section 6.3. Thirdly, in Section 6.4 statistical techniques applied to analyse 
the questionnaire are reviewed. Next in Section 6.5, the approaches of handling the 
open-ended questions are outlined. Afterwards, the focus of the analyses to the study is 
appraised in Section 6.6. Above all, the pros and cons of the methodology used in this 
research are integrated and criticised in Section 6.7. 
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6.2 PREPARATION OF THE MAIN RESEARCH INSTRUMENT 
This section outlines the procedures adopted in preparing the formal questionnaire. Two 
subsections are included: 'Techniques for questionnaire design' and 'Pretest of the main 
questionnaire'. 
6.2.1 Techniques for Questionnaire Design 
In Chapter Five, main suggestions of adding and revising questions for the main survey 
have been made. The modified questionnaire was originally drafted by general word- 
processing software. However, an optional technique was considered. Formic 3® is the 
software computerising questionnaire design by integrating the functions of word- 
processing, scanning and statistical analysis. The Formic 3® software was used in the 
main study for several reasons. It was an available resource in the researcher's school. 
The software has been developed specifically for questionnaire design, with various 
choices of question formats. The questionnaire designed in the Formic 3® layout may 
provide a professional appearance to encourage the response. Moreover, the data can be 
scanned instead of inputting by hand. Statistics can be generated directly by Formic 
itself. The data sheets can also be converted into different formats to be used in other 
statistical software. The variable settings created at the Formic Design stage are retained 
during data conversion so the new data file can be used immediately for analysis. For 
the benefits highlighted, Formic was used to assist in formatting the main questionnaire. 
6.2.2 Pretest of the Main Questionnaire 
The need for the instrument pretest was raised owing to the alteration of the contents and 
layout of the questionnaire as well as the application of the new technique. A 
convenient sample was contacted, which covered people with or without background 
knowledge. A covering letter and the questionnaire formulated by Formic Design were 
presented to nearly twenty individuals. The pretestees were asked to complete the 
questionnaire and to be interviewed by the researcher. The researcher could ask them 
whether their understanding of the questions was as expected. Their opinions about the 
layout, wording and question flow of the instrument were also asked, so further 
improvement could be made. 
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Scanning test by Formic Scan was also very crucial to ensure that the software could 
capture the answers from the correct format in the designed order. Scanners are very 
delicate to locate precisely the writings falling into the scannable zones defined at the 
Formic Design stage. Modifications of questionnaires may affect the position of the 
scannable objects. This can cause a disastrous outcome if the changes are made after 
distributing the instruments. The scanners will not be able to produce the expected data 
sheet under this circumstance. Therefore, pretest of the scanning function has to be done 
for the final version of the questionnaire before distribution. The format of the final 
questionnaire saved in Formic should be kept the same until the scanning procedure is 
finished. For more details of the final questionnaire in the Formic style and the cover 
letter used in the main study, Appendix 6.1 can be referred to. 
6.3 METHODS IN DATA COLLECTION 
The procedural matters applied to the empirical fieldwork are reported in this section, 
which include sampling method, sample size, data collection, and response rate. 
Recommendations from the pilot study are taken into account for ameliorating the 
procedure. 
6.3.1 Sampling Method 
This research attempted to explore the choices of UK seaside resorts by domestic tourists. 
As discussed, a mail survey by structured questionnaire targeting adult residents was the 
approach planned for the main study. The population was defined as the adult residents 
in England albeit the pilot sample was only drawn from a small area for expediency. 
A suitable sampling method for obtaining a nationwide sample should be meditated. In 
the pilot stage, the Registrar of Electors of the pilot study area was the sampling frame, 
and the systematic sampling was the sampling method used for selecting the names from 
the Registrar of Electors at the fixed interval. The same sampling procedure was not 
adopted in the main survey for the lack of practicality. The Registrar of Electors is a 
good sampling frame for a national survey. However, there is no single location 
providing the entire national holdings. Besides, no computerised information is 
available for public use. For the main study, it was not practical to prepare a mailing list 
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manually by visiting many places in the country and getting access to their local polling 
rolls for drawing only a few names and addresses from each location. 
Alternatively, the Postcode Address File (PAF) was considered as a feasible option. The 
PAF is a national sampling frame broadly used in the UK (Crimp and Wright, 1995; 
Chisnall, 1997). The hierarchical postcode system including a combination of up to 
seven letters and numbers is used by the Royal Mail for mechanised sorting of mail. 
Every current address in the UK, either residential or business, is covered in the postcode 
system. The PAF based on the postcode system is computerised and commercialised. 
Other users can purchase files of the whole nation or by areas from the Royal Mail as well 
as its commercial accredited suppliers. Since a postal survey was the main survey 
approach in this study, the use of the computerised PAF as the sampling frame for 
obtaining the mailing list seemed more convenient. Another benefit is that the postal 
labels could be prepared easily by the readymade file. 
The ensuing consideration of the sampling method can be based on the trait of the chosen 
sampling frame. A multi-stage sampling method was implemented. As suggested by 
Moser and Kalton (1971), it is usually desirable and often essential to conduct the 
sampling approach in two or more stages. In the main study, the sample was drawn 
from a two-stage process. England was decided as the sampling region instead of the 
whole UK since the research budget for obtaining mailing list from the PAF supplier was 
limited. All the eight official regions in England were therefore used as the primary 
sampling units (PSU's) at the first stage. The eight official regions in the alphabetical 
order are: East Anglia, East Midlands, North, North West, South East'(including London), 
South West, West Midlands, and Yorkshire and Humberside. Then at the second stage, 
households were the final sampling units. The mailing list was generated by selecting 
residential addresses in proportionate to the population of the eight official regions. The 
instructions of sampling were given to the PAF supplier, so the addresses on the mailing 
list could be extracted by setting rules to the computer as requested. 
Considering the available financial resources for obtaining the PAF in the main study, the 
researcher could only afford to require two thousand residential addresses from the PAF 
supplier. No occupants' names in the chosen households were provided. The research 
population was still defined as the same, but the sampling unit was specified as residential 
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households in England due to the change of sampling frame from the Registrar of 
Electors to PAF. 
6.3.2 Sample Size 
Tull and Hawkins (1993) point out six means to determine sample size. They are 
'unaided judgement', 'all you can afford', 'the average for samples for similar studies', 
'required size per cell', 'use of a traditional statistical model', and 'use of a Bayesian 
statistical model' (p. 566-568). In fact, an optimal size may not be decided by any single 
guidance listed above. It would be substantial to consider the resources and required 
data of each research project and make a sensible judgement. For a self-sponsored 
degree study targeting a nationwide sample, the researcher was not able to find thousands 
of respondents as the commercial organisations could do. A more important principle of 
deciding sampling size was therefore to comply with the basic statistical requirements. 
The optimal sample size was anticipated to be greater than 200 for analysing nominal, 
ordinal and interval data in the main questionnaire. Further discussion of the minimum 
cases for different analyses will be presented in the next section concerning data analysis. 
In mail surveys, the real difficulty of deciding exact sample sizes before conducting the 
fieldwork is estimating the number of sampling units needed in the mailing lists by the 
hardly anticipated response rates. The response rate of 26.7% from the pilot sampling 
area might provide a clue. In the main survey, however, a lower response rate would be 
encountered for the reasons discussed in the previous chapter (see Section 5.5). The 
change of the sampling unit from individuals to households due to the utilisation of PAF 
as the sampling frame may also influence the return rate. The research instruments were 
sent to the occupiers of selected households, and no names of the recipients were 
specified. It was likely that more questionnaires were disregarded since nobody was 
especially responsible for answering the questions. 
As mentioned in Chapter Five, Subsection 5.3, it was presumed that the response rate for 
this postal survey without reminders could be between 10 and 20 percent. That is to say, 
a mailing list with 2,000 postal addresses in England was necessary to generate the 
minimum sample size of 200. The range of possible sample size would be between 200 
to 400. The mailing list was prepared by drawing residential addresses from the Postal 
Address Files by the Royal Mail as proposed. 
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6.3.3 Data Collection 
The main data collection was carried out in March and April in 1999. The 2,000 
prospective sample households received a package by second class mail including the 
self-completed questionnaire, a covering letter, and a stamped-addressed freepost 
envelope for reply. Informants were assured of the confidentiality in providing 
information that was to be analysed for research purposes only. 
A suggested deadline for returning the questionnaires was scheduled in two weeks as used 
in the pilot survey, so the questionnaires could be returned by the Easter holidays. The 
sample seemed to be able to cooperate with the two-week deadline on such a research 
topic regardless of the fact that a lengthened questionnaire was presented. Most of the 
replies were obtained in the first and second week. Some sent the questionnaires back in 
the third week. Without further reminders, only occasional responses arrived after one 
month. The cut-off point for accepting questionnaires was one month after posting. 
Follow-ups, as discussed, were not sent mainly for the time and cost. 
6.3.4 Response Rate 
Two hundred and forty-three individuals returned the questionnaire by freepost without 
further reminders, of which 230 cases were available for data analysis. The valid 
response rate from the two thousand respondents was 11.5%. 
6.4 STATISTICAL TECHNIQUES FOR DATA ANALYSIS 
Several bivariate and multivariate statistical skills applicable to the variables in the 
research questionnaire are introduced in this section. Apart from basic descriptive 
statistics showing the trend of the data distribution, advanced analyses for the main study 
were needed. The prospective statistical technique provided quantitative evidence for 
the relationships among variables so the results could be interpreted. 
The bivariate tests discussed in this section are chi-square (x2) test, t test, one-way 
analysis of variance (ANOVA, or F test) and post hoc test, Mann-Whitney U tests, 
Kruskal-Wallis H test, and measures of associations. The multivariate statistical 
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techniques are factor analysis, one-way multivariate analysis of variance (MANOVA), 
and discriminant analysis. The section intends to highlight the criteria for choosing 
proper analyses for the main questionnaire as well as the assumptions and limitations of 
applying the techniques. However, mathematical backgrounds of the statistical skills are 
not the focus. The version of SPSS 8.0 for Windows was employed for generating the 
statistics required. The results as the applications of the statistical analyses will be 
presented in the following chapters regarding the research findings. 
6.4.1 Criteria for Choosing Analysis 
Numerous statistical methods have been developed for use under different conditions. 
The following six criteria should be considered for selecting the techniques appropriate to 
the information collected. 
Firstly, the scales of measurement are initially concerned. Four levels of scales are 
usually categorised: nominal, ordinal, interval and ratio scale (Frankfort-Nachmias and 
Nachmias, 1992; Tull and Hawkins, 1993; de Vaus, 1996; Aaker et al, 1998). Nominal 
variables only have name value, e. g., gender, occupation, or yes-no questions. Ordinal 
scales are comprised of categories with rank order, e. g., educational level. Interval data 
have values on a continuous scale. The values representing the measurements have 
equal intervals, but the location of the zero point on the scale is not fixed. For instance, 
most attitude scales are treated as interval data. Likewise, ratio measurements are 
similar to interval scale, but true zero exists. For example, age, holiday nights, and 
number of visits are regarded as ratio data. The data collected from the research 
questionnaire, either metric or non-metric (as the terms used by Aaker et al, 1998, and 
Hair et al, 1998), could be distinguished further by different levels of measurement, and 
the related analyses. In general, the higher the level is, the broader the choice of 
analyses can be made. 
Secondly, the numbers of variables are considered. According to the number of 
variables involved in analyses, statistical skills can be grouped into univariate, bivariate 
and multivariate methods (de Vaus, 1996). Frequency distributions are basic univariate 
analysis for individual variables. Bivariate methods test the differences or associations 
between two variables. Multivariate techniques, however, deal with the relationships of 
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more than two variables. The selection of analyses in each group is also related to the 
scales of variables. 
Thirdly, the dependence of variables plays a role in filtering the analyses. In a 
dependence technique, a variable or a set of variables is recognised as dependent variable 
to be explained or predicted by other variables called independent variables. On the 
contrary, if no single variable or group of variables is identified as being independent or 
dependent, it is defined as an interdependence technique (Hair et al, 1998). Independent 
variables are sometimes named as predictor variables, and dependent variables are 
referred to as criterion variables (Tull and Hawkins, 1993). Factor analysis, for instance, 
is an interdependence technique, while MANOVA is an example of dependence 
techniques. In bivariate tests, appropriate skills can be selected if the direction of 
dependence between two variables may be decided. In multivariate dependence 
methods, the number of predictor and criterion variables also differentiates the use of 
particular techniques. 
Fourthly, whether to use parametric or non-parametric tests should be considered. The 
term parameter means a measure describing the distribution of the population, such as the 
mean or variance (Cramer, 1998). Parametric tests are therefore named since they are 
based on assumptions about the parameters of the population. Three conditions should 
be complied with for applying parametric tests: (1) the level or scale is metric, i. e., 
interval or ratio; (2) the distribution of the population is normal; and (3) the variances in 
the population are equal or homogeneous (Bryman and Cramer, 1999). The ANOVA 
and t tests are examples of parametric analysis. However, when the data are nominal or 
categorical and limited information about the parameters can be assumed, non-parametric 
or distribution-free tests are considered. The x2 and Kruskal-Wallis H tests are non- 
parametric tests used in this study. 
Moreover, whether the sample is related or unrelated influences the choice of statistical 
methods. The sample is deemed as related under two circumstances (Bryman and 
Cramer, 1999): when the responses on separate occasions by the same participants are 
compared, or if the participants compared have been matched or paired on certain 
characteristics, e. g., husbands and wives. In this study, the respondents were dealt with 
as an unrelated sample in choosing the statistical skills, because that they were 
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independently selected by a multi-stage sampling method, and no analyses were needed 
for matched comparisons. 
Finally, the number of comparison groups in a variable should be taken into account in 
determining the statistical tests used. It is especially crucial when comparing the group 
differences in bivariate techniques. The lists providing the number of groups in the 
variables and the corresponding analyses can be referred to in Cramer (1998), and 
Bryman and Cramer (1999). For instance, t test is formulated only for two-group 
comparison. However, F test can be applied to the comparisons between two or more 
groups. 
The selection of statistical skills is not very flexible when the aforementioned criteria are 
based. The methods examined below are only the analyses suitable for the data in the 
main questionnaire, which have been chosen from the alternatives according to the 
interconnected criteria. Tabulated or illustrated guidance for easy reference concerning 
the selections of statistical techniques can be found in de Vaus (1996), Tabachnick and 
Fidell (1996), Cramer (1998), Hair et al (1998), and Bryman and Cramer (1999). 
6.4.2 Bivariate Analysis 
As implied by the term, a bivariate analysis examines the potential link between two 
variables. Bivariate analyses generate two types of measures to indicate the likely 
relationship: statistics denoting the differences of data patterns and measures showing the 
associations between two sets of data (Cramer, 1998; Bryman and Cramer, 1999). In 
some circumstances, the two types of statistics are interrelated and both reported for data 
interpretation, e. g., chi-square value as a measure of difference and phi coefficient as a 
measure of association for two dichotomous variables. 
A main concern of using bivariate analysis is for its statistical inference. In other words, 
the statistical tests justify whether the differences or associations found in the sample can 
be inferred to the whole population. It is known as inferential statistics in contrast to 
descriptive statistics, which only reports the data trend applied to the sample (de Vaus, 
1996; Punch, 1998). Interpretations of the inferential statistics will be made when 
presenting the results of each test in later chapters. In this subsection, the bivariate 
techniques involved in this study are briefly introduced, which include chi-square (x2) test, 
140 
Chapter Six Methods and Techniques Hsin-Hut PU ® 2000 
t test, analysis of variance (ANOVA) and post hoc test, Mann-Whitney U test and 
Kruskal-Wallis H test, and measures of association. 
6.4.2.1 Chi-square (') Test 
A chi-square (x2) test measures the differences of distributions of one variable across two 
or more comparison groups in another variable. The variables in this bivariate analysis 
are both at nominal level. The differences between the observed and expected numbers 
distributed in each cell in a contingency table provide the mathematical base for 
computing the xZ values. The Pearson's x2 measure is usually reported. In this study, 
the relationship between individuals' action of visiting UK seaside resorts, intentions 
about future visits and recommending seaside holidays to acquaintances were tested by 
the x2 measures. 
A limitation of adopting the x2 statistic is the occurrence of small expected frequency. 
When the degree of freedom (dfj is 1 in a 2x2 contingency table, the number of cases 
expected in every cell for crosstabulation should be at least 5. When any of the two 
variables has more than two groups, the proportion of the cells with expected value 
smaller than 5 should be less than 20%, or no expected frequency is less than 1 (Bryman 
and Cramer, 1999). 
6.4.2.2 T Test 
T test is a well-known test for identifying whether significant differences exist between 
two groups of a sample from one population (Clark et al, 1998). The group variables 
have to be dichotomous in t tests. The differences are compared by the two group means 
from metric data on interval or ratio scale. 
T test is a parametric test that needs the population variances in calculation. The basic 
assumptions for t tests are: the data should be above interval level, the sample is randomly 
chosen and in a normal distribution, and the variances of the two groups should be similar 
in population (Clark et al, 1998). Practically, SPSS provides a Levene's test for equality 
of variance to test the last assumption, and calculates both standard and adjusted t values. 
The adjusted t values should be reported when the significance in the Levene's tests 
discloses unequal variances in the population (Green et al, 2000). 
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The t values can be positive or negative in SPSS output if the absolute values in the 
original formula are not taken. The signs indicate which group has higher means than 
the other group. The tests used in later analyses were independent-samples t tests for the 
unrelated sample. They could distinguish the mean differences in dichotomous variables 
such as gender or yes-no questions. 
6.4.2.3 One-way Analysis of Variance (ANOVA) and Post Hoc Test 
The Analysis of Variance (ANOVA) is also called F test. The F ratio is calculated in a 
one-way ANOVA as an indication for distinguishing the mean differences between two 
or more groups in the variables (Cramer, 1998). Significant F indicates that the 
differences are sustained in the population. As a parametric test, ANOVA follows the 
basic assumptions as t test does. The data should be metric, the sample is random and 
normally distributed, and the variances of the two groups should be similar in population 
(Clark et al, 1998). In the results demonstrated in the finding chapters later, ANOVA 
were mainly employed to explore the relationships between the respondents' demographic 
data and their importance evaluations. 
Post hoc tests can be conducted as follow-up tests for ANOVA. ANOVA only provides 
a single F value for examining the overall group difference. The measure cannot 
indicate where the further differences might exist if the comparison groups are more than 
two. Post hoc test runs multiple pairwise comparisons to explore further the 
relationships between each pair of groups in the independent variable. Hence, the post 
hoc multiple comparisons can only be applied to variables with more than two groups. 
Different measures can be generated in SPSS for the post hoc tests in a one-way ANOVA. 
If equal group variances are shown in the Levene's tests of homogeneity-of-variance, the 
Scheffe tests are the post hoc comparisons applied (Bryman and Cramer, 1999). When 
unequal variances are found, the Dunnett's C tests instead of the Scheffe tests are 
suggested as follow-up tests (Green et al, 2000). For more details regarding post hoc 
tests, Black's discussion (1999) can be referred to. 
6.4.2.4 Mann-Whitney U Test and Kruskal-Wallis H Test 
As mentioned, non-parametric tests should be conducted if the basic assumptions of 
normal distribution and equal variances in the population are in doubt. Mann-Whitney 
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U test is the non-parametric one parallel to the independent-samples t test (Clark et al, 
1998). Likewise, Kruskal-Wallis H test is the non-parametric version instead of a 
parametric F test (Bryman and Cramer, 1999). Mann-Whitney U test is used for the 
unrelated samples with two comparison groups in the independent variables, and Kruskal- 
Wallis H test is for the unrelated samples with two or more groups. The dependent 
variables, however, can be ordinal scale. In this study, the two methods were mainly 
applied to provide auxiliary data for interpreting the relationships between the informants' 
profile variables and their importance evaluations. 
6.4.2.5 Measures of Association 
As mentioned, bivariate analyses show the likely relationships of two variables through 
measures of differences or associations. The tests discussed above generate statistics for 
the differences of data patterns. In this subsection, measures used in the study showing 
the associations between two data sets are discussed. The term association simply 
denotes the relationship between variables irrespective of the scales, as used by de Vaus 
(1996) or Cramer (1998). It is not used in the specific way adopted by Black (1999), in 
which association only means tendencies for one nominal variable linked with another 
variable, while correlation refers to a direct mathematical link between variables on 
ordinal or interval/ratio scales. The guidance of deciding the appropriate measures of 
association can be found in de Vaus (1996) and Black (1999). Three coefficients 
relevant to the findings are introduced in this subsection. 
The Pearson product-moment correlation coefficients (r) is a widely used measure of 
association. Pearson's r indicates the strength of a linear relationship between two 
metric variables in a sample. The significance test for r assesses the existence of a linear 
relationship between the two variables in the population (Green et al, 2000). The 
coefficient varies between 0 (no relationship) to 1 (perfect linear association). The 
direction of the relationship is shown by a plus or minus sign. All possible correlations 
can be described on a continuum from -1' to +1 (Clark et al 1998). For the behavioural 
science as suggested by Green et al (2000), correlation coefficients of 0.1,0.3, and 0.5 
(regardless of sign) are typically interpreted as small, medium, and large coefficients, 
respectively. The measure is symmetric since no dependent or independent variable is 
implied. 
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An eta (ti) coefficient is referred to when an association is non-linear. The il coefficient 
(from 0 to 1) measures the degree of an association between a categorical/ordinal variable 
(the independent variable) and an interval/ratio variable (the dependent variable) (Cramer, 
1998). Eta is a non-directional measure; namely, it only shows the magnitude of a 
relationship but not the direction of the relationship. A squared eta (rl2), or the 
correlation ratio, is also used to denote the percentage of the total variance in the 
dependent variable that can be accounted for by the independent variable (Cramer, 1988). 
The phi (cb) coefficient is less used, which is a measure of the association between two 
dichotomous variables (Cramer, 1998). The calculation is mainly derived from chi- 
square. The results vary between zero and one. The c coefficient can be produced for 
2x2 tables by the Crosstabs command in SPSS (Bryman and Cramer, 1999). 
In this research, the Pearson's r coefficients were computed mainly to examine whether 
possible links existed between the sample's evaluation of the importance of seaside 
tourism resources and the level of advance information the sample had about each 
resource item. The multivariate r12 values were calculated in MANOVA as indexes of 
the associations between the respondents' socio-economic variables and the three sets of 
scaling variables: level of seaside resort information, importance of seaside tourism 
resources, and importance of holiday considerations. The 1 coefficients were shown in 
testing the relationships between respondents' actual seaside visit, intention of visit, and 
willingness to recommend seaside resorts. 
6.4.3 Factor Analysis 
Factor analysis is a frequently used multivariate skill. The purpose of employing an 
exploratory factor analysis is to reduce a set of variables with the same metric scales into 
fewer factors, so that the main constructs or dimensions behind these variables could be 
discovered and explained (Kline, 1994). It is an interdependence technique since no 
single variable or group of variables is identified as being independent or dependent (Hair 
et al, 1998). In this study, the level of resort information, the importance evaluation of 
the seaside tourism resources and holiday taking considerations are factor analysed so the 
simplified categories could be used further in other analyses. 
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The main steps in a factor analysis can be summarised as computing correlation matrices, 
factor extraction, factor rotation, and interpretation of factors (Kline, 1994; Tabachnick 
and Fidell, 1996; Hair et al, 1998; Hutcheson and Sofronioti, 1999). A factor analysis 
commences with a basic assumption that each variable in a set is a linear combination of 
some factors. Some factors are common in every variable. Others are specifically 
found in a certain variables. To represent the relationships among the set of variables by 
the underlying factors, the Pearson's r coefficients between each pair of variables should 
be computed first. The derived correlation matrices are used for further calculations. 
The following step is factor extraction, by generating factor solutions and determining the 
number of initial unrotated factors to extract. Factor solutions can be obtained from 
various models with different types of variance in the correlation matrices. For example, 
principal component analysis (PCA) uses the total variance in calculation, whilst common 
factor analysis uses shared, or common, variance among the variables (estimated by 
communalities) for analysis (Hair et al, 1998). The former one is more widely 
employed and chosen in this study. The optimum number of initial factors can be 
determined by several means. The most popular criterion uses eigenvalues (or latent 
roots) as indicators (Everitt and Dunn, 1991; Tabachnick and Fidell, 1996; Hair et al, 
1998). The factors are significant to be retained if the eigenvalues representing variance 
are greater than one. The method can be applied to either component analysis or 
common factor analysis. 
The next stage of a factor analysis is factor rotation. Factor lines are rotated 
geometrically to improve the interpretation of the factors. A choice between orthogonal 
and oblique rotation needs to be considered. Factors are uncorrelated in orthogonal 
rotation, but may be correlated in oblique rotation. Orthogonal rotation is less realistic 
while oblique result is difficult to interpret and to be repeated by other research. 
Therefore, the former is often reported. Practically, varimax is the most common 
orthogonal technique provided in statistical packages (Tabachnick and Fidell, 1996). It 
is used in later analyses. 
A main procedure after factor rotation is to interpret the factor solution. Rotated factor 
loadings should be displayed as the main result for interpretation. Factor loadings show 
the correlations between each factor and variable. Each extracted factor can be labeled 
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according to the related variables with significant loadings. The minimum values of 
factor loadings to indicate significance vary by the sample size. The suggestion made by 
Hair et al (1998) can be referred to (Table 6.1). For instance, when the sample size is 
125, only the items with factor loadings grater than 0.50 are regarded as significant and 
are taken to explain the factors. Likewise, if the sample size is 225, factor loadings of 
the attributes should be over 0.40 to show the significance. 
Table 6.1 Guidelines for Identifying Significant Factor Loadings Based on Sample 
Size 
Factor Loading 0.30 0.351 0.400.45 0.50 0.551 0.601 0.651 0.70 
ý 
0.75 
Sample Size Needed for 350 250 200 150 120' 100.85,70 60 50 Significance at 0.05 Level 
Source: Hair et al, 1998, p. 112 
In principal component analysis, the percentage of the total variance explained by the 
selected factors should be reported to indicate the interpretability. Since the information 
for factor analysis is often less precise in social science, it is satisfactory that a factor 
solution accounts for 60 percent (and in some instance even less) of the total variance 
(Hair et al, 1998). 
The basic process of a factor analysis is accomplished by the aforementioned steps. 
However, additional uses can be applied to the results of factor analysis. For example, 
factor scores of each factor can be computed for each case for further analysis (Hair et al, 
1998). In the analyses presented in later chapters, factor scores are used in F tests to 
examine the links between the three groups of factors and the respondents' demographic 
data. Factor scores are also used in discriminant analysis to examine the power of the 
holiday consideration factors in distinguishing seaside resort choice. 
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6.4.3.1 Requirements for Factor Analysis 
Some technical rules and data requirements should be noted before conducting a factor 
analysis. Firstly, sample size is important since a factor analysis needs heavy 
calculations based on Pearson correlations. Computing factors on a small sample may 
be problematic. Arguments have been made on determining the appropriate minimum 
sample size. A suggestion of the marginal sample size should not be less than 50 (Hair 
et al, 1998). Generally a sample of 100 or greater observations is preferable, and the 
larger the number of observations the better (Kline, 1994; Hair et al, 1998). Another 
limitation concerning the sample size in factor analysis is the ratio of subjects to variables. 
Kline (1994) claimed that the minimum cases-per-variable ratio is 2: 1, the bigger the ratio 
the better. A ten-to-one ratio is fairly acceptable (Kline, 1994; Hair et al, 1998). For 
example, to run a factor analysis for ten items, at least twenty respondents are needed. 
However, twenty subjects are too few to comply with the rule of sample size. One 
hundred individuals would be better in this instance to fulfill both requirements. 
Secondly, the reliability of the scale should be examined in advance. Practically, the 
internal consistency of the group of items can be identified by the Cronbach's alpha 
coefficient computed from the Reliability Analysis in SPSS. A rule of thumb is that the 
widely used coefficient should be 0.8 or above (Bryman and Cramer, 1999). Values 
greater than 0.7 are also acceptable (Ryan, 1995). Higher values indicate better 
consistency among the items in constructing a scale. 
Thirdly, whether correlations between attributes exist should be tested. In SPSS, the 
Bartlett's Test of Sphericity is produced for this purpose. The null hypothesis is that the 
correlation matrix of the items is an identity, i. e., the diagonal values of the matrix are all 
one, and the other values are zero (Ryan, 1995). A significant result indicates that the 
matrix is not an identity, so that further procedures in factor analysis based on the 
correlation matrix can be proceeded. 
Finally, the measure of sampling adequacy (MSA) should be checked. Kaiser (1970) 
has proposed the Kaiser-Meyer-Olkin (KMO) model for the purpose in which correlation 
and partial correlation coefficients are compared. Kaiser and Rice (1974) interpret the 
KMO statistics, from zero to one, as follows. The KMO statistics in 0.9's are 
'marvelous', in 0.8's are 'meritorious', in 0.7's are 'middling', in 0.6's are 'mediocre', in 0.5's 
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are 'miserable', and KMO value below 0.5's is 'unacceptable'. In SPSS, the KMO value 
for the overall data set is displayed as a single statistic for examining the sampling 
adequacy. However, the KMO values for individual variables are derived from the anti- 
image correlation matrix, which may be used to judge the removal of items from the 
factor analysis (Hutcheson and Sofroniou, 1999). 
6.4.4 One-way Multivariate Analysis of Variance (MANOVA) 
Unlike factor analysis, one-way multivariate analysis of variance (MANOVA) is a 
dependence multivariate technique to deal with the associations between dependent and 
independent variables. A one-way MANOVA is applied to examine the effect of one 
non-metric variable on a set of two or more metric variables in the population (Green et al, 
2000). The independent variable is nominal or ordinal, while the set of dependent 
variables is on a same interval or ratio scale. MANOVA works best when the group of 
dependent variables are moderately correlated (Tabachnick and Fidell, 1996). In this 
research, MANOVA tested the influences of each demographic variable on individual's 
overall level of advance information of the 25 seaside tourism resources, combined 
evaluations of the importance of the 25 tourism resources and the 10 seaside holiday 
considerations. 
In SPSS, the Multivariate option under the command of General Linear Model (GLM) is 
used to generate the required statistics for a one-way MANOVA. The Wilks' lambda (A) 
is the frequently reported statistic in the social science literature to evaluate the hypothesis 
of equal population means in MANOVA (Green et al, 2000). However, it is not 
common to evaluate the Wilks' A directly as the only result of MANOVA. The 
multivariate F values, an approximation to F derived from lambda, and their associated 
degrees of freedom (do for the significance test are also presented (Tabachnick and Fidell, 
1996). Furthermore, the multivariate eta square (il') based on Wilks' A is often referred 
to as an index of effect size. It demonstrates the percentage of the multivariate variance 
of the set of dependent variables associated with the single independent variable (Green et 
al, 2000). 
To provide more information for interpreting the results, follow-up tests can be carried 
out for MANOVA. Separated ANOVA tests between the independent variable and each 
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dependent variable in the set can be conducted as follow-up tests of MANOVA. Post 
hoc tests can also be performed for MANOVA. Post hoc test runs multiple pairwise 
comparisons to explore further the relationships between each pair of groups in the 
independent variable with more than two groups. In SPSS, different measures can be 
produced for the post hoc tests in a one-way MANOVA. If equal group variances are 
shown in the Levene's tests of homogeneity-of-variance, the Bonferroni tests are the post 
hoc comparisons applied. When unequal variances are found, the Dunnett's C tests 
instead of the Scheffe tests are suggested as follow-up tests (Green et al, 2000). 
6.4.4.1 Requirements for MANOVA 
MANOVA has similar assumptions as ANOVA does. The respondents are randomly 
sampled and unrelated. The dependent variables are multivariately normally distributed, 
i. e., each variable is in a normal distribution, and the combination effect of variables is 
normally distributed. Moreover, the variances and covariances among the dependent 
variables should be similar in population (Green et al, 2000). The data in this study 
fitted in the first assumption. The second assumption of multivariate normality underlies 
most multivariate techniques, but there is no direct test for it (Hair et al, 1998). 
Therefore, univariate normality is usually tested in practice. As for the third assumption, 
homogeneity of variance-covariance matrices, the Box's M test of equality of covariance 
matrices in SPSS yields the measure to test the null hypothesis of equal covariance 
matrices. 
6.4.5 Discriminant Analysis 
Discriminant analysis is also a dependence multivariate technique like MANOVA to 
examine the likely relationships between dependent and independent variables. A 
discriminant analysis determines the influence of a group of two or more metric variables 
(independent variable) on a single non-metric variable (dependent variable) in the 
population. Discriminant analysis is as a mirror image of MANOVA, in which the 
dependence relationship is reversed: the single independent variable is non-metric and the 
group of dependent variables is metric (Hair et al, 1998). Sometimes discriminant 
analysis is even used as a follow-up procedure to MANOVA (Green et al, 2000). In the 
analyses performed later, the multivariate discriminant function analysis is employed to 
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detect whether the three factors of seaside holiday considerations may predict individuals' 
seaside visiting behaviour. 
The discriminant function can be derived by two computational methods: the 
simultaneous (direct) method and the stepwise method (Hair et al, 1998). In 
simultaneous estimation, the independent variables are entered into the calculation of the 
function simultaneously. It is utilised when the researchers want to include all the 
independent variables in the analysis and are not seeking intermediate results based only 
on the most discriminating variables. In contrast, only one predictor variable enters the 
computation at a time in stepwise estimation. The entry of the variables is based on their 
discriminating power. When researchers want to extract important variables from a 
relatively large group of independent variables, the stepwise approach is used. 
The functions are chosen when the means of all discriminant functions in all groups are 
significantly different in the population. The Wilks' lambda (A), which is the ratio of 
within-group variance to the total variance, is the measure used to report this hypothesis 
(Aaker et al, 1998). 
The relative importance of each predictor variable in the discriminant functions is usually 
presented by discriminant weights and discriminant loadings (Hair et al, 1998). 
Discriminant weights/coefficients are relative measures. The interpretation of the 
coefficients is similar to the interpretation of beta weights in regression analysis. 
Discriminant loadings, or referred to as structure correlations, indicate the linear 
correlation between each independent variable and the discriminant function. Both the 
discriminant coefficient and the structure correlation coefficient are subject to 
considerable instability. However, the latter is considered more valid due to its 
correlational nature (Hair et al, 1998). 
6.4.5.1 Requirements for Discriminant Analysis 
Discriminant analysis shares similar assumptions as MANOVA does. The respondents 
should be randomly sampled and unrelated. The dependent variables should be 
multivariately normally distributed. Besides, the variances and covariances among the 
dependent variables should be equal in population (Green et al, 2000). 
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The data in this study match the first assumption. The third assumption of homogeneity 
of variance-covariance matrices can be tested by the Box's M test of equality of 
covariance matrices in SPSS. As for the second assumption of multivariate normality, 
since no direct test is available to examine it, univariate normality is usually tested in 
practice. Moreover, moderate to large sample size may yield relatively valid results in 
terms of reducing Type I error (Green et al, 2000). It is suggested that more than 30 
respondents in each group for a discriminant function analysis is advisable, the larger 
sample size the better (Hammond, 1995). 
6.5 ANALYSIS OF THE OPEN-ENDED QUESTIONS 
The research instrument contained some open-ended questions that cannot be analysed by 
the aforementioned statistical tools. The procedures for handling the qualitative data are 
explained in this section. 
The main open-ended questions required the informants to provide their last seaside 
destinations in the UK, other UK seaside resorts visited in the previous five years, and 
resorts they considered visiting in the next five years. Other open-ended questions 
included the respondents' region of residence, occupation, and other sources of obtaining 
resort information. In the Formic-designed questionnaire, the handwritten answers were 
allocated to the scannable space called free text object (FTO). However, the free writing 
was only captured as images by the scanner. It was still needed to input them by hand 
since the function of optical character recognising (OCR) was not provided by the version 
of the Formic 3 software available to the researcher. 
The qualitative data were analysed by different approaches due to the need for answers. 
The respondents' answers of the UK seaside resorts were transferred into a worksheet file 
in Microsoft Excel 97, so the frequencies of each resort answered could be counted. The 
resorts were also coded by the counties in which they are located, so the counts by 
counties could also be generated by Excel. Few answers were given to the question of 
other sources of obtaining resort information. They were hence counted manually. 
The sample was asked to write down the town/city and county of residence. This 
information was coded into the eight official regions in England by hand, and frequencies 
were generated by SPSS. Likewise, respondents' occupations were coded manually 
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according to their Social Grading as reported in the pilot study in Chapter Five. SPSS 
was applied afterwards to produce the descriptive statistics for the seven groups (six 
social grades plus students). 
6.6 FOCUS OF THE ANALYSIS 
Discussions have been made so far in this chapter regarding data analysis. Basic 
statistical skills as well as advanced statistical techniques for analysing quantitative data 
are the main concerns reviewed. However, attention is also paid to introduce the 
approaches for analysing qualitative data. The above plan demonstrates how the data 
may be handled. 
The research is mainly based on quantitative analyses. As discussed, the inferential 
power of statistical analyses is one focus of the means. Whether the relationships of the 
sample sustained in the population is crucial for the researcher to validate the results. 
Another important focus of the analyses is to justify the modified research instrument in 
achieving the research objectives. The aforementioned analyses provide comprehensive 
cross-examinations among the variables in the questionnaire. Empirical evidence could 
therefore be found for examining the sample's importance evaluation of seaside tourism 
resources, identifying the role of information search for seaside resort choice, discovering 
the effect of the considerations for seaside holiday taking, and exploring the domestic 
visiting of seaside resorts. Hence, the revised questionnaire may be regarded a useful 
tool in achieving the research objectives. 
6.7 STRENGTHS AND WEAKNESSES OF THE RESEARCH 
METHODOLOGY 
The previous three chapters reviewed critically the methodological approaches employed 
in this study. Some strengths and weaknesses are unavoidable in applying the intended 
methods. They are discussed below from both philosophical and technical aspects. 
The research design interwove quantitative and qualitative approaches in different stages 
to collect information matching the research objectives. However, the nature of the 
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main survey was quantitatively based although open-ended questions were asked when 
necessary. The availability of qualitative methods was considered in forming the 
research design. However, the formal survey targeting general residents intensified the 
preference of selecting the quantitative approach. Moreover, qualitative methods were 
not in favour owing to the time and cost constraints for conducting the study. Besides, 
the researcher's competence for handling with qualitative data was limited since those 
skills were not strongly emphasised in the researcher's previous discipline. No definite 
comment can be made about the pros and cons of quantitative or qualitative approach 
because they are complementary. It is only expected that a balance can be reached in the 
light of the purpose of each study. More concerns of tourists' views in depth may be 
obtained from qualitative surveys in future research. 
Another issue regarding the methodological consideration was the choice of cross- 
sectional or longitudinal research. This study employed a cross-sectional research 
design for the benefit of managing the limited time for completing the thesis. However, 
the contribution of temporal factor in the decision making process could be explored 
further by a longitudinal approach. The results from this study with a cross-sectional 
design may provide limited insight to interpret tourists' choices against time change. 
The research also has its advantages and drawbacks in technical aspects. Cautious 
thoughts were developed in each procedural detail to render a sound research. However, 
the unpredictable outcomes may cause weaknesses. Low response rate was a main 
problem. The questionnaires received were less than expected in the formal survey, 
although the response rate was estimated based on the prudent considerations suggested 
in the pilot study. It was regarded as a disadvantage in data analyses since the formal 
study was strongly dependent upon a quantitative approach and in reliance on intensive 
statistical analyses. Ideally, the more the respondents, the better the analyses are 
performed. However, insufficient replies would reduce the interpreting power of 
analyses, despite the sample size complied with the minimum data requirements for 
statistical tests. In some cases, the sample size was just critical for analyses due to the 
use of filter questions. 
Moreover, no adequate sample size was available to connect the qualitative and 
quantitative data. The qualitative data profiled the geographical preferences for 
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selecting UK seaside resorts. The resorts visited by the sample for holidays were 
however diverse. If the numbers of respondents who visited a certain popular resorts 
were enough to meet the statistical rules, it was technically feasible to isolate these cases 
and run quantitative analysis further to compare the evaluation of the importance of those 
resorts. 
The change of the sampling frame from the Registrar of Electors to PAF might have a 
bearing upon the lower response rate and smaller sample size in the field survey. 
However, it is hard to assess whether the change has had a good or bad impact on the 
response rate and sample size. The individual sample was the sampling unit in the 
Registrar of Electors, whilst the household was the sampling unit in PAF. Therefore, 
'the occupier' instead of an identifiable name was used as the title for sending the survey 
questionnaires. Since no names were specified, no one in the selected addresses was 
specifically responsible for answering the questionnaire. It was likely that the 
questionnaire would be disregarded for this reason. However, if the respondents were 
nominated, the specified sample may not be available to answer the questionnaire owing 
to the lack of interest to the research topic, or the individual is temporarily away or has 
even moved. In this instance, when the instruments were posted to the occupiers in the 
chosen households, residents other than the specific individual could also have a chance 
to reach the questionnaire. In general, how the use of PAF related to response rate is a 
pending issue beyond the discussion here, but the strengths of using PAF as a sampling 
frame were recognisable in this study. 
Another technical issue is with respect to the technique for questionnaire design. The 
use of Formic 3® was felt to be a waste of time in this study. The questionnaire did 
demonstrate a professional appearance. However, learning and managing the software 
took time. Besides, when the sample size is small and more qualitative data are 
presented, as in the main survey, data input by the Formic 3® Scan does not vitally 
facilitate the process in comparison with manual input. Proofreading for input mistakes 
took an even longer time. Even though, Formic 3® is a well-designed software for its 
own purpose and it is still recommend when the resource is available. However, it is 
better applied under the circumstances when a survey needs a large sample size and the 
data are mostly metric. Furthermore, the researcher's familiarity with the software 
owing to a long-term practice can facilitate the process to a higher extent. 
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6.8 SUMMARY 
This chapter is the last of the three methodological chapters, which focuses on the 
practical methods and statistical techniques utilised in the main study. The main 
contents are examined in six sections. Firstly, the use of Formic 3® software for 
questionnaire preparation is reported in Section 6.2. Secondly, the details of sampling 
and data collection for the field survey are reviewed in Section 6.3. Thirdly, the 
bivariate and multivariate analyses suitable for the research instrument are enumerated in 
Section 6.4. Fourthly, in Section 6.5 the analyses of qualitative answers are reported. 
Moreover, in Section 6.6 an insight with respect to the data analysis plan for the study is 
integrated. Lastly, criticisms of the strengths and weaknesses of the entire research 
methodology are made in Section 6.7. 
The shift of sampling frame and unit as well as the application of the specialised software 
for questionnaire design were the main changes in the field survey in comparison with the 
pilot study. Intricate statistical skills were not tested in the pilot stage. However, the 
risk of misuse of the analyses might not be high since the choices of them for the research 
data are quite restricted by the technical criteria and mathematical requirements of each 
method. 
Although much effort was exerted to justify the determination of statistical methods, the 
focus of the inferential statistics is the power of inferring the likely relationships found in 
the sample to the research population. Patterns or models might be therefore explored 
and the research objectives could be fulfilled. A main strength of the research is 
supported by the empirical findings under prudent selection of appropriate statistical 
methods. However, for the main study stressing on a quantitative design, higher 
response rate for a larger sample size would be in favour to run the statistical analyses. 
In summary, inclusive discussions regarding the methodological considerations of the 
research have been made in this and the previous two chapters. Debates concerning the 
selection of a paradigm mixing the quantitative and qualitative approaches (triangulation) 
at different stages for the study are made, and the research design and strategies are 
deliberated in Chapter Four. The development and piloting of the research instrument 
are accounted for, and modifications of the questionnaire and data collecting methods are 
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considered in Chapter Five. Finally, the prospective skills for data analysis are argued, 
and the advantages and disadvantages of the research methods are evaluated in this 
chapter. The revised questionnaire seems to be a fair tool to accomplish the research 
objectives. How the results may achieve the intended goals will be presented in the 
following four chapters regarding the research findings. 
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CHAPTER SEVEN 
DESCRIPTIVE FINDINGS 
7.1 INTRODUCTION 
This chapter aims to report the primary findings of the mail survey in this study. Results 
presented in this chapter include descriptive data about the sample and qualitative 
analysis of the UK seaside resorts visited or considered being visited by the sample. 
SPSS 8.0 for Windows was employed for analysing the questionnaire. Books by Ryan 
(1995), Green et al (1997), Norugis (1997), Cramer (1998) and Bryman and Cramer 
(1999) were referred to for operating software commands properly to get required 
statistics as well as for assisting the interpretation of the outputs. Microsoft Excel 7.0 
was also used as an auxiliary tool for counting qualitative data. The chapter is organised 
in the four main sections: questionnaire compilation, sample profile, past experiences and 
future intentions of seaside visiting, and seaside resort visiting. Brief findings of this 
chapter are summarised at the end of the chapter. 
7.2 QUESTIONNAIRE COMPILATION 
7.2.1 Questionnaire Preparation before Data Analysis 
As reported in Chapter Six, the research questionnaire was designed in the Formic 3® 
layout so the data could be scanned by the Formic 3® software after being collected. A 
total of 243 questionnaires were returned by post, with 230 valid ones available for data 
analysis. 
The five-page questionnaires were unstapled first, so the individual sheets could be sent 
through paper feeder for the Formic scanning procedure. Case numbers in congruent 
with the order of questionnaire receiving should be input for each questionnaire during 
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scanning to ensure that the answers scanned from different pages were by the same 
informants. The hand writing answers of the open-ended questions were captured by the 
scanner as images. They needed to be typed by hand since the function of optical 
character recognising was not provided by the version of the Formic 3 software available 
to the researcher. 
After completing the scanning and key-in stage, the raw data file was converted into the 
SPSS format. Most of the coding set in the Formic Design stage was retained during the 
data conversion to SPSS format so the data file could be used immediately for analysis. 
The input data were crosschecked manually before data analysis. All results are 
displayed in the later sections of this chapter and the next three chapters. 
7.2.2 Reasons for not Answering the Questionnaire 
Among the 13 people who returned unanswered or uncompleted questionnaires, some 
have noted the reasons why they did not answer the questionnaire. 'No seaside holiday 
experiences' or 'not taking holidays in the UK' was indicated. Most commonly stated 
reason, however, was due to an old age. Blank questionnaires returned with notes such 
as 'disabled mid 80's', 'over 80 years old', '74 years' or 'over 65' provide a commencing 
insight regarding holiday choice. Elderly people might be less active in holiday taking 
that could be, in general conjecture, limited by their health or mobility. This lowered the 
percentage of the valid sample in age group 65 or over. 
7.3 SAMPLE PROFILE 
Respondents' socio-economic background (i. e., gender, age, marital status, number of 
dependent children, education, occupation, income, and region of residence) is presented 
below (Table 7.1 to 7.6, Figure 7.1). 
7.3.1 Age and Gender of the Sample 
The age and gender profiles of the survey sample are shown in Table 7.1. The number 
of the valid sample in answering these two questions is 230. 
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Table 7.1 Age and Gender of the Respondents 
Gender 
___ __ 
PnrrPntave of 
Age Male Female 
Table % Column % Table % Column 
Valid Total Residents in 
(%) England' 
24 or Less 2.6 6.0 2.2 3.8 4.8 14.88 b 
25-34 5.7 13.0 12.2 21.5 17.8 19.41 
35-44 9.1 21.0 14.3 25.4 23.5 17.78 
45-54 10.0 23.0 15.7 27.7 25.7 16.27 
55-64 9.6 22.0 8.7 15.4 18.3 12.22 
65 or Over 6.5 15.0 3.5 6.2 10.0 19.44 
Total (%) 43.5 100.0 56.5 100.0 100.0 100.00 
a: Percentages calculated for resident population at 30 June 1998 without counting residents in age 0-14. 
(Source: Office for National Statistics, 1999. ) 
b: For age group 15-24. 
In Table 7.1 respondents' age and gender groups were cross-examined. Compared with 
the age profile of the residents in England (percentages shown in the last column in Table 
7.1), the profile of the respondents may indicate the age group of making holiday 
decisions. As the questionnaires were posted to the residential addresses sampled from 
England, people in these households who may be more involved in making holiday 
decisions tend to send back their questionnaires. The percentage of the respondents in 
age 35-64 was higher than the actual population. In contrast, young age group (less than 
24) provided a very low reply to the research topic. A lower sample also came from 
people over 65. In some unanswered questionnaires received, the senders noted that 
they are over 70 or 80 years old and have stopped taking holidays due to health or 
financial reasons. 
Uneven distributions of age between respondents' gender were shown. Females replied 
more than males (56.5% : 43.5%), especially in age 25-54. Since holiday decisions in 
families are often regarded as joint decisions between spouses, women in age 25-54, 
mainly an age range with spouses, might play an important role in choosing their family 
destinations. 
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7.3.2 Marital Status and Number of Dependent Children of the Sample 
Respondents' marital status is cross-tabulated with their number of dependent children 
(Table 7.2) since marital status and number of children can provide information of family 
profiles which might influence holiday decisions. The valid sample size in these two 
questions is 229. 
Table 7.2 Marital Status and Number of Dependent Children of the Respondents 
Marital Status 
Number of 
Dependent 
Children 
Single Married/With Others 
Valid Total 
Partner (%) 
Table % Column % Table % Column % Table % Column % 
None 18.3 82.4 36.7 55.3 8.3 73.1 63.3 
One 0.9 3.9 6.6 9.9 1.7 15.4 9.2 
Two 1.7 7.8 15.3 23.0 1.3 11.5 18.3 
Three 1.3 5.9 7.0 10.5 0.0 0.0 8.3 
Four 0.0 0.0 0.9 1.3 0.0 0.0 0.9 
Total (%) 22.3 100.0 66.4 100.0 11.4 100.0 100.0 
The percentages of the respondents in single, married and other marital status (i. e., 
widowed, separated or divorced) were 22.3%, 66.4% and 11.4% respectively. 
Information on the percentages of adults' marital status in the UK from the National 
Readership Survey (NRS, 1996) could be referred to for a comparison. The percentages 
of adults with single, couple and other marital status (widowed, divorced, separated and 
not stated) were 22.6%, 63.0% and 14.4% respectively in the NRS. The similarity of the 
percentages suggests that the distribution of the sample on this variable was close to the 
national profile. 
The actual number of children was underrepresented since the question was asked of the 
number of dependent children. Almost two thirds (63.3%) of the informants had no 
dependent children. Others (36.7%) were living with and financially supporting their 
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children. For them, having two children was common (18.3% out of 36.7%). None of 
them had five or more dependent children. 
Most of the informants with dependent children were married couples (81.2% = (6.6% + 
15.3% + 7.0% + 0.9%) -- 36.7%). The other 18.8% of the informants with children were 
single parents or in other marital status. Among the married couples who had dependent 
children, over half of them had two children (51.8% = 23% -- (1 - 55.3%)). 
7.3.3 Educational Level of the Sample 
An analysis of the sample's age of finishing full-time education is shown below (Table 
7.3). More missing values render the valid sample size as 211. 
Table 7.3 Respondents' Age of Finishing Full-time Education and Gender 
Gender 
Age of Finishing Valid UK Profile' (%) 
Full-time Male Female Total 
Education (%) 
Table % Column % Table % Column % Male Female Total 
Up to 18 Years 25.1 58.9 35.1 61.2 60.2 82.22 83.18 82.63 
19 to 22 Years 8.5 20.0 11.8 20.7 20.4 16.06 16.04 16.05 
Over 22 Years 5.7 13.3 6.2 10.7 11.8 1.72 0.78 1.32 
Still Studying 
Total (%) 
3.3 
42.7 
7.8 
100.0 
4.3 
57.3 
7.4 
100.0 
7.6 
100.0 
--- b 
100.00 
__ b 
100.00 
___ 
b 
100.00 
a: Data are only calculated for residents aged 18 and over. (Source: Office of Population Censuses and 
Surveys and General Register Office for Scotland, 1994. ) 
b: Information is not available. 
The percentages of the respondents with higher degrees, other qualifications up to first 
degree, and without qualifications are 11.8%, 20.4% and 60.2% respectively. The 
student sample accounts for 7.6%. The distributions of male's and female's age of 
finishing full time education (column percentages in Table 7.3) indicate that the male 
sample has a higher educational level. In comparison with the proportions in the 1991 
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Census data (the 'UK Profile' columns), the tendency is similar. However, the 
educational levels of the sample are much higher than the national average. One 
possible reason could be that people with greater educational backgrounds tend to 
cooperate better with research works. 
7.3.4 Respondents' Social Grading 
The sample's occupation and the occupation of the main income earner in the household 
were asked to categorise their Social Grading. The six-grade classification (A, B, Cl, 
C2, D and E, see Appendix 5.4) developed by the National Readership Survey (NRS) 
remains a widely used system for both market and social research (Crimp and Wright, 
1995; Chisnall, 1997). Lists of occupations in different grades in the Social Grading on 
the National Readership Survey (Joint Industry Committee for National Readership 
Surveys, 1978) were employed for classifying the information collected. Occupations 
listed in the Standard Occupational Classification (SOC) (Office of Population Censuses 
and Surveys, 1991) with cross-references to the Social Class based on Occupation (a 
similar classification system to the Social Grading, see Appendix 5.5) were also referred 
to for obtaining updated occupational details. For retired people the former occupations 
before their retirement were asked as a basis of grouping. Student, as an occupation 
distinct from the others and excluded from the previous references, is presented separately. 
The result is shown below with the valid sample size 227 (Table 7.4). 
Most of the informants (39.2% without counting students) were in grade Cl, working in 
supervisory or clerical, and junior managerial, administrative or professional occupations. 
The sample in intermediate managerial, administrative or professional occupations (grade 
B) accounts for 19.8%. In comparison with the national profile (the 4' column in Table 
7.4), more questionnaires were replied by middle classes (A, B and Cl) than working 
classes (C2, D and E). The similar reason explaining the sample's greater educational 
level could also be conjectured: people with higher social grades might cooperate better 
with research works. 
Besides, the social grading profile of the general public is different from the profile of the 
UK residents who take domestic holidays. More holiday takers are from grade A, B and 
Cl than grade C2, D and E (the last column in Table 7.4). Hence it is likely that higher 
proportions of the sample in A, B and Cl groups were from those who showed more 
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interests in the holiday related research topic and gave better responses. Further analysis 
regarding social grades and seaside resort visiting will be examined in later sections. 
Table 7.4 Social Grading of the Respondents 
Valid Total Percentage UK Holiday Social Grading (aha) Excluding Profile Taking Students (%) (%) Profile ° (%) 
A (Upper middle class) 4.8 5.1 2.9 27.0 
B (Middle class) 18.9 19.8 18.9 
Cl (Lower middle class) 37.4 39.2 27.0 30.0 
C2 (Skilled working class) 17.6 18.4 22.6 21.0 
D (Semi-skilled and unskilled working class) 11.5 12.0 16.9 22.0 
E (Those at lowest levels of subsistence) 5.3 5.5 11.7 
Students 4.4 --- C --- ` --- 
Total (%) 100.0 100.0 100.0 100.0 
a: Source: National Readership Surveys Limited (1996). 
b: Source: English Tourist Board, Northern Ireland Tourist Board, Scottish Tourist Board and Wales 
Tourist Board (1997). 
c: Information is not available. 
7.3.5 Income of the Sample 
The informants were required to indicate their monthly income (after tax) as well as 
monthly combined family income (if different). As experienced in the pilot survey, 
income is considered to be confidential information that the sample was less willing to 
provide. There were 15.2% missing cases in answering their personal monthly income, 
and 17.4% of the sample failed to tell their combined household income. Therefore, the 
valid sample size is 195 for personal income and 190 for family income (Table 7.5). 
163 
Chapter Seven Descriptive Findings Hsin-Hut PU ® 2000 
Table 7.5 Respondents' Personal and Household Monthly Income 
Monthly Income 
Income Brackets Personal Household 
Percentage Valid Total (%) Percentage Valid Total (%) 
(%) (n =195) (%) (n = 190) 
£ 500 or less 22.6 26.7 10.9 13.2 
£ 501-1,000 21.3 25.1 13.0 15.8 
£ 1,001-1,500 18.7 22.1 15.7 18.9 
£ 1,501-2,000 11.7 13.8 17.4 21.1 
£ 2,001-2,500 5.2 6.2 10.4 12.6 
£ 2,501-3,000 2.6 3.1 5.7 6.8 
£ 3,001-3,500 0.4 0.5 3.0 3.7 
£ 3,501 or more 2.2 2.6 6.5 7.9 
Subtotal (%) 84.8 100.0 82.6 100.0 
Missing 15.2 17.4 
Total (%) 100.0 100.0 
In personal monthly income, the percentages are gradually decreased when the income 
bracket increases. The answers from 195 sample show that over half of them (26.7% + 
25.1% = 51.8%) had personal income less than £1,000 per month. Monthly combined 
family income is higher than personal income. In 190 sample households, 21.1% were 
in the £1,501-2,000 monthly income bracket. Figure 7.1 demonstrates a visual 
distribution of the respondents' personal and household income as a comparison. 
7.3.6 Informants' Region of Residence 
The sample was drawn from residents who are living in England. The mailing list for 
the postal survey was generated in proportion to the population of the eight official 
regions. Table 7.6 shows the distribution of the sample (n = 230) among these regions 
as well as the population distribution in percentages as a comparison. 
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Figure 7.1 Respondents' Personal and Household Monthly Income 
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Table 7.6 Respondents' Region of Residence in England 
Region of Residence Valid Total ('%%) Population Distribution " (%) 
East Anglia 5.7 4.32 
East Midlands 13.0 8.37 
North 
North West 
5.2 6.41 
11.7 13.27 
South East (including London) 36.5 36.58 
South West 9.1 9.79 
West Midlands 8.3 10.92 
Yorkshire & Humberside 10.4 10.34 
Total (`%o) 100.0 100.00 
a: Percentages were calculated from the population intormation from the Office of Population Censuses and 
Surveys (Central Office of Information. 1993). 
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The geographical distribution of the sample demonstrates a balanced response in the mail 
survey. Informants were living all around England. The valid percentages generally fit 
the distribution based on the population in England. Over one third of the sample 
(36.58%) were living in the Southeast region. Fewer replies were obtained from the 
North (5.2%) and East Anglia (5.7%) due to lower populations in those regions. The 
correspondence of the sample distribution with the national population could be regarded 
as a validation of the sampling method. 
7.4 PREVIOUS EXPERIENCES AND FUTURE INTENTIONS OF 
SEASIDE VISITING 
The sample was required to provide information about their last experiences of taking 
seaside holidays in the UK, and intentions of visiting any UK seaside resorts in the future. 
These questions aimed to seek for some facts in domestic tourists' seaside visiting as well 
as to explore the likely tendency of visiting the UK seaside destinations. 
7.4.1 Some Facts about the Sample's Previous UK Seaside Holidays 
Within the 230 available sample, 132 respondents (57.4%) have taken UK seaside 
holidays in the last five years. For the sample without a seaside holiday, some reasons 
were given. 'Used to live by the sea', 'cannot afford a holiday', or 'different interests' 
were stated. 
The length of their previous seaside holidays was counted by nights stayed away from 
their home. Seven-night holidays were the most common choice by the sample (25.2%, 
n=131). During their last visits, 56.5% stayed in their specified seaside destinations for 
4-7 nights. Nearly one third (30.5%) took shorter holidays (1-3 nights), but 13.0% spent 
eight nights or more in the seaside resorts. An average of 5.58 night stay was reported 
by the respondents for their last seaside holidays. 
The sample was asked to point out which month they had their last seaside holidays. 
Results are displayed in Figure 7.2 (n = 132). 
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Figure 7.2 Percentage Distribution of Taking UK Seaside Holidays by Month 
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a: The cumulative percentage in this figure is not 100% due to a multiple-choice question asked. 
Most of the respondents have chosen August or September (21.2%) for their last seaside 
holiday. The high percentage is congruent with the starting months of the holiday trips 
reported in the annual UK Tourist Statistics. Another peak time was in May (12.1%) 
and June (12.9%). It can be observed that typical seaside holidays in the UK are mostly 
during summer and autumn. It also indicates that the results analysed here are mainly 
based on summer holiday settings. Weather conditions could be the major limitation for 
the seasonality problem in this high latitude country. A lower peak of seaside visiting in 
July might be related to the school holiday schedule. 
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7.4.2 Differences between the Sample with or without Seaside Holidays 
Chi-square (x2) tests were applied to discover the differences of the distributions of the 
informants' socio-economic background between those who had seaside holidays (n = 132) 
and did not take holidays (n = 98). The nine variables used in the tests are the same ones 
as presented in Section 7.3: gender, age, region of residence, marital status, number of 
dependent children, educational level, social grading, personal monthly income, and 
monthly combined family income. The only significant difference was found in the 
variable 'region of residence' at a 95% confidence interval (Pearson x2 (df = 7, n= 230) = 
16.44, p=0.021). This is to say that the sample in various regions in England may have 
different preferences in whether or not to visit seaside resorts. More respondents than 
expected who visited seaside resorts in the last five years were from East Midland, 
Yorkshire and Humberside, and West Midland. In contrast, fewer informants from 
North West and South East than expected had a seaside holiday in the last five years. 
7.4.3 Intentions of Visiting Seaside Resort in the Future 
In answering the questions about their intention to visit UK seaside resorts in the future 
and to recommend them to friends or relatives, respondents showed positive attitudes. 
Over half (57.8%, n= 230) were willing to visit the seaside in the future, and even more 
said 'yes' (67.4%, n= 230) for recommending seaside holidays to others. 
The relationship between respondents' action of visiting UK seaside resorts, intentions 
about future visits and recommending seaside holidays to acquaintances were examined. 
The chi-square values and phi coefficients ((D) shown in Table 7.7 indicate the statistical 
associations when every two variables were compared. Respondents who have visited 
UK seaside resorts in the last five years may have higher intention to visit the seaside 
again than those who did not have seaside holidays, and they might be more positively 
willing to recommend holidays to others. Their intentions of visiting seaside resorts in 
the next five years and whether they would like to recommend seaside holidays to friends 
or relatives were also interrelated. 
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Table 7.7 Chi-square Tests of Past Seaside Visiting, Intention of Future Visiting 
and Recommending Seaside Holiday to Others 
Variables Compared' Pearson x2 b df Phi ((D) Significance 
Visit vs. Intention 
Visit vs. Recommendation 
Intention vs. Recommendation 
98.03 1 0.65 0.000 
59.17 1 0.51 0.000 
79.83 1 0.59 0.000 
a: Variables are meant as below. 'Visit': respondents have or have not visited UK seaside resorts 
in the last five years. 'Intention': respondents are or are not considering visiting UK seaside 
resorts in the next five years. 'Recommendation': respondents will or will not recommend 
UK seaside holidays to friends or relatives. The sample size is 230. 
b: No cells have expected count less than 5. 
7.5 SEASIDE RESORT VISITING 
7.5.1 Previous Seaside Holiday Destinations of the Sample 
The 132 respondents who had a UK seaside holiday in the last five years were asked to 
answer where their previous seaside holidays had taken place. Destinations chosen by 
them were diversely scattered around the coastline in England, Wales and Scotland. 
Most of the sample pointed out one specific resort as their previous seaside holiday 
destinations. Several individuals, however, only listed larger region names as previous 
destinations. In total, 69 different resort names and 6 regions were stated. A summary 
of the seaside resorts and regions visited by the sample is listed below (Table 7.8). The 
total frequency of 136 in the table is greater than the sample size 132. This is because 
some respondents visited more than one seaside destination in their last holidays. 
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'Fahle 7.8 Destinations Visited by the Respondents for Their Last Seaside Ilolidays 
Region Seaside Resort Visited Frequency 
Percentage 
, ( /) 
IN ENGLAND 
Nevvyuav (5), Bude. I alnwuth, Gunvvalloe. Lands I: nd, 
Cornwall I. ooe. I'erranporth. I'oIherru. St Austell, St Ivcs, tit 19 13.97 
Ma es. and ('ornv, all" (4) 
I orquaý (6), Salcombe (3). Brixham, Combe Martin. 
DC., oil Urovdc Ha\, IIt)-acombe, Paignton. Sand\ Itav, Sidmouth, 19 13.97 
Woolacombe. and Devon " (2) 
Dorset 
tournenlouth ()). I 
-% 
111C RC (2). S, \\ anace (2). 14 10.29 
WcV mouth 
Lancashire Blackpool (13), Morecln the 14 10.20 
North Yorkshire Scarborough (5), Whitby (5). I ilcy 11 8.09 
Lincolnshire Skegness (5), Ingoldmells, Mablethoncc 7 5.15 
Norfolk 
Great Yarmouth (2). Caister-on-Sea. Ilohton on Sea, Old 7 5.15 
i lunstanton. West Renton, and Norfolk ý' 
East Sussex Brighton (2). Camber Sands. Itastings, and East Sussex h 5 3.68 
Isle of Wight s'andmNn. WhiteclitfBav. and Isle ut'W'ight"(3) 5 3.68 
Essex Clacton-on-Sea (2). Walton on the Naze 3 2.21 
Kent Deal, Dv mchurch, Ramsgate 3 2.21 
North East Lincolnshire Cleethorpes (2). 1 lumberston 3 2.21 
Suffolk Aldeburgh, Lowestoft, South'. old 3 2.21 
East Riding of Yorkshire Bridlington I 0.74 
Somerset Minchcad I 0.74 
West Sussex koenor Reel. I 0.74 
Subtotal 56 Resorts Plus 5 Regions 116 85.29 
IN WALES 
Pembrokeshire Saundersfuot (3), I enby (2), Freshwater East 6 4.41 
Aberdovey (Aberdyfi), Barmouth, Criccieth, 4 94 2 Gwynedd Llandudno . 
Ceredioion Aberystwyth (2), Aberaeron 3 2.21 
Denbighshire Rhyl I 0.74 
Vale of Glamorgan Barry Island I 0.74 
WALES h 3 2.21 
Subtotal 11 Resorts Plus I Region: WALES 18 13.24 
IN SCOTLAND 
Arge 11 Bute Dunoon I 0.74 
Highland Dornoch I 0.74 
Subtotal 2 Resorts 2 1.47 
TOTAL 69 Resorts Plus 6 Regions 136 100.0(1 
he lig: ures in parentheses alter resort names sho\ý the number o the sample \\ho v isited the resorts as pre\ ious 
seaside destinations in the last live }cars. No parentheses are shown if the seaside resorts were only visited by one 
respondent. 
b: A large region instead of a seaside resort was stated by the sample as his/her last seaside destination. 
c: Total percent may not be l00°%ä due to rounding. 
170 
Chapter Seven Descriptive Findings Hsin-Hut PU 0 2000 
Seaside resorts in Table 7.8 are grouped by counties in England, Wales and Scotland. 
Popularity of the resorts and counties can be shown by arranging them in a descending 
order of frequencies. The top three resorts for the sample's last seaside holidays were 
Blackpool (chosen by 13 respondents), Bournemouth (by 9 respondents) and Torquay (by 
6 respondents). Other popular destinations visited by 5 respondents were Newquay, 
Scarborough, Skegness and Whitby. If all the visits were counted, Isle of Wight was 
also in general popularity (visited by 5 respondents). In Wales, Saundersfoot (3 visits), 
Aberystwyth and Tenby (2 visits) were preferred destinations by the sample. 
As for the popularity of the regions, both Devon and Cornwall had an actual visiting rate 
of 13.97%. Dorset and Lancashire were the next two favourite counties accounting for 
10.29% of visits each. North Yorkshire was the fifth popular county (8.09%). In total, 
these five counties covered over half of the respondents' last seaside visits (56.61%) in the 
survey. 
Pembrokeshire was the most visited region in Wales (4.41%). Scottish resorts, however, 
were not frequently chosen by the survey sample living in England. The percentages of 
visiting to England, Wales and Scotland for the last seaside holidays were 85.29%, 
13.24% and 1.47% respectively. 
7.5.2 Respondents' Seaside Holiday Destinations in the Last Five Years 
To explore seaside resort visiting in the UK further, informants were asked to specify the 
UK seaside resorts they have visited for holidays in the last five years as well as the 
frequencies of visiting those resorts. The popularity of the UK seaside destinations was 
likely to be observed more comprehensively from the five-year information provided than 
from only the previous holiday information. Table 7.9 presents the results of both 
questions. In this subsection, seaside destinations visited by the sample are firstly 
focused. The times of resort visiting are then interpreted in the next subsection. Since 
the immediate past resorts visited by the respondents was not excluded from the answers, 
the seaside resorts listed in Table 7.9 include all holiday destinations in Table 7.8. 
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'fahle 7.9 Seaside Destinations Visited hý the Respondents for Holidays in the Last 
Five Years 
Number of I otatl "I irres of 
A% crake 
" Respondents 
Percentage Resort Visiting limes of 
Region Seaside Resort Visited (%) in the Region by o Resort Wh Visited 
(n=132) T how Visiting Per the Region Respondents (Respondent 
IN ENGLAND 
,I orquay (I > 2t 
Woolacotuhc (5 8). Salcombe 
(4 9), Ilfracombe (4 4), 
Sidmouth (3'9), Brixham 
(3'5), C'omhe Martin (3'4). 
Crovde 13av (2%4), Dartmouth 
Devon 
(22 2). Paignton (I 8), 13udleigh 53 40 15 100 1.89 Salterton (1! 5), Ph mouth . 
(1! 3), Instow(1/2), I)awlish 
(1, I), l: xmouth(I'I), 
K. ingsbridge (1 1). I. ) nmouth 
(I'I). Sandy Bay(I'I), 
Sheldon (I /I), Wemhurv 
(I 'I ), and Devon `(3; 4) 
Bournemouth (19'49), 
Swanage (613), Weymouth 
(6/7), Lyme Regis (4/8), Poole 
Dorset (3/5), Boscombe (1/5), 44 33.33 98 2.23 
Charmouth (l 2), Sandbanks 
(l %2 ), Stud land (1 'I ), and 
Dorset`(2/6) 
Newquay (13/32), St Ives 
(3 3), Looc (17). Fintagel 
(14), Polperro (2/3), Bude 
(2/2), Penzance (2/2), St 
Austell (2/2), St Mawes (2/2), 
Coram all 
Cawsand (I 4), Falmouth }} 33.33 81 1.84 
(1 /4), Cape Cornwall (1 2), 
Gunwalloe (1/I), Hayle (I/1 
Lands End (1 1), Mousehole 
(1,1), Padstow 
Perranporth (I; l Sennen 
(1/1), and Cornwall (4/7) 
Lancashire 
Blackpool (27'189), 
' 25.00 295 8.94 Morecambe (6 106) 
Scarborough (19/40), Whitb) 
(7/26), Filey (212), Robin 
North Yorkshire Hood's Bay (1 /4), Redcar 32 24.24 75 2.34 
(I 'I), Saltburn-by-the-Sea 
(I 'I), and Yorkshire'(]1) 
Skeýgness (14/33), Inýgoldmells 
Lincolnshire 
(4' 17), Sutton-on-Sea (1 /3), 
15.91 55 2.62 Chapel St Leonards (1' I 
Mablethorpe (I I) 
Brighton (1018), Eastbourne 
(3/6). Camber Sands (2/5), 
East Sussex Hastings (214), Pevensey Bay 20 15.15 36 1.80 
(1/1), Rye (I'I). and Fast 
Sussex` (I 1) 
(Continued) 
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Table 7.9 Seaside Destinations Visited by the Respondents for Holidays in the Last 
Five fears (Continued) 
Number of Total Times of 
Average 
Respondents 
Percentage 
" 
Resort Visiting Times of 
Region Seaside Resort Visited ('%, ) in the Region Resort Who Visited 
(ºº=132) by Those Visiting per the Region Respondents Respondent 
IN ENGLAND (Continued) 
Great Yarmouth (4 5), 
Blakenev (12), I'lopton on 
Sea (I / 10), Old I lunstanton 
Norfolk 
(1 /7), Caister-on-Sea (1 /2), 14 10 61 35 2.50 ` Crosier (1 /2). I Iunstanton . 
(1/2), I': ast Runton (I /I). West 
Runton (I' I ). and Norfolk' 
(1 '3) 
Yarmouth (2'5). Sandown 
(2/2), Whitecliff Bay (1 /4). 
Isle of W ight Freshwater (1 /I), Cowes (I/ I 12 9.09 20 1.67 
Ventnor (I"I ). and Isle of 
W ioht `(4/6) 
SelseN (2/2), Worthing (I 15). 
Middleton (I 10), I3ognor 
West Sussex 
Regis (I 'S), Littlehampton 9 6.82 39 4.33 
(1/3)), West Witterino (1/2), 
Climping (I /I), Shoreham-by- 
Sea (1/I) 
Ramsgate (2/8), Deal (1/15), 
Margate (1 /6), Sandwich 
Kent (I; 5), Cliftonville (1 /3), 8 6.06 40 5.00 
Dymchurch (I'2), Allhallows 
(1/I) 
Suffolk 
Southwold (5111 ), Lowestoft 
' 
8 6.06 17 2.13 
5), Aldeburgh (1/I) (2 
Clacton-on-Sea (4/10), 
Essex Southend-on-Sea (2/7). 7 5.30 19 2.71 
Walton on the Naze (1/2) 
last Riding of Bridlington (5/10), and 6 4.55 12 2.00 
Yorkshire Yorkshire`(l/2) 
North East Cleethorpes (4'7), 5 3.79 10 2.00 
Lincolnshire Humberston (1/3) 
Somerset 
Minehead (3/3), Burnhanm-on- 5 3.79 5 1.00 
Sea (2/2) 
Hampshire 
Southsea (2/13), Portsmouth 4 3.03 21 5.25 
(1/6), Hayling Island (1/2) 
Bamburgh (1/3), Alnmouth 
Northumberland (1 i2), Seahouses (1 /2), 4 3.03 8 2.00 
Berwick-upon-Tweed (1/1), 
Merseyside Southport (3/10) 3 2.27 10 3.33 
Cumbria 
Grange-over-Sands (I/1), 
' 
I. 52 2 1.00 
(1 / I) Lake District 
Isles of Scill 
St Mary's (1111), and Isles of 
` 1 
5- 1.00 
(1/1) Scilly 
Guernsey Guernse> '(I I) 1 0.76 I 1.00 
Subtotal 118 Resorts Plus 10 Regions 337 255.30 981 2.91 
(C(mlinued) 
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'fahle 7.9 Seaside Destinations Visited by the Respondents for Ilolidays in the Last 
Five Years (Continued) 
Number of Total 'l'imes oI 
ANcrage 
" Respondents 
, Percentage Resort Visiting Times of 
Region Seaside Resort Visited (ýý.. ) ill the Region Resort Who Visited 
) (n= 132) 1)) 'Ihose Visiting g per I the Region Respondents Respondent 
IN WALES 
'I enbv (s 8). tiaºmderstoot 
(3'13), St David's (3/3), 
Pembrokeshire 
Amroth (1 /3), Freshwater East 16 12 12 34 2 13 (1/2), Newport (I/1), St Brides . . 
(1 /1), and Pembrokeshire ` 
(1'3) 
Llandudno (7/10), Barmouth 
(2/3), Pwllheli (2/2), 
Porthnladog (I 5), Criccieth G\ v\ nedd (I 2 ), Aberdaron (I 'I ), 16 12.12 25 1.56 
Aberdovey (Aberdyti) (I 1 
I. leyn Peninsula' (I/I 
Aberystwyth (2`2), Aberaeron 
Ceredigion 
(1'2). NewQuay (I'I) 
4 3.03 5 1.25 
Conwy Colwyn Bay (2/8) 2 1.52 8 4.00 
Denbighshire RhyI (1'6), Bodelwvddan (I'1) 2 1.52 7 3.50 
Anglesey Anglesey' (2/4) 2 1.52 4 2.00 
Bridoend Porthcam I (I '7) I 0.76 7 7.00 
Swansea Gower`(I - 1) I 0.76 1 1.00 
Vale of Barry Island (1! 1) I 0.76 I 1.00 
Glamorgan 
WALES` WALES`(4/9) 4 3.03 9 2.25 
Subtotal 22 Resorts Plus 5 Regions 49 37.12 101 2.06 
IN SCOTLAND 
Oban (4 7), I lelenshur h 
Argyll & Bute (115), Dunoon (I / 1), Islay and 8 6.06 15 1.88 
) Jura `(1 I ). Isle of Mull'( F'I 
Dornoch (1/1), Kyle of 
Highland Lochalsh (11/1), Mallaig (I'1 4 3.03 4 1.00 
Plockton (1/I) 
F ife St Andrews (1 1) I 0.76 I 1.00 
Aberdeenshire Banff ( 1/1) I 0.76 I 1.00 
Subtotal 9 Resorts Plus 2 Regions 14 10.61 21 1.50 
TOTAL 1 19 Resorts Plus 17 Regions 400 303.03 " 1,103 2.76 
aI here are tsNo numbers in parenthesis after each resort name. Hic first One in(iicales the nunther of respondents \010 
haue \isited that seaside resort in the last live Vicars. I he second one sho\\s the total times of' visiting that seaside 
resort by those respondents. 
b: 'Average Times of Resort Visiting per Respondent' I`otal Times of Resort Visiting in the Region by Those 
Respondents' divided hc'Number ot'Respondents Who Visited the Region'. 
c: A large region instead of a seaside resort was stated by the sample as his/her visited seaside destination. 
d: Total percentage is greater than 10096 since the respondents ma,, have visited more than one seaside destination in 
the last five years. 
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Seaside destinations chosen by the 132 respondents in the last five years were diversely 
scattered around the coastline in England, Wales and Scotland. Most of the sample 
specified seaside resort names as visited holiday destinations. Several of them, however, 
only reported larger regions as visited seaside destinations. In total, 149 different resort 
names and 17 regions were stated, with 128 in England, 27 in Wales and 11 in Scotland. 
Each sample has visited 3.03 places in average in the last five years. 
As explained in Table 7.9 (note a), the first numbers in parentheses after each resort name 
indicate the number of respondents who have visited that seaside resort in the last five 
years. Popularity of the resorts and counties can be therefore demonstrated. The top 
three resorts preferred by the sample (n = 132) in the last five years were Blackpool 
(visited by 27 respondents), Bournemouth and Scarborough (visited by 19 respondents). 
Other seaside destinations visited by more than ten respondents were Skegness (14), 
Newquay and Torquay (13), and Brighton (10). The Isle of Wight was visited by 12 
respondents in total. In Wales, Llandudno (7) and Tenby (5) were the most popular 
resorts. Moreover, Oban was the most visited seaside destination' in Scotland selected 
by 4 respondents. 
The preference of the top resorts somewhat influenced the ranking of the counties. 
Devon (40.15%), Cornwall and Dorset (33.33% each) were the three most visited 
counties with various seaside resorts. The long coastlines may have a bearing upon their 
popularity for seaside holidays. With less variety of seaside resorts but some significant 
ones, Lancashire (25.00%) and North Yorkshire (24.24%) became the next two favourite 
counties for seaside visiting. In total, these five counties accounted for over half of the 
sample's seaside visits (51.63%) in the last five years. 
Welsh counties Pembrokeshire and Gwynedd dominated the resort visiting in Wales. 
Each of them has been chosen by 16 informants (12.12%). Argyll and Bute was the 
leading district in Scotland for seaside visiting (6.06%). However, Scottish resorts were 
not frequently chosen by the survey sample living in England. 
7.5.3 Frequencies of Seaside Resort Visiting in the Last Five Years 
To discover the frequencies of domestic seaside visiting, respondents were asked to write 
down how many times they visited UK seaside resorts in the last five years for every 
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resort they specified. The results are presented above in Table 7.9. The second numbers 
in parentheses after each resort names indicate the total times of visiting that seaside 
resort by the respondents in the last five years. The total times of resort visiting were 
added up on a regional basis (the 5`h column in Table 7.9). The average times of seaside- 
resort visiting per respondent per county in the last five years were also calculated (the 
last column in Table 7.9) by dividing the total times of resort visiting by the respondents 
in each county with the number of respondents who visited the county in the last five 
years. 
Among those who had seaside holidays in the last five years (n = 132), an average of 2.76 
times of resort visit per person per place in five years was observed. If multiplied by 
3.03, the number of places visited by the sample in the last five years, a total of 8.36 times 
of seaside visit per sample was reported. This is, however, likely to be an 
overestimation because some individuals' high interest in visiting certain seaside resorts 
may bias the average times of resort visit in the whole sample. 
Lancashire could be an example to explain this problem. The 295 times of visits to 
Blackpool and Morecambe made by 33 informants generated an average of 8.94 visits per 
person to the county in the last five years. However, it would not be convincing to apply 
the average figure arbitrarily since several respondents visited Blackpool or Morecambe 
many times. One taxi driver living in Lancashire visited Blackpool for over one hundred 
times in the last five years. A painter and decorator also from Lancashire visited 
Blackpool for 25 times and Morecambe for 40 times. Another respondent from West 
Yorkshire went to Morecambe for over fifty times. These particular informants were 
either very interested in the resorts they chose, or their answers might include the trips 
made for career purpose and not only for holidays as required by the researcher. 
A tendency of repeat visiting should be noticed. Two thirds of the sample (66.67%, n= 
132) have visited at least one of their chosen seaside destinations more than once in the 
last five years. The rate could be higher due to the missing values. Some respondents 
who pointed out visited resorts but did not give information of the frequencies of visit 
were treated as the sample without repeat visiting. A further discussion will be made in 
Subsection 7.5.5. 
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The respondents' frequencies of seaside visiting in the last five years were tested against 
their demographic profiles by different bivariate analyses. The selection of t test, one- 
way ANOVA, Mann-Whitney test, or Kruskal-Wallis test is based on the criteria 
reviewed in Chapter Six, Subsection 6.4.1 and Subsection 6.4.2. The results suggest that 
no significant relationships were between the frequencies of past seaside visiting and nine 
of the respondents' profile variables. 
However, demographic characteristics of frequent seaside tourists could be described by 
examining the average times of seaside visiting among different sample groups. Male 
sample visited UK seaside resorts slightly more frequently than female sample in the last 
five years. Respondents aged 55 or over paid more visits than other age groups. 
Residents from North West and Yorkshire and Humberside visited seaside more times. 
Married couples and the sample without dependent children tended to visit seaside resorts 
more frequently. Additionally, respondents who finished their full-time education 
between 19 to 22 years old had more UK seaside holidays. Frequent visits were paid by 
the sample from social grade C2 and E. Higher average times of visits were also found 
from the sample with personal monthly income of £501-1,500 and monthly combined 
family income of £1,001-2,000. Nevertheless, the sample groups described above were 
the groups with greater means in each demographic variable. It does not suggest that the 
most frequent domestic seaside visitors were necessarily from a sample group with all the 
combination of the above characteristics. 
7.5.4 UK Seaside Resorts in Residents' Consideration Sets 
For the 133 respondents who intend to visit UK seaside resorts for holidays in the next 
five years, the destinations they would consider visiting were asked. This is to explore 
destinations in individuals' consideration sets. All together their answers could be 
regarded as a combination of an awareness set, or perceived opportunity set in Goodall's 
term (1991), for domestic seaside destinations. The UK seaside resorts and regions 
considered by the respondents are outlined in Table 7.10. 
A great variety of likely choices was presented in Table 7.10. Informants nominated 
116 specific resorts and 19 regions as preferred future destinations, in which 100 places 
are in England, 22 in Wales, and 13 in Scotland. The average number of destinations in 
their consideration set was 2.59. The sample with seaside holiday experiences in the last 
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fahle 7.10 Seaside Destinations Considered by the Respondents for'I'heir Future 
Visits in the Next Five Years 
Region Seaside Resort Considered 
Nwnber of 
Respondents 
('onNsidsde red 
visiting the 
Region 
Percentage 
(, V(, ) 
(n=133) 
IN ENGLAND 
Ncvvduay (10). St Ives (5). Penr. ancr (4), I alniouth 
('0rnmall (3). 
Looe (3), PadstoNv (3), Rude. Cape Cornwall, 44 33 08 Mullion. Perranporth, St Austell, St Mares, St . 
Minver, 1'intagel, and Cornwall "(8) 
Ilfracombe (7), Torquay (7), Sidnwuth (d), 
. xmouth (3), Salcombe (3), Croyde (2). Plymouth 
Devon (2). Woolacombe (2), l3rixham, 13udlcioh 42 31.58 
Salterton, Dartmouth, Dawlish, Paignton, Sandy 
13av. Wemburv, and Devon" (S) 
North Yorkshire Scarborough (20), Whitby (12), Robin Ilood's Bay 36 27 07 (2), Filet', and Yorkshire h . 
Bournemouth (13), Swanage (5), Weymouth (5), 
Dorset Poole (3), Lyme Regis (2), Charmouth, Studland, 31 23.31 
and Dorset b 
Lancashire Blackpool (20), Morecambe (5). Fleetwood 26 19.55 
Brighton (9), Eastbourne (3), Hastings (3), Camber East Sussex Sands, Ilove, and Sussex h 
18 13.53 
Lincolnshire 
Skegness (9), Ingoldmells (2), Mablethorpe (2), 
14 10 53 Sutton-on-Sea . 
Cromer (3), Hunstanton (3), Great Yarmouth (2), 
Norfolk 1-Topton on Sea, Old Hunstanton, Sheringham, and 13 9.77 
Norfolk `(2) 
Isle of Wight 
Cowes. Sandown, St Helens, WhitecliffBay. 
`) 6 77 Yarmouth. and Isle of Wight "(4) . 
Margate (2), Ramsgate (2), Deal, Dover, Kent Folkestone, Sandwich 8 6.02 
Suffolk Southwold (4), Aldeburgh, and Suffolk" (2) 7 5.26 
Northumberland Seahouses (2), Alnmouth. Bamburoh, BeadnelI 5 3.76 
East Riding of Bridlington (2), Hornsea (2), and Yorkshire 5 3.76 Yorkshire 
West Sussex 
Bognor Regis, Climping, Selsey, Worthing, and 5 3 76 Sussex ° . 
Merseyside Southport (4) 4 3.01 
Hampshire Portsmouth (2), New Milton. Southsea 4 3.01 
North Somerset Weston-super-Mare (3) 3 2 . 26 
Tyne and Wear Tvnemouth (2). Whitley Bav 3 2.26 
Cumbria Lake District' (2) 2 1.50 
Isle of Man Douglas, Isle of Man b 2 1.50 
Isles of Scilly 1.50 
(Continued) 
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Table 7.111 Seaside Destinations (considered by the Respondents for Their Future 
Visits in the Next Five Years (Continued) 
Number of 
Respondents Percentage 
Region Seaside Resort Considered NN CV, ) 
Cmiside red 
Visiting the (n-= 133) 
Region 
IN ENGLAND (Continued) 
North k ist Cleethorpes (2) 2 1.50 
Lincolnshil'C 
Somerset Minehead (2) 2 I. 50 
,, sex Walton on the Naie I 0.75 
Subtotal 89 Resorts Plus II Regions 288 216.54 
IN WALES 
Pembrokeshire 
3 enbv (8). St Dav id's (2). Amroth. Fishouard. 15 11.28 Pembroke. Saundersti ot, and Pembrokeshire 
Gýýyne dd 
I. landudno (4), Barmouth (2), Criccieth (2), 12 9.02 
Aberdaron, Caernarfon. Portmeirion. Porthmadog 
Ceredi-ion Aberacron, Cardigan 2 1.50 
Swansea Gower ', Swansea 2 1.50 
Con y Colwyn Bay I 0.75 
Denbighshire Rhv l 1 0.75 
Neath & Port Talbot Neath 1 0.75 
WAI, I: S 3 2.26 
Subtotal 19 Resorts Plus 3 Regions (including WALZ? S) 37 27.82 
IN SCOTLAND 
Mallaig (2), Arisai,, Fort William, Lochness 
Highland Portree (Isle of Skye), Isle o1 Skye 
7 5.26 
Argyll & Bute Oban (3), Dunoon. Kyles of Bute e 5 3.76 
Orkney Islands 2 1.50 
South Ayrshire Ayr (2) 2 1.50 
Aberdeen City Aberdeen 1 0.75 
North Ayrshire Arran 1 0.75 
SCOTLAND'' 2 1.50 
Subtotal 
8 Resorts Plus 5 Regions (including 20 15.04 SCOTLAND) 
TOTAL 116 Resorts Plus 19 Regions 345 259.40 
it. I he numbers in parrntheses Ater resort names shu\\ the frequencies of nominating the resort by the sample as 
considered seaside destinations. No parentheses are shu\ýn it the seaside resort was counted only once. 
h: A large region was nominated by the sample for likely seaside holidays in the next five scars. 
C: Total percentage is greater than 100% since the respondents have considered more than one seaside destination to 
isit in the next five y ears. 
179 
Chapter Seven Descriptive Findings Usin-Hut PU 0 2000 
five years included more resorts in their consideration set (mean = 2.64) than those who 
did not take UK seaside holidays (mean = 2.0). However, the difference was not 
statistically significant in the research population (t = 0.251, p=0.802). 
The informants' socio-demographic background has little influences upon the sizes of 
personal consideration set formed by the UK seaside resorts. Across nine of the 
background variables, only the variable 'region of residence' showed a statistical 
significance (F = 2.411, p<0.05). This is to say that the numbers of UK seaside 
destinations considered by people varied significantly with their residential regions in 
England. The residents from North West and Yorkshire and Humberside considered 
more UK seaside resorts for their future holidays. The average sizes of consideration set 
were 4.33 and 3.35, respectively. On the contrary, the sizes of consideration set were 
smaller for the people living in East Anglia (mean = 1.75) and East Midlands (mean = 
1.78). It seems possible that the residents in northern England were predisposed to visit 
UK seaside in the future, since greater numbers of nominated destinations in 
consideration sets might imply positive awareness of future seaside holidays. 
In Table 7.10 as well as in the following contexts, the numbers in parentheses after the 
resort names demonstrate the number of the sample who considered visiting those places. 
Both Blackpool and Scarborough were considered by 20 respondents in their seaside 
holiday plans in the next five years. Other resorts, such as Bournemouth (13), Whitby 
(12), Newquay (10), Brighton and Skegness (9), Ilfracombe and Torquay (7) were also 
frequently considered by the respondents. 
resorts in Wales that attracted the sample. 
Tenby (8) and Llandudno (4) were the two 
In Scotland, Oban (3) was the important 
resort considered as a future destination. 
Similar popularity existed between the regions visited in the last five years and the 
regions considered by the sample to visit in the next five years, especially for the counties 
ranked on the top of the lists. Cornwall (33.08%) and Devon (31.58%) were the two 
favourite regions likely to be visited by the sample. Pembrokeshire (11.28%) and 
Gwynedd (9.02%) were most popular in Wales. Highland (5.26%) and Argyll and Bute 
(3.76%) were the most considered Scottish counties to be visited by the respondents. 
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In considering the likely seaside destinations for holidays in the next five years, some 
informants did not provide precise answers. Eleven of them (8.27%) stated 'anywhere' 
or 'not decided' as their answers. Some informants could only point out the names of the 
regions in which they were interested. Counties were often basic units to be specified. 
For instance, among the 44 respondents who have considered visiting the resorts in 
Cornwall, eight of them just wrote down 'Cornwall' as a considered destination. In the 
42 sample who were interested in seaside visiting in Devon, five of them did not specify 
any resort but only pointed out 'Devon' as a region under holiday considerations. Isles, 
islands or peninsulas as special geographical properties were also prone to being 
nominated as a whole destination by the sample, e. g., Isles of Scilly, Isle of Wight, Gower 
(in Swansea), Lleyn Peninsula (in Gwynedd), or Isle of Skye (in Highland). It is 
possible that some people do not consider their domestic holiday destinations well in 
advance. They might prefer to make last-minute decisions of their seaside destinations. 
A distribution combining visited and considered UK seaside destinations in the research 
is illustrated in Figure 7.3. In brief, seaside resorts in the Southwest England remained 
the most important destinations for the domestic tourists. 
7.5.5 Repeat Visiting 
A notable finding is that the respondents seemed to have a tendency of visiting chosen 
seaside destinations repeatedly. This could be interpreted in two aspects. One 
indication could be the frequencies of visiting the same seaside resorts as demonstrated in 
Table 7.9. Repetitions between the seaside destinations visited in the last five years and 
appeared in the considered set may also imply an intention of repeat visiting. 
As previously stated in Subsection 7.5.3, two thirds of the informants who had seaside 
holidays have visited at least one of their chosen resorts more than once in the last five 
years. Blackpool or Morecambe may have exceptionally high rates of repeat visiting as 
discussed. However, even though the other resorts were not in particular preferences, it 
is common that many popular seaside destinations in Table 7.9 did attract the sample to 
visit again. Some locations may even be connected with their visitors. For instance, 
the respondent who visited Deal 15 times in the last five years owned a holiday caravan in 
that area. Visiting friends or relatives living by the sea could also be a likely reason to 
be contemplated. 
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Figure 7.3 Visited and Considered Seaside Resorts in the Ilk by the Respondents 
Total: 
V400, 
C345 
SCOTLAND: VO, C2 
Highland: V4, C7 
Argyll & Bute: V8, C5 
North Ayrshire: VO, C1 
South Ayrshire: VO, C2 
Orkney Islands: V0, C2 
Aberdeenshire: V1, CO 
Aberdeen City: V0, C1 
Fife: V1, CO 
Other Districts: V0, CO 
WALES: V4, C3 
Denbighshire: V2, C1 
Conwy: V2, C1 
Anglesey: V2, CO 
Gwynedd: V16, C12 
Ceredigion: V4, C2 
Pembrokeshire: V16, C15 
Carmarthenshire: VO, CO 
Swansea: VI, C2 
Heath & Port Talbot: VO, C1 
Bridgend: V1, CO 
Vale of Glamorgan: V1, CO 
SCOTLAND: 
V14, C20 
NORTH / 
IRELAND: 
1 V0, CO 
Isle of Man: 
VO, C2 Cumbria: V2, C2 
Lancashire: V33, C26 
Merseyside: V3, C4 
WALES : 
V49, 
C37 
North Somerset: VO, C3 
Somerset: V5, C2 Essex: V7, Cl 
Isles of Scilly: Kent: V8, C8 
V2, C2 
Cornwall: V44, C44 Dorset: V44, C31 Hampshire: V4, C4 East Sussex: V20, C18 
Devon: V53, C42 Isle of West Sussex: V9, C5 
Wight: 
V12, C9 
Guernsey: V1, CO 
V: Number of respondents who visited the region in the last five years (See Table 7.9). 
C: Number of respondents who considered visiting the region in the next five years (See Table 
7.10). 
Northumberland: V4, C5 
Tyne & Wear: VO, C3 
Durham: VO, CO 
Cleveland: VO, CO 
North Yorkshire: V32, C36 
East Riding of 
Yorkshire: V6, C5 
North East 
Lincolnshire: V5, C2 
Lincolnshire: V21, C14 
Norfolk: V14, C13 
ENGLAND: 
V337, Suffolk: V8, C7 
C288 
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Apart from the reported repeat visiting to the seaside destinations in the last five years, 
repetition between the visited and considered resorts was observed. This might be 
referred to as the respondents' intention of repeat visiting. Among the 132 informants 
who visited UK seaside resorts in the last five years, 112 of them considered having more 
seaside holidays in the next five years. More than half of the 112 sample (59.8%) 
suggested the seaside resorts where they have visited in the last five years as possible 
future destinations in their consideration set. Another 16.1% who did not provide any 
prospective seaside destinations might still take holidays in previously visited resorts. 
Examining the differences between the respondents' visited and considered seaside resorts 
may show the intention of repeat visiting as well. Their interested destinations and 
actual visited ones were highly overlapped, which included most leading resorts. 
Among the seaside resorts visited by the sample, 62.7% were considered for seaside 
holidays in the next five years. Likewise, 73.3% of the considered destinations had been 
visited by the sample in the last five years. Less important seaside locations excluded 
from the overlapped subset are displayed in Table 7.11. In brief, repeat visiting could be 
an important pattern in domestic seaside holidays. 
7.6 SUMMARY OF THE MAIN FINDINGS OF THIS CHAPTER 
This chapter has presented the findings relating to descriptive and qualitative data in the 
main survey. The socio-economic background of the sample and the facts about the 
respondents' choices of previous UK seaside holidays were explored. Furthermore, 
comprehensive analyses of the seaside destinations visited by the sample in the last five 
years, and the resorts likely to be visited in the next five years were made. The main 
results of the above topics are outlined below. 
" The valid sample size was 230 and the valid response rate was 11.5% in this study. 
Smaller sample size could be found in some questions due to the presence of filter 
questions. 
" The survey sample was drawn from England. The distribution of the respondents 
was in proportion to the populations in the eight official regions in England, which 
might be regarded as a validation of the sampling method. 
183 
Seven I YA, rry, mr l inýhniýý U. wnl III I'! ' 1111(1 
'fahle 7.11 Differences between the IIK Seaside Resorts Visited or Considered by 
the Sample 
Region Resort Visited, not Considered 
Resort Considered, 
not Visited 
IN ENGLAND 
C'onihe MM, irtin. Instovv. Kinlsbridge, Lynniouth. Urýý, n Sheldon 
Dorset Boscomhe, Sandbanks 
Cawsand, Gunwalloc, I layle, Lands Lnd, 
Cornwall Mousehotc, Polperro, Sennen 
Mullion, St Minvcr 
Lancashire I: leetwood 
North Yorkshire Redcar, Saltburn-bv-the-Sea 
Lincolnshire Chapel St Lconards 
East Sussex Pevensey 13ay, Rye I love 
Blakenev, Caister-oil-Sea, last Runton, West 
Norfolk Runto n 
Sheringham 
Isle of Wight Freshwater, Ventllor St I lelens 
I, ittlehampton, Middleton, Shoreham-b\-Sea, 
West Sussex West Wittering 
Sussex 
Kent Allhallows, Clittonville, Dymchurch Dover, Folkestone 
Suffolk Lowestoft Suffolk 
Essex Clacton-on-Sea, Southend-on-Sea 
East Riding of liornsea 
Yorkshire 
North East Humberston 
Lincolnshire 
Somerset Burnham-on-Sea 
Hampshire Haylin`g Island New Milton 
Northumberland Berwick-upon-Tweed Beadnell 
Cumbria Grange-over-Sands 
Isles of Scilly St Mary's 
Guernsey Guernsey' 
North Somerset Weston-super-Mare 
Tvne and Wear Tynemouth, Whitley Bay 
Isle of Man Douglas, Isle of Man a 
Subtotal 41 Resorts Plus I Region 15 Resorts Plus 3 Regions 
Pembrokeshire Freshwater East, Nevyort, St Brides Fishguard, Pembroke 
Gwynedd 
Aberdovey (Aberd\ ti), Lleyn Peninsula", Caernarfon, Portmeirion Pwllheli 
Ceredigion Aberystwyth, New Quay Cardigan 
Denbighshire Bodelwyddan 
Anglesey Anglesey A 
Bridbend Porthcawl 
Swansea Swansea 
Vale of Glamorgan Barry Island 
Neath & Port Talbot Neath 
Subtotal 10 Resorts Plus 2 Regions 7 Resorts 
(Continued) 
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'fahle 7.11 A Comparison between the UK Seaside Resorts Visited or Considered 
by the Sample (('ontinued) 
idei etl, 110( Region Resort Visited, [lot Considered 
Resort Cons 
Visited 
IN SCOTLAND 
Ai-, -, N 
11 K Bute I Iclenshurgh. Islay and . 
Iw a °. kic ut MIuII 
I Iiý-, hland Uornoch, Kyle of I. ochalsh, I'lockton 
itr St Andrews 
Grampian Ball fl, 
Orkncv Islands 
South Ayrshire 
Aberdeen City 
North Ayrshire 
Strathclyde 
SCOTLAND 
Arisaig, Fort William. Isle 
of Skyc ". I A)CIU1css ". 
I'ortree (Isle of Skye) 
Orkney Islands  
Ar 
Aberdeen 
Arran " 
Ký les of Bute 
SCOTLANI) 
Subtotal 6 Resorts Plus 2 Regions 
5 Resorts Plus 6 Regions 
(including SCOTLANI)) 
TOTAL 57 Resorts Plus 5 Regions 27 Resorts Plus 9 Regions 
it: .A 
large region instead of a seaside resort as stated hv the sample as his/her N isited or considered seaside destination. 
" Main respondents were aged 35-64, more female than male. About two thirds 
(66.4%) were married or with a partner. Nearly two thirds (63.3%) were not 
supporting children. Over half of the married couples with dependent children 
(51.8%) had two children to support. Most informants (60.2%) finished full-time 
education before 18 years old. The educational level of the sample was higher the 
national average. 
" Informants' socio-economic background varied. There were 39.2% in Social Grade 
Cl, working in supervisory or clerical, and junior managerial, administrative or 
professional occupations. Over half of them earned up to £1,000 per month (after 
tax). Most households (21.1 %) had a monthly combined income of £ 1,501 -f 2,000. 
I ligher grading of the sample than the national average was found. 
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" One hundred and thirty-two respondents (57.4%) have visited UK seaside resorts in 
the last five years. Except the sample's residential regions, no significance was 
shown when comparing the differences of the sample's profiles between those who 
took or did not take seaside holidays in the last five years. More domestic seaside 
tourists were from East Midland, Yorkshire and Humberside, and West Midland. 
" Most of the sample stayed for 4-7 nights in their previous seaside holidays. The 
average was 5.58 nights. August and September were the most popular months for 
taking seaside holidays. 
" Significant associations were found between each pair of the following variables: 
respondents' actions of taking UK seaside holidays in the last five years, their 
intentions to visit seaside resorts in the next five years, and their willingness to 
recommend seaside holidays to others. 
" The favourite seaside resorts chosen by the sample for holidays in the last five years 
were Blackpool, Bournemouth and Torquay, and the most popular regions were 
Devon, Cornwall and Dorset. If all the seaside destinations visited in the last five 
years were taken into account, Blackpool, Bournemouth and Scarborough were the 
top three resorts. Devon, Cornwall and Dorset stayed in the highest ranks of the 
county preference. 
" On average, the sample visited UK seaside destinations 8.36 times in the last five 
years, which resulted from 2.76 visits to each of 3.03 different resorts. The figures 
might be overestimated due to some particularly high frequencies of visits. 
" An average of 2.59 UK seaside destinations were considered by the sample in the 
next five years. The sample's region of residence showed a significant difference 
against the number of considered seaside resorts. The residents from North West 
and Yorkshire and Humberside considered more UK seaside resorts for their holidays 
in the next five years, whilst the people living in East Anglia and East Midlands have 
smaller consideration sets. 
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" Blackpool, Scarborough and Bournemouth were the most frequently nominated 
resorts in the respondents' consideration sets. Cornwall, Devon and North Yorkshire 
were mostly considered counties for future seaside holidays. Some respondents 
could not decide specific domestic destinations for seaside holidays well in advance. 
" The most visited and considered Welsh counties for seaside holidays were 
Pembrokeshire and Gwynedd, and the Scottish ones were Argyll and Bute and 
Highland. Resorts such as Tenby and Llandudno in Wales and Oban in Scotland 
were in higher preference. 
" Repeat visiting could be significant in taking domestic seaside holidays. This was 
observed from the frequencies of visiting the same seaside resorts by the sample as 
well as from the repetitions between the visited and considered seaside destinations. 
A great extent of overlap of the visited and considered resorts could be noticed. 
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CHAPTER EIGHT 
FINDINGS CONCERNING RESORT INFORMATION 
SEARCH 
8.1 INTRODUCTION 
This chapter aims to further reveal the quantitative findings of the survey questionnaire in 
this study. Questions concerning the sample's information search behaviour are 
analysed. SPSS 8.0 for Windows was the main statistical tool employed for analysing 
the data. Books by Ryan (1995), Norugis (1997), Cramer (1998), Bryman and Cramer 
(1999), and Green et al (2000) were referred to for operating software commands as well 
as for assisting in the interpretation of the outputs. The chapter is presented in the 
following order: respondents' information search behaviour, level of advance information 
for seaside tourism resources, and tests of the level of advance information versus the 
respondents' socio-economic background. A summary of the findings of this chapter is 
provided at the end of the chapter. 
8.2 RESPONDENTS' INFORMATION SEARCH BEHAVIOUR 
8.2.1 Type of Information Sources 
Information search was a crucial behaviour in the investigation. Of the 132 participants 
who have visited UK seaside resorts in the last five years, 103 of them (78.0%) had 
advance information about their seaside destinations. Possible sources for obtaining 
information of the seaside resorts were examined. The sample could identify any of the 
nine means of information collection (including 'others') for their previous seaside 
destination visited. Most of the sample used only one type of information source 
(46.6%). Others collected resort information from two to five sources. On average, 
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they used 1.83 ways to collect information. The distribution of the use of different 
information sources is presented below in Table 8.1 (n =103). 
Table 8.1 Sources of Obtaining Seaside Resort Information 
Information Sources Frequency Percentage () 
From your previous visit 53 51.5 
From friends or relatives who have visited there 47 45.6 
From tourist information centres 24 23.3 
From commercial guidebooks or travel writings available from bookshops 21 20.4 
From media (newspapers, travel magazines, TV, teletext, ... ) 14 13.6 
From travel agents 12 11.7 
From other sources 11 10.7 
From free membership publications (AA, National Trust, ... ) 5 4.9 
From travel exhibitions 0 0.0 
a: Total percentage is over 100% due to a multiple-choice question design. 
Private sources, i. e., personal experiences (51.5%) and word-of-mouth from friends and 
relatives (45.6%), were most used by the participants. Public information sources from 
local tourist information centres (TICs) were third in popularity (23.3%) in domestic 
seaside holidays. Commercial-based sources (e. g., guidebooks, media information, or 
travel agents) were comparatively less frequently used. Similar results have been found 
in Jenkins' study (1978). Domestic US tourists tended to seek more social sources (i. e., 
information from members of the immediate family, relatives, and friends) and organise 
their own holidays, while his Dutch sample depended more on travel agencies. The 
influence of commercial recommendations could be higher in case of overseas travel. 
The fact that no individual in this survey obtained information about the domestic 
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destinations from travel exhibitions could partly be owing to the similar tendency. 
Commercial information sources, especially from organised exhibitions in large scale, 
may be less crucial in domestic travel market. This pattern is conjectured to reflect the 
information seeking for domestic destinations in the UK. 
Other information sources employed by the sample varied, yet the use of the Internet 
could be a notable phenomenon. Four respondents (3.9%) stated the Internet as a way of 
seeking travel information. This contemporary trend may not substitute for the 
traditional means immediately due to the availability of and access to computer facilities 
and the web browsing services, but it is worth further study in the near future. 
8.2.2 Differences between the Sample with or without Advance Information 
The independent-samples t tests were conducted to explore the mean differences between 
the respondents who had or did not have advance information. The results are 
demonstrated below (Table 8.2). 
Table 8.2 T Test of the Mean Differences between the Sample with or without 
Advance Information 
Mean of Group 
Mean of Group 
Variables Tested N1 (Sample with 
2 (Sample t 
Advance Info) without 
p 
Advance Info) 
Holiday Nights Stayed in the 121 5.79 4.83 1.324 0.188 
Previous UK Seaside Destination 
Number of Seaside Resorts Visited 122 3.16 2.59 1.183 0.239 
in the Last 5 Years 
Number of Seaside Resorts 113 2.72 2.29 0.760 0.449 
Considered Visiting in 5 Years 
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Three variables tested in Table 8.2 were: 'Holiday nights stayed in the previous UK 
seaside destination', Number of seaside resorts visited in the last 5 years', and 'Number of 
seaside resorts considered visiting in the next 5 years'. On average, the participants who 
had advance information about the resorts visited last time have stayed one night longer 
than those who did not have advance information (5.79 versus 4.83 nights). It 
corresponds with the assumption by Fodness and Murray (1999) that information search 
strategies may influence quantitative (behavioural) outcomes, such as length of stay or 
number of destinations and attractions visited. 
The number of visited seaside resorts asked in the survey was in a five-year period, but 
not merely related to the respondents' last seaside holidays. Therefore, whether they had 
information about their previous seaside destinations may not associate with this variable 
directly. However, more seaside resorts were visited in the last five years by the sample 
with advance information in previous holidays (3.16 versus 2.59 resorts). Similar 
tendency was observed when comparing the average numbers of seaside resorts 
considered visiting by the sample in the next five years. People who had advance resort 
information for their last trip would consider visiting more seaside resorts in the next five 
years (2.72 versus 2.29 resorts). It appears possible that resort information has a positive 
bearing upon seaside visiting. However, the differences were not statistically significant 
in the research population. 
8.2.3 Information Source and Length of Stay 
A Pearson product moment correlation coefficient, Pearson's r, was calculated to discover 
a possible linear relationship between the number of information sources used by the 
sample and the holiday nights spent at the seaside destinations. The value of r (n = 131) 
= +0.167, indicates a weak positive linear association between these two factors. This is 
to say that the participants who sought resort information from more types of sources 
would stay slightly longer in the resorts. However, it was not statistically significant in 
the whole population (p = 0.56). 
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8.3 LEVEL OF ADVANCE INFORMATION ABOUT SEASIDE TOURISM 
RESOURCES 
8.3.1 Ranking of the Level of Advance Information 
To clarify the information search behaviour further, the participants who had information 
about their last seaside destinations before their holidays (n = 103) were asked to answer 
a set of extra questions about the levels of information for the 25 selected seaside tourism 
resources. A five-point Likert-type scale was employed to indicate how much the 
sample knew about each resource before their visit. The score 5 means the sample had 
very detailed information, and 1 means the sample had very limited information about the 
resort item. The results are demonstrated in Table 8.3, with the means ranged from 3.66 
to 2.04. 
The sample obtained the highest level of information about the 'Availability of 
accommodation near the seafront', with the mean of 3.66. 'Scenery', 'Availability of 
various shopping facilities near the seaside', 'Type of beach', and 'Availability of food 
supply near the beach' were also the resource items about which the sample claimed to 
have more information. However, the sample had limited knowledge about the 
'Availability of seafront events' before visiting the previous seaside resorts. The average 
score was 2.04. 
8.3.2 Factor Analysis of the Level of Advance Information 
An exploratory factor analysis is an advanced statistical skill to reduce the number of 
variables into several factors, so that the main constructs or dimensions behind these 
variables could be discovered (Kline, 1994). Here the previous 25 resort information 
items are expected to be grouped into several explainable information types. 
8.3.2.1 Requirements for Factor Analysis 
Some technical rules and data requirements should be noted before conducting a factor 
analysis (See Chapter Six, Subsection 6.4.3.1). Firstly, the sample size should not be 
fewer than 50. Generally a sample of 100 or greater observations is preferable, and the 
larger the number of observations the better (Kline, 1994; Hair et al, 1998). Moreover, 
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Table 8.3 Levels of Advance Information for Seaside Tourism Resources 
Ranking 
Item 
Number Seaside Resort Information Mean " 
Standard' 
Deviation 
1 1 Availability of accommodation near the seafront 3.66 1.44 
2 14 
Scenery (natural landscape, local architecture style, floral 3.63 1.46 
design, ... ) 
3 21 
Availability of various shopping facilities near the seaside 3.47 1.43 (souvenir shops, fashion stores, shopping centres, ... ) 
4 20 Type of beach (sand, shingle, pebble, stone, rock, ... ) 3.40 1.57 
8 Availability of food supply near the 
beach (cafes, pubs, 3 08 49 1 5 refreshment kiosks, restaurants, tea rooms, ... ) . . 
6 5 Availability of car parks near the seaside 2.83 1.52 
12 Availability of pleasure transport 
(boat trips, promenade 79 2 59 1 7 trams/trains, ... ) 
. . 
8 16 Availability of seaside fairgrounds/playgrounds 2.76 1.59 
3 Availability of 
beach amusementlentertainment (concerts 2 73 50 1 9 
at seaside bandstands, puppet performance, shows, ... ) . 
. 
10 11 Availability of piers 2.63 1.60 
11 4 Beach water quality 2.57 1.52 
12 17 Slope of beach (slight, steep, ... ) 2.46 
1.55 
13 19 Availability of toilets/showers/changing facilities 2.45 1.45 
14 10 Length/width of beach 2.44 1.56 
24 Availability of waterfront 
development (marinas, quays, 2 38 1.43 15 docks, ... ) . 
16 18 Likelihood of sufficient local sunshine hours 2.37 1.45 
17 2 Availability of aquariums/sea life centres 2.34 1.40 
23 Availability of warning 
facilities (tide clock, bathing 2 33 1.35 18 
safety flag, ... ) 
. 
19 13 Restrictions (dogs on a lead, limited smoking areas, ... ) 2.33 1.47 
20 22 Likelihood of warm summer sea temperature 2.27 1.42 
21 9 Availability of huts, deckchairs, sunshades, etc., to rent 2.19 1.40 
Availability of emergency services (coastguard, lifeboat, 2 17 42 1 22 7 first aid, lost children searching, ... ) . 
. 
23 25 
Opportunity for watersports (equipment for hire/sale, 2,16 1.39 
training courses, natural supporting conditions, ... ) 
24 6 Availability of disabled access and services 2.15 1.44 
25 15 
Availability of seafront events (beach volleyball, sand 2.04 1.31 
castle building, ... ) 
a: 5 means'very detailed information'. 1 means'very limited information'. 
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the minimum cases-per-variable ratio is 2: 1, and the bigger the ratio the better (Kline, 
1994). For example, 50 subjects are at least needed to run a factor analysis for 25 
variables. In this set of questions, the number of valid cases used in the analysis was 
103, and the number of variables was 25. Since the size is critical, more attention should 
be paid when interpreting the output. 
Secondly, the reliability of the scale should be examined. The internal consistency of 
these 25 resort information items can be identified by the Cronbach's alpha coefficient 
computed from the Reliability Analysis in SPSS. A rule of thumb is that the widely 
used coefficient should be 0.8 or above (Bryman and Cramer, 1999). An alpha value of 
0.9358 for this set of attributes indicates a high consistency among the chosen items in 
constructing the scale. 
Thirdly, whether correlations between attributes exist should be tested. The significance 
of the Bartlett's Test of Sphericity (p = 0.000) indicates that the correlation matrix of the 
25 items was not an identity, i. e., the diagonal values of the matrix are all one, and the 
other values are zero (Ryan, 1995). Therefore, further procedures in factor analysis 
based on the correlation matrix could be carried out. 
Finally, the measure of sampling adequacy (MSA) should be checked. The Kaiser- 
Meyer-Olkin model is used in SPSS. MSA of 0.873 for this set of 25 attributes is 
'meritorious' (Kaiser and Rice, 1974), which supports the application of the factor analysis. 
8.3.2.2 Interpretation of the Results 
The five factors extracted from principal component analysis followed by varimax 
rotation explained 66.05% of the total variance. They were extracted because five 
eigenvalues representing variance were greater than 1 (Tabachnick and Fidell, 1996). 
The minimum values of factor loadings to indicate significance vary by the sample size. 
When the sample size is between 100 and 119, factor loadings should be greater than 0.55 
(Hair et al, 1998). Significant factor loadings of the 25 items in the five factors are 
shown in Table 8.4. The five factors could be expounded as follows. 
Factor One (Fl): Information regarding beach conditions, including five significant 
attributes: 'Type of beach', 'Slope of beach', 'Likelihood of sufficient local sunshine hours', 
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Table 8.4 Factor Loadings of the Level of Advance Information for Seaside 
Tourism Resources 
Seaside Resort Information F1 F2 F3 F4 F5 
(Communality 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) . 807 . 702 
17. Slope of beach (slight, steep, ... ) . 794 . 694 
18. Likelihood of sufficient local sunshine hours . 707 . 693 
10. Length/width of beach . 678 . 629 
19. Availability of toilets/showers/changing facilities . 678 . 663 
22. Likelihood of warm summer sea temperature . 529 . 530 
16. Availability of seaside fairgrounds/playgrounds . 845 . 800 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet performance, . 764 . 731 shows, ... ) 
11. Availability of piers . 715 . 740 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) . 
573 684 
21. Availability of various shopping facilities near the 
seaside (souvenir shops, fashion stores, shopping . 468 . 632 centres, ... ) 
6. Availability of disabled access and services . 743 . 632 
4. Beach water quality . 689 . 611 
5. Availability of car parks near the seaside . 656 . 719 
9. Availability of huts, deckchairs, sunshades, etc., to rent . 639 . 718 
7. Availability of emergency services (coastguard, 626 733 lifeboat, first aid, lost children searching, ... ) . . 
23. Availability of warning facilities (tide clock, bathing 
... ) safety flag, 
515 . 515 . 637 
25. Opportunity for watersports (equipment for hire/sale, J 
training courses, natural supporting conditions, ... ) 
727 . 727 . 651 
15. Availability of seafront events (beach volleyball, sand 
castle building, ... ) 
622 . 622 . 568 
2. Availability of aquariums/sea life centres . 620 . 668 
24. Availability of waterfront development (marinas, 
quays, docks, ... ) . 
611 717 
13. Restrictions (dogs on a lead, limited smoking 
areas, ... ) . 
538 . 573 
1. Availability of accommodation near the seafront . 712 . 591 
14. Scenery (natural landscape, local architecture style, 536 622 floral design, ... ) . 
8. Availability of food supply near the beach (cafes, pubs, 518' 574 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
Eigenvalue 10.099 2 106 1.761 1.445 
1.101 16.512 
Percentage of Variances (%) 40.398 8.424,7.045 5.779 4.4021 66.048 
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'Length/width of beach', and 'Availability of toilets/showers/changing facilities'. F1 
explained 40.40% of the total variance. 
Factor Two (F2): Information concerning seaside entertainment, including four main 
attributes: 'Availability of seaside fairgrounds/playgrounds', 'Availability of beach 
amusement/entertainment', 'Availability of piers', and 'Availability of pleasure transport'. 
F2 explained 8.42% of the variance. 
Factor Three (F3): Information regarding services and facilities for safety and 
convenience. This comprised five items: 'Availability of disabled access and services', 
'Beach water quality', 'Availability of car parks near the seaside', 'Availability of huts, 
deckchairs, sunshades, etc., to rent', and 'Availability of emergency services'. Over 
seven percent (7.05%) of the variance was explained by this factor. 
Factor Four (F4): Information concerning seafront activities and events, which were 
constituted by four items: 'Opportunity for watersports', 'Availability of seafront events', 
'Availability of aquariums/sea life centres', and 'Availability of waterfront development'. 
A total of 5.78% of the variance was explained by this factor. 
Factor Five (F5): Information regarding accommodation supply. This is a unique factor 
with only one significant item, 'Availability of accommodation near the seafront'. F5 
explained 4.40% of the total variance. 
The other six attributes not stated above were not significantly associated with any of the 
five factors since the factor loadings were lower than 0.55. 
8.4 TESTS OF THE LEVEL OF ADVANCE INFORMATION VERSUS 
THE RESPONDENTS' SOCIO-ECONOMIC BACKGROUND 
Socio-economic background has been widely reported in decision-making literatures as a 
crucial factor to influence personal buying behaviour. This section analyses the 
interactions between the nine socio-economic variables and the level of resort information 
obtained from the survey in order to examine the sample's destination choice further. 
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Three subsections are discussed below. Firstly, the relationships between the five 
factors of the information types extracted from factor analysis and each socio-economic 
variable were identified by one-way analysis of variance (ANOVA). Secondly, the 
influences of each profile variable on the set of twenty-five information items were 
indicated by one-way multivariate analysis of variance (MANOVA). Finally, the links 
between each of the twenty-five information items and every demographic variable were 
examined to provide detailed statistical evidence. 
8.4.1 Relationships between the Factors of Seaside Holiday 
Considerations and Socio-economic Variables 
The likely relationships between the five factors of resort information types extracted in 
Subsection 8.3.2 and the sample's profile were tested by using factor scores in one-way 
ANOVA. Table 8.5 lists the five factors and their associations with the six socio- 
economic variables showing significant differences. Three variables (i. e., gender, 
presence of dependent children, and personal monthly income) are not included in the 
table since they failed to distinguish any of the information factors. For age, social 
grading, and family combined monthly income, significant results were produced after 
regrouping the optional answers originally provided in the questionnaire into fewer 
categories (See notes of Table 8.5). 
Two out of five resort information factors were significantly connected with several 
socio-economic variables. Factor Two, information concerning seaside entertainment, 
was the most salient factor influenced by age, region of residence, and educational level 
at the 1% level. The factor was also contributed by individual's marital status (p < 0.05). 
According the means of the factor scores, higher level of information concerning seaside 
entertainment was held by the participants who were younger, single, at lower educational 
level, or living in regions in northern England (e. g., Yorkshire and Humberside, North 
West). 
The unique Factor Five, information regarding accommodation supply, was significantly 
affected by people's social grading, and family combined monthly income (after tax) (p < 
0.05). The respondents with higher social grades and family income tended to have 
higher level of information about the accommodation supply of their previous seaside 
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Table 8.5 Relationships between the Factors of Resort Information Types and 
Respondents' Socio-economic Variables 
Factors of Resort Information Types IABCD Ell F 
F I. Information regarding beach conditions 
F2. Information concerning seaside entertainment 
F3. Information regarding services and facilities for safety 
and convenience 
F4. Information concerning seafront activities and events 
** ** * ** 
F5. Information regarding accommodation supply 
**: F ratio is statistically significant at the 0.01 level. 
F ratio is statistically significant at the 0.05 level. 
A: Age (three groups: 34 or under, 35-54, and 55 or over). 
B: Region of Residence. 
C: Marital status. 
D: Educational level. 
E: Social grading (four groups: A&B, Cl, C2, and D&E& students). 
F: Family combined monthly income (two groups: £1,000 or less, and £1,001 or more). 
destinations. The relationships are possibly sustained in the research population: adult 
residents in England. 
8.4.2 One-Way Multivariate Analysis of Variance between Level of Advance 
Information and the Sample Profile 
A one-way multivariate analysis of variance (MANOVA) is used to determine the effect 
of one nominal variable on the interval level of a group of two or more dependent 
variables (Green et al, 2000). Whether the respondents' socio-economic background 
might influence them on collecting seaside resort information could therefore be analysed 
by MANOVA. Table 8.6 presents the test results. 
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Table 8.6 MANOVA Tests between Level of Seaside Resort Information and 
Respondents' Profiles 
Respondents' Profile N 
Wicks' 
F Hypothesis Error df Sig. 
Eta Square 
Lambda A df 12 
Gender 103 0.642 1.718 25.000 77.000 0.038 0.358 
Age 103 0.185 1.191 125.000 364.187 0.110 0.286 
Region of Residence 103 0.178 0.818 175.000 491.946 0.941 0.219 
Marital Status 103 0.608 0.858 50.000 152.000 0.731 0.220 
Presence of Dependent 103 0.583 2.200 25.000 77 000 0 005** 417 0 Children . . . 
Educational Level 92 0.346 1.093 75.000 192.188 0.312 0.298 
Social Grading 101 0.161 1.018 150.000 417.904 0.438 0.262 
Personal Monthly Income 87 0.160 0.821 150.000 335.920 0.916 0.263 
Family Combined Monthly 83 0.090 0.872 175.000 356.637 0 847 0.291 Income . 
**. p<0.01. 
The figures in Table 8.6 appear to suggest that the presence of dependent children was the 
only demographic variable influencing the integrated level of resort information held by 
the respondents. However, the significant result is invalid due to a violation of the 
multivariate normality assumption for the Box's M test. It is discussed in Chapter Six, 
Subsection 6.4.4 that MANOVA can be used under the assumption of the homogeneity of 
variance-covariance matrices. This is tested by the Box's M test of equality of 
covariance matrices. Further examination of the significance of the Box's M test reveals 
that the data from the survey did not comply with the assumption. Therefore, the 
significant result of the MANOVA should not be taken into account. That is to say, 
none of the nine demographic variables had a significant bearing upon the level of resort 
information in the light of the MANOVA results. 
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8.4.3 Associations between Level of Advance Information and 
Respondents' Profiles 
To explore the relationship between level of seaside resort information and the sample's 
profiles further, bivariate analyses between every pair of the variables were carried out in 
this subsection. On each of the 25 seaside information items, the distinctions among 
participants in different socio-economic profiles were compared. 
F ratios in the one-way analysis of variance (ANOVA) were calculated below as the 
indication for distinguishing the group mean differences. However, if the variances of 
the groups are unequal in the population, a non-parametric test should be used instead of 
the parametric F test (Bryman and Cramer, 1999). Kruskal Wallis tests were therefore 
conducted for unrelated samples with two or more groups, since some F ratios (figures in 
parentheses in the following tables) were computed regardless the basic assumption of 
equal variances. T tests were occasionally used as an auxiliary method if the profile 
variable has only two groups (e. g., gender). The positive or negative t values imply 
which group has higher means than the other group. 
The results below are firstly presented in a summarised table. Then they are discussed 
respectively in the order of the sample's socio-economic background shown on the main 
questionnaire. 
8.4.3.1 Summary of the Tests 
Table 8.7 demonstrates the significance of bivariate analyses between the sample's 
profiles and the level of advanced information about the previous seaside destinations. 
Two hundred and twenty-five analyses were carried out (25 information items with 9 
profile variables). Ticks show statistical significance (p < 0.05). 
In the nine socio-economic variables (i. e., sample's gender, age, region of residence, 
marital status, number of dependent children, educational level, social grading, personal 
and family combined monthly income), educational level appeared to be the most 
meaningful one with influences on eight information items. However, the overall effect 
of the respondents' background on their likely level of resort information was not obvious. 
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Table 8.7 Summary of Statistical Tests between Level of Seaside Resort 
Information and Respondents' Profiles 
Seaside Resort Information 
i 
A, B'CID, EýF G li, 1 
1. Availability of accommodation near the seafront 
2. Availability of aquariums/sea life centres 
3. Availability of beach amusement/entertainment (concerts at seaside 
bandstands, puppet performance, shows, ... ) ý4ý 4. Beach water quality 
5. Availability of car parks near the seaside 
6. Availability of disabled access and services 
7. Availability of emergency services (coastguard, lifeboat, first aid, lost 
children searching, ... ) 
8. Availability of food supply near the beach (cafes, pubs, refreshment 
kiosks, restaurants, tea rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., to rent 
10. Length/width of beach 
11. Availability of piers 
12. Availability of pleasure transport (boat trips, promenade 
trams/trains, ... ) 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 
14. Scenery (natural landscape, local architecture style, floral design, ... ) 
15. Availability of seafront events (beach volleyball, sand castle 
building, ... ) 
16. Availability of seaside fairgrounds/playgrounds 
17. Slope of beach (slight, steep, ... ) 
18. Likelihood of sufficient local sunshine hours 
19. Availability of toilets/showers/changing facilities 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 
21. Availability of various shopping facilities near the seaside (souvenir 
shops, fashion stores, shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 
ýý L +- 
ý, 
ýý 
iIýýi 
I 
iiIiI 
I, 
44 
i 
HI 
23. Availability of warning facilities (tide clock, bathing safety flag, ... ) 
24. Availability of waterfront development (marinas, quays, docks, 
25. Opportunity for watersports (equipment for hire/sale, training courses, 
natural supporting conditions, ... 
) 
Number of Significant Items 123128103 
I: Statistically significant. 
A: Gender. 
B: Age. 
C: Region of residence. 
D: Marital status. 
E: Presence of dependent children. 
F: Educational level. 
G: Social grading. 
H: Personal monthly income. 
I: Family combined monthly income. 
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8.4.3.2 Differences between Respondents' Gender on Information Level 
Examinations were made to see whether men and women have different level of advance 
information about the seaside resorts they previously visited. The only significant 
difference shown in Table 8.8 was in the item, 'Availability of toilets/showers/changing 
facilities'. A negative t value of -2.356 indicated that a lower mean was observed on 
male than female. Women may be more concerned about these facilities before their 
seaside holidays. 
8.4.3.3 Differences between Respondents'Age on Information Level 
Table 8.9 concludes the ANOVA tests between respondents' age and their level of seaside 
resort information. Among six age groups (from '24 or under' to '65 or over' in an 
interval of ten), the significant difference was found in the 'Availability of beach 
amusement/entertainment'. Younger groups had higher level of information than the 
older groups if the group means were checked. When comparing two groups at a time 
using the Scheffe tests in the post hoc multiple comparisons, significance was shown 
between the age group'25 to 34' and'55 to 64'. 
Attempt was made at re-coding the age data into fewer groups and conducting subsequent 
tests so that other crucial items were likely to emerge. The 'Availability of seaside 
fairgrounds/playgrounds' was another item to be noticed differently by different age 
groups. Younger groups still had higher level of information than the older groups when 
comparing the group means of this item. 
8.4.3.4 Differences between Respondents' Region of Residence on Information Level 
Table 8.10 demonstrates the outcomes of the tests between the level of seaside resort 
information and the respondents' region of residence. The level of information about the 
'Availability of seaside fairgrounds/playgrounds' was variously held by the sample from 
eight regions in England. The means from high to low were observed from the 
following region order: East Anglia, Yorkshire & Humberside, North West, North, West 
Midlands, East Midlands, South East, and South West. Significant difference among the 
participants from northern, central or southern England on this information item was also 
found when combining the region groups into larger regions for analysis. 
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Table 8.8 Tests of the Level of Resort Information and Respondents' Gender 
Seaside Resort Information (n a 103) ) 
Kruskal 
Test 
(dfal) na 
1103 
() 
1. Availability of accommodation near the seafront 0.209 0.007 0.457 
2. Availability of aquariums/sea life centres 1.102 0.971 -1.050 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet performance, 0.211 0.161 -0.460 
shows, ... ) 
4. Beach water quality 0.002 0.015 -0.045 
5. Availability of car parks near the seaside 0.312 0.263 -0.558 
6. Availability of disabled access and services (1.168) 0.771 -1.130 
7. Availability of emergency services (coastguard, 0 954 0 950 -0 977 lifeboat, first aid, lost children searching, ... ) . . . 
8. Availability of food supply near the beach (cafes, pubs, (1.206) 1.611 -1.146 refreshment kiosks, restaurants, tea rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.437 0.196 -0.661 
10. Length/width of beach 0.070 0.203 -0.265 
11. Availability of piers 0.042 0.011 -0.204 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) 
0.115 0.100 -0.339 
13. Restrictions (dogs on a lead, limited smoking 0.085 0 005 0.292 
areas, ... ) . 
14. Scenery (natural landscape, local architecture style, (0.220) 0.000 0.496 
floral design, ... ) 
15. Availability of seafront events (beach volleyball, sand (2.192) 1.582 -1.560 castle building, ... ) 
16. Availability of seaside fairgrounds/playgrounds 0.004 0.004 0.059 
17. Slope of beach (slight, steep, ... ) 1.669 1.600 -1.292 
18. Likelihood of sufficient local sunshine hours 0.133 0.128 0.365 
19. Availability of toilets/showers/changing facilities 5.552 * 5.789 * -2.356 * 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 0.702 1.028 0.838 
21. Availability of various shopping facilities near the 
seaside (souvenir shops, fashion stores, shopping 0.159 0.189 0.399 
centres, ... ) 
22. Likelihood of warm summer sea temperature 0.003 0.048 0.057 
23. Availability of warning facilities (tide clock, bathing (2.223) 1.458 -1.574 safety flag, ... ) 
24. Availability of waterfront development (marinas, 0 100 130 0 0.316 
quays, docks, ... ) . . 
25. Opportunity for watersports (equipment for hire/sale, 024 0 0 136 -0.154 training courses, natural supporting conditions, ... ) . . 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 8.9 F Tests of the Level of Resort Information and Respondents' Age 
Seaside Resort Information 
F 
(n = 103, 
6 groups) 
F 
(n a 103, 
4 groups) 
F 
(n - 103, 
3 groups) 
F 
(n - 103, 
2 groups) 
1. Availability of accommodation near the seafront 0.286 0.307 0.283 0.312 
2. Availability of aquariums/sea life centres 0.704 0.184 1.128 0.328 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 3.601 ** 1.802 8.376** 3.540 
performance, shows, ... ) 
4. Beach water quality 0.189 0.228 0.064 0.055 
5. Availability of car parks near the seaside 0.954 1.332 0.597 1.501 
6. Availability of disabled access and services 0.523 0.527 0.355 0.779 
7. Availability of emergency services (coastguard, 
lifeboat, first aid, lost children searching, ... ) 
0.676 0.427 0.660 0.056 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.489 0.230 0.152 0.208 
rooms, ... 
) 
9. Availability of huts, deckchairs, sunshades, etc., 0.240 0.102 0.442 0.048 to rent 
10. Length/width of beach 1.227 2.030 0.039 0.631 
11. Availability of piers 1.070 0.232 1.579 0.023 
12. Availability of pleasure transport (boat trips, 2.253 1 155 2 411 002 0 
promenade trams/trains, ... ) . . . 
13. Restrictions (dogs on a lead, limited smoking 
) 0.293 0.496 0.180 0.005 areas, ... 
14. Scenery (natural landscape, local architecture 1.911 0 967 1 562 0 615 
style, floral design, ... ) . . . 
15. Availability of seafront events (beach 0.591 0 961 0 487 0 120 
volleyball, sand castle building, ... ) . . . 
16. Availability of seaside fairgrounds/playgrounds 1.663 1.365 3.800 * 3.986 * 
17. Slope of beach (slight, steep, ... ) 1.529 0.539 1.364 1.374 
18. Likelihood of sufficient local sunshine hours 0.931 1.205 0.041 0.337 
19. Availability of toilets/showers/changing 0.888 748 0 1 956 008 0 facilities . . . 
20. Type of beach (sand, shingle, pebble, stone, 2.149 0 962 2 318 172 1 
rock, ... ) . . . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 1.250 0.631 (2.434) 0.581 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 1.920 2.182 0.054 0.309 
23. Availability of warning facilities (tide clock, 0.600 0 228 1 370 0 647 bathing safety flag, ... ) . . . 
24. Availability of waterfront development 
(marinas, quays, docks, ... ) 
1.349 (0.077) 1.889 0.136 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 1.889 1.513 2.886 1.371 
conditions, ... ) 
"*: p<0.01. 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 8.10 F and Kruskal Wallis Tests of the Level of Resort Information and 
Respondents' Region of Residence 
Seaside Resort Information 
F 
(n = 103, 
8 groups) 
Kruskal 
Wallis Test 
(df = 7) 
F 
(n = 103, 
3 groups) 
Kruskal 
Wallis Test 
(df = 2) 
1. Availability of accommodation near the seafront (0.636) 3.328 0.455 0.799 
2. Availability of aquariums/sea life centres 1.252 7.920 1.835 3.443 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 1.587 10.578 1.758 3.711 
performance, shows, ... ) 
4. Beach water quality 0.691 4.888 0.463 1.153 
5. Availability of car parks near the seaside 0.587 4.252 1.457 2.919 
6. Availability of disabled access and services 0.847 8.700 1.822 5.924 
7. Availability of emergency services (coastguard, 1 161 9 071 2 901 7 159* lifeboat, first aid, lost children searching, ... ) . . . . 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.881 5.986 (0.644) 1.031 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., 0.824 7.027 2.097 5.710 to rent 
10. Length/width of beach 0.616 5.321 0.486 1.284 
11. Availability of piers 1.395 9.791 3.142 * 6.364 * 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) 
0.783 5.742 2.460 4.995 
13. Restrictions (dogs on a lead, limited smoking 1.217 7.363 0.743 1.743 
areas, ... ) 
14. Scenery (natural landscape, local architecture 1.056 7 970 0 161 626 0 
style, floral design, ... ) . . . 
15. Availability of seafront events (beach 0.639 090 5 0 398 670 1 
volleyball, sand castle building, ... ) . . . 
16. Availability of seaside fairgrounds/playgrounds (2.730) 16.591 * 4.233 * 7.852* 
17. Slope of beach (slight, steep, ... ) 0.596 3.915 0.395 0.762 
18. Likelihood of sufficient local sunshine hours 0.857 5.892 0.718 1.562 
19. Availability of toilets/showers/changing 0.893 6.901 1 003 412 2 facilities . . 
20. Type of beach (sand, shingle, pebble, stone, 0.303 2.684 0 166 0 426 
rock, ... ) . . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 1.116 6.583 (2.456) 3.888 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 0.569 4.713 0.958 1.744 
23. Availability of warning facilities (tide clock, 0.676 5 592 0 860 2 280 bathing safety flag, ... ) . . . 
24. Availability of waterfront development 
(marinas, quays, docks, ... ) 
1.311 9.042 2.794 5.702 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 0.472 3.447 0.326 1.789 
conditions, ... ) 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Respondents from northern, central or southern England were aware of the information 
about the 'Availability of piers' and the 'Availability of emergency services' differently. 
The sample living in the north had higher level of advance knowledge, while the sample 
from the south claimed to have limited information. 
8.4.3.5 Differences between Respondents' Marital Status on Information Level 
Respondents' level of advance information about the 'Availability of beach amusement! 
entertainment' was affected by their marital status (Table 8.11). The post hoc test shows 
that the single sample had significant higher level of information about seaside 
entertainment than the married sample. In general, however, marital status had little 
bearing upon the information level on seaside resorts. 
8.4.3.6 Differences between Respondents' Number of Dependent Children on 
Information Level 
Table 8.12 presents the F and Kruskal Wallis tests between the variable, number of 
dependent children of the sample, and the twenty-five information items. The result 
shows that the respondents without dependent children had higher level of knowledge 
about the item, 'Availability of huts, deckchairs, sunshades, etc., to rent', than those who 
were living with dependent children. The Kruskal Wallis H (df = 1) was 5.523, p<0.05. 
Moreover, the more dependent children the respondents had, the less detailed information 
they knew (Kruskal Wallis H (df = 4) = 10.132, p<0.05). 
Significant difference among the sample groups with different numbers of children was 
also found on the level of information about the 'Opportunity for watersports'. The 
respondents with one or two children had more detailed information than the respondents 
with no dependent children. However, the sample with three or four children claimed to 
have very limited information about the opportunity. 
8.4.3.7 Differences between Respondents' Educational Level on Information Level 
Educational level was expected to link with how much resort information the sample 
might have. In Table 8.13, eight out of twenty-five information items were held 
differently among the sample with different educational levels. Very significant 
differences (p < 0.01) were shown in the 'Availability of food supply near the beach' and 
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Table 8.11 F and Kruskal Wallis Tests of the Level of Resort Information and 
Respondents' Marital Status 
Seaside Resort Information F 
(n a 103) 
Kruskal 
Wallis Test 
(df = 2) 
1. Availability of accommodation near the seafront 0.105 0.290 
2. Availability of aquariums/sea life centres 1.403 2.361 
3. Availability of beach amusement/entertainment (concerts at (3.830)* 6.136* 
seaside bandstands, puppet performance, shows, ... ) 
4. Beach water quality 0.322 0.665 
5. Availability of car parks near the seaside 0.185 0.408 
6. Availability of disabled access and services (1.210) 1.860 
7. Availability of emergency services (coastguard, lifeboat, first aid, 0 822 634 1 lost children searching, ... ) . . 
8. Availability of food supply near the beach (cafes, pubs, 0 006 0 028 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.473 1.431 
10. Length/width of beach 0.747 2.452 
11. Availability of piers 0.137 0.252 
12. Availability of pleasure transport (boat trips, promenade 1 451 667 2 trams/trains, ... ) . . 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 1.065 2.332 
14. Scenery (natural landscape, local architecture style, floral 0 595 0 521 design, ... ) . . 
15. Availability of seafront events (beach volleyball, sand castle 0 228 259 0 building, ... ) . . 
16. Availability of seaside fairgrounds/playgrounds 1.245 2.332 
17. Slope of beach (slight, steep, ... ) 0.008 0.108 
18. Likelihood of sufficient local sunshine hours 0.404 1.292 
19. Availability of toilets/showers/changing facilities 0.591 1.264 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 0.811 1.221 
21. Availability of various shopping facilities near the seaside 1 712 2 211 (souvenir shops, fashion stores, shopping centres, ... ) . . 
22. Likelihood of warm summer sea temperature 0.603 0.897 
23. Availability of warning facilities (tide clock, bathing safety 0 212 0 412 flag, .) . . 
24. Availability of waterfront development (marinas, quays, 
docks, .) 
0.628 1.568 
25. Opportunity for watersports (equipment for hire/sale, training 
courses, natural supporting conditions, ... ) 
0.386 1.248 
": p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 8.12 F and Kruskal Wallis Tests of the Level of Resort Information and 
Number of Dependent Children of the Sample 
Seaside Resort Information 
F 
(n = 103, 
2 groups) 
Kruskal 
Wallis Test 
(df - 1) 
F 
(n a 103, 
5 groups) 
Kruskal 
Wallis Test 
(df - 4) 
1. Availability of accommodation near the seafront 0.519 0.208 2.041 6.569 
2. Availability of aquariums/sea life centres 0.737 0.799 0.452 1.868 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 0.404 0.373 0.143 0.577 
performance, shows, ... ) 
4. Beach water quality 0.089 0.095 0.376 1.541 
5. Availability of car parks near the seaside 0.518 0.472 0.505 1.811 
6. Availability of disabled access and services 1.462 1.430 0.636 2.812 
7. Availability of emergency services (coastguard, 2 383 3 383 1 171 5 610 lifeboat, first aid, lost children searching, ... ) . . . . 
8. Availability of food supply near the beach 
(caf6s, pubs, refreshment kiosks, restaurants, tea 2.742 2.541 0.761 2.848 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., (5.236) * 5.523 * (2.261) 10.132 * to rent 
10. Length/width of beach 0.115 0.077 0.824 2.686 
11. Availability of piers 0.148 0.194 1.402 5.427 
12. Availability of pleasure transport (boat trips, 0.000 0 002 0 688 2 781 
promenade trams/trains, ... ) . . . 
13. Restrictions (dogs on a lead, limited smoking 0.228 0.089 (1.916) 7.263 
areas, ... ) 
14. Scenery (natural landscape, local architecture 0.176 0 059 0 702 3 778 
style, floral design, ... ) . . . 
15. Availability of seafront events (beach 0.005 0 013 1 799 6 385 
volleyball, sand castle building, ... ) . . . 
16. Availability of seaside fairgrounds/playgrounds 2.108 1.923 0.663 2.475 
17. Slope of beach (slight, steep, ... ) 1.531 1.599 1.034 4.097 
18. Likelihood of sufficient local sunshine hours 0.718 0.935 0.778 4.098 
19. Availability of toilets/showers/changing 0.021 0.001 0 543 2.130 facilities . 
20. Type of beach (sand, shingle, pebble, stone, 1.341 1.323 (1.512) 6.593 
rock, ... 
) 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, (0.371) 0.079 (0.453) 2.003 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature (0.388) 0.123 (1.605) 4.550 
23. Availability of warning facilities (tide clock, 0.676 714 0 700 0 650 3 bathing safety flag, ... ) . . . 
24. Availability of waterfront development 0.138 0.079 (1.603) 5.753 (marinas, quays, docks, ... ) 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 2.696 2.929 2.266 9.805 
conditions, ... ) 
+: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 8.13 F and Kruskal Wallis Tests of the Level of Resort Information and 
Respondents' Educational Level 
Seaside Resort Information (n 
F92) Kruskal Wallis Test 
(df = 3) 
1. Availability of accommodation near the seafront 0.019 0.303 
2. Availability of aquariums/sea life centres 0.643 3.341 
3. Availability of beach amusement/entertainment (concerts at 3 101 * 860 * 8 
seaside bandstands, puppet performance, shows, ... ) . . 
4. Beach water quality 0.067 0.227 
5. Availability of car parks near the seaside 2.116 5.969 
6. Availability of disabled access and services (1.525) 4.088 
7. Availability of emergency services (coastguard, lifeboat, first aid, (2,520) 7.965 lost children searching, ... ) 
8. Availability of food supply near the beach (cafes, pubs, 5 161 ** 12 827** 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent (2.982) * 9.039 * 
10. Length/width of beach (0.743) 1.573 
11. Availability of piers (4.420) ** 11.376* 
12. Availability of pleasure transport (boat trips, promenade 2 457 518 7 
trams/trains, ... ) . . 
13. Restrictions (dogs on a lead, limited smoking areas, ... 
) (0.767) 1.588 
14. Scenery (natural landscape, local architecture style, floral (1.082) 2.128 
design, ... 
) 
15. Availability of seafront events (beach volleyball, sand castle 0 413 944 0 building, ... ) . . 
16. Availability of seaside fairgrounds/playgrounds (2.178) 5.787 
17. Slope of beach (slight, steep, ... ) (1.989) 5.238 
18. Likelihood of sufficient local sunshine hours (3.490) * 9.389* 
19. Availability of toilets/showers/changing facilities (3.461)* 10.218 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 0.317 1.222 
21. Availability of various shopping facilities near the seaside 6 653** 16 809** 
(souvenir shops, fashion stores, shopping centres, ... ) . . 
22. Likelihood of warm summer sea temperature (1.521) 4.032 
23. Availability of warning facilities (tide clock, bathing safety (1.747) 4.100 flag, .. ) 
24. Availability of waterfront development (marinas, quays, (2.704) 7.313 docks, .) 
25. Opportunity for watersports (equipment for hire/sale, training 0 651 1.644 
courses, natural supporting conditions, ... ) . 
ss: P<0.01. 
$: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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the 'Availability of various shopping facilities near the seaside'. The lower level of 
educational background the respondents were at, the more detailed information they have 
on these two items. 
Significance (p < 0.05) was found in the following items: 'Availability of beach 
amusement/entertainment', 'Availability of emergency services', 'Availability of huts, 
deckchairs, sunshades, etc., to rent', 'Availability of piers', 'Likelihood of sufficient local 
sunshine hours', and 'Availability of toilets/showers/changing facilities'. The higher 
educational level the sample had, the less detailed information the sample got for the 
above resort items. 
8.4.3.8 Differences between Respondents' Social Grading on Information Level 
The tests between the respondents' social grading and their level of resort information did 
not show strong associations. Only one item in Table 8.14, the 'Likelihood of sufficient 
local sunshine hours', was found of statistical significance. The skilled working class 
(C2) and the semi-skilled and unskilled working class (D) had more information about the 
sunshine in their previous destination. However, those who were at lowest social 
grading levels (E) had very limited information. 
8.4.3.9 Differences between Respondents' Monthly Income on Information Level 
As demonstrated in Table 8.15, respondents' personal monthly income (after tax) failed to 
produce any significant result in distinguishing the level of advance information the 
sample had, even after the attempt at regrouping the variable into different income 
brackets. 
However, the family combined monthly income (after tax) had an influence on a certain 
information items. Table 8.15 shows that significant difference existed among the eight 
sample groups in the income interval of five hundred pounds on the 'Availability of 
pleasure transport'. The sample with family income £1,001-1,500 had the most detailed 
information (mean = 3.88), while the sample with family income £3,001-3,500 had 
limited information (mean = 1.50). No obvious pattern could be described. 
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Table 8.14 F and Kruskal Wallis Tests of the Level of Resort Information and 
Respondents' Social Grading 
F Kruskal F Kruskal 
Seaside Resort Information (n = 101, Wallis Test (n = 101, Wallis Test 
7 groups) (df = 6) 4 groups) (df = 3) 
1. Availability of accommodation near the seafront 1.753 11.020 1.501 5.767 
2. Availability of aquariums/sea life centres 0.525 4.419 1.009 3.844 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 0.643 3.778 0.969 2.671 
performance, shows, ... ) 
4. Beach water quality 0.575 3.432 0.547 1.530 
5. Availability of car parks near the seaside 1.031 6.201 0.291 0.786 
6. Availability of disabled access and services (1.433) 8.084 2.505 7.131 
7. Availability of emergency services (coastguard, (0.873) 6.180 1.417 5.629 lifeboat, first aid, lost children searching, ... ) 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.592 3.379 0.573 1.644 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., (1.085) 7.603 1.387 4.572 
to rent 
10. Length/width of beach (0.730) 3.665 0.508 1.238 
11. Availability of piers (1.198) 7.189 0.893 2.744 
12. Availability of pleasure transport (boat trips, 0.812 4 604 980 0 2 993 
promenade trams/trains, ... ) . . . 
13. Restrictions (dogs on a lead, limited smoking 0.432 2.513 0 069 0.319 
areas, ... 
) . 
14. Scenery (natural landscape, local architecture 0.552 485 3 0 937 2.954 
style, floral design, ... ) . . 
15. Availability of seafront events (beach 0.768 3.195 (1.457) 2.845 
volleyball, sand castle building, ... ) 
16. Availability of seaside fairgrounds/playgrounds 1.328 8.219 1.632 5.188 
17. Slope of beach (slight, steep, ... 
) (1.891) 9.771 (2.399) 6.041 
18. Likelihood of sufficient local sunshine hours 2.474 * 13.207 * 3.723 * 8.895 * 
19. Availability of toilets/showers/changing 0.974 5.159 1.572 3.931 
facilities 
20. Type of beach (sand, shingle, pebble, stone, 0.422 2.550 0 263 1.279 
rock, ... ) . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 0.464 2.929 0.831 2.413 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 0.779 4.484 1.319 3.465 
23. Availability of warning facilities (tide clock, (1.909) 11.159 (2.293) 6.601 bathing safety flag, ... ) 
24. Availability of waterfront development 0.822 5 585 0 593 2.560 
(marinas, quays, docks, ... ) . . 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 0.722 4.411 0.126 0.299 
conditions, ... ) 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 8.15 F and Kruskal Wallis Tests of the Level of Resort Information and 
Respondents' Monthly Income 
Personal Income Family Income 
Seaside Resort Information F Kruskal F Kruskal 
(n a 87, Wallis Test (n - 83, Wallis Test 
7 groups) (df = 6) 8 groups) (df = 7) 
1. Availability of accommodation near the seafront 0.564 4.499 0.087 0.829 
2. Availability of aquariums/sea life centres 0.439 2.644 0.854 5.398 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 0.360 2.288 (0.393) 2.832 
performance, shows, ... ) 
4. Beach water quality (0.217) 1.402 0.441 3.017 
5. Availability of car parks near the seaside 0.421 2.633 0.514 3.773 
6. Availability of disabled access and services (0.396) 1.757 (0.847) 5.647 
7. Availability of emergency services (coastguard, 
lifeboat, first aid, lost children searching, ... ) 
0.442 2.145 1.009 6.805 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.568 3.537 1.915 12.966 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., 
to rent 
0.056 0.109 0.725 4.666 
10. Length/width of beach 0.123 1.214 1.451 11.432 
11. Availability of piers 0.553 3.264 0.718 5.494 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) 
0.495 2.845 2.831 * 17.016 
13. Restrictions (dogs on a lead, limited smoking 1.075 6 987 0 312 1 649 
areas, ... ) . . . 14. Scenery (natural landscape, local architecture (0.924) 525 5 0 831 858 5 
style, floral design, ... ) . . . 
15. Availability of seafront events (beach 0.699 4 714 0 627 072 5 
volleyball, sand castle building, ... ) . . . 
16. Availability of seaside fairgrounds/playgrounds 0.669 4.152 0.885 6.822 
17. Slope of beach (slight, steep, ... ) 0.353 2.226 0.347 2.711 
18. Likelihood of sufficient local sunshine hours (1.587) 6.550 0.324 2.386 
19. Availability of toilets/showers/changing 1.328 7.789 0 227 215 2 facilities . . 
20. Type of beach (sand, shingle, pebble, stone, 0.562 2.993 0 761 407 4 rock, ... ) . . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 0.543 2.554 0.246 2.676 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 0.418 3.322 0.991 8.130 
23. Availability of warning facilities (tide clock, 0.416 2 709 0 478 403 3 bathing safety flag, ... ) . . . 
24. Availability of waterfront development 0.483 2 863 157 1 8 413 (marinas, quays, docks, ... ) . . . 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 0.578 3.544 0.456 3.722 
conditions, ... ) 
": p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
212 
Chapter Eight Findings Concerning Resort Information Search F/sin-flus PU 0 2000 
Two other information items were significantly related to sample's combined family 
income when the income intervals for grouping were re-coded. The 'Availability of food 
supply near the beach' was another item distinguished by the sample's family income in a 
one-thousand-pound interval. The respondents who had combined income £3,001 or 
more had more information, and the respondents who had income £1,000 or less had less 
information about the food supply. Furthermore, the sample with family income £1,501 
or more had more information about the 'Availability of disabled access and services' than 
that with combined income £1,500 or less. 
8.5 SUMMARY OF THE MAIN FINDINGS OF THIS CHAPTER 
This chapter presents the findings of seaside information search behaviour. The type of 
information source, the level of advance information about the seaside resorts, and the 
likely impacts on information search from the sample's profiles were analysed. The 
main statistical tests applied in this chapter were multivariate skills, such as factor 
analysis and MANOVA, and bivariate analysis, e. g., ANOVA, Kruskal Wallis test and t 
test. The main results are briefly reported below. 
" Most of the sample used one type of information source in their last seaside holiday. 
On average, 1.83 means of collecting resort information were used. Private sources, 
i. e., personal experiences and recommendation from friends or relatives were the 
most popular sources in the UK domestic seaside holidays. 
" It was found that active information seeking by the sample might contribute 
positively to seaside holiday taking. However, the tendency was not statistically 
significant in the population. 
" Respondents had the highest level of information about the 'Availability of 
accommodation near the seafront', and they had least information about the 
'Availability of seafront events'. 
" Five factors of the resort information types were extracted on the basis of the level of 
advance seaside information by factor analysis. They were: beach condition factor, 
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seaside entertainment factor, services and facilities for safety and convenience factor, 
seafront activities and events factor, and accommodation factor. These five factors 
explained 66.05% of the total variance. 
" Only two of the five resort information factors were significantly related to 
respondents' demographic variables. Factor Two, information concerning seaside 
entertainment, was the most salient factor influenced by age, region of residence, 
educational level, and marital status. Factor Five, information regarding 
accommodation supply, was significantly affected by people's social grading, and 
family combined monthly income. 
" The results from the one-way MANOVA tests showed that none of the sample's 
profile variables might affect the information level held on the twenty-five resort 
information items. 
" The bivariate one-way ANOVA tests and Kruskal Wallis tests indicated that 
educational level was a main socio-economic variable to influence the level of resort 
information the respondents had. Other variables of the sample's profiles showed 
little impact on the information level. 
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CHAPTER NINE 
FINDINGS REGARDING THE IMPORTANCE OF SEASIDE 
TOURISM RESOURCES 
9.1 INTRODUCTION 
This chapter aims to reveal the quantitative findings of the survey questionnaire further in 
this study. Questions concerning the importance of the seaside tourism resources were 
analysed. SPSS 8.0 for Windows was the main statistical tool employed for analysing 
the data. Books by Ryan (1995), Norugis (1997), Cramer (1998), Bryman and Cramer 
(1999), and Green et al (2000) were referred to for operating software commands as well 
as for assisting in the interpretation of the outputs. The chapter is presented in the 
following order: 'Evaluation of the Importance of Seaside Tourism Resources', 
'Association between Respondents' Level of Advance Information and the Importance of 
Seaside Tourism Resources', and 'Relationships between the Importance of Seaside 
Tourism Resources and the Sample's Profile'. A summary of the findings of this chapter 
is provided at the end of the chapter. 
9.2 EVALUATION OF THE IMPORTANCE OF SEASIDE TOURISM 
RESOURCES 
9.2.1 Importance Ranking of Seaside Tourism Resources 
The respondents who had taken UK seaside holidays in the last five years were asked to 
indicate their evaluation of the tourism resources in choosing their last seaside 
destinations. Statistics generated in Table 9.1 for the 25 seaside physical features were 
based on a five-point Likert-type scale. The score 5 means that the tourism resource was 
215 
Chapter Nine Findings Regarding the Importance of Seaside Tourism Resources Fisin-Nut PU 0 2000 
Table 9.1 Importance Ranking of Seaside Tourism Resources 
Ranking Item Number Seaside Tourism Resources Mean' 
Standard 
Deviation' 
1 14 Scenery (natural landscape, local architecture style, floral 3 86 30 1 design, ... ) . . 
2 4 Beach water quality 3.73 1.42 
3 5 Availability of car parks near the seaside 3.67 1.30 
4 1 Availability of accommodation near the seafront 3.63 1.36 
5 8 Availability of food supply near the beach (cafes, pubs, 52 3 1.27 
refreshment kiosks, restaurants, tea rooms, ... ) . 
6 20 Type of beach (sand, shingle, pebble, stone, rock, ... ) 3.46 1.41 
7 19 Availability of toilets/showers/changing facilities 3.43 1.39 
8 21 
Availability of various shopping facilities near the seaside 3 34 1 33 (souvenir shops, fashion stores, shopping centres, ... ) . . 
9 18 Likelihood of sufficient local sunshine hours 3.34 1.44 
10 23 
Availability of warning facilities (tide clock, bathing 3 11 1.47 
safety flag, ... ) . 
11 7 Availability of emergency services 
(coastguard, lifeboat, 05 3 1.55 first aid, lost children searching, ... ) . 
12 22 Likelihood of warm summer sea temperature 2.97 1.41 
13 13 Restrictions (dogs on a lead, limited smoking areas, ... ) 2.84 1.58 
14 12 
Availability of pleasure transport (boat trips, promenade 2.73 1.29 ) trams/trains, 
15 17 Slope of beach (slight, steep, ... ) 2.70 1.42 
16 24 
Availability of waterfront development (marinas, quays, 2.66 1.32 docks, ... 
17 3 
Availability of beach amusement/entertainment (concerts 2.64 1.46 
at seaside bandstands, puppet performance, shows, ... ) 
18 16 Availability of seaside fairgrounds/playgrounds 2.55 1.40 
19 10 Length/width of beach 2.53 1.31 
20 6 Availability of disabled access and services 2.44 1.60 
21 25 
Opportunity for watersports (equipment for hire/sale, 2.29 1.29 
training courses, natural supporting conditions, ... 
) 
22 9 Availability of huts, deckchairs, sunshades, etc., to rent 2.26 1.33 
23 11 Availability of piers 2.20 1.26 
24 15 
Availability of seafront events (beach volleyball, sand 2.07 1.12 
castle building, ... ) 
25 2 Availability of aquariums/sea life centres 2.05 1.12 
a: 5 means 'very important'. 1 means'very unimportant'. 
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very important in choosing the previous seaside resort, and I means that the item was 
very unimportant. The valid sample size was 127. 
The means ranged from 3.86 to 2.05. 'Scenery' was the most salient reason for the 
sample in selecting a UK seaside resort. Other preferred features included 'Beach water 
quality', 'Availability of car parks near the seaside', 'Availability of accommodation near 
the seafront', and 'Availability of food supply near the beach'. In contrast, the 
'Availability of aquariums/sea life centres' was the least important feature in choosing 
seaside holidays. The informants also felt that the 'Availability of seafront events' and 
'Availability of piers' were relatively unimportant aspects for a seaside resort. 
9.2.2 Factor Analysis of Seaside Tourism Resources 
An exploratory factor analysis is an advanced statistical skill to reduce the number of 
variables into several factors, so that the main constructs or dimensions behind these 
variables could be discovered (Kline, 1994). In this subsection, the previous twenty-five 
seaside tourism resources were factor-analysed into several essential resource groups. 
9.2.2.1 Requirements for Factor Analysis 
As discussed in the Chapter Six, Subsection 6.4.3.1, some technical rules and data 
requirements should be complied with before conducting a factor analysis. Firstly, the 
sample size should not be fewer than 50. Generally a sample of 100 or greater is 
preferable, and the larger the number of observations the better (Kline, 1994; Hair et al, 
1998). Moreover, the minimum cases-per-variable ratio is 2: 1, and the bigger the ratio 
the better (Kline, 1994). For example, 50 subjects are at least needed to run a factor 
analysis for 25 variables. In this set of questions, the number of valid cases used in the 
analysis was 127, and the number of variables was 25. Therefore, a factor analysis 
could be carried out. 
Secondly, the reliability of the scale should be checked. The internal consistency of 
these 25 seaside resources can be identified by the Cronbach's alpha coefficient 
calculated from the Reliability Analysis in SPSS. A rule of thumb is that the widely 
applied coefficient should be 0.8 or above (Bryman and Cramer, 1999). An alpha value 
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of 0.9246 for this set of items indicates a high consistency among them in constructing 
the scale. 
Thirdly, whether correlations between attributes exist should be tested. The significance 
of the Bartlett's Test of Sphericity (p = 0.000) indicates that the correlation matrix of the 
25 resource items was not an identity, i. e., the diagonal values of the matrix are all one, 
and the other values are zero (Ryan, 1995). Therefore, further procedures in factor 
analysis based on the correlation matrix could be carried out. 
Finally, the measure of sampling adequacy (MSA) should be examined. The Kaiser- 
Meyer-Olkin model is usually employed in SPSS. MSA of 0.879 for this set of 25 
features is 'meritorious' (Kaiser and Rice, 1974), which supports the application of the 
factor analysis. 
9.2.2.2 Interpretation of the Results 
Five factors were extracted from a principal component analysis followed by a varimax 
rotation. They were extracted because five eigenvalues representing variance were 
greater than 1 (Tabachnick and Fidell, 1996). These factors explained 61.91% of the 
total variance. The minimum values of factor loadings to indicate significance vary by 
the sample size. When the sample size is between 120 and 149, factor loadings should 
be greater than 0.50 (Hair et al, 1998). Significant factor loadings of the 25 items in the 
five factors are shown in Table 9.2. The five factors could be elucidated below. 
Factor One (F1): Tourism resources concerning services and facilities for safety and 
convenience as well as weather conditions, including seven significant features: 
'Availability of emergency services', 'Availability of warning facilities', 'Availability of 
disabled access and services', 'Availability of toilets/showers/changing facilities', 
'Likelihood of sufficient local sunshine hours', 'Likelihood of warm summer sea 
temperature', and'Slope of beach'. This factor explained 36.73% of the total variance. 
Factor Two (F2): Tourism resources regarding circumstances for seaside activities, which 
included five main items: 'Opportunity for watersports', 'Availability of seafront events', 
'Restrictions', 'Type of beach', and 'Beach water quality'. About nine percent (8.91%) of 
the variance was explained by this factor. 
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Table 9.2 Factor Loadings of the Importance of Seaside Tourism Resources 
Seaside Tourism Resources Fl F2 F3 F4 F5 
(Communality 
(%) 
7. Availability of emergency services (coastguard, 
lifeboat, first aid, lost children searching, ... ) , 
746 
. 782 
23. Availability of warning facilities (tide clock, bathing 
safety flag, ... ) . 
730 . 759 
6. Availability of disabled access and services . 728 . 587 
19. Availability of toilets/showers/changing facilities . 678 . 691 
18. Likelihood of sufficient local sunshine hours . 572 . 653 
22. Likelihood of warm summer sea temperature . 568 . 562 
17. Slope of beach (slight, steep, ... ) . 504 . 459 
25. Opportunity for watersports (equipment for hire/sale, 
training courses, natural supporting conditions, ... ) . 
669 . 683 
15. Availability of seafront events (beach volleyball, sand 
castle building, ... ) i 
, 661 690 
13. Restrictions (dogs on a lead, limited smoking 
areas, ... ) . 
584 
. 446 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) . 558 . 567 
4. Beach water quality . 499 
16. Availability of seaside fairgrounds/playgrounds . 803 . 722 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet performance, . 724 . 668 
shows, ... ) 
14. Scenery (natural landscape, local architecture style, 
floral design, ... ) -. 
503 
. 654 
2. Availability of aquariums/sea life centres . 430 . 509 
8. Availability of food supply near the beach (cafes, pubs, 
refreshment kiosks, restaurants, tea rooms, ... ) . 
741 . 652 
21. Availability of various shopping facilities near the 
seaside (souvenir shops, fashion stores, shopping . 701 . 646 
centres, ... ) 
1. Availability of accommodation near the seafront . 690 . 510 
5. Availability of car parks near the seaside 
24. Availability of waterfront development (marinas, 
quays, docks, ... ) 
. 514 
. 430 
. 581 
537 
10. Length/width of beach . 733 . 737 
11. Availability of piers . 695 . 707 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) . 
584 . 612 
9. Availability of huts, deckchairs, sunshades, etc., to rent 457 , . 
457. ' . 568 
Eigenvalue 9.181 2 228 1.640 1.325 1.103! 15.477 
Percentage of Variances (°/a) 36.725 8 913 6.562 5.299 4.410 61.910 
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Factor Three (F3): Tourism resources regarding attractive features. Three features in 
this factor were negatively related. 'Availability of seaside fairgrounds/playgrounds' and 
'Availability of beach amusement/entertainment' constructed one end of the factor, and' 
Scenery' represented an opposite side with a factor loading of -0.503. F3 explained 
6.56% of the total variance. 
Factor Four (F4): Tourism resources providing fundamental holiday needs. This factor 
was constituted by four important features ranked highly in Table 8.1: 'Availability of 
food supply near the beach', 'Availability of various shopping facilities near the seaside', 
'Availability of accommodation near the seafront', and 'Availability of car parks near the 
seaside'. 5.30% percent of the variance was explained by F4. 
Factor Five (F5): Tourism resources pertaining to beach image. This is a factor with 
three significant attributes: 'Length/width of beach', 'Availability of piers', and 
'Availability of pleasure transport'. F5 explained 4.41% of the total variance. 
Three other attributes not stated above were not significantly related to any of the five 
factors since the factor loadings were lower than 0.50. 
9.3 ASSOCIATION BETWEEN RESPONDENTS' LEVEL OF ADVANCE 
INFORMATION AND THE IMPORTANCE OF SEASIDE TOURISM 
RESOURCES 
9.3.1 Different Evaluation of the Importance of Seaside Tourism Resources 
between the Sample with or without Advance Resort Information 
Some bivariate tests were applied to compare whether different evaluation of the 
importance of seaside tourism resources existed between the participants who had or did 
not have advance resort information. F tests, or one-way analysis of variance (ANOVA), 
Kruskal Wallis tests and t tests were conducted to identify the significance of the 
differences between the two groups. As discussed in the previous chapter, F ratios were 
the main measurements to be noticed. Kruskal Wallis H was referred to when the F 
ratios were computed regardless the basic assumption of equal variances. The positive 
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or negative t values indicated which group has higher means than the other group. The 
results are displayed in Table 9.3. 
Apart from two features in the list of twenty-five, no evident differences could be 
reported. Significance was shown in the 'Likelihood of warm summer sea temperature' 
(F = 3.950, p<0.05), and the 'Availability of disabled access and services' (Kruskal 
Wallis H=4.318, p<0.05). Negative t values indicated that less importance of the two 
items was observed from the group with advance information than the group without 
resort information. In other words, the respondents who did not have advance 
information about their previous seaside resort may consider the features 'Availability of 
disabled access and services' and 'Likelihood of warm summer sea temperature' more 
important. 
9.3.2 Correlations between the Sample's Level of Advance Information and 
the Importance of Seaside Tourism Resources 
To discover whether there is a possible link between the sample's evaluation of the 
importance of seaside tourism resources and the level of advance information the sample 
had about each resource item, the Pearson product-moment correlation coefficients (r) 
were computed. Pearson's r indicates the degree of linear relationship between two 
quantitative variables in a sample. The significance test for r assesses the existence of a 
linear relationship between the two variables in the population (Green et al, 2000). 
Table 9.4 displays the results. 
The twenty-five seaside tourism resources in Table 9.4 were listed in order of the 
Pearson's r coefficients. All the correlations between the level of information and the 
importance of the seaside resources were positive. Nineteen out of the twenty-five 
correlations were very significant at the 0.01 level. The r coefficients were from 0.534 
to 0.272. Stronger associations were found in the 'Availability of beach 
amusement/entertainment', 'Scenery', and 'Opportunity for watersports'. The r 
coefficients were greater than 0.5. 
Three other correlations were statistically significant at the 0.05 level and were from 
0.228 to 0.199. The three items were 'Availability of warning facilities', 'Availability of 
emergency services', and 'Likelihood of sufficient local sunshine hours'. 
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Table 9.3 Tests of the Importance of Seaside Tourism Resources against Existence 
of Advance Information 
Seaside Tourism Resources F (n = 128) 
Kruskal 
Wallis Test 
(df= 1) 
t 
(n = 128) 
1. Availability of accommodation near the seafront 1.462 1.279 1.209 
2. Availability of aquariums/sea life centres 0.445 0.371 0.667 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet performance, 0.159 0.048 0.399 
shows, ... 
) 
4. Beach water quality (0.577) 0.097 -0.874 
5. Availability of car parks near the seaside 0.182 0.182 -0.427 
6. Availability of disabled access and services 3.567 4.318 * -1.889 
7. Availability of emergency services (coastguard, 1 477 1 496 -1 215 lifeboat, first aid, lost children searching, ... ) . . . 
8. Availability of food supply near the beach (cafes, pubs, (0.631) 1 775 0.981 
refreshment kiosks, restaurants, tea rooms, ... ) . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.143 0.285 -0.378 
10. Length/width of beach 0.516 0.614 -0.719 
11. Availability of piers 0.035 0.036 0.187 
12. Availability of pleasure transport (boat trips, (0.485) 0 395 0.839 
promenade trams/trains, ... ) . 
13. Restrictions (dogs on a lead, limited smoking 1.260 1.454 -1.123 areas, ... 
) 
14. Scenery (natural landscape, local architecture style, 0.319 0 691 0 565 floral design, ... ) . . 
15. Availability of seafront events (beach volleyball, sand 0.053 0 360 230 -0 castle building, ... ) . . 
16. Availability of seaside fairgrounds/playgrounds (0.036) 0.008 0.226 
17. Slope of beach (slight, steep, ... 
) 0.027 0.024 0.166 
18. Likelihood of sufficient local sunshine hours (1.603) 1.029 -1.412 
19. Availability of toilets/showers/changing facilities 0.673 0.742 -0.820 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 0.391 0.320 -0.625 
21. Availability of various shopping facilities near the 
seaside (souvenir shops, fashion stores, shopping 0.379 0.862 0.615 
centres, ... ) 
22. Likelihood of warm summer sea temperature 3.950 * 3.579 -1.988 
Availability of warning facilities (tide clock, bathing 23 . 
safety flag, ... ) 
0.001 0.000 -0.023 
24. Availability of waterfront development (marinas, (0.117) 0.016 0.399 
quays, docks, ... 
) 
25. Opportunity for watersports (equipment for hire/sale, 0 008 050 0 088 0 
training courses, natural supporting conditions, ... 
) . . . 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 9.4 Correlations between Respondents' Level of Advance Information and 
the Importance of Seaside Tourism Resources 
Seaside Tourism Resources N Pearson's r 
3. Availability of beach amusement/entertainment (concerts at seaside 102 0 534 bandstands, puppet performance, shows, ... ) . 
14. Scenery (natural landscape, local architecture style, floral design, ... ) 102 0.512 ** 
25. Opportunity for watersports (equipment for hire/sale, training courses, 102 504 ** 0 
natural supporting conditions, ... ) . 
6. Availability of disabled access and services 102 0.458 
1. Availability of accommodation near the seafront 102 0.455 
16. Availability of seaside fairgrounds/playgrounds 102 0.451 
21. Availability of various shopping facilities near the seaside (souvenir 102 0 437 
shops, fashion stores, shopping centres, ... ) . 
11. Availability of piers 102 0.417 ** 
15. Availability of seafront events (beach volleyball, sand castle 102 411 0 
building, ... 
) . 
10. Length/width of beach 101 0.398 ** 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 102 0.377 ** 
2. Availability of aquariums/sea life centres 102 0.375 
12. Availability of pleasure transport (boat trips, promenade 102 0.337 ** 
trams/trains, ... ) 
22. Likelihood of warm summer sea temperature 102 0.326 
9. Availability of huts, deckchairs, sunshades, etc., to rent 102 0.326 ** 
24. Availability of waterfront development (marinas, quays, docks, ... ) 102 0.318 ** 
19. Availability of toilets/showers/changing facilities 102 0.311 ** 
8. Availability of food supply near the beach (cafes, pubs, refreshment 102 0.273 ** 
kiosks, restaurants, tea rooms, ... ) 
17. Slope of beach (slight, steep, ... ) 102 0.272 ** 
23. Availability of warning facilities (tide clock, bathing safety flag, ... ) 102 0.228 * 
7. Availability of emergency services (coastguard, lifeboat, first aid, lost 102 0.225 * 
children searching, ... ) 
18. Likelihood of sufficient local sunshine hours 102 0.199 * 
4. Beach water quality 102 0.144 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 102 0.130 
5. Availability of car parks near the seaside 102 0.077 
* *: Correlation is significant at the 0.01 level (two-tailed). 
*: Correlation is significant at the 0.05 level (two-tailed). 
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Only three items showed no significance, which were: 'Availability of car parks near the 
seaside' (r = 0.77), 'Type of beach' (r = 0.130), and 'Beach water quality' (r = 0.144). 
These features are in third, sixth and second preferences, respectively, of their importance 
ranking (Table 9.1). However, the relationships between the importance and the level of 
advance information were weak. It is likely that the provision of the information was 
insufficient or not distributed to those who cared for it in choosing their seaside 
destinations. 
To sum up, strong correlations were observed between the respondents' evaluation of the 
importance of tourism resources in selecting their last seaside destinations and the level of 
information they had about those seaside resorts before their visits. 
9.4 RELATIONSHIPS BETWEEN THE IMPORTANCE OF SEASIDE 
TOURISM RESOURCES AND THE SAMPLE'S PROFILE 
The sample's profile variables have long been recognised as crucial factors in consumer 
behaviour literatures. To explore the choice of seaside destinations further, this section 
examines the connections between the nine socio-economic variables and the importance 
of seaside tourism resources in three ways. Firstly, the links between the five factors of 
the resource groups extracted from factor analysis and each socio-economic variable were 
identified by one-way analysis of variance (ANOVA). Secondly, the influences of each 
demographic variable on the set of twenty-five seaside resource items were indicated by 
one-way multivariate analysis of variance (MANOVA). Finally, the relationships 
between each of the twenty-five resource items and every socio-economic variable were 
examined to provide detailed statistical evidence. 
9.4.1 Relationships between the Factors of Seaside Tourism Resources 
and Respondents' Socio-economic Variables 
The possible link between the five factors of seaside tourism resources extracted in 
Section 9.2.2 and the sample's profile was examined by using factor scores in F tests. 
Table 9.5 highlights the six significant variables and their associations with the factors. 
Factor Three, tourism resources regarding attractive features, was the most significant 
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factor influenced by four types of demographic data, i. e., age, marital status, social 
grading, and family combined monthly income. 
Table 9.5 Relationships between the Factors of Seaside Tourism Resources and 
Respondents' Socio-economic Variables 
Factors of Seaside Tourism Resources JAIB! CIDIElF 
Fl. Tourism resources concerning services and facilities for safety and ** ** 
convenience as well as weather conditions 
F2. Tourism resources regarding circumstances for seaside activities *! 
F3. Tourism resources regarding attractive features ** 
R. Tourism resources providing fundamental holiday needs 
F5. Tourism resources pertaining to beach image 
**: F ratio is statistically significant at the 0.01 level. 
F ratio is statistically significant at the 0.05 level. 
A: Age. 
B: Marital status. 
C: Presence of dependent children. 
D: Educational level. 
E: Social grading. 
F: Family combined monthly income. 
Apart from the influence on Factor Three, social grading may have a bearing upon the 
formation of the Factor One, tourism resources concerning services and facilities for 
safety and convenience as well as weather conditions. The sample's educational level 
could also distinguish the first factor. 
Other three factors were connected with one demographic variable each. The significant 
variables linked to Factor Two, Four and Five were age, educational level, and presence 
of dependent children, respectively. 
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9.4.2 One-Way Multivariate Analysis of Variance between the Importance of 
Seaside Tourism Resources and the Sample Profile 
A one-way multivariate analysis of variance (MANOVA) is applied to determine the 
effect of one nominal variable on the interval level of a group of two or more dependent 
variables (Green et al, 2000). Whether the respondents' socio-economic background 
might influence their integrated evaluation of the importance of the tourism resources in 
selecting a seaside resort could therefore be analysed by MANOVA. The Wilks' lambda 
(A) referred to below is the frequently reported statistic in the social science literature to 
evaluate the MANOVA hypothesis of equal population means. Table 9.6 presents the 
test results. 
Table 9.6 MANOVA Tests between the Importance of Seaside Tourism Resources 
and Respondents' Profiles 
Respondents' Profile N 
Wicks' F 
Lambda A 
Hypothesis Error df Sig. df 
Eta Square 
ri 
Gender 127 0.779 1.147 25.000 101.000 0.308 0.221 
Age 
Region of Residence 
Marital Status 
Presence of Dependent 
Children 
Educational Level 
Social Grading 
Personal Monthly Income 
127 0.228 1.351 125.000 482.297 0.014* 0.256 
127 0.191 1.037 175.000 654.317 0.372 0.211 
126 0.518 1.541 50.000 198.000 0.020* 0.280 
126 0.610 2.558 25.000 100.000 0.001** 0.390 
115 0.423 1.160 75.000 260.944 0.199 0.249 
125 0.264 0.952 150.000 558.448 0.638 0.199 
109 0.220 0.915 150.000 464.752 0.740 0.223 
Family Combined Monthly 106 0.123 1.064 175.000 512.242 0.301 0.259 
Income 
**; p<0.01. 
*: p<0.05. 
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Among the nine respondents' background variables in Table 9.6, a very significant effect 
on the twenty-five dependent variables was found based on the presence of dependent 
children of the sample. The Wilks' A=0.610, F (25,100) = 2.558, p=0.001. The 
multivariate r12 based on Wilks' A was strong, 0.390, which means that 39% of the 
multivariate variance of the dependent variables is associated with the independent 
variable. The respondents with dependent children evaluated the importance of the 
twenty-five seaside resources differently in comparison with those who were without 
dependent children. 
The sample's age and marital status seemed to have significant influence on the joint 
evaluation of the twenty-five tourism resources in choosing seaside resorts. However, 
the results were actually invalid due to a violation of the multivariate normality 
assumption as discussed in Chapter Six, Subsection 6.4.4. Here the significant outcome 
of the MANOVA tests should not be further interpreted since the Box's M test of equality 
of covariance matrices produced significant results. The influences of age and marital 
status were not regarded as significant based on the MANOVA tests. 
9.4.3 Relationships between the Importance of Seaside Tourism Resources 
and Respondents' Profile 
The previous subsection examined the possible link between each socio-economic 
variable of the sample and the importance of the set of twenty-five seaside tourism 
resources. To explore the relationship between the importance of seaside resources and 
the sample's profiles in detail, bivariate analyses between every pair of the variables were 
carried out in this subsection. 
The statistical skills employed to conduct bivariate tests were one-way analysis of 
variance (ANOVA), Kruskal Wallis H tests, and t tests. ANOVA calculated the F ratios 
as indications for distinguishing the mean differences between two or more groups in the 
socio-economic variables. However, if the variances of the groups are unequal in the 
population, a non-parametric test should be used instead of the parametric F test (Bryman 
and Cramer, 1999). Kruskal Wallis tests were therefore conducted for unrelated samples 
with two or more groups, since some F ratios (figures in parentheses in the following 
tables) were computed regardless the basic assumption of equal variances. T tests were 
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occasionally used as an auxiliary method if the profile variable has only two groups (e. g., 
gender). The positive or negative t values suggest which group had higher means than 
the other group. 
The following results are firstly presented in a summarised table. Then they are 
discussed respectively in the order of the sample's socio-economic background shown on 
the survey questionnaire. 
9.4.3.1 Summary of the Tests 
Table 9.7 shows the significance of bivariate analyses between the sample's profiles and 
the importance of the tourism resources in selecting their previous UK seaside 
destinations. Two hundred and twenty-five analyses were made (Twenty-five seaside 
resource items against nine demographic variables). Ticks in the table indicate the 
statistical significance at the 0.05 or 0.01 level. 
Respondents' social grading (column G in Table 9.7) appeared to be the most crucial 
factor with bearings upon fourteen resource features. Educational level (column F, nine 
significant items), number of dependent children (column E, seven significant items), and 
age (column B, six significant items) could be other distinguishing variables when 
comparing the sample's evaluation of the important seaside resources. 
9.4.3.2 Differences between Respondents' Gender in the Importance of Seaside 
Tourism Resources 
Analyses were made to see whether men and women have different evaluations of the 
importance of tourism resources in choosing their previous seaside holidays. However, 
none of the differences was statistically significant when F, Kruskal Wallis and t values 
were examined (Table 9.8). 
Negative t values in Table 9.8 indicated that lower means were observed on males than 
females. Hence among the twenty-five seaside resources, 'Slope of beach' was more 
important to women (t = -1.545), while 'Restrictions' was more important to men (t = 
1.743). 
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Table 9.7 Summary of Statistical Tests between Importance of Seaside Tourism 
Resources and Respondents' Profiles 
Seaside Tourism Resources ABCDEFGHjI 
1. Availability of accommodation near the seafront 
2. Availability of aquariums/sea life centres ý-' 
3. Availability of beach amusement/entertainment (concerts at seaside 
vanubtanub, Ju}pvL. Yai ivimain", buvwb, ... ) 
4. Beach water quality 
5. Availability of car parks near the seaside 
6. Availability of disabled access and services 
7. Availability of emergency services (coastguard, lifeboat, first aid, lost 
children searching, ... ) 
8. Availability of food supply near the beach (cafes, pubs, refreshment 
kiosks, restaurants, tea rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., to rent 
10. Length/width of beach 
11. Availability of piers 
12. Availability of pleasure transport (boat trips, promenade 
trams/trains, ... 
) 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 
14. Scenery (natural landscape, local architecture style, floral design, ... ) 
15. Availability of seafront events (beach volleyball, sand castle 
building, ... ) 
16. Availability of seaside fairgrounds/playgrounds 
17. Slope of beach (slight, steep, ... ) 
18. Likelihood of sufficient local sunshine hours 
19. Availability of toilets/showers/changing facilities 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 
21. Availability of various shopping facilities near the seaside (souvenir 
shops, fashion stores, shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 
ý ý' ýý 
r---ý --. 
ý-ý----+-ý-ý--- 
ýý ýý,, 
r---r--t--ý------- 
Iýý ý 
Iýýý ýI ýýI 
ý', F 
i 
LI 
Ha 
i 
Y 
____ iiiiii 
23. Availability of warning facilities (tide clock, bathing safety flag, ... ) 
24. Availability of waterfront development (marinas, quays, docks, ... ) ýI 
25. opportunity for watersports (equipment for hire/sale, training courses, 
T 
natural supporting conditions, ... 
) ý' 
Number of Significant Items 0 610 179 X14; 0: 2 
4: Statistically significant. 
A: Gender. 
B: Age. 
C: Region of residence. 
D: Marital status. 
E: Presence of dependent children. 
F: Educational level. 
G: Social grading. 
H: Personal monthly income. 
I: Family combined monthly income. 
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Table 9.8 Tests of the Importance of Seaside Tourism Resources and Respondents' 
Gender 
Seaside Tourism Resources F 
(n = 128) 
Kruskal 
Wallis Test 
(df= 1) 
t 
(n = 128) 
1. Availability of accommodation near the seafront 0.663 1.039 0.814 
2. Availability of aquariums/sea life centres 0.630 1.032 -0.794 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet performance, 0.785 0.941 -0.886 
shows, ... ) 
4. Beach water quality (0.498) 0.017 0.727 
5. Availability of car parks near the seaside 0.308 0.421 0.555 
6. Availability of disabled access and services 0.317 0.258 -0.563 
7. Availability of emergency services (coastguard, 
lifeboat, first aid, lost children searching, ... ) 
1.326 1.422 -1.151 
8. Availability of food supply near the beach (cafes, pubs, 
refreshment kiosks, restaurants, tea rooms, ... ) 
(0.532) 0.115 0.756 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.482 0.267 -0.694 
10. Length/width of beach 1.196 1.151 1.094 
11. Availability of piers 0.150 0.308 -0.387 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) 
0.007 0.001 0.084 
13. Restrictions (dogs on a lead, limited smoking 
areas, .. .) 
(3.160) 2.620 1.743 
14. Scenery (natural landscape, local architecture style, 
floral design, ... 
) 1.452 1.143 1.205 
15. Availability of seafront events (beach volleyball, sand 
castle building, ... ) 
0.088 0.119 -0.297 
16. Availability of seaside fairgrounds/playgrounds 1.067 0.950 -1.033 
17. Slope of beach (slight, steep, ... ) 2.386 2.149 -1.545 
18. Likelihood of sufficient local sunshine hours 0.307 0.738 -0.554 
19. Availability of toilets/showers/changing facilities 1.418 1.844 -1.191 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 0.029 0.004 -0.171 
21. Availability of various shopping facilities near the 
seaside (souvenir shops, fashion stores, shopping 0.039 0.059 -0.198 
centres, ... ) 
22. Likelihood of warm summer sea temperature 1.831 1.844 1.353 
23. Availability of warning facilities (tide clock, bathing 
safety flag, ... ) 
1.485 1.534 -1.219 
24. Availability of waterfront development (marinas, 
quays, docks, ... ) 
0.080 0.123 -0.282 
25. Opportunity for watersports (equipment for hire/sale, 
training courses, natural supporting conditions, ... ) 
0.084 0.332 0.291 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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9.4.3.3 Differences between Respondents'Age in the Importance of Seaside Tourism 
Resources 
Table 9.9 demonstrates the ANOVA and Kruskal Wallis tests between respondents' age 
and their evaluation of the importance of seaside tourism resources. Among six age 
groups (from '24 or under' to '65 or over' in an interval of ten), the only strong 
significance (p < 0.01) was found in the 'Availability of seaside fairgrounds/playgrounds'. 
Younger groups regarded this item as more important than the older groups. The 
Scheffe tests in the post hoc multiple comparisons were used when comparing two age 
groups at a time with the assumption of equal variances among groups. Significance at 
5% level was shown in the pairwise comparisons between the age group '25 to 34' and 
three older groups, '65 or over', '55 to 64' and '45 to 54'. 
Five other significant features (p < 0.05) could be distinguished by the sample's age. 
'Availability of beach amusement/entertainment', 'Availability of emergency services', 
and 'Opportunity for watersports' were more preferred by younger informants in choosing 
UK seaside resorts for holidays. 'Scenery' was more important for older sample 
(Kruskal Wallis H (df = 5) = 15.037). 'Likelihood of warm summer sea temperature', 
however, was not linked with the sample's age in an obvious direction. The significance 
could not be observed from the F ratio, but was only shown in the Kruskal Wallis H 
(11.123, df = 5). 
Pairwise comparisons in the post hoc Scheffe tests were applied on the 'Availability of 
beach amusement/entertainment' and 'Availability of emergency services', because the 
group variances were found equal in the Levene's tests of homogeneity-of-variance. 
However, no further significance between each pair of age groups could be reported. 
When the F ratios shown in parentheses in Table 9.9 indicated unequal variances between 
different age groups, the Dunnett's C tests instead of the Scheffe tests should be used as 
follow-up tests (Green et al, 2000). This was applied to 'Scenery' and 'Opportunity for 
watersports'. No further difference was discovered for 'Opportunity for watersports'. 
However, significant differences in the importance of 'Scenery' were shown in the 
pairwise comparisons between the age group '45 to 54' and younger groups, '25 to 34' and 
'35 to 44'. 
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Table 9.9 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Age 
Seaside Tourism Resources F 
(n = 128) 
Kruskal 
Wallis Test 
(df = 5) 
1. Availability of accommodation near the seafront 0.731 3.555 
2. Availability of aquariums/sea life centres 0.929 3.396 
3. Availability of beach amusement/entertainment (concerts at 
seaside bandstands, puppet performance, shows, ... ) 
2.804* 12.935 
4. Beach water quality (1.673) 8.274 
5. Availability of car parks near the seaside 1.259 4.943 
6. Availability of disabled access and services 1.867 8.918 
7. Availability of emergency services (coastguard, lifeboat, first aid, 2 736* 13 103 lost children searching, ... ) , 
. . 
8. Availability of food supply near the beach (cafes, pubs, 0 467 3 333 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 1.193 5.578 
10. Length/width of beach 1.065 4.590 
11. Availability of piers 0.924 5.664 
12. Availability of pleasure transport (boat trips, promenade 1.564 715 7 trams/trains, ... ) . 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 1.342 6.705 
14. Scenery (natural landscape, local architecture style, floral (4.612)** 15.037* design, ... ) 
15. Availability of seafront events (beach volleyball, sand castle 1.939 423 8 building, ... ) . 
16. Availability of seaside fairgrounds/playgrounds 5.193** 21.383 ** 
17. Slope of beach (slight, steep, ... ) 2.222 10.649 
18. Likelihood of sufficient local sunshine hours (1.652) 7.263 
19. Availability of toilets/showers/changing facilities 1.486 8.799 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 1.229 6.479 
21. Availability of various shopping facilities near the seaside 0 390 2 120 
(souvenir shops, fashion stores, shopping centres, ... ) . . 
22. Likelihood of warm summer sea temperature 2.237 11.123 
23. Availability of warning facilities (tide clock, bathing safety 1.339 6.439 
flag, .) 
24. Availability of waterfront development (marinas, quays, 1.068 4.559 
docks, ... ) 
25. opportunity for watersports (equipment for hire/sale, training (2.770) * 11.846* 
courses, natural supporting conditions, ... ) 
**. p<0.01. 
p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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9.4.3.4 Differences between Respondents' Region of Residence in the Importance of 
Seaside Tourism Resources 
Table 9.10 demonstrates the outcomes of the tests between the importance of seaside 
tourism resources and the respondents' region of residence. No significant difference of 
the importance measures existed among the eight official regions in England: East Anglia, 
East Midlands, North, North West, South East, South West, West Midlands, and 
Yorkshire & Humberside. By this is meant the informants from various regions of 
residence did not value the importance of tourism resources differently when deciding 
their previous seaside destinations. 
9.4.3.5 Differences between Respondents' Marital Status in the Importance of Seaside 
Tourism Resources 
When results of bivariate tests were displayed in Table 9.11, it could be observed that 
respondents' marital status did not exert strong influence on distinguishing their 
evaluation of the importance of tourism resources in choosing seaside resorts. The only 
significant difference affected by their marital status was shown in the 'Availability of car 
parks near the seaside'. Kruskal Wallis H (df = 2) = 6.427, p<0.05. The married/with 
partner sample would evaluate parking facilities more important in comparison with the 
single sample or the sample with other marital status. Convenience for the families 
could be the reason considered. 
9.4.3.6 Differences between Respondents'Number of Dependent Children in the 
Importance of Seaside Tourism Resources 
Table 9.12 presents the F and Kruskal Wallis tests between the participants' number of 
dependent children and the importance of seaside tourism resources. The results shown 
in the first two columns indicate the different evaluation of importance between the 
participants who had or did not have dependent children (two groups). The last two 
columns demonstrated the differences among five groups of participants who had various 
numbers of children. 
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Table 9.10 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Region of Residence 
Kruskal 
Seaside Tourism Resources 
(n 
128) Wallis Test 
(df - 7) 
1. Availability of accommodation near the seafront 1.014 8.920 
2. Availability of aquariums/sea life centres 0.861 5.038 
3. Availability of beach amusement/entertainment (concerts at 1 258 467 7 
seaside bandstands, puppet performance, shows, ... ) . . 
4. Beach water quality (1.428) 7.913 
5. Availability of car parks near the seaside 1.484 12.372 
6. Availability of disabled access and services 0.755 5.929 
7. Availability of emergency services (coastguard, lifeboat, first aid, 0 738 281 5 lost children searching, ... ) . . 
8. Availability of food supply near the beach (cafes, pubs, 1 136 8 915 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.278 2.854 
10. Length/width of beach 0.795 5.662 
11. Availability of piers 1.045 6.285 
12. Availability of pleasure transport (boat trips, promenade 0.305 1 871 
trams/trains, ... 
) . 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 0.765 4.824 
14. Scenery (natural landscape, local architecture style, floral (0.658) 4.226 
design, ... ) 
15. Availability of seafront events (beach volleyball, sand castle 0.543 420 3 
building, ... ) . 
16. Availability of seaside fairgrounds/playgrounds (1.364) 8.850 
17. Slope of beach (slight, steep, ... ) 1.048 7.721 
18. Likelihood of sufficient local sunshine hours 1.184 8.582 
19. Availability of toilets/showers/changing facilities 0.299 2.816 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 1.061 7.081 
21. Availability of various shopping facilities near the seaside (1.047) 7.088 
(souvenir shops, fashion stores, shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 1.199 9.082 
23. Availability of warning facilities (tide clock, bathing safety 0.555 4.498 
flag, .) 
24. Availability of waterfront development (marinas, quays, 1.078 7.248 
docks, ... ) 
25. Opportunity for watersports (equipment for hire/sale, training 0.529 2.742 
courses, natural supporting conditions, ... 
) 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 9.11 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Marital Status 
Seaside Tourism Resources F (n - 127) 
Kruskal 
Wallis Test 
(df-2) 
1. Availability of accommodation near the seafront 0.478 0.836 
2. Availability of aquariums/sea life centres (1.437) 2.225 
3. Availability of beach amusement/entertainment (concerts at 
seaside bandstands, puppet performance, shows, ... ) 
2.151 3.984 
4. Beach water quality 0.591 1.079 
5. Availability of car parks near the seaside (3.831) * 6.427 * 
6. Availability of disabled access and services 0.812 1.513 
7. Availability of emergency services (coastguard, lifeboat, first aid, 1 260 417 2 lost children searching, ... ) . . 
8. Availability of food supply near the beach (cafes, pubs, 1 405 2 636 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.083 0.368 
10. Length/width of beach 3.005 5.871 
11. Availability of piers 1.242 2.316 
12. Availability of pleasure transport (boat trips, promenade 0 899 944 1 
trams/trains, ... ) . . 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 1.268 2.101 
14. Scenery (natural landscape, local architecture style, floral (2.957) 4.039 
design, ... ) 
15. Availability of seafront events (beach volleyball, sand castle 0.743 1 928 building, ... ) . 
16. Availability of seaside fairgrounds/playgrounds 1.673 3.948 
17. Slope of beach (slight, steep, ... ) 0.164 0.242 
18. Likelihood of sufficient local sunshine hours 1.282 1.830 
19. Availability of toilets/showers/changing facilities 0.155 0.121 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) 1.055 1.244 
21. Availability of various shopping facilities near the seaside 0 961 1 805 
(souvenir shops, fashion stores, shopping centres, ... ) . . 
22. Likelihood of warm summer sea temperature 1.021 2.073 
23. Availability of warning facilities (tide clock, bathing safety 0.922 1.573 
flag, ... ) 
24. Availability of waterfront development (marinas, quays, 0.603 1.098 
docks, ... ) 
25. opportunity for watersports (equipment for hire/sale, training 1 600 2 856 
courses, natural supporting conditions, ... 
) . . 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogen eity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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Table 9.12 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Number of Dependent Children of the Sample 
Seaside Tourism Resources 
F 
(n a 127, 
2 groups) 
Kruskal 
Wallis Test 
(df = 1) 
F 
(n - 127, 
5 groups) 
Kruskal 
Wallis Test 
(df - 4) 
1. Availability of accommodation near the seafront 0.146 0.054 (0.695) 3.276 
2. Availability of aquariums/sea life centres 0.016 0.007 0.395 1.240 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 3.396 3.691 0.913 4.046 
performance, shows, ... ) 
4. Beach water quality (5.125) * 5.493 * 1.530 7.170 
5. Availability of car parks near the seaside 0.133 0.052 0.108 0.340 
6. Availability of disabled access and services (5.471) * 5.123 * (1.745) 6.643 
7. Availability of emergency services (coastguard, 1.145 1 150 891 0 566 3 lifeboat, first aid, lost children searching, ... ) . . . 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.001 0.079 (0.219) 0.447 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., 0.447 0.761 0.812 3.516 to rent 
10. Length/width of beach 0.032 0.104 0.603 2.528 
11. Availability of piers 1.783 1.926 (1.262) 5.852 
12. Availability of pleasure transport (boat trips, 1.683 1.776 0 641 2 638 
promenade trams/trains, ... ) . . 
13. Restrictions (dogs on a lead, limited smoking 2.336 1.900 2 530* 8 955 
areas, ... 
) . . 
14. Scenery (natural landscape, local architecture 0.198 0.121 0 832 3 210 
style, floral design, ... ) . . 
15. Availability of seafront events (beach 0.008 0.035 0 276 1 181 
volleyball, sand castle building, ... ) . . 
16. Availability of seaside fairgrounds/playgrounds 4.956* 4.014 * 3.354* 11.164* 
17. Slope of beach (slight, steep, ... ) 1.344 1.280 1.461 6.195 
18. Likelihood of sufficient local sunshine hours 0.098 0.009 0.917 3.191 
19. Availability of toilets/showers/changing 3.956 * 4.318 * 1 542 6 561 facilities . . 
20. Type of beach (sand, shingle, pebble, stone, 2.999 4.027 * 1 260 7 212 
rock, ... ) . . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 0.086 0.210 (0.818) 3.919 
shopping centres, ... 
) 
22. Likelihood of warm summer sea temperature 1.863 1.975 0.990 4.092 
23. Availability of warning facilities (tide clock, 7.122 ** 6.881 ** 1 979 7 759 bathing safety flag, ... ) . . 
24. Availability of waterfront development 1.475 1.171 0 738 2 217 
(marinas, quays, docks, ... ) . . 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 0.713 0.926 0.484 2.257 
conditions, ... 
) 
**: p<0.01. 
*: p<0.05. 
F ratios in parentheses: Unequal variances were foun d in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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A very significant F ratio (7.122, p<0.01) was found in the feature 'Availability of 
warning facilities'. The participants with dependent children considered this feature 
more important in choosing their last seaside destinations. The sample with dependent 
children also preferred the following items significantly than the sample without 
dependent children: 'Availability of seaside fairgrounds/playgrounds', 'Availability of 
toilets/shows/changing facilities', 'Beach water quality', and 'Type of beach'. However, 
the 'Availability of disabled access and services' was more important to those who had no 
dependent children. The Kruskal Wallis H (df = 1) was 5.123, p<0.05. 
Significant differences of the importance evaluation among groups of samples with 
different numbers of children were found in two resource features. The F ratio of the 
feature 'Availability of seaside fairgrounds/playgrounds' was 3.354 (p < 0.05), and the F 
ratio of 'Restrictions' was 2.530 (p < 0.05). The respondents with three children were 
more concerned about funfairs than the respondents with one dependent child. However, 
the sample with one child regarded restrictions as more important than the sample with 
three children. No significance was shown in the post hoc tests for these two items. 
9.4.3.7 Differences between Respondents' Educational Level in the Importance of 
Seaside Tourism Resources 
Educational level appeared to be a crucial socio-economic background in evaluating the 
importance of seaside tourism resources. In Table 9.13, nine out of twenty-five resource 
items were in significantly different among the sample with various educational levels. 
Strong significance at the 0.01 level was found in three items. The F ratio for the 
'Availability of warning facilities' was 5.445. The F value for the 'Availability of car 
parks near the seaside' equaled to 4.113. The Kruskal Wallis H for the 'Availability of 
disabled access and services' was 11.563 (df = 3). The three items were more important 
to individuals who finished their full-time education before eighteen years old. 
Significance at the 0.05 level was shown in six features. They were: 'Availability of 
toilets/showers/changing facilities' (F = 3.925), 'Availability of various shopping facilities 
near the seaside' (F = 3.592), 'Availability of waterfront development' (F = 3.589), 'Slope 
of beach' (F = 3.339), 'Availability of emergency services' (F = 2.706), and 'Type of 
beach' (Kruskal Wallis H=8.043). People without qualifications and students tended to 
think of the above resources as more important in choosing seaside resorts. 
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Table 9.13 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Educational Level 
Kruskal F Seaside Tourism Resources 
(n- 116) 
Wallis Test 
(df - 3) 
1. Availability of accommodation near the seafront (1.729) 3.757 
2. Availability of aquariums/sea life centres 0.304 1.464 
3. Availability of beach amusement/entertainment (concerts at 1 069 335 3 
seaside bandstands, puppet performance, shows, ... ) . . 
4. Beach water quality (1.370) 3.663 
5. Availability of car parks near the seaside 4.113** 14.184** 
6. Availability of disabled access and services (3.600)* 11.563 ** 
7. Availability of emergency services (coastguard, lifeboat, first aid, 2 706 * 7 782 lost children searching, ... ) . . 
8. Availability of food supply near the beach (cafes, pubs, 2 076 4 252 
refreshment kiosks, restaurants, tea rooms, ... ) . . 
9. Availability of huts, deckchairs, sunshades, etc., to rent 0.638 2.395 
10. Length/width of beach 0.703 1.669 
11. Availability of piers 1.841 5.313 
12. Availability of pleasure transport (boat trips, promenade 0.844 2 475 
trams/trains, ... ) . 
13. Restrictions (dogs on a lead, limited smoking areas, ... ) 1.753 5.380 
14. Scenery (natural landscape, local architecture style, floral 1.525 644 5 
design, ... ) . 
15. Availability of seafront events (beach volleyball, sand castle 0.563 2 417 building, ... ) . 
16. Availability of seaside fairgrounds/playgrounds 0.322 1.254 
17. Slope of beach (slight, steep, ... ) 3.339* 9.160 * 
18. Likelihood of sufficient local sunshine hours 2.610 7.155 
19. Availability of toilets/showers/changing facilities 3.925 * 10.301 * 
20. Type of beach (sand, shingle, pebble, stone, rock, ... ) (2.753)* 8.043 * 
21. Availability of various shopping facilities near the seaside 3 5 92 * 205 * 8 
(souvenir shops, fashion stores, shopping centres, ... ) . . 
22. Likelihood of warm summer sea temperature 1.545 4.085 
23. Availability of warning facilities (tide clock, bathing safety 5.445** 14.116** 
flag, .) 
24. Availability of waterfront development (marinas, quays, 3.589* 9.713 * 
docks, .) 
25. Opportunity for watersports (equipment for hire/sale, training 228 1 3 915 
courses, natural supporting conditions, ... ) . . 
**: p<0.01. 
p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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9.4.3.8 Differences between Respondents' Social Grading in the Importance of 
Seaside Tourism Resources 
The bivariate tests between the respondents' social grading and the importance of seaside 
tourism resources indicated strong associations. Social grading was perhaps the most 
distinctive demographic factor in comparing the mean differences of the importance 
evaluation among groups. The importance of eleven tourism resources was significantly 
different among the participants in seven groups of social grading, i. e., A, B, Cl, C2, D, E 
and students (first two columns in Table 9.14). When comparing the sample means in 
four groups (A and B, Cl, C2, and D, E and students), the importance of fourteen seaside 
features was significantly different (last two columns in Table 9.14). 
The very significant items at the 0.01 level among seven sample groups were: 
'Availability of disabled access and services' (Kruskal Wallis H= 27.426, df = 6), 
'Availability of warning facilities' (F = 4.070), 'Availability of emergency services' (F = 
4.028), and 'Availability of toilets/showers/changing facilities' (F = 3.567). The semi- 
skilled and unskilled working class (D) considered the four seaside resources more 
important in selecting their destinations, while the upper middle class (A) provided the 
lowest means of importance on the four items. The four resource items were all 
included in Factor One from factor analysis (Subsection 9.2.2). The result may support 
the significant relationship found between this factor and the sample's social grading 
(Subsection 9.4.1). Respondents' social grading could be a reason underpinning the 
extraction of this dominant factor. 
Apart from the previous four seaside resources, strong significance at the 0.01 level was 
found in three other items when comparing the sample in four groups of social grading. 
They were: 'Availability of aquariums/sea life centres' (F = 4.730), 'Availability of seaside 
fairgrounds/playgrounds' (F = 4.504), and 'Availability of piers' (F = 4.076). The skilled 
working class (C2) preferred the first two attributes than the upper middle class and 
middle class (A and B). However, piers were less important to the lower middle class 
(Cl) than to the semi-skilled and unskilled working class (D), those at lowest levels of 
subsistence (E) and students. It appears possible that the importance evaluation of the 
man-made seaside attractions could be distinguished further by four social grading 
groups. 
239 
Chapter Nine Findings Regarding the importance of Seaside Tourism Resources thin-I fu! PU 0 2000 
Table 9.14 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Social Grading 
Seaside Tourism Resources 
F 
(n = 126, 
7 groups) 
Kruskal 
Wallis Test 
(df= 6) 
F 
(n = 126, 
4 groups) 
Kruskal 
Wallis Test 
(df- 3) 
1. Availability of accommodation near the seafront (1.042) 5.316 (1.338) 3.161 
2. Availability of aquariums/sea life centres (2.805)* 13.711 * 4.730** 12.926** 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 1.804 10.772 2.434 7.351 
performance, shows, ... ) 
4. Beach water quality 1.254 8.936 2.255 8.014 * 
5. Availability of car parks near the seaside 1.540 10.750 0.998 3.354 
6. Availability of disabled access and services (5.525)** 27.426** 10.240** 25.031 ** 
7. Availability of emergency services (coastguard, 
lifeboat, first aid, lost children searching, ... ) 
4.028** 21.317** 5.868** 16.104 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea (0.684) 2.652 (1.137) 1.572 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., 
to rent 
(2.069) 14.257 3.206 * 11.213 * 
10. Length/width of beach 1.003 5.807 1.196 3.264 
11. Availability of piers 2.188 * 11.843 4.076** 10.885 * 
12. Availability of pleasure transport (boat trips, 
promenade trams/trains, ... ) 
1.998 10.949 2.860 7.660 
13. Restrictions (dogs on a lead, limited smoking 
areas, ... ) 
1.744 9.013 1.532 4.210 
14. Scenery (natural landscape, local architecture 
style, floral design, ... ) 
1.175 7.346 1.625 5.148 
15. Availability of seafront events (beach 
volleyball, sand castle building, ... ) 
1.486 9.526 2.250 5.975 
16. Availability of seaside fairgrounds/playgrounds 2.332 * 13.748 * 4.504** 13.110** 
17. Slope of beach (slight, steep, ... ) 1.688 9.783 1.135 3.438 
18. Likelihood of sufficient local sunshine hours 2.181 * 12.953 * 3.396* 9.221 * 
19. Availability of toilets/showers/changing 
facilities 3.567** 17.616** 4.092 ** 11.642 ** 
20. Type of beach (sand, shingle, pebble, stone, 1.409 8.891 1 994 5 877 rock, ... ) . . 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 2.292 10.433 2.410 6.377 
shopping centres, ... ) 
22. Likelihood of warm summer sea temperature 1.890 11.398 3.370 * 9.949 * 
23. Availability of warning facilities (tide clock, 4.070** 21.267 ** 5.130** 14 151 ** bathing safety flag, ... ) . 
24. Availability of waterfront development 
(marinas, quays, docks, ... ) 
2.686 * 14.642 * 3.005 * 8.036* 
25. opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 1.704 10.302 3.096 * 9-186* 
conditions, ... ) 
**; p <0.01. 
p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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9.4.3.9 Differences between Respondents' Monthly Income in the Importance of 
Seaside Tourism Resources 
As presented in Table 9.15, respondents' personal monthly income (after tax) failed to 
produce any significant result in distinguishing the sample's evaluation of the importance 
of the seaside tourism resources. In other words, the seven sample groups divided by an 
income interval of £500 showed no difference in assessing the importance of tourism 
resources when selecting seaside destinations. 
However, the family combined monthly income (after tax) had an influence on two 
resource features in choosing seaside holidays. Table 9.15 shows that significant 
difference existed among the eight sample groups in the income bracket of £500 on 
'Beach water quality' and 'Availability of disabled access and services'. The Kruskal 
Wallis H were 15.466 and 14.931 (df = 7), respectively. The sample with family income 
less than £500 and between £2,001-2,500 considered that 'Beach water quality' was 
important, while the sample with family income £3,001-3,500 and £3,501 or more was 
not so concerned about it. No obvious pattern could be described. As for the 
'Availability of disabled access and services', lower income families tended to prefer it 
more than families with higher monthly income. 
9.5 SUMMARY OF THE MAIN FINDINGS OF THIS CHAPTER 
This chapter analyses the findings of the importance of seaside tourism resources in 
choosing seaside destinations. The following topics were discussed: the evaluation of 
the importance of seaside tourism resources, the association between respondents' level of 
advance information and the importance of seaside tourism resources, and the bearings 
upon importance evaluation from the respondents' demographic data. The main 
statistical tests employed in this chapter were multivariate skills, such as factor analysis 
and MANOVA, and bivariate analysis, e. g., ANOVA and Kruskal Wallis test. The main 
results are briefly listed as follows. 
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Table 9.15 F and Kruskal Wallis Tests of the Importance of Seaside Tourism 
Resources and Respondents' Monthly Income 
Personal Income Family Income 
Seaside Tourism Resources F Kruskal F Kruskal 
(n = 109, Wallis Test (n = 106, Wallis Test 
7 groups) (df = 6) 8 groups) (df - 7) 
1. Availability of accommodation near the seafront . 972 6.822 0.687 3.743 
2. Availability of aquariums/sea life centres (1.333) 8.705 1.531 10.389 
3. Availability of beach amusement/entertainment 
(concerts at seaside bandstands, puppet 0.620 3.908 0.627 4.559 
performance, shows, ... ) 
4. Beach water quality 0.984 4.442 (2.131)* 15.466 
5. Availability of car parks near the seaside 0.917 5.046 (1.078) 6.187 
6. Availability of disabled access and services (1.715) 10.514 (2.251) 14.931 
7. Availability of emergency services (coastguard, 0 711 4 545 0 758 528 5 lifeboat, first aid, lost children searching, ... ) . . . . 
8. Availability of food supply near the beach 
(cafes, pubs, refreshment kiosks, restaurants, tea 0.428 3.805 0.163 1.978 
rooms, ... ) 
9. Availability of huts, deckchairs, sunshades, etc., 0.648 4.538 (0.860) 7.105 
to rent 
10. Length/width of beach 0.997 5.590 0.909 7.257 
11. Availability of piers 0.918 5.776 0.461 3.202 
12. Availability of pleasure transport (boat trips, 0.852 5.288 0 666 696 4 
promenade trams/trains, ... ) . . 
13. Restrictions (dogs on a lead, limited smoking 1.155 7.052 0 545 4 687 
areas, ... 
) . . 
14. Scenery (natural landscape, local architecture (0.831) 4.858 0 991 334 6 
style, floral design, ... ) . . 
15. Availability of seafront events (beach (1.227) 7.801 0 624 469 3 
volleyball, sand castle building, ... ) . . 
16. Availability of seaside fairgrounds/playgrounds 1.114 6.857 1.774 11.641 
17. Slope of beach (slight, steep, ... ) 0.683 3.950 1.304 8.930 
18. Likelihood of sufficient local sunshine hours 0.469 2.946 1.119 7.226 
19. Availability of toilets/showers/changing 1.128 7.779 0.776 723 5 
facilities . 
20. Type of beach (sand, shingle, pebble, stone, 0.405 2.857 (1.236) 7.773 
rock, ... 
) 
21. Availability of various shopping facilities near 
the seaside (souvenir shops, fashion stores, 1.459 8.360 1.115 7.431 
shopping centres, ... 
) 
22. Likelihood of warm summer sea temperature 0.761 4.756 0.417 3.070 
23. Availability of warning facilities (tide clock, 1.641 9.530 1.384 477 9 
bathing safety flag, ... ) . 
24. Availability of waterfront development 0.650 464 3 0 560 4 076 
(marinas, quays, docks, ... ) . . . 
25. Opportunity for watersports (equipment for 
hire/sale, training courses, natural supporting 0.825 4.901 1.117 7.605 
conditions, ... ) 
p<0.05. 
F ratios in parentheses: Unequal variances were foun d in the Levene's tests of h omogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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" In the twenty-five tourism resources, 'Scenery' was the most preferred attribute for the 
respondents to choose their previous seaside destinations. Conversely, 'Availability 
of aquariums/sea life centres' was the most unimportant feature considered by the 
sample. 
" Five factors of the tourism resource groups were extracted based on the importance of 
seaside resources by factor analysis. They were: Factor 1, tourism resources 
concerning services and facilities for safety and convenience plus weather conditions; 
Factor 2, tourism resources regarding circumstances for seaside activities; Factor 3, 
tourism resources regarding attractive features; Factor 4, tourism resources providing 
fundamental holiday needs; and Factor 5, tourism resources pertaining to beach 
image. These five factors explained 61.91% of the total variance. 
" Different evaluation of the importance of tourism resources was not very obvious 
between the participants who had or did not have advance information about the 
seaside resorts visited. 'Likelihood of warm summer sea temperature' and 
'Availability of disabled access and services' were the two attributes that showed 
statistical significance. 
" For the respondents who had advance information before their seaside holidays, the 
level of information about each tourism resource was strongly associated with the 
evaluation of the importance of each item. Twenty-two out of twenty-five resources 
had linear correlations. 
" The third factor extracted from factor analysis, comprising seaside resources 
regarding attractive features, was the most significant factor linked with the sample's 
age, marital status, social grading, and family combined monthly income. The 
influence of social grading and educational level on the extraction of Factor One was 
also salient. 
" In conducting the multivariate tests, one-way MANOVA, only one of the sample's 
socio-economic profile variables was found to have significant impact on the resource 
evaluation in choosing UK seaside destinations. Whether or not to have dependent 
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children may influence the informants' joint evaluation of the importance of seaside 
tourism resources. 
" Results from the bivariate one-way ANOVA tests and Kruskal Wallis tests indicated 
that social grading was the leading demographic variable to affect the importance 
evaluation of seaside tourism resources. Other crucial variables were the sample's 
educational level, presence of dependent children, and age. 
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CHAPTER TEN 
FINDINGS RESPECTING SEASIDE HOLIDAY 
CONSIDERATIONS 
10.1 INTRODUCTION 
The purpose of this chapter is to explore more quantitative findings in this study by 
examining the survey questions respecting individuals' considerations in making seaside 
holiday decisions. As in the previous two chapters, SPSS 8.0 for Windows was the 
software used for statistical analyses. Books by Ryan (1995), Norugis (1997), Cramer 
(1998), Bryman and Cramer (1999), and Green et al (2000) were referred to for operating 
software commands as well as for assisting in data interpretation. The chapter is 
organised in three main sections: considerations in choosing seaside resorts, discriminant 
analysis between seaside holiday considerations and holiday taking, and links between 
demographic profiles and seaside holiday considerations. A summary of the findings of 
this chapter is outlined in the concluding section. 
10.2 CONSIDERATIONS IN CHOOSING SEASIDE RESORTS 
10.2.1 Importance Ranking of Seaside Holiday Considerations 
The informants were required to appraise the importance of some considerations and 
constraints related to their seaside holiday choices. A five-point Likert-type scale was 
used on the ten statements shown in Table 10.1. The value '5' indicates that the 
consideration was 'very important', and 'F means 'very unimportant'. Two hundred and 
twenty-six people answered this question. The means and standard deviations based on 
the five-point scale are presented below. 
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Table 10.1 Importance of Seaside Holiday Considerations 
Ranking Item Number Seaside Holiday Considerations Mean' DevStandard ation iation 
19 Weather expectations 3.90 1.29 
2 2 Family's opinion/interests 3.78 1.39 
3 6 Season/month to travel 3.74 1.33 
4 10 Your budget available for holiday 3.64 1.50 
5 7 Time available to take holiday 3.46 1.47 
6 5 Past experiences of visiting seaside resorts 3.45 1.44 
7 8 Type of transportation to be used 3.17 1.42 
8 3 Health of anyone in your party 3.17 1.60 
9 1 Distance you would have to travel 2.77 1.48 
10 4 Party size (number of people you will travel with) 2.45 1.39 
a: 5 means 'very important'. 1 means 'very unimportant'. 
It can be noticed in Table 10.1 that 'Weather expectations' was the attribute with the 
maximum mean of 3.90. It was regarded as the most important consideration in taking 
UK seaside holidays or selecting particular resorts as destinations. Conversely, the 
mean of the importance of 'Party size (number of people you will travel with)' was the 
lowest, 2.45. 'Distance you would have to travel' was considered to be less important by 
the sample as well (mean = 2.77). 
10.2.2 Factor Analysis of Seaside Holiday Considerations 
An exploratory factor analysis is an advanced statistical technique to reduce a set of 
variables into fewer factors, so that the main constructs or dimensions behind these 
variables could be discovered and explained (Kline, 1994). In this subsection, the ten 
considerations of taking seaside holidays were factor-analysed into several underlying 
types for interpreting. 
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10.2.2.1 Requirements for Factor Analysis 
As discussed in Chapter Six (Subsection 6.4.3.1), some data requirements and technical 
rules should be complied with before conducting a factor analysis. Firstly, the sample 
size should not be fewer than 50. Generally a sample of 100 or greater is preferable, and 
the larger the number of observations the better (Kline, 1994; Hair et al, 1998). 
Moreover, the cases-per-variable ratio of ten to one is fairly acceptable, e. g., one hundred 
subjects is sufficient to run a factor analysis for ten variables. The minimum ratio of 
subjects to variables is 2: 1, and the bigger the ratio the better (Kline, 1994). In this set 
of questions, the number of valid cases was 226, and the number of variables was 10. 
No problem of the sample size limitations might be raised. 
Secondly, the reliability of the scale should be checked. The internal reliability of these 
10 seaside holiday considerations can be identified by the Cronbach's alpha coefficient 
computed from Reliability Analysis in SPSS. A rule of thumb is that the widely used 
coefficient should be 0.8 or above (Bryman and Cramer, 1999). Values greater than 0.7 
are also acceptable (Ryan, 1995). An alpha value of 0.7585 for this set of statements 
indicated a moderate consistency among the chosen considerations in constructing the 
scale. 
Thirdly, whether correlations between attributes exist should be tested. The significance 
of the Bartlett's Test of Sphericity (p = 0.000) indicated that the correlation matrix of the 
ten items was not an identity, i. e., the diagonal values of the matrix are all one, and the 
other values are zero (Ryan, 1995). Therefore, further procedures in factor analysis 
based on the correlation matrix could be carried out. 
Finally, the measure of sampling adequacy (MSA) should be examined. Another test is 
the measure of sampling adequacy (MSA) by the Kaiser-Meyer-Olkin model. MSA of 
0.759 is 'middling' (Kaiser and Rice, 1974), which supported the use of factor analysis in 
this set of ten holiday considerations. 
10.2.2.2 Interpretation of the Results 
The factors were obtained from a principal component analysis followed by a varimax 
rotation. In Table 10.2, three factors were extracted because three eigenvalues 
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representing variance were greater than 1 (Tabachnick and Fidell, 1996). The minimum 
values of factor loadings to indicate significance vary by the sample size. When the 
sample size is between 200 and 249, factor loadings should be greater than 0.40 (Hair et 
al, 1998). Significant factor loadings of the 10 attributes in the three factors were 
demonstrated in Table 10.2. These factors explained 54.8% of the total variance. 
Table 10.2 Factor Loadings of Seaside Holiday Considerations 
Seaside Holiday Considerations F1 F2 F3 Communality (%) 
1. Distance you would have to travel 0.717 0.527 
8. Type of transportation to be used 0.659 0.516 
4. party size (number of people you will travel with) 0.629 0.517 
3. Health of anyone in your party 0.558 0.481 0.554 
10. Your budget available for holiday 0.478 0.445 0.430 
9. Weather expectations 0.737 0.609 
6. Season/month to travel 0.732 0.650 
7. Time available to take holiday 0.645 0.540 
2. Family's opinion/interests 0.835 0.702 
5. Past experiences of visiting seaside resorts 0.559 0.433 
Eigenvalue 3.233 1.218 1.028 5.479 
Percentage of Variances (%) 32.328 12.182 10.284 54.795 
Factor One (Fl): Seaside holiday considerations regarding trip organising. Five 
significant attributes were included: 'Distance you would have to travel', 'Type of 
transportation to be used', 'Party size (number of people you will travel with)', 'Health of 
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anyone in your party', and 'Your budget available for holiday'. This factor explained 
32.33% of the total variance. 
Factor Two (F2): Seaside holiday considerations concerning suitable travel duration and 
cost planning. This comprised four items: 'Weather expectations', 'Season/month to 
travel', 'Time available to take holiday', and 'Your budget available for holiday'. Over 
twelve percent (12.18%) of the variance was explained by this factor. 
Factor Three (F3): Seaside holiday considerations respecting private influence. This is a 
factor with three significant attributes: 'Family's opinion/interests', 'Past experiences of 
visiting seaside resorts', and 'Health of anyone in your party'. F3 explained 10.28% of 
the total variance. 
Eight out of the ten considerations were significantly connected to one factor each. 
However, the variable of 'Health of anyone in your party' loaded on Factor 1, trip 
organising, and Factor 3, private influence, simultaneously. Moreover, 'Your budget 
available for holiday' contributed significantly to two factors, trip organising factor (Fl) 
and travel duration and cost planning factor (F2). 
10.3 DISCRIMINANT ANALYSIS BETWEEN SEASIDE HOLIDAY 
CONSIDERATIONS AND HOLIDAY TAKING 
A discriminant analysis is a multivariate statistical skill to discover the likely relationship 
between one nominal dependent variable and a set of independent variables with interval 
scale. Chapter Six, Subsection 6.4.5 explains the concept of and the requirements 
for 
discriminant analysis. The analysis is applied in this section to predict the respondents' 
action of taking seaside 
holidays as well as their intention to visit seaside by using the 
three consideration factors above as predictor variables. 
10.3.1 Discrimination of the Action of Taking Seaside Holidays 
Whether or not the three factors of seaside holiday considerations can distinguish the 
respondents who had or had not taken seaside 
holidays is reported in this subsection. 
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The requirements for the analysis are firstly examined. Then the results are 
demonstrated below. 
10.3.1.1 Requirements for Discriminant Analysis 
Attention should be paid to several technical rules for conducting a discriminant analysis 
as reviewed in Chapter Six, Subsection 6.4.5. Firstly, the respondents in each group for 
a discriminant analysis should be more than 30 (Hammond, 1995). In this analysis, four 
cases of the original sample size of 230 were dropped due to data missing. For the 
remaining 226 respondents, 131 had visited UK seaside resorts and 95 had not visited 
seaside in the last five years. Therefore, there is no problem of violating this 
requirement. Secondly, equal population covariance matrices was found (p > 0.05 for 
the Box's M test), so the analysis could be made. Thirdly, a significant result from one- 
way multivariate analysis of variance (MANOVA) (Wilks' A=0.794, p<0.01) could be 
a precondition before conducting the discriminant analysis. 
Simultaneous method was employed in deriving the discriminant function since all three 
predictor variables (the consideration 
factors) were entered into the function at the same 
time without the need for distinguishing the most powerful variable. The discriminant 
function was selected by examining the significant chi-square value for this function, 
which indicated that there were differences among the predictor variables in the research 
population. The combined Wilks' 
Lambda (A) was 0.852, y (df = 3) = 35.508, p<0.01. 
The only discriminant function accounted for all of the between-group variability 
(eigenvalue = 0.173). 
10.3.1.2 Interpretation of the Results 
The association between the discriminant function and the three consideration factors is 
presented in Table 10.3. The results 
from the structure correlation coefficients and 
discriminant function coefficients are congruent. The size of the coefficients indicated 
the influence of the factors on the discriminant function. Highest coefficients of the trip 
organising factor suggested the relatively strongest contribution of this 
factor among the 
three to the discriminating power of the functions. The respondents with or without 
previous UK seaside holidays 
in the last five years were better distinguished by this factor. 
The effect of Factor Two (F2), however, was relatively weaker. 
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Table 10.3 Structure Correlation Coefficients and Standardised Canonical 
Discriminant Function Coefficients for Distinguishing Seaside Holiday 
Taking by the Sample in the Last Five Years 
Function One 
Factors of Seaside Holiday Considerations Structure Discriminant 
Correlation Function 
Coefficients Coefficients 
F1. Trip organising factor 0.937 0.954 
F3. Private influence factor 0.274 0.317 
F2. Suitable travel duration and cost planning factor 0.127 0.148 
The predicting power of the discriminant function is demonstrated in Table 10.4. In 
predicting group membership, a hit ratio of 66.8% indicated the overall percent of cases 
correctly classified. A total of 80.9% of the informants who had visited UK seaside 
resorts in the last five years was correctly classified. The group centroid (mean value for 
the discriminant Z score) was 0.353. However, the prediction of the informants who had 
not taken UK seaside holidays by this function was not very satisfactory. Only 47.4% of 
them were correctly classified. The centroid was -0.486. This means that the 
informants' considerations of the trip organisation factor were positively associated with 
their visit to UK seaside resorts in the last five years. The factor comprised practical 
arrangements such as travel distance, type of transportation, party size, health, and budget. 
In contrast, these practical considerations were less influential to those who did not have 
any seaside holiday in the last five years. 
10.3.2 Discrimination of the Intention of Future Seaside Resort Visiting 
Whether or not the factors of seaside holiday considerations can differentiate the 
respondents' intention to visit UK seaside resorts in the future is examined by 
discriminant analysis. The requirements for analysis are complied with, and the results 
are reported below. 
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Table 10.4 Group Classification Matrix for Two-Group Discriminant Analysis 
between the Sample with or without UK Seaside Holidays in the Last 
Five Years 
Predicted Group Membership 
Actual Group 
Group 
Centroid 
Number 
of Actual 
Sample Sample No 
Cases Seaside Holidays UK Saside 
in the Last Five Holidays in the 
Years Last Five Years 
Sample Had UK Seaside 0.353 131 106 25 
Holidays in the Last Five Years (80.9 %) (19.1 %) 
Sample Had No UK Seaside -0.486 95 50 45 
Holidays in the Last Five Years (52.6 %) (47.4 %) 
Number of Predicted Cases 226 156 70 
Hit ratio = (106 + 45) / 226 = 66.8 % 
1 0.3.2.1 Requirements for Discriminant Analysis 
Attention should be paid to several requirements for conducting a discriminant analysis as 
explained in Chapter Six, Subsection 
6.4.5. Firstly, the respondents in each group for a 
discriminant analysis should be more than 30 (Hammond, 1995). In this instance, four 
cases of the original sample size of 
230 were dropped from the analysis because of 
missing data. For the remaining 
226 informants, 131 intended to visit UK seaside 
resorts, 95 had no intention to visit seaside 
in the next five years. Therefore, there is no 
problem of violating this rule. 
Secondly, the evaluation of the assumptions of the 
equality of covariance matrices revealed no threat to the analysis 
(p > 0.05 for the Box's 
M test). Thirdly, a significant result from one-way multivariate analysis of variance 
(IyiANOVA) was found (Wilks' A=0.766, p<0.01) as a precondition before conducting 
the discriminant analysis. 
252 
Chapter Ten Findings Respecting Seaside Holiday Considerations Hsin-Hui PU 0 2000 
Simultaneous method was used in deriving the discriminant function since all three 
predictor variables (the consideration factors) were entered into the function at the same 
time without the need for distinguishing the most powerful variable. The discriminant 
function was selected by examining the significant chi-square value for this function, 
which indicated that there were differences among the predictor variables in the research 
population. The combined Wilks' Lambda (A) was 0.820, x2 (df = 3) = 44.200, p<0.01. 
The only discriminant function accounted for all of the between-group variability 
(eigenvalue = 0.220). 
10.3.2.2 Interpretation of the Results 
The relationship between the discriminant function and the three consideration factors is 
shown in Table 10.5. The results from the structure correlation coefficients and 
discriminant function coefficients are congruent. The largest positive coefficients for 
the function were found in the trip organising factor, namely, the trip organising factor 
was the most relevant variable in distinguishing whether or not the residents intended to 
visit UK seaside resorts in the next five years. In contrast, no relative influence on the 
function was found from the second factor of seaside holiday considerations (F2): the 
suitable travel duration and cost planning 
factor. 
Table 10.5 Structure Correlation Coefficients and Standardised Canonical 
Discriminant Function Coefficients for Differentiating the Sample's 
Intention of Seaside Resort Visiting in the Next Five Years 
Function One 
Factors of Seaside Holiday Considerations Structure Discriminant 
Correlation Function 
Coefficients Coefficients 
F1. 
F3. 
F2. 
Trip organising factor 
Private influence factor 
Suitable travel duration and cost planning factor 
0.979 
0.167 
0.000 
0.987 
0.203 
0.000 
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The predicting power of the discriminant function is demonstrated in Table 10.6. In 
predicting group membership, a hit ratio of 69.5% indicated the overall percent of cases 
correctly classified. A total of 84.7% of the informants who intended to visit UK seaside 
resorts in the next five years was correctly classified. The group centroid (mean value 
for the discriminant Z score) was 0.397. However, the prediction of the informants who 
intended not to visit UK seaside resorts by this function was not very satisfactory. Only 
48.4% of them were correctly classified. The centroid was -0.548. This means that the 
informants' considerations of the trip organisation factor were positively linked with their 
visit to UK seaside resorts in the next five years. The factor comprised practical 
arrangements such as travel distance, type of transportation, part size, health, and budget. 
In contrast, these practical considerations were less influential to those who had no 
intention to visit seaside resort in the future. 
Table 10.6 Group Classification Matrix for Two-Group Discriminant Analysis for 
Predicting the Sample's Intention of Seaside Visiting in the Next Five 
Years 
Predicted Group Membership 
Group Number 
Sample Intended Actual Group Centroid of Actual 
Sample Intended 
to visit UK Seaside Cases not to visit UK 
Resorts in the Next Seaside Resorts in 
Five Years the Next Five Years 
Sample Intended to Visit UK 111 20 
Seaside Resorts in the Next 0.397 131 
Five Years (84.7%) (15.3%) 
Sample Intended Not to Visit 49 46 
UK Seaside Resorts in the Next -0.548 95 
Five Years (51.6 %) (48.4%) 
Number of Predicted Cases 226 160 66 
Hit ratio = (111 + 46) / 226 = 69.5 % 
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In the two discriminant analyses presented previously, it might not appear reasonable that 
the overall importance of Factor Two had little or no relative influence on the 
discriminant functions, since the importance rankings of the considerations in this factor 
(weather, travel season, available time, and budget) were high. A tentative explanation 
is that these considerations were important to limit, but not to contribute to, the sample's 
decision of visiting UK seaside resorts. A person may be aware of bad weather or 
limited time and money for holiday, and therefore decided not to visit any seaside resort. 
Therefore, the relative influence of this factor on the functions having stronger power in 
predicting the positive action of and intention to the sample's seaside visiting could not be 
detected. Since the value of the coefficients are relative, no detected influence did not 
indicate that there was no influence at all in a real situation. 
10.4 LINKS BETWEEN DEMOGRAPHIC PROFILES AND SEASIDE 
HOLIDAY CONSIDERATIONS 
Demographic background has been widely reported in decision making literatures as a 
crucial factor to influence personal choice. 
This section analyses the associations 
between the nine socio-economic variables and the seaside holiday considerations in the 
survey to explore the 
holiday choosing behaviour further. Three aspects are discussed 
below. Firstly, the relationships between the three consideration factors extracted from 
factor analysis and each socio-economic variable were identified by one-way analysis of 
variance (ANOVA). 
Secondly, the influences of each profile variable on the set of ten 
holiday considerations were indicated by one-way multivariate analysis of variance 
(MANOVA). Finally, the links between each of the ten considerations and every 
demographic variable were examined to provide statistical evidence in detail. 
10.4.1 Relationships between the Factors of Seaside Holiday 
Considerations and Socio-economic Variables 
The likely relationships between the three factors of seaside holiday considerations 
extracted in Subsection 
10.2.2 and the sample's profile were tested by using factor scores 
in one-way ANOVA. Table 10.7 highlights the seven significant variables and their 
associations with the 
factors. Gender and educational level are not listed since they 
failed to differentiate any of the consideration factors. 
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Three holiday consideration factors were mainly linked with different socio-economic 
variables. Factor One, seaside holiday considerations relating to trip organising, was the 
most salient factor influenced very significantly by the following demographic 
information, i. e., region of residence, social grading, and monthly income (after tax). 
Residents from different regions in England, situated in distinguishable social grading, 
and having various disposable incomes, might consider selecting UK seaside resorts and 
organising their holiday details very differently. Furthermore, different significance 
levels on family income (p < 0.01) and personal income (p < 0.05) showed that total 
family income was more influential than personal income in trip organising. 
Table 10.7 Relationships between the Factors of Seaside Holiday Considerations 
and Respondents' Socio-economic Variables 
Factors of Seaside Holiday Considerations ABCD1E! FG 
F1. Trip organising factor ** ; ** * ** 
F2. Suitable travel duration and cost planning factor * ** 
F3. Private influence factor 
"": F ratio is statistically significant at the 0.01 level. 
": F ratio is statistically significant at the 0.05 level. 
A: Age. 
g: Region of Residence. 
C: Marital status. 
p: Presence of dependent children. 
E: Social grading. 
F: Personal monthly income. 
C,: Family combined monthly income. 
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Factor Three, the private influence factor, was strongly contributed by people's marital 
status (p < 0.01). It was also significantly affected by the presence of dependent 
children and social grading (p < 0.05). Family structures and affiliations could exert an 
impact on the considerations in choosing domestic seaside holidays. 
Presence of dependent children had a strong bearing upon the formation of Factor Two, 
holiday considerations regarding suitable travel duration and cost planning (p < 0.01). 
Another significant difference on Factor Two was found in age at the 5% level. It could 
be likely that temporal commitment in making seaside holiday decisions was dominated 
by the schedules of children's school holidays (for those who had dependent children), 
and the arrangements of personal annual leaves (for those who were not in retiring ages). 
10.4.2 One-Way Multivariate Analysis of Variance between Respondents' 
Profiles and Seaside Holiday Considerations 
A one-way multivariate analysis of variance (MANOVA) is utilised to decide the effect 
of one nominal variable on the interval level of a group of two or more dependent 
variables (Green et al, 2000). Whether individuals' demographic background might 
influence their decision of taking UK seaside holidays or selecting resorts could therefore 
be analysed by MANOVA. The Wilks' lambda (A) referred to below is the frequently 
reported statistic in the social science 
literature to evaluate the MANOVA hypothesis of 
equal population means. The test results are demonstrated below (Table 10.8). 
As discussed in Chapter Six, Subsection 6.4.4, the requirement of multivariate normality 
should be met before explaining the results of the 
MANOVA tests. The Box's Mtest of 
equality of covariance matrices produces the measures to examine this assumption. In 
examining the results of the Box's M tests, 
it was discovered that the significance of 
marital status, social 
grading, and family combined monthly income was valid. Table 
10.8 shows the significance of these three variables at the 1% level. The values of the 
Wilks' A of marital status, social grading, and family combined income were 0.815,0.597 
and 0.532, respectively. However, the measures of the multivariate rl2 based on Wilks' 
A were weak. This indicates that low percentage of the multivariate variance of the 
dependent variables (here the holiday considerations) is associated with the independent 
variable (demographic background). 
To sum up, the connections between the holiday 
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Table 10.8 MANOVA Tests between the Respondents' Profiles and Seaside 
Holiday Considerations 
Wicks' Hypothesis Eta Square Respondents' Profile N Lambda AF df Error df Sig. , q1 
Gender 226 0.954 1.042 10.000 215.000 0.410 0.046 
Age 226 0.665 1.808 50.000 965.672 0.001** 0.078 
Region of Residence 226 0.693 1.135 70.000 1225.486 0.214 0.051 
Marital Status 225 0.815 2.300 20.000 426.000 0.001** 0.097 
Presence of Dependent 
Children 
225 0.825 4.536 10.000 214.000 0.000** 0.175 
Educational Level 208 0.867 0.950 30.000 573.040 0.545 0.046 
Social Grading 223 0.597 1.880 60.000 1089.593 0.000** 0.082 
Personal Monthly Income 191 0.598 1.345 70.000 1021.402 0.034* 0.071 
Family Combined 
Monthly Income 
186 0.532 1.623 70.000 992.248 0.001** 0.086 
**: p<0.01. 
*: p<0.05. 
considerations and informants' marital status, social grading, and family combined 
monthly income were significant in the population, but the associations were not very 
strong. 
10.4.3 Associations between Seaside Holiday Considerations and the 
Sample's Demographic Data 
The preceding subsection investigated the possible link between every socio-economic 
variable of the sample and the importance of the set of ten seaside holiday considerations. 
In this subsection, bivariate analyses between each pair of the variables were conducted in 
order to interpret the relationships between holiday considerations and respondent's 
profiles further. 
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The statistical analyses used were one-way analysis of variance (ANOVA), Kruskal 
Wallis H tests, and t tests. ANOVA calculated the F ratios as indications for 
distinguishing the mean differences between two or more groups in the socio-economic 
variables. However, if the variances of the groups are unequal in the population, a non- 
parametric test should be used instead of the parametric F test (Bryman and Cramer, 
1999). Kruskal Wallis tests were therefore conducted for unrelated samples with two or 
more groups, since some F ratios (figures in parentheses in the following tables) were 
computed regardless of the basic assumption of equal variances. T tests were 
occasionally used as an auxiliary method if the profile variable has only two groups (e. g., 
gender). The positive or negative t values suggest which group had higher means than 
the other group. 
A summary of the significance of all bivariate tests in this subsection is firstly described 
below. Then the order of the sample's socio-economic background shown on the 
questionnaire is followed in discussing each relationship. 
10.4.3.1 Summary of the Tests 
Table 10.9 indicates the significance of bivariate analyses between the sample's profile 
variables and the importance of the considerations in determining UK seaside holidays. 
Ninety analyses were conducted (Ten seaside holiday considerations against nine 
demographic variables). Ticks in the table show the statistical significance at the 0.05 or 
0.01 level. 
Social grading (column G in Table 10.9) appeared to be the most effective factor. Half 
of the ten seaside holiday considerations were 
influenced. Age (column B) and presence 
of dependent children (column E), with 
four significant items each, were other two 
distinguishing variables in comparing individuals' holiday considerations. However, 
educational level and gender 
had little bearings upon the ten statements. 
10.4.3.2 Differences between Gender in Seaside Holiday Considerations 
Statistical tests were carried out to find out if men and women have different 
considerations in making decisions about a UK seaside holiday. Table 10.10 shows the 
results. 
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Table 10.9 Summary of Statistical Tests between Seaside Holiday Considerations 
and the Sample's Demographic Data 
Seaside Holiday Considerations IABýCIDIEFý G' HI 
1. Distance you would have to travel 
2. Family's opinion/interests 
3. Health of anyone in your party 
4. Party size (number of people you will travel with) 
5. Past experiences of visiting seaside resorts 
6. Season/month to travel 
7. Time available to take holiday 
8. Type of transportation to be used 
9. Weather expectations 
10. Your budget available for holiday 
ý `T - 
Number of Significant Items 1 4,3 240532 
J: Statistically significant. 
A: Gender. 
B: Age. 
C: Region of residence. 
D: Marital status. 
E: Presence of dependent children. 
F: Educational level. 
G: Social grading. 
H: Personal monthly income. 
I: Family combined monthly income. 
The results of F, Kruskal Wallis and t tests in Table 10.10 were congruent. A statistical 
significance was shown in the consideration of 'Your budget available for holiday'. 
Since the significant F (5.716) was computed when the population variance was found 
unequal, the Kruskal Wallis H (5.408, df = 1, p<0.05) was referred to. Negative t value 
(-2.364) meant that a lower mean was observed on males than females. Women could 
be more sensitive in considering holiday budget. 
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Table 10.10 Tests of Seaside Holiday Considerations and Respondents' Gender 
F Kruskal t Seaside Holiday Considerations (n = 226) 
Wallis Test (n = 226) (df= 1) 
1. Distance you would have to travel 1.310 1.315 -1.145 
2. Family's opinion/interests 0.111 0.604 0.333 
3. Health of anyone in your party 0.019 0.017 -0.137 
4. Party size (number of people you will travel with) 2.027 2.086 -1.424 
5. Past experiences of visiting seaside resorts 0.062 0.052 -0.249 
6. Season/month to travel 0.675 0.974 -0.822 
7. Time available to take holiday (1.671) 1.058 -1.293 
8. Type of transportation to be used 0.193 0.231 -0.439 
9. Weather expectations 0.276 0.067 0.525 
10. Your budget available for holiday (5.716)* 5.408* -2.364* 
s: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
10.4.3.3 Differences between Age Groups in Seaside Holiday Considerations 
Table 10.11 displays the ANOVA and Kruskal Wallis tests between respondents' age 
groups and the importance of seaside 
holiday considerations. The six age groups were 
divided in a ten-year interval, from '24 or under' to '65 or over'. Significant differences 
among six age groups were 
found in three considerations, which formed Factor Two in 
10.2.2. The Kruskal Wallis values of 'Season/month to travel', 'Time available to take 
holiday', and Weather expectations' were 12.318,11.880 and 11.118, respectively (df = 5, 
p<0.05). Younger groups tended to consider these attributes more important than older 
groups. 
Significant difference among age groups on the consideration of 'Family's opinion/ 
interests' was observed by an unreliable F ratio (2.305) due to unequal variance. 
However, significance was consistently shown when the age variable was regrouped into 
four, three or two age groups. Hence family's opinion could be regarded as another 
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Table 10.11 F and Kruskal Wallis Tests of Seaside Holiday Considerations and 
Respondents' Age 
Seaside Holiday Considerations 
(n =2 26) 
Kruskal 
Wallis Test 
(df- 5) 
1. Distance you would have to travel 1.338 6.526 
2. Family's opinion/interests (2.305)* 8.215 
3. Health of anyone in your party (0.751) 3.533 
4. Party size (number of people you will travel with) 2.195 10.142 
5. Past experiences of visiting seaside resorts 0.941 4.206 
6. Season/month to travel (2.380)* 12.318* 
7. Time available to take holiday (3.074) * 11.880* 
8. Type of transportation to be used 1.124 5.621 
9. Weather expectations (2.312) * 11.118 
10. Your budget available for holiday 1.259 6.879 
": p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
essential consideration influenced by age. In general, younger groups considered this 
more important in making holiday decisions. 
10.4.3.4 Differences between Regions of Residence in Seaside Holiday Considerations 
Table 10.12 demonstrates the outcomes of the tests between the importance of seaside 
holiday considerations and the respondents' region of residence. The eight official 
regions in England were East Anglia, East Midlands, North, North West, South East, 
South West, West Midlands, and Yorkshire & Humberside. Statistical differences were 
shown in two considerations at the 5% level. The F ratio of 'Health of anyone in your 
party' was 2.414. The Kruskal Wallis H of 'Party size (number of people you will travel 
with)' was 16.123 (df = 7). Residents living in South West considered these two 
variables less important. 
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Table 10.12 F and Kruskal Wallis Tests of Seaside Holiday Considerations and 
Respondents' Region of Residence 
Seaside Holiday Considerations 
F 
(n = 226, 
8 groups) 
Kruskal 
Wallis Test 
(df = 7) 
F 
(n = 226, 
3 groups) 
Kruskal 
Wallis Test 
(df = 2) 
1. Distance you would have to travel 1.875 12.981 2.011 3.906 
2. Family's opinion/interests (1.398) 7.127 (1.195) 2.086 
3. Health of anyone in your party 2.414 * 16.133 * 4.036 * 7.849 * 
4. Party size (2.358)* 16.123* 5.480** 10.654** 
5. Past experiences of visiting seaside resorts 1.036 7.037 2.126 4.306 
6. Season/month to travel (1.072) 6.355 (1.592) 2.893 
7. Time available to take holiday (1.031) 6.483 2.141 3.873 
8. Type of transportation to be used 1.310 9.943 3.781 * 8.041 
9. Weather expectations 0.546 5.716 0.493 1.473 
10. Your budget available for holiday (0.904) 6.336 1.196 2.448 
**: p < 0.01. 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
Furthermore, 'Type of transportation to be used' was considered differently by people 
living in Central, North and South England. The F ratio was 3.781, p<0.05. . 
10.4.3.5 Differences between Marital Status in Seaside Holiday Considerations 
Whether individual's marital status could exert any influence upon the considerations in 
taking UK seaside holidays was analysed. The statistics generated from bivariate tests 
were displayed below (Table 10.13). 
It could be observed that two considerations, which constructed the private influence 
factor in 10.2.2, were linked with marital status. 'Family's opinion/interests' was highly 
concerned by married couples than single or widowed/separated people. The Kruskal 
Wallis H (df = 2) was 23.065 at 0.01 level. 'Past experiences of visiting seaside resorts' 
was another significant consideration. The F ratio of 4.266 (p < 0.05) showed mean 
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Table 10.13 F and Kruskal Wallis Tests of Seaside Holiday Considerations and 
Respondents' Marital Status 
Seaside Holiday Considerations 
(n = 225) 
Kruskal 
Wallis Test 
(df = 2) 
1. Distance you would have to travel 0.297 0.628 
2. Family's opinion/interests (15.198)** 23.065** 
3. Health of anyone in your party 1.277 2.796 
4. Party size (number of people you will travel with) 1.538 2.808 
5. Past experiences of visiting seaside resorts 4.266* 6.740 
6. Season/month to travel 1.844 4.009 
7. Time available to take holiday 2.995 6.114 
8. Type of transportation to be used 2.192 4.761 
9. Weather expectations 0.460 0.345 
10. Your budget available for holiday 1.234 3.808 
ss: p<0.01. 
s: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
differences statistically among the three groups. Those who were married or with 
partners relied more on their past experiences than the singles and people with other 
marital status. 
10.4.3.6 Differences between Respondents 'Number of Dependent Children in Seaside 
Holiday Considerations 
Table 10.14 presents the tests between the sample's status of having dependent children 
and the importance of seaside holiday considerations. The outcomes in column two, 
three and four indicated the differences between people who had or did not have 
dependent children (two groups). The last two columns demonstrated the differences 
among five groups of participants who had various numbers of children. 
264 
Chapter Ten Findings Respecting Seaside Holiday Considerations Hsin-Hul PU 0 2000 
Table 10.14 Tests of Seaside Holiday Considerations and Number of Dependent 
Children of the Sample 
F Kruskal F Kruskal 
Seaside Holiday Considerations (n = 225, 
Wallis t (n = 225 
Wallis 
2 groups) 
Test , (n = 225) 5 groups) 
Test 
(df = 1) (df = 4) 
1. Distance you would have to travel 0.578 0.537 0.760 0.232 0.537 
2. Family's opinion/interests 
3. Health of anyone in your party 
4. Party size 
5. Past experiences of visiting seaside resorts 
6. Season/month to travel 
7. Time available to take holiday 
8. Type of transportation to be used 
(18.063)** 10.188** 4.961** (4.726)** 10.188** 
1.230 1.586 1.109 0.989 1.586 
0.556 0.497 -0.745 0.685 0.497 
1.601 1.328 -1.265 (1.234) 1.328 
(9.780)** 9.267** -3.289** (3.265)* 9.267** 
(5.159) * 3.378 -2.411 * (2.444) * 3.378 
0.368 0.484 0.606 0.152 0.484 
9. Weather expectations 
10. Your budget available for holiday 
(2.721) 
(4.614)* 
1.547 
2.993 
-1.742 
-2.261 * 
(1.467) 
(1.537) 
1.547 
2.993 
ss; p<0.01. 
p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
'Family's opinion/interests' and 'Season/month to travel' were the two significant 
considerations. The Kruskal Wallis H for the first attribute was 10.188 (df = 1, p<0.01), 
and the value for the second one was 9.267 (df = 1, p<0.01). Negative t values meant 
that the respondents without dependent children considered the above two items less 
important than the respondents with children. 
Additionally, in the t tests, the mean differences were statistically significant (p < 0.05) in 
, Time available to take holiday' and 'Your budget available for holiday'. The negative t 
values indicated that the two items were less considered by individuals without dependent 
children. 
In examining the influence by number of dependent children, significant considerations 
were shown in similar items (the last two columns in Table 10.14). Holiday taking 
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considerations could be accounted for by sample groups with different numbers of 
dependent children. When comparing the group means, it appeared that the more 
children the sample had, the more considerations were made in the significant features. 
10.4.3.7 Differences between Educational Levels in Seaside Holiday Considerations 
Educational level seemed to have no bearing upon the ten seaside holiday considerations 
in the study. In Table 10.15, no significant difference was reported at either the 0.01 or 
0.05 level. 
Table 10.15, Tests of Seaside Holiday Considerations and Respondents' 
Educational Level 
F Kruskal Seaside Holiday Considerations 
(n = 208) Wallis Test (df = 3) 
1. Distance you would have to travel 0.203 0.591 
2. Family's opinion/interests 0.802 3.195 
3. Health of anyone in your party 1.979 6.247 
4. Party size (number of people you will travel with) 0.636 2.144 
5. Past experiences of visiting seaside resorts 0.031 0.376 
6. Season/month to travel 1.648 5.689 
7. Time available to take holiday (0.906) 1.736 
g. Type of transportation to be used 0.816 2.602 
9. Weather expectations (1.687) 3.112 
10. Your budget available for holiday 1.896 6.571 
F ratios in parentheses: Unequal variances were 
found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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10.4.3.8 Differences between Social Grading in Seaside Holiday Considerations 
The bivariate tests between the respondents' social grading and the importance of seaside 
holiday considerations showed strong associations. Social grading was perhaps the most 
distinctive demographic factor in comparing the mean differences of the ten 
considerations among groups. The importance of four holiday considerations was 
significantly different among the participants in seven groups of social grading, i. e., A, B, 
C1, C2, D, E and students (first two columns in Table 10.16). When comparing the 
sample means in four groups (A and B, C 1, C2, and D, E and Students), the importance of 
four seaside features was significantly different (last two columns in Table 10.16). 
Regardless the repeating variables, it could be said that half of the consideration items 
were affected by social grading. 
Table 10.16 F and Kruskal Wallis Tests of Seaside Holiday Considerations and 
Respondents' Social Grading 
F Kruskal F Kruskal 
Seaside Holiday Considerations (n = 223, Wallis (n = 223 
Wallis 
7 groups) ( 
Test) 
df=6 
, 4 groups) 
Test 
(_ 3) 
1. Distance you would have to travel (0.830) 4.952 1.449 4.206 
2. Family's opinion/interests 
3. Health of anyone in your party 
4. party size 
5. past experiences of visiting seaside resorts 
6. Season/month to travel 
7. Time available to take holiday 
8. Type of transportation to be used 
9. Weather expectations 
1.657 10.403 2.710* 8.839* 
(3.604)** 20.762** (6.484)** 18.955** 
2.470 * 14.920 * 4.218** 12.668** 
(3.078)** 16.980** 1.657 4.568 
(1.529) 7.841 (0.994) 1.274 
(1.308) 6.019 1.286 3.311 
0.911 5.180 0.681 1.790 
1.421 8.130 0.160 0.741 
1o. Your budget available for holiday (2.852)* 15.215* (5.121)** 13.724** 
#.; P<0.01. 
p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
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The very significant considerations at the 0.01 level among seven sample groups were: 
'Health of anyone in your party' (Kruskal Wallis H= 20.762, df = 6), and 'Past 
experiences of visiting seaside resorts' (Kruskal Wallis H= 16.980, df = 6). Significant 
differences at the 0.05 level among seven sample groups showed in 'Your budget 
available for holiday' (Kruskal Wallis H= 15.215, df = 6), and 'Party size' (F = 2.470). 
Past experience was a more important consideration to the higher social grading. 
However, health, party size and budget were more considered by low social grading. 
In addition, 'Family's opinion/interest' could be distinguished by four groups of social 
grading. The F ratio was 2.710 at the 0.05 level. The higher the social grading, the 
more important the family's opinion was considered. 
10.4.3.9 Differences between Monthly Incomes in Seaside Holiday Considerations 
Table 10.17 demonstrates the analyses between seaside holiday considerations and the 
sample's income (after tax). 'Your budget available for holiday' had a very strong link 
with either personal or family monthly income. The Kruskal Wallis values were 31.204 
and 24.478, respectively (df = 7, p<0.01). The lower the income, the more 
consideration was made on the budget for holidays. 
Personal monthly income gave an impact on the holiday considerations of 'Party size' as 
well as 'Health of anyone in your party'. The Kruskal Wallis H was 17.381 for the first 
item, and 14.771 for the second one (df = 7, p<0.05). More concerns were made by 
lower income groups. 
The importance of 'Party size' was also considered differently by various family income 
groups. The significance was shown at the 0.05 level (F = 2.187). In general, the 
higher the income, the less important the party size would be considered. 
10.5 SUMMARY OF THE MAIN FINDINGS OF THIS CHAPTER 
This chapter provides the results concerning the importance of seaside holiday 
considerations in making 
holiday decisions. Three main issues were discussed: the 
considerations in choosing seaside resorts, 
discriminant analysis between seaside holiday 
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Table 10.17 F and Kruskal Wallis Tests of Seaside Holiday Considerations and 
Respondents' Monthly Incomes 
Personal Income Family Income 
Seaside Holiday Considerations F Kruskal F Kruskal 
(n = 191, Wallis Test (n = 186, Wallis Test 
8 groups) (df = 7) 8 groups) (df = 7) 
1. Distance you would have to travel 1.282 9.077 1.976 13.385 
2. Family's opinion/interests 1.191 6.274 (1.565) 9.539 
3. Health of anyone in your party (2.809)** 17.381 * (2.247) * 13.698 
4. Party size (2.188) * 14.771 * 2.187 * 15.119 * 
5. Past experiences of visiting seaside resorts 0.607 4.278 0.721 4.843 
6. Season/month to travel 1.401 6.992 0.787 5.489 
7. Time available to take holiday 1.038 4.483 1.426 10.164 
8. Type of transportation to be used (1.233) 8.314 0.940 6.481 
9. Weather expectations 0.555 3.698 1.029 7.150 
10. Your budget available for holiday (5.955)** 31.204** (3.765)** 24.478** 
* *: p<0.01. 
*: p<0.05. 
F ratios in parentheses: Unequal variances were found in the Levene's tests of homogeneity-of-variance so 
the Kruskal Wallis tests should be referred to when necessary. 
considerations and holiday taking, and links between demographic profiles and seaside 
holiday considerations. Statistical techniques employed in this chapter included factor 
analysis, discriminant analysis, MANOVA, ANOVA, Kruskal Wallis test, and t test. 
The key findings are briefed as follows. 
" In the ten seaside holiday considerations, 'Weather expectations' was the most 
important for the subjects to determine whether to take a UK seaside holiday and to 
choose a particular seaside resort. In contrast, 'Party size' and 'Distance you would 
have to travel' were less important considerations. 
" Factor analysis extracted three factors from the seaside holiday considerations 
according to their importance. The factors were denoted as trip organising factor, 
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suitable travel duration and cost planning factor, and private influence factor. The 
three factors explained 54.8% of the total variance. 
" The results from discriminant analysis showed that the three holiday consideration 
factors had satisfactory power in differentiating the respondents who had or had not 
taken UK seaside holidays in the last five years. The considerations also 
distinguished those who would like to visit or had no intention to visit UK seaside 
resorts in the next five years. The trip organising factor was the distinct factor with 
relatively higher discriminant function coefficients in formulating the discriminant 
functions. The suitable travel duration and cost planning factor could be a factor 
limiting the action of or intention to seaside visiting. 
" The three consideration factors extracted from factor analysis were connected with 
different demographic data of the sample. The first factor of considerations 
regarding trip organising showed a stronger association than the other two factors. 
It related to the respondents' region of residence in England, social grading and 
income significantly. 
" Three out of nine demographic variables were found significantly linked with seaside 
holiday considerations according the results of the multivariate test, one-way 
MANOVA. The variables were marital status, social grading, and monthly 
combined family income. However, the associations were not very strong. 
" Results from the bivariate one-way ANOVA tests and Kruskal Wallis tests showed 
that social grading was the main demographic variable to influence the consideration 
in taking UK seaside holidays. Age and presence of dependent children were also 
important. 
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CHAPTER ELEVEN 
CONCATENATION, DISCUSSION OF THE RESEARCH 
FINDINGS, CONCLUSION, AND RECOMMENDATIONS 
11.1 INTRODUCTION 
This chapter is the final chapter of the thesis. It is presented in three parts for ease of 
reading. Part One summarises the research findings reported in the previous four 
chapters. Part Two is the main body of this chapter. The meanings of the findings are 
discussed in conjunction with the literature, and the fulfilment of the research goals is 
evaluated. The contributions of this study are also highlighted. Finally in Part Three, 
the conclusion of the study is made and the recommendations for further research are 
provided. 
The three parts in this chapter can be further divided into five main sections. Section 
11.2 constitutes Part One, which presents the summary to concatenates the results 
analysed earlier. Part Two consists of Section 11.3, Section 11.4, and Section 11.5. 
Section 11.3 reviews the research questions and objectives, and assesses whether they are 
answered and implemented by the outcomes of the research. Next, the main discussions 
of the findings are made in Section 11.4. How the results may correspond with the 
literature is justified, and likely reasons are conjectured. In Section 11.5, the theoretical, 
methodological and practical contributions of this research are identified. Finally, Part 
Three only includes one section, Section 11.6. The conclusions of the entire study and 
the recommendations to other researchers are made in this section. 
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11.2 CONCATENATION OF THE RESULTS (PART ONE) 
This section is the first part of this chapter that provides a summary of the results of the 
main survey. The following subtitles are organised in order of the findings 
demonstrated in the four preceding chapters. They are 'Sample Description', 'Holiday 
Visits to the UK Seaside Resorts', 'Search of Seaside Resort Information', 'Evaluation of 
the Importance of Seaside Tourism Resources', and 'Considerations in Resort Choice'. 
11.2.1 Sample Description 
The survey sample was drawn from England. The valid sample size was 230 and the 
valid response rate was 11.5% in the main study. Due to the presence of filter questions 
and missing data, the case numbers for data analyses are smaller than 230 in some 
questions. 
The distribution of the respondents was proportionate to the populations in the eight 
official regions in England, which could be deemed as a validation of the sampling 
method. The respondents were mainly aged 35-64, more female than male. Almost 
two thirds (66.4%) were married or with a partner. Nearly two thirds (63.3%) were not 
responsible of supporting children. Over half of the married couples with dependent 
children (51.8%) had two children to support. 
Most informants (60.2%) finished full-time education before 18 years old. Informants' 
socio-economic background varied. A larger percent of the sample (39.2%) was in 
Social Grade Cl, who worked in supervisory or clerical, and junior managerial, 
administrative or professional occupations. Over half of the sample (51.8%) earned up 
to £1,000 per month (after tax). Most households (21.1%) had a monthly combined 
income of £1,501-£2,000. The educational level and social grading of the sample were 
higher than the national average. 
11.2.2 Holiday Visits to the UK Seaside Resorts 
Over half of the participants (57.4%) have visited UK seaside resorts in the last five years. 
The sample's region of residence was the only variable among the nine demographic 
variables that could distinguish the individuals who took or did not take seaside holidays 
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in the last five years. More domestic seaside tourists were from East Midland, 
Yorkshire and Humberside, and West Midland. 
For the participants who had seaside holidays in the last five years, 56.5% stayed for 4-7 
nights in their previous seaside destinations in the UK. The average length of holiday 
was 5.58 nights. August and September were the most popular months for taking UK 
seaside holidays. On average, the sample visited UK seaside destinations 8.36 times in 
the last five years, which resulted from 2.76 visits to each of 3.03 different resorts. The 
figures might be overestimated due to some particularly high frequencies of visits. 
The favourite UK seaside resorts chosen by the sample in England for previous holidays 
in the last five years were Blackpool, Bournemouth and Torquay; and the most popular 
regions were Devon, Cornwall and Dorset. If all the seaside destinations visited in the 
last five years were taken into account, Blackpool, Bournemouth and Scarborough were 
the top three resorts. Devon, Cornwall and Dorset stayed in the highest ranks of the 
county preference. The most visited Welsh counties for seaside holidays by the sample 
were Pembrokeshire and Gwynedd; and the Scottish districts were Argyll and Bute and 
Highland. Resorts such as Tenby and Llandudno in Wales and Oban in Scotland were in 
higher preference. 
As for the UK seaside destinations to be visited in the next five years, an average of 2.59 
resorts were considered by the informants in their consideration sets. The size of 
consideration sets differed significantly across the sample's regions of residence in 
England. The residents from North West and Yorkshire and Humberside considered 
more UK seaside resorts for their holidays in the next five years, whilst the people living 
in East Anglia and East Midlands have smaller consideration sets. Blackpool, 
Scarborough and Bournemouth were the most frequently nominated resorts in the 
respondents' consideration sets. Cornwall, Devon and North Yorkshire were mostly 
considered counties for future seaside holidays. Some respondents could not decide 
specific domestic destinations for seaside holidays well in advance. 
Repeat visiting could be crucial in taking domestic seaside holidays. This was observed 
from the frequencies of visiting the same seaside resorts by the sample as well as from the 
repetitions between the visited and considered seaside destinations. A great extent of 
273 
Chapter Eleven Concatenation, Discussion, Conclusion and Recommendations Ilsin-Flut PU 0 2000 
overlap of the visited and considered resorts could be noticed. This might indicate 
satisfaction with the resorts and positive reactions after purchasing the holidays. 
Significant relationships were found between each pair of the following variables: 
respondents' actions of taking UK seaside holidays in the last five years, their intentions 
to visit seaside resorts in the next five years, and their willingness to recommend seaside 
holidays to others. It might also be regarded as a reflection of the link between holiday 
decision and after purchase behaviour. 
11.2.3 Search of Seaside Resort Information 
Most respondents (78.0%) had information about their seaside destinations before their 
holidays. For the respondents who had advance information about the UK seaside 
resorts they visited previously, most of them used only one type of information source. 
On average, 1.83 means of collecting resort information were used. Private sources, i. e., 
personal experiences and recommendation from friends or relatives were the most popular 
sources of resort information for domestic seaside holidays. 
Positive links between information search and seaside holiday taking were found in the 
sample. For instance, the participants who sought resort information from more types of 
sources tended to stay longer in the resorts. Those who had advance information for 
their last seaside destination had taken more seaside holidays in the last five years, and 
intended to visit more seaside resorts in the next five years. However, the tendency was 
not statistically significant in the population. 
Among the twenty-five items of seaside tourism resources, the respondents had the 
highest level of information about the 'Availability of accommodation near the seafront'. 
In contrast, they had least information about the 'Availability of seafront events'. 
In the light of the level of advance seaside information, five factors of the resort 
information types were extracted by factor analysis. These factors were: beach 
condition factor, seaside entertainment factor, services and facilities for safety and 
convenience factor, seafront activities and events factor, and accommodation factor. 
These five factors explained 66.05% of the total variance. 
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The relationships between level of resort information and respondents' socio-economic 
variables were analysed. The information Factor Two (seaside entertainment) was 
affected by age, region of residence, educational level, and marital status of the research 
population. The information Factor Five (accommodation supply) was influenced by 
people's social grading, and family combined monthly income. The results from the 
one-way MANOVA tests demonstrated that an integrated information level on the 
twenty-five seaside resource items was not connected with any of the demographic 
variables. The bivariate tests indicated that educational level was a main socio- 
economic variable to affect the level of resort information the respondents had on 
individual resource items. Other variables showed little impact on the information level. 
11.2.4 Evaluation of the Importance of Seaside Tourism Resources 
In the twenty-five tourism resources, 'Scenery' was the most preferred attribute for the 
respondents to choose their previous seaside destinations. Conversely, 'Availability of 
aquariums/sea life centres' was the most unimportant feature considered by the sample. 
Five factors of the tourism resource groups were extracted by factor analysis based on the 
importance of seaside resources. They were: Factor 1, tourism resources concerning 
services and facilities for safety and convenience plus weather conditions; Factor 2, 
tourism resources regarding circumstances for seaside activities; Factor 3, tourism 
resources regarding attractive features; Factor 4, tourism resources providing fundamental 
holiday needs; and Factor 5, tourism resources pertaining to beach image. These five 
factors explained 61.91 % of the total variance. 
Whether the participants had advance information about the seaside resorts last visited did 
not differentiate their evaluation of the importance of the twenty-five tourism resources 
significantly. Only two attributes showed statistical significance: 'Likelihood of warm 
summer sea temperature', and 'Availability of disabled access and services'. However, 
for the respondents who had advance information before their seaside holidays, the level 
of information about each tourism resource was strongly associated with the evaluation of 
the importance of each item. Twenty-two out of twenty-five resources had significant 
linear correlations. 
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Analyses were conducted to find out the link between the sample's socio-economic 
variables and the evaluation of the importance of tourism resources in choosing seaside 
destinations. According to the results from the multivariate one-way MANOVA, the 
profile variable significantly linked with the joint evaluation of the importance of seaside 
resources was the presence of dependent children. Moreover, the outcomes from the 
bivariate analyses indicated that social grading was the leading demographic variable to 
affect the evaluation of individual resource items. Other crucial variables were the 
sample's educational level, presence of dependent children, and age. Additionally, the 
relationships between the sample's demographic background and the resource factors 
extracted from factor analysis were examined. Factor Three comprising seaside 
resources regarding attractive features was significantly connected with the sample's age, 
marital status, social grading, and family combined monthly income. The influence of 
social grading and educational level on the extraction of Factor One was also salient. 
11.2.5 Considerations in Resort Choice 
In the ten seaside holiday considerations, 'Weather expectations' was the most important 
for the subjects to determine whether to take a UK seaside holiday and to choose a 
particular seaside resort. In contrast, 'Party size' and 'Distance you would have to travel' 
were less important considerations. 
Factor analysis extracted three factors from the seaside holiday considerations according 
to their importance. The factors were denoted as trip organising factor, suitable travel 
duration and cost planning factor, and private influence factor. The three factors 
explained 54.8% of the total variance. 
The results from discriminant analysis showed that the three holiday consideration factors 
had satisfactory power in differentiating the respondents who took or did not take UK 
seaside holidays in the last five years. The considerations also distinguished those who 
would like to visit or had no intention to visit UK seaside resorts in the next five years. 
The trip organising factor was the distinct factor with relatively higher discriminant 
function coefficients in formulating the discriminant functions. 
Three demographic variables were found significantly influential in taking seaside 
holiday considerations. It was examined by the multivariate test, one-way MANOVA. 
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The variables were marital status, social grading, and monthly combined family income. 
As for the results from bivariate tests, social grading was the main demographic variable 
to influence the consideration in taking UK seaside holidays. Age and presence of 
dependent children were also important. Furthermore, the trip organising factor 
extracted from factor analysis was more important than the other two factors that 
connected with the sample's demographic data. 
11.3 ANSWERING THE RESEARCH QUESTIONS AND ACHIEVING 
THE RESEARCH OBJECTIVES (PART TWO) 
Part Two, the principal contexts of this chapter including Section 11.3, Section 11.4, and 
Section 11.5, starts from this section. The results recapitulated in Part One profile the 
facts concerning the respondents' seaside holiday taking as well as their evaluations and 
intentions of resort choice. Whether the findings may answer the research questions in 
order to achieve the research objectives is now queried. Before discussing the findings 
in the next section, it is useful to review the research question and objectives so as to lead 
the discussions. The essential research question below is stated as in Chapter Four, 
Subsection 4.2.2. 
How is a domestic tourist's decision to visit a UK seaside resort associated 
with the tourism resources of that resort? 
The specific research questions (Chapter Four, Subsection 4.2.2) are asked on the basis of 
the issues derived from the main research question, which lead to the following research 
objectives as listed in Chapter Four, Subsection 4.2.3. 
1. Isolate the elements of tourism resources in UK seaside resorts. 
2. Examine the evaluation of the importance of seaside tourism resources by 
domestic tourists in the UK. 
3. Identify the role of information search in evaluating tourism resources for 
seaside resort choice. 
4. Discover the effect of the considerations for seaside holiday taking. 
5. Explore the domestic visiting of seaside resorts. 
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Since the research instrument was developed to explore the aforementioned issues, each 
specific research question was therefore answered by the empirical evidence from data 
analysis, and the related research goals were implemented. The discussions of the 
findings in the next section are organised in order of the respective research objectives to 
ensure that research questions are fully answered. 
11.4 DISCUSSION OF THE MAIN FINDINGS 
This section discusses the research findings comprehensively. It interprets the meanings 
of the quantitative and qualitative results. The findings are compared with the existing 
literature and the debates are therefore made. The research concept illustrated in 
Chapter Four, Figure 4.2 shows the main groups of factors concerned in this empirical 
study that may interact with seaside destination choice in the UK. The later stages 
involved in a decision-making process are mainly investigated in the survey, which 
include the formation of choice sets by UK seaside resorts, the choice of seaside holiday 
resorts, and the behaviour after taking seaside holidays. The groups of features related 
to the process are individuals' socio-economic variables, situational considerations for 
taking seaside holidays, search of seaside resort information, and evaluation of the 
importance of seaside tourism resources. These issues are discussed in seven subtitles: 
'Important Seaside Resources in Choosing Holiday Resorts', 'Information Seeking of 
Domestic Seaside Destinations', 'Level of Resort Information in Conjunction with the 
Evaluation of the Importance of Seaside Tourism Resources', 'Holiday Considerations and 
Choice Criteria', 'The Role of Individuals' Socio-economic Variables in Seaside 
Destination Choice', 'Domestic Seaside Resorts Visiting and Choice Sets', and 
'Postpurchase Behaviour'. 
11.4.1 Important Seaside Resources in Choosing Holiday Resorts 
Destination features act as pull factors, in Dann's term (1977), in destination choice. 
Chapter Two, Section 2.2 reviews the notion of tourism resources and the items generally 
deemed as tourism resources. Discussions in Chapter Three, Section 3.2 provide the 
perspectives supporting the likely roles of destination resources in holiday choice. In 
this research, the importance of the seaside tourism resources was evaluated in the 
specific setting of choosing UK seaside resorts by domestic tourists. 
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The research questions and objectives regarding this issue were answered and 
accomplished at two stages. Firstly, a 'what' question was asked: what are the seaside 
tourism resources in UK resorts? The first research objective was to isolate the elements 
of tourism resources in UK seaside resorts. Secondary data analysis and experts' 
confirmation were the approaches to accomplish this goal (Chapter Five, Subsection 5.2.1 
and Subsection 5.2.2). Secondly, the research question was posed to find out how 
important the domestic tourists evaluated seaside tourism resources in choosing their UK 
seaside destinations. To examine the evaluation of the importance of seaside tourism 
resources by domestic tourists is the second research objective. This objective was 
achieved by interpreting the statistical results demonstrated in Chapter Nine. Further 
implications of the findings are discussed below. 
In this research, twenty-five seaside tourism resources were specifically isolated from the 
resort settings in the UK. The results show that 'Scenery' was the most important feature 
for the sample in selecting previous seaside destinations. Other highly preferred seaside 
resources included: 'Beach water quality', 'Availability of car parks near the seaside', 
'Availability of accommodation near the seafront', 'Availability of food supply near the 
beach', and 'Type of beach'. The importance of 'Scenery' in destination choice has been 
reported, even if the studies were not focused on seaside resorts. For instance, 'Scenic 
beauty' was the most outstanding tourist-attracting attribute among ten items in 
Goodrich's study (1977,1978). 'Scenery and Landscape' ranked highest among the 21 
categories of attractions in Ferrario's survey (1979a, 1979b). Kent's research (1991) 
found that 'Scenery' was the most preferred holiday attribute among a list of 65 items. 
The sample in Hu and Ritchie's survey (1993) also pointed out that 'Scenery' was the most 
important touristic attributes among sixteen in terms of recreational vacation experiences. 
As for selecting seaside destinations, the natural setting of pleasant scenery, clean 
seawater and beach may intensify the attractiveness of a resort to be chosen. Tourism 
resources catering for basic requirements are also fundamental, such as convenient car 
park, accommodation and food supply. 
Conversely, 'Availability of aquariums/sea life centres' was the least important resource 
considered by the sample. The feature could not even be significantly loaded on any of 
the five factors extracted by factor analysis. However, sea life centres seemed to be 
popular attractions in the UK seaside resorts according to the statistics in Sightseeing in 
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the UK 1994 (English Tourist Board et al, 1995). In 1994, eleven sea life centres were 
included in the top twenty attractions opened between 1990 and 1994 that charged 
admission. The one in Blackpool was the top one among the newer attractions that 
received 545,031 visits in 1994. Domestic tourists may not regard sea life attractions as 
an important inducement for selecting seaside resorts, but they do pay visits while they 
are on site. Investors are then willing to establish this type of attraction due to the actual 
demands observed by the number of visits. 
Other features given lower priority by the sample were 'Availability of seafront events', 
'Availability of piers', 'Availability of huts, deckchairs, or sunshades to rent', and 
'Opportunity for watersports'. Similar to sea life centres, these occasions or facilities 
may not be essential when deciding a destination, but they can be visited or used while 
available on site. The explanation is however general, and may not apply to the tourists 
with special interests. For instance, water sport opportunity of a resort is probably the 
most important concern for those who visit seaside for surfing. 
An implication of the above explanation is that the priorities of the destination resources 
recognised by tourists might alter during the decision making process. The tourism 
resources used to make a major decision for selecting a seaside resort could be different in 
comparison with the important items used for making an on site decision. The influence 
of temporal factor on the evaluation of the importance of seaside tourism resources was 
not investigated in the field survey. However, it could be researched further to identify 
the process of decision making. 
The domestic tourists' evaluation of the importance of seaside tourism resources in this 
survey was based on selecting their previous seaside destinations. Although the 
respondents visited different destinations, the overall ranking of the importance might 
indicate the general benefits of the resorts expected by them. To sum up, natural 
conditions and fundamental supply for holiday needs were favoured in seaside destination 
choice. Man-made attractions and facilities were relatively unimportant. Seaside 
resorts with competitive combination of the preferred resources may stand a higher 
chance to be patronised. 
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The demographic profile of the domestic tourists had some influence on the evaluation of 
the seaside tourism resources in destination choice (Chapter Nine, Section 9.4). How 
the variables were related is discussed later in Subsection 11.4.5. 
11.4.2 Information Seeking of Domestic Seaside Destinations 
Search for seaside resort information is a crucial topic examined in the survey. The 
theoretical concepts regarding this issue are provided in Chapter Three, Section 3.4. To 
identify the role of information search in evaluating tourism resources for seaside resort 
choice is the third research objective. The derived research questions (Chapter Four, 
Subsection 4.2.2) are asked to discover whether the domestic tourists held advance 
information about their seaside destinations; where they obtained information; how the 
information of seaside resorts influenced their resort choice; and whether the knowledge 
of seaside resorts was linked with the evaluation of the importance of seaside tourism 
resources in the resorts. Chapter Eight and Chapter Nine, Section 9.3 provide the 
relevant findings to answer the questions above whereby this research goal was achieved. 
The investigation found that most respondents who have visited a UK seaside resorts in 
the last five years (78.0%) would have information about their UK seaside destinations 
before their holidays. On average, 1.83 out of the nine types of sources of resort 
information were used by the sample. About half (46.6%) referred to only one 
information source. Personal experience was the most frequently applied information 
source (51.5%). It may be meaningless to compare the average number of used 
information sources with current literature, since the number is a relative value dependent 
upon the categories listed by different researchers. However, private sources, i. e., 
personal experiences and recommendation from friends or relatives could be the most 
popular information sources for domestic travel, as found in this study and backed by 
Jenkins' results (1978). 
The contemporary trend of using the Internet as a source for seeking travel information 
could be a notable phenomenon. This category was not found in the literature reviewed 
in respect of the search of tourist information, it was therefore not considered in the 
questionnaire. However, it was repeatedly pointed out by the sample as another source 
of information. As the availability of and access to computer facilities and the Internet 
services grow, the use of the Internet for holiday information is expected to increase. 
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Tourists' information seeking may even be revolutionary in the near future owing to the 
increasing provision of relevant websites as well as the developing convenience of online 
booking systems. The topic is beyond the scope of this study, but it is definitely worth 
researching in the future. 
Positive links between resort information search and seaside holiday taking were found in 
the sample. For instance, the participants who sought resort information from more 
types of sources tended to stay longer in the resorts. Those who had advance 
information for their last seaside destination had taken more seaside holidays in the last 
five years, and intended to visit more seaside resorts in the next five years. The results 
seem correspondent with the assumption by Fodness and Murray (1999) that information 
search strategies may influence quantitative (behavioural) outcomes, such as length of 
stay or number of destinations and attractions visited. However, the tendency was not 
statistically significant in the population. 
In studying information search behaviour, it could be inadequate merely to know how 
many types of information sources a potential tourist is using. The number of 
information sources may suggest nothing. For people who repeatedly visit a certain 
seaside resort, personal experience can serve as the only information source. They are 
less engaged in active information collection from more types of sources. However, 
their advance knowledge of the destination may suffice. Conversely, holding resort 
information from more types of sources may not necessarily link with higher level of 
information. It could indicate the insufficiency of specific information from a certain 
type of information sources that is exactly needed by individuals for making their choices. 
Unique effort was made in this study to amend this flaw by exploring the level of resort 
information held by the sample. The twenty-five items were the same resource features 
used in the evaluation discussed in the previous subsection. Discussion of the 
relationships is made further in the ensuing subsection. Among the twenty-five elements 
of seaside tourism resources, the respondents had the highest level of information about 
the 'Availability of accommodation near the seafront'. Other items on which domestic 
visitors claimed to have more advance information are 'Scenery', 'Availability of various 
shopping facilities near the seaside', 'Type of beach', and 'Availability of food supply near 
the beach'. In contrast, the sample held the lowest level of resort information about the 
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'Availability of seafront events'. The sample also felt that they knew less about the 
previous seaside destinations on the following attributes: 'Availability of disabled access 
and services', 'Opportunity for watersports', 'Availability of emergency services', and 
'Availability of huts, deckchairs, sunshades, etc., to rent'. The data of advance 
information level were factor analysed to categorise the types of resort information. The 
five extracted factors were: beach condition factor, seaside entertainment factor, services 
and facilities for safety and convenience factor, seafront activities and events factor, and 
accommodation factor. The five factors explained 66.05% of the total variance. 
For the participants who had advance information about the seaside destinations before 
their holidays, the levels of information about each seaside resource were tested against 
their socio-economic variables. According to the findings demonstrated in Chapter 
Eight, Section 8.4, the sample's socio-economic background had a limited bearing upon 
the level of information the sample had about the previous seaside destinations. The 
likely relationships are addressed in Subsection 11.4.5. 
11.4.3 Level of Resort Information in Conjunction with the Evaluation of the 
Importance of Seaside Tourism Resources 
Further insight pertaining to seaside resort choice can be obtained by exploring the link 
between the level of knowledge of seaside resorts and the evaluation of seaside tourism 
resources in the resorts. 
For the respondents who had advance information about the seaside destinations before 
their holidays, the level of information they had about each tourism resource was strongly 
associated with their evaluation of the importance of each item. Twenty-two out of 
twenty-five resource items had significant positive linear correlations. However, the 
cause-effect direction of the association is not determinable from the existing evidence. 
The respondents were not asked to point out whether the information on each seaside 
resource was passively received or actively collected. The received information may 
have a bearing upon the evaluation of the importance of the seaside attributes in 
destination choice. Potential tourists may also gather more information about the 
resources being considered important to assist in their decision. The circular effect 
is 
probably due to the dynamic nature of the decision-making process. 
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Insignificant associations between the level of resort information and the evaluation of the 
seaside tourism resources were only found in the following three resources: 'Availability 
of car parks near the seaside', 'Type of beach', and 'Beach water quality'. Since these 
three features were relatively very important in seaside destination choice, there is a doubt 
why the level of knowledge people had about these items before their visits was not 
correspondingly high. From the demand side, individuals may not feel the need to 
collect information about some features even if they are important. The tourists 
travelling by car acknowledge the importance of convenient parking facilities. However, 
they may not seek specific information about where the car parks are or how many spaces 
the car parks have before their trips under a positive expectation of the availability. 
Likewise, beach water quality is important. Seaside visitors are probably satisfied 
enough with visual cleanliness of the seawater rather than knowing that no sewage outlets 
are in the vicinity of the beach. 
Studying the connection between the information level and the evaluation of the 
importance of tourism resources in the seaside resorts may enhance the comprehension to 
bridge the gap. From the managerial viewpoint, the information suppliers should locate 
their potential tourists and recognise the important resources about which tourists need 
information. By identifying the relevant types of information and the level of 
information needed by target groups, the resort managers can therefore provide 
appropriate information that is accurate in type and sufficient in level. Above all, the 
information provided elaborately with important messages should be distributed to the 
correct individuals who care for it in choosing their seaside destinations. 
An unusual finding regarding the information level and the evaluation of seaside tourism 
resources should be pointed out. Scenery was the most salient feature in selecting 
seaside holiday resorts. The respondents also claimed that they had high level of 
information about this feature (ranked the second). However, it was not even loaded on 
any of the resort information factors extracted from factor analysis, i. e., without 
significant factor loadings. It seems contradictory, but a critical sample size of 103 for 
factor analysis may account for it from a technical aspect. The factor loading of 0.536 
could be significant if there were more than 120 respondents providing answers to this 
group of questions (Chapter Six, Subsection 6.4.3). 
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The above discussions explain the strong correlations between the participants' evaluation 
of the importance of seaside tourism resources and the level of information about each 
item, under the circumstance that the participants had advance information about their 
previous seaside destinations. For the respondents who had no information about their 
last seaside destinations before their holidays, no data of the information level about each 
resource item could be collected. The evaluation of the importance of the seaside 
tourism resources was solely compared to the existence of advance information to explore 
any likely connection. However, the results show that whether or not the participants 
had advance information about the seaside resorts last visited did not differentiate their 
evaluation of the twenty-five tourism resources significantly. This may suggest that the 
retention of other seaside holiday experiences is relatively constant to serve for the 
importance judgement, regardless of the existence of the specific information about the 
previous seaside destinations. The internal information was the only source for those 
who claimed to have no advance information about their last seaside destinations. For 
the respondents who had specific resort information from external materials, memories of 
other seaside visiting could still be a fundamental source. In this instance, the strong 
association found between the evaluation of tourism resources and the level of advance 
information about each resource item may indicate a higher personal involvement in 
information processing. The two findings linking information seeking and the 
evaluation of the importance of seaside tourism resources may not be as contradictory to 
each other as it seems. 
11.4.4 Holiday Considerations and Choice Criteria 
Situational considerations are external influences that may have a bearing upon tourists' 
destination choice (Chapter Three, Subsection 3.2.4). The fourth research objective is to 
discover the effect of the considerations for seaside holiday taking. How the 
considerations influenced the adult residents in taking UK seaside holidays is the research 
question posed. Statistical analyses conducted in Chapter Ten attempt at revealing the 
relationships to implement this research objective. 
The importance of 'Weather expectations' ranked highest among the ten listed 
considerations. However, unlike the other nine considerations, it was less important to 
those who had a UK seaside holidays in the last five years, or those who intended to visit 
UK seaside resorts in the next five years. The uncertainty of the weather conditions 
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might account for the difference. Weather is uncontrollable in comparison with the 
other considerations regarding mostly trip planning details. The importance of the 
uncertain weather may be perceived antecedent to other arrangeable considerations in 
choosing UK seaside holidays by the individuals without recent seaside experiences or 
future intentions to visit seaside resorts. On the contrary, people who visited or intended 
to visit UK seaside resorts might accept the uncertainty and pay more attention to the 
practical considerations. 
The above explanation seems to fit in the concept of the decision rule, elimination by 
aspects, suggested by Moutinho (1987). The weather expectation is likely to be the 
salient, non-compensatory attribute in taking UK seaside holidays. An impression of the 
unsteady and unpredictable British weather may be an overwhelmingly unacceptable 
factor to reject all alternative UK seaside resorts. Mixed choice criteria as discussed in 
Chapter Three, Subsection 3.4.3 were also possibly applied. Weather may be considered 
as the most important criterion at an earlier stage of decision making. Other trip 
planning considerations could be appraised with balance (a compensatory strategy) at a 
later stage to reach a final choice. These presumptions, however, could be assertive 
without further evidence from longitudinal research designed to delve into them further. 
Budget was not found as the distinctive, non-compensatory attribute to eliminate the 
number of seaside destinations as declared by Ryan (1997). A likely reason is that any 
resort can cater for various combinations of attractions, services and facilities in different 
price ranges. Potential tourists with different budget ranges are not mutually exclusive 
from visiting a single resort, as if they are buying general commodities. Accordingly, 
budget may be a less important criterion for comparing the differences among alternative 
destinations to limit destination choice. Further discussion about seaside resorts as 
tourism products in tourists' decision making is made later in Subsection 11.4.6. 
The informants also considered 'Family's opinion/interests' as an important feature in 
determining whether to take a UK seaside holiday and to choose a particular seaside 
resort. It gives an indication of the likelihood of joint decision making in tourists' choice 
as pointed out in Chapter Three, Subsection 3.2.3. The results that the presence of 
dependent children had stronger influences on assessing the importance of seaside 
tourism resources may also speak for the concerns of family's needs in taking seaside 
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holidays (Chapter Nine, Section 9.4). Family decision process is acknowledged as a 
crucial field to research in order to improve the theories in holiday choice behaviour. 
Three factors were extracted from the ten holiday considerations according to their 
importance. Each consideration has loaded significantly on at least one factor. The 
most salient factor included the considerations regarding trip organising. However, the 
percentage of the total variance explained by the three factors (54.8%) was not high. 
This is perhaps caused by the fact that diverse features from the literature were 
aggregated under the category of seaside holiday considerations. The weaker 
associations among the features resulted in a lower but acceptable alpha coefficient, 
which supported the use of factor analysis (Chapter Ten, Subsection 10.2.2). 
Although the total variance was not well explained, the three holiday consideration 
factors had a satisfactory predicting power in discriminant analysis. The consideration 
factors could distinguish the respondents who took or did not take UK seaside holidays in 
the last five years, and differentiate the sample with or without intention to visit UK 
seaside resorts in the next five years. Highest discriminant function coefficients in the 
trip organising factor suggested the relatively strongest contribution of this factor to the 
discriminating power of the functions. In other words, individuals could be correctly 
grouped mainly owing to the overall importance of the practical trip organising 
considerations (Chapter Ten, Section 10.3). The results of discriminant analysis may 
support the strong influence of the situational variables on a final holiday taking decision 
conceptualised in the behavioural models discussed in Chapter Three, Subsection 3.2.3. 
Individual demographic background appeared to be substantial in differentiating holiday 
considerations (Chapter Ten, Section 10.4). Details are highlighted in the next 
subsection. In brief, the considerations exert effects upon a person's decision of seaside 
holiday choice. 
11.4.5 The Role of Individuals' Socio-economic Variables in Seaside 
Destination Choice 
Individuals' socio-economic background has long been recognised as providing 
influencing factors in making buying decisions (Chapter Three, Section 3.2). The 
factors as a part of personal determinants often underlie the entire choice process. The 
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demographic data collected in the survey were therefore used as independent variables in 
the analyses to answer the question of how people's demographic profiles interact with 
their seaside holiday decision. The relationships discussed below are limited between 
the sample's profile variables and the three relevant groups of data in the research: the 
evaluation of the importance of seaside tourism resources, search of seaside resort 
information, and situational considerations for taking seaside holidays. 
In brief, the sample's socio-economic background had positive bearings upon the choice 
of UK seaside resorts for holidays. The evidence was shown through many facets as 
analysed in Chapters Seven to Ten. Amongst the three relevant groups of data, the 
considerations for taking UK seaside holidays were relatively strongly influenced by the 
demographic profile variables. The evaluation of the importance of seaside tourism 
resources in destination choice was also affected to a remarkable extent. However, 
domestic tourists' profiles had less impact on the level of information they had about the 
previous seaside destinations. 
Social grading could be deemed as the most influential variable in terms of the significant 
results from all the tests conducted. It was shown especially on assessing the importance 
of seaside tourism resources and holiday considerations. Presence of dependent children 
and age were also salient to affect the evaluation of the importance of seaside resources 
and holiday considerations as well as the level of information about previous seaside 
destinations. Educational level did not differentiate individual's holiday considerations 
at all, but it was a crucial determinant linked with the evaluation of the importance of 
seaside tourism resources. Besides, it was the most noticeable variable associated with 
the level of resort information held by domestic tourists. Income appeared less 
prominent in destination choice. Family income demonstrated a better distinguishing 
power than personal income. Gender, however, had scarcely any consequence in 
selecting UK seaside resorts. 
It may not be surprising that social grading is strongly connected with the choice of UK 
seaside resorts by domestic tourists. The evolution of British seaside resorts 
accompanied by the change of tourist structure due to industrialisation and urbanisation 
may result in the class image attached to seaside resorts (Williams and Shaw, 1997). 
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Evidence regarding the important features preferred by different social class may be used 
in current resort management. 
Previous research has suggested that individuals with higher levels of educational training 
may seek more information about their holidays (Francken and Van Raaij, 1979). 
However, . this survey 
found the opposite. People with fewer years of full-time education 
held significantly higher level of information on eight of the twenty-five resource items. 
Preoccupation attached to some UK seaside resorts may be the reason to prevent better- 
qualified residents from visiting them. Therefore, even if the competence of processing 
information could be better, people with higher educational background might not use it 
on the type of holiday that they are not interested. 
Greater influences of family-related demographic variables, such as marital status, 
presence of children, and family income, may reflect the concerns of family as a unit in 
making holiday decisions. Higher importance of 'Family's opinion/interests' considered 
by the informants also indicates the importance of family members as suggested in 
Subsection 11.4.4. Family decision process in taking holidays should be a crucial issue 
examined in the future. 
In this study, Inclusive analyses were made to disclose the relationships among the socio- 
economic variables and other groups of determinants for seaside resort choice. This 
may provide a useful data source for other researchers or practitioners. Theoretically, 
the evidence may be used to refine the models of destination choice. Practically, the 
information can be applied to set strategies for market segmentation. 
11.4.6 Domestic Seaside Resorts Visiting and Choice Sets 
Previous subsections have interpreted the interrelated groups of factors concerning 
seaside destination choice. The relevant research objectives are set to answer mainly the 
'how' questions. In this subsection, discussions are focused on the fifth and last 
objective of the study: to explore the domestic visiting of seaside resorts in the UK. A 
'where' question is raised: where do the domestic tourists visit in the UK for seaside 
holidays? The descriptive results displayed in Chapter Seven, Section 7.5 may provide 
sufficient information to answer this question and hence the objective is fulfilled. The 
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discussions below intend to connect the findings with the choice set theories reviewed in 
Chapter Three, Section 3.3. 
In the survey, the participants who intended to visit UK seaside resorts within a given 
time period, i. e., five years in this study, were requested to provide the names of the 
seaside resorts they considered visiting. On average, 2.59 resorts were considered by the 
participants. Blackpool, Scarborough and Bournemouth were the frequently nominated 
resorts as the respondents' considered destinations for seaside visits. In terms of county 
order, Cornwall, Devon and North Yorkshire had the highest likelihood of receiving 
domestic tourists for future seaside holidays. 
According to the meanings discussed in Chapter Three, Section 3.3, the total opportunity 
set in this study consisted of all the UK seaside resorts. A consideration set (or evoked 
set) includes destinations that a potential tourist is aware of and likely to visit within a 
given time period. Therefore, the domestic seaside resorts nominated by each 
respondent constituted one's own consideration set in the next five years. Conceptually, 
a combination of the UK seaside resorts in each individual's consideration set might be 
regarded as an awareness set, which consists of the alternatives the individual has heard 
of (Kotler, 1997). The notion is also similar to the perceived opportunity set 
denominated by Goodall (1991). However, this awareness set was not an awareness set 
of any particular respondent. Practically, it could contain more resorts than a personal 
awareness set did. 
The popularity of the domestic seaside resorts in the future could be reflected by the 
combined awareness set. The result should be reliable to indicate the likelihood of the 
potential destination choice since the resorts in the awareness set were greatly overlapped 
with the UK seaside destinations visited by the residential sample in the last five years. 
An indication of repeat visiting could be noticed from the comparison, which is discussed 
in the next subsection. 
The size of consideration set suggests the number of alternatives about which a potential 
tourist may seek further information. The average number of the UK seaside resorts in a 
resident's consideration set was 2.59. In comparison with the size of evoked sets in the 
studies by Woodside and Sherrell (1977), Thompson and Cooper (1979), or Gilbert 
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(1992), the figure seems smaller. It may be inappropriate to make direct comparison 
since the holiday types and the assumptive length of time in these studies were all 
different. Nonetheless, the smaller size may result from the focus of domestic seaside 
holidays in this research. The survey only investigated the respondents' seaside 
destinations in the next five years. The residents may consider other inland destinations 
for domestic holidays in the given five-year period. Overseas holidays may also be 
taken. Hence, it appears reasonable to have only about three resorts under consideration 
for domestic seaside holidays in the future. 
The likely tendency of repeat seaside visiting found in this study may also reduce the 
number of considered UK seaside destinations. In an extreme example, a loyal tourist 
may spend seaside holidays at the most preferred resort every time without visiting 
anywhere else. The size of his/her consideration set is therefore one. This resort 
remains in the choice set as the only alternative for the final decision. In this instance, a 
smaller consideration set does not suggest a lower interest in taking seaside holidays. To 
profile the future seaside visiting in the UK clearly, it is ideal to investigate the likely 
frequencies of visiting each resort in the residents' consideration sets. However, it is not 
convincing to ask questions about future intentions for their weak prediction of actual 
behaviour (Moser and Kalton, 1971). An endeavour is required to solve the dilemma in 
future research. 
There is doubt about the extent to which the choice set theories from consumer research 
suit destination choice behaviour in the tourism field. Tourism products are dissimilar to 
general goods in many ways (Subsection 3.2.2). A tourist destination is not a single 
product. One destination can provide numerous combinations of tourism products that 
cater for tourists with various needs. For example, the accommodation of a seaside 
resort can be supplied in different qualities and price ranges. Likewise, tourists' own 
choices of visiting different local attractions or attending recreational activities can make 
the same resort quite different to them. Even if a person deliberately arranges every 
detail in a seaside holiday imitating a previous itinerary, the intangible experience can 
hardly be identical. In this instance, the number of considered destinations is relatively 
meaningless. Nevertheless, tourists need to make other purchase decisions that the 
choice set concepts may explain, e. g., selecting an airline company, or deciding a travel 
agent from the leading options. Hence, the modification of the choice set models in 
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tourism may broaden the theoretical grounds to comprehend the filtering process in 
tourists' decision making. However, it could be of little value if the research merely 
focuses on dividing the sets and investigating the likely size of various sets at different 
stages. The main task of applying the choice set theories is perhaps to discover the 
salient factors that sift out alternative destinations at different choice stages. 
The link between consideration set and socio-economic background is worth discussion. 
The findings of this study demonstrate that the respondents' demographic variables had 
very limited influence upon the number of considered seaside destinations. The sizes of 
personal consideration size did not vary with the respondents' educational levels as 
Crompton and Ankomah (1993) have proposed. They assumed that people with higher 
educational level have larger consideration sets due to their better abilities to process 
information. However, the result shows that the higher the educational level, the fewer 
UK seaside resorts were considered. The problem of the proposition could be that 
although an individual is more competent to process information, it does not necessarily 
suggest that the person would do it. Lack of interest to be involved in information 
processing may be a reason. It is also likely that a small number of considered 
destinations might just be found in the tourists with a tendency to revisit, regardless of 
their educational levels. If a tourist prefers to visit different destinations, the size of 
personal consideration set could be larger. He/she may need to be involved in a higher 
level of information seeking for the new potential destinations. 
The sample's region of residence showed a significant difference against the number of 
considered seaside resorts. The residents from North West and Yorkshire and 
Humberside considered more UK seaside resorts for their holidays in the next five years, 
whilst the people living in East Anglia and East Midlands have smaller consideration sets. 
It was also found that the residents from various regions in England may have different 
preferences in whether or not to visit UK seaside resorts (Chapter Seven, 
Subsection 
7.4.2). Further examinations of the regional difference in selecting seaside resorts may 
enhance the understanding of domestic holiday taking for managerial and marketing 
applications. 
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11.4.7 Postpurchase Behaviour 
In the consumers' decision making process, postpurchase behaviour reflects the 
consequence of choice that may give feedback to the process (Chapter Three, Subsection 
3.2.5). Tourists' action at this stage and the likely influence upon the next purchase were 
not the focal point of the main survey. However, two yes-no questions were asked to 
outline the respondents' future intention after taking seaside holidays: whether they would 
visit any UK seaside resort for holidays in the next five years; and whether they would 
recommend a UK seaside holiday to friends or relatives. Chapter Seven, Subsection 
7.4.3 shows the related findings. 
Strong associations were found between each pair of the following variables: respondents' 
actions of taking UK seaside holidays in the last five years, their intentions to visit seaside 
resorts in the next five years, and their willingness to recommend seaside holidays to 
others. That is to say, the respondents who visited UK seaside resorts in the last five 
years had higher intention to revisit the seaside in the next five years. They would also 
like to recommend seaside holidays to friends or relatives than those who without seaside 
holidays would do. Likewise, their intentions to visit seaside resorts in the next five 
years and their willingness to recommend UK seaside holidays to others were also 
positively connected. The relationships were significant while inferred to the research 
population: the adult residents in England. Although the intention of revisiting and 
recommending UK seaside resorts may indicate satisfaction of the domestic sample, 
however, tourists' satisfaction as an important postpurchase evaluation was inadequately 
studied in this research. Further evidence regarding satisfaction could be collected by 
other researchers to reinforce the likely link between seaside holiday decision and after 
choice behaviour. 
The psychological aspect of the informants' postpurchase experiences was not fully 
examined. However, an attempt was made to explore repeat visiting in seaside resort 
choice further. It reveals that repeat visiting could be a crucial tendency in taking 
domestic seaside holidays in the UK (Chapter Seven, Subsection 7.5.5). This is shown 
by the fact that two thirds of the respondents who had seaside holidays in the last five 
years actually visited their chosen destinations again in the last five years. Additionally, 
the seaside resorts considered by the sample for holidays in the next five years were 
highly overlapped with the destinations visited in the last five years. Possible 
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connections between individuals and particular seaside destinations may result in the 
loyalty, e. g., visiting friends or relatives living by the sea. Satisfaction with the visited 
resorts could also account for the positive action of repeat visiting. Here the concept of 
repeat visiting is only limited to tourists' loyalty to seaside resorts. A destination, 
however, is a complex supplying various resources. An individual who takes holidays at 
the same seaside may not loyally visit the same attractions, hotels or shops. Case studies 
in seaside resorts to distinguish the satisfactory features for repeat visiting could enhance 
the understanding of postpurchase experiences as well as the whole process of holiday 
decisions. 
11.5 RESEARCH CONTRIBUTIONS 
The preceding section discusses the research findings comprehensively. In this section, 
summarising remarks are made to address the contributions of the entire study. The 
contributions that this study makes to the existing body of knowledge are threefold: 
'Addition to Existing Knowledge in the Tourism Discipline', 'Advantages in 
Methodological Issues', and 'Practical Implications'. How this researcher is benefited 
from the study is also stated in'Personal reflection'. 
11.5.1 Addition to Existing Knowledge in the Tourism Discipline 
This study acknowledged the need of discerning micro demand in tourism, which 
emphasised the social and psychological aspects of individual tourists' experiences in 
tourism research. The personal decision-making models developed in consumer 
behaviour were adopted as the main theoretical frameworks. They were examined on 
the particular setting of choosing UK seaside resorts by domestic tourists. 
The relationships among the groups of factors regarding tourists' choices were tested on a 
cross-sectional basis. The results revealed empirical evidence to explore the 
contemporary seaside choice by adult residents in England. The findings were unique in 
probing the relevance between the level of information and the evaluation of seaside 
tourism resources as well as the connection between holiday considerations and decision 
making. The popularity of the UK seaside resorts was delineated. The study also 
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provided inclusive analyses of the role of the population's socio-economic profile in 
seaside destination choice. 
The unique findings of this study may contribute to verify the consumer behaviour 
theories modified in tourism. Although tourism as a subject is multidisciplinary in 
nature, and the adoption of theories from relevant disciplines is common, differences are 
found while applying the concepts of consumers' decision making in this research. As 
discussed, the evidence in this study spoke both for and against theoretical assumptions in 
both behavioural models and choice set models throughout the process of domestic 
tourists' seaside destination choice. The speciality of destinations as a tourism product 
for selection and the uniqueness of British resort development were the likely reasons to 
account for the differences. The study identifies the differences of theory adoption by 
empirical research, hence, in a broader sense, added knowledge to the fundamental 
interactions among tourists, their destinations, and tourism resources at their destinations 
in tourism research. 
11.5.2 Advantages in Methodological Issues 
This research established a scientific approach to explore tourists' choice of holiday 
destinations, which is regarded as a sound methodological contribution of this study. 
The methodology is likely to be followed by other researchers who are interested in 
analysing individuals' buying behaviour in tourism. The procedure could be applied in 
several aspects. It could be employed to discover the decision making of other types of 
holiday destinations, attractions, or tourism products. For example, the importance and 
knowledge of the tourism resources of ski resorts may be surveyed to enhance the 
understanding of selecting ski holidays. The main features of airline services are likely 
to be extracted for discovering the preference for choosing airline companies. 
Furthermore, the data analyses that examined the relationships among the research 
variables also set a good example to present empirical evidence for understanding 
destination choices. 
The use of the Postcode Address File (PAF) to obtain a mailing list of the residential 
sample in England was a worthwhile attempt in this study. The advantages are 
discussed in Chapter Six, Section 6.3. The procedure provided a convenient assistance 
for approaching a nationwide sample in the field survey. However, the PAF can be 
295 
Chapter Eleven Concatenation, Discussion, Conclusion and Recommendations Hsin-Hui PU 0 2000 
applied in tourism research in other circumstances. The address and name lists based on 
a hierarchical postcode system enable a flexible selection of sampling areas in the UK in 
dependence upon the scale of the studies needed. The PAF is also recommended as a 
reliable sampling frame for face to face interviews targeting residential sample. 
Moreover, the use of a well-established national sampling frame under cautious sampling 
considerations could facilitate the representativeness, despite that the sample size limited 
in an affordable range of a personal research project was very small for a national survey. 
Accordingly, significant relationships among relevant variables found in the sample could 
be statistically sustained in the research population: adult residents in England for 
interpreting seaside destination choice. 
11.5.3 Practical Implications 
The research findings could be applied in managerial and marketing aspects for British 
seaside resorts. The comparisons between information level and evaluation of tourism 
resources might suggest appropriate strategies for resort maintenance and promotion for 
domestic tourists. The influence of demographic background on seaside holiday choice 
should be recognised to serve for marketing segmentation. The likely tendency of repeat 
visiting in seaside resort choice indicated the importance of targeting current customers. 
Above all, the results should be implicated practically to reach an ultimate balance 
between demand and supply. 
11.5.4 Personal Reflection 
The researcher acknowledges the academic training aimed at doctoral achievement. As 
a postgraduate researcher immersed in the tourism field, the researcher's mind was not 
broadened by personal travel experiences, but through the accumulated competence of 
comprehending profound literature in a second language. The research process and 
outcome of this study could benefit the researcher in dealing with seaside development 
issues in her future career movement. 
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11.6 CONCLUSION AND RECOMMENDATIONS (PART THREE) 
This is the final part of the three parts in this chapter, which consists of only one section, 
the last one in this chapter. In the following contexts, concluding remarks are made for 
the discussion in this chapter as well as for the whole thesis. The conclusion is firstly 
made in Subsection 11.6.1 to summarise this piece of work. Then the recommendations 
for prospective research directions are made in Subsection 11.6.2. 
11.6.1 Conclusion of this Study 
This thesis is entitled, 'A Methodology for Exploring Tourists' Choice of Holiday 
Destinations: The Case of English Seaside Resorts'. This chapter epitomises the 
principal results (Part One), discusses the findings in conjunction with the literature and 
the research objectives, and identifies the leading contributions of the study (Part Two). 
These lead to the conclusion and recommendations outlined in the current section (Part 
Three). 
The purposes of the study were twofold. Theoretically, the study aimed to explore how 
tourists make their decisions in selecting holiday destinations using the case of seaside 
resorts as an example. The research- objectives were implemented by presenting 
domestic tourists' preferences for British seaside destinations as well as by identifying the 
interrelationships among seaside tourism resources, information seeking, holiday 
considerations, and socio-economic background, in destination choice. The evidence 
shown in this empirical study served for justifying the consumer behaviour theories 
adopted in tourism. The similarities or differences between the choice of tourism 
products or common merchandise may provide a foundation to adjust the theories in the 
tourism discipline. Besides, the study established a methodological approach for 
gathering and analysing empirical evidence regarding holiday decision making, so the 
practical purpose was achieved. 
The quantitative and qualitative findings of the study are concatenated at the outset of this 
chapter (Part One, Section 11.2). Although statistical techniques were largely used in 
data analysis, the nature of the results was exploratory and descriptive in terms of 
performing primary evidence to build up the body of knowledge in tourism. The 
multiple facets of the results perhaps reflect exactly the complexity of tourists' choice. 
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The discussions in Part Two, Section 11.4 are made to rationalise the research findings. 
Some notable findings and their implications are highlighted below. 
The study illustrated inclusively the popularity of British seaside resorts by domestic 
tourists. Blackpool, Bournemouth and Scarborough were the most popular resort, and 
Devon, Cornwall and Dorset were the top counties to be visited for seaside holidays. 
Seaside resort preference was significantly connected with individuals' region of 
residence in England. The average size of residents' consideration set formed by 
domestic seaside resorts was 2.59 in an assumptive five-year period. A high tendency of 
revisiting previous UK seaside destinations was found in the domestic sample. 
Furthermore, the findings were initiative in probing the relevance between the evaluation 
of seaside tourism resources and the level of resort information in destination choice. 
Scenery was the most important resource for the domestic sample in selecting previous 
seaside resorts. The highest level of resort information held by the respondents for their 
last seaside destinations was about the seaside accommodation. Significant associations 
between the information level and the importance of destination resources were found in 
most of the resource items. This could be of great value in managerial and marketing 
implications. 
Another unique perspective was the role of external consideration discovered in this study. 
The uncertain weather condition could be the non-compensatory criterion applied in an 
early phase of decision making to reject the opportunity of taking UK seaside holidays. 
The result of discriminant analysis suggested that the consideration factors extracted from 
factor analysis could distinguish the sample's decision of whether or not to visit UK 
seaside resorts. This may support the strong influence of the situational variables on a 
final holiday taking decision conceptualised in the behavioural models. 
As for the effect of demographic profile in seaside destination choice, social grading was 
the most influential variable linked with the evaluation of the importance of seaside 
tourism resources and holiday considerations. Educational level was prominent to affect 
the holding of resort information and evaluation of destination resources. Inclusive 
analyses revealing the relationships among the socio-economic variables and other groups 
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of determinants in this study may provide a useful data source for other researchers or 
practitioners. 
The results of the study show diverse evidence to support or question the consumer 
behaviour theories applied in destination choice. The discussions are made to justify the 
research findings. In general, the theories of individual customers' choice can be applied 
to interpret tourists' choice process. However, two likely reasons may account for the 
conflicts between the consumer decision-making theories and the research findings: the 
speciality of destinations as tourism products and the uniqueness of British resort 
development. For instance, cost was not found as the distinctive, non-compensatory 
consideration to limit the choice of destinations as assumed in selecting other 
commodities, since a resort is a complex tourism product serving for holidays in different 
price ranges. Preoccupation attached to some UK seaside resorts may prevent people in 
certain socio-economic background from visiting them. It could be observed from the 
finding that better qualified residents did not consider more seaside resorts to visit. 
Moreover, less resort information was held by individuals with higher educational levels, 
even if the competence of processing information should be positively associated with 
educational level. These issues may be addressed in further research to improve the 
comprehension of tourists' destination choice. 
This research has its academic and practical contributions as justified in Part Two, 
Section 11.5. The study was designed following a rigourous scientific approach. The 
residential sample was representative so that the findings could be generalisable by other 
researchers. The results have practical merit since the information may be referred to for 
managerial or marketing purposes. Above all, the research delved into the behavioural 
aspects in tourism by a unique methodological procedure and hence accomplished its 
theoretical and practical goals. Further recommendations for other research are made in 
the following subsection. 
11.6.2 Recommendations for Future Research 
Some recommendations for future research are made in this subsection in the light of the 
issues raised in previous discussions inspired by the findings of this study. 
299 
Chapter Eleven Concatenation, Discussion, Conclusion and Recommendations Hsin-Hut PU 0 2000 
This study focused on profiling the residents' behaviour in selecting UK seaside 
destinations for leisure purpose. The research findings provided generalised evidence to 
comprehend the decision making in domestic holidays. However, no particular resort 
was case studied to explore the supply of local tourism resources in conjunction with 
seaside holiday experiences further. Follow-up studies can be conducted on the site of 
leading seaside destinations reported in the survey. It may complement the reliance on 
the destination-based research in tourism scope. 
This study was exploratory and descriptive in nature. The findings could answer the 
types of 'what', 'where', 'who' or 'how' questions posed in the research. However, the 
evidence was inadequate to identify 'why' certain factors appeared in the behavioural 
models were associated in selecting domestic seaside holidays. The interpretation of the 
destination choice theories was somewhat limited. Other researchers may undertake 
qualitative studies as a commencing point to explore the psychological perspectives of the 
decision making process. Further cause-effect orientations of the relationships between 
relevant components may therefore be established so that the reasons of their correlations 
might be explained. 
Decision-making is generally conceded as a dynamic process, in both the behavioural 
models and the choice set models. That is to say, Temporal factor plays an important 
role in forming holiday decisions. However, the process was ill researched in terms of 
answering the 'when' questions in this study. When the crucial factors concerning 
destination choice to be entered into the sequence to facilitate or hinder the decision was 
not examined under a cross-sectional research design. Pragmatic endeavour should be 
made to identify the sequential actions highlighted in the theories concerning tourists' 
choices. Future research can be developed to focus on the temporal influence of the 
process. A longitudinal approach may be utilised for this purpose. 'What attributes are 
influential in selecting destinations' as well as 'at which phase the important elements are 
input to the choice process' should be investigated simultaneously. 
Revolutionary progress of the information technology has been exerting its impacts upon 
people's daily life. The Internet as a newly developed source of travel information with 
the aid of on-line booking services may change the traditional means of information 
seeking and processing dramatically. There is a pressing need to examine how the 
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search of destination information via the Internet may alter the theories of tourists' 
decision making in the twenty-first century. 
Scrutiny can be made into repeat visiting of the British seaside resorts by domestic 
tourists. Likely satisfaction to the holiday experiences as post purchase reactions was 
implied. The formation and sizes of destination choice sets at each stage could be 
different due to the loyalty to a certain resorts. Studies concentrated on this topic may 
enhance the knowledge of post holiday behaviour. 
The research investigated the theories of seaside destination choice on a personal basis. 
However, it would be common to consider family's opinions or needs in holiday choices. 
It is necessary to examine this issue in contribution to build up the models of family 
holiday decision making. 
The British seaside resorts have their distinct position in tourism development. The 
images attached with them may impinge on the choice of domestic seaside destinations. 
Individuals' unique experiences and nostalgic memories may also direct their seaside 
holiday decisions. Established theories in consumer behaviour may not respond to the 
subtle phenomenon. It could be inspiring to delve into the particular cultural 
background in the seaside visiting behaviour in the UK. 
In studying destination choice behaviour, the researchers should bear in mind that 
destinations are unique and complex tourism products. A single resort can provide 
numerous combinations of attractions, facilities or services that cater for tourists with 
different needs. The theories could only be realistic reflections of tourists' destination 
choice, if the researchers realise this special characteristic and apply the notion to explain 
dynamic decision making. 
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APPENDIX A 
THE CLASSIFICA TION OF TRA VELLERS BY THE WORLD 
TOURISM ORGANIZATION 
The definitions below are listed in Methodological Supplement to World Travel Statistics 
(World Tourism Organization, WTO, 1978b, p. 7-9), which define the terms in Figure 2.1 
(Chapter Two, Subsection 2.4.2) on an international basis. Two main categories are 
discussed: travellers included in travel statistics and visitors not included in travel 
statistics. 
I. TRAVELLERS INCLUDED IN TRAVEL STATISTICS 
yjSITOR: any person visiting a country other than that in which he has his usual place of 
residence, for any reason other than following an occupation remunerated from within the 
country visited. 
This category includes: 
Tourists: visitors making at least a single overnight stay or a stay of more than 24 hours 
in the country visited and the purpose of whose journey may be classified under one of 
the following headings: 
- Leisure (recreation, holiday, health, study, religion and sport); 
- Business, family, mission, meeting. 
The tourist category covers: 
(a) Non-residents: persons (of foreign nationality) who do not reside in the country 
visited but who visit that country for any of the above reasons. 
(b) Nationals resident abroad: nationals of one country who reside permanently in 
another but come to visit their country of origin. In so far as possible, nationals of 
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the country should be classified separately having regard, inter alia, to any specific 
policies laid down in respect of such persons in their country of origin as regards 
accommodation, for instance. 
(c) Crew members: members of a transport company who visit or stop over in another 
country and use that country's accommodation facilities. If such persons do not 
use the country's accommodation facilities, they should be counted as excursionists. 
This category may also include persons who are not transport company employees 
but self-employed (owners of coaches, lorries and boats, etc. ). 
2. Excursionists: temporary visitors not making an overnight stay in the country visited 
(or staying less than 24 hours). This category may include persons who arrive in a 
country by sea and make visits in the country for a number of days but who return each 
night aboard their vessel. 
Cruise passengers: visitors to a country who arrive and depart on the same ship, who 
are frequently the subject of a separate classification. Where this is not the case, 
WTO has suggested that cruise passengers be treated as "excursionists" if their 
overnight accommodation is on board ship, and as "tourists" insofar as they make use 
of accommodation facilities ashore, regardless of length of stay. 
II. VISITORS NOT INCLUDED IN TRAVEL STATISTICS 
1. Permanent immigrants: persons who go to another country with the intention of 
remaining there for a period exceeding one year. This is sometimes termed the "long- 
term immigrant" category. It generally covers all non-residents, that is to say both 
nationals and aliens, as well as any dependents and employees who accompany or join 
them in the country concerned. 
2. Temporary immigrants: persons who go to another country with the intention of 
exercising for a period of one year or less an occupation remunerated from within the 
country. This is sometimes referred to as the "short-term immigrant" category. It 
generally covers all non-residents, that is to say both nationals and aliens, as well as 
any dependents and employees who accompany or join them in the country concerned. 
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3. Diplomats: persons attached to the embassy of a given country who go to another 
country with the intention of continuing to work in a diplomatic mission situated in 
that other country. This category also includes any dependents and employees 
accompanying or joining them in the country concerned. 
4. Consular representatives: persons attached to a consulate of a given country who go to 
another country with the intention of continuing to work in a consular mission situated 
in that other country. This category also includes any dependents and employees 
accompanying or joining them in the country concerned. 
5. Members of the armed forces: persons belonging to the armed forces of one country 
who travel to their duty stations at a base situated in another country. 
Diplomats, consular representatives and military personnel are not included in travel 
statistics when travelling from their country of origin to the country of their duty 
station. 
Should a person in any of these three categories travel to a third country, however, he 
will obviously have to be included in the statistics of that third country. 
6. Transit passengers: travellers who, in the legal sense, do not enter the country or who 
do not leave the airport transit area. In so far as possible, this category should be 
classified separately since such travellers represent a potential tourist clientele. The 
notion of transit may vary from one country to another. It may be that persons 
holding transit visas are permitted to stay in the country for several days and use its 
accommodation facilities, in which case they would be classified as "tourists". 
7. Frontier workers: persons who go to work in a neighbouring country and generally 
return to their country of origin at the end of each day. 
8. Nomads. 
9. BefuQSes. 
304 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
S 
4 
S 
S 
S 
S 
S 
S 
S 
S 
S 
Appendix B Models of Tourists' Decision Making Process llsin-Hut PU if 2000 
APPENDIX B 
MODELS OF TOURISTS' DECISIONMAKING PROCESS 
The following three models pertaining to tourists' decision making process are pointed out 
in Chapter Three, Subsection 3.2.3. They are demonstrated here in support of the 
theoretical concepts discussed in Chapter Three. The models are 'The Holiday Decision 
Process' by Goodall (1991, Figure B. 1), 'Conceptual Model of Tourist Destination Choice' 
by Mansfeld (1992, Figure B. 2), and'The Tourist Buying-Decision' by Wahab et al (1976, 
Figure B. 3). 
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Figure B. 1 The Holiday Decision Process 
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Figure B. 2 Conceptual Model of Tourist Destination Choice 
(Source: Mansfeld, 1992, p. 402) 
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Figure B. 3 The Tourist Buying-Decision 
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APPENDIX C 
LIST OF SEASIDE TOURISM RESO URCES 
The following tourism resources isolated from the official holiday guides in the UK 
seaside were provided to tourism experts at an early stage of the study (see Chapter five, 
Subsection 5.2.1). They were shown to the experts in alphabetical order, with a five- 
point rating scale ranged from 'very important' to 'very unimportant', as it would be given 
to the domestic tourist sample. 
1 Accommodation nearby 
2 Beach amusement (bandstand, game machines, puppet show,... ) 
3 Beach type (sand, shingle, pebble, stone, rock, ... ) 
4 Beach water quality 
5 Disabled access & service 
6 Emergency services (coastguard, lifeboat, first aid, lost children searching, ... ) 
7 Food supply nearby (cafes, pubs, refreshment kiosks, restaurants, ... ) 
8 Hut, deckchair, sunshade, ... rent 
9 Length/ Width of beach 
10 Lighthouses 
11 Marinas 
12 Nearby parking 
13 Piers 
14 Pleasure boat trips 
15 Promenade entertaining trains/ trams 
16 Restrictions (dogs on a lead, ... 
) 
17 Seafront events (beach volleyball, sand castle building, ... 
) 
18 Shelving (slight, steep, .. .) 
19 Summer sea temperature (°C ) 
20 Toilets/ Showers 
21 Warning facilities (tide clock, bathing safety flag, ... ) 
22 Waterfront development (docks, quays, ... ) 
23 Watersports equipment hire 
24 Watersports potential opportunities 
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APPENDIX D 
EXPERT LIST 
The following list gives the names of the expert panel who cooperated in an early phase 
of the study. The experts' opinions were used to justify the representativeness of the 
seaside tourism resources extracted from secondary data source (see Subsection 5.2.2). 
The institutes presented in parentheses indicate where the experts were contacted for the 
interviews. 
Prof David Airey School of Management Studies for the Service Sector, University of 
Surrey 
Prof Brian Archer School of Management Studies for the Service Sector, University of 
Surrey 
Dr Marion Bennett School of Management Studies for the Service Sector, University of 
Surrey 
Prof Richard Butler School of Management Studies for the Service Sector, University of 
Surrey 
Prof Chris Cooper Department of Tourism and Leisure Management, The University of 
Queensland, Australia (formerly in the International Centre for Tourism 
and Hospitality Research, School of Service Industries, Bournemouth 
University) 
Dr Yuksel Ekinci School of Management Studies for the Service Sector, University of 
Surrey 
Prof John Fletcher International Centre for Tourism and Hospitality Research, School of 
Service Industries, Bournemouth University 
Dr David Gilbert School of Management Studies for the Service Sector, University of 
Surrey 
Dr Atsuko Hashimoto Department of Recreation & Leisure Studies, Brock University, Canada 
(formerly in the Department of Tourism and Leisure, Luton Business 
School, University of Luton) 
Dr Adele Ladkin International Centre for Tourism and Hospitality Research, School of 
Service Industries, Bournemouth University (formerly in the School of 
Management Studies for the Service Sector, University of Surrey) 
Dr Neil Ravenscroft School of Management Studies for the Service Sector, University of 
Surrey 
Prof Michael Riley School of Management Studies for the Service Sector, University of 
Surrey 
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APPENDIX E 
QUESTIONNAIRE FOR THE PILOT STUDY 
(The design of the attached questionnaire for the pilot survey is discussed in Chapter Five, 
Section 5.2. The cover letter below was printed on the letterhead of the School of 
Management Studies for the Service Sector, University of Surrey, as an introduction of the 
following pilot questionnaire. ) 
Date as postmark 
Dear Sir/Madam, 
The attached questionnaire concerns your opinions on UK seaside holiday resorts. The 
survey is being supervised by the School of Management Studies for the Service Sector, the 
University of Surrey. The questionnaire should take you approximately 15 minutes to fill 
in. Your answers will be treated in the strictest confidence and analysed for research 
only. If you have any questions about the survey you can contact me through 
the School. 
Thank you for your cooperation. My work can only be completed with your help. 
Therefore your assistance is greatly appreciated. 
Yours faithfully, 
6L 
Sylvia (Hsin-Hui) PU 
phD Researcher 
(please put the complete questionnaire in the stamped-addressed envelope provided 
and send it back to me 
by 17th April 1998. Thank you very much. ) 
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Please tick only one answer for each question with boxes unless specified, or write your 
answers in the space provided. 
SECTION A 
Q1 . Have you spent a holiday (one night stay or more) at a UK seaside resort in the I= 
J''ear"s? 
Q Yes. Q No (go to Q7). 
Q2. Where was your last holiday at a UK seaside resort? 
Q3 . How long was your 
last stay at a UK seaside resort? (Please count the holiday by 
nights spent away from home. ) 
Q 1-3 nights. Q 4-7 nights. Q8 nights or over. 
Q4. In the last five years how many times have you taken a holiday (one night or more) 
at a UK seaside resort? 
Q Once. Q2 to 3 times. Q4 to 5 times. Q More than 6 times. 
SECTION B 
Q5. Some prior considerations may influence your actual choice of seaside holidays in 
the UK. Please indicate how important they are by ticking one of the five possible 
numbers for each statement. 
5. Very important 
4. Important 
3. Neither important nor unimportant (neutral) 
2. Unimportant 
1. Very unimportant 
No Your considerations 
Very 
important 
Important Neutral Unimportant Very 
unimportan 
5 4 3 2 1 
1 Distance to your interested destinations Q Q Q Q Q 
2 Family's opinion/ interests Q Q Q Q Q 
3 Health/ disability of anyone in your party Q Q Q Q Q 
4 Party size (number of people you will travel with) Q Q Q Q Q 
5 Past experiences of visiting seaside resorts Q Q Q Q Q 
6 Season/ month to travel Q Q Q Q Q 
7 Time available to take holiday Q Q Q Q Q 
8 Type of transportation to be used Q Q Q Q Q 
9 Weather expectations Q Q Q Q Q 
10 Your budget available for holiday Q Q Q Q Q 
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Q6. You may be concerned about the conditions of some physical features provided at 
the UK seaside resorts which you consider visiting. Please tick one of the five possible 
numbers for each condition to show how important you feel them to be in selecting your 
seaside destinations. 
5. Very important 
4. Important 
3. Neither important nor unimportant (neutral) 
2. Unimportant 
1. Very unimportant 
No Seaside conditions 
Very 
important 
Important Neutral Unimportant Very 
unimportant 
5 4 3 2 1 
1 ccommodation near the seafront Q Q Q Q Q 
2 Aquariums/ sea life centres Q Q Q Q Q 
3 Beach amusement/ entertainment 
(proms at seaside Q Q Q Q Q 
andstands, puppet performance, shows, ... ) 
4 Beach water quality Q Q Q Q Q 
5 Car parks near the seaside Q Q Q Q Q 
6 Disabled access and services Q Q Q Q Q 
7 
Emergency services (coastguard, lifeboat, first aid, lost Q Q Q Q Q 
children searching, ... ) 
8 Food supply near the 
beach (cafes, pubs, refreshment Q Q Q Q Q kiosks, restaurants, tea rooms, ... ) 
9 Hut, deckchair, sunshade, ... rent 
Q Q Q Q Q 
10 Length/ width of beach Q Q Q Q Q 
11 Piers Q Q Q Q Q 
12 Pleasure transport (boat trips, promenade trams/ trains, ... ) 
Q Q Q Q Q 
13 Restrictions (dogs on a lead, limited smoking areas, ... ) 
Q Q Q Q Q 
14 
Scenery (natural landscape, local architecture style, floral Q Q Q Q Q design ... 
) 
15 Seafront events (beach volleyball, sand castle building, ... ) 
Q Q Q Q Q 
16 Seaside fairgrounds/ playgrounds Q Q Q Q Q 
17 Slope of beach (slight, steep, ... ) 
Q Q Q Q Q 
18 Sufficient local sunshine hours Q Q Q Q Q 
19 Toilets/ showers/ changing facilities Q Q Q Q Q 
20 Type of beach (sand, shingle, pebble, stone, rock, ... 
) Q Q Q Q Q 
21 Various shopping 
facilities near the seaside (souvenir Q Q Q Q Q 
hops, fashion stores, shopping centres ... ) 
22 Warm summer sea temperature Q Q Q Q Q 
23 Warning facilities (tide clock, bathing safety flag, ... ) 
Q Q Q Q Q 
24 Waterfront development (marinas, quays, docks, ... ) Q Q 
Q Q Q 
25 Watersports potential opportunities 
(equipment for hire/ Q Q Q Q Q 
ale, training courses, natural supporting conditions, ... ) 
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Q7 . Do you intend to visit any UK seaside resort 
in the future? 
Q Yes. Q No (go to Q10). 
Q8. Please give the names of seaside resorts in the UK which you would consider visiting 
in five years. 
Seaside you may consider visiting Seaside you may consider visiting 
Q9. How would you obtain information about the seaside resorts in the UK which you 
may consider visiting? . (Please tick all applicable answers. ) 
Q From your previous visit. 
Q From friends or relatives who have visited there. 
Q From commercial guidebooks or travel writings available from bookshops. 
Q From free membership publications (AA, National Trust, ... ). 
Q From media (newspapers, travel magazines, TV, teletext, ... ). 
Q From tourist information centres. 
Q From travel exhibitions. 
Q From travel agents. 
Q Other sources:. _.... ..... . ... ............................ . ... ............ ........ 
Q10. Would you recommend a UK seaside holiday to your friends or relatives? 
Q Yes. Q No. 
SECTION C 
In this final section, please answer some questions about yourself. Please complete all 
questions. The information will be held in strict confidence and used , 
for research 
purposes only. 
Q11. You are: Male Q Female Q 
Q12. Which age group are you in? 
24 or less Q 45-54 Q 
25-34 Q 55-64 Q 
3544 Q 65 or over Q 
Q13 . 
Where in the UK are you living now? 
--------------------- ..................... (city/town) (& county) 
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Q14. What is your marital status? 
Single Q Separated Q 
Married/ with partner Q Widowed Q 
Q15. How many children are living with you and depending on your financial support (if 
applicable)? 
None Q Three Q 
One Q Four or more Q 
Two Q 
Q16. Which of the following describes your age of finishing full-time education? 
Up to 18 years Q Over 22 years Q 
19 to 22 years Q Still studying Q 
Q17 . What is your occupation? 
(Please also state the occupation of the main income 
earner in your household if different. ) 
Your occupation: ................................................................................................ 
Occupation of the main income earner: ________________________________________________________________________ 
Q18 . What is your LQ1aI annual income? (Please also tick your total household income. 
) 
£ 12,000 or less 
£ 12,001-18,000 
£ 18,001-24,000 
£ 24,001-30,000 
£ 30,001-36,000 
£ 36,001-42,000 
£ 42,001 or more 
Your annual income 
r-I 
Annual household income 
11 
Thank you very much for your kind co-operation! 
FOR RESEARCH USE ONLY Code: QQ Serial No: QQQ - QQQ Location: 
Q] 
Date/Day of questionnaire distribution: QQ QQ QQ - QQQ 
Date/Day of receiving information: QQ QQ QQ - QQQ 
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APPENDIX F 
SOCIAL GRADING 
Social grading is a commonly accepted classification of occupations developed by Joint 
Industry Committee for National Readership Surveys (JICNARS). The system has been 
started in use in the seventies. It has been applied largely in commercial aspects such as 
market surveys as a powerful tool to stratify their clients. It is, according to JICNARS 
(1978, p. 4), 'relatively stable and reliable' for data collection if compared with other 
variables such as income. Moreover, the classification is a general-purpose one that can 
be used to indicate buyer's choice and ownership of goods for most product fields. 
Tourism research also employs this grading in data collection and analysis. A typical 
example is the United Kingdom Tourism Survey conducted yearly by the British Tourist 
Authority (BTA), which explores the holiday patterns by households in different grades. 
In this study, social grading was used as a demographic variable. 
Six major groups from Grade A to E are linked with work status in different levels 
(Table F. 1). The percentage shown is the profile of informants based on the original 
introductory document for social grading (JICNARS, 1978). A comprehensive list is 
also provided to show how different occupations fit into these categories. 
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Table F. 1 Social Grading System 
Grade Class Description % 
A Upper middle class Higher managerial, administrative or professional 3 
B Middle class Intermediate managerial, administrative or professional 12 
Cl Lower middle class 
Supervisory or clerical and junior managerial, 23 
administrative or professional 
C2 The skilled working class Skilled manual workers 32 
D The semi-skilled and Semi and unskilled manual workers 21 unskilled working class 
E Those at lowest levels of State pensioners or widows (no other earners), casual or 9 
subsistence lowest grade workers or long-term unemployed 
Source: Joint Industry Committee for National Readership Surveys (1978) Social Grading on the National 
Readership Survey. The percentages are from Office for National Statistics (1997) Social Trends 27. 
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APPENDIX G 
STANDARD OCCUPATIONAL CLASSIFICA TIONAND SOCIAL 
CLASS BASED ON OCCUPATION 
The current official classification of different occupation groups is the Standard 
Occupational Classification (SOC), which was developed by the Office of Population 
Censuses and Surveys (OPCS) during the late 80s for the 1991 Census. The system is 
based on the former OPCS 1980 Classification of Occupations (CO80) as well as the 
Classification of Occupations and Directory of Occupational Titles (CODOT) by the 
Department of Employment. The SOC is constructed into five hierarchies. There are 
nine Major Groups, 22 Sub-major Groups, 77 Minor Groups, 371 Unit Groups, and 3,800 
CODOT occupations defined by OPCS. 
The SOC provides detailed classification of occupations. However, is sometimes too 
detailed and it is relatively new to be widely used in research. Therefore, another 
simplified classification Social Class (SC) established since 1911 Census is still available 
for certain analytical purposes. The official title is now expanded as Social Class based 
on Occupation to avoid ambiguous implication that social class may contain factors other 
than occupation. People with similar levels of occupational skill are brought together in 
the same class. Main classes from I to V are outlined below (Table G. 1). A checklist 
comparing SC and the Unit Groups SOC can be found in OPCS (1991) Standard 
Occupational Classification, Volume 3: Social Classifications and Coding Methodology. 
For the similarity between the Social Class based on Occupation and the Social Grading 
System used in this study, the above information was also referred to for classifying the 
respondents' occupations. 
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Table G. 1 Social Class based on Occupation 
Class Occupations Sub-categories % 
I Professional, etc. occupations 3.8 
II Managerial and Technical occupations (formerly: Intermediate occupations) 
21.3 
III Skilled occupations (N) non-manual 21.9 
(M) manual 23.9 
IV Partly skilled occupations 16.8 
V Unskilled occupations 7.6 
Armed forces and inadequately described 4.7 
Source: Office of Population Censuses and Surveys (OPCS) (1991) Standard Occupational 
Classification, Volume 3: Social Classifications and Coding Methodology. OPCS, London. p. 12, 
34. The percentages shown in the table is from the 1991 Census, including 4.7% of'member of 
armed forces and inadequately described occupations', which is not counted in Social Class based 
on Occupation. 
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APPENDIX H 
QUESTIONNAIRE FOR THE MAIN STUD Y 
The attached questionnaire and cover letter were used in the main survey. The survey 
instrument was designed in the Formic layout as discussed in Chapter Six, Section 6.2. 
When distributed, the five-page questionnaire was photocopied double-sided on white A4 
size papers. The questionnaire format shown in the following pages retains the original 
barcode page numbers. The cover letter was photocopied on the letterhead of the School 
of Management Studies for the Service Sector, University of Surrey, as an introduction to 
the questionnaire. 
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TEXT BOUND INTO 
THE SPINE 
Unis 
ýý 
_« ýý 
. tI ý- 
04- 
Ml -Yf PRIZES 
1LafAR 
1996 
University 
of Surrey 
Surrey GU2 : 5XH, UK 
Telephone 
+44 (0)1483 300800 
Facsimile 
+44 (0)1483 300803 
Date as postmark 
Your Opinions on UK Seaside Resorts 
Dear Sir/Marian:, 
School of 
Management 
Studies for 
the Service 
Sector 
The attached questionnaire concerns your opinions on UK seaside holiday resorts. 
The survey is being supervised by the School of Management Siudies_/ r Me Yet-Oce 
Sector at the University of Surrey. The questionnaire should take you approximately 
15 minutes to fill in. Your onswerc will he treaterl in the strictest confidence and 
analysed for research purposes on/y. If you have any questions about the survey you 
can contact me through the School. 
Thank you for your co-operation. My work can only be completed with your help. 
Therefore your assistance is greatly appreciated. 
Yours faithfully, 
Nýý. Mme. /u 
Sylvia (Hsin-Hui) PU 
PhD Researcher 
(Please put the completed questionnaire in the stamped-addressed envelope 
provided and send it back to me by 3l" March 1999. Thank you very much. ) 
I 
Your QIdidons on UK Seaside Resorts 
Please use a black or blue peer to murk only one answer tor euch question (with boxes) 
unless specified. Alternatively, where appropriate, write yotur' answers in the space 
provided. Please mark the boxes with a cross (us shown: [j). 
SECTION A 
(ý1 1-lave you spent a holiday (one night Vav or more) at a UK seaside resort in the 
levy flv' years? 
Q Yes. Q No (I'LE; ISL GO DIRI; ('TL )' iO Q 1(1). 
Q2 Where was your last holiday at a UK seaside resort'? 
Q3 In which month(s) did you take your last UK seaside holiday? (Please ººrark all 
uj)J)liCnble answers. ) 
QJanuary. Q March. Q May. Q July. Q September. Q November. 
Q February. Q April. Q June. Q August. Q October. Q December. 
Q4 How long was your last stay at the UK seaside resort? (Please count your holi(lcn, 
hv ni his si)enI (ºtvat', fi"om home ißt the resort. ) nights 
Q5 Before your last holiday in a UK seaside resort did you get or have and advance 
information about that resort? 
D Yes. QNo (PLE. -ISE GO 1)IRI: ('TL }' TO Q8). 
Q6 How did you obtain information about the UK seaside resort which you last 
visited? (Please murk all applicable answers. ) 
Q From your previous visit. 
Q From friends or relatives who have visited there. 
Q From commercial guidebooks or travel writings available from bookshops. 
QFrom free membership publications (AA. National Trust, ... 
). 
Q From media (newspapers, travel magazines. TV. teletext.... ). 
Q From tourist information centres. 
Q From travel exhibitions. 
Q From travel agents. 
_ Q Other sources: 
m 
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Q7 Below is a list of the physical features that may be available in a UK seaside resort. 
On the basis that you received advanced information about the UK seaside resort 
that you last visited for a holiday, please indicate the level of advance information 
you had about each feature before your visit by marking one of the five Possible 
number boxes with a cross (as shown: a) for each feature. (5 means very 
detailed information, 1 means very limited information) 
Q7 Level of Advance Information 
about the Last UK Seaside Resort 
Seaside Physical Features 
Very Detailed Very Limited 
Information In formation 
5 4 3 2 1 
1 Availability of accommodation near the seafront Q Q Q Q Q 
2 Availability of aquariums/ sea life centres Q Q Q Q Q 
3 Availability of beach amusement/ entertainment (concerts at Q Q Q Q Q 
seaside bandstands, puppet performance, shows, ... ) 
4 Beach water quality 
Q Q Q Q Q 
5 Availability of car parks near the seaside Q Q Q Q Q 
6 Availability of disabled access and services Q Q Q Q Q 
7 Availability of emergency services (coastguard, lifeboat, first Q Q Q Q Q 
aid, lost children searching, ... ) 
8 Availability of food supply near the beach (cafes, pubs, Q Q Q Q Q 
refreshment kiosks, restaurants, tea rooms, ... ) 
9 Availability of huts, deckchairs, sunshades, etc, to rent 
Q Q Q Q Q 
10 Length/ width of beach Q Q Q Q Q 
11 Availability of piers Q Q Q Q Q 
12 Availability of pleasure transport (boat trips, promenade trams/ Q Q Q Q Q 
trains, ... ) 
13 Restrictions (dogs on a lead, limited smoking areas,... ) Q Q Q Q Q 
14 Scenery (natural landscape, local architecture style, floral Q Q Q Q Q 
design, ... ) 
15 Availability of seafront events (beach volleyball, sand castle Q Q Q Q Q 
building, ... ) 
16 Availability of seaside fairgrounds/ playgrounds Q Q Q Q Q 
17 Slope of beach (slight, steep, ... ) 
Q Q Q Q Q 
18 Likelihood of sufficient local sunshine hours Q Q Q Q 0 
19 Availability of toilets/ showers/ changing facilities Q Q Q Q Q 
20 Type of beach (sand, shingle, pebble, stone, rock,... ) Q Q Q Q Q 
21 Availability of various shopping facilities near the seaside Q Q Q Q Q 
(souvenir shops, fashion stores, shopping centres, ... ) 
22 Likelihood of warm summer sea temperature Q Q Q Q Q 
23 Availability of warning facilities (tide clock, bathing safety Q Q Q Q Q 
flag, ... ) 
24 Availability of waterfront development (marinas, quays, Q Q Q Q Q 
docks, ... ) 
25 Opportunity for watersports (equipment for hire/ sale, training Q Q Q Q Q 
courses, natural supporting conditions, ... ) 
Survey: 41456 
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Q8 You might have been concerned about the conditions of some physical features 
provided at the UK seaside resort which you last visited for a holiday. Please mark 
one of 'the five possible number boxes with a cross (as shown: E) for each feature 
in the list below to indicate how important you felt it to be when selecting your 
last UK seaside resort. (5 means very important, 1 means very unimportant) 
Q8 Importance in Choosing the 
Last UK Seaside Resort 
Seaside Physical Features 
Very Very 
Important Unimportant 
5 4 3 2 1 
1 Availability of accommodation near the seafront Q Q Q Q Q 
2 Availability of aquariums/ sea life centres Q Q Q Q Q 
3 Availability of beach amusement/ entertainment (concerts at Q Q Q Q Q 
seaside bandstands, puppet performance, shows, ... ) 
4 Beach water quality Q Q Q Q Q 
5 Availability of car parks near the seaside Q Q Q Q Q 
6 Availability of disabled access and services Q Q Q Q Q 
7 Availability of emergency services (coastguard, lifeboat, first 
aid, lost children searching, ... ) 
Q Q Q Q Q 
8 Availability of food supply near the beach (cafes, pubs, Q Q Q Q Q 
refreshment kiosks, restaurants, tea rooms, ... ) 
9 Availability of huts, deckchairs, sunshades, etc, to rent Q Q Q Q Q 
10 Length/ width of beach Q Q Q Q Q 
11 Availability of piers Q Q Q Q Q 
12 Availability of pleasure transport (boat trips, promenade trams/ 
i 
Q Q Q Q Q 
ns, ... ) tra 
13 Restrictions (dogs on a lead, limited smoking areas, ... ) 
Q Q Q Q Q 
14 Scenery (natural landscape, local architecture style, floral Q Q Q Q Q design, ... ) 
15 Availability of seafront events (beach volleyball, sand castle Q Q Q Q Q 
building, ... ) 
16 Availability of seaside fairgrounds/ playgrounds Q Q Q Q Q 
17 Slope of beach (slight, steep, ... ) 
Q Q Q Q Q 
18 Likelihood of sufficient local sunshine hours Q Q Q Q Q 
19 Availability of toilets/ showers/ changing facilities Q Q Q Q Q 
20 Type of beach (sand, shingle, pebble, stone, rock,... ) Q Q Q Q Q 
21 Availability of various shopping facilities near the seaside Q Q Q Q Q (souvenir shops, fashion stores, shopping centres, ... ) 
22 Likelihood of warm summer sea temperature Q Q Q Q Q 
23 Availability of warning facilities (tide clock, bathing safety ED 13 F1 ED ED flag, ... ) 
24 Availability of waterfront development (marinas, quays, Q Q Q Q Q 
docks, ... ) 
25 Opportunity for watersports (equipment for hire/ sale, training Q Q Q Q Q 
courses, natural supporting conditions, ... ) 
m 
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Q9 Please speck the UK seaside resort(s) which you have visited for holiday(s) in the &9 
five years 
(one night stay or more), and indicate how many times you visited the seaside 
resort(s) in the last, rve, ears in the space provided. 
UK Seaside Resort(s) 
You Visited in the 
Last Five Years 
Time(s) You Visited 
the Resort in the 
Last Five Years 
UK Seaside Resort(s) Time(s) You Visited 
You Visited in the the Resort in the 
Last Five Years Last Five Years 
Q10 Do you intend to visit any UK seaside resort for holidays in the next five-years? 
Q Yes. Q No (PLEASE CO DIRECTLY TO Q 12). 
Q11 Please give the name(s) of the seaside resort(s) in the UK which you would consider 
visiting in the next 
-five 
years. 
Seaside Resort(s) You May Consider Visiting Seaside Resort(s) You May Consider Visiting 
Q12 Your choice of whether or not to take a seaside holiday in the UK and your choice of a 
particular UK resort might have been influenced by a number of different considerations. 
A list of such considerations is given below. Please indicate how important these are to 
you by marking one of the rve possible number boxes with a cross (as shown: FX] ) for 
each consideration. (5 means very important, 1 means very unimportant. ) 
Q12 Importance 
Considerations Very Very 
Important Unimportant 
5 4 3 2 1 
1 Distance you would have to travel E] El EJ M 0 2 Family's opinion/ interests fl 11 ä ä Q 3 Health of anyone in your party Q Q Q Q Q 
4 Party size (number of people you will travel with) Q Q Q Q Q 
5 Past experiences of visiting seaside resorts Q Q Q Q Q 
6 Season/ month to travel Q Q Q Q Q 
7 Time available to take holiday Q Q Q Q Q 
8 Type of transportation to be used Q Q Q Q Q 
9 Weather expectations Q Q Q Q Q 
10 Your budget available for holiday Q Q Q Q Q 
Q13 Would you recommend a UK seaside holiday to your friends or relatives? 
QYes. Q No. 
Survey : 41456 
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'i, this section, please anstiver somae questions shout raiircelf by nturkiiit, ' i/me boxes Frith it <'russ 
as shoe'n: n), or n'ri! ingl your answers in Me , Space provided 
Please complete all i/ue1'tio! 1. 
''he illforlºratioll will he held in strict collfic/'nce and used 1r research purpose's onli-. 
Q14 You are: QMale. [I Female. 
Q15 Which age group arc you in'' 
Q 24 or under. Q25-34.135-44. 
Q 45-54. Q 55-64. Q 65 or over. 
Q16 Where in the UK are you living now? 
(('itN/Town) 
Q 17 What is your marital status'' 
QSingle. Q Married/ with partner. [_] Others. 
(c"0IIIity 
Q18 How many children are living with you and depending on Your financial support (if 
applicable)? 
Q19 Which of the following describes your age of finishing full-time education'' 
QUp to 18 years. Q 19 to 22 years. 
QOver 22 years. Q StiII studying. 
Q20 What is your occupation? (Please also state the occupation of the mu/n income earner 
in your household if different. ) 
Your occupation: 
(If you are retired, please specify your 
occupation before retirement) 
Occupation of the main income earner: 
Q21 Please indicate your monthly income (after tax), and also the monthly combined family 
income (if different). 
Your Monthly Income MonthIN Combined Family Income 
£ 500 or less 
Q 
£ 501- 1,000 Q U 
£ 1,001- 1,500 Q Q 
£ 1,501- 2,000 Q Q 
£ 2,001- 2,500 Q Q 
£ 2,501- 3,000 Q Q 
£ 3,001- 3,500 Q Q 
£ 3,501 or more Q Q 
THANK YOU E'ER Y MUCH FOR YOUR KIND CO-OPERA TION! 
a 
For Research Use Only 
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