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Dynamical decoupling can enforce a symmetry on the dynamics of an open quantum system.
Here we develop an efficient dynamical-decoupling-based strategy to create the decoherence-free
subspaces (DFSs) for a set of qubits by optimally transferring the states of these qubits. We design
to transfer the state of each qubit to all of the other qubits in an optimal and efficient manner, so as
to produce an effective collective-type noise for all qubits. This collective pseudo-noise is essentially
derived from arbitrarily independent real baths and needs only nearest-neighbor state transfers for
its implementation. Moreover, our scheme requires only N steps to produce the effective collective-
type noise for a system of N qubits. It provides an experimentally feasible and efficient approach
to achieving the DFSs for encoding the protected logical qubits.
I. INTRODUCTION
In quantum information processing, symmetry plays a
central role in protecting qubits from quantum errors [1,
2] (see, e.g., quantum error correction [3–6] and error sup-
pression using dynamical decoupling (DD) [7–15]). When
a set of qubits coupled to their environment with a per-
mutation symmetry, the Hilbert space spanned by these
physical qubits can support decoherence-free subspaces
(DFSs) for encoding the protected logical qubits [16–
24]. Furthermore, it has been shown that the two-body
Heisenberg interactions in solid-state qubits [25–28] can
be used to realize the logical operations in a DFS [29, 30],
and the DFS theory is compatible with other quan-
tum computation (QC) approaches, such as topological
QC [31] and holonomic QC [32–35].
The main obstacle in implementing QC with DFSs is
that the required permutation symmetry in the inter-
action between qubits and their environments is hardly
available in nature. Consequently, a protocol to ar-
tificially symmetrize the interaction was developed via
DD by using the permutation group [9, 10]. Also, it
was pointed out in Ref. [9] that using the cyclic group–
a subgroup of the permutation group–can achieve this
symmetrization as well. However, these proposals are
based on multi-qubit permutations which cannot be con-
structed directly. This hinders their applications to the
realistic systems of many qubits. On the other hand,
it was also constructively shown that the controllable
Heisenberg interaction can drive explicit sequences of DD
pulses to create the conditions allowing for the existence
of DFSs [36] for two to four qubits. This inspires us
∗ jqyou@zju.edu.cn
to separate the multi-qubit permutations into two-qubit
state transfers.
In this work, we develop an efficient DD-based method
to generate DFSs for a multi-qubit system. For an array
of N physical qubits interacting with the environment
via arbitrarily independent couplings, our method is to
transfer the state of each physical qubit to all the other
physical qubits once and only once, so as to accomplish
a state-transfer cycle. Here only N steps are needed for
this cycle. After the cycle, the state of each physical qubit
has gone through all physical qubits and experienced, in
the same time interval, the noise affecting each qubit.
The total effect of this cycle is to sum up all noises and
then apply to every single qubit. Hence the state of each
physical qubit effectively suffers the same noise, i.e., an
effective collective-type environment is produced via the
state-transfer cycle. In such a way, a collective pseudo-
bath is created from the realistic bath modelled by inde-
pendent errors. Also, an example in Ref. [9] shows that
for exactly the same interaction Hamiltonian considered
here, only cyclic permutations, instead of the full permu-
tation group [10], are needed. Using the method in the
present work, we can derive that the scheme in Ref. [9] re-
quires (N−1)2 steps for an N -qubit system to implement
the cyclic permutations via the two-qubit operations, in
contrast to the N steps needed in our approach. Our
scheme not only makes the strategy in Refs. [9, 10] ex-
perimentally feasible by separating the multi-qubit per-
mutations into experimentally realizable two-qubit state
transfers, but also has distinct superiority for the many-
qubit systems owing to its polynomial speedup over the
previous approaches. This makes it possible to create a
higher-dimensional DFS to encode more protected logical
qubits for fault-tolerant QC.
In practice, the control Hamiltonians generating the
decoupling operators cannot be too strong and the time
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2interval between two adjoining pluses is finite. There-
fore, higher-order errors arise in the effective Hamilto-
nian. For a sufficiently long time, the accumulation of
the errors may have appreciable effects on the generated
DFSs. To show the implementation of our scheme in a
long-time period, we consider higher-order errors in both
periodic and concatenated DD approaches and derive a
condition under which the concatenated DD is superior
to the periodic DD. Moreover, to check the validity of
our scheme, we further perform numerical simulations to
demonstrate the fidelity between the initial state stored
in a DFS and the state obtained from the quantum dy-
namics that includes the DD process. The results show
that for the control Hamiltonians with practical coupling
strengths, the fidelities in, e.g., two- and four-qubit sys-
tems are greater than 0.99 and 0.95, respectively, indi-
cating that our scheme is implementable for realistic sys-
tems. Also, an explicit time interval at which the con-
catenated DD performs better than the periodic DD is
numerically found in the four-qubit system.
II. CONVERTING INDEPENDENT REALISTIC
BATHS TO A COLLECTIVE PSEUDO-BATH
We study an open quantum system described by the
total Hamiltonian H0 = HS + HB + HSB , where HS is
the Hamiltonian of the considered system consisting of
N physical qubits, HB is the Hamiltonian of the envi-
ronment, and HSB is the interaction between them. As
a general case, we consider an environment with N in-
dependent baths, each coupling to a qubit, and HSB has
the form
HSB =
∑
i,α
σ(i)α ⊗B(i)α , (1)
where σ
(i)
α (α = x, y, z) are Pauli operators of the ith
qubit and B
(i)
α are the related operators of the ith bath.
We add a control Hamiltonian H1(t) to H0, so as to
generate a periodic evolution operator V (t) on the qubits,
V (t) ≡ T exp[−i
∫ t
0
duH1(u)] = V (t+ Tc), (2)
where Tc is the period and T denotes the time order-
ing operator. In the interaction picture associated with
H1(t), H0 becomes
H˜0(t) = V
†(t)H0V (t). (3)
Because V (Tc) is an identity operator on the qubits, at
T = mTc with m being an integer, the evolution operator
of the total system in the Schro¨dinger picture can be
expressed, using the Floquet-Magnus expansion [37], as
U(T ) = T exp[−i
∫ T
0
duH˜0(u)] = e
−i(H¯(0)0 +H¯(1)0 +··· )T ,
(4)
where
∑
i H¯
(i)
0 is the Magnus series, and the zeroth-
order Hamiltonian can be written as H¯
(0)
0 =
(1/Tc)
∫ Tc
0
duH˜0(u). Here we focus on the limit of fast
control, where the contributions higher than the zeroth
order are neglected [9, 10, 37], i.e.,
U(T ) ≈ e−iH¯(0)0 T = e−iHeff0 (T )T , (5)
where the effective Hamiltonian of the system at the time
instants T = mTc is given by
Heff0 (T ) =
1
Tc
∫ Tc
0
duV †(u)H0V (u). (6)
To obtain the needed effective Hamiltonian, it is es-
sential to have a proper V (t). Here we design it as a
piecewise controller [cf. Fig. 1(a)],
V (t) =

I⊗N , 0 ≤ t < Tc/N ;
P0, Tc/N ≤ t < 2Tc/N ;
P 20 , 2Tc/N ≤ t < 3Tc/N ;
P 30 , 3Tc/N ≤ t < 4Tc/N ;
· · · , · · · · · · ;
PN−10 , (N − 1)Tc/N ≤ t < Tc,
(7)
where I⊗N is an identity operator on all the N qubits,
P0 is a state-transfer operator (i.e., a permutation opera-
tor) denoted by the cyclic notation (1, 2, 3, · · · , N) which
means transferring the state of the first qubit to the sec-
ond qubit, the state of the second qubit to the third qubit,
and so on. Explicitly, the application of P0 on an N -
qubit state can be written as P0⊗Ni=1 |ψi〉 = ⊗Ni=1|ψP0(i)〉,
with P0(i) = i + 1 and the periodic boundary condition
N + 1 = 1. The operator P i0 (i = 1, 2, 3, · · · , N − 1)
denotes application of the state-transfer operation for i
times. Since P †0 = (N,N − 1, N − 2, · · · , 1), we have
P †0σ
(i)
α P0 = P
†
0 (|+〉(i)α 〈+| − |−〉(i)α 〈−|)P0
= |+〉(i−1)α 〈+| − |−〉(i−1)α 〈−|
= σ(i−1)α , (8)
where |±〉(i)α are the eigenstates of σ(i)α corresponding to
the eigenvalues ±1 and the periodic boundary condition
is used. By substituting V (t) in Eq. (7) into Eq. (6), the
interaction Hamiltonian HSB is converted to
HeffSB(T ) =
1
Tc
[
Tc
N
HSB +
Tc
N
P †0HSBP0 +
Tc
N
(P 20 )
†HSBP 20
+ · · ·+ Tc
N
(PN−10 )
†HSBPN−10
]
=
1
N
∑
i,α
[
σ(i)α ⊗B(i)α + σ(i−1)α ⊗B(i)α
+σ(i−2)α ⊗B(i)α + · · ·+ σ(i−N+1)α ⊗B(i)α
]
=
1
N
∑
i,α
[
σ(1)α + σ
(2)
α + σ
(3)
α + · · ·+ σ(N)α
]
⊗B(i)α
=
∑
α
Sα ⊗B(env)α , (9)
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FIG. 1. (a) Control sequence in V (t). First let the qubits
interact with their environments and evolve for a time interval
τ = Tc/N . Then, apply a state-transfer operator P0 to the
qubits. Repeat this procedure for N − 1 times to implement
V (t). (b) Schematic diagram of our method. Application of
P0 shifts the qubit state in each qubit to the qubit having one
site forward around the ring clockwise. By performing P0 for
N − 1 times, each qubit state will then go through all of the
other qubits and suffer their noises. Application of P0 once
more will result in each qubit state returning to the original
qubit.
where Sα ≡
∑N
i=1 σ
(i)
α are collective operators of the
system and B
(env)
α ≡ 1N
∑
iB
(i)
α are collective operators
of the environment. Owing to V (t), the independent-
type interaction Hamiltonian HSB is converted to the
collective-type interaction Hamiltonian HeffSB(T ) at the
time instants T = mTc, with all qubits effectively cou-
pled to the same pseudo-bath [17, 21].
The physical mechanism of our method can be clearly
illustrated. At each time instant t = mTc/N , we apply a
P0 on all qubits to transfer the state of the ith qubit to
the (i+ 1)th qubit; after applying P0 for (N − 1) times,
each qubit state has gone through all qubits and suffered,
in the same time interval, all the individual noises act-
ing on these qubits. This accomplishes a state-transfer
cycle that amounts to summing all noises and then ap-
plying the summed noise to every qubit equally. Thus,
an effective collective-type noise is created for the sys-
tem. When performing P0 one more time, each qubit
state then returns to its original qubit. Note that even
though we use the periodic boundary condition, it is not
necessary to place the qubits geometrically along a ring
shown in Fig. 1(b). However, a state transfer between
the first and last qubits should be implementable, which
is a basic requirement for the circuit QC model and has
been demonstrated for, e.g., two remote superconducting
qubits [38].
For the controller V (t) in Eq. (7), the permutations
{I⊗N , P0, P 20 , · · · , PN−10 } represent an explicit example
of the cyclic group of N objects which is an Abelian sub-
group of the permutation group. Since the cyclic group
also possesses the permutation symmetry, it can gener-
ate the same collective environment. Compared with use
of the permutation group [10], use of the cyclic group as
the decoupling group reduces the number of the permu-
tations required in the decoupling procedure from N ! to
N .
All Sα in Eq. (9) are total spin angular momentum
operators acting on N qubits. Their commutation rela-
tion indicates that they form an algebra isomorphic to
sl(2). The irreduciable representation Dj of sl(2) can
be labeled by the total angular momentum eigenvalues
j with a dimension dj = 2j + 1. Therefore, we have
the following Clebsch-Gordan decomposition in terms of
the Dj [39]: Sα =
⊕
j njDj , where the integer nj is the
multiplicity for Dj to occur in the solution of Sα. In
particular, for j = 0 (N being even), D0 corresponds to
the dark-state subspace of Sα, i.e., any state |ψ〉 in D0
satisfies Sα|ψ〉 = 0. A quantum state prepared in such
a subspace is not affected by HeffSB because H
eff
SB |ψ〉 = 0.
Therefore, D0 is a DFS which can be used to encode
the protected logical qubits for fault-tolerant QC. For ex-
ample, when N = 2, |ψ1〉 = 1√2 (|01〉 − |10〉) is such a
decoherence-free quantum state. When N = 4, where
n0 = 2, there are two orthogonal decoherence-free states
|ψ2〉 = 12 (|0101〉 − |1001〉 − |0110〉 + |1010〉) and |ψ3〉 =
1
2
√
3
(2|0011〉−|0101〉−|1001〉−|0110〉−|1010〉+2|1100〉).
Thus, a two-dimensional DFS is available for encoding a
protected logical qubit.
III. REALIZATION OF THE CONTROLLER V (t)
VIA OPTIMAL STATE TRANSFERS
Equation (7) presents an efficient way to achieve the
state-transfer cycle, but it cannot be directly realized be-
cause P0 in V (t) is a multi-qubit operation whose realiza-
tion requires a multi-body interaction Hamiltonian. Al-
ternatively, one may achieve P0 by decomposing it into
N − 1 state exchanges: P0 = E1,NE1,N−1 · · ·E1,2, where
each Ei,j is a qubit-state exchange operator (i.e. a two-
qubit swap gate) acting on the ith qubit and the jth
qubit. This requires a total number of (N − 1)2 steps
to implement V (t). A given example (i.e., example 5) in
Ref. [9] also shows that for exactly the same interaction
Hamiltonian considered in Eq. (1), the full permutation
group (Sn) is not needed, but only cyclic permutations
(Zn) are required to generate the effective collective in-
teraction Hamiltonian HeffSB . Cyclic permutations are the
equivalent of Fig. 1(b), so (N−1)2 steps are also required
for the case in Ref. [9] when two-qubit permutations are
used. However, it is still tedious when using the cyclic
permutations to produce HeffSB , because (N−1)2 involves
too many steps when the number N of qubits in the
system becomes large. To solve this problem, instead
of harnessing P0, below we develop an efficient scheme
to accomplish the required state-transfer cycle with only
nearest-neighbor state transfers (see Fig. 2), in which
the state-transfer cycle can be accomplished in either N
steps when N is even or N + 1 steps when N is odd.
We first consider the even-N case. By dividing the
qubit array into N/2 pairs [see the first row in Fig. 2(a)],
the first step in our state-transfer cycle is to perform
N/2 state exchanges (E12, E34, and so on) at the same
time, transferring the qubit states into the arrange-
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...2 1 4 3 6 5 N-1
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... ...
...1 2 3 4 5 6 NN-1
N
(a)
(b) ...1 2 3 4 5 6 AN
...2 1 4 3 6 5 NA
... ...
...1 2 3 4 5 6 AN
FIG. 2. The procedure for achieving the state-transfer cycle.
(a) The even-N case. Each green solid circle represents a
physical qubit and the qubit array is divided into pairs by
the blue boxes. The numbers in the solid green circles denote
given qubit states. In the first row, the ith qubit originally
has the state indexed by i. When performing a state exchange
between qubits in each box, the qubit states are transferred to
the arrangement shown in the second row. Then, performing a
state exchange between qubits in each box in the second row
transfers the qubit states to the arrangement shown in the
third row, and so on. After performing state exchanges for N
times, each qubit state will go through all of the other qubits
and then return to the original qubit. This accomplishes the
state-transfer cycle in the even-N case. (b) The odd-N case.
An auxiliary qubit A is added at the end of the qubit array
and it is paired with the Nth qubit. Similar to the case in
(a), the state-transfer cycle is accomplished by performing the
state exchange between qubits in each box N + 1 times.
ment shown in the second row. Here the qubit-state
exchanges can be achieved using, e.g., the controllable
nearest-neighbor Heisenberg interactions [40, 41] HI =
J(t)
∑
α=x,y,z σ
(i)
α ⊗ σ(i+1)α , where i = 1, 3, · · · , N2 − 1,
when the interactions are turned on for a time T0 to have∫ T0
0
J(t)dt = pi/4. Similarly, these qubit-state exchanges
can also be realized via the controllable nearest-neighbor
XY -type interactions [38, 42–44] HXY = J(t)[σ
(i)
x ⊗
σ
(i+1)
x + σ
(i)
y ⊗ σ(i+1)y ]. In the second step, we divide the
qubit array into pairs again according to the blocks in
the second row in Fig. 2(a) and perform the correspond-
ing qubit-state exchanges. Then, we implement the third
step and so on. From Fig. 2(a), we see that after each
step, states of the odd-numbered qubits are shifted one
site rightward while states of the even-numbered qubits
are shifted one site leftward. Therefore, the state of each
qubit will go through all of the other qubits in N−1 steps
and then returns to its original qubit after implementing
the Nth step.
As in Fig. 1(b), we can describe the above proce-
dure using the permutation operators. For example,
the first step contains qubit-state exchanges between
qubits 1 and 2, qubits 3 and 4, and so on. Therefore,
it can be denoted using the permutation operator as
P1 = E1,2E3,4 · · ·EN−1,N . The qubit-state exchanges
in the second step are between qubits 2 and 3, qubits
4 and 5, and so on. Accordingly, it can be denoted as
P2 = EN,1E2,3 · · ·EN−2,N−1. From Fig. 2(a), we can
see that P1 describes the qubit-state exchanges in all the
odd-numbered steps and P2 describes the qubit-state ex-
changes in all the even-numbered steps. Therefore, the
controller V (t) in Eq. (7) can be equivalently written as
V (t) =

I⊗N , 0 ≤ t < Tc/N ;
P1, Tc/N ≤ t < 2Tc/N ;
P2P1, 2Tc/N ≤ t < 3Tc/N ;
P1P2P1, 3Tc/N ≤ t < 4Tc/N ;
(P2P1)
2, 4Tc/N ≤ t < 5Tc/N ;
· · · , · · · · · · ;
P1(P2P1)
N
2 −1, (N − 1)Tc/N ≤ t < Tc.
(10)
Substituting V (t) in Eq. (10) into Eq. (6), we can verify
that the above V (t) produces the same effective collec-
tive Hamiltonian HeffSB(T ) as V (t) in Eq. (7) at the time
instants T = mTc (see Appendix A). By adding an aux-
iliary qubit A at the end of the qubit array, the above
procedure can be directly generalized to the system with
an odd number (N) of qubits. For such a case, the corre-
sponding procedure is similar and the qubit-state transfer
cycle can be realized in N + 1 steps [see Fig. 2(b)].
Finally, we explain why using the controller V (t) in
Eq. (10) to generate the collective interaction HeffSB is
optimal. In our method, the state of each qubit goes
through all the qubits and finally returns to its original
one. For an array of N qubits, this needs N2 moves since
the state of each qubit has N moves. However, a permu-
tation operator acting on N qubits can at most produce
N moves, with each qubit having a move. Therefore, at
least N permutation operators are needed in a controller
to accomplish the required N2 moves. The controller
V (t) in Eq. (10) is exactly such a case, so it is optimal in
generating HeffSB .
IV. HIGHER-ORDER ERRORS AND
CONCATENATED DYNAMICAL DECOUPLING
So far, our optimal DFS-generating scheme has only
considered decoherence up to the first order in time. In
the ideal case, DFSs can be created via the periodic DD
(i.e., applying our scheme periodically) [7]. However, in
a practical case, higher-order errors may arise due to
a finite time interval between two adjoining pluses. In
this section, we propose to use the concatenated DD [11]
5to eliminate higher-order errors and calculate the exact
forms of errors for both periodic and concatenated DDs.
We obtain a condition for the concatenated DD to be
superior to the periodic DD.
Below we consider the case where the pulses are re-
alized instantaneously but the time interval τ between
two adjoining pulses is constant. The corresponding DD
procedure is as follows: Let the total system evolve for a
time τ governed by the Hamiltonian H0, and then apply
the first decoupling operator g1; let the system evolve for
a second τ , and apply the operator g2g
†
1; let the system
evolve for another τ , and apply the operator g3g
†
2; and so
on. The total evolution operator of the above procedure
can be written as
U0(T ) =
m−1∏
k=0
g†k exp{−iH0τ}gk, (11)
where g0 is the identity operator, m is the number of
decoupling operators, and T = mτ . When τ is small, we
can use the Baker-Campbell-Hausdorff (BCH) formula to
transform U0(T ) to (see Appendix B)
U0(T ) = exp{−iτ
m−1∑
k=0
g†kH0gk−
τ2
2
∑
j>k
[g†jH0gj , g
†
kH0gk]},
(12)
up to the second order of time (i.e., τ2). It is clear that
the first-order contribution is the target effective Hamil-
tonian, but the second-order one is an error which could
accumulate when the evolution time is sufficiently long.
To study the long-time effect of the second-order er-
ror, we first consider the periodic DD approach which
performs the decoupling process successively. For exam-
ple, if the total evolution time is nT (n being an integer),
we can separate it to n equal parts, and in each part we
implement the decoupling as described in Eq. (11). In
such a way, the corresponding total evolution operator is
Up(nT ) = exp{−inτH¯0 − nτ
2
2
∑
j>k
[g†jH0gj , g
†
kH0gk]},
(13)
where H¯0 =
∑m−1
k=0 g
†
kH0gk. As in Eq. (12), the first term
in Eq. (13) is the effective Hamiltonian that we design,
while the second term is an error which is denoted as
E(τ2nHp), with Hp =
1
2
∑
j>k[g
†
jH0gj , g
†
kH0gk]. It is
clear that the error term emerging from the periodic DD
accumulates linearly with the time.
In the concatenated DD approach, the decoupling pro-
cess is implemented recursively. For example, when the
total evolution time is mT (m being an integer), the de-
coupling process can be written as
Uc(mT ) =
m−1∏
k=0
g†kU0(T )gk. (14)
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FIG. 3. Fidelity between the input |ψk〉 and the correspond-
ing ρk(t) versus evolution time. For each input, we consider
three cases: (i) with no control Hamiltonian (blue curves), (ii)
with the non-ideal control Hamiltonian J = piω (red curves),
and (iii) with the ideal control Hamiltonian J = ∞ (yellow
curves). (a) Fidelity for |ψ1〉. (b) Fidelity for |ψ2〉.
Using the BCH formula, we can rewrite Uc(mT ) as
Uc(mT ) = exp{−imτH¯0 − τ2
m−1∑
k=0
g†kHpgk
+i
τ3
4
m−1∑
k=0
(m− 2k − 1)[H¯0, g†kHpgk]}. (15)
For details of the derivation, see Appendix B. A signifi-
cant merit of the concatenated DD is that it transforms
the error Hamiltonian Hp in the periodic DD to a harm-
less contribution since it has the same symmetry as H¯0,
only leaving the τ3 term as a higher-order error.
If we denote the error term in Eq. (15) as E(τ3Hc),
with Hc =
i
4
∑m−1
k=0 (m − 2k − 1)[H¯0, g†kHpgk], it is clear
that we can have E(τ3Hc) < E(τ
2mHp) for a sufficiently
small τ , indicating that the concatenated DD is better
than the periodic DD in this small τ case. However,
in practice, the interval τ between two adjoining pulses
cannot be too small. In such a case, owing to the com-
mutation relation, there are more terms in Hc than in
Hp. Thus, the condition E(τ
3Hc) < E(τ
2mHp) is deter-
mined by both τ and the error Hamiltonians Hc and Hp.
If Hc is stronger than Hp, τ should be shorter. In fact,
a concrete condition depends on the exact form of the
system’s Hamiltonian H0 and the decoupling operators
used in a decoupling procedure. This is to be discussed
in the following section.
V. NUMERICAL SIMULATIONS
Below we use the quantum Langevin approach [45, 46]
to perform numerical simulations on the DD, so as to
show the validity of our method in more general cases.
Here the considered model involves N physical qubits
coupled to their bosonic environments independently, as
described by
H0 =
ω
2
∑
j
σjz +
∑
k,j
ωjka
j†
k a
j
k +
∑
k,j
σjα(g
j
ka
j
k + g
j∗
k a
j†
k ),
(16)
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FIG. 4. Performance of the concatenated DD in comparison
with the periodic DD. We consider three cases: (i) τ = 1
20ω
(blue curves), (ii) τ = 1
100ω
(red curves), (iii) τ = 1
250ω
(yellow
curves). (a) Fidelity between the input |ψ2〉 and the corre-
sponding ρ2(t) for the concatenated DD. (b) Fidelity between
the input |ψ2〉 and the corresponding ρ2(t) for the periodic
DD.
where ω is the transition frequency for all qubits and σjα
is the Pauli-α (α = x, y, z) operator acting on the jth
qubit. Each qubit couples to its environment through σjα
with a coupling strength |gjk|2, where ajk and aj†k are the
annihilation and creation operators of the kth bosonic
mode with frequency ωjk.
For simplicity, all the environments are assumed to be
initially in the vacuum state. Thus, the environments
can be characterized using their zero-temperature cor-
relation functions αj(t − s) ≡
∑
k |gjk|2e−iω
j
kt. Here we
choose the correlation functions of the environments to be
the Ornstein-Uhlenbeck type, αj(t − s) = Γjγj2 e−γj |t−s|,
where Γj = 0.1ω denotes the coupling strength between
the jth qubit and its environment, and γj = ω describes
the spread of the spectrum [47–49].
To achieve the nearest two-qubit state exchange in
Fig. 2, we employ the Heisenberg interaction Hamilto-
nian as the control Hamiltonian,
Hi,j1 = J(t)(σ
i
x ⊗ σjx + σiy ⊗ σjy + σiz ⊗ σjz), (17)
where J(t) describes the “on” and “off” of the control
Hamiltonian. A state exchange can be realized in a time
interval t0 satisfying
∫ t0
0
J(t)dt = pi4 . The required N -
qubit state transfer can be constructed using the two-
qubit exchange shown in Fig. 2.
The reduced dynamics of the qubits can be obtained
from the non-Markovian quantum Bloch equation [45],
∂
∂t
A(t) = −iHA(t) + LO¯0(t)A(t), (18)
where A(t) is related to the evolution of the system,
H governs the unitary evolution, and LO¯0(t) generates
the non-unitary evolution. The explicit derivation of
these operators can be found in [45, 46]. Given an
input |ψk〉, the reduced density matrix ρk(t) at time
t can be obtained from the non-Markovian quantum
Bloch equation. We use the state fidelity defined as
F = Tr(
√〈ψk|ρk(t)|ψk〉) to examine the performance of
our method.
We numerically simulate the cases with N = 2
and 4 qubits, respectively, each of which comprises a
Concatenated DD Periodic DD
τ = 1
20ω
0.999745 0.999765
τ = 1
100ω
0.999895 0.999896
τ = 1
250ω
0.999901 0.999900
TABLE I. Final fidelities for concatenated and periodic DDs
in each case.
decoherence-free subspace allowing us to encode noise-
avoiding states. As shown in Fig. 3, we use two initial
states as inputs: (a) |ψ1〉 for the two-qubit case, and (b)
|ψ2〉 for the four-qubit case. For each input, we imple-
ment three different kinds of numerical simulations: (i)
with no control Hamiltonian, (ii) with the non-ideal con-
trol Hamiltonian J = piω, and (iii) with the ideal control
Hamiltonian J =∞. The control sequences for the cases
of N = 2 and 4 directly follow those in Fig. 2.
Figure 3 presents a clear evidence that the indepen-
dent noise can be significantly suppressed by our state-
transfer-cycle method. For each input, the fidelity be-
tween the initial state and its corresponding density ma-
trix at time t decreases rapidly with time in the absence
of the control Hamiltonian (blue curves in Fig. 3), but a
modest control Hamiltonian (J = piω) can greatly sup-
press this decoherence effect (red curves in Fig. 3). The
achieved fidelities for both the two- and four-qubit cases
are greater than 0.95 at the end of the DD procedure
(ωt = 4). In the presence of the ideal pulse applied with
the same period τ = pi4J , the fidelity is improved to be
even higher. Note that for |ψ1〉, the fidelities using the
ideal and non-ideal pulses almost coincide and are very
close to 1. This indicates that a control Hamiltonian with
a practical coupling strength is sufficient to implement
our scheme.
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FIG. 5. (a) Pulse sequence for the original scheme in [36]. (b)
Fidelities of the optimal and original schemes. Blue (yellow)
curve is for the original scheme with J = piω (J = ∞); red
(purple) dashed curve is for the optimal scheme with J = piω
(J =∞).
To compare the performance for both concatenated
and periodic DDs, we consider the ideal-pulse case, i.e.,
the pulses are applied to the qubits instantaneously. As
discussed earlier, when the physical model, i.e., H0 in
Eq. (16), and the decoupling operators P1 and P2 are
given, the interval τ between two adjoining pulses de-
termines the condition E(τ3Hc) < E(τ
2mHp). We first
choose τ = 120ω to implement the numerical simulation.
7It turns out that the final fidelity when using the con-
catenated DD is lower than that using the periodic DD
(see Table I). When τ = 1100ω , the final fidelity when us-
ing the concatenated DD is still lower, but almost equal
to that using the periodic DD (the difference is less than
1%). Reducing τ further to 1250ω , the final fidelity with
the concatenated DD begins to be higher than that us-
ing the periodic DD. Therefore, we can conclude that
if we can control the time interval to be τ < 1250ω , the
concatenated DD can be superior to the periodic DD.
Finally, we show the difference between our optimal
scheme and the one [36] originally proposed to realize the
multi-qubit state transfer operator P0 in Eq. (7) with a
sequence of tow-qubit state exchanges. When N = 4, the
scheme in [36] suggests to separate the state-transfer op-
erator P0 to E12E23E34, where Eij is the state exchange
between the ith and jth qubits. Note that H1,21 and H
2,3
1
are not commutative with each other, so we have to im-
plement the three Eij one by one. Hence, a total of 9
pulses are needed to realize one state-transfer cycle. The
distinct advantage of our optimal scheme is that we can
instead use P1 = E12E34 and P2 = E23E14, which im-
plies that we can apply two state exchanges at the same
time because H1,21 and H
3,4
1 commute with each other.
In Fig. 5, we compare the fidelities when using our opti-
mal scheme and the one in [36]. It is shown that for the
case with J = ωpi and the ideal case with J = ∞, the
final fidelities when using our optimal scheme are higher
than those using the original scheme in [36]. This demon-
strates the efficiency of our scheme.
VI. DISCUSSIONS AND CONCLUSIONS
Below we further discuss the underlying mechanism of
our approach. We start with the independent two-qubit
interaction Hamiltonian HSB =
∑
α[σ
(1)
α ⊗B(1)α + σ(2)α ⊗
B
(2)
α ]. It is shown in Ref. [36] that HSB can be sep-
arated into the sum of a collective component HcSB =∑
α[σ
(1)
α + σ
(2)
α ] ⊗ B+α and a non-collective component
HnSB =
∑
α[σ
(1)
α −σ(2)α ]⊗B−α , where B+α = [B(1)α +B(2)α ]/2
and B−α = [B
(1)
α − B(2)α ]/2. We generalize this decompo-
sition for an array of N qubits. The interaction Hamil-
tonian HSB in Eq. (1) can be rewritten as
HSB =
∑
α
[
σ(1)α + σ
(2)
α + · · ·+ σ(N)α
]
⊗B1+α
+
[
σ(1)α − σ(2)α + · · ·+ σ(N)α
]
⊗B2−α
+
[
σ(1)α + σ
(2)
α − σ(3)α + · · ·+ σ(N)α
]
⊗B3−α + · · ·
+
[
σ(1)α + σ
(2)
α + · · · − σ(N)α
]
⊗BN−α , (19)
where
B1+α =
1
2
[
B(2)α +B
(3)
α + · · ·+B(N)α
]
− N − 3
2
B(1)α ,
B2−α =
1
2
[
B(1)α −B(2)α
]
, · · · , Bi−α =
1
2
[
B(1)α −B(i)α
]
, · · · ,
BN−α =
1
2
[
B(1)α −B(N)α
]
. (20)
It is clear that B1+α corresponds to the collective compo-
nent and Bi−α (i = 2, 3, · · · , N) correspond to the non-
collective components. While the collective component is
invariant under the application of the permutation oper-
ators Pi (i = 0, 1, 2), Pi will convert the term −σ(j)α ⊗Bj−α
in a non-collective component to −σ(j±1)α ⊗ Bj−α , where
± depends on both i and j. Applying all the operators in
V (t) to the jth non-collective component, we find that
each term in this component gets a negative sign and
the sum of all terms becomes a collective component (for
details, see Appendix C).
In summary, we have developed a method to create
DFSs from the independent error model by using state-
transfer cycles of qubits. In our method, the implemen-
tation of the state-transfer cycles is shown to be opti-
mal and requires only nearest-neighbor state transfers
that can be made with the Heisenberg interaction. Our
scheme makes the strategy in previous approaches [9, 10]
experimentally feasible by separating the multi-qubit
permutations into experimentally realizable two-qubit
state transfers. Moreover, our scheme needs only N steps
when using two-qubit state transfers to produce an effec-
tive collective interaction Hamiltonian, while the previ-
ous approaches require at least (N−1)2 steps to generate
the same collective interaction Hamiltonian. This poly-
nomial speedup can be significantly important when the
number of qubits in the system becomes large to create a
higher-dimensional DFS to encode more protected logical
qubits for fault-tolerant QC.
For a long period of decoupling, our scheme can be
combined with the concatenated DD to suppress the
high-order errors. When the time interval between two
adjoining pulses is finite, we give a condition under which
the concatenated DD is superior to the periodic DD.
Also, an explicit time interval for the four-qubit case is
found numerically. Our simulations verify the efficiency
of our method for the control Hamiltonians with practical
coupling strengths.
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Appendix A: The effective Hamiltonian HeffSB(T )
obtained using V (t) in Eq. (10)
When V (t) in Eq. (10) is used as the controller, the corresponding effective Hamiltonian can be written as
HeffSB(T ) =
1
Tc
{
Tc
N
HSB +
Tc
N
P †1HSBP1 +
Tc
N
(P2P1)
†HSB(P2P1) + · · ·+ Tc
N
[
P1(P2P1)
N
2 −1
]†
HSB
[
P1(P2P1)
N
2 −1
]}
=
1
N
{
HSB + P
†
1HSBP1 + (P2P1)
†HSB(P2P1) + · · ·+
[
P1(P2P1)
N
2 −1
]†
HSB
[
P1(P2P1)
N
2 −1
]}
. (A1)
The first term in Eq. (A1) is the original interaction Hamiltonian HSB ,
HSB =
∑
α
[
σ(1)α ⊗B(1)α + σ(2)α ⊗B(2)α + σ(3)α ⊗B(3)α + σ(4)α ⊗B(4)α + · · ·+ σ(N−1)α ⊗B(N−1)α + σ(N)α ⊗B(N)α
]
. (A2)
The second term in Eq. (A1) can be written as
P †1HSBP1 =
∑
α
[
σ(2)α ⊗B(1)α + σ(1)α ⊗B(2)α + σ(4)α ⊗B(3)α + σ(3)α ⊗B(4)α + · · ·+ σ(N)α ⊗B(N−1)α + σ(N−1)α ⊗B(N)α
]
.
(A3)
The third term in Eq. (A1) can be written as
(P2P1)
†HSB(P2P1) =
∑
α
[
σ(N−1)α ⊗B(1)α + σ(4)α ⊗B(2)α + σ(1)α ⊗B(3)α + σ(6)α ⊗B(4)α + · · ·
+σ(N−3)α ⊗B(N−1)α + σ(2)α ⊗B(N)α
]
. (A4)
Similarly, we can obtain other terms, and the last term in Eq. (A1) can be written as[
P1(P2P1)
N
2 −1
]†
HSB
[
P1(P2P1)
N
2 −1
]
=
∑
α
[
σ(N)α ⊗B(1)α + σ(3)α ⊗B(2)α + σ(2)α ⊗B(3)α + σ(5)α ⊗B(4)α + · · ·
+σ(N−2)α ⊗B(N−1)α + σ(1)α ⊗B(N)α
]
. (A5)
It can be seen that in the explicit expressions given in
Eqs. (A2)-(A5), all the first terms are related to B
(1)
α and
their sum reads
Heff,1SB (T ) =
[
σ(1)α + σ
(2)
α + σ
(3)
α + · · ·+ σ(N)α
]
⊗B(1)α
= Sα ⊗B(1)α . (A6)
Similarly, the sum of all the ith terms in Eqs. (A2)-(A5)
can be written as
Heff,iSB (T ) =
[
σ(1)α + σ
(2)
α + σ
(3)
α + · · ·+ σ(N)α
]
⊗B(i)α
= Sα ⊗B(i)α . (A7)
Therefore, we have
HeffSB(T ) =
1
N
∑
α
N∑
i=1
Heff,iSB (T )
=
1
N
∑
α
Sα ⊗
[
B(1)α +B
(2)
α +B
(3)
α · · ·+B(N)α
]
=
∑
α
Sα ⊗B(env)α . (A8)
Comparing Eq. (A8) with Eq. (9), we can conclude that
the controller V (t) in Eq. (10) produces the same effective
Hamiltonian as the controller in Eq. (7).
9Appendix B: Error terms for both periodic and
concatenated DDs
To obtain the evolution operator U0(T ) in Eq. (12), we
need to use the BCH formula up to the second order, i.e.,
eZ1+Z2 = eXeY , (B1)
where Z1 = X + Y is the first-order (linear) contribu-
tion and Z2 =
1
2 [X,Y ] is the second-order contribution.
Based on this formula, U0(T ) in Eq. (11) can be written
as
U0(T ) =
m−1∏
k=0
g†k exp{−iH0τ}gk =
m−1∏
k=2
g†k exp{−iH0τ}gkg†1 exp{−iH0τ}g1 exp{−ig†0H0τg0}
=
m−1∏
k=2
g†k exp{−iH0τ}gk exp{−iτ(g†1H0g1 + g†0H0g0)−
τ2
2
[g†1H0g1, g
†
0H0g0]}
=
m−1∏
k=3
g†k exp{−iH0τ}gkg†2 exp{−iH0τ}g2 exp{−iτ(g†1H0g1 + g†0H0g0)−
τ2
2
[g†1H0g1, g
†
0H0g0]}
=
m−1∏
k=3
g†k exp{−iH0τ}gk exp{−iτ(
2∑
k=0
g†kH0gk)−
τ2
2
([g†2H0g2, g
†
1H0g1] + [g
†
2H0g2, g
†
0H0g0] + [g
†
1H0g1, g
†
0H0g0])}
= · · ·
= exp{−iτ
m−1∑
k=0
g†kH0gk −
τ2
2
∑
j>k
[g†jH0gj , g
†
kH0gk]} (B2)
When the above procedure is implemented successively for n times, the total evolution time is nT , and the corre-
sponding evolution operator in this periodic DD reads
Up(nT ) = (U0(T ))
n = exp{−inτ
m−1∑
k=0
g†kH0gk − n
τ2
2
∑
j>k
[g†jH0gj , g
†
kH0gk]}, (B3)
since U0(T ) commutes with itself. When the concatenated DD is employed to implement the DD for a time interval
t = mT , the total evolution operator can be written as
Uc(mT ) =
m−1∏
k=0
g†kU0(T )gk =
m−1∏
k=0
exp{−iτH¯0 − τ
2
2
∑
j>l
g†k[g
†
jH0gj , g
†
lH0gl]gk}
=
m−1∏
k=2
g†kU0(T )gk exp{−iτH¯0 −
τ2
2
∑
j>l
g†1[g
†
jH0gj , g
†
lH0gl]g1} exp{−iτH¯0 −
τ2
2
∑
j>l
g†0[g
†
jH0gj , g
†
lH0gl]g0}
=
m−1∏
k=2
g†kU0(T )gk exp{−i2τH¯0 −
τ2
2
(g†1[j, l]g1 + g
†
0[j, l]g0) + i
τ3
4
([H¯0, g
†
0[j, l]g0] + [g
†
1[j, l]g1, H¯0])}
=
m−1∏
k=3
g†kU0(T )gk exp{−i3τH¯0 −
τ2
2
2∑
k=0
g†k[j, l]gk + i
τ3
4
[H¯0, g
†
0[j, l]g0 − 2g†2[j, l]g2]}
= · · ·
= exp{−imτH¯0 − τ
2
2
m−1∑
k=0
g†k[j, l]gk + i
τ3
4
m−1∑
k=0
(m− 2k − 1)[H¯0, g†k[j, l]gk]}, (B4)
where H¯0 =
∑m−1
k=0 g
†
kH0gk, and [j, l] =
∑
j>l[g
†
jH0gj , g
†
lH0gl].
Appendix C: Elimination of the non-collective
components in Eq. (19)
To produce a collective Hamiltonian HeffSB , we should
eliminate all the non-collective components inHSB . Con-
sider the jth component in Eq. (19),
HjSB =
[
σ(1)α + σ
(2)
α + · · · − σ(j)α + σ(j+1)α + · · ·+ σ(N)α
]
⊗Bj−α . (C1)
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The permutation operators Pi (i = 0, 1, 2) in both Eq. (7)
and Eq. (10) can convert a term σ
(k)
α ⊗Bj−α in Eq. (C1)
to σ
(k±1)
α ⊗Bj−α . Explicitly, we have
P †0σ
(k)
α ⊗Bj−α P0 = σ(k−1)α ⊗Bj−α
P †1σ
(k)
α ⊗Bj−α P1 =
{
σ
(k+1)
α ⊗Bj−α , k = even;
σ
(k−1)
α ⊗Bj−α , k = odd.
(C2)
P †2σ
(k)
α ⊗Bj−α P2 =
{
σ
(k+1)
α ⊗Bj−α , k = even;
σ
(k−1)
α ⊗Bj−α , k = odd.
Let us take V (t) in Eq. (7) as an example. When P0 is
applied to HjSB , it gives rise to a new term
Hj,1SB =
[
σ(1)α + · · · − σ(j−1)α + σ(j)α · · ·+ σ(N)α
]
⊗Bj−α .
(C3)
Applying P0 twice (i.e., P
2
0 ), we have
Hj,2SB =
[
σ(1)α + · · · − σ(j−2)α + σ(j−1)α · · ·+ σ(N)α
]
⊗Bj−α .
(C4)
Similarly, the term Hj,mSB can be obtained by applying P0
m times. Then, summing up the original term HjSB and
all the terms Hj,mSB , m = 1 to N−1, we obtain a collective
component
Hj,cSB =H
j
SB +
N−1∑
m=1
Hj,mSB
=(N − 1)
[
σ(1)α + σ
(2)
α + · · ·+ σ(N)α
]
⊗Bj−α . (C5)
Because we consider an arbitrary (i.e., the jth) term in
the above derivations, it follows that all the non-collective
components are then eliminated simultaneously and fi-
nally we obtain a collective effective Hamiltonian.
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