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Resumen 
El artículo expone y discute el significado, el origen y los precedentes del término posverdad en comunicación política, 
así como de la expresión conexa fake news. De ambos se describen y evalúan casos recientes. Se analizan y valoran las 
interpretaciones que se han dado de dichos fenómenos, desde las que demuestran su continuidad (en tanto encarna-
ciones recientes de «demagogia», «propaganda» o «desinformación») a las que enfatizan su novedad, y desde las que 
ponen el acento en lo tecnológico a aquellas que hablan de una verdadera transformación epistemológica o descubren 
las motivaciones psicológicas que las subtienden. Finalmente, se resumen y discuten las medidas correctoras propues-
tas: la regulación o la autorregulación de los contenidos, el fact checking, la supervisión de los algoritmos de búsqueda, 
y los programas de alfabetización digital.
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Abstract
The article exposes post-truth politics and fake news meaning, origin and precedents. Recent cases of both expressions 
are described and discussed. We offer and value the interpretations that have been given of these phenomena, around 
a double axis: those that demonstrate its continuity (as novel incarnations of demagogy, propaganda or disinformation) 
as opposed to those that emphasize its novelty, and those that put the accent on technology versus those that speak of 
a true epistemological transformation or discover the psychological motivations that subtend them. Finally, corrective 
measures are summarized and discussed: regulation or self-regulation of contents, fact-checking, monitoring of search 
algorithms and digital literacy programs.
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1. Introducción: la posverdad en los diccionarios
El Oxford English Dictionary eligió post-truth como palabra del año en 2016. El término alude a aquella situación 
“en la que los hechos objetivos influyen menos en la formación de la opinión pública que las apelaciones a la 
emoción y a las creencias personales” (OED, 2016).
El ejemplo de uso que propone es el siguiente: 
“En esta era de políticas de posverdad, es fácil seleccionar datos concretos y llegar a la conclusión que desees”.
En este caso el prefijo post-, como indica el dicciona-
rio, no se refiere a posterioridad en el tiempo, como en 
posguerra o posparto, sino a superación, cancelación o 
irrelevancia de aquello sobre lo que se aplica, como en 
post-racial o posnacional. En otras palabras, una época 
“posverdadera” es aquella en que la persecución de la verdad se ha vuelto inútil o quimérica. Entraríamos en una es-
pecie de suspensión voluntaria de la capacidad de juzgar los hechos por lo que son –como si averiguar cuáles son los 
hechos fuera tarea inútil– y una querencia por asumir “hechos” ya teñidos de color. Dado que esos colores son más vivos 
y parecen aportar no sólo una descripción, sino sugerir también una interpretación al hecho, permiten una justificación 
paradójica: es un hecho porque la interpretación lo explica de manera simple y económica (remontando el río de la 
lógica).
Por su parte, el Diccionario de la Real Academia de la Lengua Española registra desde diciembre de 2017, en su 23ª edi-
ción, el término posverdad, que define así: 
“Distorsión deliberada de una realidad, que manipula creencias y emociones con el fin de influir en la opinión 
pública y en actitudes sociales” (RAE, 2017). 
El ejemplo sería: “Los demagogos son maestros de la posverdad”. La diferencia con la definición británica merece rese-
ñarse, más allá de que en inglés post-truth es un adjetivo y en español “posverdad” un sustantivo: donde el diccionario 
de Oxford define una situación (circumstance) y habla de modelaje (shaping) de la opinión pública debido a una apela-
ción a las emociones y creencias personales, el de la Academia habla directamente de “distorsión deliberada”, de “ma-
nipulación” y de “influir”, de manera que la primera es más descriptiva y neutra, mientras la segunda es más valorativa y 
carga más las tintas. La primera no califica el modelaje ni lo atribuye a ningún interés de parte; la segunda lo descalifica 
como interesado y mendaz, dando por descontado que las creencias y emociones son manipulables en un sentido pre-
determinado y que esa es la finalidad de la tergiversación de los hechos. Por otra parte, mientras el diccionario del inglés 
sugiere una nota de actualidad en su ejemplo de uso (la abundancia de data y la selección de aquellos más aptos para 
justificar una posición), el diccionario del español emparenta la posverdad con la demagogia, de manera que tan posver-
daderos podrían ser una noticia falsa producto de un burdo montaje fotográfico o una rotulación engañosa, viralizada 
en las redes sociales como, retrospectivamente, los sofismas dialécticos de Gorgias.
Que dos diccionarios de referencia de las dos lenguas más habladas del mundo hayan recogido el término sin duda 
quiere decir algo, y aquí vamos a intentar precisar qué, analizar los precedentes, la dimensión actual del fenómeno y las 
perspectivas que abre. Dos apuntes preliminares sobre ambas definiciones: 
- Por muy venerables y solventes que sean las instituciones lexicográficas que las formulan, sería ingenuo pensar que 
son ajenas al contexto político, en clave nacional o internacional (el Brexit, la era Trump o el desafío independentista 
catalán en España)1. 
- Ambas se fundan en una dicotomía o incluso una incompatibilidad entre conocimiento racional y emociones2, algo 
que está muy lejos de ser asumido no sólo por la psicología y en general las ciencias cognitivas, sino también por la 
retórica, que al fin y al cabo es la primera que se ocupó de las estrategias persuasivas de la comunicación política. 
Una de las paradojas de la posverdad por tanto puede formularse como sigue: ¿cómo es posible que nos sorprendamos 
y hasta nos escandalicemos ante un fenómeno que ha estado siempre implícito en la noción misma de “opinión públi-
ca”? Más aún, incluso la caracterización que la filosofía hizo del concepto general de “opinión” como opuesto a verdad, 
¿no debería ser un precedente sólido de la posverdad? No podemos abordar aquí estas cuestiones, pero queden apun-
tadas. Esperamos aportar sin embargo una exposición terminológica, histórica, crítica y bibliográfica actualizada de los 
regímenes de la posverdad, una breve y muy modesta genealogía, en términos foucaultianos, de la posverdad.
2. Breve historia de la posverdad
El término “posverdad” se acuñó en los días de la Guerra del Golfo. También según el OED, fue el dramaturgo ser-
bio-americano Steve Tesich quien empleó el término por vez primera en un artículo para The nation en 1992. En ese 
texto titulado “Un gobierno de mentiras”, dibujaba un proceso de degradación de la calidad de la democracia y de la 
sociedad civil. El caso Watergate, el escándalo Irán-Contra y la Guerra del Golfo eran tres hitos en la historia reciente de 
EUA que demostrarían que los ciudadanos comenzaban a evitar cada vez más enfrentarse a la verdad y preferían que el 
gobierno les ahorrara ese trago: 
Una época “posverdadera” es aquella 
en que la persecución de la verdad se ha 
vuelto inútil o quimérica
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“Nosotros, como pueblo libre, hemos decidido libremente que queremos vivir en un mundo de posverdad” (Te-
sich, 1992). 
La novedad de esta posverdad anterior a las redes que describe Tesich no sería tanto la mendacidad de los políticos como 
la actitud de la opinión pública ante ella, tolerante o incluso complaciente con esa ocultación de verdades incómodas. 
La guerra de una coalición internacional liderada por EUA contra Irak de 2003, con la presunción de la existencia de 
aquellas armas de destrucción masiva jamás halladas luego sobre el terreno, pero cuyas pruebas se presentaron como 
consistentes, fue otro hito en la genealogía de la posverdad. Sólo un año después, en 2004, Ralph Keyes publicó un libro 
en cuyo título aparecía el término post-truth, aunque no cristalizó en ese momento como buzzword. Keyes sostenía que 
durante los mandatos de Reagan, Clinton y Bush había crecido enormemente el umbral de tolerancia de la ciudadanía 
y de la propia clase política con la mentira, de manera que el escándalo de otras épocas ante comportamientos desho-
nestos había dado paso a la indiferencia, a las excusas o los matices desculpabilizadores. Es así como habíamos llegado 
a la post-truthfulness:
“A pesar de que siempre ha habido mentirosos, las mentiras se solían decir con una cierta vacilación, un poco de 
ansiedad, una pizca de culpa, algo de vergüenza, o al menos embarazo. Ahora, haciendo uso de nuestra inteli-
gencia, hemos encontrado razones para manipular la verdad y así poder mentir sin remordimientos. Yo lo llamo 
posverdad. Vivimos en una era posverdadera. La posveracidad existe en una zona de penumbra ética. Nos permi-
te mentir sin considerarnos deshonestos” (Keyes, 2004, p. 27).
El libro de Keyes, de un tono más divulgativo que académico, coincidió con la publicación de obras más documentadas 
sobre el papel de la comunicación política en la guerra de Irak (Miller, 2004). Precisamente 2004 fue el año en que Tim 
O’Reilly popularizó el término web 2.0, y sin duda la irrupción de las redes sociales en la arena de la comunicación política, 
en competencia a veces, y en sinergia otras, con los medios de comunicación tradicionales, es un factor clave para expli-
car cómo la posverdad ha alcanzado masa crítica. Los recientes vuelcos electorales contra pronósticos y sondeos en apa-
riencia fiables (y contra las razones políticas de un cierto 
establishment) se han atribuido al efecto de falsedades 
propaladas viralmente por dichas redes. Véase, como los 
casos más señalados, el referéndum sobre el Brexit (junio 
de 2016), el referéndum por el que fueron rechazados los 
acuerdos de paz con las FARC en Colombia (octubre de 
2016) o las últimas elecciones presidenciales en EUA (no-
viembre de 2016) (Viner, 2016; White, 2017). 
Con todo, hay precedentes muy autorizados de autores que sobrevolaron el concepto, sin llegar a acuñarlo, mucho antes 
de la era digital. Tanto George Orwell (2017 [1942]) como Alexandre Koyré (2015 [1943]) se refirieron a la mentira en 
el ámbito del discurso político, con el trasfondo de la recientemente acabada Guerra Civil española en el primer caso, y 
de la II Guerra Mundial en pleno apogeo en el segundo. El primero de ellos pasa por ser quien pergeñó de manera más 
sólida el concepto de fake news y lo ilustró en la historia real de su tiempo3, años antes de emplearlo como ingrediente 
de su más conocida ficción distópica. Ya en los años sesenta y setenta Hannah Arendt nos dejó unas agudas reflexiones 
sobre la verdad y la mentira en la política, cuya lectura actual es sin duda tan iluminadora como estimulante, y que 
tienen como marco la posguerra mundial y la Guerra del Vietnam (Rodríguez-Ferrándiz, 2018a). En ellas caracteriza la 
“mentira moderna” (la desaparición de Trotski de la historia oficial soviética, por ejemplo) con respecto a la “mentira 
tradicional”, y afirma: 
“El resultado de una constante y total sustitución de la verdad de hecho por las mentiras no es que las mentiras 
sean aceptadas en adelante como verdad, ni que la verdad se difame como una mentira, sino más bien que el 
sentido por el que nos orientamos en el mundo real –y la categoría de la verdad versus la falsedad está entre los 
medios mentales para alcanzar este fin– queda destruido. Y para este problema no hay remedio” (Arendt, 2017, 
pp. 68-69 [1964 y 1971]).
Por su parte, Norman Mailer en su biografía de Marilyn Monroe acuñó en 1973 el término factoid, que definió como 
“hechos que no existen antes de aparecer en una revista o periódico, creaciones que no son tanto mentiras como 
un producto para manipular emociones” (Mailer, 1973).
Más de una década después, en 1985, e intrigado por el término, el profesor de lingüística David Irving Shapiro requirió 
a Mailer para que lo precisara, a lo que el periodista y escritor respondió lo siguiente: 
“La palabra factoide se usaba para dramatizar el hecho, y es un hecho, no un factoide, que un vasto porcentaje 
de lo que tomamos por real, codificado, observado, verificado y de facto verdadero, de hecho, no se basa más 
que en su existencia en letra impresa. No hace falta decir que, una vez que se imprime un factoide, se reimprime 
en muchos otros periódicos, servicios de cable, etc., y adquiere una realidad psicológica a menudo más poderosa 
que la otra realidad psicológica asociada al hecho real” (Lennon, 2014, pp. 594-595). 
De manera que la viralidad del factoide en los teletipos y en la prensa escrita prefigura sin duda la de la posverdad en 
las redes sociales, ambos con una vida en el papel o en las pantallas, sin correlato en la realidad, pero con la inquietante 
Los recientes vuelcos electorales contra 
pronósticos y sondeos en apariencia fia-
bles (y contra las razones políticas del es-
tablishment) se han atribuido al efecto 
de posverdades compartidas viralmente
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capacidad de hacerse realidad: la mera enunciación del fake como profecía autocumplida, en la línea de esos pseu-
do-events de los que había hablado unos años antes Daniel Boorstin (1991 [1961]). Mailer fue uno de los representan-
tes y teórico además del “nuevo periodismo”, de manera que su crítica de los factoides parece una especie de cordón 
sanitario para proteger las prácticas de ese estilo de escritura de no-ficción (o de faction, como fue llamada en una feliz 
palabra-maleta) de esos otros rumores sin consistencia, de esas dramatizaciones o espectacularizaciones de un suceso 
acaso banal, destinado a ponerlo en órbita en los medios. 
Más recientemente, Harry Frankfurt (2006) reflexionó sobre la palabra bullshit, que tiene matices de sentido que la 
apartan de lie, y que la vuelven difícilmente traducible: mientras el mentiroso reconoce y hasta honra perversamente la 
verdad, tergiversándola pero teniéndola en mente y en cierto modo también en aprecio, el bullshitter vuelve irrelevante 
la diferencia entre verdad y mentira: o bien no domina el tema sobre el que habla, y entonces su discurso es una chácha-
ra insustancial, o bien es escéptico sobre la posibilidad de hallar la verdad, y sustituye la corrección de sus juicios por la 
sinceridad, es decir, una verdad circunscrita y subjetiva. 
Justo antes del bautismo del término post-truth por el OED, y sin llegar a utilizarlo, Mark Thompson (2016) recuperó el 
concepto de “autenticismo” y lo identificó como ingrediente del discurso político que triunfa hoy: simplicidad expresiva 
que sugiere honradez emocional, sospecha de los meros hechos, que son fríos, anecdóticos, estadísticos y emborro-
nan o distraen de las “verdades” que laten debajo, enfático desprecio de la retórica, todo lo cual no impide explicar en 
términos precisamente retóricos la operación. Thompson disecciona con precisión estilos de comunicación política y 
discursos o declaraciones públicas de Lyndon Johnson, Nixon, Thatcher, Blair, Cameron, Reagan, los dos Bush, los dos 
Clinton, Sarah Palin y Barack Obama, además del propio Trump cuando era todavía candidato. También analiza la po-
tencia mendaz de lemas como “cambio climático” (en vez de “calentamiento global”), “armas de destrucción masiva”, 
“comité de la muerte” (contra la subvención de la eutanasia que contemplaba el Obamacare), etc.
3. Fake news como instrumento de la política de la posverdad
Una expresión casi indisolublemente ligada a la de posverdad es la de fake news, elegida como palabra del año en 2017 
por el Collins Dictionary, que la define como 
“información falsa, a menudo sensacional, difundida bajo el disfraz de noticia”.
Por su parte, el Cambridge Dictionary precisa en su entrada 
“historias falsas que parecen ser noticias, difundidas en internet o usando otros medios, generalmente creadas 
para influir en puntos de vista políticos o como una broma”.
El ejemplo que pone este último diccionario es: 
“Existe preocupación sobre el poder de las noticias falsas de afectar los resultados electorales”
El informe anual que publica Reuters sobre la información en la Red recoge en su edición de 2017 que la expresión puede 
referirse a: 
- “Noticia que se ‘inventa’ para ganar dinero o desacreditar a otros;
-  noticia que se basa en hechos, pero se crea para adaptarse a una agenda particular; y
-  noticia con la que la gente no se siente cómoda o no está de acuerdo”.
Por su parte, el Oxford Institute for the Study of Computational Propaganda define las fake news como 
“información engañosa o incorrecta, que pretende ser una noticia real sobre política, economía o cultura” (Har-
sin, 2018).
Como ya vimos a propósito de “posverdad”, las definiciones y los ejemplos oscilan entre una caracterización neutra, 
digamos atemporal (Collins Dictionary, Oxford Institute for the Study of Computational Propaganda), y otra vinculada 
específicamente a la gestión de la información y a la economía de la atención en la era de las redes sociales (Cambridge 
English Dictionary; Bounegru et al., 2017). 
Una nota distintiva con respecto a posverdad es que algunos diccionarios y autores vinculan el empleo del término fake 
news con la manipulación de una noticia auténtica con un afán humorístico, en un marco que pretende asegurarse de 
que es percibido el tono satírico o paródico. De hecho el término se registra como marca explícita por vez primera en 
el programa de la televisión norteamericana The daily show, presentado por Jon Stewart (1999-2015), de la cadena de 
pago Comedy Central. Es decir, un programa abiertamente rotulado y consagrado a la sátira política en una cadena temá-
tica de humor. En España, secciones humorísticas de la 
prensa como Tremending topic de El diario, o periódicos 
online como El mundo today serían ejemplos equivalen-
tes. Ahora bien, ese sentido debe ser distinguido, como 
parece evidente, de aquellas piezas pretendidamente 
informativas que también imitan formalmente la apa-
riencia de géneros bien conocidos (noticia, reportaje, 
Las definiciones de posverdad osci-
lan entre una caracterización neutra o 
atemporal, y otra vinculada específica-
mente a la gestión de la información y la 
atención en la era de las redes sociales
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entrevista), pero que tienen el propósito malicioso de desinformar sobre asuntos políticos, porque aspiran a ser tomadas 
por fidedignas o al menos plausibles (McNair, 2018). Y que pueden reportar por otra parte cuantiosos ingresos (Harsin, 
2018). 
Más allá de la etiqueta como meme de plena actualidad, McNair señala que 
“las noticias siempre han sido criticadas por ser parciales, plagiadas, tergiversadas, fabricadas, ficticias y, sí, fal-
sificadas”,
recordando el titular de una revista en 1925 que rezaba “Fake news and the public”, y advertía de los efectos perniciosos 
de una nueva tecnología como el telégrafo en la diseminación de patrañas (McNair, 2018, p. 17). Este autor cita decenas 
de casos habidos desde entonces, en los que las noticias falsas fueron destapadas, los reporteros responsables aparta-
dos y las rectificaciones debidamente publicadas. Para McNair la situación a día de hoy difiere en que no hay voluntad 
de restituir la objetividad cuando ha sido vulnerada, porque la carga de la prueba se vuelve precisamente contra ese 
paradigma de objetividad, atribuida a una fabricación del establishment, y porque la velocidad del entorno informativo 
digital lleva a un infochaos en el que el arma arrojadiza de la controversia política es precisamente acusar al rival (sea un 
medio de comunicación o un actor político) de propalar fake news. Pero las fake news, para este autor, convendría dis-
tinguirlas cuidadosamente no sólo de las parodias explícitas, sino también del sesgo político partidista y su bien conocido 
recurso a lo capcioso. Las fake news son 
“desinformación intencionada (invención o falsificación de hechos conocidos) con fines políticos y/o comerciales, 
presentada como noticias reales” (McNair, 2018, p. 38). 
Y tiene unas causas complejas, a la vez filosóficas y epistemológicas (relativismo rampante), culturales (declive de la 
confianza en las élites), económicas (monetización de la información en situación de aguda competencia por los ingre-
sos publicitarios asociados), tecnológicas (proliferación de plataformas que difunden información) y políticas (auge del 
nacionalismo y el populismo, cuyo epítome sería Trump).
En esta línea, la irrupción de las fake news en la contro-
versia pública reciente se produjo cuando afloraron sos-
pechas fundadas de graves injerencias de una “fábrica” 
de estos productos tóxicos radicada en San Petersbur-
go, la Agencia Rusa de Investigación de Internet, en la 
campaña presidencial norteamericana de 2016. Dichas 
piezas desinformativas habrían influido en amplias fran-
jas del electorado estadounidense a través de Facebook 
principalmente, y habrían distorsionado el debate públi-
co a favor de Trump, denigrando a Hillary Clinton y pro-
pagando la discordia general, aspectos que recogió ya el 6 de enero de 2017 la US Intelligence Community, una fede-
ración de dieciséis agencias gubernamentales de inteligencia en relaciones internacionales y en seguridad nacional. En 
mayo de 2018 el Senado norteamericano validó las conclusiones de dicha macroagencia (Demirjian, 2018; Petit, 2018).
De hecho según buzzfeed.org, en los tres meses de campaña previos a las elecciones en EUA, los sitios fraudulentos y los 
blogs extremadamente radicalizados y partidistas (como Breitbart, Right Wing News y Freedom Daily) que difundieron 
noticias falsas de interés electoral superaron en impacto en Facebook a las noticias electorales auténticas generadas por 
medios acreditados como The New York Times, The Washington Post, NBC News y otros. Entre las primeras, que el Papa 
Francisco I apoyaba abiertamente la candidatura de Trump, que WikiLeaks desveló que Hillary Clinton había vendido 
armas al ISIS, que el líder del ISIS pidió el apoyo de los musulmanes americanos a Clinton y que un operario de mante-
nimiento descubrió en un almacén en Columbus (Ohio) decenas de urnas repletas de votos para Clinton. Las veinte pri-
meras noticias falsas sumaban 8,7 millones de impactos en Facebook (reacciones, compartir, comentarios), mientras las 
veinte primeras de diarios de referencia sólo alcanzaban 7,3 millones (Silverman, 2016; Silverman; Singer-Vine, 2016)4.
Twitter tampoco es ajeno a esta ceremonia de la confusión. Los investigadores del Project on Computational Propaganda 
de la University of Oxford mencionado arriba midieron la actividad de bots y “noticias chatarra” (junk news5 es el término 
que utilizan, y que prefieren al de fake news) en Twitter entre los votantes de Michigan –un estado electoral clave– en 
los días previos a las elecciones presidenciales de EUA en noviembre de 2016, realizado sobre 140.000 tweets. Deter-
minaron que alcanzaba casi la cuarta parte del total de contenidos (el 23%) e igualaba al de noticias “profesionales” de 
medios acreditados (Howard et al., 2017; Howard; Wooley; Calo, 2018). El mismo equipo de investigación había anali-
zado un año antes los mensajes en Twitter en torno a hashtags pro y contra la salida de Gran Bretaña de la Unión Euro-
pea. Sobre un corpus de más de millón y medio de tweets publicados entre el 5 y el 12 de junio de 2016, que circularon 
entre más de 300.000 cuentas de Twitter, comprobaron que sólo un 1 por ciento de las cuentas eran responsables de 
la tercera parte del tráfico, y que dichas cuentas publicaban o retweeteaban hasta 50 tweets al día, es decir, a un ritmo 
difícilmente al alcance de un operador humano. Se trataba en conclusión de bots o mensajes automatizados que imitan 
una interacción humana, y que en conjunto se mostraban mucho más proclives a la posición #Brexit o #voteleave que a 
la posición #StrongerIn o #voteremain, en una proporción de 3 a 1 (Howard; Kollanyi, 2016).
Las fake news se atribuyen a fenóme-
nos filosóficos (relativismo rampante), 
culturales (declive de la confianza en las 
élites), económicos (monetización de la 
información), tecnológicos (prolifera-
ción de plataformas) y políticos (auge de 
nacionalismo y populismo)
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Como ejemplo todavía más reciente merece la pena recordar el caso Cambridge Analytica. The New York Times y The 
observer destaparon conjuntamente en marzo de 2018 este escándalo de acceso indebido a decenas de millones de 
perfiles de Facebook, a uno y otro lado del Atlántico. Todo partió de una inocente encuesta con una finalidad supuesta-
mente académica, respondida por sólo unos cientos de miles de usuarios en Facebook (que sí accedieron a compartir sus 
datos), y que llevó a que los de ochenta y siete millones de ellos llegaran a una empresa británica, Cambridge Analytica. 
Dichos datos se utilizaron para microtargeting digital enfocado a citas electorales, en particular a afinar y personalizar 
la comunicación referida al referéndum del Brexit y a las presidenciales norteamericanas, lo cual incluía –y este es el 
aspecto más inquietante del asunto– el empleo de piezas informativas manifiestamente fraudulentas, o anuncios que 
resonaban con las concretas inclinaciones de los receptores. Al parecer Cambridge Analytica dispuso de perfiles psico-
gráficos de los usuarios, basados en el modelo Ocean, que representa cinco rasgos de personalidad: 
- Apertura: openness, receptividad al cambio y a las experiencias novedosas; 
- Conciencia: tendencia a la perfección; 
- Extraversión: sociabilidad y deseo de estar próximo a los demás; 
- Amabilidad: empático y cooperativo; 
- Neuroticismo: susceptibilidad, facilidad para sentirse molesto o ansioso. 
El experto en psicometría de la Stanford University Michał Kosiński elaboró en 2008 un protocolo para analizar a los 
usuarios de la Red a partir de su actividad en Facebook. Solo tenía la intención de enviarlo a unas pocas decenas de su-
jetos para obtener resultados de investigación, pero luego se vio abrumado por el índice de respuestas de su encuesta, 
que se viralizó y fue respondida por 58.000 informantes. En 2013 logró demostrar que, sobre la base de un promedio de 
68 likes otorgados en Facebook por un usuario, era posible predecir su color de piel (95% de precisión), su orientación 
sexual (88%) y su tendencia política (demócrata o republicano, con un 85%) (Kosiński; Stillwell; Graepel, 2013). Kosiński 
rechazó la oferta de integrarse en una empresa, Strategic Communication Laboratories Group (SCL Group), radicada en 
Londres, dedicada a estrategias de difusión de información política, campañas sociales, así como puramente comercia-
les. Cambridge Analytica fue precisamente una spin-off the SCL Group. Entre sus directivos, Robert Mercer, multimillo-
nario y donante generoso en las campañas republicanas, que fue el fundador de la empresa, y Steve Bannon, hasta hacía 
poco estratega jefe de Trump, que era su vicepresidente. En 2016, la empresa pudo haberse hecho con hasta 220 millo-
nes de perfiles de personalidad basados en pruebas Ocean, así como paquetes brutos de datos personales comprados 
a terceros, como Acxiom y Experian (Cadwalladr; Graham-Harrison, 2018; Rosenberg; Confessore; Cadwalladr, 2018).
La relevancia del fenómeno y la alarma social resultante se evidencia en numerosos documentos e iniciativas de institu-
ciones de todo el mundo, como: 
- el informe Can public diplomacy survive the internet? Bots, echo chambers, and disinformation, de la Advisory Com-
mission on Public Diplomacy (Departamento de Estado de los EUA). En él se enmarca la cuestión de las fake news y el 
uso de algoritmos y otras herramientas de la inteligencia artificial, y varios expertos dictaminan sobre la problemática 
de los bots, las burbujas informativas o las cámaras de resonancia (filter bubbles o echo chambers, Del-Vicario et al., 
2016; Pariser, 2011; Andrejevic, 2013) y la desinformación en los procesos políticos (Powers; Kounalakis, 2017); 
- el Consejo de Europa encargó un informe, Information disorder: Toward an interdisciplinary framework for research 
and policy making, publicado en septiembre de 2017 (Wardle; Derakhshan, 2017); 
- la Comisión Europea publicó en 2018 A multi-dimensional approach to disinformation. Report of the Independent High 
Level Group on Fake News and Online Disinformation (European Commission, 2018); 
- la Unesco se ha sumado al coro de quienes advierten del peligro y ofrecen recetas: Journalism, ‘fake news’ & disinfor-
mation handbook for journalism education and training (Ireton; Posetti, 2018). 
En todos ellos se evidenciaba el nuevo desorden informativo, se alertaba contra el efecto de los algoritmos que persona-
lizan las búsquedas y los resultados obtenidos y determinan la experiencia de navegación de cada usuario, y se identifi-
caban los fact checkers más solventes, las estrategias de los poderes públicos y de los operadores de redes o de medios 
privados y las tácticas de lectura de los propios usuarios que eventualmente podrían revertir la situación. 
Las propias redes sociales han asumido el problema y se han apresurado a proponer medidas. Google informó de que 
las páginas con noticias falsas ya no podrían usar su servicio de publicidad, para así dejarlas sin ingresos, y anunció que 
modificaría sus algoritmos para evitar que escalaran posiciones en las búsquedas de los usuarios (Wingfield; Isaac; Ben-
ner, 2016). Facebook también adoptó una medida similar, y en abril de 2016 publicó en los newsfeeds de los usuarios 
una guía para identificar noticias falsas. Algunos de los consejos eran de sentido común, y otros fácilmente falseables 
por quien tuviera el propósito de mentir y dedicara los suficientes recursos para hacerlo: ser escéptico con los titulares 
muy llamativos, mirar bien la URL de las webs, investigar la fuente, fijarse en si se usa un formato inusual, comprobar 
las evidencias mencionadas, comparar el artículo y su información con otros artículos y, finalmente, ser crítico y sólo 
compartir las noticias fiables (Sulleyman, 2017). 
Con todo, algunos trabajos de campo advierten de que la alarma social y la de la clase política resulta injustificada. El 
Reuters Institute for the Study of Journalism (RISJ, de la University of Oxford, principal centro de excelencia que ha anali-
zado el fenómeno de las fake news, afirma en su informe Measuring the reach of “fake news” and online disinformation 
in Europe (febrero de 2018) que las fake news tienen un alcance más limitado de lo que algunas veces se piensa. El 
Posverdad y fake news en comunicación política: breve genealogía
e280314 El profesional de la información, 2019, v. 28, n. 3. eISSN: 1699-2407     7
informe, que analiza esta mala praxis en Francia e Italia a lo largo de 2017, afirma que ninguna de las webs analizadas 
que difundían noticias falsas tenía en 2017 una audiencia mensual superior al 3,5%. Las que tenían una mayor audiencia 
no llegaban al 1% de la población online, tanto de Francia como de Italia. En comparación, las webs de información más 
populares en Francia (Lefigaro.fr) e Italia (Larepubblica.it) tenían una audiencia mensual media del 22,3% y del 50,9%, 
respectivamente. Además, en la mayoría de los casos, tanto en Francia como en Italia, la difusión de fake news en redes 
sociales no genera tantas interacciones como los medios y marcas informativas establecidas (Fletcher et al., 2018). Otro 
estudio del RISJ también relativiza la importancia de las redes sociales. Una investigación realizada en nueve países (Ale-
mania, Australia, Dinamarca, España, Estados Unidos, Francia, Grecia, Irlanda y Reino Unido) concluye que en materia 
informativa, las redes sociales obtienen la confianza del 24% de los usuarios frente al 40% de los medios tradicionales 
(Petit, 2018).
Eso está en línea con análisis independientes basados en evidencias empíricas obtenidas en Estados Unidos (Allcott; 
Gentzkow, 2017; Guess; Nyhan; Reifler, 2018; Nelson; Taneja, 2018). Según diversos trabajos sobre la difusión de noti-
cias falsas en las elecciones estadounidenses de 2016, las redes sociales sólo fueron la principal fuente de información 
para el 14% de la población, de manera que el riesgo de burbujas informativas, fake news y sesgos en los algoritmos se 
ve compensado por la cultura en medios de cada país. Durante el período de octubre-noviembre de 2016, los meses 
inmediatamente anteriores a las elecciones en EUA, el consumo de noticias falsas se concentró en un grupo pequeño. 
Casi 6 sobre 10 visitas a webs con noticias falsas analizadas provenía del 10% de personas con dietas de información 
online ultraconservadoras. El consumo se reduciría pues a un grupo pequeño de usuarios de internet muy activos (Petit, 
2018). Frente a esta posición, y sin entrar a valorar el cambio en la tendencia de voto de los usuarios alcanzados por las 
noticias falsas, hay estudios que concluyen que no es una adscripción partidista radical la que lleva a compartir mensajes 
tendenciosos o fraudulentos, sin comprobación previa de su veracidad, sino la pereza (Pennycock; Rand, 2018). Esa línea 
es consistente con los estudios que afirman que la mayor parte de los usuarios no se preocupan ni comprueban la fuente 
de la noticia que han recibido a través de las redes sociales (y que luego comparten a su vez) (Moses, 2016). 
Por otro lado, los datos del Pew Research Center, según algunos, han sido malinterpretados en medios periodísticos y 
por algunos investigadores. Will Oremus precisa que el hecho de que la mayoría de los estadounidenses (62% en 2016) 
obtengan de las redes sociales información política debe ser ponderado por el dato de que sólo el 18% realmente se 
nutre activamente de las noticias en redes sociales, mientras ese 62% incluye a quienes ven noticias en su newsfeed 
sin haberlas buscado ex profeso (Oremus, 2016). Las investigaciones del Reuters Institute for the Study of Journalism en 
varios países han dado resultados similares a los del Pew Research Center. El 51% de los participantes del estudio (una 
encuesta a más de 50.000 personas en 26 países en el año 2016) afirma que usa las redes sociales como fuente de noti-
cias al menos una vez por semana, pero sólo el 12% afirma que son su fuente principal.
Ciertamente, frente a las fake news se han alzado los 
fact checking sites, que se esfuerzan en contrastar la in-
formación y evidenciar las falsedades. Snopes, PolitiFact 
(EUA), Full Fact (GB) y Maldito Bulo (España) son sitios 
web promovidos desde instancias ajenas a los medios 
tradicionales, pero dedicados a un periodismo de datos 
que destapa rumores insidiosos que circulan por la Web. Hay periódicos que han implantado sus propios mecanismos 
de comprobación, algunos con notable éxito, como el FactChecker de The Washington Post, que contabiliza de manera 
rigurosa las falsedades presentes en el discurso del presidente Trump (Fact Checker, 2017; 2019), pero también Désintox 
(Libération); Décodeurs (Le monde); La chistera (El confidencial); El cazabulos (El diario) o Hechos (El país). 
Incluso cadenas de televisión, como Channel 4 (Fact check) o la BBC (Reality check) en GB, la ARD en Alemania (Fakten-
finder) o La sexta en España (El objetivo) (Ufarte-Ruiz; Peralta-García; Murcia-Verdú, 2018). La eficacia de los compro-
badores de hechos en la corrección de las misperceptions está en discusión: mientras algunos sostienen que en ciertos 
casos refuerzan más que corrigen aquello cuya veracidad discuten, es decir, exacerban el sesgo de confirmación de quien 
había asumido el fake (el backfire effect, Nyhan; Reifler, 2010; Guess; Nyhan; Reifler, 2018), otros destacan su capaci-
dad para revertir la situación y servir a los fines de una pedagogía informativa (Porter, 2017). 
4. Interpretaciones de la posverdad
Las interpretaciones sobre la posverdad basculan en general entre dos posiciones. Hay quienes la juzgan un término de 
moda que ha acertado a etiquetar un procedimiento muy antiguo, conocido desde la retórica clásica (demagogia podría 
ser uno de sus precedentes, como sugiere el DRAE) y, por no remontarnos tanto, bien identificado ya en la prensa de fi-
nales del siglo XIX y principios del XX (propaganda, podría ser el término en este caso, o desinformación) (Pickard, 2016; 
Floridi, 2016; Cooke, 2017; Stanley, 2017, European Commission, 2018). 
En cambio, hay quienes juzgan que su irrupción responde a factores inéditos. Unos los atribuyen a los efectos casi in-
evitables de la telemática, la red 2.0 y del predominio de los datos sobre los hechos (Davies, 2016; Del-Vicario et al., 
2016; D’Ancona, 2017). Según éstos, sería el precio que debemos pagar por la fragmentación de los proveedores de 
información, antes fuertemente centralizados, por el empoderamiento comunicativo del usuario y por la sobreabun-
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dancia y aceleración informativas resultante, que la volvería inmanejable y socavaría la posibilidad del acuerdo hasta en 
la exposición de los hechos.
Algunos sugieren que las redes sociales promueven una confusión rentable entre el dominio privado y el público, de manera 
que el tono de confidencia y la revelación de lo íntimo tiñen la información política y económica, intercambiando veracidad 
por sinceridad. La pasmosa inversión afectiva del usuario en friendship y reliability, que le lleva a la confesión de tendencias, 
aspiraciones, deseos, aficiones, afiliaciones y debilidades, le vuelve más receptivo en esa precisa interfaz telemática de su 
perfil en la red social de su elección, ante noticias de índole comercial o política, que sin embargo habría rechazado en otro 
medio como anuncios publicitarios o burda propaganda electoral (Kennedy, 2013; Van-Dijck, 2013; Fuchs, 2014). 
Otros autores no lo achacan tanto a determinismos tecnológicos, como a razones epistemológicas (un cambio en el 
régimen de la verdad, Harsin, 2015), o bien a motivaciones psicológicas profundas en la construcción de la ideología 
mediadas, pero no determinadas, por la tecnología (Chis, 2016). En cuanto a la primera explicación, Harsin señala que 
el nuevo panorama revela la existencia de “mercados de la verdad”: la verdad es una empresa cotizada, una operación 
o función que depende de variables, su circulación se gestiona en algoritmos que definen nichos de mercado. No es una 
verdad única, se trata de verdades plurales, estadísticas, diseñadas a medida del consumidor, un consumidor que ha su-
ministrado, a través de su interacción social en redes, tal cantidad de datos (con inclinaciones, preferencias, gustos, que-
jas y rencores) que la verdad que le aparece en pantalla está personalizada y, por tanto, se hace fácil de comprar en cada 
caso. Es una verdad asumible, “adquirible”, resulta creíble y fiable porque viene a adecuarse al retrato robot psicológico 
que nosotros mismos proporcionamos. Nuestras interacciones en la Red no sólo dibujan nuestro perfil consumidor, sino 
ciudadano, político, de manera que esos algoritmos refinados, que nosotros alimentamos con datos incesantes, diseñan 
patrones de conducta, previsiones sobre nuestra predisposición a asumir ciertas verdades.
Mientras los regímenes de la verdad del siglo XX corresponden a la sociedad disciplinaria o de la vigilancia que definió 
Foucault, donde figuraban “árbitros de la verdad” bien reconocibles (1976, p. 112), estos nuevos regímenes de la pos-
verdad corresponden a una sociedad del control (Deleuze, 1990), en la que el poder explota las nuevas libertades que 
ha concedido a los individuos: la de participar-producir-expresarse y la de consumir-difundir-evaluar.
En ese escenario asistimos a una proliferación de falsedades y mentiras (fakes, hoaxes), rumores maliciosos, tergiver-
saciones de los hechos, que llevan aparejado un esfuerzo equivalente de fact checking, de rumor-debunking, todo ello 
dirimido en gran parte en las redes sociales, con la particularidad de que esos esfuerzos por rescatar la verdad o denun-
ciar las mentiras no encuentran una autoridad lo suficientemente poderosa para imponerse, no hay ninguna institución 
legitimada para suscribir un contrato fiduciario sobre la verdad de los hechos. La polémica científica, social, política y 
económica sobre el calentamiento global es una buena muestra.
En cuanto a la segunda explicación, Chis (2016) apun-
ta a la inescapable condición de constructos sociales de 
los algoritmos y de los filtros burbuja derivados, que no 
son productos de una caja negra tecnológica y en cierto 
modo inhumana, que actúa de manera ciega y compulsi-
va, y de la que podríamos escapar cancelando nuestros 
perfiles en las redes sociales. Los algoritmos materiali-
zan o son los instrumentos de pulsiones psicológicas 
profundamente humanas: afinidades electivas que tra-
ducen motivos relacionales, epistémicos y existenciales que responden a su vez a necesidades de esos tres órdenes (y 
que, dicho sea de paso, “padecen” los propios programadores humanos de estos algoritmos). Así, es natural que los 
individuos deseen: 
- afiliarse con otros individuos en relaciones interpersonales capaces de proporcionarles identidad social, solidaridad y 
una porción de realidad compartida (motivos relacionales); 
- reducir la incertidumbre, la complejidad o la ambigüedad y buscar apoyo cognitivo en certezas, estructura y orden 
(motivos epistémicos); 
- gestionar las circunstancias adversas amparándose en la seguridad, en la autoestima y en la búsqueda de un sentido 
a la propia vida (motivos existenciales). 
La arquitectura algorítmica de las redes sociales hace de caja de resonancia de estas motivaciones psicológicas. Los 
filtros burbuja sólo exacerbarían estas tendencias bien conocidas, aunque su generalización y refinamiento pueden ser 
altamente perjudiciales para la vida en democracia, porque polarizan y evidencian en cierto modo la peor faz del térmi-
no “ideología”, al decir de Mannheim: 
“Cuando el término denota que somos escépticos con respecto a las ideas y representaciones avanzadas por 
nuestro oponente. Se consideran disfraces más o menos conscientes de la naturaleza real de una situación, cuyo 
verdadero reconocimiento no estaría de acuerdo con sus intereses. Estas distorsiones van desde mentiras cons-
cientes hasta disfraces medio conscientes e inconscientes; desde intentos calculados para engañar al otro hasta 
el autoengaño” (Mannheim; Wirth; Shils, 1936).
La posverdad como estrategia de co-
municación política plantea graves pro-
blemas, como la responsabilidad de los 
nuevos mediadores digitales en la con-
formación de un campo de juego limpio 
para la información política
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5. Discusión y conclusiones
La posverdad como estrategia de comunicación política plantea graves problemas: no es el menor de ellos la responsabili-
dad de los nuevos mediadores digitales en la conformación de un campo de juego limpio para la información política fiable 
(Enguix-Oliver, 2017). Si la irrupción de cantidades ingentes de fake news la reconocen no sólo los analistas, los investiga-
dores y los periodistas, sino también las propias redes sociales que son el soporte a través del cual se viralizaron y se mone-
tizaron (Jiménez-Cano, 2017a; 2017b; 2017c; Mars; Jiménez-Cano, 2017; Faus, 2018), entonces alguna medida correctora 
hay que tomar. Se han propuesto varias (Marda; Milan, 2018): regulación gubernamental, autorregulación, supervisión de 
terceros independientes, control de los parámetros de los algoritmos de búsqueda y de jerarquización de contenidos, fact 
checking y alfabetización en nuevos medios o específicamente en information literacy (Eisenberg, 2008; Elmborg, 2006).
La cuestión parece radicar en el factor tecnológico, que para algunos sería clave a la hora de provocar un salto cualitativo 
entre las armas de persuasión de la propaganda y las estrategias de desinformación bien conocidas y la situación actual, 
que ha sido llamada de computational propaganda. Ésta puede ser definida como una especie de tormenta perfecta con-
sistente en la coincidencia de plataformas de redes socia-
les, agentes autónomos y big data, dirigidos a la manipu-
lación de la opinión pública (Woolley, 2017). Los bots de 
redes sociales son las principales herramientas utilizadas 
en la difusión de la propaganda computacional y sirven 
para automatizar el compromiso político con el fin de 
manipular la opinión pública. Permiten la amplificación 
masiva de puntos de vista políticos, empoderando a un 
pequeño grupo de personas para establecer la agenda de 
conversación online. Cuando están en manos de actores 
políticos poderosos y dotados de recursos, estas herramientas automatizadas pueden utilizarse tanto para impulsar como 
para silenciar la comunicación y la organización entre los ciudadanos, tanto en los regímenes democráticos como en los 
autoritarios. Los expertos han calculado que más del 10% del contenido en los sitios web de las redes sociales y el 62% del 
tráfico web es generado por bots. Los robots dominan muchas tareas cotidianas en internet, desde servir a la generación 
de preferencias personales de noticias online, hasta el display de publicidad, promover perfiles en las plataformas de redes 
sociales e imitar por tanto a usuarios reales. En los últimos cuatro años, numerosos medios de comunicación, desde The 
New York Times hasta The guardian, han tratado en sus cabeceras el creciente uso de bots. Intentan explicar cómo fun-
cionan estos scripts automatizados con orientación social en contextos específicos, desde las citas privadas online hasta el 
intercambio de anuncios en tiempo real. Sin embargo, las formas en que se despliegan los bots están evolucionando más 
allá de las esferas sociales (una “socialidad” entendida en el sentido de compartir lo privado, lo íntimo, al modo en que lo 
entiende por ejemplo Facebook, Van-Dijck, 2013; Fuchs, 2014) hacia aquellas específicamente políticas. Ciertas instancias 
políticas, gobiernos y corporaciones habrían comenzado a utilizar esta variedad de software bot para manipular la comuni-
cación y el compromiso, enfriar el debate o polarizarlo a conveniencia y enturbiar los problemas políticos (Wooley, 2017). 
Pero de la misma manera que, como vimos, no podemos achacar la inusitada viralidad y virulencia de las fake news en la 
era de la posverdad a factores sólo tecnológicos, ni tampoco específicamente políticos (McNair, 2018), tampoco las solucio-
nes pueden incidir sólo en estos aspectos. Si hay un cambio epistemológico que afecta al régimen de la verdad imperante, 
y si hay motivaciones psicológicas bien documentadas, de carácter emocional, epistémico y existencial, que explican las 
afinidades electivas que guían nuestras interacciones a través de la Red, entonces la cuestión no se resuelve ejerciendo un 
control experto y honesto sobre los algoritmos y promoviendo guías sobre el uso y abuso de la información en internet.
Por otro lado, la determinación del valor de verdad de todos los contenidos que circulan por las redes y que se hacen 
pasar por noticias exigiría consensuar una autoridad validadora, dedicar ingentes recursos a la determinación de la fia-
bilidad y arriesgarse a denuncias de censura. Lo más paradójico de la situación, y que debería mover a reflexión, es que 
esta alarma social en torno a las fake news sucede en una época que produce y difunde ingentes cantidades de “datos” 
y los enarbola como si fueran emanaciones de la verdad. Una época que ha consagrado la “transparencia” como gran 
imperativo no sólo de todo lo público, sino de la publicidad de todo lo privado. Una época, en fin, que ha hecho de la 
cultura del compartir un imperativo categórico (disclosure, sharing and friending como totems, Rodríguez-Ferrándiz, 
2018b). Todo lo cual sugiere que una mayor exigencia de transparencia, una mayor abundancia de datos y una mayor 
presión por compartirlos (ya seleccionados e interpretados por instancias no sometidas a escrutinio) no esclarece más 
el asunto de que se trata, ni proporciona el ciudadano 
más elementos de juicio racional. La cuestión es precisar 
qué parte de la política de la posverdad es una estrate-
gia humanísima, y por lo tanto intemporal y en cierto 
modo fatal, y qué parte está auxiliada por una tecnología 
del procesamiento y la gestión de datos sobrehumana-
mente refinada, y cómo podemos intervenir sobre esta 
última de una manera no sólo tecnológica, sino cívica, 
jurídica, pedagógica y económica. 
Regulación gubernamental, autorregu-
lación, supervisión de terceros indepen-
dientes, control de los algoritmos de 
búsqueda y jerarquización de conteni-
dos, fact checking e information literacy 
son algunas medidas propuestas para 
contrarrestar la posverdad
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6. Notas
1. De hecho, en la misma actualización del diccionario de Oxford donde apareció “post-truth” también lo hizo el término 
“Brexiteer”. Por otro lado, el 18 de diciembre de 2017, sólo unos días antes de que el DRAE lanzara la nueva edición y 
los términos nuevos más significativos, la entonces vicepresidenta del Gobierno de España Soraya Sáenz de Santama-
ría declaró en el Senado que el proceso catalán había sido “un fake en toda regla, un proceso basado en la posverdad, 
donde las falsedades no sólo viajaban por la Red, sino también en coche oficial” (Coromina; Padilla, 2018). Finalmente, 
postruth y el otro término conexo, fake news, se han convertido también en armas arrojadizas en la controversia política 
que enfrenta, desde la campaña electoral, a la administración Trump y a varios medios informativos de EUA (en parti-
cular, The New York Times, The Washington Post y la CNN), de manera que unos acusan a otros de fabricar posverdades 
en forma de fake news (Bump, 2017; Cillizza, 2017; Fact Checker, 2017; 2018; Fandos; Landler, 2017; Bullock, 2018). 
2. Arron Banks, de UKIP, en su campaña a favor del Brexit ya se dio cuenta de que la apelación a la emoción es la clave 
para tener éxito: 
“Los hechos no funcionan. […] Tienes que conectarte emocionalmente con la gente. Es el éxito de Trump” (Viner, 2016).
3. “Recuerdo haberle dicho alguna vez a Arthur Koestler que ‘la historia se detuvo en 1936’, ante lo cual él asintió, com-
prendiéndolo de inmediato. Ambos estábamos pensando en el totalitarismo en general, pero más particularmente en la 
Guerra Civil española. Ya de joven me había fijado en que ningún periódico cuenta nunca con fidelidad cómo suceden las 
cosas, pero en España vi por primera vez noticias de prensa que no tenían ninguna relación con los hechos, ni siquiera 
la relación que se presupone en una mentira corriente. Vi informar sobre grandiosas batallas cuando apenas se había 
producido una refriega, y silencio absoluto cuando habían caído cientos de hombres. Vi que se calificaba de cobardes 
y traidores a soldados que habían combatido con valentía, mientras que a otros que no habían visto disparar un fusil 
en su vida se los tenía por héroes de victorias inexistentes; y en Londres, vi periódicos que repetían estas mentiras e 
intelectuales entusiastas que articulaban superestructuras sentimentales sobre acontecimientos que jamás habían te-
nido lugar. […] Estas cosas me parecen aterradoras, porque me hacen creer que incluso la idea de verdad objetiva está 
desapareciendo del mundo. A fin de cuentas, es muy probable que estas mentiras, o en cualquier caso otras equivalen-
tes, pasen a la historia. […] Sé que está de moda decir que casi toda la historia escrita es una sarta de mentiras. Estoy 
dispuesto a creer que la mayor parte de la historia es tendenciosa y poco sólida, pero lo que es característico de nuestro 
tiempo es la renuncia a la idea de que la historia se podría escribir con veracidad. En el pasado se mentía a sabiendas, o 
se maquillaba de forma inconsciente lo que se escribía, o se buscaba denodadamente la verdad, sabiendo muy bien que 
los errores eran inevitables; pero en cualquier caso se creía que ‘los hechos’ habían existido y que eran más o menos 
susceptibles de descubrirse” (Orwell, 2011 [1942]). 
4. Según datos del Pew Research Center de finales de 2016, Facebook figuraba en tercer lugar entre los medios más con-
sultados por los estadounidenses para información política (8%), tras Fox News (19%) y la CNN (13%) (Gottfried; Barthel; 
Mitchell, 2017). A mediados de 2016, el 62% de los estadounidenses adultos consumía noticias en redes sociales, siendo 
un 44% los que recurrían a Facebook (Gottfried; Shearer, 2016). Datos de agosto de 2017, ya superada la efervescencia 
electoral, mantienen la tendencia creciente: eran ya dos tercios (67%) quienes recurrían a las redes sociales, con un 
repunte muy acusado del interés por la búsqueda de lo noticioso en Twitter, YouTube y Snapchat. Facebook seguía man-
teniendo una holgada ventaja sobre las otras, y además era la red que más se declaraba seguir para noticias de forma ex-
clusiva (Shearer; Gottfried, 2017). Algunos autores, sin embargo, moderan el alcance electoral efectivo de las fake news 
propaladas a través redes sociales, y enfatizan el papel corrector de los medios tradicionales (Allcott; Gentzkow, 2017).
5. Junk news. Las noticias basura son “diversas formas de propaganda e información política ideológicamente extrema, 
hiper-partidista o conspirativa”. Para estos investigadores, “la mayor parte de este contenido se produce de manera 
deliberadamente falsa. Busca persuadir a los lectores sobre las virtudes morales o los fallos de las organizaciones, cau-
sas o personas y presenta los comentarios como noticias. Este contenido lo producen organizaciones que no emplean 
periodistas profesionales, y el contenido utiliza técnicas de captación de atención, muchas fotografías, imágenes en mo-
vimiento, mayúsculas y minúsculas, ataques ad hominem, palabras e imágenes con carga emocional, generalizaciones 
inseguras y otras falacias lógicas” (Howard et al., 2017, p. 2).
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