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Abstract
Experience with core-collapse supernova simulations shows that accurate accounting of total
particle number and 4-momentum can be a challenge for computational radiative transfer. This
accurate accounting would be facilitated by the use of particle number and 4-momentum transport
equations that allow transparent conversion between volume and surface integrals in both configu-
ration and momentum space. Such conservative formulations of general relativistic kinetic theory
in multiple spatial dimensions are presented in this paper, and their relevance to core-collapse
supernova simulations is described.
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I. INTRODUCTION
The state of the art in core-collapse supernova simulations now includes energy- and
angle-dependent neutrino transport [1, 2, 3, 4, 5, 6, 7, 8]. However, experience shows that
simultaneous conservation of both energy and lepton number is difficult numerically [5, 9].
This challenge motivates us to develop new conservative formulations of relativistic kinetic
theory that are specifically attuned to the need for accurate accounting of particle number
and energy in numerical simulations of radiative transfer problems.
Before describing the conservative formulations of kinetic theory we seek, we explain why
energy- and angle-dependent neutrino transport is necessary in supernova simulations and
detail the magnitude of the challenge of energy conservation.
Sophisticated treatments of neutrino transport are necessary because the ultimate en-
ergy source of the supernova explosion—the gravitational potential energy of the stellar
progenitor’s core—is eventually converted almost completely into neutrinos. Some of the
gravitational potential energy is lost to escaping neutrinos during core collapse, but most
of it is converted into a thermal bath of dense nuclear matter, photons, electron/positron
pairs, and trapped neutrinos deep inside the nascent neutron star. Neutrinos, having the
weakest interactions, are the most efficient means of cooling; they diffuse outward on a time
scale of seconds towards a semi-transparent region near the surface of the newly forming
neutron star, and eventually escape with about 99% of the released gravitational energy.
In modeling the conversion of gravitational potential energy into neutrino fluxes, energy-
and angle-dependent neutrino transport is necessary to accurately follow the transition from
quasi-isotropic diffusion to forward-peaked free streaming. In this transition region energy is
transferred from the neutrino radiation to the matter behind a stalled shock wave, and this
energy transfer may be necessary to propel the shock through the outer layers in an explo-
sion [10, 11]. But whether or not such neutrino heating is the proximate cause of explosion,
the fact that neutrinos dominate the energetics implies that accurate neutrino transport is
integral to any realistic and comprehensive study of the explosion mechanism.
The importance of accurate neutrino transport is a lesson learned from experience with
supernova simulations. Parametrized studies [12] highlight the sensitivity of explosions to
neutrino luminosities and to conditions in the semi-transparent region near the nascent
neutron star’s surface (see also Ref. [13])—precisely the region where neutrino energy and
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angle dependence must be tracked carefully. Moreover, there remains a nagging qualitita-
tive uncertainty in simulations with multidimensional hydrodynamics: Those with neutrino
transport that depends on direction in configuration space but is averaged over energy and
angles exhibit explosions [14, 15, 16], while those with neutrino transport that depends on
energy but is averaged over angles in both configuration and momentum space do not show
explosions [17, 18]. It may be that these differing outcomes are due to the different neutrino
transport schemes, both of which are ultimately inadequate.
Moving beyond these general arguments for the necessity of accurate neutrino transport,
quantitative consideration of the energetics shows how severe the requirements are on one as-
pect of accuracy: energy conservation. As mentioned above, virtually all of the gravitational
potential energy (∼ 1053 erg) released during collapse is eventually converted into intense
neutrino fluxes lasting several seconds. However, supernova explosion energies (the kinetic
energy of the ejecta) are observed to be only ∼ 1051 erg. Now, because it is difficult to argue
with any rigor about the physical impact of any energy lost or gained due to numerical
error, the total energy should be conserved to a precision corresponding to the phenomena
of interest in the problem. Hence a simulation’s result for explosion energy accurate to, say,
10% would require total energy conservation to an accuracy of about 0.1%. Allowing for
systematic error accrual, the total energy would have to be conserved at a level of 0.1%/N
per time step, where N ∼ 105 is the total number of time steps in the simulation.
Conservative formulations of kinetic theory would help to meet the numerical challenge
of particle number and energy conservation in core-collapse supernova simulations. To give
an idea of the kind of formulation of kinetic theory that we seek, we first review familiar
descriptions of the dynamics of a fluid medium. The dynamics can be described in two
different ways, which might be called elemental and conservative.
The elemental formulation expresses the evolution of the fluid in terms of equations of
motion for the velocity and some independent set of quantities (e.g. temperature, densities
of various species comprising the fluid, etc.) measured by an observer moving along with
the fluid (“comoving observer”). For example, consider a spacetime with metric components
{gµν} and metric determinant g ≡ det(gµν), containing a perfect fluid with 4-velocity com-
ponents {uµ} and comoving frame total energy density ρ, pressure p, and baryon density n.
Iin the absence of radiative transfer and significant energy input from nuclear reactions, the
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perfect fluid evolves according to
(ρ+ p)uµ
( ∂ui
∂xµ
+ Γiρµu
ρ
)
+ (giµ + uiuµ)
∂p
∂xµ
= 0, (1)
uµ
∂ρ
∂xµ
+
(ρ+ p)√−g
∂
∂xµ
(
√−guµ) = 0, (2)
uµ
∂n
∂xµ
+
n√−g
∂
∂xµ
(
√−guµ) = 0. (3)
(Greek and latin letters are spacetime and space indices respectively.) Supplementary re-
lations between ρ, p, and n—referred to as the equation of state—are determined by the
microphysics of the fluid. The name elemental denotes the fact that by writing down sep-
arate equations of motion for the velocity and comoving-frame quantities, the kinetic and
“intrinsic” fluid energies—two “elements” of the system—are analytically separated.
The conservative approach expresses the evolution of the system in terms of the divergence
of the stress-energy tensor T µν . For a perfect fluid, T µν= (ρ+ p)uµuν + pgµν , and Eqs. (1)
and (2) are replaced by
1√−g
∂
∂xµ
(
√−gT νµ) = −ΓνρµT ρµ, (4)
while Eq. (3) is replaced by
1√−g
∂
∂xµ
(
√−gnuµ) = 0. (5)
Volume integrals of the left-hand sides of Eqs. (4) and (5)—obtained by multiplying by
the invariant spacetime volume element
√−g d4x and integrating—are related to surface
integrals in an obvious manner. Physically, this relates the time rates of change of 4-
momentum and baryon number in a volume to fluxes through a surface surrounding that
volume; hence the labeling of Eqs. (4) and (5) as conservative.
The right-hand side of Eq. (4) deserves note. After discussing the reasons for this term’s
existence, we comment on what it means for conservation issues.
There are several important cases where the connection coefficients Γνρµ on the right-
hand side of Eq. (4) might not vanish. They are present in curved spacetime, where (at
least in part) they embody gravitational forces. But even in flat spacetime, coordinates
employed by accelerated observers give rise to connection coefficients. And even without
spacetime curvature or accelerated reference frames, connection coefficients arise from the
use of curvilinear coordinates.
What does the right-hand side of Eq. (4) mean for 4-momentum conservation? Only
when it vanishes—that is, only for inertial observers in flat spacetime employing rectilinear
4
coordinates—are the components of total 4-momentum constant in time (“conserved”). For
only in this case do the coordinates reflect the translation invariance of flat spacetime, the
physical origin of 4-momentum conservation. (Curved spacetime lacks translation invariance,
so there is no 4-momentum conservation.) Because the presence, for whatever reason, of a
source term like the right-hand side of Eq. (4) means that the 4-momentum components in
such a basis are not conserved, it might more properly be called a “balance equation” than
a “conservation law”. But because the volume integral of the left-hand side easily translates
into a surface integral, we still call it a “conservative” formulation.
There are some special cases in which a conserved quantity associated with the time coor-
dinate t can be found, however. For unaccelerated observers in flat spacetime, Γtρµ = 0, even
in curvilinear coordinates. This means that energy is conserved, though the 3-momentum
components in cuvilinear coordinates are not. Another special case is the restriction to
spherical symmetry in general relativity: Here certain coordinate choices allow the non-
vanishing Γtρµ terms to be absorbed into the left-hand aside, leading to the identification of
a conserved energy-like quantity (see e.g. Ref. [19]).
Having used the familiar example of a perfect fluid to discuss what we mean by “ele-
mental” and “conservative” formulations, we now consider kinetic theory in terms of these
categories. The evolution of a particle type described by kinetic theory is often expressed
as an equation of motion for the distribution function f , the ensemble-averaged density of
a given particle type in phase space. (These concepts will be defined with greater precision
in subsequent sections; for the present discussion it is sufficient to understand that phase
space is the combination of configuration space and momentum space, and that multiplying
f by the volume of an infinitesimal cell in phase space gives the number of particles having
positions and momenta within the ranges defined by that cell.) The distribution function
evolves due to advection through phase space and particle interactions.
Advection through phase space gives rise to derivatives of f with respect to the com-
ponents of the position vector x and the momentum vector p. For numerical evolution it
is convenient to parametrize the distribution function in terms of {xµ}, the components of
x in a global “coordinate basis” [28]. (Here and throughout this paper, quantities defined
with respect to the coordinate basis have indices without accents.) For momentum we make
a different choice of basis, because interactions with a fluid are most easily described—and
best handled numerically—in terms of momentum components measured by a comoving
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observer. The change from the coordinate basis to an orthonormal basis associated with the
comoving observer (a “non-coordinate basis”) has two parts. First there is a transformation
dxµ¯ = eµ¯µdx
µ to an (in general non-comoving) orthonormal basis. (Here and throughout
this paper, quantities defined with respect to the non-comoving orthonormal basis have in-
dices accented with a bar.) This is followed by a Lorentz transformation dxµˆ = Λµˆµ¯dx
µ¯ to a
comoving orthonormal basis. (Here and throughout this paper, quantities defined with re-
spect to the comoving orthonormal basis have indices accented with a hat.) Hence advection
through phase space will involve derivatives of f with respect to the coordinate basis position
components {xµ} and the comoving orthonormal basis momentum components {pµˆ}.
Turning from advection to particle interactions, we consider the case where the particle
species are sufficiently dilute that the interactions can be described in terms of a collision
integral C[f ] depending only on the distribution functions f of the individual particle species.
(This approximation ignores correlations between particles; that is, the number of instances
of finding particles at the same position is obtained from the product of their distribution
functions.) In this case, the equation of motion for the distribution function f is [20, 21]
pµˆ
(
Λµ¯µˆe
µ
µ¯
∂f
∂xµ
− Γνˆ ρˆµˆpρˆ ∂f
∂pνˆ
)
= C[f ]. (6)
This is the Boltzmann equation.
In terms of the categories described above in connection with fluid evolution, the Boltz-
mann equation is “elemental”: The most fundamental quantity—the distribution function—
is the evolved variable, and volume integrals of the equation in both configuration space and
momentum space are not obviously related to surface integrals. This “non-conservative”
character is present even in flat spacetime and rectangular coordinates. The first term of
Eq. (6) is non-conservative even in flat spacetime and rectilinear coordinates because the
boost Λµ¯µˆ—which depends on the coordinates {xµ}—sits outside the derivative ∂f/∂xµ.
The spatial dependence of the boost also gives rise to non-vanishing Γνˆ ρˆµˆ, even in flat space-
time and rectilinear coordinates; therefore the second term of Eq. (6) does not vanish. This
second term is non-conservative because the factor pρˆ sits outside the derivative ∂f/∂pνˆ .
While the Boltzmann equation is “elemental” or “non-conservative”, it is well known
(e.g., see Refs. [20, 22, 23]) the first two momentum moments of the distribution function
(integrated over a suitable invariant momentum space volume element dP ) constitute a
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particle number current Nµ and particle stress-energy tensor T µν ,
Nµ =
∫
fpµdP =
∫
f pµˆΛµ¯µˆe
µ
µ¯ dP , (7)
T µν =
∫
fpµpνdP =
∫
f pµˆΛµ¯µˆe
µ
µ¯ p
νˆΛν¯ νˆe
ν
ν¯ dP , (8)
which (for electrically neutral particles) obey the balance equations
1√−g
∂
∂xµ
(
√−gNµ) =
∫
C[f ]dP , (9)
1√−g
∂
∂xµ
(
√−gT νµ) = −ΓνρµT ρµ +
∫
C[f ]pνdP . (10)
While this result is often stated in the literature (e.g., see Refs. [20, 22, 23]), because
of the non-conservative character of Eq. (6) it is not obvious how its momentum moments
give rise to Eqs. (9) and (10). Equation (6) contains factors Λµ¯µˆe
µ
µ¯ outside ∂f/∂x
µ; but
from Eqs. (7)-(10) we see that these factors have come inside the derivative with respect to
xµ. What happens to the spacetime derivatives of Λµ¯µˆe
µ
µ¯ that are generated in taking these
factors inside the derivative? Furthermore, according to Eqs. (7) and (8), the quantities Nµ
and T µν involve no momentum derivatives of f . But the second term of Eq. (6) contains
a factor pρˆ(∂f/∂pνˆ). Because of the momentum factor outside the momentum derivative
it is not obvious how this term will contribute to Eqs. (9) and (10) when integrated over
momentum space.
How, then, is the connection between Eq. (6) and Eqs. (9) and (10) established in detail?
The reviews of relativistic kinetic theory by Lindquist [20] and Israel [23] do not provide
detailed proofs. As discussed in Sec. III, an explicit proof by Ehlers [22] relies on the fact
that Nµ and T µν are momentum-integrated quantities, and no direct insight is gained into
what happens to the momentum derivatives of f in the integration over momentum space.
For those interested in computer models of radiative transfer problems, these are not
idle academic questions; they are issues that must be faced in order to build simulations
capable of making meaningful scientific statements about the core-collapse supernova explo-
sion mechanism. Experience with supernova simulations in spherical symmetry shows that
understanding the detailed connection between the Boltzmann equation and the particle
number and 4-momentum balance equations has important consequences for how well these
quantities are conserved in a simulation [5, 24]. While a discretization of the Boltzmann
equation is a natural numerical method of evolving the neutrino species, na¨ıve differencings
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of the various terms in Eq. (6) generally will not be consistent with a straightfoward dif-
ferencing of Eqs. (9) and (10), leading to unacceptable numerical errors in particle number
and energy conservation. In Lagrangian (or “comoving”) coordinates in spherical symmetry,
Mezzacappa and Bruenn [24] derive a conservative formulation of the Boltzmann equation
transparently related to particle number balance as expressed in Eq. (9). They also devise
methods of handling momentum derivatives that are consistent with both number and en-
ergy conservation [9]. Liebendo¨rfer et al. [5] went a step further in this spherically symmetric
case, deducing the connnection between the Mezzacappa and Bruenn “number conservative”
Boltzmann equation in comoving coordinates and energy conservation as represented by an
Eulerian (or “lab frame”) version of Eq. (10). Using complicated, non-intuitive differencings
of hydrodynamic and gravitational variables, they construct a numerical implementation of
the Mezzacappa and Bruenn “number conservative” Boltzmann equation that is stable and
faithful to its analytic connection to the lab frame version of Eq. (10) to the accuracy nec-
essary to make solid scientific statements about the neutrino-driven explosion mechanism in
spherical symmetry [2, 3, 5].
Because spherically symmetric models with Boltzmann transport fail to reproduce some
important observable characteristics of core-collapse supernovae (e.g. the launch of an ex-
plosion [1, 2, 3, 4, 5, 6]), this work must be followed up in multiple spatial dimensions (see
Refs. [7, 8] for some early efforts). In this paper we develop—allowing for full relativity and
multiple spatial dimensions—conservative formulations of kinetic theory, such that volume
integrals in both configuration and momentum space are trivially related to surface inte-
grals. These conservative expressions make transparent the connection between Eq. (6) and
Eqs. (9) and (10). They can be used to deduce the term-by-term cancellations involved in
this connection, thereby illuminating the complicated differencings required to achieve the
cancellations numerically. Our conservative formulations also suggest new primary variables
of radiation transport: particle number and energy variables describing the contribution of
each comoving orthonormal basis momentum bin to the coordinate basis number and energy
densities. It may be that the use of these new radiation variables could provide a simpler
path to an accurate accounting of particle number and energy in simulations of radiative
transfer problems.
The organization of this paper is as follows. Differential forms and exterior calculus are
natural mathematical tools for handling the volume elements and integrations needed in rel-
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ativistic kinetic theory. We closely follow (and slightly extend) Ehlers’ work [22] in reviewing
their use in the description of phase space for particles of definite mass (Sec. II) and the
derivation of the Boltzmann equation (Sec. III). The centerpieces of this paper—two con-
servative reformulations of the Boltzmann equation, which provide transparent connections
to particle number and energy-momentum balance as expressed in Eqs. (9) and (10)—are
presented in Sec. IV. Because differential forms and exterior calculus may be unfamiliar to
those whose primary interests are radiation transport, in general, or supernova science, in
particular, Secs. II-IV each will contain two subsections: one containing a general deriva-
tion, and a second that explicitly demonstrates aspects of the derivation in the familiar case
of the O(v) limit in Lagrangian coordinates in spherical symmetry. (While we review some
aspects of exterior calculus in our presentation, these are mostly in endnotes, and are more
in the character of reminders than a self-contained introduction. For the latter we refer
the reader to Refs. [22, 25].) A conclusion (Sec. V) summarizes our results, comments
on their connection to moment formalisms, and discusses the utility of these formulations
for supernova simulations. As an application of our formalism, an appendix contains O(v)
equations in flat spacetime, but in coordinates sufficiently general to represent rectangular,
spherical, and cylindrical coordinate systems.
II. PHASE SPACE FOR PARTICLES OF DEFINITE MASS
In this section we consider phase space for particles of definite mass. We specify particle
trajectories—the “states” whose average occupation is specified by the distribution function
f—and the volume elements needed to derive macroscopic observables from f and operators
that act upon it. In discussing the general case (Subsec. IIA) we follow Ehlers [22] closely,
and refer the reader to his work for more detailed discussions and proofs of some of the
assertions made here. We extend his discussion to the use of momentum components mea-
sured in a frame comoving with the fluid that interacts with the particle species treated by
kinetic theory. The specific case of Lagrangian coordinates in spherical symmetry to O(v)
is treated in Subsec. II B.
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A. Phase space for particles of definite mass: the general case
A study of kinetic theory begins with consideration of the trajectories of individual par-
ticles. The worldline x(λ) of a particle of mass m with 4-momentum p and electric charge e,
moving through a spacetime with metric components {gµν} and electromagnetic field tensor
components {Fµν}, is determined by
dxµ
dλ
= pµ, (11)
dpµ
dλ
= eF µνp
ν − Γµνρpνpρ. (12)
In the coordinate basis associated with the position vector components {xµ}, the connection
coefficients are
Γµνρ =
1
2
gµσ
(∂gσν
∂xρ
+
∂gσρ
∂xν
− ∂gνρ
∂xσ
)
. (13)
As mentioned in Sec. I, we seek results expressed in terms of (orthonormal) momentum
components {pµˆ} measured by an observer comoving with the fluid with which the particles
interact. Combining the transformation eµ¯µ to an orthonormal tetrad and boost Λ
µˆ
µ¯ to the
comoving frame into the composite transformation
Lµˆµ = Λµˆµ¯eµ¯µ, (14)
Eqs. (11) and (12) are replaced by
dxµ
dλ
= Lµµˆpµˆ, (15)
dpµˆ
dλ
= eF µˆνˆp
νˆ − Γµˆνˆρˆpνˆpρˆ. (16)
The connection coefficients do not transform exactly as tensor components, but as
Γµˆνˆρˆ = LµˆµLν νˆLρρˆΓµνρ + LµˆµLρρˆ∂L
µ
νˆ
∂xρ
. (17)
This completes the desired specification of particle trajectories.
The set of position vectors x and momentum vectors p comprise an 8-dimensional manifold
M , the one-particle phase space for particles of arbitrary rest masses. The positions x are
points in spacetime, and the momenta p are points in that portion of the tangent space at
x characterized by p2 ≤ 0 and p future-directed. The curves (x(λ), p(λ)) obtained from the
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particle equations of motion comprise the phase flow in M . The phase flow is generated by
the Liouville vector
L = pµˆLµµˆ ∂
∂xµ
+ (eF µˆνˆp
νˆ − Γµˆνˆρˆpνˆpρˆ) ∂
∂pµˆ
. (18)
Here
({
∂
∂xµ
}
,
{
∂
∂pµˆ
})
have been chosen as basis vectors on M .
Specification of a particle mass m defines a hypersurface of M , a 7-dimensional manifold
Mm called the one-particle phase space for particles of definite mass m. The mass satisifies
m2 = −gµνpµpν = −gµνLµµˆLν νˆpµˆpνˆ . (19)
Considered as a scalar function m(x, p) on M , the particle mass satisfies
L[m] = 0, (20)
which expresses the constancy of m on each phase space trajectory. Hence the 7-dimensional
manifoldMm is generated by all the phase space trajectories of particles of massm. Equation
(20) shows that L is tangent to Mm, and Eq. (19) is a constraint indicating that it is one of
the momentum dimensions ofM that has been lost in going over toMm. Hence the Liouville
operator restricted to Mm can be expressed
Lm = p
µˆLµµˆ ∂
∂xµ
+ (eF iˆνˆp
νˆ − Γiˆνˆρˆpνˆpρˆ) ∂
∂piˆ
, (21)
where
({
∂
∂xµ
}
,
{
∂
∂piˆ
})
have been chosen as basis vectors in Mm. To allow for a change of
coordinates in momentum space from {piˆ} to {uiˆ} (to momentum space spherical coordi-
nates, for example), we rewrite Eq. (21) as
Lm = p
µˆLµµˆ ∂
∂xµ
+ (eF jˆ νˆp
νˆ − Γjˆ νˆρˆpνˆpρˆ)∂u
iˆ
∂pjˆ
∂
∂uiˆ
, (22)
where
({
∂
∂xµ
}
,
{
∂
∂uiˆ
})
are now the chosen basis vectors on Mm.
Before discussing volume and “surface” elements on Mm, we give a brief reminder of
some properties of differential forms and their exterior derivatives (e.g., see Refs. [22, 25]).
If {dza} are basis 1-forms on some manifold, an m-form ψ can be expanded as
ψ =
1
m!
ψa1...amdz
a1...am , (23)
where dza1...am denotes the wedge product dza1 ∧ . . . ∧ dzam . The quantities ψa1...am are the
components of ψ. The components are completely antisymmetric (ψa1...am = ψ[a1...am]), as is
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the wedge product, so that ψ can also be expressed
ψ = ψ|a1...am|dz
a1...am , (24)
where the vertical bars indicate that summation is taken only over a1 < a2 < . . . < am. The
exterior derivative takes an m-form into an (m+ 1)-form as follows:
dψ =
∂ψ|a1...am|
∂zam+1
dzam+1a1...am. (25)
Two properties of the exterior derivative will be used later in this paper:
d(φ+ ψ) = dφ+ dψ, (26)
d(φ ∧ ψ) = dφ ∧ ψ + (−1)pφ ∧ dψ, (27)
where φ is a p-form.
Now we turn to a discussion of volume and “surface” elements on Mm. The invariant
volume element in spacetime is the 4-form
η =
1
4!
√−g ǫµνρσ dxµνρσ, (28)
where g is the determinant of the metric, ǫµνρσ is the completely antisymmetric symbol
with ǫ0123 = +1, and the wedge product of basis 1-forms is abbreviated by the notation
dxµνρσ ≡ dxµ ∧ dxν ∧ dxρ ∧ dxσ. Shifting attention to the momentum space at a given space-
time point, an invariant volume element on a mass shell corresponding to mass m in the
tangent space is
πm =
1
3!
√−g
|p0| ǫ0ijkdp
ijk. (29)
Expressed in terms of basis 1-forms conjugate to orthonormal comoving frame momentum
components, it becomes
πm =
1
E(p)
dp1ˆ2ˆ3ˆ, (30)
where the bold character denotes a 3-vector, and E(p) ≡√|p|2 +m2. After a final change
of momentum coordinates from p to u, the momentum space volume element can also be
expressed as
πm =
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣du1ˆ2ˆ3ˆ. (31)
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A volume element on Mm is a 7-form, which can be expressed as
Ω = η ∧ πm (32)
=
√−g
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣dx0123 ∧ du1ˆ2ˆ3ˆ. (33)
The “surface element” normal to the phase flow in Mm is an important quantity; it is a
6-form, obtained by contracting [29] Ω with the Liouville vector Lm:
ω = Lm · Ω
=
√−g
3!
pµˆLµµˆǫµνρσ(dxνρσ ∧ πm) +
1
2!E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂uiˆ∂pjˆ ǫ0ˆiˆkˆnˆ(dukˆnˆ ∧ η). (34)
The first term in Eq. (34) can be written in terms of surface elements in spacetime. A
surface element in spacetime with normal in the xµ direction is given by the contraction of
the vector ∂/∂xµ with the spacetime volume element η:
σµ =
∂
∂xµ
· η
=
√−g
3!
ǫµνρσdx
νρσ. (35)
In terms of these spacetime surface elements, the first term in Eq. (34) can be expressed√−g
3!
pµˆLµµˆǫµνρσ(dxνρσ ∧ πm) = pµˆLµµˆ(σµ ∧ πm). (36)
This first term of the “surface element” ω is all that contributes to an integration over
momentum space [30]; it corresponds to a cell in the familiar 6-dimensional Newtonian
phase space. The surface element ω also shares an important property with a Newtonian
phase space volume element: It is invariant under phase flow. This result follows from the
vanishing exterior derivative of ω,
dω = 0, (37)
and the use of Stokes’ theorem on a small tube of worldlines [22].
B. Phase space for particles of definite mass: Lagrangian coordinates in spherical
symmetry to O(v)
Here we specialize certain results of the previous subsection to massless, electrically
neutral particles propagating through flat spacetime, employing Lagrangian coordinates in
spherical symmetry and retaining only terms to O(v).
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First we introduce these coordinates. In flat spacetime and Eulerian spherical coordinates,
the metric components are specified by the line element
ds2 = −dt˜2 + dr2 + r2 dθ2 + r2 sin2 θ dφ2. (38)
We seek Lagrangian coordinates t and m to replace the Eulerian coordinates t˜ and r. The
enclosed baryon mass m is defined by
m =
∫ r
4πr2ρ dr, (39)
where ρ is the baryon mass density. The mass density obeys the O(v) conservation law
∂ρ
∂t˜
+
1
r2
∂
∂r
(
r2ρv
)
= 0, (40)
where
v =
dr
dt˜
(41)
is the radial velocity measured by an Eulerian observer. We choose the Lagrangian time
coordinate such that the metric components are specified by a line element of the form
ds2 = −dt2 + gmm dm2 + r2 dθ2 + r2 sin2 θ dφ2. (42)
The transformations between the Eulerian and Lagrangian coordinates involve eight non-
trivial quantities, the elements of the Jacobian matrices
J{t˜,r}→{t,m} =
(
∂t˜
∂t
∂t˜
∂m
∂r
∂t
∂r
∂m
)
, (43)
J{t,m}→{t˜,r} =
(
∂t
∂t˜
∂t
∂r
∂m
∂t˜
∂m
∂r
)
. (44)
Two of these elements, ∂m/∂r and ∂m/∂t˜, are determined by Eqs. (39) and (40). The
relationship between Eqs. (38) and (42)—specifically, the requirements gtt = 1 and gtm =
0—provide two more equations. The identity J{t˜,r}→{t,m} =
(
J{t,m}→{t˜,r}
)−1
provides the
remaining four equations, and we find that to O(v)(
∂t˜
∂t
∂t˜
∂m
∂r
∂t
∂r
∂m
)
=
(
1 v
4πr2ρ
v 1
4πr2ρ
)
, (45)
(
∂t
∂t˜
∂t
∂r
∂m
∂t˜
∂m
∂r
)
=
(
1 −v
−4πr2ρv 4πr2ρ
)
. (46)
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From these relations we see that to O(v), the line element in our Lagrangian coordinates is
ds2 = gµνdx
µdxν
= −dt2 +
(
1
4πr2ρ
)2
dm2 + r2 dθ2 + r2 sin2 θ dφ2, (47)
whose determinant is
g = −
(
sin θ
4πρ
)2
. (48)
These metric components can be used to obtain results valid to O(v) [26].
Now we consider the equations of motion that determine the particle trajectories.
The rates of change, along a particle worldline, of the coordinate basis position com-
ponents {xµ} = {t,m, θ, φ} and comoving orthornomal basis momentum components
{pµˆ} = {p0ˆ, p1ˆ, p2ˆ, p3ˆ} are given by Eqs. (15) and (16):
dxµ
dλ
= Lµµˆpµˆ, (49)
dpµˆ
dλ
= −Γµˆνˆρˆpνˆpρˆ. (50)
We now consider the quantities Lµµˆ and Γµˆνˆρˆ appearing in these equations. As discussed in
the previous subsection, Lµˆµ = Λµˆµ¯eµ¯µ is a composite transformation from the coordinate
basis (denoted by unadorned indices) to an orthonormal comoving basis (denoted by hatted
indices). In the present case the coordinate basis is already comoving, so that the boost
Λµˆµ¯ is simply the identity transformation. Under the remaining transformation e
µ¯
µ to an
orthonormal basis, the metric of Eq. (47) must become the Lorentz metric. We make an
obvious choice and take the non-zero transformation elements Lµˆµ to be
L0ˆt = 1, (51)
L1ˆm = 1
4πr2ρ
, (52)
L2ˆθ = r, (53)
L3ˆφ = r sin θ. (54)
The elements Lµµˆ of the inverse transformation are obvious. Turning to the connection
coefficients, we employ Eqs. (13), (47), and (45) to find the non-zero coordinate basis
connection coefficients Γµνρ to be
Γtmm = −
(
1
4πr2ρ
)2(
2v
r
+
∂ ln ρ
∂t
)
, (55)
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Γtθθ = rv, (56)
Γtφφ = rv sin
2 θ, (57)
Γmtm = Γ
m
mt = −
(
2v
r
+
∂ ln ρ
∂t
)
, (58)
Γmmm = −
(
1
2πr3ρ
+
∂ ln ρ
∂m
)
, (59)
Γmθθ = −4πr3ρ, (60)
Γmφφ = −4πr3ρ sin2 θ, (61)
Γθtθ = Γ
θ
θt = Γ
φ
tφ = Γ
φ
φt =
v
r
, (62)
Γθmθ = Γ
θ
θm = Γ
φ
mφ = Γ
φ
φm =
1
4πr3ρ
, (63)
Γθφφ = − sin θ cos θ, (64)
Γφθφ = Γ
φ
φθ = cot θ. (65)
Now we can obtain the connection coefficients in the orthonormal comoving frame by em-
ploying Eqs. (17), (51)-(54) and (55)-(65). We find that the non-zero Γµˆνˆρˆ are
Γ0ˆ1ˆ1ˆ = Γ
1ˆ
1ˆ0ˆ = −
(
2v
r
+
∂ ln ρ
∂t
)
, (66)
Γ0ˆ2ˆ2ˆ = Γ
0ˆ
3ˆ3ˆ = Γ
2ˆ
2ˆ0ˆ = Γ
3ˆ
3ˆ0ˆ =
v
r
, (67)
Γ1ˆ2ˆ2ˆ = Γ
1ˆ
3ˆ3ˆ = −Γ2ˆ2ˆ1ˆ − Γ3ˆ3ˆ1ˆ = −
1
r
, (68)
Γ2ˆ3ˆ3ˆ = −Γ3ˆ3ˆ2ˆ = −
cot θ
r
. (69)
Note that unlike the Γµνρ, the Γ
µˆ
νˆρˆ are not symmetric in their lower indices νˆρˆ because the
comoving orthonormal basis is not a coordinate basis. With Lµµˆ and Γµˆνˆρˆ now explicitly
specified, our consideration of the particle equations of motion is complete.
The next topic to consider from the previous subsection is the Liouville vector. This vec-
tor generates the phase flow—the set of trajectories (x(λ), p(λ)) obtained from the particle
equations of motion, Eqs. (49) and (50). These are trajectories through the 8-dimensional
manifold comprised of position vectors x and momentum vectors p. But a 7-dimensional
submanifold, the phase space for particles of definite mass, is of more immediate interest:
The physical fact that the particles have definite mass—as embodied in the “mass shell” con-
straint of Eq. (19)—implies that there are only three independent momentum variables. We
choose these to be {uiˆ} = {ǫ, µ, ϕ}, related to the comoving orthonormal basis momentum
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components {piˆ} by
p1ˆ = ǫ µ, (70)
p2ˆ = ǫ
√
1− µ2 cosϕ, (71)
p3ˆ = ǫ
√
1− µ2 sinϕ. (72)
In the present case of massless particles, the mass shell condition gives
p0ˆ = ǫ. (73)
From these expressions one can compute the Jacobian (∂piˆ/∂ujˆ) and its inverse (∂uiˆ/∂pjˆ);
this inverse is

∂ǫ
∂p1ˆ
∂ǫ
∂p2ˆ
∂ǫ
∂p3ˆ
∂µ
∂p1ˆ
∂µ
∂p2ˆ
∂µ
∂p3ˆ
∂ϕ
∂p1ˆ
∂ϕ
∂p2ˆ
∂ϕ
∂p3ˆ

 =


µ
√
1− µ2 cosϕ
√
1− µ2 sinϕ
1−µ2
ǫ
−µ
√
1−µ2 cosϕ
ǫ
−µ
√
1−µ2 sinϕ
ǫ
0 − sinϕ
ǫ
√
1−µ2
cosϕ
ǫ
√
1−µ2

 . (74)
We are now ready to write down the Liouville vector on the phase space for particles of
definite mass, obtained with the help of Eqs. (22), (51)-(54), (66)-(69), and (70)-(74):
Lm = ǫ
∂
∂t
+ 4πr2ρǫµ
∂
∂m
+ ǫ2
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
∂
∂ǫ
+
ǫ(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
∂
∂µ
+ . . . , (75)
where “. . . ” represents ∂/∂θ, ∂/∂φ, and ∂/∂ϕ terms whose explicit form we will not need
in this spherically symmetric case.
Finally we consider volume and “surface” elements in phase space. From Eqs. (28) and
(48), the spacetime volume element is
η =
sin θ
4πρ
dt ∧ dm ∧ dθ ∧ dφ. (76)
Contraction of η with the coordinate basis vectors ∂/∂t, ∂/∂m, ∂/∂θ, and ∂/∂φ produces
(see Eq. (35)) the spacetime surface elements
σt =
sin θ
4πρ
dm ∧ dθ ∧ dφ, (77)
σm = −sin θ
4πρ
dt ∧ dθ ∧ dφ, (78)
σθ =
sin θ
4πρ
dt ∧ dm ∧ dφ, (79)
σφ = −sin θ
4πρ
dt ∧ dm ∧ dθ. (80)
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Turning to momentum space, from Eqs. (31) and (70)-(73) the invariant volume element in
momentum space is found to be
πm = ǫ dǫ ∧ dµ ∧ dϕ. (81)
We form the volume element on phase space, using Eqs. (32), (76), and (81):
Ω = η ∧ πm (82)
=
sin θ ǫ
4πρ
dt ∧ dm ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ. (83)
With the help of Eqs. (75) and (83), we also construct the surface element in phase space
that is normal to the phase flow, the 6-form ω of Eq. (34):
ω = Lm · Ω (84)
=
sin θ ǫ
4πρ
[
(Lm)
t dm ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ− (Lm)m dt ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ+
(Lm)
ǫ dt ∧ dθ ∧ dφ ∧ dm ∧ dµ ∧ dϕ− (Lm)µ dt ∧ dm ∧ dθ ∧ dφ ∧ dǫ ∧ dϕ+ . . .] (85)
=
sin θ ǫ2
4πρ
dm ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ− r2 sin θ ǫ2µ dt ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ+
sin θ ǫ3
4πρ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
dt ∧ dθ ∧ dφ ∧ dm ∧ dµ ∧ dϕ−
sin θ ǫ2(1− µ2)
4πρ
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
dt ∧ dm ∧ dθ ∧ dφ ∧ dǫ ∧ dϕ+ . . . , (86)
where “. . . ” represents terms arising from the ∂/∂θ, ∂/∂φ, and ∂/∂ϕ terms of the Liouville
vector. The validity of Eq. (37) can be verified (see Eq. (25) for the definition of the exterior
derivative):
dω =
(
∂
∂t
(
sin θ ǫ2
4πρ
)
+
∂
∂m
(
r2 sin θ ǫ2µ
)
+
∂
∂ǫ
{
sin θ ǫ3
4πρ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]}
+
∂
∂µ
{
sin θ ǫ2(1− µ2)
4πρ
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
+ . . .
})
×
dt ∧ dm ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ (87)
= 0, (88)
where the expression for ∂r/∂m is taken from Eq. (45). The terms explicitly displayed in
Eq. (87) do in fact sum to zero by themselves, and it can be shown that those represented
by “. . . ” do as well.
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III. THE DISTRIBUTION FUNCTION, BOLTZMANN EQUATION, AND BAL-
ANCE EQUATIONS
In this section—again following Ehlers [22] for the general case—we define the distribu-
tion function f , derive the Boltzmann equation, and present the equations describing the
balance of particle number and 4-momentum. In the general case we reproduce Ehlers’
derivation of the momentum-integrated number balance equation, and explain why it does
not yield a conservative reformulation of the Boltzmann equation. We also present the
balance equation for 4-momentum without derivation. In the special case of Lagrangian
coordinates in spherical symmetry to O(v), we verify part of the general derivation of the
Boltzmann equation by explicit calculation. We also display the Boltzmann equation and
the momentum-integrated number and 4-momentum balance equations pertaining to this
special case, including the transformation to the lab frame needed to obtain a “conserved”
energy.
A. The distribution function, Boltzmann equation, and balance equations: the
general case
The distribution function f for a particle of a given type represents the density of parti-
cles in phase space. The particle type’s 7-dimensional phase space for particles of definite
mass, Mm, is filled with trajectories (x(λ), p(λ)), or “states”. As a collection of particles
evolves, the number of particles in each state changes due to collisions. If one considers
a 6-dimensional hypersurface Σ in Mm, the ensemble-averaged number N [Σ] of occupied
states crossing Σ is
N [Σ] =
∫
Σ
fω, (89)
where the surface element ω is given by Eq. (34). (Hypersurfaces like Σ are oriented, and
the particle trajectories have a direction associated with them as well. The crossing of a
hypersurface by an occupied trajectory can give a positive or negative contribution to Eq.
(89), depending on their relative orientation.) With this definition, the distribution function
f(x, p) is a scalar [22].
An equation governing the evolution of the distribution function is obtained by consider-
ing a closed 6-dimensional hypersurface ∂D bounding a region D in Mm. The net number
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of occupied states emerging from D is, from Eq. (89) and the generalized Stokes’ theorem,
N [∂D] =
∫
∂D
fω =
∫
D
d(fω). (90)
(We note in passing—and discuss in more detail in Sec. IV—that this expression, which
relates a volume integral to a surface integral, is key to obtaining conservative formulations
of kinetic theory.) Using the “product rule” of Eq. (27), the vanishing exterior derivative of
ω (Eq. (37)), and the definition of ω as the contraction of the Liouville vector Lm with the
volume element Ω (Eq. (34)), we have
d(fω) = df ∧ ω = df ∧ (Lm · Ω). (91)
Any scalar function f , vector field L, and n-form field Ω on an n-dimensional manifold obey
the identity [22]
df ∧ (L · Ω) = L[f ]Ω. (92)
Hence the net number of occupied states emerging from D is
N [∂D] =
∫
D
Lm[f ]Ω. (93)
(Equations (90)-(93) amount to the Liouville theorem in a relativistic context.) The domain
D in phase space consists of a region H in spacetime, together with regions Kx in the
momentum space (the mass shell in the tangent space) at each spacetime point x. Recall
also that the volume element Ω in phase space is the product of the spacetime and momentum
space volume elements, Ω = η∧πm. Hence the integral over D in Eq. (93) can be expressed
as the iterated integral
N [∂D] =
∫
H
η
(∫
Kx
Lm[f ]πm
)
. (94)
Because ∂D is a closed surface, the net number of particles in trajectories emerging from
D must equal the net number of collisions in D. If correlations between particles can be
neglected, the spacetime density of collisions can be expressed in terms of a collision integral
C[f ] that depends only on one-particle distribution functions. Therefore, if
∫
Kx
C[f ]πm
denotes the spacetime density of collisions, we have
N [∂D] =
∫
H
η
(∫
Kx
C[f ]πm
)
. (95)
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Because the regions H and Kx are arbitrary, comparison of Eqs. (94) and (95) shows that
the evolution of f is determined by
Lm[f ] = C[f ], (96)
or, using Eq. (22),
pµˆLµµˆ ∂f
∂xµ
+ (eF jˆ νˆp
νˆ − Γjˆ νˆρˆpνˆpρˆ)∂u
iˆ
∂pjˆ
∂f
∂uiˆ
= C[f ]. (97)
This is the Boltzmann equation.
Next we consider the particle number 4-current, electromagnetic 4-current, and stress-
energy tensor, and present the balance equations they satisfy. In Eq. (89), specialize the
hypersurface ofMm to be Σ = G× Pm(x), where G is an infinitesimal spacelike hypersurface
in spacetime at point x, and Pm(x) is the entire momentum space at point x [31]. As
explained in the endnote to the discussion following Eq. (36), on such a hypersurface the
only relevant term of ω is its first term in Eq. (34) (given also by Eq. (36)), so that Eq.
(89) becomes
N [G× Pm(x)] =
∫
G
σµ
(∫
Pm(x)
fLµµˆpµˆπm
)
. (98)
This is the number of particles whose worldlines cross G (at x); hence the 4-vector
Nµ(x) =
∫
Pm(x)
fLµµˆpµˆπm =
∫
Pm(x)
fpµπm (99)
is the particle 4-current density. The electromagnetic 4-current is obtained by multiplying
by the electric charge: Jµ = eNµ. The particle 4-current satisfies the balance equation
1√−g
∂
∂xµ
(
√−gNµ) =
∫
C[f ]πm, (100)
and similarly for the electromagnetic 4-current. (Of course the collisions will be such that the
sum of the divergences of the electromagnetic 4-currents of all particle species will vanish.)
The stress-energy tensor is
T µν =
∫
Pm(x)
fLµµˆLν νˆpµˆpνˆπm =
∫
Pm(x)
fpµpνπm, (101)
which obeys the balance equation
1√−g
∂
∂xµ
(
√−gT νµ) = F νµJµ − ΓνρµT ρµ +
∫
C[f ]Lν νˆpνˆπm. (102)
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To conclude this subsection, we reproduce Ehlers’ derivation of Eq. (100) for number
balance, and explain why this proof does not yield a conservative reformulation of the
Boltzmann equation. The proof involves forming an integral over a suitable hypersurface in
phase space, evaluating that integral in two different ways, and comparing the results.
First we specialize the integral in Eq. (89) to a specific hypersurface of integration.
Consider an arbitrary region in spacetime, Dˆ, whose boundary is ∂Dˆ. Form a hypersurface
∂D in the seven-dimensional phase space Mm, composed of the boundary region ∂Dˆ in
spacetime together with the entire momentum space Pm(x) at each point of ∂Dˆ. Equation
(89) becomes
N [∂D] =
∫
∂D
fω, (103)
the integral we will evaluate in two different ways.
On the one hand, as derived in Eqs. (90)-(93), the integral in Eq. (103) can be written
N [∂D] =
∫
D
Lm[f ]Ω. (104)
With the Boltzmann equation, Eq. (96),
N [∂D] =
∫
D
C[f ]Ω =
∫
Dˆ
η
(∫
Pm(x)
C[f ]πm
)
. (105)
On the other hand, the integral in Eq. (103) can be evaluated directly. As a first step,
integrate over momentum space at each point of ∂Dˆ. As discussed in Subsec. II B, in such
integrals over 3-dimensional regions in momentum space only the first term of ω in Eq. (34)
contributes (see in particular the endnote in the sentence following Eq. (36)). Using Eq.
(36) to express the first term of ω, Eq. (103) can be expressed as
N [∂D] =
∫
∂Dˆ
σµ
(∫
Pm(x)
Lµµˆpµˆf πm
)
(106)
=
∫
∂Dˆ
σµN
µ(x), (107)
where the definition (Eq. (99)) of the particle number current has been employed in the
second step. Equation (107) is a closed surface integral in spacetime; by the divergence the-
orem (a special case of the generalized Stokes theorem), it can be converted into a spacetime
volume integral:
N [∂D] =
∫
Dˆ
η Nµ;µ (108)
=
∫
Dˆ
η
1√−g
∂
∂xµ
(
√−gNµ). (109)
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Because the spacetime region Dˆ is arbitrary, Eq. (100) follows from comparison of Eqs.
(105) and (109).
Now we can see why this type of proof does not yield a conservative reformulation of
the Boltzmann equation. In particular, we can see why no direct insight is gained into the
fate of the non-conservative momentum derivative terms in the Boltzmann equation (Eq.
(97)) upon integration over momentum space. The left-hand side of Eq. (97) arises from
the action of the Liouville vector on f . Similarly, the phase space surface element ω of Eq.
(34) is given by the contraction of the Liouville vector with the phase space volume element
Ω. Inspection shows that the second term of Eq. (34) is closely related to the momentum
derivative terms in the Boltzmann equation. But in the above derivation of the number
balance equation, an expression for Nµ is obtained at an early stage by integration over
momentum space; this integration kills these terms of ω, so that they are no longer present
by the time the spacetime divergence theorem is applied. The power and elegance of exterior
calculus has hidden the algebraic details of the connection between the Boltzmann equation
and the number balance equation!
This is remedied in Section IV. Instead of choosing a specialized hypersurface involving
all of momentum space and evaluating the surface integral of the left-hand side of Eq. (90),
the path to conservative reformulations of the Boltzmann equations involves analysis of the
volume integral on the right-hand side of Eq. (90); for here all the terms of ω have been
brought inside the exterior derivative, including the ones related to the momentum derivative
terms appearing in the Boltzmann equation.
B. The distribution function, Boltzmann equation, and balance equations: La-
grangian coordinates in spherical symmetry to O(v)
The first result to specialize from the previous subsection is the Boltzmann equation. An
aspect of the derivation that can be demonstrated by explicit calculation is the assertion
df ∧ ω = Lm[f ]Ω (110)
contained in Eqs. (91)-(92). In spherical symmetry f = f(t,m, ǫ, µ), so that its gradient is
df =
∂f
∂t
dt+
∂f
∂m
dm+
∂f
∂ǫ
dǫ+
∂f
∂µ
dµ. (111)
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Forming the wedge product with ω of Eq. (86) results in
df ∧ ω =
{
sin θ ǫ2
4πρ
∂f
∂t
+ r2 sin θ ǫ2µ
∂f
∂m
+
sin θ ǫ3
4πρ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
∂f
∂ǫ
+
sin θ ǫ2(1− µ2)
4πρ
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
∂f
∂µ
}
×
dt ∧ dm ∧ dθ ∧ dφ ∧ dǫ ∧ dµ ∧ dϕ, (112)
where all other terms vanish because the the wedge product of a 1-form with itself vanishes
due to antisymmetry. Comparison with Eqs. (75) and (83) for Lm and Ω then shows that
df ∧ω = Lm[f ]Ω, as was to be demonstrated. The Boltzmann equation, Eq. (97), specializes
to
ǫ
∂f
∂t
+ 4πr2ρǫµ
∂f
∂m
+ ǫ2
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
∂f
∂ǫ
+
ǫ(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
∂f
∂µ
= C[f ]. (113)
This agrees with Eq. (20) of Ref. [26].
Next we specialize Eq. (100) for particle number balance. Equations (99), (51)-(54),
(70)-(73), and (81), together with the fact that f = f(t,m, ǫ, µ) in spherical symmetry,
imply that
N t =
∫
f 2π ǫ2 dǫ dµ ≡ ρHN , (114)
Nm = 4πr2ρ
∫
f 2πǫ2µ dµ ≡ 4πr2ρ2GN (115)
are the only nonvanishing components of the particle number vector. With these expressions
and Eqs. (48) and (81), Eq. (100) becomes
∂HN
∂t
+
∂
∂m
(
4πr2ρGN
)
=
1
ρ
∫
C[f ] ǫ dǫ dµ dϕ. (116)
This agrees with Eq. (28) (with lapse function α set to 1 for flat spacetime) of Ref. [19].
Finally we specialize Eq. (102) for particle number 4-momentum balance. Equations
(99), (51)-(54), (70)-(73), and (81), together with the fact that f = f(t,m, ǫ, µ) in spherical
symmetry, imply that
T tt =
∫
f 2π ǫ3 dǫ dµ ≡ ρHE, (117)
T tm = Tmt = 4πr2ρ
∫
f 2πǫ3µ dµ ≡ 4πr2ρ2GE, (118)
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Tmm = (4πr2ρ)2
∫
f 2πǫ3µ2 dµ ≡ (4πr2ρ)2ρPE , (119)
T θθ =
1
r2
∫
f πǫ3(1− µ2) dµ ≡ ρ
2r2
(HE − PE), (120)
T φφ =
1
r2 sin2 θ
∫
f πǫ3(1− µ2) dµ ≡ ρ
2r2 sin2 θ
(HE − PE) (121)
are the only nonvanishing components of the particle stress-energy tensor. With these
expressions and Eqs. (48), (55)-(65), (51)-(54), (70)-(73), and (81), the t and m components
of Eq. (102) become
∂HE
∂t
+
∂
∂m
(
4πr2ρGE
)
+
v
r
(HE − PE) −
(
2v
r
+
∂ ln ρ
∂t
)
PE
=
1
ρ
∫
C[f ] ǫ2 dǫ dµ dϕ,(122)
1
r2ρ
∂
∂t
(r2ρGE) +
1
4πr2ρ
∂
∂m
(
(4πr2ρ)2PE
)− 1
r
(HE − PE) − 2
(
2v
r
+
∂ ln ρ
∂t
)
GE −
(4πr2ρ)
(
1
2πr3ρ
+
∂ ln ρ
∂m
)
PE =
1
ρ
∫
C[f ] ǫ2µ dǫ dµ dϕ.(123)
With the help of Eq. (45), the m component equation can be expressed
∂GE
∂t
+
∂
∂m
(
4πr2ρPE
)− 1
r
(HE − PE) −
(
2v
r
+
∂ ln ρ
∂t
)
GE
=
1
ρ
∫
C[f ] ǫ2µ dǫ dµ dϕ. (124)
Equations (122) and (124) agree with the expressions following Eq. (31) of Ref. [19]. As
expected from the discussion in Sec. I, these 4-momentum balance equations have non-
conservative terms arising from the non-vanishing connection coefficients of Eqs. (55)-(65).
It was also noted in Sec. I that in Eulerian coordinates in flat spacetime, the connection
coefficients Γt˜µν vanish, so that a conserved energy can be defined. Equation (102) for
particle 4-momentum balance is a vector equation; the t˜ component of a vector V is obtained
from the t and m components by the transformation
V t˜ =
∂t˜
∂t
V t +
∂t
∂m
V m, (125)
where the transformation coefficients are given by Eq. (45). Equation (122) is actually ρ−1
times the t component of 4-momentum balance, and Eq. (124) is (4πr2ρ2)−1 times the m
component. These factors must be restored before plugging into Eq. (125); the final result
25
for the t˜ component of 4-momentum balance is
∂
∂t
(
HE + vGE
)
+
∂
∂m
[
4πr2ρ
(
GE + vPE
)] − 1
r2ρ
∂
∂t
(
r2ρv
)
GE
=
1
ρ
∫
C[f ] (1 + vµ)ǫ2 dǫ dµ dϕ. (126)
(The O(v) baryon conservation expression
∂ ln ρ
∂t
+
2v
r
+ 4πr2ρ
∂v
∂m
= 0, (127)
obtained from Eqs. (40) and (45)-(46), has been employed.) Equation (126) agrees with
Eq. (32) of Ref. [19]. The non-conservative third term on the left-hand side is O(v2) and
ought to be dropped at the level of approximation we are using. However, it is retained in
Ref. [19] for a practical reason. In supernova simulations velocities can exceed values for
which the O(v) approximation is strictly valid; and while use of the O(v) formalism might
be questioned on physical grounds, the O(v2) non-conservative term can still be used to
check that the numerical implementation of the O(v) Boltzmann equation is consistent with
Eq. (126).
IV. CONSERVATIVE FORMULATIONS OF PARTICLE KINETICS
We are now in a position to present conservative formulations of kinetic theory. We seek
expressions closely tied to Eq. (100) for particle number balance and Eq. (102) for particle
4-momentum balance. In addition to deriving these conservative formulations in the general
case, we show the relationship between them and explain the care that must be exercised in
finite differencing the number balance equation in order to make it consistent with the energy
balance equation. We also specialize these results to Lagrangian coordinates in spherical
symmetry to O(v), and see that the “number conservative” Boltzmann equation—arrived
at in the past by guesswork [24]—emerges naturally from our formalism.
A. Conservative formulations of particle kinetics: the general case
For an expression related to particle number balance, the derivation of the Boltzmann
equation in the previous section had us closer to the desired result than might first be
realized. In rushing headlong towards an equation for f , the key relation is easily overlooked:
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It is Eq. (90), the result of the generalized Stokes’ theorem. The integrand on the right-hand
side of Eq. (90), d(fω), is conservative: Having been obtained from Stokes’ theorem (the
generalization) of the divergence theorem, it has everything inside the exterior derivative.
Being an exterior derivative, it is too abstract to be directly useful; but massaging it just
enough to bring it into the form d(fω) = N[f ]Ω, where Ω is the volume element in phase
space, we shall see that N[f ] is in fact a conservative differential operator in the familiar,
elementary sense.
Now we take a detailed look at Eq. (90), in particular the exterior derivative
d(fω) = d(
√−gpµˆLµµˆfǫµ|νρσ|dxνρσ) ∧ πm −
(
√−gpµˆLµµˆfσµ) ∧ dπm +
d
(
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂uiˆ∂pjˆ fǫ0ˆˆi|kˆnˆ|dukˆnˆ
)
∧ η +
(
1
E(p)
∣∣∣∣det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂uiˆ∂pjˆ fǫ0ˆiˆ|kˆnˆ|dukˆnˆ
)
∧ dη, (128)
where we have used Eqs. (34), (35), (26), and (27) and employed the vertical bar notation
introduced in Eq. (24). The exterior derivatives will be expressed in terms of the basis
{dxµ, duiˆ} on Mm. First we note that in our chosen momentum coordinates, the second
term in Eq. (128) vanishes because dπm = 0: This is because πm as expressed in Eq. (31)
has no dependence on {xµ}; and while it depends on {uiˆ}, adding another momentum 1-
form to the wedge product du1ˆ2ˆ3ˆ would cause it to vanish due to its antisymmetry. Similarly,
the fourth term vanishes because dη = 0. To understand what happens to the first term,
consider one of the terms in the sum over µ:
d(
√−gpµˆL0µˆfǫ0|123|dx123) ∧ πm = ∂
∂x0
(
√−gpµˆL0µˆf)dx0123 ∧ πm. (129)
While derivatives with respect to {xi} and {uiˆ} are nonvanishing, only the wedge product
of dx0 with dx123 is non-vanishing, and the wedge product in πm does not admit another
momentum 1-form. The other terms in the sum over µ are similar. To understand the third
term in Eq. (128), consider a particular term in the sum over iˆ:
d
(
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂u1ˆ∂pjˆ fǫ0ˆ1ˆ|2ˆ3ˆ|du2ˆ3ˆ
)
∧ η =
∂
∂u1ˆ
(
1
E(p)
∣∣∣∣det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂u1ˆ∂pjˆ f
)
du1ˆ2ˆ3ˆ ∧ η, (130)
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and similarly for the other terms in the sum over iˆ. With Eq. (33), all terms in Eq. (128)
can be assembled to form the expression
d(fω) = N[f ]Ω, (131)
where
N[f ] ≡ 1√−g
∂
∂xµ
(
√−gLµµˆpµˆf) +
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂uiˆ∂pjˆ f
)
. (132)
In the derivation of the Boltzmann equation, Eq. (131) can be used to replace Eq. (93)
with a similar expression in which Lm[f ] is replaced by N[f ], with the result that
N[f ] = C[f ]. (133)
This is our conservative formulation of particle number kinetics.
Next we seek a formulation related to particle 4-momentum balance. With arbitrary vµ,
we evaluate the exterior derivative d(vµp
µfω) in two separate ways. (To simplify formulae,
we often write pµ instead of Lµµˆpµˆ, but because of our chosen momentum coordinates on
Mm the latter expression must often be used in computational steps.) First, employing Eqs.
(131) and (133),
d(vµp
µfω) = d(vµp
µ) ∧ fω + vµpµC[f ]Ω. (134)
Computation shows that
d(vµp
µ) ∧ fω =
(
pµpνf
∂vµ
∂xν
+ vµfp
νpµˆ
∂Lµµˆ
∂xν
)
Ω +
vµ
(
Lµ0ˆ
∂p0ˆ
∂pjˆ
+ Lµiˆ
∂piˆ
∂pjˆ
)
(eF jˆ νˆp
νˆ − Γjˆ νˆ ρˆpνˆpρˆ)fΩ. (135)
Because of the mass shell constraint (Eq. (19)), p0ˆ is considered a function of the {piˆ}. The
geodesic equation (equation (16)) can be used to show that
∂p0ˆ
∂pjˆ
(eF jˆ νˆp
νˆ − Γjˆ νˆρˆpνˆpρˆ) = eF 0ˆνˆpνˆ − Γ0ˆνˆρˆpνˆpρˆ. (136)
This, together with Eq. (17) for the transformation of the connection coefficients, allows
Eq. (135) to be written
d(vµp
µ) ∧ fω =
(
pµpνf
∂vµ
∂xν
+ vµ(eF
µ
νp
ν − Γµνρpνpρ)f
)
Ω. (137)
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Second, we evaluate d(vµp
µfω) directly. A computation similar to that leading to Eqs.
(131)-(132) yields
d(vµp
µfω) =
(
pµpνf
∂vµ
∂xν
+ vµT
µ[f ]
)
Ω, (138)
where
T
µ[f ] ≡ 1√−g
∂
∂xν
(
√−gLµµˆLν νˆpµˆpνˆf) +
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ νˆpνˆ − Γjˆ νˆρˆpνˆpρˆ)∂uiˆ∂pjˆLµµˆpµˆf
)
.(139)
Recalling that vµ is arbitrary, Eqs. (134) and (137)-(139) can be combined into
T
µ[f ] = (eF µνLν νˆpνˆ − ΓµνρLν νˆLρρˆpνˆpρˆ)f + LµµˆpµˆC[f ], (140)
a “conservative” formulation of particle 4-momentum kinetics.
To illuminate the practical problem of accurately accounting for both particle number
and energy, we consider the relationship between Eq. (133) for particle number kinetics and
the t component of Eq. (140) for particle 4-momentum kinetics. (This is an issue when
one follows the general approach of, for example, Refs. [2, 3, 5], in which a particle number
distribution equation is solved and a particle energy equation is used as a consistency check.)
Specifically, we need to relate the spatial and momentum divergence terms of these equations
to each other and identify terms that cancel.
First we relate the spatial and momentum divergence terms of Eq. (133) and the t
component of Eq. (140). Their spatial divergence terms,
Nx[f ] ≡ 1√−g
∂
∂xµ
(
√−gLµµˆpµˆf), (141)
(
T
t
)
x
[f ] ≡ 1√−g
∂
∂xµ
(
√−gLtνˆLµµˆpνˆpµˆf), (142)
are related by
Ltνˆpνˆ Nx[f ] =
(
T
t
)
x
[f ]− f pµˆpνˆLµµˆ ∂
∂xµ
(Ltνˆ) . (143)
Their momentum divergence terms,
Np[f ] ≡ E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣det [∂p∂u ]
∣∣∣∣(eF jˆ µˆpµˆ − Γjˆ µˆρˆpµˆpρˆ)∂uiˆ∂pjˆ f
)
, (144)
(
T
t
)
p
[f ] ≡ E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣det [∂p∂u ]
∣∣∣∣(eF jˆ µˆpµˆ − Γjˆ µˆρˆpµˆpρˆ)∂uiˆ∂pjˆLtνˆpνˆf
)
,(145)
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are related by
Ltνˆpνˆ Np[f ] =
(
T
t
)
p
[f ]− f (eF jˆ µˆpµˆ − Γjˆ µˆρˆpµˆpρˆ)∂u
iˆ
∂pjˆ
Ltνˆ ∂p
νˆ
∂uiˆ
. (146)
Comparison of Eqs. (143) and (146) with Eq. (133) and the t component of Eq. (140)
shows that the following equation must be valid:
ES + EM = eF
t
µLµµˆpµˆ − ΓtµρLµµˆLρρˆpµˆpρˆ, (147)
where
ES ≡ f pµˆpνˆLµµˆ ∂
∂xµ
(Ltνˆ) (148)
is the “extra” term of Eq. (143) relating the spatial divergence terms of the number and
energy balance equations, and
EM ≡ f (eF jˆ µˆpµˆ − Γjˆ µˆρˆpµˆpρˆ)∂u
iˆ
∂pjˆ
Ltνˆ ∂p
νˆ
∂uiˆ
(149)
is the “extra” term in Eq. (146) relating the momentum divergence terms of the number
and energy balance equations. Noting that
∂uiˆ
∂pjˆ
Ltνˆ ∂p
νˆ
∂uiˆ
=
∂p0ˆ
∂pjˆ
Lt0ˆ + δkˆjˆLtkˆ, (150)
Eq. (136) can be used to rewrite Eq. (149) as
EM = f (eF
νˆ
µˆp
µˆ − Γνˆ µˆρˆpµˆpρˆ)Ltνˆ . (151)
Use of Eq. (17) and two applications of the identity
Lµρˆ ∂
∂xσ
(Lρˆν) = −Lρˆν ∂
∂xσ
(Lµρˆ) (152)
lead finally to
EM = f
[
eF tµLµµˆpµˆ − ΓtµρLµµˆLρρˆpµˆpρˆ − pµˆpνˆLµµˆ ∂
∂xµ
(Ltνˆ)
]
. (153)
Equations (148) and (153) make it obvious that Eq. (147) is satisfied.
In a computational approach to transport in which a particle number distribution equa-
tion is solved and a particle energy equation is used as a consistency check, care must be taken
that Eq. (147) is satisfied numerically. In particular, a given finite difference representation
of the spacetime divergence Nx[f ] implies a corresponding finite difference representation
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of position-dependent quantities in ES, and the position-dependent quantities in terms of
EM that cancel with ES must have a matching finite difference representation. Similarly,
a given finite difference representation of the momentum divergence Np[f ] implies a corre-
sponding finite difference representation of momentum variables in EM , and the momentum
variables in terms of ES that cancel with terms of EM must have a matching finite difference
representation.
B. Conservative formulations of particle kinetics: Lagrangian coordinates in
spherical symmetry to O(v)
Using Eqs. (48), (51)-(54), (66)-(69), and (70)-(73), the “number conservative” formula-
tion of Eq. (133) specializes to
∂
∂t
(
f
ρ
)
+
∂
∂m
(
4πr2ρµ
f
ρ
)
+
1
ǫ2
∂
∂ǫ
(
ǫ3
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
+
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
f
ρ
)
=
1
ρ ǫ
C[f ],(154)
which agrees with Eq. (23) of Ref. [24]. In Ref. [24], the necessity of making f/ρ the
evolved variable in order to get a conservative particle number equation is left unexplained.
In the present formalism, we see that the factor 1/ρ comes from the factor
√−g = sin θ/4πρ
in Eq. (100). Multiplication of Eq. (154) by ǫ2 dǫ dµ dϕ and integrating immediately yields
Eq. (116), expressing particle number “conservation”.
Similarly, the t and m components of the “momentum conservative” formulation of Eq.
(140) are
∂
∂t
(
ǫf
ρ
)
+
∂
∂m
(
4πr2ρǫµ
f
ρ
)
+
1
ǫ2
∂
∂ǫ
(
ǫ4
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
+
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
ǫf
ρ
)
=
(
2v
r
+
∂ ln ρ
∂t
)
ǫµ2 f − v
r
ǫ(1 − µ2)f + 1
ρ
C[f ] (155)
and
1
r2ρ
∂
∂t
(
r2ρ ǫµf
ρ
)
+
1
4πr2ρ
∂
∂m
(
(4πr2ρ)2ǫµ2
f
ρ
)
+
1
ǫ2
∂
∂ǫ
(
ǫ4µ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
+
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
ǫµf
ρ
)
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= 2
(
2v
r
+
∂ ln ρ
∂t
)
ǫµ f + (4πr2ρ)
(
1
2πr3ρ
+
∂ ln ρ
∂m
)
ǫµ2 f
+
1
r
ǫ(1− µ2) f + µ
ρ
C[f ]. (156)
With the help of Eq. (45), the m component equation can be expressed
∂
∂t
(
ǫµf
ρ
)
+
∂
∂m
(
4πr2ρǫµ2
f
ρ
)
+
1
ǫ2
∂
∂ǫ
(
ǫ4µ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
+
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
ǫµf
ρ
)
=
(
2v
r
+
∂ ln ρ
∂t
)
ǫµ f +
1
r
ǫ(1− µ2) f + µ
ρ
C[f ]. (157)
Multiplication of Eqs. (155)-(157) by ǫ2 dǫ dµ dϕ and integrating immediately yields Eqs.
(122)-(124), expressions for particle 4-momentum balance in the comoving frame.
Just as the comoving frame t andmmomentum-integrated balance equations—Eqs. (122)
and (124)—can be combined to form the lab frame t˜ “conservation” equation, Eq. (126),
Eqs. (155) and (157) can be combined as
∂
∂t
[
ǫ(1 + vµ)f
ρ
]
+
∂
∂m
(
4πr2ρǫµ(1 + vµ)
f
ρ
)
− 1
r2ρ
∂
∂t
(
r2ρv
)
ǫµ
f
ρ
1
ǫ2
∂
∂ǫ
(
ǫ4(1 + vµ)
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
+
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
ǫ(1 + vµ)
f
ρ
)
=
1
ρ
(1 + vµ)C[f ].
(158)
Multiplication of this equation by ǫ2 dǫ dµ dϕ and integrating immediately yields Eq. (126)
for lab frame energy “conservation”.
We now examine the relationship between Eq. (154), a conservative formulation of par-
ticle number kinetics, and Eq. (158), a conservative formulation of particle energy kinetics.
We multiply Eq. (154) by (1+ vµ) and consider what it takes to get the terms in Eq. (158).
In doing so, we examine carefully only O(v) terms. First the time derivative terms:
ǫ(1 + vµ)
∂
∂t
(
f
ρ
)
=
∂
∂t
[
ǫ(1 + vµ)f
ρ
]
+O(v2). (159)
Next we compare the mass derivative terms:
ǫ(1 + vµ)
∂
∂m
(
4πr2ρµ
f
ρ
)
=
∂
∂m
(
4πr2ρǫµ(1 + vµ)
f
ρ
)
− 4πr2ǫµ2 ∂v
∂m
f
ρ
. (160)
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In the notation of the previous subsection, the “extra terms” from the spacetime divergence
are
ES = 4πr
2ǫµ2
∂v
∂m
f
ρ
+O(v2). (161)
Next we relate the momentum divergence terms in the number and energy equations, looking
first at the energy derivatives,
ǫ(1 + vµ)
1
ǫ2
∂
∂ǫ
(
ǫ3
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
=
1
ǫ2
∂
∂ǫ
(
ǫ4(1 + vµ)
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
)
− ǫ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
+O(v2),
(162)
and then at the angle derivatives:
ǫ(1 + vµ)
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
f
ρ
)
=
∂
∂µ
(
(1− µ2)
[
1
r
+ µ
(
3v
r
+
∂ ln ρ
∂t
)]
ǫ(1 + vµ)
f
ρ
)
− ǫv(1− µ
2)
r
f
ρ
+O(v2). (163)
In the notation of the previous subsection, the “extra terms” from the momentum divergence
are
EM = ǫ
[
µ2
(
3v
r
+
∂ ln ρ
∂t
)
− v
r
]
f
ρ
+
ǫv(1− µ2)
r
f
ρ
+O(v2). (164)
Having ES and EM , we are ready to verify Eq. (147), which must be satisfied for consistency
between the particle number and energy balance equations. Having specified electrically
neutral particles, and having chosen to work with the lab frame energy expression of Eq.
(158) (in which the connection coefficients vanish), the right-hand side of Eq. (147) vanishes.
Employing Eq. (127) for baryon conservation, from Eqs. (161) and (164) it is easy to see
that
ES + EM = 0 (165)
is indeed satisfied analytically. But in solving the “number conservative” Eq. (154) numeri-
cally, consistency with with the “energy conservative” Eq. (158) requires that Eq. (165) be
satisfied numerically as well. Ref. [5] provides an example of a finite difference representation
of Eq. (154) that satisfies this criterion.
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V. CONCLUSION
In this section we summarize our conservative formulations of kinetic theory, comment
on their relation to moment formalisms, and discuss their possible application in the core-
collapse supernova environment.
Having in mind computational radiative transfer in astrophysical environments, we have
sought formulations of relativistic kinetic theory with the following properties: (1) they
are expressed in terms of global, Eulerian (or “lab-frame”) spacetime coordinates {xµ}; (2)
they are expressed in terms of convenient three-momentum coordinates {uiˆ} (e.g. spherical
polar), which are taken from the orthonormal momentum components {piˆ} measured by an
observer comoving with the medium; and (3) they are “conservative”, having transparent
connections to total particle number and 4-momentum balance as expressed in Eqs. (100)
and (102).
To express our formulations having these properties, we here introduce the specific particle
number flux vector
N µ ≡ Lµµˆpµˆf (166)
and the specific particle stress-energy tensor
T µν ≡ LµµˆLν νˆpµˆpνˆf, (167)
where the transformation to the comoving frame Lµˆµ is given by equation (14). (While the
adjective “specific” often denotes a quantity measured per unit mass, in this context we
use it to denote the particle flux and stress-energy in a given invariant momentum space
volume element.) While the distribution function f of a given particle type of mass m and
charge e obeys the Boltzmann equation (Eq. (97)), the specific particle number flux and
stress-energy satisfy the conservative equations
1√−g
∂
∂xµ
(
√−gN µ) +
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣(eF jˆ µˆ − Γjˆ µˆνˆpνˆ)∂uiˆ∂pjˆLµˆµN µ
)
= C[f ], (168)
1√−g
∂
∂xν
(
√−gT µν) +
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣
−1
∂
∂uiˆ
(
1
E(p)
∣∣∣∣det [∂p∂u ]
∣∣∣∣(eF jˆ νˆ − Γjˆ νˆρˆpρˆ)∂uiˆ∂pjˆLνˆνT µν
)
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= F µνN ν − ΓµνρT νρ + LµµˆpµˆC[f ]. (169)
In stating that Eqs. (168) and (169) constitute conservative formulations of particle kinetics,
we mean that the connection to the balance equations of Eqs. (100) and (102) is transpar-
ent, in the following sense. We can use elementary calculus to form the familiar invariant
momentum space volume element
d3p
E(p)
=
1
E(p)
∣∣∣∣ det [∂p∂u ]
∣∣∣∣d3u, (170)
where a transformation from orthonormal momentum components {piˆ} to some other set
of coordinates (e.g. momentum space spherical coordinates {uiˆ} = {|p|, ϑ, ϕ}) has been
performed. Multiplying Eqs. (168) and (169) by Eq. (170) and integrating, the terms with
momentum space derivatives are obviously transformed into vanishing surface terms; the
results are Eqs. (100) and (102) for total particle number and 4-momentum balance.
In terms of differential forms, the procedure for obtaining the conservative formulations
of kinetic theory is straightforward. First, express the volume element Ω in the phase space
for particles of definite mass in terms of the desired spacetime and 3-momentum coordinates.
Next, by contraction with the Liouville vector, form the hypersurface element ω = Lm · Ω.
Then bring the exterior derivative d(fω) into the form N[f ]Ω by direct computation; Eq.
(168) results on comparison with the Boltzmann equation. This result can then be used in
conjunction with an evaluation of d(vµp
µfω) for arbitrary vµ to obtain Eq. (169). The reason
the procedure is straightforward is that the “heavy lifting” of transforming the Boltzmann
equation into conservative forms is handled by two “levers” of considerable power: the
generalized Stokes theorem, and the key relation dω = 0, which is closely related to the
relativistic Liouville theorem.
A concrete example of our formalism is provided in the appendix, which contains O(v)
equations for the specific particle number density, specific particle energy density, and their
angular moments—all in flat spacetime, but in coordinates sufficiently general to represent
rectangular, spherical, and cylindrical coordinate systems.
We now comment on the connection of Eqs. (168) and (169) to moment formalisms. In
the usual treatments, if one writes the distribution function as a function of momentum
variables as measured in a given frame (lab or comoving), it is natural to form moments
by multiplying the distribution function by, for example, energies and angles measured in
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that frame, and integrating. Lo and behold, it turns out that these moments are number
densities and fluxes, and energy/momentum densities and fluxes: components of a particle
number flux vector and stress-energy tensor, measured in the same frame chosen to measure
angles and energies. Traditional, then, are treatments in which the components of conserved
tensors as measured in a given frame are expressed as functions of momentum variables as
measured in that same frame.
But this traditional approach to moments may not be the most convenient, and Eqs. (168)
and (169) provide an attractive alternative. For example, Liebendo¨rfer et al. [5, 19] form
moments in the traditional way, resulting in components of conserved tensors as measured
in an orthonormal comoving frame. But it is the tensor components in the lab frame that
one would like to check, either because it is the coordinate basis (at least in a spatially
multidimensional simulation) and therefore natural to deal with, or because it is the basis in
which energy is conserved (in a simulation in comoving coordinates in spherical symmetry).
The required transformation of the tensor components between these frames leads to the
numerical complexity mentioned in Sec. I, and discussed further in the latter parts of
Subsecs. IVA and IVB. In contrast, when the coordinate basis is in the lab frame as
expected in spatially multidimensional simulations, integration of Eqs. (168) and (169) over
momentum variables leads directly to the tensor components in the desired coordinate basis,
even though the specific particle number and stress-energy are functions of comoving frame
momentum variables. The insight here is that the frame in which the tensor components are
measured need not be the same as that employed to obtain the momentum variables used
to parametrize the particle distributions. The appendix provides an example of a moment
formalism of this kind.
In simulations of systems like core-collapse supernovae—in which careful attention to en-
ergetics is critical—a number of possible approaches, based on the conservative formulations
of kinetic theory presented in this paper, might be suggested.
First, the general approach of, for example, Refs. [2, 3, 5] could be followed, in which the
conservative particle number distribution equation (Eq. (168)) is solved, and the conserva-
tive particle energy equation (the time component of Eq. (169)) is used as a consistency
check. The quantitiy
√−gN 0, which might be called the specific particle number density,
would be the primary neutrino distribution variable: It is the contribution of each comoving
frame momentum bin to the lab frame particle number density. This approach makes num-
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ber conservation a somewhat natural outcome, but energy conservation would require finite-
differenced representations of various quantities to be “matched” in order that Eq. (147)
be satisified numerically. This might be considered the most rigorous and self-consistent
method. (Note that if one solves the “plain”, non-conservative Boltzmann equation—Eq.
(97)—for the scalar distribution function f as a function of comoving frame momentum vari-
ables, conservation of neither lab frame particle number or energy is straightforward. The
same is true of methods (e.g., Ref. [27]) based on a non-conservative form of the transport
equation for the comoving frame specific intensity.)
In order to avoid the intricate finite differencing of numerous terms demanded by this
method, a second option would be the use of
√−g T 00, which might be called the specific par-
ticle energy density, as the primary neutrino distribution variable. Designing a code around
a differenced version of the µ = 0 component of Eq. (169) would make accurate accounting
of total neutrino energy (as represented by the µ = 0 component of Eq. (102)) relatively
straightfoward. Of course, the neutrino number balance equation expressed in terms of
√−g T 00 would have numerical errors unless certain finite differencings were carefully de-
signed. But with respect to the crucial energetics of the physical system, it is worth noting
that there are a couple of factors mitigating the impact of errors in number conservation in
comparison with errors in energy conservation. Errors in number conservation translate into
errors in the electron fraction Ye, which affect energy conservation through the equation of
state, but: (1) Only νe and (ν¯)e affect Ye, while all species impact the energy budget. Better
to have two species contributing to error rather than six! (2) The effects of νe and (ν¯)e on Ye
are opposite in sign (unlike their contributions to energy), so that to the extent that their
distributions are similar, the impact of their errors on Ye may approximately cancel.
A third possibility would be to solve for both the specific particle energy density
√−g T 00
and the specific particle number density
√−gN 0. (Rampp and Janka [4] solve for both
number and energy distributions, but in the comoving frame; this limits the utility of their
approach with respect to accurate tracking of lab frame quantities.) Instead of pre-defining
both the boundaries and center values of bins in energy space, one could define the bound-
aries only and use the values of
√−g T 00 and √−gN 0 (along with the transformation Lµˆµ)
to obtain center values of the energy bins in each spatial zone and each time step. The con-
sistency of the solutions would be arguably reasonable as long as the derived center values
of the energy bins do not wander outside the pre-defined bin boundaries.
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APPENDIX: FLAT SPACETIME, O(v) EQUATIONS IN A GENERAL COORDI-
NATE SYSTEM
In this appendix we present an application of the conservative formulations of kinetic
theory derived in this paper: O(v) equations for the specific particle number density and
specific particle energy density, as well as angular integrals of these equations—all in flat
spacetime, but in coordinates sufficiently general to represent rectangular, spherical, and
cylindrical coordinate systems. The angle-integrated equations constitute “monochromatic”
moment formalisms that provide an alternative to traditional variable Eddington factor
methods of handling radiation transport. We specialize to massless, electrically neutral
particles.
We begin by describing our spacetime and momentum space coordinate systems. While
we assume flat spacetime, in order to accomodate curvilinear coordinate systems we employ
a general spacetime coordinate labeling (xµ) = (x1, x2, x3, t)
T
. The line element is
ds2 = gµνdx
µdxν , (A.1)
with
(gµν) =


1 0 0 0
0 a2(x1) 0 0
0 0 b2(x1)c2(x2) 0
0 0 0 −1

 . (A.2)
In this matrix expression for the metric components, rows and columns are ordered
1, 2, 3, 0. In Cartesian coordinates, (x1, x2, x3) = (x, y, z), and (a, b, c) = (1, 1, 1). In spheri-
cal coordinates, (x1, x2, x3) = (r, θ, φ), and (a, b, c) = (r, r, sinθ). In cylindrical coordinates,
(x1, x2, x3) = (r, z, φ), and (a, b, c) = (1, r, 1). Our spacetime coordinate systems are “lab
frames,” so that the equations we derive are Eulerian. Orthonormal “lab frame” coordi-
nates, indicated by barred indices, are obtained by the transformation
dxµ¯ = eµ¯µdx
µ, (A.3)
with
(eµ¯µ) =


1 0 0 0
0 a(x1) 0 0
0 0 b(x1)c(x2) 0
0 0 0 1

 . (A.4)
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The transformation to an orthonormal frame comoving with the fluid, indicated by indices
adorned with a hat (ˆ), is
dxµˆ = Λµˆµ¯dx
µ¯, (A.5)
where to O(v)
(Λµˆµ¯) =


1 0 0 −v1¯
0 1 0 −v2¯
0 0 1 −v3¯
−v1¯ −v2¯ −v3¯ 1

 . (A.6)
The bars on the velocity indices are a reminder that the fluid velocity is expressed in the
orthonormal lab frame coordinate system. The combined transformation from the lab coor-
dinate frame to the orthonormal comoving frame is
dxµˆ = Lµˆµdxµ, (A.7)
where
Lµˆµ = Λµˆµ¯eµ¯µ. (A.8)
The neutrino 4-momentum is described in terms of its comoving frame components,(
pµˆ
)
=
(
p1ˆ, p2ˆ, p3ˆ, p0ˆ
)T
. Only three momentum variables are independent; we choose polar
coordinates in momentum space, defined by
p1ˆ = ǫ cosϑ, (A.9)
p2ˆ = ǫ sinϑ cosϕ, (A.10)
p3ˆ = ǫ sinϑ sinϕ. (A.11)
The radiation field is a function of the variables t, x1, x2, x3, ǫ, ϑ, ϕ. The invariant spacetime
volume element in Eq. (28) is a b c dx1dx2dx3dt, and the invariant volume element on the
mass shell in momentum space in Eq. (31) is ǫ sinϑ dǫ dϑdϕ.
We first present an equation for the specific particle density N , defined by
N = ptf = Ltµˆpµˆf, (A.12)
where f is the invariant particle distribution function defined in Sec. III. The specific
particle density is related to the lab frame particle density n ≡ N t by
n =
∫
N ǫ sinϑ dǫ dϑ dϕ. (A.13)
39
From Eq. (168), we find that the specific particle density satisfies
Dt[N ] + Dx1 [N ] + Dx2[N ] + Dx3[N ] + Dϑ[N ] + Dϕ[N ] +Oǫ[N ] +Oϑ[N ] +Oϕ[N ] = C,
(A.14)
where C is the invariant collision integral appearing in the Boltzmann equation (Eq. (97)),
and
Dt[N ] = ∂N
∂t
, (A.15)
Dx1[N ] = 1
ab
∂
∂x1
(ab((1− c2ϑ)v1¯ + cϑ(1− sϑcϕv2¯ − sϑsϕv3¯))N ), (A.16)
Dx2[N ] = 1
ac
∂
∂x2
(c((1− s2ϑc2ϕ)v2¯ + cϕsϑ(1− cϑv1¯ − sϑsϕv3¯))N ), (A.17)
Dx3[N ] = 1
bc
∂
∂x3
(((1− s2ϑs2ϕ)v3¯ + sϑsϕ(1− cϑv1¯ − sϑcϕv2¯))N ), (A.18)
Dϑ[N ] = − 1
sϑ
∂
∂ϑ
((1
a
∂a
∂x1
s2ϑc
2
ϕ +
1
b
∂b
∂x1
s2ϑs
2
ϕ
)
N
)
, (A.19)
Dϕ[N ] = − 1
sϑ
∂
∂ϕ
((
− 1
a
∂a
∂x1
cϑsϑcϕsϕ +
1
b
∂b
∂x1
cϑsϑcϕsϕ +
1
ac
∂c
∂x2
s2ϑsϕ
)
N
)
, (A.20)
Oǫ[N ] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
c2ϑ +
∂v2¯
∂x1
cϑsϑcϕ +
∂v3¯
∂x1
cϑsϑsϕ +
1
a
(∂v1¯
∂x2
cϑsϑcϕ +
∂v2¯
∂x2
s2ϑc
2
ϕ +
∂v3¯
∂x2
s2ϑcϕsϕ
)
+
1
bc
(∂v1¯
∂x3
cϑsϑsϕ +
∂v2¯
∂x3
s2ϑcϕsϕ +
∂v3¯
∂x3
s2ϑs
2
ϕ
)
+
1
a
∂a
∂x1
(s2ϑc
2
ϕv1¯ − cϑsϑcϕv2¯) +
1
b
∂b
∂x1
(s2ϑs
2
ϕv1¯ − cϑsϑsϕv3¯) +
1
ac
∂c
∂x2
(s2ϑs
2
ϕv2¯ − s2ϑcϕsϕv3¯)
)
N
)
, (A.21)
Oϑ[N ] = − 1
sϑ
∂
∂ϑ
((
− ∂v1¯
∂x1
cϑs
2
ϑ +
∂v2¯
∂x1
c2ϑsϑcϕ +
∂v3¯
∂x1
c2ϑsϑsϕ +
1
a
(
− ∂v1¯
∂x2
s3ϑcϕ +
∂v2¯
∂x2
cϑs
2
ϑc
2
ϕ +
∂v3¯
∂x2
cϑs
2
ϑcϕsϕ
)
+
1
bc
(
− ∂v1¯
∂x3
s3ϑsϕ +
∂v2¯
∂x3
cϑs
2
ϑcϕsϕ +
∂v3¯
∂x3
cϑs
2
ϑs
2
ϕ
)
+
1
a
∂a
∂x1
(cϕsϑv2¯ + cϕs
3
ϑs
2
ϕv2¯ − c2ϕs3ϑsϕv3¯) +
1
b
∂b
∂x1
(−cϕs3ϑs2ϕv2¯ + sϑsϕv3¯ + c2ϕs3ϑsϕv3¯) +
1
ac
∂c
∂x2
(cϑs
2
ϑs
2
ϕv2¯ − cϑs2ϑcϕsϕv3¯)
)
N
)
, (A.22)
Oϕ[N ] = − 1
sϑ
∂
∂ϕ
((
− ∂v2¯
∂x1
cϑsϕ +
∂v3¯
∂x1
cϑcϕ +
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1a
(
− ∂v2¯
∂x2
sϑcϕsϕ +
∂v3¯
∂x2
sϑc
2
ϕ
)
+
1
bc
(
− ∂v2¯
∂x3
sϑs
2
ϕ +
∂v3¯
∂x3
sϑcϕsϕ
)
+
1
b
∂b
∂x1
(s3ϑcϕsϕv1¯ − cϑs2ϑc2ϕsϕv2¯ + c3ϑcϕv3¯ + cϑs2ϑc3ϕv3¯) +
1
ac
∂c
∂x2
(−cϑs2ϑsϕv1¯ + c2ϑsϑcϕsϕv2¯ + sϑv3¯ + c2ϑsϑs2ϕv3¯) +
1
a
∂a
∂x1
(−s3ϑcϕsϕv1¯ − c3ϑsϕv2¯ − cϑs2ϑs3ϕv2¯ + cϑs2ϑcϕs2ϕv3¯)
)
N
)
. (A.23)
In these expressions we have employed the notation sϑ = sinϑ, cϑ = cosϑ. In accordance
with the O(v) limit, we have ignored acceleration terms and terms nonlinear in velocities
and/or velocity spatial derivatives.
Next we consider an equation for the specific particle energy density E , defined by
E = ptptf = LtµˆLtνˆpµˆpνˆf. (A.24)
The specific particle energy density is related to the lab frame particle energy density e ≡ T tt
by
e =
∫
E ǫ sinϑ dǫ dϑ dϕ. (A.25)
From Eq. (169), we find that the specific particle density satisfies
Dt[E ]+Dx1[E ]+Dx2[E ]+Dx3[E ]+Dϑ[E ]+Dϕ[E ]+Oǫ[E ]+Oϑ[E ]+Oϕ[E ] = ǫ(1+v1¯cϑ+v2¯sϑcϕ+v3¯sϑsϕ)C.
(A.26)
The terms on the left-hand side are given by Eqs. (A.15)-(A.23) with N replaced by E .[32]
The t component of the second term of Eq. (169), which we refer to as the “acceleration
term”, vanishes for the flat spacetime metric of Eq. (A.2).
We now consider angle-integrated versions of Eqs. (A.14) and (A.26), which constitute
equations for “monochromatic moments” of the radiation field. These moments are functions
of the variables t, x1, x2, x3, ǫ. In deriving and presenting these expressions, it is convenient
to define
n1ˆ = cosϑ, (A.27)
n2ˆ = sinϑ cosϕ, (A.28)
n3ˆ = sinϑ sinϕ, (A.29)
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the orthonormal comoving frame components of the unit 3-vector specifying the particle di-
rection. In accordance with the O(v) limit, we ignore acceleration terms and terms nonlinear
in velocities and/or velocity spatial derivatives.
Our first equation of this type dictates the evolution of the lab frame monochromatic
particle density N, defined by
N =
∫
N sinϑ dϑ dϕ. (A.30)
It is related to the lab frame particle density n ≡ N t by
n =
∫
N ǫ dǫ, (A.31)
and its evolution is governed by
Dt[N] + Dx1[N] + Dx2 [N] + Dx3 [N] +Oǫ[N] =
∫
C sinϑ dϑ dϕ, (A.32)
where
Dt[N] =
∂N
∂t
, (A.33)
Dx1[N] =
1
ab
∂
∂x1
(ab(f1ˆ + v1¯ − f1ˆ1ˆv1¯ − f1ˆ2ˆv2¯ − f1ˆ3ˆv3¯)N), (A.34)
Dx2[N] =
1
ac
∂
∂x2
(c(f2ˆ + v2¯ − f1ˆ2ˆv1¯ − f2ˆ2ˆv2¯ − f2ˆ3ˆv3¯)N), (A.35)
Dx3[N] =
1
bc
∂
∂x3
((f3ˆ + v3¯ − f1ˆ3ˆv1¯ − f2ˆ3ˆv2¯ − f3ˆ3ˆv3¯)N), (A.36)
Oǫ[N] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
f1ˆ1ˆ +
∂v2¯
∂x1
f1ˆ2ˆ +
∂v3¯
∂x1
f1ˆ3ˆ +
1
a
(∂v1¯
∂x2
f1ˆ2ˆ +
∂v2¯
∂x2
f2ˆ2ˆ +
∂v3¯
∂x2
f2ˆ3ˆ
)
+
1
bc
(∂v1¯
∂x3
f1ˆ3ˆ +
∂v2¯
∂x3
f2ˆ3ˆ +
∂v3¯
∂x3
f3ˆ3ˆ
)
+
1
a
∂a
∂x1
(f2ˆ2ˆv1¯ − f1ˆ2ˆv2¯) +
1
b
∂b
∂x1
(f3ˆ3ˆv1¯ − f1ˆ3ˆv3¯) +
1
ac
∂c
∂x2
(f3ˆ3ˆv2¯ − f2ˆ3ˆv3¯)
)
N
)
. (A.37)
In these expressions, we have defined
fiˆ ≡
1
N
∫
N niˆ sinϑ dϑ dϕ,
fiˆjˆ ≡
1
N
∫
N niˆnjˆ sinϑ dϑ dϕ, (A.38)
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which are akin to Eddington factors in traditional moment approaches to radiation transport.
Finally, we present a set of coupled equations for the lab frame monochromatic particle
energy density E and orthonormal lab frame monochromatic particle momentum density Pi¯,
defined by
E =
∫
E sinϑ dϑdϕ, (A.39)
Pi¯ = ei¯µ
∫
f ptpµ sinϑdϑ dϕ. (A.40)
They are related to the lab frame particle energy density e ≡ T tt and orthonormal lab frame
particle momentum density pi¯ ≡ ei¯µT tµ by
e =
∫
E ǫ dǫ, (A.41)
pi¯ =
∫
Pi¯ ǫ dǫ. (A.42)
The evolution of the lab frame monochromatic particle energy density is governed by
Dt[E] + Dx1 [E] + Dx2 [E] + Dx3 [E] +Oǫ[E] = ǫ
∫
C(1 + v1¯n1ˆ + v2¯n2ˆ + v3¯n3ˆ)sinϑ dϑ dϕ,
(A.43)
where
Dt[E] =
∂E
∂t
, (A.44)
Dx1 [E] =
1
ab
∂
∂x1
(abP1¯), (A.45)
Dx2 [E] =
1
ac
∂
∂x2
(cP2¯), (A.46)
Dx3 [E] =
1
bc
∂P3¯
∂x3
, (A.47)
Oǫ[E] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
h1ˆ1ˆ +
∂v2¯
∂x1
h1ˆ2ˆ +
∂v3¯
∂x1
h1ˆ3ˆ +
1
a
(∂v1¯
∂x2
h1ˆ2ˆ +
∂v2¯
∂x2
h2ˆ2ˆ +
∂v3¯
∂x2
h2ˆ3ˆ
)
+
1
bc
(∂v1¯
∂x3
h1ˆ3ˆ +
∂v2¯
∂x3
h2ˆ3ˆ +
∂v3¯
∂x3
h3ˆ3ˆ
)
+
1
a
∂a
∂x1
(h2ˆ2ˆv1¯ − h1ˆ2ˆv2¯) +
1
b
∂b
∂x1
(h3ˆ3ˆv1¯ − h1ˆ3ˆv3¯) +
1
ac
∂c
∂x2
(h3ˆ3ˆv2¯ − h2ˆ3ˆv3¯)
)
E
)
. (A.48)
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The evolution of the first component of the orthonormal lab frame monochromatic particle
momentum density is governed by
Dt[P
1¯]+Dx1[P
1¯]+Dx2[P
1¯]+Dx3 [P
1¯]+F22[P
1¯]+F33[P
1¯]+Oǫ[P
1¯] = ǫ
∫
C (n1ˆ+v1¯) sinϑ dϑ dϕ,
(A.49)
where
Dt[P
1¯] =
∂P1¯
∂t
, (A.50)
Dx1 [P
1¯] =
1
ab
∂
∂x1
(ab(2v1¯P
1¯ + (h1ˆ1ˆ − 2(h1ˆ1ˆ1ˆv1¯ + h1ˆ1ˆ2ˆv2¯ + h1ˆ1ˆ3ˆv3¯))E)), (A.51)
Dx2 [P
1¯] =
1
ac
∂
∂x2
(c(P2¯v1¯ +P
1¯v2¯ + (h1ˆ2ˆ − 2(h1ˆ1ˆ2ˆv1¯ + h1ˆ2ˆ2ˆv2¯ + h1ˆ2ˆ3ˆv3¯))E)), (A.52)
Dx3 [P
1¯] =
1
bc
∂
∂x3
(P3¯v1¯ +P
1¯v3¯ + (h1ˆ3ˆ − 2(h1ˆ1ˆ3ˆv1¯ + h1ˆ2ˆ3ˆv2¯ + h1ˆ3ˆ3ˆv3¯))E), (A.53)
F22[P
1¯] = −1
a
∂a
∂x1
(2P2¯v2¯ + (h2ˆ2ˆ − 2(h1ˆ2ˆ2ˆv1¯ + h2ˆ2ˆ2ˆv2¯ + h2ˆ2ˆ3ˆv3¯))E), (A.54)
F33[P
1¯] = −1
b
∂b
∂x1
(2P3¯v3¯ + (h3ˆ3ˆ − 2(h1ˆ3ˆ3ˆv1¯ + h2ˆ3ˆ3ˆv2¯ + h3ˆ3ˆ3ˆv3¯))E), (A.55)
Oǫ[P
1¯] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
h1ˆ1ˆ1ˆ +
∂v2¯
∂x1
h1ˆ1ˆ2ˆ +
∂v3¯
∂x1
h1ˆ1ˆ3ˆ +
1
a
(∂v1¯
∂x2
h1ˆ1ˆ2ˆ +
∂v2¯
∂x2
h1ˆ2ˆ2ˆ +
∂v3¯
∂x2
h1ˆ2ˆ3ˆ
)
+
1
bc
(∂v1¯
∂x3
h1ˆ1ˆ3ˆ +
∂v2¯
∂x3
h1ˆ2ˆ3ˆ +
∂v3¯
∂x3
h1ˆ3ˆ3ˆ
)
+
1
a
∂a
∂x1
(h1ˆ2ˆ2ˆv1¯ − h1ˆ1ˆ2ˆv2¯) +
1
b
∂b
∂x1
(h1ˆ3ˆ3ˆv1¯ − h1ˆ1ˆ3ˆv3¯) +
1
ac
∂c
∂x2
(h1ˆ3ˆ3ˆv2¯ − h1ˆ2ˆ3ˆv3¯)
)
E
)
. (A.56)
The evolution of the second component of the orthonormal lab frame monochromatic particle
momentum density is governed by
Dt[P
2¯]+Dx1[P
2¯]+Dx2[P
2¯]+Dx3 [P
2¯]+F12[P
2¯]+F33[P
2¯]+Oǫ[P
2¯] = ǫ
∫
C (n2ˆ+v2¯) sinϑ dϑ dϕ,
(A.57)
where
Dt[P
2¯] =
∂P2¯
∂t
, (A.58)
Dx1[P
2¯] =
1
ab
∂
∂x1
(ab(P2¯v1¯ +P
1¯v2¯ + (h1ˆ2ˆ − 2(h1ˆ1ˆ2ˆv1¯ + h1ˆ2ˆ2ˆv2¯ + h1ˆ2ˆ3ˆv3¯))E)), (A.59)
Dx2[P
2¯] =
1
ac
∂
∂x2
(c(2P2¯v2¯ + (h2ˆ2ˆ − 2(h1ˆ2ˆ2ˆv1¯ + h2ˆ2ˆ2ˆv2¯ + h2ˆ2ˆ3ˆv3¯))E)), (A.60)
44
Dx3[P
2¯] =
1
bc
∂
∂x3
(P3¯v2¯ +P
2¯v3¯ + (h2ˆ3ˆ − 2(h1ˆ2ˆ3ˆv1¯ + h2ˆ2ˆ3ˆv2¯ + h2ˆ3ˆ3ˆv3¯))E), (A.61)
F12[P
2¯] =
1
a
∂a
∂x1
(P2¯v1¯ +P
1¯v2¯ + (h1ˆ2ˆ − 2(h1ˆ1ˆ2ˆv1¯ + h1ˆ2ˆ2ˆv2¯ + h1ˆ2ˆ3ˆv3¯))E), (A.62)
F33[P
2¯] = − 1
ac
∂c
∂x2
(2P3¯v3¯ + (h3ˆ3ˆ − 2(h1ˆ3ˆ3ˆv1¯ + h2ˆ3ˆ3ˆv2¯ + h3ˆ3ˆ3ˆv3¯))E), (A.63)
Oǫ[P
2¯] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
h1ˆ1ˆ2ˆ +
∂v2¯
∂x1
h1ˆ2ˆ2ˆ +
∂v3¯
∂x1
h1ˆ2ˆ3ˆ +
1
bc
(∂v1¯
∂x3
h1ˆ2ˆ3ˆ +
∂v2¯
∂x3
h2ˆ2ˆ3ˆ +
∂v3¯
∂x3
h2ˆ3ˆ3ˆ
)
+
1
a
(∂v1¯
∂x2
h1ˆ2ˆ2ˆ +
∂v2¯
∂x2
h2ˆ2ˆ2ˆ +
∂v3¯
∂x2
h2ˆ2ˆ3ˆ
)
+
1
a
∂a
∂x1
(h2ˆ2ˆ2ˆv1¯ − h1ˆ2ˆ2ˆv2¯) +
1
b
∂b
∂x1
(h2ˆ3ˆ3ˆv1¯ − h1ˆ2ˆ3ˆv3¯) +
1
ac
∂c
∂x2
(h2ˆ3ˆ3ˆv2¯ − h2ˆ2ˆ3ˆv3¯)
)
E
)
. (A.64)
The evolution of the third component of the orthonormal lab frame monochromatic particle
momentum density is governed by
DtP
3¯+Dx1[P
3¯]+Dx2 [P
3¯]+Dx3[P
3¯]+F13[P
3¯]+F23[P
3¯]+Oǫ[P
3¯] = ǫ
∫
C (n3ˆ+v3¯) sinϑ dϑ dϕ,
(A.65)
where
Dt[P
3¯] =
∂P3¯
∂t
, (A.66)
Dx1[P
3¯] =
1
ab
∂
∂x1
(ab(P3¯v1¯ +P
1¯v3¯ + (h1ˆ3ˆ − 2(h1ˆ1ˆ3ˆv1¯ + h1ˆ2ˆ3ˆv2¯ + h1ˆ3ˆ3ˆv3¯))E)), (A.67)
Dx2[P
3¯] =
1
ac
∂
∂x2
(c(P3¯v2¯ +P
2¯v3¯ + (h2ˆ3ˆ − 2(h1ˆ2ˆ3ˆv1¯ + h2ˆ2ˆ3ˆv2¯ + h2ˆ3ˆ3ˆv3¯))E)), (A.68)
Dx3[P
3¯] =
1
bc
∂
∂x3
(2P3¯v3¯ + (h3ˆ3ˆ − 2(h1ˆ3ˆ3ˆv1¯ + h2ˆ3ˆ3ˆv2¯ + h3ˆ3ˆ3ˆv3¯))E), (A.69)
F13[P
3¯] =
1
b
∂b
∂x1
(P3¯v1¯ +P
1¯v3¯ + (h1ˆ3ˆ − 2(h1ˆ1ˆ3ˆv1¯ + h1ˆ2ˆ3ˆv2¯ + h1ˆ3ˆ3ˆv3¯))E), (A.70)
F23[P
3¯] =
1
ac
∂c
∂x2
(P3¯v2¯ +P
2¯v3¯ + (h2ˆ3ˆ − 2(h1ˆ2ˆ3ˆv1¯ + h2ˆ2ˆ3ˆv2¯ + h2ˆ3ˆ3ˆv3¯))E), (A.71)
Oǫ[P
3¯] = −1
ǫ
∂
∂ǫ
(
ǫ2
(∂v1¯
∂x1
h1ˆ1ˆ3ˆ +
∂v2¯
∂x1
h1ˆ2ˆ3ˆ +
∂v3¯
∂x1
h1ˆ3ˆ3ˆ +
1
a
(∂v1¯
∂x2
h1ˆ2ˆ3ˆ +
∂v2¯
∂x2
h2ˆ2ˆ3ˆ +
∂v3¯
∂x2
h2ˆ3ˆ3ˆ
)
+
1
bc
(∂v1¯
∂x3
h1ˆ3ˆ3ˆ +
∂v2¯
∂x3
h2ˆ3ˆ3ˆ +
∂v3¯
∂x3
h3ˆ3ˆ3ˆ
)
+
1
a
∂a
∂x1
(h2ˆ2ˆ3ˆv1¯ − h1ˆ2ˆ3ˆv2¯) +
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1b
∂b
∂x1
(h3ˆ3ˆ3ˆv1¯ − h1ˆ3ˆ3ˆv3¯) +
1
ac
∂c
∂x2
(h3ˆ3ˆ3ˆv2¯ − h2ˆ3ˆ3ˆv3¯)
)
E
)
. (A.72)
In these energy and momentum equations, we have defined
hiˆjˆ ≡
1
E
∫
E niˆnjˆ sinϑdϑ dϕ, (A.73)
hiˆjˆkˆ ≡
1
E
∫
E niˆnjˆnkˆ sinϑ dϑ dϕ, (A.74)
which are akin to Eddington factors in traditional moment approaches to radiation transport.
We point out that fiˆ is not equal to P
i¯/E, and that the second angular moment factors
fiˆjˆ and hiˆjˆ are not equal to each other. This is because N and E have different angular
dependencies, as can be seen from Eqs. (A.12) and (A.24). This complication is a result
of taking moments of lab frame number and energy distributions with respect to comoving
frame angular variables.
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[28] In a “coordinate basis” the basis vectors are ~eµ =
∂
∂xµ
. These basis vectors “commute” because
the order of partial derivatives can be interchanged freely. The connection coefficients in a
coordinate basis are given by Γµνρ =
1
2g
µσ
(
∂gσν
∂xρ
+
∂gσρ
∂xν
− ∂gνρ
∂xσ
)
. In a “non-coordinate basis”
obtained from the coordinate basis by a transformation ~eµ′ = L
µ
µ′~eµ, the basis vectors ~eµ′ =
Lµµ′
∂
∂xµ
do not commute if Lµµ′ depends on position in spacetime. The connection coefficients
in a non-coordinate basis have extra terms associated with the non-vanishing commutators
of the basis vectors. In this paper, the connection coefficients in a non-coordinate basis are
obtained from those of a coordinate basis via the transformation Γµ
′
ν′ρ′ = L
µ′
µL
ν
ν′L
ρ
ρ′Γ
µ
νρ+
Lµ
′
µL
ρ
ρ′
∂Lµν′
∂xρ
.
[29] The contraction of a basis vector ∂
∂za
with a 1-form dzb is ∂
∂za
· dzb = δba. In the contraction
of a vector with a direct product of 1-forms, the contraction is with the first 1-form in the
direct product. This means that the contraction of a vector with a wedge product of n 1-forms
gives n terms, because the wedge product is the completely antisymmetrized sum of n direct
products.
[30] The computational procedure for integrals over differential forms involves (1) forming an in-
finitesimal parallelpiped—a wedge product of the vectors forming the edges of the infinitesimal
region—at each point in the region over which the integration is performed; (2) contracting
this infinitesimal parallelpiped with the differential form at each point; (3) calculating the in-
tegral with the usual rules of elementary calculus. An infinitesimal parallelpiped in momentum
space is a wedge product of displacement vectors in each of the three directions in momentum
space. In the contraction of this parallelpiped with ω, the only terms that do not vanish are
those in Eq. (36); the other terms of Eq. (34) have only two momentum space 1-forms.
[31] Other 6-dimensional hypersurfaces can be formed, which contain a 4-dimensional region in
spacetime and a 2-dimensional surface in momentum space or a timelike region in spacetime
together with a 3-dimensional region in momentum space; such hypersurfaces are not of use
in defining the particle number 4-current and stress-energy tensor.
[32] Because the relations between N , E and f have different dependencies on velocity, expressions
of Eqs. (A.14) and (A.26) in terms of f would differ by terms of O(v2) and higher. While
in principle these discrepancies vanish to O(v), a simulation solving for both N and E in
which v2 turns out to be non-negligible compared to unity can be expected to exhibit some
inconsistency between values of f derived from Eq. (A.12) and Eq. (A.24).
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