Abstract. In this work, by using techniques and results of differential geometry, we propose a new numerical method on complete Riemannian manifolds to find zeros of vector fields. Our algorithm generalizes the classical secant method.
Introduction

Background and notations
2.1. Geometric preliminaries. Let M be a real m-dimensional Riemannian manifold. Given p ∈ M, T p M will denote the tangent space to M at p, and by ., . p we will denote the scalar product on T p M, which induces the norm ||.|| p = ., .
1/2
p , where the subscript p is usually deleted whenever there is no possibility of confusion. The tangent bundle of M is defined by T M := {(p, v) ; p ∈ M and v ∈ T p M} = p∈M T p M, which can be endowed with a 2m-dimensional differentiable structure.
A vector field X on M is a function that assigns to each point p ∈ M a tangent vector X p ∈ T p M. We will say that the vector field X is differentiable if the function X : M → T M is differentiable. Henceforth, X (M) will denote the space of all differentiable vector fields on M and we will use D (M) to denote the ring of differentiable real-valued functions on M. Given X ∈ X (M) and f ∈ D(M), df (X) = X(f ) represents the directional derivative of f in the direction X, where df stands for the differential of f.
If γ : [a, b] −→ M is a piecewise smooth curve, we define the length of γ by
this definition is independent of parametrization and induces a metric on M as follows: the Riemannian distance from p to q is defined by, [3] d (p, q) := inf
where the infimum is taken over all the piecewise smooth curves γ connecting p and q. The induced topology by the metric d coincides with the topology of the manifold M.
The Levi-Civita Theorem establishes that there exists an unique affine connection ∇ on M compatible with the metric and symmetric, this connection is called the Levi-Civita connection (cf. [3] ). Let ∇ be the Levi-Civita connection associated with the Riemannian metric, we say that a parametrized curve γ : I ⊆ R −→ M is a geodesic at t 0 ∈ I if ∇ γ ′ (t) γ ′ (t) = 0 at the point t 0 . If γ is a geodesic for all t ∈ I, we say that γ is a geodesic, in this case ||γ ′ (t)|| is constant. The restriction of γ to [a, b] ⊆ I is called a geodesic segment joining γ (a) to γ (b) . A geodesic γ joining p to q is said to be minimal if l(γ) = d(p, q).
As is known a Riemannian manifold is complete if for any p ∈ M all geodesic emanating from p is defined for all −∞ < t < ∞. By the Hopf-Rinow Theorem, we have that if M is complete then any pair of points in M can be joined by a minimal geodesic. Moreover, (M, d) is a complete metric space (cf. [3] ).
Let B (p, r) and B [p, r] denote respectively the open geodesic ball and the closed geodesic with center p and radius r, that is,
An open set U of M will be called convex if given p, q ∈ U there exists an unique minimal geodesic in U from p to q.
Assuming that M be complete, if v ∈ T p M there exists an unique locally minimizing geodesic γ such that γ (0) = p and γ ′ (0) = v. The point γ (1) is called the image of v by the exponential map at p, that is, the function
given by exp p (v) = γ (1) is well defined. It is not difficult see that, for any t ∈ [0, 1] , γ (t) = exp p (tv) . For other important properties of the exponential map, see [3] . When for all p ∈ M the exponential map is defined for all v ∈ T p M we will say that the Riemannian manifold M is geodesically complete or, simply, complete. This is equivalent to say that for all p ∈ M, any geodesic γ starting from p is defined for all values of the parameter t ∈ R.
Next, we recall the notion of parallel transport. Definition 1. Let γ : R −→ M be a piecewise smooth curve, the parallel transport along γ, denoted by P γ , ., . is defined by
for all a, b ∈ R; where V is the unique vector field along γ satisfying ∇ γ ′ (t) V = 0 and V (γ (a)) = v.
It is easy to show that P γ,a,b is linear and one-one, so that P γ,a,b is an isomorphism between the tangent spaces T γ(a) M and T γ(b) M. Its inverse is the parallel transport along the reversed portion of γ from V (γ (b)) to V (γ (a)) . Thus P γ,a,b is an isometry between T γ(a) M and T γ(b) M. Note that, for any a, b, d ∈ R the parallel transport has the following important properties:
2.2. Divided differences on Riemannian manifolds. We start with the definition of divided difference, which has been widely studied in the setting of Banach space. Let X, Y be two real vector spaces and B(X, Y ) the space of bounded linear operators from X into Y. Give a function F :
is said to be a divided difference of first order of F in the pair of points x, y, x = y, if
With this notation, in [1] the secant method in Banach spaces is described by the following algorithm:
Following these ideas, we give a definition of divided differences on Riemannian manifolds, which is a slight modification of the definition proposed in [24] .
Definition 2. Let M be a Riemannian manifold and γ a regular curve in M. Let us suppose that [s,
M is said to be a divided difference of first order for the vector field X on the points
Given p, q ∈ M, [p, q; X] will denote a divided difference satisfying (2) with γ a geodesic joining the points γ(s) = p and γ(s
We observe that if M is an euclidean space, the geodesic connecting two points x, y ∈ M is given by γ(s) = x + s(y − x), s ∈ R. Then (2) implies, with s = 0 and h = 1, that
which is (1) with F = X. So, (2) generalizes the classical definition of divided difference of first order in euclidean spaces.
The following theorem shows that we can always define a divided difference for a vector field X on a Riemannian manifold M, on any pair of points of a curve γ ⊂ M.
Teorema 3. Let M be a manifold, X a vector field (not necessarily continuous) on M, and let γ be a regular curve on M, such that [s, s + h] ⊂ dom(γ). Then there is a divided difference of first order for the vector field X on the points γ (s) and
Proof. Given s ∈ dom(γ), we consider the subspace
Let Π be the linear projection of T γ(s+h) M ontoM 1 . Then Π(v) = v for all v ∈M 1 and therefore, the linear application
which shows that θ is a divided difference of the vector field X on the points γ (s) ,
Following the argument of the proof of the before theorem, we construct some examples of divided difference for (not necessarily differentiable) vector fields.
Example 4. We suppose that γ is a regular curve on a Riemannian manifold M and let s, h such that [s, s + h] ⊂ dom (γ) . We take a basis
of T γ(s+h) M, and in this basis we write P γ,s,s+h (γ ′ (s)) in the form
As P γ,s,s+h is injective and γ ′ (s) = 0, if i 0 is the first index for which λ
also is a basis of T γ(s+h) M. Let now M 1 ,M 1 , andθ be as in the proof of the preceding theorem, and we define the linear projection Π :
whence, in virtue of the equality
we conclude that
From here, the linear application θ =θ • Π satisfies
The former example is useful when the field vector is not differentiable; the next lemma gives other divided differences, which we will define in terms of the covariant derivative, for differentiable vector fields.
Lema 5. Let γ be a geodesic on a Riemannian manifold M and let X be a vector field of class
is a divided difference along of the curve γ. In particular, if γ is a geodesic joining the points γ(0) = p and γ(1) = q, we obtain
Proof. We consider the curve in T γ(s) M given by
whence, by continuity and linearity of P γ,t,s , we have
and, in consequence, the linear operator θ :
Thus, θ is a divided difference for the vector field X on the points γ (s) , γ (s + h) in direction γ ′ (s) . So, with the notation of Definition 2,
In particular, if γ is a geodesic joining the points γ(0) = p and γ(1) = q, we have
which proves the lemma.
Secant method on Riemannian manifolds
In this section we formulate our method, which allows us to find zeros of a vector field on a Riemannian manifold. For the formulation, we use the same notation as in Section 2. The algorithm is defined by
for each n = 1, 2 . . . , with p 0 and p 1 given.
We will study a result of semi-local convergence, for which we need extend, to the context of manifolds, conditions of continuity of the Holder-type and Lipschitz-type.
Throughout Section 3, ω : R + × R + −→ R + is a function that is non-decreasing and continuous in its two arguments. Let M be a Riemannian manifold and Ω ⊂ M an open set. We say that a vector field X ∈ X (M) satisfies the ω−condition on Ω, if
for all p 1 , p 2 , q 1 , q 2 ∈ Ω, where γ is a geodesic joining the points γ(0) = q 2 and γ(1) = p 2 .
3.1. Analysis for semilocal convergence. Let Ω be an open connected subset of a Riemannian manifold M and p 0 , p −1 ∈ Ω. Next we define the following functions:
, 
has a smaller positive root R, which satisfies
Then the sequence (p k ) generated by the secant method (4) is well defined and converges to the unique solution p * ∈ B(p 0 , R).
In order to prove the theorem, we first prove some lemmas.
Lema 7. If the sequence (p k ) generated by the secant method (4) is well defined, then
where γ n−1 is the minimizing geodesic joining γ n−1 (0) = p n−1 to γ n−1 (1) = p n .
Proof. By (2) we have
from which we obtain, with s = 0 and h = 1, that
, which is a consequence of the equality
On the other hand, by (4)
which implies (7).
Lema 8. Under the same hypothesis of Theorem 6 we have that
where a = a(R) and b = b(R).
Proof. We first prove that p 1 ∈ B (p 0 , R) . In fact, by (4) one has
From here and the hypothesis ii), we get
On the other hand, the ω−condition (5) implies (10)
the last inequality being a consequence of (6), d(p 0 , p 1 ) < R, and the fact that ω is non-decreasing in its two arguments. Since the parallel transport is an isometry, it follows by hypothesis ii) that
Thus, a classical result of linear operator theory, see Theorem 2.3.5 in [38] , shows that [p 0 , p 1 , X] • P γ 0 ,0,1 is invertible and moreover,
We conclude from (6) and (10) that
.
Next, we note that by Lemma 7 and (10) we get,
The following step is to show that d(p 1 , p 2 ) ≤ ad(p 0 , p 1 ) and d(p 0 , p 2 ) < R. To prove the first inequality, we use (4) to obtain
which gives, by (11) and (12),
By definition of a it follows that
which gives us that
By definition of R, we obtain the second inequality. Thus
Now, we consider a sequence of geodesics (φ n ) satisfying φ n (0) = p 0 , φ n (1) = p n , and φ 1 = γ 0 . We conclude from (5), (6), (15) , and
by hypothesis ii). Proceeding as in the proof of (11) one obtains that the operator [p 1 , p 2 , X] is invertible and
from which we infer, by using (5) and
Therefore, according to what we have proved above,
Here we have used the fact that ω is non-decreasing in its two arguments.
On the other hand, by (4),
We conclude from (16) and (17) that
hence that,
Finally, by (9), (13), (14), and (18), we deduce that
Lema 9. Under the same hypothesis of Theorem 6 we have that
The operator [p n−1 , p n , X] is invertible and
Proof. The verification of the conditions 1-4 of Lema 9 follows by induction on n. For the case n = 3, the condition d (p n , p 0 ) < R is obvious from Lemma 8. To prove 2 when n = 3, we consider a geodesic φ 3 satisfying φ 3 (0) = p 0 and φ 3 (1) = p 3 . Then, from (5) we have
and so, by (6), (15) , and Lemma 8, it may be concluded that
Proceeding as in the proof of (11) one obtains that [p 2 , p 3 , X] is invertible and
which is (19) for n = 3. Next, by Lemma 7 and (5), it follows that
and consequently
Hence, (4), and (20), we obtain
which, by definition of c, yields
This completes the proof for n = 3; the argument in the case n > 3 is similar, so we only give the main lines of the proof. Let us suppose that Lemma 9 holds for k = 3, . . . , n; more precisely we suppose that
, for all k ∈ {3, . . . , n}, we prove that the same is true for k = n + 1. We first observe that by the inequality 4,
and, in consequence,
From what has already been shown it follows that
Now we consider a geodesic φ n+1 joining φ n+1 (0) = p 0 to φ n+1 (1) = p n+1 . Then, by applying the ω−condition, (21) , and the inductive hypothesis, we find that
Following the same argument used to prove (11) , one can show that [p n , p n+1 , X] is invertible and moreover
To prove the assertion 3, we use Lemma 7 to conclude that
from which we obtain
Finally, from the equalities
we deduce that
which completes the proof of Lemma 9.
Now we are ready to prove the main theorem of this section.
Proof of Theorem 6. We first observe that, as a consequence of Lemma 9, part 2, the sequence (p n ) defined by the method (4) is well-defined. In order to prove the convergence of (p n ), we prove that it is a Cauchy sequence. Indeed, by part 4 of Lemma 9, we have
Since c < 1, we deduce that (p n ) is a sequence of Cauchy in B[p 0 , R], and so there is p * ∈ B[p 0 , R] such that (p n ) converges to p * . Now we show that p * is a root of X. This follows directly by taking limits of both sides of the inequality
which is part of the conclusion of Lemma 9. To finish the proof, we prove that p * is the unique root of X in B[p 0 , R]. If there existed a q * ∈ B[p 0 , R] such that X(q * ) = 0, we would have
where φ is a geodesic joining φ(0) = p 0 to φ(1) = p * . We can now proceed analogously as before to conclude that [q * , p * , X] is invertible. Next, let α be a geodesic satisfying α(0) = q * and α(1) = p * . Then by (2) ,
Since [p * , q * , X] and P α,0,1 are invertible, it follows that α ′ (0) = 0. Thus p * = q * , and the proof is complete.
Order of convergence of the method
In this section we study the local order of convergence of the proposed method. For this, we first extend to Riemannian manifolds the classical notion of order of convergence as follows.
Definition 10. Let M be a complete Riemannian manifold and let (p k ) be a sequence in M converging to a limit p * . If there is a chart (U, x) of p * and constants p > 0 and M ≥ 0 such that
holds for all sufficiently large k, we say that (p k ) converges to p * with order at least p.
We remark that the definition above do not depend on the choice of the chart. More precisely, if (V, y) is another chart of p * , then (22) holds changing x by y and probably with a constantM instead of M [39] . So, we can assume that U is a normal neighborhood of each of its points (also called a totally normal neighborhood), see Theorem 3.7 in [3] . Since in a totally normal neighborhood U of p * , (23) exp
for all p, q ∈ U and for all sufficiently large k, we can rewrite (22) as
Teorema 11. Under the same hypothesis of Theorem 6, we have
for all n ≥ 0. Moreover,
for all n ≥ 0.
Proof. By above remark, without loss of generality, we can assume that U is a totally normal neighborhood of p * and p k ∈ U for all k. So, (23) holds for all p, q ∈ U and all k. Thus, if µ k ∈ T p k M satisfies exp p k (µ k ) = p * , then
is a minimizing geodesic joining p k to p * and d(p k , p * ) = µ k . Therefore, by (2),
[β k (0) , β k (1) ; X]P β k ,0,1 (β ′ k (0)) = X (β k (1)) − P β k ,0,1 (X (β k (0))) , or equivalently [p k , p * ; X]P β k ,0,1 (µ k ) = X (p * ) − P β k ,0,1 (X (p k )) = −P β k ,0,1 (X (p k )) , since X(p * ) = 0 and d(exp q ) 0 is the identity of T q M for all q ∈ M. We conclude that
and finally that
the last equality being due to (4) . It follows that
whence, by (4) and (23) ,
This, together with d(p k , p * ) = µ k , imply that
On the other hand, by the ω−condition (5), (19) , and the fact that P β k ,1,0 is an isometry, we have
