Abstract-After more than 3 years of successful operation at the LHC, we report on the operation and performance of the Semi-Conductor Tracker (SCT) functioning in a high luminosity, high radiation environment.
I. INTRODUCTION TO THE SCT
The SemiConductor Tracker (SCT) is part of the Inner Detector of the ATLAS experiment [1] at the LHC. The Inner Detector is responsible for tracking and vertexing, and is illustrated in Fig. 1 . SCT is about 5.6 m long and 1.4 m diameter. It comprises 15392 silicon sensors assembled into 4088 independently powered and operated modules of silicon-strip detectors arranged in four concentric layers in the Barrel region of the detector (pseudorapidity range extends to |η| < 1.4) and 9 disks for each of the two End-caps (pseudorapidity range 1.1 < |η| < 2.5). The Barrel modules are of uniform design, with strips approximately parallel to the magnetic field and the beam axis. The End-cap consists of up to three rings of modules with trapezoidal sensors and the strip direction is radial with constant azimuthal angle. Each module is designed, constructed and tested to operate as a stand-alone unit, mechanically, electrically, optically and thermally. The Barrel modules consist of four silicon strip sensors of size 6 cm × 6 cm with strips of pitch of 80 µm. Two sensors on each side are daisy-chained together and a second pair is glued back-to-back with the first at a stereo angle of 40 mrad, in order to provide two dimensional information. The End-cap modules are constructed using two or four sensors of similar size to the barrel module sensors.
The signals are processed in the front-end ABCD3T ASICs, which use a binary readout architecture. Data is transferred to the off-detector readout electronics via optical fibers. There are 12 128-channel ASICs per module. Signals are amplified, shaped and discriminated to provide a binary signal that is Priscilla Pani, Nikhef, Amsterdam. priscilla.pani@cern.ch Fig. 1 : Representation of the ATLAS Inner Detector [1] latched to the 40 MHz clock. a hit is registered if the pulse height in a channel exceeds a preset threshold (normally 1 fC).
II. OPERATIONS AND MONITORING
In the period 2010-2013, the LHC delivered 47 pb −1 , 5.6 fb −1 and 23.3 fb −1 of proton-proton collision data at 7 and 8 TeV of centre of mass energy.
The SCT was fully operational throughout all data taking periods and achieved data taking efficiencies of 99.9%, 99.6% and 99.1% in 2010, 2011 and 2012 respectively. During the three years of data taking, 99% of strips were active and available for tracking at all times. The SCT was always powered on. The bias voltage was maintained at 50 V outside of stable beam conditions (Standby) and at 150 V during stable beams. Using an evaporative cooling system, it was operated cold (0 • C) in order to limit radiation damage. Calibrations were performed regularly. In order to optimize the online configuration applying a common 1 fC threshold across the SCT, which ensures a low occupancy (< 5 · 10 −4 ) and high hit efficiency (> 99%) for all channels.
A. Online and offline monitoring of the SCT
The SCT performance needs to be monitored at all times, in order to ensure the quality of the data taking. In case defects are found, data are tagged with tolerable and intolerable defects. A number of defects that might occur in the SCT acquisition and performance can be defined as intolerable for the physics analyses, marking the afflicted data as not usable for these purposes. For this reason, a number of observables 978-1-4799-0534-8/13/$31.00 ©2013 IEEE are constantly monitored, both online, during the data taking, and offline, within 24 hours after being recorded. In the online monitoring, a certain number of events, taken from different data streams, are processed on the fly from the online monitoring infrastructure. This information is used to produce histograms used to asses immediately any lack of quality in the data taking and to further investigate promptly.
In the offline monitoring, after the data are recorded, a fast reconstruction is performed of a subsample of the collected data in order to asses the quality of the recorded data. In case the observed issues can be corrected in the offline reconstruction, the information is used to fix promptly the full data processing. Otherwise, the information is used to tag the afflicted data with a quality defect flag that is used to build good run lists. Additional information is monitored on a longer timescale in order to assess the health of the detector.
The variables used and studies in the monitoring are briefly described in the following. a) Intrinsic hit efficiency: The intrinsic hit efficiency is defined as the probability of a hit being registered in an operational detector element when a charged particle traverses the sensitive part of the element. It is defined at the ratio of the numbers of recorded hits on a track with p T > 1 GeV (N hits ) to the total expected, given by the number of hits plus the number of misses (N holes ).
Dead modules and chips are taken into account in the efficiency evaluation. The hit efficiency for each of the SCT barrels and disks is shown in Fig. 2 , together with the fraction of non-working strips in that layer. The figure shows that the hit efficiency is > 99.5% for all layers and that the inefficiency is correlated with the number of bad strips, as expected.
b) Link Errors: If an error is flagged in data from one side of a module, (either due to a module Low Voltage supply fault or due to desynchronization of one or more chips invoked by Single Event Upsets) then no hits are returned in that data link, which can therefore give rise to a drop in hit efficiency. Fig. 3 shows the fraction of data links with errors within each run during 2012 data taking, which indicates that much less than 0.1% of data links have a fault for the duration of the run. This low rate if errors is due to the on-the-fly reconfiguration of desynchronized data links during running, and the fast detection and correction of LV faults. In addition, SCT implemented an automatic global reconfiguration of all SCT module chips every 30 minutes, as a precaution against subtle deterioration in chip configuration, as a result of single event upsets, and the consequent chip desynchronization.
c) Detector occupancy: The detector occupancy is defined as the ratio of the number of strips giving hits to the total number of strips. The SCT design was optimized to minimize the detector occupancy, hence reduce the confusion in pattern recognition that arises from high track multiplicity environment such the one at the LHC. The 1% mean strip occupancy design threshold has been reached and, in 2012, exceeded, with no significant loss in tracking efficiency. The detector occupancy has been studied in dedicated runs as a function of the number of interaction per bunch crossing delivered in the collision and its trend has been found to show a good linearity (Fig. 4) and a value smaller than 2% for the Barrel region up to 70 interactions per bunch crossing. d) Noise occupancy: The probability to record a hit due only to noise is measured in collisions with empty bunch trains. A noisy strip is defined as one with an average occupancy of more than 1.5% in such empty bunch-crossings. Noisy strips are identified and monitored, since maintaining a low noise is of crucial importance in order to maintain high tracking efficiency in the detector. Strips which were noisy, or showed other problems, in the previous online calibration run are excluded. The rate of noisy strips is observed to rise with luminosity, as radiation affects the effective readout thresholds. This is observed in Fig. 5 where it is plotted the number of noisy strips determined offline in the prompt calibration loop as a function of time from the start of data-taking in 2010 to the end of data-taking in 2013. Often whole chips are affected, leading to large run-to-run fluctuations in the number of noisy strips. The number is relatively stable during the periods of heavy-ion running at the end of 2011 and in 2013, when the luminosity was relatively low. e) Alignment: The knowledge of the alignment of the modules of each sub-detectors of the inner tracking system and the alignment between the sub-detectors themselves determines the resolution in the momentum reconstruction of charged particles. For this reason, the alignment of the SCT modules and of the detector with respect of ATLAS is constantly monitored and, in case of necessity, recalculated, through a track based procedure [3] . As an example, Fig. 6 shows the movements of the largest structures of the inner detector during the data taking period from April to May 2011. Very small movements can be associated to cooling failures and power cut/power off events. In addition a Frequency Scanning Interferometry (FSI, [5] ) technique is in place to independently monitor the SCT movements, that are found to be smaller than 1 µm during extended periods of time, in agreement with the track-based alignment results. III. RADIATION DAMAGE Irradiation of silicon sensors results in damage in the bulk silicon and the dielectric layers, with main effects being the increase in leakage current of the sensor, the change in the effective doping concentration and a change in the the interstrip capacitance. A measurement of leakage current during off beam periods was made and converted to those at the temperature of 0
• C using the temperature scaling formula with effective energy E gen = 1.21eV, assuming that all HV currents are due to generation current in the silicon bulk [6] . The experimental measurement was found to be in agreement [7] with the Hamburg/Dortmund model simulated using FLUKA and including self annealing effects based on the different measured sensor temperatures. The increase in the Leakage Current is shown in Fig. 7 . Colored bands indicate 1 sigma uncertainties, which is obtained by quadratically summing up all uncertainties of the model parameters as well as the temperature measurements. The error of the FLUKA simulation is not included in the estimate of 1 sigma uncertainty. The prediction takes into account of self-annealing effects using the measured sensor temperatures shown at the top of plots and is based on the total 7 and 8-TeV collision luminosities delivered to ATLAS, shown by the black solid line.
The leakage current was observed to be correlated with the increase in luminosity as expected and excellent agreement between data and predictions is observed over the three years of operations. This indicates that the observed HV currents are mostly due to bulk generation current and also that the leakage current modeling incorporating self-annealing effects are well applicable. Although a significant increase in leakage current is observed the change in depletion voltage so far is negligible and the SCT remains far from the type inversion.
IV. CONCLUSION
The SCT silicon detector, as a part of the ATLAS tracking system, has been fully operational during the data taking period 2009-2013. More than 99% of the SCT modules were operational in this period. The quality of the data taking has been constantly monitored both online and offline, taking into account a wide number of information to assess the status of the detector and the quality of the data taking. In addition, these observables have been studied on a longer time scale in order to asses the health of the detector. As a result, more than 99% of the data collected by ATLAS during these 3 years have good SCT data quality. The SCT is shown to be mechanically rigid and stable over a long period of time, by means of two independent methods.
