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Abstract
This paper is devoted to establish nontrivial effective lower bounds for the least com-
mon multiple of consecutive terms of a sequence (un)n∈N whose general term has the form
un = r[n]q+u0, where q, r are positive integers and u0 is a non-negative integer such that
gcd(u0, r) = gcd(u1, q) = 1. For such a sequence, we show that for all positive integer n,
we have lcm{u1, u2, . . . , un} ≥ c1 · cn2 · q
n2
4 , where c1 and c2 are positive constants depend-
ing only on q, r and u0. This can be considered as a q-analog of the lower bounds already
obtained by the author (in 2005) and by Hong and Feng (in 2006) for the arithmetic
progressions.
MSC 2010: Primary 11A05, 11B25, 11B65, 05A30.
Keywords: Least common multiple, q-analogs, arithmetic progressions.
1 Introduction and the main results
Throughout this paper, we let N∗ denote the set N \ {0} of positive integers. For t ∈ R, we let
⌊t⌋ denote the integer part of t. We say that an integer a is a multiple of a non-zero rational
number r if the quotient a/r is an integer. The letter q always denotes a positive integer;
besides, it is assumed if necessary that q ≥ 2 (this assumption is needed in §2.2). Let us recall
the standard notations of q-calculus (see e.g., [10]). For n, k ∈ N, with n ≥ k, we have by
definition:
[n]q :=
qn − 1
q − 1 for q 6= 1 and [n]1 := n,
[n]q! := [n]q[n− 1]q · · · [1]q (with the convention [0]q! = 1),
1
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[
n
k
]
q
:=
[n]q!
[k]q![n− k]q!
=
[n]q[n− 1]q · · · [n− k + 1]q
[k]q!
.
The numbers [nk]q are called the q-binomial coefficients (or the gaussian binomial coefficients)
and it is well-known that they are all positive integers (see e.g., [10]). From this last fact, we
derive the important property stating that:
For all a, b ∈ N, the positive integer [a]q![b]q! divides the positive integer [a + b]q!. (1.1)
Indeed, for a, b ∈ N, we have [a+b]q!
[a]q ![b]q!
= [a+ba ]q ∈ N∗.
The study of the least common multiple of consecutive positive integers began with
Chebychev’s work [4] in his attempts to prove the prime number theorem. The latter defined
ψ(n) := log lcm(1, 2, . . . , n) (∀n ≥ 2) and showed that ψ(n)
n
is bounded between two positive
constants, but he failed to prove that ψ(n) ∼+∞ n, which is equivalent to the prime number
theorem. Quite recently, Hanson [7] and Nair [12] respectively obtained in simple and elegant
ways that lcm(1, 2, . . . , n) ≤ 3n (∀n ∈ N∗) and lcm(1, 2, . . . , n) ≥ 2n (∀n ≥ 7). Later, the
author [5, 6] obtained nontrivial effective lower bounds for the least common multiple of con-
secutive terms in an arithmetic progression. In particular, he proved that for any u0, r, n ∈ N∗,
with gcd(u0, r) = 1, we have lcm(u0, u0 + r, . . . , u0 + nr) ≥ u0(r + 1)n−1. By developing the
author’s method, Hong and Feng [8] managed to improve this lower bound to the optimal one:
lcm(u0, u0 + r, . . . , u0 + nr) ≥ u0(r + 1)n (∀n ∈ N), (1.2)
which is already conjectured by the author [5, 6]. It is interesting to note that the method used
to obtain (1.2) is based on the following fundamental theorem:
Theorem 1 ([6, Theorem 2]). Let I be a finite non-empty set of indices and (ui)i∈I be a
sequence of non-zero integers. Then the integer
lcm {ui, i ∈ I} · lcm


∏
i∈I
i 6=j
|ui − uj|, j ∈ I


is a multiple of the integer
∏
i∈I
ui.
Furthermore, several authors obtained improvements of (1.2) for n sufficiently large in
terms of u0 and r (see e.g., [9, 11]). Concerning the asymptotic estimates and the effective
upper bounds for the least common multiple of an arithmetic progression, we can cite the work
of Bateman et al. [1] and the very recent work of Bousla [2].
In this paper, we apply and adapt the author’s method [5, 6] (slightly developed by Hong
and Feng [8]) to establish nontrivial effective lower bounds for the least common multiple of
consecutive terms in a sequence that we called a q-arithmetic progression; that is a sequence
(un)n with general term has the form un = r[n]q + u0 (∀n ∈ N), where r ∈ N∗, u0 ∈ N and
r, u0, q satisfy some technical conditions. Our main results are the following:
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Theorem 1.1 (The crucial result). Let q and r be two positive integers and u0 be a non-
negative integer. Let (un)n∈N be the sequence of natural numbers whose general term un is
given by: un = r[n]q + u0. Suppose that gcd(u0, r) = gcd(u1, q) = 1. Then, for any positive
integers n and k such that n ≥ k, the positive integer lcm{uk, uk+1, . . . , un} is a multiple of the
rational number
ukuk+1···un
[n−k]q!
.
Theorem 1.2. In the situation of Theorem 1.1, set
A := max
(
0 ,
u0(q − 1) + 1− r
2r
)
.
Then, for any positive integer n, we have
lcm{u1, u2, . . . , un} ≥ u1
(
r + 1√
r(A+ 1)
)n−1
q
(n−1)(n−4)
4 .
Theorem 1.3. In the situation of Theorem 1.1, set
B := max
(
r ,
u0(q − 1) + 1− r
2
)
.
Then, for any positive integer n, we have
lcm{u1, u2, . . . , un} ≥ u1
(
r + 1
2
√
B
)n−1
q
(n−1)(n−4)
4 .
Note that Theorem 1.1 is a q-analog of a result due to the author (see [5, The´ore`me
2.3] or [6, Theorem 3]). Furthermore, Theorems 1.2 and 1.3 are derived from Theorem 1.1 by
optimizing a certain specific expression, and they can be considered as q-analogs of the results
by the author [5, 6] and those by Hong and Feng [8].
From Theorems 1.2 and 1.3, we immediately derive the two following corollaries:
Corollary 1.4. Let q, a and b be integers such that q ≥ 2, a ≥ 1 and b ≥ −a and let (vn)n∈N
be the sequence of natural numbers whose general term vn is given by:
vn = aq
n + b (∀n ∈ N).
Suppose that gcd(aq, b) = gcd(a+ b, q − 1) = 1 and set
A′ := max
(
0 ,
b
2a
+
1
2a(q − 1)
)
.
Then, for any positive integer n, we have
lcm{v1, v2, . . . , vn} ≥ (aq + b)
(
a(q − 1) + 1√
a(q − 1)(A′ + 1)
)n−1
q
(n−1)(n−4)
4 .
Corollary 1.5. In the situation of Corollary 1.4, set
B′ := max
(
a(q − 1) , b(q − 1) + 1
2
)
.
Then, for any positive integer n, we have
lcm{v1, v2, . . . , vn} ≥ (aq + b)
(
a(q − 1) + 1
2
√
B′
)n−1
q
(n−1)(n−4)
4 .
3
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2 The proofs
Throughout the following, we fix q, r ∈ N∗ and u0 ∈ N such that gcd(u0, r) = gcd(u1, q) = 1
and we let (un)n∈N denote the sequence of natural numbers defined by its general term un :=
r[n]q + u0 (∀n ∈ N).
2.1 Proof of Theorem 1.1
To prove Theorem 1.1, We need the three following lemmas:
Lemma 2.1. For all i, j ∈ N, we have
|ui − uj| = rqmin(i,j)[|i− j|]q.
Proof. Let i, j ∈ N. Because the two sides of the equality of the lemma are both symmetric (in
i and j), we may suppose without loss of generality that i ≥ j. Doing so, we have
|ui − uj| = ui − uj =
(
r[i]q + u0
)
−
(
r[j]q + u0
)
= r
(
[i]q − [j]q
)
= r
(
qi − 1
q − 1 −
qj − 1
q − 1
)
= r
(
qi − qj
q − 1
)
= rqj
(
qi−j − 1
q − 1
)
= rqj[i− j]q
= rqmin(i,j)[|i− j|]q,
as required. The lemma is proved.
Lemma 2.2. For all n ∈ N, we have
gcd(un, r) = 1.
If in addition n ≥ 1, then we have
gcd(un, q) = 1.
Proof. Let n ∈ N and let us show that gcd(un, r) = 1. This is equivalent to show that d = 1 is
the only positive common divisor of un and r. So, let d be a positive common divisor of un and
r and let us show that d = 1. The hypothesis d|un and d|r imply d|(un − r[n]q) = u0. Hence
d is a positive common divisor of u0 and r. But since gcd(u0, r) = 1, it follows that d = 1, as
required. Consequently, we have gcd(un, r) = 1.
4
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Next, let n ∈ N∗ and let us show that gcd(un, q) = 1. Equivalently, we have to show
that d = 1 is the only positive common divisor of un and q. So, let d be a positive com-
mon divisor of un and q and let us show that d = 1. The hypothesis d|un and d|q imply
d|{(rqn+ u0q)− (q− 1)un} = r+ u0 = u1. So, d is a positive common divisor of u1 and q. But
since gcd(u1, q) = 1, we conclude that d = 1, as required. Consequently, we have gcd(un, q) = 1.
This completes the proof of the lemma.
Lemma 2.3. For any positive integers n and k such that n ≥ k and any j ∈ {k, k+ 1, . . . , n},
we have ∑
k≤i≤n
i 6=j
min(i, j) ≤ (n− k)(n+ k − 1)
2
.
Proof. Let n and k be positive integers such that n ≥ k and let j ∈ {k, k+ 1, . . . , n}. We have
∑
k≤i≤n
i 6=j
min(i, j) =
∑
k≤i<j
min(i, j) +
∑
j<i≤n
min(i, j)
=
∑
k≤i<j
i+
∑
j<i≤n
j
=
(j − k)(j + k − 1)
2
+ (n− j)j
=
2nj − j2 − k2 − j + k
2
=
(n− k)(n+ k − 1) + (n− j)− (n− j)2
2
≤ (n− k)(n+ k − 1)
2
(since n− j ≤ (n− j)2, because n− j ∈ N). The lemma is proved.
Now, we are ready to prove the crucial theorem 1.1:
Proof of Theorem 1.1. Let n and k be positive integers such that n ≥ k. By applying the
fundamental theorem 1 to the set of indices I = {k, k+1, . . . , n} and to the sequence (ui)i∈I =
{uk, uk+1, . . . , un}, we find that the positive integer
lcm {uk, uk+1, . . . , un} · lcm


∏
k≤i≤n
i 6=j
|ui − uj| ; j = k, . . . , n


is a multiple of the positive integer ukuk+1 · · ·un. Now, let us find a simple multiple for the
positive integer lcm
{∏
k≤i≤n,i 6=j |ui − uj|; j = k, . . . , n
}
. According to Lemma 2.1, we have for
any j ∈ {k, k + 1, . . . , n}:
∏
k≤i≤n
i 6=j
|ui − uj| =
∏
k≤i≤n
i 6=j
(
rqmin(i,j)[|i− j|]q
)
5
2.2 Proofs of Theorems 1.2 and 1.3 and their corollaries 2 THE PROOFS
= rn−kq
∑
k≤i≤n
i 6=j
min(i,j) ∏
k≤i≤n
i 6=j
[|i− j|]q
= rn−kq
∑
k≤i≤n
i 6=j
min(i,j)
[1]q[2]q · · · [j − k]q × [1]q[2]q · · · [n− j]q
= rn−kq
∑
k≤i≤n
i 6=j
min(i,j)
[j − k]q![n− j]q!,
which divides (according to Lemma 2.3 and Property (1.1)) the positive integer
rn−kq
(n−k)(n+k−1)
2 [n− k]q!.
Consequently, the positive integer lcm{∏k≤i≤n,i 6=j |ui − uj|; j = k, . . . , n} divides the positive
integer rn−kq
(n−k)(n+k−1)
2 [n− k]q!. It follows (according to what obtained at the beginning of this
proof) that the positive integer ukuk+1 · · ·un divides the positive integer
rn−kq
(n−k)(n+k−1)
2 [n− k]q! lcm{uk, uk+1, . . . , un}. Next, since (according to Lemma 2.2) the
integers ui (i ≥ 1) are all coprime with r and q then the product ukuk+1 · · ·un is coprime
with rn−kq
(n−k)(n+k−1)
2 , which concludes (according to the Gauss lemma) that ukuk+1 · · ·un
divides [n− k]q! lcm{uk, uk+1, . . . , un}. Equivalently, the positive integer lcm{uk, uk+1, . . . , un}
is a multiple of the rational number
ukuk+1···un
[n−k]q !
. This achieves the proof.
2.2 Proofs of Theorems 1.2 and 1.3 and their corollaries
To deduce Theorems 1.2 and 1.3 from Theorem 1.1, we need some additional preparations.
Since, for q = 1, Theorems 1.2 and 1.3 are immediate consequences of (1.2), we may suppose
for the sequel that q ≥ 2. Next, we naturally extend the definition of un to negative indices n
and we define for all n, k ∈ Z such that n ≥ k:
Cn,k :=
ukuk+1 · · ·un
[n− k]q!
.
Furthermore, for a given positive integer n, the problem of determining the positive integer
k ≤ n which maximizes Cn,k leads us to introduce the function f : R→ R, defined by:
f(x) := qx−1
(
rqx−1 + u0(q − 1) + 1− r
)
(∀x ∈ R).
It is immediate that f increases, tends to 0 as x tends to (−∞) and satisfies, for all n ∈ N∗,
the property:
∀k ∈ Z : k > n ⇒ f(k) > qn.
For a given positive integer n, these properties ensure the existence of a largest kn ∈ Z satisfying
f(kn) ≤ qn, and show, in addition, that kn ≤ n. From the increase of f and the definition of
kn (n ∈ N∗), we derive that:
∀k ∈ Z : k ≤ kn ⇐⇒ f(k) ≤ qn. (2.1)
6
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Now, since for any n ∈ N∗ and any k ∈ Z, we have
f(k) ≤ qn ⇐⇒ qk−1 (rqk−1 + u0(q − 1) + 1− r) ≤ qn
⇐⇒ rqk−1 + u0(q − 1) + 1− r ≤ qn−k+1
⇐⇒ q
n−k+1 − 1
q − 1 ≥ r
qk−1 − 1
q − 1 + u0
⇐⇒ [n− k + 1]q ≥ uk−1,
then Property (2.1) is equivalent to:
∀k ∈ Z : k ≤ kn ⇐⇒ [n− k + 1]q ≥ uk−1. (2.2)
For a given positive integer n, we set
ℓn := max(1, kn).
Since kn ≤ n, we have that: ℓn ∈ {1, 2, . . . , n}.
Next, it is immediate that f satisfies the following inequality:
f(x− 1) ≤ 1
q
f(x) (∀x ∈ R). (2.3)
For a fixed n ∈ N∗, the following lemmas aim to maximize the quantity Cn,k (1 ≤ k ≤
n) appearing in Theorem 1.1. Precisely, we shall determine two simple upper bounds for
max1≤k≤nCn,k from which we derive our theorems 1.2 and 1.3.
Lemma 2.4. Let n be a fixed positive integer. The sequence (Cn,k)k∈Z,k≤n is non-decreasing
until k = kn then it decreases. So, it reaches its maximal value at k = kn.
Proof. For any k ∈ Z, with k ≤ n, we have
Cn,k ≥ Cn,k−1 ⇐⇒ Cn,k
Cn,k−1
≥ 1
⇐⇒ ukuk+1 · · ·un
[n− k]q!
/uk−1uk · · ·un
[n− k + 1]q!
≥ 1
⇐⇒ [n− k + 1]q
uk−1
≥ 1
⇐⇒ [n− k + 1]q ≥ uk−1
⇐⇒ k ≤ kn (according to (2.2)),
which concludes to the result of the lemma.
From the last lemma, we obviously derive the following:
Lemma 2.5. Let n be a fixed positive integer. Then the sequence (Cn,k)1≤k≤n reaches its
maximal value at k = ℓn. 
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If n ∈ N∗ is fixed, we have from Lemma 2.5 above that max1≤k≤n Cn,k = Cn,ℓn; however,
the exact value of Cn,ℓn (in terms of n, q, r, u0) is complicated. The lemmas below provide
studies of the sequences (kn)n, (ℓn)n and (Cn,ℓn)n in order to find a good lower bound for Cn,ℓn
which has a simple expression in terms of n, q, r, u0.
Lemma 2.6. For all positive integer n, we have
kn ≤ kn+1 ≤ kn + 1.
In other words, we have
kn+1 ∈ {kn , kn + 1} .
Proof. Let n be a fixed positive integer. By definition of the integer kn, we have
f(kn) ≤ qn ≤ qn+1,
which implies (by definition of the integer kn+1) that:
kn+1 ≥ kn.
On the other hand, we have (according to (2.3) and to the definition of the integer kn+1):
f(kn+1 − 1) ≤ 1
q
f(kn+1) ≤ 1
q
qn+1 = qn,
which implies (by definition of the integer kn) that:
kn ≥ kn+1 − 1;
that is
kn+1 ≤ kn + 1.
This completes the proof of the lemma.
Lemma 2.7. For all positive integer n, we have
ℓn+1 ∈ {ℓn , ℓn + 1} .
In addition, in the case when ℓn+1 = ℓn + 1, we have ℓn = kn and ℓn+1 = kn+1 = kn + 1.
Proof. Let n be a fixed positive integer. By Lemma 2.6, we have that:
kn ≤ kn+1 ≤ kn + 1.
Hence
max(1, kn) ≤ max(1, kn+1) ≤ max(1, kn + 1) = max(0, kn) + 1 ≤ max(1, kn) + 1;
therefore
ℓn ≤ ℓn+1 ≤ ℓn + 1.
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This confirms the first part of the lemma.
Now, let us show the second part of the lemma. So, suppose that ℓn+1 = ℓn+1 and show
that ℓn = kn and ℓn+1 = kn+1 = kn + 1. Since ℓn = max(1, kn) ≥ 1 and ℓn+1 = ℓn + 1 then
ℓn+1 ≥ 2. This implies that ℓn+1 6= 1; thus ℓn+1 = kn+1 (since ℓn+1 = max(1, kn+1) ∈ {1, kn+1}).
Using this and Lemma 2.6 above, we derive that: ℓn = ℓn+1−1 = kn+1−1 ≤ (kn+1)−1 = kn;
that is ℓn ≤ kn. But since ℓn = max(1, kn) ≥ kn, we conclude that ℓn = kn. This completes the
proof of the second part of the lemma and achieves this proof.
Lemma 2.8. For all positive integer n, we have
Cn+1,ℓn+1 ≥ (r + 1)qℓn−1Cn,ℓn.
Proof. Let n be a fixed positive integer. By Lemma 2.7, we have that ℓn+1 ∈ {ℓn, ℓn+1}. So,
we have to distinguish two cases:
1st case: (if ℓn+1 = ℓn)
In this case, we have
Cn+1,ℓn+1 = Cn+1,ℓn =
uℓnuℓn+1 · · ·unun+1
[n + 1− ℓn]q!
=
uℓnuℓn+1 · · ·un
[n− ℓn]q!
· un+1
[n+ 1− ℓn]q
= Cn,ℓn ·
un+1
[n+ 1− ℓn]q
. (2.4)
Next, we have
un+1 − (r + 1)qℓn−1[n+ 1− ℓn]q = r[n+ 1]q + u0 − (r + 1)qℓn−1
(
qn+1−ℓn − 1
q − 1
)
= r
(
qn+1 − 1
q − 1
)
+ u0 − (r + 1)
(
qn − qℓn−1
q − 1
)
=
r(qn+1 − 1) + u0(q − 1)− (r + 1)(qn − qℓn−1)
q − 1
=
rqn+1 − (r + 1)qn + (r + 1)qℓn−1 − r + u0(q − 1)
q − 1
=
(
r(q − 1)− 1)qn + [(r + 1)qℓn−1 − r] + u0(q − 1)
q − 1
≥ 0
(since q ≥ 2, r ≥ 1, u0 ≥ 0 and ℓn ≥ 1). Thus
un+1
[n + 1− ℓn]q
≥ (r + 1)qℓn−1.
By reporting this into (2.4), we get
Cn+1,ℓn+1 ≥ (r + 1)qℓn−1Cn,ℓn,
as required.
9
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2nd case: (if ℓn+1 = ℓn + 1)
In this case, we have (according to Lemma 2.7): ℓn = kn and ℓn+1 = kn+1 = kn + 1. Thus, we
have
Cn+1,ℓn+1 = Cn+1,kn+1 =
ukn+1ukn+2 · · ·unun+1
[n− kn]q!
= Cn,kn ·
un+1
ukn
= Cn,ℓn ·
un+1
ukn
. (2.5)
Next, according to the inequality of the right-hand side of (2.2) (applied for (n+ 1) instead of
n and kn+1 instead of k), we have (since kn+1 ≤ kn+1):
ukn = ukn+1−1 ≤ [(n+ 1)− kn+1 + 1]q = [n− kn + 1]q.
Hence:
un+1 − (r + 1)qℓn−1ukn = un+1 − (r + 1)qkn−1ukn
≥ un+1 − (r + 1)qkn−1[n− kn + 1]q
= r
(
qn+1 − 1
q − 1
)
+ u0 − (r + 1)qkn−1
(
qn−kn+1 − 1
q − 1
)
=
r(qn+1 − 1) + u0(q − 1)− (r + 1)(qn − qkn−1)
q − 1
=
(r(q − 1)− 1)qn + u0(q − 1) + (r + 1)qkn−1 − r
q − 1
≥ 0
(since q ≥ 2, r ≥ 1, u0 ≥ 0 and kn = ℓn ≥ 1). Thus
un+1
ukn
≥ (r + 1)qℓn−1.
By reporting this into (2.5), we get
Cn+1,ℓn+1 ≥ (r + 1)qℓn−1Cn,ℓn,
as required. The proof of the lemma is complete.
By induction, we derive from Lemma 2.8 above the following:
Corollary 2.9. For all positive integer n, we have
Cn,ℓn ≥ u1(r + 1)n−1q
∑n−1
i=1 (ℓi−1).
Proof. Let n be a positive integer. From Lemma 2.8, we have
Cn,ℓn = C1,ℓ1
n−1∏
i=1
Ci+1,ℓi+1
Ci,ℓi
≥ C1,ℓ1
n−1∏
i=1
{
(r + 1)qℓi−1
}
= C1,ℓ1(r + 1)
n−1q
∑n−1
i=1 (ℓi−1).
Next, since k1 ≤ 1, we have ℓ1 = max(1, k1) = 1; hence C1,ℓ1 = C1,1 = u1[0]q! = u1. Consequently,
we have
Cn,ℓn ≥ u1(r + 1)n−1q
∑n−1
i=1 (ℓi−1),
as required. The corollary is proved.
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From Theorem 1.1 and Corollary 2.9 above, we immediately deduce the following:
Corollary 2.10. For all positive integer n, we have
lcm {u1, u2, . . . , un} ≥ u1(r + 1)n−1q
∑n−1
i=1 (ℓi−1).
Proof. Let n be a fixed positive integer. Since the positive integer lcm{u1, u2, . . . , un} is ob-
viously a multiple of the positive integer lcm{uℓn, uℓn+1, . . . , un}, which is a multiple of the
rational number
uℓnuℓn+1···un
[n−ℓn]q!
= Cn,ℓn (according to Theorem 1.1), then we have
lcm {u1, u2, . . . , un} ≥ Cn,ℓn.
The result of the corollary then follows from Corollary 2.9. The proof is achieved.
Remark. If we allow to take q = 1 in Corollary 2.10, then we exactly obtain the result of
Hong and Feng [8] (recalled in (1.2)).
Now, in order to derive from Corollary 2.10 above an explicit lower bound for
lcm{u1, u2, . . . , un} (n ≥ 1), it remains to bound from below the ℓi’s in terms of n, q, r and
u0. We just give here two ways to bound from below the ℓi’s, but there are certainly other ways
(perhaps more intelligent) to do this. We have the following lemmas:
Lemma 2.11. Let
A := max
(
0 ,
u0(q − 1) + 1− r
2r
)
.
Then, for all positive integer n, we have
ℓn >
1
2
(
n− log r + 2 log(A+ 1)
log q
)
.
Proof. Let n be a fixed positive integer. Since the inequality of the lemma is obvious for
n ≤ log r+2 log(A+1)
log q
, we may assume for the sequel that n > log r+2 log(A+1)
log q
. Now, for any x ≥ 1,
we have
f(x) := qx−1
(
rqx−1 + u0(q − 1) + 1− r
)
= r
{(
qx−1 +
u0(q − 1) + 1− r
2r
)2
−
(
u0(q − 1) + 1− r
2r
)2}
≤ r
(
qx−1 +
u0(q − 1) + 1− r
2r
)2
≤ r (qx−1 + A)2
≤ r (qx−1 + Aqx−1)2
= r(A+ 1)2q2(x−1).
By applying this for
x0 :=
1
2
(
n− log r + 2 log(A+ 1)
log q
)
+ 1
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(which is > 1 according to our assumption n > log r+2 log(A+1)
log q
), we get
f(x0) ≤ r(A+ 1)2qn−
log r+2 log(A+1)
log q = qn.
Then, since f is increasing and ⌊x0⌋ ≤ x0, we derive that:
f(⌊x0⌋) ≤ f(x0) ≤ qn,
which implies (according to the definition of kn) that:
kn ≥ ⌊x0⌋ > x0 − 1.
Hence:
ℓn := max(1, kn) ≥ kn > x0 − 1,
that is
ℓn >
1
2
(
n− log r + 2 log(A+ 1)
log q
)
,
as required. The lemma is proved.
Lemma 2.12. Let
B := max
(
r ,
u0(q − 1) + 1− r
2
)
.
Then, for all positive integer n, we have
ℓn >
1
2
(
n− log(4B)
log q
)
.
Proof. Let n be a fixed positive integer. Since the inequality of the lemma is obvious for
n ≤ log(4B)
log q
, we may assume for the sequel that n > log(4B)
log q
. Now, for any x ≥ 1, we have
f(x) := qx−1
(
rqx−1 + u0(q − 1) + 1− r
)
≤ qx−1 (Bqx−1 + 2B)
< B
(
qx−1 + 1
)2
≤ B (2qx−1)2
= 4Bq2(x−1).
By applying this for
x1 :=
1
2
(
n− log(4B)
log q
)
+ 1
(which is > 1 according to our assumption n > log(4B)
log q
), we get
f(x1) ≤ 4Bqn−
log(4B)
log q = qn.
Then, since f is increasing and ⌊x1⌋ ≤ x1, we derive that:
f(⌊x1⌋) ≤ f(x1) ≤ qn,
12
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which implies (according to the definition of kn) that:
kn ≥ ⌊x1⌋ > x1 − 1 = 1
2
(
n− log(4B)
log q
)
.
Hence
ℓn := max(1, kn) ≥ kn > 1
2
(
n− log(4B)
log q
)
,
as required. The lemma is proved.
We are now ready to prove Theorems 1.2 and 1.3 announced in §1.
Proof of Theorem 1.2. By using successively Corollary 2.10 and Lemma 2.11, we have for all
n ∈ N∗:
lcm {u1, u2, . . . , un} ≥ u1(r + 1)n−1q
∑n−1
i=1 (ℓi−1)
≥ u1(r + 1)n−1q
(n−1)(n−4)
4
− 1
2
log r+2 log(A+1)
log q
(n−1)
= u1
(
r + 1√
r(A + 1)
)n−1
q
(n−1)(n−4)
4 ,
as required.
Proof of Theorem 1.3. By using successively Corollary 2.10 and Lemma 2.12, we have for all
n ∈ N∗:
lcm {u1, u2, . . . , un} ≥ u1(r + 1)n−1q
∑n−1
i=1 (ℓi−1)
≥ u1(r + 1)n−1q
(n−1)(n−4)
4
− 1
2
log(4B)
log q
(n−1)
= u1
(
r + 1
2
√
B
)n−1
q
(n−1)(n−4)
4 ,
as required.
Proof of Corollary 1.4. It suffices to remark that vn = a(q − 1)[n]q + a + b (∀n ∈ N) and then
to apply Theorem 1.2 for the sequence (vn)n∈N. We just specify that the imposed conditions
gcd(aq, b) = gcd(a+ b, q − 1) = 1 guarantee the conditions gcd(v0, r) = gcd(v1, q) = 1 required
in Theorem 1.2 (with r := a(q − 1)).
Proof of Corollary 1.5. We simply apply Theorem 1.3 for the sequence (vn)n∈N, after noticing
that its general term can be written as: vn = a(q − 1)[n]q + a+ b.
3 Numerical examples and remarks
By applying our main results, we get for example the following nontrivial effective estimates:
• lcm{21 − 1, 22 − 1, . . . , 2n − 1} ≥ 2n(n−1)4 (∀n ≥ 1)
(Apply Theorem 1.2 for un = [n]2 = 2
n − 1).
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• lcm{21 + 1, 22 + 1, . . . , 2n + 1} ≥ 3 · 2 (n−1)(n−4)4 (∀n ≥ 1)
(Apply one of the two corollaries 1.4 or 1.5 for vn = 2
n + 1).
• lcm{31 + 1, 32 + 1, . . . , 3n + 1} ≥ 4 · 3 (n−1)(n−4)4 (∀n ≥ 1)
(Remark that lcm{31 +1, 32 + 1, . . . , 3n+1} = 2 lcm{31+1
2
, 3
2+1
2
, . . . , 3
n+1
2
} and apply one
of the two theorems 1.2 or 1.3 for un = [n]3 + 1 =
3n+1
2
).
Remarks.
1. Theorems 1.2 and 1.3 are incomparable in the sense that there are situations where The-
orem 1.2 is stronger than Theorem 1.3 and other situations where we have the converse.
For example, it is easy to verify that if u0(q−1)+1− r ≤ 0 then Theorem 1.2 is stronger
than Theorem 1.3, while if u0(q − 1) + 1 − 3r > 0 then Theorem 1.3 is stronger than
Theorem 1.2.
2. By refining the arguments of bounding from below the ℓi’s (that is the arguments of
the proofs of Lemmas 2.11 and 2.12), it is perhaps possible to obtain a lower bound for
lcm{u1, u2, . . . , un} (n ≥ 1) of the form:
lcm{u1, u2, . . . , un} ≥ c
(
r + 1√
r
)n−1
q
(n−1)(n−4)
4 ,
where c is a positive constant depending only on q, r and u0. It appears that this is the
best that can be expected from this method!
3. It is remarkable that our lower bounds of lcm{u1, u2, . . . , un}, for the considered sequences
(un)n, are quite close to
√
u1u2 · · ·un. More precisely, we can easily deduce from our main
results that in the same context, we have lcm{u1, u2, . . . , un} ≥ c3cn4
√
u1u2 · · ·un, for some
suitable positive constants c3 and c4, depending only on q, r and u0.
4. There is something in common between our results and the recent result by Bousla and
Farhi [3] providing effective bounds for lcm(U1, U2, . . . , Un), when (Un)n∈N is a particular
Lucas sequence; precisely, when (Un)n is recursively defined by: U0 = 0, U1 = 1 and
Un+2 = PUn+1−QUn (∀n ∈ N) for some P,Q ∈ Z∗, with P 2−4Q > 0 and gcd(P,Q) = 1.
Indeed, if we take P = q+1 and Q = q (for some integer q ≥ 2), we obtain that Un = [n]q
and the Bousla-Farhi lower bound then gives:
lcm
(
[1]q, [2]q, . . . , [n]q
)
≥ q n
2
4
−n
2
−1 (∀n ≥ 1),
which is almost the same as what obtained in this paper.
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