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WEAK 2-LOCAL DERIVATIONS ON Mn
MOHSEN NIAZI AND ANTONIO M. PERALTA
Abstract. We introduce the notion of weak-2-local derivation (respec-
tively, ∗-derivation) on a C∗-algebra A as a (non-necessarily linear) map
∆ : A → A satisfying that for every a, b ∈ A and φ ∈ A∗ there exists a
derivation (respectively, a ∗-derivation) Da,b,φ : A → A, depending on
a, b and φ, such that φ∆(a) = φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b). We
prove that every weak-2-local ∗-derivation on Mn is a linear derivation.
We also show that the same conclusion remains true for weak-2-local
∗-derivations on finite dimensional C∗-algebras.
1. Introduction and preliminaries
“Derivations appeared for the first time at a fairly early stage in the
young field of C∗-algebras, and their study continues to be one of the central
branches in the field” (S. Sakai, 1991 [17, Preface]). We recall that derivation
from an associative algebra A into an A-bimodule X is a linear mapping
D : A→ X satisfying
D(ab) = D(a)b+ aD(b), (a, b ∈ A).
If A is a C∗-algebra and D is a derivation on A satisfying D(a∗) = D(a)∗
(a ∈ A), we say that D is ∗-derivation on A.
Some of the earliest, remarkable contributions on derivations are due to
Sakai. For example, a celebrated result due to him shows that every deriva-
tion on a C∗-algebra is continuous [15]. A subsequent contribution proves
that every derivation on a von Neumann algebra M is inner, that is, for ev-
ery derivation D onM there exists a ∈M satisfying D(x) = [a, x] = ax−xa,
for every x ∈M (cf. [16, Theorem 4.1.6]).
We recall that, accordingly to the definition introduced by R.V. Kadison
in [11], a linear mapping T from a Banach algebra A into a A-bimodule X
is said to be a local derivation if for every a in A, there exists a derivation
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Da : A → X, depending on a, such that T (a) = Da(a). The contribution
due to Kadison establishes that every continuous local derivation from a
von Neumann algebra M into a dual M -bimodule X is a derivation. B.E.
Johnson proves in [10] that every local derivation from a C∗-algebra A into
a Banach A-bimodule is a derivation.
A very recent contribution, due to A. Ben Ali Essaleh, M.I. Ramı´rez
and the second author of this note, establishes a new characterization of
derivations on a C∗-algebra A, in weaker terms than those in the definition
of local derivations given by Kadison (cf. [3]). A linear mapping T : A→ A
is a weak-local derivation if for every a ∈ A and every φ ∈ A∗, there exists a
derivationDa,φ : A→ A, depending on a and φ, satisfying φT (a) = φDa,φ(a)
(cf. [3, Definition 1.1 and page 3]). Theorem 3.4 in [3] shows that every
weak-local derivation on a C∗-algebra is a derivation.
When in the definition of local derivation we relax the condition concern-
ing linearity but we assume locality at two points, we find the notion of
2-local derivation introduced by P. Sˇemrl in [18]. Let A be a Banach alge-
bra. A (non-necessarily linear) mapping ∆ : A → A is said to be a 2-local
derivation if for every a, b ∈ A there exists a derivation Da,b : A → A, de-
pending on a and b, satisfying ∆(a) = Da,b(a) and ∆(b) = Da,b(b). Sˇemrl
proves in [18, Theorem 2] that for an infinite-dimensional separable Hilbert
space H, every 2-local derivation on the algebra B(H) of all linear bounded
operators on H is linear and a derivation. S.O. Kim and J.S. Kim gave
in [12] a short proof of the fact that every 2-local derivation on Mn, the
algebra of n × n matrices over the complex numbers, is a derivation. In
a recent contribution, S. Ayupov and K. Kudaybergenov prove that every
2-local derivation on an arbitrary von Neumann algebra is a derivation (see
[1]).
In this note we introduce the following new class of mappings on C∗-
algebras:
Definition 1.1. Let A be a C∗-algebra, a (non-necessarily linear) mapping
∆ : A → A is said to be a weak-2-local derivation (respectively, a weak-
2-local ∗-derivation) on A if for every a, b ∈ A and φ ∈ A∗ there exists a
derivation (respectively, a ∗-derivation) Da,b,φ : A → A, depending on a, b
and φ, such that φ∆(a) = φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b).
The main result of this paper (Theorem 3.11) establishes that every (non-
necessarily linear) weak-2-local ∗-derivation on Mn is a linear
∗-derivation.
We subsequently prove that every weak-2-local ∗-derivation on a finite di-
mensional C∗-algebra is a linear ∗-derivation. These results deepen on our
knowledge about derivations on C∗-algebras and the excellent behavior that
these operators have in the set of all maps on a finite dimensional C∗-algebra.
As in previous studies on 2-local derivations and ∗-homomorphisms (cf.
[1, 13, 5, 6] and [2]), the techniques in this paper rely on the Bunce-Wright-
Mackey-Gleason theorem [4], however, certain subtle circumstances and
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pathologies, which are intrinsical to the lattice P(Mn) of all projections
in Mn, increase the difficulties with respect to previous contributions. More
concretely, the just mentioned Bunce-Wright-Mackey-Gleason theorem as-
serts that every bounded, finitely additive (vector) measure on the set of
projections of a von Neumann algebra M with no direct summand of Type
I2 extends (uniquely) to a bounded linear operator defined on M . Sub-
sequent improvements due to S.V. Dorofeev and A.N. Sherstnev establish
that every completely additive measure on the set of projections of a von
Neumann algebra with no type In (n < ∞) direct summands is bounded
([8, 19]). In the case of Mn, there exist completely additive measures on
P(Mn) which are unbounded (see Remark 3.6). We establish a new result
on non-commutative measure theory by proving that every weak-2-local ∗-
derivation on Mn (n ∈ N) is bounded on the set P(Mn) (see Proposition
3.10). This result shows that under a weak algebraic hypothesis we obtain
an analytic implication, which provides the necessary conditions to apply
the Bunce-Wright-Mackey-Gleason theorem.
In this paper we also prove that every weak-2-local derivation on M2 is
a linear derivation. Numerous topics remain to be studied after this first
answers. Weak-2-local derivations on Mn and weak-2-local (
∗-)derivations
on von Neumann algebras and C∗-algebras should be examined.
2. General properties of weak-2-local derivations
Let A be a C∗-algebra. Henceforth, the symbol Asa will denote the self-
adjoint part of A. It is clear, by the Hahn-Banach theorem, that every
weak-2-local derivation ∆ on A is 1-homogeneous, that is, ∆(λa) = λ∆(a),
for every λ ∈ C, a ∈ A.
We observe that the set Der(A), of all derivations on A, is a closed sub-
space of the Banach space B(A). This fact can be applied to show that a
mapping ∆ : A → A is a weak-2-local derivation if and only if for any set
V ⊆ A∗, whose linear span is A∗, the following property holds: for every
a, b ∈ A and φ ∈ V there exists a derivation Da,b,φ : A→ A, depending on a,
b and φ, such that φ∆(a) = φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b). This result
guarantees that in Definition 1.1 the set A∗ can be replaced, for example,
with the set of positive functionals on A.
Let ∆ : A→ A be a mapping on a C∗-algebra. We define a new mapping
∆♯ : A→ A given by ∆♯(a) := ∆(a∗)∗ (a ∈ A). Clearly, ∆♯♯ = ∆. It is easy
to see that ∆ is linear (respectively a derivation) if and only if ∆♯ is linear
(respectively, a derivation). We also know that ∆(Asa) ⊆ Asa whenever
∆♯ = ∆.
Let A be a C∗-algebra. A mapping ∆ : A→ A is said to be a weak-2-local
∗-derivation on A if for every a, b ∈ A and φ ∈ A∗ there exists a ∗-derivation
Da,b,φ : A→ A, depending on a, b and φ, such that
φ∆(a) = φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b).
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Clearly, every weak-2-local ∗-derivation ∆ on A is a weak-2-local deriva-
tion and ∆♯ = ∆. However, we do not know if every weak-2-local derivation
with ∆♯ = ∆ is a weak-2-local ∗-derivation. Anyway, for a weak-2-local
derivation ∆ : A → A with ∆♯ = ∆, the mapping ∆|Asa : Asa → Asa is a
weak-2-local Jordan derivation, that is, for every a, b ∈ Asa and φ ∈ (Asa)
∗,
there exists a Jordan ∗-derivation Da,b,φ : Asa → Asa, depending on a, b and
φ, such that
φ∆(a) = φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b).
To see this, let a, b ∈ Asa and φ ∈ (Asa)
∗, by assumptions, there exists a
derivation Da,b,φ : A → A, depending on a, b and φ, such that φ∆(a) =
φDa,b,φ(a) and φ∆(b) = φDa,b,φ(b). Since φ∆(a) = φ∆(a)
∗ = φD♯a,b,φ(a)
and φ∆(b) = φD♯a,b,φ(b), we get
φ∆(a) = φ
1
2
(
Da,b,φ −D
♯
a,b,φ
)
(a), and φ∆(b) = φ
1
2
(
Da,b,φ −D
♯
a,b,φ
)
(b),
where 12
(
Da,b,φ −D
♯
a,b,φ
)
is a ∗-derivation on A.
The following properties can be also deduced from the fact stated in the
second paragraph of this section.
Lemma 2.1. Let A be a C∗-algebra. The following statements hold:
(a) The linear combination of weak-2-local derivations on A is a weak-2-local
derivation on A;
(b) A mapping ∆ : A → A is a weak-2-local derivation if and only if ∆♯ is
a weak-2-local derivation;
(c) A mapping ∆ : A → A is a weak-2-local derivation if and only if ∆s =
1
2 (∆ + ∆
♯) and ∆a =
1
2i(∆ −∆
♯) are weak-2-local derivations. Clearly,
∆ is linear if and only if both ∆s and ∆a are.
Proof. (a) Suppose ∆1, . . . ,∆n : A → A are weak-2-local derivations and
λ1, . . . , λn are complex numbers. Given a, b ∈ A and φ ∈ A
∗, we can find
derivations Dja,b,φ : A → A satisfying φ∆j(a) = φD
j
a,b,φ(a) and φ∆j(b) =
φD
j
a,b,φ(b), for every j = 1, . . . , n. Then
φ
 n∑
j=1
λj∆j
 (a) = φ
 n∑
j=1
λjD
j
a,b,φ
 (a)
and
φ
 n∑
j=1
λj∆j
 (b) = φ
 n∑
j=1
λjD
j
a,b,φ
 (b),
which proves the statement.
(b) Suppose ∆ : A → A is a weak-2-local derivation. Given a, b ∈ A,
φ ∈ A∗, we consider the mapping φ∗ ∈ A∗ defined by φ∗(a) := φ(a∗) (a ∈ A).
By the assumptions on ∆ there exists a derivation Da,b,φ : A→ A such that
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φ∗∆(a∗) = φDa,b,φ(a
∗) and φ∆(b∗) = φDa,b,φ(b
∗). We deduce from the
above that φ∆♯(a) = φD♯a,b,φ(a) and φ∆
♯(b) = φD♯a,b,φ(b), which proves the
statement concerning ∆♯. Since ∆♯♯ = ∆ the reciprocal implication is clear.
The statement in (c) follows from (a) and (b). 
Remark 2.2. A ∗-derivation on a C∗-algebra A is a derivation D on A
satisfying D♯ = D, equivalently, D(a∗) = D(a)∗, for every a ∈ A. It is easy
to see that, for each ∗-derivation D on A, the mapping D|Asa : Asa → Asa
is a Jordan derivation, that is, D(a ◦ b) = a ◦ D(b) + b ◦ D(a), for every
a, b ∈ Asa, where a ◦ b =
1
2 (ab + ba) (we should recall that Asa is not, in
general, an associative subalgebra of A, but it is always a Jordan subalgebra
of A).
Conversely, if δ : Asa → Asa is a Jordan derivation on Asa, then the
linear mapping δ̂ : A→ A, δ̂(a+ ib) = δ(a) + iδ(b) is a Jordan ∗-derivation
on A, and hence a ∗-derivation by [9, Theorem 6.3] and [14, Corollary 17].
When M is a von Neumann algebra, we can deduce, via Sakai’s theorem (cf.
[16, Theorem 4.1.6]) that for every Jordan derivation δ : Msa →Msa, there
exists z ∈ iMsa satisfying δ(a) = [z, a], for every a ∈M.
Lemma 2.3. Let ∆ be a weak-2-local ∗-derivation on a C∗-algebra A. Then
∆(a+ ib) = ∆(a) + i∆(b) = ∆(a− ib)∗, for every a, b ∈ Asa.
Proof. Let us fix a, b ∈ Asa. By assumptions, for each φ ∈ A
∗ with φ∗ = φ
(that is, φ(a∗) = φ(a) (a ∈ A). There exists a ∗-derivation Da,a+ib,φ on A,
depending on a+ ib, a and φ, such that
φ∆(a+ ib) = φDa,a+ib,φ(a+ ib) = φDa,a+ib,φ(a) + iφDa,a+ib,φ(b),
and
φ∆(a) = φDa,a+ib,φ(a).
Then ℜeφ∆(a + ib) = φDa,a+ib,φ(a), for every φ ∈ A
∗ with φ∗ = φ, which
proves that ∆(a + ib) + ∆(a + ib)∗ = 2∆(a). We can similarly check that
∆(a+ ib)−∆(a+ ib)∗ = 2i∆(b). 
It is well known that every derivation D on a unital C∗-algebra A satisfies
that D(1) = 0. Since the elements in A∗ separate the points in A, we also
get:
Lemma 2.4. Let ∆ be a weak-2-local derivation on a unital C∗-algebra.
Then ∆(1) = 0. 
Lemma 2.5. Let ∆ be a weak-2-local derivation on a unital C∗-algebra A.
Then ∆(1− x) + ∆(x) = 0, for every x ∈ A.
Proof. Let x ∈ A. Given φ ∈ A∗, there exists a derivation Dx,1−x,φ : A →
A, such that φ∆(x) = φDx,1−x,φ(x) and φ∆(1 − x) = φDx,1−x,φ(1 − x).
Therefore,
φ(∆(1 − x) + ∆(x)) = φDx,1−x,φ(1− x+ x) = 0.
We conclude by the Hahn-Banach theorem that ∆(1− x) + ∆(x) = 0. 
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Lemma 2.6. Let ∆ be a weak-2-local derivation on a unital C∗-algebra, and
let p be a projection in A. Then
p∆(p)p = 0 and (1− p)∆(p)(1− p) = 0.
Proof. Let φ be a functional in A∗ satisfying φ = (1 − p)φ(1 − p). Pick a
derivation Dp,φ : A→ A satisfying φ∆(p) = φDp,φ(p). Then
φ∆(p) = φ (Dp,φ(p)p+ pDp,φ(p)) = 0,
where in the last equality we applied φ = (1− p)φ(1− p). Lemma 3.5 in [3]
implies that (1 − p)∆(p)(1 − p) = 0. Replacing p with 1 − p and applying
Lemma 2.5, we get 0 = p∆(1− p)p = −p∆(p)p. 
The first statement in the following proposition is probably part of the
folklore in the theory of derivations, however we do not know an explicit
reference for it.
Proposition 2.7. Let A be a C∗-algebra, D : A → A a derivation (re-
spectively, a ∗-derivation), and let p be a projection in A. Then the oper-
ator pDp|pAp : pAp → pAp, x 7→ pD(x)p is a derivation (respectively, a
∗-derivation) on pAp. Consequently, if ∆ : A→ A is a weak-2-local deriva-
tion (respectively, a weak-2-local ∗-derivation) on A, the mapping p∆p|pAp :
pAp→ pAp, x 7→ p∆(x)p is a weak-2-local derivation (respectively, a weak-
2-local ∗-derivation) on pAp.
Proof. Let T denote the linear mapping pDp|pAp : pAp→ pAp, x 7→ pD(x)p.
We shall show that T is a derivation on pAp. Let x, y ∈ pAp. Since px =
xp = x and py = yp = y, we have
T (xy) = pD(xy)p = pD(x)yp+ pxD(y)p
= pD(x)py + xpD(y)p = T (x)y + xT (y).

3. weak-2-local derivations on matrix algebras
In this section we shall study weak-2-local derivations on matrix algebras.
Lemma 3.1. Let ∆ : Mn →Mn be a weak-2-local derivation on Mn. Let tr
denote the unital trace on Mn. Then, tr∆(x) = 0, for every x ∈Mn.
Proof. Let x be an arbitrary element in Mn. By Sakai’s theorem (cf. [16,
Theorem 4.1.6]), every derivation on Mn is inner. We deduce from our
hypothesis that there exists an element zx,tr in Mn, depending on tr and x,
such that tr∆(x) = tr[zx,φ, x] = tr(zx,φx− xzx,φ) = 0. 
The algebra M2 of all 2 by 2 matrices must be treated with independent
arguments.
We set some notation. Given two elements ξ, η in a Hilbert space H,
the symbol ξ ⊗ η will denote the rank-one operator in B(H) defined by
ξ⊗η(κ) = (κ|η)ξ.We can also regard φ = ξ⊗η as an element in the trace class
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operators (that is, in the predual of B(H)) defined by ξ ⊗ η(a) = (a(ξ)|η)
(a ∈ B(H)).
Theorem 3.2. Every weak-2-local derivation on M2 is linear and a deriva-
tion.
Proof. Let ∆ be a weak-2-local derivation on M2. To simplify notation we
set eij = ξi ⊗ ξj for 1 ≤ i, j ≤ 2, where {ξ1, ξ2} is a fixed orthonormal basis
of C2. We also write p1 = e11 and p2 = e22. The proof is divided into several
steps.
Lemma 3.1 shows that
(1) tr∆(x) = 0,
for every x ∈M2.
Step I. Let us write ∆(p1) =
2∑
i,j=1
λijeij , where λij ∈ C. For φ = ξ1⊗ ξ1 ∈
M∗2 there exists an element z =
(
z11 z12
z21 z22
)
in M2, depending on φ and
p1, such that φ∆(p1) = φ[z, p1]. Since
(2) [z, p1] = −z12e12 + z21e21,
we deduce that λ11 = φ∆(p1) = φ[z, p1] = 0. Since λ11+λ22 = tr∆(p1) = 0,
we also have λ22 = 0. Therefore,
∆(p1) = λ12e12 + λ21e21.
Defining z0 := λ21e21 − λ12e12, it follows that ∆˜ = ∆− [z0, .] is a weak-2-
local derivation (cf. Lemma 2.1(a)) which vanishes at p1. Applying Lemma
2.5, we deduce that
(3) ∆˜(p1) = ∆˜(p2) = 0.
Step II. Let us write ∆˜(e12) =
2∑
i,j=1
λijeij , with λ22 = −λ11 (cf. (1)).
For φ = ξ1 ⊗ ξ2 ∈ M
∗
2 , there exists an element z =
(
z11 z12
z21 z22
)
in M2,
depending on φ and e12, such that φ∆˜(e12) = φ[z, e12]. Since
(4) [z, e12] = −z21p1 + (z11 − z22)e12 + z21p2,
we see that λ21 = 0.
For φ = ξ1⊗ξ1−ξ1⊗ξ2 ∈M
∗
2 , there exists an element z =
(
z11 z12
z21 z22
)
in
M2, depending on φ, p1 and e12, such that φ∆˜(p1) = φ[z, p1] and φ∆˜(e12) =
φ[z, e12]. The identities (2) and (4) (and (3)) imply that λ11 = −z21 and
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0 = −z21, and hence λ11 = 0. Therefore, there exists a complex number δ
satisfying
(5) ∆˜(e12) = δe12 = [z1, e12] ,
where z1 =
(
δ 0
0 0
)
. We observe that [z1, λp1 + µp2] = 0, for every
λ, µ ∈ C. Thus, the mapping ∆̂ = ∆˜ − [z1, .] = ∆ − [z0, .] − [z1, .] is a
weak-2-local derivation satisfying
(6) ∆̂(e12) = ∆̂(p1) = ∆̂(p2) = 0.
Step III. Let us write ∆̂(e21) =
2∑
i,j=1
λijeij , with λ11 = −λ22 (see Lemma
3.1). For φ = ξ2 ⊗ ξ1 ∈ M
∗
2 , there exists an element z =
(
z11 z12
z21 z22
)
in
M2, depending on φ and e21, such that φ∆̂(e21) = φ[z, e21]. Since
(7) [z, e21] = z12p1 − (z11 − z22)e21 − z12p2,
we see that λ12 = 0.
Take now φ = ξ1 ⊗ ξ1 − ξ2 ⊗ ξ1 ∈ M
∗
2 . By hypothesis, there exists an
element z =
(
z11 z12
z21 z22
)
in M2, depending on φ, p1 and e21, such that
φ∆̂(p1) = φ[z, p1] and φ∆̂(e21) = φ[z, e21]. We deduce from (2), (7) and (6)
that z12 = λ11 and z12 = 0, which gives λ11 = 0.
For φ = ξ2⊗ ξ1− ξ1⊗ ξ2 ∈M
∗
2 , there exists an element z =
(
z11 z12
z21 z22
)
in M2, depending on φ, e12 and e21, such that φ∆̂(e12) = φ[z, e12] and
φ∆̂(e21) = φ[z, e21]. We apply (4), (7) and (6) to obtain −λ21 = z11 − z22
and 0 = φ∆̂(e12) = z11 − z22, which proves that λ21 = 0. Therefore
(8) ∆̂(e21) = 0.
We shall finally prove that ∆̂ ≡ 0, and consequently ∆ = [z0, .] + [z1, .] is
a linear mapping and a derivation.
Step IV. Let us fix α, β ∈ C. We write ∆̂(αe12+βe21) =
2∑
i,j=1
λijeij , where
λ11 = −λ22. For φ = ξ2⊗ξ1 ∈M
∗
2 , there exists an element z =
(
z11 z12
z21 z22
)
in M2, depending on φ, e12 and αe12 + βe21, such that φ∆̂(e12) = φ[z, e12]
and φ∆̂(αe12 + βe21) = φ[z, αe12 + βe21]. Since
(9) [z, αe12 + βe21] = (βz12 − αz21)p1 + α(z11 − z22)e12
+β(z22 − z11)e21 + (αz21 − βz12)p2,
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we have λ12 = α(z11−z22). Now, the identities (4) and (6) imply z11−z22 =
0, and hence λ12 = 0.
For φ = ξ1 ⊗ ξ2 ∈ M
∗
2 there exists an element z =
(
z11 z12
z21 z22
)
in M2,
depending on φ, e21 and αe12 + βe21, such that φ∆̂(e21) = φ[z, e21] and
φ∆̂(αe12 + βe21) = φ[z, αe12 + βe21]. We deduce from (7), (9) and (8), that
λ21 = β(z22 − z11) and z22 − z11 = 0, witnessing that λ21 = 0.
For φ = ξ1 ⊗ ξ1 + βξ2 ⊗ ξ1 + αξ1 ⊗ ξ2 ∈ M
∗
2 there exists an element z
in M2, depending on φ, p1 and αe12 + βe21, such that φ∆̂(p1) = φ[z, p1]
and φ∆̂(αe12 + βe21) = φ[z, αe12 + βe21]. It follows from (9) and (2) that
λ11+ βλ12 +αλ21 = βz12 −αz21, and −βz12 +αz21 = 0, which implies that
λ11 = 0, and hence
(10) ∆̂(αe12 + βe21) = 0,
for every α, β ∈ C.
Step V. In this step we fix two complex numbers t, α ∈ C, and we write
∆̂(tp1+αe12) =
2∑
i,j=1
λijeij , with λ11 = −λ22. Applying that ∆̂ is a weak-2-
local derivation with φ = ξ1 ⊗ ξ1 ∈M
∗
2 , e12 and tp1 + αe12, we deduce from
the identity
(11) [z, tp1 + αe12] = −αz21p1 + (αz11 − tz12 − αz22)e12
+tz21e21 + αz21p2,
combined with (4) and (6), that −αz21 = λ11, and z21 = 0, and hence
λ11 = 0.
Repeating the above arguments with φ = ξ1⊗ξ2 ∈M
∗
2 , p1 and tp1+αe12,
we deduce from (2), (11) and (6), that λ21 = tz21 and z21 = 0, which proves
that λ21 = 0.
A similar reasoning with φ = tξ1 ⊗ ξ1 − αξ2 ⊗ ξ1 ∈M
∗
2 , αe12 + αe21 and
tp1+αe12, gives, via (9), (10), and (11), that tλ11−αλ12 = tαz12− tαz21−
α2z11 + α
2z22 and tαz12 − tαz21 − α
2z11 + α
2z22 = 0. Therefore αλ12 = 0
and
(12) ∆̂(tp1 + αe12) = 0,
for every t, α ∈ C.
A similar argument shows that
(13) ∆̂(tp1 + βe21) = 0,
for every t, β ∈ C.
Step VI. In this step we fix t, α, β ∈ C, and we write
∆̂(tp1 + αe12 + βe21) =
2∑
i,j=1
λijeij ,
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with λ11 = −λ22. Applying that ∆̂ is a weak-2-local derivation with φ =
αξ1 ⊗ ξ2 + βξ2 ⊗ ξ1 ∈ M
∗
2 , p1 and tp1 + αe12 + βe21, we deduce from the
identity
(14) [z, tp1 + αe12 + βe21] = (βz12 − αz21)p1 + (αz11 − αz22 − tz12)e12
+(βz22 − βz11 + tz21)e21 + (αz21 − βz12)p2,
combined with (2) and (6), that βλ12 + αλ21 = t(αz21 − βz12) and αz21 −
βz12 = 0, which gives βλ12 + αλ21 = 0.
Repeating the above arguments with φ = tξ1 ⊗ ξ1 + αξ1 ⊗ ξ2 ∈ M
∗
2 , e21
and tp1+αe12 +βe21, we deduce from (7), (8) and (14), that tλ11+αλ21 =
β(tz12+αz22−αz11), and tz12+αz22−αz11 = 0 and hence tλ11+αλ21 = 0.
A similar reasoning with φ = tξ1⊗ξ1+βξ2⊗ξ1 ∈M
∗
2 , e12 and tp1+αe12+
βe21, gives, via (4), (6) and (14), that tλ11+ βλ12 = α(−tz21 +βz11− βz22)
and −tz21 + βz11 − βz22 = 0. Therefore tλ11 + βλ12 = 0. The equations
βλ12 + αλ21 = 0, tλ11 + αλ21 = 0, and tλ11 + βλ12 = 0 imply that tλ11 =
βλ12 = αλ21 = 0, which, combined with (10), (12) and (13), prove that
(15) ∆̂(tp1 + αe12 + βe21) = 0,
for every t, α, β ∈ C.
Finally, since
[z, tp1 + αe12 + βe21 + sp2] = [z, (t − s)p1 + αe12 + βe21],
for every z ∈M2, it follows from the fact that ∆̂ is a weak-2-local derivation,
(15), and the Hahn-Banach theorem that
∆̂(tp1 + αe12 + βe21 + sp2) = ∆̂((t− s)p1 + αe12 + βe21) = 0,
for every t, s, α, β ∈ C, which concludes the proof. 
The rest of this section is devoted to the study of weak-2-local derivations
on Mn. For later purposes, we begin with a strengthened version of Lemma
2.6.
Lemma 3.3. Let ∆ : M → M be a weak-2-local projection on a von Neu-
mann algebra M . Suppose p, q are orthogonal projections in M , and a is an
element in M satisfying pa = ap = qa = aq = 0. Then the identities:
p∆(a+ λp+ µq)q = p∆(λp+ µq)q, and, p∆(a+ λp)p = λp∆(p)p = 0,
hold for every λ, µ ∈ C. Furthermore, if b is another element in M , we also
have
q∆(b+ λp)q = q∆(b)q, and q∆(qbq + λq)q = q∆(qbq)q.
Proof. Clearly, p + q is a projection in M . Let φ any functional in M∗
satisfying φ = (p + q)φ(p + q). By hypothesis, there exists an element
zφ,λp+µq,a+λp+µq ∈ M , depending on φ, λp + µq, and a + λp + µq, such
that
φ∆(a+ λp+ µq) = φ[zφ,λp+µq,a+λp+µq, a+ λp+ µq],
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and
φ∆(λp+ µq) = φ[zφ,λp+µq,a+λp+µq, λp+ µq].
Since
φ[zφ,λp+µq,a+λp+µq, a+ λp+ µq] = φ[zφ,λp+µq,a+λp+µq, λp+ µq],
we deduce that φ(∆(a+λp+µq)−∆(λp+µq)) = 0, for every φ ∈M∗ with
φ = (p+ q)φ(p + q). Lemma 2.2 in [3] implies that
(p + q)∆(a+ λp+ µq)(p+ q) = (p+ q)∆(λp+ µq)(p+ q).
Multiplying on the left by p and on the right by q, we get p∆(a+λp+µq)q =
p∆(λp+ µq)q. The other statements follow in a similar way. 
Proposition 3.4. Let ∆ : M → M be a weak-2-local derivation on a von
Neumann algebra M . Then for every family {p1, . . . , pn} of mutually or-
thogonal projections in M , and every λ1, . . . , λn in C, we have
∆
 n∑
j=1
λjpj
 = n∑
j=1
λj∆(pj).
Proof. Let p1, . . . , pn be mutually orthogonal projections in M . First, we
observe that, by the last statement in Lemma 3.3, for any 1 ≤ i, k ≤ n, i 6= k,
we have
(pi + pk)∆(λipi + λkpk)(pi + pk)
= (pi+pk)∆((λi−λk)pi+λk(pi+pk))(pi+pk) = (pi+pk)∆((λi−λk)pi)(pi+pk)
= (pi + pk)λi∆(pi)(pi + pk)− (pi + pk)λk∆(pi)(pi + pk)
= (pi + pk)λi∆(pi)(pi + pk)− (pi + pk)λk∆(pi + pk − pk)(pi + pk)
= (pi + pk)λi∆(pi)(pi + pk) + (pi + pk)λk∆(pk)(pi + pk),
where the last step is obtained by another application of Lemma 3.3. Mul-
tiplying on the left hand side by pi and on the right hand side by pk we
obtain:
(16) pi∆(λipi+λkpk)pk = λipi∆(pi)pk+λkpi∆(pk)pk, (1 ≤ i, k ≤ n, i 6= k).
Let us write r = 1−
n∑
j=1
pj and
(17) ∆
 n∑
j=1
λjpj
 = r∆
 n∑
j=1
λjpj
 r + n∑
i=1
pi∆
 n∑
j=1
λjpj
 r

+
n∑
k=1
r∆
 n∑
j=1
λjpj
 pk
+ n∑
i,k=1
pi∆
 n∑
j=1
λjpj
 pk
 .
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Applying Lemma 3.3 we get: r∆
 n∑
j=1
λjpj
 r = 0. Given 1 ≤ i ≤ n, the
same Lemma 3.3 implies that
(18) pi∆
 n∑
j=1
λjpj
 r = pi∆
 n∑
j=1,j 6=i
λjpj + λipi
 r = λipi∆(pi)r,
and similarly
(19) r∆
 n∑
j=1
λjpj
 pi = λir∆(pi)pi, and pi∆
 n∑
j=1
λjpj
 pi = 0.
Given 1 ≤ i, k ≤ n, i 6= k, Lemma 3.3 proves that
(20) pi∆
 n∑
j=1
λjpj
 pk = pi∆
 n∑
j=1,j 6=i,k
λjpj + λipi + λkpk
 pk
= pi∆(λipi + λkpk)pk = (by (16)) = λipi∆(pi)pk + λkpi∆(pk)pk.
We also have:
(21) ∆(pj) = pj∆(pj)r + r∆(pj)pj +
n∑
k=1
pj∆(pj)pk + pk∆(pj)pj .
Finally, the desired statement follows from (17), (18), (19), (20), and
(21). 
Corollary 3.5. Let ∆ : M → M be a weak-2-local derivation on a von
Neumann algebra. Suppose a and b are elements in M which are written
as finite linear complex linear combinations a =
m1∑
i=1
λipi and b =
m2∑
j=1
µjqj ,
where p1, . . . , pm1 , q1, . . . , qm2 are mutually orthogonal projections (these hy-
potheses hold, for example, when a and b are algebraic orthogonal self-adjoint
elements in M). Then ∆(a+ b) = ∆(a) + ∆(b). 
Let ∆ :M →M be a weak-2-local derivation on a von Neumann algebra.
Let P(M) denote the set of all projections in M . Proposition 3.4 asserts
that the mapping µ : P(M) → M , p 7→ µ(p) := ∆(p) is a finitely additive
measure on P(M) in the usual terminology employed around the Mackey-
Gleason theorem (cf. [4], [8], and [19]), i.e. µ(p+q) = µ(p)+µ(q), whenever
p and q are mutually orthogonal projections in M . Unfortunately, we do
not know if, the measure µ is, in general, bounded.
We recall some other definitions. Following the usual nomenclature in
[8, 19, 1] or [13], a scalar or signed measure µ : P(M) → C is said to be
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completely additive or a charge if
(22) µ
(∑
i∈I
pi
)
=
∑
i∈I
µ(pi)
for every family {pi}i∈I of mutually orthogonal projections in M. Where∑
i∈I
pi is the sum of the family (pi) with respect to the weak
∗-topology of
M (cf. [16, Page 30]), and in the right hand side, the convergence of an
uncountable family is understood as summability in the usual sense. The
main results in [7] shows that if M is a von Neumann algebra of type I with
no type In (n < ∞) direct summands and M acts on a separable Hilbert
space, then any completely additive measure on P(M) is bounded. The
conclusion remains true when M is a continuous von Neumann algebra (cf.
[8], see also [19]). The next remark shows that is not always true when M
is a type In factor with 2 ≤ n <∞.
Remark 3.6. In Mn (with 2 ≤ n < ∞) every family of non-zero pairwise
orthogonal projections is necessarily finite so, every finitely additive measure
µ on P(Mn) is completely additive. However, the existence of unbounded
finitely additive measures on P(Mn) is well known in literature, see, for
example, the following example inspired by [21]. By the arguments at the
end of the proof of [21, Theorem 3.1], we can always find a countable infinite
set of projections {pn : n ∈ N} which is linearly independent over Q, and we
can extend it, via Zorn’s lemma, to a Hamel base {zj : j ∈ Λ} for (Mn)sa
over Q. Clearly, every element inMn can be written as a finite Q⊕iQ-linear
combination of elements in this base. If we define a Q⊕ iQ-linear mapping
µ :Mn → C given by
µ(zj) :=
{
(n+ 1), if zj = pn for some natural number n;
0, otherwise.
Clearly, µ|P(Mn) : P(Mn) → C is an unbounded completely additive mea-
sure.
We shall show later that the pathology exhibited in the previous remark
cannot happen for the measure µ determined by a weak-2-local ∗-derivation
on Mn (cf. Proposition 3.10). The case n = 2 was fully treated in Theorem
3.2.
Proposition 3.7. Let ∆ : M3 → M3 be a weak-2-local
∗-derivation. Sup-
pose p1, p2, p3 are mutually orthogonal minimal projections in M3, ek3 is the
unique minimal partial isometry in M3 satisfying e
∗
k3ek3 = p3 and ek3e
∗
k3 =
pk (k = 1, 2). Let us assume that ∆(pj) = ∆(ek3) = 0, for every j = 1, 2, 3,
k = 1, 2. Then
∆
 3∑
j=1
λjpj +
2∑
k=1
µkek3
 = 0,
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for every λ1, λ2, λ3, µ1, µ2 in C.
Proof. Along this proof we write M = M3. For each i 6= j in {1, 2, 3},
we shall denote by eij the unique minimal partial isometry in M satisfying
e∗ijeij = pj and eije
∗
ij = pi, while the symbol φij will denote the unique
norm-one functional in M∗ satisfying φij(eij) = 1. In order to simplify the
notation with a simple matricial notation, we shall assume that
p1 =
 1 0 00 0 0
0 0 0
 , p2 =
 0 0 00 1 0
0 0 0
 , and p3 =
 0 0 00 0 0
0 0 1
 ,
however the arguments do not depend on this representation.
Step I. We claim that, under the hypothesis of the lemma,
(23) ∆(λ2p2 + µ1e13) = 0 = ∆(λ1p1 + µ2e23),
for every λ1, λ2, µ1, µ2 ∈ C. We shall only prove the first equality, the second
one follows similarly. Indeed, Corollary 3.5 implies that
∆(λ2p2+µ1e13±µ1e31) = ∆(λ2p2)+∆(µ1e13±µ1e31) = ∆(µ1e13±µ1e31).
Having in mind that ∆ is a weak-2-local ∗-derivation, we apply Lemma 2.3
to deduce that
∆(µ1e13 ± µ1e31) = ∆(µ1e13)±∆(µ1e13)
∗ = 0,
which proves that ∆(λ2p2+µ1e13±µ1e31) = 0, for every µ1, λ2 ∈ C. Another
application of Lemma 2.3 proves that
∆(λ2p2 + µ1e13) = ∆(ℜe(λ2)p2 +
µ1
2
e13 +
µ1
2
e31)
+∆(iℑm(λ2)p2 +
µ1
2
e13 −
µ1
2
e31) = 0.
Step II. We shall prove now that
(24) ∆(λ2p2 + µ2e23) = 0 = ∆(λ1p1 + µ1e13),
for every λ1, λ2, µ1, µ2 ∈ C. Proposition 2.7 witnesses that
(p2+p3)∆(p2+p3)|(p2+p3)M(p2+p3) : (p2+p3)M(p2+p3)→ (p2+p3)M(p2+p3)
is a weak-2-local ∗-derivation. Since (p2 + p3)M(p2 + p3) ≡ M2, Theorem
3.2 implies that (p2 + p3)∆(p2 + p3)|(p2+p3)M(p2+p3) is a linear
∗-derivation.
Therefore,
(p2 + p3)∆(λ2p2 + µ2e23)(p2 + p3) = λ2(p2 + p3)∆(p2)(p2 + p3)
+µ2(p2 + p3)∆(e23)(p2 + p3) = 0,
by hypothesis. This shows that
∆(λ2p2 + µ2e23) =
 ω11 ω12 ω13ω21 0 0
ω31 0 0
 ,
where ωij ∈ C.
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The identity
(25) [z, λ2p2+µ2e23]=
 0 λ2z12 µ2z12−λ2z21−µ2z31 −µ2z32 µ2(z22−z33)−λ2z23
0 λ2z32 µ2z32
 ,
holds for every matrix z ∈ M . Taking the functional φ11 (respectively φ31)
in M∗, we deduce, via the weak-2-local property of ∆ at λ2p2 + µ2e23, that
ω11 = 0 (respectively ω31 = 0).
The weak-2-local behavior of ∆ at the points λ2p2+µ2e23 and µ2e23 and
the functional φ13, combined with (25), and
(26) [z, µ2e23] =
 0 0 µ2z12−µ2z31 −µ2z32 µ2(z22 − z33)
0 0 µ2z32
 ,
show that ω13 = 0.
The identity
[z,−λ2p1 + µ2e23] =
 0 λ2z12 µ2z12 + λ2z13−λ2z21 − µ2z31 −µ2z32 µ2(z22 − z33)
−λ2z31 0 µ2z32
 ,
combined with (23), (25), and the weak-2-local property of ∆ at λ2p2 +
µ2e23, −λ2p1 + µ2e23 and the functional φ12 (respectively φ21), we obtain
ω12 = 0 (respectively ω21 = 0), which means that ∆(λ2p2+µ2e23) = 0. The
statement concerning ∆(λ1p1 + µ1e13) follows similarly.
Step III. We claim that
(27) ∆(λ1p1 + λ2p2 + µ2e23) = 0 = ∆(λ1p1 + λ2p2 + µ1e13),
for every λ1, λ2, µ1, µ2 ∈ C. As before we shall only prove the first equality.
Indeed, Corollary 3.5 assures that
∆(λ1p1 + p2 + µ2e23 + µ2e32) = λ1∆(p1) + ∆(p2 + µ2e23 + µ2e32) = 0,
where in the last equality we apply the hypothesis, (24) and Lemma 2.3.
Another application of Lemma 2.3 proves that ∆(λ1p1 + p2 + µ2e23) = 0.
The desired statement follows from the 1-homogeneity of ∆.
Step IV. In this step we show that
(28) ∆(λ1p1+λ2p2+µ1e13+µ2e23)=(1−p3)∆(λ1p1+λ2p2+µ1e13+µ2e23)p3,
for every λ1, λ2, µ1, µ2 ∈ C.
Since for any z = (zij) ∈M , we have
[z, µ1e13] =
 −µ1z31 −µ1z32 µ1(z11 − z33)0 0 µ1z21
0 0 µ1z31
 ,
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using appropriate functionals in M∗, we deduce, via the weak-2-local prop-
erty of ∆ at w1 = λ1p1+λ2p2+µ1e13+µ2e23 and w2 = λ1p1+λ2p2+µ2e23
(w1 − w2 = µ1e13), combined with (27), that
(p2 + p3)∆(λ1p1 + λ2p2 + µ1e13 + µ2e23)(p1 + p2) = 0.
Considering the identity (26) and repeating the above arguments at the
points λ1p1 + λ2p2 + µ1e13 + µ2e23 and λ1p1 + λ2p2 + µ1e13, we show that
p1∆(λ1p1 + λ2p2 + µ1e13 + µ2e23)(p1 + p2) = 0
The statement in the claim (28) follows from the fact that tr∆(λ1p1+λ2p2+
µ1e13 + µ2e23) = 0.
Step V. We claim that,
(29) ∆(µ1e13 + µ2e23) = 0,
for every µ1, µ2 in C. By (28)
∆(µ1e13 + µ2e23) =
 0 0 δ130 0 δ23
0 0 0
 ,
where δij ∈ C.
Let φ = φ12 + φ13. It is not hard to see that
φ[z, µ1e13 + µ2e23] = φ[z, µ1e13 + µ2p2].
Considering this identity, the equality in (23), and the weak-2-local property
of ∆ at µ1e13 + µ2e23 and µ1e13 + µ2p2, we prove that δ13 = 0. Repeating
the same argument with φ = φ21 + φ23, µ1e13 + µ2e23 and µ1p1 + µ2e23, we
obtain δ23 = 0.
Step VI. We claim that
(30) ∆(λ2p2 + µ1e13 + µ2e23) = 0 = ∆(λ1p1 + µ1e13 + µ2e23),
for every λ1, λ2, µ1, µ2 ∈ C.
As in the previous steps, we shall only prove the first equality. By (28)
∆(λ2p2 + µ1e13 + µ2e23) =
 0 0 ξ130 0 ξ23
0 0 0
 ,
where ξij ∈ C.
Since for any matrix z = (zij) ∈M we have
φ13 [z, λ2p2 + µ1e13 + µ2e23] = φ13 [z, µ1e13 + µ2e23] ,
the weak-2-local behavior of ∆ at λ2p2 + µ1e13 + µ2e23 and µ1e13 + µ2e23,
combined with (29), shows that ξ13 = 0. Let φ = φ21 + φ23. It is easy to see
that
φ [z, λ2p2 + µ1e13 + µ2e23] = φ [z, µ1p1 + λ2p2 + µ2e23] .
Thus, weak-2-local property of ∆ at λ2p2+µ1e13+µ2e23 and µ1p1+λ2p2+
µ2e23 and (27) show that ξ23 = 0, and hence ∆(λ2p2 + µ1e13 + µ2e23) = 0.
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Step VII. We shall prove that
(31) ∆
 2∑
j=1
λjpj +
2∑
k=1
µkek3
 = 0,
for every λ1, λ2, µ1, µ2 in C. By (28)
∆
 2∑
j=1
λjpj +
2∑
k=1
µkek3
 =
 0 0 γ130 0 γ23
0 0 0
 ,
where γij ∈ C.
Given z = (zij) ∈M we have
φ13
z, 2∑
j=1
λjpj +
2∑
k=1
µkek3
 = φ13
[
z, λ1p1 +
2∑
k=1
µkek3
]
,
and
φ23
z, 2∑
j=1
λjpj +
2∑
k=1
µkek3
 = φ23
[
z, λ2p2 +
2∑
k=1
µkek3
]
.
Then the weak-2-local behavior of ∆ at
2∑
j=1
λjpj +
2∑
k=1
µkek3 and λ1p1 +
2∑
k=1
µkek3 (respectively, λ2p2 +
2∑
k=1
µkek3), combined with (30), imply that
γ13 = 0 (respectively, γ23 = 0).
Finally, for λ3 6= 0, we have
∆
 3∑
j=1
λjpj +
2∑
k=1
µkek3
 = ∆
λ31 + 2∑
j=1
(λj − λ3)pj +
2∑
k=1
µkek3

= λ3∆
1 + λ−13 2∑
j=1
(λj − λ3)pj + λ
−1
3
2∑
k=1
µkek3
 = (by Lemma 2.5)
= λ3∆
λ−13 2∑
j=1
(λj − λ3)pj + λ
−1
3
2∑
k=1
µkek3
 = (by (31)) = 0,
for every λ1, λ2, µ1, µ2 in C. 
Proposition 3.8. Let ∆ : Mn → Mn be a weak-2-local
∗-derivation, where
n ∈ N, 2 ≤ n. Suppose p1, . . . , pn are mutually orthogonal minimal projec-
tions in Mn, q = p1 + . . .+ pn−1, λ1, . . . , λn are complex numbers, and a is
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an element in Mn satisfying a = qapn. Then
∆
 n∑
j=1
λjpj + a
 = ∆
 n∑
j=1
λjpj
+∆(a) = n∑
j=1
λj∆(pj) + ∆(a),
and the restriction of ∆ to qMnpn is linear. More concretely, there exists
w0 ∈Mn, depending on p1, . . . , pn, satisfying w
∗
0 = −w0 and
∆
 n∑
j=1
λjpj + a
 =
w0, n∑
j=1
λjpj + a
 ,
for every λ1, . . . , λn and a as above.
Proof. We shall argue by induction on n. The statement for n = 1 is clear,
while the case n = 2 follows from Theorem 3.2. We can therefore assume
that n ≥ 3. Let us suppose that the desired conclusion is true for every
k < n.
As in the previous results, to simplify the notation, we write M = Mn.
For each i 6= j in {1, . . . , n}, we shall denote by eij the unique minimal
partial isometry in M satisfying e∗ijeij = pj and eije
∗
ij = pi. Henceforth,
the symbol φij will denote the unique norm-one functional in M
∗ satisfying
φij(eij) = 1. We also note that every element a ∈ M satisfying a = qapn
writes in the form a =
n−1∑
k=1
µkekn, for unique µ1, . . . , µn−1 in C.
Fix j ∈ {1, . . . , n}. We observe that, for each matrix z = (zij) ∈ Mn, we
have
(32) [z, pj ] =
n∑
k=1,k 6=j
zkjekj − zjkejk.
We deduce from the weak-2-local property of ∆ that
(33) ∆(pj) = ∆(pj)
∗ =
n∑
k=1,k 6=j
λ
(j)
k ekj + λ
(j)
k ejk,
for suitable λ
(j)
k ∈ C, k ∈ {1, . . . , n}\{j}. Given i 6= j, Lemma 2.6 and
Proposition 3.4 imply that
0 = (pi + pj)∆(pi + pj)(pi + pj) = (pi + pj)(∆(pi) + ∆(pj))(pi + pj),
which proves that
λ
(j)
i = −λ
(i)
j , ∀i 6= j.
These identities show that the matrix
z0 = −z
∗
0 :=
∑
i>j
−λ
(j)
i eji +
∑
i<j
λ
(i)
j eji,
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is well defined, and ∆(pi) = [z0, pi] for every i ∈ {1, . . . , n}. The mapping
∆̂ = ∆− [z0, .] is a weak-2-local
∗-derivation satisfying
∆̂
 n∑
j=1
λjpj
 = 0,
for every λj ∈ C (cf. Proposition 3.4).
Let us fix i0 ∈ {1, . . . , n− 1}. It is not hard to check that the identity
(34) [z, ei0n] = (zi0i0 − znn)ei0n +
n∑
j=1,j 6=i0
zji0ejn −
n−1∑
j=1
znjei0j ,
holds for every z ∈ M. Combining this identity with (32) for [z, pn], and
[z, pi0 ], and the fact that ∆̂ is a weak-2-local
∗-derivation, we deduce, after
an appropriate choosing of functionals φ ∈ M∗, that there exists γi0n ∈ iR
satisfying
∆̂(ei0n) = γi0nei0n, ∀i0 ∈ {1, . . . , n− 1}.
If we set z1 :=
n−1∑
k=1
γknpk, then z1 = −z
∗
1 ,
∆̂(ei0n) = [z1, ei0n],
for every i0 ∈ {1, . . . , n − 1}, and further
z1, n∑
j=1
λjpj
 = 0, for every
λj ∈ C. Therefore, ∆˜ = ∆̂− [z1, .] is a weak-2-local
∗-derivation satisfying
(35) ∆˜
 n∑
j=1
λjpj
 = ∆˜(ei0n) = 0,
for every i0 ∈ {1, . . . , n− 1}.
The rest of the proof is devoted to establish that
∆˜
 n∑
j=1
λjpj +
n−1∑
k=1
µkekn
 = 0,
for every µ1, . . . , µn−1, λ1, . . . , λn in C, which finishes the proof. The case
n = 3 follows from Proposition 3.7. So, henceforth, we assume n ≥ 4. We
shall split the arguments in several steps.
Step I. We shall first show that, for each 1 ≤ i0 ≤ n− 1,
(36) pi0∆˜
(
n∑
i=1
λipi + µei0n
)
= 0,
for every λ1, . . . , λn, µ in C.
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Let us pick k ∈ {1, . . . , n− 1} with k 6= i0. By the induction hypothesis
(37) (1− pk)∆˜
 n∑
i=1,i 6=k
λipi + µei0n
 (1− pk)
=
n∑
i=1,i 6=k
λi(1− pk)∆˜(pi)(1− pk) + µ(1− pk)∆˜(ei0n)(1 − pk) = 0.
Since for any z ∈M, the identity
(1−pk)
[
z,
n∑
i=1
λipi + µei0n
]
(1−pk) = (1−pk)
z, n∑
i=1,i 6=k
λipi + µei0n
 (1−pk),
holds, if we take φ = φi0j with j 6= k, we get, applying (37) and the weak-
2-local property of ∆˜, that
pi0∆˜
(
n∑
i=1
λipi + µei0n
)
pj = 0. (1 ≤ j ≤ n, j 6= k)
Since 4 ≤ n, we can take at least two different values for k to obtain (36).
Step II. In this step we prove that, for each 1 ≤ i0 ≤ n− 1,
(38) pi0∆˜
(
λpi0 +
n−1∑
i=1
µiein
)
pn = 0,
for every λ and µ1, . . . , µn−1 in C.
We fix 1 ≤ i0 ≤ n− 1, and we pick k ∈ {1, . . . , n− 1} with k 6= i0. By the
induction hypothesis, we have
(39) (1− pk)∆˜
λpi0 + n−1∑
i=1,i 6=k
µiein
 (1− pk)
= λ(1− pk)∆˜ (pi0) (1− pk) +
n−1∑
i=1,i 6=k
µi(1− pk)∆˜ (ein) (1− pk) = 0,
for every λ and µ1, . . . , µn−1 in C.
Since for any z ∈M, the equality
(1−pk)
[
z, λpi0 +
n−1∑
i=1
µiein
]
(1−pn) = (1−pk)
z, λpi0 + n−1∑
i=1,i 6=k
µiein
 (1−pn),
holds, we deduce from (39) and the weak-2-local property of ∆˜, applied to
φ = φi0j with j 6= k, n, that
pi0∆˜
(
λpi0 +
n−1∑
i=1
µiein
)
pj = 0, (∀1 ≤ j ≤ n− 1, j 6= k).
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By taking two different values for k, we see that
(40) pi0∆˜
(
λpi0 +
n−1∑
i=1
µiein
)
(1− pn) = 0.
Let φ0 =
∑n
j=1 φi0j. It is not hard to see that the equality
φ0
z, n−1∑
i=1,i 6=i0
µiein
 = φ0
z, n−1∑
i=1,i 6=i0
µipi
 ,
holds for every z ∈M. Thus,
φ0
[
z, λpi0 +
n−1∑
i=1
µiein
]
= φ0
z, λpi0 + n−1∑
i=1,i 6=i0
µipi + µi0ei0n
 ,
for every z ∈M. Therefore, the weak-2-local property of ∆˜ implies that
φ0∆˜
(
λpi0 +
n−1∑
i=1
µiein
)
= φ0∆˜
λpi0 + n−1∑
i=1,i 6=i0
µipi + µi0ei0n
 = 0,
where the last equality follows from (36). Combining this fact with (40), we
get (38).
Step III. In this final step we shall show that
(41) ∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
= 0,
for every µ1, . . . , µn−1, λ1, . . . , λn−1 in C.
Let k ∈ {1, . . . , n− 1}. By the induction hypothesis
(1− pk)∆˜
 n−1∑
i=1,i 6=k
λipi +
n−1∑
i=1,i 6=k
µiein
 (1− pk) = 0.
Since for any z ∈M, we have
(1 − pk)
[
z,
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
]
(1− pk − pn)
= (1− pk)
z, n−1∑
i=1,i 6=k
λipi +
n−1∑
i=1,i 6=k
µiein
 (1− pk − pn),
by taking φ = φlj, with l 6= k and j 6= k, n, we deduce, via the weak-2-local
behavior of ∆˜, that
pl∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
pj = 0,
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for every l 6= k and j 6= k, n. Taking three different values for k, we show
that
(42) ∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
(1− pn) = 0.
Let us pick i0 ∈ {1, . . . , n− 1}. It is easy to check that the identity
pi0
[
z,
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
]
pn = pi0
[
z, λi0pi0 +
n−1∑
i=1
µiein
]
pn,
holds for every z ∈M. So, taking φ = φi0n, we deduce from the weak-2-local
property of ∆˜ that
pi0∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
pn = pi0∆˜
(
λi0pi0 +
n−1∑
i=1
µiein
)
pn = 0,
where the last equality is obtained from (38). Since above identity holds for
any i0 ∈ {1, . . . , n− 1}, we conclude that
(43) (1− pn)∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
pn = 0.
Now, Lemma 3.1 implies that tr ∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
= 0, which com-
bined with (42), shows that
(44) pn∆˜
(
n−1∑
i=1
λipi +
n−1∑
i=1
µiein
)
pn = 0.
Identities (42), (43) and (44) prove the statement in (41).
Finally, for λn 6= 0, we have
∆˜
 n∑
j=1
λjpj +
n−1∑
k=1
µkekn
 = ∆˜
λn1 + n−1∑
j=1
(λj − λn)pj +
n−1∑
k=1
µkekn

= λn∆˜
1 + λ−1n n−1∑
j=1
(λj − λn)pj + λ
−1
n
n−1∑
k=1
µkekn
 = (by Lemma 2.5)
= λn∆˜
λ−1n n−1∑
j=1
(λj − λn)pj + λ
−1
n
n−1∑
k=1
µkekn
 = (by (41)) = 0,
for every µ1, . . . , µn−1, λ1, . . . , λn−1 in C 
Our next result is a consequence of the above Proposition 3.8 and Lemma
2.3.
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Corollary 3.9. Let ∆ :Mn →Mn be a weak-2-local
∗-derivation, where n ∈
N, 2 ≤ n. Suppose p1, . . . , pn are mutually orthogonal minimal projections
in Mn, q = p1+. . .+pn−1, and a ∈Mn satisfies a
∗ = a and a = qapn+pnaq.
Then
∆
 n∑
j=1
λjpj + a
 = ∆
 n∑
j=1
λjpj
+∆(a) = n∑
j=1
λj∆(pj) + ∆(a),
for every λ1, . . . , λn ∈ R, and the restriction of ∆ to (Mn)sa ∩ (qMnpn +
pnMnq) is linear.
Proof. Under the above hypothesis, Lemma 2.3 implies that
∆
 n∑
j=1
λjpj + a
 = ∆
1
2
n∑
j=1
λjpj + qapn
+∆
1
2
n∑
j=1
λjpj + qapn
∗
= (by Proposition 3.8) =
n∑
j=1
λj∆(pj) + ∆ (qapn) + ∆ (qapn)
∗
=
n∑
j=1
λj∆(pj) + ∆(qapn + pnaq) =
n∑
j=1
λj∆(pj) + ∆(a).

We can prove now that the measure µ on P(Mn) determined by a weak-
2-local ∗-derivation on Mn is always bounded.
Proposition 3.10. Let ∆ : Mn →Mn be a weak-2-local
∗-derivation, where
n ∈ N. Then ∆ is bounded on the set P(Mn) of all projections in Mn.
Proof. We shall proceed by induction on n. The statement for n = 1 is
clear, while the case n = 2 is a direct consequence of Theorem 3.2. We may,
therefore, assume that n ≥ 3. Suppose that the desired conclusion is true
for every k < n. To simplify notation, we write M = Mn. We observe that,
by hypothesis, ∆♯ = ∆.
Let p1, . . . , pn be (arbitrary) mutually orthogonal minimal projections in
M. For each i, j ∈ {1, . . . , n}, we shall denote by eij the unique minimal
partial isometry in M satisfying e∗ijeij = pj and eije
∗
ij = pi. Henceforth,
the symbol φij will denote the unique norm-one functional in M
∗ satisfying
φij(eij) = 1.
Let qn = p1 + . . .+ pn−1. Proposition 2.7 implies that the mapping
qn∆qn|qnMqn : qnMqn → qnMqn
is a weak-2-local ∗-derivation on qnMqn ≡ Mn−1(C). We know, by the in-
duction hypothesis, that qn∆qn|qnMqn is bounded on the set P(qnMqn) of
all projections in qnMqn. Proposition 3.4, assures that µ : P(qnMqn) →
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qnMqn, p 7→ qn∆(p)qn is a bounded, finitely additive measure. An ap-
plication of the Mackey-Gleason theorem (cf. [4]) proves the existence
of a (bounded) linear operator G : qnMqn → qnMqn satisfying G(p) =
µ(p) = qn∆(p)qn, for every projection p in qnMqn. Another application of
Proposition 3.4, combined with a simple spectral resolution, shows that
qn∆(a)qn = G(a), for every self-adjoint element in qnMqn. Therefore,
qn∆(a + b)qn = G(a + b) = G(a) +G(b) = qn∆(a)qn + qn∆(b)qn, for every
a, b in the self-adjoint part of qnMqn.
Now, Lemma 2.3 implies that qn∆qn|qnMqn is a
∗-derivation on qnMqn.
Therefore there exists z0 = −z
∗
0 ∈ qnMqn such that
(45) qn∆(qnaqn)qn = [z0, qnaqn],
for every a ∈M .
Now, it is not hard to see that the identities:
(46) qn [z, e1n] qn = −zn1p1 −
n−1∑
j=2
znje1j = −
n−1∑
j=1
znje1j ,
and
(47) qn [z, ekn] qn = −
n−1∑
j=1
znjekj, qn [z, enk] qn =
n−1∑
j=1
zjnejk,
hold for every z ∈ M , and 1 ≤ k ≤ n − 1 (cf. (34)). The weak-2-local
property of ∆, combined with (46) and (47), implies that
φkl (∆(ekn)) = φ1l (∆(e1n)) ,
for every 1 ≤ k ≤ n − 1 and every 1 ≤ l ≤ n − 1. Furthermore, for
2 ≤ i ≤ n − 1, 1 ≤ j ≤ n − 1 there exits z ∈ M , depending on e1n and
φij, such that φij∆(e1n) = φij [z, e1n] = φij(qn[z, e1n]qn) = (by (46)) = 0.
Therefore
(48) qn∆(e1n)qn =
n−1∑
j=1
λnje1j ,
for suitable (unique) λnj’s in C (1 ≤ j ≤ n− 1), and consequently,
(49) qn∆(en1)qn = qn∆(e1n)
∗qn = (qn∆(e1n)qn)
∗ =
n−1∑
j=1
λnjej1.
We similarly obtain
qn∆(ekn)qn =
n−1∑
j=1
λnjekj ,
for every 1 ≤ k ≤ n− 1.
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Let us define
z1 = −z
∗
1 :=
n−1∑
j=1
λnjejn − λnjenj ∈ pnMqn + qnMpn.
It is easy to check that
qn∆(ekn)qn = qn[z1, ekn]qn, qn∆(enk)qn = qn[z1, enk]qn, ∀1 ≤ k ≤ n− 1,
qn[z1, qnaqn]qn = 0, and, qn[z0, qnapn + pnaqn]qn = 0,
for every a ∈M . Therefore
(50) qn∆(qnaqn)qn = qn[z0 + z1, qnaqn]qn = qn[z0, qnaqn]qn,
qn∆(ekn)qn = qn[z0 + z1, ekn]qn = qn[z1, ekn]qn,
and
qn∆(enk)qn = qn[z0 + z1, enk]qn = qn[z1, enk]qn,
for every a ∈M , 1 ≤ k ≤ n− 1.
We claim that the set
(51)
{
qn∆(b)qn : b ∈M, b
∗ = b, ‖b‖ ≤ 1
}
is bounded. Indeed, let us take b = b∗ ∈M with ‖b‖ ≤ 1. The last statement
in Lemma 3.3 shows that
(52) qn∆(b)qn = qn∆(qnbqn + qnbpn + pnbqn + pnbpn)qn
= qn∆(qnbqn + qnbpn + pnbqn)qn.
The element qnbqn is self-adjoint in qnMqn, so, there exist mutually orthogo-
nal minimal projections r1, . . . , rn−1 in qnMqn and real numbers λ1, . . . , λn−1
such that qnbqn =
n−1∑
j=1
λjrj and r1 + . . . + rn−1 = qn. We also observe that
pnbqn+ qnbpn is self-adjoint in qnMpn+ pnMqn, thus, Corollary 3.9 implies
that
qn∆(b)qn = qn∆(qnbqn + qnbpn + pnbqn)qn
= qn∆(qnbqn)qn + qn∆(qnbpn + pnbqn)qn
= (by (50)) = qn[z0, qnbqn]qn + qn[z1, qnbpn + pnbqn]qn,
and hence
‖qn∆(b)qn‖ ≤ 2‖z0‖+ 2‖z1‖,
which proves the claim in (51).
Following a similar reasoning to that given in the proof of (51) we can
obtain that the sets
(53)
{
q1∆(b)q1 : b ∈M, b
∗ = b, ‖b‖ ≤ 1
}
and
(54)
{
q2∆(b)q2 : b ∈M, b
∗ = b, ‖b‖ ≤ 1
}
are bounded, where q2 = 1− p2 and q1 = 1− p1.
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The boundedness of ∆ on the set P(Mn) of all projections in Mn is a
direct consequence of (51), (53), and (54). 
We can establish now the main result of this paper.
Theorem 3.11. Every (non-necessarily linear nor continuous) weak-2-local
∗-derivation on Mn is linear and a derivation.
Proof. Let ∆ : Mn → Mn be a weak-2-local
∗-derivation. Propositions 3.4
and 3.10 assure that the mapping µ : P(Mn)→ Mn, p 7→ µ(p) := ∆(p) is a
bounded completely additive measure on P(Mn). By the Mackey-Gleason
theorem (cf. [4]) there exists a bounded linear operator G on Mn such that
G(p) = µ(p) = ∆(p) for every p ∈ P(Mn).
We deduce from the spectral resolution of self-adjoint matrices and Propo-
sition 3.4 that ∆(a) = G(a), for every a ∈ (Mn)sa. Thus, given two self-
adjoint elements a, b in Mn, we have
∆(a+ b) = G(a+ b) = G(a) +G(b) = ∆(a) + ∆(b).
This shows that ∆|(Mn)sa is a linear mapping. The linearity of ∆ follows
from Lemma 2.3. 
Corollary 3.12. Every weak-2-local ∗-derivation on a finite dimensional
C∗-algebra is a derivation.
Proof. Let A be a finite dimensional C∗-algebra. It is known that A is unital
and there exists a finite sequence of mutually orthogonal central projections
q1, · · · , qm in A such that A =
⊕m
i=1Aqi and Aqi
∼= Mni(C) for some ni ∈ N
(1 ≤ i ≤ m) (cf. [20, Page 50]).
Let ∆ be a weak-2-local ∗-derivation on A. Fix 1 ≤ i ≤ m. By Proposition
2.7 the restriction qi∆qi|Aqi = ∆qi|Aqi : qiAqi = Aqi → Aqi is a weak-2-local
∗-derivation. Since Aqi ∼= Mni(C), Theorem 3.11 asserts that ∆qi|Aqi is a
derivation.
Let a be a self-adjoint element in Aqi. Then a writes in the form a =
ki∑
j=1
λjpj, where p1, · · · , pki are mutually orthogonal projections in Aqi and
λ1, · · · , λki are real numbers. Proposition 3.4 implies that
∆(a) =
ki∑
j=1
λj∆(pj).
Multiplying on the right by the central projection 1− qi we get:
(55) ∆(a)(1 − qi) =
ki∑
j=1
λj∆(pj)(1 − qi).
However, Lemma 2.6 implies that (1 − pj)∆(pj)(1 − pj) = 0, for every
1 ≤ j ≤ ki. Since pj ≤ qi for every j, we have 1 − qi ≤ 1 − pj, which
implies that 0 = (1− qi)∆(pj)(1− qi) = ∆(pj)(1− qi), for every 1 ≤ j ≤ ki.
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We deduce from (55) that ∆(a) = ∆(a)qi = qi∆(a)qi for every self-adjoint
element a ∈ Aqi. Lemma 2.3 shows that the same equality holds for every
a ∈ Aqi. That is, ∆(Aqi) ⊆ Aqi and ∆|Aqi is linear for every 1 ≤ i ≤ m.
Let (ai) be a self-adjoint element in A, where ai ∈ Aqi. Having in mind
that every ai admits a finite spectral resolution in terms of minimal projec-
tions and Aqi ⊥ Aqj, for every i 6= j, it follows from Corollary 3.5 (or from
Proposition 3.4) that ∆((ai)) = (∆(ai)). Having in mind that ∆|Aqi is linear
for every 1 ≤ i ≤ m, we deduce that ∆ is additive in the self-adjoint part of
A. Lemma 2.3 shows that ∆ is actually additive on the whole of A. 
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