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5Sommario
Il lavoro compiuto in questa tesi ha per obiettivo la realizzazione di un
sistema di comunicazione di tipo wireless tra sistemi Real-Time.
La prima parte del lavoro ha portato allo studio di due sistemi operativi
di tipo Real-Time, E.R.I.K.A. e S.Ha.R.K., sviluppati presso il laboratorio
Retis della Scuola Superiore S.Anna di Pisa, ed al loro confronto per quanto
riguarda gli aspetti utili per il lavoro.
In seguito, dopo un'analisi delle tecnologie wireless disponibili sul mercato
utilizzabili per la comunicazione, l'attenzione è stata rivolta alla progettazio-
ne di un sistema di comunicazione wireless che meglio si adattasse alle reali
caratteristiche dei due sistemi. Il protocol stack progettato è composto da
tre livelli: il Physical Layer, il Data Link Layer, e l'Interaction Layer.
Al ﬁne di validare il sistema di comunicazione progettato, il protocol stack
è stato implementato sia sul sistema S.Ha.R.K. che sul sistema E.R.I.K.A..
L'ultima fase del lavoro è stata la realizzazione di alcuni test di presta-
zione sulla comunicazione, atti a veriﬁcare le funzionalità del protocol stack
ideato ed evidenziare potenziali problemi. Basandosi sui risultati osservati,
si propongono inﬁne alcune modiﬁche ed alcuni miglioramenti da fare per
rendere il sistema più eﬃciente.
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Capitolo 1
Introduzione
1.1 Scopo del lavoro
Scopo di questo lavoro di tesi è stato la messa a punto di un sistema di comu-
nicazione di tipo wireless tra due sistemi operativi realizzati al laboratorio
Retis della Scuola di Studi Superiori S.Anna di Pisa. I due sistemi operativi,
entrambi appartenenti alla categoria dei Sistemi Real-Time, hanno caratte-
ristiche molto diverse. Uno di essi, il sistema S.Ha.R.K., è un sistema che
si appoggia su normali PC; l'altro, il sistema E.R.I.K.A., è pensato per ap-
plicazioni embedded, e nel nostro caso particolare viene caricato su appositi
dispositivi distribuiti dalla Lego per supportare lo sviluppo di applicazioni
robotiche distribuite. Data la fondamentale diﬀerenza fra le due architet-
ture hardware utilizzate, il problema della comunicazione è stato aﬀrontato
in maniera completamente diversa nei due casi. La scelta più ragionevole è
stata quella di ricorrere ad una struttura a layer, che permettesse di avere un
layer di basso livello dedicato al sistema speciﬁco e layer di più alto livello
per buona parte in comune. Il lavoro ha quindi portato all'implementazio-
ne di un sistema di comunicazione di tipo one-to-one, che sfrutti l'hardware
a disposizione interferendo il meno possibile con le applicazioni, quindi con
una gestione semplice ed eﬃcacie, e soprattutto non dispendiosa dal pun-
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to di vista computazionale. Il sistema di comunicazione è stato progettato
per essere anche facilmente estendibile ad una comunicazione tra più entità.
Questa caratteristica ha inﬂuenzato l'implementazione del layer di più alto
livello del sistema.
1.2 Contributi della tesi
Questo lavoro di tesi ha portato i seguenti contributi:
• progettazione di un protocol stack per la comunicazione tra entità con
piccole potenze di calcolo e limitate risorse disponibili (relativamente a
quanto attualmente oﬀerto dal mercato);
• implementazione del protocol stack su un sistema embedded Real-Time
per microcontrollore Hitachi/H8;
• implementazione del protocol stack su un sistema Real-Time pe PC;
• test del protocol stack proposto;
• individuazione di vari punti su cui intervenire per incrementare le pre-
stazioni del protocol stack.
1.3 Contenuto del documento
Il documento contiene la descrizione dettagliata di tutte le fasi di progettazio-
ne e realizzazione del sistema di comunicazione, dallo studio delle tecnologie
disponibili ﬁno all'analisi dei risultati ottenuti.
Il Capitolo 2 oﬀre una panoramica della situazione presente all'inizio del
lavoro di tesi. In particolare il capitolo comincia con un breve excursus sui si-
stemi Real-Time e sui sistemi embedded, seguito da una breve descrizione dei
due sistemi di interesse, per dare un'idea del software a disposizione. Si trova
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inoltre nel capitolo una sezione dedicata al dispositivo Lego Mindstorms, il
supporto hardware per il sistema E.R.I.K.A..
Nel Capitolo 3 viene discussa più in dettaglio la scelta della struttura
a layer, con una rapida panoramica su alcuni protocol stack presenti sul
mercato. Il capitolo oﬀre inoltre un'idea generale della suddivisione adottata
e dello scopo dei vari layer.
Si entra poi nello speciﬁco del lavoro, con un capitolo dedicato ad ognuno
dei layer realizzati.
Il Capitolo 4 è dedicato al Physical Layer, alla tecnologia che si è scelto di
utilizzare, al suo funzionamento ed alle sue prestazioni. Si presentano inoltre
i dispositivi hardware dedicati, nei due sistemi, alla realizzazione del layer
ﬁsico.
Nel Capitolo 5 si descrive il Data Link Layer, presentando innanzitutto la
situazione preesistente sia nel caso di E.R.I.K.A., sia nel caso di S.Ha.R.K..
Si prosegue poi con una spiegazione del lavoro fatto nei due casi. Inﬁne si
discutono le prestazioni del layer.
L'Interaction Layer è trattato nel Capitolo 6. Si trova in questo capitolo la
trattazione di tutta la realizzazione del layer in questione, dalle esigenze per
cui era pensato alla suddivisione ed implementazione delle varie funzionalità.
Il Capitolo 7 descrive una serie di prove e test eﬀettuati per veriﬁcare
le funzionalità del modello di comunicazione realizzato, con il supporto di
alcuni dati numerici. Basandosi su questi dati il capitolo si conclude con
una serie di suggerimenti atti a migliorare e rendere più eﬃcienti il modello
proposto e la sua implementazione.
Nel Capitolo 8, inﬁne si traggono le conclusioni sul lavoro svolto.
Capitolo 2
Il contesto
2.1 I sistemi embedded
Non esiste una deﬁnizione di sistema embedded (o sistema integrato) univer-
salmente accettata. Una deﬁnizione buona potrebbe descrivere un sistema di
questo genere come una combinazione di hardware e software che nasce con
un obiettivo di impiego ben preciso e mirato.
Solitamente si parla di sistemi embedded quando si ha a che fare con
piccoli dispositivi elettronici utilizzati in applicazioni di monitoraggio e con-
trollo che possono operare in completa autonomia. Essendo sistemi pensati
per un ben preciso obiettivo, si appoggiano su piattaforme hardware adattate
al compito da svolgere, in termini di architettura (8, 16 o 32 bit), velocità
e memoria. Il campo di applicazione è estremamente vasto e include ap-
plicazioni di tipo tecnico, come il controllo di attrezzature mediche, di tipo
industriale, come il controllo di macchinari, o di tipo commerciale, come il
controllo di automobili e cellulari. Data la vastità delle possibili applicazio-
ni, non deve stupire l'enorme diﬀusione dei microprocessori dedicati a tali
sistemi [WSTS].
Altra caratteristica fondamentale dei sistemi embedded è la dimensio-
ne dei dispositivi utilizzati: nella maggioranza dei casi si parla di sistemi
16
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talmente piccoli da essere facilmente nascosti all'interno dei dispositivi che
controllano, divenendo praticamente invisibili. I passi avanti della tecnologia
permettono, tra l'altro, di continuare il processo di miniaturizzazione, apren-
do nuovi scenari ed ambiti di impiego, portando però inevitabilmente anche
a problemi e limiti. È chiaro, infatti, che le dimensioni ridotte introducono
limiti di vario genere, dallo spazio di memoria disponibile ai dispositivi uti-
lizzabili, nonché diﬃcoltà per gli sviluppatori, dato il numero estremamente
limitato di funzionalità fornite.
Queste caratteristiche hanno sempre portato ad un approccio di tipo ar-
tigianale per lo sviluppo delle applicazioni, in cui il progettista, puntando ad
una ottimizzazione spinta del codice, si trova spesso di fronte a due ordini di
problemi:
1. modiﬁche al sistema gravose in termini di tempo e costo;
2. portabilità verso nuove architetture molto ridotta.
Entrambi i problemi portano ad una bassa riusabilità del codice, aspetto
invece fondamentale per una signiﬁcativa riduzione degli errori. È evidente
infatti che un codice usato più volte ha maggiori possibilità di essere testa-
to. Non va inﬁne dimenticato che riscrivere ogni volta vaste parti di codice
porta inevitabilmente ad allungare i tempi di produzione, fatto attualmente
inaccettabile.
2.2 I sistemi Real-Time
Si può parlare di sistema Real-Time come di un sistema di calcolo in cui
il corretto funzionamento è legato sia alla validità dei risultati sia al tempo
entro cui tali risultati vengono resi disponibili. Fattore essenziale diventa
quindi la possibilità di garantire che i risultati richiesti siano prodotti entro
un certo tempo. Dunque si può pensare ai sistemi Real-Time come a sistemi
la cui caratteristica fondamentale è la prevedibilità.
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Tale tipo di sistemi sta divenendo sempre più importante in ogni ambito
della vita comune. Applicazioni di tipo Real-Time si ritrovano in numerosi
settori. Un elenco, assolutamente non esaustivo, potrebbe comprendere:
• sistemi di telecomunicazione;
• controllo di processi produttivi;
• sistemi di controllo del traﬃco (ferroviario, aereo, marittimo);
• sistemi di acquisizione e monitoraggio ambientale;
• robotica.
Nonostante la vastità degli ambiti di applicazione, e l'estrema importanza
degli stessi, la progettazione di applicazioni di tipo Real-Time è ancor oggi
realizzata in maniera empirica, senza l'ausilio di tecniche scientiﬁche conso-
lidate. Inoltre, data la criticità del fattore temporale, si procede spesso alla
stesura di vaste porzioni di codice direttamente in assembler. Il codice pro-
dotto in questo modo ha certamente il vantaggio di essere ottimizzabile, e
di poter raggiungere un elevato grado di eﬃcienza. A questi lati positivi si
contrappongono però svantaggi decisamente importanti, quali:
Programmazione laboriosa: programmi complessi in assembler sono estre-
mamente impegnativi da implementare, portano ad un allungamento
dei tempi, e sono particolarmente legati all'abilità del programmatore;
Diﬃcile comprensibilità del codice: solo il progettista (e spesso anch'e-
gli solo per poco tempo) è in grado di comprendere le funzionalità del
programma, e l'ottimizzazione del codice enfatizza questa caratteristi-
ca;
Scarsa manutenibilità del software: come già accennato, anche il pro-
gettista trova grandi diﬃcoltà a modiﬁcare ed aggiornare un software
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scritto magari anni prima; per una persona diversa dal progettista
stesso, il compito risulta praticamente impossibile;
Diﬃcile veriﬁca dei vincoli temporali: sono necessarie tecniche scienti-
ﬁche molto precise per testare correttamente il software e poter quindi
garantire il rispetto dei vincoli temporali in tutte le condizioni operative
previste.
Si noti che specialmente l'ultimo aspetto è più importante di ciò che sembra.
Se in un sistema general purpose è accettabile il blocco del sistema (nel senso
che in generale non succede nulla di grave), il blocco di un sistema Real-Time
può produrre conseguenze catastroﬁche, dato che, come già accennato, i siste-
mi Real-Time controllano spesso applicazioni critiche. Per cui, ovviamente,
le garanzie date su questi ultimi devono essere maggiori.
È chiaro, dunque, che l'utilizzo di una metodologia adeguata per la pro-
gettazione di sistemi Real-Time risulta fondamentale. Le ricerche nel settore
sono molto avanzate, ed hanno portato alla realizzazione di vari sistemi ope-
rativi di questo tipo. Tra le altre cose, un aspetto decisamente interessante
dei sistemi Real-Time è il fatto che il kernel di tali sistemi è quasi sempre di
dimensioni molto ridotte. Questo è dovuto alla necessità di avere tempi di ri-
sposta a livello di sistema molto brevi per poter rispettare i vincoli temporali,
fatto che porta inevitabilmente ad un numero di funzionalita' minimo.
Per approfondimenti sulla teoria dei sistemi Real-Time consultare [But 01].
2.3 Sistemi embedded e sistemi Real-Time
Le due categorie di sistemi sopra esposte hanno evidentemente caratteristiche
e problematiche realizzative in comune. Si nota ad esempio che in entrambi
i casi le funzionalità che il sistema fornisce devono essere limitate, in un caso
(i sistemi embedded) per motivi di spazio, nell'altro (i sistemi Real-Time)
per ottenere tempi di risposta brevi. Altro aspetto in comune è l'utilizzo
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che viene slitamente fatto delle due categorie di sistemi. Ambito di utilizzo
privilegiato per entrambi è infatti in applicazioni di controllo di vario genere.
Questo inolte comporta aspetti di gestione comuni, soprattutto per quanto
riguarda l'aﬃdabilità e la gestione degli errori.
Non va inﬁne dimenticato che ancora oggi l'approccio programmativo ai
due sistemi è in entrambi i casi essenzialmente artigianale, e senza il supporto
di una robusta teoria che ne sempliﬁchi il progetto. Questo porta all'ulteriore
somiglianza nella fase di test e veriﬁca dei sistemi, che sarà in entrambi i casi
di tipo empirico.
Tutte queste somiglianze suggeriscono ovviamente un incontro tra le due
tecnologie, in cui i bisogni di un tipo di sistema sono adeguatamente suppor-
tati e soddisfatti dall'altro.
Questo è ciò che di fatto sta avvenendo, e, grazie anche alla continua
espansione di dispositivi elettronici come cellulari e sistemi GPS, il mercato
per sistemi operativi di tal genere è in forte espansione.
2.4 Il problema della comunicazione
Uno dei problemi maggiormente sentiti nel mondo attuale è quello della co-
municazione. Non è un caso che tutti i sistemi di comunicazione stiano speri-
mentando un'enorme espansione, sia dal punto di vista delle velocità oﬀerte,
sia dal punto di vista delle possibilità. L'espansione riguarda ad esempio
sistemi di comunicazione tra persone. Si pensi all'incredibile diﬀusione che
hanno avuto i cellulari negli ultimi dieci anni, ed alle innovazioni tecnologiche
continue in questo settore, che hanno portato i cellulari a diventare strumenti
di comunicazione non solo di tipo vocale ma anche visivo. Ma una grande
espansione si è veriﬁcata anche in sistemi di comunicazione per lo scambio
di dati, primo fra tutti internet. Le velocità attualmente raggiungibili non
erano neanche immaginabili ﬁno a pochi anni fa, come impensabile era an-
che la possibilità di sfruttare la rete più o meno ovunque, da casa come in
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macchina, nelle sale d'aspetto degli aeroporti ed addirittura negli aerei stessi.
Altro ramo di espansione non indiﬀerente riguarda le tecnologie a disposizio-
ne, dove negli ultimi anni si è registrato un incremento delle possibilità. In
questo ambito sono nate tecnologie sia di tipo wired, come ISDN prima e
ADSL poi, sia di tipo wireless, prime fra tutti 802.11 e Bluetooth.
Vari altri settori sono interessati agli aspetti della comunicazione. Un
esempio sono i sensor networks, reti di sensori che collaborano per moni-
torare aree più o meno estese, utili in numerosi campi, dal monitoraggio
ambientale al settore medico. Altro esempio riguarda la domotica, il cui
obiettivo primario è quello di automatizzare molte operazioni classiche degli
ambienti in cui viviamo, dall'accensione del forno all'apertura e chiusura di
serrande e saracinesce. È chiaro che in questo ambito la comunicazione tra i
vari attuatori è di fondamentale importanza, per la gestione complessiva del
sistema di automazione.
Da quanto detto appare evidente che quella della comunicazione tra siste-
mi è una problematica aperta e decisamente sentita, con ampie prospettive
di studio sia nel presente sia nel prossimo futuro.
2.5 Gli strumenti utilizzati
Passiamo a questo punto ad una breve descrizione degli strumenti hardware
e software utilizzati, evidenziando maggiormente gli aspetti interessanti per
il lavoro.
2.5.1 Il sistema operativo S.Ha.R.K.
L'acronimo S.Ha.R.K. sta per Soft and Hard Real-time Kernel. Si tratta
di un sistema operativo di tipo Real-Time sviluppato al laboratorio Retis
della Scuola S.Anna di Pisa, nato in ambito di ricerca per il supporto di
applicazioni di tipo Hard Real-Time, Soft Real-Time e Non-Real-Time.
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Aspetto fondamentale ed innovativo del sistema è la sua completa modu-
larità, che consente di conﬁgurarlo secondo le esigenze speciﬁche dell'appli-
cazione. Si hanno in particolare:
• moduli per gli algoritmi di scheduling;
• moduli per i server aperiodici;
• moduli per i protocolli di accesso alle risorse.
In pratica il kernel del sistema è un kernel Real-Time generico, che si occupa
solo della gestione delle code e del dispatching dei processi, mentre si appoggia
a moduli esterni per le decisioni inerenti lo scheduling vero e proprio. In
fase di inzializzazione vengono poi inclusi nel sistema i moduli necessari per
l'esecuzione degli algoritmi richiesti.
Un risvolto interessante di questo approccio, che tra l'altro è stato impulso
alla nascita del sistema, è il fatto che il sistema supporta sostanzialmente
qualsiasi algoritmo di scheduling, server o protocollo di gestione delle risorse,
con la semplice stesura del modulo apposito. Questo sempliﬁca enormemente
il lavoro necessario per la veriﬁca di nuovi algoritmi di scheduling.
Altro aspetto interessante è che neanche la scrittura dell'applicazione è
vincolata ad un particolare algoritmo di scheduling o a speciﬁci protocolli
di accesso alle risorse, ma può essere sviluppata indipendentemente, e solo
in fase di inizializzazione del sistema si decide con quale tecnica gestire ogni
tipo di task ed ogni tipo di risorsa. Questo signiﬁca che:
• si può ricercare la migliore conﬁgurazione del sistema per una data
applicazione senza modiﬁcare l'applicazione ma solo il ﬁle di conﬁgu-
razione;
• si possono confrontare le rese dei vari algoritmi di scheduling su una
stessa applicazione, anche in questo caso senza modiﬁcare l'applica-
zione ma solo il ﬁle di conﬁgurazione. In questo senso, come detto il
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lavoro di veriﬁca di nuovi algoritmi di scheduling risulta estremamente
sempliﬁcato, oltre che molto più eﬃciente (rispetto, ad esempio, ad un
metodo classico come quello della simulazione).
Da notare inoltre il fatto che il kernel supporta anche lo scheduling dei device,
oltre al classico scheduling della CPU. Questo fatto va sottolineato in quanto
e' una novita' rispetto agli approcci classici.
Per citare ancora un aspetto che rende questo approccio decisamente
buono, notiamo che il sistema conﬁgurato correttamente integra solo i moduli
necessari, risultando quindi più leggero rispetto all'ipotesi di avere un sistema
monolitico che comprende tutti gli algoritmi disponibili.
Attualmente il sistema fornisce una vasta gamma di moduli per numerosi
algoritmi di scheduling, tra i quali citiamo:
• RR (Round Robin);
• RM (Rate Monotonic) [LL 73];
• EDF (Earliest Deadline First) [Hor 74].
Per quanto riguarda i server dedicati alla gestione di task aperiodici, sono da
ricordare:
• PS (Polling Server);
• DS (Deferrable Server) [LSS 87];
• SS (Sporadic Server) [SSL 89];
• TBS (Total Bandwidth Server) [Spu 94, Spu 96];
• CBS (Constant Bandwidth Server) [Abe 98].
Inﬁne tra i moduli di accesso alle risorse vale la pena di ricordare:
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• NPP (Non Preemptive Protocol);
• PIP (Priority Inheritance Protocol) [Sha 90];
• PCP (Priority Ceiling Protocol) [Sha 90];
• SRP (Stack Resource Protocol) [Bak 91].
Per concludere questo excursus sul sistema S.Ha.R.K., possiamo dire che
al programmatore il sistema appare come una serie di librerie che coprono
le varie parti dell'implementazione, ossia librerie per le funzioni del kernel,
librerie per i moduli e librerie per i drivers delle periferiche. Tra le periferiche
supportate ﬁgurano dispositivi appartenenti a tutte le categorie, come mouse
e tastiere, dispositivi di memorizzazione di massa, schede sonore e graﬁche,
schede di rete, framegrabber, porte parallele e seriali.
2.5.2 Il sistema operativo E.R.I.K.A.
E.R.I.K.A. (Embedded Real tIme Kernel Architecture) è un esempio della
commistione tra sistemi embedded e sistemi Real-Time, nato in ambito di
ricerca per supportare le architetture dei microcontrollori utilizzati in cam-
po automobilistico. È destinato inoltre a tutti quei sistemi i cui requisiti
essenziali sono la minima occupazione di memoria (requisito essenziale per i
sistemi embedded) e la predicibilità degli eventi (aspetto fondante dei sistemi
Real-Time).
L'architettura del sistema è divisa in due strati distinti (Figura 2.1):
• Kernel Layer: si occupa di esportare tutte le primitive di sistema all'ap-
plicazione; è scritto in maniera indipendente dall'architettura hardware
sottostante;
• Hardware Abstraction Layer (HAL): è responsabile dell'interfacciamen-
to tra il Kernel Layer e l'hardware di supporto, ed implementa tutti
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quegli aspetti del sistema intrinsecamente legati all'hardware come il
cambio di contesto e la gestione delle interruzioni; è chiaramente legato
all'hardware sottostante.
Hardware
HAL
Kernel
Application
Figura 2.1: Struttura logica di E.R.I.K.A.
Tale struttura ha il suo punto di forza nella portabilità: essendo il Kernel
Layer separato dall'hardware, non ha bisogno di modiﬁche in fase di por-
ting su piattaforme diverse, mentre è chiaramente indispensabile scegliere
l'opportuna HAL per l'interazione corretta con l'hardware sottostante.
Dal punto di vista della schedulazione dei processi, viene attualmente
sfruttato l'algoritmo di scheduling FP (Fixed Priority) [LL 73]. Per quanto
riguarda invece la gestione delle risorse, viene utilizzato il protocollo SRP
(Stack Resource Policy) [Bak 91] con soglie di preemption [SW 99], il quale
ci garantisce che un processo che va in esecuzione non possa mai bloccarsi
[ERIKA].
Nell'ottica di ridurre al minimo l'occupazione di memoria, che come det-
to è un aspetto fondamentale, il sistema è altamente conﬁgurabile: si pos-
sono selezionare staticamente i moduli da includere in fase di compilazione,
includendo solo quelli necessari e riducendo così al minimo le dimensioni.
Ovviamente questo approccio ha anche un lato negativo: ogni modiﬁca del
codice richiede la ricompilazione dellíntero sistema. Il problema è di poco
conto, considerate le esigue dimensioni del codice (si parla di pochi Kby-
te, di solito il codice compilato si aggira tra i 10 e i 20 kbyte), e quindi
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i tempi comunque ridotti. La selezione dei moduli da includere è fatta in
compilazione, attraverso la speciﬁca delle opzioni desiderate all'interno della
variabile di ambiente ERIKAOPT. Esistono due versioni del sistema: la ver-
sione Educational e la versione Enterprise, di proprietà della Evidence SRL,
una spin-oﬀ nata all'interno del laboratorio Retis [EVI]. La versione Edu-
cational, quella utilizzata per questo lavoro di tesi, è una versione limitata
ma pienamente funzionante del sistema, che include il supporto per Hitachi
H8/Lego Mindstorms e un kernel minimale.
2.5.3 Lego Mindstorms RCX
Il Robot Command eXplorer (RCX) è un componente della Lego Mindstorms
System, il cui scopo è quello di pilotare piccoli robot mobili. Un lavoro
precedente di Davide Cantini ha portato alla realizzazione del supporto di
E.R.I.K.A. per questo componente [Can 02].
Nonostante l'obiettivo del dispositivo sia essenzialmente ludico, esso è un
oggetto con una buona potenza di calcolo, dotato di un microprocessore Hita-
chi H8/3292 (che sarà descritto più a fondo nella Sezione 2.5.4) con memoria
esterna aggiuntiva da 32 kbyte, e di numerose periferiche che permettono
di implementare applicazioni complesse. I componenti esterni a disposizione
sono:
• quattro pulsanti;
• tre porte di input per il collegamento di vari tipi di sensori;
• tre porte di output per il pilotaggio di attuatori come ad esempio piccoli
motori;
• un LCD, che consente la visualizzazione di numeri (utile, anche se non
molto potente, per il debug);
• uno speaker;
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• una porta a raggi infrarossi.
Dato che la porta ad infrarossi e la sua controparte per PC (la IR To-
wer, il dispositivo seriale utilizzato per caricare il software di controllo su-
gli RCX) saranno elementi fondamentali per la realizzazione del sistema di
comunicazione, saranno dati ulteriori dettagli nel Capitolo 4.
2.5.4 Il microprocessore Hitachi H8/3292
Come già accennato, l'RCX di Lego Mindstorms si basa sul processore Hitachi
H8/3292 della famiglia H8/3297. Il chip integra in se una CPU della serie
H8/300, memoria e dispositivi di I/O, e un controllore di interruzioni.
2.5.4.1 CPU H8/300
Si tratta di un microprocessore di tipo RISC con registri accessibili a 16 bit
o a 8 bit. I modi di indirizzamento previsti sono indirizzamento indiretto di
registro, indirizzamento assoluto, indirizzamento immediato, indirizzamen-
to relativo al Program Counter e indirizzamento indiretto di memoria. Lo
spazio di indirizzamento è a 16 bit (dunque un totale di 64 kbytes) per da-
ti e programma. Il set di istruzioni è composto da 55 istruzioni, divise in
varie categorie: trasferimento dati singoli e a blocchi, operazioni di tipo lo-
gico e aritmetico, operazioni di shift, manipolazione di bit, salti, controllo di
sistema.
2.5.4.2 On-chip Memory
La memoria on-chip si divide in 16 kbytes di ROM e 512 bytes di RAM. È
presente inoltre un register ﬁle da 128 bytes, dedicato ai registri di I/O. La
MEMORY MAP deﬁnisce in quale modo la memoria on-chip ed eventuale
memoria esterna aggiuntiva devono essere mappate nello spazio di indirizza-
mento a 16 bit. Attraverso due bit di un particolare registro (Mode Control
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Register, MCR, bit 1 e 0 chiamati MD1 e MD0) si possono impostare tre di-
verse modalità di funzionamento. A seconda della modalità di funzionamento
impostata, è possibile utilizzare solo la memoria on-chip o anche eventuali
espansioni esterne. In particolare:
• in modalità espansa 1 sono disponibili la RAM on-chip e l'espansione
esterna di memoria;
• in modalità espansa 2 sono disponibili la ROM e la RAM on-chip e
l'espansione esterna di memoria;
• in modalità single-chip sono disponibili solo ROM e RAM on-chip.
2.5.4.3 On-Chip Input/Output
Sono presenti, integrati nel chip, vari dispositivi di I/O. Si evidenziano in
particolare:
• tre tipi di timer (un Free Running Timer a 16 bit, un timer a 8 bit con
2 canali e un watchdog timer utilizzabile anche come timer normale), i
quali possono funzionare senza bisogno di circuiteria esterna aggiuntiva;
• un'interfaccia per la comunicazione seriale di tipo full-duplex compati-
bile con lo standard UART, che può operare sia in modalità sincrona
sia in modalità asincrona;
• un convertitore A/D con risoluzione di 10 bit, con otto canali analo-
gici di ingresso; da notare che il multiplexer dedicato può agire sia in
modalità single-shot (un unico campionamento) sia in modalità scan
(conversioni continue),
• 7 porte di I/O.
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2.5.4.4 Controllore di interruzioni
Il controllore di interruzioni integrato gestisce 19 tipi di interruzioni interne
e ﬁno a 4 interruzioni esterne (tra cui NMI, Non Maskable Interrupt). Le
interruzioni interne sono generate da dispositivi di I/O interni, come la ﬁne
di un conteggio di un timer o la ﬁne di una conversione A/D. Le interruzioni
esterne sono segnalate su pin del microcontrollore. Tutte le interruzioni, tran-
ne ovviamente NMI, possono essere abilitate e disabilitate individualmente
o globalmente.
Capitolo 3
Struttura a layer
3.1 Perché l'approccio a layer
Come già discusso nella Sezione 2.4, gli aspetti della comunicazione fra entità
diverse è estremamente sentito nel mondo attuale. L'approccio maggiormente
seguito è quello di una suddivisione logica del problema in livelli, d'ora in
avanti deﬁniti layer. Analizziamo i vantaggi di un tale approccio.
In primo luogo la complessità del sistema di comunicazione viene scissa
in più livelli in modo da poter aﬀrontare singolarmente aspetti diversi del
problema disinteressandosi almeno in parte degli altri. Questo permette di
focalizzare l'attenzione sui particolari problemi dei vari layer, che sarebbe-
ro invece diﬃcilmente identiﬁcabili in una visione generale e completa del
sistema.
In secondo luogo l'approccio a layer permette di separare i servizi oﬀerti
dal singolo layer dall'implementazione del layer stesso. Questo sempliﬁca
enormemente il lavoro di ottimizzazione e aggiornamento a nuove tecnologie.
Si pensi ad esempio a quanto sta accadendo attualmente con le LAN: se il
sistema di comunicazione fosse monolitico, passare dalla vecchia tecnologia
ethernet a sistemi di comunicazione wireless sarebbe un lavoro mastodontico;
grazie invece all'approccio layerizzato, l'introduzione della nuova tecnologia
30
CAPITOLO 3. STRUTTURA A LAYER 31
va a colpire solo i livelli più bassi, mantenendo inalterati i layer superiori.
Un terzo punto importante a favore del modello layerizzato si basa su una
semplice constatazione: sistemi diﬀerenti oﬀrono tecnologie diﬀerenti. Se si
desidera che il sistema di comunicazione sia facilmente fruibile da entità di
tipo diverso, si deve far si che il passaggio da una tecnologia all'altra non
comporti eccessivo lavoro. Pensando al problema aﬀrontato in questo lavoro
di tesi, ci sono enormi diﬀerenze su ciò che possono oﬀrire un sistema opera-
tivo come S.H.A.R.K. ed un sistema di natura diversa come E.R.I.K.A.. Si
intendono qui sia le diﬀerenze dal punto di vista software, sia, soprattutto,
il diverso hardware a disposizione (come già esposto in precedenza, mentre
S.Ha.R.K. lavora sui normali PC, E.R.I.K.A. è pensato per il dispositivo Le-
go Mindstorms, il cui processore è un modello H8 della Hitachi). È evidente
che le potenzialità oﬀerte dai due sistemi sono diﬀerenti, ed hanno quindi
necessità di approcci diﬀerenti. Ancora una volta l'approccio a layer sempli-
ﬁca questa visione, permettendo di personalizzare il software al particolare
sistema solo quando è necessario, e lasciare invariato il resto.
Dati dunque l'abbondanza di materiale ed esperienza in tal senso, ed i
vantaggi che se ne ricavano, è chiaro che l'approccio scelto in questo lavoro
è un approccio a livelli.
3.2 Standard noti
Il mercato oﬀre numerosi standard di comunicazione di tipo wireless con
approccio a layer, i quali si basano su due tecnologie:
• ricetrasmissione infrarossa;
• ricetrasmissione ad onde radio.
Senza soﬀermarci sulle diﬀerenze tra le due tecnologie, diamo una visione
generale dei più noti standard proposti.
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3.2.1 IrDA
Uno standard basato sulla tecnologia infrarossa è quello noto come IrDA,
deﬁnito dalla Infrared Data Association. Lo standard, pensato per permet-
tere la comunicazione tra dispositivi mobili come i notebook, speciﬁca sia il
livello ﬁsico sia i protocolli di livello superiore.
Si distingue innanzitutto tra due standard i cui intenti sono diversi:
IrDA Data, orientato al trasferimento dati tra periferiche ad alta velocità,
come notebooks e telecamere e fotocamere digitali; il collegamento è di
tipo point-to-point e necessita di una linea di vista;
IrDA Control, orientato invece a periferiche di controllo a velocità minori,
come tastiere, joystick e simili; questo secondo caso prevede, oltre al
trasferimento point-to-point, anche il caso point-to-multipoint.
3.2.1.1 IrDA Data
Come detto, l'IrDA Data è uno standard orientato al trasferimento dati, pen-
sato per periferiche come notebook, desktop, stampanti, cellulari ed altre.
L'intero protocol stack prevede numerosi protocolli, che mettono a disposi-
zione servizi equivalenti ai protocolli del modello ISO/OSI. Sono previsti tre
protocolli obbligatori, ai quali se ne possono aggiungere altri opzionali. I tre
protocolli obbligatori sono:
PHY Physical Signaling Layer, che gestisce l'aspetto ﬁsico della comunica-
zione;
IrLAP Link Access Protocol , che si occupa della connessione tra dispositivi
per il trasferimento aﬃdabile dei dati, e del protocollo di ricerca dei
dispositivi;
IrLMP Link Management Protocol and Information Access Service (IAS),
al quale è aﬃdato il compito di gestire più canali sulla stessa connessio-
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ne IrLAP, nonché la ricerca di protocolli e servizi disponibili attraverso
l'IAS.
Il livello ﬁsico si basa su LED infrarossi che producono radiazioni ad una
lunghezza d'onda di 875 nm (con una tolleranza di circa 30 nm), e fotodiodi
ricevitori.
Il raggio d'azione previsto arriva ﬁno ad un metro (ma sono previste di-
stanze minori per dispositivi meno potenti) con Bit Error Rate pari a 10-8. Si
noti però che questi valori sono condizionati da due fattori da tener presenti:
• l'illuminazione dell'ambiente, che come detto in precedenza porta con
se interferenze che oltre un certo livello portano inevitabilmente a un
degrado delle prestazioni della comunicazione,
• l'angolo tra trasmettitore e ricevitore, che incide sulle prestazioni, dato
che i componenti in commercio sono direzionali, e quindi necessitano
di una linea di vista diretta e perpendicolare (con una ceta tolleranza)
al loro lato sensibile.
I dispositivi devono poter operare a 9.6 kbps, ma è prevista tutta una serie di
velocità opzionali che vanno da un minimo di 2.4 kbps ad un massimo di 16
Mbps. La velocità di 9.6 kbps è necessaria in quanto le connessioni stabilite
dal layer superiore (IrLAP) iniziano a questa velocità, e solo in seguito viene
negoziata la velocità di regime tra quelle a disposizione.
Il layer IrLAP corrisponde al layer 2 del modello OSI, ed in particolare è
basato su High-Level Data Link Control (HDLC) e Synchronous Data Link
Control (SDLC), con alcune estensioni legate a caratteristiche speciﬁche della
comunicazione infrarossa. Tra i servizi che oﬀre ricordiamo la ritrasmissione,
il controllo di ﬂusso di basso livello e il rilevamento degli errori, la ricerca dei
dispositivi e la gestione delle connessioni.
Inﬁne, come già detto, il layer IrLMP si occupa essenzialmente di mul-
tiplexare più connessioni IrLMP su un'unica connessione IrLAP. Altro com-
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pito di questo livello è quello di acquisire ulteriori informazioni sulle perife-
riche presenti, aggiungendo dettagli a quelli già rilevati dall'IrLAP (che già
implementa una parziale ricerca dei dispositivi).
Senza scendere in ulteriori dettagli, lo standard cita numerosi altri pro-
tocolli i quali implementano tutti i servizi richiesti, come segmentazione,
riassemblaggio dei pacchetti ed error correction (Tiny Transport Protocol),
emulazione di porte seriali e parallele (IrCOMM), servizi paragonabili a quelli
forniti da HTTP (OBEX, objects exchange), servizi di collegamento a Local
Area Network via infrarosso (IrLAN) ed altri (Figura 3.1).
Per ulteriori informazioni consultare [IrDA].
Figura 3.1: IrDA Data Protocol Stack
3.2.1.2 IrDA Control
Lo standard IrDA Control è pensato per collegare periferiche a bassa veloci-
tà, generalmente non intelligenti, come tastiere, mouse, joystick, a periferiche
intelligenti (dette host) come ad esempio un PC. Dato che lo standard è orien-
tato a periferiche decisamente più semplici di quelle previste dall'IrDA Data,
anche il protocol stack è decisamente più semplice che nel caso precedente
(Figura 3.2).
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Figura 3.2: IrDA Control Protocol Stack
Sono previsti solo tre layer, tutti corrispondenti ai livelli più bassi del
modello ISO/OSI:
• PHY (Physical Layer);
• MAC (Media Acces Control);
• LLC (Logical Link Control).
Per quanto riguarda il Physical Layer, lo standard impone un minimo di 5
metri di raggio d'azione, con comunicazione bidirezionale, data rate di 75
kbps e dati protetti da un CRC, che può essere di 8 o 16 bit a seconda della
lunghezza dei pacchetti.
Il Media Access Control deve essere tale da permettere all'host di comu-
nicare con più periferiche, per la precisione sono possibili ﬁno a 8 periferiche
contemporaneamente; deve inoltre garantire tempi di risposta contenuti e
bassa latenza.
Inﬁne il Logical Link Control oﬀre funzionalità per la robustezza del
canale, come sequencing e ritrasmissioni in caso di errore.
3.2.2 Standard 802.11
La versione iniziale, lo standard IEEE 802.11, nato nel 1997, è il primo
standard di riferimento per le trasmissioni basate su radiofrequenza. Lo
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standard, che si occupa dei livelli ﬁsico e MAC dello standard ISO/OSI,
permette trasferimenti di dati con velocità di 1 o 2 Mbps, sfruttando le
frequenze radio a 2.4 GHz o l'infrarosso. Lo standard originale prevede, per
il livello ﬁsico, tre metodi di trasmissione, uno basato su infrarosso e due
su radiofrequenza, con tecniche di modulazione diverse. Abbiamo inoltre
numerose evoluzioni, tra le quali ricordiamo il supplemento 802.11b, che può
arrivare ad un data rate di 11 Mbps (mantenendo comunque la compatibilità
con lo standard precedente), e il supplemento 802.11a, la cui velocità di punta
è di 54 Mbps. Attenzione particolare sarà dedicata anche al supplemento
802.11e, il quale, introducendo alcune novità sul livello MAC, fornisce servizi
simili a quelli richiesti per un sistema Real-Time. In Figura 3.3 si può vedere
la situazione complessiva.
Figura 3.3: 802.11 Protocol Stack
L'obiettivo dello standard 802.11 è quello di deﬁnire i livelli ﬁsico e MAC
di una rete LAN di tipo Wireless (WLAN), i cui vantaggi rispetto ad una
LAN wired classica sono evidenti. In quest'ottica si mettono in evidenza due
tipi di dispositivi:
• access point;
• wireless terminal.
Scopo degli access point è quello di fare da bridge della WLAN verso la
normale rete cablata, in modo da connettere i wireless terminals alla rete
globale.
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L'idea centrale dello standard è quella di dividere l'area di interesse in
celle, ognuna delle quali servita da almeno un access point dedicato allo smi-
stamento del traﬃco. Gli access point comunicano la loro presenza attraverso
l'invio di messaggi particolari detti beacon frame, inviati a cadenze regola-
ri. I terminali interessati al servizio, che grazie ai beacon frame sono quindi
a conoscenza della presenza degli access point, si collegano all'access point
dedicato alla cella in cui si trovano, per ottenerne i servizi. Quando la cel-
la di riferimento cambia (ancora una volta il terminale se ne accorge grazie
alla ricezione di un beacon frame proveniente da un access point diverso),
il terminale dovrà disconnettersi dall'access point attuale e connettersi con
l'access point della nuova cella. Ci sono in realtà due modalità distinte: nella
modalità Ad-hoc i terminali wireless possono comunicare tra loro diretta-
mente, senza l'ausilio dell'access point, mentre nella modalità Infrastructure,
l'access point è necessario, ed i terminali lo sfruttano per comunicare tra loro.
A livello ﬁsico, lo standard originale prevede tre possibilità distinte:
• trasmissione ad onde radio con Spread Spectrum System (SSS, sistema
di dispersione dello spettro) di tipo Frequency Hopping (FH);
• trasmissione ad onde radio con tecnica SSS di tipo Direct Sequence
(DS);
• trasmissione infrarossa
Le tecniche di SSS citate occupano una banda maggiore del necessario ma
garantiscono ricezioni migliori, oltre a permettere più trasmissioni contempo-
ranee su frequenze diverse. L'idea della tecnica FH è di far saltare il segnale
da un canale all'altro, distribuendolo in pratica su una banda di frequenze.
L'eﬀetto è di oﬀrire una maggiore resistenza all'interferenza. Inoltre la tec-
nologia consente a più utenti di condividere lo stesso insieme di frequenze
a patto che i due segnali non si sovrappongano mai sullo stesso canale, ma
saltino ogni volta su canali distinti. Invece la tecnica DS è di rappresenta-
re ogni bit di messaggio come una sequenza ridondante di bit a frequenza
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maggiore. Di fatto la banda del segnale anche in questo caso è più larga,
ma se le interferenze non colpiscono tutta la sequenza ridondante, ogni bit
potrà essere ricostruito, e questo oﬀre una maggiore resistenza alle interfe-
renze. Come nel caso FH, la tecnica oﬀre anche la possibilità di condividere
la stessa banda tra più utenti, a patto che le sequenze di bit scelte dalle
stazioni rispettino certe condizioni, grazie alle quali attraverso uno speciﬁco
algoritmo è possibile ricavare i segnali dei singoli canali.
Il livello ﬁsico basato sull'infrarosso di fatto non ha avuto diﬀusione, per
alcuni problemi che lo accompagnano. Da notare ad esempio che il range di
funzionamento è limitato da ostacoli come i muri, che le radiazioni infrarosse
non riescono a superare; inoltre questo porta ad interferenze dovute alla
riﬂessione. Il risultato di questo è che è molto diﬃcile trovare in commercio
dispositivi ad infrarossi che siano perfettamente uniformati allo standard, il
che signiﬁca ad esempio che si dovrebbero adottare soluzioni proprietarie,
con evidenti diﬃcoltà per future espansioni. È per questo che in pratica
lo standard 802.11 è conosciuto come standard per la trasmissione ad onde
radio.
Le evoluzioni proposte introducono altre versioni del livello ﬁsico. Tra le
altre ricordiamo la versione 802.11a, che sfrutta un sistema detto Orthogonal
Frequency Division Multiplexing (OFDM) grazie a cui si arriva ad un bit
rate di 54 Mbps, e la versione 802.11b, il cui livello ﬁsico è sostanzialmente
una evoluzione del DSSS, chiamato High-Rate DSSS (HR/DSSS). Diverso
è il discorso per la versione 802.11e, in quanto le diﬀerenze con l'originale
inﬂuenzano il livello MAC e non il livello ﬁsico.
Senza scendere nei dettagli del livello MAC, si nota che sono previste
due modalità di funzionamento. Il funzionamento standard, chiamato Di-
stributed Coordination Function (DCF), prevede che ogni stazione controlli
autonomamente il canale, sfruttando il CSMA/CA (Carrier Sense Multiple
Access / Collision Avoidance), che attraverso un algoritmo speciﬁco evita le
collisioni (mentre il classico CSMA/CD delle reti ethernet gestisce la col-
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lisione una volta che questa viene rilevata). Il sistema è sostanzialmente
asincrono, e non è prevista alcuna gestione della priorità. L'altro modo di
funzionamento, detto Point Coordination Function (PCF), è invece di tipo
sincrono, e prevede una stazione coordinatrice, il Point Coordinator (PC), il
cui compito è di regolare il traﬃco. In pratica il tempo è diviso in due par-
ti: Contention-Free Period (CFP) e Contention Period (CP). Il Contention
Period è gestito in modalità DCF (già descritta in precedenza), mentre il
Contention-Free Period è gestito con modalità PCF. Durante il Contention-
Free Period, il Point Coordinator regola il traﬃco attraverso due aspetti. Il
primo aspetto è quello della sincronizzazione: i beacon frame che gli access
point inviano a cadenze regolari hanno, tra le altre funzioni, quella di segnali
di sincronizzazione tra le stazioni. Il secondo aspetto riguarda invece la vera
e propria gestione del traﬃco: durante il Contention-Free Period le stazioni
non sentono autonomamente il mezzo in attesa di un momento per trasmette-
re, ma vengono interrogate dal Point Coordinator, il quale quindi abilita una
stazione per volta alla trasmissione. Si evitano dunque le collisioni. Questo
sistema è di fatto ineﬃciente, data l'impredicibilità dei tempi di trasmissio-
ne (ad esempio perché una volta abilitata, la stazione non ha vincoli sulla
lunghezza del frame), per cui in pratica è stato di rado implementato. Per
risolvere questi problemi, è stato proposto il supplemento 802.11e (vedere
3.2.2.1).
Tornando allo standard 802.11 originale, tra le sue principali caratteristi-
che vale la pena di sottolineare alcuni aspetti:
• il protocollo è in grado di variare la velocità di trasmissione per adat-
tarsi al canale;
• la velocità è elevata (e le evoluzioni innalzano molto questa velocità);
• nell'ottica di ridurre la congestione, il protocollo sceglie automatica-
mente la banda di trasmissione meno occupata, e l'access point più
adatto;
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• per facilitare la mobilità ed il roaming, è possibile creare celle parzial-
mente sovrapposte;
• le potenze in gioco sono basse, nell'ordine di alcune decine di mW;
• la copertura va dai 30-50 metri nei casi peggiori ﬁno a 70-100 metri e
oltre in buone condizioni.
Vari documenti riguardanti lo standard 802.11 sono reperibili su [802.11].
3.2.2.1 Supplemento 802.11e
Lo standard, non ancora approvato dalla IEEE, prevede miglioramenti sia
per quanto riguarda la modalità DCF, sia per quanto riguarda la modalità
PCF. I miglioramenti, volti a dare garanzie migliori sui tempi, si muovono
verso una gestione molto simile a quella necessaria in ambito Real-Time.
Per quanto riguarda la prima modalità, è prevista l'evoluzione chiamata
Enhanced Distributed Coordination Function (EDCF). La diﬀerenza con la
versione originale è sul backoﬀ time calcolato nell'algoritmo CSMA/CA. Do-
po che una stazione ha sentito il canale idle, deve calcolare un backoﬀ time
durante il quale il canale deve rimanere libero, e solo al termine di questo la
stazione può trasmettere. Mentre nella versione originale il backoﬀ time era
completamente casuale, nella EDCF esistono diverse categorie di traﬃco, in
base alle quali cambia il range entro cui calcolare il backoﬀ time. Di fatto
con questo sistema il traﬃco a più alta priorità calcolerà backoﬀ time mino-
ri, ottenendo sostanzialmente la precedenza sulle trasmissioni. Non ci sono,
ovviamente garanzie sul servizio, EDCF oﬀre semplicemente un meccanismo
di priorità probabilistica secondo cui alloca banda di trasmissione alle varie
categorie di traﬃco.
L'idea di base dell'evoluzione del PCF, chiamata Hybrid Coordination
Function (HCF), è quella di risolvere l'impredicibilità sui tempi di cui si è
parlato per la classica PCF. Per far questo il gestore, chiamato in questo caso
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Hybrid Controller, abilita le stazioni a trasmettere garantendo uno start time
speciﬁco ma ponendo dei vincoli sulla durata massima della trasmissione. In
questo modo la gestione della risorsa (il canale wireless) è più precisa dal
punto di vista temporale, avvicinandosi molto ad una gestione di tipo Real-
Time. In pratica questo consente un calcolo dei tempi massimi più preciso,
oﬀrendo dunque garanzie migliori ai fruitori del canale.
3.2.3 Bluetooth
Lo scopo principale della nascita della tecnologia Bluetooth è la realizzazione
di un sistema di comunicazione di tipo wireless per apparecchi di piccole
dimensioni, come cellulari, palmari e simili.
Tutti gli apparecchi predisposti per la comunicazione di tipo Bluetooth
sono in grado di generare piccole reti wireless (chiamate piconet), simili alle
LAN ma con la possibilità di connettere dispositivi diversi dai semplici PC,
come ad esempio cellulari, cuﬃe, videocamere, fotocamere, elettrodomestici
vari. Ogni piconet può connettere ﬁno ad 8 dispositivi che utilizzano Blue-
tooth. Aspetto interessante che caratterizza le piconet, è il fatto che esse si
creano e riconﬁgurano automaticamente quando cambia l'ambiente di lavoro
(ad esempio perché una periferica si inserisce o abbandona la piconet).
La tecnologia di supporto è la trasmissione ad onde radio, eﬀettuata in-
torno alla frequenza di 2.4 GHz (la frequenza assegnata per usi industriali).
Il sistema è progettato per garantire una forte resistenza ai disturbi ambien-
tali di tipo elettromagnetico. Si può arrivare ad una velocità trasmissiva
di 1 Mbps anche sfruttando potenze molto piccole (si parla di alcuni mW),
e proprio in base alla potenza dissipata si distinguono i dispositivi in tre
categorie.
Lo standard Bluetooth gestisce in maniera diﬀerente il traﬃco di dati e
la voce. In particolare sfrutta due tipi diversi di link:
• Synchronous, Connection-Oriented (SCO), usato per il traﬃco vocale;
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• Asynchronous, ConnectionLess (ACL), usato invece per il trasferimento
dati.
Senza scendere in dettaglio, si mette in evidenza che i due tipi di link, avendo
campi di applicazione distinti, hanno anche pacchetti diversi.
Lo standard Bluetooth si divide in numerosi layer (Figura 3.4) conven-
zionalmente divisi in layer di basso livello e layer di alto livello.
Figura 3.4: Bluetooth Protocol Stack
I layer di basso livello sono quattro:
• Radio Layer: si occupa della modulazione e demodulazione in radiofre-
quenza dei dati, descrivendo sostanzialmente le caratteristiche ﬁsiche;
• Baseband and Link Controller Layer: è composto da due parti non
ben distinte, la parte Baseband si occupa della formattazione dei dati
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verso il Radio Layer, e gestisce la sincronizzazione, mentre la parte Link
Controller è responsabile di creazione e mantenimento dei link stabiliti
dal livello superiore;
• Link Manager: traduce i comandi ricevuti dal livello superiore in ope-
razioni comprensibili dal Baseband Layer; inoltre si occupa di stabilire
e conﬁgurare i link.
• Host Controller Interface Layer (HCI): serve da livello di collegamento
tra i layer di basso livello e quelli di alto livello; è necessario solo in
architetture in cui due moduli distinti implementano le due parti del
protocol stack; se ad esempio si implementa un sistema Bluetooth su
un computer, quest'ultimo potrebbe occuparsi dei layer di alto livello
e delegare i layer di basso livello ad un coprocessore dedicato, con la
necessità di un livello di interfaccia tra i due.
La situazione tra i livelli superiori è più confusa. Un livello che, per la sua
importanza, deve essere parte di qualsiasi sistema Bluetooth è il Logical Link
Control and Adaptation Protocol Layer (L2CAP). Questo layer stabilisce le
connessioni tra link ACL esistenti, si occupa del multiplexing tra diﬀerenti
livelli superiori, e traduce i pacchetti dal formato dei layer superiori a quello
dei layer inferiori.
Un altro layer di importanza fondamentale è il Service Discovery Protocol
(SDP), grazie al quale ogni dispositivo della piconet è in grado di conoscere
quali servizi gli altri dispositivi mettono a disposizione.
Il livello RFCOMM in pratica simula il comportamento di una porta
seriale di tipo RS-232. Grazie a questo livello è possibile utilizzare Bluetooth
per applicazioni che richiedono una connessione seriale.
Ultimo protocollo da ricordare è l'Object Exchange (OBEX), che sostan-
zialmente è un protocollo di trasferimento dati mutuato da un equivalente
protocollo presente nel Protocol Stack IrDA, l'IrOBEX.
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Inﬁne è interessante notare che lo standard Bluetooth deﬁnisce numerosi
proﬁli, che indicano le caratteristiche che i vari tipi di servizi devono avere.
Questo permette di uniﬁcare i servizi, portando ad una notevole compatibilità
tra dispositivi diversi.
3.2.4 OSEK/VDX
Lo standard OSEK/VDX nasce nel 1995 dalla fusione di due progetti pre-
cedenti: l'OSEK (acronimo il cui signiﬁcato italiano è Sistemi aperti e cor-
rispondenti interfacce per l'elettronica automobilistica) di industrie quali
BMW, Bosch, Opel, Siemens e altre, e il VDX (Vehicle Distribuited eXecu-
tive), promosso da PSA e Renault. Lo scopo è quello di creare uno standard
industriale per le unità di controllo dei veicoli. Uno dei principali obiettivi è
l'abbattimento dei costi nel settore, attraverso:
• la deﬁnizione di un'interfaccia utente il più possibile indipendente da
fattori quali l'applicazione, l'hardware e la rete;
• un'architettura eﬃciente con funzionalità conﬁgurabili e scalabili, per
meglio adattarsi all'applicazione in questione.
Dei quattro settori di interesse dello standard (OSEK/OS, per sistemi opera-
tivi, OSEK/COM, per la comunicazione, OSEK/NM per la gestione di rete
e OSEK/OIL per i linguaggi di conﬁgurazione) quello che più interessa per
questo lavoro è ovviamente lo standard OSEK/COM.
Il modello su cui si basa lo standard OSEK/COM è rappresentato in Figu-
ra 3.5. Si possono notare vari layer, tra i quali soprattutto quello introdotto
dallo standard e denominato Interaction Layer.
Si nota che l'OSEK/COM coinvolge, in parte o del tutto, i tre livelli:
• Interaction Layer: paragonabile, almeno in parte, ai livelli presentation
e session dello standard OSI, è il livello che oﬀre all'applicazione le
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Figura 3.5: Modello dello standard OSEK/COM
API per il trasferimento di messaggi. Per la comunicazione tra entità
distinte, l'Interaction Layer sfrutta i servizi dei layer inferiori, mentre la
comunicazione interna alle entità è interamente gestita dall'Interaction
Layer.
• Network Layer: in base al protocollo di comunicazione usato, questo
livello gestisce la segmentazione e il riassemblaggio dei messaggi, non-
ché il meccanismo di conferma (o meno) all'invio. Si occupa inoltre
del controllo di ﬂusso, in maniera simile a quanto previsto nel livello
Trasporto del modello ISO/OSI. Lo standard impone solo il minimo
necessario per supportare tutti i servizi richiesti dall'Interaction Layer.
• Data Link Layer: oﬀre tutti i servizi relativi al trasferimento di pacchet-
ti di dati attraverso il canale di comunicazione. Oﬀre anche servizi ag-
giuntivi per OSEK/NM. Come nel caso del Network Layer, OSEK/COM
non speciﬁca interamente il Data Link Layer, deﬁnisce solo le richieste
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minime aﬃnchè il Data Link Layer possa supportare corretamente i
livelli superiori.
Esistono sul mercato vari sistemi operativi per sistemi embedded conformi al-
lo standard, che comprendono tutti i moduli elencati in precedenza (OS, NM,
COM e OIL). Va detto che lo standard OSEK/VDX è stato già utilizzato an-
che presso il laboratorio Retis. La versione Enterprise di E.R.I.K.A.[EVI], ad
esempio è conforme sia allo standard OSEK/OS sia allo standard OSEK/OIL.
Un altro esempio è una libreria di comunicazione per la versione Enterprise
di E.R.I.K.A., basata sul processore ST10 e su un particolare bus di comuni-
cazione denominato CAN, realizzata da Francesco Bertozzi e conforme allo
standard OSEK/COM[Ber 03].
3.3 La scelta
Le tecnologie presentate sono sicuramente interessanti, oﬀrendo in generale
notevoli prestazioni e una vastissima produzione sia teorica sia pratica sul-
l'argomento, che potrebbe sempliﬁcare il lavoro. Ciononostante si è scelto di
procedere alla progettazione di una struttura diversa dalle precedenti.
Le motivazioni sono essenzialmente di carattere pratico: il supporto hard-
ware presente sui dispositivi Lego Mindstorms non permette l'implementa-
zione di nessuno dei protocolli suggeriti. L'implementazione di una delle
soluzioni basate sulla ricetrasmissione ad onde radio richiederebbe l'introdu-
zione di hardware dedicato, il che complica notevolmente le cose dato che
l'RCX non ha a disposizione porte di I/O adatte a tale scopo. È chiaro quin-
di che vanno escluse soluzioni come 802.11 e Bluetooth. I dispositivi Lego
Mindstorms hanno già a disposizione, integrato nel corpo dell'RCX, l'hard-
ware necessario per la ricetrasmissione infrarossa, quindi nessun lavoro è da
fare per integrare tale tecnologia. La scelta più logica sembrerebbe dunque
sfruttare uno degli standard IrDA (abbiamo già escluso per altri motivi la
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versione ad infrarossi dello standard 802.11). Si esclude invece anche questa
possibilità, infatti:
• le velocità oﬀerte dall'interfaccia infrarossa dell'RCX sono talmente
basse da rendere inutile ed anzi dannosa l'introduzione di un protocollo
complesso come quello IrDA Data;
• le caratteristiche ﬁsiche non consentono di garantire range e velocità
richieste dello standard IrDA Control.
Per quanto riguarda lo standard OSEK/COM, si sceglie inﬁne di non im-
plementarlo, essenzialmente perché il sistema operativo non è conforme allo
standard OSEK/OS, per cui appare inutile seguire lo standard solo in una
piccola parte del sistema. Inoltre, grazie ad un lavoro precedente di Michael
Bosu era già disponibile un driver per la trasmissione infrarossa utilizzabi-
le dalle applicazioni caricate sugli RCX (vedere 5.4.1), per cui la scelta più
conveniente è quella di puntare ad un sostanziale miglioramento del software
presente, ed all'introduzione dei livelli aggiuntivi necessari.
3.4 Protocol Stack
La struttura progettata in questo lavoro divide dunque il problema della
comunicazione tra sistemi in 3 layer fondamentali, i quali a loro volta possono
essere o meno suddivisi ulteriormente in sublayer nei singoli casi per motivi
implementativi (Figura3.6).
Il layer di più basso livello è chiaramente il Physical layer. È il layer che
si occupa del vero e proprio collegamento tra le entità, mettendo in essere la
comunicazione. Il Physical Layer sarà trattato in dettaglio nel Capitolo 4.
Al livello superiore si trova il Data Link Layer. Mentre il livello pre-
cedente si occupa del collegamento ﬁsico tra le unità, questo livello crea il
collegamento logico. è il livello che si occupa della creazione e dell'invio dei
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Figura 3.6: Struttura dei layer
pacchetti, e della gestione dell'hardware utilizzato. Al Data Link Layer è
dedicato il Capitolo 5.
Il livello più alto è l'Interaction layer. Permette la gestione ad alto livel-
lo della comunicazione, attraverso le richieste di monitoraggio di grandezze
presenti in entità diverse da quella in esame, ed il loro servizio. Il Capitolo 6
fornirà maggiori dettagli su questo layer.
Capitolo 4
Physical Layer
Il Physical Layer è dedicato alla realizzazione ﬁsica del canale di comunica-
zione. Il layer non si occupa in alcun modo del controllo sui dati trasmessi
da un'entità all'altra, lasciando tale compito a livelli superiori. Il suo scopo è
solo quello di far si che che il passaggio di dati avvenga, e che avvenga nella
maniera migliore possibile, soprattutto in termini di velocità ed eﬃcienza.
Come già analizzato nel Capitolo 3 precedente, ci sono numerosi stan-
dard su cui basare il Physical Layer del sistema di comunicazione. Dopo
aver analizzato le possibilità oﬀerte dal mercato, si è scelto di rinunciare ad
applicare uno degli standard proposti al caso in esame, visti i problemi di cui
si è discusso nella Sezione 3.3, e progettare una struttura a layer diversa.
Per quanto già detto in precedenza, è chiaro che il Physical Layer sarà
basato sulla tecnologia infrarossa. Appare dunque conveniente introdurre
questa tecnologia, dando un'idea del funzionamento in generale ed oﬀrendo
poi informazioni speciﬁche per il caso in esame.
4.1 Ricetrasmissione infrarossa
L'infrarosso è una radiazione luminosa a frequenze inferiori a quelle percepi-
bili dall'occhio umano, e come tale invisibile. L'interesse per questo tipo di
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tecnologia è dovuto essenzialmente a due fattori:
• è facile generare radiazioni luminose di tipo infrarosso; per dare un'idea
di questo, possiamo dire che le sorgenti di luce infrarossa in natura sono
numerosissime, qualsiasi oggetto che emana calore produce anche luce
infrarossa, dalle lampadine alle stufe, dai forni ai rubinetti dell'acqua
calda, persino il nostro corpo è una sorgente di luce infrarossa;
• la luce infrarossa non risente di interferenze elettromagnetiche, fatto
non da poco, considerato che anche le sorgenti di onde elettromagneti-
che sono ormai estremamente diﬀuse.
Il fatto che numerosissime sorgenti in natura emettano luce infrarossa porta
ovviamente a problemi di interferenza. Queste diﬃcoltà sono però brillante-
mente risolte usando una luce infrarossa pulsante. In particolare è stabilito
che si utilizzino frequenze di pulsazione tra i 30 e i 60 kHz; nella pratica,
vengono quasi sempre utilizzate frequenze tra i 36 ed i 40 kHz.
Come detto la generazione di radiazioni luminose infrarosse è estrema-
mente semplice: è suﬃciente infatti un'onda quadra alla base di un transi-
stor per pilotare un LED infrarosso e fargli trasmettere un'onda infrarossa
pulsante alla frequenza desiderata (Figura 4.1)
Figura 4.1: Generazione di un'onda infrarossa
Il problema della ricezione è più complesso. Per questo alcune aziende
producono ricevitori infrarossi integrati regolati su varie frequenze, il cui
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valore di uscita è legato alla ricezione o meno dell'onda alla frequenza cui
sono sensibili (Figura 4.2 ).
Trasmettitore Ricevitore
Figura 4.2: Ricezione di un'onda infrarossa
Data l'estrema semplicità di generazione e di ricezione di luce infrarossa,
questa tecnologia è utilizzata comunemente per applicazioni di comunicazio-
ne e controllo. Ad esempio tutti i telecomandi per apparecchi TV o simili
lavorano sfruttando l'infrarosso.
4.2 Implementazione
Nal caso in esame, si è scelto di sfruttare il software e l'hardware a disposi-
zione, per cui le scelte dal punto di vista ﬁsico sono più o meno obbligate. In
particolare si sfrutta una frequenza di pulsazione pari a 38 kHz, e bit rate di
2400 bps. La frequenza di pulsazione è vincolata dalla sensibilità dei ricevito-
ri (38 kHz, appunto, con una piccola tolleranza), mentre il bit rate è limitato
dalla capacità dell'hardware (vedi Capitolo 7). Si rappresenta inoltre un bit
pari a 0 con la luce e un bit pari a 1 con l'assenza di luce. Con queste scelte
otteniamo che un bit pari a 0 è rappresentato da 417 us di luce infrarossa a
una frequenza di 38 kHz, mentre un bit pari a 1 è rappresentato da 417 us
di buio.
Vediamo dunque come viene ﬁsicamente implementato il Physical Layer
nei due sistemi. Come già detto in precedenza, l'RCX di Lego Mindstorms è
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fornito di una porta a raggi infrarossi, per cui quello sarà il supporto al layer
per quanto riguarda E.R.I.K.A. Invece il sistema S.Ha.R.K. non dispone di
nulla del genere. Dato, però, che la piattaforma di lavoro di S.Ha.R.K. è
un comune PC, possiamo sfruttare la Tower di Lego Mindstorms, a patto di
scrivere gli opportuni driver.
4.2.1 Porta infrarossa dell'RCX
Per comunicare con l'esterno, l'RCX è dotato di una porta ad infrarossi nel-
la parte frontale. La porta è costituita da una sezione trasmittente ed una
sezione ricevente. Il mezzo trasmissivo (la radiazione infrarossa) deve essere
gestito in modalità half-duplex; di fatto i dispositivi di trasmissione e di ri-
cezione possono essere contemporaneamente attivi, e si trovano ﬁsicamente
vicini; questo fa si che la sezione ricevente, se non opportunamente disabili-
tata, riceva ogni bit trasmesso dalla sezione ricevente, dando la possibilità di
procedere ad un controllo sulle collisioni, ma portando anche ad alcuni pro-
blemi in fase di implementazione del driver. Il fatto di essere dotato sia di
una sezione di trasmissione sia di una sezione di ricezione, permette all'RCX
di comunicare con l'esterno nelle due direzioni, per cui la controparte può
essere ad esempio un altro RCX. Altra possiblità è quella di comunicare con
una postazione ﬁssa attraverso l'utilizzo della Tower.
L'interfaccia prevede due modalità di funzionamento, selezionate via soft-
ware tramite la scrittura in un registro del microprocessore:
• Short Range: modalità a basso consumo ma con distanze limitate;
• Long Range: modalità a lunga distanza, ma con consumi superiori.
Dal punto di vista più strettamente ﬁsico, la porta a raggi infrarossi sfrutta
l'interfaccia per la comunicazione seriale (SCI, Serial Communication Inter-
face) fornita on-chip sul microprocessore H8. In Figura 4.3 è mostrato lo
schema a blocchi della SCI.
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Figura 4.3: Schema a blocchi della SCI
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Per imporre le frequenze richieste, si sfrutta il canale 1 del timer a 8
bit, con le opportune costanti, grazie a cui si ottiene l'oscillazione a 38 kHz
prevista. Il bit rate di 2400 bps richiesto è invece ottenuto direttamente
conﬁgurando la SCI dell'H8. Non sono disponibili informazioni tecniche
particolareggiate sullo schema adottato all'interno dell'RCX. Una possibile
implementazione è quella rappresentata in Figura 4.4.
Figura 4.4: Schema presunto dell'interfaccia infrarossa
4.2.2 Tower
È un dispositivo interamente hardware che si connette al PC attraverso l'in-
terfaccia RS-232 (la comune porta seriale), il cui scopo principale è il carica-
mento del software sul'RCX. Anche se teoricamente si tratta semplicemente
di un convertitore da ambiente wired ad ambiente wireless (in particolare luce
infrarossa), alcune sue particolarità hanno portato a diﬃcoltà di implemen-
tazione non indiﬀerenti. Si fa riferimento in particolare allo stesso fenomeno
presente nella porta infrarossa dell'RCX: ogni bit inviato dalla sezione tra-
smittente viene anche ricevuto dalla sezione ricevente. Il dispositivo ha anche
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un'altra fastidiosa caratteristica: mentre la trasmissione è sempre abilitata
(o meglio, viene abilitata automaticamente all'atto della scrittura sulla porta
seriale), la ricezione è attiva solo per un breve tempo dopo l'ultima trasmis-
sione (si parla di un paio di secondi), per cui è stato necessario un sistema
per evitare lo spegnimento della Tower e mantenere la ricezione abilitata.
Per il resto, il dispositivo gestisce automaticamente tutti gli aspetti di più
basso livello legati alla ricetrasmissione infrarossa. Come nel caso dell'RCX,
non sono disponibili informazioni dettagliate sull'hardware, ma alcune con-
siderazioni possono essere fatte basandosi sull'osservazione dei risultati. Per
quanto riguarda la trasmissione, le temporizzazioni per ottenere la frequenza
di oscillazione di 38 kHz sono fatte via hardware senza possibilità (o necessi-
tà) di intervento via software dal PC. Per ottenere il giusto bit rate, invece,
è suﬃciente impostare la porta seriale RS-232 per avere la velocità richiesta
di 2400 bps. Per quanto riguarda invece la ricezione, la Tower sfrutta un ri-
cevitore integrato del tipo descritto in precedenza, collegato (probabilmente
attraverso un inverter) alla linea di ricezione del cavo seriale.
4.2.3 Trama
La trama prevista è quella dello standard RS-232. Ossia per ogni byte si
inviano 11 bit, un bit di start, gli 8 bit di messaggio, un bit di parità, ed un
bit di stop. Nel caso speciﬁco, si adotta bit di start pari a 0, parità dispari e
bit di stop pari a 1 (Figura 4.5).
4.3 Prestazioni
L'analisi delle prestazioni del Physical Layer porta purtroppo a risultati non
del tutto soddisfacenti. Il motivo principale è legato alla limitazione imposta
sul bit rate: 2400 bps non sono chiaramente suﬃcienti per garantire rese ade-
guate ed una comunicazione eﬃciente, a meno di non limitarla a messaggi di
controllo estremamente semplici. Per dare un'idea della situazione, conside-
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Figura 4.5: Trama del Physical Layer
riamo le impostazioni della porta seriale. Considerando che per trasmettere
un singolo byte di messaggio sono necessari 11 bit, e che un bit rate di 2400
bps corrisponde ad un bit time di circa 417 us, si ha che la trasmissione di
un solo byte di messaggio richiede più di 4.5 ms.
Va fatta un'altra considerazione: i dispositivi utilizzati sono direzionali,
per cui la comunicazione è fortemente limitata dalla necessità di una linea di
vista diretta tra RCX e Tower. Sfruttando la modalità di trasmissione Long
Range, il problema è in parte superato, in quanto le alte potenze permettono
di avere ricetrasmissioni accettabili anche in caso di piccoli ostacoli o con gli
elementi non perfettamente allineati, ma le rese sono comunque non del tutto
soddisfacenti.
È inoltre da mettere in evidenza anche il fatto che i dispositivi utilizzati
sono estremamente potenti, in particolare il dispositivo di ricezione è molto
sensibile, per cui anche piccoli disturbi come quelli causati da luci al neon
sono ricevuti, e devono quindi essere gestiti correttamente a più alto livello.
Altre due considerazioni andranno ad inﬂuenzare pesantemente il Data
Link Layer. In primo luogo, i dispositivi, sia in ricezione che in trasmissione,
devono essere portati a regime per ottenere un comportamento corretto. Que-
sto costringerà, al livello superiore, all'introduzione di uno speciﬁco header
il cui unico scopo è appunto quello di permettere ai dispositivi di funzionare
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correttamente. Prove eﬀettuate hanno dimostrato che senza tale header la
comunicazione non avviene più. Un'altro aspetto che andrà a peggiorare no-
tevoltmente le prestazioni del Data Link Layer, è il fatto che il dispositivo di
trasmissione è un oggetto alquanto delicato, che non può essere mantenuto
troppo a lungo ad elevate potenze, dunque i pacchetti dovranno essere tali da
mantenere bassa la potenza media. La tecnica usata è quella di inviare ogni
byte seguito dal suo complemento, ottenendo l'abbattimento della potenza,
e quindi evitando il rischio di bruciare i componenti. È chiaro che questa
soluzione porta con sè, inevitabilmente, una sensibile riduzione delle presta-
zioni, poiché i byte utili del messaggio saranno sempre al di sotto del 50%,
per cui in futuro potrebbero essere utili studi più approfonditi al riguardo.
Per tutti questi motivi si sceglie di rinunciare ad un vero e proprio proto-
collo tra più entità, che diventerebbe estremamente dispendioso ed altamente
ineﬃciente, e di concentrarsi su una comunicazione one-to-one, la cui gestio-
ne è più semplice e permette di non appesantire il sistema con la gestione di
un qualsiasi protocollo per la comunicazione multipoint. Nonostante questa
scelta, nel Capitolo 6 si terrà conto del fatto che il sistema deve essere facil-
mente espandibile ad una comunicazione mulipoint, una volta che il Physical
Layer la renda possibile.
Capitolo 5
Data Link Layer
Compito del Data Link Layer è quello di far si che il passaggio di dati che il
Physical Layer mette in essere sia il più possibile aﬃdabile. Il layer deve oc-
cuparsi dunque del controllo dei dati, sia dal punto di vista della correttezza,
sia dal punto di vista temporale.
5.1 La situazione precedente
La situazione precedente a questo lavoro di tesi non oﬀriva alcun modo per
comunicare direttamente tra i due sistemi operativi.
Per quanto riguarda E.R.I.K.A., era già presente un semplice driver per
la comunicazione infrarossa, descritto più in dettaglio nella Sezione 5.4.1, ma
le sue ridotte funzionalità si limitavano alla comunicazione tra RCX, quindi
due dispositivi con E.R.I.K.A., o alla comunicazione di brevi messaggi tra
l'RCX e la Tower. Per pilotare la Tower era disponibile un programma per
sistema Linux che permetteva di inviare dati verso l'RCX, ma non permetteva
in alcun modo di riceverne. Viste le basse rese del driver, era necessario
procedere ad una ottimizzazione del codice per incrementarne le prestazioni.
Nulla di simile era invece disponibile per S.Ha.R.K. Era presente solo un
driver che si occupava, a polling e quindi con grave spreco di tempo, della ge-
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stione delle porte seriali del sistema. Lo stesso driver sfruttava parzialmente
anche il meccanismo di interruzione, ma l'implementazione era eccessiva-
mente pesante per gli scopi del lavoro, per cui questa parte del drivere non
è stata presa in considerazione. A partire da questo era logicamente neces-
sario implementare un sistema di gestione più eﬃciente, con un uso semplice
ed eﬃcacie del meccanismo di interruzione. Era inoltre necessario adattare
il generico driver alla particolare periferica seriale a disposizione, tenendo
in considerazione gli aspetti particolari dell'interfaccia infrarossa e della IR
Tower.
5.2 Interfaccia
L'interfaccia che il Data Link Layer oﬀre verso l'alto è composta da due tipi
di funzioni: da una parte abbiamo le funzioni di conﬁgurazione, utilizzate
per la gestione straordinaria del layer, come l'inizializzazione e l'abilitazione
alla ricezione; dall'altra abbiamo invece le funzioni di controllo, attraverso le
quali si sfruttano le capacità del layer nell'ambito della comunicazione vera
e propria. La Figura 5.1 mostra l'interfaccia del layer.
Figura 5.1: Interfaccia del Data Link Layer
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Le funzioni che hanno il compito di conﬁgurare il layer sono essenzial-
mente cinque, elencate di seguito.
• start - inizializza l'interfaccia di comunicazione;
• end - chiude l'interfaccia di comunicazione;
• result - imposta le callback che il layer utilizza per comunicare con il
livello superiore;
• rx_enable - abilita la ricezione;
• rx_disable - disabilita la ricezione.
In Tabella 5.1 sono riportati i nomi generici e le intestazioni delle funzioni
che nei due sistemi le realizzano.
Nome generico S.Ha.R.K. E.R.I.K.A.
start void IR_init(...); void ERIKA_IR_start(...);
end void IR_end(void); void ERIKA_IR_Close()
result void IR_result(...); void ERIKA_IR_result(...);
rx_enable void IR_RX_enable(void); void ERIKA_IR_receive_enable(void);
rx_disable void IR_RX_disable(void); void ERIKA_IR_receive_disable(void);
Tabella 5.1: Funzioni del Data Link Layer
Per quanto riguarda le vere funzionalità del layer, l'interfaccia prevede
tre funzioni di controllo:
• request - funzione chiamata dal livello superiore per richiedere l'invio
di dati; ha per parametri la lunghezza del messaggio ed un puntatore
al messaggio stesso;
• conﬁrm - funzione chiamata dal Data Link Layer per comunicare al
livello superiore che l'invio si è concluso; l'unico parametro previsto
indica il risultato dell'operazione di invio (Tabella 5.2);
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• indication - funzione chiamata dal Data Link Layer per comunicare al
livello superiore che si è veriﬁcata una ricezione; ha gli stessi parametri
della funione request.
In Figura 5.2 è mostrata l'interazione tra due entità attraverso le funzioni di
controllo messe a disposizione dal Data Link Layer.
Figura 5.2: Interazione tra entità attraverso il Data Link Layer
Signiﬁcato Nome S.Ha.R.K. E.R.I.K.A.
Trasmissione andata a buon ﬁne OK COM_OK ERIKA_COM_OK
Errore generico in trasmissione ERROR COM_ERROR ERIKA_COM_ERROR
Canale occupato BUSY COM_BUSY ERIKA_COM_BUSY
Messaggio diverso dall'ACK NOACK COM_NOACK ERIKA_COM_NOACK
Timeout in attesa dell'ACK TIMEOUT COM_TIMEOUT ERIKA_COM_TIMEOUT
Tabella 5.2: Valori per il parametro della funzione conﬁrm
Si noti che di fatto nell'implementazione le tre funzioni non sono mai
chiamate direttamente, ma sempre attraverso puntatori a funzione, il che
permette la conﬁgurazione. È infatti tramite la funzione di conﬁgurazione
result che si impostano le funzioni che il Data Link Layer dovrà invocare al
momento di una conﬁrm o di una indication. Per analogia anche la funzione
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di richiesta di invio è invocata nello stesso modo, anche se in realtà non è
prevista possibilità di conﬁgurazione al riguardo.
5.3 Caratteristiche
In entrambi i sistemi si è scelto di implementare le funzioni di interfaccia come
handler di interruzione. In ambito Real-Time questa è in eﬀetti una scelta
rischiosa, in quanto le interruzioni sono ovviamente poco prevedibili (e la
caratteristica più richiesta per i sistemi Real-Time è proprio la prevedibilità).
D'altra parte è chiaro che in un sistema operativo non si può rinunciare
all'uso del meccanismo di interruzione, che tra le altre cose è l'unico modo
per comunicare con l'ambiente esterno. Nel caso speciﬁco, dunque, la scelta
è stata di sfruttare il meccanismo di interruzione, facendo si però che gli
handler incidessero il meno possibile sul funzionamento del sistema, ossia
che fossero caratterizzati da tempi di esecuzione rapidi. Questa scelta ha
portato anche a rinunciare a complessi algoritmi per il controllo degli errori,
caratteristici di altri tipi di sistemi, preferendogli meccanismi più inaﬃdabili
ma meno dispendiosi dal punto di vista temporale.
5.3.1 Struttura dei pacchetti
Come già annunciato in 4.3, la struttura dei pacchetti è inﬂuenzata da al-
cune caratteristiche del Physical Layer. In particolare si è già detto che è
richiesta una intestazione apposita per portare a regime gli elementi ﬁsici
dell'interfaccia infrarossa, e che per evitare il sovraccarico di potenza si invia
ogni byte seguito dal suo complemento. L'intestazione prevista è composta
dai tre byte 0x55, 0xFF, 0x00. Si nota che mentre gli ultimi due sono uno il
complemento dell'altro, il primo non ha complemento. Di fatto è l'unico byte
del pacchetto non complementato , e non crea comunque problemi in quanto
il byte è composto da 0 e 1 alternati, mantiene quindi bassa la potenza media
senza bisogno di complemento. Come detto, il primo byte è l'unico che non
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ha il complemento, d'ora in poi si consideri dunque ogni byte sempre seguito
dal proprio complemento, anche se non esplicitamente ricordato. L'header è
seguito dal byte code che speciﬁca il tipo di pacchetto tra i tre diponibili. In
base al code si può avere:
• pacchetto singlebyte (codice 0xF7): paccheto con un solo byte di mes-
saggio, il corpo è costituito solo dal byte di messaggio;
• pacchettomultibyte (codice 0xFa): pacchetto con più byte di messaggio,
il corpo è costituito dal byte len che indica la lunghezza del messaggio,
e dal messaggio vero e proprio;
• pacchetto ACK (codice 0xF3): pacchetto di ACK, il corpo del pacchet-
to è vuoto.
Il trailer del pacchetto è costituito solo da un byte detto Checksum, che serve
per un controllo sulla correttezza del pacchetto stesso; ulteriori informazioni
al riguardo saranno date nella Sezione 5.3.2.
La Figura 5.3 mostra la struttura dei tre tipi di pacchetti previsti.
5.3.2 Controllo degli errori
È chiaro che il canale ha bisogno di meccanismi appositi per garantire una
certa robustezza agli errori. I meccanismi previsti per rendere il canale
relativamente robusto sono essenzialmente tre:
• Checksum sui messaggi
• Message - Acknowledgement Protocol (MAP)
• Channel Free Control
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(a) Pacchetto Singlebyte
(b) Pacchetto Multibyte
(c) Pacchetto ACK
Figura 5.3: Struttura dei pacchetti del Data Link Layer
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5.3.2.1 Checksum sui messaggi
I messaggi ricevuti potrebbero subire alterazioni, dovute essenzialmente ad
interferenze esterne che potrebbero indurre all'errore il ricevitore IR. Per evi-
tare questo problema, il frame è sempre concluso da un byte di Checksum,
calcolato come somma di tutti i byte che compongono il corpo del pacchetto
(notare che sono coinvolti nel conto solo i byte di messaggio, non i loro com-
plementi, altrimenti la somma è chiaramente nulla). Il livello di sicurezza
introdotto da questo meccanismo non è ovviamente altissimo, ma ha il pre-
gio di essere estremamente semplice dal punto di vista computazionale (una
somma per ogni byte inviato o ricevuto). Altri meccanismi più complessi si
trovano proposti in letteratura, ma sono troppo pesanti, visto quanto detto
in precedenza.
5.3.2.2 Message - Acknowledgement Protocol
In alcuni casi è necessario, per il mittente, avere la sicurezza che il messaggio
inviato sia giunto correttamente a destinazione. Per questo ad ogni messaggio
il ricevente deve rispondere con un messaggio di acknowledgement (detto
ACK). Il mittente dunque invia il messaggio ed attende la ricezione dell'ACK.
Se questo arriva entro il timeout previsto, il Data Link Layer comunica che la
trasmissione è andata a buon ﬁne, se invece il timeout è raggiunto senza che
l'ACK sia ricevuto, il Data Link Layer avvisa del problema. Viene invocata
in entrambi i casi la conﬁrm, ma con parametro diverso (vedi Figura 5.4 A).
Poiché non sempre il ricevente ha la necessità della sicurezza sulla ricezione,
si è scelto di poter selezionare, in fase di conﬁgurazione del sistema, se il
Data Link Layer deve procedere o meno all'invio dell'ACK. Se questo non è
richiesto, la trasmissione si considera conclusa correttamente alla ﬁne della
trasmissione dell'ultimo byte del pacchetto, ed è a questo punto che viene
invocata la conﬁrm. Si nota che alla ﬁne della trasmissione viene sempre
invocata la conﬁrm, sia che la trasmissione si sia conclusa correttamente, sia
che si siano veriﬁcati errori (vedi Figura 5.5).
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request
timeout
confirm(OK)
indication
timeout stopped
request
timeout
confirm(ERR)
indication
ALL   OK
ACK   ERROR
request
timeout
confirm(ERR)
TX    ERROR
Figura 5.4: Scenari del DLL con il protocollo MAP
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request
confirm(OK)
indication
ALL   OK
request
confirm(OK)
TX    ERROR
Figura 5.5: Scenari del DLL senza il protocollo MAP
Si mette in evidenza che il protocollo descritto è uguale al classico pro-
tocollo Stop&Wait, ma con una diﬀerenza: le trame non sono etichettate.
Questa scelta è dovuta al fatto che nel caso speciﬁco si è ritenuto inutile
tale meccanismo. La sua utilità infatti è legata al fatto che grazie all'eti-
chetta il ricevente può riconoscere i messaggi nuovi da quelli che sono copie
di messaggi precedenti, ed è particolarmente utile quando la ritrasmissione è
automatica. In questo caso, invece, la ritrasmissione non è automatica, solo i
livelli superiori decidono o meno per la ritrasmissione. Inoltre poiché il siste-
ma di comunicazione è pensato essenzialmente per applicazioni di controllo,
non sarà frequente il caso in cui due messaggi uguali uno di seguito all'altro
possano essere dannosi. Si preferisce quindi snellire il sistema ed omettere
questo aspetto del classico protocollo Stop&Wait.
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5.3.2.3 Channel Free Control
Per quanto detto in precedenza riguardo alla funzione conﬁrm, è possibile
evitare la sovrapposizione delle richieste di invio semplicemente attendendo
la conﬁrm per eﬀettuare una nuova richiesta. Può capitare invece che ven-
ga eﬀettuata una richiesta di trasmissione quando il canale è occupato da
una ricezione. Poiché il canale è half-duplex, è inutile e dannoso iniziare la
trasmissione, in quanto non solo la trasmissione non sarà eﬀettuata corret-
tamente, ma anche la ricezione sarà probabilmente perduta (in eﬀetti può
darsi che la ricezione sia in fase di conclusione, e quindi arrivi a termine, ma
la trasmissione non sarà sicuramente ricevuta dall'altra entità, che non ha il
tempo necessario per riabilitare la ricezione). Per evitare questo problema,
prima di eﬀettuare una trasmissione, il Data Link Layer veriﬁca la disponi-
bilità del canale. In sostanza se il Data Link Layer ha iniziato una ricezione,
non accetta le trasmissioni ﬁno alla ﬁne della ricezione (fatto che libera il
canale). In base alle impostazioni di conﬁgurazione il comportamento può
essere di tre tipi:
• la trasmissione richiesta è scartata, e viene invocata la conﬁrm, con un
parametro che indica che il canale è occupato;
• la trasmissione è ritardata per un certo periodo nella speranza che
il canale si liberi; se il canale si libera entro il timeout previsto, la
trasmissione è eﬀettuata, altrimenti viene scartata e come nel primo
caso viene invocata la conﬁrm, con lo stesso parametro;
• la trasmissione è ritardata ﬁno a quando il canale non si libera.
Il sistema migliore è forse il primo, perché si ottiene una risposta rapida e non
si sfruttano troppo le risorse (in particolare la CPU), ma ha il difetto di co-
stringere l'applicazione al polling dell'interfaccia infrarossa se la trasmissione
deve essere eﬀettuata. Il secondo caso è un compromesso tra sfruttamento
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delle risorse e polling dell'applicazione: per un certo periodo il sistema man-
tiene il controllo dell'interfaccia, tentando di eﬀettuare la trasmissione, per
cui le risorse, specialmente il processore, sono usate più che nel primo caso,
però durante quel periodo di tempo l'applicazione non ha bisogno di fare
polling sul canale. D'altra parte questo tipo di comportamento oﬀre anche
delle garanzie sul tempo di risposta, anche se ovviamente i tempi di attesa
saranno più lunghi che nel primo caso. Il terzo tipo di comportamento è
sicuramente quello peggiore dal punto di vista Real-Time, perché non oﬀre
nessun tipo di garanzia, ed è assolutamente imprevedibile, ma in certi casi
puó essere utile, basti considerare che di fatto è il sistema che oﬀre tempi
minori, rimanendo in attesa di poter inviare, ed eﬀettuando la trasmissione
appena il canale si libera.
5.4 Data Link Layer su E.R.I.K.A.
Il Data Link Layer per quanto riguarda E.R.I.K.A. è realizzato attraverso un
unico modulo chiamato serial, composto dai due ﬁle serial.c e serial.h.
Al loro interno si trovano ovviamente le dichiarazioni di tutte le costanti
utilizzate (ad esempio i parametri della funzione conﬁrm elencati in Tabella
5.2) nonché le implementazioni delle funzioni previste dal layer. Il modulo
contiene il driver per tutte le interruzioni relative alla Serial Communica-
tion Interface del microprocessore H8. Tale driver è pensato basandosi non
sulla semplice interfaccia SCI dell'H8 ma sulle necessità dell'interfaccia in-
frarossa presente sull'RCX, e sullo schema presunto di Figura 4.4. Il lavoro
è stato in buona parte una revisione e correzione del precedente driver SCI
(Sezione5.4.1), con notevoli miglioramenti ed ottimizzazioni.
5.4.1 Driver SCI: versione originale
Una versione di base del driver di comunicazione infrarossa per E.R.I.K.A.
era stata realizzata in precedenza da Michael Bosu. Per quanto non molto
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potente, il driver permetteva lo scambio di dati da e verso gli RCX. Era inol-
tre disponibile una utility scritta in linguaggio C per l'invio (ma solo invio)
di brevi messaggi da un sistema Linux all'RCX, che sfruttava la stessa Tower
utilizzata per il caricamento del software sugli RCX. Sfruttando il meccani-
smo di interruzione, il driver consentiva l'invio e la ricezione di pacchetti di 9
byte, in tutto e per tutto uguali ai pacchetti singlebyte descritti nella Sezione
5.3.1 (Figura 5.3 C).
Il sistema era estremamente ineﬃciente, ottenendo una resa dell'11% (1
byte su 9). Come già chiarito l'ineﬃcienza era dovuta essenzialmente ai
problemi di tipo hardware descritti nella Sezione 4.3. Non potendo rinunciare
all'invio dei complementi dei byte, la resa è limitata in ogni caso al di sotto
del 50%, ma con delle modiﬁche è possibile abbattere il peso di header e
trailer, in modo da spingere in alto le prestazioni ed avvicinarsi a questo
limite.
Un altro problema era legato alle funzionalità oﬀerte dal driver, in quanto
alcuni degli aspetti della gestione richiesti dal Data Link Layer erano assen-
ti. In particolare l'unico meccanismo di controllo previsto era il Checksum,
mentre nulla di simile a CFC e MAP era implementato.
Quasi tutte le funzioni previste per il Data Link Layer erano presenti al-
l'interno del driver, insieme anche agli handler di interruzione per le quattro
interruzioni previste per la SCI (riassunte in Tabella 5.3), ma con funzio-
nalità molto ridotte. Un'altra diﬀerenza era sulla frequenza di oscillazione
della radiazione infrarossa. Nel driver originale, infatti, tale frequenza era
impostata a 38.5 kHz, mentre il dispositivo hardware e' realizzato per una
frequenza di 38 kHz , e solo grazie alla tolleranza del dispositivo il sistema
funzionava.
5.4.1.1 Descrizione delle funzioni
Di seguito sono elencate le intestazioni delle funzioni che la versione origi-
nale del driver metteva a disposizione, con una breve descrizione del loro
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Interruzione Descrizione
ERI Errori in ricezione (overrun, framing, parity)
RXI Ricezione terminata - byte ricevuto trasferito in RDR
TXI Registro TDR vuoto - ultimo byte trasferito in TSR per l'invio
TEI Registro TSR vuoto - ultimo byte trasmesso
Tabella 5.3: Interruzioni della SCI
funzionamento e dei loro parametri.
Funzioni interne1
void ERIKA_ERI_handler(void)Handler di gestione dell'interrupt ERI. An-
nulla le eventuali ricezioni e trasmissioni in corso, e chiama la funzione
conﬁrm con parametro ERIKA_COM_ERROR per avvertire dell'errore
void ERIKA_RXI_handler(void)Handler di gestione dell'interrupt RXI. Im-
plementa sostanzialmente una macchina a stati basata sui byte del
pacchetto ricevuti, veriﬁcando che il byte ricevuto sia quello atteso,
e gestendolo in base alle esigenze. Alla ricezione dell'ultimo byte (il
complemento del Checksum), invoca la funzione indication con il byte
ricevuto come parametro.
void ERIKA_TXI_handler(void)Handler di gestione dell'interrupt TXI. Im-
plementa sostanzialmente una macchina a stati basata sui byte del pac-
chetto inviati, ossia preparando di volta in volta i registri della SCI per
l'invio del nuovo byte.
void ERIKA_TEI_handler(void) Handler di gestione dell'interrupt TEI. Ri-
pristina l'interfaccia di trasmissione allo stato originale ed avvisa del-
1Ora e nel seguito si ditingue tra funzioni interne, richiamabili solo all'interno del mo-
dulo, e come tali invisibili ai layer superiori, e funzioni esterne, che sono invece utilizzabili
dai layer superiori e formano quindi la vera e propria interfaccia dei layer.
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la conclusione della trasmissione invocando la funzione conﬁrm con
parametro ERIKA_COM_OK.
Funzioni esterne
void ERIKA_IR_start(void) Inizializza l'interfaccia infrarossa dell'RCX. In
particolare imposta come handler di gestione delle interruzioni le fun-
zioni ERIKA_ERI_handler, ERIKA_RXI_handler, ERIKA_TXI_handler
e ERIKA_TEI_handler, e scrive nei registri i valori necessari per ottenere
le grandezze ﬁsiche richieste, come baud rate a 2400 e frequenza di oscil-
lazione di 38.5 kHz. Inﬁne prepara l'interfaccia per la ricetrasmissione
resettando ed abilitando le interruzioni.
void ERIKA_IR_send(ERIKA_UINT8 m) Prepara l'interfaccia per l'invio del
byte m. In sostanza calcola il Checksum e prepara un buﬀer di tra-
smissione in cui memorizza l'header, il messaggio m ed il Checksum.
Inﬁne prepara i registri dell'interfaccia per l'invio del primo byte del
pacchetto ed abilita le interruzioni in trasmissione.
void ERIKA_IR_result(
void(*confirm)(ERIKA_UINT8 msg_status),
void(*indication)(ERIKA_UINT8 m)) Imposta le funzioni che il Da-
ta Link Layer chiama come conﬁrm e indication, usando i parametri.
Imposta inoltre la funzione ERIKA_IR_send come funzione request.
void ERIKA_IR_receive_enable(void) Abilita le interruzioni in ricezione.
5.4.2 Driver SCI: nuova versione
La versione originale del driver SCI non era chiaramente suﬃciente per l'im-
plementazione del Data Link Layer su E.R.I.K.A., ma poteva servire da base
per il lavoro successivo. Il driver realizzato durante questo lavoro è dunque
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pesantemente inﬂuenzato dalla versione originale. La prima parte del lavoro
ha avuto per scopo quello di migliorare alcuni aspetti dell'implementazione
non direttamente inerenti il Data Link Layer. In particolare si è cercato di
ridurre l'occupazione di memoria del driver, evitando sprechi legati ad esem-
pio al buﬀer di trasmissione e di ricezione. Questa necessità era legata a due
fattori:
1. il sistema RCX ha disponibilità di memoria alquanto limitata, che come
tale diventa una risorsa da gestire con cura;
2. nell'ottica di potenziare il driver, l'occupazione di memoria andrà ine-
vitabilemente ad aumentare, per cui ogni spreco va evitato ﬁn da
subito.
Sono state modiﬁcate le temporizzazioni della SCI, e soprattutto del timer che
regola la frequenza di oscillazione. Come detto in precedenza, le impostazioni
del driver originale facevano si che la frequenza si attestasse intorno ai 38.5
kHz (38.46 kHz, per la precisione). Modiﬁcando tali impostazioni, si può
raggiungere un valore di 38.09 kHz, più vicino al valore teorico di 38 kHz, ed
ottenere quindi una ricetrasmissione migliore, che aumenta l'aﬃdabilità.
In un secondo tempo si è proceduto all'estensione del driver nell'ottica di
migliorarne le prestazioni. L'estensione fondamentale ha portato all'aggiunta
della possibilità di inviare i pacchetti multibyte descritti nella Sezione 5.3
(Figura 5.3.1 B). Volendo utilizzare un unico byte per il campo len, si ha
comunque una limitazione al numero di byte inviabili in un solo pacchetto, in
particolare non si possono superare i 255 byte di messaggio. Tale limitazione
però non sembra eccessiva, per due motivazioni:
1. il sistema di comunicazione non è pensato per il trasferimento di grosse
quantità di dati, come il trasferimento di ﬁle, ma per applicazioni di
controllo e monitoraggio, in cui tipicamente sono suﬃcienti messaggi
di dimensioni ridotte, per cui 255 byte di messaggio sembrano più che
suﬃcienti;
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2. dato il bit rate dell'interfaccia infrarossa, pari a 2400 bps, trasferire
un messaggio di lunghezza massima è estremamente costoso in termini
temporali; infatti per un messaggio da 255 byte si inviano 3 byte di in-
testazione, 6 byte per code, len e Checksum e 510 byte per il messaggio
(si ricorda che tutti i byte devono essere seguiti dal complemento), per
un totale di 519 byte; se si considera che per il trasferimento di un byte
sono necessari 4.5 ms, il trasferimento di un pacchetto di lunghezza
massima richiede 2.3 s; si ritiene che i tempi siano generalmente ecces-
sivi per le applicazioni di controllo per cui il sistema di comunicazione
è pensato, per cui pacchetti di tale lunghezza saranno evitati, diventa
quindi inutile prevedere pacchetti ancora più lunghi.
Si fa notare comunque che un'eventuale estensione a pacchetti di dimensione
maggiore richiederebbe solo un piccolo sforzo implementativo, poiché è suﬃ-
ciente sfruttare 2 byte per il campo len, ed aggiungere poche righe di codice
per la sua gestione. Per quanto riguarda le prestazioni, questo miglioramento
ha portato da una resa ﬁssa dell'11% (1 byte su 9) ad una resa massima del
49.1% (255 byte su 519). Poiché come detto in precedenza la resa non potrà
mai superare il 50% (a meno di non andare a modiﬁcare il Physical Layer),
il risultato ottenuto è decisamente buono. È ovvio che la resa reale sarà sen-
sibilmente più bassa, perché dati gli usi del sistema di comunicazione l'invio
di pacchetti di dimensione massima sarà estremamente raro se non addirit-
tura assente, ma il risultato è comunque buono. In ogni caso anche l'invio
di messaggi da 2 byte porta ad una resa superiore al 15%, e le prestazioni
aumentano all'aumentare della lunghezza dei messaggi. Nel graﬁco di Figura
5.6 sono mostrate le rese ottenibili con pacchetti di varia lunghezza.
5.4.2.1 MAP e CFC
Nell'ultimo passo dell'estensione del driver, sono stati introdotti i due mec-
canismi di controllo previsti dal Data Link Layer che mancavano nell'imple-
CAPITOLO 5. DATA LINK LAYER 75
Figura 5.6: Rese del Data Link Layer
mentazione originale, ossia il Message-Acknowledgement Protocol (MAP) e
il Channel Free Control (CFC).
Nell'implementazione del MAP (Sezione 5.3.2.2) è stato necessario miglio-
rare la gestione della ﬁne delle comunicazioni. Nel caso della trasmissione,
deve essere predisposto un timeout, che verrà annullato dall'arrivo del mes-
saggio di ACK, alla cui scadenza la trasmissione si considera non andata a
buon ﬁne. In questo caso si avverte il layer superiore, il quale decide co-
me gestire l'errore (vedi la sezione dedicata ed in particolare la Figura 5.4).
Un'altra possibilità era chiaramente di far si che il Data Link Layer si oc-
cupasse automaticamente della ritrasmissione. Si è scelta invece la prima
soluzione in quanto il sistema di supporto è di tipo Real-Time, quindi con
l'esigenza di avere tempi prevedibili. Con questo sistema entro il timeout
si ha la sicurezza di avere informazioni precise sulla trasmissione, anche se
non si ha la sicurezza della buona riuscita della trasmissione. Dal punto di
vista della ricezione, invece, il Data Link Layer, prima di invocare la funzione
indication, si preoccupa di preparare ed inviare un pacchetto di ACK.
L'implementazione del CFC (Sezione 5.3.2.3) si basa sull'assunzione che,
poiché la comunicazione è di tipo one-to-one, se qualcuno sta utilizzando il
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canale una delle due interfacce (tra l'interfaccia di trasmissione e quella di
ricezione) deve trovarsi in uno stato diverso dallo stato di riposo. Quando
dunque viene richiesta una tramissione, il sistema per prima cosa veriﬁca se
il canale è libero; se lo è viene eﬀettuata la trasmissione; in caso contrario il
sistema può reagire in modo diverso a seconda delle speciﬁche di conﬁgurazio-
ne. Nel caso che il comportamento richiesto sia di avvisare immediatamente
il livello superiore, basta che il Data Link Layer invochi la funzione conﬁrm
con parametro ERIKA_COM_BUSY (Figura 5.7). Negli altri due casi (in cui il
request
confirm(BUSY)
request
Figura 5.7: CFC con avviso immediato
sistema ritarda la trasmissione nella speranza di riuscire ad eﬀettuarla in se-
guito) il sistema deve, a cadenze regolari, veriﬁcare se il canale si è liberato,
e in caso deve eﬀettuare la trasmissione (Figura 5.8 e Figura 5.9).
request
request
request
delay
Figura 5.8: CFC senza timeout
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request
request
request
delay
timeout
Figura 5.9: CFC con timeout: trasmissione eﬀettuata
Ovviamente se le impostazioni prevedono l'attesa con timeout, il control-
lo sul canale è fatto ﬁno alla scadenza, dopodiché viene invocata la conﬁrm,
che informa il livello superiore del mancato invio (Figura 5.10). Notare che
request
confirm(BUSY)
request
timeout
Figura 5.10: CFC con timeout: trasmissione non eﬀettuata
quando il sistema rileva che il canale si è liberato, non trasmette immediata-
mente, ma attende alcuni ms per dare la possibilità all'altra entità di iniziare
una trasmissione.
Entrambi i controlli sono basati dunque su un meccanismo di timeout,
e sfruttano quindi una stessa funzione, che viene invocata direttamente dal
sistema a cadenze regolari (ogni 2 ms, per la precisione), e dopo aver fatto
i controlli dovuti, tiene traccia del tempo passato in attesa dei due eventi
(ACK ricevuto e canale libero). Si noti inﬁne che in realtà solo uno dei due
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eventi è interessante per il Data Link Layer in un dato momento, quindi il
codice della funzione è sempre eseguito solo in parte. Da notare inoltre che
il meccanismo sfruttato è assolutamente trasparente, in quanto la funzione è
invocata dal sistema senza nessun intervento dell'applicazione stessa.
Una soluzione diversa avrebbe potuto sfruttare gli allarmi che il sistema
E.R.I.K.A. mette a disposizione. Si è scelto però di non sfruttare questo
meccanismo per due motivi:
1. il sistema deve essere più modulare possibile, e con moduli il più possi-
bile indipendenti tra loro, per permettere la massima conﬁgurabilità; in
quest'ottica è bene che il modulo per la gestione dell'interfaccia seriale
infrarossa non sia legato al modulo che implementa gli allarmi;
2. il meccanismo degli allarmi è un meccanismo che il sistema oﬀre all'ap-
plicazione, quindi ad alto livello; all'interno dell'applicazione si deve
quindi procedere alla loro conﬁgurazione; in fase di implementazione si
è preferito dunque non andare a sfruttare a basso livello meccanismi
di alto livello, anche considerando che un'altra soluzione trasparente
all'applicazione esisteva.
Il modulo risulta a questo punto modiﬁcato secondo le necessità del Data
Link Layer, e ne implementa tutte le funzioni.
5.4.2.2 Descrizione delle funzioni
Vengono elencate di seguito le funzioni del driver con la descrizione dei
parametri e del loro comportamento.
Funzioni interne
void ERIKA_ERI_handler(void)Handler di gestione dell'interrupt ERI. An-
nulla le eventuali ricezioni e trasmissioni in corso, libera il canale ed
avverte dell'errore tramite la chiamata della funzione conﬁrm con pa-
rametro ERIKA_COM_ERROR.
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void ERIKA_RXI_handler(void)Handler di gestione dell'interrupt RXI. Im-
plementa sostanzialmente una macchina a stati basata sui byte del
pacchetto ricevuti, veriﬁcando che il byte ricevuto sia quello atteso, e
gestendolo in base alle esigenze. In base al tipo di pacchetto ricevuto,
ed alle impostazioni, l'handler segue comportamenti diversi. Suppo-
niamo per ora che la conﬁgurazione preveda l'utilizzo del MAP. Se il
pacchetto ricevuto non è un ACK, l'handler richiede l'invio dell'ACK
attraverso la request, inoltre se un ACK era atteso, non arriverà più,
quindi l'handler considera non andata a buon ﬁne la trasmissione prece-
dente ed invoca la conﬁrm con parametro ERIKA_COM_NOACK. Se invece
il pacchetto ricevuto è un ACK, l'handler può invocare la conﬁrm con
parametro ERIKA_COM_OK, se un ACK era atteso, o scartare la ricezio-
ne se non era atteso l'ACK. Se invece la conﬁgurazione non prevede
l'utilizzo del MAP, il pacchetto ricevuto sarà sicuramente un pacchetto
singlebyte o multibyte, e l'handler non dovrà inviare alcun ACK, per
cui può invocare la indication passando come parametri la lunghezza
del messaggio ed un puntatore al messaggio stesso.
void ERIKA_TXI_handler(void)Handler di gestione dell'interrupt TXI. Im-
plementa una macchina a stati basata sui byte del pacchetto inviati,
ossia preparando di volta in volta i registri della SCI per l'invio del
nuovo byte.
void ERIKA_TEI_handler(void) Handler di gestione dell'interrupt TEI. Se
la conﬁgurazione prevede l'utilizzo del MAP, l'handler abilita il timeout
per l'ACK, altrimenti ripristina l'interfaccia allo stato originale, libera
il canale ed avvisa della conclusione della trasmissione invocando la
funzione conﬁrm con parametro ERIKA_COM_OK.
void ERIKA_IR_timer(void) Funzione invocata dal sistema ogni 2 ms. Ge-
stisce i timeout per il MAP e per il CFC (compreso il ritardo in tra-
smissione quando il canale torna libero). Se scatta uno dei timeout
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la funzione invoca la conﬁrm con parametri ERIKA_COM_TIMEOUT o
ERIKA_COM_BUSY, a seconda del timeout raggiunto. Se invece scatta
il timeout relativo al ritardo in trasmissione senza che il canale si sia
nuovamente occupato, la funzione richiede la trasmissione invocando
la request, con parametri uguali a quelli della trasmissione richiesta e
bloccata in precedenza perché il canale era occupato.
Funzioni esterne
void ERIKA_IR_start(ERIKA_UINT16 tx_timeout) Inizializza l'interfaccia
infrarossa dell'RCX. In particolare imposta come handler di gestione
delle interruzioni le funzioni ERIKA_ERI_handler, ERIKA_RXI_handler,
ERIKA_TXI_handler e ERIKA_TEI_handler , e scrive nei registri i va-
lori necessari per ottenere le grandezze ﬁsiche richieste, come baud rate
a 2400 e frequenza di oscillazione di 38 kHz. Inﬁne prepara l'interfac-
cia per trasmissione e ricezione resettando ed abilitando le interruzio-
ni. Imposta inoltre il timeout per il CFC con il valore del parametro
tx_timeout (tempo di timeout espresso in ms). Se tx_timeout è pa-
ri a 0, il CFC avverte immediatamente se il canale è occupato; se
tx_timeout è pari a 0xFFFF, il CFC non avverte mai se il canale è oc-
cupato, ma attende ﬁno a che il canale non si libera, ed esegue l'invio;
in ogni altro caso tx_timeout indica il tempo entro cui il canale deve
liberarsi, alla scadenza del quale il CFC informa il livello superiore del
fatto che il canale è occupato.
void ERIKA_IR_send(ERIKA_UINT8 len, ERIKA_UINT8 *m) Veriﬁca che il
canale sia libero, in caso non lo sia si comporta secondo le speciﬁche pre-
viste dal CFC (ossia invoca la conﬁrm con parametro ERIKA_COM_BUSY
oppure memorizza i dati del messaggio per trasmetterlo una volta che
il canale si è liberato, eventualmente impostando il timeout). Se il ca-
nale è libero, prepara l'interfaccia per l'invio di len byte memorizzati
a partire dall'indirizzo m. In sostanza calcola il Checksum e prepara
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un buﬀer di trasmissione in cui memorizza code, len, i byte del mes-
saggio ed il Checksum. Se è previsto il MAP, imposta i valori relativi
al timeout (ma non abilita il conto, che inizierà solo alla ﬁne della tra-
smissione). Inﬁne prepara i registri dell'interfaccia per l'invio del primo
byte del pacchetto ed abilita le interruzioni in trasmissione.
void ERIKA_IR_result(void(*confirm)(ERIKA_UINT8 msg_status),
void(*indication)(ERIKA_UINT8 len, ERIKA_UINT8 *m)) Imposta le
funzioni che il Data Link Layer chiama come conﬁrm e indication,
usando i parametri. Imposta inoltre la funzione ERIKA_IR_send come
funzione request.
void ERIKA_IR_receive_enable(void) Abilita le interruzioni in ricezione.
void ERIKA_IR_receive_disable(void) Disabilita le interruzioni in rice-
zione.
void ERIKA_IR_Close(void) Chiude l'interfaccia seriale. In pratica disa-
bilita tutte le interruzioni, la funzione di trasmissione e la funzione di
ricezione.
5.5 Data Link Layer su S.Ha.R.K.
Il Data Link Layer per S.Ha.R.K. è composto da tre sublayer distinti, Regi-
ster Access Sublayer (RA Sublayer), IRQ Sublayer e IR Sublayer, ognuno dei
quali realizzato da un modulo apposito. Al livello più basso, il livello più vici-
no all'hardware, vengono implementate le funzioni che permettono l'accesso
ai registri dell'interfaccia seriale. Il livello intermedio è responsabile della
gestione del meccanismo di interruzione. Inﬁne al più alto livello vengono
implementate tutte quelle funzioni che sono speciﬁche dell'interfaccia seriale
utilizzata (ossia l'interfaccia infrarossa) e del Data Link Layer. Dei tre livelli
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solo il livello più basso era già presente, mentre gli altri due sono stati inte-
ramente realizzati durante questo lavoro di tesi, basandosi sulle informazioni
note sull'interfaccia seriale RS-232, e prendendo spunto dal driver seriale per
E.R.I.K.A. realizzato in precedenza. La suddivisione del Data Link Layer
per S.Ha.R.K. è mostrata in Figura 5.11.
Figura 5.11: Data Link Layer per S.Ha.R.K.
5.5.1 Register Access Sublayer
Il sublayer di accesso ai registri è il sublayer responsabile della gestione a
più basso livello della periferica. Il suo compito è esclusivamente quello di
interagire con la periferica in fase di apertura e chiusura, nonché di leggere
e scrivere sui registri della periferica stessa. Il sublayer è implementato nei
ﬁle scom.h e scom.c, già realizzati al momento dell'inizio di questo lavoro
di tesi, i quali contengono le funzioni richieste dal sublayer oltre ad altre
scritte per altri scopi. Tra le funzioni presenti nel modulo ma non utilizzate
in questo lavoro, vale la pena di ricordare due funzioni che permettono l'invio
e la ricezione di dati tramite l'interfaccia seriale, ma che non sono adatte per
lo scopo del lavoro in quanto non sfruttano il meccanismo di interruzione ma
realizzano la funzionalità a polling, quindi con grave spreco di tempo. Va
detto inoltre che molte costanti relative alle interruzioni vengono deﬁnite in
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questo modulo in quanto utilizzate da altre funzionalità del modulo stesso,
per cui non ci sarà la necessità di rideﬁnite tali costanti nei sublayer superiori.
5.5.1.1 Descrizione delle funzioni
Le funzioni oﬀerte dal sublayer sono elencate di seguito, con la loro intesta-
zione ed una breve descrizione del loro funzionamento e dei loro parametri.
Si nota che data la sua estrema semplicità, il sublayer non ha necessità di
funzioni interne, quindi quelle elencate sono solo funzioni esterne.
int com_open(unsigned port, DWORD speed,
BYTE parity, BYTE len, BYTE stop) Apre la porta seriale port. Impo-
sta i valori relativi alla comunicazione, in particolare la velocità speed,
la parità richiesta parity, la lunghezza della trama len, e il numero di
byte di stop (impostato al valore stop). Inoltre inizializza tutti i registri,
annullando eventuali richieste di interruzione registrate ma ovviamente
non signiﬁcative, e cancellando i valori dei registri di trasmissione e
ricezione.
int com_close(unsigned port) Chiude la porta seriale port. Annulla tutte
le impostazioni relative alla porta, ed eﬀettua varie operazioni relative
alle altre funzionalità del modulo (che non interessano per gli scopi di
questo lavoro).
unsigned com_read(unsigned port, unsigned reg) Legge il valore del
registro reg della porta seriale port. Dopo aver veriﬁcato che port e
reg siano valori interni ai rispettivi range, legge il valore del registro e
lo restituisce come valore di ritorno.
void com_write(unsigned port, unsigned reg, unsigned value) Scri-
ve il valore value nel registro reg della porta seriale port. Dopo aver
veriﬁcato che port e reg siano valori interni ai rispettivi range, scrive il
valore nel registro.
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Va ricordata inoltre la macro DECODE(v), il cui scopo è di ottenere infor-
mazioni sui bit del registro v. In particolare la macro analizza il registro
v, estraendo il valore dei bit 1 e 2, ed assume un valore diverso in base al
valore dei bit estratti. Nell'uso normale, il registro v è il registro IIR dell'in-
terfaccia seriale, nel quale sono memorizzate le richieste di interruzione, e la
conﬁgurazione dei bit 1 e 2 indica l'interruzione sollevata, secondo la Tabella
5.4.
Interruzione Nome Bit 2 Bit 1
Modem status register changed MSR 0 0
Transmit buﬀer empty THRE 0 1
Receive buﬀer full RBRF 1 0
Line status register changed LSR 1 1
Tabella 5.4: Interruzioni della porta seriale
5.5.2 IRQ Sublayer
Il Register Access Sublayer oﬀre l'accesso ai registri dell'interfaccia, ma non
implementa un sistema semplice per la gestione delle interruzioni, e soprattut-
to non prevede l'uso del meccanismo di interruzione in fase di trasmissione e
ricezione. L'IRQ Sublayer nasce per risolvere questa limitazione del sublayer
inferiore. Sfruttando dunque le funzioni di accesso oﬀerte dal Register Ac-
cess Sublayer, l'IRQ Sublayer gestisce tutti gli aspetti della ricetrasmissione
attraverso le interruzioni. Si mette in evidenza che delle quattro interruzioni
previste per l'interfaccia seriale, solo tre sono interessanti per i nostri scopi,
ossia le interruzioni relative ai buﬀer di ricezione e di trasmissione, nonché
l'interruzione relativa ai problemi sulla linea. L'interruzione relativa allo sta-
to del Modem, invece, non è di alcuna utilità, in questo lavoro, per cui d'ora
in avanti non sarà considerata. La distinzione tra le interruzioni è fatta so-
lo a livello di registri, in quanto in realtà è previsto solo un canale per le
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interruzioni dell'interfaccia seriale. All'atto della gestione dell'interruzione,
sarà dunque necessario per prima cosa veriﬁcare quale interruzione è stata
sollevata e solo dopo occuparsi della vera e propria gestione. Il modulo che
realizza il sublayer, composto dai ﬁle scomirq.c e scomirq.h, implementa
un handler per le interruzioni dell'interfaccia seriale, nonché le funzioni di
trasmissione e ricezione di pacchetti più lunghi di un byte. Si trovano inoltre
due funzioni per l'apertura e la chiusura della porta seriale, che si basano
ovviamente sulle funzioni equivalenti del Register Access Sublayer, ma si oc-
cupano anche degli aspetti relativi alle interruzioni. L'interfaccia oﬀerta al
sublayer superiore è equivalente a quella già vista nel caso del Data Link
Layer per E.R.I.K.A., con tre funzioni, invocabili tramite puntatori a fun-
zione, che implementano le funzionalità di richiesta di invio, avviso di invio
eﬀettuato e avviso di ricezione (Figura 5.1). Sono inﬁne presenti due funzioni
per l'abilitazione e disabilitazione delle interruzioni.
La trasmissione e la ricezione sono state aﬀrontate in maniera diversa
per mantenere il modulo il più generale possibile. La trasmissione permette
l'invio di un intero pacchetto di byte, la cui dimensione non è deﬁnita per
default ma passata come argomento in fase di richiesta. Questo è fattibile
perché il sublayer superiore può preparare il pacchetto secondo le proprie
necessità e passarlo all'IRQ Sublayer per l'invio, senza che questo debba
sapere nulla della composizione del pacchetto. In fase di ricezione, invece, il
meccanismo non poteva funzionare, perché l'IRQ Sublayer doveva conoscere
la dimensione del pacchetto per stabilire la ﬁne della ricezione, quindi aveva
bisogno di informazioni aggiuntive. Si è preferito delegare tutto il lavoro al
Sublayer superiore, mentre l'IRQ Sublayer non fa altro che ricevere un byte
per volta e propagarlo verso l'alto.
5.5.2.1 Descrizione delle funzioni
Di seguito sono elencate le funzioni implementate nel modulo, con la descri-
zione del funzionamento e dei parametri.
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Funzioni interne
void com_irq_sel(int no) Smista le interruzioni della porta seriale ai ri-
spettivi handler. La necessità di questa funzione è dettata dal fatto
che, come già detto, esiste solo un canale di interruzioni per ogni porta
seriale, quindi è possibile installare un solo handler. Questa funzione,
installata come handler delle interruzioni della porta seriale utilizzata,
identiﬁca l'interruzione sollevata sfruttando la macro DECODE (Sezione
5.5.1), e in base al risultato ottenuto invoca l'handler adatto all'inter-
ruzione. Il parametro serve solo per uniformità con le intestazioni degli
handler di interruzione di S.Ha.R.K., ma non è utilizzato.
void THRE_handler(void) Handler dell'interruzione THRE. Gestisce l'invio
di un pacchetto attraverso il meccanismo di interruzione. La funzione
è chiamata dall'handler della porta seriale com_irq_sel quanto l'in-
terruzione richiesta indica che il buﬀer di trasmissione è vuoto. Se ha
ancora byte da trasmettere, prepara il prossimo byte e termina. Se
invece l'ultimo byte da trasmettere è già stato trasferito nel registro
di trasmissione, l'handler deve attendere la ﬁne del suo trasferimento.
Poiché non c'è un'interruzione che indica quando il registro di shift
in trasmissione è vuoto, l'unico modo per veriﬁcare la ﬁne della tra-
smissione è procedere al polling sull'apposito bit di LSR (Line Status
Register). Quando veriﬁca la ﬁne della trasmissione, l'handler avvisa il
sublayer superiore, invocando l'apposita funzione.
void RBRF_handler(void) Handler dell'interruzione RBRF. Gestisce la ri-
cezione dei byte attraverso il meccanismo di interruzione. La funzione
è chiamata dall'handler della porta seriale com_irq_sel quando l'inter-
ruzione richiesta indica che il buﬀer di ricezione è pieno. Come detto in
precedenza, per garantire la massima generalità, l'handler non gestisce
i pacchetti, ma i singoli byte, per cui la funzione non fa altro che av-
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visare il sublayer superiore della ricezione di un nuovo byte, che viene
passato come parametro della funzione di avviso.
void LSR_handler(void) Handler dell'interruzione LSR. Gestisce gli erro-
ri che possono veriﬁcarsi in ricetrasmissione. La funzione è chiamata
dall'handler della porta seriale com_irq_sel quando l'interruzione ri-
chiesta indica che un errore è segnalato nel registro LSR (Line Status
Register). La funzione disabilita le interruzioni ed avvisa dell'errore il
sublayer superiore.
Funzioni esterne
void com_irq_enable(unsigned irq) Abilita l'interruzione irq. È possi-
bile speciﬁcare una sola interruzione o tutte e tre le interruzioni inte-
ressanti sfruttando la macro predeﬁnita ALL_IRQ. Prima di modiﬁcare
le impostazioni, la funzione cancella eventuali richieste di interruzione
pendenti.
void com_irq_disable(unsigned irq) Disabilita l'interruzione irq. È pos-
sibile speciﬁcare una sola interruzione o tutte e tre le interruzioni inte-
ressanti sfruttando la macro predeﬁnita ALL_IRQ. Prima di modiﬁcare
le impostazioni, la funzione cancella eventuali richieste di interruzione
pendenti.
void com_end(void) Sfruttando la funzione com_close del Register Access
Sublayer, chiude la porta seriale. L'indice della porta seriale da chiude-
re è memorizzato in un'apposita variabile all'atto dell'apertura. Oltre
alla chiamata della funzione equivalente del Register Access Sublayer,
disabilita le interruzioni ed elimina eventuali richieste pendenti.
int com_init(unsigned port, DWORD speed,
BYTE parity, BYTE len, BYTE stop) Apre la porta seriale port Sfrut-
tando la funzione com_open del Register Access Sublayer. Oltre al-
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la chiamata della funzione equivalente del Register Access Sublayer
(com_open), la funzione installa l'handler di interruzioni e disabilita le
interruzioni.
void com_result(void (*confirm)(BYTE msg_status),
void (*indication)(BYTE data)) Imposta le funzioni che l'IRQ Su-
blayer invoca per avvisare di una ricezione o della ﬁne di una trasmissio-
ne, utilizzando i parametri. Imposta inoltre la funzione com_send_msg
come funzione per la richiesta di invio.
void com_send_msg(BYTE len, BYTE *m) Inizializza l'interfaccia per l'in-
vio di un pacchetto di lunghezza len memorizzato a partire dall'indi-
rizzo m. La funzione memorizza in apposite variabili le informazioni
relative al pacchetto da inviare, scrive il primo byte nel registro di
trasmissione della porta ed abilita le interruzioni.
5.5.3 IR Sublayer
I servizi oﬀerti dall'IRQ Sublayer sono generici, non riferiti ad un particolare
tipo di interfaccia seriale. L'IR Sublayer, implementato nei ﬁle IR_layer.h
e IR_layer.c, specializza tali servizi adattandoli all'interfaccia infrarossa
necessaria per implementare il Data Link Layer su S.Ha.R.K., ed oﬀrendo
dunque ai layer superiori tutti i servizi richiesti, in particolare le funzioni
request, conﬁrm e indication.
La struttura è ovviamente simile al driver seriale che implementa il Data
Link Layer per E.R.I.K.A., ma ci sono sensibili diﬀerenze in particolare per
quanto riguarda l'interazione con l'hardware e l'implementazione dei mecca-
nismi di timeout. L'interazione con l'hardware, che nel caso di E.R.I.K.A.
era interamente realizzata all'interno del driver, in questo caso è chiaramen-
te delegata ai sublayer inferiori. Per quanto riguarda invece i meccanismi di
timeout, mentre in E.R.I.K.A. era prevista l'invocazione periodica di una fun-
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zione dedicata, in questo caso è possibile sfruttare un meccanismo equivalente
al meccanismo degli allarmi descritto in 5.4.2.1. Tramite questo meccanismo
il sistema può gestire una serie di eventi temporali precedentemente memoriz-
zati. Alla chiamata della funzione kern_event_post, il sistema memorizza
un evento, al quale sono associate una scadenza temporale assoluta, una fun-
zione da invocare alla scadenza ed il parametro da passare alla funzione stessa
(tutti i dati sono passati come parametri della funzione kern_event_post).
La funzione restituisce l'identiﬁcativo numerico dell'evento memorizzato. Al-
la scadenza la funzione memorizzata è invocata con il proprio parametro
ed estratta dalla coda degli eventi. È altresì possibile cancellare l'evento
prima della scadenza attraverso la funzione kern_event_delete, il cui uni-
co parametro è l'identiﬁcativo numerico dell'evento da cancellare. È chiaro
che il meccanismo è perfetto per la gestione dei timeout, ed è stato dunque
utilizzato.
Un'ultima funzionalità oﬀerta dall'IR Sublayer riguarda un problema di
cui si è parlato in 4.2.2. Come detto, la Tower si spegne dopo un paio di
secondi dall'ultima trasmissione, indipendentemente da eventuali ricezioni in
corso o comunque successive all'ultima trasmissione. Per evitare tale compor-
tamento, problematico in caso la ricezione sia abilitata, si è scelto di delegare
ad un apposito task il compito di eﬀettuare, a cadenza prestabilita, la scrittu-
ra di un byte nel registro di trasmissione dell'interfaccia seriale. Ovviamente
la scrittura va eﬀettuata solo se l'interfaccia è inattiva (ossia non ci sono
ricetrasmissioni in corso) e la ricezione è abilitata. In queste condizioni il ta-
sk non inﬂuisce negativamente sul comportamento complessivo del sistema,
infatti non disturba la comunicazione ed ha un codice estremamente ridotto,
che quindi non rischia di provocare sovraccarico.
5.5.3.1 Descrizione delle funzioni
Di seguito vengono elencate le funzioni contenute nei due ﬁle che compongono
il sublayer, con una breve descrizione dei parametri e del loro comportamento.
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Funzioni interne
void IR_RX_handler(BYTE b) Gestisce la ricezione dei byte che l'IRQ Su-
blayer inoltra all'IR Sublayer. Questo handler è impostato come funzio-
ne di avviso di ricezione per l'IRQ Sublayer, e da esso viene invocato ad
ogni byte ricevuto. Implementa sostanzialmente una macchina a stati
basata sui byte del pacchetto ricevuti, veriﬁcando che il byte ricevuto
sia quello atteso, e gestendolo in base alle esigenze. In base al tipo di
pacchetto ricevuto, ed alle impostazioni, l'handler segue comportamen-
ti diversi. Supponiamo per ora che la conﬁgurazione preveda l'utilizzo
del MAP. Se il pacchetto ricevuto non è un ACK, l'handler richiede l'in-
vio dell'ACK attraverso la request ; inoltre se un ACK era atteso, non
arriverà più, quindi l'handler considera non andata a buon ﬁne la tra-
smissione precedente ed invoca la conﬁrm con parametro COM_NOACK.
Se invece il pacchetto ricevuto è un ACK, l'handler può invocare la
conﬁrm con parametro COM_OK, se un ACK era atteso, o scartare la ri-
cezione se non era atteso l'ACK. Se invece la conﬁgurazione non prevede
l'utilizzo del MAP, il pacchetto ricevuto sarà sicuramente un pacchetto
singlebyte o multibyte, e l'handler non dovrà inviare alcun ACK, per
cui può invocare la indication con parametri la lunghezza del messaggio
ed un puntatore al messaggio stesso.
void IR_TX_delay_timeout_handler(void *p) Funzione associata al ti-
meout del CFC. Viene invocata dal sistema quando il scatta il timeout
di attesa che il canale diventi libero. Poiché entro il timeout la ri-
chiesta di invio non é stata soddisfatta, viene invocata la conﬁrm con
parametro COM_BUSY.
void IR_TX_delay_handler(void *p) Funzione associata al ritardo in tra-
smissione dopo che il canale è tornato libero. Come già detto nel caso
di E.R.I.K.A., dopo che il canale si è liberato, non è possibile richiedere
immediatamente una nuova trasmissione, per cui la richiesta pendente
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viene ritardata. Per far questo si utilizza nuovamente il meccanismo
degli eventi descritto in precedenza, associando questa funzione ad un
evento.
void timeout_handler(void *p) Funzione associata al timeout del MAP.
Viene invocata dal sistema quando scatta il timeout di attesa del-
l'ACK. Poiché entro il timeout la richiesta di invio non si è conclusa
positivamente, viene invocata la conﬁrm con parametro COM_TIMEOUT.
void IR_confirm(BYTE msg) Questo handler è impostato come funzione di
avviso di ﬁne trasmissione per l'IRQ Sublayer, e da esso viene invo-
cato alla ﬁne dell'invio di un pacchetto. In base alla conﬁgurazione
dell'interfaccia e al tipo di messaggio inviato, l'handler può invocare la
conﬁrm con parametro msg (ossia inoltra il risultato di basso livello
senza alcun tipo di gestione), impostare il timeout di attesa dell'ACK
(se si è inviato un pacchetto singlebyte o multibyte) oppure liberare il
canale e invocare la indication (se si è inviato l'ACK ad un pacchetto
ricevuto in precedenza).
TASK __tower_on__(void) Task di attivazione della Tower. Se abilitato,
a cadenza ﬁssa scrive sull'interfaccia seriale, facendo si che la Tower
rimanga accesa e quindi possa ricevere.
Funzioni esterne
void IR_send_msg(BYTE len, BYTE *m) Veriﬁca che il canale sia libero,
in caso non lo sia si comporta secondo le speciﬁche previste dal CFC
(ossia invoca la conﬁrm con parametro COM_BUSY oppure memorizza i
dati del messaggio per trasmetterlo una volta che il canale si è liberato,
eventualmente impostando il timeout). Se il canale è libero, prepara
l'interfaccia per l'invio di len byte memorizzati a partire dall'indirizzo
m. In sostanza calcola il Checksum e prepara un buﬀer di trasmissione
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in cui memorizza code, len, i byte del messaggio ed il Checksum. Inﬁne
richiede l'invio all'IRQ Sublayer.
void IR_result(void(*confirm)(BYTE msg_status),
void(*indication)(BYTE len, BYTE *data)) Imposta le funzioni che
il Data Link Layer chiama come conﬁrm e indication, usando i para-
metri. Imposta inoltre la funzione IR_send_msg come funzione request.
void IR_init(unsigned port, unsigned ack_request,
struct *busy_Tout) Inizializza l'interfaccia infrarossa sulla porta seriale
port. Oltre ad inizializzare le strutture dei sublayer inferiori sfruttan-
do le funzioni com_init e com_result dell'IRQ Sublayer, la funzione
imposta tutti i valori necessari al funzionamento dell'interfaccia, come
quelli relativi al MAP (il parametro ack_request indica se il protocollo
deve essere utilizzato o meno) e quelli relativi al CFC (in base al valore
di busy_Tout). Inoltre imposta i valori relativi al task di attivazione
della Tower, ed attiva il task stesso. Inﬁne disabilita le interruzioni
dell'interfaccia seriale.
void IR_RX_enable(void) Sfruttando la funzione com_irq_enable dell'IRQ
Sublayer, abilita le interruzioni legate alla ricezione, ossia LSR e RBRF.
Inoltre abilita il task di attivazione della Tower a scrivere sull'interfaccia
seriale.
void IR_RX_disable(void) Sfruttando la funzione com_irq_disable del-
l'IRQ Sublayer, disabilita le interruzioni legate alla ricezione, ossia LSR
e RBRF. Inoltre disabilita il task di attivazione della Tower a scrivere
sull'interfaccia seriale.
void IR_end(void) Sfruttando la funzione com_end dell'IRQ Sublayer, la
funzione chiude l'interfaccia infrarossa.
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5.6 Prestazioni
Nel Capitolo 4 si è già parlato di due problemi di tipo ﬁsico che limita-
no fortemente le prestazioni ottenibili dal sistema. Come detto la presenza
dell'header e dei complementi dei byte porta inevitabilemente ad una resa
inferiore al 50%. Il Data Link Layer riesce teoricamente ad ottenere valori
superiori al 49%, con una resa quindi soddisfacente. La resa calcolata è però
relativa al singolo pacchetto, per cui non rispecchia fedelmente la situazione.
Si deve sottolineare ad esempio che se il bit rate teorico è pari a 2400 bps,
in realtà il numero di bit utili trasmessi è sensibilmente minore, sia per i
problemi ﬁsici già ricordati, sia per il funzionamento reale della porta seriale
(la trama è composta da 11 bit di cui solo 8 utili), sia per il meccanismo
dell'ACK.
In quest'ottica, il rate trasmissivo passa dai 2400 bps a 1745 bps, conside-
rando la trama, scende drasticamente a 857 bps se si considerano solo i byte
di messaggio, e si attesta a 846 bps se si introduce il meccanismo dell'ACK.
Pur non avendo rese eccezionali, però, il Data Link Layer ha un aspetto
indubbiamente positivo dal punto di vista Real-Time: se si sfruttano i mec-
canismi di protezione oﬀerti, in particolare il MAP e il CFC, il layer oﬀre
delle garanzie sui tempi. Chiamiamo ACK_TO e BUSY_TO i timeout re-
lativi a MAP e CFC, DELAY il ritardo tra quando il canale torna libero e
quando la trasmissione viene iniziata, e TX_TIME il tempo di trasmissio-
ne del pacchetto (calcolabile esattamente nota la dimensione del messaggio).
La situazione peggiore si ha quando il canale si libera un istante prima della
scadenza del BUSY_TO. In questa situazione, la trasmissione termina dopo
BUSY_TO + DELAY + TX_TIME. Nel caso peggiore, dunque, in cui il
ricevente non risponde con l'ACK, il sistema sarà avvertito dell'esito della
trasmissione dopo un tempo pari a BUSY_TO + DELAY + TX_TIME +
ACK_TO. La Figura 5.12 riporta quanto detto nell'ipotesi che le funzioni
request e conﬁrm siano istantanee. Questa non è un'ipotesi eccessiva, dato
che di fatto il loro tempo di esecuzione è sicuramente insigniﬁcante rispetto
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ai tempi in gioco, che sono tutti dell'ordine della decina di mS (come detto,
TX_TIME è di circa 40 mS per un messaggio con un solo byte, e chiara-
mente BUSY_TO e ACK_TO sono impostati di conseguenza). È vero che
il tempo calcolato può essere anche molto lungo, a causa della scarsa velocità
della tecnologia, ma è possibile dare una garanzia, e questo è essenziale in
ambito Real-Time.
Figura 5.12: Caso peggiore di ritardo del canale.
Capitolo 6
Interaction Layer
6.1 Il problema
L'interfaccia fornita dal Data Link Layer, che realizza la comunicazione IR e
quindi permette la connessione tra le entità, è estremamente semplice, soprat-
tutto dal punto di vista dell'utilizzo, essendo composta da sole tre funzioni
di controllo. La sua estrema semplicità, però, ne limita molto le possibilità
di utilizzo. Si nota ad esempio che non c'è modo, per un'applicazione che
si trovi su di una entità 1(il PC o un RCX), di richiedere la trasmissione di
dati residenti su un'altra entità. C'è ovviamente la possibilità di integrare
direttamente nell'applicazione tutta la gestione al riguardo, ma questo com-
porta delle complicazioni per il programmatore, e si perde il vantaggio della
modularità. È diﬃcile pensare di sfruttare il canale di comunicazione se non
per l'invio di brevi comandi o per pochi dati interni alle entità, a meno che
non sia l'applicazione stessa a gestire interamente la comunicazione.
Si pensi ad esempio di voler realizzare un sistema di monitoraggio ambien-
tale composto da numerose entità2, per il quale è chiaramente indispensabile
1Si intende per entità uno degli elementiche partecipano alla comunicazione, ossia o un
RCX con installato E.R.I.K.A., o un PC con S.Ha.R.K. e la IR Tower collegata alla porta
seriale.
2Nell'esempio si suppone che il Physical Layer permetta la comunicazione multipoint,
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un'entità centrale che raccolga e gestisca i dati raccolti dalle altre entità, det-
te entità periferiche. I dati da monitorare sono ovviamente di varia natura;
per fare un esempio consideriamo di monitorare temperatura e umidità. È
possibile pensare di sfruttare il canale per inviare in continuazione tutti i
dati relativi sia alla temperatura che all'umidità, ed implementare dunque
sulle entità periferiche un'applicazione che invii in continuazione tutti i dati
al riguardo. Con questa soluzione, la trasmissione sul canale però risulta
appesantita. Altra possibilità sarebbe di far si che l'entità centrale richieda
di volta in volta se è interessata alla temperatura o all'umidità. Sfruttando
solo il Data Link Layer, l'unica possibilità è di implementare tutta la ge-
stione nell'applicazione. Questo approccio, oltre alla maggiore complessità
programmativa dell'applicazione, ha il grosso difetto di essere diﬃcilmente
modiﬁcabile: l'aggiunta di una nuova grandezza da monitorare comporta
sostanziali modiﬁche dell'applicazione sia sull'entità centrale (ma questo è
chiaramente inevitabile) sia sulle entità periferiche (cosa invece da evitare
per quanto possibile).
Un'altro aspetto da mettere in evidenza è il fatto che il canale di comuni-
cazione fornito dal Data Link Layer vede i dati sempre costituiti da variabili
lunghe un byte. Ossia non implementa alcun controllo né sull'invio né sulla
ricezione di variabili, ad esempio, di tipo word. Come al solito si potrebbe
implementare la gestione direttamente nell'applicazione, con complicazioni
per il programmatore, mentre una gestione automatica del problema sarebbe
decisamente utile.
6.2 La soluzione
L'Interaction Layer nasce per permettere un tipo di gestione dei dati più ﬂes-
sibile, sempliﬁcando allo stesso tempo l'applicazione. Grazie a questo livello,
e con raggio d'azione superiore a quello attuale, che è di poche decine di centimetri, un
metro al massimo.
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lo spazio delle variabili disponibili a ciascuna entità viene concettualmente
diviso in due parti. Da una parte abbiamo le classiche variabili private del-
l'entità, mentre dall'altro abbiamo le variabili condivise, che vengono viste
come un piccolo database distribuito. Attraverso la conﬁgurazione iniziale è
possibile impostare in ogni entità quali sono le variabili condivise, e sfrut-
tando le funzioni di interfaccia l'entità può richiedere i valori delle variabili
stesse sia una tantum sia con cadenza periodica. Sempre attraverso le fun-
zioni di interfaccia, un'entità può decidere autonomamente di inviare ad un
altra entità i valori delle proprie variabili senza che questa ne abbia fatto
esplicita richiesta.
Altro aspetto delegato all'Interaction Layer è la gestione di variabili più
lunghe di un byte. Sempre attraverso la conﬁgurazione iniziale è possibile
speciﬁcare la lunghezza delle variabili, lasciando alle funzioni di interfaccia
il compito di tradurre la visione dell'applicazione (che vede variabili) nella
visione del Data Link Layer (che invece vede byte), e viceversa.
6.3 Interfaccia
Come nel caso del Data Link Layer, l'interfaccia oﬀerta dall'Interaction Layer
è composta da due tipi di funzioni: funzioni di conﬁgurazione e funzioni di
controllo. Va detto che la conﬁgurabilità di questo layer è estremamente più
avanzata di quella del Data Link Layer, potendo sfruttare, oltre alle funzioni
di conﬁgurazione, un intero ﬁle di conﬁgurazione (Sezione 6.7). L'interfaccia
del layer è mostrata in Figura 6.1.
Le funzioni di conﬁgurazione previste sono elencate di seguito:
• init - inizializza l'interfaccia di comunicazione;
• end - chiude l'interfaccia di comunicazione;
• set_conﬁrm - imposta la funzione che l'Interaction Layer invoca come
conﬁrm, ed i casi in cui questa deve essere invocata;
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Figura 6.1: Interfaccia dell'Interaction Layer
• set_indication - imposta la funzione che l'Interaction Layer invoca
come indication;
• RX_enable - abilita la ricezione;
• RX_disable - disabilita la ricezione.
L'interazione tra due entità avviene semplicemente sfruttando le quattro
funzioni di controllo che il layer oﬀre:
• get - permette di richiedere l'invio del valore di una variabile da parte
dell'entità proprietaria della variabile stessa. I parametri permettono
di speciﬁcare se l'invio è richiesto in modalità singola o periodica; si
noti che ogni richiesta di get annulla le eventuali richieste precedenti
non ancora concluse, ed in particolare annulla eventuali get periodiche
in corso.
• put - permette l'invio di una variabile da parte dell'entità proprietaria
della variabile stessa. I parametri permettono di speciﬁcare se l'invio
deve essere singolo o periodico; si noti che solo un invio per volta può
essere gestito, ed ogni nuova richiesta annulla la precedente;
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• conﬁrm - viene sollevata alla ﬁne di un invio, sia esso l'invio di una get
o di una put (in base alla conﬁgurazione, ovviamente) 3;
• indication - viene sollevata alla ﬁne di una ricezione, anche in questo
caso indipendemente dal tipo di ricezione (get o put, ma anche in questo
caso in base alla conﬁgurazione).
Ipotesi: risposta automatica alla single get ; conﬁrm di basso
livello non propagata; indication di basso livello propagata in
caso di pacchetti di put.
Figura 6.2: Interazione tra entità attraverso l'IL: single get.
Esempi di interazione sono mostrati in Figura 6.2, Figura 6.3 e Figura 6.4. Si
noti che non viene mostrato il comportamento speciﬁco del Data Link Layer,
3Si noti che sia l'Interaction Layer sia il Data Link Layer prevedono due funzioni di
interfaccia chiamate conﬁrm e indication. A complicare le cose nell'implementazione la
conﬁrm dell'Interaction Layer è chiamata all'interno della conﬁrm del Data Link Layer.
Per evitare ambiguità sarà sempre speciﬁcato quando si tratta delle funzioni del Data Link
Layer, chiamate anche funzioni di basso livello. In caso non sia speciﬁcato si consideri
sempre che siano le funzioni dell'Interaction Layer.
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Ipotesi: risposta automatica alla single get, conﬁrm di basso
livello non propagata, indication di basso livello propagata in
caso di pacchetti di put.
Figura 6.3: Interazione tra entità attraverso l'IL: periodic get.
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Ipotesi: conﬁrm di basso livello non propagata, indication di
basso livello propagata in caso di pacchetti di put.
Figura 6.4: Interazione tra entità attraverso l'IL: put.
CAPITOLO 6. INTERACTION LAYER 102
in quanto a questo livello non interessa. Va detto però che le impostazioni
attuali prevedono che l'Interaction Layer sfrutti tutte le potenzialità oﬀerte
dal Data Link Layer; in particolare è previsto l'utilizzo del MAP e del CFC,
senza possibilità di conﬁgurazione in tal senso (almeno nell'implementazione
attuale).
6.4 Caratteristiche
Come detto lo scopo principale dell'Interaction Layer è quello di mostrare
all'applicazione una serie di variabili condivise, che ogni applicazione può
sfruttare facendone richiesta all'applicazione proprietaria (e sottostando a
quelle che sono le regole che l'applicazione proprietaria impone). Si inten-
de per applicazione proprietaria quella nel cui spazio di memoria si trova la
variabile originale. È ovvio infatti che ogni unità che voglia sfruttare la va-
riabile avrà uno spazio di memoria ad essa dedicato, ma solo un'applicazione
ha il possesso della variabile originale, e questo possesso è ben deﬁnito in fase
di conﬁgurazione dell'Interaction Layer.
Questa visione è garantita attraverso due aspetti. Da una parte l'Interac-
tion Layer fornisce un livello di astrazione superiore a quello oﬀerto dal Data
Link Layer, che fa si che l'applicazione consideri i messaggi composti non
da byte ma da variabili, indipendentemente dalla loro lunghezza (l'attuale
implementazione oﬀre il supporto per variabili di tipo byte o word). Sottoli-
neando che non sarebbe diﬃcile espandere il sistema a variabili più lunghe,
si giustiﬁca la scelta con la considerazione che per le tipiche applicazioni di
controllo (per le quali il sistema di comunicazione è pensato) è altamente
improbabile il trasferimento di variabili più lunghe di 2 byte.
L'altro aspetto è quello di far si che l'applicazione attraverso le funzioni
di interfaccia possa condividere le variabili con applicazioni residenti su altre
entità. L'applicazione in particolare può:
• richiedere i valori di variabili remote;
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• inviare i valori di variabili locali.
Da mettere in evidenza che ovviamente il numero di variabili condivise va
limitato, in quanto la capacità del canale è estremamente limitata. Questo
aspetto è di fondamentale importanza, ed ha spinto ad alcune scelte imple-
mentative importanti. Si nota intanto che solo una variabile per volta può
essere monitorata (ossia può essere trasmessa con una certa frequenza al-
l'entità che ne abbia fatto richiesta attraverso una get periodica). Questa
scelta è dettata dal fatto che la gestione di più variabili, con più frequenze
diverse diventa estremamente complicata, mentre sappiamo che la potenza
di calcolo, soprattutto sui dispositivi RCX, è limitata. Inoltre più frequen-
ze diverse fanno si che i tempi diventino assolutamente imprevedibili, con
intervalli variabili tra un invio e l'altro.
Un'altra scelta importante è stata quella di non gestire né l'invio né la
ricezione attraverso una coda. In entrambi i casi questa scelta è legata al
fatto che se il sistema è pensato per applicazioni di controllo, è solo l'ultimo
valore ad essere interessante. Poiché la visione che l'Interaction Layer oﬀre è
quella di una serie di variabili condivise, è il valore attuale quello importante,
e non i valori assunti in precedenza, per cui dalla parte del trasmettitore il
layer invia solo il valore attuale della variabile richiesta, senza alcun tipo di
accodamento. Dalla parte del ricevitore, invece, non c'è bisogno di una coda
in quanto l'Interaction Layer avverte l'applicazione dell'arrivo di un nuovo
dato, ed è l'applicazione stessa, in caso di necessità, a memorizzare in una
propria coda il dato ricevuto.
La mancanza di un meccanismo di accodamento, però, ha portato anche
ad una limitazione sulle frequenze di monitoraggio. Poiché infatti non è pre-
visto accodamento, non si possono accettare frequenze maggiori del massimo
sostenibile dai livelli inferiori. Per fare un esempio, se si considera che un
messaggio sia trasmesso in 50 ms, ed è previsto l'utilizzo del protocollo MAP
(quindi si attendono ulteriori 40 ms per l'ACK), non sarà possibile eﬀettua-
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re una nuova trasmissione prima di 90 ms, per cui non saranno accettate
frequenze superiori a questo limite.
Si mette in evidenza, inﬁne, che nonostante i layer inferiori, e soprattutto
il Physical Layer, abbiano spinto ad impostare il sistema per una comuni-
cazione di tipo one-to-one, l'Interaction Layer sarà trattato il più possibile
come se fosse prevista anche la comunicazione multipoint. Questo perché
al momento della progettazione e realizzazione del layer, era già chiara la
necessità di una futura espansione del sistema in modo da permettere la co-
municazione multipoint, per cui il layer è stato progettato il più possibile
in maniera generale. Va detto che di fatto è attualmente in corso d'opera
un'espansione che, oltre a migliorare le rese del sistema, porti alla possibilità
di comunicare tra più di due entità. Tale espansione è descritta nella Sezione
7.4.1.2.
6.4.1 Struttura dei pacchetti
Quando l'Interaction Layer deve richiedere una trasmissione al Data Link
Layer, deve per prima cosa preparare il proprio pacchetto; questo sarà trat-
tato dal Data Link Layer (ad esempio con l'aggiunta dei complementi dei
byte, Sezione 5.3.1), ed inserito all'interno del corpo del suo pacchetto. Il
pacchetto dell'Interaction Layer prevede un header composto da tre bytes
e un corpo composto al più da due bytes, che a seconda del pacchetto può
anche essere assente (Figura 6.5).
L'header prevede tre bytes. Il secondo byte contiene il tipo del pacchetto
(get singola, get periodica o put), ed il terzo byte contiene l'identiﬁcativo
della variabile a cui si fa riferimento.
Una parola in più va spesa sul primo byte. Esso contiene entrambi gli
identiﬁcativi delle due entità coinvolte nella comunicazione, per la precisione i
primi quattro bit indicano il sender e gli ultimi quattro bit indicano il receiver.
Si nota che l'identiﬁcativo è sostanzialmente inutile dato che si è scelto di
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Figura 6.5: Struttura dei pacchetti dell'Interaction Layer
implementare una comunicazione di tipo one-to-one, ma nella Sezione 6.1 si
è già data giustiﬁcazione della loro presenza4.
Per quanto riguarda il corpo del pacchetto, ci sono quattro possibilità:
• single get : il corpo del pacchetto è vuoto, non c'è bisogno di nessun
dato aggiuntivo per poter eseguire la richiesta;
• periodic get : il corpo del pacchetto contiene l'informazione aggiuntiva
sulla frequenza richiesta in invio; poiché la frequenza é memorizza-
ta in una word, il corpo del pacchetto è composto da due byte che
memorizzano l'informazione senza modiﬁcare l'ordine dei byte;
• 2-bytes variable put : la variabile di cui si vuole inviare il valore è di tipo
word; il corpo del pacchetto dunque contiene il valore della variabile
richiesta, memorizzato su due byte con la stessa ﬁlosoﬁa descritta in
precedenza;
4Si potrebbe dire che la loro presenza è per scopi futuri: è legata essenzialmente
al fatto che nel futuro è previsto comunque di cercare una soluzione migliore che per-
metta una comunicazione multipoint, per cui gli identiﬁcativi diverranno necessari. Uno
studio al riguardo è già in corso d'opera, il che giustiﬁca la presenza degli identiﬁcativi
nell'implementazione attuale.
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• 1-byte variable put : la variabile di cui si vuole inviare il valore è lunga
un byte; il corpo del pacchetto dunque contiene il valore della variabile
richiesta, senza necessità di modiﬁche.
6.5 Divisione logica
Da un punto di vista logico, l'Interaction Layer è suddiviso in due Sublayer
distinti, il General Interaction Sublayer e il System Abstraction Sublayer.
Scopo del Generic Interaction Sublayer (GIS), è quello di fornire tutti
quegli aspetti legati all'Interaction Layer che non dipendono dal particolare
sistema operativo di supporto. Esporta quindi l'interfaccia del layer verso le
applicazioni.
Il System Abstraction Sublayer (SAS), invece, è responsabile degli aspetti
intrinsecamente legati al singolo sistema di supporto.
In Figura 6.6 è mostrata la suddivisione dell'Interaction Layer.
Figura 6.6: Suddivisione logica dell'Interaction Layer
Il vantaggio maggiore che questo approccio oﬀre è quello di rendere il si-
stema più portabile. Infatti è chiaro che mentre è necessario un SAS per ogni
sistema, il GIS rimarrà lo stesso. Nel caso speciﬁco in esame, ad esempio, è
stato necessario implementare un SAS orientato ad E.R.I.K.A. ed uno orien-
tato a S.Ha.R.K., ma nessuna modiﬁca è stata necessaria, tra i due sistemi,
per quanto riguarda il GIS.
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6.6 Divisione ﬁsica
Mentre la divisione logica prevede due livelli, dal punto di vista ﬁsico l'Inte-
raction Layer è suddiviso in quattro moduli (Figura 6.7), ognuno dei quali
con uno scopo ben preciso.
Figura 6.7: Suddivisione ﬁsica dell'Interaction Layer
Il modulo di più alto livello, composto dai ﬁle IL_layer.c e IL_layer.h,
è chiamato IL_layer. Al suo interno sono implementate tutte le funzioni
generali dell'Interaction Layer, ossia quelle che fanno parte del GIS.
Al secondo livello si trova il modulo di conﬁgurazione dell'Interaction
Layer, chiamato IL_layer_conf. Il modulo è composto da due ﬁle: il ﬁle
IL_layer_conf.h, che contiene la deﬁnizione del numero di variabili condi-
vise e l'identitiﬁcativo del nodo, ed il ﬁle IL_layer_conf.c, nel quale sono
deﬁnite le strutture dati necessarie alla conﬁgurazione, che saranno analizzate
nella Sezione 6.7.
Il terzo modulo è strettamente legato al sistema di supporto, ed è quindi
realizzato attraverso due moduli paralleli distinti, uno per S.Ha.R.K. (chia-
mato IL_layer_shark) ed uno per E.R.I.K.A. (chiamato IL_layer_erika).
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Entrambi i moduli sono implementati in due ﬁle (i cui nomi sono rispetti-
vamente IL_layer_shark.h e IL_layer_shark.c, per il sistema S.Ha.R.K.,
e IL_layer_erika.h e IL_layer_erika.h per il sistema E.R.I.K.A.), ed
hanno lo scopo di fornire le funzioni legate al sistema di supporto, sostan-
zialmente quelle del SAS.
All'ultimo livello si trova il modulo IL_layer_def, composto dal solo ﬁle
IL_layer_def.h, il cui unico compito è quello di fornire a tutti i moduli
superiori una serie di costanti e deﬁnizioni necessarie al loro funzionamento.
Complessivamente si può dire che il GIS è formato dai moduli IL_layer,
IL_layer_conf e IL_layer_def, mentre il SAS è composto da IL_layer_sys
(dove sys indica uno dei due sistemi) e da IL_layer_def. Si noti che il modulo
IL_layer_def fa parte di entrambi i Sublayer in quanto, come detto, fornisce
una lunga serie di costanti e deﬁnizioni che sono necessarie in entrambi i
Sublayer.
6.7 Conﬁgurazione
Uno dei punti di forza dell'Interaction Layer è l'alta conﬁgurabilità. È pos-
sibile impostare ogni aspetto della gestione delle variabili condivise, dal loro
numero al comportamento che il layer deve seguire quando riceve richie-
ste riguardanti le singole variabili. La conﬁgurazione è eﬀettuata in fase di
compilazione e inizializzazione del sistema, attraverso:
• la deﬁnizione di alcune strutture dati e alcune costanti, tutte contenute
nel modulo IL_layer_conf;
• l'impostazione delle funzioni conﬁrm e indication chiamate dall'Interac-
tion Layer; in particolare per la funzione conﬁrm è possibile impostare
quali messaggi della conﬁrm chiamata dal Data Link Layer devono
essere propagati verso l'alto ﬁno all'applicazione (in questo senso la
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indication dell'Interaction Layer è conﬁgurata attraverso le strutture
dati).
6.7.1 Modulo di conﬁgurazione
Gran parte della conﬁgurazione dell'Interaction Layer è fatta attraverso il
modulo IL_layer_conf. Il ﬁle IL_layer_conf.h contiene le deﬁnizioni di
due grandezze utili in fase di esecuzione, ossia il numero totale di variabili
condivise, ed un identiﬁcativo dell'entità a cui è destinato il modulo; contiene
inoltre la deﬁnizione di ONE_BYTE e TWO_BYTES, due tipi di dati sfruttati per
generalizzare il GIS di cui si parlerà nella Sezione 6.8. L'identiﬁcativo è ne-
cessario per capire, in base alla locazione delle variabili, quando una richiesta
deve essere inoltrata ad un'altra entità attraverso il canale di comunicazione,
e quando invece la variabile richiesta è interna e quindi c'è stato un errore
(in quanto non è previsto che un nodo acceda alle proprie variabili condivise
attraverso l'Interaction Layer).
Nel ﬁle IL_layer_conf.c sono contenute invece tre strutture dati che
descrivono le variabili ed il comportamento che il layer deve tenere in fase di
gestione. Vengono indicati in particolare l'entità proprietaria della variabile,
l'indirizzo interno all'entità, le sue dimensioni ed il tipo di gestione previsto.
Locazione All'interno della struttura dati IL_loc, sono contenute le infor-
mazioni relative alla locazione delle variabili all'interno del sistema. Per ogni
variabile sono fornite due informazioni: l'entità proprietaria, a cui le altre
entità dovranno rivolgersi per ottenere il valore della variabile, e la dimen-
sione in byte della variabile stessa. Queste sono informazioni di alto livello
relative alle variabili, che ogni entità del sistema deve conoscere. Si nota
che l'informazione relativa alle dimensioni sembrerebbe fuori luogo in questa
posizione; sembrerebbe più corretto memorizzare tale informazione insieme
all'indirizzo. La scelta di memorizzare qui tale informazione è dovuta a due
fattori:
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• si minimizza lo spreco di memoria; infatti entrambe le informazioni
sono da un byte, per cui l'allineamento porta al limite allo spreco di 2
byte ﬁnali (nel caso che il numero di variabili da condividere, e quindi
il numero di entrate nella struttura dati, sia dispari);
• è possibile eliminare dalla singola entità le entrate della struttura dati
relativa all'indirizzo che non riguardano variabili interne; tutte le entità
hanno bisogno dell'informazione di lunghezza, se questa fosse memo-
rizzata insieme all'indirizzo ogni entrata della struttura dati relativa
sarebbe necessaria, mentre in questo modo si può risparmiare memoria
in fase di memorizzazione dell'indirizzo.
Indirizzo La struttura dati IL_addr è sostanzialmente un array che con-
tiene, per ogni variabile, l'indirizzo di memoria in cui questa è reperibile.
Questo è l'unico modo per identiﬁcare le variabili che sono da considerarsi
condivise. È chiaro che per ogni entità solo gli indirizzi delle proprie varia-
bili sono signiﬁcativi, mentre gli altri non hanno signiﬁcato. Questo signiﬁca
che ogni entità ha bisogno solo dei propri indirizzi, mentre potrebbe rispar-
miare memoria eliminando le informazioni relative alle variabili appartenenti
agli altri nodi. Come già spiegato in precedenza questo è uno dei motivi
per cui l'informazione sulla lunghezza delle variabili non è memorizzata qui
ma nella struttura IL_loc. Nonostante questo, di fatto ogni entità mantiene
memorizzato in memoria l'intero array. Questo per due motivazioni pratiche:
• lo spreco di memoria è eﬀettivamente contenuto, si parla di 4 byte
per ogni variabile esterna, e considerando che comunque le variabili
condivise saranno sempre in numero abbastanza ridotto, il totale di
memoria sprecata è di poche decine di byte per ogni entitè, troppo
poco perché valga la pena di occuparsi del problema, almeno nel caso
in esame;
• per gestire il problema andrebbe implementato un sistema di puntatori
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che associ l'indirizzo alla variabile (mentre nel caso precedente l'asso-
ciazione è fatta direttamente sfruttando la posizione all'interno delle
strutture dati, quindi senza informazioni aggiuntive); questo sistema
di puntatori andrebbe nuovamente ad occupare memoria, riducendo
ancora la diﬀerenza di memoria tra le due implementazioni.
Gestione È possibile, in fase di compilazione, decidere come deve esse-
re gestita ogni variabile condivisa. Le informazioni per ogni variabile sono
contenute nella struttura IL_flag. Si tratta in pratica di un array che con-
tiene un byte per ogni variabile, inizializzato attraverso una serie di costanti
predeﬁnite. La conﬁgurazione si occupa di due aspetti:
• risposte a richieste di get : attraverso la conﬁgurazione si può decidere
se l'Interaction Layer si deve occupare personalmente delle risposte alle
richieste oppure se deve lasciare che l'applicazione decida come vuole
gestire le risposte;
• indication: si può decidere quali messaggi (get singolo e periodico,
put) devono essere comunicati all'applicazione, ossia in quali casi l'In-
teraction Layer deve sollevare la indication e in quali casi invece non
deve.
Le costanti predeﬁnite previste per la conﬁgurazione sono elencate in Ta-
bella 6.1. Si noti che la costante IL_INDICATION_ALL è l'unione delle tre
costanti IL_GET_ONCE, IL_GET_PER e IL_PUT, e che la costante IL_AUTO_ALL
è l'unione delle due costanti IL_AUTO_GET_ONCE e IL_AUTO_GET_PER.
6.7.2 Impostazione delle funzioni
Sfruttando anche a questo livello la tecnica già vista nel Data Link Layer,
si è deciso di invocare le funzioni conﬁrm e indication dell'Interaction Layer
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Costante Signiﬁcato
IL_GET_ONCE Solleva la indication alla ricezione di una get singola
IL_GET_PER Solleva la indication alla ricezione di una get periodica
IL_PUT Solleva la indication alla ricezione di una put
IL_INDICATION_ALL Solleva la indication per qualsiasi ricezione
IL_AUTO_GET_ONCE Risponde alla ricezione di una get singola
IL_AUTO_GET_PER Risponde alla ricezione di una get periodica
IL_AUTO_ALL Risponde alla ricezione di qualsiasi get
Tabella 6.1: Costanti di conﬁgurazione di IL_flag
solo attraverso dei puntatori a funzione. In questo modo è possibile per l'ap-
plicazione impostare le due funzioni secondo le proprie necessità. In partico-
lare l'applicazione può utilizzare le due funzioni di interfaccia set_conﬁrm e
set_indication per impostare le due funzioni. Nel caso speciﬁco della conﬁrm,
la funzione set_conﬁrm ha due parametri: il primo parametro è l'indirizzo
della funzione da chiamare, il secondo parametro indica invece come com-
portarsi alla ricezione delle conﬁrm di basso livello (invocate dal Data Link
Layer). Per quanto riguarda il secondo parametro è possibile speciﬁcare,
per ogni messaggio che l'Interaction Layer può ricevere dal Data Link Layer
attraverso la conﬁrm di basso livello, se l'Interaction Layer deve propaga-
re o meno il messaggio ﬁno all'applicazione. I valori previsti per il secondo
parametro sono elencati in tab. 6.2.
6.8 Generic Interaction Sublayer (GIS)
Il GIS implementa le funzioni generiche dell'Interaction Layer, la cui imple-
mentazione può essere svincolata dal particolare sistema di supporto. Tutte
le funzioni di interfaccia dell'Interaction Layer sono contenute all'interno del
GIS, con tre eccezioni, ossia le funzioni di abilitazione, disabilitazione e parte
dell'inizializzazione dell'interfaccia.
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Costante Messaggi ﬁltrati verso l'alto (tab. 5.2)
IL_FILTER_OK OK
IL_FILTER_ERROR ERROR
IL_FILTER_BUSY BUSY
IL_FILTER_NOACK NOACK
IL_FILTER_TIMEOUT TIMEOUT
IL_FILTER_CONFIRM_ALL Tutti
IL_FILTER_CONFIRM_ALL_ERRORS ERROR, BUSY, NOACK, TIMEOUT
IL_FILTER_NONE Nessuno
Tabella 6.2: Costanti di conﬁgurazione della conﬁm
Per rendere possibile la generalità, si è pensato di sfruttare due tipi di dati
generici, ONE_BYTE e TWO_BYTES, che rappresentano rispettivamente variabili
da un byte e da due bytes, che saranno poi deﬁniti nel SAS secondo le
necessità del sistema di supporto.
6.8.1 Descrizione delle funzioni
Di seguito si elencano le intestazioni delle funzioni con una breve descrizione
del loro comportamento e dei loro parametri.
Funzioni interne
void save_msg(ONE_BYTE len, ONE_BYTE *m) Salva in un apposito buﬀer
di ricezione il messaggio ricevuto tramite la put. In particolare memo-
rizza l'identiﬁcativo della variabile inviata ed i len valori della variabile
memorizzati a partire dall'indirizzo m, occupandosi dell'accorpamento
in caso di variabili da due bytes.
void IL_confirm(ONE_BYTE msg) Funzione impostata come conﬁrm del Da-
ta Link Layer. Viene invocata dal Data Link Layer alla ﬁne di ogni
tramissione, e può essere propagata verso l'applicazione (attraverso la
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chiamata della conﬁrm di alto livello) in caso che la conﬁgurazione lo
preveda.
void IL_indication(ONE_BYTE len, ONE_BYTE *m) Funzione impostata co-
me indication del Data Link Layer. Viene invocata dal Data Link Layer
alla ﬁne di ogni ricezione. Si occupa di gestire i messaggi ricevuti in
base al tipo di messaggio e alla conﬁgurazione. In particolare se il
messaggio è una get ed è previsto che l'Interaction Layer risponda au-
tomaticamente, la funzione invoca la put, mentre se il messaggio è una
put la funzione invoca la funzione save_msg, per memorizzare il mes-
saggio ricevuto. Inﬁne, sempre in base alla conﬁgurazione, la funzione
invoca o meno la indication di alto livello per avvertire l'applicazione
della ricezione.
Funzioni esterne
void IL_get(ONE_BYTE index, TWO_BYTES freq) Funzione che implemen-
ta la get. Prepara ed invia la richiesta della variabile con identiﬁcativo
index all'entità che la gestisce, veriﬁcando che la frequenza richiesta
freq sia un valore accettabile. In particolare la frequenza deve essere
nulla (ad indicare una richiesta singola) o superiore ad una certa soglia
minima (impostata per default in base alle velocità raggiugibili con il
sistema di comunicazione). L'identiﬁcativo index pari a 0xFF indica
che l'attuale trasmissione periodica deve essere interrotta.
void IL_put(ONE_BYTE node, ONE_BYTE index,
TWO_BYTES freq) Funzione che implementa la put. Memorizza i valori
relativi all'invio da eﬀettuare, in particolare l'entità node a cui inviare il
valore (o i valori, in caso di richiesta periodica), l'identiﬁcativo della va-
riabile index, e la frequenza di invio freq. Il signiﬁcato di freq e index è
uguale a quello già visto per la funzione IL_get. Se è richiesta l'interru-
zione dell'invio periodico, viene chiamata la funzione reset_request,
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se invece è richiesto un invio, singolo o periodico, viene chiamata la
funzione set_request. Entrambe le funzioni sono implementate nel
SAS.
void IL_set_confirm(
void(*IL_confirm)(ONE_BYTE msg_id),
ONE_BYTE flag)) Imposta la funzione che l'Interaction Layer chiama co-
me conﬁrm di alto livello. Salva inoltre la conﬁgurazione richiesta in
base al parametro IL_flag (Sezione 6.7.2).
void IL_set_indication(
void(*IL_indication)(ONE_BYTE msg_id)) Imposta la funzione che l'In-
teraction Layer chiama come indication di alto livello.
void IL_init(void) Inizializza il canale, in particolare apre il canale in-
frarosso, chiamando la funzione IL_IR_start (implementata nel SAS),
impostando le funzioni IL_confirm e IL_indication come conﬁrm e
indication del Data Link Layer ed abilitando la ricezione.
6.9 System Abstaction Sublayer (SAS)
Al SAS è aﬃdato il compito di implementare alcune funzioni necessarie al
GIS che sono legate al particolare sistema sul quale l'Interaction Layer sta la-
vorando. Abbiamo già accennato al fatto che parte della funzione di inizializ-
zazione dell'interfaccia è realizzata a questo livello, ci riferiamo in particolare
alla funzione IL_IR_init, il cui compito è quello di inizializzare l'interfaccia
infrarossa e il sistema di invio periodico, quale che sia la speciﬁca imple-
mentazione. Il SAS comprende inoltre le funzioni legate all'implementazione
della funzionalità di invio periodico, in particolare le due funzioni che imple-
mentano il set e il reset dell'invio, nonché il particolare metodo adottato per
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implementare la funzionalità Si vedrà che nei due casi il sistema utilizzato
per gestire l'invio periodico e' radicalmente diverso, e questo porta a pro-
fonde diﬀerenze implementative in tutte le funzioni collegate. Altro compito
delegato al SAS è quello di deﬁnire i due tipi di dato ONE_BYTE e TWO_BYTES,
sfruttati per generalizzare l'implementazione del GIS. Inﬁne alcune funzioni
del Data Link Layer necessarie al GIS hanno nomi diversi nei due sistemi
ed hanno quindi la necessità di essere tradotte in maniera diversa nei due
casi. Un esempio sono le due funzioni di interfaccia per l'abilitazione e la
disabilitazione della ricezione. Le chiamate di alto livello devono essere tra-
dotte nelle chiamate delle funzioni corrispondenti del Data Link Layer, ma
a questo livello le funzioni hanno nomi diversi a seconda del sistema. Il SAS
si occupa dunque della traduzione di tali chiamate, sfruttando delle sempli-
ci deﬁnizioni. In Tabella 6.3 sono riportati i nomi delle funzioni utilizzati
dall'Interaction Layer, ed i nomi corrispondenti nei due sistemi.
Nome generico IL S.Ha.R.K. DLL E.R.I.K.A. DLL
RX_enable() IR_RX_enable() ERIKA_IR_receive_enable()
RX_disable() IR_RX_disable() ERIKA_IR_receive_disable()
send_request(...) IR_L_Data.request(...) L_Data.request(...)
IR_set_result(...) IR_result(...) ERIKA_IR_result(...)
IL_end() IR_end() ERIKA_IR_Close()
Tabella 6.3: Nomi generici delle funzioni e corrispondenze nei due sistemi
Da notare che nessuna delle funzioni implementate nel SAS prevede pa-
rametri, in quanto i loro compiti sono semplici, tanto da non richiedere una
speciﬁca funzione a parte rispetto alle funzioni chiamanti; si è scelto di uti-
lizzare delle funzioni per ottenere nel GIS quella generalità che era richiesta
per potersi adattare al sistema di supporto scelto di volta in volta. Si noti
inoltre che per lo stesso motivo, nessuna delle funzioni è esterna, si tratta
solo di funzioni interne utilizzabili dall'Interactioni Layer per implementare
i propri servizi.
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6.9.1 SAS per E.R.I.K.A.
Nel caso di E.R.I.K.A., il sistema per gestire l'invio periodico è lo stesso utiliz-
zato, nel Data Link Layer, per implementare il meccanismo dei timeout (Se-
zione 5.4.2.1): ogni 2 ms il sistema invoca la funzione ERIKA_IR_IL_timer,
la quale tiene memoria del tempo che passa decrementando una variabile, ed
alla giusta frequenza prepara il pacchetto (tra le altre cose si occupa di gestire
le variabili di tipo WORD) e lo invia.
6.9.1.1 Descrizione delle funzioni
Di seguito sono elencate le intestazioni delle funzioni implementate nel SAS
dedicato ad E.R.I.K.A., con un breve commento sul loro funzionamento.
void ERIKA_IR_IL_timer() La funzione, invocata dal sistema ogni 2 ms,
gestisce l'invio. Tiene traccia del tempo che passa, e alla scadenza
del periodo prepara il pacchetto con il valore attuale della variabile di
interesse e richiede l'invio al Data Link Layer. Inﬁne, se ha richiesto
l'invio, reimposta il periodo per il prossimo invio. Se il periodo è nullo
la funzione eﬀettua la trasmissione solo la prima volta.
void set_request() Imposta un valore per il periodo in modo che la fun-
zione ERIKA_IR_IL_timer richieda l'invio la prossima volta che viene
invocata.
void reset_request() Imposta un valore per il periodo in modo che la
funzione ERIKA_IR_IL_timer non richieda l'invio la prossima volta che
viene invocata, e quindi non reimposti il periodo. Di fatto disabilita
l'eventuale invio periodico.
void IL_IR_init() Deve solo inizializzare l'interfaccia infrarossa, invocando
la funzione ERIKA_IR_start del Data Link Layer.
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6.9.2 SAS per S.Ha.R.K.
Per quanto riguarda S.Ha.R.K., la maggiore potenza del sistema ha permes-
so di sfruttare un altro meccanismo: alla funzionalità di invio periodico è
associato un task aperiodico attivato attraverso il meccanismo degli even-
ti già descritto nella Sezione 5.5.3. Il comportamento del task è comunque
lo stesso descritto per la funzione ERIKA_IR_IL_timer sfruttata nel SAS
per E.R.I.K.A., ossia il task si occupa di preparare il pacchetto, gestendo
eventuali variabili di tipo word, e richiede l'invio al Data Link Layer.
6.9.2.1 Descrizione delle funzioni
Di seguito sono elencate le intestazioni delle funzioni implementate nel SAS
dedicato a S.Ha.R.K., con un breve commento sul loro funzionamento.
TASK IL_task() Task aperiodico che gestisce l'invio. Prepara il pacchetto
con il valore attuale della variabile di interesse e richiede l'invio al Data
Link Layer. Inﬁne, se la richiesta è di tipo periodico, imposta un evento
che alla ﬁne del successivo periodo invoca la funzione set_request.
void set_request() Attiva il task di invio periodico.
void reset_request() Cancella l'evento di sistema che invoca la funzione
set_request. Di fatto poiché il task non verrà più attivato (ﬁno a una
successiva richiesta), la funzione disabilita l'invio periodico.
void IL_IR_init() Deﬁnisce tutte le grandezze relative al task di invio pe-
riodico, creandolo. Inoltre inizializza l'interfaccia infrarossa, invocando
la funzione IR_init del Data Link Layer.
Capitolo 7
Test e ottimizzazioni
Durante l'implementazione del Protocol Stack sono stati condotti numerosi
test per veriﬁcare le funzionalità del sistema di comunicazione. Oltre ad una
serie di test minori, sono stati portati avanti alcuni test più signiﬁcativi il cui
scopo era di mettere in luce gli aspetti fondamentali di quanto prodotto, e
validare le ipotesi fatte durante la progettazione.
7.1 Test generici
Tra i numerosi test generici eﬀettuati durante l'implementazione, si vogliono
ricordare in maniera particolare alcuni test volti a cercare di migliorare le
funzionalità del Physical Layer. Purtroppo i test svolti ﬁnora in tal senso
non danno buoni risultati. Da quanto osservato infatti si può aﬀermare che:
• non sembra possibile eliminare i 3 byte di header aggiunti in ogni
pacchetto per portare a regime i componenti; la comunicazione diven-
ta estremamente frammentaria, in quanto l'inizio della trasmissione è
spesso mal ricevuto , portando in molti casi all'errore l'interfaccia di
ricezione;
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• non sembra possibile aumentare la velocità da 2400 bps a 4800 bps;
anche in questo caso la comunicazione è praticamente assente.
Nulla è stato ancora tentato nell'ottica di eliminare i complementi dei byte
nel pacchetto. Il problema è che dato il costo dei componenti stessi si è prefe-
rito evitare il rischio di bruciarli durante il test. Va detto che in eﬀetti si sono
veriﬁcati più guasti all'interfaccia di ricetrasmissione durante il normale uso
dei componenti stessi, il che porta a supporre che si tratti in eﬀetti di compo-
nenti estremamente sensibili e delicati; sembra quindi alquanto improbabile
poter eliminare i complementi dei byte senza rischio di nuovi guasti.
7.2 Test sul Data Link Layer
Il Data Link Layer ha subito numerose modiﬁche durante questo lavoro di
tesi, per cui anche i test eﬀettuati sono numerosi. Vale la pena di riportarne
qui due.
7.2.1 Test 1: pacchetti multibyte
Il primo dei due test aveva lo scopo di veriﬁcare che la gestione dei pac-
chetti fosse, in ogni caso, quella prevista. Si voleva in particolare veriﬁcare
la capacità del sistema di gestire i pacchetti multibyte. Per far questo si
è provveduto ad instaurare una comunicazione attraverso cui le due entità
coinvolte si scambiassero messaggi di dimensioni crescenti (ﬁno al massimo
previsto per poi riprendere con messaggi di dimensione unitaria). Le entità
erano sempre ferme, ed a distanze ravvicinate, inoltre il sistema era decisa-
mente scarico (le unità non avevano altri compiti oltre a quelli connessi con
la comunicazione). Per completezza si è svolto il test in tre conﬁgurazioni
diﬀerenti:
• due entità basate su E.R.I.K.A.
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• due entità basate su S.Ha.R.K.
• una entità basata su E.R.I.K.A. e una basata su S.Ha.R.K.
Si sottolinea per prima cosa che non si sono veriﬁcate diﬀerenze di compor-
tamento nei tre casi, il che porta a pensare che le due implementazioni del
sistema di comunicazione siano perfettamente compatibili. Il test ha dato
buoni risultati, mostrando innanzitutto che la trasmissione di pacchetti an-
che molto lunghi non porta problemi. Si è potuto constatare inoltre che si
veriﬁcano errori in ricetrasmissione, ma sono estremamente rari (non più di
un errore su 255 trasmissioni, una per ogni lunghezza prevista), e soprattutto
in nessun modo legati alla lunghezza dei pacchetti.
Quando il test ha riguardato anche unità basate su S.Ha.R.K., la mag-
giore potenza di calcolo ha permesso di fare anche alcune osservazioni sui
tempi necessari alla trasmissione. Come prevedibile, si è veriﬁcato che l'o-
verhead imposto sul sistema è di pochi us, contro le decine di ms necessarie
a trasmettere il pacchetto. L'implementazione, dunque, pur essendo basata
su un meccanismo rischioso (dal punto di vista Real-Time) come quello delle
interruzioni, non sembra portare a particolari problemi, a meno che non si
tratti di sistemi con utilizzazione molto alta.
7.2.2 Test 2: MAP e CFC
Con il secondo test si volevano veriﬁcare le funzionalità per il controllo degli
errori che sono state integrate nel Data Link Layer, in particolare il Message-
Acknowledgement Protocol e il Channel Free Control. La comunicazione
instaurata in questo caso non era automatica, ma event-triggered, pilotata
attraverso la tastiera del PC (nel caso di S.Ha.R.K.) o i bottoni dell'RCX (nel
caso di E.R.I.K.A.). Come nel caso precedente le unità comunicanti erano
ferme ed a distanza ravvicinata, ed il sistema scarico. Per quanto riguarda
i sistemi di supporto, anche in questo caso si è proceduto a realizzare il test
nelle stesse tre conﬁgurazioni.
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I risultati ottenuti hanno per prima cosa confermato quanto già detto in
precedenza, ossia che il comportamento del sistema di comunicazione non di-
pende dal sistema di supporto delle entità comunicanti. Si è potuto verﬁcare
inoltre che sia il MAP sia il CFC funzionano correttamente. Per quanto ri-
guarda soprattutto il CFC, si sono testate le tre conﬁgurazioni previste (vedi
Sezione 5.3.2.3), ottenendo in tutti i casi i comportamenti attesi.
7.2.3 Integrazione dei due test
Per maggiore sicurezza sull'aﬃdabilità del sistema, i due test precedenti sono
stati integrati. Si è proceduto dunque al test di ricetrasmissione di pacchetti
di varie dimensioni con il supporto delle funzionalità di sicurezza a disposi-
zione. I risultati ottenuti sono gli stessi ottenuti separatamente nei due test
precedenti, dimostrando quindi che i due aspetti non interferiscono tra loro.
7.3 Test sull'Interaction Layer
Come nel caso del Data Link Layer, anche sull'Interaction Layer sono sta-
ti eseguiti numerosi test minori per veriﬁcare le singole funzionalità. Alla
ﬁne dell'implementazione, per validare tutto quanto realizzato, è stato con-
dotto un test più signiﬁcativo che attraverso l'uso dell'Interaction Layer ha
permesso di veriﬁcare l'intero Protocol Stack.
L'idea di base del test è quella di sfruttare un demo realizzato da Davide
Cantini durante il proprio lavoro di tesi [Can 02], aggiungendo l'uso del siste-
ma di comunicazione. Il demo, realizzato per E.R.I.K.A., utilizzava l'RCX
per pilotare un piccolo mezzo su un percorso tracciato, sfruttando i rileva-
menti fatti attraverso dei sensori ottici: in base alle rilevazioni, l'algoritmo di
controllo era in grado di capire la posizione del mezzo rispetto al percorso e
pilotare due motori (con modalità PWM, Pulse Width Modulation) in modo
da correggere la direzione del mezzo stesso. Attraverso la versione originale
del driver infrarosso per E.R.I.K.A., e sfruttando la Tower ed un sempli-
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ce programma per sistema Linux, era inoltre possibile inviare dei comandi
all'RCX, ottenendo cambiamenti nella velocità e piccoli controlli simili.
Il test realizzato a partire da tale demo prevede di monitorare il com-
portamento del mezzo su un PC con S.Ha.R.K., sfruttando il sistema di
comunicazione per lo scambio di dati. In particolare l'applicazione sull'RCX
ha il compito di pilotare il mezzo sul percorso, ed inviare sul canale i dati
di volta in volta richiesti dall'applicazione sul PC; quest'ultima invece può
richiedere vari servizi, dall'invio di grandezze presenti sull'RCX alla modiﬁca
delle grandezze stesse. Quando richiede una serie di dati periodici, l'appli-
cazione mostra i dati ricevuti in un diagramma temporale, permettendo così
di veriﬁcare la frequenza di arrivo dei dati.
Il test è più signiﬁcativo rispetto ai precedenti per varie ragioni:
• si sfrutta non solo il Data Link Layer ma anche l'Interaction Layer;
• una delle unità è in movimento, quindi più soggetta ai disturbi;
• dato il movimento di una delle unità, è logico che le due interfacce infra-
rosse siano più lontane di quanto non lo siano state nei test precedenti;
inoltre per lo stesso motivo si perde anche l'allineamento, introducendo
altre diﬃcoltà di comunicazione;
• su entrambe le unità, ma specialmente sull'unità mobile con E.R.I.K.A.,
il sistema è decisamente più carico, avendo altri compiti essenziali da
svolgere.
Il test ha messo in evidenza numerosi aspetti del sistema, dai tempi necessari
per la comunicazione all'occupazione di memoria.
Si nota in particolare che il sistema progettato è, nonstante la semplicità,
abbastanza eﬃciente, dato che i lunghi tempi necessari per le trasmissioni
sono dovuti alla ridotta velocità del Physical Layer. Il tempo misurato tra
la richiesta relativa ad una variabile e l'arrivo del suo valore è molto alto,
arrivando a circa 250 ms. I due fattori che in buona parte determinano
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questo risultato sono legati entrambi al Physical Layer, ossia il baud rate
estremamente basso e la necessità di inviare i complementi dei singoli byte.
Come già detto in precedenza la necessità dei complementi limita al di sotto
del 50% le rese del sistema, il che signiﬁca anche un aumento di un fattore 2
dei tempi necessari per la trasmissione. Riuscire ad eliminare tale limitazione
porterebbe a tempi quasi dimezzati. Stesso dicasi per quanto riguarda il baud
rate, in particolare i tempi necessari sono quasi inversamente proporzionali al
baud rate dell'interfaccia seriale. Si nota inoltre che i tempi sono dovuti quasi
interamente alla vera e propria trasmissione: nel caso preso in considerazione
infatti era richiesto complessivamente lo scambio di 52 byte tra le due unità, e
considerando la trama prevista ed il baud rate i tempi minimi di trasmissione
erano di circa 238 ms; le attività aggiuntive legate alla ricetrasmissione, come
la preparazione del pacchetto, pesano dunque per circa 12 ms, meno del 5%.
Questo signiﬁca tra l'altro che l'attività di trasmissione non incide più di
tanto sulle altre attività del sistema, ed è quindi facilmente integrabile nelle
normali operazioni che questi eﬀettua. È chiaro comunque che quest'ultimo
punto è fortemente dipendente dal tipo di traﬃco generalmente richiesto,
come ad esempio dalla frequenza di campionamento delle variabili condivise.
Altro aspetto messo in evidenza è la scarsa occupazione di memoria delle
due implementazioni. Infatti la versione scritta per S.Ha.R.K. non supera
i 20 kB, mentre per quanto riguarda E.R.I.K.A. le dimensioni scendono a
meno di 10 kB1.
Va detto però che complessivamente la versione attuale non è soddisfa-
cente. I tempi sono lunghi, per le tipiche applicazioni di controllo per le quali
il sistema è pensato, inoltre la necessità di una linea di vista tra gli elementi
si rivela una limitazione piuttosto forte. Durante il monitoraggio si è infatti
1Nel caso di E.R.I.K.A. è diﬃcile dare una stima precisa dell'occupazione di memoria
delle sole librerie di comunicazione, dato che il processo di compilazione fornisce un unico
eseguibile che comprende sistema, librerie ed applicazione. Di fatto l'introduzione delle
librerie porta ad un aumento delle dimensioni dell'eseguibile che va dai 5 ai 10 kB, a seconda
delle funzionalità richieste, del numero di variabili condivise ed altri aspetti simili.
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constatata la totale perdita di comunicazione in certi istanti, dovuta in parte
all'aumento della distanza tra gli elementi, ma legata soprattutto al disalli-
neamento tra i due dispositivi infrarossi causato dal fatto che l'RCX era in
movimento su un percorso chiuso, e quindi nel compiere un giro completo
ruotava su se stesso di 360 gradi.
7.4 Ottimizzazioni future
I test eﬀettuati, unitamente ad una lunga serie di osservazioni teoriche e
discussioni in merito, hanno messo in evidenza numerosi punti della proget-
tazione e dell'implementazione che necessitano di miglioramenti. Tralascian-
do gli aspetti implementativi, meno interessanti almeno a questo livello, si
mettono invece in evidenza le principali migliorie proposte sul progetto.
7.4.1 Physical Layer
Il Physical Layer è sicuramente il collo di bottiglia del sistema. Per eliminare
il problema, o quantomeno ridurlo, ci possiamo muovere essenzialmente in
due direzioni:
• migliorare le rese dell'attuale Physical Layer;
• implementare diversamente il layer.
In entrambi i casi, migliorando le rese, è possibile pensare di implementare il
sistema non più come sistema di comunicazione tra due sole entità, ma come
sistema multipoint, per cui nel seguito si farà l'ipotesi che il sistema sia in
grado di gestire più di due entità.
7.4.1.1 Migliorie al Physical Layer attuale
Nell'ottica di migliorare le rese della versione attuale, un passo importante
sarebbe di riuscire ad aumentare il bit rate delle due interfacce, passando
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dagli attuali 2400 bps ad almeno 4800 bps. Come già detto, i test eﬀettuati
lasciano pochi dubbi sulle diﬃcoltà di tale miglioramento, ma può valere la
pena di fare ulteriori tentativi, soprattutto perché esiste attualmente una
versione successiva degli RCX che pare supportare meglio la velocità di 4800
bps. Mentre con la versione 1.0 (quella di base) dell'RCX nessun pacchetto
è mai stato trattato correttamente a 4800 bps, con la versione 2.0 alcune
trasmissioni sono andate a buon ﬁne, il che fa ben sperare per una possibile
evoluzione veso tale bit rate.
Rimanendo fermi ad un bit rate di 2400 bps, una soluzione per rendere il
canale più potente potrebbe essere quello di studiare più a fondo le problema-
tiche ﬁsiche dei componenti. Come si è già detto, la necessità di trasmettere
ogni byte seguito dal proprio complemento limita fortemente le prestazioni
del sistema, per cui risulterebbe estremamente utile riuscire ad evitare tale
overhead. Ad esempio potrebbe essere interessante studiare da un punto di
vista probabilistico la composizione dei pacchetti, ed ideare di conseguenza
un metodo diverso dall'attuale per mantenere bassa la potenza media sui
componenti. Sempre studiando la ﬁsica dei componenti si potrebbe cercare
anche un approccio diverso al problema della necessità dell'header dei pac-
chetti, ma in realtà il suo peso è limitato, per cui il miglioramento ottenibile
può essere di poco conto.
7.4.1.2 Un Physical Layer diverso
Un approccio completamente diverso è invece quello di sfruttare una tecno-
logia diﬀerente per implementare il Physical Layer. In tal senso è in corso
d'opera uno studio che dovrebbe portare all'implementazione di un Physical
Layer misto, che, pur continuando a sfruttare la tecnologia infrarossa, integri
anche la potenza della trasmissione in radio frequenza. L'idea di base è di
sfruttare un dispositivo progettato appositamente che comunichi con l'entità
(l'RCX con E.R.I.K.A. o il PC con S.Ha.R.K.) attraverso la stessa interfaccia
seriale infrarossa, e poi trasmetta verso il dispositivo equivalente di un'altra
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entità sfruttando le onde radio. Scendendo maggiormente in dettaglio, si
vuole realizzare una piccola scheda elettronica costituita essenzialmente da
tre componenti, un ricetrasmettitore infrarosso, un ricetrasmettitore ad onde
radio ed un microcontrollore di pilotaggio, che traduca da onde radio a luce
infrarossa e viceversa (Figura 7.1).
Figura 7.1: Schema di funzionamento del Physical Layer futuro
Ogni entità sarà poi dotata di tale dispositivo, permettendo quindi la
comunicazione tra entità attraverso un canale dedicato ad infrarossi ed un
canale condiviso in radiofrequenza. Per n entità, avremmo dunque n canali
ad infrarossi utilizzabili contemporaneamente ed un unico canale in radiofre-
quenza, sicuramente molto più veloce dell'unico canale ad infrarossi attual-
mente presente. Supponiamo ad esempio di avere tre entità, ognuna delle
quali deve inviare un messaggio all'entità successiva (l'entità 1 invia all'entità
2 e così via), e chiamiamo IR_MSG il tempo di trasmissione di un messag-
gio via infrarosso (comprensivo dell'invio del messaggio ACK di conferma)
e RF_MSG il tempo di trasmissione di un messaggio in radio frequenza2.
Nell'implementazione attuale il tempo necessario sarebbe di (3*IR_MSG),
mentre sfruttando la radiofrequenza nel caso migliore si dovrebbe otterrebbe
un tempo pari a ( (2*IR_MSG) + (3*RF_MSG) ). L'introduzione del dispo-
sitivo ha ovviamente anche lati negativi, infatti se nel caso migliore i tempi
2Si noti che la diﬀerenza tra i due tempi è notevole: nello studio attualmente in corso
d'opera si parla di un bit rate di 2400 bps con tecnologia infrarossa contro circa 50000
bps in radio frequenza. A questo si deve aggiungere un sostanziale miglioramento in
termini di rese del canale, perché ad esempio in radio frequenza non c'è alcuna necessità
di trasmettere il complemento di ogni byte.
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diminuiscono, nel caso peggiore, almeno dalle prime supposizioni, i tempi in-
vece crescono molto. Se infatti il messaggio fosse le stesso nei tre casi (ossia
l'entità 1 invia all'entità 2, la quale reinvia lo stesso messaggio all'entità 3,
e così via), la seconda entità non potrà iniziare la comunicazione prima di
aver concluso la ricezione. Poiché la singola ricezione ha un tempo maggiore
(richiedendo due passaggi ad infrarossi ed uno in radio frequenza, contro l'u-
nico passaggio ad infrarossi dell'implementazione attuale), nel caso descritto
è chiaro che i tempi sono più che raddoppiati, arrivando ad un totale di ( 3 *
( (2*IR_MSG)+RF_MSG ) ) . Per comprendere meglio la situazione si veda
la Figura 7.2. È chiaro, inoltre, che le cose migliorano all'aumentare del nu-
Figura 7.2: Prestazioni IR e IR-RF
mero di entità. In questo senso va anche detto che l'introduzione della scheda
elettronica aggiuntiva, e soprattutto la presenza del microcontrollore dedica-
to, permette e anzi favorisce la migrazione verso un sistema di comunicazione
multipoint. Infatti è pensabile introdurre un protocollo di arbitraggio tra le
unità che gestisca i turni, oltre ad un sistema di ﬁltraggio dei messaggi che
permetta di distinguere tra messaggi diretti all'unità di interesse e messaggi
diretti ad unità diverse, con conseguente scarto di questi ultimi.
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7.4.2 Data Link Layer
Il Data Link Layer non ha bisogno di sostanziali miglioramenti, in quanto la
limitazione maggiore è legata alle esigenze ﬁsiche dei componenti, che va ad
inﬂuenzare questo livello. In tal senso i miglioramenti maggiori sarebbero solo
conseguenze dei miglioramenti introdotti sul Physical Layer (in particolare
i complementi dei byte e l'header). Unico aspetto interessante potrebbe
essere il miglioramento del Message-Acknowledement Protocol, ad esempio
con l'introduzione del sistema detto di Cumulative ACK.
Si potrebbe inoltre pensare di rendere il sistema ancora più conﬁgurabile.
Potrebbe ad esempio essere utile far si che il livello superiore possa richiedere
o meno l'utilizzo del MAP non solo in fase di compilazione ma anche in fase
di esecuzione, messaggio per messaggio.
7.4.3 Interaction Layer
L'implementazione attuale dell'Interaction Layer, oﬀre servizi abbastanza in-
teressanti sfruttando nella maniera migliore le scarse potenzialità dei livelli
inferiori (in particolare, come detto, il Physical Layer). Una volta apportati
i dovuti miglioramenti al Physical Layer, si può pensare di sfruttare meglio
il canale introducendo miglioramenti anche a questo livello. Gli obiettivi
dovrebbero essere essenzialmente due:
• permettere il monitoraggio di più variabili contemporaneamente;
• permettere il monitoraggio a frequenze più elevate di quelle massime
raggiungibili dal Physical Layer.
Nel caso speciﬁco del secondo miglioramento proposto, è da notare che se si
guadagna dal punto di vista delle informazioni ottenibili, si perde la visione
che l'attuale implementazione oﬀre, quella di un database condiviso. È chia-
ro infatti che per poter campionare una variabile condivisa ad una frequenza
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maggiore di quella massima prevista dal Physical Layer, l'unico modo è me-
morizzare in una coda i valori della variabile stessa alla frequenza richiesta,
e poi inviare sul canale tutto il contenuto della coda in un unico pacchetto.
In questo modo di fatto il ricevitore ha a disposizione una serie di campiona-
menti molto più frequente del massimo previsto dal Physical Layer, ma con
un ritardo che è molto più signiﬁcativo rispetto alla frequenza.
Si noti inﬁne che anche il fatto di poter monitorare più variabili contem-
poraneamente porta alla necessità di introdurre le code. Infatti a meno di
casi molto particolari (ossia frequenze di campionamento multiple tra loro)
è inevitabile che prima o poi si abbiano due richieste di invio troppo vicine
per essere servite entrambe correttamente, per cui o si perde un invio, non
rispettando la richiesta di monitoraggio, oppure si memorizza in una coda il
valore richiesto e si eﬀettua l'invio appena il canale si libera, rispettando la
richiesta ma con un ritardo che può essere anche sensibilmente maggiore del
solito. Questo aspetto diventa ancora più signiﬁcativo se si vuole far si che il
sistema gestisca il monitoraggio multiplo di più variabili verso più entità di-
stinte. In questo caso, infatti, non è neppure possibile inserire più valori nello
stesso pacchetto, in quanto i pacchetti sono rivolti ad entità diverse. Una so-
luzione a questo problema potrebbe essere un tipo completamente diverso di
gestione del canale, mediante un indirizzamento non più a nodo (come fatto
ﬁno ad ora) ma a messaggio. Attualmente l'indirizzamento è a nodo, ossia
l'unità trasmittente invia il pacchetto all'unità ricevente, che sarà l'unica a
riceverlo. L'indirizzamento a messaggio prevede invece che il trasmettitore
invii il pacchetto di tipo x, ed ogni unità decida se e' interessata o meno ai
pacchetti di questo tipo, ed in caso prosegua nella ricezione. Questo tipo di
approccio avrebbe anche l'ulteriore vantaggio di permettere il monitoraggio
della stessa variabile da parte di più unità senza la duplicazione dei messaggi
necessaria nel caso dell'indirizzamento a nodo.
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7.4.4 Multipoint
Tra i miglioramenti si vuole inﬁne ricordare la possibilità della comunica-
zione multipoint. È chiaro che un sistema di comunicazione limitato a due
sole unità come la versione attuale ha potenzialità alquanto ridotte, mentre
sarebbe già molto meglio poter comunicare tra più unità. Nel caso speciﬁco
in esame, si potrebbe ad esempio pensare di sfruttare due RCX che pilotano
due robot, ed un PC che monitorizzi il loro lavoro. Come già ripetuto più
volte, attualmente tale possibilità non è prevista, in quanto il Physical Layer
non ha i requisiti per gestire tale tipo di comunicazione, e solo l'Interaction
Layer integra il supporto per il multipoint, ma è sicuramente necessario nel
futuro espandere il supporto a tutti i livelli per rendere il sistema adatto ad
uno spettro molto maggiore di applicazioni.
Capitolo 8
Conclusioni
In questo lavoro di tesi è stata presentata l'architettura di un sistema di
comunicazione progettato per connettere unità di natura diversa basate su
sistemi operativi di tipo Real-Time. Il progetto è stato poi realizzato in due
forme diverse per due sistemi operativi diversi.
Dovendo rispettare i requisiti di entrambi, la realizzazione è stata vincola-
ta sotto molti aspetti, ma si è giunti ad una struttura semplice e funzionante,
le cui caratteristiche principali sono la bassa occupazione di memoria e la
conﬁgurabilità. Da notare anche una parziale portabilità verso altri sistemi,
ottenuta attraverso la suddivisione in layer del sistema di comunicazione.
Le possibilità di utilizzo del sistema di comunicazione sono fortemente
limitate da scelte sull'hardware precedenti all'inizio di questo lavoro. In
particolare la presenza, al livello più basso, della tecnologia infrarossa con le
sue numerose limitazioni, ha costretto ad una implementazione orientata ad
una comunicazione di tipo one-to-one.
Questa limitazione, oltre ad alcuni difetti riscontrati durante il lavoro,
ha portato alla stesura di una lista di miglioramenti sui quali puntare nel
futuro. Di particolare importanza è un lavoro attualmente in fase di realiz-
zazione il cui scopo è quello di sfruttare la più potente tecnologia ad onde
radio per rendere più veloce, più aﬃdabile e più versatile l'intero sistema.
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L'introduzione di tale tecnologia permetterebbe, oltre ad una comunicazione
one-to-one decisamente migliore (perché ad esempio non sarebbe più limitata
dalla necessità di una linea di vista tra le interfacce), anche una migrazione
verso un sistema di comunicazione più completo che permetta l'utilizzo di
più di due unità contemporaneamente.
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