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1. INTRODUCTION 
In this paper we continue the study of the generic orthogonal stably free 
projectives which was begun in Chapter Three of [5]. We prove a theorem 
equivalent to an integral version of the Hurwitz-Radon-Eckmann Theorem 
and use this result to show that, for every integer n > 1, the integral generic 
orthogonal stably free projective which tensors up to the projective module 
corresponding, in the sense of [lo], to the tangent bundle of the (real) sphere 
S+r has a free summand of rank equal to the maximum number of linearly 
independent vector fields on P-i. This result lifts the restrictions on n 
required in [5]. In addition, we discuss the above situations over various 
ground rings. 
Throughout this paper, all rings are commutative, associative, and with 
unit. Rings are not necessarily noetherian and may have zero divisors. Ring 
maps take 1 to 1. Modules are unitary. 
The letter R denotes an arbitrary ring (as above). The symbol Rn, for n 
a positive integer, denotes the free R-module on n generators. If A is a 
matrix, At denotes the transpose of A. The ring of integers is denoted by Z; 
the ring of real numbers by R; and the ring of complex numbers by C. 
2. THE GENERIC ORTHOC~NAL STABLY FREE PROJECTIVES 
In this section we recall the definition and several elementary properties 
of the generic orthogonal stably free projectives. A more detailed account 
can be found in [S]. 
* This paper was prepared with the support of a Purdue Research Foundation 1972 
Summer Faculty XL Grant. 
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DEFINITION 2.1. An R-module P is called stably free if there exist 
positive integers m, n and an epimorphism a: Rn + R” such that P m ker (Y. 
(Consequently, P @R” M R”.) 
DEFINITION 2.2. A stably free R-module P is said to be of type (m, n) 
if P M ker (II where a: Rn -+ Rm is an epimorphism. 
DEFINITION 2.3. A stably free R-module P is called orthogonal (of type 
(m, n)) if P m ker cy where a: R” + R” is an epimorphism such that IX& = 1. 
DEFINITION 2.4. Let R be a ring and let m and n be positive integers with 
m < n. Consider the doubly indexed set of variables {xij}, where 1 < i < m 
and 1 < j < n. Define the R-algebra Rl,% by 
R:,, = I+,, ,..., xij >...a ~+nnl/&zW 
where I&(R) is the ideal of R[x,, ,..., xii ,..., x,,] generated by the rn” 
elements of the m x m matrix (xij)(xii)” - (the m x m identity). 
DEFINITION 2.5. Consider the ring Rk,n . We define an orthogonal stably 
free projective P:,,(R) of type (m, n) over RL,, by setting P:,,(R) = 
ker &JR) where &JR): (RL,,)” + (RL,,)m is defined by the matrix 
(xtj mod C.,dR>>. 
Note that C&JR) is an epimorphism, since, module I:,,(R), (xii) has a 
right inverse, namely, (xiJt. This also shows that P:,,(R) is orthogonal. 
THEOREM 2.6. Let R be a ring and let m and n bepositive integers with m < n. 
Then 
(1) Pi.,(R) is an orthogonal stably free projective of type (m, n) over RL.,. 
(2) If R -+ S is a ring map, there exists a canonical R-algebra map Rk,n -+ 
SL,, such that Pi*,(R) @Rg,n Si,, M P:,,(S) as SL*,-modules. 
(3) If S is any R-algebra (not necessarily of jinite type over R) and a? P is 
an orthogonal stably free S-module of type (m, n) over S, then there exists a 
canonical R-algebra map pmsn -+ S such that Pi,,(R) @R~,n S w P as 
S-modules. 
(4) Given an R-algebra map Rk,n --f S, there exists an orthogonal epi- 
morphism 01: Sn -+ S” such that P:*,(R) gRtsn S M ker (11 as S-modules. 
Proof. See Theorem 3.4 of [5]. Q.E.D. 
In view of this theorem, P:,,(R) is called the generic orthogonal stably free 
projective for orthogonal stably free projectives which are of type (m, n) over 
an R-algebra. 
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3. AN INTEGRAL VEFSION OF THE HURWITZ-RADON-ECKMANN THEOREM 
It has been proved in [4], [6], and [S] that, if n is an integer > 1, there 
exist real bilinear forms zi ,..., z, in the variables x1 ,..., x9 , y1 ,..., yn such 
that 
if and only if 1 < p < p(n), where p(n) is defined as follows: 
DEFINITION 3.1. Let n > 1 be an integer and write n = s * 2” with s odd. 
Then write a = 4c + d with c and d integers satisfying 0 < d ,< 3. Define 
p(n) = 8c + 2d. 
In this section we show that these bilinear forms can be chosen to have 
integer coefficients. We begin with a lemma, parts of which can be found 
in [41, [51, 161, and [81. T o simplify the notation, if m is a positive integer, 
denote the m x m identity matrix by E, . 
LEMMA 3.2. Let R be a ring and let p and n be integers with 1 < p < n. 
Consider the following six statements: 
(1) There existp n x n matrices A, ,..., A, over R such that 
(a) A,A,t = E, , for i = l,..., p, 
(b) A,Ajt + AiA,t = 0, ;f i # j. 
(2) There exist n p X n matrices BI ,.. ., B, over R such that 
(a) B,B,t =E$,fori= l,..., n, 
(b) BiBit + BiB,t = 0, if i # j. 
(3) There exist p - 1 n x n matrices C, ,..., C,, over R such that 
(a) C’iCt = E, , for i = l,...,p - 1, 
(b) C: = -E,, , for i = l,..., p - 1, 
(c) CiCi + CiCi = 0, if i # j. 
(4) There exists a p x n matrix T over the polynomial ring R[x, ,..., x,J such 
that 
(a) thetoprowof Tisx,...x,, 
(b) TTt = (xi:; xi”) . E, . 
480 M. R. GABEL 
(5) There exist n bilinear forms z, , . . . , z, with coeficients in R in the variables 
Xl ,.a., x, , y1 ,...,yn such that 
(6) Let q be an integer with 1 < q < p. Then there exists an R-algebra map 
%n + RZn such that Pi’,,@) = Pi,,(R) @R:,n Ri,,) 0 (Ri,,)q-l m Ri,,- 
modules. 
Then: 
(4 (1) 0 (3) * (5) and (4) = (6). 
(B) If2 E R is regular, (5) + (1) o (2) o (3) * (4) * (6). 
(C) If the sum of the squares of non-zero elements of R is again non-zero, 
(1) 0 (3) => (5), (4) * (2) and (4) 3 (6). 
(D) i-f2~R’ gl as re u ar and the sum of the squares of non-zero elements of R 
is again non-zero, (1) o (2) + (3) o (4) o (5) S- (6). 
Proof. (A). (1) 3 (3). As in [4], set Ci = Ai+rArt for 1 < i <p - 1. 
(3) * (1). As in [4], set A,,, = Ci for 1 < i < p - 1 and set A, = E, . 
(1) + (5). This can be found in [6], or in the proof of Proposition 3.11 
of [S]. 
(4) * (6). This follows immediately from Lemma 3.5 of [5]. 
(B). In view of part (A), it suffices to show (1) o (2) and (3) * (4). 
(1) => (2). As in the proof of Proposition 3.11 of [S], let Ci be the matrix 
whose jth row is the ith row of A, . 
(2) G- (1). Let Ai be the matrix whose jth row is the ith row of B3 . 
Certainly each Ai is an n x n matrix and 1 < i < p. To show A,At = E, , 
note that 
(AiA& = (kth row of AJ * (Zth row of Ai) 
= (ith row of Bk) * (ith row of B,) 
= WWii . 
Now, if k = 2, (BJl& = (BJ3B,t)ii = (E,),i = 1. Note that (B,B& = 
(BIBkt)ii , so 2((BkBlt),J = (B,B,t + BIBkt)<, = 0 if k # 1. But 2 E R is 
regular, so (B$& = 0 if k # 1. We omit the (easy) proof that AiAit + 
AjAit = 0 if i f j. 
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(3) => (4). Applying the constructions involved in (3) * (1) * (2), we 
obtain n p x n matrices B, ,..., B, which satisfy 
(a) BiB,t = E, , for 1 < i < n, 
(b) BdBjt + BjB,t = 0, if i # j. 
(c) The top row of Bi equals E( E Rn. 
Now set T = xlB, + ... + x,B, . Clearly T is as required. 
(C) In view of part (A), we need only show (4) * (2). We are given, then, 
T = (fif), with fij E R[x, ,..., x,J, 
C$,” (fij)” = Xl2 + “’ + 
such that TTt = (cf: xi”) . E, . So 
xn2. Since the sum of the squares of non-zero 
elements of R is again nonzero, each fij must be a linear form. So we can write 
T = x,B, + .I. + x,B, with each B, a matrix over R. Now 
i=n 
TTt = * Ep = 1 xi2BiB,t + 1 xiXj(BiBjt + BjB:). 
i=l i<j 
Evidently, B, ,..., B, are as required. 
(D) In view of parts (A), (B), and (C), we need only show (5) ti (1). 
This is contained in both [6] and [8]. Q.E.D. Lemma 3.2 
REMARKS. (a) If the matrix T in (4) is known to have entries which are 
linear forms, then (4) * (2) without any assumptions on the ring R. 
(b) Under the implication (3) 3 (4), if the matrices C, ,..., C,-r have all 
their entries in (1, - 1, 0}, then all the entries of resulting matrix T will be 
linear forms in which each variable occurs with a coefficient equal to f-1. 
(c) If the matrix Tin (4) consists of forms in which each variable occurs 
with a coefficient equal to &l, then under the implication (4) 3 (3) (via 
(4) * (2) 3 (1) => (3)) the resulting matrices C, ,..., C,-, have all their 
entries in (1, -1, O}. 
The first use of this lemma is the following corollary: 
COROLLARY 3.3. There exist 8 16 x 16 matrices Ml ,..., M, with integer 
entries such that 
(a) Mi2 = -El6 , for 1 < i < 8, 
(b) MiMi + MjMi = 0, for i f j, 
(c) MiMt = E16, for 1 < i < 8. 
In fact, the M$‘s may be chosen with entries among the integers (1, -1, O}. 
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PYOO~. By Lemma 3.24 of [5], there exists a 9 x 16 rn$a$x T over 
@I ,.-*, xle] whose top row is x, ,..., xle such that TTt = (xi:, xi”) * El, . 
In fact T is the following matrix: 
So by (4) - (3) of Lemma 3.2 together with remark (c) following this lemma, 
we have Q.E.D. 
These matrices will be used to construct the required bilinear forms over 
the integers. 
DEFINITION 3.4. Let R be a ring. Say A = (uii) is an m x n matrix over R 
and B a p x q matrix over R. Then the Kronecker product of A and B, 
denoted by A x B, is the mp x nq matrix 
LEMMA 3.5. Let R be a ring. Assume A, and A, are n x n matrices over R 
and assume Bl and B, aye p x p matrices over R. Then 
(i) (4 x Bd(4 x B2) = 44 x B&s 
(ii) ;f Y, s E R, IA, x sB, = rs(A, x B,); 
(iii) if A, and B, are orthogonal matrices, then so is A, x B, . 
Proof. This standard result can be found in [2]. 
It is clear from the relation p(n) + 8 = p(16n) that the following lemma 
is what makes things work. 
LEMMA 3.6. Assume there exist p - 1 n x n matrices Cl ,..., C,, over R 
such that 
(a) CiCt = E, for 1 < i < p - 1, 
(b) Cd2 = -E, for 1 < i < p - 1, 
(c) CtCj+CjCi =Oifi#j. 
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Then there exist (p + 8) - 1 16n x 16n matrices D, ,..., D(e+s)-l over R 
such that 
(a) DiDit = Elen for 1 < i < (p + 8) - 1, 
(b) Di2 = -Elen for 1 < i < (p + 8) - 1, 
(c) DiDj+DjDi=Oifi#j. 
In addition, if the matrices C, ,..., C,-, have entries in (1, - 1, 0} C R, then 
D 1 ,..., D(w8)--1 can also be so chosen. 
Proof. Let Mr ,..., Ms be as in Corollary 3.3. Set M = Mr *.. M, . 
Then,ifi<p-l,setDi=Ci~M.Ifi>p-l,setDi=E~xM~.+,+1. 
The result now follows from Lemma 3.5. Q.E.D. 
THEOREM 3.7. Let n be an integer of the form n = 2” with a 2 1. Then 
there exist p(n) - 1 n x n matrices A, ,..., AO(,+l with entries contained in 
(1, -l,O} C Z such that 
(a) AiAt=E,,forl <i<p(n)-1, 
(b) Ai”=-En,forl <i<f(n)-1, 
(c) AiAj + AjA, = 0, z;f i # j. 
Proof. We prove this by induction on a. If 1 < a < 3, the 2” x 2” 
matrix in the upper left-hand corner of the matrix T exhibited in the proof 
of Corollary 3.3 is a matrix which satisfies the hypotheses of statement (4) 
of Lemma 3.2. So, by (4) * (3) of that lemma, we have Q.E.D. in case 
1 < a < 3. Since ~(2~) = 9, the entire 9 x 16 matrix T exhibited in the 
proof of Corollary 3.3 together with (4) 3 (3) of Lemma 3.2 give Q.E.D. in 
this case. 
We will be done if we can go from a to a + 4. So assume there exist 
~(27 - 1 2@ x 2” matrices with entries in { 1, - 1, 0} C Z satisfying (a), (b), 
and (c) of the theorem. By Lemma 3.6, there exist (~(27 + 8) - 1 
16(2@) x 16(2a) matrices with entries contained in {I, -1, 0} C Z also 
satisfying (a), (b), and (c) of the theorem (with n replaced by 16(2a)). But 
16(2a) = 2a+4 and ~(2~) + 8 = ,~(2~+~). Q.E.D. 
What remains is to prove this theorem without any restrictions on n. To 
this end we prove: 
LEMMA 3.8. LetRbearingandletTbeap x nmatrixoverR[x,,...,x,,] 
such that 
(a) thetoprowof Tisx,***x,, 
(b) TTt = (&,” xi2) . E, . 
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Then for each integer s > 1, there exists up x sn matrix T(s) over R[x, ,..., x,,] 
such that 
(a) the top row of T(s) = xl ... x,, , 
(b) T(s) TV = (xi:“;” xi”) . E, . 
Moreover, if every entry of T is a sum of forms with coeficients equal to f 1, 
then T(s) can be so chosen. 
Proof. As in the proof of Lemma 3.5 of [5], let T(s) be thep x s7t matrix 
which is the “juxtaposition” (Tl ,..., T,) of the matrices Tl ,..., T, , where 
Ti is the matrix obtained from T by replacing each variable Xj occurring in T 
with the variable ~~+u-i)~ . Clearly T(s) is as required. Q.E.D. 
THEOREM 3.9. Let R be a ring and let n > 1 be an integer. Let p be an 
integer such that 1 < p < p(n). Th en there exists a p x n matrix T over 
R[x, >..., xn] such that 
(a) thetoprowof Tisx,*.*x,, 
(b) TTt = (1::; xi”) . E, . 
Moreover, T can be chosen so that every entry of T is a linear form with 
coejiczents in { 1, - l} _C R. 
Proof. It clearly suffices to prove this theorem for R = Z and p = p(n). 
Write n = s * 2” with s odd. If a = 0, set T = (x1 **a x,). (Note that p(s) = 1.) 
So we can assume a 3 1. Then Theorem 3.7 together with (3) 3 (4) of 
Lemma 3.2 provide a ~(2~) x 2” matrix U whose top row is x1 1.. x2” such 
that UIJt = (XII”,” xi”) * EO(zS) . Since ~(2~) = p(n), Lemma 3.8 gives Q.E.D. 
The following theorem together with the first remark following this 
theorem provide an integral form of the Hurwitz-Radon-Eckmann Theorem 
(PI or [41>. 
THEOREM 3.10. Let R be a ring and n > 1 an integer. Let p be an integer 
with 1 ,< p < p(n). Then there exist n bilinear forms z, ,..., z, in the variables 
Xl ,.‘.> xg, y1 ,..., y,, such that 
(% xi2)[c,Yi2) = z zi2* 
Proof. It suffices to prove the theorem for R = h, and this follows from 
Theorem 3.9 and (4) * (5) of Lemma 3.2. 
Remarks. (a) If there exists a ring map R -+ [w (the reals), then the 
largest p can be in the conclusion of Theorem 3.10 is p(n). This is part of 
the Hurwitz-Radon-Eckmann Theorem. See [8]. 
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(b) If @ C R, Theorem 3.10 can be modified by replacing p(n) with 
2a + 2, where n = s * 2a with s odd. See [8]. 
(c) If char R = 2, then for any p we have 
so, in this case, Theorem 3.10 is true without restriction on p. 
In [4], Eckmann gives a group theoretic proof of the Hurwitz-Radon- 
Eckmann Theorem. Eckmann uses techniques from the theory of group 
representations. As Radon was concerned with real forms, Eckmann was 
concerned with real representations. The following theorem is at the heart of 
Eckmann’s proof. 
THEOREM 3.11 (Eckmann). For each integer p > 1, denote by G(p) the 
group generated by the p elements E, a, ,..., apml subject o the relations aia = E, 
2 = 1, and a,aj = Eaiai if i # j. Assume u: G(p) -+ GL(n, R) is a real 
irreducible representation such that u(e) = -E, . 
(a) 1jp z 7, l(8), then n = 2(“-l)P. 
(b) Ifp = O(8), then n = 2(P--2)/2. 
(c) If p s 3, 5(8), then n = 2(S+l)P. 
(d) Ifp = 2,4,6(8), then n = 2~1~. 
Moreover, if p = 0, 4(8), there exist, up to equivalence, precisely two such 
representations, and, ifp + 0,4(8), th ere exists, up to equivalence, precisely one 
such representation. 
Using Theorem 3.9, we prove 
COROLLARY 3.12. Assume a: G(p) -+ GL(n, rW) is an irreducible real 
representation such that U(E) = -E,, . 
(a) If p 9 0,4(8), th en a is equivalent o a representation 7: G(p) -+ GL(n, Z) 
such that T(g) is orthogonal for each g E G(p). 
(b) If p = 0,4(8), there exists a representation T: G(p) + GL(n, Z) such 
that T(C) = -E, and T(g) is orthogonal for each g E G(p). 
Proof. It’s clear from Theorem 3.11 that such a 7 exists if there exist 
p - 1 n X n matrices C, , .., C,-, over Z such that (i) CiCit = E,, , 
(ii) CS2 = -E, , and (iii) CiCi + C,C, = 0 if i # j. By Theorem 3.9 and 
(4) =+ (3) of Lemma 3.2, such matrices exist if p < p(n). The relationship 
between p and n guaranteed by Theorem 3.11 forces p < p(n), as is easily 
checked. Q.E.D. 
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4. CALCULATION OF &',(Z)) 
DEFINITION 4.1. If M is a finitely generated R-module, let p(M) denote 
the maximum of the ranks of free summands of M. 
COROLLARY 3.29 of [5] is that p(Pf,,(Z)) = p(n) - 1 if a < 6, where 
n = s .2” with s odd. In this section we show p(Pf,,(Z)) = p(n) - 1 without 
any restriction on n. See Corollary 4.4. 
THEOREM 4.2. Let R be a ring andp and n bepositive integers with 1 < q < 
p(n). Then there exists an R-algebra map R& -+ Ri*, such that 
Pi’,,(R) = (f%(R) C&,0,, R;,,) 0 (&Y--l. 
Consequently 
(2) PP,O,,(R)) d 1 - q + d%W. 
Proof. This is immediate from Theorem 3.9 and (4) z- (6) of Lemma 3.2. 
Q.E.D. 
The following lemma provides an upper bound for p(Pf,,(Z)). 
LEMMA 4.3. If there exists a ring map R -+ [w, then p(Pt,,(R)) < 
P(n) - 1. 
Proof. This is a consequence of Adams’ [l] theorem on the maximum 
number of linearly independent vector fields on Sn-r; see Proposition 3.10 
of [5] for the details. Q.E.D. 
COROLLARY 4.4. Assume there exists a ring map R + Iw (for example, 
R = Z). Then 
(1) PP%N = d4 - 17 
(2) ifp is an integer such that 1 6 p < p(n), then p(Pi,,(R)) < p(n) - p. 
In particular Pz(,,,,(R) has no free summands. 
Proof. This is immediate from Theorem 4.2 and Lemma 4.3. Q.E.D. 
We understand that the result p(Pi,,(Z)) = p(n) - 1 has recently been 
independently obtained by A. V. Geramita and N. J. Pullman at Queen’s 
University, Kingston, Ontario. 
Let C(S+l) denote the ring of continuous real-valued functions on the 
sphere S-l. The ring map Z + C(S+l) extends to a ring map Zf,, + 
C(S+r) by sending xi to the ith coordinate function. Under this map, 
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P!,,(Z) tensors up to the projective module over C(S+l) which is the module 
of sections of the tangent bundle to P-1. (See [lo].) So the fact that Corollary 
4.4 follows from Theorem 3.9 shows that the maximal number of linearly 
independent vector fields on 9-l can be realized by a set of orthogonal vector 
fields each one of which having components which are linear forms in the 
coordinate functions with coefficients in (1, -l}. We suspect that these 
forms can be chosen to involve only a single coordinate function; this is 
indeed the case if n = s * 2” with s odd and a < 6. This follows from 
Lemma 3.26 of [5]. 
5. OTHER GROUND RINGS 
The possibility of the decomposition of 
into a sum of squares of bilinear forms depends on the ground ring, as was 
indicated in the remarks following Theorem 3.10. The case for the generic 
orthogonal projectives is similar. 
THEOREM 5.1. Let R be a ring for which there exists a ring map Z[i/2] -+ R, 
where i = g. Then P:,,(R) is free. 
Proof. This is essentially contained in [lo], in which the theorem is 
proved for R = C, the complex numbers. But the proof only requires 
i/2 E R. Q.E.D. 
The statement of the following theorem was communicated to the author 
by A. V. Geramita. Apparently his proof is not elementary. 
THEOREM 5.2. If the characteristic of a ring, R, equals 2, then P:,,(R) 
is free. 
Proof. Let E be the n x n matrix 
Since E * (x1 ,..., x,# = (CT=, xi , x2 ,..., x,)$ and E is invertible, we have 
P:,,(R) M ker 
488 M. R. GABEL 
But 
modulo %(R); 
so CF=, xi mod If,,(R) is a unit of Rtsn . Proposition 1.7 of [5] then gives 
Q.E.D. 
BEMARKS. (a) For the readers familiar with the notion of elementary 
transformations as they apply to unimodular sequences, we point out that 
the matrix E above is a product of elementary transformations, and, since 
cy=, xi is a unit of Rf,n , the unimodular sequence (x1 ,..., x,) in Rf,n can be 
reduced to (1, O,..., 0) via elementary transformations. Whence ker((x, ,..., x,) 
mod IT,,(R)) is free. 
(b) Theorem 5.2 improves Theorem 3.6 of [5], which says p(P&JR)) > 
2” - 1 where n = s * 2” with s odd and char(R) = 2. 
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