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Abstract
Let G = (V ,E) be a simple graph, and for all v ∈ V , let L(v) be a list of colors assigned to v. We shall assume throughout that
the colors are natural numbers. For nonnegative integers d, s, deﬁne d,s

(G) to be the smallest integer k such that for every list
assignment with |L(v)| = k for all v ∈ V one can choose a color c(v) ∈ L(v) for every vertex in such a way that |c(v) − c(w)|d
for all vw ∈ E and |c(v)− c(w)|s for all pairs v,w of vertices having distance 2 in G. For a given list assignment such a coloring
c is called an L(d, s)-list labeling.
We prove a general bound for d,s

(G) depending on the maximum degree of G. Furthermore, we study this parameter for trees,
and also for the particular classes of paths and stars. Polynomial algorithms are designed for deciding whether a given list assignment
admits an L(d, s)-list labeling on paths (for a given s unrestricted) and on trees (for s = 1).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V ,E) be a simple graph, and for all v ∈ V , let L(v) be a set of colors assigned to v. This L(v) is called
the list of v, and the set of all lists is called the list assignment L. A k-assignment is a list assignment where all lists
have the same cardinality k, that is |L(v)| = k for all v ∈ V . We shall assume throughout that the colors are natural
numbers.
For nonnegative integers d, s deﬁne d,s (G) to be the smallest integer k such that for every k-assignment one can
choose a color c(v) ∈ L(v) for every vertex in such a way that |c(v)− c(w)|d for all vw ∈ E and |c(v)− c(w)|s
for all pairs v,w of vertices having distance 2 in G. For a given list assignment such a coloring is called an L(d, s)-list
labeling.
This concept is a common generalization of list colorings and L(d, s)-labelings. L(d, s)-labelings were ﬁrst inves-
tigated by Griggs and Yeh [7] and occur as a variation of the well-known channel assignment problem introduced by
∗ Corresponding author.
E-mail addresses: kohl@math.tu-freiberg.de (A. Kohl), jens.schreyer@tu-ilmenau.de (J. Schreyer), tuza@sztaki.hu (Z. Tuza),
margit.voigt@tu-ilmenau.de (M. Voigt).
1 Research supported in part by the Research Grant OTKA T-032969.
0304-3975/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.09.032
A. Kohl et al. / Theoretical Computer Science 349 (2005) 92–98 93
Hale [8]. In that problem the vertices of the graph represent transmitters and the colors correspond to frequencies used
by the transmitters. Two vertices of the graph are adjacent if there are some interference problems in the case that the
corresponding transmitters send on frequencies where the difference between them is small. For such transmitters we
require a difference of at least d for the frequencies. Moreover, also for transmitters at distance 2 in the corresponding
graphs there should be a difference of at least s between the assigned frequencies. Because of this practical background,
we will always assume ds. Let us denote by d,s the minimum number of colors needed for an ordinary L(d, s)-
labeling (without lists). Note that this number is one larger than the span of such a labeling which is the difference
between the biggest and smallest colors used in the coloring.
In this paper, we give bounds for d,s depending on the maximum degree  of the graph and bounds for 
d,s
 for
trees, with improved estimates for paths and stars. Moreover, we consider the following algorithmic problem.
Problem: L(d, s)-LIST LABELING.
Instance: A graph G = (V ,E) with a list assignment L = {L(v) | v ∈ V (G)}.
Question: Is there an L(d, s)-list labeling c on (the vertices of) G such that
1. c(v) ∈ L(v) for all v ∈ V (G);
2. |c(v) − c(w)|d for all vw ∈ E(G);
3. |c(v) − c(x)|s for all pairs v, x ∈ V of distance 2 in G.
We give polynomial algorithms (not only decision but also search) for L(d, s)-LIST LABELING of paths and L(d, 1)-
LIST LABELING of trees. In the latter, (d, 1) cannot be extended to (d, s) for any s2 unless P = NP . Indeed, Fiala
et al. [5] proved that for s2 the problem is NP-complete, already for the “Precoloring Extension” i.e. where some
vertices of the input graph have their colors ﬁxed, and all other vertices have L(v) = {1, 2, . . . , k}. On the other hand,
in our results the polynomiality remains valid also if d and s (or just d for trees) are part of the input.
Before turning to bounds on list labeling, let us mention some known results on ordinary L(d, s)-labelings which
are related to our investigations. As usual, the maximum degree of a graph G will be denoted by (G) or simply by .
Georges and Mauro [6] gave exact values for d,s for special classes of graphs including paths and cycles. Chang et
al. [3] proved d,1(G)2 + (d − 1)+ 1 for general graphs and + dd,1(T ) min{+ 2d − 1, 2+ d − 1}
if T is a tree. Thus 2,1(T ) ∈ { + 2, + 3}, proved already by Griggs and Yeh [7]. Moreover, Chang and Kuo
[4] gave a polynomial algorithm to determine the exact value of d,1(T ) for trees. The problem to determine 2,1 is
NP-complete in general, which was shown by Griggs and Yeh [7]. Much of the research has also been motivated by
the “2-conjecture” of Griggs andYeh [7], stating that 2,1(G)2 + 1 holds for every graph G of maximum degree
2. The conjecture has been proved for a number of graph classes, including graphs of diameter two [7], chordal
graphs [12,9] and planar graphs [11]. The currently best general upper bound appears to be 2 + , proved in [10].
A good overview about this topic is given in the paper of Bodlaender et al. [2].
Now let us consider the list version. It is easy to see that
d,0 (G)d+ 1
since we can color G from lists of that length by a greedy algorithm, using in each step the smallest color occurring
in the union of the lists of uncolored vertices. This bound is seen to be sharp for complete graphs, assigning identical
lists of consecutive colors to all vertices.
By an analogous algorithm we obtain the general bound d,s (G)d+ s(− 1) + 1. However, from the results
of [10] one can deduce a bound which is one smaller. Král and Škrekovski show in that paper a Brooks-type theorem,
from which investigations of the second power of a graph lead to the result
d,s (G)d+ s(− 1). (1)
Furthermore, a polynomial algorithm described in [10] ﬁnds a proper coloring if the length of the lists is at least
that value.
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and he also gave in [14] the exact value of d,0 for odd cycles. Alon and Zaks [1] presented a lower bound for even
cycles, which was shown to be sharp by Sitters [13]. For a cycle Cn with n vertices the formula is
d,0 (Cn) =
{





+ 1 if n is even. (3)
We conclude this introduction with the observation that the coefﬁcient s in the quadratic term of (1) is best possible.
Proposition 1.1. There exists an inﬁnite sequence of graphs G of maximum degree  → ∞, such that d,s (G)s
(− 1) + 1.
Proof. For each prime power q, consider a bipartite graph Bq obtained from a ﬁnite projective plane of order q. The
vertices in the ﬁrst and second color class of Bq represent the points and the lines of the plane, respectively, two of
them being adjacent if and only if the represented point and line are incident. This Bq is (q + 1)-regular and has
q2 + q + 1 = 2 − + 1 vertices in each class. Since any two points are contained in a common line, we have
d,sl (Bq)
d,s(Bq)s(− 1) + 1
for all d and all s1. 
Consequently, if d and s1 are ﬁxed, then the bound (1) is asymptotically tight as  gets large. Further examples
for the same conclusion are the (nonbipartite) graphs with maximum degree , n = 2 − + 1 vertices and diameter
2 (as  → ∞).
2. Paths








+ 1 ∀s0. (4)
Furthermore, it is easy to see that
d,s (Pk)2d + 2s − 1 (5)
since we can color the vertices of the path Pk = v1 · · · vk sequentially in this order.
Corollary 2.1. For k > 2d we have 2dd,1 (Pk)2d + 1.
If k is small compared with d, then the following theorem gives a better bound than inequality (5).
Theorem 2.1. d,1 (Pk)2d(1 − 1/k) + 3.
Proof. Deﬁne n1 := 2d(1 − 1/k) + 3. Thus, n1 > 2d(1 − 1/k) + 2. Let us investigate the following strategy. For
i = 2, . . . , k delete colors from L(vi), obtaining a new list L′(vi) such that for all remaining colors ci ∈ L′(vi) there
are two colors cji−1 ∈ L′(vi−1) (j = 1, 2) with |cji−1 − ci |d.
After this procedure, color the vertices in reverse order from these lists in a proper way. If |L(vk)| > 0, such a
coloring is always possible. Color vk with an arbitrary color of its list. Assume vk, . . . , vi+1 are already colored. The
list L′(vi) contains at least two colors which have distance at least d to c(vi+1), because of the construction of the lists.
Color vi by a color distinct from the color of vi+2.






+ 2, i = 1, . . . , k.
Thus |L′(vk)| > 2 and the coloring is possible.
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The inequality is fulﬁlled for i = 1 since L′(vi) = L(v1). Assume the inequality is true for the vertex vi . Denote the
smallest elements of L′(vi) by m1,m2 with m1 < m2 and the largest elements of L′(vi) by M1,M2 with M1 > M2.
Because of the hypothesis, M2 − m2 + 1 |L′(vi)| − 2 > 2d(1 − i/k). For c ∈ L′(vi+1) with cM2 − d there are
at least two elements cji (namely, M1,M2) in L′(vi) such that |cji − c|d (j = 1, 2). An analogous argument can be
applied for cm2 + d. Thus, we have to delete from L(vi+1) exactly the colors c with M2 − d < c < m2 + d. For the
number of these colors we have
m2 + d − 1 − (M2 − d) = 2d − (M2 − m2 + 1) < 2d i
k
.
It follows that |L′(vi+1)| > 2d(1 − 1/k) + 2 − 2d (i/k) = 2d(1 − (i + 1)/k) + 2. 












As regards k small, we clearly have d,1 (P1) = 1 and d,1 (P2) = d + 1. Furthermore, for d3 we can prove
d,1 (P3) = (4/3)d + 1. For k = 4 the lower bound (4) and the upper bound from Theorem 2.1 differ only by one.
In general, for small k (compared with d) we have a difference of 2 between the bounds.




d + 1, k = 2,
d + 2, k = 3, 4,
d + 3, k5.
Because of d,1(G)d,1 (G) and by the inequality (5) it follows that
2,1 (Pk) = 5 ∀k5.
Now let us consider the algorithmic aspect of this problem. It turns out that for paths we can ﬁnd an L(d, s)-list
labeling in polynomial time.
Theorem 2.2. If G is a path, then the problem (d, s)-LIST LABELING is solvable in polynomial time, linear in the length
of the path and quadratic in the maximum list size, also if d and s are part of the input.
Proof. We will give a polynomial algorithm which ﬁnds a coloring with the required properties if and only if such a
coloring exists.
Let G be a path with V (G) = {w1, . . . , wn}, E(G) = {wiwi+1 | i = 1, . . . , n − 1}, and L = {Li = L(wi) | i =
1, . . . , n} a list assignment.
• For every c ∈ L2 deﬁne F2(c) := {c′ ∈ L1 | |c − c′|d},
• For i = 3, . . . , n and for every c ∈ Li deﬁne Fi(c) := {c′ ∈ Li−1 | |c−c′|d and ∃c′′ ∈ Fi−1(c′) with |c′′ −c|s}.
If Fi(c) 
= ∅, then an L(d, s)-list labeling of w1, . . . , wi is possible assigning c to wi and an element c′ of Li(c) to
wi−1. Thus, we ﬁnd an L(d, s)-labeling of the path if and only if there is a color c ∈ Ln such that Fn(c) 
= ∅. This
procedure works in O(3n) time where  is the maximum cardinality of a list Li .
A faster implementation can be made due to the fact that we only need to know the smallest and largest element of
the sets Fi(c). Assuming that the minimum and maximum is available for all Fi−1(c′) we need just constant time to
check whether c′ is feasible for Fi(c), and it takes another constant time to decide whether c′ replaces the currently
smallest or largest element of Fi(c). Thus, the algorithm works in O(2n) time. 
3. Stars
Obviously, we have 1,1 (K1,n) = n+ 1, given by identical lists from one side and a greedy algorithm from the other
side. Let us consider d2.
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Theorem 3.1. d,s (K1,n)2d − 1 + s(n − 1) for d2.
Proof. Assume |L(v)| = k with k = 2d − 1 + s(n − 1) for all v ∈ V . Denote the middle vertex by w and the leaves
by v1, . . . , vn.
First, color w by the minimum color c of its list and delete c − (d − 1), . . . , c + (d − 1) from all lists L(vi). Each
of the lists L(vi) has at least s(n − 1) undeleted colors.
Assume that at least one of the lists, say L(v1), still contains at least s(n − 1) + 1 colors. Color the leaves by the
following algorithm:
• Determine the minimum color m of the union of the lists of all uncolored vertices.
• If L(v1) contains m and no other uncolored vertex has m in its list, then color v1 by m; otherwise color another vi
by m.
• Delete m, . . . , m + s − 1 from the lists of the uncolored vertices and repeat the algorithm as long as possible.
We delete at most s colors in every step. If v1 is the last vertex, then the coloring is possible since the list of v1 has at
least s(n− 1)+ 1 colors by assumption. If v1 is not the last vertex, then the coloring of v1 deletes at most s − 1 colors
from every list and we can also complete the coloring.
Thus, each list has exactly s(n−1) colors. That means {c−(d−1), . . . , c+(d−1)} ⊆ L(vi) for every i = 1, . . . , n.
If we could not complete the coloring, then an analogous fact must hold for every c ∈ L(w). Thus, {m − (d − 1), . . . ,
m − 1} ∪ L(w) ⊆ L(vi) and k + d − 1 = |{m − (d − 1), . . . , m − 1} ∪ L(w)| |L(vi)| = k, a contradiction. 
On the other hand, since d,s (G)d,s(G), from a result of Georges and Mauro on r-partite graphs [6] it follows:
d,s (K1,n)d + s(n − 1) + 1. (6)
If s = 1 and n is large compared with d, then we can prove a better bound.
Theorem 3.2. If n2ad for an a ∈ N, then
d,1 (K1,n)
⌈
(2d − 1) a
a + 1
⌉
+ n − 1.
Proof. Set k := (2d − 1)a/(a + 1) + n− 2. Obviously, k/a 2d − 1 because of the assumption of the theorem.
Let w be the vertex of degree n and v1, . . . , vn be the leaves of the star. Deﬁne
• L(w) contains k consecutive integers w1, . . . , wk . Thus wk − w1 = k − 1.
• L(vi) = I1 ∪ I2 ∪· · ·∪ Ip for all i = 1, . . . , n where p = k/a, the Ij are intervals of length a for j = 1, . . . , p−1
and |Ip| = k − a(p − 1). Furthermore, the minimum of interval Ij differs from the maximum of interval Ij−1 by 2
for j = 2, . . . , p and c1 := min I1 := w1 − (d − 1).
Let ck be the maximum element of Ip and deﬁne  = ck − c1 + 1. It is easy to see that  = k +p− 1 = k +k/a− 1.
Thus, ck − wk = ( + c1 − 1) − (w1 + k − 1) = k/a − 1 − (w1 − c1)2d − 2 − (d − 1) = d − 1.
Consider an arbitrary coloring of w. The coloring forbids 2d − 1 colors from the interval [w1 − (d − 1), . . . , wk +
(d−1)] for the coloring of the other vertices.All of the forbidden colors belong to the interval [c1, . . . , ck]. Consequently,
at least 2d − 1 − (2d − 1)/(a + 1) elements have to be deleted from every list L(vi). Since (2d − 1)a/(a + 1) +
(2d − 1)/(a + 1)2d , there remain at most















 n − 2 − (2d − 1) + 2d = n − 1
colors in L(vi) for all i = 1, . . . , n. Moreover, all of these lists are identical and so it is not possible to color all the n
vertices vi from these lists by distinct colors. 
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If a2d − 1 in the above theorem, then (2d − 1)a/(a + 1) = 2d − 1 and we obtain
Corollary 3.1. If n(2d − 1)2d , then
d,1 (K1,n) = 2d + n − 2.
4. Trees
Theorem 4.1. For all trees T, all d and all s1, we have
d,s (T )2d − 1 + s.
Proof. If T is a star K1,n, then d,s (T )2d + (n − 1)s2d − 1 + s. Otherwise choose a vertex of T such that all
but one of its neighbors are leaves, and remove these leaves from T. By induction assume that the remaining tree is
colored from the lists in the required way. Now consider the lists of the (at most  − 1) removed vertices. At least
2d − 1 + s − (2d − 1) − (2s − 1) = s( − 2) + 1 colors are available in each of these lists. Assigning always the
minimum color to an uncolored leaf having this color in its lists completes the coloring. 
By the lower bound (6) on stars we have
d,s (T )d + s(− 1) + 1.
For ds( − 1) + 1 and special trees we can improve this bound. (A similar estimate, without lists but under the
further condition ds, appeared already in [6].)
Theorem 4.2. If T is a tree with maximum degree 2, ds(− 1) + 1, s1 and there is a vertex v ∈ V (T ) such
tha v and all of its neighbors have degree , then
d,s (T )2d + s(− 2) + 1.
Proof. Assign the listL := {1, . . . , s(−2)+2d} to all vertices and assume there is anL(d, s) labeling c : V (T ) → L.
Claim. If v is a vertex of maximum degree, then c(v)d − 1 or c(v)s(− 2) + d + 2.
Assume on the contrary that dc(v)s( − 2) + d + 1. Denote the neighbors of v by w1, . . . , w with c(w1)
< · · · < c(w).
If there is a j ∈ {1, . . . , − 1} such that c(wj ) < c(v) < c(wj+1), then 2d − 1 colors are forbidden for all wi
because of c(v). Moreover, the remaining s(− 2) + 1 colors build two intervals, say I1 and I2. Then from Ii we can
color at most i/s of the vertices wk where i = |Ii | (i = 1, 2) and 1 + 2s( − 2) + 1. Thus, the number of









 1 + s − 1
s






If there is no such j, then c(v) < c(w1) or c(v) > c(w). Assume c(v) < c(w1), then c(w)c(v) + d − 1 + s
(− 1) + 12d + s(− 1)2d + s(− 2) + 1, a contradiction.
If c(v) > c(w), then c(v)s(− 1) + 1 + ds(− 2) + d + 2. Thus, the claim is proved.
Now let v be a vertex such that v and all its neighbors have maximum degree. If c(v)d − 1, then its  neighbors
have a color s( − 2) + d + 2. But there are only d − 1s( − 1) such colors in the lists, a contradiction. If
c(v)s(− 2) + d + 2, then we have a similar situation. 
Corollary 4.1. If T is a tree with maximum degree , d, and there is a vertex v ∈ V (T ) such that v and all of its
neighbors have degree , then
d,1 (T ) = 2d + − 1.
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Finally, let us consider the algorithmic aspect of the problem for trees. Using ideas of [4] we can give a polynomial
algorithm for L(d, 1)-list labelings of a tree.
Theorem 4.3. If G is a tree, then the problem L(d, 1)-LIST LABELING is solvable in polynomial time, also if d is part
of the input.
Proof.
• Let v be a leaf and w the vertex adjacent to it. Assign to the edge wv the set Wv := {(a, b) | a ∈ L(w), b ∈
L(v) and |a − b|d}. Make such an assignment for all leaves and mark the leaves and the corresponding edges.
• Now let W be the set of unmarked vertices such that all but one edge incident with it are marked. If w ∈ W , then let
z be the neighbor such that zw is not marked so far, and let v1, . . . , vr be the other neighbors of w.
• Consider a pair (a, b), a ∈ L(z), b ∈ L(w), with |a − b|d. Deﬁne Bi(a, b) := {c | (b, c) ∈ Wvi , c 
= a} for
all i = 1, . . . , r . The pair (a, b) will be called nice if there is a system of distinct representatives for the family
B1(a, b), . . . , Br(a, b).
Assign the set Zw := {(a, b) | a ∈ L(z), b ∈ L(w) with |a − b|d and (a, b) is nice} to the edge zw and mark this
edge and the vertex w.
Make this assignment for all vertices from W .
• Determine the new set W and go to the previous step as long as W 
= ∅.
• If W = ∅, then there is a vertex w such that all of the incident edges are marked but w is not marked. Let v1, . . . , vr
be the neighbors of w. Let b ∈ L(w). Deﬁne Bi(b) := {c | (b, c) ∈ Wvi } for all i = 1, . . . , r . If there is a system of
distinct representatives for the family B1, . . . , Br then color w by b and vi by the corresponding color representing
Bi . Continue the coloring considering all uncolored neighbors of a colored vertex and using the corresponding
systems of distinct representatives.
• If one of the sets assigned to the edges is empty or there is no suitable color for the last vertex, then a coloring is not
possible.
The algorithm ﬁnds an L(d, 1)-list labeling if and only if such a labeling exists. 
As we have mentioned in the introduction, polynomiality does not extend from s = 1 to larger values of s (unless
P = NP ), due to a result of [5].
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