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Osteoporosis is a metabolic bone disease characterized by low bone mass
and disruption in bone micro-architecture. Clinical diagnostic methods for
osteoporosis are expensive and therefore have limited availability in
population. Recent studies have shown that Dental Panoramic Radiographs
(DPRs) can provide the bone density change clues in bone structure
analysis. This study aims to evaluate the discriminating performance of deep
convolutional neural networks (CNNs), employed with various transfer
learning strategies, on the classification of specific features of osteoporosis in
DPRs. For objective labeling, we collected a dataset containing 680 images
from different patients who underwent both skeletal bone mineral density
and digital panoramic radiographic examinations at the Korea University
Ansan Hospital between 2009 and 2018. In order to select the backbone
convolutional neural network which is the basis for applying the transfer
learning, we conducted preliminary experiments on the three convolutional
neural networks, VGG-16, Resnet50, and Xception networks, which were
frequently used in image classification. Since VGG-16 showed the best AUC
value in the classification experiment conducted without transfer learning,
the transfer learning using the fine-tunning technique was tested using
VGG-16 as the backbone network. In order to find the optimal fine-tuning
degree in the VGG-16 network, a total of six fine-tuning applied transfer
learning groups were set according to the number of fine-tuning blocks in
the VGG-16 with five blocks as follows: A group that does not perform
fine-tuning at all (VGG-16-TF0), a group that fine-tunes the last 1 block
(VGG-16-TF1), a group that fine-tuning the last 2 blocks (VGG-16-TF2), a
group that fine-tuning the last 3 blocks (VGG-16-TF3), a group that
fine-tuning the last 4 blocks (VGG-16-TF4), and a group that performs
fine-tuning all 5 blocks (VGG-16-SCR).The best performing model
(VGG-16-TF2) achieved an overall area under the receiver operating
characteristic of 0.858. In this study, transfer learning and optimal
fine-tuning improved the performance of a deep CNN for screening
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osteoporosis in DPR images. In addition, using the gradient-weighted class
activation mapping technique, a visual interpretation of the best performing
deep CNN model indicated that the model relied on image features in the
lower left and right border of the mandibular. This result suggests that deep
learning-based assessment of DPR images could be useful and reliable in
the automated screening of osteoporosis patients.
Keywords: osteoporosis screening; artificial intelligence; convolutional
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Chapter 1. Introduction
Known as the most common systemic bone disease, osteoporosis is
characterized by the low bone mineral density (BMD) and the
micro-structural deterioration of bone structure, thereby leading to
compromised bone strength and, consequently, an increased risk of
fracture [1]. Osteoporosis often lead to disorders caused by hip, spine,
and wrist fractures that reduce the quality of life of the patient and,
in severe cases, increase the risk of mortality [2,3]. With fast
population aging and an increase in life expectancy, osteoporosis is
increasingly becoming a global public health issue; it has been
estimated that more than 200 million people are suffering from
osteoporosis [4]. According to recent statistics from the International
Osteoporosis Foundation, approximately one in three women over the
age of 50 will experience osteoporotic fractures, as will one in five
men over the age of 50 [4-7]. Moreover, it is expected that more
people will be affected by osteoporosis in the future and,
consequently, the rate of osteoporotic fractures will increase [8]. This
is because the disease initially develops without any symptoms,
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remains undiagnosed due to scarce symptomatology, and its first
manifestation is often a low-energy fracture of long bones or
vertebrae [9].
Usually, osteoporosis is diagnosed by bone mineral density
(BMD) measurements (expressed as a T-score), and using
dual-energy X-ray absorptiometry (DXA) is considered as the
gold-standard examination for BMD assessment [10,11]. DXA is A
technique for scanning bone and measuring BMD. A DXA scanner is
a kind of large X-ray machine that produces 2 X-ray beams, each
with different energy levels. One beam is high energy while the other
is low energy. The amount of x-rays that pass through the bone is
measured for each beam. This will vary depending on the density of
the bone. Based on the difference between the 2 beams, the bone
density can be measured. Most commonly, your BMD test results are
compared to the bone mineral density of a healthy young adult, and
you are given a T-score. A score of 0 means your BMD is equal to
the norm for a healthy young adult. Differences between your BMD
and that of the healthy young adult norm are measured in units
called standard deviations (SDs). The more standard deviations below
0, indicated as negative numbers, the lower your BMD and the
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higher your risk of fracture. A T-score between +1 and −1 is
considered normal or healthy. A T-score between −1 and −2.5
indicates that you have low bone mass, although not low enough to
be diagnosed with osteoporosis. A T-score of −2.5 or lower indicates
that you have osteoporosis. The greater the negative number, the
more severe the osteoporosis (Figure 1).
Figure 1. Illustration of an example DXA test and test results screen. DXA
test result screen has BMD value and T-score value.
However, this technique is complex, expensive, and the
availability is limited for overall population diagnosis [12]. Recently,
- 4 -
digital images of dental panoramic radiographs (DPRs) have been
evaluated as cost-effective and important image data for osteoporosis
screening. This is because the widespread use of panoramic radiation
in dental care for elderly patients with increased life expectancy and
a number of studies have demonstrated the feasibility of BMD
estimation and osteoporosis screening using panoramic radiography
[13-23].
Comparing with DXA, DPRs are a relatively inexpensive and
convenient screening method for screening high-risk osteoporosis
patients. However, previous approaches primarily relied on manually
categorized feature indexes [13-23], such as the Gonion index,
mandibular cortical index, mental index, and panoramic mandibular
index, and traditional classifier called machine learning (ML)
algorithms, such as support vector machine (SVM) [22] and fuzzy
classifiers [23], for screening osteoporosis.
Previously handcrafted feature indices used panoramic
radiographs to provide sufficient evidence to support osteoporosis
screening, but these methods for distinguishing features are low-order
and do not fully characterize heterogeneous patterns in radiographs.
In addition, most previous studies require tedious and manual tasks
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such as extensive preprocessing, image normalization, and region of
interest (ROI) segmentation, which can significantly affect the
repeatability of the classification method.
In the last few years, deep learning algorithms, particularly
deep convolutional neural networks (CNNs) architecture, have been
widely recognized as a reliable approach to learn the classification of
the characteristics of features directly from original medical images
[24,25]. As opposed to ML approaches that rely on explicitly classified
features, deep CNNs are a class of deep neural networks that can
learn high dimensional features to maximize the networks ability to
discriminate abnormalities among images [26]. There are many
different CNN architectures that have been designed to perform image
classifications and recognitions. Each of these architectures differ in
specific aspects, including the number and size of layers, the
connections between these layers, and the overall network depth.
Because different network architectures are best suited for different
problems, and it is difficult to know in advance which architecture is
the right choice for a given task, empirical examination is often
recognized as the best way to make these decisions [27].
Although deep CNNs have been recognized as efficient tools
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for image classification, they require a large amount of training data,
which can be difficult to apply to medical radiographic image data
with limited number of images for deep learning training. When the
target dataset is significantly smaller than the base dataset, transfer
learning is considered a powerful technique for training deep CNNs
without overfitting [28,29]. The general process of transfer learning is
performed through the use of pretrained models in a two steps as
follows: First, copy the first n layers of the pre-trained base network
from the regular large data set to the first n layers of the target
network. Then, the rest of the layers in the target network are
randomly initialized to a small local data set towards the target task
to be as learned [28] (Figure 2).
Figure 2. A Diagram for explaining concept of the transfer learning.
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On the basis of the transfer learning techniques, several
state-of-the-art results showed outperformance in both general image
classification [30-32] and medical image classification [33-36].
However, a few studies have been done to develop and evaluate
transfer learning with fine-tuning based deep CNN models for
predicting osteoporosis in DPRs.
The aim of this study is to develop and evaluate the deep
learning approaches for screening osteoporosis with DPR images.
Using the classified panoramic radiograph images based on the BMD
value (T-score), this study evaluated several different CNN models
based on osteoporosis discriminating accuracy. In addition, we
quantitatively evaluated the effect of transfer learning and fine-tuning
of a deep CNN model on classifying performance.
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Chapter 2. Materials and Methods
2.1 Dataset Collecting
This study was done on a total of 680 panoramic radiograph
images from 680 different patients who visited the Korea University
Ansan Hospital. The patients simultaneously underwent skeletal BMD
examinations and digital panoramic radiography evaluations within six
months, between 2009 and 2018. The subjects were classified into a
non-osteoporosis group (T-score ≥ 2.5) or osteoporosis group
(T-score < 2.5), according to the World Health Organization (WHO)
criteria [37]. This criterion has been widely accepted and, in many
Member States, provides both a diagnostic and intervention threshold.
In this study, collected dataset were divided into which 380 and 300
subjects were assigned, respectively. This study protocol was
approved by the institutional review board of the Korea University
Ansan Hospital (no. 2019AS0126).
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2.2 Image P reprocessing
The dimensions of the collected dental X-ray images varied
from 1,348 to 2,820 pixels in width and 685 to 1,348 pixels in height.
For consistency of image preprocessing, the images were
down-sampled to a uniform size of 1,200 × 630 pixels, using bilinear
interpolation. The final ROI was restricted to the lower part of the
mandible, below the teeth-containing alveolar bone, for an image size
of 700 × 140 pixels (Figure 3).
This included the most ROI areas of previous studies [13-23]
that applied various classification techniques by detailed and
specifically indexing the image feature characteristics of the limited
small region of mandible. By setting the ROI to include most of the
mandible instead of the specific area of it, this study evaluated the
area that plays the most distinctive role in osteoporosis classification
through explainable deep learning techniques.
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Figure 3. Image preprocessing for this study. The original DPRs were
down-sampled, and the ROI is restricted to the mandibular region below the
teeth (region inside the bounding box). DPR, dental panoramic radiograph;
ROI, region of interest.
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2.3. Cross-Validation
To test the model's ability to predict new data that was not
used in estimating it, in order to flag problems like overfitting or
selection bias and to give an insight on how the model will
generalize to an independent dataset, this study employed a cross
validation technique.
The dataset was divided into training and test sets as
follows: The radiographs were selected randomly, and 136 radiographs
(20% of the total), 68 each from the osteoporosis and
non-osteoporosis groups, were set aside as a test set. This ensured
that the testing data set only contained images of novel radiographs
that had not been encountered by the model during training. The
remaining 544 radiographs were used for the training and validation
set.
The 544 images selected as the training dataset were
randomly divided into five folds. This was done to perform 5-fold
cross validation to evaluate the model training, while avoiding
overfitting or bias [39]. Within each fold, the dataset was partitioned
into independent training and validation sets, using an 80 to 20
percentage split. The selected validation set was a completely
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independent fold from the other training folds and it was used to
evaluate the training status during the training. After one model
training step was completed, the other independent fold was used as
a validation set and the previous validation set was reused, as part of
the training set, to evaluate the model training. The 544 images
selected as the training dataset were randomly divided into five folds.
This was done to perform 5-fold cross validation to evaluate the
model training, while avoiding over-fitting or bias [39]. Within each
fold, the dataset was partitioned into independent training and
validation sets, using an 80 to 20 percentage split. The selected
validation set was a completely independent fold from the other
training folds and it was used to evaluate the training status during
the training. After one model training step was completed, the other
independent fold was used as a validation set and the previous
validation set was reused, as part of the training set, to evaluate the
model training. An overview of the 5-fold cross validation performed
in this study is presented in Figure 4.
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Figure 4. The overview of the performed 5-fold cross validation in this
study.
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2.4. Back-bone Convolutional Neural Networks
In order to select the backbone convolutional neural network
which is the basis for applying the transfer learning, we conducted
preliminary experiments on the three convolutional neural networks,
VGG-16, Resnet50, and Xception networks, which were frequently
used in image classification (Figure 5). After comparing the
classification ability with the AUC value using the three deep CNNs
mentioned above, transfer learning with fine-tuning technique applied
to the deep CNN model with high AUC value.
- 15 -
Figure 5. Schematic diagrams of the three convolutional neural networks
(CNN) architectures examined as backbone CNN architecture in this study.
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2.5. Evaluation
All process of this study were performed under a 64-bit
Windows 10 operating system, with i9-9900K CPU, 64 GB memory
and an NVIDIA Quadro RTX8000 GPU. Building, training, validation,
and prediction of deep learning models were performed using the
Keras (v.2.3.1) [40] library and TensorFlow-GPU (v113.1) [41]
backend engine.
The evaluation of the screening performance of the CNN
models was performed with the independent test dataset in each
cross-validation fold. To comprehensively evaluate the screening
performance on the test dataset, the accuracy, sensitivity, specificity,
receiver operating characteristic (ROC) curve, and precision recall
(PR) curve were calculated. The accuracy, sensitivity, and specificity
score can be calculated as follows:
- 17 -
TP and FP are the number of correctly and incorrectly
predicted images, respectively. Similarly, TN and FN represent the
number of correctly and incorrectly predicted images, respectively.
The area under the ROC curve (AUC) was also calculated.
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2.6. Visualiz ing Model Decisions
Deep learning models have often been referred to as
non-interpretable black boxes because it is difficult to know the
process by which they make predictions. To know the
decision-making process of the model, and which features are most
important for the model to screen osteoporosis in DPR images, this
study employed the gradient-weighted class activation mapping
technique (Grad-CAM) [42] and the most significant regions for











patients 380 300 680
Number of 
female   / male 332/48 233/67 565/115
Mean age (± SD) 58.5 (±11.8) 68.4 (±8.4) 63.0 (±11.6)
Chapter 3. Results
3.1. Clinical and Demographic Characteristics of the Subjects
The patients were 565 female and 115 male, with an age
range from 27 to 90 years (mean age of 63.0 years). There were 380
patients (mean age 58.5) without osteoporosis (T-score ≥ −2.5) and
300 patients (mean age 68.6) with osteoporosis (T-score < −2.5).
The clinical characteristics of the DPR dataset used in this study are
summarized in Table 1.
Table 1. Clinical and demographic characteristics of the dental panorama
radiographs (DPRs) dataset in this study.
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3.2. Back-bone network selection
The predicting results of osteoporosis using three backbone
network candidates (VGG-16, Resnet-50, and Xception) without
transfer learning were comparitively evaluated by AUC. VGG-16 had
the highest AUC value of 0.745, followed by Resnet50 with AUC
value of 0.669, and Xception with AUC value of 0.627 (Figure 6 and
7).
Figure 6. Mean ROC curves of three deep CNN models selected as
candidates for back-bone network of screening osteoporosis on DPR images
in this study.
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Figure 7. Comparison graph of mean ROC values and numbers of trainable
parameters of three depp CNN models selected as candidates for backbone
network of screening osteoporosis on DPR images in this study.
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3.3. F ine-tuning with transferred deep CNN
Since VGG-16 showed the best AUC value in the
classification experiment conducted without transfer learning, the
various transfer learning strategies with different fine-tuning degree
were employed to VGG-16. In order to find the optimal fine-tuning
degree in the VGG-16 network, a total of six fine-tuning applied
transfer learning groups were set according to the number of
fine-tuning blocks in the VGG-16 having five blocks as follows: A
group that does not perform fine-tuning at all (VGG16-TF0), a group
that fine-tunes the last 1 block (VGG16-TF1), a group that
fine-tuning the last 2 blocks (VGG16-TF2), a group that fine-tuning
the last 3 blocks (VGG16-TF3), a group that fine-tuning the last 4
blocks (VGG16-TF4), and a group that performs fine-tuning all 5
blocks (VGG16-TF5). The preceding architectures, along with the six
variant deep CNN models (VGG16-TF0, VGG16-TF1, VGG16-TF2,
VGG16-TF3, VGG16-TF4, and VGG16-TF5) used in this study, are
depicted in the block diagram in Figure 8, and 9.
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Figure 8(continue).. Six variant deep CNN models (VGG-16-TF0,
VGG-16-TF1, VGG-16-TF2, VGG-16-TF3, VGG-16-TF4, and
VGG-16-TF5) used in this study (continue).
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Figure 8. Six variant deep CNN models (VGG-16-TF0, VGG-16-TF1,




Layer (type)                 Output Shape              Param #   
=================================================================
input_1 (InputLayer)         (None, 140, 700, 3)       0         
_________________________________________________________________
block1_conv1 (Conv2D)        (None, 140, 700, 64)      1792      
_________________________________________________________________
block1_conv2 (Conv2D)        (None, 140, 700, 64)      36928     
_________________________________________________________________
block1_pool (MaxPooling2D)   (None, 70, 350, 64)       0         
_________________________________________________________________
block2_conv1 (Conv2D)        (None, 70, 350, 128)      73856     
_________________________________________________________________
block2_conv2 (Conv2D)        (None, 70, 350, 128)      147584    
_________________________________________________________________
block2_pool (MaxPooling2D)   (None, 35, 175, 128)      0         
_________________________________________________________________
block3_conv1 (Conv2D)        (None, 35, 175, 256)      295168    
_________________________________________________________________
block3_conv2 (Conv2D)        (None, 35, 175, 256)      590080    
_________________________________________________________________
block3_conv3 (Conv2D)        (None, 35, 175, 256)      590080    
_________________________________________________________________
block3_pool (MaxPooling2D)   (None, 17, 87, 256)       0         
_________________________________________________________________
block4_conv1 (Conv2D)        (None, 17, 87, 512)       1180160   
_________________________________________________________________
block4_conv2 (Conv2D)        (None, 17, 87, 512)       2359808   
_________________________________________________________________
block4_conv3 (Conv2D)        (None, 17, 87, 512)       2359808   
_________________________________________________________________
block4_pool (MaxPooling2D)   (None, 8, 43, 512)        0         
_________________________________________________________________
block5_conv1 (Conv2D)        (None, 8, 43, 512)        2359808   
_________________________________________________________________
block5_conv2 (Conv2D)        (None, 8, 43, 512)        2359808   
_________________________________________________________________
block5_conv3 (Conv2D)        (None, 8, 43, 512)        2359808   
_________________________________________________________________
block5_pool (MaxPooling2D)   (None, 4, 21, 512)        0         
_________________________________________________________________
flatten_1 (Flatten)          (None, 43008)             0         
_________________________________________________________________
dense_1 (Dense)              (None, 512)               22020608  
_________________________________________________________________
dropout_1 (Dropout)          (None, 512)               0         
_________________________________________________________________
dense_2 (Dense)              (None, 256)               131328    
_________________________________________________________________
dropout_2 (Dropout)          (None, 256)               0         
_________________________________________________________________






Figure 9. Output result of model.summary() of the transferred VGG16-TR2
network where the parameters of the last two blocks are set to trainable.
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In the transfer learning with fine-tuning version, model
weights were initialized based on pre-training on a general image
dataset, except that some of the last blocks were unfrozen so that
their weights were updated in each training step. In this study, all
the transfer learning version models employed pre-trained weights
using the ImageNet database [38]. ImageNet is an image dataset
containing thousands of different objects used to train and evaluate
image classification models.
- 27 -
Model AUC Sensitivity Specificity Accuracy
VGG16-TR0 0.729 0.686 0.650 0.674
VGG16-TR1 0.833 0.797 0.809 0.801
VGG16-TR2 0.894 0.898 0.778 0.856
VGG16-TR3 0.822 0.797 0.793 0.796
VGG16-TR4 0.819 0.788 0.809 0.796
VGG16-TR5 0.744 0.669 0.698 0.679
3.4. Evaluation
The deep CNN models of this study were trained using a
cross-entropy loss function on the selected training image dataset.
The screening performances of the six deep CNN models tested in
this study are displayed in Table 2. It was observed that the transfer
learning and fine tuning with last two blocks of VGG-16 model with
pre-trained weights (VGG16-TR2) achieved the top performance, with
the highest AUC of 0.894, sensitivity of 0.898, specificity of 0.778, and
accuracy of 0.856. However, fine-tuning of different number of
VGG-16 blocks showed lower screening performances than that of
last two blocks of VGG-16 trainable (Figure 10 and 11).
Table 2. Osteoporosis screening accuracy of convolutional neural network
models in this research.
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Figure 10. Mean ROC curves of each CNN models for screening
osteoporosis on DPR images in this study.
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VGG16-TR0 VGG16-TR1 VGG16-TR2 VGG16-TR3 VGG16-TR4 VGG16-TR5
AUC 0.729 0.833 0.894 0.822 0.819 0.744



























Figure 11. Mean ROC curves of each CNN models for screening
osteoporosis on DPR images in this study.
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3.5. Visualiz ing Model Decisions
Figure 11 and Figure 12 illustrate the case examples of
predictions using the best predictive VGG16-TR2 model. Each case
example employed a Grad-CAM technique to perform a visual
interpretation to determine which areas affected the deep CNN’s class
classification. In the case of screening correctly for osteoporosis
(Figure 11A), the region showing the weak lower border of the
mandibular cortical bone and the less dense, spongy bone texture at
its periphery was extracted as the main image feature of the
classification. In correctly screened cases of no osteoporosis (Figure
5B), the region showing the strong lower boundary of the mandible
cortical bone and the dense texture around its periphery was
extracted as the main image feature of the classification. However, in
the case of incorrectly screened cases, i.e., the non-osteoporosis case
predicted as osteoporosis (Figure 12A) or the osteoporosis case
predicted as non-osteoporosis (Figure 12B), the central region of the
mandible or the ghost images of the hyoid bone was extracted as the
main image feature.
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Figure 12. Original and Grad-CAM sample images of correctly predicted by
the best-performing deep CNN model (VGG16-TR2) for DPR image-based
osteoporosis screening are illustrated. Below each original sample images, a
Grad-CAM image is superimposed over the original image. The bright red
in each Grad-CAM image indicate the region that has the greatest impact
on screening osteoporosis patients.
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Figure 13. Original and Grad-CAM sample images of incorrectly predicted
by the best-performing deep CNN model (VGG16-TR-TF) for DPR
image-based osteoporosis screening are illustrated. Below each original
sample images, a Grad-CAM image is superimposed over the original image.
The bright red in each Grad-CAM image indicate the region that has the
greatest impact on screening osteoporosis patients.
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Chapter 4. Discussion
Although DPRs are commonly performed for the evaluation of
dentition and adjacent structures of the jaw, some clinical assistant
diagnosis (CAD) systems based on DPRs have been suggested for
screening systemic diseases, such as osteoporosis and carotid artery
calcification [13-23,43]. However, the approaches of most previous
studies are only valid when image features are accurately extracted,
using sophisticated and manual image preprocessing algorithms or
techniques. If a DPR image is imported from an unfamiliar
environment or unexpected noise is added to the image, the prediction
can easily be distorted. The neural network algorithm can resolve
this problem. All the knowledge necessary for diagnosis is established
only with the given training image data, without complicated or
sophisticated image preprocessing. In recent years, a cutting-edge
neural network technology, called deep learning, has been applied to
medical imaging analysis and has shown a level of performance that
is equal to or better than a clinician. As mentioned above, most
previous CAD system studies, which used manual or sophisticated
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image preprocessing and machine learning algorithms for the
screening of osteoporosis based on DPRs, presented variable
diagnostic performances, in terms of sensitivity and specificity
[13-23]. Recently, a deep learning-based osteoporosis prescreening
study, which resulted in a very high AUC score (0.9763 to 0.9991)
and accuracy (92.5% to 98.5%), was published [44]. However, in that
study, osteoporosis labeling was subjectively performed by dental
specialists, rather than BMD score (T-score) which is the gold
standard for diagnosing osteoporosis. In addition, the study did not
visually interpret the decision of the trained CNN model, and using
five arbitrarily established convolutional layers, there is a limitation to
the reproducibility of the deep CNN model.
According to Table 2 and Figure 9 and 10, the first major
findings of the present study showed that applying appropriate
transfer learning and fine-tuning techniques on pre-trained deep CNN
architectures had an equivalent DPR-based osteoporosis screening
level of previous studies, even with small image datasets without
complex image preprocessing and image ROI settings. The
VGG16-TF0, having no trainable layers and the lowest number of
trainable parameters, showed the lowest true-positive screening
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performance and accuracy among the experimental groups. On the
basis of these results, it can be estimated that a deep CNN model
with a small number of trainable layers can have limitation in
learning the true data distribution from a small number of dataset.
However, comparing other models having higher number of
trainable parameters (VGG16-TR3, VGG16-TR4 and VGG16-TR5)
with VGG16-TR2, deep CNNs use of excessive trainable parameters
in the networks again degrades its classification performance.
In general, the deep CNN model learned from pre-trained deep
neural networks on a large natural image dataset could be used to
classify common images but cannot be well utilized for specific
classifying tasks of medical images (Figure 13A). However, according
to a previous study that described the effects and mechanisms of fine
tuning on deep CNNs [45], when certain convolutional blocks of a
deep CNN model were fine-tuned, the deep CNN model could be
further specialized for specific classifying tasks (Figure 13B). More
specifically, earlier layers of a deep CNN contain generic features that
should be useful to many classification tasks, but later layers
progressively contain more specialized features to the details of the
classes contained in the original dataset (i.e., the large natural image
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dataset on which the deep CNN was originally trained). Using this
property, when the parameters of the early layers are preserved and
the parameters in later layers are updated during training new
datasets, the deep CNN model can be effectively used in new
classification tasks. In conclusion, fine-tuning uses the parameters
learned from a previous training of the network on a large dataset
and, then, adjusts the parameters in later layers from the new
dataset, improving the performance and accuracy in the new
classification task. As with the previous study, the fine-tuning
technique, which freezes the weight parameters of some initial
convolutional blocks in the deep CNN model called VGG-16, and,
then, updates the weight parameters of the later convolutional blocks
(Figure 8B), show higher performance than other experimental groups.
The conceptual diagram of the fine-tuning technique mentioned above
can be seen in Figure 13.
Thus, in the case of having a small-scale image dataset like
classification for medical images with a small number of data as in
this study, this study also suggests that the use of optimal
fine-tuning with transfer learning on a optimal deep CNN models
with pre-trained weights can be an efficient solution for the
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classification of medical images, instead of learning a deep neural
network from scratch.
Figure 14. The conceptual diagram of the fine-tuning technique in the
transfer learning of a deep CNN in this study.
The second major result of this study was to identify areas
where image feature differences occurred when screening osteoporosis
in DPR images using the Grad-CAM technique. To understand and
visualize the decision of deep CNN models, some samples of the
correctly and incorrectly screened examples were reviewed (Figure 11
, 12, and 14). For additional insight to model decisions, a Grad-CAM
technique was performed in this study. This technique identified the
areas of input images that had the greatest impact on model
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classification. According to this additional review, the model does
seem to identify the feature characteristics of osteoporosis in DPR
images (e.g., cortical bone thinning). According to the Grad-CAM
evaluation of this study, DPR-based screening performances of
osteoporosis were high when the image features were specified in the
middle region of the left and right side of the mandibular lower
border. This region is also consistent with the regions used to
discriminate osteoporosis using DPR images, in most previous studies
[13-23], although the measurement algorithm was different. This
indicates that most osteoporosis patients have image feature
characteristics, on DPR images, at the lower border of the cortical
bone in the mandible. However, image quality issues, such as
blurring, low contrast, and ghost images of adjacent objects can
cause incorrect predictions. When the image features were specified
in the center region of the mandible, or when the ghost images of
the hyoid bone were in the ROI region, the accuracy was reduced.
Therefore, to improve the deep CNN-based screening performance of
osteoporosis in DPR images, it is suggested that the ROI setting be
limited to the area around the middle of the left and right side of the
lower border of the mandible.
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Figure 15. Comparison of grad-CAM images from other groups against




This study showed an appropriate learning strategy in
applying the transfer learning method to deep CNN for the screening
of osteoporosis in DPR images when there is limited number of
dataset. Before proceeding with the transfer learning, the back-bone
network was selected, and then the transfer learning was conducted
by applying an appropriate fine-tuning degree to the selected network
to make it an efficient transfer learning method. The experimental
results showed that transfer learning with pre-trained weights and
fine-tuning techniques achieved the highest overall accuracy of 84%.
The presented results suggest that the combination of the appropriate
deep CNN architectures and transfer learning techniques has
effectively resolved the issue of a small training set of images and
that DPR images have the potential for osteoporosis pre-screening. In
addition, using the Grad-CAM technique, this study performed a deep
learning-based visual explanation for the area where the image
feature difference occurred. Therefore, this study confirmed the
previous osteoporosis screening studies using DPR images that set
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the ROI at the middle of the left and right side of the lower border
of the mandible. Given the increasing burden of osteoporosis on the
global healthcare system, as our population ages, and the proliferation
of dental panoramic image devices, the results presented in this study
suggest that deep learning-based image analysis of DPRs could serve
an important role in cost-effective prescreening for patients unaware
of osteoporosis. To further improve screening performance, future
research is needed, using different deep CNN architectures and deep
learning techniques, more validated and qualified labeled image
dataset, the appropriate number of datasets, and automated
configuration techniques for more limited range of ROI.
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국문초록
치과용 파노라마 방사선 사진에서 골다공증 선별을 위한




골다공증은 골밀도가 낮고 골 미세 구조의 붕괴가 특징 인 대사성 골 질
환입니다. 그러나, 골다공증에 대한 임상 진단 방법중에 하나인 DXA 검사는 대
형의 검사용 엑스레이 장비가 별도로 필요하고 검사비용이 높아, 해당 검사의
이용성에 제한성이 있습니다. 최근 연구에 따르면 치과 파노라마 방사선 사진
(DPR) 또한 골 밀도 변화를 예측 할 수 있다고 연구되었습니다. 이에 본 연구
는 DPR에서 골다공증에 의한 골 밀도 변화에 따른 엑스레이 영상 특이성 분류
에 다양한 전이 학습전략을 적용한 심층 합성곱 신경망 (CNN)의 분류 성능을
평가하는 것에 목표로 두었습니다. 합습 및 검증용 데이터의 객관적인 라벨링을
위해 2009년부터 2018년까지 고려 대학교 안산 병원에서 골밀도 검사와 디지털
파노라마 방사선 촬영을 6개월 이내에 동시에 시행한 환자들로부터 680개의
데이터 세트를 수집했습니다. 전이 학습 전 기본이 되는 합성곱 신경망을 선택
하기 위해 이미지 분류에 자주 사용되는 3개의 합성곱 신경망 인 VGG-16,
Resnet-50 및 Xception 네트워크에 대해 전이학습이 없는 상태로 사전 분류성
능 평가를 수행했습니다. VGG-16은 전이 학습 없이 수행 된 분류 성능 평가에
서 다른 2개의 네트워크에 비해 높은 AUC 값을 보여 주었기에, 해당 네트워크
를 백본(back-bone) 네트워크로 사용하여 전이학습 효과를 비교 분석하였습니
다. 백본 네트워크에서 최적의 fine-tuning 정도를 찾기 위해 VGG-16에
fine-tuning이 적용 가능한 블록 수에 따라 총 6 개의 fine-tuning 적용 전이 학
습 그룹이 다음과 같이 설정 하였습니다. fine-tuning을 전혀 하지 않는 그룹
(VGG16-TR0), 마지막 1 블록을 fine-tuning 하는 그룹 (VGG-16-TF1), 마지막
2 블록을 fine-tuning 하는 그룹 (VGG-16-TF2), 마지막 3 개 블록을
fine-tuning하는 그룹 (VGG-16-TF3), 마지막 4 개 블록을 fine-tuning하는 그
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룹 (VGG-16-TF4) 및 5 개 블록 모두를 fine-tuning하는 그룹 (VGG16-TR5).
실험 결과 최고 성능 모델 은 VGG-16-TF2 였으며, 분류 성능 값의 하나인
AUC 값이 0.858를 달성했습니다. 본 연구를 통하여 학습용 데이터 수에 제한이
있더라도, 전이 학습 및 fine-tuning을 통하여 DPR 이미지를 이용한 골다공증
스크리닝 성능의 개선이 가능함을 보여주었습니다. 또한 gradiant-CAM 기법을
이용하여 성능이 가장 우수한 CNN 모델의 시각적 해석을 통하여, DPR 이미지
상에서 적절한 골다공증의 분류성능은 하악골의 왼쪽 및 오른쪽 하연 경계에있
는 이미지에 의존한다는 것을 확인 할 수 있었습니다. 본 결과는 DPR 이미지의
딥 러닝 기반 평가가 골다공증 환자의 자동 선별에 유용하고 신뢰할 수 있음을
시사 하였습니다.
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