ABSTRACT By comparing solar data with data of ''flat activity'' stars at UV and soft X-ray wavelengths, we estimate solar chromospheric, transition region, and coronal emission as it might have existed during the Maunder minimum (1645-1715), the most recent of several episodes of persistently weak sunspot activity. Several flat activity stars from the Mount Wilson S-index survey have been observed with the Hubble Space Telescope and ROSAT. Drawing on published data, we reassess the criteria by which a star may be considered as a Maunder minimum candidate. Of our targets, HD 10700 and HD 143761 are the most likely such candidates. Solar UV spectra from the SOHO and UARS spacecraft, and soft X-ray data from the SNOE spacecraft are compared with the stellar UV and X-ray data. The comparison suggests that the radiative output of the Maunder minimum chromosphere, transition region, and corona were similar to (or at least not much less than) those observed under conditions close to current solar minima. In turn, this suggests that the emitting structures (which on the Sun at sunspot minimum are small scale,TR ), including the magnetic network, were also similar. These results have implications for the nature of the surface magnetic fields and irradiance during the Maunder and other magnetic minima, and for the solar dynamo.
INTRODUCTION
The Maunder minimum (1645-1715, henceforth ''MM'') was a period when very few sunspots were observed, most of them in the Sun's southern hemisphere, and then only toward the end of the period (Ribes & Nesme-Ribes 1993) . The MM is the period in which the strongest evidence for connection between climate variation and solar magnetic activity exists (Eddy 1976) ; the Earth's climate during the MM coincided with the coldest period in the ''Little Ice Age'' (from roughly 1350 or 1450 to 1900). Although the number of observable sunspots was reduced during the MM by 2 orders of magnitude, magnetic activity was evidently not completely absent. An important source of (indirect) evidence for solar magnetic activity is encoded in certain cosmogenic isotopes, such as 10 Be found in ice-core records, whose abundances show an 11 yr modulation, phase linked to the solar sunspot cycle. Remarkably, the modulation continued uninterrupted, although reduced in amplitude, throughout the MM (Kocharov 1986; Beer et al. 1998; Beer 2000) .
Observations strongly suggest that sunspots form from a coherent, toroidal magnetic structure in the solar interior, some part of which rises to form spots as the fields emerge at the surface (e.g., Schüssler 1996) . The historical sunspot records thus reflect the emergence of this toroidal component of the Sun's global magnetic field. In contrast, the nature of the magnetic field variations responsible for the cosmogenic isotope modulation is less clear, the cosmic ray flux being influenced by a variety of heliospheric processes which are still subject to debate (e.g., Potgieter et al. 2001) . Nevertheless, both of these sources of data show that the MM and other historic sunspot minima contain important clues, which may enable us to better understand the solar dynamo ( Beer et al. 1998) . Current dynamo models based on mean-field theory appeal to the conversion of poloidal into toroidal magnetic field using the differential rotation just beneath the convection zone (the -effect), and then some mechanism(s) which converts the toroidal field back into poloidal field (-effect), thereby completing the dynamo cycle (e.g., Moffatt 1978 ; for recent work see the review by Ossendrijver 2003) . The low MM sunspot numbers suggest that the -effect and/or flux emergence rates were suppressed, yet 10 Be data indicate that heliospheric processes capable of modulating cosmic rays via the large-scale solar magnetic field were less significantly affected.
In this paper we follow a well-trodden path of examining the Sun in the context of the stars (e.g., Wilson 1978; Baliunas & Jastrow 1990; White et al. 1992; Baliunas et al. 1995; Hall & Lockwood 2004) . Much fruitful solar-stellar work has been done by studying the chromospheric Ca ii H and K lines (e.g., Noyes et al. 1984) . Chromospheric and coronal emission is strongly related to surface magnetic fields both in the Sun and stars (Skumanich et al. 1975; Schrijver et al. 1989; Pevtsov et al. 2003) . By comparing solar chromospheric and coronal emission with stars which are arguably in a MM phase, we can try to constrain the surface magnetic fields which may have been present during the MM itself. This was done by White et al. (1992) using the so-called Ca ii S-index, which is derived from the ratio of core to pseudocontinuum intensities measured in the Mount Wilson survey (e.g., Baliunas et al. 1995) . Based on work by Baliunas & Jastrow (1990) and solar data from 1975 onward, they concluded that not only was the MM Sun free of plage and network, but that the Ca ii emission was reduced to levels seen in only 15% of the quiet Sun's area today. However, problems have emerged since this initial work, which we will review in the context of our new results. The identification of MM candidate stars turns out to be a more delicate issue than was originally hoped (Saar 1998; Wright 2004; Hall & Lockwood 2004 ).
Our work complements the Ca ii work in that, at vacuum UV and X-ray wavelengths, the emitted light is far more sensitive to surface magnetic activity, and contributions from a radiative equilibrium atmospheric component are negligible. To this end we reanalyze UV spectra from the Hubble Space Telescope (HST ) acquired by one of us in 1995 (see Saar 1998) , combined with other previously published and /or archived UV and X-ray data. We also take care to identify true dwarf stars whose Ca ii data indicate a noncycling state which may be analogous to the solar MM. Table 1 lists the stars we have studied. Aside from the Sun and the ''solar-like'' star Cen A ( HD 128620), these were selected because of their FA behavior seen in the Mount Wilson Ca ii survey (Baliunas et al. 1995) . HD 10700 and HD 142373 belong to the original FA class defined by Baliunas et al. (1995) , HD 9562 was added to the group by Donahue (1996) , and Saar (1998) added HD 143761 on the basis of its small S-index variation (ÁS /S % 1%). HD 29645 and HD 143761, classified as variable on long timescales by Baliunas et al. (1995) , were also added. Both stars have low S indices without obvious cyclic behavior. HD 3651 was included in the HST target list as a star potentially approaching a FA state. Saar (1998) argued that most FA stars are in the stellar equivalent of the MM. Wright (2004) however, countered that essentially all known MM candidate stars, including FA stars, are old, evolved stars which cannot fairly be compared to the present Sun. We must therefore revisit the question: what criteria define a star in a MM phase? Saar's arguments went as follows. The known FA stars exhibited a range of ages (t) and v sin i values and some old stars (t > t ; e.g., HD 103095) have clear cycles ( Baliunas & Jastrow 1990) . Youthful (t < t ) FA stars exist, and distributions of inverse Rossby numbers Ro À1 ¼ /P rot for FA and relatively inactive, but still cycling, stars are similar. Wright's viewpoint rests on the contention that most of the MM candidate stars are old, and significantly evolved from the main sequence: ''Stars only 1 mag above the main sequence exhibit significantly suppressed activity levels, which have been mistaken for examples of Maunder minimum behavior.'' A key difference, however, was that Wright set a limit on R 0 HK for MM candidates (log R 0 HK À5:1; Henry et al. 1996) , while Saar (1998) did not set a rigid limit, rather focusing more on FA behavior.
STELLAR SAMPLE

Maunder Minimum Candidates
To complicate matters, metallicity effects on stellar luminosity can confuse determination of evolutionary state. We must therefore allow that FA behavior can occur for at least two reasons: (1) stars are on the main sequence and are indeed in MM phases, and (2) the stars are significantly evolved and their chromospheric emission is flat because of evolutionary structural changes, which influence surface magnetic fields and associated chromospheric heating. We must determine which stars in our sample are indeed evolved compared with the main sequence. We have done this in two independent ways.
We first plotted an H-R diagram, shown in Figure 1 , of M V versus B À V , using Hipparcos parallaxes, together with the average main-sequence locus from Wright (2004) and main-sequence and subgiant loci from Allen (1973, x 98) . Clearly, HD 3651, HD 10700, HD 143761, and HD 128620 (and of course the Sun!) are dwarf stars, the others are subgiants. These classifications are listed in Table 2 . Second, we checked these classifications by plotting spectroscopically derived gravities versus effective temperatures, which included self-consistent variations in elemental abundances, as derived by Valenti & Fischer (2005) . All our targets except HD 29645 were included in their study, for which we used the gravity Taylor (2003) , log g is from Edvardsson et al. (1993) , and 0 was computed from the Barnes-Evans relationship (see text). Also, 0 for HD 10700 and HD 128620 are from sources cited by Judge et al. (2004) . Solar data are from Allen (1973) . M V values were derived using Hipparcos parallaxes, with values of B, V from the SIMBAD database. Also shown are typical main-sequence and subgiant loci from Allen (1973; solid lines) and the average main sequence of Wright (2004; dashed line) . The dot-dashed line is the average of the main-sequence and subgiant values of Allen's M V . Stars above the dot-dashed line are considered evolved, those below are main-sequence stars (this is also confirmed by their spectroscopically determined gravities). Note that the spread about the main sequence (e.g., HD 10700 and HD 128620) is due in part to a large spread in metallicity ( M/ H ¼ À0:36 and +0.19, respectively). Uncertainties in M V are less than 0.1 for these nearby stars.
of Edvardsson et al. (1993) and the effective temperature of Taylor (2003) (see Table 1 ). Reassuringly, we find the same results.
We proceed with the assumption that both HD 10700 and HD 143761 are main-sequence stars and show flat activity because they are in MM phases. New Ca ii data for HD 3651 ( Frick et al. 2004) show that it continues to cycle during an extended decline, so that it is not strictly an FA star, even though it is clearly on the main sequence. ( We note that the Sun itself was probably not entirely ''flat'' in Ca ii during the MM, based on 10 Be modulation.)
Stellar Data
UV spectra for HD 10700 and HD 128620 are taken from Judge et al. (2004) , which were acquired using the STIS instrument on the HST, using medium-and high-dispersion gratings, respectively. UV data for the remaining stars were acquired using the lowdispersion grating (G140L) of the GHRS instrument (see Table 2 ) because of the lower UV fluxes of these more distant stars. The targets were centered in the spectrograph's large science aperture. G140L data for the O i resonance lines near 1304 8 are contaminated somewhat by geocoronal emission, most evident for example in the ''filled in'' profiles for HD 29645 seen in Figure 4 below. The degree of geocoronal contamination of the O i spectral region is unknown, but is probably quite small for most targets: the spectra with the longest exposure times (HD 3651, HD 29645, and HD 9562; see Table 2 ) show the most contamination. Soft X-ray stellar data are from ROSAT, in the RASS (ROSAT All Sky Survey) passband 2 from 0.1 to 2.4 keV; some were previously analyzed in Judge et al. (2003) . Stellar flux densities were reduced to surface flux densities using angular diameters from sources listed in Table 1 . Our angular diameters have far smaller uncertainties than those used in earlier work on the same spectra (Saar 1998) , except for HD 29645, for which the statistical surface brightness relationship of Barnes et al. (1978) was used.
Solar Data
Our solar data are primarily from the quiet-Sun atlas of Curdt et al. (2001) , acquired with the SUMER instrument on the SOHO spacecraft. These data, after applying center-to-limb corrections, represent the Sun as a star as it might have been observed during the magnetic cycle minimum of 1996/1997, with no obvious sunspot-related magnetic activity ). Thus, these data represent a solar flux spectrum from a solar disk covered with quiet internetwork and network emission alone.
To check the steps used by Judge et al. (2004) , we analyzed data from the SOLSTICE instrument on the UARS satellite, kindly supplied by T. Woods (2004, private communication) . SOLSTICE produces accurately calibrated (AE3%), low-resolution (roughly 1 8) UV spectra of the Sun as a star. SOLSTICE line flux densities for 1996 October 1, a date representative of solar minimum activity conditions, exceed those from our analysis of SUMER data by 24%, 25%, 17%, and À6% for the 1304, 1335, 1398, and 1549 8 passbands, respectively. These all lie within the AE30% uncertainty of the SUMER data. Given the lower resolution of the SOLSTICE data, the influence of blends, the uncertainties in the center-to-limb corrections we applied to the SUMER data, and the different epochs at which the SUMER and SOLSTICE data were acquired, we regard this as excellent agreement. It confirms that our transformations of the SUMER intensities to flux densities yield estimates of solar surface flux densities near solar minimum conditions to within AE30%.
Estimates of solar soft X-ray emission in the RASS passband (0.1-2.4 keV ), measured for stars by ROSAT, were taken from Judge et al. (2003) . That paper was devoted to the cross calibration of solar X-ray data measured using the SNOE satellite ( Bailey et al. 2000) , with stellar soft X-rays measured by ROSAT. The intercalibration uncertainties are AE50%, except at the extremes of solar activity, where extrapolations were unavoidable.
The uncertainties in UV flux densities can be compared with the sunspot maximum/minimum variations from SOLSTICE, which are 1.27, 1.59, 1.74, and 1.48 for the O i, C ii, Si iv, and C iv multiplets. Minimum to maximum fluctuations in soft X-rays (0.1-2.4 keV) were estimated by Judge et al. (2003) to be an order of magnitude. In passing, we note that the X-ray variations are much larger (or UV variations smaller) than implied using published stellar flux-flux relationships (Schrijver 1983 ).
DATA REDUCTION AND ANALYSIS
In this section, we compare the Sun with the stars using data from Table 1 , and the measurements listed in Table 3 . We discuss the derivation and interpretation of the data compiled in Table 3 .
Reanalysis of Ca ii and X-Ray Data
Ca ii S indices vary with time owing to the long-term influence of the stellar magnetic cycle on the chromospheric emission levels as well as short-term effects due to flares and the disk passage of active regions. In subsequent figures, we adopt average S indices from Baliunas et al. (1995) with the following exceptions. The S-index for HD 128620 is from Henry et al. (1996) . The value of 0.17 adopted for HD 3651 is representative of the S-index at the time of the GHRS observations, and not the year 2000 ''minimum'' value, which is nearer S ¼ 0:155 (Frick et al. 2004) .
To compare Ca ii data of stars of various spectral types, the S-index is converted to the physical quantities F 3 Accurate solar S and R 0 HK indices have been difficult to determine because of the need to use lunar or asteroid data and observations at other wavelengths to normalize the Sun to the stellar scale (e.g., White et al. 1992; Baliunas et al. 1995) . Work from 1994 to 2004 with the Solar-Stellar Spectrograph ( Hall & Lockwood 2004) , an instrument measuring the Sun and stars using the same optical system, has avoided such crosscalibration issues. Relative uncertainties in S HK are difficult to assess, but values are quoted at 0.007 (White et al. 1992) or 0.0075 ( Hall & Lockwood 2004) . The current consensus is that, at solar activity minimum, a monthly averaged S HK is 0.162-0.164; at maximum it depends on the intensity of the solar cycle. In different Valenti & Fischer (2005) but keep the values of bolometric fluxes using the formalism of Noyes et al. (1984) for consistency with earlier Ca ii work. Our data set is thus internally inconsistent, but the differences are small and do not materially affect our discussion. 2 Second ROSAT PSPC Source Catalog, ROSAT News, No. 72. maxima it may vary from 0.175 to 0.2 (Baliunas et al. 1995; Hall & Lockwood 2004) . S indices of 0.162 and 0.2 imply F 0 HK % 6:2 ; 10 5 and %10 6 ergs cm À2 s À1 , and log R 0 HK % À4:98 and %À4.80 respectively. An uncertainty of 0.007 in S HK translates to uncertainties of %0.09 in log R 0 HK for G dwarfs. Given these uncertainties, the Sun's surface flux density of Ca ii, at activity minimum, is remarkably similar to those of the two main-sequence G stars in FA phases (HD 10700 and HD 143761).
Figure 2 includes normalized X-ray flux densities R X from those targets observed by ROSAT, in the 0.1-2.4 keV passband. Data for HD 9562 and HD 142373 came from the second ROSAT PSPC catalog of pointed observations, HD 3651 were from Schmitt & Liefke (2004) , and those for HD 10700, HD 128620, and solar estimates were from Judge et al. (2003) . For consistency, we used a constant value of 6 ; 10 À12 ergs cm À2 count À1 to convert measured PSPC count rates to flux densities measured at Earth. This represents a mean of the conversion factors, for ROSAT ''hardness ratios'' close to À1.0, given by Judge et al. (2003) for the cases of photospheric and coronal abundances. Uncertainties in the stellar X-ray data are dominated (except for the bright source HD 128620) by X-ray counting statistics, typically 10%-25%. Uncertainties in the solar X-ray pseudo-ROSAT estimates are difficult to estimate (Judge et al. 2003) . A formal AE50% error bar in the solar data applies to solar flux densities as ROSAT would have observed the Sun (Judge et al. 2003) . The solar X-ray flux densities also involve extrapolations based on other synoptic solar measurements (in this case correlations with the C iv irradiances were used; see Judge et al. 2003) . Based on extrapolations using other data discussed by Judge et al. (2003) the X-rays at solar minimum might be 60% brighter than shown in the figure. Like the Ca ii data, the normalized solar X-ray flux densities at activity minimum lie very close to those for the FA stars.
UV Data from HST and Solar Data from SOHO and UARS
Figures 3 and 4 compare the surface flux densities of the strongest UVemission features of the main-sequence and subgiant stars, respectively. To directly compare the low-resolution data from the GHRS, we have convolved the data of HD 10700 and HD 128620 and the Sun from Judge et al. (2004) with a Gaussian profile of width (full width at half-maximum) 0.65 8, appropriate for the G140L grating. The solar SOLSTICE data are shown at the instrument's resolution (1 8).
Conversion of disk center SUMER intensity data to surface flux density is straightforward but requires care (see x 2.5 of Judge et al. 2004) . The solar data shown in Figure 3 (and the data based on these shown in later figures) were obtained using equation (8) of Judge et al. (2004) applied to the convolved data, which includes corrections for separate center-to-limb variations in each individual multiplet and the underlying continuum.
The spectra were measured by integrating the shaded regions shown in the figures. Like the Ca ii data, a background continuum (of chromospheric origin) has been subtracted from the line emission, so we keep the notation F 0 and R 0 . Typically, the measured flux densities of HD 10700 and HD 128620 exceed by a few percent those listed in the higher resolution measurements of Judge et al. (2004) because of blends. This difference affects none of our conclusions. Uncertainties in the surface flux densities for most of the stars arise from uncertainties in the absolute photometry of the GHRS spectra (AE5%) and from uncertainties in angular diameters (AE a few percent, AE22% from the Barnes-Evans relation used for HD 29645). The SUMER solar data are dominated by the AE30% absolute calibration uncertainty. Error bars for SOLSTICE data are AE3%, too small to be seen in the figure. . Stellar S-index values vary; those listed are average values from references given in the text, except for the unusually variable star HD 3651, where we list the S-index corresponding to the date of the GHRS observations. X-ray data apply to the 0.1-2.4 keV passband, data for HD 128620 are estimates for the A component of the system (see text).
a Evaluated using T eA from Noyes et al. (1984) . b Using T eA from Valenti & Fischer (2005) . Uncertainties are discussed in the text; a colon denotes a particularly ill-defined or approximate value. (Ayres et al. 1983) , and in the RASS passband F X % 1:6 ; 10 6 ergs cm À2 s À1 (Schmitt & Liefke 2004) , exceeding our FA sample by 1 and 2 orders of magnitude, respectively.
Correcting for Star-to-Star Metallicity Variations
This analysis is not quite consistent because the target stars have significantly different metallicities, which affects our analysis in several ways. For the Ca ii lines, the conversion of S HK to R 0 HK (Noyes et al. 1984) does not include abundance variations. Yet some effects are surely present because line blanketing introduces abundance-dependent changes in fluxes in the continuum channels for the S HK indices and into the effective temperature versus B À V relation required for R 0 HK . Owing to large chromospheric optical depths, the Ca ii lines are effectively thick. The Ca abundance then drops out of the theoretical expression for the chromospheric contribution to the core flux densities (Linsky & Ayres 1978) . However, the conversion of S HK to R 0 HK still suffers from the complications mentioned above. A preliminary analysis of these effects-not included here-shows a clear trend in the minimum R 0 HK in dwarfs, with the minimum declining with increasing metallicity (Saar 2007) .
For UV lines and X-rays the effects of variable abundances are discussed in the Appendix. Figure 6 shows data identical to Figure 5 , but where flux densities for lines of C ii, Si iv, and C iv were multiplied by 10
. Here (hT e i) is a temperaturedependent factor determining the logarithmic change in the radiation losses for a given logarithmic metallicity change. A value of (hT e i) ¼ 1 implies linear dependence, a value of zero, no dependence. Comparing Figures 5 and 6 , we see that the metallicity corrections considerably reduce the scatter in the C ii, Si iv, and C iv plots. (No corrections were applied to the O i resonance lines [(hT e i) ¼ 0], since these lines are effectively thick in the chromosphere and their formation is not yet fully understood.) Clearly, metallicity corrections influence the interpretation of UV data, in ways not necessarily linearly dependent on the elemental abundances.
These abundance-corrected R 0 values are those expected when (1) the stars all have solar metallicity, and (2) the mechanical energy flux dissipated and radiated in the chromosphere-corona is independent of the abundances of the ''metals.'' These corrected flux densities reflect the radiation losses in each multiplet for atmospheric heating rates which are identical. Thus, if the corrected flux densities for different multiplets formed over a wide temperature range were the same in two different stars, then the underlying (temperature-integrated) heating rates would also be the same. Figure 6 then implies that the Sun's mechanical energy flux dissipated in the chromosphere-corona domain, near sunspot minimum, are similar to those of the FA dwarf stars, HD 10700 and HD 143761.
Rossby Numbers
Using measured rotation periods from Baliunas et al. (1996a), 4 empirical convective turnover times ( C ) from equation (4) of Noyes et al. (1984) , and flux densities corrected for metallicity variations, Figure 7 shows R 0 values versus Rossby numbers. The R 0 HK data follow the general trend sketched by the behavior of mostly more active stars by Noyes et al. (1984) . However, the uncertainties in log R Wright (2004) argued that most MM candidates are either significantly evolved from the main sequence, so that their behavior is related to evolutionary changes, or are too active -above the log R 0 HK % À5:1 limit for MM stars set by Henry et al. (1996) . Wright's criteria did not include the variability of S HK . Nevertheless, if Wright is correct, the Sun's Maunder and other activity minima (e.g., Oort, Wolf, Spörer, Dalton), have not yet been observed in another star. But the Sun has spent a considerable fraction of its time in such phases over the last few thousand years. So, has the Sun been in an especially inactive phase during this period, or is the Sun unique in some other way?
Our study sheds light on these questions. The two mainsequence MM candidates, HD 10700 and HD 143761, both have log R 0 HK > À5:1. Thus, while FA behavior is definitely associated with main-sequence stars other than the Sun, the measured R (Henry et al. 1996) was defined without the benefit of Hipparcos data to refine the evolutionary state of the stars. Thus the criterion was derived from a stellar sample contaminated by evolved stars with intrinsically lower average R 0 HK . We therefore believe that the log R 0 HK À5:1 criterion for a dwarf star to be considered to be in a MM phase is not appropriate. Furthermore, Saar (2007) finds the lower limit of log R 0 HK in dwarfs to be metal-dependent, ranging from %À5.08 at log M/H ¼ 0:0 to %À4.85 at log M/H ¼ À1:0. If stars only slightly above this boundary can be considered MM candidates (such as HD 10700 and HD 143761), the number of dwarf stars potentially in MM phases would increase significantly (see also Figs. 3-5 and 7 of Wright 2004) , and the recent history of the Sun would not be considered exceptional.
Ca ii versus UV and X-Ray Indicators of Magnetic Activity in Inactive Stars
UV lines and X-rays are far more sensitive to stellar magnetic activity than Ca ii lines. But UVand X-ray data are necessarily far rarer than Ca ii data, and will remain so for the foreseeable future. While the S HK indices suffice to determine the general nature of stellar chromospheric variability, for inactive stars there are special difficulties which make their further physical interpretation more challenging. Conversion from S HK to R 0 HK is nontrivial, because a large and uncertain contribution to S HK from a radiative equilibrium component must be subtracted to obtain the chromospheric component. Systematic errors in R 0 HK will also be introduced through variations of metallicity and gravity in stars, which have yet to be quantified (e.g., Rutten 1984; Rocha-Pinto & Maciel 1998; Wright 2004; Saar 2007) . Thus, using Ca ii data alone it is difficult to place the Sun reliably in the context of MM candidate stars, although this has been attempted by White et al. (1992) and others.
The above problems are circumvented by studying UV lines for which metallicity corrections are small, such as those of C iv, or X-rays. Our results show that the UVand estimated X-ray emission for the 1996/1997 solar sunspot minimum is very similar to the MM candidate stars, and that the stellar data, dwarfs and subgiants included, are remarkably similar to one another. These results are surprising given that the UVand X-ray data are, unlike the Ca ii data, very sensitive to the magnetic heating; such a result could not have been anticipated. Hall & Lockwood (2004) independently question the use of Ca ii S indices as tracers of magnetic activity in very inactive stars. They single out HD 9562 as a ''canonical near-zero activity'' star. Figures 3-6 show that HD 9562 has very similar UV line flux densities to those of stars with much higher S indices, highlighting this particular problem.
Significant efforts have been made to study distributions of S indices with the aim of identifying the statistical relationships between stars which are cycling or otherwise (Baliunas & Jastrow 1990; Hall & Lockwood 2004) . However, a mix of uncorrected metallicities can easily spread S or R 0 HK over a range of values for a given ''true'' activity level, reducing their diagnostic value. Thus, if distributions of metallicity-corrected UV or X-ray surface flux densities were available, the distributions based on S HK or R 0 HK should be expected to change shape. The lack of UV and X-ray data make this impractical at present, but the ramifications may be important.
Speculation on the Sun's Chromosphere, Corona, and Surface Magnetic Fields during the Maunder Minimum
Following, e.g., Baliunas & Jastrow (1990) , we conjecture that at least some FA stars represent the stellar equivalent of the MM phase. We focus on comparing the Sun with main-sequence FA stars, limiting our sample to two ( perhaps three) stars. Our analysis (see Figs. 3-7) shows that the Sun's chromosphere and corona, during the MM period, were sufficient to produce a corona, chromosphere, and transition region whose radiative losses were very comparable to those measured during contemporary sunspot minima. If our treatment of varying stellar abundances on the UV and X-ray flux densities is correct (x 3.3 and the Appendix), then the dissipated energy fluxes of the solar MM upper atmosphere were also very similar to contemporary minima.
The R 0 HK values of our targets are shown in the context of the more representative sample of stars of Noyes et al. (1984) in Figure 7 : the FA stars all lie close to the very bottom of the Noyes et al. (1984) in this relationship was used by them to argue that the stellar data are compatible with mean-fielddynamo theory. Since the R 0 HK values for our target stars broadly follow and extend the same relationship (see the upper left panel in Fig. 7) , it is tempting to conclude that -dynamos extend to the FA stars. This may be misleading, though. A fit of R 0 HK versus Ro excluding FA stars shows the latter to be slightly underactive on average, relative to the overall trend (Saar & Brandenburg 1999) . This suggests other processes may be present, outside the standard -picture. But these R 0 HK data are a mix of evolved and unevolved stars, possibly blurring structural effects; the range of metallicity may further confuse matters. The UV and X-ray data in Figure 7 show no obvious dependence of the R 0 values on Ro (see also Saar 1998), instead revealing a source of star-to-star variability yet to be determined. The presence of magnetic heating apparently independent of Rossby number is suggestive of significant contributions from a turbulent dynamo, involving the interaction of surface magnetic fields and convection near the stellar surface with little expected dependence on rotation ( Durney et al. 1993; Cattaneo & Hughes 2001) .
The dotted lines in Figures 5-6 join points typically observed at solar activity minima and maxima with a straight line, using monthly mean Ca ii data from Hall & Lockwood (2004) and UV data from SOLSTICE. FA stars have similar levels of UVand X-ray to those of the Sun during activity minimum conditions, significantly different from solar maximum conditions. The chromospheric and coronal emission of at least some FA stars should therefore have significant contributions from structures present during sunspot minimum: a magnetically heated chromospheric network, perhaps including X-ray bright points.
Further evidence for significant magnetic fields in the FA dwarfs HD 10700 and HD 143761 exists in the occasional rotational modulation of Ca ii S-index (Baliunas et al. 1996b ), indicative of the disk passage of weak plage or active network emission. Magnetic activity in HD 10700 is implied by broad emission components of lines in the transition region associated with magnetic network emission on the Sun; energy balance arguments indicate that its upper chromosphere must to be dominated by magnetic heating mechanisms . FA star coronae all appear to require magnetic fields to support F 0 X % 10 4 ergs cm À2 s
À1
. Quoting from Hall & Lockwood (2004) , While flat activity stars may be in periods of extended activity minima analogous to the solar MM, a significant reduction in magnetic activity is not implied (although it is also not rejected ) by the [Ca ii] data. Our UV and X-ray work suggests that a significant reduction in magnetic activity can be rejected as a working hypothesis, at least for a small sample of FA stars.
During the MM, we suspect that the Sun maintained a supergranular magnetic field and associated chromospheric network similar to those observed during current activity minima. This result, if true, contradicts the result of White et al. (1992) in which, based on the Ca ii S-index work of Baliunas & Jastrow (1990) and the statistical analysis of Ca ii and magnetogram data by Skumanich et al. (1975) , they were forced to conclude that even supergranular magnetic fields were absent during the MM. An absence of significant small-scale magnetic fields in the turbulent, highly conducting (sub)photospheric plasma is difficult to reconcile with current understanding of turbulent dynamos (e.g., Parker 1994; Cattaneo & Hughes 2001) . These dynamos inexorably generate a stochastic magnetic field whose average energy density approaches a constant fraction of the convective kinetic energy density within a few convective turnover times. The conclusions of Fig. 7. -Plots of the ratio of surface flux densities to bolometric luminosities, as a function of the Rossby number P rot / where P rot is the rotation period and the convective turnover time at the base of the convection zones (see text). Data are corrected for star-to-star abundance variations. The two values shown for the Sun refer to the SUMER (bottom) and SOLSTICE (top) measurements of UV line data. HD 10700 is marked as an encircled star, and HD 143761 is marked as a boxed star. The hatched areas show approximately where the stars analyzed by Noyes et al. (1984) lie. The solar X-ray point corresponds to a flux density of 10 4 ergs cm À2 s
, the minimum value obtained by extrapolation of SNOE X-ray data by regression with C iv irradiances (Judge et al. 2003 ).
White et al. hinged on the comparison of S indices for the Sun and just four FA stars by Baliunas & Jastrow (1990) . Two of these stars we now know to be subgiants, and Hall & Lockwood (2004) found no support either for a bimodal distribution containing separate FA and cycling peaks, or for any difference in the distributions of S indices for larger samples of FA and cycling stars. With our contention that S-index is a potentially misleading indicator of surface magnetic fields in very inactive stars (x 4.2), the important assumptions made by White et al. (1992) are no longer tenable (Hall & Lockwood 2004) .
UV and X-ray photons emerge from the minimum Sun mostly from magnetic features which are much smaller than a solar radius, associated with the supergranular network and X-ray bright points. The ice core records indicate that the Sun continued to modulate, on the 11 yr cycle, the 10 Be isotopes throughout the MM (Beer et al. 1998) , so that the large-scale solar magnetic field was also modulated. There is also evidence for continued cyclic modulation of sunspot activity (Kovaltsov et al. 2004 ). Using fluxtransport models, Wang & Sheeley (2003) suggested that the isotope data are compatible with a reduction in the heliospheric magnetic flux by a factor of several, compared with current values. Note, however, that the mechanisms behind cosmic ray modulation are not known (Potgieter et al. 2001 ) and so quantitative results, while interesting, should be considered speculative.
The MM corona seen during eclipse was never reported to have structure different from spherical symmetry, which appears to be in marked contrast with modern eclipses (Eddy 1976) . For example, the 1954 eclipse showed very clear polar plumes and extended streamers associated with the equatorial current sheet (e.g., Billings 1966) . No spots had appeared on the disk for several rotations prior to this eclipse. Eddy interpreted the spherical symmetry to mean that the hot, electron-scattered ''K corona'' may have disappeared from view, and all that was left was the ''F corona'' (related to the dust-scattered zodiacal light). We suggest a different picture: the large-scale corona-current sheets included-was indeed ''suppressed'' in the sense implied by Wang & Sheeley (2003) , but the small-scale corona, with its roots in supergranular and perhaps granular magnetic fields, was not. In a visual image of electron-scattered light, this may appear like a spherically symmetric glow around the Moon's disk with a thickness of, at most, a scale height at 10 6 K (%50 Mm), which is just a fraction of the solar radius (700 Mm). Remarkably, the X-ray luminosity between 0.2 and 2 keV of the A component (HD 128620) was reported to decrease in this period, from 5 ; 10 26 to 2 ; 10 25 ergs s À1 , corresponding to surface flux densities of 5 ; 10 3 and 2 ; 10 2 ergs cm À2 s
, respectively. In the 1990s, the ROSAT 0.1-2.4 keV channel recorded F 0 X % 1:6 ; 10 4 ergs cm À2 s À1 (Judge et al. 2003) . Robrade et al. (2005) argued that the observations are compatible only with a very large reduction of the X-ray luminosity, changes in the temperature of the emitting plasmas being unable to account for the behavior. Indeed, the minimum observed flux would appear to be below even that of a star completely covered by coronal holes (Schmitt 1997) .
This analysis leads us to a conundrum, since then the coronal heating over the bulk of the star must have decayed with an e-folding timescale of 7 months or so. According to current understanding, coronal heating is controlled by convective motions in subphotospheric layers, which serve to inject electromagnetic energy upward, both as the surface magnetic fields are stressed and as new field emerges from beneath ( Parker 1994) . Thus, to account for the reported behavior of HD 128620 either the flux expulsion and /or the stressing of existing magnetic flux process must be severely reduced. Because convection is always present, this scenario would seem to require that the magnetic field itself must disappear on the same timescale. There are at least two objections to this. Theoretically, it is unlikely that turbulent dynamo action can be completely stopped; observationally, large areas of unipolar surface magnetic flux on the Sun seem to have a lifetime of at least a couple of years, as judged from the slow poleward migration of flux seen in K. Harvey's solar synoptic maps (e.g., Schrijver & Title 2001) . Indeed, such long-lived flux is central to the workings of flux-transport dynamos (e.g., Dikpati & Charbonneau 1999; Wang & Sheeley 2003) .
Resolution of this conundrum will require more data and work beyond the present paper's scope. It might involve instrument cross-calibration issues, or perhaps the development of coronal holes over most of the star, which have weak X-ray emission owing to cool temperatures (e.g., Noci 2003) arising from a lack of mixed polarity magnetic fields on a supergranular scale ( McIntosh et al. 2007 ). An observation from 2005 October with the HRC-I instrument on the Chandra observatory revealed a 0.2-2 keV luminosity of 5 ; 10 26 ergs s À1 ( T. R. Ayres 2005, private communication) , similar to the first 2003 observation made by Robrade et al. (2005) . Further observations of this star in X-rays have been planned.
CONCLUSIONS
When identifying solar-like stars with flat-activity ( Maunder minimum-like?) behavior, care must be taken to ensure that stars are on the main sequence, with similar Rossby numbers to the Sun. We have identified at least two such stars. For these very inactive stars, Ca ii data are subject to systematic sources of error arising from different surface temperatures, gravities, and abundances, and from well-documented difficulties determining a pure chromospheric component. These difficulties limit their use as proxies of surface magnetic activity. UV and X-ray data can be used to ameliorate the problems, but such data are far more scarce. Even for UV data, we have shown that care must be taken to assess the role of star-to-star abundance variations.
We found that the UVand X-ray emission of two main-sequence FA stars (and other inactive dwarfs and subgiants) coincide with those measured and estimated for the Sun under conditions close to cycle minimum conditions. If the FA dwarf stars are indeed in phases analogous to the Maunder minimum, our data suggest that UV and X-ray emission of the Maunder minimum Sun was very similar to current cycle minimum values. We suggest that during the Maunder minimum, the Sun also had significant smallscale (supergranular and granular) surface magnetic fields, contrary to some earlier work.
A speculative picture thus emerges of the Sun's Maunder minimum magnetic field. The small-scale (supergranular) field persisted, but the large-scale (low-order multipolar) structure imposed by sunspot emergence was significantly reduced. If correct, this scenario will have implications for dynamo mechanisms, especially for models based on ''flux transport'' or the ''Babcock-Leighton'' picture of the sunspot cycle. Such models require advection of tilted, sunspot surface fields, having a poloidal component opposite to that of the large-scale polar field, to the pole and then down to the interior, to generate a net ''-effect'' (e.g., Dikpati & Charbonneau 1999; Wang & Sheeley 2003) . It is not clear if the presence of granular and supergranular magnetic fields, but absence of sunspot fields, would permit such dynamos to operate. The observed weak rotational modulation of S indices of FA stars indicates that plages are not uncommon in such stars. So, some non-axisymmetric surface magnetic flux is present even in these stars, perhaps of a character allowing flux transport dynamos to operate at a reduced level.
There are other aspects of this work worthy of more study. A source of star-to-star variability appears to be present in our FA star sample that is not simply related to rotation. SOLSTICE and SNOE data suggest that the solar cycle does not obey stellar UV versus X-ray flux-flux relations, contrary to current beliefs (e.g., Schrijver 1983) . Future work should also include continued S-index monitoring of stars possibly entering/in/exiting Maunder-like minima, an effort to improve the calibration of the S-index into F 0 HK and R 0 HK , and further acquisition of UV and X-ray data. Continued monitoring of solar X-rays with an eye to accurate cross calibration with stellar observations should be carried out, to sample an entire solar cycle. Support for this work was provided by NASA Origins of Solar Systems grant NNG04GL54G (S. S.), HST grants GO-05870.01-94A, HST GO-08143.01A, and GO-09494.01A (S. S.). We are grateful to Travis Metcalf for a careful reading of the paper, and to the referee for useful comments.
APPENDIX EMISSION LINE FLUXES, EFFECTIVE THICKNESS, AND ABUNDANCES
The chromospheres of stars close to the main sequence are effectively thick in the Ca ii lines (e.g., Linsky & Ayres 1978) . It suffices for the present argument to consider two-level atoms in a radially symmetric atmosphere. The emergent flux density of an effectively thick line is given by
where z is depth in the atmosphere, n 1 (z) is the population density of the lower level, C 12 (z) is the collisional rate between the two levels of the transition, and Z th is the depth at which thermalization occurs. The crucial point is that, when both excitation and thermalization are controlled by electron collisions, Z th and C 12 are physically related, yielding ( Linsky & Ayres 1978 )
Here, h is the energy of the transition at frequency , Á D is a typical Doppler line width, A 21 is the Einstein A-coefficient, and e Àh/kT e is a typical value of the Boltzmann factor just above the thermalization depth. This relation is remarkable in that, precisely because excitation and thermalization are controlled by electron collisions, F is independent of both electron density n e and elemental abundance A el .
The situation is different in the more tenuous transition region and corona, where optical depths and densities are too small for thermalization to occur. The plasma is at least effectively thin if not optically thin to outward-directed radiation, so that
where R i is the radiative loss rate due to a transition labeled i. ( The factor 1/2 may approach 1 if photons are scattered outward by deeper atmospheric layers before escaping; see, e.g., Pietarila & Judge 2004 for a recent discussion). If heating rates on average balance the radiative cooling rates R from these plasmas, then
where H is the heating rate, in units of ergs cm À3 s À1 , for example. The nature of the heating mechanism is not known, but it is clear that above %10 5 K classical heat conduction is very efficient, but some other more local process dominates below this temperature (e.g., Jordan 1980) . When conduction is unimportant (the contrary case is discussed below), there is no prior reason to suspect that H will depend on the abundances of trace elements, even if R does explicitly. Using this equation, we can examine the radiative losses R i , and equivalent values summed over all transitions of a given ion and all ions of a from a particular element, given a fixed heating rate H determined by, for example, Ohmic heating. We can write
where we have ignored free-free emission, which is important only in flaring plasma above 10 7 K. We assume that important trace element abundances ( Fe, Si, etc.) vary from star to star together, as occurs when metallicities vary because of abundance variations in protostellar material. Under effectively or optically thin conditions, R i / A el , the elemental abundance. The ratio R i /R % R i /H depends on the relative contributions of the three terms in equation (A5). The cooling of quiescent coronae (T e T10 7 K ) is dominated by emission from trace elements, not H, He, or electrons, because H and He are highly ionized and unable to radiate efficiently. In this case, with R % H and R % P i6 ¼H;He R i , the power radiated by species i is R i % (R i / P i6 ¼H;He R i )H. This is independent of changes in metallicity. As metallicity changes, the thermal structure changes to balance H and the observed X-ray emission is proportional only to the total heating rate over the star's entire corona, independent of trace element abundances.
For transition region lines, radiation losses R have significant contributions from the nontrace elements H and He. If we first take the limit where the trace elements are negligible contributors to R, R H þ R He 3 P i6 ¼H; He R i , then with R metals ¼ P i6 ¼H; He R i and R % H, we can write
In this case the term R metals /R varies linearly with 10 [M/H] ([M/H] is the logarithmic abundance of metals relative to the solar case), so R i / 10 ½M / H . Between the chromosphere and corona, neither of these limits strictly applies. Therefore we have made detailed calculations of R i and R including H, He, and all elements with solar abundances in excess of 10 À6 of the hydrogen abundance, using data from CHIANTI ( Landi et al. 2006 ) and cosmic abundances from Allen (1973) . Standard models fail to account for emission from helium atoms and ions, so we increased the emission from helium ions by a factor of 3 (e.g., Pietarila & Judge 2004) . We computed (hT e i), the logarithmic change in species R i in response to a change in metallicity [ M / H ]: i ¼ d log R i /d½M/H. Since the trace elements are assumed to have the same abundance ratios, the quantity i is a function of electron temperature only, and we write i (hT e i) for an emission feature formed near hT e i. The (hT e i) value is 1 for when all trace species i are negligible contributors to the energy equation, and zero in the opposite regime, as applies to the quiescent corona. We find (hT e i) ¼ 0:7, 0.4, 0.4, and 0.2 for logarithmic electron temperatures of 4.5, 4.9, 5.0, and 5.1, respectively, corresponding to the maximum cooling rates of the C ii, Si iv, C iv, and O iv ions.
To check these calculations, we note that the radiative losses from the solar atmosphere between, say, 8000 and 3 ; 10 4 K are dominated by the Ly line of H, and He + is a prominent contributor to emission around 8 ; 10 4 K (see, for example, the emergent intensities listed by Vernazza & Reeves 1978; Curdt et al. 2001) . Measured H Ly flux densities in HD 10700, HD 128620, and the Sun greatly exceed all others observed in chromospheric and transition region lines (e.g., Judge et al. 2004) . Thus, in the Sun and similar stars, ions with lines formed between, say, 10 4 and 3 ; 10 4 K (including C ii) are indeed small contributors to the radiation losses, and their values of i should be close to 1. Nearer 10 5 K (e.g., Si iv) the values of i should be nearer to zero. This picture is consistent with the above calculations.
For completeness we must include the effects of heat conduction, which alter this picture. Writing H ¼ H C þ H L , where H C is the heating due to heat conduction, and H L is the heating from local dissipation processes (e.g., Joule heating), assuming one dimension and using the Spitzer conductivity, then
The conduction terms are nonlocal, but the right-hand side of the equation contains the local terms. When conduction is efficient, it tends to dominate H, such that locally H C 3 H L , and then H C % R; temperature gradients adjust themselves to balance the radiation losses. Locally, H is determined by R, and it appears that H is not unaffected by [M/H ], at least in cases i ! 0, where the trace species dominate R. But the H L term cannot be neglected in a global sense, as can be seen by integrating equation (A7 ) from limits where F c ¼ 0 because T e ! 0 (the lower solar atmosphere) and dT e /dz ! 0 (the apex of a symmetric loop, or at some height in the solar wind ). The integral of the left-hand side of equation (A7) is zero and so, therefore, is the right-hand side. Conduction serves only to redistribute heat, and so globally the energy balance is between the integrated local mechanical heating and radiative losses, as before. Model calculations would be needed to address the individual values of i in this case. However, aside from the X-rays, the bulk of the UV lines examined in the text are formed in regions where conduction is not expected to dominate. Lastly, these metallicity corrections applied to HD 128620, HD 10700, and the Sun substantially remove dramatic differences between the flux densities shown in the uppermost row in Figure 2 of Judge et al. (2004) . These corrections also explain why the lines of O iv and O v appeared to be anomalously strong in the spectrum of HD 10700: they have (hT e i) % 0 in a star whose ''metals'' are underabundant by a factor of %2.
