Abstract. New comparison theorems are presented comparing the asymptotic convergence factor of iterative methods for the solution of consistent (as well as inconsistent) singular systems of linear equations. The asymptotic convergence factor of the iteration matrix T is the quantity γ(T ) = max{|λ|, λ ∈ σ(T ), λ = 1}, where σ(T ) is the spectrum of T . In the new theorems, no restrictions are imposed on the projections associated with the two iteration matrices being compared. The splittings of the well-known example of Kaufman [SIAM J. Sci. Statist. Comput., 4 (1983), pp. 525-552] satisfy the hypotheses of the new theorems.
Introduction.
In this paper we study certain properties of iterative methods for the solution of n × n consistent (as well as inconsistent) singular linear systems of equations of the form B is the stochastic matrix representing a Markov chain, and the solution of (1.1), for b = 0, is the stationary probability distribution of the Markov chain (normalized so that x T e = 1); see, e.g., [3] , [25] . In this case, ρ(B) = 1, where ρ(B) denotes the spectral radius of B.
Iterative methods for the solution of (1.1) based on splittings of the form A = M − N , where M is nonsingular, have been successfully used for this problem; see, e.g., [1] , [2] , [8] , [10] , [14] , [21] . These methods include point and block versions of the classical Jacobi, Gauss-Seidel, and SOR methods [3] , [25] , [29] and can be written as the following iteration, starting from an initial vector x (0) :
The matrix T = M −1 N is called the iteration matrix, and it is generally assumed to be nonnegative (denoted T ≥ O), e.g., when the splittings are weak regular [3] [29] . A weak splitting is such that M −1 N ≥ O [13] (some authors call these splittings nonnegative splittings; see, e.g., [6] , [31] ). Since A = M (I − T ) it follows that A singular implies that 1 is an eigenvalue of T , and ρ(T ) = 1 is implied in the case of stochastic matrices such as in the case of Markov chains. It also follows that the null space of A, N (A), coincides with N (I − T ), the null space of I − T .
The rate of convergence of these iterative methods is governed by the quantity γ(T ) = max{|λ|, λ ∈ σ(T ), λ = 1}, where σ(T ) is the spectrum of T . When γ(T ) = 1 convergence is not guaranteed. When γ(T ) < 1 and ind(I − T ) = 1, there is convergence; see, e.g., [3] and section 2. We call the quantity γ(T ) the asymptotic convergence factor of the iterative method (1.3).
In the case of nonsingular A, the quantity governing the rate of convergence of the iterative methods is ρ(T ). The Perron-Frobenius theory provides the first comparison theorem for two iteration matrices; see, e.g., [3] , [29] .
There exists a rich literature comparing two splittings of the same matrix; see, e.g., [6] , [7] , [9] , [12] , [13] , [18] , [30] , [31] . The following result goes back forty years to Varga [29] . Theorem 1.2. Let A be a nonsingular matrix with [30] was the first to prove that the hypothesis (1.4) can be replaced with
see also [7] , [31] . Condition (1.4) implies (1.5); see, e.g., [7] , [15] .
Comparison results such as Theorems 1.1 and 1.2 and their variants have been extended to nonnegative operators over Banach spaces, using partial orders defined by general cones K generating the appropriate Banach space; see, e.g., [6] , [12] , [22] , [24] , [27] , [28] . See the appendix for the definition of a generating cone. The concept of nonnegativity carries over to any cone K: x O if x ∈ K, and T O if T K ⊂ K. The concepts of weak regular, regular splitting, etc., with respect to the cone K are based on this concept of K-nonnegativity; see the mentioned references and [15] .
When A is singular, several authors have provided examples where (1.4) holds, while
2 N 2 ); see [4] , [10] . The following example is due to Kaufman [10] . Example 1.3. Consider the matrix
and the two regular splittings
2 N 2 ) = 0. In [15] we showed that conditions of the form (1.4) or (1.5) would imply the relation γ(M
2 N 2 ) if these conditions are interpreted using a specific partial order, which is different than the usual partial order defined by the nonnegative orthant K = R n + . The new partial order is derived from the projection matrix associated with the iteration matrix, as described in the next section. In [15] , our results required that both iteration matrices
2 N 2 be associated with the same projection (onto N (A)). The splittings of Example 1.3 do not have this property; see Example 2.3 below.
In section 3 we present new comparison results without the requirement that the two projections be the same. In particular, unlike the results in [15] , no restriction is imposed on dim N (A). In other words, the new theorems can be applied to a much more general collection of splittings of A. In particular, our theorems apply to Example 1.3.
In these theorems we implicitly assume that γ(T ) ∈ σ(T ). In section 4 we extend our theory to some splittings where this assumption is not needed.
The partial order.
In this paper we consider the case where ρ(T ) = 1. The following result indicates an equivalent definition of convergence; see [3, Lemma 7.6 .9], [14] [15], [17] . For other equivalent conditions, see, e.g., [16] , [19] , [20] , [26] .
is convergent if and only if
and ρ(Z) < 1. Moreover, P is a projection onto N (I − T ).
It follows from Theorem 2.1 that lim k→∞ T k = P . In the case studied in this paper, i.e., when A = M − N and T = M −1 N , the matrix P is a projection onto N (A). As is well known, an expression for this projection is
, where the notation Q # stands for the (unique) group inverse of Q; see, e.g., [5] , [16] .
. In this case, any projection onto N (A) necessarily has the form
P =xẑ T , withẑ Tx = 1, (2.2) wherex ∈ N (A) andẑ is some vector in R n . Example 2.
Consider the matrix A = I − B and the two splittings of Ex
It follows from Example 2.3 that the iteration matrices obtained from different splittings of the same matrix A may have associated with them totally different projections P i onto the same subspace N (A) = R(P i ).
Given a convergent matrix T i = P i + Z i satisfying (2.1), the cone which we use for our comparison is a (pointed) cone generating the range of the projection
In other words, we will use K i such that for every element u ∈ R(I − P i ), there are v, w ∈ K i (usually not unique) such that u = v − w, i.e., 
We can then choose
By definition, the cone K i generates a proper subspace, i.e., not the whole space. Therefore, to define a partial order on R n using K i , these vectors and the matrices operating on them need to be restricted to the subspace R(I − P i ). Thus, we say that
respectively; see examples and further discussion in [15] .
Comparison theorems.
We begin with the observation that if one has two projections P i and P j onto the same subspace S, then P j P i = P i and consequently (I − P j )(I − P i ) = I − P j (3.1) since for two projections P i and P j , there obviously holds P j P i = P i if and only if R(P i ) ⊆ R(P j ).
In the particular case where S is one-dimensional and the two projections have the form (2.2), the identity (3.1) can be computed directly.
We are ready now to show an important tool for our comparisons. 
Proof. If i = j there is nothing to prove. Thus, we assume i = j. Let λ ∈ σ(Z j ) and x such that Z j x = λx. Since Z j (I − P j ) = Z j , we have, using (3.1), that
and therefore Z j (I − P j )(I − P i )x = λx. Consequently,
and thus λ ∈ σ((I − P i )Z j ).
Conversely, let λ ∈ σ((I − P i )Z j ) and let v such that (I − P i )Z j v = λv. Multiply the last equation by (I − P j ) and, using (3.1), we have
The following result was proved in [13] , and the nonnegativity is with respect to any cone.
Lemma 3.2. Let V O, and let x 0, x = 0, be such that V x − αx 0. Then α ≤ ρ(V ).
We can now proceed with the main result, which generalizes [15, Theorem 5.6] and is the general counterpart to Theorem 1.2 with the hypothesis (1.5).
Theorem 3.3. Let A be singular.
Proof. We assume first that i = 1. If γ(T 1 ) = 0, there is nothing to prove, so we assume γ(T 1 ) = 0. Since K 1 is the cone generating R(I − P 1 ), and by hypothesis
Here and in the rest of the proof we use the symbol to indicate 1 , since there is no possibility of confusion. Then
Using (3.2), it follows that
Premultiply the last equation by (I−P 1 ) which is not only K 1 -nonnegative but actually the identity on K 1 , and observe that because of (3.1), (I − P 1 )T 2 = (I − P 1 )Z 2 . Thus, we have that
which implies by Lemma 3.2 that ρ((I − P 1 )Z 2 ) ≥ γ(T 1 ). Using Lemma 3.1, we can rewrite this as γ(T 2 ) = ρ(Z 2 ) ≥ γ(T 1 ), completing the proof for i = 1.
The proof for i = 2 is similar, using the eigenvector x of T 2 , except that we need to require the additional hypothesis that x is in the interior of K 2 , so we can use [ 
. We also remark that, as it can be seen from the hypotheses and the proof, no restriction on dim N (A) is needed.
The following result was shown in [15] ; see also [7] or [31] for the nonsingular case.
weak regular splittings, where K i is a cone generating R(I − P i ), for either i = 1 or i = 2, and T
2 . We can write the counterpart to Theorem 1.2. The proof follows directly from Lemma 3.5 and Theorem 3.3.
Theorem 3.6. Let A be singular.
where K i is the cone generating R(I − P i ), for either i = 1 or i = 2, and 
which is nonnegative with respect to the following cone generating R(I − P 1 ):
This matrix is nonnegative with respect to the following cone generating R(I − P 2 ):
We have shown in [15] examples when two matrices cannot be compared in the usual partial order but are comparable with the appropriate choice of generating cone. Example 3.7 indicates that even in the case when two matrices are comparable in the usual partial order, the direction of the comparison can be reversed with the appropriate cone, and thus the comparison of the asymptotic convergence factors can be obtained.
We note that in the special case when P 1 = P 2 , Theorems 3.3 and 3.6 reduce to the comparison theorems in [15] , but these do not apply to Example 1.3.
We now present the counterpart to Theorem 1.1 in the singular case.
weak splittings, where K i is the cone generating
Proof. We assume that i = 1. The proof for the case i = 2 is analogous. Premultiply (3.5) by (I − P 1 ), the identity in K 1 , and using (3.1), we obtain
We now apply the Perron-Frobenius theorem in the subspace R(I − P i ) (see, e.g., [12] , [22] ) and obtain ρ((I − P 1 )Z 2 ) ≥ ρ(Z 1 ). By Lemma 3.1 we then have
Example 3.9. Consider the matrix A and the splittings of Example 1.3. The projections P 1 and P 2 are shown in Example 2.3. One can directly compute the matrix
Furthermore, the matrix
is nonnegative with respect to the following cone generating R(I − P 2 ):
Majorizing splittings. We conclude with some observations which enlarge the class of splittings for which we can compare the asymptotic convergence factors. In Theorems 3.3, 3.6, and 3.8, we assume that the splittings are convergent K i -weak, and thus, we are implicitly assuming that the asymptotic convergence factor belongs to the spectrum, i.e., that γ( 
This definition of absolute value of an operator with respect to a partial order can be seen as a slight generalization of that defined in [23] in the case of a vector lattice space (Riesz space). Here, we do not need a vector lattice order but need only that the matrix Z be regular in the sense of [23, Definition 1.1]. The decomposition (4.1) is then possible (although not necessarily in a unique manner). We are now ready to present a comparison result between a splitting for which the asymptotic convergence factor is not in the spectrum of the iteration matrix and another splitting for which it is.
Theorem 4.4. 
Concluding remarks.
We have demonstrated that the usual partial order (≥) defined by the nonnegative orthant R n + is not the appropriate choice of order when comparing splittings of singular matrices.
We have provided two different partial orders with which the comparison of the splittings implies the comparison of the asymptotic convergence factors of the corresponding iteration matrices. Example 1.3, due to Kaufman [10] , was originally presented as a counterexample to possible theorems of the form of Theorem 1.2. It now becomes a good example to show that the alternative partial orders are the appropriate ones to use in the context of singular matrices.
Appendix. Definition A.1. Let E be a real Banach space. A normal cone K is a subset of E with the following properties:
, it is pointed, (iv)K = K, whereK denotes the norm-closure of K, and (v) ∃ σ > 0 such that for x, y ∈ K one has x + y ≥ σ x . We say that K is generating if E = K − K. The typical example is E = R n , and a generating cone is the standard cone
where e k is the standard kth canonical vector, i.e., the kth column of the identity.
We should remark that condition (v) is simply saying that the norm . of the Banach space E is K-semimonotone (and K-monotone if it holds with σ = 1). The following result, which can be found, e.g., in [11] , indicates when it holds. As a consequence of Proposition A.2 we conclude that any closed cone in R n , i.e., any set satisfying (i)-(iv) of Definition A.1, is normal, since all the norms on a finite dimensional space are equivalent.
