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Brief Summary
•Kernel methods [1]:
•Pro: flexible modelling toolkit.
•Contra: computationally intensive, poor scalability.
•Randomized algorithms:
• Low-D feature representation → fast linear methods.
•Random Fourier features (RFF) [2]:
• simple, popular, practically efficient, but theoretically not well-understood.
•Contribution: detailed theoretical analysis,
• L∞-optimal performance guarantees (RFF dimension, growing set size),
• Lr (1 ≤ r <∞)-guarantees,
•RFF approximation for kernel derivatives + analysis.
RFF Idea (Kernel Approximation)
• k : Rd × Rd→ R: continuous, bounded, translation-invariant kernel.
Bochner’s theorem ⇒
k(x,y) =
∫
Rd
eiω
T (x−y)dΛ(ω) =
∫
Rd
cos
(
ωT (x− y)
)
dΛ(ω),
kˆ(x,y) = 1
m
m∑
j=1
cos
(
ωTj (x− y)
)
.
Here: (ωj)mj=1
i.i.d.∼ Λ, kˆ(x,y) = 〈φ(x), φ(y)〉R2m with
φ(x) = 1√
m
[
cos(ωT1 x); . . . ; cos(ωTmx); sin(ωT1 x); . . . ; sin(ωTmx)
]
.
Existing RFF Guarantees
• [2]: kˆ is consistent (compact convergence),
‖k − kˆ‖L∞(S×S) := sup
(x,y)∈S×S
|k(x, y)− kˆ(x, y)| = Op
(
|S|
√
m−1 logm
)
.
• [3]: 3 RFF variants, better constants.
Theorem-1: k approximation, L∞(S× S)
Let σ2 := ∫ ‖ω‖2 dΛ(ω) <∞. Then for ∀τ > 0, S ⊂ Rd compact,
Λm
‖k − kˆ‖L∞(S×S) ≥ h(d, |S|, σ) +
√
2τ√
m
 ≤ e−τ ,
where h(d, |S|, σ) := 32
√
2d log(2|S| + 1) + 32
√
2d log(σ + 1) + 16
√
2d
log(2|S|+1).
Remark-1:
•A.s. convergence on compact sets: kˆ m→∞−−−→ k at rate
√
log |S|
m (B-C. lemma).
•Growing diameter (Sm):
• log |Sm|
m
m→∞−−−→ 0 is enough (i.e., |Sm| = eo(m)) ↔ old result: |Sm| = o
(√
m/ log(m)
)
.
• Specifically: asymptotic optimality [4, Theorem 2].
Theorem-2: k approximation, Lr(S× S), 1 ≤ r <∞
For any τ > 0, compact S ⊂ Rd
Λm
‖k − kˆ‖Lr(S×S) ≥
 pid/2|S|d
2dΓ(d2 + 1)
2/r h(d, |S|, σ) +√2τ√
m
 ≤ e−τ .
Remark-2:
•Consequence of Theorem-1.
•Lr(S× S)-consistency: ‖k − kˆ‖Lr(S×S) = Oa.s.
(
m−1/2|S|2d/r
√
log |S|︸ ︷︷ ︸
=:(∗)1; if m→∞−−−→ 0
)
, i.e.
•Growing diameter: (∗)1→ 0⇒ |Sm| = o˜(m r4d); L∞-case: |Sm| = emδ<1.
Theorem-3: k approximation, Lr(S× S), 1 < r <∞
Applying a direct reasoning: for any τ > 0, compact S ⊂ Rd
Λm
‖k − kˆ‖Lr(S×S) ≥
 pid/2|S|d
2dΓ(d2 + 1)
2/r  Cr
m1−max{
1
2,
1
r}
+
√
2τ√
m

 ≤ e−τ .
Remark-3:
•Cr = O(
√
r), universal constant.
•Lr(S× S)-consistency: if 2 ≤ r, then ‖k− kˆ‖Lr(S×S) = Oa.s.
(
m−1/2|S|2d/r︸ ︷︷ ︸
if m→∞−−−→ 0
)
,
the
√
log(S) term disappeared (o˜→ o, see Remark-2).
Kernel Derivative Approximation
∂p,qk(x,y) =
∫
Rd
ωp(−ω)qh|p+q|
(
ωT (x− y)
)
dΛ(ω), hn = cos(n), n ∈ N
∂̂p,qk(x,y) = 1
m
m∑
j=1
ωpj (−ωj)qh|p+q|
(
ωTj (x− y)
)
= 〈φp(x), φq(y)〉R2m .
Th.-4: ∂p,qk(x,y) appr., supp(Λ): bounded, L∞(S× S)
Let p,q ∈ Nd, Tp,q := supω∈supp(Λ) |ωp+q|, Cp,q := Eω∼Λ
[
|ωp+q| ‖ω‖22
]
.
Assume: C2p,2q < ∞; supp(Λ) is bounded if [p;q] 6= 0. Then for ∀τ > 0,
compact S ⊂ Rd
Λm
‖∂p,qk − ∂̂p,qk(x,y)‖L∞(S×S) ≥ H(d,p,q, |S|) + Tp,q
√
2τ√
m
 ≤ e−τ ,
where
H(d,p,q, |S|)
32
√
2d T2p,2q
=
√U(p,q, |S|) + 1
2
√
U(p,q, |S|) +
√
log(
√
C2p,2q + 1)
 ,
U(p,q, |S|) = log
(
2|S|√
T2p,2q
+ 1
)
.
Remark-4:
•Theorem-4 spec. p=q=0−−−−−−−→ Theorem-1, Tp,q = T2p,2q = 1. Else: supp(Λ):
bounded ⇒ Tp,q <∞ and T2p,2q <∞.
•Growth of |Sm|: A la Remarks 1-2
• ‖∂p,qk − ∂̂p,qk(x,y)‖L∞(Sm×Sm) a.s.−→ 0 if |Sm| = eo(m).
• ‖∂p,qk − ∂̂p,qk(x,y)‖Lr(Sm×Sm) a.s.−→ 0 if m−1/2|Sm|2d/r
√
log |Sm| m→∞−−−→ 0 (1 ≤ r <∞).
Theorem-5: ∂p,qk(x,y) approximation, supp(Λ):
unbounded, L∞(S× S)
Assume: (i) z 7→ ∇z [∂p,qk(z)]: continuous; (ii) S ⊂ Rd: compact, (iii)
Ep,q := Eω∼Λ|ωp+q| ‖ω‖2 < ∞, (iv) ∃L > 0, σ > 0 such that with S∆ :=
S− S
Eω∼Λ|f (z;ω)|M
(∗)2≤ M !σ
2LM−2
2 (∀M ≥ 2,∀z ∈ S∆),
f (z;ω) = ∂p,qk(z)− ωp(−ω)qh|p+q|(ωTz).
Then with Fd := d−
d
d+1 + d 1d+1, Dp,q,S := supz∈conv(S∆) ‖∇z [∂p,qk(z)]‖2
Λm
(
‖∂p,qk − ∂̂p,qk(x,y)‖L∞(S×S) ≥ 
)
≤
≤ 2d−1e
− m2
8σ2(1+ L2σ2) + Fd2
4d−1
d+1
[|S|(Dp,q,S + Ep,q)

] d
d+1
e
− m2
8(d+1)σ2(1+ L2σ2).
Remark-5:
•Fd: monotonically decreasing in d, F1 = 2.
• (∗)2 holds if |f (z;ω)| ≤ L2 and Eω∼Λ [|f (z;ω)|2] ≤ σ2 (∀z ∈ S∆).
• ‖∂p,qk − ∂̂p,qk(x,y)‖L∞(S×S) = Oa.s.
(
|S|
√
logm
m
)
:
• slightly worse than Theorem-4, but it handles unbounded functions.
Future Research Directions
(i) Kernel derivatives: tighter guarantees, (ii) prediction using kernel (deriva-
tive) estimates, (iii) analysis of smart RFF approximations [5].
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