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Abstract 
An extended Rayleigh-Ritz method for computing two-sided eigenvalue bounds of the one-dimensional 
Schrijdinger equation is presented. The method is based on the B-spline approximation over the truncated 
domain. For the low-lying eigenvalues and problems with rapidly increasing spectrum the corresponding lower 
bounds are much more accurate than the known Temple bounds. Numerical results for problems exhibiting 
different kinds of the eigenfunction behaviour are presented. 
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1. Introduction 
In quantum mechanics, the solution of the Schrijdinger equation is of great importance. Generally, 
this equation cannot be solved for the desired energy values and the corresponding wave functions in 
closed form and one must resort to an approximative method even in the simplest one-dimensional 
case 
-94” + V(X)U = Au, -00X<<. (1) 
As known, the spectrum of this equation may be discrete, continuous, or mixed, depending on 
the nature of the potential function V(x). We shall consider here only the problems with positive, 
polynomial-like potentials and the boundary conditions at infinity defined implicitly by the requirement 
u E L2( --co, w). For such problems the spectrum is discrete and the eigenvalues are simple. 
It is fascinating to perceive the number and variety of methods proposed for computing the 
eigenvalue approximations of ( 1) . These methods and the corresponding results have been presenting 
on the pages of many journals, mainly Journal of Physics, Physical Review, Physics Letters, Journal 
of Chemical Physics and Journal of Computational Physics. As starting references for an excursion 
through the last years of research in this field one can take [ 7,8,10-13,15-211. 
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Although some of these methods produce excellent results, they do not provide any error estimates 
of their approximations, and the accuracy is frequently verified only by the intuitive condition- 
either the approximations change the desired digits with respect to the increasing order of the 
used approximative scheme or not. Moreover, the majority of these methods provide only some 
approximations of the eigenvalues, not the bounds or two-sided bounds. 
The aim of this study is to present an improved Rayleigh-Ritz method which does not suffer from 
the weaknesses mentioned above. 
2. Lower bounds of eigenvalues 
The idea underlying the Rayleigh-Ritz method used in solving eigenvalue problems with operator 
bounded from below consists in the minimization of the corresponding Rayleigh quotient. Con- 
sequently, the resulting approximations yield upper bounds monotonically convergent to the exact 
eigenvalues. If one requires error estimates on these bounds, the lower bounds of the corresponding 
eigenvalues must also be computed. Besides these additional computations it is a much more difficult 
problem to find accurate lower bounds of eigenvalues [ 221. To avoid these difficulties one can use 
the simple formulas of Temple, Weinstein and Stevenson [ 11. 
Let us denote by A; and @“, i = 1,2, . . . , n, the approximate eigenvalues and the corresponding 
approximate eigenfunctions of (1) constructed by the Rayleigh-Ritz method using IZ trial functions. 
To be consistent with [ 241, we shall assume, without loss of generality, that V(x) is a positive 
function. Denoting Au = -u” + Vu, the orthogonality conditions 
(Awl, us) = A16,, (or, pi”) = S,, i,j=1,2 )...) n, 
hold in the space of square-integrable functions L2( -co, c~) . 
Now the symmetric and positive operator H” can be defined as follows: 
where ri < hl are real parameters. If we define A* = A - H”‘, the new eigenvalue problem 
A’u = A*u (3) 
can be considered. Since A* < A, the monotonicity principle of eigenvalues states that the eigenvalues 
AT provide lower bounds to the eigenvalues Ai. In virtue of the orthogonality conditions (2)) it is 
easily seen that ri and @y, i = 1,2, . . . , m, are identical with some of the exact eigenvalues and the 
corresponding exact eigenfunctions of (3), respectively. To prove the essential equalities A: = ri, 
i= 1,2,..., m, an analytic perturbation procedure was introduced in [ 241. Finally, the maximization 
of Ti with the restriction 
yields the desired formula 
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Here tc is a lower bound of A,,+r with the property n; < ic < h,,,,r and ]]EP]] denotes the norm of 
Hm. Frequently it is possible to fulfil (4) for some m large enough. When (1) exhibits a rapidly 
increasing spectrum, then for the low-lying eigenvalues 
where ;lr < CY < Ai+r and the accuracy of (5) is essentially greater than the one proposed by 
Temple [ 1 ] . 
3. Implementation of the method 
In practice, the efficient use of (5) requires the efficient solution of the following six steps. 
3.1. Choice of trial functions 
One of the simplest choices of trial functions for solving ( 1) by the Rayleigh-Ritz method is 
presented by the Hermite functions. As known from the JWKB expansion, the asymptotic behaviour 
of the solutions to (1) is given by the expression 
It is simple to show that for any potential V, which asymptotically behaves like x2n, the corresponding 
solution behaves like exp[ -x”+’ 1. This is the reason why the Hermite functions, which behave 
asymptotically at infinity like exp [ -x2], do not provide good results for V represented by higher- 
order polynomials. On the other hand, simply multiplying the Hermite polynomials by the suitable 
exponential term causes the loss of o~hogonality of these functions and the co~esponding matrix 
eigenvalue problems are very sensitive to the roundoff errors. We have solved this dilemma by 
using B-splines over the truncated region (-X, X), Moreover, in contrast with global polynomial 
approximation, this local spline approximation is able to reflect more precisely also the nonsmooth 
and “nonusual” behaviour (see Section 4.3) of the eigenfunctions and their derivatives. This property 
of spline approximation is crucial for the success of our approach, owing to the essential need of the 
rapid residual convergence of @$’ in (5), i.e., 
R; = (A@;, A@;) - (A;)2 ~0. (6) 
3.2. Computation of scalar products 
Bi, the ith algebraic B-spline of order 1, is created over I subregions (ti, ti+l), (ti+,, ti+z), . . . , 
(ti+l-l,ti+l), h { ‘_I w ere t, is a finite increasing sequence of points. On each of these subregions Bf is an 
algebraic polynomial of order I- 1 and outside these subregions Bf G 0. Such a piecewise polynomial 
function Bf is continuous on the whole real line together with all derivatives up to order I - 2. 
In this place it is suitable to call attention to one simple and impo~~t fact that the region 
truncation using B-splines of higher order is only formal. Since B-splines exhibit higher smoothness 
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on (-00, oc), they belong to the range of definition of A, i.e., ABf E L2( -03, co) n C( -03, 00) 
for I > 4. This implies that the Rayleigh-Ritz upper bounds and the lower bounds (5) computed 
over a truncated interval (-X, X) are at the same time the correct upper and lower bounds for the 
eigenvalues of the original problem ( 1) , provided I 2 4. The bad choice of X clearly yields inaccurate 
bounds A: and AT; however, these bounds still remain correct for E > 4. 
The use of (5) leads to the numerical computation of three matrices of scalar products. Two 
matrices A = ( ABf , Bf ) rjzl, B = (Bi, Bf)fj=, for the Rayleigh-Ritz method and one matrix C = 
( ABf , AB:.) :j=l for (5). Since one-dimensional spline approximation produces band matrices with 
bandwidth I, where Z is the order of the used B-splines, we need evaluate less than 3nZ integrals. 
If the potential function V(x) is an algebraic polynomial, the piecewise polynomial structure of 
Bf allows one exact integration over each common subregion of two intersecting splines Bf and Bf, 
Ii - jj < I, by Gaussian quadrature. We note that the r-point Gaussian rule is exact for all algebraic 
polynomials of order s < 2r - 1. For the evaluation of Bf and its derivatives, stable recurrence 
relations of [6] were used. 
3.3. Solution of matrix eigenvalue problems 
Owing to the band structure of the positive definite and symmetric matrices A, B, no special 
difficulties in solving the corresponding matrix eigenvalue problems Au = hBu may be expected. The 
subroutine NGHOUD from the FORTRAN package NICER [ 51 was used in all the computations 
presented. 
3.4. Determination of K 
As mentioned in the Introduction, we shall consider here only the problems with discrete spectrum. 
For such one-dimensional problems the eigenvalues are simple and the higher eigenvalues are well 
separated. If for some kth approximations Gi, k hf the intervals (A: - fl, A!) are disjoint for 
i= 1,2,..., m’ > m + 1, then in virtue of the residual convergence (6) these intervals remain disjoint 
for all n > k. According to the classical result of Weinstein [23], these intervals contain just one 
exact eigenvalue hi and we can take K = AZ+* - m. 
3.5. Computation of IIH”II 
The value of I(H”‘(( . IS available directly from the definition of the norm of self-adjoint operator, as 
llH”Il = sup lpil, where pi denotes the eigenvalues of H”. Since Hm is m-dimensional, its m nonzero 
eigenvalues pi, p2, . . . , p,,, can be computed making use of the simple form of Hm. However, using 
B-spline approximation, the residual convergence (6) is very good and one can use the inequality 
llHmll < 22 &? 
i=l 
instead of the more cumbersome computation of the greatest eigenvalue of H”. Now, condition (4), 
which guarantees the correctness of (5), can be replaced by the simpler one 
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(7) 
3.6. Determination of X 
The determination of the truncation parameter X can be made roughly by a few test computations 
or precisely by one-dimensional minimization of the function f(X) = R;(X) for some i, 1 < i < m. 
Using the FORTRAN subroutine FMIN [9], this minimization requires 6-8 evaluations of f(X) 
(solutions of the corresponding eigenvalue problems of the order IZ defined on (-X, X)). The 
optimal choice of X for a fixed i provides a very good choice also for the remaining i. For the 
problems with shifted or multiminima potentials, the truncation interval (X, - X, X, + X) should be 
considered, where X, is the “center of symmetry” of the dominant behaviour of V(x). 
4. Numerical results 
In this section the extended Rayleigh-Ritz method, described in Section 2, is used in solving five 
eigenvalue problems exhibiting different kinds of eigenfunction behaviour. 
4. I. Sextic anharmonic oscillator 
The first example to be considered is the sextic anharmonic oscillator problem described by 
4’ + x2u + px6u = Au, -m<x<co, (8) 
subject to the boundary conditions u(x) + 0 for 1x1 + co. The substitution x = at, known as scaling, 
transforms (8) into 
-u” + ff4t2u + pavu = a2Au. 
Putting pa8 = 1, this substitution is very advantageous in solving (8) for the anharmonicity parameter 
p > 1. In practice, it means that the truncation parameter X determined for /3 = 1 is a good choice 
for all p > 1. For p < 1 this is not possible since the quadratic term becomes dominant and one 
must select X for each value of ,0 separately. 
The resulting lower and upper bounds to the first twenty eigenvalues of (8) for ,0 = 40000 are 
presented in Table 1. These results were obtained by using II = 40 B-splines of the order E = 10 
defined on the uniform mesh of the interval (-X, X), where X = 3.15. The values R; in the last 
column in Table 1 show the residual convergence (6) which is the most important factor in the 
optimal choice of the parameters X, m, n. 
4.2. Decadic anharmonic oscillator 
In [2], Adhikari et al. presented analytic solutions for one or a few quantum states of general 
polynomial potentials with and without Coulomb term. For the tenth-degree triple well potential 
V(x) = 1.640 625 x2 - 5.375 x4 + x6 - x8 + x1’, 
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Table 1 
Bounds to the eigenvalues of the sextic oscillator for m = 20, n = 40, 1 = 10, /3 = 40000, X = 3.15 
Lower bounds Upper bounds Rf 
16.211718 2647487 16.2117182647496 0.24. 10-s 
6 1.407 828 604 355 61.407 828 604 362 0.18. 1O-7 
128.376742015 16 128.37674201521 0.10. 1o-6 
211‘2903#51138 21~.2903~51158 0.51 . IO--” 
307.169772 1161 307.169772 1171 0.23. 1O-5 
414.453587747 414.453 587752 0.10. 1o-4 
532.03 1545 962 532.03 1545 980 0.40 * 1o-4 
659.065 528 304 659.065 528 371 0.15~ 1o-3 
794.894932 3 1 794.894932 58 0.55. lo-” 
938.9814056 938.9814067 0.19 * lo-* 
3090.875 1115 1090.875 1151 0.63 1 lo-* 
1250.192780 1250.192793 0.20.10-’ 
1416.602710 1416.602752 0.61 1 lo-’ 
1589.81410 1589.81424 0.18. 10” 
1769.569 20 1769.569 66 0.51 1 lo+0 
1955.6372 1955.6387 0.14.10+* 
2147.809 2147.814 o.37.10+” 
2345.890 2345.908 0.96 - lo+’ 
2549.68 2549.75 0.24 + IO+* 
2758.8 2759.2 0.56. iOf* 
they report the exact value of the first eigenvalue to be 0.375. The results for m = 20, n = 40, E = 10 
and X = 2.45 are shown in Table 2. 
considerable interest has recently been focused on the ~alytical and numerical study of the 
anh~oni~ oscillator governed by the potential 
V(x) = x2 + -J!tc.- 
1 + gx2’ 
Table 2 
Bounds to the eigenvalues of the decadic oscillator for m = 20, n = 40, 1 = 10, X = 2.45 
(9) 
Lower bounds Upper bounds Ri” 
0.374 999 999 976 0.375 000~005 0.93. 1o-8 
2.357 398 88 176 2.357 398 88 186 0.28. lo-’ 
6.988 755 014 31 6.98875501451 0.59. lo-’ 
13.88051623635 13.88051623680 0.14 * 1o-6 
22.4149439945 22.414943 9957 0.34 ’ 1o-6 
32.498 2213000 32.498 2213030 0.86. lo-6 
44.038485 927 44.038485 936 0.21 . lo-* 
56.956810084 56.956810 104 0.53 ( lo-5 
71.187518926 71.187518978 0.13. 1o-4 
86.675 6389 86.675 6391 0.32. lo-* 
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Table 3 
Bounds to the eigenvalues of the rational oscillator for ,u = g = 100, m = 15, n = 40, I= 9, X = 8 
Lower bounds Upper bounds 
1.836 335 833 26 1.836335 83346 0.54. lo-* 
3.983 098 3388 3.983 098 3395 0.18. 1O-7 
5.92832857144 5.928 328 57155 0.27. lo-’ 
7.984443 5220 7.984443 5233 0.29. 1O-7 
9.949 160962 37 9.949 160 962 88 0.11 1o-7 
11.985 355 847 11.985 355 852 0.81 1O-7 
13.959285212 13.959 285 224 0.21 1o-6 
15.98605878 15.986058 85 0.89. 1O-6 
17.96547740 17.965 477 64 0.31. 1o-5 
19.9866338 19.9866349 0.11 . 1o-4 
Although very impressive results were obtained in [ 12,171, some difficulties arise for very large ,U 
and/or g which cause the perturbation of V(x) = x2 by a small and narrow ditch at x = 0. Such a 
more complicated shape of V(x) makes the corresponding eigenfunctions much more difficult to be 
accurately approximated than in the case of a parabola for small ,u and g. In this place we can take 
advantage of the local property of spline approximation by using the graded mesh around the point 
of “nonusual” behaviour of the eigenfunctions. For this purpose the rearranged Chebyshev points 
ti = I!z ( T(N - i) cos N_l +I > ) i=1,2 )..., ;N, 
transformed to the interval (-X, X), were used in the case ,u = g = 100. The results obtained for 
m = 15, IZ = 40, I = 9 and X = 8 are reported in Table 3. We note that the results for the corresponding 
uniform mesh are accurate only to 4-6 digits. 
4.4. Radial Schriidinger equation 
The radial part of the time-independent Schriidinger equation for a central-field model in N dimen- 
sions can be written as 
-u(r)” + 
[ 
(K- l)(K- 3) 
4r2 
+ V(r) u(r) = Au(r), 
I 
(11) 
whereK=N+2sands=O,l,... is the angular momentum. For comparison purposes the three- 
dimensional Schriidinger equation with rational potential (9) was solved. According to the asymptotic 
behaviour of the corresponding eigenfunctions at r = 0 the trial functions 
vi(r) = r’+‘@(r) 
were used. The eigenvalue bounds obtained can be compared with the eigenvalue approximations 
computed by a matrix-continued-fraction algorithm of [ 171. Our results presented in Table 4 agree 
well with [ 17, Table II] for the cases A = 10.0, g = 1.0 and A = g = 1000.0 (A = ,U in our case). In 
the notation used in Table 4, e.g., 7.417 505 882/97 denotes the eigenvalue bounds 7.417 505 882 6 
Ao,o < 7.417 505 897. The accuracy of these bounds for s = 0 is apparently smaller than for s # 0. 
However, in the case of moderately large values of ,U and g, this accuracy can easily be improved 
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Table 4 
Bounds to nine lowest eigenvahes Ak., of the three-dixnensional oscillator (9). C 11) for n = 20, m = 11. I = 10. X = 8.7 
k s /.l = 10.0, g = I .o /_&=g=lOOO.O 
7.417 505 882/97 3.998 10675/84 
11.0733001619/22 5.999334521404/20 
13.388323465/95 7.998 1578f81 
14.085382582201~77 7.9996~2502160/81 
16.016 1279114122 9.999 335 482 82198 
16.719331676663/87 9.9997143941015/50 
18.120215 15/22 11.998 195 05/22 
18.5434732~822f63 11.9996~40169184 
19.137821201815/23 11.999 777 838 .5001/63 
by using more trial functions, while for very large values of p and g the nonunifo~ mesh graded in 
the neighbourhood of the point r = 0 (see Section 4.3) should be used. The values of the parameters 
used in these computations are the following: n = 20, m = 11, I = 10 and X = 8.7. 
The eigenfunctions of the foregoing examples are analytic in (--oq 00) and thus it is of interest o 
compare these results with a problem whose eigen~n~tions are less smooth. One such example, whose 
eigenfunctions have discontinuous third derivatives, is represented by the “v” potential V(x) = 1x1. 
In solving this problem a more rapidly graded mesh composed by the points (10) in the form 
ti = &X/&f7 was used. For the numerical values obtained using m = 15, y1 = 40, 1 = 9, X = 17 and 
7 = 1.4, see Table 5. The attempts have been made to use various graded meshes also in solving the 
problem with jump discontinuity of V(x), Since the corresponding eigenfunctions have discontinuous 
second derivatives, the accuracy of the computed bounds is small. Although for such problems it is 
possible to use the augmented spline approximation [ 241 including also the splines with discontinuous 
second derivatives at the singular points of V(x), this approach is more cumbersome mainly in the 
problems with many singular points of V(x). In this case the multidomain approach [ 1 I] is much 
more effective and practical. 
Table 5 
Bounds to the eigenvalues of the “V” oscillator for m = 15, n = 40, E = 9, X = 17, r = 1.4 
Lower bounds Upper bounds 
1 .018 792 955 1.018792972 
2.338 107410452 2.338 107410462 
3.248 197 575 3.248 197 583 
4.087 949 443s 4.087 949 4444 
4.820099 202 4.820099 213 
5.520559 809 5.520559 834 
6.16330726 6.163 307 39 
6.786 7077 6.7867082 
7.372 1757 7.372 1777 
7.944 127 7.944 135 
G 
0.16. 1O-6 
0.79 ’ 10-l” 
0.50. lo-’ 
0.49 ’ 10-s 
0.60. IO-’ 




0.20 ’ 1o-4 
E &ian/Journal of Computational and Applied Mathematics 54 (1994) 297-306 305 
Table 6 
Bounds to the eigenvalues All-A20 of the sextic oscillator for m = 30, n = 80, 1= 10, p = 40000, X = 3.3 
Lower bounds Unoer bounds RY 
1090.875 1140991 1090.875 1140991 0.22 10-7 
1250.1927895768 1250.1927895768 0.78 lo-’ 
1416.6027418699 1416.6027418701 0.27 10-6 
1589.814210 1018 1589.814210 1021 0.91 10-6 
1769.569 566 4509 1769.5695664518 0.29 10-s 
1955.638455 338 1955.638455 342 0.93 10-s 
2147.813290565 2147.813290575 0.28 1o-4 
2345.905 730 37 2345.905 74041 0.84 1o-4 
2549.743 872 99 2549.743 873 09 0.24 10-s 
2759.169993 45 2759.16999373 0.69 10-s 
5. Concluding remarks 
Although the use of B-splines in solving the one-dimensional Schrijdinger equation is not new 
[ 181, the results presented in this paper indicate that this approach deserves more attention in 
practice. As known, the accuracy of the Rayleigh-Ritz approximations to the higher eigenvalues 
decreases. This property is expressively demonstrated in Table 1. However, the desired accuracy for 
higher eigenvalues can be obtained by using more trial functions, as shown in Table 6, where the 
bounds of the eigenvalues Ai i-AZ0 of the sextic oscillator (8) for m = 30, yt = 80, E = 10, p = 40 000 
and X = 3.3 are given. 
To avoid the effect of round-off errors in solving larger matrix eigenvalue problems, the correspond- 
ing computations should be done using special algorithms or repeat in higher precision arithmetic. 
Useful discussions of these algorithms and validated computations can be found in [ 3,4,14]. 
The most remarkable advantage of the approach presented is its user-friendly character. If the 
corresponding computer program is created, then its use for any problem of type ( 1) needs only 
the change of the function evaluating the potential function V(x). One can object that the choice 
of the optimal value of X is a computationally prohibitive procedure; however, this value can be a 
precomputed one for many kinds of potentials according to their common qualitative properties. Two 
computer codes were developed to set up the matrices A, B, C for uniform and nonuniform mesh 
distribution. For an illustration, the CPU-times for the first and second algorithms working with y1 = 40 
trial functions (m = 10, NGAUS = 30) are 3.5 and 18 seconds, respectively. All the computations 
presented were carried out on an IBM PC/AT compatible (33MHz, i486, cache 128 kB, MS DOS 
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