Brain Computer Interface untuk Menggerakkan Robot Menggunakan Recurrent Neural Network by Putra, Mohamad Reza Aditya et al.
 
 
 
 
 
 
 
 
205 
 
SNARTISI 
Seminar Nasional Rekayasa Teknologi Informasi 
 
Fakultas Teknologi Informasi, Universitas Serang Raya 
 
01 – 03 November 2018 
 
Brain Computer Interface untuk Menggerakkan Robot 
Menggunakan Recurrent Neural Network 
 
Mohamad Reza Aditya Putra1, Esmeralda C. Djamal2, Ridwan Ilyas3 
1)Jurusan Informatika, Fakultas Sains dan Informatika,Universitas Jenderal Achmad Yani  
2)Jurusan Informatika, Fakultas Sains dan Informatika, Universitas Jenderal Achmad Yani  
3Jurusan Informatika, Fakultas Sains dan Informatika, Universitas Jenderal Achmad Yani  
Jl. Raya Serang – Cilegon Km. 05 (Taman Drangong), Serang – Banten 
Email: mohrezaadityap@gmail.com1 
 
ABSTRAKS 
 
Menggerakkan sesuatu adalah salah satu aktivitas yang dilakukan dengan menggunakan otak. Bagi seorang 
berkebutuhan khusus terutama tuna daksa, hal tersebut sangat sulit dilakukan dengan kondisi ketidakmampuan 
anggota tubuh dalam melaksanakan fungsinya secara normal.Keterbatasan seorang tuna daksa dapat dibantu 
dengan penggunaan pikiran untuk menggerakkan suatu benda tanpa melibatkan otot dan gesture. Teknologi 
semacam ini disebut dengan Brain Computer Interface (BCI). Dengan menggunakan perangkat intermediet 
seperti Elektroensephalogram, BCI mampu menerjemahkan sinyal gelombang yang dihasilkan oleh otak menjadi 
perintah. Untuk mendapatkan variable pikiran seseorang, dalam menggerakkan benda, diperlukan pelatihan dan 
pembelajaran menggunakan Recurrent Neural Networks (RNNs). Data pelatihan tersebut didapatkan dari 20 
orang naracoba dengan kondisi sehat, dilakukan perekaman sebanyak 5 kali dalam 1 menit, dan dilakukan 
perulangan sebanyak 5 kali. Model komputasi ini akan diterapkan dalam perangkat lunak berbasis BCI dan akan 
terhubung dengan microcontroller melalui perangkat tambahan yaitu modul bluetooth agar dapat lebih mudah 
untuk menggerakkan robot. Penelitian ini telah membangun perangkat lunak BCI untuk menggerakkan robot. 
Sinyal EEG yang ditangkap dan diidentifikasi menggunakan Recurrent Neural Network untuk mendapatkan lima 
kelas yaitu maju, mundur, kanan, kiri, dan berhenti. Pengujian dilakukan dengan 600 data dimana 480 untuk data 
latih dan 120 untuk data uji dan dengan learning rate 0.01 sebesar 91%,  learning rate 0.02 sebesar 77%,  
learning rate 0.03 sebesar 64%, learning rate 0.04 sebesar 63% dan learning rate 0.05 sebesar 55%. Hasil 
pengujian akurasi RNN per 2 kanal didapatkan bahwa pada kanal AF3 & AF4 didapatkan akurasi sebesar 68% 
dan kanal T7 & T8 didapatkan akurasi sebesar 60%. 
 
Kata Kunci: Tunadaksa, Brain Computer Interface, Elektroensephalogram, Menggerakkan Benda, 
Recurrent Neural Network. 
 
1. PENDAHULUAN 
1.1 Latar Belakang 
Menggerakkan sesuatu adalah salah satu 
aktivitas yang dilakukan dengan menggunakan 
otak. Bagi seorang berkebutuhan khusus 
terutama tuna daksa, hal tersebut sangat sulit 
dilakukan dengan kondisi ketidakmampuan 
anggota tubuh dalam melaksanakan fungsinya 
secara normal. Penyebab tuna daksa ini dapat 
diakibatkan karena luka, penyakit atau 
pertumbuhan yang tidak sempurna (Efendi, 
2006). Keterbatasan seorang tuna daksa dapat 
dibantu dengan penggunaan pikiran untuk 
menggerakkan suatu benda tanpa melibatkan 
otot dan gesture. Teknologi semacam ini disebut 
dengan Brain Computer Interface (BCI). 
Brain Computer Interface (BCI) adalah sebuah 
teknologi yang memungkinkan manusia untuk 
memanfaatkan sinyal yang dibangkitkan oleh 
otak untuk mengirim perintah ke komputer atau 
mesin (Varghese, et al., 2015). Tujuan sistem ini 
adalah untuk membantu manusia yang memiliki 
kelainan fisiologi atau cacat fisik yang 
berhubungan dengan sistem saraf motorik. 
Teknologi ini menggunakan pengendali utama 
yaitu otak. Dengan menggunakan perangkat 
intermediet seperti Elektroensephalogram (EEG), 
BCI mampu menerjemahkan aktivitas listrik yang 
dihasilkan oleh otak menjadi kelas perintah 
tertentu. 
 
EEG adalah suatu teknik untuk merekam 
aktivitas listrik di bagian yang berbeda di otak 
dan mengubah informasi ini menjadi suatu pola. 
Sinyal inilah yang ditangkap dan direkam dengan 
bantuan komputer sehingga aktivitas otak dapat 
teridentifikasi. Pada EEG terkandung informasi 
pikiran termasuk saat membayangkan 
menggerakkan benda, walaupun hal ini tidaklah 
mudah. 
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Salah satu cara untuk identikasi pikiran saat 
membayangkan untuk menggerakkan benda 
adalah dengan pembelajaran mesin. Berbagai 
teknik dalam pembelajaran mesin. Salah satu 
teknologi dalam identifikasi sinyal saat ini adalah 
Deep Learning. Perkembangan hardware saat ini 
memungkinkan perkembangan Deep Learning. 
Beberapa penelitian untuk identifikasi sinyal EEG 
menggunakan Deep Learning adalah mengenali 
emosi berbasis EEG dengan tingkat akurasi 
mencapai 53,42%. Dalam jurnal tersebut  Deep 
Learning memiliki kinerja akurasi yang lebih baik 
dibandingkan dengan SVM dan pengelompokan 
naiveBayes. Deep Learning memiliki beberapa 
metode pembelajaran salah satunya Recurrent 
Neural Networks (RNNs). RNNs adalah salah 
satu bagian dari keluarga Neural Network untuk 
memproses data yang bersambung (sequential 
data). 
 
Aplikasi BCI dapat digunakan untuk mengontrol 
robot. Robotika bukanlah sesuatu yang baru saat 
ini, sehingga pengembangan dari robot ini sudah 
banyak dilakukan dalam segala hal 
pengaplikasiannya, salah satunya adalah robot 
tangan yang bergerak otomatis dengan 
menggunakan sensor sebagai sistem kontrol 
(Nurmadyansyah & Arifin, 2014) ataupun robot 
beroda yang dikendalikan secara manual oleh 
manusia melalui remote kontrol (Widiyanto & 
Nuryanto, 2015). Dengan berkembangnya 
teknologi yang memanfaatkan sinyal yang 
dibangkitkan oleh otak untuk mengirim perintah 
ke komputer atau mesin (Varghese, et al., 2015), 
memungkinkan seseorang dapat meggerakkan 
robot dengan menggunakan pikiran. Hal ini 
memberikan pemikiran baru akan robot yang 
dapat dikendalikan melalui pikiran dengan Brain 
Computer Interface.   
 
Penelitian ini akan membangun sebuah sistem 
untuk menggerakkan sebuah robot berdasarkan 
pikiran melalui perekaman sinyal EEG secara 
real-time. Pikiran yang digunakan adalah maju, 
mundur, kanan, kiri, dan stop. Sistem tersebut 
akan melakukan segmentasi dari sinyal EEG 
berdasarkan gelombang, sehingga menghasilkan 
beberapa layer. Kemudian dilakukan identifikasi 
menggunakan Recurrent Neural Networks 
(RNNs). Sistem tersebut akan diimplementasikan 
ke dalam perangkat lunak berbasis BCI yang 
terintegrasi dengan wireless EEG dan 
mentransmisikan hasil klasifikasi RNNs ke 
microcontroller melalui modul bluetooth sehingga 
dapat menggerakkan robot. 
 
1.2 Rumusan Masalah 
Memikirkan robot bergerak maju, mundur, kanan, 
kiri, dan stop biasanya melibatkan otot atau 
gesture. Pada penderita tuna daksa hal ini 
sangat menyulitkan. Walaupun demikian, dalam 
otak manusia, ketika ada keinginan untuk 
menggerakkan benda atau membayangkan 
gerakan, direfleksikan dari aktivitas listrik di otak 
yang direkam melalui sinyal EEG. Namun 
menerjemahkan pikiran saat membayangkan 
gerakan benda dari sinyal EEG tidaklah mudah 
mengingat bercampurnya informasi dari variabel 
lain dan sinyal tersebut sangat kompleks dan 
rentan terhadap noise.  
 
Kemampuan menerjemahkan atau 
mengidentifikasi pikiran saat membayangkan 
gerakan benda dapat diimplementasikan dalam 
bentuk kendali robot. 
 
1.3 Tujuan Penelitian 
Tujuan yang ingin dicapai dari penelitian ini 
adalah membangun sebuah sistem yang dapat 
menggerakkan robot melalui sinyal EEG 
berdasarkan lima kondisi pikiran dari sinyal EEG 
menggunakan Recurrent Neural Netwoks secara 
real-time berbasis BCI. Hasil penelitian akan 
dipublikasikan dalam seminar nasional 
informatika. 
 
1.4 Batasan Masalah 
Terdapat beberapa batasan masalah pada 
penelitian ini, yaitu : 
a. Perolehan data diambil dari empat kanal, 
yaitu AF3, AF4, T7, dan T8. 
b. Variabel lainnya dianggap tetap selain 5 
kondisi pikiran, yaitu maju, mundur, kanan, 
kiri, dan berhenti.  
 
2. PEMBAHASAN 
2.1 Brain Computer Interface 
BCI adalah suatu perangkat keras ataupun 
perangkat lunak yang memberikan peluang 
untuk komunikasi antara sinyal otak dan alat 
kendali seperti mesin ataupun komputer. Salah 
satu pengaplikasinya adalah untuk membantu 
orang yang mempunyai masalah dengan fisiknya 
seperti kelumpuhan, namun otaknya masih 
berfungsi dengan baik. Penelitian sebelumnya, 
teknologi BCI banyak digunakan untuk 
mengendalikan perangkat keras ataupun 
perangkat lunak. Teknologi BCI dilakukan 
dengan pengukuran sinyal otak, dan kemudian 
dilakukan sistem pengolahan sinyal otak tersebut 
untuk mendeteksi pola-pola unik yang akan 
diterjemahkan menjadi perintah, seperti pola otak 
saat memikirkan benda bergerak maju, mundur, 
kanan, kiri, dan berhenti. 
Pada penelitian lain, BCI digunakan sebagai 
sistem kendali robot, pada penelitian tersebut 
menggunakan microcontroller untuk memproses 
sinyal EEG dan mengendalikan perangkat 
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(Varghese, et al., 2015). Terdapat beberapa 
penelitian lain yang dilakukan dengan teknologi 
BCI menggunakan modul bluetooth untuk 
pengendalian robot. Ada juga yang 
menggunakan BCI untuk mengendalikan gerak 
mobile robot menggunakan Emotiv Epoc+ 
sebagai penangkap sinyal EEG dengan 
ditambah rangkain pendukung Bluetooth HC-5 
dan rangkaina driver, mobile robot mampu 
mengikuti perintah secara realtime dengan lima 
kelas (Rizal & Wijaya, 2016) dan ada juga 
penelitian lain yang menggunakan teknologi BCI 
untuk menggerakkan karakter game (Abdullah, 
Djamal, & Renaldi, 2016).  
 
2.2 Sinyal Elektroensephalogram (EEG) 
EEG merupakan teknik untuk merekam aktivitas 
listrik di bagian yang berbeda di otak dan dan 
mengubah informasi ini menjadi suatu pola. 
Sinyal inilah yang ditangkap dan direkam dengan 
bantuan komputer sehingga aktivitas otak dapat 
teridentifikasi. 
 
Pada penelitian ini akan menggunakan metode 
Recurrents Neural Networks (RNNs) untuk 
menggerakkan robot dan menggunakan 4 kanal 
sinyal EEG, yaitu AF3, AF4, T7, dan T8. Kanal 
digunakan untuk mengidentifikasi sinyal otak 
dengan sensor yang ada pada kanal tersebut. 
 
2.3 Recurrent Neural Network 
Deep learning merupakan pengembangan dari 
Jaringan Saraf Tiruan (Artificial Neural Network) 
yang memiliki lebih banyak lapisan (layer). 
Dengan Lapisan yang lebih banyak, Deep 
learning diharapkan untuk dapat mengenali 
proses yang lebih kompleks. Dengan kata lain, 
Deep Learning merepresentasikan pengetahuan 
yang lebih detil. 
 
Pada umunya, manusia membuat keputusan 
secara tunggal setiap saat. Dalam membuat 
suatu keputusan biasanya kita memperhitungkan 
masa lalu. Cara berpikir seperti ini adalah dasar 
dari pengembangan Recurrent Neural Networks. 
 
Recurrent Neural Networks (RNNs) merupakan 
model yang meniru cara berpikir dalam 
pengambilan keputusan tersebut dimana RNNs 
tidak membuang begitu saja informasi dari masa 
lalu dalam proses pembelajarannya. 
 
 
Dalam arsitektur RNNs tersebutterdapat cells 
dengan beberapa inputx1 dan output dari cell 
tersebut merupakan isi dari ht. Perulangan pada 
cells memungkinkan informasi untuk dilalui dari 
satu langkah dalam jaringan tersebut ke langkah 
berikutnya. Perulangan tersebut membuat RNNs 
terlihat berbeda dari Neural Network biasanya. 
RNNs mengikuti beberapa neuron dari jaringan 
yang sama dimana masing-masing neuron 
menyampaikan informasi kepada neuron 
selanjutnya yang dihubungkan dengan bobot. 
Koneksi dari satu cell ke cell selanjutnya 
membuat jaringan dapat menyimpan informasi 
pada memori sementara yang membawa 
dampak dalam cara input untuk menghadirkan 
kembali nilai masa lalu ke dalam jaringan 
tersebut. Dilihat dari penjabaran tersebut setiap 
jaringan mengambil nilai inputx kemudian 
dimasukkan ke dalam cell yang berisi suatu gate 
yang akan diperbarui setiap kali jaringan tersebut 
membaca masukan baru sehingga menghasilkan 
output pada setiap waktu.  
 
Proses pelatihan pada RNNs sangat mirip 
dengan pelatihan pada Neural Network 
menggunakan algoritma Backpropagation tetapi 
dengan sedikit putaran. Karena parameter yang 
dibagikan secara merata pada setiap time step, 
maka gradient untuk setiap output tergantung 
tidak hanya pada kalkulasi dari time step saat ini, 
tetapi juga pada time step sebelumnya. Pada 
RNNs terdapat beberapa unit gate seperti Gate 
Recurrent Unit (GRU), Backpropagtaion Through 
Time (BPTT) dan Long Short Term Memory 
(LSTM). Penelitian ini menggunakan jenis gate 
LSTM yang merupakan jenis istimewa dari 
RNNs. LSTM digunakan karena dapat mengatasi 
ketergantungan proses dalam jangka panjang 
yang merupakan suatu fenomena yang timbul 
dalam pengolahan data sekuensial. 
Kunci dari LSTM adalah cellstate dengan 
arsitektur yang ditandai dengan garis horizontal 
yang mengalir dari Ct-1 sampai Ct. LSTM memiliki 
kemampuan untuk mengahapus atau 
menambahkan informasi ke cell state diatur oleh 
struktur yang disebut gate. Dimana gate 
merupakan suatu cara untuk melewatkan 
informasi yang terdiri dari fungsi sigmoid biner 
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(𝜎) dan operasi perkalian dengan x. Fungsi 
sigmoid biner merupakan fungsi aktivasi yang 
digunakan agar data memiliki rentang antara 0 
dan 1 yang terlihat pada Persamaan 1. Langkah 
pertama pada LSTM adalah dengan 
memutuskan informasi apa yang akan dibuang 
dari cell state yang disebut forget gate 
menggunakan Persamaan 2. 
𝑓(𝑥) =
1
1+𝑒−𝑥
    (1) 
𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)  (2)  
 
Dimana nilai ht-1 dan xt adalah rentang 0 sampai 
1 untuk setiap cell. Nilai 1 mewakili informasi 
tersebut disimpan dan 0 mewakili informasi 
tersebut dihapus.   Langkah kedua adalah 
memutuskan informasi baru yang akan disimpan 
pada cell. Pada langkah ini terdapat dua bagian, 
yang pertama adalah input gate yang 
memntukan nilai yang akan diperbarui 
menggunakan Persamaan 3 dan perhitungan 
untuk kandidat cell baru (?̃?𝑡) yang menghasilkan 
vektor nilai menggunakan fungsi aktivasi tanh 
yang terlihat pada Persamaan 4. 
𝑖𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)  (3) 
?̃?𝑡 =  tanh(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)  (4) 
 
Untuk memperbarui cell state dilakukan dengan 
menjumlahkan cell state (Ct) yang lama dengan 
kandidat cell (?̃?𝑡) menggunakan Persamaan 5. 
Dimana cell state lama dikalikan dengan forget 
state dan kandidat cell dikalikan dengan input 
gate. 
𝐶𝑡 =  𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ ?̃?𝑡  (5) 
 
Langkah terakhir adalah output gate yang 
digunakan untuk menentukan output yang akan 
dihasilkan berdasarkan cell state yang hasil dari 
Persamaan 5 dan melakukan kalkulasi dengan 
fungsi sigmoid biner terlihat seperti pada 
Persamaan 6. Kemudian hasil dari Persamaan 6 
dikalikan dengan fungsi aktivasi tanh dari cell 
state yang telah diperbarui menggunakan 
Persamaan 7 sehingga dapat menghasilkan 
informasi yang ingin dikeluarkan. 
𝑜𝑡 =  𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)  (6) 
ℎ𝑡 =  𝑜𝑡 ∗  tanh(𝐶𝑡)   (7) 
Keterangan: 
𝜎 = fungsi aktivasi sigmoid dengan rentang (0, 1) 
tanh = fungsi aktivasi tangent dengan rentang (-
1, 1) 
Wf, Wt,Wc, Wo  = matriks bobot hasil random 
ht   =hidden state saat ini 
ht-1 =hidden state sebelumnya 
bf, bi, bc, bo = vektor bias  
ct =cell state saat ini   
ct-1 =cell state sebelumnya 
 
2.4 Perolehan Data  
Sinyal direkam dalam format .csv yang terdiri 
dari 20 kolom. Namun, karena elektroda yang 
digunakan terdapat 4 kanal yaitu kanal AF3, 
AF4, T7, dan T8 sehingga hanya kolom ke 3,4,6, 
dan 7 yang berisi sinyal EEG. 
 
Perekaman untuk data latih secara offline 
dilakukan sepanjang 5 detik. Sementara 
membayangkan gerakan sebagai variabel dalam 
penelitian ini diasumsikan selama 1 detik. Oleh 
karena itu, setiap set data latih dibagi atas 5 
segmen. Apabila sinyal EEG direkam dengan 
frekuensi sampling 128 Hz, sehingga dalam satu 
kali perekaman dalam 4 kanal menghasilkan 
data sebanyak 2560 titik atau 128 x 5 detik x 4 
kanal. Mengingat setiap perekaman dibagi atas 1 
detik maka sinyal EEG yang diolah dari 4 kanal 
sebanyak 512 titik.  
 
2.5 Hasil Pengujian  
Pada tahap ini dilakukan pengujian terhadap 
kinerja RNN pada setiap kelas, pengaruh jumlah 
data, pengujian akurasi data latih dan data baru. 
Hasil uji pengaruh kelas untuk data latih dapat 
dilihat pada Gambar 1 
 
 
Gambar 1. Confusion Matrix uji pengaruh 
 
Kelas Untuk Data Latih 
Sedangkan hasil uji pengaruh kelas untuk data 
uji dapat dilihat pada Gambar 2. 
 
Gambar 2.Confusion Matrix Uji Pengaruh Kelas 
Untuk Data Uji 
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Pada Gambar 1, uji pengaruh kelas terhadap 
data latih didapatkan akurasi sebesar 94%, 
sedangkan pada Gambar 2, uji pengaruh kelas 
terhadap data uji didapatkan akurasi sebesar 
72%. 
 
2.6 Algoritma Segmentasi 
Algoritma segementasi dilakukan untuk 
memotong data dari 5 detik menjadi 1 detik. 
Contoh algoritma dapat dilihat dalam Gambar 3. 
 
Gambar 3. Algoritma Segmentasi 
 
2.7 Algoritma RNN 
Algoritma Recurrent Neural digunakan untuk 
melakukan generalisai data latih. Tahap pertama 
adalah algoritma untuk set bobot awal. Dapat 
dilihat pada Gambar 4. 
 
 
Gambar 4. Algoritma Set Bobot Awal 
 
Selanjutnya adalah algoritma aktivasi ReLu. 
Dapat dilihat pada Gambar 5. 
 
Gambar 5. Algoritma Aktivasi ReLu 
 
Tahap berkutnya adalah algoritma feedforward. 
Dapat dilihat pada Gambar 6 
 
Gambar 6. Algoritma Feedforward 
 
Tahap berikutnya yaitu algoritma 
backpropagation. Dapat dilihat pada Gambar 7.  
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Gambar 7. Algoritma Backpropagation 
 
Selanjutnya adalah tahap modifikasi bobot. 
Tahap ini mengkoreksi bobot antara input layer, 
hidden layer, dan output layer. Dapat dilihat pada 
Gambar 8. 
 
Gambar 8. Algoritma Modifikasi Bobot 
 
Tahap terakhir yaitu algoritma loss. Algoritma ini 
digunakan mengoreksi bobot antara lapisan 
masukan keluaran dan lapisan tersembunyi. t, y 
dan Cross Entropy merupakan variabel global 
dengan tipe data real. t dan y merupakan 
variabel bertipe array satu dimensi yang memiliki 
panjang sebanyak lapisan keluaran (y). Dapat 
dilihat pada Gambar 9 . 
 
 
Gambar 9. Algoritma Loss 
 
3. KESIMPULAN 
Penelitian ini telah menghasilkan sebuah sistem 
berbasis Brain Computer Interface (BCI) 
menggunakan Recurrent Neural Network. 
Pengujian dalam sistem BCI ini dilakukan 
dengan menguji akurasi sistem. Pengujian 
tersebut dilakukan dengan 600 data dimana 480 
untuk data latih dan 120 untuk data uji dan 
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dengan nilai learning rate yang berbeda yaitu 
0.01, 0.10, 0.2, dan 0.5 dengan epoch masing-
masing 150. Hasil dari pengujian akurasi RNN 
terhadap pengaruh leraning rate, pada sistem ini 
didapatkan bahwa data dengan learning rate 
0.01 sebesar 91%, data dengan learning rate 
0.02 sebesar 77%, data dengan  learning rate 
0.03 sebesar 64%, data dengan learning rate 
0.04 sebesar 63% dan data dengan learning rate 
0.05 sebesar 55%. Hasil pengujian per kanal 
didapat bahwa pada kanal AF3 didapatkan 
akurasi sebesar 44%, kanal AF4 didapatkan 
akurasi sebesar 51%, kanal T7 didapatkan 
akurasi sebesar 43%, dan pada kanal T8 
didapatkan akurasi sebesar 46%. Hasil 
pengujian akurasi RNN per 2 kanal didapatkan 
bahwa pada kanal AF3 & AF4 didapatkan 
akurasi sebesar 68% dan kanal T7 & T8 
didapatkan akurasi sebesar 60%. 
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