ABSTRACT The convergence and diversity of the Pareto optimal solutions is of great importance for multiobjective evolutionary algorithms. Based on parallel cell balanceable fitness estimation (PCBFE), a novel bare-bones multiobjective particle swarm optimization (NBBMOPSO) algorithm is proposed in this paper. First, the PCBFE strategy, which is based on the parallel cell mapping approach, is developed to retain the balance between the proximity and the diversity. After that, the PCBFE strategy is adopted to maintain external archive and update leaders. Second, an adaptive update strategy for crossover probability is designed to repair the weakness of particle search. Finally, an elitism learning strategy is performed to exchange useful information among solutions in the external archive, which can enhance the capability of dropping out of the local Pareto front. To demonstrate the merits of NBBMOPSO for multiobjective optimization, Zitzler-Deb-Thiele (ZDT) and Deb-Thiele-Laumanns-Zitzler (DTLZ) test suits are examined with comparisons against the other seven state-of-the-art competitors. Experimental results show that the proposed NBBMOPSO outperforms all the other methods in terms of the chosen performance metrics.
I. INTRODUCTION
Multiobjective optimization problems (MOPs), which frequently arise in real-world applications of science and engineering, involve multiple objectives or criteria to optimize simultaneously. As these objectives usually conflict with each other, which means the enhancement of one objective may deteriorate others [1] , [2] . Since an iteration of multiobjective evolutionary algorithms (MOEAs) can generate several elements of the Pareto front (PF), the defects of traditional optimization method can be overcome. On the other hand, the MOPs with disconnected or convex PFs can be solved by MOEAs, since they don't depend on the gradient information in the search process, and they are not sensitive to the shape and consistency of PFs of test problems [3] . Thus, various MOEAs have been developed to obtain the non-dominated solutions in the past decades.
Particle swarm optimization (PSO) algorithm was originally presented by Kennedy and Eberhart [4] , which is a kind of population-based optimization algorithm [5] , [6] . By mimicking the behavior of bird flocking, it is capable of locating the best position in the search space [7] , [8] . Compared with the genetic algorithm, PSO has many advantages, such as simplicity, convenient implementation, and fast convergence [9] - [11] . Therefore, PSO is expanded to solve MOPs, and the corresponding algorithm is referred to as multiobjective particle swarm optimization (MOPSO) [12] . At present, most of the MOPSO algorithms can be roughly divided into two classes: dominance-based MOPSOs [12] - [14] and decompositionbased MOPSOs [15] , [16] . The former adopts Pareto dominance relationship to maintain external archive and update leaders, whereas the latter applies decomposition method to decompose an MOP into a set of simple optimization subproblems [17] . Dominance-based MOPSOs have been widely used to deal with MOPs. However, the balance between exploration and exploitation seriously depends on the adjustment of flight parameters for most of the MOPSOs.
To address this issue, several strategies have been proposed to adjust the flight parameters [18] - [23] .
Bare-bones particle swarm optimization (BBPSO) algorithm proposed by Kennedy [24] is a more concise PSO. It does not use velocity updating equation, but adopts a Gaussian sampling based on personal best position and global best position. Since it avoids the defects of adjusting PSO flight parameters, BBPSO has been widely used to tackle singleobjective optimization problems (SOPs) [25] , [26] . Due to the success in SOPs, BBPSO is designed to tackle MOPs known as bare-bones multiobjective particle swarm optimization (BBMOPSO) [27] . However, there are some issues to be addressed in solving MOPs by BBMOPSO. Firstly, similar to MOPSO, BBMOPSO also faces the problem of lacking diversity of approximated PFs when tackling complicated MOPs. It is mainly because BBMOPSO usually adopts a single fitness evaluation mechanism (e.g., crowding distance) to maintain external archive and update leaders. Secondly, when dealing with complex MOPs, BBMOPSO is easy to generate dominance resistant solutions (DRSs) which tend to drop out of the true PF. A variation of BBMOPSO was proposed by Zhang et al. [27] , which uses fixed crossover probability (CR) to get the information from Gaussian sampling and global leaders. Thus, even though adopting the differential strategy improves the exploitation ability, if fails to make any contribution to balancing just by using a fixed CR. Finally, it is easy for BBMOPSO to trap into local PFs when dealing with complex MOPs, such as DTLZ1 and DTLZ3. The reason for this being that the single use of Gaussian sampling easily causes disperse searching. Although the introduction of the differential strategy speeds up the BBMOPSO's convergence speed, it still can't effectively solve the premature convergence problem.
To overcome the aforementioned problems, a novel bare-bones multiobjective particle swarm optimization (NBBMOPSO), based on parallel cell balanceable fitness estimation (PCBFE), is developed in this paper. The PCBFE strategy, which is composed of convergence and diversity distance, is designed to update external archive and select global leaders. Two weight factors of the PCBFE can be adjusted adaptively in terms of different evolutionary status. It thus strikes a balance between the proximity and the diversity. Besides that, an adaptive adjustment approach of CR and a kind of elitism learning strategy are integrated into the NBBMOPSO, which can improve both the capability of dropping out of local PFs on complex MOPs and the quality of non-dominated solutions.
The rest of this paper is organized as follows. Some background knowledge, including basic concepts of MOPs, traditional PSO, traditional BBPSO, and the existing MOPSOs, are provided in Section II. As the key contribution of this paper, the details of the NBBMOPSO are elaborated in Section III. The experimental results and the related analysis are presented in Section IV. Finally, Section V concludes this paper.
II. BACKGROUND
In order to facilitate the description of the proposed algorithm, the basic definitions in multiobjective optimization [12] , traditional PSO [4] , traditional BBPSO [24] , and some existing MOPSOs are briefly introduced.
A. BASIC DEFINITIONS

Definition 1 (Multiobjective Optimization Problems):
A MOP can be formulated as follows [12] :
where x = (x 1 , x 2 , . . . , x n ) T is a n-dimensional decision vector and is the decision space. The mapping function F: → R m constitutes m objective functions and R m is the objective space.
Definition 2 (Pareto Dominance):
A solution x = (x 1 , x 2 , . . . , x n ) T is said to dominate another solution y = (y 1 , y 2 , . . . , y n ) T (noted as x ≺ y) if and only if
Definition 3 (Pareto Optimal):
A solution x is said to be Pareto optimal if and only if
Definition 4 (Pareto Optimal Set):
The set of all the Pareto optimal solutions is termed as Pareto optimal set (PS).
Definition 5 (Pareto Optimal Front):
The set of all the objective functions corresponding to the Pareto optional solutions is called as Pareto optimal front (PF).
B. PSO In PSO, each particle of swarm stands for a potential solution of the optimization problem [4] . The moving velocity and position of particle
Each particle is updated by its personal best position pbest and global best position gbest, as expressed in the following equation [4] :
where t is the iteration number, w is the inertial weight, c 1 and c 2 are two learning factors, r 1 and r 2 are two random numbers generated uniformly in the range [0, 1].
C. BBPSO
In BBPSO, the particle's position is updated by the Gaussian sampling based on pbest and gbest and the velocity formula of traditional PSO is removed [24] , as follows:
where µ ij (t) = (pbest ij (t) + gbest j (t))/2 and σ ij (t) = |pbest ij (t) − gbest j (t)| are average value and difference on each dimension between pbest and gbest, respectively. N (µ, σ ) denotes a random number using a Gaussian distribution with mean µ and standard deviation σ . An alternative version of BBPSO, named BBExp, is also presented by Kennedy [24] , as expressed in the following equation:
where r 3 is a random number generated uniformly in the range [0, 1] . pbest is developed by 50% crossover probability (CR) in (8), which can enhance the personal search ability. However, it inevitably leads to a slow convergence speed. When dealing with MOPs with multimodality, such as DTLZ1 and DTLZ3, the approximated PF cannot converge to the true PF. Moreover, at the latter part of evolutionary phase, Gaussian sampling is more prone to yield a number of solutions outside the true PF, i.e., called dominance resistant solutions (DRSs). Thus, the value of CR should not be fixed during the evolutionary process.
D. EXISTING MOPSO ALGORITHMS
To deal with MOPs by using PSO, Pareto dominance relationship or decomposition method is integrated into PSO. Thus, according to their selection mechanisms, the existing MOPSOs can be mainly divided into two categories: dominancebased MOPSOs and decomposition-based MOPSOs. The representatives of the first class include OMOPSO [13] , SMOPSO [14] , BBMOPSO [27] , and pccsAMOPSO [22] . The reported MOPSOs, such as dMOPSO [15] and DDMOPSO [16] , belong to the second class. In the following, we will briefly introduce these typical MOPSOs. OMOPSO was presented by Sierra and Coello [13] , which adopts Pareto dominance relationship and crowding distance to update the leaders. To balance the exploring and exploiting during the search process, uniform and non-uniform mutation operators are utilized in different subdivisions of the swarm. Moreover, ∈-dominance concept is used to fix the size of the final Pareto optimal set. SMPSO was proposed by Nebro et al. [14] , which integrates a velocity constriction approach into OMOPSO for the purpose of solving ''swarm explosion'' problem existing in OMOPSO. Also, polynomial mutation and external archive of OMOPSO are applied to generate turbulence and store non-dominated solutions obtained, respectively.
BBMOPSO was presented by Zhang et al. [27] , which uses a novel particle updating approach to expand the search capability. Besides that, a time-varying mutation operator is activated after PSO search to avoid the trap in local PFs. However, BBMOPSO is prone to premature convergence on complex test problems with many local PFs, and the distribution of non-dominated solutions found needs to be improved.
pccsAMOPSO was designed by Hu and Yen [22] , which applies parallel cell coordinate system (PCCS) and distribution entropy to detect evolutionary state of population. To balance the exploration and exploitation, strategies designed for selecting global and personal best, updating external archive and adjusting flight parameters are incorporated into adaptive MOPSO. It is worth noting that parallel cell distance is used to maintain archive in pccsAMOPSO, which has superior performance than adaptive grid and crowding distance.
dMOPSO was reported by Zapotecas and Coello [15] , which utilizes decomposition approach to decompose a MOP into a set of SOPs and optimize them by using traditional PSO search. The personal and the global best are updated by decomposition method, and then the position of each particle is calculated by traditional equations. Furthermore, a memory reinitialization mechanism is adopted in dMOPSO when the particles exceed a certain age (i.e., number of cycles with no update). Thus, the diversity of the population and the capability of dropping out of local PFs are improved accordingly.
DDMOPSO was developed by Almoubayed et al. [16] , which incorporates both Pareto dominance and decomposition approach for selecting leaders from external archive. The decomposition approach is used to decompose a MOP into a number of aggregation problems, whereas Pareto dominance is applied to update external archive. A new density evaluator, i.e., dominance-depth ranking mechanism is used in both the objective and the solution spaces, which helps covering promising regions in both spaces and facilitates obtaining better convergence and diversity.
III. THE PROPOSED NBBMOPSO ALGORITHM
In this section, the details of the proposed NBBMOPSO are described. The framework of NBBMOPSO is shown in Fig. 1 . In order to solve an MOP, an external archive with fixed size is applied to save the obtained non-dominated solutions. Once the population is randomly initialized in the search space, each particle adaptively flies to the attraction points determined by the personal leader and the global leader. The PCCS method is used to map the non-dominated solutions of the external archive to integral label numbers, and the entropy and variation of entropy of non-dominated set are calculated to evaluate the current evolutionary status.
In addition, the PCBFE approach is adopted to maintain the external archive and select the global leaders. In the position update formula, the CR is dynamically adjusted according to the evolutionary status. The PCBFE approach is also applied to maintain the external archive by removing the non-dominated solution with the smallest fitness value when the solutions' number exceeds archive's capacity. 
A. PARALLEL CELL BALANCEABLE FITNESS ESTIMATION
Here, a novel PCBFE approach is proposed to overcome the limitations of crowding distance method. To balance the convergence ability and the solution diversity during the evolutionary process, the proposed approach combines a convergence distance and a diversity distance by two adjustable weight factors [28] .
Let us assume that the external archive A = {a 1 , a 2 , . . . , a K } includes K non-dominated solutions. For each solution a i (i = 1, 2, . . . , K ), its PCBFE value fitness (a i , A) consists of two components: a convergence distance and a diversity distance, as follows:
where CD (a i , A) and DD (a i , A) denote the normalized convergence and diversity distances of a i , respectively. α and β are two factors that are used to tune the impacts of the convergence and diversity distances. When computing this PCBFE value, the potential and density of each solution are finally normalized using the maximum and minimum values of them. Such normalization approach helps to eliminate the impact of different dimension. In order to obtain the convergence distance and diversity distance of each particle in external archive, the PCCS is used to transform multidimensional Pareto front to a two-dimensional plane, defined as [22] :
where is a ceiling operator. Then, the normalized convergence distance CD (a i , A) is assigned by the potential of a non-dominated solution a i , as follows:
where Potential max and Potential min are the maximum and minimum Potential in the solution set respectively, i.e., Potential max = max{Potential(a) | a ∈ A} and Potential min = min{Potential(a) | a ∈ A}. CD(a i , A) is set to 1 if a i is a boundary solution which has the lowest or highest objective function values. The potential of particle a i in the archive is defined by the following equation:
The smaller is the potential of a solution for a minimizing MOP, the more promising is the possibility for the solution to approach to the true PF. A larger value of CD(a i , A) thus obtained means that the particle a i has better convergence.
On the other hand, the diversity distance DD(a i , A) is designed to reflect the distribution of a i , as follows:
where Density max and Density min are respectively the maximum and minimum Density in the solution set, i.e., Density max = max{Density(a) | a ∈ A} and Density min = min{Potential(a) | a ∈ A}. DD(a i , A) is set to be 1 if a i is a boundary solution which has the lowest or highest objective function values. A large value of DD(a i , A) indicates that the particle a i is surrounded by a faraway neighbor. The density of particle a i in the archive is defined as follows:
where a j (j = 1, 2, . . . , K , j = i) is any other non-dominated solution in the external archive that is different from a i . PCD(a i , a j ) denotes the distance between a i and a j in the unit of cell in PCCS and can be calculated according to the following condition [22] , [29] :
where L i,m is calculated by (10) . If a i and a j are mapped into the same cells for all M dimensions in PCCS, the PCD value is set to be 0.5 to avoid division by zero in (14) .
To strike a balance between convergence and diversity, weight factors are dynamically adjusted in terms of evolutionary states. The Pareto entropy, Entropy, and the variation of Entropy, Entropy, are used to detect the evolutionary state of the population at time step t. Pareto entropy is defined in PCCS as follows [22] , [29] :
where Cell k,m (t) is the number of members with the label number L k,m in the cell located at the k th row and the m th column in PCCS at the current generation t. Entropy indicates the change degree of the PF, which can be calculated as follows:
The curves of the entropy and Entropy of DTLZ1 test instance are illustrated in Fig. 2 . It can be seen from Fig. 2 that the population is in global exploration stage during the early evolutionary process. In this state, the old solutions in the external archive are dominated by the new solutions generated, resulting in a wide range of Pareto entropy. During the latter part of the evolutionary process, the population is in local exploitation stage. In this state, only a few old solutions are dominated by the new solution generated, thus the Pareto entropy only changes in a small range. Hence, the evolution states of the population can be detected by the Entropy and Entropy. The idea of PCBFE is to use a weighted sum approach for the convergence distance and the diversity distance, as defined in (9) . In order to adjust the balance in exploration and exploitation, different evolutionary status should be assigned with various weight factors (α and β). Thus, three categories are classified by using Entropy.
Case 1: | Entropy (t)| ≥ δ In this case, the population is in a convergence status. In order to lead population to approach the true PF quickly, the solutions with good convergence should be applied to conduct global exploration. Thus, the convergence distance should be promoted, whereas the diversity distance should be punished.
Case 2: 0 < | Entropy (t)| < δ In this case, the population is in a diversity status. In order to obtain an accurate and well distributed approximation of the actual PF, the solutions with good diversity should be used to conduct local exploitation. Thus, the diversity distance should be promoted, whereas the convergence distance should be punished.
Case 3: | Entropy (t)| = 0 In this case, the population is in a stagnation status. Thus, α and β are all set to 1.0 to balance the convergence distance and the diversity distance.
Based on the above mentioned principles, the weight factors are adjusted as follows:
where δ is the threshold used to distinguish different evolutionary statuses. It is defined as follows [22] , [29] :
where K is the number of non-dominated solutions in the external archive, and M is the number of objectives. It is noteworthy that the proposed PCBFE method in this paper is fundamentally different from the method proposed by Lin et al. [28] . The control parameters α and β, which need to be set by experience in Lin's method, can be adjusted adaptively by using Pareto entropy information in our method. Thus, particles can flexibly fly to the Pareto optimal front in the PCBFE method.
B. SELECTION OF LEADERS
The pbest is the best position found by the particle itself so far. In this study, Pareto dominance relationship is adopted to update the personal leaders. Here is the basic idea of function SelectPbest [12] , [27] : If the new solution is dominated by the old solution, the pbest remains; otherwise, if the old solution is dominated by or is equal to the new solution, the new solution is the pbest. The update equation of pbest is provided as follows:
The gbest is the best position achieved from neighbors of the particle so far which as a result guides the evolutionary direction of the population. For MOPs, gbest is a set of Pareto optimal solutions. Each particle needs to choose a gbest from the external archive. If the whole population shares only one gbest, it produces a high choosing pressure and leads to single-point searching. Conversely, if each particle enjoys different gbest, it produces a low choosing pressure and leads to scattered searching. Therefore, an appropriate gbest selection strategy enables the effective balance of the exploration and VOLUME 6, 2018 exploitation. In this paper, the proposed PCBFE method is adopted to update the gbest. Following is the basic idea of function SelectGbest: For each particle, gbest is randomly selected from the top 10% solutions in the external archive with bigger PCBFE values (the top 10% solutions are confirmed after conducting many experiments).
C. UPDATE OF PARTICLE's POSITIONS
In order to solve MOPs with BBPSO, a variation of BBExp was presented by Zhang et al. [27] as follows:
where µ ij (t) = (r × pbest ij (t) + (1 − r) × gbest ij (t))/2 and σ ij (t) = |pbest ij (t) − gbest ij (t)|, r is a random number generated uniformly in the range [0, 1]. The replacement of pbest with gbest can enhance the development of gbest and improve the convergence speed. However, since the CR is still set to be a fixed value, the problem of balance in exploration and exploitation still exists. Therefore, a dynamic adjustment strategy of CR is designed, as follows:
if diversity CR ij (t − 1), if stagnation (22) where
Step CR is the range intervals of CR, which is uniformly divided by the maximum of iteration T max ranging from its upper limit to lower limit. According to experimental results, the upper and the lower bounds of CR are set to be 0.9 and 0.1, respectively. The initial value of CR is set to be 0.5. It is noted that the value of CR should be set to the corresponding boundary value, if it exceeds the allowable range.
The curve of adaptive CR obtained by NBBMOPSO on DTLZ1 is presented in Fig. 3 . The corresponding curves of entropy and Entropy on DTLZ1 are demonstrated in Fig. 2 . It can be seen from Fig. 3 that the value of CR is able to adjust dynamically during the evolutionary process. Furthermore, experimental results indicate that the adaptive CR strategy can't only speed up the convergence speed, but also improve the quality of non-dominated solutions.
D. MAINTENANCE OF EXTERNAL ARCHIVE
Like most of the existing MOEAs, the external archive with finite capacity is applied to store non-dominated solutions. To reduce the computational complexity, it is necessary to adopt an appropriate pruning strategy for archive update. Adaptive gird [12] and crowding distance [30] are the major approaches that are used for archive update. For adaptive grid method, the number of hypercubes needs to be predetermined in objective space. For crowding distance method, additional parameter settings are not required, but the diversity needs to be improved. Here, the proposed PCBFE approach is incorporated into BBPSO specifically on maintenance of external archive, which can help enhance the convergence and diversity of the approximated PF. Assuming that the external archive is A and the new-produced population is S, the pseudo-code of archive update is presented in Algorithm 1, where Na is the maximum capacity of external archive. In Algorithm 1, the function CheckDominance(S i , A j ) is applied to estimate the Pareto dominance relationship between S i and A j . If S i dominates A j , the function returns 1; Otherwise, if A j dominates S i or is equal with S i , the function returns −1; At last, the nondominated solutions in the external archive are provided by the ArchiveUpdate algorithm.
Algorithm 1 ArchiveUpdate (A, S)
1 To overcome the potential vulnerability of BBPSO search and enhance the diversity of non-dominated solutions, elitism learning strategy is usually performed to exchange information among elitist solutions in the external archive. In this paper, simulated binary crossover (SBX) and polynomial mutation (PM) are applied to realize evolutionary search in the external archive [31] , [32] . The pseudo-code of elitism learning strategy is presented in Algorithm 2, where |A| and |E| are the number of nondominated solutions in archive A and elitist subset E, respectively. In Algorithm 2, SBX operator is used to exchange useful genetic segments between elitist solutions, whereas PM operator is adopted to search the local region by generating a small perturbation. Firstly, the elitist solutions with bigger PCBFE values are selected from archive A to form an elitist subset E. In this paper, |E| is set to be half of |A|. For each solution A i (i = 1, 2, . . . , |A|) in archive A, a random integer j in [1, |E|] is generated. Thus child solutions are produced from parent solutions that consist of A i and E j by performing SBX operator. At last, one of the child solutions is randomly selected from C 1 and C 2 to execute PM operator, which forms new solution S i . It is helpful to enhance the capability of escaping from a local optimum and improve the uniformity of the approximated PF.
Algorithm 2 ElitistLearning (A)
1
end for 7 return S
F. THE COMPLETE NBBMOPSO ALGORITHM
The major components of NBBMOPSO, i.e., parallel cell balanceable fitness estimation, position update, archive update, leaders update, and elitism learning strategy, have been illustrated in the above subsections. To understand the whole procedure of the algorithm more clearly, complete pseudocode of NBBMOPSO is described in Algorithm 3, where N is the number of swarm, n is the dimension of solution space, rand( ) indicates random numbers that are evenly distributed in [0, 1], and u ·,j and l ·,j are the upper and lower bounds of the j th dimension of the decision variable, respectively. In NBBMOPSO, initialization is firstly executed in lines 1 -9. In the initialization phase, the external archive A is initialized to empty, and the swarm P with N particles is generated randomly. Next, the objective function values of each particle are evaluated. The personal leaders are set to be particle itself and the non-dominated solutions in swarm P are added to the archive A. Then, NBBMOPSO enters into the main loop of iterative process until the number of iteration achieves the maximum times T max .
In the main loop, the current evolutionary status of the algorithm is detected by using (16) and (17) . After updating the pbest and gbest by using function SelectPbest and Algorithm 3 NBBMOPSO 1 initialize t = 0, A = null, and P = {p 1 , p 2 , . . . , p N }; add the non-dominated solutions from P into A; 10 while t ≤ T max 11 environmental detecting using Eqs. (16) - (17) SelectGbest respectively, the position of particles is updated by using (21) and (22) . After that, the objective function values of each particle are evaluated. Then, the function ArchiveUpdate is performed to obtain non-dominated solutions of A and P in line 19. And in line 20, elitism learning strategy is executed to realize evolutionary search among the archive A. At last, the evaluation of objective functions and maintenance of archive are applied again in lines 21 and 22 to attain non-dominated solutions in A and S. Since the objective functions need to be evaluated twice in each iteration process, the iteration counter t is increased by 2 in line 23. The above search process repeats until the user-defined maximum iterating times are reached. Ultimately, the non-dominated solutions in archive A are reported as the final approximated PF.
G. COMPUTATIONAL COMPLEXITY ANALYSIS
In this subsection, the time complexity analysis of NBBMOPSO is given. According to the pseudo-code of NBBMOPSO in Algorithm 3, the time complexity of NBBMOPSO is determined by the evolutionary loop in lines 10 -24. NBBMOPSO has the same framework as MOPSO [12] , thus the increased computation cost is attributed to its detection step for the Pareto entropy and calculation of the PCBFE value. The detection step (line 11 in VOLUME 6, 2018 (MN + 3MN 2 ).
IV. EXPERIMENTAL STUDIES A. STANDARD BENCHMARK PROBLEMS
Several types of standard MOPs are used to evaluate the performance of the NBBMOPSO. First, the high-dimensional bi-objective test instances from Zitzler-Deb-Thiele (ZDT) test suits are used. Moreover, the 3-objective test instances from Deb-Thiele-Laumanns-Zitzler (DTLZ) test suits are adopted to further evaluate the performance of NBBMOPSO in solving MOPs with more than two objectives. Therefore, twelve representative test problems are used in our experimental studies, including ZDT1 ∼ ZDT4, ZDT6, and DTLZ1 ∼ DTLZ7. It is noted that the number of decision variables of ZDT test instances is set to be 30, while the number of decision variables of DTLZ test instances is set to be 10 [31] , [33] .
B. PERFORMANCE METRIC
To validate our approach, the inverted generational distance, IGD, which can estimate both the convergence and diversity of the solutions simultaneously, is used in our experimental studies. Let S be a set of points uniformly sampled along the actual PF, and S be the set of solutions obtained by a multiobjective optimization algorithm. The IGD value of S to S , i.e., IGD(S, S ) is calculated as follows [31] :
where |S| is the cardinality of S and d(S i , S ) is the Euclidean distance in objective space between the solution S i and its nearest solution in S . In general, the lower is the IGD value, the better is the quality of S for approximating the whole PF.
C. EXPERIMENTAL SETTINGS
In our experiments, NBBMOPSO is compared to three state-of-the-art MOEAs, i.e., NSGAII [30] , SPEA2 [34] , and MOEA/D [35] , [36] . Meanwhile, NBBMOPSO is also compared with some MOPSOs, including OMOPSO [13] , SMPSO [14] , dMOPSO [15] , and pccsAMOPSO [22] . All these MOEAs are implemented in JAVA [37] , except NBBMOPSO and pccsAMOPSO in MATLAB. The parameters of all algorithms are set according to the recommendations, which are listed in the corresponding original paper, as shown in Table 1 . To realize a fair comparison, the parameters of NBBMOPSO are set the same with compared algorithms. Both the population size N and the external archive size Na are set to 100. In Table 1 , FEs is the maximum number of function evaluations, p c is the crossover probability, p m is the mutation probability, η c is the distribution indexes of SBX, and η m is the distribution indexes of PM, respectively. In MOEA/D, T is the neighborhood size of each weight vector, and δ controls the probability used to select in the neighborhood. For OMOPSO, SMPSO, and dMOPSO, w is the inertia weight randomly generated within the range [0.1, 0.5], c1 and c2 are two learning factors randomly picked within the range [1.5, 2.5]. In dMOPSO, a max is the age threshold of each particle. In pccsAMOPSO, w in is the initial value of the inertia weight, c 1,in and c 2,in are the initial values of the learning factors.
The size of the population and the maximal size of external archive are set to be 100 for each algorithm. The maximal numbers of function evaluations (FEs) are fixed at 30000 and 60000 for bi-objective and 3-objective test instances, respectively. Each algorithm is run 30 times independently on each test instance.
D. PERFORMANCE COMPARISONS WITH OTHER MULTIOBJECTIVE ALGORITHMS 1) COMPARISONS ON THE ZDT TEST INSTANCES
Comparison results of NBBMOPSO with the other seven competitors on the ZDT test instances are presented in Table 2 . From these results, it is clear that NBB-MOPSO gets the best results on ZDT4 and ZDT6, whereas SMPSO performs best on ZDT1 and ZDT2. In addition, pccsAMOPSO obtains the best results on ZDT3. Since the ZDT test instances are relatively simple, it is observed that all the compared algorithms perform well on most of them. However, it is worth noting that some of the compared algorithms do not perform satisfactorily for test instances with specific characteristics. For instance, MOEA/D can't effectively approach the actual PF of ZDT3 and ZDT4 as the corresponding mean values of IGD are above a level of 10 −3 ; OMOPSO fails to approach the true PF of ZDT4 due to the existence of many local PFs.
Furthermore, the Wilcoxon's rank sum test indicates that NBBMOPSO performs similarly to SMPSO on ZDT1 and ZDT2, and to dMOPSO on ZDT2, respectively. The last third row labeled ''Rank Sum'' summarizes the ranks obtained by all the algorithms in solving all the ZDT instances, and the last second row labeled ''Final Rank'' shows the final ranks of all the algorithms according to Rank Sum. As observed from the Final Rank row, NBBMOPSO and SMPSO tie for the first rank, while MOEA/D obtains the last rank. The last row ''better/similar/worse'' indicates the number of test problems in which the performance of the compared algorithm is better than, similar to, or worse than that of NBBMOPSO. This row also shows that NBBMOPSO outperforms the other seven state-of-the-art competitors on ZDT test instances.
The plots of approximated PFs obtained by NBBMOPSO on all the ZDT test instances are shown in Fig. 4 . As observed in Fig. 4 , the approximated PFs found by NBBMOPSO have a uniform distribution along the true PFs on all ZDT problems.
As other compared algorithms have achieved mean IGD results under an accuracy level of 10 −3 for most of the test problems, the results of MOEA/D, therefor, are selected to plot in Fig. 5 . For MOEA/D, it is found that the obtained Pareto solutions are also distributed uniformly, but not so close to the true PF, especially on ZDT4, which has many local PFs.
2) COMPARISONS ON THE DTLZ TEST INSTANCES
Comparison results of NBBMOPSO with the other seven competitors on the DTLZ test instances are provided in Table 3 . Our NBBMOPSO algorithm gets the best VOLUME 6, 2018 results on DTLZ1, DTLZ2, DTLZ5, and DTLZ6, whereas SPEA2 obtains the best results on DTLZ3. In addition, pccsAMOPSO performs the best on DTLZ4 and DTLZ7. Since OMOPSO and pccsAMOPSO apply simple mutation strategies, they fail to effectively approach the true PFs of DTLZ1 and DTLZ3 test problems with multimodality. Especially, OMOPSO falls into the local PFs in 30 independent runs almost each time. This also testifies that elitism learning strategy with SBX and PM operators in NBBMOPSO is more efficient than that of OMOPSO's particle mutation and pccsAMOPSO's Gaussian mutation on dealing with multimodal test problems.
Furthermore, the Wilcoxon's rank sum test indicates that NBBMOPSO performs similarly to SPEA2 on DTLZ1, and to OMOPSO, SMPSO, and pccsAMOPSO on DTLZ6, respectively. It can be seen from the Final Rank row that NBBMOPSO and SPEA2 obtain the first and second ranks, respectively, while MOEA/D obtains the last rank. As can be seen from the last row of Table 3 , NBBMOPSO performs better than NSGAII on all 7 test instances. NBBMOPSO gets the better results on 6 out of 7 test problems compared with MOEA/D, OMOPSO, SMPSO, and dMOPSO. Compared to SPEA2, NBBMOPSO obtains better results on 5 out of 7 test problems. Moreover, the number of test problems in which the NBBMOPSO performs better than, similar to and worse than that of pccsAMOPSO are 4, 1 and 2, respectively. It is shown that the performance of NBB-MOPSO which adopts PCBFE strategy is better than that of pccsAMOPSO.
The plots of approximated PFs obtained by NBBMOPSO, NSGAII, and dMOPSO on DTLZ2 test instance are illustrated in Fig. 6 . As observed in Fig. 6 , NBBMOPSO achieves a more accurate and better distributed approximation of the true PFs compared to NSGAII and dMOPSO. 
3) PERFORMANCE TEST ON IMPROVED STRATEGIES
The above experiments show the superiority of NBBMOPSO algorithm compared with other state-of-the-art competitors. To validate the effectiveness of the improved strategies, two kinds of BBMOPSO algorithms, i.e., BBMOPSO-1 and BBMOPSO-2, are developed. Crowding distance and time-varying mutation are used in BBMOPSO-1, whereas crowding distance and elitism learning strategy are applied in BBMOPSO-2. The plots of approximated PFs obtained by NBBMOPSO, BBMOPSO-1, and BBMOPSO-2 on DTLZ1 test problem are presented in Fig. 7 . As observed in Fig. 7 , NBBMOPSO can find an evenly distributed PF to closely approach the true PF, whereas BBMOPSO-1 falls into the local PF and BBMOPSO-2 fails to get a good approximated PF. The results demonstrate that the convergence and diversity can be improved by using the PCBFE scheme and the adaptive position update strategy.
Comparison results of NBBMOPSO with BBMOPSO-1 and BBMOPSO-2 on the ZDT test instances are provided in Table 4 . Our NBBMOPSO algorithm gets the best results on ZDT1, ZDT4, and ZDT6, whereas BBMOPSO-2 obtains the best results on ZDT2 and ZDT3. Table 5 gives the results of DTLZ test suit obtained by the three algorithms. It can be clearly observed that the use of PCBFE significantly enhances the performance of BBMOPSO.
The box plots of IGD values obtained by NBBMOPSO, BBMOPSO-1, and BBMOPSO-2 on all test instances are provided in Fig. 8 . It can be seen from Fig. 8 that the performance of NBBMOPSO is superior to BBMOPSO-1 on most of the test instances, especially on ZDT4, ZDT6, and DTLZ1-3. Compared with BBMOPSO-2, NBBMOPSO performs better on ZDT6, DTLZ2 and DTLZ7. Besides, it can be seen from the box plots of DTLZ1 and DTLZ3 that the bread of BBMOPSO-1 is longer than that of NBBMOPSO and BBMOPSO-2. It means that BBMOPSO-1 is still easy to trap into local PFs although particle mutation operator is executed. In terms of experimental results of BBMOPSO-1, the number of times for trapping into local PFs on DTLZ1 and DTLZ3 test problems are 8 and 23 out of 30 independent runs, respectively. Meanwhile, some outliers can be observed from the box plots of BBMOPSO-2. It means that the problem of premature convergence has not been effectively solved by using elitism learning strategy. In terms of experimental results of BBMOPSO-2, the number of trapping into local PFs on DTLZ1 and DTLZ3 test problems are 3 and 5 out of 30 independent runs, respectively. However, bread and outlier cannot be observed from the box plots of NBB-MOPSO. Thus, we can advocate that NBBMOPSO is better than BBMOPSO-1 and BBMOPSO-2 in terms of both convergence and diversity when tackling the complicated MOPs with many local PFs. It should be noted that there is no obvious gap among the simple test problems, e.g., ZDT1-3.
V. CONCLUSIONS
In this paper, NBBMOPSO, a novel BBMOPSO algorithm with a parallel cell balanceable fitness estimation (PCBFE) approach is developed to tackle MOPs. The PCBFE approach is composed of convergence and diversity distance, which are calculated in the parallel cell coordinate system. Thus, both proximity and density of non-dominated solutions can be represented by PCBFE value simultaneously. To overcome the drawbacks of crowding distance, the PCBFE approach is adopted to update archive and select leaders. To balance the exploration and exploitation, the crossover probability of particle updating is adjusted dynamically in terms of evolutionary status. To enhance the capability of escaping from local PFs, the elitism learning strategy, which is composed of simulated binary crossover (SBX) and polynomial mutation (PM), is performed to exchange beneficial information among the elitist solutions. The comparison and analysis of the experimental results, supported by statistical test, demonstrate that the proposed NBBMOPSO outperforms or performs similarly to three state-of-the-art MOEAs (i.e., NSGAII, SPEA2, and MOEA/D) and some MOPSOs (i.e., OMOPSO, SMOPSO, dMOPSO, and pccsAMOPSO) on ZDT and DTLZ test suits with respect to IGD performance metric. Further test results on the improved strategies show that the organic combination of PCBFE approach, parameter adaptive adjustment method and elitism learning strategy are helpful to enhance the capabilities and robustness in solving various kinds of MOPs.
Although the performance of NBBMOPSO is very promising, more studies need to be carried out in the future. Firstly, NBBMOPSO algorithm designed with multiple search strategies should be researched. Secondly, only Pareto dominance is adopted by NBBMOPSO algorithm in this study. It should be interesting to investigate the performance of NBBMOPSO with dominance and decomposition approaches. Finally, NBBMOPSO algorithm is extend to deal with MOPs with more than three objectives (i.e., many-objective optimization problems), or tackle some practical engineering problems.
