A non-supervised clustering based method for classifying paper according to its quality is presented. The method is simple to train, requiring minimal human involvement. The approach is based on Self-Organizing Maps and texture features that discriminate the texture of effectively.
INTRODUCTION
Paper is a very difficult material for machine vision based quality control systems. Discrimination of different paper qualities by the human eye is not easy either. Paper formation and other quality measures are typically evaluated using "look through" techniques. These procedures are subjective and depend on different people's interpretations, and thus are prone to human error. To achieve more reliable quality control, evaluator independent methods are needed.
The state-of-the-art paper inspection is often based on /3-radiation, but machine vision has also been used for measuring paper formation and quality. '6 A problem with the current image analysis systems is their inaccuracy. Texture features used to describe papers are not very effective, and classification systems are trained with supervision. This requires human involvement and thus increases the subjectivity and possibility of human error in the whole system. Fig. 1 presents a block diagram of visual inspection based on supervised classification. In supervised learning, a teacher provides the labels for the training samples and also chooses the samples. The main goal of the teacher is to decrease the average distance between the desired classifying result and the current result.
The approach proposed in this paper is based on non-supervised clustering and does not require labeling of individual samples.7 Fig. 2 shows the block diagram of a system based on non-supervised training. The training samples are clustered according to the similarity of their features, and labeling can be done based on these clusters. The classifier utilizes clustering information in classifying paper samples. Our method also provides a self-intuitive visual user interface, which is a handy tool for inspecting differences between highly similar paper samples and for verifying the performance of the approach. 
FEATURE EXTRACTION AND CLASSIFICATION
Feature extraction and classification are among the most important parts of any quality control system utilizing machine vision. In this work, texture analysis methods are combined with a Self-Organizing Map (SOM) based classifier. The presented approach can be regarded as a framework for non-supervised texture based surface inspection with many potential applications.
Quality attributes of paper based on texture features
Paper characterization requires highly discriminating texture features. The differences between quality classes are minor and there are usually also within-class variations. Fig. 3 shows samples from four different grades. Only the last dark sample stands out from the picture while the three others seem to be quite similar.
The proposed approach neither limits nor sets any conditions for the features being used. In this work, texture features commonly used in paper inspection were compared to recently introduced features like Local Binary Patterns (LBP). 8 The new features chosen for this study have performed very well in various texture classification problems and have also been used successfully with real-world data.7 '8 Eight different texture features were chosen. Among these were methods based on Fourier analysis, co-occurrence matrices and specific perimeter, all of which have been previously used for paper inspection.'6 Additionally, LBP, signed For Fourier features, the power spectrum of the image is first calculated. Then, the roughness, orientation and periodicity properties of texture are estimated from the spectrum. These measures are combined to form a feature vector. The Fourier method has been quite successful in earlier paper formation
56
The co-occurrence matrix approach based on second-order gray-level statistics is one of the oldest and most widely used texture analysis methods. In this work, the same set of features that Cresson and Luner2 used in their paper formation analysis were extracted from co-occurrence matrices. These features describe the roughness and smoothness of texture.
Specific perimeter is a simple measure of texture graininess. It defines the total circumference of the areas that are darker than the median of the image. In paper inspection, it is often used to find out the total circumference of wood fiber flocs and thus to describe the formation of 13 Watershed segmentation is based on mathematical morphology.12 In practice it can be thought of as an advanced version of the specific perimeter. In this work, it is used to find out floc structured segments. The sizes of the segments are used to describe paper texture and to find flocs from the inspected paper.
Many texture features are based on measuring specific spatial patterns in a local neighborhood. Laws' features are obtained by convolving the image with masks that detect patterns like edges, lines, spots, etc.." Center-symmetric covariance features contain local covariance, auto-correlation and variance measures'° utilizing center-symmetric pixels in a 3x3 neighborhood.
LBP features also detect local patterns in an image.8 In the original LBP operator, each 3x3 neighborhood is coded to an eight-bit code word according to the pixel values. The histogram of these code words containing 256 bins is computed and used as a feature vector. Fig. 4 shows how LBP is calculated.
The original version ofLBP uses only eight-neighbors of a pixel. The definition ofLBP can also be extended to include all circular neighborhoods. This makes it possible to create larger and more accurate LBP histograms, because any number of neighboring pixels is allowed. In It has been noticed that certain LBP codes can represent over 90 % of all local patterns in a texture.8 These codes are so called 'uniform' LBP codes where only two changes from one to zero or vice versa are allowed in a circular binary chain. By using these constrained codes, the size of an 8-bit LBP histogram decreases from 256 to 59 bins, a 16-bit histogram from over 65 thousand bins to 243 bins, and a 24-bit histogram from over 16 million bins to 555 bins, respectively. In this work, the uniform LBP codes at distances 1, 2 and 3 were used providing the total feature vector length of 857.
SOM-based classification and the user interface
The Self-Organizing Map (SOM) is an algorithm used to cluster and visualize multi-dimensional data.'4 The data are projected to a low-dimensional space having typically one or two dimensions.
SOM is a non-supervised learning method based on artificial neural networks. Like other neural networks, SOM also has a finite number of neurons, nodes that process the data. Nodes are organized, in the two-dimensional case, to a regular grid. When multi-dimensional data is fed to the SOM, each of its nodes gets the specific vector values representing the training feature vectors.
When training a SOM, the training data are fed one by one to the learning algorithm. The algorithm is run iteratively, in a non-supervised fashion. When a new feature vector from the training set is received it is compared to the feature vectors of nodes and the closest node is found using the nearest-neighbor principle.
After that the weights of the selected node and the node's neighbors are updated to match better the training vector. This procedure is iterated until the map converges. After a while, SOM consists of organized data and presents the highdimensional data with nearly optimal accuracy. Every node of the trained SOM represents some known point in the highdimensional feature space. Multi-dimensional feature vectors of nodes form a non-linear projection to the low-dimensional space and make it possible to visualize data. The algorithm retains the local structure ofdata and thus the data that are close in the original high-dimensional space are also close in the new low-dimensional space. So the similar data are located in the adjacent nodes of SOM.
Using the knowledge that similar data cluster close to each other, SOM can be used as a non-supervised classifier. In classification, a sample's feature vector is compared to the feature vectors of the nodes. Again the nearest-neighbor principle is used to find the best matching node. The selected node determines the class for the classified feature vector. The names of classes can be assigned to the nodes beforehand, for example straight from the training data, or manually after clustering based on the structure of the grouped data.
SOM can be used also as a classifier's user interface and as a highly self-intuitive view to the inspected data. Fig. 6 illustrates the idea behind the SOM based user interface. The feature vectors of a set of light-through paper images are calculated and a SOM is established based on these features. In training, a number of samples fall on each node, among which one is randomly selected for visualization. Gray regions indicate empty nodes. Similar data cluster close to each other, and it is possible to separate out different quality classes from the SOM. Four different classes are shown by drawing hand-made class borders to the image. When pre-named data are available the trained SOM can be labeled according to these names. Fig. 7 shows the SOM of Fig. 6 with labeled data. Classes are separated with four different labels, and for clarification also with hand made boundaries. The labels of nodes are decided by a majority voting method: each node gets the same label as the majority of the training samples assigned to that specific node.
The appearance of the samples in the nodes of the SOM changes little by little when moving on the map. This can been seen by looking at image samples in the node neighborhoods. Paper images construct very homogeneous maps and differences in a small neighborhood are hard to find by human. Fig. 8 shows two 3x3 neighborhoods of a SOM. The first one shows samples of adjacent nodes and the other one shows samples when the distances between nodes are four. Because of the similarity of paper samples it is important to be able to inspect the map in the whole scale and compare nodes using different distances. Fig. 8 shows that it is easier to notice differences between samples when a greater distance is used. Of course, for an experienced user, it is possible to see also differences in a small neighborhood, but the general structure of the map is easier to find out by inspecting more distant SOM nodes. Also the broad characterization is faster to perform using longer node distances.
PERFORMANCE DETERMINATION
For measuring the accuracy of classification, we need to know the real classes of the samples. This can be achieved by using pre-labeled data for training and testing. Here, the labeling and the definition of class borders are made by a human and thus the classification procedure can be considered to be partly supervised, although the training is non-supervised.
When labeled data are available, it is easy to calculate the error percentages of the classification. While using human labeled data the results are also comparable to the human made classification but the idea of a non-supervised approach is lost. In practice, this is the only way to get quantitative figures of the accuracy. When using non-supervised clustering it would be natural to analyze the result also in a non-supervised way. This can be done subjectively by inspecting the clustering of raw data and the structure of the SOM. Class borders of a non-labeled SOM are found by looking at sample images of nodes. This is demonstrated in Fig. 6 . Of course the inspection result still depends on the observer and is thus subjective. But human errors, made when labeling the training data, do not confuse the error results and the analysis fits better the idea of a non-supervised classifier.
Real-world quality control systems require that feature extraction and classification should be done within strict time limits. The classification time of a SOM-based classifier is proportional to the size of the SOM and the length of feature vectors used.
Training takes typically from a few seconds to tens of minutes, depending on the SOM size, features and training parameters.'4 The time taken by feature extraction depends on the complexity of used features and, of course, on the calculation capacity and power of the feature extraction algorithms. Regardless, in on-line paper characterization, speed plays an enormous role in the whole quality control system. Paper moves at 30 rn/s during production, so image acquisition, analysis and operations must be highly optimized to get enough data and to make reliable predictions about quality.
THE EXPERIMENTAL SETUP
The data set used in the experiments consisted of 1004 light through paper images. Images were taken from four different quality classes and each sample's class name was determined according to these four classes. The size of the images was 760*570 pixels with 8 bits per pixel. A hold out method was used for finding out the classification accuracy. The original images set were divided into two groups of roughly equal size: 501 images were used for training and 503for testing. Approximately the same amount of samples from each class was included in the tests.
To study the effects of gray-scale normalization of the samples on the classification performance, experiments without preprocessing, with histogram equalization and with z-normalization were performed. For each feature set, its own SOM was created using the G-SOM software package (http:llwww.ee.oulu.fi/research/imag/gsom/). The sizes of the maps were 10*8 nodes. With 80 nodes the average amount of training samples in each node was 6.25.A rule of thumb says that this amount should be between 4 and 15, i.e. in our tests, the sizes of the SOMs were more likely too big than too small. The length of training was set to 10000 steps in the training's first phase and 100000 in the second phase. To make the map statistically accurate, the number of steps in training should be at least 500 times the number of nodes in the map.'4 The radius of neighborhood kernel should be large enough to ensure global ordering of the map in the first training round. The G-SOM default is 10 nodes, which is good enough with a 10*8 nodes SOM. In the second round, the radius should be smaller to provide accurate discrimination. The default value in G-SOM is 3 nodes and it produces a map which is at the same time tolerably homogeneous and yet discriminating enough.
Classification and visual inspection of clusters were made with specific graphical Windows software. Figs. 6, 7 and 8 are views from the software used. All test were run on an AMD Athlon 1200MHz PC computer with 384 Mb of RAM. Fig. 9 shows a bar chart of the classification results. Only the smallest error percentage of each specific feature set obtained with a different preprocessing method is shown. Histogram equalization gave the best result for Fourier and co-occurrence features. Z-normalization was best for signed difference features. All other feature sets worked best without any preprocessing.
RESULTS AND DISCUSSION
The error rates were very different in different cases. The best classification accuracy was achieved with the multiresolution version of LBP. This feature was calculated using uniform LBP codes with radii 1,2 and 3•8 The basic LBP did not lose much in accuracy and was the second best individual feature. An important observation was that the previously used paper inspection features did not perform well.
Features that discriminate local patterns of texture characterize effectively paper surfaces. LBP features are invariant with respect to any monotonic gray scale variations, which means that they are not affected much by illumination changes and optical lens distortions that can cause gray scale variations. Signed difference features are more sensitive to illumination changes and therefore they did much worse than LBP in the tests. Some of the center-symmetric covariance features are also gray-scale invariant, providing reasonably good results. Laws' masks detect different line, point and other patterns and succeeded quite well in describing floc structures and the texture of paper. Watershed features describe floc sizes. It is very hard to segment out all the flocs from background and more accurate pixel resolution and zooming might help to get better results. Nevertheless, compared to the specific perimeter method, the watershed features performed much better. A specific perimeter is a too limited measure of paper texture: one number is used to describe the total perimeter of all flocs. The co-occurrence method is unstable and suffered badly from local gray scale variations. Fourier analysis is also sensitive to illumination changes. The features used in Fourier analysis were not necessarily the optimal ones, but they were chosen with paper characterization in mind. Roughness, orientation and periodicity should describe the texture of paper effectively. Anyway, the Fourier method gave better accuracy than the other previously used features, co-occurrence matrices and specific perimeter. Analyzing manually the structure of clusters gave essentially similar results to classification with labeled data. The best features were able to construct homogeneous clusters and sort papers according to their look. Weaker features mixed papers and it was hard to find any class borders from a SOM.
Each feature set can be used as a part of an on-line paper characterization system where images are taken by a sampling method. Table 1 shows the times elapsed in feature extraction using different texture features. LBP features took only 0.09 5 to compute with a fast PC. Unoptimized FFT features took over 50 s, but this time could be reduced radically using an optimized FFT algorithm. The classification itself is fast when the size of the SOM and the length of feature vector are bearable. It took only 1 .64 ms to find the best matching node when an 80 nodes SOM and feature vector of length 857 were used. In practice, with the LBP and 80 nodes SOM it is possible to analyze the running paper web every 2.5 meters using regular PC. All these timing values were determined by calculating an average value of several runs. 
