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BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL
APPROXIMATION
ALEXEI POLTORATSKI
Abstract. We formulate a necessary and sufficient condition for polynomials
to be dense in a space of continuous functions on the real line, with respect to
Bernstein’s weighted uniform norm. Equivalently, for a positive finite measure
µ on the real line we give a criterion for density of polynomials in Lp(µ).
1. Introduction
Let W : R → [1,∞) be a continuous function satisfying xn = o(W (x)) for any
n ∈ N, as x→ ±∞. Denote by CW the space of all continuous functions f on R
such that f/W → 0 as x→ ±∞ with the norm
(1.1) ||f ||W = sup
R
|f |
W
.
The famous weighted approximation problem posted by Sergei Bernstein in 1924
[4] asks to describe the weights W such that polynomials are dense in CW .
Throughout the 20th century Bernstein’s problem was investigated by many
prominent analysts including N. Akhiezer, L. de Branges, L. Carleson, T. Hall,
P. Koosis, B. Levin, P. Malliavin, S. Mandelbrojt, S. Mergelyan, H. Pollard and
M. Riesz. This activity continues to our day with more recent significant con-
tributions by A. Bakan, M. Benedicks, A. Borichev, P. Koosis, M. Sodin and
P. Yuditski, among others. Besides the natural beauty of the original question,
such an extensive interest towards Bernstein’s problem is generated by numerous
links with adjacent fields, including its close relation with the moment problem.
Further information and references on the remarkable history of Bernstein’s prob-
lem can be found in two classical surveys by Akhiezer [2] and Mergelyan [15], a
recent one by Lubinsky [12], or in the first volume of Koosis’ book [11]. Despite
a number of deep and beautiful results a complete solution is yet to be found.
Most of the results on Bernstein’s problem belong to one of the two following
groups. The first group, containing classical theorems by Akhiezer, Mergelyan
and Pollard as well as more recent results by Koosis, provides conditions on W
in terms of the norms of point evaluation functionals. The second group uses
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2 ALEXEI POLTORATSKI
the approach pioneered by de Branges (see [8] or theorem 66 in [7]) and further
developed by Borichev, Sodin and Yuditski. These results are formulated in terms
of existence of entire functions belonging to certain classes.
Both approaches have produced significant progress towards a full solution, al-
though the conditions of density remained rather implicit. Besides specific ex-
amples, the only general explicit results in the literature are a classical theorem
by Hall [9] and a theorem on log-convex weights published by Carleson [6], see
section 5.
In the present paper we start by following the second approach mentioned above.
We prove a version of de Branges’ theorem that claims existence of extreme
annihilating measures. The novelty of the paper is an additional computational
step that allows us to make the final statement more elementary and at the same
time more general. At that stage we utilize the Titchmarsh-Ulyanov theory of
A-integrals together with some of the ideas used by N. Makarov and the author
in [13] and [14].
The main result of the paper is theorem 3.2 in section 3.2. The statement involves
the notion of characteristic sequences introduced in section 2.3. In the last part
of the paper we discuss relations of theorem 3.2 with a classical result on log-
convex weights and a more recent theorem by Borichev and Sodin. To approach
the latter, we give a description of zero sets of Hamburger entire functions and
Krein entire functions of zero exponential type.
The contents of the paper are as follows:
2.1: The definition and duality of CW in the case of semi-continuous weights
2.2: Definitions and notations for Cauchy integrals
2.3: Characteristic sequences
3.1: A result of Bakan on equivalence of approximation in Lp to Bernstein’s
problem
3.2: The statement and discussion of the main result
4.1: Basics of Clark’s theory
4.2: The relation between asymptotic decay of a Cauchy integral and annihi-
lation of polynomials by the corresponding measure
4.3: A version of de Branges’ theorem 66
4.4: Titchmarsh-Ulyanov’s theory of A-integrals
4.5: Point masses of extreme measures via A-integrals
4.6: Main proofs
5.1: A classical theorem on log-convex weights
5.2: A description of zero sets of Hamburger and Krein entire functions
5.3: A result by Borichev and Sodin
5.4: Asymptotics of characteristic sequences and further applications
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
61
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2. Preliminaries
2.1. Semi-continuous weights. In this paper we allow the weight function
W to be semi-continuous from below instead of continuous as in most classical
papers. Throughout the rest of the paper we use the following definition.
We say that a function W > 1 on R is a weight if W is lower semi-continuous
and xn = o(W ) as |x| → ∞.
Our weights are also allowed to take infinite values at finite points on R, which
makes it possible to study approximation on subsets of the line within the same
general formulation of the problem. For instance, the classical Weierstrass the-
orem answers the question of density of polynomials in CW with W equal to 1
on an interval and infinity elsewhere. Another important case of the problem is
approximation on discrete sequences (see, for instance, [5]), which corresponds
to the weights that are infinite outside of a discrete sequence.
With a semi-continuous and Rˆ-valued W the quantity ||f ||W , defined as in the in-
troduction, ceases being a norm and becomes a semi-norm. The set of continuous
functions g such that g/W → 0 at ±∞ is no-longer complete.
The semi-norm defined by (1.1) can be made a norm following a standard pro-
cedure. First the space of continuous functions g, such that g/W → 0 at ±∞,
needs to be factorized to obtain a space of equivalence classes: f ∼ g if and only
if ||f − g||W = 0. After that the factor-space needs to be completed. We denote
by CW the resulting space.
Note that if W is continuous and takes only finite values, CW coincides with the
space of continuous functions defined in the introduction. In the general case, we
still have the following property.
If W is a weight we say that a measure µ on R is W -finite if∫
Wd|µ| <∞.
Proposition 2.1. The dual space of CW consists of W -finite measures.
Proof. Consider a sequence of continuous weights Wn such that Wn+1(x) > Wn(x)
and Wn(x) → W (x) for any x ∈ R. Note that any bounded linear functional
µ on CW induces a linear bounded functional on CWn for any n. Because of
monotonicity, CWn ⊂ CWn+1 . Since any linear bounded functional on CWn can be
identified with a Wn-finite measure, again using monotonicity of Wn, we conclude
that µ can be identified with a W -finite measure on the set ∪CWn . Since the last
set is dense in CW (or, more precisely, the set of equivalence classes, containing
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4 ALEXEI POLTORATSKI
the elements from ∪CWn , is dense in CW ), µ can be identified with a W -finite
measure on the whole CW . 
Note that in the general case of semi-continuous Rˆ-valued weights, when we say
that polynomials are not dense in CW that statement still means that there exists
a continuous g and ε > 0 such that g/W → 0 at ±∞ and ||g−p||W > ε for every
polynomial. The crucial dual statement, that characterizes non-completeness
in the case of continuous weights, still holds for general W : Polynomials are
not dense in CW if and only if there exists a non-zero W -finite measure that
annihilates polynomials.
For the rest of the paper the reader has a choice: to think of CW as of a semi-
normed space of continuous functions, or as a completed normed space of equiva-
lence classes, described above. This choice will affect neither the statements nor
the proofs.
2.2. Cauchy integrals. If µ is a finite measure on R we denote byKµ its Cauchy
integral
Kµ(z) =
1
pi
∫
1
t− zdµ(t)
defined for all z 6∈ suppµ.
We denote by Π the Poisson measure on R,
dΠ =
dx
1 + x2
.
We say that a measure µ on R is Poisson-finite if∫
d|µ|(t)
1 + t2
<∞.
For the class of Poisson-finite measures we will need a slightly different Cauchy
integral:
Kµ(z) = 1
pi
∫ [
1
t− z −
t
1 + t2
]
dµ(t).
2.3. Characteristic sequences. We call a real sequence discrete if it does not
have finite accumulation points. To simplify the definitions we will always assume
that a discrete sequence is infinite and does not have multiple points. A discrete
sequence is called one-sided if it is bounded from below or from above and two-
sided otherwise.
If Λ = {λn} is a discrete sequence we will always assume that it is enumerated
in the natural order, i.e. λn < λn+1, non-negative elements are indexed with
non-negative integers and negative elements with negative integers.
For instance, if Λ = {λn}n∈Z is a two sided sequence then
· · ·λ−n−1 < λ−n < · · · < λ−1 < 0 6 λ0 < λ1 < · · ·λn < λn+1 < · · ·
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BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL APPROXIMATION 5
Thus a one-sided sequence bounded from below (above) will be enumerated with
n ∈ Z, n > −N (n ∈ Z, n < N), where N is the number of negative (non-
negative) elements in the sequence.
We say that a sequence Λ = {λn} has upper density d if
lim sup
A→∞
#[Λ ∩ (−A,A)]
2A
= d.
If d = 0 we say that the sequence has zero density.
In the remainder of this section we give key definitions used in the main result.
A discrete sequence Λ = {λn} is called balanced if the limit
(2.1) lim
N→∞
∑
|n|<N
λn
1 + λ2n
exists.
Observe that any even sequence (any sequence Λ satisfying −Λ = Λ) is balanced.
So is any two-sided sequence sufficiently close to even. At the same time, a
one-sided sequence has to tend to infinity fast enough to be balanced (the series∑
λ−1n must converge).
Let Λ = {λn} be a balanced sequence of finite upper density. For each n, λn ∈ Λ,
put
pn =
1
2
[
log(1 + λ2n) +
∑
n6=k, λk∈Λ
log
1 + λ2k
(λk − λn)2
]
,
where the sum is understood in the sense of principle value, i.e. as
lim
N→∞
∑
0<|n−k|<N
log
1 + λ2k
(λk − λn)2 .
We will call the sequence of such numbers P = {pn} the characteristic sequence
of Λ.
Note that for a sequence of finite upper density the last limit exists for every n
if and only if it exists for some n if and only if the sequence is balanced.
3. Weighted polynomial approximation
3.1. Equivalence between weighted uniform and Lp-approximation.
Close connections between Lp- and weighted uniform approximation have been
known to the experts for a long time. Nevertheless, the formal result that reduces
the problem of polynomial approximation in Lp-spaces to Bernstein’s problem
was found by A. Bakan only recently. This result allows us to concentrate on the
latter problem for the rest of the paper.
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6 ALEXEI POLTORATSKI
Theorem 3.1. [3] Let 0 < p < ∞ be a constant and let µ be a positive finite
measure on R such that Lp(µ) contains all polynomials. Polynomials are dense
in Lp(µ) if and only if µ can be represented as µ = W−pν for some finite positive
measure ν and a weight W such that polynomials are dense in CW .
Let us point out that the weights appearing in the theorem are lower semi-
continuous. Hence, to study the Lp- and uniform versions as one problem one
needs the general definition of CW discussed above. For reader’s convenience we
supply a short proof of Bakan’s result.
Proof. If polynomials are dense in CW for some weight W such that µ = W
−pν
then for any bounded continuous function f there exists a sequence of polynomials
{sn} such that sn/W converges to f/W uniformly. Then∫
|f − sn|pdµ =
∫ |f − sn|p
W p
W pdµ =
∫ ∣∣∣∣ fW − snW
∣∣∣∣p dν → 0.
Hence polynomials are dense in Lp(µ).
Suppose that polynomials are dense in Lp(µ). Let {fn}n∈N be a set of bounded
continuous functions on R, that is dense in any CW (one could, for instance,
choose a countable set of compactly supported functions, dense in any space of
continuous functions on a closed finite interval). Let {sn,k}n,k∈N be a family of
polynomials such that
||fn − sn,k||Lp(µ) < 4−(n+k).
Define
W = 1 +
∑
n,k∈N
2n+k|fn − sn,k|.
Notice that then W ∈ Lp(µ), W is lower semi-continuous and sn,k/W → fn/W
uniformly as k →∞. Without loss of generality, Lp(µ) is not finite dimensional.
Then {sn,k} contains polynomials of arbitrarily large degrees and xn = o(W ) for
any n. Thus W is a weight. Since {fn} is dense in CW , polynomials are dense in
CW . The measure ν can be chosen as W
pµ. 
3.2. Main result. In regard to the problem of uniform approximation, we intend
to prove the following result. Recall that per our agreement all sequences are
assumed to be infinite. The definition and formula for the characteristic sequence
of a balanced sequence was given in section 2.3.
Theorem 3.2. Polynomials are not dense in CW if and only if there exists a
balanced sequence Λ = {λn} of zero density such that Λ and its characteristic
sequence P = {pn} satisfy
(3.1)
∑
W (λn) exp(pn) <∞.
In the rest of this section let us discuss some reformulations of the above result.
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BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL APPROXIMATION 7
Remark 3.3. We will call a weight degenerate if the set {W <∞} is a discrete
sequence. All other weights will be called non-degenerate. Degenerate weights are
used in problems of weighted approximation at discrete sequences of points.
Note that one can add or remove finitely many points from Λ to change pn by
C log |λn|. It follows that if one allows only non-degenerate weights in theorem
3.2 then the condition (3.1) can be simplified to
logW (λn) 6 −pn
for large enough n or to
(3.2) logW (λn) 6 −pn +O(log |λn|),
depending on the direction the result needs to be applied in.
Hence, for any non-degenerate weight W and n ∈ N, polynomials are dense in CW
if and only if they are dense in C(1+|x|n)W . This statement can also be obtained
from lemma 4.1.
Remark 3.4. A case often treated in classical literature is the case of even
weights. If W is even, then polynomials are not dense in CW if and only if
there exists an even sequence Λ like in theorem 3.2. Indeed, in that case there ex-
ists an even W -finite measure µ annihilating polynomials. The rest follows from
the last statement of lemma 4.2 below.
We say that a measure is discrete if is supported on a discrete sequence. An
important case of the problem of density of polynomials in Lp(µ) is when µ is
discrete. In that situation theorem 3.2 yields the following statement (e.g. theo-
rem A in [5] discussed in section 5.3).
Corollary 3.5. Let µ be a finite discrete measure supported on Λ = {λn} such
that L1(µ) contains polynomials.
I) Polynomials are not dense in Lp(µ) for some 1 < p < ∞ if and only if
there exists a balanced zero density subsequence Γ = {γn} ⊂ Λ such that the
characteristic sequence P = {pn} of Γ satisfies∑
Γ
[µ({γn})]1−q exp (qpn) <∞,
where 1
p
+ 1
q
= 1.
II) Polynomials are not dense in L1(µ) if and only if there exists a balanced zero
density subsequence Γ = {γn} ⊂ Λ such that the characteristic sequence P = {pn}
of Γ satisfies
exp pn = O(µ({γn}))
as |n| → ∞.
III) Define the weight W as W (λn) = 1 + [µ({λn})]−1 and W (x) = ∞ for all
x 6∈ Λ. Polynomials are not dense in CW if and only if there exists a balanced
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8 ALEXEI POLTORATSKI
zero density subsequence Γ ⊂ Λ such that the characteristic sequence P = {pn}
of Γ satisfies ∑
Γ
exp pn
µ({γn}) <∞.
We postpone the proofs until section 4.6.
4. Lemmas and proofs
4.1. Basics of Clark theory. By H2 we denote the Hardy space in the upper
half-plane C+. We say that an inner function θ(z) in C+ is meromorphic if it
allows a meromorphic extension to the whole complex plane. The meromorphic
extension to the lower half-plane C− is given by
θ(z) =
1
θ#(z)
where θ#(z) = θ¯(z¯).
Each inner function θ(z) determines a model subspace
Kθ = H
2 	 θH2
of the Hardy space H2(C+). These subspaces play an important role in complex
and harmonic analysis, as well as in operator theory, see [16].
For each inner function θ(z) one can consider a positive harmonic function
<1 + θ(z)
1− θ(z)
and, by the Herglotz representation, a positive measure µ such that
(4.1) <1 + θ(z)
1− θ(z) = py +
1
pi
∫
ydµ(t)
(x− t)2 + y2 , z = x+ iy,
for some p > 0. The number p can be viewed as a point mass at infinity. The mea-
sure µ is Poisson-finite, singular and supported on the set where non-tangential
limits of θ are equal to 1. The measure µ+ pδ∞ on Rˆ is called the Clark measure
for θ(z).
The Clark measure defined in (4.1) is often denoted by µ1. If α ∈ C, |α| = 1 then
µα is the measure defined by (4.1) with θ replaced by α¯θ.
Conversely, for every positive singular Poisson-finite measure µ and a number
p > 0, there exists an inner function θ(z) satisfying (4.1).
Every function f ∈ Kθ can be represented by the formula
(4.2) f(z) =
1− θ(z)
2pii
(
p
∫
f(t)(1− θ(t))dt+ piKfµ(z)
)
.
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BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL APPROXIMATION 9
If the Clark measure does not have a point mass at infinity, the formula is sim-
plified to
(4.3) 2if(z) = (1− θ(z))Kfµ(z).
These formulas define a unitary operator from L2(µ) to Kθ. Similar formulas can
be written for any µα corresponding to θ. For any α, |α| = 1 and any f ∈ Kθ,
f has non-tangential boundary values µα-a.e. on R. Those boundary values can
be used in (4.2) or (4.3) to recover f .
In the case of meromorphic θ(z), every function f ∈ Kθ also has a meromorphic
extension in C given by the formula (4.2). The corresponding Clark measure is
discrete with atoms at the points of {θ = 1} ⊂ Rˆ of the size
µ({x}) = 2pi|θ′(x)| .
If Λ ⊂ R (Rˆ) is a given discrete sequence, one can easily construct a meromorphic
inner function θ satisfying {θ = 1} = Λ by considering a positive Poisson-finite
measure concentrated on Λ and then choosing θ to satisfy (4.1). One can prescribe
the derivatives of θ at Λ with a proper choice of pointmasses.
For more details on Clark measures and further references the reader may consult
[20].
4.2. Polynomial annihilation and asymptotic decay. Suppose that L1(|µ|)
contains all polynomials. We say that µ annihilates polynomials (and occasionally
write µ ⊥ P) if ∫
xndµ(x) = 0
for all n ∈ Z, n > 0.
Lemma 4.1. A measure µ with finite moments annihilates polynomials if and
only if
Kµ(iy) = o(y−n)
for any n > 0 as y →∞.
Proof. Suppose that µ ⊥ P . Since (tn− zn)/(t− z) is a polynomial of t for every
fixed z,
0 =
∫
tn − zn
t− z dµ(t) = [Kt
nµ](z)− znKµ(z).
Since any Cauchy integral of a finite measure tends to zero along iR+, so does
Ktnµ. Hence Kµ(z) = o(z−n) as z →∞, z ∈ iR+.
Conversely, suppose that Kµ(iy) = o(y−n) for any n > 0 as y → ∞. Without
loss of generality, µ is real (otherwise consider µ− µ¯ or i(µ+ µ¯)). Then
Kµ(−iy) = Kµ(iy) = o(y−n)
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10 ALEXEI POLTORATSKI
as well. Since µ has finite moments we may consider the function
H(z) =
∫
tn − zn
t− z dµ(t).
It is easy to show that H is entire of exponential type zero. Noticing again that
H(z) = [Ktnµ](z)− znKµ(z),
we see thatH is bounded on iR. HenceH is a constant by the Phragmen-Lindello¨f
principle. Since H(iy) tends to zero, H is zero. Therefore
znKµ(z) = [Ktnµ](z) =
∫
tn
t− zdµ(t).
Putting z = 0 in the last equation we get that µ annihilates tn−1 for any n > 0. 
4.3. A version of de Branges’ theorem 66. An important tool in the study
of completeness problems is a theorem by de Branges that reduces the problem
to a question of existence of an entire function with certain extremal properties.
A version of this theorem applicable to polynomial approximation can be found
in [8]. Another version, pertaining to exponential approximation, is theorem
66 in [7]. Further variations of this result, along with a detailed discussion of
applications can be found in [5, 21, 22].
The theorem can be equivalently reformulated in terms of existence of extremal
measures with certain properties of Cauchy integrals. Statements of that kind
were formulated in [18, 17]. In this section we discuss yet another version of that
result applicable in our settings.
Lemma 4.2. Let W be a weight and let µ 6= 0 be a W -finite complex measure on
R that annihilates polynomials. Then there exists a real finite discrete measure
ν =
∑
αnδλn such that
1) supp ν = {λn} ⊂ suppµ,
2) ν is W -finite,
3) ν ⊥ P,
4) Kν 6= 0 anywhere in C and is outer in C±.
If µ is even, ν can be chosen to be even.
Proof. Without loss of generality∫
W (x)d|µ|(x) = 1.
We can also assume that the measure is real (otherwise consider µ± µ¯).
Denote by S the following set of measures:
S = { ν |
∫
Wd|ν| 6 1, supp ν ⊂ suppµ, ν ⊥ P , ν = ν¯}.
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BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL APPROXIMATION 11
Since µ ∈ S, the set is non-empty. It is also convex and ∗-weakly closed in the
space of all W -finite measures. Therefore by the Krein-Milman theorem it has a
non-zero extreme point. Let ν be such a point.
First, let us show that the set of real L∞(|ν|)-functions h, such that hν ⊥ P , is
one-dimensional and therefore h = c ∈ R. (This is equivalent to the statement
that the closure of polynomials in L1(|ν|) has deficiency 1, i.e. the space of its
annihilators is one dimensional.)
Let there be a bounded real h such that hν ⊥ P . Without loss of generality
h > 0, since one can add constants, and
∫
Whd|ν| = 1. Choose 0 < α < 1 so
that 0 6 αh < 1. Consider the measures
ν1 = hν and ν2 = (1− α)−1(ν − αν1).
Then both of them belong to S and ν = αν1 + (1− α)ν2, which contradicts the
extremity of ν.
Now let us show that ν is discrete. Let g be a continuous compactly supported real
function on R such that
∫
gd|ν| = 0. By the previous part, there exists a sequence
of polynomials fn, fn → g in L1(|ν|). Indeed, otherwise there would exist a
function h ∈ L∞(|ν|) annihilating all polynomials and such that ∫ hgd|ν| = 1.
Since
∫
gd|ν| = 0, h 6= const and we would obtain a contradiction with the
property that the space of annihilators is one-dimensional.
Since ν annihilates polynomials and (fn(z)− fn(w))/(z −w) is a polynomial for
every fixed w ∈ C \ R,
0 =
∫
fn(z)− fn(w)
z − w dν(z) = Kfnν(w)− fn(w)Kν(w)
and therefore
fn(w) =
Kfnν
Kν
(w).
Taking the limit,
f = lim fn = lim
Kfnν
Kν
=
Kgν
Kν
.
Since all of fn are polynomials, one can show that the limit function f is entire.
Indeed, first notice that there exists a positive function V ∈ L1(|ν|) such that
fnk/V → g/V in L∞(|ν|), for some subsequence {fnk}. To find such a V first
choose fnk so that
||fnk − g||L1(|ν|) < 3−k
and then put
V = 1 +
∑
2k|fnk − g|.
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12 ALEXEI POLTORATSKI
Denote Fk = fnk/V and η = V |ν|. Then Fk converge in L2(η) and by the Clark
theorem (1 − I)KFkη converge in H2(C+), where I is the inner function whose
Clark measure is η. Notice that
fnk =
Kfnkν
Kν
=
KFkη
Kν
=
(1− I)KFkη
(1− I)Kν .
Now let T be a large circle in C such that |(1 − I)Kν| > const > 0 on T .
Denote T± = T ∩ C± and let mT be the Lebesgue measure on T . Since (1 −
I)KFkη converge in H
2(C+), fnk converge in L1(T+,mT ). Similarly, fnk converge
in L1(T−,mT ). By the Cauchy formula it follows that fnk converge normally inside
T and therefore f is analytic inside T . Since such a circle T can be chosen to
surround any bounded subset of C, f is entire.
Since the numerator in the representation
f =
Kgν
Kν
is analytic outside the compact support of g, the measure in the denominator must
be singular outside of that support: Cauchy integrals of non-singular measures
have jumps at the real line on the support of the a.c. part, which would contradict
the property that f is entire. Choosing two different functions g with disjoint
supports we conclude that ν is singular.
Moreover, since f is entire, the zero set of f has to be discrete. Since ν is singular,
Kν tends to ∞ nontangentially in C+ at ν-a.e. point and f = 0 at ν-a.e. point
outside of the support of g. Again, by choosing two different g with disjoint
supports, we can see that ν is concentrated on a discrete set.
Next, let us verify 4. Let J be the inner function corresponding to |ν| (|ν| is the
Clark measure for J). Denote
G =
1
2i
(1− J)Kν ∈ KJ .
As was mentioned in section 4.1, G has non-tangential boundary values |ν|-a.e.
and
ν = G|ν|.
Since Kν(iy) tends to 0 sup-polynomially as y →∞ by lemma 4.1, so does G(iy).
Suppose that G = UH in C+ for some inner U . Then there exists a proper inner
divisor I of U such that IH(iy) still decays sup-polynomially as y → ∞. Since
IH ∈ KJ ,
IH =
1
2i
(1− J)K(IH|ν|).
Since y−1 = O(1 − J(iy)) as y → ∞, K(IH|ν|) decays sup-polynomially on
the upper imaginary half-axis. Hence by lemma 4.1, the measure IH|ν| = U¯Iν
annihilates polynomials, which again contradicts the property that the space of
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annihilators is one-dimensional. Therefore, Kν is outer in C+. Since ν is real,
Kν(z¯) = Kν(z) and Kν is outer in C−.
If G has a zero at x = a ∈ R outside of supp ν then
G
x− a ∈ KJ
and the measure
γ =
G
x− a |ν|
leads to a similar contradiction with the property that the space of annihilators
is one-dimensional, since (x−a)−1 is bounded and real on the support of ν. Since
G = 1
2pii
(1− J)Kν, Kν does not have any zeros on R.
The last statement of the lemma can be proved by choosing the set S above to
consist of even measures and repeating the steps. 
Corollary 4.3. Let W be a weight such that polynomials are not dense in CW .
Then there exists a discrete measure ν satisfying the conditions 1-4 of the last
lemma. If W is even, ν can be chosen to be even.
Proof. The statement follows from the lemma via duality. The space dual to CW
is the space of W -finite measures µ. If polynomials are not dense in CW then
the dual space contains a measure µ annihilating polynomials and the lemma can
be applied. If W is even, µ(x) + µ(−x) can be taken instead of µ. Notice that
µ(x) + µ(−x) 6= 0 because otherwise µ cannot annihilate monomials with odd
powers. 
4.4. The Titchmarsh-Ulyanov theory of A-integrals. Let h ∈ L1loc(R) be a
real-valued function. For each A > 0 we denote
hA =

h(x), |h(x)| ≤ A,
A, h(x) > A,
−A, h(x) < −A.
The Cauchy A-integral of h is defined by the formula
K(A)h(z) = lim
A→∞
KhA(z), z ∈ C+,
provided that the limit exists for all z. Similarly, one may define the Poisson and
the conjugate Poisson A-integrals P(A)h and Q(A)h respectively so that
K(A)h = iP(A)h−Q(A)h.
We denote by h˜ the harmonic conjugate of h. Recall that if h, h˜ ∈ L1(Π), then
Kh˜ = −iKh+ iKh(i). The following well-known theorem allows one to recover h
from h˜ even when h˜ 6∈ L1(Π).
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14 ALEXEI POLTORATSKI
Theorem 4.4. If h ∈ L1(Π), then the Cauchy A-integral of h˜ exists, and we
have
(4.4) K(A)h˜(z) = −iKh(z) + iKh(i), z ∈ C \ supp h˜.
The imaginary part of the equation (4.4), or rather its special case
(4.5) P(A)h˜(i) = 0,
is due to Titchmarsh, see [23], and the real part of (4.4),
(4.6) Q(A)h˜ = −Ph+ Ph(i),
is Uly’anov’s theorem, see [1] for a shorter proof.
The classical results state convergence for all z ∈ C±, but can be extended to
all z outside of supp h˜. We will apply theorem 4.4 in the special case when h˜(t)
is monotonically increasing, and therefore h˜(t) = o(t). In that case such an
extension can be obtained via the following simple argument. Let x ∈ R\ supp h˜.
Let ε > 0 and note that
Cε(t) =
1
t− x −
1
2
[
1
t− x− iε +
1
t− x+ iε
]
decays like t−3 as t→ ±∞ and bounded by const× ε2 on supp h˜. Since
1
pi
∫
Cε(t)h˜(t)dt = K(A)h˜(x)− 1
2
[
K(A)h˜(x+ iε) +K(A)h˜(x− iε)
]
,
and the last two A-integrals exist, K(A)h˜(x) exists. Tending ε to zero and noticing
that
K(A)h˜(x+ i0) +K(A)h˜(x− i0) = 2h(x),
we obtain the desired extension.
4.5. Masses of extreme measures. In our settings, the statement on conver-
gence of A-integrals becomes the property of existence of characteristic sequences
for supports of extreme measures that appear in de Branges’ theorem (lemma
4.2).
Lemma 4.5. Let ν =
∑
αnδλn be a real finite discrete measure that satisfies the
last two conditions of the lemma 4.2, i.e. such that
1) ν annihilates polynomials and
2) Kν 6= 0 anywhere in C and is outer in C±.
Then Λ = {λn} is a balanced sequence of zero density and
αn = const(−1)n exp(pn),
where P = {pn} is the characteristic sequence of Λ.
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Proof. Consider the function l = log(Kµ) in the upper half-plane. Then l can be
represented as l(z) = iu− u˜, where u is a continuous branch of argument of Kν
in C+ and u˜ = log |Kν| is a harmonic conjugate of u. Notice that u jumps up by
pi at every λn and is equal to an integer multiple of pi between the points of Λ on
R. Without loss of generality u = pinΛ where nΛ is a counting function of Λ.
The property that Λ has zero density now follows from the fact that u˜ ∈ L1(Π)
and therefore Π({u > t}) = o(1/t) as t → ∞, by Kolmogorov’s weak type
estimates.
Let now Λ′ = {λn}n6=m for some fixed m. Put v = pinΛ′ , where nΛ′ is the counting
function of Λ′ that is equal to 0 at λm. Then v˜ ∈ L1(Π).
For A > 0 denote
vA(x) =

v(x), if |v(x)| ≤ A
A, if v(x) > A
−A if v(x) < A
Since λm 6∈ supp v, it follows from the Titchmarsh-Ulyanov theory that
(4.7) KvN(λm)→ v˜(λm) + const
as N →∞.
Elementary calculations show that
KvN(λm) =
∑
16|m−k|6N
1
2
log
(λm − λk)2
1 + λ2k
.
The last sum tends to pm − log(1 + λ2m) as N → ∞ by the definition of the
characteristic sequence.
Recall that
u(x)− v(x) = pi
2
(sign(x− λm) + 1).
Hence
[K(u− v)](t) = −1
2
log
(λm − t)2
1 + λ2k
and (4.7) implies
log |αm| = log |ResλmKµ| = pm + const. 
Remark 4.6. As follows from the proof of theorem 3.2 and the discussion in
section 5.2, one can formulate the following converse to the last statement. If Λ
is a balanced sequence such that its characteristic sequence satisfies
lim
|n|→∞
log |λn|
pn
= 0,
then the measure
µ =
∑
(−1)n exp(pn)δλn
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16 ALEXEI POLTORATSKI
satisfies the conditions of the last lemma, i.e. it annihilates polynomials and
its Cauchy transform is zero free and outer in C±. The function 1/Kµ is the
unique, up to a constant multiple, Hamburger entire function with the zero set Λ,
see section 5.2.
4.6. Main proofs.
Proof of theorem 3.2.
I) First, assume that polynomials are not dense in CW . Then there exists a
non-zero real W -finite measure µ, µ ⊥ P . Therefore by lemma 4.2 there exists
a discrete measure ν satisfying the conditions of the lemma. Denote by Λ the
sequence supporting ν. Since ν is W -finite, we obtain (3.1) from lemma 4.5.
II) Now suppose that there exists a zero density balanced sequence Λ satisfying
(3.1). Since W grows faster than polynomials, the measure
µ =
∑
(−1)n exp(pn)δλn
is finite.
Let us notice also that the limit
FΛ(z) = lim
N→∞
(−1)N
N∏
−N
√
1 + λ2n
z − λn
exists for any z 6∈ Λ and defines a non-vanishing analytic function in C \Λ. This
follows from the observation that every partial product satisfies
log
∣∣∣∣∣
N∏
−N
√
1 + λ2n
z − λn
∣∣∣∣∣ =
N∑
−N
log
√
1 + λ2n
|z − λn|
and the property that Λ has zero density and is balanced. The function FΛ has
simple poles at the points of Λ satisfying
(4.8) log |ResλnFΛ| = pn + C
and decays sup-polynomially along iR. The argument of FL is equal to pinΛ on R
and therefore the signs of the residues alternate. Hence FL − eCKµ is an entire
function of exponential type 0 that tends to zero along the imaginary axis. It
follows that FL−eCKµ ≡ 0 and FL = constKµ. Thus the Cauchy integral of Kµ
decays sup-polynomially along iR+ and, by lemma 4.1, µ annihilates polynomials.
Since µ is W -finite, by duality polynomials are not dense in CW . 
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Proof of corollary 3.5. I) Suppose that polynomials are dense in Lp(µ) but the
sum is finite for some balanced zero density Γ ⊂ Λ. By theorem 3.1, µ = W−pν
for some weight such that polynomials are dense in CW and some finite measure ν.
Then W ∈ Lp(µ). Note that the function φ defined as φ(γn) = exp(pn)/µ({γn})
on Γ and φ(λn) = 0 for λn 6∈ Γ belongs to Lq(µ). Hence
< W,φ >µ=
∑
Γ
W (γn) exp(pn) <∞
which contradicts theorem 3.2.
Conversely, suppose that polynomials are not dense in Lp(µ) but the sum is
infinite for all balanced zero density subsequences of Λ. Then fµ annihilates
polynomials for some f ∈ Lq(µ). If Kfµ is non-vanishing in C \ supp fµ and
outer in C±, then by lemma 4.5
(fµ)({γn}) = const(−1)n exp(pn),
where Γ = {γn} = supp fµ and P = {pn} is the characteristic sequence of Γ.
Hence the sum in the statement is finite for Γ because f ∈ Lq(µ).
If Kfµ has a zero at some point a 6∈ supp fµ then
Kfµ
z − a = Kgµ
where g = f/(z − a), see for instance the proof of lemma 4.1. Observe that
g ∈ Lq(µ) and gµ still annihilates polynomials by lemma 4.1. Since Λ has density
zero and f ∈ Lq(µ), the measure gµ is W -finite for the weight W defined as
W (λn) = [µ({λn})]−1/p and as infinity elsewhere. Hence polynomials are not
dense in CW and by theorem 3.2, (3.1) holds for some subsequence Γ of Λ. Since
for every h ∈ Lp(µ),
|h(λn)| 6 const[µ({λn})]−1/p = constW (λn),
we have
∞ >
∑
W (γn) exp(pn) >
∣∣∣∣∣∑h(γn) exp(pn)
∣∣∣∣∣ =∣∣∣∣∑µ({γn})h(γn) exp(pn)µ({γn})
∣∣∣∣ = | < h, φ > |,
where pn is the characteristic sequence of Γ and φ(γn) = exp(pn)/µ({γn}). Hence
φ ∈ Lq(µ) which implies that the sum in I) is finite for Γ.
If Kfµ is non-vanishing but has a non-trivial inner factor e2iaz, a > 0 in C+ then
Kfµ
eiaz
= Khµ
with h = e−iazf , as follows for instance from theorems 3.3 and 3.4 in [19]. Then
the Cauchy integral K(f − h
2
)µ still annihilates polynomials by lemma 4.1 and
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18 ALEXEI POLTORATSKI
vanishes at infinitely many points in C+. Hence one can factor out one of the
zeros and repeat the previous argument. The case when Kfµ is non-outer in C−
is similar.
II) Can be proved in a similar way.
III) Follows directly from theorem 3.2. 
5. Examples and corollaries
This section contains further discussion of theorem 3.2 including its relations with
some of the known results.
A classical theorem by Hall [9] says that if∫ ∞
−∞
logW
1 + x2
dx <∞
for a weight W then polynomials are not dense in CW . Indeed, if F is an outer
function in C+ satisfying
|F | = 1
(1 + x2)W
,
then the measure eixF (x)dx is a W -finite measure that annihilates polynomials
by lemma 4.2.
A direct inverse to this statement is false. Even if one requires that logW is
poisson unsummable and W is monotone on R±, the polynomials may still not
be dense in CW , as follows from an example given in [11].
5.1. Log-convex weights. We say that f : E ⊂ R+ → R is log-convex if it
is convex as a function of log x, i.e. if the function g(t) = f(et) is convex on
S = logE = {log x| x ∈ E}. In particular, a twice differentiable function f is
log-convex on an interval (a, b) ⊂ R+ if f ′(x) + xf ′′(x) > 0 for all x ∈ (a, b).
The following classical result, published by L. Carleson in [6], but seemingly
known earlier to several other mathematicians (see for instance [10]), is a partial
inverse to Hall’s theorem.
Theorem 5.1. Let W be an even weight that is log-convex on R+. Then polyno-
mials are not dense in CW if and only if logW ∈ L1(Π).
Proof. If S = {sn} is an even discrete sequence of finite density denote by vS the
function
vS(x) =
1
2
∑
log
∣∣∣∣(sn − x)21 + s2n
∣∣∣∣ ,
where the sum is understood in terms of normal convergence of partial sums∑
|n|<N in C \ Λ. Simple computations show that −vS is log-convex on every
interval (sn, sn+1), λn > 0.
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To prove the theorem, notice that in one direction it follows from Hall’s result.
In the opposite direction, suppose that polynomials are not dense in CW . Then
there exists a sequence Λ like in the statement of theorem 3.2. By remark 3.4, Λ
can be chosen to be even.
Fix n > 0 and denote Γn = Λ \ {λn, λ−n, λn+1, λ−n−1}. Then (3.1) implies
logW (λk) 6 vΓn(λk) +
1
2
log−
(λn − λn+1)2
1 + λ2n+1
+ const, for k = n, n+ 1.
Since both W and −vΓn are log-convex on (λn, λn+1) the inequality can be ex-
tended to the whole interval (λn, λn+1) for every n. Since vΛ ∈ L1(Π), the quan-
taty ∑
n
∫ λn+1
λn
|vΛ − vΓn|dΠ
is finite and logW > 0, this implies that logW ∈ L1(Π). 
5.2. Hamburger and Krein entire functions. The Hamburger class of entire
functions consists of all transcendental (non-polynomial) entire functions F of
exponential type zero, that are real on R, have only real simple zeros {λn} ⊂ R
and satisfy
lim
|n|→∞
|λn|a
|F ′(λn)| = 0
for all a > 0. If instead of the last equation the derivatives of F satisfy∑ 1
|F ′(λn)| <∞,
Then F is said to belong to the Krein class of zero-type entire functions. Since
zero sets of entire functions of zero exponential type have zero denisty, the Krein
class contains the Hamburger class.
Both classes play important roles in approximation problems, see [5] for further
references.
We say that Λ = {λn} is a zero set of F if {F = 0} = Λ. Our methods give the
following description of zero sets of Hamburger and Krein functions.
Proposition 5.2.
I) A discrete sequence Λ = {λn} ⊂ R is a zero set of a Hamburger entire function
if and only if Λ is a balanced zero density sequence whose characteristic sequence
P = {pn} satisfies
lim
|n|→∞
log |λn|
pn
= 0.
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If Λ is such a sequence then there exists a unique up to a constant multiple
Hamburger entire function F with the zero set Λ. The function F is given by the
formula
F =
const
Kµ
,
where µ is a finite discrete measure concentrated on Λ,
µ =
∑
(−1)n exp(pn)δλn .
II) A discrete sequence Λ = {λn} ⊂ R is a zero set of a Krein entire function of
exponential type zero if and only if Λ is a balanced zero density sequence whose
characteristic sequence P = {pn} satisfies∑
exp(pn) <∞.
If Λ is such a sequence then there exists a unique up to a constant multiple zero
type Krein entire function F with the zero set Λ. The function F is given by the
formula
F =
const
Kµ
,
where µ is a finite discrete measure concentrated on Λ,
µ =
∑
(−1)n exp(pn)δλn .
Proof. I) If F is a Hamburger function then one can consider a measure µ con-
centrated on Λ, µ({λn}) = 1/F ′(λn). By noting that 1/F and Kµ have the same
residues at Λ, we conclude that 1/F−Kµ is an entire function of zero exponential
type that tends to zero along the imaginary axis. Hence F = Kµ. The rest of
the statement follows from lemma 4.5 and the proof of theorem 3.2.
II) can be established in a similar way. 
5.3. A result by Borichev and Sodin. One of the main results of the well-
known paper by Borichev and Sodin, devoted to the so-called Hamburger moment
problem, is the following theorem on density of polynomials in Lp(µ), where µ is
a measure concentrated on a zero set of a Hamburger function.
Theorem 5.3. Let Λ = {λn} be a zero set of a Hamburger function and let µ =∑
αnδλn be a finite positive measure. If 1 < p <∞ then polynomials are dense in
Lp(µ) if and only if for any Hamburger function F , such that {F = 0} = Γ ⊂ Λ,∑
λn∈Γ
[
1
α
1/p
n |F ′(λn)|
] p
p−1
=∞.
Polynomials are dense in L1(µ) if and only if for any Hamburger function F ,
such that {F = 0} = Γ ⊂ Λ,
lim inf
|λn|→∞, λn∈Γ
αnF
′(λn) = 0.
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
61
BERNSTEIN’S PROBLEM ON WEIGHTED POLYNOMIAL APPROXIMATION 21
Polynomials are dense in CW , where W (λn) = 1/αn and W ≡ ∞ on R \ Λ, if
and only if for any Hamburger function F , such that {F = 0} = Γ ⊂ Λ,∑
λn∈Γ
1
αn|F ′(λn)| =∞.
Proof. By the last proposition, for any Hamburger function F , the function 1/F
is a Cauchy integral of a finite measure µ = const
∑
(−1)n exp(pn)δλn . Since F is
transcendental, it has to grow sup-polynomially along iR. Hence by lemma 4.1
µ annihilates polynomials. Now the theorem follows from corollary 3.5. 
Note that the condition that Λ is a zero set of a Hamburger function can be
dropped from the statement of theorem 5.3.
5.4. Asymptotics of characteristic sequences and applications. Let u be
a monotone increasing function on R. Suppose that the harmonic conjugate
function u˜ is Poisson-summable, i.e. u˜ ∈ L1(Π). Let Λ = {λn} be a sequence
such that u(λn) = npi.
It is not difficult to show that then Λ is a zero density balanced sequence. (This
condition is actually equivalent to u˜ ∈ L1(Π).) Let P = {pn} be the characteristic
sequence of Λ.
Elementary estimates yield:
Proposition 5.4. Suppose that u′(x) exists and is bounded for large enough |x|.
Then
pn = u˜(λn) +O(log |λn|)
as |n| → ∞.
Remark 3.3 together with theorem 3.2 give the following
Corollary 5.5.
I) If W is a regular weight such that logW (λn) 6 u˜(λn) + O(log |λn|) then poly-
nomials are not dense in CW .
II) If µ =
∑
αnδλn is a finite positive measure such that∑
α1−qn exp qpn <∞
for some 1 < q <∞ then polynomials are not dense in Lp(µ), 1
p
+ 1
q
= 1.
III) If
αn = O(exp pn)
then polynomials are not dense in L1(µ).
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For many examples of discrete sequences Λ one can easily find a suitable function
u and the values of its conjugate at Λ. If, for instance, Λ = {n1/α}n>0, 0 < α <
1/2 then one may consider u defined as
u(x) =
{
pixα if x ∈ R+
0 if x ∈ R−
and find that
u˜(n1/α) = −pin tan
(
αpi − pi
2
)
.
In the two-sided case Λ = {±n1/α}n>0, 0 < α < 1, one may use u defined as
u(x) =
{
pixα if x ∈ R+
−pi|x|α if x ∈ R− .
Then
u˜(±n1/α) = −pin tan
(
α
pi
2
− pi
2
)
.
Such simple calculations and estimates, together with statements from this sec-
tion, yield majority of the examples of discrete measures, whose Lp spaces are
not spanned by polynomials, existing in the literature.
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