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a b s t r a c t
In this paper we prove a Tauberian theorem for (A)(C, α) summability method, which
extends the well-known classical Tauberian theorem due to Tauber [A. Tauber, Ein satz
der Theorie der unendlichen Reihen, Monatsh. Math. 8 (1897) 273–277].




n=0 an be an infinite series of real numbers with sequence of nth partial sums (sn) = (
∑n
k=0 ak). Let Aαn be defined








Aα−1n−k sk → s
as n → ∞, we say that (sn) is (C, α) summable to s and we write sn → s(C, α). We write τn = nan(n = 0, 1, 2, . . .) and
define τ αn as (C, α)mean of (τn).
A series
∑∞
n=0 an is called Abel summable to s andwewrite sn → s(A) if the series
∑∞
n=0 anxn is convergent for 0 ≤ x < 1
and the series (1 − x)∑∞n=0 snxn tends to s as x → 1−. A series∑∞n=0 an is called (A)(C, α) summable to s and we write
sn → s(A)(C, α) if sαn → s(A). It is well known that for β > α > −1, (C, α) ⊂ (C, β) ⊂ (A) (see [1]).
For a sequence (sn) and for each integerm ≥ 1, we define
(n∆)msn = n∆((n∆)m−1sn),
where (n∆)0sn = sn and (n∆)1sn = n∆sn = n(sn − sn−1).
Pati [2] gave the necessary and sufficient condition that (A)(C, α) summability of
∑∞
n=0 an to s for some α > 0 implies
that (C, α) summability of
∑∞
n=0 an to s is τ αn = o(1). Çanak et al. [3] showed that a sufficient condition for (A)(C, α)
summable series to be a convergent series is that (n∆)mτ α+mn = o(1) for some integersm = 1 orm = 2.
Our aim in this paper is to give a proof of the following Tauberian theorem for (A)(C, α) summability method.
∗ Corresponding author. Tel.: +90 256 212 8498; fax: +90 256 213 5379.
E-mail addresses: yilmazerdem2019@gmail.com, yerdem@adu.edu.tr (Y. Erdem), ibrahimcanak@yahoo.com, ibrahim.canak@ege.edu.tr (İ Çanak).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.09.047
Y. Erdem, İ Çanak / Computers and Mathematics with Applications 60 (2010) 2920–2925 2921
Theorem 1.1. If
∑∞
n=0 an is (A)(C, α) summable to s for some α ≥ 0, and
(n∆)mτ α+mn = o(1) (1)
for any nonnegative integer m, then
∑∞
n=0 an is (C, α) summable to s.
The proof of Theorem 1.1 depends on the following well-known Tauberian theorem due to Tauber [4].
Theorem 1.2 ([4]). If
∑∞
n=0 an is Abel summable to s and nan = o(1), then (sn) is convergent to s.
2. Auxiliary results
For the proof of Theorem 1.1, we require the following lemmas.
Lemma 2.1 ([5,6]). For α > −1, ταn = n∆sαn = n(sαn − sαn−1).
Lemma 2.2 ([6,7]). For α > −1, τ α+1n = (α + 1)(sαn − sα+1n ).
Lemma 2.3 ([3]). For α > −1, n∆τ α+1n = (α + 1)(τ αn − τ α+1n ).
Lemma 2.4 ([1]). For β > α > −1, (A)(C, α) ⊂ (A)(C, β).




(−1)j+1A(j)m (α)n∆τ (α+j)n ,
where









(α + t1)(α + t2) · · · (α + tj−1)
 (j = 1, 2, 3, . . . ,m).
Lemma 2.6.
(α + j)A(j−1)m (α + 1)+ (α + j+ 1)A(j)m (α + 1) = A(j)m+1(α).
Proof of Lemma 2.6. By definition of A(j)m (α), we have
(α + j)A(j−1)m (α + 1)+ (α + j+ 1)A(j)m (α + 1)
= (α + j) a(j−2)m (α + 1)+ a(j−1)m (α + 1)+ (α + j+ 1) a(j−1)m (α + 1)+ a(j)m (α + 1)
= (α + j)
m∏
k=j−1




(α + 1+ t1)(α + 1+ t2) · · · (α + 1+ tj−3)

+ (α + j)
m∏
k=j




(α + 1+ t1)(α + 1+ t2) · · · (α + 1+ tj−2)

+ (α + 1+ j)
m∏
k=j




(α + 1+ t1)(α + 1+ t2) · · · (α + 1+ tj−2)

+ (α + 1+ j)
m∏
k=j+1




(α + 1+ t1)(α + 1+ t2) · · · (α + 1+ tj−1)
 .
Putting k = l− 1 in the above products, we have
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(α + j)A(j−1)m (α + 1)+ (α + j+ 1)A(j)m (α + 1)







(α + t1)(α + t2) · · · (α + tj−3)








(α + t1)(α + t2) · · · (α + tj−2)








(α + t1)(α + t2) · · · (α + tj−2)








(α + t1)(α + t2) · · · (α + tj−1)

















(α + t1)(α + t2) · · · (α + tj−2)



































































(α + t1)(α + t2) · · · (α + tj−1)

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= a(j)m+1(α)+ a(j+1)m+1 (α)
= A(j)m+1(α). 
Proof of Lemma 2.5. We prove this lemma by induction.





= A(1)2 (α)n∆τ (α+1)n − A(2)2 (α)n∆τ (α+2)n








= (α + 2)n∆τ (α+1)n − (α + 2)n∆τ (α+2)n
= (α + 2) n∆τ (α+1)n − n∆τ (α+2)n  .




(−1)j+1A(j)p (α)n∆τ (α+j)n . (2)




(−1)j+1A(j)p+1(α)n∆τ (α+j)n . (3)




(−1)j+1A(j)p (α)(n∆)2τ (α+j)n . (4)








(−1)j+1A(j)p (α + 1)





(−1)j+1(α + 1+ j)A(j)p (α + 1)n∆τ (α+j)n −
p−
j=1
(−1)j+1(α + 1+ j)A(j)p (α + 1)n∆τ (α+1+j)n
= (−1)2(α + 2)A(1)p (α + 1)n∆τ (α+1)n +
p−
j=2




(−1)j+1(α + 1+ j)A(j)p (α + 1)n∆τ (α+1+j)n − (−1)p+1(α + p+ 1)A(p)p (α + 1)n∆τ (α+1+p)n
= (α + 2)A(1)p (α + 1)n∆τ (α+1)n +
p−
j=2




(−1)j(α + j)A(j−1)p (α + 1)n∆τ (α+j)n + (−1)(p+1)+1(α + p+ 1)A(p)p (α + 1)n∆τ (α+1+p)n
= A(1)p+1(α)n∆τ α+1n +
p−
j=2
(−1)j+1 (α + j)A(j−1)p (α + 1)+ (α + 1+ j)A(j)p (α + 1) n∆τ α+jn
+ (−1)(p+1)+1A(p+1)p+1 (α)n∆τ (α+p+1)n .
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= (n∆)p+1τ (α+p+1)n ,
which completes the proof of Lemma 2.5. 
3. Proof of Theorem 1.1
By hypothesis, sαn → s(A). By Lemma 2.4, we have sα+1n → s(A), sα+2n → s(A), . . . , sα+mn → s(A). Hence, we have
(sαn − sα+1n )→ 0 (A)
(sα+1n − sα+2n )→ 0 (A)
...
(sα+m−1n − sα+mn )→ 0 (A).
By Lemma 2.2,
(α + 1)(sαn − sα+1n ) = τα+1n → 0 (A) (5)
(α + 2)(sα+1n − sα+2n ) = τ α+2n → 0 (A) (6)
...
(α +m)(sα+m−1n − sα+mn ) = τ α+mn → 0 (A). (7)
Replacing α by α + 1 in Lemma 2.3, we have
(α + 2)(τ α+1n − τ α+2n ) = (n∆)τ α+2n .
It then follows from (5) and (6) that
n∆τ α+2n → 0 (A).
Replacing α by α + 2 in Lemma 2.3, we have
(α + 3)(τ α+2n − τ α+3n ) = n∆τ α+3n .
It then follows from (5) and (7) that
n∆τ α+3n → 0 (A).
Continuing in this way, we have, by replacing α by α +m in Lemma 2.3,
(α +m)(τ α+m−1n − τ α+mn ) = n∆τ α+mn .
It then follows from (5) and (7) that
n∆τ α+mn → 0 (A).




(−1)j+1Ajm−1(α + 1)n∆τ α+j+1n
= A1m−1(α + 1)n∆τ α+2n − A2m−1(α + 1)n∆τ α+3n + · · · + (−1)mAm−1m−1(α + 1)n∆τ α+mn .
Since n∆τ α+jn → 0 (A) for j = 2, . . . ,m, by the last identity we have
(n∆)m−1τ α+mn → 0 (A). (8)
It follows from (1) and (8) by Theorem 1.2 that
(n∆)m−1τ α+mn = o(1). (9)
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By Lemma 2.3, we have
(α +m)((n∆)m−1τ α+m−1n − (n∆)m−1τ α+mn ) = (n∆)mτ α+mn . (10)
Substituting (1) and (9) into (10), we have
(n∆)m−1τ α+m−1n = o(1). (11)




(−1)j+1Ajm−2(α + 1)n∆τ α+j+1n
= A1m−2(α + 1)n∆τ α+2n − A2m−2(α + 1)n∆τ α+3n + · · · + (−1)m−1Am−2m−2(α + 1)n∆τ α+m−1n .
Since n∆τ α+jn → 0 (A) for j = 2, 3, . . . ,m− 1, by the last identity we have
(n∆)m−2τ α+m−1n → 0 (A). (12)
It follows from (11) and (12) by Theorem 1.2 that
(n∆)m−2τ α+m−1n = o(1). (13)
By Lemma 2.3,
(α +m− 1)((n∆)m−2τ α+m−2n − (n∆)m−2τ α+m−1n ) = (n∆)m−1τ α+m−1n .
Substituting (11) and (13) into the previous identity, we have
(n∆)m−2τ α+m−2n = o(1).
Continuing in this way, we obtain
(n∆)τ α+1n = o(1). (14)
Since τ α+1n → 0 (A) by (5), we have from (14)
τ α+1n = o(1) (15)
by Theorem 1.2. Using (14) and (15) in Lemma 2.3, we have
τ αn = o(1). (16)
Substituting (16) into Lemma 2.1, we obtain
n∆sαn = o(1). (17)
Since sαn → s(A) by assumption, it follows from (17) that
sαn → s
by Theorem 1.2, which completes the proof of the theorem.
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