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A Polynomial Rooting Approach to Super-Resolution
Array Design
Naushad Dowlut, Associate Member, IEEE, and Athanassios Manikas, Member, IEEE
Abstract—This paper is concerned with the design of super-res-
olution direction finding (DF) arrays that satisfy prespecified
performance levels, such as detection-resolution thresholds and
Cramér–Rao bounds on error variance. The sensor placement
problem is formulated in the framework of subspace-based
DF techniques and a novel polynomial rooting approach to the
design problem, based on the new concept of the “sensor locator
polynomial (SLP),” is proposed. This polynomial is constructed
using the prespecified performance levels, and its roots yield the
sensor locations of the desired array. The distinguishing feature of
the proposed technique is that it hinges on the properties of the
array manifold, which plays a central role in all subspace-based
DF algorithms.
Index Terms—Array manifold, differential geometry, super-res-
olution array design.
I. INTRODUCTION
DURING the past few decades, there has been significantresearch into source localization algorithms for sensor
array signal processing, culminating in the development of
subspace-based methods, which asymptotically exhibit infinite
resolution, and are hence also referred to as “super-reso-
lution” algorithms. An important issue that has, however,
been overlooked is the design of the array structure, which,
under practical nonasymptotic conditions, places fundamental
limitations on the ultimate performance of the system. The aim
of this paper is to investigate and propose a new array design
framework tailored to subspace-based DF algorithms.
Array synthesis techniques for other classes of DF algorithms
have been investigated in the literature. The common approach
is to identify the determining factor in their DF performance.
For instance, the design of beamformers is based on the struc-
ture of the array gain pattern since the width of the mainlobe
governs the resolving power and the height of the sidelobes rep-
resent the power leakage from undesired sources. Furthermore,
it is known that the beam width is inversely proportional to the
array aperture, whereas the sidelobe structure is a function of
the number and locations of the sensors [1]. Hence, the design
aim for beamformers is to achieve a gain pattern with a narrow
mainlobe and low sidelobes. This problem has been extensively
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studied in the literature; see, for instance, [2] and the references
therein for a review of the various existing techniques.
The resolving power of the maximum entropy method
(MEM), on the other hand, is governed by the number of
measurable correlation lags, which is in turn determined by
the number and locations of the sensors. An -sensor uniform
linear array (ULA), for example, provides distinct
lags in contrast to the maximum theoretically achievable
lags. This discrepancy can be explained in terms
of the large number of redundant lags that result from a uniform
sensor placement. This consideration has led Lang et al. to
propose a design criterion aimed at maximizing the number
of different lags while distributing them uniformly within the
bounds imposed by the array aperture [3].
Huang et al. presented an approach to array design for the
maximum likelihood estimator (MLE) based on minimizing a
measure of the DOA estimation errors [4]. Using a Taylor se-
ries expansion and retaining the first-order terms only, a linear
approximation of the MLE, which is valid for large values of
SNR, was obtained, from which an approximate expression for
the covariance matrix of the ML estimates was derived. It turned
out that the covariance matrix is a function of the true DOA’s,
the sensor locations, and the noise characteristics. By specifying
the number of sensors, the available aperture, the true DOA’s,
and the noise covariance, it was possible to search for the sensor
locations that minimized the determinant of the covariance ma-
trix.
It is important to note that all the above array design tech-
niques involve a search of the sensor locations that satisfy
certain algorithm-dependent criteria. Various search techniques
have been explored in the literature, for instance, simplex
search [2], dynamic programming [5], genetic algorithms [6],
and simulated annealing [7], [8]. One common drawback,
however, is the computational complexity of the search. In
this paper, the design of arrays tailored to subspace-based DF
algorithms is addressed. We propose an innovative polynomial
rooting approach to the array design problem, which is not only
the first super-resolution array design technique, but it also
overcomes the computationally intensive search procedure.
The paper is organized as follows. In Section II, the nota-
tional conventions used throughout the paper and some prelim-
inaries are presented. In Section III, the array manifold is for-
mally defined, whereas, in Section IV, an analysis of the array
manifold using the techniques of the differential geometry of
curves is presented, leading to the concept of the sensor locator
polynomial introduced and examined in Section V. Both linear
and planar array synthesis are investigated. In Section VI, the
common performance criteria used in the system specifications
1053–587X/00$10.00 © 2000 IEEE
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are examined. The synthesis of fully symmetric and fully asym-
metric arrays is then explored in Section VII, and the design of
linear and planar arrays based on specified performance levels
is presented in Section VIII. Finally, in Section IX, the paper is
concluded.
II. NOTATION AND PRELIMINARIES
The following notation is used throughout the paper:
scalar;
vector;
matrix;
transpose;
complex conjugate transpose;
fix integer part;
th element;
elemental exponential;
elemental th power;
sum elemental sum;
Euclidian norm;
azimuth, elevation;
generic bearing parameter;
-dimensional real space;
-dimensional complex space.
The complex signal vector , which is
observed at the output of an array of sensors operating in the
presence of far-field narrowband emitters impinging from
bearings and additive noise ,
can be modeled as
(1)
where is the vector of complex signal envelopes,
and is the response matrix defined as
(2)
with , which is known as the “array response
vector,” denoting the complex array response to a unit ampli-
tude wavefront from direction . Note that for an azimuth-only
DF system, the bearing represents the azimuth direction ,
and for an azimuth-elevation system, the bearing represents
the azimuth-elevation direction .
For an azimuth-only DF system consisting of a linear array of
isotropic sensors, which is conventionally taken as lying along
the -axis, the response vector is given by
(3)
where exp(vector) denotes the vector of elemental exponentials,
and represents the sensor locations in
units of half wavelengths. For an azimuth-elevation DF system
consisting of a planar array of isotropic sensors, the array re-
sponse vector is given by
(4)
(5)
with denoting the coordinates of the sensors in
half-wavelength units. Note that represents the projections of
the sensors of the planar array onto the line of azimuth . Fur-
thermore, the similarity between (3) and (4) leads us to define
as the “equivalent linear array (ELA)” of the planar array along
the direction . This concept will prove invaluable in devising a
common method for the design of linear and planar arrays.
III. ARRAY MAINFOLD
The array manifold is defined as the locus of all the response
vectors over the parameter space
(6)
and it describes a geometrical object in the complex -dimen-
sional space . In the case of an azimuth-only DF system,
and and the single-parameter array mani-
fold traces out a curve in , whereas for an azimuth-elevation
DF system, and , , and
the two-parameter array manifold traces out a surface in .
An alternative, yet equivalent, - parameterization used in this
paper is given by , , and as will be
seen, it is extremely useful in that it allows a unified framework
for the analysis of the linear and planar array manifolds.
To study the influence of the array manifold on the system’s
DF performance, the array manifold can be analyzed using the
powerful mathematical tools of the differential geometry of
curves and surfaces. However, to enable a common analysis of
the linear and planar array manifolds, the latter can be treated
as a family of curves that make up the surface. A particularly
interesting family is the so-called “ -curves,” which are defined
as the vector continuum described by the set of all response
vectors over the whole elevation space at a particular azimuth
(7)
The planar array manifold surface can then be alternatively
treated as a family of -curves spanning the entire azimuth
space
(8)
From (4), it is apparent that a -line is identical to the manifold
of a linear array with sensor locations given by , which is,
hence, designated as the “equivalent linear array (ELA).”
IV. DIFFERENTIAL GEOMETRY OF THE MAINFOLD CURVE
The array manifold is conventionally parameterized in terms
of the bearing ; however, for the purposes of studying the ge-
ometry of the linear array (LA) manifold curve or the planar
array manifold -curve, parameterization in terms of the arc
length, which is the actual physical length in , is more suit-
able. The arc length is formally defined as
(9)
and the rate of change of arc length is given by
(10)
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where represents the azimuth for the LA manifold and the
elevation for the -curve of the planar array manifold. Using
(3) and (4), the following characteristics of the LA manifold and
-curve can be derived:
(11)
(12)
The rate of change of arc length is a local property of the
curve, and it has been shown to strongly influence the DF perfor-
mance of the corresponding array [9]. Another important char-
acteristic of the curve is its total length, which should intuitively
have an impact on the ambiguity properties of the array [10]
since ambiguities are caused by spurious intersections between
the estimated signal subspace and the array manifold. From (11)
and (12), the total length of the LA manifold and -curve are,
respectively, given by
(13)
Furthermore, at every point along the manifold curve, a set of
unit coordinate vectors , , ,
and curvatures can be defined
according to [11]
(14)
where denotes differentiation with respect to parameter ,
and is the Cartan matrix, which is a real skew-symmetric
matrix of the curvatures defined as
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(15)
with (16)
and is the dimensionality of the space in which the curve is em-
bedded. It has been shown that in the case of a linear asymmetric
array, which is defined as one in which no sensor has a sym-
metric counterpart with respect to the phase reference (taken
at the array centroid), the corresponding manifold occupies the
whole of , that is, . If, on the other hand, the linear
array is symmetric, that is, all the sensors occur in symmetrical
pairs, then . Thus, in general, for an -sensor linear array
(17)
Note that by analogy, the same results pertain to the ELA of
a planar array manifold. Equation (14) is a first-order matrix
differential equation whose solution can be easily derived as
expm (18)
where is the matrix of coordinate vectors at arc length
, and expm denotes the matrix exponential. From (14) and
bearing in mind that the coordinate vectors are of unit length,
the following expressions for the first three manifold curvatures
may be derived:
(19)
where linear arrayplanar array. (20)
In general, it can be shown that the th curvature of an LA man-
ifold or -curve is given by the following recursive equation
[11]:
(21)
where
normalized sensor locations
sum i.e., phase reference
centroid
(22)
In (21), the coefficients are given by
(23)
with (24)
or, recursively
(25)
with the initial conditions
(26)
Note that the manifold curvatures depend on the relative
rather than the absolute sensor spacings and are independent of
the arc length parameter. This implies that the manifold curve
has the shape of a circular hyperhelix1 lying on a complex
-dimensional sphere of radius in .
1A MATLAB function (hyperlix.m) that calculates the differential geometry
parameters of a hyperhelix is available at http://skynet.ee.ic.ac.uk/wwwam/soft-
ware/arraycommdownload.html.
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V. SENSOR LOCATOR POLYNOMINAL (SLP)
Consider the general case of an arbitrary array manifold curve
whose th curvature equals zero, and hence, its higher order
curvatures are undefined. Note that
if a sensor at the array centroid
otherwise
(27)
where is the number of sensors that occur in symmetrical
pairs about the origin or array centroid. For example, in the fully
symmetric LA or ELA case, , and in the fully asym-
metric LA or ELA case, . Note that a sensor at the cen-
troid counts as a symmetric sensor, that is, ; therefore,
is always even, and the zero curvature is always of even order.
From (21), it follows that
(28)
The left-hand side of (28) can be reduced to a th-order
polynomial , which is a function of scalar instead of the
vector and is given by
(29)
where, for example, from (23)
(30)
and in general, the coefficients can be written as
(31)
with and .
Note that the coefficients of the polynomial in (29) are func-
tions of the manifold curvatures, and its roots are the normalized
sensor locations . Furthermore, is always a root of (29)
since a sensor at the centroid does not affect the manifold length
and curvatures. In other words, the manifolds of an array with
a sensor at the centroid and a similar array, without a sensor at
the centroid, are identical except for being embedded in com-
plex spaces of different dimensionalities. However, a sensor at
the centroid does affect the ambiguity properties of the array.
The polynomial in (29) can, hence, be rewritten as
(32)
where its coefficients are functions of the manifold curvatures,
and its roots are the normalized sensor positions. We call this
polynomial the “sensor locator polynomial (SLP),” and since it
consists of only the even powers of , its roots always occur in
pairs of opposite signs. That is, if is a root of the SLP, then
so is . Then, in the case of fully asymmetric and partially
symmetric LA’s or ELA’s, the roots will actually represent two
arrays that are mirror images of each other but whose manifold
curvatures are identical. It is obvious in the fully symmetric case
that the roots will form a single array since the array and its
mirror image are identical. In the fully asymmetric case, the set
of roots will consist of two disjoint subsets corresponding to the
two mirror arrays. In the partially symmetric case, however, the
two subsets will overlap at the symmetric sensors.
A natural question that arises is how can the roots be parti-
tioned into the two mirror arrays. The answer lies in the facts
that the synthesized array should be normalized, and the refer-
ence is the array centroid, that is, the sum of sensor positions
should equal zero. The results obtained so far can be concisely
expressed in the following theorem:
Theorem 1—Linear Sensor Locator Polynomial: Given all
the curvatures and the length of a
manifold curve, the locations of the elements of the LA or ELA
(and its mirror image) can be estimated from
(33)
where and are two subsets of the set of the roots
of the following polymomial:
(34)
where
(35)
with , , and
sum sum
(36)
The following examples illustrate the theorem.
Example 1—Partially Symmetric LA or ELA: Find the sensor
positions of the LA or ELA that has a manifold curve with the
following characteristics:
From the specified curvatures, the SLP is given by
with roots
The subsets of the roots, which satisfy the conditions given
by (36) are
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which give the following LA’s and ELA’s when scaled to the
specified manifold length
Note that in this example, the roots of the SLP can be par-
titioned into two overlapping subsets that constitute a partially
symmetric array–mirror array pair.
Although Theorem 1 can synthesize a linear array corre-
sponding to a manifold curve with specified curvatures and
length, only the equivalent linear arrays of a planar array are
obtainable. The corresponding planar array can, however, be
synthesized if two ELA’s, say, and along two distinct
directions, are available, that is, if the curvatures and length
of two distinct -lines are specified. Fig. 1 illustrates the
possible sensor locations of a planar array that can be generated
from two given ELA’s along the 45 and 120 directions,
respectively. Recalling that the ELA is the projection of the
sensors of the planar array onto a line, then the sensors of the
planar array can be positioned at any of grid points,
provided that the number of the sensors along any dotted line is
equal to the multiplicity of the corresponding projected sensor
along that line.
The synthesis of planar arrays from two given ELA’s can be
mathematically formulated as follows. Consider the case that
two normalized ELA’s, say, and , have been identified
from the roots of two SLP’s constructed from the given curva-
tures of two -lines, say, at and , respectively. From (5),
the two normalized ELA’s can be compactly expressed as
(37)
from which the normalized sensor positions of the planar array
are simply given by
where
(38)
The actual sensor locations of the planar array are obtained
by “denormalizing” and in the previous expression as
follows:
where
(39)
It can be seen that (39) generates only a single planar array
from the two ELA’s, whereas it is obvious from Fig. 1 that the
solution cannot be unique. The key to this apparent contradic-
tion lies in the subtle observation that the different planar arrays
give rise to different permutations of the elements of the ELA’s,
that is, the order of the elements of the ELA’s matters. The re-
Fig. 1. ELA’s and possible sensor locations.
sults pertaining to the planar array case are summarized in the
following theorem.
Theorem 2—Planar Sensor Locator Polynomial: Given the
lengths and and all the curvatures
and of two distinct -curves of a planar array manifold,
the sensor locations of a possible planar array can be obtained
using the expression
(40)
where , where rep-
resents a permutation of either of the subsets or ,
which is given by the roots of the following polynomial:
(41)
where
(42)
and , , with and
satisfying the conditions of (36).
The choice of a particular configuration is then governed by
further considerations such as the size and shape of the avail-
able site and the ambiguity properties of the candidate con-
figurations. In the next section, the determination of the man-
ifold characteristics from the performance specifications is ad-
dressed. This will then enable the synthesis of arrays that satisfy
prespecified performance levels.
VI. PERFORMANCE CRITERIA
Performance criteria constitute an essential ingredient of the
design process. In the case of super-resolution DF array de-
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sign, popular performance criteria include the detection, reso-
lution, and estimation performance inherent in the sensor con-
figuration. The detection performance refers to the ability of
the DF system to correctly enumerate the emitters present in
the environment; this information is then used to partition the
observation space into the signal and noise subspaces, which
are subsequently employed in the estimation process. The re-
solving power of the array is assessed by its ability to distin-
guish between closely spaced sources. For a spectrum-based
DF algorithm such as MUSIC, two sources are said to be re-
solved if the spectrum exhibits two distinct peaks at or near
the two actual emitter directions. The estimation performance,
on the other hand, refers to the error incurred when estimating
the DOA’s of the emitters. This is usually assessed using the
well-known Cramér–Rao bound (CRB), which represents the
minimum achievable estimation error variance of any unbiased
estimator.
Recall that when the exact covariance matrix is available, the
signal and noise subspaces can be accurately determined, arbi-
trarily close emitters can be successfully detected and resolved,
and their DOA’s can be perfectly estimated. In practice, how-
ever, when only a finite amount of noisy data is available, it has
been shown that the detection, resolution, and estimation per-
formance depend not only on the observation interval and SNR
but also on the physical characteristics of the array via the local
structure of the array manifold [9], [12], [13]. For instance, the
SNR thresholds of detection and resolution of two equipower
emitters, over an observation interval of snapshots, are, re-
spectively, given by [12]
SNR
SNR (43)
where is the arc length separation of the two emitters, which,
from (11) or (12), can be written as
(44)
and is the radius of the circular arc approximation of the
manifold given by
sum (45)
Note that the curvature of the circular arc approximation is
identical to the manifold’s first curvature if the LA or ELA is
symmetric.
Furthermore, the one- and two-source CRB’s on the DOA
estimation error variance of any unbiased estimator have been
shown to be given by [13]
CRB SNR
CRB
SNR
(46)
where is the rate of change of arc length given by (11) or
(12).
From (43) and (46), if the desired detection, resolution, or
DOA estimation performance is specified, then the manifold
length and first curvature of the corresponding symmetric LA
or ELA can be calculated as
SNR
SNR CRB
(47)
SNR
SNR CRB
(48)
where
It is important to note that the standard performance criteria
considered only yield the first manifold curvature . Recalling
that Theorems 1 and 2 require the whole set of curvatures to
synthesize the corresponding LA or ELA, new techniques then
have to be devised to design arrays based on the first curvature
only. In the next section, it is shown that for the special cases
of fully symmetric and fully asymmetric LA’s or ELA’s, it is
possible to construct the SLP using a small subset of all the
manifold curvatures.
VII. FULLY SYMMETRIC AND FULLY ASYMMETRIC LA’S OR
ELA’S
Consider the sensor locator polynomial given by
where
(49)
and is interpreted as “is a function of,” that is, the coef-
ficients of the SLP are functions of all the manifold
curvatures. The problem is to evaluate the coefficients when not
all of the curvatures are known.
It is shown in Appendix A that the th coefficient of the SLP
can be written as
where
sum (50)
Note that represents the sum of the th power of all the
positive or negative roots (since is always even) of the SLP,
and
(51)
Interestingly, the sums of similar powers of the normalized
sensor locations [sum ] can be expressed in terms of the
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manifold curvatures, as can be realized by expanding the ex-
plicit expressions in (19)
sum
sum
sum (52)
and, as proved in Appendix B, in general, the sum of the th
power of the normalized sensor locations, where is even, can
be expressed in terms of the sums of lower even powers of the
normalized sensor locations and the first curvatures
as follows:
sum sum
sum sum
(53)
where , , and are defined in Appendix B.
It is worth noting that
sum (54)
The next step is to find out the relationship between and
sum . As previously mentioned, the roots of the SLP rep-
resent a normalized array together with its mirror image about
the centroid, and hence, it can be deduced that for the fully sym-
metric and fully asymmetric arrays
sum
sum (55)
and therefore, from (51) and (54)
(56)
that is, the th coefficient of the SLP of a fully sym-
metric or fully asymmetric array is a function of only
the first manifold curvatures. In particular,
, and based on the previous
discussion, the following theorem is evident.
Theorem 3—Fully Symmetric and Fully Asymmetric
SLP: The sensor locator polynomial of a fully symmetric
or fully asymmetric array can be formed using only the first
of the manifold curvatures.
This result is of great significance since it allows the construc-
tion of the SLP using only a subset of the curvatures. Recalling
that
if a sensor at array centroid
otherwise
if a sensor at array centroid
otherwise (57)
two corollaries follow immediately.
Corollary 3.1: Given isotropic sensors, the number of cur-
vatures required to design a2
1) fully symmetric array
odd
even
2) fully asymmetric array
2N odd implies that one sensor is fixed at the array centroid, so that the
number of sensors to be positioned is effectively N   1
Corollary 3.2: If curvatures are known,
then the minimum number of sensors required to design an array
with the given manifold curvatures is , and the array has
to be fully asymmetric. If a fully symmetric normalized array is
desired, then the number of sensors required is if no
sensor is placed at the centroid.
Note that for the same number of sensors, the fully asym-
metric array synthesis requires about twice the number of
curvatures than the fully symmetric array design. This is to
be expected since the fully symmetric array design procedure
amounts to the placement of only half the number of sensors.
In the partially symmetric case, however, there exists no such
relationship as (55) between and sum because of the
overlap of the roots, and therefore, (50) is not applicable. Con-
sidering the specific example of , which is defined as
(58)
it can be easily verified that
(59)
Note that the exact value of cannot be determined.
Using (50), (52), and (55), the first three coefficients of the
SLP for a fully symmetric array are given by
(60)
and for a fully asymmetric array
(61)
VIII. ARRAY DESIGN-BASED ON ONLY
The core of the proposed array design approach is the “sensor
locator polynomial” (SLP), which is a polynomial constructed
using the curvatures of the manifold and whose roots yield the
desired sensor locations. The construction and properties of this
polynomial has been investigated in detail in Section V. In this
section, a special case of the proposed general sensor locator
polynomial theory, based on only the first curvature and the
length of the manifold, will be examined. Under such circum-
stances, the following special case result of the general sensor
locator polynomial theory applies.
If the length and only the first curvature of a hyperhe-
lical manifold is known, then it is possible to synthesize a cor-
responding five-sensor symmetric LA or ELA given by
(62)
where is the set of roots of the following sensor locator poly-
nomial:
with (63)
1566 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 48, NO. 6, JUNE 2000
A. Linear Array Design Example
Consider the following specifications for the design of a five-
sensor linear array.
Specifications for Design Example 1: Design a five-sensor
linear array, which, for an observation interval of 100 snapshots,
exhibits a one-source CRB of 0.15 on the standard deviation of
the DOA estimate of an emitter at 45 with SNR 10 (10 dB),
and a two-source CRB of 1.5 on the standard deviation of the
DOA estimate of the same emitter in the presence of a second
uncorrelated equipower emitter at 49 .
Note that under an identical scenario, a standard five-sensor
uniform linear array (ULA) exhibits a one-source CRB of
0.1824 and a two-source CRB of 1.9183 , according to the
well known expressions reported in [14].
The manifold length and first curvature of the desired array
can be calculated by applying (47) and (48) to the design spec-
ifications and are given by , . From
(63), the corresponding SLP can then be written as
(64)
with roots , which actually consti-
tutes the normalized version of the desired array. After scaling
using (62), the desired array in half-wavelength units is given by
(65)
As a check of the validity of the design procedure, the CRB’s
of the proposed array are computed using the exact expres-
sion given in [14] and are CRB and CRB
and are found to match the specifications very closely.
B. Planar Array Design Example
Consider the following set of specifications for the design of
a five-sensor planar array.
Specifications for Design Example 2: Design a five-sensor
planar array, which for an observation interval of 100 snapshots
and two uncorrelated equipower emitters with SNR 10 (10
dB) about an elevation and common azimuth , exhibits the
following ultimate detection and resolution thresholds.
Note that the detection and resolution thresholds are ex-
pressed in terms of the minimum allowable separation of two
emitters for successful detection and resolution, respectively.
From the detection and resolution threshold specifications in
Table I, the lengths and first curvatures of the -curves at the
given azimuths can be calculated using (47) and (48) as
follows:
Using (63), the corresponding SLP’s and ELA’s) are, respec-
tively, given by
and
TABLE I
DESIRED DETECTION AND RESOLUTION THRESHOLDS
TABLE II
ALL POSSIBLE SENSOR LOCATIONS
The sensor locations of the desired planar array can now be
calculated from the ELA’s using (39):
(66)
Recall that all the permutations of the elements of and
should be taken into account in order to generate the set
of planar arrays satisfying the specified manifold parameters.
Alternatively, the possible sensor locations can be graphically
determined as illustrated in Fig. 1, where the sensors can be
positioned at any of grid points indicated by the asterisks,
making sure, however, that the number of sensors along
any dotted line equals the multiplicity of the corresponding
projected sensor. The possible sensor locations of the desired
array for the design example under consideration are tabulated
in Table II.
Assuming that all the projected sensors have multiplicity
equal to one, it can be shown that the total number of possible
-sensor arrangements is equal to . Furthermore, if the
ELA’s are symmetric, as is the present case, then both an
array and its 180 rotated counterpart can be constructed.
Fig. 2 illustrates such a pair from the current example. From a
performance point of view, the two arrays are equivalent, and
hence, the total number of possible designs is effectively equal
to . In the current design example, this means that the
solution set will consist of 60 possible arrays.
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Fig. 2. Two equivalent candidate designs of Design Example 3.
Fig. 3. Possible planar array design.
Fig. 3 illustrates one of the possible designs that can be shown
using (43) to match the specifications in Table I exactly.
IX. CONCLUSION
In this paper, an array design approach tailored to subspace-
based DF algorithms was proposed. The core of the design ap-
proach is the sensor locator polynomial (SLP), which is con-
structed using the manifold curvatures and whose roots yield the
normalized sensor locations of the desired array. It was shown
that design specifications in terms of common performance cri-
teria such as detection, resolution, and Cramér–Rao bounds can
yield the manifold length and first curvature, and a procedure
to design fully symmetric and fully asymmetric arrays with a
small subset of the curvatures was presented. Finally, the con-
cepts and techniques presented in the paper were illustrated by
a linear and a planar array design example.
APPENDIX A
DERIVATION OF SLP COEFFICIENTS IN TERMS OF SUMS OF
POWERS OF ROOTS
Consider the sensor locator polynomial given by
where
(67)
and is interpreted as “is a function of.” The problem is
to evaluate the coefficients when not all of the curvatures are
known. A useful theorem by Newton [15] states the following.
Theorem: The sums of the similar powers of the roots of an
equation can be expressed rationally in terms of the coefficients.
To apply Newton’s theorem to the SLP, the following lemma,
which is proved in [15], will be required.
Lemma: The first derivative of an th degree polynomial
with roots can be written as
Applying the lemma to the SLP given in (67) results in the fol-
lowing expression for the first derivative of the SLP with respect
to :
(68)
Recalling that the roots of the SLP occur in pairs of opposite
signs, (68) can be reduced to
(69)
Noting that is a factor of , a generic term of (69)
can be expressed as
(70)
where the coefficients can be determined
by multiplying out (70) as follows:
(71)
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and equating the expression for with the original expression
given in (67) gives
(72)
Hence, (70) can be rewritten as
(73)
Equation (69) can now be written as
(74)
Now, by straightforward differentiation of (67) with respect to
, (69) can also be written as
(75)
Comparing the coefficients of (74) and (75) gives rise to the
following expressions for the coefficients of the SLP in terms
of sums of the powers of the roots:
where sum (76)
In addition, in general, the th coefficient of the SLP can be
written as
(77)
Note that is the sum of the th power of all the positive or
negative roots (since is always even) of the SLP.
APPENDIX B
DERIVATION OF SUM POWERS OF SENSOR LOCATIONS IN
TERMS OF MANIFOLD CURVATURES
The compact expression for the th manifold curvature
given by (21) can be expanded as
(78)
Note that (78) involves the sums of even powers of the normal-
ized sensor locations up to and including the th power.
This implies that the sum of the th power of normalized
sensor locations sum can be expressed in terms of the
first manifold curvatures and the sums of lower even powers of
the normalized sensor locations. Based on a similar reasoning,
the sums of lower even powers of the normalized sensor loca-
tions must also be expressible in terms of the lower order curva-
tures, and hence, sum can be explicitly written in terms
of the first manifold curvatures only. The aim is to derive a gen-
eral expression for sum , where is even. The solution lies
in the expression for the th curvature, which can be
rearranged as
(79)
where, for convenience
(80)
The last term of (79) can be simplified to
(81)
and further to
if is divisible by 4
otherwise.
(82)
Now, by expanding and rearranging (79), sum can be
written as
sum sum
sum
sum
(83)
To derive a general form of the above expression, consider
two arbitrary terms, for instance, the th and th terms, from
the bracketed expression in (79), given, respectively, by
(84)
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These terms are actually squared and cross multiplied in (79),
giving rise to the following expressions:
(85)
Based on the above result, the coefficient of a generic term
[sum ] in (83) can now be written as
if is divisible by 4
otherwise
where
(86)
Using (86), the coefficients of sum , sum and
sum for instance, are, respectively, given by ,
, , as can be verified
from (83). In summary, the sum of the th power of the
normalized sensor locations, where is even, can be written in
terms of the first curvatures as follows
sum sum
sum
sum
where
(87)
with
if is divisible by 4
otherwise
given by (86)
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