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Abstract 
The Lempel-Ziv parsing scheme finds a wide range of applications, most notably in data 
compression and algorithms on words. It partitions a sequence of length n into variable phrases 
such that a new phrase is the shortest substring not seen in the past as a phase. The parameter of 
interest is the number M, of phrases that one can construct from a sequence of length n. In this 
paper, for the memoryless ource with unequal probabilities of symbols generation we derive the 
limiting distribution of M, which turns out to be normal. This proves a long-standing open 
problem. In fact, to obtain this result we solved another open problem, namely, that of 
establishing the limiting distribution of the internal path length in a digital search tree. The 
latter is a consequence of an asymptotic solution of a multiplicative differential-functional 
equation often arising in the analysis of algorithms on words. Interestingly enough, our findings 
are proved by a combination of probabilistic techniques uch as renewal equation and uniform 
integrability, and analytical techniques uch as Mellin transform, differential-functional equa- 
tions, de-Poissonization, and so forth. In concluding remarks we indicate a possibility of 
extending our results to Markovian models. 
1. Introduction 
The primary motivation for this work is the desire to understand the asymptotic 
behavior of the fundamental parsing algorithm on words due to Ziv and Lempel[27]. 
It partitions a word into phrases (blocks) of variable sizes such that a new block is 
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the shortest subword not seen in the past as a phrase. For example, the string 
110010100010001000 is parsed into (l)(lO)(O)(lOl)(OO)(Ol)(OOO)(lOO). 
These parsing algorithms play a critical role in universal data compression schemes 
and their numerous applications such as efficient transmission of data [26, 271, 
estimation of entropy [25], discriminating between information sources [7], test of 
randomness, estimating the statistical model of individual sequences [16], and so 
forth. The parameters of interest for these applications are: the number of phrases, the 
number of phrases of a given size, the size of a phrase, the length of a sequence built 
from a given number of phrases, etc. But, by all means the most important parameter 
is the number of phrases: this parameter is used to obtain the compression ratio in 
a universal data compression [3], while its distribution is needed in the analysis of 
other parameters of the Lempel-Ziv scheme (e.g., redundancy rate [21], length of 
a phrase [14], and so forth). 
In this paper. we study the distribution of the number of phrases M, constructed 
form a word of a fixed length n in a probabilistic framework. We assume that the word 
is generated by a probabilistic memoryless binary source (extension to finite non- 
binary alphabet is simple) i.e., symbols are generated in an independent manner with 
0 and 1 occurring, respectively, with probability p and q = 1 - p. If p = q = 0.5, then 
such a probabilistic model will be further called the symmetric Bernoulli model; 
otherwise we refer to the asymmetric Bernoulli model. 
The problem of determining the limiting distribution of the number of phrases was 
proposed in 1978 by Ziv [25]. Aldous and Shields [l] attested that it is a difficult 
problem. They solved it only for the symmetric Bernoulli model. The authors of [l] 
wrote: “It is natural to conjecture that asymptotic normality holds for a larger class of 
processes . .. But in view of the difficulty of even the simplest case (i.e., the fair 
coin-tossing case we treat here) we are not optimistic about finding a general result. 
We believe the difficulty of our normality result is intrinsic . . .” We settle the conjec- 
ture of [l] in the affirmative for the asymmetric Bernoulli model, and in concluding 
remarks we indicate a possibility of extending our findings to Markovian models. 
Actually, we do more, and provide solutions to some other problems that have been 
open up-to-date, namely, the limiting distribution for internal path lengths in digital 
trees [l, 11,151, the number of parsings of given length built from a fixed number of 
words [7], and probabilistic behavior of the Lempel-Ziv code redundancy [16,21]. 
All of these problems are solved in a uniform manner by a combination of 
probabilistic and analytical methods. We apply the renewal equation [2] to reduce the 
problem of finding the number of phrases in the Lempel-Ziv scheme to another 
problem on digital search trees, namely that of finding the limiting distribution of the 
internal path length in a digial search tree built from a$xed number of independent 
words. 
The reader is referred to [ll, 151 for discussion and definition of the digital trees. 
However, for the reader’s convenience we show in Fig. 1 the digital search tree 
associated with the word mentioned at the beginning of this section. In particular, the 
root of the tree is empty (i.e., we start parsing with an empty phrase). All other phrases 
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Fig. 1. A digital tree representation of the Lempel-Ziv parsing for the string 11001010001000100... 
of the Lempel-Ziv parsing algorithm are stored in internal nodes. When a new phrase 
is created, the search starts at the root and proceeds down the tree as directed by the 
input symbols exactly in the same manner as in the digial tree construction, that is, 
symbol 0 in the input string means move to the right and 1 means proceed to the left. 
The search is completed when a branch is taken from an existing tree node to a new 
node that has not been visited before, Then, the edge and the new node are added to 
the tree. The phrases cretaed in such a way are stored directly into the nodes of the 
tree. In passing, we note that for a word of fixed length, n, the size of the associated 
digital search tree is random, and this fact gives a new twist to the analysis of digital 
trees (cf. also [14]). 
Second-order properties, such as limiting distributions and large deviation results 
of the Lempel-Ziv scheme, have been scarcely discussed in the past with a notable 
exception of the work of Aldous and Shields [l] who studied the symmetric model. 
Recently, Louchard and Szpankowski [14] obtained the limiting distribution of 
a randomly selected phrase length in the Lempel-Ziv scheme. 
On the other hand, digital search trees (built from aJixed number of independent 
words!) have been quite thoroughly investigated in the past [4,5, 10, 11, 13, 14,221. In 
particular, Knuth [ll], and Flajolet and Sedgewick [S] introduced analytical 
methods in the analysis of digital search trees. This was continued by Flajolet and 
Richmond [4], Louchard [13], and Szpankowski [22]. None of these papers, how- 
ever, deals with second-order properties of the internal path length in digital search 
trees, which is the main object of our study. Only very recently, Kirchenhofer et al. 
[lo] obtained an asymptotic expression for the variance of the internal path length in 
the symmetric Bernoulli model (in fact, this allowed to close the gap in the Aldous and 
Shields analysis by yielding the leading term in the variance of the number of phrases 
in the Lempel-Ziv parsing scheme). The authors of [lo], however, did not extend their 
results to the asymmetric model. We not only provide such an extension, but we carry 
out this analysis to obtain the limiting distribution for the internal path length. 
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The paper is organized as follows. In the next section we present all our main 
findings concerning digital search tress and the Lempel-Ziv scheme. All proofs are 
delayed till Section 3 which is of its own interest. In this section, we present a meth- 
odology that leads to an asymptotic solution of a functional-differential equation that 
often arises in other problems of engineering and science. 
2. Main results 
We recall that the associated tree constructed uring the course of the Lempel-Ziv 
parsing algorithm (cf. Fig. 1) is a digital tree built from a random number of words 
(phrases). We apply the renewal equation to show that the limiting distribution of the 
internal path length in a digital search tree built from aJixed number of independent 
words directly implies the limiting distribution of the number of phrases M, in the 
Lempel-Ziv parsing scheme. In the sequel, we first carry out our analysis for digital 
trees, and then provide necessary tools to derive the limiting distribution of M,. 
Let us first consider a digital search tree built from m statistically independent words 
(of possibly infinite length) each generated according to the Bernoulli model. We leave 
the root empty, and store the next word in the first available node, as discussed above 
[ll, 151. Let D,(i) be the length of a path from the root to the ith node containing this 
word. In fact, observe that D,(i) = D;(i) for m 2 i since the position of the ith node 
does not depend on words inserted after it. We define the internal path length as 
L, = CT= 1 l&(i). 
Hereafter, we shall consistently use n as the length of a single word to be parsed 
according to the Lempel-Ziv scheme, and m as the number of words used to construct 
an independent digital search tree. 
We infer probabilistic behavior of L, from its generating function. Thus, we apply 
“analytical approach” to the problem. Define for complex u and z the following 
generating functions L,,,(u) = EuLm and L(z, u) = C,“=, L,(u)z”l/(m!). We also set 
z(z, U) = L(z, u)e-’ which can be interpreted as the generating function of the internal 
path length in a family of digital search trees built from a random number of words 
which is Poisson distributed with mean z. Observe that this is a standard Poissoniz- 
ation trick but disguised in a generating function form. One expects a simpler 
equation for L(z, u) than for L,(u), and it turns to be true, as seen below. 
The generating functions L,(u) and L(z, u) satisfy some recurrences that we discuss 
next. Let R, = k be the number of words that start with 0. These words will create the 
right subtree of the digital search tree. Clearly, Pr{R, = k} = ($‘)pkqmmk, and the 
lengths of the internal paths in the right and the left subtrees are, respectively, Lk and 
L,,_k. Thus, conditioning on {R, = k} we have L,+ i = m + Lk + J!#,,_k, and finally 
EuLm+’ = umER, (EuL”Eu Lm -k 1 R,) for u complex. Certainly, this implies the following 
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with L,(u) = 1. Hence, also 
am 4 ~ = L( pzu, u) L( qzu, u) 
dZ 
(2) 
with L(z, 0) = 1. This is our basic functional-differential equation that we solve 
asymptotically to obtain the limiting distribution of L,. We observe that the above 
equation is of a multiplicative form which makes the problem hard. 
In Section 3 we prove our main results concerning digital search trees, which is 
stated below. 
Theorem 1A. Consider a digital search tree 
asymmetric Bernouli model. 
(i) Asymptotically the average value EL,,, 
built from m independent words under the 
and the variance Var L, become 
> 
+0(l) 
Var L, = c2m log m + O(m), (4) 
where h = - p log p - q log q is the entropy of the alphabet, y = 0.577.. . is the Euler 
constant, h2 = plog’p + q10g2 q, and c2 = (h2 - h2)/h3, 
a= - 
co pkfllogp + qk+llogq 
c 
k=l l-Pk+‘-qk+l ’ 
and &(log m) is a fluctuating function for log p/log q rational with small amplitude, and 
zero otherwise [S, 18,221. 
(ii) Furthermore 
L, - EL,,, d 
JiGz 
+ N(O, 1) (6) 
where 5 denote the convergence “in distribution”, and N(0, 1) is the standard normal 
distribution. In fact, a stronger result holds: Let cl = l/h. For a complex 9 in a neigh- 
bourhood of zero, and for any E > 0 
,-sclmlO~mEeSL, = ec2W/2)~lo8m(l + o(l/m’/2+&)). 
(iii) There exist positive constants A and p < 1 such that uniformly in k 
(7) 
for large m. 
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Actually, our analytical approach also works for the symmetric Bernoulli model. 
We need, however, in this case to refine the method to obtain the leading term in the 
asymptotics of the variance. Fortunately, this was recently done by Kirschenhofer 
et al. [lo] who proved that 
Var Lz” N (C + W% m))m, (9) 
where C = 0.26600 . . . and 6(x) is a fluctuating function with small amplitude (cf. 
Theorem 1B). In the above, we write L”,y” for the internal path length in the symmetric 
case. We have the following result. 
Theorem 1B. For the symmetric Bernouli model the following analog of (7) holds 
e -9mlog2 mEeSL:m = e(92/2)m(C+d(logzm))(l + o(ljmU2+7), (10) 
for any E > 0, where 6(x) is periodic continuous function of period 1, mean 0 and very 
small amplitude (< 10-6). Similarly, uniformly in k 
Pr 
L $“’ _ EL:=” 
m(C + &log24) 
(11) 
withy< 1. 
Equipped with Theorem 1, we now can attack the main problem, namely the 
limiting distribution of the number of phrases M, in the Lempel-Ziv parsing scheme. 
Fortunately, the problem can be reduced to the one discussed in Theorem 1 through 
the so called renewal equation which we introduce next. 
We recall that Di(i) = Di(m) is the length of the ith phrase in the Lempel-Ziv parsing 
scheme obtained from a fixed number, m, of words [7,14], that is, the depth of the ith 
node in the digital tree built from these m words. Fix now n, and start partitioning the 
sequence of length n into phrases. Clearly Di(1) = 1. After obtaining the second 
phrase, we check whether Di(1) + D,(2) > n or not. If yes, then M, = 1, otherwise we 
continue the process. It should be clear by now that the number of phrases M, can be 
computed from the following relationship: 
M,=max m:L,= f Di(i)<n . 
i=l 
(12) 
The above equation is known as the renewal equation [2]. We also observe that it 
directly implies the following: 
Pr(M, > m> = Pr(L, < n>, (13) 
which is useful in some computations. The following results is due to Billingsley [2, 
Theorem 17.31. 
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Lemma 2 (Billingsley [2]). Let M, and L, satisfy the relationship (12), and assume 
Di(i) are positive random variables. Then 
(14) 
implies 
where u,,, and a,,, are positive constants (in our case they can be asymptotically 
interpreted as the mean and the variance of L,). 
Theorem 1 and Lemma 2 are next used to obtain the following result that solves the 
open problem left in Aldous in Shields [l]. 
Theorem 3. In the asymmetric Bernoulli model, define Z, = (M, - EM,)/JK. 
Then 
(i) The sequence of random variables Z, converges weakly (i.e., in distribution) to 
N(0, 1). In addition, for all r 2 0 the sequence (Z,)’ is uniformly integrable. Thus, all 
moments of Z, exist and converge to the appropriate moments of the normal distribution. 
In particular, 
nh 
EM,,- 
log(n)’ 
czh3n 
VarM,- ~ 
log2 n’ 
(16) 
(17) 
where c2 = (h2 - h2)/h3. 
(ii) For any E > 0, there exist an integer no 2 1 such that for all n > no 
Pr{ (M, - EM,,\ > &EM,) d Aexp( - as&) (18) 
for some positive constants A, a > 0. 
(iii) The above resutls are also true for the symmetric model if one replaces the 
variance by 
Var MR’” - n(C + Wog2 4) 
log: n 
(19) 
where the constant C = 0.26600.. . and 6(x) is defined in Theorem 1 B. In (ii) one must 
replace ,/;; by JG. 
Proof. The weak convergence of Z, of part (i) follows directly from Lemma 2, while 
the uniform integrability of (Z,)l for any r >/ 0 is a convergence of the large deviation 
result (cf. Eq. (18)), which is proved next. 
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For part (ii), we will basically show that uniform integrability of L, naturally 
translates into uniform integrability of M,. To proceed we need some new notation. 
Define n(m) = EL,,, for all integer rn, and let for all y 2 0 the function n(y) be a linear 
interpolation of /l(m) between integer points. (Actually, we could define n(m) as an 
approximation of EL, only up to O(m) term in (3)) Now, let n-‘(x) be the inverse 
function of n(y) defined for x > 0. Note that ,4(x) N x log x/h and n - l(x) - hxjlog x 
for x + co. As is easy to check, the function A( *) is convex, hence A-‘( *) is concave 
(this should be at least clear for n(x) approximated by the first two terms in (3) which 
are convex functions). Now we refer to (8) of Theorem LA so that we can find positive 
constants A and CI such that for all m and y 2 0, the following two inequalities hold: 
Pr(L, < NN(l -VI} G Aev( - a~,/$?), (20) 
Pr{L, > A(m)(l + y)} < Aexp( - MY J/icm>). (211 
Note that in the first inequality we can restrict y to y < 1 since L, cannot be negative. 
We will not directly show that 2, is uniformly integrable but rather that the 
sequence of random variables 
y =Mn-A-‘(n) 
” &P(n) 
is uniformly integrable. Due to the asymptotic expansions of n-‘(n) the uniform 
integrability of 2, will follow. 
We shall prove separately (18) for M, > (1 + e)EM, and M, < (1 - &)EM,. For the 
former, let us first consider inequality (20) with y < 1. We refer to the fundamental 
identity (13) to obtain 
WMtAcm)(l - y)~2 4 = Pr{L, < /i(m)(l - y)}. 
But, (20) implies 
Pr{M, 2 A-‘@/(1 - y))} < Aexp 
Using concavity of /1- ‘( *) and y < 1, we also have 
n-1 n ( ) < n-‘(n) 1-Y ‘l-y’ 
therefore Pr{M, > A-‘(n/(1 - y))} 2 Pr{M, > /1-‘(n)/(l - y)>. Thus, 
Pr{M, > (1 - y)-' A-‘(n)} < Aexp 
( ~--jgJ 
- 
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Setting 
I+$=& forx>O 
we finally obtain 
which proves (18) for positive values of x > 0 after setting E = x/A. 
To prove the uniform integrability for M, < (1 - c)EM,, we use (21) with y > 0. By 
the same arguments as above, we find 
Pr{M, < A-‘(n/(1 + y))‘)} G Aexp 
(-$$ 
By concavity ofA_‘(-)we obtain /‘(n/(1 + y)) > A-‘@)/(1 + y) since y 2 0. There- 
fore, Pr{M, < A-‘(n/(1 + y))} 2 Pr{M, < (A-‘@)/(I + y)> and thus 
Pr(M, -C (1 + y)-‘A-‘(n)} G Aexp 
Setting 
X 1 
~ forx30 
l-3=1+, 
(but smaller than & because M, cannot be negative) we obtain 
which proves the second part of (18) for M, < (1 - c)EM,. Observe that the uniform 
integrability of (ZJ (r > 0) follows, which further implies that EM,, - A- l(n) and 
Var M, - VarL,.(A-‘(n)/n)3. This proves (16) and (17). 0 
Theorems 1 and 2 have several important consequences for data compression, 
coding theory, and so forth. We will discuss only two applications of our results, 
namely the number of parsings of given length [7], and a large deviation estimate of 
the Lempel-Ziv code redundancy [16,21]. 
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Let us start with the problem posed by Gilbert Kadota [7]; namely, how many 
parsings of total length n one can construct from m words? For example, for M = 2 we 
have four parsings of length three, namely: (O)(OO), (O)(Ol), (l)(lO) and (l)(l l), and two 
parsings of length two; namely, (O)(l) and (l)(O). Thus, let F,,,(n) be the number of 
parsings built from m words of total length n, and let F,(x) = C,“=, F,(n)x” be its 
generating function. Note that [7] 
F,+,(x) = x-f.o (~)F,(xL/&~. (22) 
The next result is a direct consequence of Theorem 1B and it answers a problem of [7]. 
Corollary 4A. 7’he number of parsings built from m words of total length n is 
F,(n) = 2” Pr{f,zm = n}. 
In particular, for n = m log, m + O(fi) we obtain asymptotically 
(23) 
2 
F,(n) - 
(n - m log, m)’ 
J27c(C + @log, n))m 2(C + &log2 n))m 
(24) 
where C and 6(x) are dejined in Theorem 1 B. If n = (1 + e)mlog, m, then the large 
deviation result (11) must be used. 
Proof. Consider the recurrence (22) and note that F,(x/2) = E”(x). The rest follows 
from Theorem IB and the analysis of Section 3. 0 
Finally, we consider the redundancy rate R, of the Lempel-Ziv code. It is defined as 
Cl69 211 
R = K(hs Mn + 1) - nh 
n (25) n 
(Note that M,(log M, + 1) is the length of the Lempel-Ziv code while nh is the length 
of the optimal code). The redundancy rate R, is a measure of the additional cost in 
using the Lempel-Ziv code instead of the optimal one predicted by the source coding 
theorem [S]. It is known [16] that for the Bernoulli model ER, = O(loglogn/log n), 
but very little seems to be known about probabilistic behavior of R, (e.g., how quickly 
the Lempel-Ziv code achieves the optimal rate). The next results provides some 
insights into this problem. 
Corollary 4B. For small r Q h and large n 
Pr{R, > r> = Pr(M,(logM, + 1) > n(h + r)) d Aexp( - ar&) 
for some constants A, a > 0. 
(26) 
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Proof. It is a simple consequence of (18) in Theorem 3(ii), and an asymptotic solution 
of M,(log M, + 1) = n(h + r). Details are left for the interested reader. q 
The functional equation studied here has many other applications in the analysis of 
algorithms on words (e.g., external path length of a trie or PATRICIA trie). For more 
details the reader is referred to our preliminary version of this paper [9]. 
3. Analysis and proofs 
This section provides all necessary details required to prove our main finding which 
is Theorem 1. We shall adhere to the following plan: 
1. We first analyze the Poisson model (Section 3.1) that is characterized by the 
exponential bivariate generating function L(z, U) satisfying (2). 
2. We transform the multiplicative equation (2) into an additive functional equa- 
tion by considering logL(z, u). For this we need the existence of log L(z, u) in some 
domain. We shall prove that there is a convex cone (cf. Definition 1 of Section 3.1) 
around the real axis of z and a real neighborhood %!(l) of u = 1 such that for some 
K(U) we have log L(z, u) = O(z’(“)) (cf. Theorem 5 and proof in Section 3.2). 
3. Next, we use the Taylor expansion of log L(z, u) in the convex cone to show that 
for large z the generating function L(z, u) appropriately normalized converges to the 
generating function of the normal distribution (cf. Theorem 6 of Section 3.1). 
4. To prove the above we must know precise asymptotics for the average and the 
variance of the internal path length in the Poisson model (cf. Theorem 6). 
5. The final effort is to de-Poissonize the above results, that is, to transform the 
normal distribution of the Poisson model into the normal distribution of the Bernoulli 
model (cf. Theorem 9 and proof in Section 3.3). 
3.1. A streamlined analysis 
The goal of this section is to establish Theorem 1 for the Poisson model which is 
summarized in Theorem 6 and Corollary 8 below. 
We shall consistently use the notation from Section 2. In particular, we write L,(u) 
to denote the generating function of the internal path length, and L(z, u) for the 
bivariate generating function. We assume the function equation (2) holds, that is, 
wz, 4 ~ = L(pzu, u) L(qzu, u) 
aZ (27) 
with L(z, 0) = 1. 
As before, by &, U) = L(z, u)e-’ we denote the generating function in the Poisson 
model. Let also g(z)e’ = L:(z, 1) and P(z)e’ = LzU(z, 1) - (Ll(z, 1))2 where L:(z, 1) 
and L:‘,(z, 1) denote the first and the second derivative of L(z, u) with respect to u 
at u = 1. We observe that J?(z) and P(z) are the mean and the variance of L, 
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in the Poisson model. We shall need precise asymptotics of L(z, u), d(z) and p(z) as 
z + cc in a cone around the real axis of z for u real and positive in a neighborhood 
@(l)ofu= 1. 
The domain of z we shall work with is a conuex cone %?(D, 6) defined as follows: 
Definition 1 (Convex cone). The set %‘(D, 6) of z = x + iy is called the convex cone if 
for6<1andx>OwehavelyldDx’forsomeD>O. 
The crucial part of our proof relies on proving the existence of the logarithm of 
L(z, U) in a convex cone and real positive U. For this, we need a precise bound for 
L(z, U) in such a cone. Let K(U) be a solution of the following equation 
(p#@ + (qI$+) = 1. (28) 
It is easy to notice that rc(u) = 1 + h(u - 1) + O((U - l)*). In Section 3.2 we prove 
the following result which is the heart of our asymptotic analysis of the functional 
equation (27). 
Theorem 5. (i) There exists a convex cone %‘(D, 6), a neighborhood 4!(l) of u = 1, 
and a constant < such that for Iz[ > 5 the logarithm of L(z, u) exists and 
log L(z, u) = O(ZKCU)). 
(ii) In addition, under the same hypothesis us above, for any /? > 0 and all 12 1 
$log L(z, u) = O(zK(u)+fi) (29) 
forzEV(D,6)undz+co. 
Now we are ready to formulate our main result concerning the Poisson model. 
Theorem 6. In the Poisson model for (z, u) E W [D, S] x % (1) thefollowing holdsfor any 
fi > 0 and z + co (with u = e’for some real t in the vicinity of zero) 
log L(z, e’) = z + X”(z)t + F(z) c + O(t3~K(“)+S), (30) 
where the mean z(z) and the variance p(z) becomes asymptotically 
d(z) = ilogz +; 
( 
y - 1 + $ - a - &(logz) 
> 
+ O(l), 
and 
V(z) = 7 
zlog2z + 2zlogz 
~ 
h3 
yh+h,-;-ah-h&(Iogz) 
(31) 
+ O(z), (32) 
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where 
m Pk+’ a= - c logp + $+ilogq 
k=l 1 -Pk+l -qk+’ . 
(33) 
The function 6,(x) is identically equal to zero when logp/logq is irrational, while for 
logp/logq = r/t where r, t are integers such that gcd(r, t) = 1, the function 6i(logz) is 
jluctuating with a small amplitude as given by the formula below 
~l(l%Z) = c m %JQ(-2)exp 
+,; Q(s"o - 1) 
(34) 
where 
Q(s) = fi (1 - P-‘+~ + q-s+k), 
k=O 
(35) 
and&=-1+2&‘r/logpforL’=S=~l, f2,...isasolutionofl=p-“+q-“. 
Proof. Using Taylor’s expansion of log L(z, u) we obtain 
log L(z, u) = log L(z, 1) + (u - 1) ; log L(z, 1) 
+ (u - 1)2 a2 
~ dU2 log W, 1) + R(z, 4 2 
with R(z, u) being the remainder term of the following form [19] 
R(z, u) = ; 5’ (v - 1)2 -$ log L(z, v) dv. 
1 
Due to Theorem 5 the error term is O(zK(“)+p (u- 1)3) while the coefficients of (v - 1) 
and (v - 1)2/2 are r?(z) and P(z), respectively. Now it suffices to note that 
logL(z, 1) = z and to substitute u = e’ for t in the vicinity of zero to obtain (30). 
The remaining part of the proof is devoted to deriving the asymptotics (31) and (32) 
of T(z) and P(z). Since we need several terms of such asymptotic expansions (to prove 
our main results concerning the Bernoulli model; see Lemma 10 below) we use the 
Mellin transform method. The reader may familiarize himself with the technique 
from [ll, 151. 
Consider first the mean g(z). Direct differentiation of our basic equation (27) leads 
to the following recurrence 
r?(z) + x”‘(z) = X(zp) + JC(zq) + z. (36) 
Let X(s) denote the Mellin transform of _?(.z), that is, X(s) = 10” r?(z)z’- ’ dz. It can be 
easily proved that it exists in the strip !R(s)E( -2, - 1). Observe that the Mellin 
transform of r?‘(z) - z is also defined in s(s) E ( - 2, - 1). Then, (36) translates into 
X(s) - (s - l)X(s - 1) = p_“X(s) + q_“X(s) (37) 
in terms of the Mellin transform. 
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To solve the functional equation (37) we make a substitution X(s) = y(s)T(s) where 
T(s) is the gamma function [19, 111, and then y(s) satisfies the following recurrence: 
Y(S) - Y(S - 1) = P-v(s) + qYs)* 
After some algebra one obtains 
k+2 k+2 
Q( - 2) 
ds) = k,jo ll_-pts+k 1 ;-"tk = ___ 
Q(s) 
for ‘%(s) E( -2, - 1). Applying the Cauchy residue theorem [19] to the above (i.e., 
inverting the Mellin transform) one proves (31). In fact, the calculation are almost 
exactly the same as the ones done in [22], so they are omitted (the fluctuating function 
6r(x) for logp/log q rational is derived below). 
The variance is more intricate, as already seen in [lo]. We observe (after quite 
tedious algebra) that F&) = v(z) - x”(z) satisfies the following recurrence: 
G(z) + IV(z) = Lv(zp) + @(zq) + 2zp27’(zp) + 2zqZ’(zq) + (8’(z))? (39) 
This functional equation is harder to solve due to the last term for which there is no 
closed-form expression for the Mellin transform. But, fortunately, we can prove that 
the last term contributes O(z) and we need only terms up to O(z) (to recover the 
leading terms in the variance in the Bernoulli model as indicated by (49) of Lemma 10). 
Indeed, let l@(z) = pi(z) + w2(z) where 
l&(z) + lq(z) = I&(zp) + I& (zq) + 2zpr?‘(zp) + 2zqr?‘(zq), (40) 
F&(z) + $2(z) = &(zp) + I&(zq) + (r?‘(z))f (41) 
Using the tools of Section 3.2, we will prove in Appendix the following simple result. 
Lemma 7A. A solution p2(z) of(41) satisfies mz(.z) = O(z)for z + cx3 . 
We concentrate now on solving (40) for p1 (z). Its Mellin transform Wi (s) becomes 
W,(s) -(s - l)W,(s - 1) = (p-” + q-s)w,(s) - 2(p_” + q_“)sX(s). 
After the substitution W,(s) = r(s)/?(s) we find 
P(s)(l -p-s - q-“) - p(s - 1) = - 2(p_” + q-s)sy(s). 
Solving it, we obtain 
ra 
W,(s) = - 2T(s) 1 
(p-” + q_“)(s - k)y(s - k) 
k=O n”,=, (1 -p-s+” - q-s+,) 
- 2r(s) f (P-” + q-‘)(s - WQ( -2) = 
k=O n;=, (1 - p-"+" - q-“+“)Q(s - k)’ (42) 
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We must now find the inverse Mellin transform of W(s), that is 
-3/2+iw 
m4=& _ 
s 
3,2_‘m BW(W”ds. 
I 
(43) 
Clearly, the Cauchy residue theorem is the simplest way to estimate the above 
integral. Note that the poles of the function under the integral are roots of 
1 = p-s+k + q-s+k for k = 0, 1, . . . . We need the following result, the detailed proof of 
which can be found in Jacquet [8] and/or Schachinger [20]. 
Lemma 7B. Let &for k = 0, 1, . . . and / = 3 = 0, f 1, &- 2, . . . be solutions of 
P --s+k + q-s+k = 1 
where p + q = 1 and s is complex. 
(i) For all &‘E 9’ = (0, + 1, k 2,. . . } and k = 0, 1, . . . 
- 1 + k < %(s:) < o. + k 
where o. is a positive solution of 1 + q-” = p-‘. Furthermore, 
(44) 
(2e - 1)7c 
log P 
< 3(s$ < (2t;o+g;)? 
(ii) Zf !R(s:) = - 1 + k and 3 (s:) # 0, then logp/logq must be rational. More 
precisely, if log p/log q = r/t where gcd(r, t) = 1 for r, t E .3““, then 
2er7ci 
s:=-l+k+- 
l%P 
(45) 
for all e E 3. 
Having the above, we can continue our investigation of PI(z) given by (43). As in 
[S, 11,223 we conclude that the dominating pole of the Cauchy integral is 
st = - 1, and for logp/log q = r/t (rational) we also must consider the poles 
s< = - 1 + 2erni/logp. Actually, we can assess that the remaining poles for k # 0 
contribute only O(logz) which is negligible compared to O(z) contributed by q2(z). 
(cf. Lemma 7A). We first consider SE = - 1 (iirespective of whether logp/log q is 
rational or not). Thus, we must evaluate the residue off(s) = - 2a(s). b(s) where 
a(s) = ~-~sr(s)(p-~ + q-“)(l - p-” + q-S)-2, 
b(s) = Q( - 2) i (1 - p-‘+“’ - q-S+m)-l = Q( - 2)/Q(s - 1). 
m=l 
Using MAPLE, we find the following expansion for a(s) around s8 = - 1: 
1 y-l h2 1 
+ i;I + 7 + h” - h 
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Also, by Lemma 2.3 of [S] (cf. also Lemma 3.1 of [22]) we find that 
b(s) = 1 - GL(s + 1) + O((s + 1)2), 
where CI is defined in (33). Thus, taking the product of the above, and computing the 
coefficinet of (s + l)- ’ we obtain the desired residue. This leads to the dominating 
term in (32) except the functioin ?il(x) coming from the poles s$ for e # 0. 
Let now G # 0. If logpllogq is irrational, then ‘%(sC,) = go > - 1, thus this pole 
only contributes O(z-“’ logz) and can be safely ignored in comparison with O(z) 
coming from FV2(z). 
Now we assume that logp/logq = r/t (rational) for some integers, r, t E 22’. By 
Lemma 7B we know that si = - 1 + 2xier/logp for [E 9’“. The residue to the 
function under the integral (43) becomes 
m 
Al(h4 = c 
r($)Q( _ 2)e-2”ier ~WPZ 
/=-CC h2(s'O)Q(s; - 1) ’ 
C#O 
where h(sC,) = - p--sglogp - q-“g logq. But h(sd,)= h = -plogp- qlogq since 
P 2Lrinl’ogp = q21rin”“* p = 1. Thus, AI(x) = h- ‘dl (x), and after some algebra this com- 
pletes the proof of Theorem 6. 0 
As a simple consequence of Theorem 6 we obtain the following corollary that 
completes the proof of Theorem 1 for the Poisson model, that is, it establishes the 
limiting distribution of the internal path length in the Poisson model. 
Corollary 8. For any E > 0 the following holds 
Qz e”JEi 
2 )e- tmm = e’*/2(1 + ()(l/ml/2+&)), (46) 
i.e., the internal path length is normally distributed with parameters x”(z) and P(z). 
Moreover, the moments of &z) converge to the appropriate moments of the normal 
distribution. 
Proof. It follows directly from (30)-(32). R 
The main problem that remains to be settled is to de-Poissonize Corollary 8, that is, 
to obtain results for the original Bernoulli model. This work is of tauberian type, and 
needs subtle arguments. In Section 3.3 we prove the following result. 
Theorem 9 (De-Poissonization). Consider the Bernoulli model, and let 8(m) and p(m) 
be the values of the mean and the variance of the Poisson model at z = m. Then, for any 
p > 0 and real t in the vicinity of zero 
L,(e”& )exp -- 
( 
z(m) t _ B(m) - m(x”‘(m))2 t2 
fi 2m > 
= 1 + 0(l/m”2-B) (47) 
for large m. 
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The rest is easy. Let X, =x(m) = crmlogm + O(m) and I’,,, = P(m) - 
m2(z’l(m))2 = c,mlogm + O(m). We shall prove below that EL,,, m X,, and 
Var L, N If,, and furthermore that L, converges to the normal distribution with 
parameters X, and V, which completes the proof of Theorem 1. More formally: 
Lemma 10. There exists E > 0 such that 
L(e “&)exp( - tXn/JVnt) = e’212(1 + 0(l/m’i2+E)) (48) 
with 
Var L, = V, + O(m) = P(m) - m(Z’(m))’ + O(m) = c,mlogm + O(m). (49) 
Proof. Observe that e,(t) = L,(e”fi)e - xmt’* ’ 1s the Laplace transform of a ran- 
dom variable /, = (L, - X,)/a. F rom Theorem 9 we know that for any real t the 
moment generating function e,(t) converges to e t2’2 that is, to the standard normal , 
distribution. But, clearly the convergence is also true for any complex t since 
i/,,,(t)1 d /,,,(I tl) + l,( - ItI), so Theorem 9 implies also the convergence in moments. 
Hence 
Var L, 
lim Var(t,) = lim I/ = 1. 
fn+cu m-m m 
Observe that (49) follows directly from the above and (47) [S, 183. 0 
In passing, we note that the large deviation result of Theorem 1A follows 
directly from Lemma 10. Indeed, (48) implies that the generating function of 
Z, = (L, - EL&/~ is uniformly bounded in the vicinity oft = 0. Thus, as in 
Flajolet and Soria [6] we immediately conclude (8) of Theorem Al (iii). 
3.2. Asymptotic solution of the functional equation 
The ultimate goal of this section is to prove the two parts (i) and (ii) of Theorem 
5 above, which justify the procedure used above in Theorem 6 to obtain Eq. (30). We 
found, however, working with L(z, u) rather inconvenient due to the fact that its 
exponential growth makes it hard to control even in a small domain. Therefore, we 
introduce a polynomial kernel which is a functionf(z, u) defined as 
uz, 4 
f(z, cd) = ~ = 
uz, 4 
LX& 4 uquz, 4 up, 4’ (50) 
Note that f- ‘(z, u) = d/dz log L(z, u). 
178 P. Jacquet, W. Szpankowski / Theoretical Computer Science 144 (1995) 161-197 
In the first part of this section, we shall work withf(z, u) as a function of z, so we 
often simplify the notation tof(z). We also writef’(z) to denote the derivative off(z) 
with respect o z. Clearly, the kernelf satisfies the following differential equation: ~ - f’(z) = 1 - f(Lz) +,,;“uz, c ) f(z). (51) 
Since L(0, u) = 1 and L(z, 1) = e’ we also havef(0, u) = 1 andf(z, 1) = 1. 
Our first goal will then be the following technical theorems that are used to prove 
part (i) of Theorem 5. 
Theorem 11A. There exist a neighborhood 9(l) of u = 1, a constant <, and nonnegative 
a(u) and A(u) such that for all real x > r and u I% the following holds: 
a(u)x 1-K(“) <f(x) Q A(u)x~-~(“) where a(u), A(u) -+ 1 as u + 1. 
Theorem 11B. For 6 < 1 and any fl > 0 (with 6 + fi < 1) there exist a neighborhood 
4?(l), a constant 5, and a convex cone V(D, 6) such thatfor a constant B(u) the following 
is true If’(z)1 < B(u)(zl-K(“)+B for Izj > <. 
Provided the above theorems are proved (Sections 3.2.1 and 3.2.2), we immediately 
obtain the following corollary: 
Corollary 11. There exists a polynomial cone %(D, 6), a neighborhood ‘4%(l) of real 
positive u = 1, and a constant 5 such that for Iz( > 5, uniformly in (z, u) for some a(u) and 
A(u) (independent of z) the following holds: 
a(u)lz 1-K(“)I < If((z,u)l d A(u)Izl-K(“)I 
with a(u), A(u) + 1 as u + 1. 
(52) 
Proof. Observe that 
2 f(z) =f (Wz)) + 
s 
f’(x) dx. 
‘J1@) 
Thus, in view of Theorems 11A and llB, we obtain f(z) - f(‘%(z)) = O(Z-“(“)~~+~) 
which leads to (52) provided 6 + /l< 1. 0 
Having shown the above corollary, we can present he proof of Theorem 5(i). Indeed, 
it suffices to observe that log L(z, u) = Jzf ‘(x)dx. 
Our next goal will be establishing another result presented below as Theorem 12 
which is used to prove part (ii) of Theorem 5. For this we need an estimate on higher 
derivatives off (z, u) with respect o u. Define 
f “.Q(Z, u) = & f (Z, u). 
We prove in Section 3.2.3 the following result. 
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Theorem 12. For any fi > 0 and 6 < 1, there exists 4 (1) and a convex cone %(D, 6) such 
thatfor (z, u)E’%[CD, S] x%(l):f~‘~“‘(z, U) = O(z-“(“)+8-f+1). 
Observe now that the proofof Theorem 5(ii) follows directly from the above. Indeed, 
the derivative of akL(z, u)/auk with respect o z is equal to ~?~(f(z))-‘/&~, thus 
$ log L(z, U) = 
s 
i&f-‘(x, u)dx. 
But, the kth derivative of f- ‘(z, u) with respect to u is a sum of terms like 
f<O* k, (z) (f(~))-~ and terms like (f”, i) (z))~(~(z))-“-l (cf. Section 3.2.3). By 
Theorem 12 the former term is of order O(zK@‘-i+~) while the latter is O(Z~(“)-‘+~~). 
Since b > 0 is an arbitrary positive number, the proof of Theorem 5 is finally 
completed. 
In view of the above, we can concentrate on establishing Theorems 11 A, llB, and 
12. The proof of these theorems will themselves depend on a set of five basic facts 
which we state and prove in the remainder of this section. In Section 3.2.1 we prove 
11A; in Section 3.2.2 we prove 1 lB, and in the final Section 3.2.3 we prove Theorem 12, 
thus completing all the steps of Theorem 5. 
We now formulate our five basic facts used to prove Theorems 11 and 12. 
Fact 1. Consider a diflerential inequality oftheformf’(z) Q b(z) - g(z)f(z). Let G(z) be 
the primitive function of g(z). Then for any z and z. 
= f(z) <f(~~)e~(~~)-~(~) + b(x)eC(x)-GCz) dx. 
=o 
Proof. Note that (f(z)exp(G(z)))’ < b(z)exp(G(z)). Thus, integrating this over (zo, z) 
we establish the claim. 0 
Fact 2. For all a and d in a compact set such that a, d > 0 and x--f 00 we have the 
following: for some constant A > 0 
dy = ~“-~(l + 0(1/x)), 
s 
dy = aA~‘+‘-‘~(l + 0(1/x)), 
X 
0 
eaY”dy = &(l + 0(1/x)). 
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In particular, 
1; ex+y) dy = Ax’-~(~ + 0(1/x)). 
Proof. These asymptotic formulas seem to be well known, however, for completeness 
we provide a sketch of proofs for the first two formulas. Let 
z(X) = ~~y’P1exp(~)dy, 
Using the Taylor expansion of the form yb = xb + (y - x)bxb-‘(1 + 0(x-‘)), one 
obtains 
Z(x) = s yx-1 + (y - x)(a - l)xae2(1 + 0(1/x))) 0 
xexp((y - x)xd-‘(1 + O(l/x)))dy 
=(l +0(1/x)) 
s 
xx”-‘exp(-yxd-l)dy 
0 
=x o-d(l + 0(1/x)) 
s 
m emYdy. 
0 
To prove the second formula, let 
x 
J(x) = (x” - y”)exp 
0 
Using against the same Taylor expansion as above, one obtains 
s 
X 
J(x) = ((y - x)ax’-1 1 + O(l/x)))exp((y - x)xd-‘(1 + O(l/x)))dy 
0 
= ax”-‘(1 + 0(1/x)) 
s 
x yexp( - yxd-‘)dy 
0 
=x a+1-2d(l + 0(1/x)) 
s 
m ePYdy. 
0 
and this completes the proof. 0 
Fact 3. (i) Let y,(x) be a sequence of nonnegative continuous functions ofx satisfying 
the recurrence inequality y,, 1 < ym(x) F(x, ym). ZfF(x, y) is continuoius in (x, y), andfor 
all y E [0, ye(O)] and E > 0 we have F(0, y) < 1 - E, then there exists a neighborhood 
3!(O) of x = 0 such that y,(x) uniformly decreases to zero with an exponential rate; more 
precisely y,(x) = 0((1 - E)~). 
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(ii) Under the same hypotheses as above, let now y,+ 1(x) d B(x) + y,(x) F(x, y,). If 
for a small neighborhood %(O) of x = 0 we have F(x, y) < 1 - E for E > 0 and 
max{Wx)U + l/t), YO(X)> < D, w h ere D > 0, then the sequence y,(x) is uniformly 
bounded for XE@(O), that is, y,,,(x) < D. 
(iii) Under the same hypothesis as in (i), the solution y’,“) of y,+ 1 (x) < max{ y,(x), 
y,(x) F(x, y,(x))} uniJormly decays to zero. Similarly, under the assumptions of (ii) y,(x) 
satisfying y,+ 1(x) d max{ y,(x), B(x) + y,,,(x)F(x, y,(x))} is uniformly bounded. 
Proof. These results are direct consequences of the fixed-point theorem. For com- 
pleteness, we show how to prove part (ii). Note that the recurrence has the following 
solution: 
+ YO(X) fi f’k YJ. 
k=O 
which implies (ii). Using mathematical induction one concludes part (iii) from (ii). 0 
Fact 4. Let us consider a neighborhood %( 1) of u = 1 such that 0 < max { pu, qu} d 
v -C 1. Define for m = 1,2, . . . a sequence of increasing compact domains 9,,, as 9,,, = 
{z: %(z)E[& Ym]} with 5 > v (cj Fig. 2). Then, 
zEglP+l- gnl =S puz, quZE5Sm. 
for all z = x + yj. 
Proof. If z E Q,,,+ 1 - 24,,,, then 5~~“’ Q x < <v-(‘“+~), and hence max{ pu, qu}x d 
[Cm. 0 
Fig. 2. The convex cone V(D, 6) and the domains 9$,, defined in Fact 4. 
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Fact 5. Let f (z) be an analytic function de$ned on a convex cone V(D, 6) on which 
f(z) = O(z’) for some c1 when z --* co. Let f Ck)(z) = dk/dzk f (z). Then, for all k 2 1 there 
exists a smaller convex cone W(D’, 6) with D’ < D such that f ‘k’(z) = O(zaekd). 
Proof. By the Cauchy formula [19] 
f ‘k’(z) = & $(w “;;k+I dx 
where the integration is along a complex circle around z. Fix z E W(D, 6), and let z also 
belong to the boundary of another (smaller) cone %‘(D’, 6) (i.e., z = x + iy with 
y = D’x’ where D’ < D) as shown in Fig. 3. We now consider a circle of integration 
that is the largest possible but still contained in the bigger cone %‘(D, 6) (cf. Fig. 3). 
Note that the circle we are working with has the radius smaller than (D - D’) 1~1’. 
Thus, using the fact that 1 f(w) 1 d B 1 w I a for some B and complex w, we finally obtain 
which completes the proof. 0 
3.2.1. Analysis on the real line 
We now prove Theorem 11A. For simplicity we write a and A for a(u) and A(u), and 
K for K(U). Let A,,, and a,,, be upper and lower bounds forf (x)xK(“)-‘on the domain g,,, 
(restricted to the real line) defined in Fact 4. If we prove that both a,,, and A,,, are 
bounded (with respect o m), then we establish our result. We concentrate on the upper 
bound since the lower bound mimics the proof of the upper bound. 
We use induction with respect o m. Clearly, AI is bounded on g1 n %‘(D, 6) since 
L(z, u) is nonzero on this set for some Q(1) due to compactness of g1 n %(D, 6) and 
Fig. 3. Illustration to the proof of Fact 5 
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L(z, 1) = e’. So, let now x denote a real number belonging to 9,,,+ r - 9,,,, and assume 
that f(pux) 6 A,(pux)’ --x and f(qux) d A,(qux)’ -“. Observe now that (50) and the 
above implyf’(x) < 1 - x”-‘A;‘f(x). Thus by Fact 2 with z0 = vx, we have 
f(x) G f(v4 exp - (’ x;yxK) + jiexp(s)dy. 
Multiplying the above by xKel, we obtain A,+1 < maxiA,, A;+l} where 
&+I d A, max 
XE[Y-m,v-m-‘] 
(’ iiyxK) + jlexp(y)dyi. 
We proceed in two steps. First, we let u, = AmvKm, and prove that u, exponentially 
decays to zero. Secondly, we prove that A,,, is an increasing sequence uniformly 
bounded from the above. 
We know, by Fact 2, that 
where q(x) = 1 + 0(1/x). Thus 
“(1 - e- x”” _““‘)(l + 0(1/x)) = xl-?j(X), 
A,+r < max A,,,, A,VKexp ‘. (53) 
which can be reduced to 
V m+1 Q hJ%4 %I) (54) 
where F(u, u,) = max{V, exp( - (u,rc- ‘) + v”q(v; ““)}. Note that F( .;) has the 
form already discussed in Fact 3. Clearly, there exists m. such that F(1, u,J < 1 for 
m > mo, which implies exponential decay of v,. To see this it is enough to observe that 
F(x, 0) = vK < 1 and F( ., .) is a continuous function (for u = 1 one also has A,,, = 1, as 
desired). Thus by (i) of Fact 3, the exponential decay of u, follows. 
Now we return to (53) to get 
A m+l 6 A,max{L(v-“exp( - (G,K)-~) + y~(u,i~‘~))}, 
and then A m+l < (1 + O(u:‘“))A,. Thus 
A ,,+I d Ao fi (1 + O(vj”7) < co, 
j=O 
(55) 
which proves that A,,, are uniformly bounded by A,. Clearly, as 4%( 1) becomes maller 
and smaller (i.e., u + 1) the constant A,(u) tends to 1. 
The lower bound can be shown along the same lines. In particular, we derive 
a,, 1 2 min {a,, a;} where 
&+I > a, min 
XE[Y-m,“--m-‘] 
{v-“exp( -(l ~~~)xK) + jlexp(F)cly}, 
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Since a,vKm < v,, we get am+ 12 (1 - O(v,))a,. This gives the desired result. We also 
have the uniform lower bound am(u) for a,,, tending to 1 as u + 1. 
3.2.2. Analysis on the complex plane 
Now we prove Theorem 11B which extends Theorem 11A to the complex plane 
(more precisely: to a convex cone). We need the following preliminary lemma. 
Lemma 13. Let A, a and @( 1) be de$ned as in Theorem 11 A, and let z = x + iy be such 
that ZEW(D, 6). IfIf’ d Bx-~(“)+~ forsome~>O,andIyl<x’-Pwith~<l-/?, 
(56) 
(57) 
(58) 
(59) 
(60) 
Proof. The proof is a straightforward application off(z) =f(x) + J:f(y)dy and the 
following estimate 1 J:f’(y)dyI < Iz - xlmaxyerx,Zl{f)(y)) [19]. For example, the 
left-hand side of (58) can be proved as follows: z %(f(z)) 2f(x) - Is I f’(y)dy > ax’-” - lyl Bx-~+~. X 
The last two inequalities are direct consequences of the previous ones and 
1 Wf(4) 3fM) -= 
f(z) ~2(f(4) + 32(f(4) - in2(f(4) + 32(f(4)' 
This completes the proof. 0 
Equipped in this result, we proceed to the proof of Theorem 11B. The proof is by 
induction over the domains Q,,, defined in Fact 4. We have already proved in Theorem 
11A that in a neighborhood Q(1) there exist a(u) and A(u) satisfying Theorem 11A 
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such that a(u), A(u) + 1 as u + 1. We further denote these quantities as a and A. We 
consider a convex cone such that the domains g,,, inside such a cone form a compact 
set (Fig. 2). Finally, we assume throughout the proof that 6 < 1 - 8. 
Let B, be an upper bound of lf)(z)IxK(“)--8 where x = S(z). If we prove that B, are 
uniformly bounded, then our theorem is true, since Izl = 0(%(z)) in our convex cone. 
Clearly, B1 is bounded, so we proceed as before by induction. Below, we write 
x = ‘S(z) and y = 3(z). 
Let 
g(z) =I(Lz) + f (Lz) 
so thatf’(z) = 1 - g(z)f(z), and let G(z) be the primitive function of g(z). Using Fact 2, 
we have (with z. = vz) 
f(z) =f(vz)exp(G(vz) - G(z)) + 
s 
1 
exp(G(tz) - G(z))zdt. 
Y 
Differentiating the above, and after some elementary algebra, we obtain 
f’(z) = r(z)exp(G(vz) - G(z)) + 
s 
’ (g(tz) - g(z))exp(G(tz) - G(z))zdt 
with r(z) = (vg(vz) - g(z))f(vz) + vf’(vi) + (1 - v). 
(61) 
Our next task is to estimate various terms in (61) to get a suitable recurrence for B,. 
This is possible since by Fact 4 putz and qutz belong to 5@,,, for all t E [v, l] if z E g,,, + 1, 
and thus we can invoke the induction hypothesis. 
Let us start with an estimate for g(tz). Using (59) and (60) of Lemma 13, we 
immediately obtain 
where F,(a, A, B,) = a-‘(1 - B,)-’ and Fz(u, A, B,) = l/((A + B,)’ + Bz) are 
rational functions of a, A, B, such that Fi (1, LO) = Fz(1, 1,O) = 1. More precisely, we 
have lim,, 1 FIW), 44, h,,(4) = lim,-l ~2(44,44, &,&4) = 1. 
We now estimate %(G(z) - G(tz)). Observe that for z = x + iy 
1 
%(G(z) - G(tz)) = 
s 
!.R(g(zQz)d0 = 
f s 
1 (xYl(g(f9z)) - y3(g(8z))de 
f 
s 
1 
2 ~‘((a - &n)Fz(~, A, &J - x-l IYI &,F,b, A, B,)) P-id0 
* 
2 XK 
1 - tK 
------da, A, B,) 
K 
(62) 
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where F,(a, A, B,) = (a - B,)F2(a, A, B,) - B,FI(a, A, B,) being a rational func- 
tion of a, A, B, such that F,(l, 1,0) = 1. 
Now, we are ready to estimate the terms of the right-hand side in (61). We start with 
r(z). We refer to the previous estimate of g(tz) to get the following: 
Ivg(v(z)) - g(z)1 < (1 + v~-~)x~-‘F~(u, A, B,). 
We also have 
If (vz)l G x ‘-fA+ xjjB,), 
hence 
I(vsW) - s(z))fW G (1 + vK- ‘)F&, A, &J 
with F,(u, A, B,) = Fl(u, A, B,)(A + B,). We easily check that F,(l, 1,O) = 1. Since 
by the hypothesis If’(uz)l < (vx)-~+~B,,,, hence Ir(z)l < B,,,(vx)-~+~ + R(u, B,) with 
R(u, B,) = (1 + vK-’ )F,(u, A, B,) + 1 - v. 
Estimating the integral on the right-hand side of (61) is more intricate to deal with, 
and needs careful computations. First, we estimate g(tz) - g(z) under the integral in 
(61). We take advantage of the identity g(tz) - g(z) = s: g’(0z)z d0. We formally have 
_ g’(z) = (P42f’(Pu4 + (442f’(w4 
f’ (Pd f 2(4u4 
We refer to the estimate If’(z)1 < B,,,x-~+~ and If(z) < xKmlFl(u, A, B,) valid 
for z E Z?Sm to get 
Ig(tz) - g(z)/ Q B,,,x~-~+~ ’ - ta+K-2 p + K + 2 ((Pn)“+’ + (qu)“+‘)(Fr(a, A, B,))‘. (63) 
We observe that (PU)“‘~ + (qu)“‘B = p < 1. Using the estimate on %(G(tz) - G(z)) 
established in (62), one shows 
Is 
1 
(s(zt) - g(z)) exp(W) - G(z)) z dt y 
d &PL(~,(~, A, &))2 
Xp+K-l _ yP+K-l 
fl+lc-1 
v F,(u, A, B,) dy, 
> 
and then by Fact 2 
Is 
1 
(g(zt) - g(z))exp(G(zt) - G(z))zdt d pB,xs-“(1 + O(l/x))F&, A, B,)) 
Y 
with Fda, A, B,) = (Fl(a, A, &,))2(~3@, A, &J-‘. 
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Putting everything together we finally obtain 
If’(z)1 < R(a, B,)exp( - (1 - vK)xKFJ(a, A, B,)) 
+ Bmx-K+P(@5(a, A, B,) + v-“+@exp( - (1 - vK)xKF3(a, A, B,))). 
We use this global estimate to carry out the recurrence for B,,, which becomes 
B,+r < max(B,,Bh+i} (64) 
with 
Bh+ 1 < B,(pF,(a, A, B,) + v-“+8exp( - (1 - v~)v-~“F~(u, A, B,))) 
+ R(u, B,)exp( - (1 - vK)xKF3(u, A, B,)). (65) 
Let us choose (u, B,) in a compact neighborhood of (LO) such that for example 
F,(a, A, B,) > f. We can rewrite (65) as 
K+ 1 G 4&F&, 4 &I) + 5,) + tin 
where 5, = exp( - (1 - v”)v”“/2) and <:, = v““‘&,, are two sequences tending to 0 as 
m -+ co. For any E > 0 we can take m. large enough such that for all m 2 m,: 
Bi+1 G B,(@,(a, A, B,) + s) + a 
In summary, we have 
B ,,,+ I G max{B,, 4J&, &J + E} 
with F6( 1,0) < p + E < 1. Since B,,,(l) = 0 and E > 0 can be made as small as needed 
in a neighborhood %(l) of u = 1, by Fact 3(iii) the sequence B, is uniformly bounded. 
Note that B,(u) is continuous and that B,(l) = 0. This completes the proof of 
Theorem 11B. 0 
In passing, we observe that we have also proved that f-‘(z) = O(zK(“)--l) and 
g(z) = O(zK(“)- 1). 
3.2.3. Finishing the proof of Theorem 5. 
In this subsection we establish Theorem 12. We start with a simple result. 
Lemma 14. Let f”)(z) be the lth derivative off(z). Then, for any fl > 0 and 6 (with 
p + 6 < l), there exists a(l), a constant 5, and a convex cone V(D, 6) such that 
f<“(z) = O(z-K(“)+B-‘+l) for Iz( > 5. 
Proof. The corollary was already proved for I = 0 and I= 1. For arbitrary I, applying 
Fact 5 toy(z) yields f (‘j(z) = O(z- K(U)+~-(z-1)6). Setnow 6 > 1 - E (with E > 0) and 
fi’ + (I - 1)s to prove the corollary due to arbitrariness of /I. 0 
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Now, we are ready to prove Theorem 12 which is repeated below for the reader’s 
convenience. We recall that we use the following notation: 
Theorem 12. For any /I > 0 and 6 < 1, there exists 9(l) and a conuex cone %?(D, 6) such 
thatfor (z, u)E%[D, 6) x9(1):f<‘sk>(z, U) = O(Z-~(“)+~-‘+~). 
Proof. Observe that it suffices to show thatf<O*k’(z, U) = O(Z~-~(“)+~) since by Fact 
5 we obtainf(‘,k)(z, u) = O(z- K(U)+B-*+l) for any /? > 0 as in the proof of Lemma 14. 
To prove f <O,k)(Z, u)= O(Z’-~(~)+B) we proceed by double induction: one with 
respect to k and the other with respect to increasing domains 9,,, as described in 
Fact 4. 
For k = 0, our claim is true by Theorem 11B (in fact, in this case /3 = 0). So, we 
assume now that our theorem is true for all i < k and all I > 0. 
After taking the derivative with respect o u, our basic functional equation (51) is 
transformed into 
az_f-(z, u) <O*l %Pz~ 4 
----= 
az au f Cl, lqz, u) = ““:;;p:;$;; u, + q”;(quz u))2 ( f(z ) u) , > > 
+ f (z, 4 ( 
p2uzf<‘.o’ (puz, u) - pf(puz, u) 
(f(.Puz, u))2 
+ q2uzf <‘*O)(quz, u) - qj-(quz, u) 
(f(puz, u))2 > 
-~~ ( f(pE, u) +/(qE, u) > f co, l) (z, u). 
This formula suggests the following general scheme: 
f’l’k’(z, u) = bk(z) + &(z) - g(z)f (O*lr) (z, u) 
where a,‘(z) being of the form 
R,(z) R2(4 
(f(Puz))“+’ + (fouz))k+l 
(66) 
and Ri(z)‘S are polynomials of degree k + 1 with terms of the form as z’f(“‘)(z, U) at 
points z, puz and quz for i and I strictly smaller than k. Furthermore, 
<“*k) (puz, u) + (f(q;; u))2f<o~k%UZ, 4 
9 
We can easily estimate &(z) and bk(z). For the former, we just note that by the 
induction assumption for i < k - 1 we have z’f<“‘>(z, u) = O(z’-“(“)+8), hence 
ak(z) = O(1). For the latter, we use the induction with respect to the increasing 
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domains g,,, as in the previous proofs. Thus, after elementary calculus we obtain 
lb,Jz)l < pa(u)xS due to (p~)‘@‘+~ + (quyK(“‘+@ = CL < 1, where M(U)+ 1 as u-+ 1. 
Let now C, be the upper bound on jf(“*k)(~, u)z~(“‘-~- ’ 1 over the domains gm. As 
before, we shall prove that C, are uniformly bounded for all m which will complete the 
proof. To develop a recursion for C, we apply Fact 2 to the differential equation (66). 
One derives 
s 
2 
f(“*k)(z, U) =f(vz, U)eG(Yr’-G(z’ + yz @k(X) + bk(X))eG’“‘-G’“‘dx. (67) 
In sequel, we estimate the terms of the above equation in order to obtain a recurrence 
on C,. 
From (62) we have 
jexp(G(vz) - G(z))1 6 exp( - ~~(“‘(1 - V(“‘)F;i(,, A, B,)) 
where FJ(a, A, B,) was defined below (62). Furthermore, by Fact 2 we also have the 
following: 
5 
Z 
&(X)eG(x’-Gcz’dX d ,O1(U)X1-K(u’, 
VZ 
s 
’ bk(x)eG(X’-G(Z’dx Q C,,,~~cc,(u)x~+‘-~‘~‘(l + 0(1/x)) 
I’I 
where pi(u), c(i(u) < cc do not depend on z, and ai -+ 1 as u + 1. 
Putting everything together, we finally obtain 
C m+l d maxi&, CkJ 
where 
CL+ 1 < Pl(U)V@ + C,(p,(u) + vl+o-K(“) 
xexp( - p2(~)~-K(“‘m(l - v”(“‘)))(l 
for some 0 < pz(u) < co and p< 1. Clearly, the 
C,+ 1 < max{G,,, 44 + W, G,K,} 
for some functions, c(a) and F( *, *) such that F(0, _ 
+ W/4) 
last recurrence can be rewritten as 
y) < 1 and c(d) < co where d is the 
diameter of q(l). As in Section 3.2.2, we can now use Fact 3(iii) to show that C, are 
uniformly bounded for some Q(l), and this completes the proof of Theorem 12. Cl 
3.3. De-Poissonization 
In this section, we prove the de-Poissonization Theorem 9 which will complete the 
proof of Theorem 1. We use the Cauchy formula 
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where the integration is over a circle with the center at the origin and radius m. We 
split this circle into two nonoverlapping arcs a,(0) u i,,,(e) = {z: lzl = m} where 
w = meie is a point of the circle as shown in Fig. 4. (We use standard notation for polar 
coordinates, that is, for z = pe” we set p = lz( and 8 = arg(z).) More precisely, for 
w = meie (0 >O) the arc a,(0) is defined as d,(8) = {v: 1~1 = m and - 8 G 
arg(u) d e}, and g,,,(e) = {u: 101 = m) - d,,,(e) (Fig. 4). 
Our proof of the de-Poissonization is based on the ideas already used in Jacquet [S] 
and Rais et al. [17]. Namely, we shall show that the main contribution of the Cauchy 
formula (68) comes from the integration over the arc a,,,(e) while the remaining 
contribution over gm( 0) is exponentially small. 
To proceed along these lines, we need upper bounds for L(z, U) over the arcs A,(0) 
and 2m(0) for some w = mei on the circle of integration. In Theorem 5 we have 
already developed a suitable bound over the first arc, so we need only a bound for 
lL(z, u)l for z E gm(f3). We denote such a bound by L(w, u) for w = me”, that is, 
max,,.2mt0,(lUc 4l> < J% 4.1 n passing, we observe that for w = x real (i.e., 8 = 0) 
the arc a,(O) coincides with the whole circle of integration (of radius m), and 
L(x, U) = L(x, u). Also for any complex w we have L(w, 1) = le”‘l. 
Before we formulate our result, we must introduce some new notation. Let c(( 0) and 
p(u) be two positive function of 8 and u in a neighbourhoods 4Z0(0) and 92!,(l), 
Fig. 4. Illustration of de-Poissonization. 
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respectively, of 0 and 1. Actually, we want a(O) = 1 and p(1) = 0, and, if 8 # 0, then 
cos 8 < ~(0) < 1, and if u # 1, then 1 + p(u) > K(U). 
We prove the following theorem that provides the desired bound for Q, u) over the 
arc z?~( 0). 
Theorem 15. There exist neighborhoods C&~(O) of 8 = 0 and 9,(l) ofu = 1 such thatfor 
some w = pe” 
max { IL(u, u)l} < L(pe”, u) < a(0)exp(a(O)pl+P(“‘). 
L.E2J@’ 
(69) 
where p + 00, provided a(8) = 1 - @‘/4 and 1 + p(u) > K(U). 
Proof. The proof is by induction over increasing domains as already discussed in 
Fact 4. However, since we work now with polar coordinates we redefine them. Let 
9, = {z = pe”: 8 E%~(O) and PE [SpO, v-“pO]) such that 0 < max{pu, qu} G v < 1 
and 4 > v (Fig. 4), Moreover, we require p. > 1 such that for all p > 5p. we have 
a( B)exp(pa(B)) > exp(p cos 0) for tI # 0 and for some (small) aO(0) and e”(l). 
Take now such a small e!,(l) that L(pe”, u) < a( @exp(a(B)p’ +r(u’) holds for u # 1 
or 8 # 0 (i.e., for z E PI). This is possible due to our choice of po. Now, we assume (69) 
is true for all m’ < m and we prove it also holds m + 1. Let ZEN,,,+ 1 - F,,,. From our 
basic functional equation we have for z. = poei’ 
z 
L(z, u) = L(z0, u) + U PUX, u) Uqux, u) dx, 
=o 
which for w = pe” and w. = poei’ translates into 
s 
P 
L( pe”, u) < L( poei’, u) + t(puxeie, u)i;( quxe”, u) dx. 
PO 
Since pux and qux both belong to _!P,,, we have by the induction hypothesis 
L(puxe”, u)L(quxeie, u) < a*(Q)exp(a(B)((pu)‘+‘(” + (qu)l+P(U’)xl+P(u’). 
Observe now that due to 1 + p(u) > K(U) we have (pu)’ +‘(‘) + (qu)’ +@(” < 1 
definition of K(U). Therefore, 
t( pe”, u) d L( poei’, u) + 
s 
or*(e)exp(a(8)x’+~(“‘)dx 
< L(poeie, u) + 1;: U2(e)(~~‘u’exp(a(d)x1’U’Y’)dx, 
which, after integration by parts, leads to 
by the 
L( pe”, u) 6 E( poei’, u) + p9i”j;((JP(u)) (exp(a(@p’+‘(u’) - exp(a(QpA+P(“‘)) 
Q L(poeie, u) + a(e)exp(a(8)p1+“(@) - a(0)exp(a(B)p~+P(“‘) 
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since in B’,(l) we can always choose p. > 1 such that p#“‘(l + p(u)) > 1. Finally, by 
induction L(poeie, U) < a(0)exp(cr(8)p~+“‘“‘) so 
L(peie, u) d fx(@exp(cr(8)p’+““]) 
in Srm+I - 9,, hence also in S,,,+ 1, and this completes the proof of Theorem 15. 
r- 
Finally, we are ready to finish the proof of our main result Theorem 1, by 
completing the proof of the de-Poissonization, namely Theorem 9. To recall, we want 
to prove the following (cf. (47)): 
L,(et/J;;;)exp ( - X(m) t_ 04 - ;~‘(m))i t2 ,/;;r > = 1 + o(l/m1’2-fl). 
We now split the Cauchy formula (68) into two parts, namely 
with Z,(u) being the part of the integration over a,,,(0) and E,(u) the integration over 
d,,,(0) for some w = meie belonging to the circle of integration and lying on the 
boundary of a convex cone %?(D, 6). More precisely, we set 
-m 
Z,(u) = + s Df&’ L(me", u)e-“de, -DDm”-’ 
--111 
E,(u) = + s L(me", u)emm de. /BIE[DmJ--l,X] 
(70) 
(71) 
We compute the above integrals separately. 
We start with (71). From Theorem 15 we have 
IE,(u)l < m!m-“exp(a(Dmd-‘)m’+~(“‘). 
Now, by Stirling’s formula: m! = rn"e--"r( 2nm 1 + 0(1/m)), and after some algebra 
we obtain (setting a(Q) = 1 - e2/4 and 1 + p(u) > K(U)) 
E m (e”fi) = exp( - 0.25D2m2'-' + O(filog m)). 
Thus, as m + cc we have E,(e"J"') + 0 exponentially fast as long as 6 > 2. By 
Theorem 6, g(m)/& = O(& log m) and (F(m)- m(_f'(m))2)/m = O(log m), so 
lim E,(e’/A)exp - t- - 
m-m ( 
f(m) 
h 
t2 F(m)- m(x"r(m))2 
2m > 
= O(ecme) 
for some E > 0 and 6 > 2. 
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Now, we turn our attention to the evaluation of Z,(u) defined in (70). Let us examine 
the following expression: 
mme-mJGi 
Jr&) = m, Im(efiJ;;;)exp 
( 
x(m) - t - - tZ P(m) - 
> Jm 2m’ 
After a change of variables (i.e. 0 = 19/,/k) we obtain 
~ - m(i0 + 1) 
We now assume that 6 > 3. Then, by Theorem 6 for any p > 0 and some q!,(l) 
@me’“) log(l(me”, e’)) = meie + _?(me”)t + 2 t2 + 0(m’+Bt3), 
_?(mei”) = Z(m) + mieZ’(m) + 0( 8 2m1+P) 
P(me”) = F(m) + 0( em1 +b), 
and meie - m - mitI = - mt12/2 + O(m0”). Thus, 
log(l(me”, e’)) - _f(m)t - 
= x”‘(m)miBt - m T + 
which proves that 
r(m) g - m(i0 + 1) 
O(mr+B(l@ + IrV) (72) 
L(me”/J;r;, etiJ1;;) exp 
( 
Z(m)t P(m)t2 
-- - 2m - m(i0 + 1) 
1 
- exp it_?‘(m)0 - q = 0(l/m’/2-a) 
> 
provided m1 ’ 8m - 312 + 0, that is, /? < i; Furthermore, since %(meie - m - mif?) 
< - mt12/4 it is esy to see that for any E < 4 uniformly in t on a compact set and 
m large, we have 
L(me”IJ;;;, e’lJ;;;) exp 
( 
Z(m)t P(m) t2 
-J;;I---m(iQ + 1) 
)I 
< exp(s + .2lel - (0.25 - s)e”) 
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which, by the dominated convergence theorem, leads finally to 
To complete the proof of Theorem 9 it suffices to observe that the above integral is 
equal to exp( - (X’(m))2t2/2). After multiplying the above by exp( - (X”‘(m))‘t2/2) we 
obtain (47). This completes the proof of Theorem 9, and also the proof of Theorem 1. 
q 
In passing, we note that in the course of these derivations we establish a relationship 
between the mean z(z) and the variance t(z) of the Poisson model and the mean EL,,, 
and the variance Var L, of the Bernoulli model. For example, a refinement of the 
above leads to (cf. Lemma 10) 
Var(L,) N P(m) - m(r?f(m))2 + 0.5m2(X”“(m))2. 
Thus, after this long trip we completed the proof of Theorem 1A (and also Theorem 
1B if one “borrows” the variance result from [lo]). 
4. Concluding remarks 
In this paper we settle in the affirmative the conjecture of Aldous and Shields [l] 
concerning the limiting distribution of the number of pharses in the Lempel-Ziv 
parsing scheme. Our result was proved for the asymmetric Bernoulli model. One can 
wonder whether the proposed technique can be extended to prove similar result for 
the Markovian model. We think we can answer in the affirmative, and in these 
concluding remarks we briefly sketch our line of arguments. We hope to publish 
a rigorous proof in a forthcoming paper. 
Assume a binary alphabet C = (0, l}, and let symbols of all strings be generated 
according a Markov chain with the transition probability Pij (i, j E z). We denote by Xi 
(i E C) the stationary probability of the Markov chain. Finally, let L’(u, z) and L(z, u) 
denote respectively the conditional (under the condition that all the strings start with 
character i E C) and unconditional Poisson generating functions of the internal path 
length in a digital search tree. It is not difficult to notice that these functions satisfy the 
following differential-functional equations: 
a-m U) 
aZ 
= L0(7c02u, u)L1(7r1zlJ, u), 
aLitz, u) 
PC L"(piOZU, U)Ll(pilZU, U), aZ iEC. 
(73) 
The clue to our analysis iies - as in the case of the Bernoulli model - in establishing 
the growth rate of L(z, u) which should lead to the limiting distribution in the Poisson 
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model. As in Section 3.2, instead of analyzing directly L’(z, u) (which we expect o have 
exponential growth) we deal with new functions defined as follows: 
f’(z, u) = 
L’(z, u) 
L”(piOUZ, U)L1(pflUZyU)’ 
iEEC. 
We claim that f’(z, u) = O(Z~-~@)) where this time the funtion K(U) satisfies the 
following equation: 
(PO04 KC”) - 1 (polu)K(“) 
hOUP’ (Pll4 d4 _ 1 = 
0 
where IA 1 denote the determinant of a matrix A. Once we have this result, we can 
reason along the lines of Section 3 to prove our claim. Clearly, the analysis is much 
more technical and more challenging. We promise to return to it! 
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Appendix: Proof of Lemma 7A 
We prove Lemma 7A. More generally, let 
u(z) + u’(z) = o(zp) + u(zq) + g(z) 64.1) 
be a differential-functional equation of u(z) such that g(z) = O(log’z) for IzI + co. We 
prove that V(Z) = O(z). 
The proof is by induction over the increasing domains 9,,, as described in Fact 4. 
From Fact 1 we conclude that (A.l) has the following solution: 
s z u(z) = u(vz)e-'('-') + e-’ e”Mp4 + u(w) + &))dx. YZ 
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Let now V,,, be the upper bound on Iu(z)x-‘1 over the domain 9* in the convex cone 
%(D, 6), where z = x + iy. From the induction hypothesis one obtains the following 
recurrence: 
V m+l < max{ V,, G> 
where 
V;+l < Vm(l + ve-v-m(l-v)) + vmm210g2 v. 
The above recurrence falls under the pattern discussed in Fact 3(iii), hence by the 
same arguments as in Section 3.2, we show that V, are uniformly bounded. Lemma 
1A is proved. 
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