Abstract-The increasing integration of wind generation has brought great challenges to small-signal stability analysis of bulk power systems, since the uncertainty of wind generation may considerably affect equilibria of the systems. In this regard, this paper develops a conceptual framework to geometrically measure the influence of uncertainty of wind power injections (WPIs) on the small-signal stability of bulk power systems. We define a new concept in the WPI subspace, which is referred to as the admissible region of uncertain wind generation considering small-signal stability (SSAR). To do this, first the traditional concept of small-signal stability region (SSSR) defined in the nodal power generation injection space is extended to a higher dimensional nodal injection space that incorporates both the deterministic generation injections and the uncertain WPIs. Then the SSAR is obtained by mapping the extended SSSR onto the WPI subspace. The polynomial approximation of the SSAR boundary is given in a closed form. Case studies on the modified New England 39-bus system with multiple wind farms illustrate the SSAR concept and its potential applications.
I. INTRODUCTION

I
NCREASING integration of large-scale wind generation raises great concerns of power system stability, particularly the small-signal stability [1] - [3] . The state-of-art small-signal stability analysis methodology based on eigen-analysis has been facing new challenges due to the transition of power supply paradigm. Generally speaking, integration of wind generation challenges the traditional small-signal stability analysis from two aspects: 1) the dynamics of wind turbine generators (WTGs) differ from the synchronous generators (SGs) and are highly complicated, especially when different controls are involved; 2) the power injections by WTGs cannot be predicted accurately day ahead, hence are highly uncertain. This paper focuses on the second issue, aiming to provide a general methodology for the small-signal stability analysis of a bulk power system with integration of large-scale uncertain wind generation.
From the viewpoint of dynamics, great efforts have been devoted to investigate how the dynamics of WTGs influence the small-signal stability. Ref. [1] characterizes the small-signal dynamic behaviors of DFIG as well as the effects of DFIG parameters by performing modal analysis on an SMIB system with a DFIG. Ref. [2] investigates the impact of increasing penetration of converter-based wind generators on oscillation modes in bulk power systems. In [3] , the effects of DFIG on oscillation modes of a bulk power system are analyzed by replacing SGs with DFIGs. In [4] , it is theoretically analyzed and numerically demonstrated that, under ideal conditions, the dynamics of a DFIG contributes little to the dominant modes of the original power system. Here, the term of "ideal conditions" means that the DFIG is controlled with the maximum power point tracking mode and the dynamic of phase lock loop is neglected in the DFIG model. In such circumstances, the influence of integration of wind farms on the dominant oscillations of the bulk power system can mainly boil down to the equilibrium drift due to the change of wind power injections (WPIs).
As for the uncertainty of wind generation, the Monte Carlo based method, the probability analysis based method, and the stochastic differential equation (SDE) based methods are developed [5] - [7] . In [5] , impacts of wind power uncertainty on small-signal stability are analyzed by performing massive Monte Carlo simulations. The resulting distribution density of critical eigenvalues indicates the probabilistic stability of the power system. In [6] , the probabilistic density function (PDF) of critical modes are derived directly from the PDF of multiple sources of wind generation, providing a systematic method to evaluate the influence of high-penetration wind generation on power system's small-signal stability. In [7] , the mechanical power input of a wind turbine is regarded as a stochastic excitation to the system, leading to an SDE formulation of dynamic power system with uncertain WPI disturbances. Then the standard SDE theory can be deployed to investigate the impacts of the stochastic excitation generated by WPIs on small-signal stability of the power system.
It is worthy of noting that, the aforementioned works are of point-wise fashion, where both the small-signal stability and the impact of wind generation are investigated in state space and rely on a given working point. This paper alternatively investigates the problem from a region-wise fashion. To do that, we directly analyze the influences of wind generation from the perspective of small-signal stability region (SSSR).
Other than traditional eigen-analysis, the SSSR is defined in controllable parameter space or power generation injection space, which depicts the feasibility region subjected to small-signal stability conditions. References [8] and [9] derive sufficient conditions for steady-state security regions to be small-signal stable. Later [10] points out that SSSR's boundary is composed by points of Hopf bifurcation (HB), saddle-node bifurcation (SNB) and singularity induced bifurcation (SIB), where HB is closely related to power system oscillations. Gomes et al. [11] - [15] further propose efficient algorithms to compute SSSR boundaries efficiently. This paper aims to extend the existing concept of SSSR to cope with uncertain WPIs. Particularly, two critical questions are considered: 1) how to find the limits (boundaries) of uncertain wind generation, within which the small-signal stability of system can be guaranteed; 2) how to quantitatively assess the impact of uncertain wind generation on small-signal stability from a region-wise point of view.
To answer these two questions, this paper first proposes a concept of admissible region of wind generation considering small-signal stability (SSAR) that is defined in the space of WPIs. It mathematically depicts the region within which uncertain WPIs vary without breaking the small-signal stability of the bulk power system. Then the uncertainty of wind generation is modelled as an ellipsoidal uncertainty set (EUS). By checking whether or not the uncertainty set is completely inside the SSAR, we can directly judge if there is a certain probability that the WPIs may cause small-signal instability, and how much the probability is. This essentially provides a geometric description for the capability of power system to accommodate uncertain wind generation, enabling quantitative assessment of the smallsignal stability under wind generation uncertainty in an intuitive and visual fashion. The salient features of our methodology can be summarized as follows:
1) The SSAR is a region-wise methodology instead of a point-wise one, hence is of higher efficiency in smallsignal stability analysis. 2) The approximate boundary of SSAR is given in a closed form, hence can directly apply in high-dimensional WPI space.
3) The proposed SSAR is defined in the WPI subspace other than state space, providing more convenience for directly monitoring and controlling the WPIs in real-time operation to avoid or mitigate small-signal instability of power systems. 4) By mapping the SSAR to the lower-dimensional space spanned by the WPIs of interest, it provides the system operator with a graphic tool for system real-time monitoring and control. 5) Our methodology is built on a general formulation of parameterized DAEs. It does not rely on specific dynamics of WTGs, or generators. Therefore, it is easy to incorporate other dynamics of renewable generation and associated controls. The remainder of this paper is organized as follows. Section II introduces the models of dynamic devices of the system. Section III introduces the SSSR theory and generalizes it to incorporate wind generation. The concept of SSAR is proposed in Section IV. Section V addresses the modelling of wind generation uncertainty based on the EUS. Then potential applications of the SSAR are discussed in Section VI. In Section VII, a modified New England 39-bus system with three wind farms is used to perform case studies. Finally, Section VIII concludes the paper.
II. DYNAMIC SYSTEM MODELS
A. SG Models
The model of the SG considers the generator, the excitation system, and the turbine governor.
1) Generator [16] : The third-order model of generator is considered:
with the generator rotor angle δ, the rotor speed ω, nominal grid frequency ω s , inertia of the drive shaft 2) Excitation system: The dynamics of a modified Type ST1A static excitation system [17] is as follows [17] .
3) Turbine governor system with primary frequency control: The turbine governor (TG) model with a primary frequency control is adopted from the PSAT turbine governor model collection [18] , which is 
where x eω is the integral error of the system frequency; t AGCi the signal of AGC dispatch; K R and K I the proportional and integral controller gain, respectively.
As AGC is considered, the TG model should be modified to receive the AGC command. Then (5) is rewritten as
B. Wind Farm Models
In our study, the wind farm is represented by an equivalent aggregated DFIG type wind generator with the corresponding capacity, as many studies did [3] , [20] , [21] . The DFIG dynamic model proposed in [22] is adopted, and the differential equations are listed as follows, including the dynamics of DFIG transient internal voltages (8)- (9) , the drive train (10) , and the PQ-type control loops (11) . The detailed explanation of variables and parameters can be found in [22] .
It should be noted that the methodology of this study is generic and does not rely on specific DFIG dynamic models. Other types of WTGs can also be employed in the formulation.
III. GENERALIZING SSSR
A. Preliminary of SSSR
Mathematically, a power system can be described by a set of DAEs with parameters:
where x ∈ R n , y ∈ R m are vectors of state and algebraic variables, respectively. p ∈ R l is the vector of parameters. Mathematically, (12) can be linearized at a given equilibrium point, yielding the following augmented state equation:
Without loss of clarity, the parameter "p" is omitted for simplification in the following parts. In (13) Theoretically, when each λ i ∈ Λ has a negative real part, the system is small-signal stable. Note that, both A and λ are parameterized by p. Then the parameter vector p can span an l-dimensional space, S p := span {p 1 , p 2 , . . . , p l }, which is referred to as a parameter space. Consequently, the SSSR, denoted by Ω SSSR , can be defined on the parameter space [14] :
where Re (λ i )= real(λ i ) is the real part of λ i . Then the boundary of SSSR, denoted by ∂Ω SSSR , can be further defined as:
where max{Re(λ i )} = 0 refers to HB or SNB, and the singularity ofD refers to SIB. Usually, p can be selected as the active power injection vector of n s generator nodes
T . Assuming that the power loss of the system is neglected and the system load is constant as L, to keep the power balance, the power injections of SGs must satisfy
Then the parameter space is S p s := span {p s1 , p s2 , · · · , p sn s }, which is referred to as SGs' power injection space. The SSSR defined on this power injection space is denoted by Ω SSSR p s . It can be calculated off-line and utilized by system operators on-line. The relative position of an operating point to the SSSR boundaries as well as the distance between them can provide useful information for operators to make decisions in operation.
B. Extending SSSR to Incorporate WPIs
The integration of wind power generation creates challenges to the small-signal stability analysis [3] . The SSSR analysis is in more difficult case as it is concerned with impact of uncertain wind generation on the entire SSSR as well as its boundaries, other than a certain specific working point. Thus the first step is to extend the conventional SSSR concept so as to enable the consideration of uncertain wind power generation.
1) Generator Regulation to Cope with WPIs:
Physically, whenever variation of WPIs causes power unbalance, the SGs will be adjusted either manually or automatically to cope with WPIs in real time. This can be achieved by deploying AGC. According to (6) and (7), it can be checked that, at an arbitrary equilibrium, the power balance is determined by
where n w is the number of WPIs. The subscript "0" means the forecast or scheduled power injection. Δp w j refers to the uncertain part of WPI j , while Δp si is the regulation of the ith nodal power injection of SGs to eliminate the power unbalance caused by n w j =1 Δp w j . Note that in the AGC regulation the mismatched power is allocated to SGs with a given distribution factor vector γ = (γ s1 ,γ s2 , . . . ,γ sn s ) that satisfies n s i=1 γ si = 1. Then according to the AGC model (6) and the power balance condition, we have the following equation at equilibrium
Δp w j (19) 2) Extending SSSR to Incorporate WPIs: To incorporate non-dispatchable WPIs, the SGs' power injection space, S p s , needs to be expanded into a higher-dimensional nodal injection space, denoted by S p e := span {p s1 , . . . , p sn s , p w 1 , . . . , p w n w }. It is spanned by both conventional SGs' power injections and WPIs. Then the extended SSSR can be defined on S p e , which is T . To further take into account the AGC regulation, constraint (19) should also be augmented. Note that the AGC regulation is always associated with a given distribution factor vector γ. Denote the Ω SSSR p e under a certain γ by Ω γ SSSR p e , which is referred to as γ-SSSR. Then it can be defined as
Obviously, there is Ω γ SSSR p e ⊆ Ω SSSR p e , which seems to introduce conservativeness. However, since AGC mode is always determined ex ante, this treatment is reasonable and makes sense for system operation.
Remark 1:
can be regarded as a special case of the SSSR in power injection space complying with operation rules and constraints. Since the constraints are linear, its main characteristics can inherit from that of SSSR. Jia et al. [23] performed a tentative research on SSSR topology, studying on a well-known chaotic 3-bus system with significant simplifications. It presented an example in which a "hole" emerges inside SSSR due to inappropriate AVR parameters. However, the practical power system might not be the case, as such inner HBs have never been observed in practical power systems in the literature. In our studies, we have not seen such phenomenon either. Since the condition that inner HBs emerge is still an open problem mathematically, we make the assumption that all the controller parameters are in appropriate ranges such that there is no holes inside Ω γ SSSR p e , for the sake of avoiding potential theoretic obstacles.
IV. ADMISSIBLE REGION OF WIND GENERATION CONSIDERING SMALL-SIGNAL STABILITY
A. Definition
In a bulk power system with WPIs, it is crucial to mathematically depict the amount of wind power that can be accommodated by the system, without breaking the small-signal stability conditions. To do this, a metric defined in the space of WPIs is desirable. In this regard, we introduce a new concept, admissible region of wind generation considering smallsignal stability (SSAR), which is defined on the WPI space. Let
T be the vector of nodal power injections comprising both the conventional SGs' power injections and the WPIs. Then the SSAR, denoted by Ω SSAR p w is defined as follows.
Definition 1: Let S p w := span {p w 1 , . . . , p w n w } be the WPI subspace. Then the SSAR, Ω SSAR p w , is defined by
where, p s = [I n s 0]p e represents the vector of conventional SGs' power injections, while p w = [0 I n w ]p e is the vector of WPIs. Furthermore, when considering AGC regulation with distribution factor γ, the SSAR, denoted by Ω γ SSAR p w can be defined as:
Definition 2: SSAR with an AGC distribution factor γ (γ-SSAR) is the region defined on the WPI space satisfying
This definition indicates that a WPI vector p w is small-signal stable, if the conventional power injections under the given γ can retain the operating point still inside Ω γ SSSR p e . However, as mentioned previously, it is more practical to use γ-SSAR than SSAR since AGC regulation is always required in power system operation. Thus, this paper will focus on the γ-SSAR.
B. Build SSAR on Extended SSSR
From the definitions of SSSR and SSAR, it can be found that SSAR is the projection of SSSR to the lower-dimensional WPI subspace. That is:
where proj(·) is the projection operator. Similarly, we have
Note that Δp si can be obtained from n w j =1 Δp w j according to (19) . Then SSAR and γ-SSAR can be directly obtained by eliminating Δp si in SSSR and γ-SSSR, respectively.
To illustrate this more clearly, a simple system with one SG and two wind farms is taken as an example. Here S p e := span {p s , p w 1 , p w 2 } constitutes the power injection space. Assume that load L is constant and the unbalanced power is eliminated by the SG, satisfying
Equation (26) indicates that the Ω SSSR p e is a region on a plane in the 3-D power injection space, S p e , determined by (20) . Fig. 1 depicts Ω SSSR p e and Ω SSAR p w . Operating point A in Ω SSAR p w is small-signal stable if there exists p s to make sure that the operating point is in Ω SSSR p e , shown as point B.
To further demonstrate the effect of AGC regulation, another system with two SGs and two wind farms is used for illustration. Here S p e := span {p s1 , p s2 , p w 1 , p w 2 }, the unbalanced power is distributed to two generators with the distribution factor vector γ = (γ s1 ,γ s2 ), satisfying with different distribution factor vector γ, denoted by γ 1 -SSAR and γ 2 -SSAR, respectively on the plane spanned by p w 1 and p w 2 . It can be observed that Ω γ SSAR p w with γ 2 is larger than that with γ 1 . This implies that an optimal γ may enhance power system's small-signal stability.
The location of wind power integration can also have significant effect on the Ω γ SSAR p w , since it changes the power flow of the system. It will be illustrated and discussed in Section VII.
C. Computing SSAR Boundaries
Mathematically, SSAR boundary is described by a set of implicit nonlinear equations, and it is difficult to obtain the analytical expression. In our previous work [15] , a polynomial approximation method is proposed for computing SSSR boundaries based on the implicit function theorem. This can be directly applied to compute boundaries of the extended SSSR. Specifically, in terms of γ-SSSR, the quadratic approximation of ∂Ω Fig. 3 demonstrates the process computing the approximated γ-SSAR boundary. The details of the algorithm can be found in [15] .
According to [15] , the complexity for computing the quadratic approximation of SSSR boundary is O(m 2 (p + q) 3 ) float-pointing operations (flops), where m is the dimension of parameter space, p is the number of state variables and q the number of algebraic variables of the system. Since our methodology is a direct extension of the SSSR, it has the same computational complexity. We would like to highlight that the computation of SSAR boundary is not an iterative process, thus does not suffer from convergence issue.
Remark 2: Since polynomial approximation is used here, we need to consider the truncation error of the approximation. However, the truncation error relies on the shape of the true boundary, it is generally impossible to give a general evaluation. Fortunately, even though the approximation accuracy is only guaranteed around the expansion point, in practice, we nonetheless just care about the segment of the boundary that is closely related to the current working point. In this context, the polynomial approximation makes sense. Yang et al. [15] also provides a systematic method to evaluate the truncation error of the approximate boundary and how to determine the credible region of the approximation, which also apply in our case. One can also obtain the approximate expression of the boundary by using fitting approach to provide an approximate boundary in a broader range. However, how to generate sufficient sample points in high-dimensional space is challenging and usually time consuming.
Remark 3: Generally, the boundary of SSAR is difficult to visualize when n w is greater than three. Thus, in practice, SSAR is usually reduced to a lower-dimensional space (usually up to three) by fixing certain WPIs at their nominal values (say, values at the expansion point). This produces a series of profiles of the SSAR in different WPI subspaces. However, it is worth noting that the approximate boundary of SSAR is in a closed form, hence can directly apply in high-dimensional WPI spaces if one does not care about the visualization. 
V. MODELLING UNCERTAINTY OF WIND GENERATION
According to the concept of SSAR derived in the previous section, a forecast point of wind generation is admissible if it is located inside Ω γ SSAR p w . However, due to existence of forecast error, the realization of wind generation may deviate away from its forecast value. Thus, we need to carefully examine whether or not the deviation could cause the point turn to be out of Ω γ SSAR p w . As shown in Fig. 4 , the dots represent the distribution of forecast error of wind generation. It is observed that some of the dots are outside the SSAR, indicating a certain possibility of small-signal instability of the power system. This simple example demonstrates that the SSAR can serve as a geometric measure to assess the probability of small-signal stability of the power system with uncertain wind generation. To do this, we need to properly formulate the wind generation uncertainty.
From the aforementioned example, the uncertainty of wind generation is modelled as forecast error. This approach has been extensively investigated in the literature in terms of unit commitment and system planning [24] - [29] . The uncertainty set, expressed by a set of inequalities, is a region covering certain confidence level (say, 95%) of possible realizations of a predict point under forecast error [24] . There are usually polyhedral sets [26] , [27] or ellipsoidal sets [24] , [28] . This paper uses the EUS due to its concise expression and the ability to model correlations among different WPIs. It should be noted that our approach is general and other kinds of uncertainty sets also can apply.
The uncertain wind generation can be described by the following generalized EUS:
where, w is the WPI vector under forecast errors, w 0 the vector of forecast point. Denote WFE i as the forecast error of the ith WPI, and the matrix Q is a symmetric positive definite matrix which describes the distribution of WFEs as well as their spatial correlations. In this study Q is constructed in the form of covariance matrix as follows
where σ i is the standard deviation of WFE i ; ρ ij describes the correlation between WFE i and WFE j . In practice, Q can be obtained by statistics of historical data. To do this, we collect the historical data of each wind farm i, including the prediction valuesw t i and real-time measurements w t i . Assume the number of data points is N , then the standard deviation of prediction error is computed by
The correlation coefficient ρ ij of the prediction errors between wind farms i and j can be computed by
Then the covariance matrix Q can be obtained. Usually, to consider the seasonal varying of the covariance, it would be better to adopt latest historical data for statistics.
In (30), η represents the uncertainty measure determined by the confidence level of preference. One can adjust the robustness of W EUS by altering the value of η. Generally, the larger η is, the larger the W EUS is. Since a too large η may bring overconservativeness to the admissibility assessment, we need to minimize η, rendering the following optimization problem min η
where p sample w is the collection of samples under forecast errors. "Pr" means probability. α is the confidence probability. To solve (34) efficiently, a simple bisection-technique based algorithm can be deployed, as shown in Fig. 5 . In the algorithm M is a sufficiently large positive number, and the initial W EUS (η = M/2) determined by M can cover at least 95% of the samples. With the bisection searching, the maximum iteration number is no more than [log 2 ( 
VI. POTENTIAL APPLICATIONS
The proposed SSAR provides a geometrical metric on the small-signal stability of the power system under uncertain wind generation, characterizing exactly how much uncertainty the system can accommodate without causing instability. It is useful in power system security assessment issues. Several potential applications are suggested.
1) Small-signal stability assessment: With the EUS presented above, it is easy to justify that the subset W s = 
is admissible and ensures the smallsignal stability of the power system, while the subset
EUS \W s is inadmissible as any point contained in W u corresponds to a small-signal unstable state of the power system. Thus, the SSAR provides a quantitative way to assess not only whether or not the bulk power system is small-signal stable with forecast wind generation, but also with an uncertain set of forecast error. The correlation among multiple WPIs can also be taken into account. Besides, if the uncertain wind generation cannot be fully accommodated, it can quantitatively measure the probability of the bulk power system being stable or unstable under the uncertainty.
2) Stability margin and vulnerable direction of wind generation variation:
The EUS shrinks with decreasing confidence probability α. In case the EUS intersects with the SSAR boundary, if one gradually reduces α until the boundary of EUS is tangent with the SSAR boundary, then the direction from the forecast point toward the tangent point, denoted by D vulner , can be regarded as the most vulnerable direction of wind generation variation. Accordingly, the distance between the forecast point and the tangent point provides the least margins of WPIs, which can serve as an indicator to perceive potential risky variations of wind generation. 3) Robust SSSR: As the situation where the EUS is tangent with the SSAR boundary indicates a critical state that the system is small-signal stable under uncertainty, the binding forecast point can be seen as a boundary point of a region within which the system can withstand the uncertainty of wind generation and maintain stability. This new region is essentially a robust SSSR against all uncertainty of wind generation under consideration. In system monitoring, if the forecast operating point is outside this region, the system has certain probability of losing stability, and preventive actions could be taken for the sake of enhancing operation security.
4) Wind generation curtailment:
The part of the EUS outside the SSAR boundary could be eliminated by adjusting the wind generation, e.g., curtailment. However, it is a challenging task for system operators as there are numerous adjustable directions. The dimension-reduced EUS and SSAR boundaries on different nodal injection subspaces may facilitate finding out the feasible adjustment of wind generation to improve stability in a visualized fashion. This problem also can be formulated as an optimization problem to minimizing the amount of wind generation curtailment such that the stability requirement can be satisfied. Remark 4: Note that the methodology of this study has potential for application in optimal power dispatch problems, in which the SSAR boundary can serve as stability constraints. Ref. [19] provides an enlightening approach which augments the economic power dispatch problem with stability constraints. In [19] , for an operating point, the distance to stability boundaries are implicitly tracked, by stating additional normal vector constraints in the cost optimization problem. In addition, a robustness region is put around the operating point. By forcing the robustness region into the feasible and stable area, the robustness of stability is ensured. Compared with the work in [19] , the differences as well as the main contributions of our study are as follows: 1) what the SSAR depicts is not a traditional SSSR, but the admissible region to quantify how much uncertainty a power system can accommodate without causing small-signal instability. It is defined in WPI subspaces. 2) we provide an explicit stability boundary expression, which can serve as an explicit operation constraint not only in optimization problem, but also in system security monitoring, online operation adjustments, etc. 3) compared with the robustness region representing the intervals of uncertain parameters in [19] , the EUS can consider the correlations of geometrically distributed wind generation uncertainties, which conforms to reality and is less conservative. Due to its generality, many other forms of uncertainty set can also apply in our work. 4) the high-dimensional SSAR and EUS can be flexibly projected to any lower-dimension subspaces of interest, thus facilitating the monitoring as well as the feasible adjustments in a visualized fashion.
VII. ILLUSTRATIVE EXAMPLES
In this section, the New England 39-bus system [30] is modified and employed to illustrate the concept of SSAR. Three wind farms W 1 , W 2 and W 3 are connected to the grid at buses 20, 22, and 25, respectively. The capacities of W 1 , W 2 and W 3 are 1500 MW, 1200 MW and 800 MW, respectively. The base value is chosen as S B = 100 MVA.
A. Base Case
In base case, the generator G3, G4, and G9 are assigned with the AGC responsibility, and γ = [0, 0, 1/3, 1/3, 0, 0, 0, 0, 1/3, 0]
T . WFE 1 − WFE 3 are assumed to follow the beta distribution as many studies did [31] , [32] . The analytical expression of beta distribution is shown in Appendix A. Thus, 10000 scenarios of WFE 1 − WFE 3 are generated following the method in [33] , supposing the forecast generation as (p w 10 , p w 20 , p w 30 ) = (10 p.u., 6.5 p.u., 2.0 p.u.) , and the standard deviations are σ 1 = 0.4, σ 2 = 0.5, σ 3 = 0.4, respectively. The product moment correlations between
The EUS is constructed following the algorithm in Fig. 5 . In the algorithm, by setting η up 0 = 100, η low 0 = 0, ε = 10 −3 , and the confidence level α = 95%, the result η = 7.90 is obtained after 17 iterations within 0.02 second. The EUS and part of the γ-SSAR boundary are depicted in Fig. 6 , in which the red points stand for the possible realization of wind generation (scenarios) under forecast error, and the green ellipsoid is the EUS. The searching algorithm is adopted to obtain the exact boundary.
Dynamical simulations are performed to test the validity of the γ-SSAR. The operating point A (p w 1A , p w 2A , p w 3A ) = (6.5 p.u., 6.5 p.u., 2.0 p.u.) inside the γ-SSAR, point B (p w 1B , p w 2B , p w 3B ) = (9.14 p.u., 9.14 p.u., 2.0 p.u.) on the exact γ-SSAR boundary, and point C (p w 1C , p w 2C , p w 3C ) = (10.6 p.u., 10.6 p.u., 2.0 p.u.) outside the γ-SSAR, respectively, are chosen for the test. In the simulation, a disturbance is imposed on bus 9 at the time 1s. Fig. 7 shows the dynamic responses of active power of G10 after the perturbation, which exhibits a damped oscillatory response on point A (inside γ-SSAR), a (almost) pure oscillatory response on point B (on γ-SSAR boundary), and an increasing oscillatory response on point C (outside γ-SSAR), respectively. The results well demonstrate the validity of the computed γ-SSAR. Fig. 6 shows that some possible scenarios are located outside the γ-SSAR, and the EUS intersects with the γ-SSAR boundary. The instability probability under the uncertainty of wind generation, denoted by P instab , could be calculated via integration approach as the expressions of the EUS and γ-SSAR boundary are both known. However, it is not easy as the expression of SSAR boundaries can be very complex. Therefore we alternatively adopt a Monte Carlo method to evaluate the instability probability using the equation below
where, P instab is the probability of small-signal instability; N total the number of total scenarios, N out the number of scenarios outside the γ-SSAR. In this case N out = 472, N total = 10000, thus P instab = 4.72%.
B. Quadratic Approximation of SSAR Boundary
We compute the quadratic approximation of the γ-SSAR boundary with the expression (29) , at the expansion point (p w 1 , p w 2 , p w 3 ) = (10.7 p.u., 7.06 p.u., 2.0 p.u.). The result is shown in Fig. 8 , which is satisfyingly consistent with the accurate boundary. The three 2-D projections of the quadratic approximate boundary are further illustrated in Fig. 9 . Compared with the 2-D accurate boundaries, they confirm the validity of the approximate boundary. The coefficients of the quadratic approximation are given in Table B .I in Appendix B.
Ref. [15] proposed an approach evaluating the truncation error between the approximate and accurate boundaries, which is adopted in this study. Table B .II lists the truncation errors of several sample points on the quadratic approximate boundary, as well as their distances to the expansion point. The results demonstrate the accuracy of the approximation. Since the expression of the approximate γ-SSAR boundary is known, the instability probability can be calculated with no need of processing any eigen-analysis, but directly by substituting the scenarios into the expression and then merely examining the signs of results. By this approach, we counted the number of scenarios outside the approximate γ-SSAR boundary asÑ out = 401, and accordinglyP instab = 4.01%. The result is slightly smaller than that obtained in Section VII-A, but this approach avoids massive computation for searching the exact γ-SSAR boundary, thus has much higher efficiency.
C. Effect of AGC Distribution Factor γ
As mentioned previously, the γ-SSAR boundary varies according to different γ. To illustrate this, the γ-SSAR under T is computed. The exact γ 2 -SSAR boundary is then depicted and compared with that in the base case in Fig. 10 . The distribution factor vector in the base case is denoted as γ 1 . As shown in Fig. 10 , γ 2 -SSAR is obviously smaller than γ 1 -SSAR, which implies that the AGC distribution strategy could be crucial when promoting the penetration of wind generation, which is worthy of further investigation.
D. Effect of WPI Locations
The location of the WPIs has significant effect on the SSAR boundary. To illustrate this, the locations of W 1 and W 2 are changed from buses 20, 22 to buses 21, 23, respectively. The corresponding exact γ 1 -SSAR boundary is depicted in Fig. 11 , and compared with the γ 1 -SSAR boundary in base case. It can be seen that under the new location of WPI integration, the system could accommodate more wind generation, while guaranteeing the small-signal stability. One implication is the SSAR could be deployed to provide evidences for the location selection of wind generation, in consideration of small-signal stability.
E. Effect of WFEs' Correlation
In the base case, WFE 1 − WFE 3 are strongly correlated. Here, the case of weak correlation is studied. Assume that ρ(Δp w 1 , Δp w 2 ) = ρ(Δp w 2 , Δp w 3 ) = ρ(Δp w 1 , Δp w 3 ) = 0.1, and other characteristics of the forecast error distribution are unchanged. 10000 random points and the EUS are generated in the same way as in the base case, shown with the γ 1 -SSAR boundary in Fig. 12 . The resulted P instab is reduced to 3.64%, accordingly theP instab computed employing the approximate γ 1 -SSAR boundary is 3.07%. It should be pointed out that this does not imply that weak correlation of WFEs must lead to lower instability probability. Our methodology, however, provides a quantitative way to assess the effect of correlation. 
F. Security Assessments
The security assessment can be performed on 2-D spaces that is easy to visualize and most likely to apply in practical system monitoring. Assume that the SSAR boundary and the distributions of WFE 1 − WFE 3 are the same as in the base case.
1) Vulnerable direction of wind generation variation:
The EUS is tangent with the SSAR boundary when α decreases to 75%, as shown in Fig. 13 , where O is the forecast point, A is the point of tangency and B locates outside the level set with α = 75% but inside the SSAR. Obviously, point A has a smaller α than that of the point B, which means the system has a larger probability to operate at A than B. Since A is on the SSAR boundary which indicates a critical stability state while B is stable still with certain stability margin, it is reasonable to take direction −→ OA as the most vulnerable direction of the possible variation of wind generation. 2) Stability margin: In Fig. 13 , it is easy to observe that the least margin of WPI 1 is 0.70 p.u. while that of WPI 2 is 0.55 p.u. In practice, multiple profiles in different 2-D planes can be generated according to different WPIs of interest. Then the SSAR and its boundary are capable of providing system operators a visual tool to monitor the small-signal stability of the power system under uncertain wind generation. 3) Wind generation adjustments: When the instability probability for certain forecast point is too large to be acceptable, it is necessary to adjust the outputs of wind farms, say, wind spillage. The dimension-reduced SSARs and EUSs on different 2-D planes then are helpful to identify which WPIs are responsible to be adjusted to reduce the instability probability such that it turns to be acceptable. Fig. 14 margin. Thus, to reduce the probability of losing stability, p w 1 and p w 2 should be decreased. Furthermore, according to Fig. 13 , we speculate cautiously that decreasing p w 1 will improve the stability level more efficiently than decreasing p w 2 , since the angle between the major axis of the EUS and the p w 1 axis is smaller. Meanwhile, we conjecture from Fig. 14(b) that decreasing p w 3 would lower the stability level other than to enhance it as one's common sense, since it will move the EUS closer to the SSAR boundary. To justify the speculation above, a test is performed by reducing the p w i0 (i = 1, 2, 3) in four different directions, while keeping the amount of reduction constant as 0.2 p.u. Table I lists the corresponding instability probabilities in the original 3-D space after adjustments, where P instab is obtained with the exact γ 1 -SSAR boundary, and P instab is obtained employing the quadratic approximate γ 1 -SSAR boundary at the expansion point (p w 1 , p w 2 , p w 3 ) = (10.7 p.u., 7.06 p.u., 2.0 p.u.). The test results well verify the speculation since the instability probability of Scenario #3 is larger than that of Scenario #1 but smaller than that of Scenario #2, while the instability probability of Scenario #4 is larger than that before adjustment. The result reveals that wind generation curtailment does not necessarily facilitate the small-signal stability of power systems, which is opposite to common sense. In such a situation, the operators have to choose the direction of curtailment carefully. In this sense, the proposed SSAR concept enables a graphic approach to support the operators' decision making on wind generation adjustment in a visual manner. However, to determine an optimal direction for wind generation adjustment in bulk power system operation, the current graphic tool is not enough, and some programming tools should be employed. In such a circumstance, the SSAR boundary could provide the programming with explicit constraints, remarkably reducing the computation complexity.
VIII. CONCLUDING REMARKS
This paper develops a conceptual tool, the SSAR, to geometrically depict the limit to admit the uncertainty of WPIs without loss of small-signal stability in a bulk power system. We derive it by extending the conventional SSSR concept and elucidate the maps among different nodal injection spaces. Theoretic analysis and simulations illustrate that the SSAR is capable of evaluating influences of uncertainty on small-signal stability from a region-wise point of view, leading to an intuitive but essential understanding on this challenging issue. This enables a simple way to measure and visualize stability boundaries in the uncertainty space of interest, which is highly desired by operators and engineers. Although the concept derived in this paper is in terms of the issue of wind generation integration, it is quite general and can be directly applied to handle other uncertain renewable resources.
Some interesting research directions are open, including the fundamental theory, computational algorithms and applications. For the fundamental theory, it is natural to associate the SSAR with the power system flexibility, extending the traditional flexibility research from steady state security to system stability, and providing more insights on how to cope with uncertainty in operation. On the other hand, as mentioned in Section IV-C, it is crucial albeit to develop efficient approaches to explicitly describe the boundaries of SSAR accurately in a global point of view. Another important research is to investigate the applications of SSAR to security monitoring, precaution and dispatch in power systems with large-scale uncertain renewable generation. 
