Abstract-A generalized diversity channel is introduced that models a variety of wireless communication systems that use time, frequency, multipath, and/or antenna diversity with various interbranch correlations between signaling waveforms and the fading and additive noise processes. In the context of this general model, a systematic approach to the design and analysis of optimum noncoherent differential phase-shift keying (DPSK) receivers is introduced. In particular, it is shown how the minimum error probability (MEP) and the generalized likelihood ratio tests (GLRT) can be applied to obtain optimal noncoherent combining rules. A comparative error-rate analysis of the GLRT and MEP detectors and an ad hoc equal-gain combiner is provided for binary signaling, and the suitability of the three schemes is determined as a function of fading characteristics. The asymptotic bit-error-rate analysis is undertaken for the MEP detector for slow and fast fading channels. An estimator-detector decomposition of the noncoherent MEP rule is obtained which allows an insightful comparative study of the fundamental limits of binary phase-shift keying and DPSK modulation-detection methods for both slow and fast fading. The results of this paper are also applicable to postdecorrelative receivers in multiuser channels.
I. INTRODUCTION

D
IFFERENTIAL phase-shift keying (DPSK) is a simple and attractive modulation method for fading channels such as those encountered in wireless personal, mobile, and indoor communications. In contrast to coherent phase-shift keying, where joint channel estimation and data detection must be performed (cf. [3] , [7] ), the problem of signal reception for DPSK can be accomplished without complex channelestimation algorithms to track the rapidly changing fading parameters. Past work has only dealt with the independent Paper approved by P. Y. Kam, the Editor for Modulation and Detection for Wireless Systems. Manuscript received June 5, 1997; revised October 12, 1998 and February 1, 1999 . This work was supported in part by NSF Grant NCR-9406069. This paper was presented in part at the Conference on Information Sciences and Systems, Johns Hopkins University, Baltimore, MD, March 1997.
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Publisher Item Identifier S 0090-6778(99)07480-2. diversity Rayleigh fading model where the signals in the various diversity branches are effectively assumed to be orthogonal, and the fading processes across diversity branches are mutually independent and even identical (cf. [1] , [2] , [8] , [10] , [18] , [19] ). While such assumptions avoid the analytical difficulties associated with correlated diversity channels, they can often be too restrictive to model many practical systems (cf. [6] , [11] ). In this paper, we introduce the generalized diversity Rayleigh fading (GDRF) channel. The GDRF channel admits nonidentical diversity branches with interbranch signal and fading correlations. The GDRF channel models a variety of diversity communication systems including multipath diversity, time or frequency diversity, receiver antenna diversity, etc. For example, correlations in the fading processes may result in the case of receiver or transmitter antenna diversity systems, when space limitations (such as on a handheld telephone) dictate that the antennas cannot be sufficiently separated [6] . In time or frequency diversity systems, it may arise due to stringent delay or bandwidth constraints, respectively [6] , [11] . The signal correlations can arise in the case of multipath diversity because the various time-translates of the waveform that arrive at the receiver are often not mutually orthogonal. In general, it can be said that the correlated diversity channel results when systems employ diversity with discipline. No resource (space, time, bandwidth) is used as if it is freely available.
In the context of DPSK modulation, it is appropriate to consider two distinct channel models which we will refer to in this work as slow and fast fading. Where automobile velocities are sufficiently low and/or the data rates are sufficiently high, it is realistic to assume the constancy of the fading parameters over two successive time intervals. We will call this the slowly fading channel. The general case of fast fading channel is also considered where the fading coefficients fluctuate from symbol to symbol but are still assumed to be constant over a symbol duration. Such fluctuations arise in mobile communication at high automobile speeds and data rates due to the Doppler effect caused by the relative movement between transmitter and receiver. In either case, the availability of perfect knowledge of the fading coefficients at the receiver cannot be assumed.
The emphasis of this paper is on developing an insightful and systematic approach to the design and analysis of optimum noncoherent DPSK receivers for slow as well as fast fading GDRF channels. Our work sheds new light even on the classical identical and independent slow and fast fading diversity channels that have received much attention even in recent years (cf. [18] , [8] , [1] , [10] , [2] ). For slowly fading GDRF channels, the application of the generalized likelihood ratio test (GLRT) is proposed. For slow and fast fading channels, a noncoherent minimum error probability (MEP) formulation is given. The resulting MEP detector can also be thought of as a noncoherent maximal-ratio combiner (MRC). A simple and unified formula for exact bit-error rates (BER's) for the GLRT detector, the noncoherent MEP rule, and the popular, but ad hoc, equal-gain combiner (EGC) is obtained. A comparative error-rate analysis of the three detectors is provided, and the suitability (or lack thereof) of the three schemes is determined as a function of fading characteristics. Particular emphasis is given to the interpretation and the exact and asymptotic error-rate analysis of the MEP detector. Our results for the single-user channel can also be applied to the multiuser waveform diversity channel to yield postcombining decorrelative multiuser detectors with superior performance relative to the ad hoc postcombining decorrelative EGC proposed in [21] , [5] and [22] .
II. THE GENERALIZED DIVERSITY CHANNEL
There are many descriptions of various diversity communication systems in the literature, and they are usually based on assumptions of independent and even identical diversity across diversity branches. The purpose of this section is to establish a unified description of the many known and even several new diversity methods and later demonstrate that they can all be analyzed at once in our unified framework. Furthermore, we also consider realistic applications where correlations within the additive noise processes and within the multiplicative fading processes exist due to a variety of reasons. Most of these reasons can be traced to the need for employing diversity with discipline, i.e., when resources such as time, space, and bandwidth are limited.
Let the vector of complex baseband signaling waveforms in the "waveform diversity" channels be defined as (1) where denotes the time in the th symbol interval. Waveform diversity may arise, for example, in frequency diversity or from the multiple resolvable paths in frequency-selective fading (cf. [14] ). Let be the -dimensional signal-correlation matrix. The symbol denotes the th symbol interval over which there is no intersymbol interference (ISI) (we mask out the ISI in multipath diversity as described in [14] ). Implicit here is the assumption that the multipath spread is small compared to the symbol interval. We will, without loss of generality, let each of the waveforms be normalized to unit energy so that the diagonal elements of are equal to unity.
Let be a vector of complex fading coefficients for the waveform diversity channels of the th receiver antenna in the th symbol interval. Hence, the total diversity order is . We assume that the fading coefficients are essentially constant over the duration of one symbol interval.
The complex baseband representation of the signal that arrives in the th symbol interval at the th receiving antenna can hence be written as (2) where is the additive complex zero-mean white Gaussian noise process at the th antenna and is the average total received energy in all channels. In DPSK modulation, the symbol represents the th differentially encoded symbol belonging to a multiple phase-shift keying constellation . The information symbol is related to the differentially encoded symbols according to the equation . In the case of coherent modulation, can be regarded as the th information symbol in a quadrature amplitude modulation (QAM) alphabet.
Stacking the fading coefficients antenna-wise, we define . We also define the dimensional block-diagonal matrix of signals with blocks that are -dimensional column vectors with identical nonzero diagonal elements equal to the vector . Stacking the received waveforms and additive noise processes to define and , we have the vector version of (2) given as
The additive vector noise processes in are assumed to be jointly wide-sense stationary and white in time within and across branches so that for . However, they are allowed to be correlated in space, i.e., the noise processes in the different antennas may be correlated. Such correlation may arise, for example, due to a common feed. We define their correlation matrix through (4) where represents the height of the power spectral density (PSD) of the noise in, for example, the first receiving antenna, so that the first diagonal element of the matrix is normalized to unity. The particular case of independent additive noises leads to a diagonal matrix for and the further special case of independent and identical noises leads to being an identity matrix.
Working with the assumption that the portion of the symbol interval that consists of ISI is masked out [14] , it can easily be shown that the sufficient statistics for the problem at hand can be obtained as (5) Substituting the expression for given in (3), we have the discrete-time model (6) where the generalized correlation matrix is defined as (7) Note that it is only when is diagonal that the matrix is a block-diagonal matrix with identical diagonal blocks equal to the -dimensional signal-correlation matrix . According to our assumptions on the noise processes in , it can be shown that and zero-mean additive noise vectors are statistically independent for with a common correlation matrix . In the case of Rayleigh (Rician) fading, which will be of primary interest in this paper, the vector fading process is modeled as a zero-mean (nonzero-mean) complex Gaussian process. The correlation function is defined through the matrices which we denote as . Widesense stationarity of the fading process allows us to write . In the case of the slow fading assumption of this paper, we assume that the fading coefficients in two successive intervals are identical so that are identical for . In the widesense stationary case, we have for slow fading. In the case of fast fading, the fading coefficients can vary from one symbol interval to the next (but are still assumed to be essentially constant within one symbol interval).
It finally remains to ensure that represents the average total received energy. This requires that (8) which in turn implies that must be normalized according to (9) where is the th diagonal block of . In summary, we have the discrete-time GDRF model in (6) as a result of performing information lossless front-end analog-to-digital processing for a wide variety of diversity communication systems.
The particular cases of independent and identical diversity channels that are most often considered in the literature can be seen to be applications where each of the three matrices and are equal (within a scale constant) to the identity matrix. The slightly more general case where the diagonal elements of are not identical gives rise to the independent (but not identical) diversity channel. 1 Before we leave this section, we describe the applicability of our GDRF model to several diversity techniques. In particular, we describe, receiver antenna diversity, waveform diversity, and a combination of receiver and waveform diversity. This list is far from complete, as many other diversity methods such 1 The choice of the term "correlated Rayleigh fading channel" in [2] refers to temporal correlation in the fading processes which are nevertheless identical and mutually independent in the different diversity branches. The models considered in [18] , [8] , or [2] correspond to an independent, identical diversity, fast Rayleigh fading channel where 6 nn (m) is not independent of m.
as transmit antenna diversity can be described by the GDRF model as well.
A. Receiver Antenna Diversity
An important instance of our GDRF model arises in the case where there are antennas but no waveform diversity, i.e.,
. The matrix simplifies to where is the identity matrix of dimension . In this case, . Moreover, when the antenna spacing is not sufficient, as might be the case in applications with space constraints such as on a handheld or laptop communication device, the correlation matrix is nontrivial (i.e., they cannot be equal to a scale constant times the identity matrix).
B. Waveform Diversity
Another important instance of the GDRF model is a system where there is only one receiving antenna but multiple received waveforms as in frequency diversity or multipath diversity due to frequency-selective fading (cf. [14] ). In frequency diversity, for example, one assigns different frequency bands to each waveform . Usually it is understood that these frequency bands are sufficiently separated, such that the fading in the branches is independent. In the mobile radio case, these separations may be in the order of 1-2 MHz [6] . However, as we can account for correlations in our GDRF model, we may choose more closely spaced, possibly even correlated waveforms, for each user, thereby requiring less bandwidth. In frequency-selective fading (10) where denotes the number of multiple resolvable paths in the equivalent tapped delay line model for the channel and is equal to the integer part of the ratio of the signal bandwidth to the coherence bandwidth of the channel. The correlation matrix plays the role of the correlation matrix of the possibly nonorthogonal time-translates of the signaling waveform by integer multiples of the inverse of the signal bandwidth.
C. Combined Waveform and Receiver Antenna Diversity
Consider a system with multiple receiver antennas in which the transmitted waveform has a bandwidth that is large compared to the coherence bandwidth of the channel. This gives rise to multipath diversity as described in the previous subsection at each receiver antenna. In the particular case where the additive noise processes across diversity branches are independent and identical, the generalized correlation matrix has a block diagonal structure with identical diagonal blocks (of dimension ) where the th block is equal to . More generally, need not be diagonal, in which case the generalized correlation matrix is not block diagonal.
III. RECEIVER DESIGN
It is of interest to investigate how receivers should be optimally designed for the GDRF channel model. Note that the waveform and fading correlations in general will degrade performance, but rather than fixing the receiver that is optimal for the independent and identical diversity channel and analyzing its performance degradation due to signal and/or fading correlations as was done in [11] , we take the approach of designing receivers that are optimal for the GDRF channel and analyze their performance, thereby characterizing the fundamental degradations due to those correlations.
In this paper, in order to obtain, for example, the zeroth information symbol, we restrict attention to the observations in the zeroth and the previous time interval, i.e., to and as described in (6) . It is possible, using the principles described in this section, to easily extend the results on receiver design to the case where decisions are based on more than two successive observations.
A. The GLRT
The problem is to find a good decision rule for the data symbol based only on the observations and . The matrix is assumed to be known. However, since we are interested in noncoherent detection, the fading coefficient realizations and are unknown. In order not to have to estimate even the statistics of the fading processes, the correlation matrices for are assumed unknown as well. The average received signal energy and the noise PSD height are assumed to be not known either. A direct application of the GLRT to the problem as stated does not yield meaningful results. Even though and are not equal in the fast fading channel, one hopes that at least for the not-so-fast fading channels they are not likely to differ from each other very much. Let us then proceed, for the purpose of deriving the decision rule, to make the assumption that these two vectors are identical to each other (but still unknown), and then apply the GLRT rule. The analysis of the resulting scheme for the fast fading channel must, of course, consider that the correlation matrices are not all equal. It can easily be shown that the logarithm of the likelihood function of the pair and conditioned on and and is maximized over the unknown vector by the vector given as (11) The resulting generalized likelihood function can be simplified under each hypothesis corresponding to the values of the pair in so that the pair belongs to (12) We are only interested in the hypotheses corresponding to the values of . In turn, is equal to the product . Fortunately, the generalized likelihood functions are equal for all the pairs whose products are equal so that the rule in (12) reduces to (13) In the special case of binary modulation, the GLRT detector further reduces as (14) There is an interesting interpretation for the GLRT combining rule in (13) . It suggests a noise-whitening transformation to form , followed by equal-gain combining. The GLRT detector can, therefore, also be called the noise-whitening EGC.
Note that in deriving the GLRT rule, no assumption was made about the fading coefficients other than that they are unknown and constant over two successive intervals. The GLRT detector is, therefore, a good candidate when there is uncertainty about the distribution of the fading parameters. In particular, it is a reasonable strategy irrespectively of whether the fading is Rayleigh, or Rician, or Nakagami, etc.
A particular instance of the GDRF channel arises in a multiuser, synchronous, multipath diversity code-division multiple-access (CDMA) communication where receivers are based on a postcombining decorrelative front-end (cf. [21] , [5] , [22] ). Following that front-end, the authors of [21] , [5] , and [22] propose the ad hoc solution of an EGC based on the decorrelated outputs and . This results in the D-EGC (15) While the general bilinear form of the ad hoc decision rule in (15) happens to be of the same form as the GLRT decision rule in (14) , the presence of an extra in (15) can severely degrade performance in slow fading channels as will be seen in a later section.
For the special case of a GDRF channel where , the GLRT rule in (13) becomes an EGC, which is the socalled product detector first proposed in [18] and later analyzed for the independent and identical diversity fast fading channel with -ary DPSK modulation with arbitrary diversity order in [8] (see also [1] ). Our GLRT derivation gives a rigorous justification for the product detector.
B. Minimum Probability of Error
In this section, we assume that the fading correlation matrices are known at the receiver and so are and . However, the fading coefficient realizations and are, of course, still unknown. Starting with the model in (6), we consider the problem of obtaining the minimum probability of error decision that minimizes the probability that that pair is in error and form the estimate of the transmitted symbol as . Let us define the -dimensional vector and let . Since the realizations of are equiprobable, the maximum a posteriori test for the -ary hypothesis testing problem reduces to the maximum-likelihood rule so that with denoting the conditional probability density function (pdf) of the random vector conditioned on , we have (16) Noting that the conditional pdf of under each hypothesis is zero-mean complex Gaussian pdf that is identical for the values of the vector for which are equal (to say ) with a correlation matrix given as (17) we have a reduced -ary hypothesis test. It can be shown that the determinant of the correlation matrix in (17) is independent of as well, so that the problem reduces to minimizing, over all hypotheses, the quadratic form that appears as the exponent in the expression for the Gaussian density functions (18) Using the formula for the inverse of a block partitioned matrix (cf. [4] ), it can be shown that the above decision rule further reduces to (19) where the optimal combiner matrix is defined as (20) and where the matrix is defined as (21) For the special case of the independent and identical diversity channel (where and ), the MEP rule in (19) degenerates (as does the GLRT rule) to the product detector of [18] (the combiner matrix is equal within a scale factor to the identity matrix). More recently, and independently of our work in the conference version of this paper [15] , the EGC was confirmed to be the MEP rule for the independent and identical diversity channel in [2] . The emphasis in [2] , and the references therein, however, was to analyze suboptimal and optimal detection rules for the independent and identical diversity channel model starting with the so-called differential star-QAM [19] leading up to the more general differentially amplitude and phase-encoded QAM (DAPE-QAM) [2] signaling scheme. That body of work was motivated by the need for bandwidth-efficient signaling (and hence, large signal constellations) in mobile communications. The extension of our results on receiver design for the more general GDRF channel of this paper to DAPE-QAM signal constellations is conceptually straightforward.
C. A Detector-Estimator Derivation
An insightful alternative derivation of the MEP rule in (19) can be obtained by pursuing an estimator-detector decomposition idea (cf. [17] ).
Let us define so that the second expression in (6) becomes . Letting denote the conditional mean estimate of , one can write the equation for as (22) The conditional mean estimate or the minimum mean-squared error (MMSE) estimate of based on the observation can be obtained using the orthogonality principle which states that the error in the estimate must be orthogonal to the estimate . The result is
The next step is to view (22) as representing a model for coherent detection with known fading coefficients that are equal to the MMSE estimate but recognize that the additive noise is so that its correlation matrix is where is the MMSE covariance matrix that we defined with the benefit of hindsight in (21) . The minimal sufficient statistic for is therefore
and the MEP rule based on this scalar statistic can be shown to reduce to the MEP rule given in (19) .
IV. ERROR PROBABILITY ANALYSIS
In this section, we restrict attention to binary DPSK modulation and obtain error-probability expressions for the decorrelating EGC (D-EGC), the GLRT detector, and the MEP detector. Fortunately, it is possible to give a single formula for all of these detectors, since the general form of the decision rule for these detectors is given as (25) where for the D-EGC, for the GLRT detector, and for the MEP rule where is defined as in (20) . The decision statistic can also be written as the quadratic form where is a -dimensional matrix, which when written as a 2 2 block partitioned matrix of square -dimensional matrix elements, the diagonal blocks and the off-diagonal blocks are identical with . The probability of error can be expressed as the probability of the error event described by the condition conditioned on the transmitted bit being equal to . Since is a complex zero-mean Gaussian random vector with a correlation matrix given as in (17), the decision variable is a Hermitian quadratic form in complex Gaussian random variables for which the characteristic function is given in [11, Appendix B] as (26) (27) where are the eigenvalues of the product . Consequently, the probability of error can be expressed as the sum of the residues of the partial fraction expansion of the above characteristic function corresponding to negative eigenvalues. With denoting the residues, we have
This probability of error can be numerically computed for the D-EGC and the MEP detectors by substituting the appropriate value of . For the case of the GLRT detector, there is a single repeated negative eigenvalue (say ) of multiplicity so that the corresponding must be taken to be the sum of the coefficients associated with the terms of the form for in the partial fraction expansion of the characteristic function in (27).
V. BER FOR THE MEP RULE
While the formula in (28) allows easy numerical computation of the BER's for the various receivers, it is not very illuminating. This is because the dependence of (28) on the parameters of the problem (average signal-to-noise ratio (SNR) and the additive noise and fading correlations) is complicated. Consequently, questions such as one that seeks the relative performances of the noncoherent MEP rule and that of the ideal (with perfect channel estimates) coherent MRC do not appear to have easy answers. The next section seeks a deeper understanding of the performance of the noncoherent MEP rule and is also applicable to the ideal coherent MRC.
Substituting the expression for in (22) into (24), it can be seen that the MEP rule admits the form (29) where, conditioned on the MMSE estimate is a complex, circularly symmetric, Gaussian random variable with mean and variance . Consequently, the conditional error probability of the MEP rule, conditioned on is
where the function is the usual tail probability of a zeromean, unit variance, Gaussian random variable. The average error probability of the MEP rule can, thus, be obtained by taking the expectation of the above function over the zero-mean, complex Gaussian random vector whose covariance matrix is, by the orthogonality condition, equal to . The diagonal values of this matrix represent the power in the MMSE estimates of the fading parameters, and the off-diagonal elements are the correlations between those estimates. The argument of the function whose expectation is to be taken is a positive definite quadratic form in correlated Gaussian random variates so that its characteristic function can be obtained via the technique of simultaneous diagonalization as in [11, Appendix B] , which allows an explicit evaluation of the pdf of that quadratic form. The pdf is seen to be a linear combination of exponentially decaying functions with rates of decay being determined by the eigenvalues (assumed distinct) of the product of the matrices and . Denoting these eigenvalues (assumed distinct) as , we have the following expression for average error probability: (31) where are the residues (32)
A. Asymptotic Analysis: The Slowly Fading Channel
It is instructive to consider the coherent BPSK problem. The noncoherent MEP rule based on (24) degenerates to the coherent MRC if we replace with and set the error covariance matrix to be identically equal to the all-zero matrix. The coherent MRC rule is simply . Specializing the error-rate formula in (31) to the case where , we have an expression that looks identical to that in (31), except that the eigenvalues involved are those of the matrix product . Let us denote this absolute lower bound as . Note that this is an unachievable lower bound unless one assumes the idealized case of perfectly estimable channel. For such an assumption to be valid, it is necessary (but by no means sufficient) that those parameters at least remain constant over two successive symbol intervals, which is our slow fading assumption. It is, therefore, interesting to know how the noncoherent MEP rule behaves relative to the coherent MRC for the slow fading channel (all four values of are denoted as because they are equal).
In what follows, we prove the remarkably simple result for the slow fading channel which states that the SNR gap between the coherent MRC and the noncoherent MEP rule is exactly equal to 3 dB in the high SNR region independently of the specific values of the correlation matrices and (33)
As a result, even in very slowly fading and perfectly estimable channels, there is only a 3-dB penalty to be paid for using DPSK signaling and noncoherent detection as opposed to coherent BPSK. Furthermore, for slowly fading channels which are not perfectly estimable, the above result says that the SNR gap between the two schemes is less than 3 dB.
A sketch of the proof of (33) is as follows. It involves obtaining an asymptotic approximation of the error probability , through an asymptotic analysis of the eigenvalues of the matrix . In particular, it can be shown that these eigenvalues are, in the limit as , equal to one-half the eigenvalues of the matrix . Substituting these asymptotic approximations into the expression for the error probability for the noncoherent MEP rule, we obtain, say, . The rest of the proof involves evaluating the limit as of the ratio of the two error probabilities in (33) with the numerator replaced by its asymptotic approximation . The ratio is an indeterminate form and its limit is computed by using L'hǒspital's rule. It turns out that the first derivatives of both the numerator and the denominator are identically equal to zero, whereas the th derivative is proportional (with the same constant of proportionality) to the inverse of the determinant of the product of the appropriate eigenvalues. Because of the simple relationship between the eigenvalues involved in the numerator and the denominator (those involved with the numerator being one-half of those involved in the denominator), the result of (33) follows. In fact, this result is a nontrivial generalization of the same result for the independent and identical diversity channel as stated in [10] . It is remarkable that the asymptotic 3-dB gap between coherent MRC and the noncoherent MEP rule for the independent and identical diversity channel continues to hold for the much more general GDRF channel. Such a result is, of course, invariant of the specific values of and .
B. Asymptotic Analysis: The Fast Fading Channel
When the fading parameters fluctuate from symbol to symbol, it is well known that the EGC for the independent and identical diversity channel (which is also its MEP rule) exhibits an error floor. The MMSE estimation error becomes the dominant factor that contributes to the irreducible error rate as the additive noise variance . The MEP rule in the GDRF channel will, therefore, also suffer such an error flooring effect. What is more significant is the value of this error floor itself and also the approximate SNR at which the error floor is reached. The error floor is useful as the absolute lower limit on the achievable error rate, and the SNR for which this limit is nearly reached is the point beyond which expending more power becomes useless. Analytical expressions for the error floors are derived in this section. The other problem is addressed through numerical examples.
It is left to the reader to show that
where are the eigenvalues (assumed distinct) of the matrix (35) and where are the residues defined as (36)
Special cases of the above formula are as follows. Consider the wide-sense stationary GDRF channel with independent (but not necessarily identical) diversity channel where the matrices and are diagonal. Assuming distinct fade rates over the different channels, with denoting the fade rate matrix so that , and independently of the distribution of powers in the diversity branches, we have . When the eigenvalues of the matrix in (35) are all identical, it can be shown that (37) where and is the common eigenvalue. Such a situation arises for wide-sense stationary fading, for instance, where so that . In particular, it is applicable for correlated diversity fading channels and also in the important case of independent (but not necessarily identical) diversity channels with the same fade rate in all the diversity branches. Incidentally, this generalizes the further special case of the error-floor expressions for the independent and identical diversity channel of [8] .
Note that the error-floor formulas in (34) and (37) are independent of the correlation matrix . It is, of course, possible that for heavily correlated matrices, the error floor is reached for a higher value of SNR than it is for lightly correlated matrices.
C. Comparison with Coherent MRC for Fast Fading Channels
Coherent reception for BPSK modulation must be accomplished with decision-directed channel-estimation algorithms. In fact, it is possible to derive such an estimator-detector as a special case of [16, Lemma 1] . There, a multiuser CDMA channel is considered with frequency nonselective fading, but by particularizing to the case of a fictitious channel where all users transmit the same symbol, it is possible to view that multiuser channel as a single-user GDRF (waveform diversity) channel. The special case of [16, Lemma 1] for such signaling would then yield a coherent MRC receiver for the fast-fading channel. Such a receiver was also rederived in [12] . It can be described as one that employs a decision-directed Kalman filter, which estimates the fading channel state and the associated error covariance, both of which are used by the detector to make optimum decisions. Thus, our development of the detector-estimator interpretation of the noncoherent MEP detector in this paper allows us to qualitatively compare its performance with the coherent MRC receiver. The difference is that the error covariance matrix in (21) resulting from estimating the fading channel state based on the observation in the past interval must be replaced by the error covariance of the Kalman filter that uses all past observations [16] , [12] . It is tempting to conclude that the coherent MRC should, as a result, outperform the noncoherent MEP. However, the estimators in the coherent MRC are decision-directed and susceptible to the phase-reversal phenomenon which can lead to catastrophic error propagation (cf. [20] ). In contrast, there is no error-propagation problem with the noncoherent MEP detector. Another factor in favor of the latter receiver is that it does not involve explicit channel estimation, so that it is simpler to implement. Moreover, the Kalman estimator in the coherent MRC requires far more than just the knowledge of and .
VI. NUMERICAL RESULTS
In this section, we present numerical results for fourth-order diversity systems and focus on BER comparisons as a function of waveform and fading correlations. The improvements in BER with increase in diversity order are similar to those obtained for independent and identical diversity channels. Hence, we do not include BER performance as a function of diversity order. For the single-user channel examples, the generalized signal-correlation matrix is chosen to be a fourdimensional Toeplitz matrix with to ensure positive definiteness. When not explicitly specified, . The degree of fading correlation is specified by a single parameter that defines the unnormalized fading correlation matrix according to . Hence, with , determined by (9) . Larger values of and/or clearly correspond to a more heavily correlated GDRF channel.
Figs. 1 and 2 depict the average BER's for the slowly fading channel of the D-EGC, the GLRT detector, and the MEP detector as a function of the SNR in decibels. Fig. 1 also includes the BER of the coherent MRC with perfect channel-state information for reference. It corresponds to four independent but unequal energy diversity channels with , while Fig. 2 is for a heavily correlated fading channel with . The notable features Next, we consider a six-user channel with four multipath diversity branches for each user. The 24-dimensional multiuser signal-correlation matrix as defined in [14] is generated with six Gold sequences of length 31 including the ISI- interuser interference (ISI-IUI) mask described therein. For the multiuser channel example, we let in the model of this paper be the inverse of the upper-left four-dimensional matrix of the inverse of . Fig. 5 shows the error probabilities of the postcombining decorrelative multiuser detectors for the slow fading independent but unequal energy diversity channel (with the same distribution of energies as in Fig. 1 ) that are based on the D-EGC [22] , GLRT, and MEP combining rules. Notice again that the GLRT and the MEP rules significantly outperform the D-EGC (by about 5 dB in this example). The higher error rates at a given SNR in Fig. 5 relative to Fig. 1 are attributable to the noise enhancement that results from the postcombining decorrelation operation (cf. [13] ).
The rest of the figures consider fast fading. Fig. 6 depicts a comparative analysis of the D-EGC and MEP detectors for identical and independently fast fading channels with equal fade rates in the four diversity branches. The fade rate is characterized by the value of the correlation coefficient where . The further the value of is from unity, the faster the fade rate, which in practical terms can be thought of as higher relative velocity between transmitter and receiver in a mobile radio channel and/or lower data rates (cf. [8] ). The fade rate is chosen as a parameter, and the error probability is depicted as a function of the received SNR. Note that both detectors exhibit an error floor as SNR values increase because of the domination of bit errors due to channel-estimation errors relative to additive noise. Moreover, the MEP outperforms the D-EGC for low SNR's. Fig. 7 considers independent but not identically fast fading channels (the energy profile is the same as in Fig. 1) , and moreover, the fade rates associated with various diversity branches are distinct. Two different sets of fade rates are considered as shown in the figure. Notice that in the situation where the strongest channel fades the fastest (denoted by L 2 in Fig. 7) , the MEP reaches an error floor that is much lower than that achieved by the D-EGC in this case. Fig. 8 shows the comparison between the GLRT, D-EGC, and the MEP detectors for the case of heavily correlated GDRF fading with and . Several values of the fade rate parameter are considered (here ). The MEP detector substantially outperforms the D-EGC in low as well as high SNR regions. Interestingly, the MEP detector appears to exhibit a "temporary" error floor for medium SNR's. The GLRT detector has high error floors because it was not designed for fast fading. Nevertheless, for low SNR's, it outperforms the D-EGC. Fig. 9 is a plot of the degradation of error probabilities of the three detectors as a function of the fading correlation parameter at a fixed SNR of 20 dB with fade rate as a parameter. At this SNR, note that the D-EGC degrades most severely as in the slow fading case. When this plot was made at a higher SNR of 40 dB, it was noticed that the BER of the MEP detector is relatively insensitive to in this case, whereas the GLRT detector performs worse than the D-EGC with both exhibiting a much higher sensitivity to fading correlation. Fig. 10 depicts the limiting values (as ) of the BER's as a function of the fade rate (assumed equal for all diversity branches) in the case of heavily correlated diversity branches corresponding to . The abscissa is in decibels so that fade rates increase from left to right. There is a very substantial gap between the MEP and the suboptimal GLRT or the D-EGC rules. It is a subtle but remarkable fact that the closer is to unity (going from right to left and this corresponds to lowering Doppler spread), the greater is the gap between the error probability floors of the MEP and the suboptimal strategies up to a certain point, after which the slow fading effect takes over and the difference begins to shrink. Notice also the very high sensitivity of the GLRT rule to nonunity values of .
In light of our observations, consider the claim in [10] made in the context of the independent diversity channel that DPSK is suitable only for channels where the channel fading coefficients remain constant over two successive symbol intervals. Such a claim is, however, implicitly premised on the assumption that the detector is of the equal-gain combining type. This paper represents a different viewpoint. Noncoherent detection for DPSK can be designed to be suitable (and even optimal) for channels that not only exhibit fast fading but also may have interdiversity branch correlations in both the additive and the fading processes.
VII. CONCLUSION
A generalized diversity communications model is introduced that includes time, frequency, multipath, and/or antenna diversity. It allows for temporal correlations and interbranch correlations in the fading processes as well as spatial correlations in the additive Gaussian noise processes. Such correlation arises in systems that employ diversity with discipline and/or antennas with common feeds. A systematic approach is introduced to obtain optimum noncoherent detectors for DPSK modulation over GDRF channels. In particular, the GLRT and the MEP decision rules are obtained. Estimator-detector interpretations are given for both detectors. The error-rate analysis was carried for these detectors under very general conditions for binary modulation. The asymptotic behavior of the BER of the MEP rule is characterized and compared with that of the coherent MRC for the slow fading channel. The limiting values of the error-rate floors of the noncoherent MEP detector are obtained for the fast fading channel as the additive noise level vanishes. Several numerical examples are provided to illustrate the comparative performances of the GLRT, MEP, and a previously proposed ad hoc D-EGC rule as a function of fading and waveform correlations for slow and fast fading. The GLRT and the MEP rules far outperform the D-EGC rule in slow fading channels, while the MEP rule can be much superior to the D-EGC and the GLRT rules for fast fading channels. Contrary to conventional wisdom, high error rates for fast fading channels are not endemic to noncoherent detection with DPSK modulation but a characteristic of ad hoc detectors, such as the D-EGC. The performance of the MEP detector derived is the fundamental limit against which the best achievable error rates with coherent detection must be compared.
