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Running is fundamentally a simple activity, but the physical realization of it is complex. The 
gait patterns of a runner are the product of ever-changing systems and interactions of 
biomechanical components, and as such, the study of these mechanical characteristics is 
challenging. Traditional methods have focused on discrete components of gait and thus struggle 
to contextualize observations. Systemic analyses have been limited to simple descriptive models, 
often with exclusive or restrictive assumptions. This dissertation sought to develop novel methods 
for the systemic analyses using an established canonical model of the running gait – the spring-
mass model – as a template. It further sought to conduct a series of biomechanical studies using 
this template-based approach as a framework to interpret the observations. Specifically, a method 
is first presented to estimate the system-level spring-mass characteristics of a runner using 
nonlinear regression with only the vertical ground reaction force time series of the runner. To 
facilitate this method, a novel parameterized form of the sinusoidal vGRF approximation was 
derived and validated. This NLR-based analyses yielded leg stiffness estimates that were 
consistent with traditional methods and further suggested that additional systemic parameters do 
not behave as traditional methods assume. Next, two investigations are presented that explore this 
method along with new methods for spring-mass dynamics comparisons and with established 
methods for spring-mass parameter analysis. These investigations included a cohort comparison 
of elite Kenyan distance runners against a cohort of non-elite recreational runners and a paired 
comparison of subjects before and after an ultramarathon. It was shown that the Kenyan runners 
 xvi 
behaved more like the simple elastic system than the recreational runners and that the ultra-
marathon runners demonstrated consistent systemic patterns but greater overall template 
dissimilarity following the race. Finally, traditional methods of spring-mass analyses were applied 
with a more comprehensive mixed-model experimental design to fully characterize the system-
level behavior of elite middle distance runners across a spectrum of speeds. The mixed-model 
template-based analysis revealed that the elite runners ran as stiffer systems than their sub-elite 
counterparts and that their mechanical behavior was more persistent across speeds. Together, this 
series of investigations established and validated new methods and improved upon the 
implementation of existing methods with which to assess running gait holistically and analyze it 
as a system. It is hoped that this work will provide useful tools, new frameworks, and fresh 
inspiration for scientists, coaches, and athletes to assess and interpret the movements of runners.  
 
 1 
Chapter 1 Background, Motivation, and Aims 
 
Running is simple. Forward motion, a flight phase, and a single-support stance phase are the 
essential ingredients. Yet, within these limited dynamic requirements, enormous complexity 
emerges. Those ingredients, limited as they may be, are a constantly inconstant orchestration of 
mechanical interactions, metabolic processes, psychological mediations, and perhaps even 
unquantifiable ephemera. The symphony is played out across the animal kingdom in various forms, 
from the bipedalism of humans to the polypedalism of insects, and broadly, it is an efficient means 
for a body to cover ground quickly. This body of work will investigate that mechanism, and it will 
seek to add new knowledge to our collective understanding of those three ingredients. 
1.1 Thesis Structure 
The following pages contain four primary investigations. The first is a development of a 
new method, the second and third are applications of that method, with the second containing 
another new analytical metric. These two investigations are coupled with traditional analytical 
methods for context, comparison, and more complete phenomenological exploration. The final 
investigation leverages a distinct experimental and analytical design with traditional 
quantifications. Each of the four corresponding chapters are presented and written so to be 
standalone documents, with their respective backgrounds, contexts, and discussions presented and 
assuming as much. As such, this introductory chapter serves to present background for the topic 
and identify gaps, but does not contain an exhaustive literature review for each study, as the 
relevant work will be explored and reviewed in greater detail in each chapter. The final chapter 
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includes a summary and discussion of the collective findings with thoughts and aspirations for 
extensions of the work. 
1.2 Introduction 
Apart from being a common form of terrestrial locomotion, running is an enormously popular 
form of sport and exercise in humans. In the United States alone, over 50 million people participate 
each year (Outdoor Foundation, 2018). Across this population of runners, there is a vast range of 
involvement and motivation, spanning from competitive aspirations to recreational participation, 
but at all levels, the individual and societal health benefits of participation in the sport are 
tremendous (Hespanhol Junior et al., 2015; Lavie et al., 2015; Lee et al., 2017; Oja et al., 2015; 
Williams, 2012). Motivations shared among many runners are the desire to maintain and improve 
health, build speed and endurance, and relieve stress (Running USA, 2017).  
Testing and improving one’s own performance capacity is a common motivator for runners, 
with 62% of runners citing the preparation for a race as a primary cause for their running (Running 
USA, 2017). Indeed, marathon and road racing participation has risen exponentially over the past 
five decades, with the number of worldwide marathon finishers increasing from 400,000 in 2000 
to over 1.6 million in 2013 (Scheerder & Breedveld, 2015). Through the parkrun program alone, 
over 200,000 individuals participate in 5Ks each weekend worldwide, both competitively and 
recreationally (Ingle, 2018). The drive to continually better oneself has mass appeal, and this 
coupled with the health benefits of continual participation makes running a uniquely beneficial 
habit.  
Despite these themes of self-improvement and health driving the mass participation, running 
carries a high risk of musculoskeletal injury; estimations of runners afflicted by lower limb injuries 
range from 19% to 81% (van Gent et al., 2007). The most common reason that novice runners 
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discontinue the activity is the development of a running-related injury (Fokkema et al., 2019). The 
most prevalent running-related injuries include patellofemoral pain syndrome, Achilles 
tendinopathy, medial tibial stress syndrome, plantar fasciitis, and iliotibial band syndrome (Francis 
et al., 2019; Lopes et al., 2012). Generally, running injuries occur primarily due to musculoskeletal 
overload, with the dosage of the running, the individual’s static structure, and his or her movement 
patterns interacting (Davis & Futrell, 2016; Hreljac, 2004). However, the etiologies of these 
running-related injuries are unclear, and the only determinant that consistently predicts injury in 
runners has been incidence of previous injury (van der Worp et al., 2015; van Gent et al., 2007). 
1.3 Running Gait Characteristics 
Many people run, and many enjoy doing it. Moreover, people typically want to get better 
at running, and people typically do not want to get hurt while running. There are myriad broad 
means and fields of study devoted to addressing each of these common-yet-complex drives, and 
one that receives consistently considerable attention is that of the mechanical patterns of the 
runner. Assessment of a runner’s gait has long been a source of interest for clinicians, researchers, 
coaches, and athletes in attempts to intervene to augment performance and avoid running-related 
injury (Amar, 1916; Cavanagh et al., 1985; Ferber, Hreljac, & Kendall, 2009; Heiderscheit, 2011; 
Malisoux et al., 2017; Saragiotto, Yamato, & Lopes, 2014). A running gait is—by definition—
simple. As described above: forward locomotion with a single-legged stance phase and a flight 
phase. The realization of this gait by the human body, however, is complex. It is indeed a “complex 
dynamical system” of hundreds of variables, with the various muscles, tendons, and joints of the 
body all contributing and interacting with each other to produce the running gait (Alexander, 1995; 
Hamill et al., 1999). This complexity has challenged the biomechanics field, and there is no 
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consensus definition on what constitutes “healthy” or “optimal” gait (Davis & Futrell, 2016; 
Heiderscheit, 2011; Moore, 2016). 
1.3.1 Gait Characteristics Related to Injury 
Given this complexity, there is limited evidence connecting individual gait components 
with injury (Ferber et al., 2009; Heiderscheit, 2011; Mousavi et al., 2019; van der Worp et al., 
2015). Several biomechanical variables have been identified to be associated with injury: vertical 
loading rate (Davis, Bowser, & Mullineaux, 2016; Milner et al., 2006; Zadpoor & Nikooyan, 
2011), foot-strike index (Daoud et al., 2012), and peak knee internal rotation (Mousavi et al., 
2019). However, apart from one investigation implicating vertical loading rate as being predictive 
of injury (Davis et al., 2016), these associations have not been found to be causative. Prospective 
studies have failed to identify any other biomechanical determinants that predict injury (Saragiotto, 
Yamato, Hespanhol Junior, et al., 2014; van der Worp et al., 2015), and systematic reviews have 
failed to find any consistent biomechanical factors that explain injury apart from experience of a 
previous injury (Hulme et al., 2017; van der Worp, Vrielink, & Bredeweg, 2016; van der Worp et 
al., 2015; van Gent et al., 2007). 
There has been a recent movement to develop strategies to “improve” or “retrain” gait in 
runners who have suffered injury (Davis & Futrell, 2016; Heiderscheit, 2011). Many kinetic and 
kinematic variables can be altered with retraining interventions, but the long-term effects of these 
changes on reducing musculoskeletal injury are unclear (Napier et al., 2015). Strategies targeted 
at reducing vertical loading rates have been successful (Crowell & Davis, 2011; Napier et al., 2019; 
Willy et al., 2016), and studies targeting knee and hip kinematics have been found to reduce 
symptoms in runners with patellofemoral pain syndrome (Dos Santos et al., 2019; Noehren, 
Scholz, & Davis, 2011; Roper et al., 2016; Willy, Scholz, & Davis, 2012). However, whether or 
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not these gait patterns demonstrate long-term persistence or are protective from future injury 
remains unclear (Davis & Futrell, 2016). Moreover, many of these strategies target alterations in 
stride rate or stride frequency to achieve their kinematic outcomes, which carries a higher energetic 
cost to the runner (Cavanagh & Kram, 1989). Given the tendency of runners to “self-optimize” 
their movement patterns to those which are most economical or comfortable (Nigg et al., 2015; 
Williams & Cavanagh, 1987), these targeted, single-variable modifications may have 
consequences across several more elements of gait. The effects of these systemic responses on 
long-term injury status or performance are still unclear. 
1.3.2 Gait Characteristics Related to Performance 
Similarly, biomechanical factors linked to performance capacity have been limited (Moore, 
2016; Williams & Cavanagh, 1987). The factors that have been associated with running 
performance and economy include vertical oscillation (Cavanagh, Pollock, & Landa, 1977; 
Williams, Cavanagh, & Ziff, 1987), contact time (Santos-Concejero et al., 2017), leg stiffness 
(Dalleau et al., 1998), center-of-pressure trajectory (Lazzer et al., 2014), and leg-axis alignment 
with the vertical ground reaction force (Moore, Jones, & Dixon, 2016). However, these 
associations have not been found to be universal or causal (Lacour & Bourdin, 2015; Lussiana et 
al., 2019; Moore, 2016; Nummela, Keranen, & Mikkelsson, 2007; Williams & Cavanagh, 1986), 
and other comprehensive kinematic and kinetic studies have failed to isolate any biomechanical 
determinants of performance (Williams & Cavanagh, 1987).  
The challenge in identifying variables related to running economy or performance is likely 
due to the tendency of runners to “self-optimize” their kinetic and kinematic patterns to suit their 
individual anatomies and physiologies (Cavanagh et al., 1977; Williams & Cavanagh, 1986). 
Moore and colleagues found that beginning runners spontaneously altered their individual 
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kinematics throughout a ten-week introduction-to-running program, resulting in improved running 
economy (Moore, Jones, & Dixon, 2012). After examining several dozen biomechanical 
parameters in runners across a spectrum of performance abilities and assessing their relation with 
running economy, Williams and Cavanagh concluded that no one factor was of critical importance, 
and that positive characteristics are likely not related to any specific set of variables but rather “the 
overall combined effect of a large number of variables” (Williams & Cavanagh, 1987).  
The traditional focus on variables in isolation does not capture the “complex dynamical 
system” of mechanical and physiological interactions that ultimately produce the running gait. 
This complexity has prevented the biomechanics field from establishing a consensus definition of 
what is “good” or “healthy” gait, and has further challenged communication between laboratory 
investigations and clinical settings (Novacheck, 1998). Without a template against which to 
interpret gait, researchers and clinicians are without a target towards which to direct improvements 
or compare impacts of interventions. 
1.4 Running Gait Templates 
A strategy to tackle this challenge of the “complex, high-dimensional, non-linear, 
dynamically coupled interactions” in gait is to reduce the dimensionality of the system (i.e., the 
runner) and study the features fundamental to producing the outcome (Full & Koditschek, 1999). 
Alexander similarly proposed that using simple models to study gait would make it “easier to 
discover which of its [the model’s] features are essential to the observed effect” (Alexander, 1995). 
By studying gait from a template perspective, the redundancies of the myriad biomechanical 
degrees-of-freedom, from the dozens of force vectors, the hundreds of joint angles and moments, 
and the millions of muscle cell contractions, are collapsed into a coordinated system. One is then 
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able to study those essential features of the task and their interactions, and any deviations from the 
template are brought into relief for further investigation. 
Many templates with varying degrees of complexity have been proposed to model the 
bouncing gait of running. Fenn was first to note the elastic nature of running mechanics (Fenn, 
1930a, 1930b), which was later likened to a bouncing ball (Bencsik & Zelei, 2017; Cavagna, 
Saibene, & Margaria, 1964). Cavagna and colleagues also described the center-of-mass dynamics 
as those of a pendulum (Cavagna et al., 1964), and later concluded that the two mechanisms that 
running bodies use to minimize energy expenditure are that of pendular motion and an elastic 
bounce (Cavagna, Heglund, & Taylor, 1977). These two models were later combined into a single 
model referred to as the spring-loaded inverted pendulum (SLIP) (Blickhan, 1989; McMahon & 
Cheng, 1990). This two-dimensional model treats the body as a single point mass on a linearly 
elastic spring, and it compresses and decompresses in an inverted pendular motion during stance 
(Figure 1). This model was the first to capture holistically the coordinated fluctuations of 
gravitational and kinetic energy in running. Its center-of-mass (COM) trajectory and ground 
reaction force patterns are similar to those of running humans (Blickhan, 1989; Farley & Gonzalez, 
1996; McMahon & Cheng, 1990; Seyfarth et al., 2002) and other running animals (Birn-Jeffery et 
al., 2014; Farley, Glasheen, & McMahon, 1993; Robilliard & Wilson, 2005). This SLIP template 
is commonly referred to as the spring-mass model of running. 
This simple, passive, single-body model has been extended in many forms. Multi-body 
models have decoupled the lower limb masses to capture the impact peak in the ground reaction 
force of heel-strike running (Kim, Voloshin, & Johnson, 1994), and more elaborate multi-body 
spring-mass-damper models have been used to further segment energetic fluctuations of the limbs 
and capture surface and shoe interactions (Liu & Nigg, 2000; Nikooyan & Zadpoor, 2011). 
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Actuated spring-mass models have been given an energy source at each step to address the passive 
nature of the SLIP template (Seipel & Holmes, 2007). Lateral leg-springs have been added to 
extend it into three-dimensions (Seipel & Holmes, 2005), and a recent extension of the model has 
assigned nonlinear elastic behavior to the spring characteristics to fit more accurately ground 
reaction force recordings across a wide spectrum of speeds (Clark, Ryan, & Weyand, 2017). 
 
 
Figure 1: The Spring-Loaded Inverted Pendulum 
 
1.5 The Spring-Loaded Inverted Pendulum as a Template 
 A template is “a formal reductive model that encodes parsimoniously the motion of the 
body with respect to the minimum number of variables and parameters” (Full & Koditschek, 
1999). Thus, for the purpose of analyzing and assessing system-level behavior of running gait, the 
SLIP template is a natural choice. The fundamental motions that define running are those of a 
forward velocity with a flight phase and an elastic stance phase (Novacheck, 1998). The SLIP 
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model describes a mass’ trajectory in this fashion with the fewest possible variables and is thus the 
most reduced system that still captures the fundamental features of the task. Incidentally, when 
running systems with many more components and degrees of freedom are optimized to minimize 
work, they spontaneously adopt an elastic, pendular gait with COM trajectories and GRF profiles 
that resemble that of a SLIP system (Schultz & Mombaur, 2010; Srinivasan & Ruina, 2006). 
1.5.1 SLIP Model Characteristics 
The SLIP model treats the body as a two-dimensional single point mass on a massless 
linear elastic spring (Figure 1). For a given mass (m) and a given velocity (v) the dynamics of the 
system are fully described by only four parameters (Table 1) (Blickhan, 1989; Ludwig et al., 2012). 
During the flight phase, it follows a projectile motion subject only to gravity (g), with the x-y COM 
motion being described by Equations 1 and 2. During stance, the model touches down and remains 
fixed at x0, and its COM motion is described by Equations 3 and 4, with Equation 5 denoting the 
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k Leg Stiffness 
aTD Touchdown Angle 
L0 Leg Length 
tc Contact Time 
  
Table 1 Spring-Loaded Inverted Pendulum parameters for a given mass and velocity 
 This results in a coordinated transfer of energy throughout the gait cycle. The horizontal 
GRF has an equal and opposite braking and propulsive impulse, with the cross-over of the force 
occurring at midstance. The vertical GRF is symmetric, with the peak also occurring at midstance 
(Figure 3). The vertical COM displacement inversely follows the vertical GRF and reaches its 
minimum at midstance. As such, the system is energy-conservative, and the changes in vertical 
and horizontal kinetic energy and elastic and gravitational potential energy occur in phase (Figure 
2). 
 Though the model’s dynamics are simple in description, computation and simulation are 
complex. The equations of motion are non-integrable through the entirety of the gait cycle, so a 
closed form analytic solution to fully describe the motion does not exist. Optimization and 
simulation techniques are commonly used to generate numeric solutions and to find stable 
parameter combinations that simulate SLIP running (Birn-Jeffery et al., 2014; Blickhan, 1989; 
Carver, Cowan, & Guckenheimer, 2009; Ludwig et al., 2012; Seyfarth et al., 2002). To more easily 
apply the model, approximations have been made to simplify the computation, including modeling 
the vertical GRF as a sinusoid (Blum, Lipfert, & Seyfarth, 2009; Morin et al., 2005; Robilliard & 
Wilson, 2005), assuming a small angle-sweep (Geyer, Seyfarth, & Blickhan, 2005), and isolating 
analysis at midstance (Farley et al., 1993; Ferris, Louie, & Farley, 1998). 
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Figure 2 Energetic fluctuations of a SLIP spring-mass system through one step cycle. The dashed lines indicate landing and 































Figure 3 Vertical GRF (blue) and horizontal GRF (tan) for a SLIP step. The dashed line indicates midstance. 
1.5.2 Limitations to the SLIP Template 
 Though the template faithfully captures the essential features of the running gait, it is 
imperfect. It makes several key assumptions that deviate from biological reality. The first is in 
assuming that the body behaves as a perfectly linear spring. The human body in motion is certainly 
multi-segmented, and models that include both multiple bodies and nonlinear elastic components 
have been shown to more faithfully recreate experimentally observed GRF and COM trajectories 
(Clark et al., 2017; Nikooyan & Zadpoor, 2011). The second is that the system behaves passively, 
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which is to say that energy is perfectly conserved through the gait cycle. Energy loss during the 
gait cycle can occur for a multitude of musculoskeletal reasons. For example, there is a mismatch 
in the energy cost of braking and propulsive forces (Chang & Kram, 1999), resulting in the SLIP 
model overestimating a runner’s horizontal impulse (Bullimore & Burn, 2007). Consequently, 
actuated models have been shown to re-create COM trajectories more accurately (Maus et al., 
2015; Seipel & Holmes, 2007). Third, due to this passive energetic nature, the model demands 
symmetry in the stance phase, rendering it appropriate for steady-state running but not for cases of 
acceleration or unlevel terrain (Morin & Samozino, 2018). Fourth, the model is two-dimensional, 
representing the body exclusively in the sagittal plane. Again, models adding a mediolateral 
dimension to the spring exhibit greater stability (Seipel & Holmes, 2005). Finally, the model 
assumes a constant, invariant center-of-pressure (COP) at contact, whereas the human body’s COP 
is forward-moving during stance (Bullimore & Burn, 2006). Despite these limitations, the model 
still robustly captures the kinetics of the COM and its energy fluctuations in steady, level running. 
With its comparative simplicity in relation to augmented models and templates, it has persisted as 
a valuable tool to study the overall elastic behavior of a runner. 
1.6 The SLIP Template in Running Gait Analysis 
The SLIP template has been widely studied and applied in gait research. It has been used to 
study the elastic mechanisms of running across speeds (McMahon & Cheng, 1990), stride 
frequencies (Farley & Gonzalez, 1996), and terrains (Ferris et al., 1998), as well as in relation to 
economy (Dalleau et al., 1998), fatigue (Morin, Samozino, & Millet, 2011; Morin, Tomazin, et al., 
2011), and performance (Dutto & Smith, 2002). Its application has come in two chief forms: 
description and prediction (Bullimore & Burn, 2007).  
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1.6.1 The SLIP Template as a Descriptive Tool 
It is most widely used as a descriptive tool to calculate the “stiffness” of the runner. There 
are several approaches to this calculation, and they are derived from the theoretical relation of the 
model’s spring stiffness to its change in spring length under maximal vertical force at midstance. 
The two most common methods used in gait research to calculate stiffness come from McMahon 
and Cheng (McMahon & Cheng, 1990) and Morin et al. (Morin et al., 2005). Both of these methods 
differentiate vertical stiffness (kvert) and leg stiffness (kleg) of the runner to characterize behavior 
of vertical displacement and leg length changes during the gait cycle under maximal force. As a 
dynamic SLIP model functions with a single linear elastic spring, the description here will be 
restricted to that of leg stiffness calculations. McMahon and Cheng described kleg of a SLIP model 
as the ratio of maximal vertical force, Fmax, and maximal spring-leg displacement, ∆L: 




7  ∆𝐿 = 	∆𝑦 +	𝐿/(1 − 𝑠𝑖𝑛aHI) 




This method relies on recording a step with a force plate to measure Fmax and tc (McMahon 
& Cheng, 1990). The vertical force recording is also used to calculate ∆y, the COM displacement, 
via double-integration of the vertical force (Cavagna et al., 1977). It also relies on measurement of 
L0 from the runner, often taken as the distance from the greater trochanter to the floor while 
standing (Brughelli & Cronin, 2008; McMahon & Cheng, 1990) or as a ratio of 0.53 to the standing 
height of the runner (Morin et al., 2005). It estimates aTD per Equation 8. McMahon and Cheng 
compared dynamic measures, such as stride length, duty factor, and contact time, across running 
speeds from a SLIP-simulation and from experimental observations of a runner. They concluded 
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there was generally good agreement, though no systematic validation was conducted (McMahon 
& Cheng, 1990).  
The method proposed by Morin and his colleagues does not rely on a force plate for 
measurement but rather approximates the vertical GRF as a sinusoid using the ratio of tc and the 
flight time, tf, to estimate Fmax and ∆y. This method requires measurement of the contact time, 
flight time, running speed, and resting leg length. They compared the vertical impulse, the area 
under the vertical GRF time curve, of their sinusoid-approximated SLIP model to that of the 
observed vertical impulse and found a bias of 5.33% and 2.93% in treadmill and overground 
running, respectively (Morin et al., 2005). Other methods have been used to estimate leg stiffness 
(e.g., (Arampatzis, Brüggemann, & Metzler, 1999; Cavagna et al., 1988; McMahon, Valiant, & 
Frederick, 1987)), but they are less commonly applied.  
1.6.2 The SLIP Template as a Predictive Tool 
The SLIP template has also been applied as a predictive tool for certain biomechanical 
parameters of gait. Stance time, aerial time, duty factor, vertical COM displacement, horizontal 
COM excursion during stance, vertical impulse, and horizontal impulse are all common measures 
that can be estimated with observed GRF recordings informing SLIP model simulations 
(Bullimore & Burn, 2007). Bullimore and Burn simulated SLIP running with experimentally 
observed GRF recordings by calculating kleg from Equations 6-8 and assigning it to the model 
constrained to behave like a stable SLIP system (i.e., symmetric energy fluctuations). They 
compared ten common gait measures predicted by the simulated SLIP system with the observed 
values in the runners. There was generally good agreement between modeled and observed gait, 
with modest overestimation (%) in duty factor (6.8%), stride length (3.6%), peak vertical GRF 
(3.8%), tc (2.5%), horizontal excursion during stance (5.1%), and vertical impulse (5.8%). 
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However, larger errors were observed in flight time (17.7%), vertical COM displacement (22.9%), 
horizontal impulse (43.6%), and peak mechanical energy change during stance (26.2%) (Bullimore 
& Burn, 2007). Rather than using single parameter comparisons, Seyfarth and colleagues evaluated 
the quality of SLIP model parameter combinations by assessing the number of “steps” the 
simulated model would take before becoming unstable (Seyfarth et al., 2002). Using this method, 
Blum and coworkers evaluated several methods of estimating kleg across speeds of 2 – 4 m/s, using 
measured values of L0, aTD, and v (Blum et al., 2009). The kleg-aTD combinations were mapped 
across those of a stable SLIP system (determined as one that could take more than four consecutive 
steps without becoming unstable) to qualitatively compare the experimental observations. The 
sinusoid approximation of SLIP parameters and a duty-factor approximation of the parameters 
were concluded to yield generally stable gait cycles, but the effect of speed was not evaluated 
(Blum et al., 2009). 
1.6.3 Model-Experiment Comparisons 
Direct model-experiment comparison of full COM trajectories and GRF time curves has 
been limited. Performing this analysis from purely kinetic recordings is challenging given the 
aforementioned computational complexity of the model. One means that has been employed is that 
of assessing the force-length curve of the modeled leg spring. Günther and Blickhan demonstrated 
a means to do this by fitting slopes to the force-length curve during both compression and 
decompression (Gunther & Blickhan, 2002). The challenge of this method lies in the hysteresis in 
the compression and decompression, where significant deviations from linearity in early and late 
stance bias the fit. They attempted to resolve this by fitting a linear function with a state-shift for 
the compression and decompression periods, through this still underestimated leg compression. 
They also attempted to address the shift by fitting the force-length relation with a nonlinear term 
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on the leg-length change, but this was similarly subjected to significant deviations driven by the 
distal accelerations. Importantly, this method also relied on kinematic inputs from motion capture 
equipment, which itself has anthropometric assumptions of the center-of-mass for marker location 
(taken as the hip here) and leg length compression. It is also subject to initial condition assumptions 
for the computation and force-length fitting. The estimates of leg stiffness from the method were 
thus sensitive to initial conditions of the leg coordinates as well as those of each of the velocity 
components (Gunther & Blickhan, 2002). 
Lipfert and colleagues compared leg-force-length curves calculated directly from the GRF 
time curve to those of a SLIP model with estimated kleg values and measured L0 and aTD values 
(Lipfert et al., 2012). They calculated the coefficient of determination between the model-based 
and experimental curves and found good agreement that was independent of running speed (R2 = 
0.94-0.99). However, this value was modified by the difference between simulated and 
experimentally observed tc values, and the simulations were unable to produce stable gait cycles 
with the estimated kleg and measured aTD values, so aTD was adjusted in the simulations to generate 
stable solutions (Lipfert et al., 2012). Ludwig et al. compared SLIP simulations to a single runner 
across several steps to evaluate the ability of a passive or actuated SLIP model to match human 
running gait (Ludwig et al., 2012). They estimated kleg, aTD, and L0 as those which characterized 
a stable SLIP system that matched the observed maximal COM height, minimal COM height, and 
tc. The SLIP systems and experimental observations were compared across many gait parameters, 
with Fmax being slightly underestimated in the SLIP system (2.36 BW vs. 2.53 BW) and the step 
length being slightly overestimated (1.043m vs. 1.037m) for the first step (Ludwig et al., 2012).  
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1.6.4 SLIP Similarity 
Similar to the challenges described above in the estimation of parameters from model 
experiment tracking, simply comparing the degree to which a runner behaves like a SLIP system 
is difficult. One way to quantify this is via the hysteresis of the compression and decompression 
of the leg described above. This requires kinematic recording of the assumed leg (e.g. from the 
hip), and it is therefore sensitive to the spatial and dynamic initial conditions assumed (Gunther & 
Blickhan, 2002). For simplicity, investigators sometimes choose to present force-displacement 
curves from the vertical component alone—i.e. the vertical compression of the leg spring. This is 
problematic for two reasons. The first is that the compression of the SLIP spring does not happen 
purely in the vertical plane—its assumption of linear elasticity occurs in dynamic, pendular motion 
(Blickhan, 1989). As such, modeling vertical compression as a Hookean spring is incorrect and 
will consequently demonstrate nonlinearity. Second, this approach is heavily biased by deviations 
in the early and late phases of stance where the magnitudes of center-of-mass vertical displacement 
are greater for relatively low magnitudes of force. A common deviation in this period is the impact 
peak, where its contribution results in distinct compression and decompression force-displacement 
curves. Dutto et al. observed several centimeters of variation between initial and final positional 
estimates from this (Dutto & Smith, 2002), and Hunter demonstrated that fitting a separate stiffness 
term for the impact peak would partially reconcile the poor fit (Hunter, 2003). Cavagna and 
Legramandi attempted to reconcile this by calculating the hysteresis during the period that the 
runner exceeded body weight, termed the “effective contact time” of stance (Cavagna & 
Legramandi, 2015). While this resolves the distinct nonlinearity often observed in early and late 
stance, and thus is less subject to bias from deviations in those periods (though not free from it), it 
still assumes vertical linear elasticity. When this hysteresis is assessed as a ratio or percentage of 
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the integrated compression and decompression force-displacement periods, it does hold true that 
the spring-mass system will maintain a unity value of 1.0 given its conservative nature. However, 
because the vertical compression is not strictly linearly elastic, deviations at different points along 
the curve will bias the estimate non-uniformly. 
Another method to calculate the degree to which a runner behaves like a spring-mass 
system is derived from the takeoff-landing asymmetry observations of Cavagna (Cavagna, 2006). 
He examined the energetic fluctuations of runners’ center-of-masses through the gait cycle via 
force plate recordings and calculated the timing characteristics. Two quantities he noted were the 
braking and pushing durations, which correspond to the periods of decelerating and accelerating 
the center-of-mass, and the ratio of the maximal downward velocity and maximal upward velocity. 
In a perfectly elastic, energy-conserving system, such as the SLIP system, these two quantities 
should be equal (Figure 2). He and Legramandi formalized this as a metric they termed the 
“similarity to a symmetric bounce”, where they calculated the average of the two quantities 
(Cavagna & Legramandi, 2015). They previously demonstrated that these two quantities peaked 
in teenage runners and slowly declined with age (Legramandi, Schepens, & Cavagna, 2013). 
1.6.5 Challenges and Opportunities in SLIP Template Analyses 
Though the SLIP template has been used for decades to describe the elastic nature of gait, 
there are many limitations and shortcomings in the conventional approaches to its application. The 
first of these is in the measurement of model parameters. With a known velocity, the dynamics of 
the SLIP model are determined by only four parameters (Table 1), yet in all forms of gait analysis, 
some of these parameters are necessarily assumed or assigned values from empirical observation. 
That is, the SLIP model is constrained to that specific parameter. The most common of these is the 
leg length, L0, of the system. In the SLIP model, this is the distance from the center-of-mass to the 
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point of contact on the ground. However, the parameter is nearly always assigned the value of the 
standing leg length (e.g., greater trochanter to the ground) (Brughelli & Cronin, 2008; Bullimore 
& Burn, 2007; McMahon & Cheng, 1990) or as a COM anthropometric assumption based on 
height, h, where L0 = 0.53h (Morin et al., 2005). In reality, a human’s center-of-mass is difficult 
to determine statically (Clauser, McConville, & Young, 1969), and quite complex dynamically, 
and almost certainly not defined by the length of the human leg (Kingma et al., 1995; Maus, 
Seyfarth, & Grimmer, 2011; Naga, 2005; Saini et al., 1998). Clauser and colleagues measured the 
COM ratio to height as being 0.58, which would yield a 7–10 cm difference in L0 estimation 
(Clauser et al., 1969) from the traditional 0.53 assumption. This 10% difference in L0, based solely 
on which COM assumption is adopted, would yield a 7% difference in kleg estimation (Morin et 
al., 2005). The SLIP model is highly sensitive to changes in its parameters, so small fluctuations 
in parameter inputs can negatively affect its stability. Indeed, different assumptions of the leg 
length will inevitably change estimations of the model parameters (Brughelli & Cronin, 2008; 
Morin et al., 2005) and affect the ability to generate stable parameter combinations (Lipfert et al., 
2012). Only one investigation using a 2D SLIP template estimated L0 from observed gait data, and 
it was a case study with a single subject (Ludwig et al., 2012).  
Similarly, aTD is frequently calculated from Equation 8 (Brughelli & Cronin, 2008; 
Bullimore & Burn, 2007; McMahon & Cheng, 1990; Morin et al., 2005) or measured kinematically 
as the angle of the leg at touchdown (Blum et al., 2009). Equation 8 necessarily underestimates 
the angle, as the velocity during stance must be lower than the gait cycle’s average velocity (per 
Equations 1–4). Kinematic measurement resolves this, but itself carries the center-of-mass 
positional assumption (and those associated with the motion capture processing). Even more so 
than with L0 fluctuations, the SLIP template parameters vary greatly across a small range of aTD 
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(Seyfarth et al., 2002). Fractions of a degree can yield great discrepancies in stiffness estimates 
and fail to enable a model to achieve stable gait (Lipfert et al., 2012).  
Finally, tc is nearly always constrained to that of the observed tc (Brughelli & Cronin, 2008). 
Though this seems logical given that it is directly observable, unlike L0 or aTD, it can be 
problematic if one is trying to describe a SLIP system that best fits a runner. There is a tendency 
towards asymmetry in the stance phase of gait, with the end of the cycle often displaying a 
deviation from linear elasticity in the GRF curve (Cavagna, 2006; Cavagna, Legramandi, & Peyre-
Tartaruga, 2008a; Clark et al., 2017). Even if this occurs in the final one or two hundredths of a 
second during stance, constraining the model to match this complete time course may bias 
description of the true elastic behavior of the runner and provide an inaccurate representation of 
the SLIP template. Indeed, allowing tc to vary between model and experiment elicits more accurate 
predictions of COM trajectory (Lipfert et al., 2012). No investigations have attempted to estimate 
all four parameters simultaneously from observed data. 
As such, each of these metrics as calculated are co-dependent to some degree, as leg stiffness 
is traditionally calculated using the leg length change approximation in Equation 7, which relies 
not only on the leg length assumption, but on kinematic assumptions for spring-leg position or the 
touchdown angle approximation in Equation 8. That itself is not only a constant-velocity 
approximation, but it also relies on and is constrained to the observed contact time. Errors in those 
assumptions can therefore be manifested in and affect all parameters. Misrepresenting contact 
time, for example, will propagate the error throughout the touchdown angle and the final stiffness 
value. 
As mentioned previously, direct model-experiment comparison with the SLIP template 
through the full stance phase has been limited (Lipfert et al., 2012). The template is widely used 
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to analyze the stiffness of a runner and thus relies solely upon single features of the GRF or COM 
time series, such as Fmax, ∆y, or tc (Brughelli & Cronin, 2008). Apart from Lipfert and colleagues 
observing consistent leg-force-length curve agreement throughout the stance cycle across several 
speeds (Lipfert et al., 2012), the degree of model-experiment matching has not been explored in 
relation to intrinsic or extrinsic factors. Thus, no efforts have been made to characterize the degree 
to which a runner behaves like the SLIP template—that is, more or less like an energy-conserving, 
perfectly elastic spring. 
One of the significant challenges in analyzing a runner as a SLIP system is the computational 
complexity of the model (Robilliard & Wilson, 2005). Optimization techniques are routinely used 
in biomechanics investigations to estimate model parameters from experimentally observed data 
(Robertson et al., 2018). However, the optimization and simulation methods required to generate 
stable models while tracking experimental data are computationally intensive, and model-
experiment analyses have therefore been restricted to a limited number of steps or subjects 
(Blickhan, 1989; Bullimore & Burn, 2007; Lipfert et al., 2012; Ludwig et al., 2012; Seyfarth et al., 
2002; Seyfarth, Geyer, & Herr, 2003). Moreover, numerical iteration to solve best-fit parameter 
combinations do not necessarily reveal mechanisms for interaction among the gait parameters. To 
resolve the computational complexity, the SLIP model GRF has been approximated by a sinusoidal 
function. These models have demonstrated good agreement in stiffness estimation and GRF 
impulse characterization with the traditional model (Blum et al., 2009; Morin et al., 2005; 
Robilliard & Wilson, 2005). However, they have not been used for simultaneous multi-parameter 
estimation or model-experiment comparison across the entire GRF curve or COM trajectory. 
Single-subject investigations of SLIP template comparisons have revealed a high degree of 
within-subject, step-to-step variability in parameters (Blum et al., 2009; Lipfert et al., 2012; 
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Ludwig et al., 2012; McMahon & Cheng, 1990; Seyfarth et al., 2002). However, it is common 
across gait biomechanics studies to collapse many gait cycles to ensemble averages or analyze 
factors in isolation (Ferber et al., 2016). Indeed, use of the SLIP template is often reduced to 
calculating single leg stiffness values for subjects without consideration to covariance with the 
other parameters or time-variance within the analysis. 
1.7 Proposed Contribution and Strategy 
Establishing a method to systematically define, assess, and monitor running gait is critical to 
the development of interventions to decrease injury incidence and increase performance capacity 
in runners. Use of a gait template would reduce the complex dimensionality of the running gait 
and give researchers and clinicians a unified model against which to study the system-level 
behavior of a runner. The SLIP template is the theoretical underpinning to the canonical spring-
mass model of running, and it represents the fewest degrees-of-freedom that describe the dynamics 
of a forward bouncing gait. It has been widely used to describe the elastic behavior of runners, and 
as such, it is a natural candidate for a gait template. 
The SLIP model is conceptually simple, as its motion at a given speed is determined by only 
four parameters (Table 1). However, it is computationally complex, with its motion having no 
closed-form analytical description. Its application in gait research has been largely that of a tool to 
characterize a runner’s stiffness with its other three parameters assumed from experimental 
measures and co-dependent. Some investigations have performed model-experiment comparisons 
of runners to the SLIP template, but these have been limited in scope and size, and similarly 
assumed parameter values.  
 The research described hereupon established a novel analytical and computational 
framework to holistically study runners against a SLIP template and presented additional 
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applications of the method to deliver template-derived biomechanical insights. First, a means to 
estimate all four SLIP parameters simultaneously from experimentally observed GRF recordings 
was presented. A time-varying GRF function was derived from sinusoidal SLIP approximations, 
and nonlinear regression techniques were used to estimate the model parameters. This not only 
established a method for parameter estimation, but it also provided a means to describe the degree 
to which a runner “fits” the underlying SLIP template. It further allowed for extension of the 
framework to fully describe inter- and intra-subject variation in parameters with mixed-effects 
models. 
Subsequently, this analytical method was applied to explore template characteristics in 
runners of different backgrounds and across conditions: first in a between-groups cohort study and 
second in a within-individual paired study. The first investigation examined a cohort of elite 
Kenyan distance runners and trained recreational runners. Their SLIP template parameters were 
estimated with the nonlinear regression method developed, and the mixed-effects capabilities of 
nonlinear regression were explored. Fixed effects were used to model template adjustments related 
to barefoot conditions and foot strike type, and individual subjects were modeled as random 
effects. The next investigation explored the intra-subject variation in SLIP template characteristics 
before and after a fatiguing race. Similarly, a mixed-model design with the method was employed, 
with a fixed effect for the race and random effects for the individuals. For each of these 
investigations, traditional spring-mass SLIP measures were calculated to fully characterize the 
spring-mass behaviors and phenomena under investigation as well as to provide context and 
generalizability. 
This work also presented new methods of quantifying SLIP template similarity. A 
conceptually and computationally simple metric was presented, as well as a metric derived from 
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the nonlinear regression method developed. For each of the two applications described above, the 
similarity metrics were calculated and explored in relation to the cohorts and effects under 
investigation. They also were compared to previously used methods for context and comparison. 
Finally, the SLIP template was used with conventional calculations and a mixed-effects model 
design to characterize the global mechanical behavior across a spectrum speeds and within 
individuals in a distinct population of runners. The spatiotemporal and spring-mass characteristics 
of elite middle-distance runners were investigated using traditional metrics to explore how 
individuals with extreme performance capacity modulate their system dynamics across and within-
speeds. 
Together, these integrated studies presented and tested new methods for systematically 
assessing, analyzing, and describing running gait as a system. It brought to the SLIP template a 
novel, robust parameter estimation and analytical method with a limited dependency on model 
assumptions. It further presented a new means of comparing runners to this system to better 
understand elastic similarity and dissimilarity. Finally, it presented an approach to use traditional 
quantifications to deliver richer and more comprehensive template-based mechanical analysis and 
description. Along the way, each application and method explored research questions in distinct 
populations of runners and coupled that with traditional analyses to further advance our 
understanding of spring-mas behavior in runners. The ultimate aim of this work was to facilitate 
comprehensive characterization of the elastic dynamics of gait and to give researchers and 
clinicians a common framework to compare and assess the behavior of runners. The overarching 
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parameters and modeling ground reaction forces in running using nonlinear regression.” 
2.1 Abstract 
Runners are commonly modeled as spring-mass systems, but the traditional calculations of 
these models rely on discrete observations during the gait cycle (e.g., maximal vertical force) and 
simplifying assumptions (e.g., leg length). We present a method to model runners as spring mass 
systems using nonlinear regression and the full vertical ground reaction force (vGRF) time series 
without additional inputs or traditional parameter assumptions. We derived and validated a time-
dependent function of the vGRF characterized by the four spring mass parameters: stiffness, 
touchdown angle, spring leg length, and contact time using a sinusoidal approximation. Next, we 
compared the spring mass parameters as estimated by the NLR technique to traditional calculations 
in runners using both independent and mixed-effects models. The mixed-effect NLR method (ME 
NLR) modeled the observed vGRF time series best (RMSE:155 N) compared to a conventional 
sinusoid approximation (RMSE: 230 N). Against the conventional methods, its estimations 
provided similar stiffness approximations (-0.2±0.6 kN/m) with moderately steeper touchdown 
angles (1.2±0.7°), longer effective leg lengths (+4.2±2.3 cm), and shorter effective contact times 
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(-12±4 ms). Together, these vGRF-driven system parameters more closely approximated the 
observed vertical impulses than traditional methods (observed: 214.8 N-s; ME NLR: 209.0 N-s; 
traditional: 223.6 N-s). ME NLR modeling of the vGRF in running is a useful tool to assess runners 
holistically as spring-mass systems with fewer measurement sources or anthropometric 
assumptions. Furthermore, its utility as a statistical framework lends itself to more complex mixed-
effects modeling to explore research questions in running. 
2.2 Introduction 
Some biomechanical properties are unobservable, latent variables. That is, they represent a 
phenomenon, feature, or behavior of the mechanical system that cannot be measured directly. In 
spring mass analyses of running, the body is commonly reduced to such a mechanical system to 
study its elastic behavior, and the reduced parameters of this model (i.e., a runner’s “stiffness”) are 
represented as latent quantities. This stiffness parameter and the spring-mass model draw their 
theoretical basis from the spring-loaded inverted pendulum (SLIP) model of running (Blickhan, 
1989; McMahon & Cheng, 1990). This model represents the body as a mass on a single linear leg-
spring (Figure 1 and Figure 4). It is the simplest physical system that captures the salient 
distinguishing features of a running body: a stance and swing phase of gait with a collision and 
propulsion of the mass. It is conceptually simple and faithfully describes the dynamics of running 
with only four deterministic parameters for a given mass (m) and velocity (v): its leg-spring length 
(L0), a touchdown angle (αTD), a contact time (tc), and a spring stiffness (k) (Blickhan, 1989). 
However, the mechanical parameters of this simple system are abstractions from the human runner, 
and the model itself is characterized by complex nonlinear dynamics. Thus, one is required to 
make assumptions and estimations of model geometry to facilitate model use in experimental 
situations (Brughelli & Cronin, 2008). 
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Figure 4: The spring-loaded inverted pendulum (SLIP) model of running as interpreted in humans 
 
Spring-mass analyses of running are most commonly employed to describe the “stiffness” 
of a runner (Bullimore & Burn, 2007), and the two most common methods used in the gait 
literature to calculate stiffness from the spring-mass model come from McMahon and Cheng 
(McMahon and Cheng 1990) and Morin et al. (Morin, Dalleau et al. 2005). Both methods 
differentiate vertical stiffness (kvert) and leg stiffness (kleg) of the runner to characterize behavior 
of vertical displacement and leg length changes during the gait cycle under maximal force. As a 
dynamic SLIP model functions with a single linear elastic spring, the description here will be 
restricted to that of leg stiffness calculations. This stiffness is defined as the ratio of the maximal 
vertical force (Fmax) to the change in the linear length of the leg spring (∆L) (McMahon & Cheng, 
1990): 
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This method relies on measurement of Fmax and tc from a force plate, and approximates αTD as: 




The spring length, L0, of the model is assumed to be the resting leg length and is either directly 
measured as the height of the greater trochanter to ground (Brughelli & Cronin, 2008; McMahon 
& Cheng, 1990) or estimated as a ratio of 0.53 to the standing height of the runner (Morin et al., 
2005; Winter, 1979). The vertical force recording is also used to calculate ∆y, the COM 
displacement, via double-integration of the vertical force (Cavagna et al., 1977). The method of 
Morin et al. models the vertical ground reaction force as a sinusoid with a peak of Fmax and a half-
period of tc (Morin et al., 2005): 




This method then uses measurements of contact time, flight time, and running speed to estimate 
Fmax and ∆L. Similar to McMahon and Cheng, this method assumes the leg spring length to be that 
of the resting leg length as previously described. Blum et al. later adapted this sinusoidal method 
to use the observed Fmax and a measured value of αTD to estimate ∆L rather than using the flight 
time (Blum et al., 2009).  
While the methods described above have generally been found to have good agreement in 
their estimation of leg stiffnesses (Blum et al., 2009; Coleman et al., 2012; Morin et al., 2005), 
these approaches approximate the additional parameters of the SLIP model, which may 
misrepresent the fundamental elastic dynamics and spring-mass characteristics of the runner. 
Assigning the mass and horizontal velocity of runner to the SLIP model is certainly a valid 
assumption, but the other parameters do not translate as analogously as they are commonly 
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assumed. When using either of the above methods, the length of the SLIP model’s spring is 
assumed to be the leg length of the runner. However, to model the runner as a SLIP system, this 
distance should be that of the runner’s COM to the point of contact on the ground. A human’s 
center of mass is difficult to determine statically (Clauser et al., 1969) and quite complex to 
determine dynamically, and it is almost certainly not defined by that of the human leg (Kingma et 
al., 1995; Maus et al., 2011; Naga, 2005; Saini et al., 1998). Clauser et al. measured the COM ratio 
to height as being 0.58, which would yield a 7–10 cm difference in L0 estimation (Clauser et al., 
1969) from the traditional 0.53 leg length approximation. Similarly, Blum et al. proposed using a 
5% and 10% scaling factor for COM estimation from leg length measurement from Winter (Blum 
et al., 2009; Winter, 2005). A 10% difference in L0, based solely on which COM approximation is 
adopted, would yield a 7% difference in kleg estimation (Morin et al., 2005). Moreover, αTD, which 
is the angle of the COM relative to the point of contact, is either approximated from Equation 8 or 
measured as the angle of the leg at touchdown, requiring additional kinematic measurements and 
assumptions. Given the complexity and ambiguity of the COM location, these approximations may 
misrepresent the underlying spring-mass dynamics. Finally, tc is commonly assigned as that 
observed in the runner. While this seems like a valid assumption on the surface, it may also 
inaccurately model the spring-mass behavior. The final milliseconds of propulsion are often 
characterized by nonlinear elastic dynamics and thus exhibit a marked deviation from SLIP 
kinetics (Cavagna, 2006). By assigning the observed contact time to a spring-mass model, one 
would then bias the model towards a contact time longer than what the underlying spring-mass 
mechanisms would exhibit (da Rosa et al., 2019). Lipfert et al. demonstrated that by allowing tc to 
vary between model and experiment, they were able to predict COM trajectories of runners more 
accurately from the estimated model stiffnesses (Lipfert et al., 2012).  
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While these differences may seem small in magnitude, stable SLIP systems and their 
physical realizations are highly sensitive to small parameter variations. Changes in the model’s 
spring length by a centimeter or adjustment of the angle by a degree can demand substantial 
changes in stiffness or the temporal characteristics to maintain stability (Seyfarth et al., 2002). 
Because k is a biomechanically latent variable, and the other spring-mass model characteristics 
(true L0, true αTD, and SLIP tc) are difficult, if not impossible, to precisely measure in a runner, a 
method to estimate these parameters simultaneously from the dynamics of a SLIP system and 
informed by a single high-fidelity data source such as the vertical ground reaction force may yield 
more accurate and useful descriptions of the spring-mass characteristics of a runner. 
Due to the complex dynamics of SLIP models, direct model-experiment comparisons have 
been limited, and estimation of best-fit spring mass parameters from the vGRF has been restricted 
to iterative simulations (Lipfert et al., 2012). Nonlinear regression (NLR) is a candidate for an 
efficient, functional approach to the problem; it is a numerical method that allows for parameter 
estimation of a nonlinear function from observed data (Bates & Watts, 1988). If we model the 
vertical ground reaction force of a SLIP system as a time-varying function, NLR is a promising 
tool to estimate these SLIP parameters with fewer anatomical or mechanical assumptions and no 
additional measurement sources. Furthermore, as opposed to alternative optimization techniques 
for parameter estimation, its functional framework can reveal the nature of interactions among the 
parameters, allowing a description of the variance structure of the estimates and extending the 
models to include fixed and random effects on their estimates. Using this technique with a 
functional form of the SLIP GRF could yield a comprehensive description of the spring-mass 
behavior of a runner. 
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The purpose of this investigation was three-fold: (1) to derive a parameterized, time-
varying functional form of the SLIP vGRF; (2) to validate the accuracy of the function in 
describing the actual vGRFs of SLIP models with known parameter combinations; and (3) to apply 
the NLR technique to analyzing the spring-mass characteristics of human runners and to compare 
it to the conventional methods of spring-mass analyses. 
2.3 Methods 
2.3.1 A Parameterized Functional Form of the Spring-Mass Vertical GRF 
The time-varying vertical GRF of a SLIP system has been approximated as a half-sinusoid 
with an amplitude of Fmax and a period defined by the contact time (tc) per Equation 12 (Blum et 
al., 2009; Morin et al., 2005; Robilliard & Wilson, 2005). By twice-integrating this sinusoid over 
tc, we obtain the vertical displacement of the COM, ∆y, defined by Fmax and tc (Cavagna et al., 
1977; Morin et al., 2005): 








𝑡S8   
A maximal change in “leg” length (DL) of the model at midstance can then be derived by 
incorporating Equation 13 into Equation 10. This relation includes the resting leg length (L0) and 
the touchdown angle (aTD): 









𝑡S8 − 𝐿/ 𝑠𝑖𝑛 𝛼HI    
The spring constant, or stiffness (k), of the system is defined as the ratio of Fmax to DL per Equation 
9 (McMahon & Cheng, 1990). Using this relation and Equation 14, we can express Fmax as a 
quantity defined by k, aTD L0, and tc: 










Finally, to constrain the function to be non-zero from 0 ≤ t ≤ tc, and zero-valued where t > tc, we 
can add a logistic multiplier to continuously behave as a Heaviside function: 
16 𝑓(𝑡) = 1 −	 ]
]b<cd3d3(_c_M)
 
Here, f(t) = 1 for t < tc and f(t) = 0 for t ≳ tc. Combining Equations 12, 15, and 16, we create a 
parameterized sinusoidal time-varying function of the SLIP model’s vertical GRF (PS vGRF) that 
is defined by the four parameters: k, L0, aTD, and tc:  
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This defines each vGRF for the SLIP model as a parameter vector q, where: 






Therefore, a runner’s experimentally observed vGRF curve can be modeled as: 
19  𝑦 = 𝐹'(𝑥, 𝛩) + 	𝜀 
where y is a n-by-1 vector of n discrete time points, x is a n-by-1 matrix of the n discrete time 
points, and e is a n-by-1 vector of the residual error. Nonlinear regression (NLR) can thereby be 
used to estimate the SLIP parameters q that minimizes e for the observed vGRF. Standard 
estimation approaches, such as least squares or maximum likelihood, can be used for their 
determination. 
2.3.2 Validation with SLIP Simulations 
To validate the accuracy of the proposed functional form of the SLIP model vGRF, the PS 
vGRF time series (Equation 17) was compared to the vGRF time series of simulated SLIP models. 
Stable SLIP simulations were generated using the equations of motion of the sagittal plane SLIP 
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system (Blickhan, 1989; Seyfarth et al., 2002). Models were simulated across seven running speeds 
from 3 to 6 m/s in 0.5 m/s increments. Models were simulated with masses of 50, 60, 70, and 80 
kg. Leg lengths of 0.9 and 0.95 m were both used for 50 and 60 kg models, and leg lengths of 1.00 
and 1.05 m were used for the 70 and 80 kg models, representative of human runners. Simulations 
were carried out in MatLab (2016b, MathWorks, Natick, MA, USA) using the ode45 solver to 
achieve a parameter set that yielded stability over 25 steps for speeds of 4.0-6.0 m/s and 10 steps 
for speeds of 3.0 and 3.5 m/s (Seyfarth et al., 2002). Single-step vGRF time series were then 
generated for each model. A time series of vGRF data points was generated using the functional 
form of the SLIP GRF (PS vGRF, Equation 17) with the simulated SLIP parameters as direct 
inputs, and this time series was compared against the actual SLIP model’s vGRF by calculating 
the root mean-squared error (RMSE). Next, the four parameters for each SLIP simulation were 
estimated from the simulation’s vGRF using NLR. The change in each parameter from the known 
and simulation values was recorded, and the subsequent vGRF time series with the NLR-estimated 
parameters was generated for each model to compare its RMSE from the SLIP simulation. 
2.3.3 Experimental Data Collection 
To apply the NLR technique to human runners and examine it against traditional 
measurements, vGRF recordings were used from a public dataset of running biomechanics 
(Fukuchi, Fukuchi, & Duarte, 2017). A detailed description of the methods are available from 
Fukuchi and colleagues (Fukuchi et al., 2017), but for the purpose of this study, select files were 
used from a subset of seven subjects running on an instrumented treadmill at 4.50 m/s. The vGRF 
was recorded continuously for 30 seconds at 300 Hz (FIT, Bertec, Columbus, Ohio). All vGRF 
time series recordings were extracted from the database and processed in MatLab using custom 
algorithms to isolate single step cycles with detection thresholds set at 50 N. The subject’s height, 
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weight, and foot strike pattern were matched to their coded metadata file. Additionally, each 
subject’s standing leg length was measured as the average height of the left and right legs’ 
anatomical markers corresponding to the greater trochanter as recorded during a standing static 
calibration relative to the ground. Because the purpose of this investigation was to be 
demonstrative in nature, analyses and summary statistics for each subject are presented 
individually.  
2.3.4 Conventional Estimation of Spring-Mass Parameters 
For each runner, L0 was recorded as the aforementioned height of the greater trochanter 
(L00) relative to the ground. It was also estimated using the conventional 0.53 ratio of the standing 
height (L01) (Winter, 2005). The aTD for each step was estimated per Equation 8 (aTD1). The gold-
standard stiffness estimation (k0) was calculated using the method described by McMahon and 
Cheng (McMahon & Cheng, 1990). The conventional sinusoidal vGRFs and stiffness estimates 
(Method 1, k1) were generated using the sinusoidal method proposed by Morin and colleagues 
(Morin et al., 2005). 
2.3.5 Nonlinear Regression Estimation of Spring-Mass Parameters 
For each step cycle collected, NLR was used to estimate the q from the GRF recordings that 
minimized e. First, a constrained model was used, where only k was estimated, and L0, aTD, and tc 
were constrained to traditional measurements (Method 2). Second, an unconstrained NLR was 
performed to estimate all four parameters for each step simultaneously, treating each step as an 
independent observation (Method 3). Finally, a mixed-effects NLR model was estimated for each 
subject, treating the subject’s steps as a random effect (ME NLR; Method 4). The results of these 
estimations were compared to the conventional measurements and stiffness estimations. The 
Nonlinear Regression toolbox in MatLab (2016b, MathWorks, Natick, MA, USA) was used for 
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the NLR analysis. Custom initial parameter values for the NLR models were assigned to each 
subject as a parameter set that minimized the sum of squared errors against all steps together via 
nonlinear least-squares optimization seeded with values of corresponding to the mean value of the 
subject’s conventional parameters: k0, aTD1, L00, and tc. Bounds were set at a lower limit of 5 kN/m, 
63°, 80 cm, and 0.12 s and 30 kN/m, 74.5°, 120 cm, and 0.40 s, for the four parameters, 
respectively. For the full mixed-effects NLR parameter estimation, the stochastic approximation 
expectation maximization algorithm was used to estimate a random-effects model for each subject, 
treating an individual’s steps as random-effects (Feodor Nielsen, 2000). Each subject’s model was 
seeded with an initial random-effects covariance matrix with the diagonal equal to two times the 
observed variance in the conventional parameters across steps, with the variance in L00 as 
estimated by the variance in aTD0 relative to the mean tc. 
2.4  Results 
2.4.1 Simulation and Validation 
For each of the mass-length combinations, 5 simulations with distinct parameters were 
generated at each of the 7 speeds, providing 280 unique SLIP models. The parameter set for each 
model was used to directly generate a vGRF time series, and NLR was used to estimate parameters 
from each SLIP model and generate a NLR-adjusted GRF time series. The PS vGRF function 
(Equation 17) provided an accurate estimation of an actual SLIP vGRFs at moderate and faster 
speeds on its own, and use of NLR provided small adjustments of parameters that yielded more 
accurate estimation of actual SLIP vGRFs across all speeds. The RMSE of each method is 
summarized in Table 2 along with the magnitude and percent change of the NLR-adjusted 
parameters. The PS vGRF of Equation 17 is an excellent estimation of the spring-mass vGRF at 
moderate and faster speeds (4.0 m/s and faster). NLR-adjustment of the model parameters 
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improves the fit of Equation 17 to be excellent across all speeds, and the adjustment of these 
parameters are small in magnitude (0.01-0.41%). Figure 5 provides sample vGRFs of three SLIP 
models at three speeds with the direct-input and NLR-adjusted PS vGRF functional estimations of 
the vGRF overlaid. The figure shows vertical ground reaction forces of a 60, 70, and 80 kg SLIP 
model with leg lengths of 0.95 m, 1.00 m, and 1.05 m, respectively, at 3.5, 4.5, and 5.5 m/s (green). 
The parameterized sinusoidal estimation of the vGRF (PS vGRF) is shown with direct input of the 
four SLIP parameters (magenta dash) and with the NLR-adjusted parameters (blue dash). Note the 
poor fit of the direct functional estimation at the lower speed and the good fit of the NLR-
parameter-adjusted estimation. 
 















∆k ∆a ∆L0 ∆tc 
3.0 242.9 15.8 36.02 -0.037 0.00401 0.00071 0.23% -0.05% 0.41% 0.34% 
3.5 112.8 11.1 22.61 -0.029 0.00294 0.00039 0.13% -0.04% 0.30% 0.21% 
4.0 34.0 8.2 17.33 -0.020 0.00190 0.00025 0.10% -0.03% 0.19% 0.14% 
4.5 18.6 6.3 12.93 -0.015 0.00132 0.00018 0.08% -0.02% 0.13% 0.11% 
5.0 13.3 5.5 11.07 -0.013 0.00106 0.00014 0.07% -0.02% 0.11% 0.09% 
5.5 10.4 4.7 8.18 -0.009 0.00074 0.00009 0.05% -0.01% 0.08% 0.06% 
6.0 7.2 3.5 7.71 -0.007 0.00060 0.00005 0.04% -0.01% 0.06% 0.04% 
           




Figure 5: Sample GRFs of simulated SLIP models and functional estimates of the vGRF. 
 
 
2.4.2 NLR Estimation of Spring-Mass Parameters in Runners 
Subject characteristics and measured SLIP parameters are provided in Table 3. The two 
methods using measured and assumed parameters (L0, aTD, and tc) to estimate stiffness, the 
conventional sinusoidal approximation (Method 1) and the single-parameter constrained NLR 
model (Method 2), yielded the poorest fits to the observed data in the vGRFs generated from the 
parameters (RMSE: 230.2 N and 221.2 N, respectively). The full NLR method estimating all four 
parameters and treating each step as an independent observation (Method 3) improved the fit 
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(RMSE: 170.6 N), and the full NLR method treating each step as a random effect yielded the best 
fit (RMSE: 155.3 N). Correspondingly, the vertical impulses (VI) followed the same pattern, with 
the traditional approximation overestimating the VI (223.6 N-s) compared to the observations 
(214.8 N-s), and the ME NLR models more closely matching it (209.0 N-s). The summary of 
parameter estimates and model fit for each method and each subject are summarized in Table 4. 
The stiffness estimates from the full mixed-effects NLR model yielded values consistent 
with traditional kinetic approximations (-0.2±0.6 kN/m). The estimated leg lengths of the model 
tended to be longer than the measured leg length and the height-based approximation by 4.2±2.3 
cm and 4.1±2.3 cm, respectively. The touchdown angles were slightly steeper than the 
conventional estimates by 1.2±0.7°. The effective contact times of this model were 12±4 ms 
shorter than observed. The stiffness estimates from the full independent-step NLR model were 
consistent with the other methods (-0.2±0.6 kN/m against the conventional method) . The effective 
leg lengths estimated via this approach were similar to the measured lengths (-0.7±0.4 cm), and 
the touchdown angles were similar to conventional approximations as well (0.4±0.1°). The 
effective contact times of this model were 12±4 ms shorter than observed, similar to the mixed-
effect models. The subject-specific differences among parameters are summarized in Table 5. A 
sample sequence of steps with Method 1, 3, and 4’s vGRFs fit to the observed vGRF is shown in 
Figure 6. 
Within 5 of the 7 subjects, the mixed-effect NLR model indicated that step-to-step adjustments 
in leg length and touchdown angle were highly covaried (0.99), and in several subjects, 
adjustments in stiffness were moderately covaried with effective leg length (0.03-0.84). Changes 
in contact time tended to be uncorrelated with adjustments in any other parameters. Correlation 
matrices for the four parameters for each subject are compiled in Table 6. All steps for two single 
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subjects with their individual models from the random-effects parameter estimates are shown in 
Figure 7. Note that the vGRF of the overall subject parameters (black line) are shown with 
individual step parameters from the random effects (colored lines) and individual observed forces 
(scatter points). Each color corresponds to eight consecutive steps. 
 
 Subject   
Parameter A B C D E F G Mean Std. Dev. 
m (kg)  65.4 68.2 70.9 77.2 78.3 63.2 64.8 69.7 6.1 
h (m) 1.770 1.745 1.750 1.819 1.778 1.732 1.690 1.755 0.04 
FS R R R R NR NR NR - - 
L01 (m) 0.964 0.938 0.906 0.964 0.945 0.901 0.889 0.929 0.03 
L02 (m)  0.938 0.925 0.928 0.964 0.942 0.918 0.896 0.930 0.02 
Fmax (N) 1935 1701 1867 2353 2055 1603 1712 1889 256 
tc (s) 0.194 0.195 0.188 0.195 0.195 0.173 0.186 0.189 0.008 
αTD (°) 63.1 62.1 62.2 63.0 62.4 64.4 62.0 62.7 0.8 
          
Table 3: Measured parameters for each subject. Contact time (tc) and touchdown angle (αTD) are presented as averages over the 
80 steps. L00 indicates leg length as the height of the greater trochanter, and L01 indicates leg length as estimated from height. FS 









Figure 7 Eighty steps from a rearfoot striking subject (A, subject A) and a non-rearfoot striking subject (B, subject E) with 






  Subject   
 Parameter A B C D E F G Mean SD 
Traditional  k0 (N/m) 12241 11572 13089 15001 13638 13547 11886 12996 1195 
           
 k1 (N/m) 11218 10718 11688 13287 12731 12721 11146 11930 980 
Method 1 αTD1 (°) 63.1 62.1 62.2 63.0 62.4 64.4 62.0 62.7 0.8 
Conventional L00 (m) 0.964 0.938 0.906 0.964 0.945 0.901 0.889 0.929 0.031 
Sinusoid tc (s) 0.194 0.195 0.188 0.195 0.195 0.173 0.186 0.189 0.008 
 BIC 62736 64856 60668 69021 67002 58574 59573 63204 3921 
 RMSE (N) 180.3 218.3 179.2 344.9 275.8 243.1 169.5 230.2 63.7 
 VI (N-s) 230.9 208.1 205.0 280.9 254.4 182.8 203.3 223.6 34.0 
                     
Method 2 k2 (N/m) 11067 10526 11630 13132 12480 12390 10967 11742 953 
NLR αTD1 (°) 63.1 62.1 62.2 63.0 62.4 64.4 62.0 62.7 0.8 
Constrained L00 (m) 0.964 0.938 0.906 0.964 0.945 0.901 0.889 0.929 0.031 
(1 parameter) tc1 (s) 0.194 0.195 0.188 0.195 0.195 0.173 0.186 0.189 0.008 
 BIC 62238 64496 60588 68872 66600 58089 58869 62822 4021 
 RMSE (N) 170.9 210.0 177.7 339.5 264.2 229.4 156.6 221.2 64.1 
 VI (N-s) 222.2 199.0 202.6 271.4 241.7 171.0 195.4 214.8 33.3 
                     
Method 3 k3 (N/m) 11887 11382 12708 14734 13487 13336 11719 12750 1191 
NLR αTD3 (°) 63.7 62.5 62.9 63.4 62.6 64.7 62.3 63.1 0.8 
Unconstrained  L03 (m) 0.951 0.931 0.896 0.958 0.942 0.897 0.885 0.923 0.030 
(4 parameters) tc3 (s) 0.186 0.182 0.176 0.176 0.180 0.161 0.176 0.177 0.008 
Independent steps BIC 61648 63621 65814 64590 64590 57586 56468 62045 3669 
 RMSE (N) 141.4 168.7 215.7 187.9 187.9 187.8 104.9 170.6 36.8 
 VI (N-s) 218.5 193.8 197.6 261.7 234.5 166.3 191.1 209.0 31.7 
                     
Method 4 k4 (N/m) 11622 11981 13171 14606 13912 12433 12111 12834 1103 
NLR αTD4 (°) 63.8 63.9 63.9 63.8 64.1 64.6 63.7 64.0 0.3 
Unconstrained  L04 (m) 0.991 0.960 0.921 1.008 1.005 0.982 0.931 0.971 0.035 
(4 parameters) tc4 (s) 0.186 0.182 0.176 0.176 0.180 0.161 0.176 0.177 0.008 
Random effect steps BIC 59629 61434 55960 63835 62539 55588 54524 59073 3721 
 RMSE (N) 136.9 164.4 112.1 208.9 182.3 181.2 101.4 155.3 39.7 
 VI (N-s) 218.4 193.7 197.5 261.6 234.4 166.2 191.0 209.0 31.7 
Observed VI (N-s) 220.4 200.8 198.7 272.4 242.2 173.9 195.4 214.8 33.2 
           
Table 4: Summary of subject-specific SLIP parameters estimated by conventional and NLR methods (80 steps) 
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  Subject   
 
 
A B C D E F G Mean SD 
Stiffness k1-k0 -1023 -854 -1401 -1713 -908 -826 -739 -1066 358 
(∆N) k2-k0 -1174 -1046 -1459 -1868 -1158 -1157 -919 -1254 316 
 k3-k0 -354 -191 -381 -267 -151 -211 -167 -246 91 
 k4-k0 -619 409 82 -395 274 -1114 225 -163 562 
 k4-k3 -265 599 463 -128 425 -903 392 83 542 
Touchdown αTD3- αTD1 0.6 0.4 0.6 0.4 0.2 0.3 0.4 0.4 0.1 
angle (∆°) αTD4- αTD1 0.7 1.8 1.7 0.8 1.7 0.2 1.7 1.2 0.7 
 αTD4- αTD3 0.1 1.4 1.1 0.5 1.5 -0.1 1.3 0.8 0.7 
Leg Length L01-L00 -0.026 -0.013 0.022 0.000 -0.002 0.017 0.006 0.001 0.017 
(∆m) L03-L00 -0.013 -0.008 -0.010 -0.006 -0.003 -0.004 -0.004 -0.007 0.004 
 L04-L00 0.027 0.022 0.015 0.044 0.061 0.082 0.041 0.042 0.023 
 L04-L01 0.053 0.035 -0.007 0.043 0.063 0.064 0.035 0.041 0.024 
 L04-L03 0.040 0.030 0.025 0.050 0.064 0.085 0.046 0.048 0.021 
Contact tc3-tc1 -0.008 -0.012 -0.011 -0.019 -0.015 -0.012 -0.010 -0.012 0.004 
time tc4-tc1 -0.008 -0.013 -0.011 -0.019 -0.015 -0.012 -0.010 -0.012 0.004 
(∆s) tc4-tc3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
            
Table 5: Changes in parameters between models across subjects. 
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Subject    k αTD L0 tc 
  k 1 - - - 
A  αTD 0.154 1 - - 
  L0 -0.844 0.401 1 - 
  tc 0.000 -0.002 -0.002 1 
       
    k αTD L0 tc 
  k 1 - - - 
B  αTD -0.070 1 - - 
  L0 -0.233 0.987 1 - 
  tc -0.004 0.000 0.000 1 
       
    k αTD L0 tc 
  k 1 - - - 
C  αTD 0.464 1 - - 
  L0 -0.548 0.487 1 - 
  tc 0.000 -0.002 -0.002 1 
       
    k αTD L0 tc 
  k 1 - - - 
D  αTD 0.459 1 - - 
  L0 0.431 0.999 1 - 
  tc -0.003 0.000 0.000 1 
       
    k αTD L0 tc 
  k 1 - - - 
E  αTD 0.139 1 - - 
  L0 -0.003 0.990 1 - 
  tc -0.004 0.000 0.000 1 
       
    k αTD L0 tc 
  k 1 - - - 
F  αTD 0.518 1 - - 
  L0 0.465 0.998 1 - 
  tc -0.003 0.000 0.000 1 
       
    k αTD L0 tc 
  k 1 - - - 
G  αTD -0.588 1 - - 
  L0 -0.652 0.997 1 - 
  tc -0.001 0.000 0.000 1 
       





We presented a novel method to use nonlinear regression approaches to estimate the spring-
mass parameters of a runner using only the observed vertical ground reaction force time series as 
the input. First, we derived and validated a parameterized, time-dependent functional form of the 
spring-loaded inverted pendulum’s vGRF using the sinusoidal approximation. Then, we applied 
this to a group of runners and demonstrated the similarities and differences to a conventional 
estimation of spring-mass behavior. The NLR technique provided stiffness estimations that were 
consistent with traditional methods, but it more accurately modeled the runner’s vGRF and more 
closely approximated the observed vertical impulse of the runner. This was due to further 
adjustments in leg length, touchdown angle, and contact time—values typically constrained in 
conventional estimates of stiffness.  
2.5.2 Validity of the Parameterized Sinusoidal vGRF Function 
The first contribution of this work was the derivation and validation of the parameterized 
sinusoidal vGRF function (PS vGRF) given in Equation 17. The vGRF of a runner has commonly 
been modeled as a sinusoid (Cross, 1999) and adapted for spring-mass analyses (Blum et al., 2009; 
Morin et al., 2005; Robilliard & Wilson, 2005), yet the function has never been systematically 
validated against the SLIP model whose behavior it is approximating. Robilliard and Wilson 
compared their sinusoidal approximation of the vGRF to a numerical SLIP simulation, but they 
only examined a single model across several angles, and the model itself was assigned parameters 
simulating a horse (Robilliard & Wilson, 2005). To our knowledge, no systematic validation of 
the sinusoid as a SLIP approximation has been carried out across speeds and geometries nor in 
models representing human runners. 
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The PS vGRF approximation alone proved to be a valid representation of the SLIP vGRF at 
moderate and faster speeds (4.0 m/s and faster), and with minor adjustments of the parameters via 
NLR, at slower speeds. Direct input of the model parameters yielded poor approximations of the 
SLIP vGRF at these lower speeds. This is likely due to several features of the system. First, the 
SLIP model is inherently unstable at these lower speeds, with parameter configurations that are 
increasingly more constrained and even infeasible (Seyfarth et al., 2002; Seyfarth et al., 2003). 
Second, and likely most notably, the derivation of the PS vGRF’s amplitude relies on the double-
integration of the underlying sinusoid to approximate the vertical oscillation (Equation 13). So, if 
its similarity to the SLIP model decreases at lower speeds by a fractional amount, that error will 
propagate according to a power-law through the integrations and yield much greater discrepancies 
in the positional approximation and the corresponding sinusoidal amplitude approximation here.  
By using NLR to estimate the spring-mass parameters from the “observed” SLIP numerical 
simulation rather than directly inputting the simulation’s parameters into the PS vGRF, however, 
we obtained parameters that were very close (all < 0.5% different) to the simulation’s actual values 
with fits that were excellent across all speeds. This is likely due to the aforementioned error 
propagation from the double integration, with the small parameter adjustments “correcting” any 
underlying deviations or rounding errors. Given that the magnitudes of the adjustments were 
negligible and within the common reporting sensitivity of the values, the simulation comparisons 
suggested that the sinusoidal approximation alone is valid at moderate and faster speeds, and that 
NLR estimation of SLIP parameters with the PS vGRF is a valid technique to estimate spring-
mass parameters across all speeds. 
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2.5.3 NLR-Estimated Spring-Mass Parameters Yield More Accurate vGRFs 
While conventional analyses are informed by discrete kinetic data points or spatiotemporal 
values (e.g., maximal force and/or contact time) and are constrained by geometric approximations 
of the runner’s anthropometry (e.g., leg length and/or touchdown angle), this method allows the 
spring-mass parameter approximation to be informed by full vGRF time series and allows for 
uncertainly in the otherwise assumed parameters. This results in vGRFs that more closely model 
those produced by the runner, with the average RMSE of the ME NLR method here being 155 N 
versus the 230 N RMSE in the traditional sinusoidal method. The Bayesian information criterion 
of the NLR models, a measure of fit that penalizes the addition of parameters and overfitting, 
paralleled the RMSE patterns, as it decreased with each model as compared to the conventional 
sinusoid and was lowest in the ME NLR models (average BIC of 59073 vs. 63204 for the ME 
NLR vs. convention). This further results in vertical impulse values that more closely match the 
observation: the observed and ME NLR-estimated average VI here was 214.8 N-s and 209.0 N-s, 
respectively, while the traditional estimate was 223.6 N-s. The conventional methods that constrain 
the spring-mass estimates, especially to the explicitly observed tc, thus yield a parameter set that 
overestimates the runner’s total vertical force-time relation.  
Both Morin et al. and Blum et al. observed this limitation of the sinusoidal approximation in 
their respective explorations, observing VI biases of 5.3% and 10.5%, respectively (Blum et al., 
2009; Morin et al., 2005). Morin et al. used a duty factor relation to further estimate the peak vGRF 
(rather than explicitly constraining it), which resulted in 6.9% lower peak force, and thus the lower 
bias (Morin et al., 2005). Blum et al. mitigated the discrepancy by applying a correction factor to 
the sinusoid’s amplitude, defined as the ratio of the observed and modeled VI and found it to be 
similar to the duty-factor correction (Blum et al., 2009). However, both of these methods simply 
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attenuate the peak force and not the underlying temporal dynamics of the spring-mass behavior. 
They are thus biased by any small but significant deviations from the modeled behavior, such as 
the distinct non-linear elasticity in the final moments of propulsion, where the magnitude of the 
vGRF forces are small, but the foot is still in contact with the ground (Cavagna, 2006; Cavagna et 
al., 2008a). This is conceptually similar to using the “effective” tc, —the time for which the runner 
exceeds body weight during stance, which has been shown to be more sensitive in discriminating 
spring-mass parameters between runners of varying abilities (da Rosa et al., 2019). 
2.5.4 NLR-Estimated Spring-Mass Parameters Differ From Conventional Measurements 
The ME NLR modeling provided stiffness values consistent with those of the traditional 
estimate but revealed differing geometries and temporal relations among the parameters. The 
hypothesis for longer “effective” leg lengths than those approximated by traditional leg-length or 
height-based measurements was supported. The average difference within the subjects between 
the traditional leg-length assumption and the ME NLR-estimated length was 4.2 cm. This 
suggested that the effective center-of-mass of the runners was located more distal to the ground 
than typically assumed. The static center of mass on a human standing is certainly higher than that 
of the leg height, with Clauser et al. measuring it as 0.58 of the standing height (Clauser et al., 
1969). Interestingly, Blum et al. used a correction factor of 1.10 of the measured greater trochanter 
height (determined from subjects lying on a force plate), which would have corresponded to an 
effective length 9.4 cm higher than the biological leg (Blum et al., 2009). Our approximations 
similarly predicted longer legs, and the estimation fell roughly halfway between the measured leg 
length and the static center of mass. The NLR method thus ostensibly allows for subject-specific 
estimation of the correct effective center of mass location without the segmental assumptions, 
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balance plates, or kinematic markers otherwise required (Lafond, Duarte, & Prince, 2004; Winter, 
2005). 
In addition to the longer effective legs, the NLR estimation suggested that the runners tended 
to run with touchdown angles that were 1.2° steeper than the conventional estimate. Given the 
sensitivity of spring-mass systems to this angle, inaccurate approximation of this value would 
mischaracterize the system and could characterize an otherwise infeasible combination of spring-
mass parameters (Seyfarth et al., 2002). The traditional method of approximating the touchdown 
angle (Equation. 8) necessarily underestimates a SLIP system’s actual touchdown angle (see 
Appendix A), but it is also dependent on the assumed leg length and contact time, further 
confounding its accuracy. Finally, as described above, the “effective” spring-mass contact times 
of the runners were lower than the observed values by an average of 12 ms. This was likely due to 
the aforementioned nonlinearity in the moments prior to toe-off. Here, the magnitude of the vGRF 
was small relative to the rest of the time series, but the foot nevertheless remained in contact with 
the ground and thus extended the contact time. Clark et al. used a cosine bell-curve to capture that 
nonlinear elasticity fully, but the shape was not informed by the spring-mass parameters per se 
(Clark et al., 2017). Also, the selected event thresholds and filtering parameters of raw vGRF data 
influence the precise estimations of heel contact and toe off, and thus can significantly alter contact 
time estimations (Tirosh & Sparrow, 2003). The NLR method presented here resolved that 
sensitivity by using the entire vGRF curve to estimate the contact time of a spring-mass system 
that best described the systemic dynamics of the runner, rather than assigning a fixed value to that 
system. 
 50 
2.5.5 NLR Modeling Facilitates Efficient Model-Experiment Comparisons of Spring-Mass 
Systems in Running 
Another advantage of the approach is that it facilitates comparison of a runner with a spring-
mass system. Because of the complexity of the system’s dynamics, there is no closed-form 
analytical solution that describes its mechanics. Previous attempts to compare runners to the 
system have been limited, restricted to iterating simulation of SLIP behavior (Geyer et al., 2005; 
Lipfert et al., 2012). That approach is computationally intensive, preventing more complex or 
comprehensive analyses of many steps within a runner or a cohort. Here, we demonstrated that the 
PS vGRF function provided a robust approximation of the SLIP vGRF. Therefore, comparison of 
experimental observation to best-fit curves can provide a metric of how closely a runner behaves 
to the spring-mass system. For example, subject C had dynamics that more closely resembled a 
simple SLIP model than subject B (RMSE: 112 N vs. 164 N) 
2.5.6 Mixed-Effects NLR Modeling Reveals Correlation Patterns in Step-To-Step Spring-Mass 
Parameter Adjustments 
In applying the NLR technique to estimate the spring-mass parameters, it was observed that 
mixed-effects modeling improved the fit of the model beyond independently modeling each step. 
This benefit of the ME models likely stemmed from several characteristics of the modeling: first, 
the random effect term on each parameter came from a conditional distribution that maximized the 
observed likelihood function of the parameters, rather than an independent, discrete value (Bates 
& Watts, 1988; Feodor Nielsen, 2000). This provided a solution that was more robust to the 
complex interactions of the parameters and less sensitive to the starting estimates. Second, this 
gave the model fewer overall parameters and more degrees of freedom, as evidenced by the 
reduction in the BIC across models, with the ME NLR model having the lowest BIC and fewest 
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defining parameters. Third, the sensitivity of the independent models to the starting estimates may 
be compounded by any errors in the solution process across the 80 steps. Here, to minimize solver 
bias, we used each step’s conventional parameters as starting estimates for its model (each step’s 
k0, αTD1 L00, and tc1), but that cannot rule out any bias or local optima from the gradient-based 
solution. The SAEM algorithm used in the mixed-effects estimation used global optimization 
tools, and thus it may have been more robust to this issue. 
The ME NLR model provided further utility in revealing a variance-covariance structure 
among parameters. This allows for hypothesis testing among the parameters when fixed effect 
terms are introduced. Moreover, it revealed the covariance of the parameters in the model 
estimates. Here, it was observed that leg length and touchdown angle were highly covaried in some 
of the runners, suggesting that these terms may have been better modeled together as a single 
geometric term (see Appendix A for suggested methodology) or with one as a fixed parameter. It 
was further observed that the both stiffness and contact time had little covariance with the other 
parameters in most of the subjects, suggesting that these parameters maintained independence 
within the system. 
The ability to characterize step-to-step parameter adjustments and their underlying variance 
structure presents new opportunities to study the variability patterns within an individual’s gait. 
Current methods of characterizing gait variability assess temporal relations of single parameters 
(e.g., stride length (Jordan, Challis, & Newell, 2006) or center-of-mass excursion (Schutte et al., 
2015)) or compare the phasic relations of specific joint segments (e.g., thigh-shank and shank-foot 
(Hafer et al., 2016)). Here, we used the NLR method to assess systemic behavior with the spring-
mass template across the entirety of a vGRF sequence. That provided both a means to quantify the 
variability in the parameters and a tractable physical realization of those adjustments. Those 
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within-subject system-level adjustments were brought into relief with the NLR analysis, and its 
statistical framework provided a means to further explore their dynamics with the application of 
more advanced mixed-effect models. 
2.5.7 Limitations 
While the NLR method for spring-mass analyses provided the aforementioned advantages, 
it had several limitations in scope and application. First, it carried assumptions of traditional 
spring-mass analyses in that it was restricted to level-ground, stable-speed running. Second, when 
considering all four parameters, the PS vGRF did not necessarily have a unique solution with 
respect to spring length and touchdown angle. This can be resolved by analyzing multiple steps 
with a mixed-effects approach (Method 4) or by using a three-parameter PS vGRF with the length-
angle determination presented in Appendix A (Equation 21). However, that still only provides a 
measure of variance for the single “geometric” parameter (Equation 20) and not the length and 
angle independently. If analyzing single steps, one can also use the three-parameter PS vGRF and 
adopt one of the traditional approximation methods for the leg length or angle described above 
while still using NLR to determine best-fit stiffness and effective contact time values. Third, when 
analyzing independent steps, the method can be sensitive to starting parameters. We standardized 
this by using the conventional measure for each step as the starting estimate and the runner’s 
average of those for all steps in the mixed-effects model. This sensitivity is further resolved as 
more steps are included in the analyses, incentivizing the researcher to analyze multiple steps per 
subject. Finally, the method was more computationally intensive than the traditional approaches. 
The appeal of the traditional sinusoidal method lies in its simplicity and its field-based inputs (i.e., 
contact time and flight time). While NLR provides a parameter set with a more accurate vGRF 
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representation, it requires a force platform or an instrumented treadmill and correspondingly more 
demanding computational resources. 
2.6 Conclusion 
We presented a method to functionally generate a vGRF time series that is characterized by 
four spring-mass input variables and models the vGRF of a SLIP system. The PS vGRF accurately 
simulated the vGRF of simulated SLIP models, which provided the first systematic validation of 
the sinusoidal vGRF as a model of the SLIP vGRF and supported its application as such. We 
further presented a means to use this function with nonlinear regression to estimate a runner’s 
stiffness, as well as his or her effective leg length, touchdown angle, and contact time. This 
liberates stiffness estimates from assumed geometric and temporal constraints, facilitating more 
efficient and better-fitting spring-mass approximations. When used across many steps with a 
mixed model, the NLR technique yielded stiffness estimations that were consistent with traditional 
estimates. The effective leg length approximations were longer than the traditional leg length 
measurements, and the effective contact times were shorter than the observed values. Together, 
these NLR-estimated spring-mass characteristics yielded vGRFs that more closely simulated the 
observed vGRFs. In addition to its fidelity as an analytical technique, this method has broad 
application in modeling more complex research questions with both fixed and random effects, such 
as including multiple runners in a multilevel ME NLR regression to allow testing of various runner 
covariates and cohort parameter differences. 
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2.7 Addendum: A Singular Length-Angle Approximation 
The parameterized sinusoidal vertical ground reaction force presented in Equation 17 is 
not unique for a given leg length and touchdown angle combination for an isolated step. The two 
terms have an identity A such that: 
20 𝐴 =	𝐿/ − 𝐿/ 𝑠𝑖𝑛 𝛼HI  
To enable use of NLR to estimate spring-mass parameters for isolated steps, this term can be 
incorporated into Equation 17 as a three-parameter model: 
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Using NLR, this method can provide an estimate for A. With that estimation, we can then use 
properties of the spring-loaded inverted pendulum’s dynamics with a horizontal velocity 
approximation to isolate L0 or aTD and solve for their values with A. 
Specifically, we can consider the energy of the system at its apex in flight, where y0 is the 
vertical position at landing and takeoff, yf is the peak vertical excursion during flight, and vxi is the 
horizontal velocity during flight and at the initial point of stance: 
22 𝐸 =	 ]
8
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We can also consider the energy of the system at midstance, where the center-of-mass is at its 
lowest point, where ∆y is the vertical oscillation during stance defined by Equation 13, ∆L is the 
change in leg length during stance as defined by Equation 14, and vxf if the horizontal velocity at 
midstance: 
23 𝐸 =	 ]
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Without use of additional measurement equipment (i.e., markers or accelerometers), the 
exact values of the horizontal velocity throughout the gait cycle are unknown. The common 
approximation of the relation of the leg length to the touchdown angle as described in Equation 8 
is inappropriate, as it will underestimate their values, given that the average velocity during stance 
will be necessarily less than the average velocity of the full gait cycle. If we approximate the 
change in horizontal velocity during stance as a linear decrease from vxi to vxf , the velocity values 
can be related with the duty factor, ß: 
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In considering a case where the runner’s average horizontal velocity is known (e.g., treadmill 














These two expressions can be incorporated into the system energy expressions (Equations 22 and 
23), such that: 




To express the above relation with known quantities, we can use the following identities: 
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With A known, Equations 20 and 37 can therefore be solved for unique identities of L0 and αTD. 
Equation 37 can be expressed with known quantities: g, m, v, k, A, and tc, and solved numerically 
for L0. With L0, Equation 20 can be used to then solve for αTD. 
As a caution, it should be noted that Equations 22 – 25 rely on data derived from accelerations 
and are themselves approximations of velocities. Therefore, any errors or deviations from absolute 
dynamics are propagated when integrating to displacement values for the system. So, the 
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approximations for vxi and vxf derived from solving Equation 37 tend to perform well across speeds 
and parameters sets, but the exact solutions for L0 and αTD may fall outside of reasonable values 
in some conditions, e.g., at slower speeds (< 3.5 m/s), where the spring-mass dynamics are less 
stable. In these instances, it may be prudent simply to fix either αTD or L0 with a conventional 
assumption (e.g., Equation 8 or a height approximation) and then to fit a three parameter model 




Chapter 3 Application of Spring-Mass NLR and Similarity Analyses Methods: A 
Cohort Comparison of Elite Kenyan and Recreational Runners 
 
This work will be submitted for publication as or similar to: 
Geoffrey T. Burns, Nicholas Tam, Jordan Santos-Concejero, Ross Tucker, and Ronald F. Zernicke 
(2020). “Kenyan distance runners behave similarly to simple elastic systems”. 
3.1 Abstract 
The complexity and individualization of running mechanics have made assessments of 
running gait challenging. Here, we explored the mechanical patterns of two distinct populations of 
runners against the spring-mass template to characterize systemic behavioral differences. Using 
both established and novel metrics, we compared the kinetics of elite Kenyan distance runners to 
those of non-elite recreational runners in both shod and barefoot conditions in overground running, 
and we characterized the spring-mass behavior of both groups. Across all measures and within 
foot strike types, the Kenyans behaved more similarly to the spring-mass system, with more 
symmetric bounces (95.4% vs. 92.7%), less discrepancy (i.e. greater coordination) between 
horizontal and vertical kinetic changes (10.0 ms vs 16.3 ms), and better fit to a spring-mass vertical 
ground reaction force (RMSE of 122.9 N vs 160.6 N). The barefoot condition elicited greater 
kinetic coordination but decreased model fit in the recreational runners, with the effects being less 
pronounced in the Kenyan runners. The Kenyan runners produced similar absolute maximal 
vertical forces, which corresponded to higher weight-specific forces (2.74 vs. 2.46 BW), and 
exhibited shorter ground contacts (213 vs. 244 ms). Together, this resulted in similar absolute leg 
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stiffnesses among groups, but higher relative stiffnesses within the Kenyan runners (16.5 vs. 13.0 
BW/L0). The barefoot condition resulted in slightly lower maximal forces in both cohorts (-0.05 
BW), shorter contacts in the recreational runners (-7 ms), but greater overall leg stiffnesses in both 
cohorts (+0.7 kN/m and 1.0 BW/L0). Nonlinear regression estimation of the effective spring-mass 
parameters corroborated the findings, with higher estimates of leg stiffness compared to 
conventional estimates (12.2 vs. 10.2 kN/m) that were similarly unchanged within groups. The 
effective contact times were shorter than the observed values (-17 ms), but their effect patterns 
followed observation, with shorter contacts among the Kenyan runners and within the barefoot 
condition. Overall, these results suggested that elite Kenyan distance runners exhibited greater 
likeness to the linearly elastic, energy-conserving spring-mass system, and that they produced 
dynamics that were similar in absolute magnitude to non-elite recreational counterparts despite 
being of smaller mass and stature. This provided another potential source of explanation for their 
unmatched dominance in distance running, and it also presented methods for systemic 
quantification of gait behavior in runners of all demographics. 
3.2 Introduction 
The description and quantification of “good” running form has challenged biomechanists, 
physiologists, coaches, and athletes alike for many decades. In his seminal training text, Fred Wilt 
posited that every runner must necessarily have a unique form, due to individual differences in 
physical make-up, likening it to a fingerprint (Wilt, 1959). Subsequent biomechanical 
investigations into the determinants of running performance have corroborated this 
individualization (Nummela et al., 2007; Williams & Cavanagh, 1987), and it was later echoed in 
the description from Nigg and colleagues of a runner’s “preferred movement path” (Nigg et al., 
2015). Several reviews have synthesized the numerous investigations of the biomechanical aspects 
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of running economy (a critical determinant of performance), and they have consistently identified 
several contributing factors such as shorter contact times, lower vertical oscillation, and greater 
leg stiffnesses (Anderson, 1996; Moore, 2016; Saunders et al., 2004). However, component-level 
kinematic determinants of performance and proper “form” have remained largely elusive (Moore, 
2016). This can be explained by the notion that gait is in itself a continuous, dynamic coupling of 
the myriad limb and joint segments (Hamill et al., 1999), and when further considering the 
subsequent determinants of those motions (metabolic, neurologic, and biologic), the systemic 
complexity approaches that of the “fingerprint” described by Wilt. 
An alternative approach to characterize one’s gait is to assess it systemically, and the 
simplest system that captures the fundamental dynamics of running is that of the spring-loaded 
inverted pendulum, or simply, the spring-mass model (Blickhan, 1989; McMahon & Cheng, 1990). 
This two-dimensional model treats the runner a simple point-mass on a linearly elastic “leg” spring 
that attacks and leaves the ground with a given touchdown angle. The model assumes ideal 
elasticity, and its dynamics are thus symmetric and energy-conserving through stance and flight. 
Its forward and vertical kinetic energy change in phase, with a transition from braking to 
propulsion occurring at mid-stance, which is the same moment the vertical position is at a 
minimum and the mass is transitioning from loading to unloading. This system has been proposed 
as the template that underlies running dynamics across species (Full, Farley, & Winters, 2000; Full 
& Koditschek, 1999). See Figure 8 and Figure 9 below. 
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Figure 8: The two-dimensional spring-mass system of a given mass, m, and speed, v, with a spring stiffness, k, a touchdown 
angle, αTD, spring “leg” length, L0, and a contact time, tc. Its maximal spring compression ΔL and maximal center-of-mass 
displacement Δy occur at midstance. 
 

















The aforementioned factors that have explained running economy (contact time, vertical 
oscillation, and leg stiffness) are indeed systemic characteristics related to these spring-mass 
dynamics, so a comparison of runners to this template may be insightful in assessing gait behavior. 
However, given the complexity of the underlying dynamics, no analytical solution to its equations 
of motion exists (Schwind & Koditschek, 2000), and the means by which we can directly compare 
runners to this system is limited. A simple method for assessing similarity to the elastic spring-
mass system was proposed by Cavagna and Legramandi, where they described the “similarity to a 
symmetric bounce” of a runner. This metric was calculated as the average of the ratios of the 
maximal upward and downward velocity of the center-of-mass (COM) and the deceleration and 
acceleration times of the COM, both of which are 1.0 in an ideal spring-mass system (Cavagna & 
Legramandi, 2015). They previously used these metrics to demonstrate that humans behave most 
similarly to this simple elastic system in their teenage years, with the similarity declining with age 
(Cavagna et al., 2008a; Legramandi et al., 2013). Furthermore, Cavagna observed the deceleration-
acceleration time asymmetry to decrease as running speeds increased, with runners approaching 
more elastic behavior at higher speeds (Cavagna, 2006). This asymmetry metric was further 
explored in a group of high- and low-performing runners, where it was observed that the two 
groups did not differ on their timing asymmetries, but rather diverged across other systemic spring-
mass characteristics, such effective contact time, aerial time, and vertical stiffness (da Rosa et al., 
2019). These applications suggest that systemic spring-mass similarity may be discriminatory and 
indicative of underlying musculotendinous phenomena (Cavagna et al., 2008a; Cavagna, 
Legramandi, & Peyre-Tartaruga, 2008b), but the concept of “elastic similarity” has yet to 
expanded upon or applied across other heterogenous groups. 
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An appealing group in which to explore whether similarity or deviations from simple 
elastic systems (i.e., spring-mass behavior) differs between distinct populations or performance 
capacities is that of the Kenyan distance runners. Their dominance in the sport has been unmatched 
(Tucker, Onywera, & Santos-Concejero, 2015). Biomechanical investigations of this population 
have identified shorter ground contact times (Kong & de Heer, 2008; Santos-Concejero et al., 
2017) and longer Achilles tendon moment-arms (Kunimasa et al., 2014) as unique characteristics, 
but spring-mass behavior has not been explored. Additionally, Sano and colleagues observed that 
in hopping, elite Kenyan distance runners had smaller stretching and shortening (SS) amplitudes 
in the medial gastrocnemius muscles but achieved higher maximal hopping heights with greater 
SS ratios. This suggested that their medial-gastrocnemius muscle-tendon unit functioned more 
efficiently to store and release elastic energy (Sano et al., 2013a). They later observed that Kenyan 
distance runners had lower tibialis anterior and medial gastrocnemius activity patterns in the in 
pre-activation and braking phases of the gait cycle as compared to competitive Japanese runners, 
further suggesting more efficient elastic mechanisms (Sano et al., 2015). These findings together 
suggest that high-level Kenyan runners may behave more like efficient, elastic systems and that 
any systemic similarities and characteristics may provide further insight into gait characteristics 
related to performance capacity.  
We undertook this investigation to explore the concept of “elastic similarity” and spring-
mass behavior in a group of Kenyan distance runners. We hypothesized that the Kenyan runners 
with high performance capacities would exhibit greater similarity to the ideally elastic spring-mass 
system as compared to a cohort of recreational runners. Furthermore, we hypothesized that 
differences would be apparent in both shod and barefoot conditions in both populations, but that 
the changes would be less distinct in the Kenyans, where familiarization with barefoot activity is 
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common in childhood and adolescence (Aibast et al., 2017; Lieberman et al., 2015). Further, we 
hypothesized that group differences would persist after controlling for foot strike pattern, for which 
we would anticipate rear foot striking to decrease similarity (Bobbert, Schamhardt, & Nigg, 1991). 
Furthermore, we sought to explore three new metrics of spring-mass similarity: the timing 
difference between the transition from braking to propulsion in the horizontal plane and the 
transition from to loading and unloading in the vertical plane, the time-normalized ratios of these 
events, and the overall similarity of a best-fit spring-mass vertical ground reaction force to that of 
the runner’s observed force as estimated by nonlinear regression (NLR). The first two metrics are 
an indication of the degree to which a runner’s change in forward and vertical kinetic energy is 
coordinated and in phase, and the last is an assessment of the overall shape of the vGRF curve 
against the spring-mass template. We hypothesized that these metrics would be more sensitive to 
any discrepancies between groups.  
We also used these observations to explore systemic spring-mass behavior in the two 
populations with both traditional measures of stiffness and effective measures of spring-mass 
behavior as estimated by mixed-effects NLR from the vGRF recordings. We hypothesized that at 
a fixed speed, contact times would be lower in the Kenyan runners and that stiffness measures 
would correspondingly be higher. It was further hypothesized that these differences would follow 
in both groups between shod and barefoot conditions and between rearfoot and non-rearfoot 
striking patterns. 
3.3 Methods 
3.3.1 Experimental Data Collection 
Our study compared the ground reaction force characteristics of high-level competitive 
Kenyan distance runners to a cohort of trained recreational runners in both shod and barefoot 
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conditions. The investigation collated kinetic data collected from two previous investigations 
following similar experimental protocols. From the first, 15 professional Kenyan runners that were 
recruited from a management agency were included. From the second, 26 locally recruited male 
recreational runners were included (10km best: <50 minutes; >4 hours of training per week). At 
the time of the studies, all participants were free of lower limb injury and refrained from hard 
training in the two days prior to the session. All participants provided written informed consent, 
and the studies were approved by the University of Cape Town’s ethics review board (HREC ref: 
151/2013 and 504/2011).  
Participants ran in shod and barefoot conditions in randomized order at 12 km/hr on a 40-
meter synthetic indoor track. Speeds were verified with photoelectric timing cells. The shod 
condition was performed in the subject’s habitual training shoe. Ground reaction forces were 
recorded from two 900×600 mm embedded force platforms (AMTI, Watertown, MA, USA) and 
sampled at 1000 Hz. Five successful trials were captured for each subject in each condition, where 
a successful trial was defined as the participant running within ±5% of the target speed, striking 
the force plate with his right foot, and giving no indication of platform targeting. Additionally, the 
Kenyan cohort completed 3 successful trials in each condition at 20 km/hr. 
3.3.2 Data Processing 
The GRF recordings were filtered using a low-pass, fourth order Butterworth filter with a 
cutoff frequency of 60 Hz and a landing/take-off threshold of 50 N. Subjects were classified as 
rearfoot striking (RF) or non-rearfoot striking (NRF) based on the presence of an impact peak in 
the vGRF in the shod condition. Leg and vertical stiffnesses were calculated in accordance with 
the method of McMahon and Cheng (Farley et al., 1993; McMahon & Cheng, 1990), and leg spring 
length (L0) was estimated as 0.53 of the participant’s standing height (Morin et al., 2005; Winter, 
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1979). Elastic similarity was quantified using the method of Cavagna and Legramandi, where they 
calculated the “similarity to an elastic bounce” (SB) as the average of the ratios of the maximal 
downward and upward velocity of the COM and the deceleration to acceleration times of the COM 
during stance (Cavagna & Legramandi, 2015; Legramandi et al., 2013). It was further quantified 
with two additional metrics: first, as the difference between the time at which the horizontal GRF 
crossed 0 N, indicating a transition from braking to propulsion in the horizontal plane, and the time 
at which the vertical GRF reached its peak, indicating a transition from loading to unloading in the 
vertical plane. In a perfectly elastic bounce, this horizontal and vertical timing difference (HV TD) 
would be zero. Second, as the ratio of the horizontal braking and propulsion times to the vertical 
loading and unloading times. This ratio of the braking to propulsion ratio and the loading to 
unloading ratio (BP:LU) is conceptually similar to the HV TD in that it attains unity (1.0) in an 
elastic system, but it further normalizes any asymmetry to the asymmetry in the loading and 
unloading phases of stance and to the total contact time of the stance. See Figure 10 and the 
energetic profile of a spring-mass system in Figure 2. 
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Figure 10: Ground reaction forces of a two-dimensional spring mass system with its vertical (blue) and horizontal (magenta) 
components. At midstance, the body transitions from loading to unloading and from braking to propulsion  
 
3.3.3 Nonlinear Regression Analysis 
To explore the effective spring-mass behavior across groups and conditions, we used the 
mixed-effects Nonlinear Regression (NLR) estimation technique described in Chapter 2. The 
functional form of the spring-mass vGRF (PS vGRF) is described again in Equation 38, and it 
models the observed vGRF with the four effective spring-mass parameters: stiffness (k*), 
touchdown angle (aTD*), leg length (L0*), and contact time (tc*).  
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 For a given group i of ni vGRF observations, the vertical force is modeled with a fixed 
parameter set j and a group-specific random effect set b. 















 We assigned fixed effects to each parameter for the cohort (Recreational vs. Kenyan), shoe 
condition (Shod vs. Barefoot), foot strike type (RF vs. NRF), and speed (12 km/hr vs. 20 km/hr) 
so that for each observation, there were 20 fixed parameters, corresponding to the intercept values 
of k*, aTD*, L0*, and tc*, and parameters for the effects of cohort, shoe, foot strike, and speed, 
respectively. Design matrices were assigned to each group with an identity matrix for each 
intercept parameter set, and dummy-coded with either zero or identity matrices for each respective 
fixed effect set. Each observed step was grouped, and random effects were assigned to the four 
intercept parameters. An example model parameter set j for step i from a Kenyan subject (1) in 
the shod condition (0) with a NRF strike (1) at 12 km/hr (0) would be: 
40 𝜑X = 𝐴X𝛽X + 𝐵X𝑏X	 





















































































































 To facilitate model convergence, vGRF data was downsampled to 500 Hz. All fitting was 
performed using the Nonlinear Regression toolbox in MatLab (2019a, MathWorks, Natick, MA, 
USA). The mixed-effects modeling was carried out using the stochastic approximation expectation 
maximization algorithm (Feodor Nielsen, 2000). We seeded the model with initial parameter 
values that minimized the sum of squared errors against all steps together via nonlinear least-
squares optimization seeded with values corresponding to the mean value of all subject’s 
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conventional parameters: k0, aTD, L0, and tc. Bounds were set at a lower limit of 5 kN/m, 63°, 80 
cm, and 0.10 ms and an upper limit of 0.12 s and 30 kN/m, 74.5°, 120 cm, and 0.40 s for the four 
parameters, respectively. The model was seeded with an initial random-effects covariance matrix 
with the diagonal equal to two times the observed variance in the conventional parameters across 
steps, with the variance in L0 as estimated by the variance in aTD relative to the mean tc. 
Finally, as an additional measure of elastic similarity, the NLR method was used to assess 
the degree to which subjects conformed to a best-fit spring-mass vGRF as assessed by the model’s 
root-mean-squared error (RMSE) against their observed vGRF (SM Fit). We used the method 
described above to fit a model to each subject-condition combination without fixed effects and 
with random effects on each step. 
3.3.4 Data Analysis 
The analyses of traditional spring-mass measures and the elastic similarity measures (SB, 
HVTD, BP:LU, and SM fit) were conducted using mixed-effect model linear regression, treating 
cohort, shoe condition, foot strike, and speed as fixed effects with interactions on cohort and shoe 
condition. Each subject was assigned a random effect intercept. 
42 𝑦 = 	𝛽S$ × 𝛽W< + 𝛽> + 𝛽W<<! + 𝐸𝑟𝑟𝑜𝑟(1|𝑆𝑢𝑏𝑗𝑒𝑐𝑡) 
For the linear mixed-effect models, the fixed effects were assessed for significance via 
Satterthwaite’s method. For the NLR models, estimates for the standard errors of each fixed effect 
term were approximated via the maximum likelihood and tested for significance using a Wald 
Test. Statistical test criterion in all models used a Type I error control of a < 0.05. MatLab (2019a, 
MathWorks, Natick, MA, USA) was used for all data processing and NLR modeling, and R 




41 subjects were included in the study, and 500 steps were analyzed. Aggregate subject 
characteristics from each cohort are provided in Table 2. A sample demonstration of the NLR-
fitting process is provided in Figure 11. Two hundred iterations were used at each of the three steps 
for the SAEM algorithm. This provided stable estimates of the random-effects covariance matrices 
(see bottom panel) as well as general asymptotic estimates for the fixed effect parameters.  
 
Characteristic Recreational Kenyan 
Subjects (n) 26 15 
Foot strike (RF/NRF) 20/6 8/7 
Age (yr) 28.5 ± 5.3 23.7 ± 4.0 
Mass (kg) 72.3 ± 10.8 54.9 ± 5.8 
Height (m) 175.9 ± 8.6 170.5 ± 6.1 
10km Best (min:sec) 43:33.1 ± 04:58.9 28:42.9 ± 00:21.7 
 
Table 7 Cohort characteristics 
3.4.1 Elastic Similarity 
Across all measures, the Kenyan runners behaved more similarly to the elastic system. Their 
SB metric was 95.4% vs. 92.7% in the recreational runners (effect SEM: 1.3%). With respect to 
the GRF timing difference, their discrepancy was lower (i.e. horizontal and vertical force 
progression more coordinated), with an HV TD of 10.0 ms vs. 16.3 ms (effect SEM: 2.6 ms), and 
a normalized timing difference ratio (BP:LU) of 1.21 vs. 1.32 (effect SEM: 0.05). Four 
representative subjects are shown in Figure 16. Their overall spring-mass model “fit” as assessed 
by NLR was better, with average model errors of 122.9 N vs. 160.7 N (effect SEM: 14.3 N). Four 
representative subjects are shown in Figure 13. 
With respect to the effect of shoes, SB did not change within subjects. However, the HV TD 
and BP:LU were affected, with a significant interaction effect. For the recreational runners, the 
HV TD and BP:LU decreased in the barefoot condition (-1.8 ms, SEM: 0.6 ms and -0.03, SEM: 
0.01), whereas they increased slightly in the Kenyan runners (+1.7 ms, interaction SEM: 1.2 ms 
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and +0.02, interaction SEM: 1.2). The SM fit decreased in the barefoot condition for the 
recreational runners, with a 14.1 N increase in fit error, but it improved in the Kenyan runners by 
13.5 N (interaction SEM: 13.0).  
Foot strike type followed similar patterns, where RF striking runners demonstrated greater 
HV TD than NRF striking runners (+6.0 ms, effect SEM: 2.6 ms) and greater BP:LU ratios (+0.11, 
effect SEM: 0.02). Similarly, the NRF striking runners demonstrated better overall fit to the SM 
model, with an error reduction of 41.7 N (effect SEM: 13.9). Foot strike type did not significantly 
influence SB.  
At the faster speed, the Kenyan runners had a decrease in their SB (-5.9%; effect SEM: 
0.8%). Their HV TD approached zero (1.1 ms; effect SEM: 0.9 ms), and the BP:LU approached 
unity (1.01, effect SEM: 0.02). All model results are compiled in Table 8. 
3.4.2 Spring-Mass Behavior 
The Kenyan runners ran with lower absolute peak vertical forces (1482 vs. 1759 N, effect 
SEM: 98 N), but higher body-weight specific forces (2.74 vs. 2.46 BW, effect SEM: 0.10 BW). 
Their ground contact times were shorter (213 vs 244 ms, effect SEM: 5 ms) and their estimated 
touchdown angles steeper (67.1° vs. 64.2°, effect SEM: 0.6°). This resulted in equivocal absolute 
leg stiffnesses and higher relative leg stiffnesses (16.5 vs. 13.0 BW/L0, effect SEM: 0.6 BW/L0). 
This distinction was further observed in the vertical stiffnesses, where the absolute measure was 
lower (18.8 vs. 22.7 kN/m, effect SEM: 1.3 kN/m) with equivocal relative vertical stiffnesses. The 
effective stiffness as estimated by NLR was not different between the groups, and neither was the 
effective touchdown angle or effective leg length. The effective contact time was similarly shorter 
in the Kenyan runners (200 ms vs. 227 ms, effect SEM: 2 ms). 
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The barefoot condition elicited lower absolute and relative peak vertical forces in all runners 
(-30 N and -0.05 BW, effect SEM: 6.2 N and 0.01, respectively). Contact times were shorter in 
both groups, and there was a significant interaction effect, where the Kenyan group was less 
affected by the condition (-1 ms and -7 ms, interaction SEM: 2 ms). Similarly, estimated 
touchdown angles were steeper, with the Kenyan group less affected (+0.5° and +1.0°, interaction 
SEM: 0.02°). These temporal changes resulted in higher absolute and relative leg and vertical 
stiffnesses across both groups, where kleg increased by 0.7 kN/m (effect SEM: 0.1 kN/m), krel by 
1.0 BW/L0 (effect SEM: 0.1 BW/L0), kvert by 2.0 kN/m (effect SEM: 0.4 kN/m), and kvert-rel by 3.0 
BW/L0 (effect SEM: 0.6 BW/L0). In the NLR modeling, the barefoot effect was not significant for 
stiffness, touchdown angle, or leg length, but the effective contact time was similarly estimated as 
being 5 ms shorter (effect SEM: 1 ms).  
Non-rearfoot striking runners had similar absolute but higher relative peak vertical forces 
(+0.27 BW, effect SEM: 0.10 BW). Foot strike type had no effect on contact time, touchdown 
angle, or any of the stiffness measures. The NLR method modeled slightly shorter effective contact 
times in the NRF striking runners (–3 ms, effect SEM: 1 ms).  
At 20 km/hr, the Kenyans ran with significantly higher absolute and relative peak vertical 
forces (+99 N and +0.19 BW, effect SEM: 9.3 N and 0.02, respectively). Their contact times were 
shorter (-52 ms, effect SEM: 1 ms) and their touchdown angles shallower (-6.5°, effect SEM: 
0.02°). Their leg stiffnesses, both absolute and relative, were unchanged at the faster speed. Their 
vertical stiffnesses increased (13.4 kN/m and 22.3 BW/L0, effect SEM: 0.6 kN/m and 0.8 3.0 
BW/L0, respectively). The effect of speed was only significant on the effective contact time 
parameter in the NLR analysis (-44 ms, effect SEM: 2 ms), with effective stiffness, touchdown 
angle, and leg lengths remaining unaffected. 
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Figure 11: Iterative SAEM model-fitting for the NLR-based parameter estimation process. Note that the units for the four 
parameters are N/m, radians, meters, and seconds, respectively. 
 
  





























Figure 12: GRF timing differences in two rearfoot striking subjects in each shoe condition at 12 km/hr. Blue solid lines are the 
observed vGRF, and blue dashed lines indicate the time it reaches its peak. Red solid lines are the observed hGRF, and the red 
solid lines indicate the time that the hGRF transitions from braking to propulsion. 
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Figure 13: Spring-mass fits for four subjects from each cohort and foot strike type in the shod condition at 12 km/hr. The solid 
line (blue for Kenyan runners, red for Recreational runners) is the observed vGRF, and the dashed line is the best-fit spring mass 



























 A SB (%)  sem p  sig.  
Recreational 92.7 0.8 -  
Kenyan +2.7 1.3 0.048 ✻ 
Barefoot +0.3 0.5 0.557  
Cohort x BF +0.5 1.1 0.636  
NRF strike -2.0 1.3 0.145  
20 km/hr (Ken.) -5.8 0.8 <0.001 ✻✻✻      
     
 B HV TD (ms)  sem p-value  sig.  
Recreational 16.3 1.6 -  
Kenyan -6.3 2.6 0.018 ✻ 
Barefoot -1.8 0.6 0.003 ✻✻ 
Cohort x BF +3.5 1.2 0.003 ✻✻ 
NRF strike -6.0 2.6 0.026 ✻ 
20 km/hr (Ken.) -8.9 0.9 <0.001 ✻✻✻      
     
 C BP:LU  sem p-value  sig.  
Recreational 1.32 0.03 -  
Kenyan -0.11 0.05 0.047 ✻ 
Barefoot -0.03 0.01 0.048 ✻ 
Cohort x BF +0.05 0.03 0.041 ✻ 
NRF strike -0.11 0.05 0.037 ✻ 
20 km/hr (Ken.) -0.20 0.02 <0.001 ✻✻✻      
     
 D SM Fit (RMSE)  sem p-value  sig.  
Recreational 160.6 8.6 -  
Kenyan -37.7 14.3 0.012 ✻ 
Barefoot 14.1 6.5 0.034 ✻ 
Cohort x BF -41.7 13.9 0.005 ✻✻ 
NRF strike 19.3 8.9 0.033 ✻ 
20 km/hr (Ken.) -27.6 13.0 0.038 ✻ 
     
 
Table 8 Elastic similarity across measures: (a) similarity to a symmetric bounce (SB), (b) the time difference between the 
horizontal force transition and the vertical force peak (HV TD), (c) this braking to propulsion timing difference normalized to the 
vertical loading to unloading time (BP:LU), and (d) the fit of the subject’s vGRF to that of a best-fit spring-mass system (SM Fit). 
Estimates for each effect (cohort, shoe condition, cohort x shoe interaction, foot strike type, and speed) and their standard error 
(sem) are provided. Statistical significance of each effect is indicated as: ✻ p <0.05, ✻✻ p<0.01, and ✻✻✻ p<0.001 
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 A Fmax (N)  sem p  sig.  B Fmax (BW)  sem p  sig. 
Recreational 1759.2 59.9 -    2.46 0.06 -  
Kenyan -277.2 97.6 0.007 ✻✻   0.28 0.10 0.005 ✻✻ 
Barefoot -30.0 6.2 <0.001 ✻✻✻   -0.05 0.01 0.000 ✻✻✻ 
Cohort x BF -13.7 12.4 0.271    -0.04 0.02 0.096  
NRF strike 133.7 99.1 0.185    0.27 0.10 0.009 ✻✻ 
20 km/hr (Ken.) 99.1 9.3 <0.001 ✻✻✻   0.19 0.02 0.000 ✻✻✻ 
          
 
 C tc (ms)  sem p  sig.  D αTD (°)  sem p  sig. 
Recreational 244 3 -    64.2 0.4 -  
Kenyan -31 5 <0.001 ✻✻✻   2.9 0.6 0.000 ✻✻✻ 
Barefoot -7 1 <0.001 ✻✻✻   1.0 0.1 0.000 ✻✻✻ 
Cohort x BF 6 2 <0.001 ✻✻✻   -0.5 0.2 0.024 ✻ 
NRF strike -4 5 0.494    0.4 0.6 0.494  
20 km/hr (Ken.) -52 1 <0.001 ✻✻✻   -6.5 0.2 0.000 ✻✻✻ 
          
 
 E kleg (kN/m)  sem p  sig.  F krel (BW/L0)  sem p  sig. 
Recreational 10.2 0.3 -    13.5 0.4 -  
Kenyan -0.5 0.5 0.394    3.0 0.6 <0.001 ✻✻✻ 
Barefoot 0.7 0.1 <0.001 ✻✻✻   1.0 0.1 <0.001 ✻✻✻ 
Cohort x BF -0.2 0.2 0.167    -0.1 0.3 0.623  
NRF strike 0.4 0.5 0.440    0.6 0.6 0.314  
20 km/hr (Ken.) -0.2 0.1 0.179    -0.3 0.2 0.117  
    
      
 
 G kvert (kN/m)  sem p  sig.  H kvert rel (BW/L0)  sem p  sig. 
Recreational 22.7 0.8 -    30.1 0.9 -  
Kenyan -3.8 1.4 0.008 ✻✻   1.7 1.5 0.272  
Barefoot 2.0 0.4 <0.001 ✻✻✻   3.0 0.6 <0.001 ✻✻✻ 
Cohort x BF 0.8 0.8 0.300    1.7 1.1 0.116  
NRF strike -1.0 1.4 0.488    -1.8 1.5 0.260  
20 km/hr (Ken.) 13.4 0.6 <0.001 ✻✻✻   22.3 0.8 <0.001 ✻✻✻ 
 
Table 9 Absolute and relative spring-mass measures: (a) absolute and (b) relative maximal vertical force (Fmax), (c) observed 
contact time (tc), (d) estimated touchdown angle (αTD), (e) absolute leg stiffness (kleg), (f) relative leg stiffness (krel), (g) absolute 
vertical stiffness (kvert), and (h) relative vertical stiffness (kvert rel). Estimates for each effect (cohort, shoe condition, cohort x shoe 
interaction, foot strike type, and speed) and their standard error (sem) are provided. Statistical significance of each effect is 




 k* (kN/m) sem p sig. 
Recreational 12.2 0.6 -  
Kenyan -1.4 1.2 0.245  
Barefoot 0.1 0.8 0.902  
NRF strike 0.6 0.9 0.527  
20 km/hr (Ken.) 2.3 2.6 0.366       
  αTD* (°) sem p-value sig. 
Recreational 66.0 4.0 -  
Kenyan 0.3 6.3 0.958  
Barefoot -0.1 4.9 0.987  
NRF strike 0.2 5.5 0.978  
20 km/hr (Ken.) -0.5 9.1 0.954       
  L0* sem p-value sig. 
Recreational 0.93 0.29 -  
Kenyan -0.02 0.44 0.972  
Barefoot 0.00 0.36 0.996  
NRF strike 0.00 0.40 0.993  
20 km/hr (Ken.) 0.02 0.64 0.979       
  tc* (ms) sem p-value sig. 
Recreational 227 1 -  
Kenyan -27 2 <0.001 ✻✻✻ 
Barefoot -5 1 0.001 ✻✻ 
NRF strike -3 1 0.045 ✻ 
20 km/hr (Ken.) -44 2 <0.001 ✻✻✻ 
 
Table 10 Effective spring-mass measures as approximated by nonlinear regression and the corresponding fixed effect estimation 
for each parameter for effective stiffness (k*), effective touchdown angle (αTD*), effective leg length (L0*), and effective contact 
time (tc*). Estimates for each effect (cohort, shoe condition, foot strike type, and speed) and their estimated standard error (sem) 






We compared the elastic spring-mass behavior of high-performing Kenyan distance runners 
to a cohort of recreational runners in shod and barefoot conditions, assessing similarity to the 
spring-mass system via the “symmetric bounce” similarity metric and three new additional 
measures of similarity. Furthermore, we characterized their systemic spring mass characteristics 
with traditional measures and nonlinear regression analyses. Overall, the Kenyan distance runners 
demonstrated greater similarity to the simple, elastic spring-mass system than recreational runners, 
and this similarity persisted after controlling for foot strike type. They exhibited shorter contact 
times in both conditions, with similar absolute peak vertical forces but greater mass-specific forces. 
Thus, their absolute systemic leg stiffnesses were generally similar, but their relative stiffnesses 
were higher. Together, this would suggest that they achieved similar systemic behavior for a given 
speed with lower body masses and smaller statures, and their resulting behavior more closely 
mimicked energy-conserving, ideally elastic systems. 
3.5.2 Elastic Similarity 
3.5.2.1 Similarity of Kenyan vs. Recreational Runners 
These results support our initial hypothesis that Kenyan distance runners would behave more 
like the simple spring-mass system. This difference was apparent across all metrics, but it was 
most pronounced in the HV TD and SM Fit measures. Their braking-to-propulsion transition 
occurred 6.3 ms closer to their vertical peak, which indicates greater coordination between their 
horizontal and vertical kinetic energy fluctuations. Here, the recreational cohort was continuing to 
do negative mechanical work in the horizontal plane (i.e., braking) after they had finished doing 
negative work in the vertical plane and had begun doing positive work (i.e., unloading). This 
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kinetic discrepancy represented 6.7% of their total ground contact time as compared to the only 
4.8% of the Kenyans’ (see Figure 16). Moore and colleagues observed a similar phenomenon in 
recreational runners, where a greater alignment of the leg axis and the resultant ground reaction 
force vector corresponded to improved economy (Moore et al., 2016). Here, we observed better 
coordination of the GRF components in a group capable of superior running performances. 
Furthermore, their SB was also 2.7% more similar to an elastic system. This was the same 
magnitude of difference between teenagers and adults as observed by Cavagna and colleagues 
(Cavagna & Legramandi, 2015). Finally, in comparing their overall vGRF curves to spring-mass 
vGRFs, the Kenyans had a model error that was 24% lower than the recreational runners. These 
findings together suggest that the Kenyan runners coordinate their overall mechanical behavior to 
decelerate and accelerate their center-of-masses in a smoother, more coordinated fashion. 
The differences between the groups were still apparent after controlling for foot strike type. 
We anticipated that runners with a RF strike pattern would generally exhibit lower absolute 
similarity, especially in the SM Fit measure, due to the presence of the impact peak and greater 
initial vertical loading rates (Cavanagh & Lafortune, 1980; Lieberman et al., 2010). This 
hypothesis was supported, as across both groups, the NRF striking runners had a 29% lower model 
error in comparing their vGRF to that of a spring-mass system and a braking-to-propulsion 
transition that was 6 ms closer the loading-to-unloading transition. While a greater proportion of 
the Kenyan runners exhibited a NRF strike pattern (47% vs. 27%), the effects were independently 
significant, where RF striking Kenyan runners were more similar the spring-mass system than their 
RF-striking recreational counterparts (e.g., Figure 13). This would suggest that independent of foot 
strike type, the Kenyan runners move through the stance phase with better energetic coordination 
and spring-mass similarity. 
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These kinetic observations parallel the musculotendinous observations of Sano and 
colleagues who found more efficient elastic mechanics in elite Kenyan runners (Kunimasa et al., 
2014; Sano et al., 2013a; Sano et al., 2015). They observed that the Kenyan runners had longer 
Achilles tendon structures, and that in hopping, they exhibited lower overall SS amplitudes and 
fascicle length changes of their medial gastrocnemius (MG) muscle with greater SS ratios during 
pre-activation and contact. Together, this resulted in greater maximal hopping heights, which the 
investigators suggested was indicative of greater efficiency in elastic energy utilization (Sano et 
al., 2013b). The same patterns were later observed in running, where a group of elite Kenyan 
runners had lower SS amplitudes in the MG but greater tendon contribution to the overall muscle-
tendon unit’s shortening as compared to a group of similarly elite Japanese distance runners. 
Furthermore, they again exhibited lower pre-activation-to-braking muscle activity, facilitating 
greater isometric work of the MG during contact (Sano et al., 2015). Together, this indicated that 
their lower limbs were more efficiently transferring and recycling the kinetic energy from the flight 
phase to elastic strain energy in the stance phase. The lower activations in the MG and tibialis 
anterior in the braking phase may help explain our observations of better alignment of the 
horizontal braking phase to the start of vertical unloading. The lower muscle activity may prevent 
unnecessary extension of the braking phase or facilitate more controlled coordination of the 
forward and vertical center-of-mass decelerations. Finally, they also observed lower foot-lever-
ratios in the elite Kenyan runners compared to their Japanese counterparts, a measure of the 
Achilles moment-arm to the length of the forefoot (Kunimasa et al., 2014). This may support the 
proposition of Maykranz and Seyfarth that a compliant ankle and the foot’s lever action contribute 
to takeoff-landing asymmetries and deviance from a symmetric bounce in running (Maykranz & 
Seyfarth, 2014). With these two observation, one could hypothesize that longer foot levers may 
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also cause greater deviation from elastic mechanics in the final moment of stance, perhaps further 
explaining some of the spring-mass similarity exhibited by the Kenyans here. 
3.5.2.2 Effect of Footwear 
In both cohorts, the barefoot condition elicited mixed results with respect to the runners’ 
similarity to the spring-mass systems. The effects of running barefoot on the HV TD and BP:LU 
metrics indicated a small but significant improvement in the coordination of the vertical and 
horizontal force components in the recreational runners, reducing the braking and loading 
discrepancy by 1.8 ms, or 1% of their gait cycle. However, the cohort interaction was significant 
and opposite, indicating that the Kenyan runners had a slight decrement in that timing difference, 
increasing it by 1.7 ms, or 1% of their gait cycle. The time-normalized BP:LU ratio followed these 
patterns in both cohorts. This was unexpected, as we anticipated that the transition timings would 
be unaffected by the footwear condition, as Divert and colleagues previously observed braking 
times to be unchanged in barefoot conditions (Divert et al., 2005). However, the greater initial 
loading rates common with habitually shod runners in a barefoot conditions may explain the 
recreational runners’ shorter relative braking times (Tam et al., 2016), and the greater prevalence 
of habitual barefoot activity in childhood and adolescence in Western Kenya may have influenced 
the variable response in the Kenyan cohort (Aibast et al., 2017; Lieberman et al., 2015). The SB 
was unaffected by the footwear condition. Legramandi and colleagues observed the SB to decrease 
in runners as impact accelerations increased (as is common with barefoot running), but here, the 
changes may have been small enough, and perhaps offset by compensatory changes in upward 
velocity during toe-off, so as not to substantially affect the overall symmetry measure (Legramandi 
et al., 2013). Finally, the SM Fit decreased in the recreational runners by 9%, but improved in the 
Kenyan runners by 11%. The reason for this deviation may be similar to that observed in the HV 
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TD patterns, where greater vertical impact transients associated with barefoot running in the 
habitually shod recreational cohort may have driven the decreasing model similarity, whereas 
barefoot familiarity in the Kenyans may have enhanced fit (Lieberman et al., 2010; Tam et al., 
2016).  
3.5.2.3 Effect of Speed 
Similarity to the spring-mass system increased at 20 km/hr in the measures of energetic 
coordination (HV TD and BP:LU) and fit within the Kenyan runners, and decreased in the 
symmetry metric (SB). The former findings supported our initial hypotheses, but latter finding was 
partially unexpected, as Cavagna observed that the work duration symmetry in the stance phase 
increased with speed, with braking and pushing times approaching unity above 14 km/hr (Cavagna, 
2006). However, he also observed the ratio of the COM’s maximal downward velocity to its 
upward velocity to decrease at faster speeds, contributing to an “asymmetric rebound” that 
increased at faster speeds. This increasing asymmetry in the maximal downward and upward 
vertical velocities likely offset and outweighed the increasing symmetry in work durations here, 
resulting in an overall decrease in the SB metric. The HV TD and BP:LU metrics approached 
perfect coordination at the faster speed here, with a braking and loading difference of only 1.1 ms 
and the ratios of 1.01 for the horizontal and vertical acceleration changes. Moreover, the SM Fit 
metric was significantly improved at the faster speed, with the model fitting error decreasing by a 
further 22%. Cavagna hypothesized that the speed-dependent increase in work duration energetic 
symmetry was due to greater isometric work of the lower limb muscles at higher speeds, with 
greater tendinous contributions. Thus, a greater proportion of the mechanical work would be 
performed by the storage and release of elastic strain energy. Together, these observations support 
the idea that runners may behave more similarly to simple spring-mass systems at faster speeds. 
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3.5.2.4 Differences Between Metrics 
This investigation assessed a runner’s similarity to the spring-mass system with several 
metrics that each characterized distinct components of the elastic system’s dynamics. The first 
metric, SB, is a measure of energetic symmetry within the stance phase (Cavagna & Legramandi, 
2015). It is an average of the two common asymmetries identified by Cavagna, which are the 
timing of the braking and pushing (center-of-mass deceleration and acceleration, respectively) and 
maximal upward velocity in the latter phase of stance and the maximal downward velocity in the 
initial phase (Cavagna, 2009). These two values are equal in an ideal spring-mass system, as energy 
is conserved throughout the stance phase with perfectly elastic dynamics. We presented three 
additional new metrics here that move beyond the symmetry of the step to quantify the energetic 
coordination and kinetic similarity to the simple system throughout stance. The first, the HV TD, 
is a measure of alignment of forward and vertical energy fluctuations, as these change perfectly in 
phase in a spring-mass system (Figure 2 and Figure 10). A symmetric bounce does not necessarily 
demand perfect coordination in the vertical and horizontal force progressions (the timing, relative 
phase shifts, and magnitudes of each component could theoretically offset each other for equal 
braking and pushing), nor does a lack of difference in the HV TD imply a symmetric bounce. The 
BP:LU ratio normalizes these energetic timings in each phase of stance to each other so that 
discrepancy between the braking and loading times is relative to its counterpart in the latter half of 
stance. We observed this metric to follow the same patterns of the HV TD, indicating that the 
trends we observed in the absolute timing differences we not due to contact time differences. The 
final metric, the SM Fit, assesses the overall similarity of the runner’s vGRF shape to that of an 
ideal spring-mass model fit to his or her behavior via NLR (see Chapter 2). This characterizes the 
constancy of the loading and unloading progression, which is smooth and symmetric in a spring-
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mass system as the linear spring is dynamically compressed and released. A perfect SM Fit would 
indicate symmetry in the vGRF component, but it does not necessarily imply a perfect SB metric, 
as the horizontal braking and propulsion could be asymmetric. It is conceptually similar to a force-
displacement curve, which would be a perfectly linear line in an ideal system, but it is less biased 
by large deviations in the early and later phases of stance, as the force magnitudes are low. A force-
displacement assessment is heavily influenced by these aspects, as the force magnitudes are low 
and the displacements comparatively large (Cavagna & Legramandi, 2015; Maykranz & Seyfarth, 
2014). The SM Fit is influenced by common characteristics of vGRF curves, such as impact 
transients and take-off asymmetries, but it distinguishes the “smoothness” of the force progression 
despite these characteristics, capturing the overall systemic rise and fall of the curve. As 
anticipated, we saw NRF striking runners exhibit better SM Fits, but the measure was able to 
characterize better a better fit among the RF striking Kenyan runners. This supports the notion that 
within foot strike types, runners can behave more or less like spring-mass systems. Together, this 
collection of measures characterizes the energetic symmetry, coordination, and consistency of a 
runner during stance against a spring-mass template. 
3.5.3 Spring-Mass Behavior 
3.5.3.1 Absolute vs. Relative Characteristics 
Both cohorts of runners produced vGRFs with similar peak magnitudes, but the maximal 
mass-specific forces of the Kenyan runners were higher by 0.3 BW. Furthermore, they generated 
these forces more rapidly, as their ground contact was 31 ms, or 13%, shorter. This parallels 
observations that elite Kenyan runners generally exhibit short contact times (Kong & de Heer, 
2008), but it’s unclear if this is a characteristic of their performance capacity or their 
anthropological background, as Sano and colleagues observed equivocal contact times between 
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elite Kenyan and elite Japanese runners (Sano et al., 2015). These shorter contacts corresponded 
to steeper touchdown angles. Together, this resulted in equivocal leg stiffnesses but lower vertical 
stiffnesses among the Kenyan cohort. However, when scaled to body weight and leg length, the 
Kenyan runners had higher relative leg stiffnesses but equivocal relative vertical stiffnesses. This 
indicates that for the same speed, the Kenyan runners effectively maintained the same overall 
spring-mass behavior with shorter contact times and greater vertical compliance despite lower 
body mass and shorter stature. That is, they produced the same systemic behavior with smaller 
bodies. Interpreted relatively, their systemic stiffnesses were therefore higher and vertical 
compliance the same due to the higher weight-specific forces and shorter ground contact. Leg 
stiffness is generally thought to scale with body mass across the animal kingdom (Farley et al., 
1993), whereas relative stiffness is thought to remain constant (Blickhan & Full, 1993). With 
respect to performance, greater leg stiffness has been associated with better running economy in a 
homogenous population (Dalleau et al., 1998), and vertical stiffness was observed to be higher in 
better runners (da Rosa et al., 2019). The higher performance capacity of the Kenyan runners here 
could therefore be due in part to their ability to produce the same systemic spring-mass behavior 
via higher relative forces and relative leg stiffnesses with smaller frames. 
3.5.3.2 Effect of Footwear 
The barefoot condition altered spring-mass behavior in both groups of runners. Across 
groups, the subjects produced absolute and relative forces that were lower by 2%. This is consistent 
with some previous observations (Divert et al., 2005), though others have found peak forces to be 
unaffected in the barefoot condition (Divert et al., 2008; Tam et al., 2016). Contact times in the 
recreational cohort were 3% lower but nearly equivocal in the Kenyan runners. This small decrease 
in the recreational group is consistent with previous observations in habitually shod runners 
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(Burkett, Kohrt, & Buchbinder, 1985; Divert et al., 2005). Similarly, touchdown angles were 1% 
steeper in the recreational runners with less of an effect in the Kenyan runners. These observations 
parallel the findings in the elastic similarity measures, where the Kenyans were less affected by 
the barefoot condition than their recreational counterparts. Again, this is likely due to greater 
familiarity and experience throughout development with barefoot activity (Aibast et al., 2017; 
Lieberman et al., 2015). Runners in both groups had consistently higher leg and vertical stiffnesses 
in the barefoot conditions. While this is at odds with the common notion that runners adjust leg 
stiffness to maintain a constant vertical stiffness on varying surfaces (Ferris et al., 1998), it mirrors 
previous observations that leg and vertical stiffnesses increase together specifically in response to 
barefoot running. This suggests that the systemic spring-mass adjustments runners make to new 
surface conditions is distinct between shod and barefoot conditions. 
3.5.3.3 Effect of Speed 
At the faster speed, the Kenyan runners ran with 7% greater peak vertical forces, 24% 
shorter contact times, and 9% shallower touchdown angles. These are predictable patterns in 
response to faster running speeds (Nilsson & Thorstensson, 1989; Weyand et al., 2000). Their leg 
stiffnesses were unchanged at the faster speeds, which is a phenomena observed across species 
(Farley et al., 1993). Their vertical stiffness increased at the faster speed, which is again, consistent 
with convention (McMahon & Cheng, 1990). 
3.5.3.4 Nonlinear Regression Estimates 
The NLR modeling of the runners provided a similar, albeit more conservative, 
characterization of the systemic behavior of the runners. The effective stiffness of the runners was 
unchanged between cohorts, shoe conditions, foot strike types, or speeds. This was similar to the 
patterns observed in the traditional absolute stiffness observations, where only the barefoot 
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condition elicited a small but significant (7%) increase in leg stiffness. As the traditional measure 
is dependent on the observed contact time for its estimation, this difference could have been driven 
by the small decrease in the observed tc. The effective stiffness estimate was higher than the 
traditional leg stiffness value (12.2 kN/m vs. 10.2 kN/m), which again, may be due to the 
dependencies of traditional measures on fixed assumptions relating to tc,, leg length, and 
touchdown angle approximations (see Chapter 2). When assessed as a relative effective stiffness 
between groups, this would follow the same pattern as observed in the traditional estimates, where 
the Kenyans had higher relative stiffnesses. Here, using the effective leg length estimates from the 
NLR model, the relative group values would correspond to 21.0 BW/L0 in the Kenyan runners vs. 
16.0 BW/L0 in the recreational runners. 
The effective touchdown angles and leg lengths as estimated by NLR were unchanged 
across cohorts and conditions. This differed from the traditional measures, where the touchdown 
angle was different among groups, footwear condition, and speed. However, again, the traditional 
approximation for touchdown angle is simply a relation between contact time and leg length for a 
given speed, so the changes in the traditional measure are simply a reflection of the contact time 
effects. Here, the model suggest uncertainty as to whether that angle is changing between cohorts 
and conditions.  
The effective leg length was similarly unchanged between groups and conditions. Upon 
initial consideration, this was at odds with the traditional measure, as the height-approximated leg 
lengths of the Kenyan cohort was lower than the Recreational runners due to their smaller stature 
(90.4 cm vs. 93.2 cm, 95% confidence interval for the difference: 0.4 – 5.3 cm). However, the 
conventional approximation of 53% of the standing height (Winter, 2005) may not be universal 
here. Larsen and colleagues observed adolescents in Western Kenya to have proportional leg 
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lengths of 55.4% of standing height, which was also consistent with their unpublished observations 
in elite Kenyan runners of the area (Larsen et al., 2004). This was greater than the 52.8% observed 
in elite Caucasian runners, which is consistent with the conventional estimate of 53% (Svedenhag 
& Sjodin, 1994). Furthermore, Mooses and colleagues observed that within elite Kenyan runners, 
proportional leg length was associated with better racing performances (Mooses et al., 2015). This 
further supports the comparative models of Pontzer, who proposed that mass-specific longer limbs 
are associated with a lower cost of transport across species (Pontzer, 2007). Here, our effective leg 
length estimate was 93.1 cm for both cohorts, which would correspond to proportional effective 
lengths of 52.9% in the recreational runners and 54.6% in the Kenyan runners. This could serve as 
a further explanation for some of the difference in performance capacities between groups, and it 
suggests opportunity for future investigation into the relation of effective limb lengths and 
performance. 
The effective contact times estimated by NLR followed the same patterns as the observed 
contact times, where the Kenyan cohort, barefoot condition, and faster speed all elicited shorter 
ground contacts. As expected, the effective contact times were consistently shorter than the 
observed values. Because the NLR model uses the entirety of the vGRF curve to inform the spring-
mass fit, it is less biased by the distinct non-linear elasticity in the final moments prior to toe-off 
that extend traditional measures of contact time (see Figure 13). This contributes to the observed 
asymmetry between braking and propulsive phases (Cavagna, 2006), and is thought to be due to 
compliant ankle mechanics (Cavagna et al., 2008a; Maykranz & Seyfarth, 2014). This suggests 
that the NLR estimate of effective contact time represents a systemic spring-mass contact measure, 
and that here, that measure follows the same trends as the observed values.  
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3.5.4 Limitations 
Several important considerations should be made when interpreting the findings observed 
here. The first corresponds to the heterogeneity of the two groups. Because the cohorts were elite 
Kenyan runners and non-elite recreational South African runners, it is impossible to ascribe the 
differences observed here to the performance capacity or demographic. The purpose of the study 
was to characterize elastic behavior and spring-mass similarity in two very distinct populations of 
runners so as to explore the sensitivity of the new metrics presented, but it came at the cost of 
confounding the effect attribution. Moreover, the performance homogeneity was high among 
groups, as was the heterogeneity between groups, preventing this measure from being used as a 
covariate to more distinctly model the effects. Future investigations within elite populations or 
across a greater continuum of performance capacity could reveal further insight into the 
mechanisms and relations of spring-mass behavior and performance observed here.  
The post hoc nature of the investigation must also be taken in to consideration. As the study 
was conducted on kinetic data previously collected, we were limited by both sample size and 
design. The effects were generally distinct enough for detection across the measures of interest, 
but it’s unclear whether some of the unaffected factors, such as the some of the NLR-estimated 
fixed effects, were truly indicative of no effect or the result of Type II error. We attempted to 
mitigate this by assessing repeated steps within subjects, but future investigations into these 
behaviors would benefit from using these findings to anticipate effect and sample sizes. Similarly, 
because the investigation was performed retrospectively, we did not have data on the recreational 
runners at the faster speeds. Given the interactions observed between cohorts and footwear 
conditions, it would be interesting to explore whether the recreational runners change their spring-
mass similarity and behavior in the same fashion as the Kenyan runners. Furthermore, the 
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investigations did not measure the anthropometric leg lengths of the runners initially, forcing us to 
use the height-estimations here. The previous observations of proportional differences in Kenyan 
runners versus Caucasian runners discussed above would suggest that this conventional 
assumption may not be accurate in this population (Larsen et al., 2004). The NLR modeling is 
independent of this parameter, and it further suggested some discrepancy in proportional leg length 
between the populations. Given its potential implications for performance (Mooses & Hackney, 
2017) and its bearing on traditional spring-mass measures (Morin et al., 2005), future 
investigations in this population would benefit from collecting this anthropometric measure, and 
further exploration into its relation to economy and performance is warranted. 
Finally, the NLR modeling revealed that estimates for the effective touchdown angle and leg 
length were highly covaried within each of the fixed effect categories (see Figure 14). While this 
could be expected given the non-singularity of those two measures in independent steps, the 
random-effect component was unable to resolve this here. We therefore need to interpret the above 
discussions of leg length estimates with caution. To mitigate this, one could fix one of the 
parameters, either leg length or touchdown angle or fit a fit a three-parameter model combining 
the two terms (as discussed in Chapter 2). However, this would come at the cost of capturing 
essential fluctuations in each parameter that may occur within individuals or across effects. Future 
work in refining the model architecture, the fixed and random effect structures, and the estimation 
procedures may build on this to improve the parameter sensitivity. 
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Figure 14: Correlation-covariance matrix for the NLR model’s fixed effects. Note that within each fixed effect grouping, effective 
leg length and touchdown angle tend to be highly covaried. Effective stiffness and contact time are consistently independent of 
the other parameters. 
 
3.6 Conclusion 
We examined the systemic spring-mass similarity and behavior in elite Kenyan and 
recreational distance runners. We used traditional measures for each characteristic, and we further 
presented and applied several novel metrics and methods. Overall, the Kenyan runners exhibited 
kinetic patterns that more closely resembled simple linearly elastic spring-mass dynamics. They 
demonstrated greater similarity to a symmetric bounce, and they had better coordination in their 
horizontal and vertical force components, indicative of more in-phase energy fluctuations within 
stance. Their vertical ground reaction forces correspondingly more closely fit that of a spring-mass 



























model. These effects were enhanced at faster speeds within the Kenyan runners, and in runners 
exhibiting non-rearfoot striking patterns within both groups. Barefoot running elicited mixed 
results across measures and within groups, improving force coordination but decreasing vGRF 
similarity in the recreational runners with less of an effect in the Kenyan runners. In examining 
spring-mass behavior, the Kenyan runners had similar absolute force magnitudes, which 
corresponded to higher mass-specific forces, and their ground contacts were consistently shorter. 
This resulted in similar absolute leg stiffnesses and higher relative stiffnesses. This was confirmed 
with nonlinear regression estimation of the parameters. The barefoot condition elicited small 
changes across both cohorts in many of the parameters, with lower forces, shorter contacts, and 
stiffer legs, but these changes were not detected by the nonlinear regression modeling. Overall, 
this suggested that the elite Kenyan runners produced spring-mass behavior that was similar to the 
non-elite recreational runners despite being of smaller mass and stature. These characteristics and 
observations may provide further insight into their unmatched performance capacities in distance 
running, and they may also suggest new opportunities for systemic quantification of running 




Chapter 4 Application of Spring-Mass NLR and Similarity Analyses Methods: A 
Within-subject Analysis of Post-race Fatigue  
 
This work will be submitted for publication as or similar to: 
Geoffrey T. Burns, Nicholas Tam, Nelleke G. Langerak, Ronald F. Zernicke, and Robert P. 
Lamberts (2020). “Effect of Fatigue on the Spring-Mass Behavior of Runners after a 56-
kilometer Road Ultra-marathon.” 
4.1 Abstract 
Ultramarathons are a unique model to study the effects of global fatigue in athletes, as they 
induce extreme mechanical and physiological stress via prolonged loading and competitive 
pressure. This investigation sought to apply the spring-mass template to the study of runners before 
and after a road ultramarathon in order to characterize the effects of fatigue on the systemic gait 
patterns of the runners. Fourteen runners completed a 56-kilometer road race, and kinetic 
recordings during overground running were captured 7 days before and 2 days after the event. 
From these recordings, traditional kinetic and spring-mass measures were calculated as well as 
systemic parameters via nonlinear regression. Spring-mass model fit metrics were also calculated. 
Following the race, the peak vertical force magnitudes and average vertical loading rates were 
unchanged, but the impact peaks increased (1.88 to 1.95 BW). The ground contact times were 
modestly shorter (-3 ms), but the stride frequencies were ultimately unchanged. This resulted in 
small but significant increases in leg stiffness (10.0 to 10.3 kN/m) without a change in vertical 
stiffness. Systemic spring-mass parameter estimation via nonlinear regression did not detect an 
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effect of the race on any of the model parameters. The overall fit of the spring-mass dynamics to 
that of the runners, however, decreased after the race (model error increased from 171.3 N to 181.4 
N). This indicates that the systemic mechanical behaviors in the runners generally persisted despite 
the fatigue and stress induced by a road ultramarathon. Thus, the current results support previous 
findings that runners maintain gross mechanical behaviors when fatigued with small compensatory 
changes in spatiotemporal and traditional spring-mass measures. However, these findings also 
indicated that while runners maintained their overall mechanical behavior, the “noise” of that 
behavior may increase after stress, suggesting new opportunities for quantifying those deviations. 
4.2 Introduction 
Tests of endurance are, by definition, fatiguing, and characterizing the extent to which one is 
fatigued following such a test, be it acute or chronic, is critical for tailoring recovery and 
facilitating future performance. However, the phenomenon of fatigue is in itself physiologically 
complex and multimodal, so its assessment is correspondingly difficult to objectively characterize 
(Robson-Ansley, Gleeson, & Ansley, 2009). Common analytical tools include psychological and 
mood assessments such as the Profile of Mood States (POMS) questionnaire (Morgan et al., 1987) 
or the Daily Analyses of Life Demands for Athletes (DALDA) questionnaire (Rushall, 1990), 
plasma (Hecksteden et al., 2016; Julian et al., 2017) and salivary (Hough et al., 2013; O'Connor et 
al., 1989) biomarkers, resting physiological metrics such as heart rate variability (Schmitt et al., 
2013) and heart rate recovery (Lamberts, Maskell, et al., 2011), and functional physiological tests 
such as the Lamberts and Lambert Submaximal Cycling Test (Lamberts, Swart, et al., 2011) and 
the Submaximal Ergometer Rowing Test (Otter et al., 2015).  
Running biomechanics have been found to be sensitive to fatigue (Gerlach et al., 2005; 
Mizrahi et al., 2000; Morin, Samozino, et al., 2011; Williams, Snow, & Agruss, 1991). These 
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changes have been shown to induce changes in musculoskeletal loading and strain patterns 
(Mizrahi et al., 2000), which may predispose athletes to injury risk (Edwards, 2018; Grimston & 
Zernicke, 1993). However, no generalized tool exists for assessing fatigued gait in runners, as 
consistent effects tend to be highly individualized (Williams et al., 1991) and implications often 
unclear (Dierks, Davis, & Hamill, 2010). For example, the impact forces and loading rates in a 
fatigued state have received considerable attention given their relation to injury-risk (Grimston & 
Zernicke, 1993; Zadpoor & Nikooyan, 2011), yet while some investigations have observed 
increased loading profiles in the fatigued state (Verbitsky et al., 1998), others have found decreases 
(Gerlach et al., 2005), and others observed no changes (Slawinski et al., 2008). Given running’s 
ubiquity as both a popular standalone endurance activity and as a critical component of team sports, 
understanding the effects of fatigue on systemic mechanics may better inform coaches, athletes, 
and practitioners in their recovery and performance planning. 
The spring-mass model of running (Figure 8 and Figure 9) is a common analytical tool used 
to assess systemic mechanical behavior in runners. It treats the body as point-mass on a linearly 
elastic spring with a constant leg stiffness (Blickhan, 1989; McMahon & Cheng, 1990), and despite 
its simplicity, it serves as a template that captures the fundamental dynamics of running (Full & 
Koditschek, 1999). It has been applied to the study of fatigue in a variety of running contexts 
(Dutto & Smith, 2002; Fourchet et al., 2015; Girard, Micallef, & Millet, 2011; Morin, Samozino, 
et al., 2011; Morin, Tomazin, et al., 2011; Slawinski et al., 2008), but the findings have been 
inconsistent, dependent on protocol, environment, and population. For example, the acute fatigue 
induced by a sprinting (Morin et al., 2012) and short exhaustive distance running (Slawinski et al., 
2008) elicited no changes in spring-mass behavior, while the prolonged fatigue induced by 24 
hours of running elicited increases in both leg and vertical stiffness (Morin, Samozino, et al., 2011). 
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Just as fatigue is in itself a broad and complex phenomenon, assessment of its effects should be 
assessed with consideration given to the method of inducement and context of the activity. 
The ultramarathon serves as a useful model for studying the effects of global fatigue and the 
stress responses of the musculoskeletal system (Millet & Millet, 2012). The prolonged loading and 
neuromuscular challenges that runners endure during these events may be indicative of the stress 
induced by analogous types of running-related fatigue, such as periods of heavy training or 
overreaching. The spring-mass model has been used to explore mechanical changes related to 
fatigue within several ultramarathon contexts. After mountainous trail ultramarathon races, 
increases in stride frequency and vertical stiffness have been observed (Degache et al., 2013; 
Morin, Tomazin, et al., 2011) with similar findings of increased leg and vertical stiffnesses 
observed in laboratory conditions attributed to runners adopting a “safer” running pattern (Morin, 
Samozino, et al., 2011). However, to our knowledge, only one investigation (Giovanelli, Taboga, 
& Lazzer, 2017) has explored these changes in runners following an ultramarathon on a paved 
road course, where they observed the opposite effect: decreases in leg and vertical stiffness. As 
this is the environment in which the majority of runners practice the activity, further 
characterization of these systemic mechanical changes are necessary for the understanding of 
fatigue-related alternations in gait. Moreover, the effect of fatigue has not been explored in relation 
to systemic spring-mass similarity in runners, which has previously been observed to decline with 
age and presumed to be related to losses in the capacity for elastic energy storage and return 
(Cavagna et al., 2008b; Legramandi et al., 2013). This loss in elastic capacity has also been 
attributed to some of the physiological and mechanical consequences of ultramarathon running 
(Lazzer et al., 2015; Lazzer et al., 2014), suggesting that a spring-mass similarity analysis may 
also yield further insight into gait patterns related to fatigue. 
 98 
We sought to characterize spring-mass changes in runners following an ultramarathon road 
race. We hypothesized that the fatigue induced by the race would cause the runners to exhibit 
decreases in the peak magnitudes of their vertical force parameters similar to those previously 
observed after ultramarathon events (Millet et al., 2009; Morin, Samozino, et al., 2011). We further 
hypothesized that this fatigue would cause runners to take shorter, more frequent steps and thus 
ultimately increase their vertical and leg stiffnesses. Finally, we hypothesized that the kinetic 
similarity of the runners to simple, elastic spring-mass systems would decrease following the race.  
4.3 Methods 
4.3.1 Experimental Data Collection 
This study compared the spring-mass behavior and mechanical similarity within runners 
before and after a 56 kilometer ultramarathon road race. The investigation was part of a broader 
study investigating the fatiguing effects of the race, and the physiological effects have been 
reported elsewhere (Siegl et al., 2017). The sample size was determined so as to detect changes in 
heart rate and heart rate recovery that exceeded an anticipated inter-day within-subject variation 
average of 9 beats-per-minute with a standard deviation of 6 beats-per-minute (Lamberts et al., 
2004). For a Type I error control of 95% and a Type II error control of 80%, this effect implied a 
sample size of 7 subjects for within-individual comparisons. Anticipating drop-outs and non-
completions in the race, fifteen subjects were recruited to participate. At the time of the initial visit, 
all participants had been free of lower limb injury for six months. All subjects were experienced 
runners with weekly training volumes between 35 and 100 kilometers per week, had completed at 
least one marathon in the year prior to the study, and were registered entrants in the Old Mutual 
Two Oceans 56-kilometer Ultramarathon (Figure 15). All participants provided written informed 
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consent, and the study was approved by the University of Cape Town’s ethics review board (HREC 
ref: 626/2015).  
The subjects reported to the laboratory for three visits. The first visit was two weeks prior to 
the race, where they completed a maximal treadmill running test to establish peak treadmill 
running speed (PTRS) (Mann et al., 2015). The second visit was exactly 7 days prior to the race, 
and the third visit was exactly 2 days following the race. 
Following this assessment, kinetic recordings were captured during overground running. 
Participants ran at 70% of their peak treadmill running speed (PTRS) on a 40-meter synthetic 
indoor track. This speed corresponded to the approximate speed at which they would be running 
the race. It was verified in all trials with photoelectric timing cells. Ground reaction forces were 
recorded from two 900×600 mm embedded force platforms (AMTI, Watertown, MA, USA) and 
sampled at 2000 Hz. Six successful trials were captured for each subject with 3 captured on both 
dominant and non-dominant limbs. A successful trial was defined as the participant running within 
±5% of the target speed, cleanly striking the force plate with the designated limb, and giving no 
indication of platform targeting. The participants wore their habitual training shoes in both sessions 
and had refrained from strenuous exercise in the 24 hours prior to each session. 
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Figure 15: Course profile for the Two Oceans 56-kilometer ultramarathon. The course is entirely on paved roads, and it has 
approximately 1000 meters of ascent and 940 meters of descent with a maximum elevation of 230 meters above sea level and a 
minimum elevation of 4 meters above sea level. 
 
4.3.2 Data Processing 
The GRF recordings were filtered using a low-pass, fourth order Butterworth filter with a 
cutoff frequency of 60 Hz and a contact threshold of 50 N. Vertical loading rates (VLR) were 
calculated as the slope of the vGRF time series between 20% and 80% of the time corresponding 
to the impact peak (Fimpact) (Milner et al., 2006). If no impact peak was present, the measures were 
taken at the mean percentage of stance at which Fimpact occurred in the trials in which it was present, 
and the VLR was calculated over the observed standard deviation below and above that percentage 
(Lieberman et al., 2010). Leg and vertical stiffnesses were calculated via the method of McMahon 
and Cheng (Farley et al., 1993; McMahon & Cheng, 1990), and leg spring length (L0) was 
estimated as 0.53 of the participant’s standing height (Morin et al., 2005; Winter, 1979). Elastic 
similarity was quantified with three metrics. First, Cavagna and Legramandi’s “similarity to an 
symmetric bounce” (SB) was calculated, which is the average of the ratios of the deceleration to 
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acceleration times of the COM during stance and of the maximal downward and upward velocities 
of the COM, both of which are 1.0 in a perfectly symmetric bounce (Cavagna & Legramandi, 
2015; Legramandi et al., 2013). Second, the horizontal and vertical timing difference (HV TD) 
was used, which is the difference between the time at which the horizontal GRF crossed 0 N, 
indicating a transition from braking to propulsion in the horizontal plane, and the time at which 
the vertical GRF reached its peak, indicating a transition from loading to unloading in the vertical 
plane. In a perfectly elastic system, the HV TD would be zero (Figure 10). Third, the spring-mass 
fit (SM Fit) was quantified via nonlinear regression (NLR) for each subject, grouping observations 
for each leg and treating his or her steps as random effects. This assessed the degree to which the 
subject’s vGRF matched that of a best-fit spring-mass system (Chapter 2 and Figure 16). 
4.3.3 Nonlinear Regression Analysis 
To explore the effective spring-mass behavior before and after the race and in relation to any 
leg asymmetries, we used the mixed-effects Nonlinear Regression (NLR) estimation technique 
(Chapter 2). The functional form of the spring-mass vGRF is described again in Equation 43, and 
it models the observed vGRF with the four effective spring-mass parameters: stiffness (k*), 
touchdown angle (aTD*), leg length (L0*), and contact time (tc*):  
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 Therefore, for a given grouping i of ni observations in the vGRF time series ti1 to tin, the 
vertical force is modeled with a fixed parameter set j and a group-specific random effect set b: 
















 We assigned fixed effects to each parameter for the session (Before vs. After) and leg 
(Dominant vs. Non-Dominant), so that for each observation, there were 12 fixed parameters, 
corresponding to the intercept values of k*, aTD*, L0*, and tc*, and parameters for the effects of 
session and leg, respectively. Design matrices were assigned to each group with an identity matrix 
for each intercept parameter set, and dummy-coded with either zero or identity matrices for each 
respective fixed effect set. Each observed step was grouped within a subject-session-leg 
combination (three steps per grouping), and random effects were assigned to the four intercept 
parameters. An example model parameter set j for step i from a subject after the race (1) on his or 
her dominant leg (0) would be: 
45 𝜑X = 𝐴X𝛽X + 𝐵X𝑏X	 

















































































 To facilitate model convergence, vGRF recordings were downsampled to 500 Hz. All 
fitting was performed using the Nonlinear Regression toolbox in MatLab (2019a, MathWorks, 
Natick, MA, USA). The mixed-effects modeling was carried out using the stochastic 
approximation expectation maximization algorithm (Feodor Nielsen, 2000). The model was 
seeded with initial parameter values that minimized the sum of squared errors against all steps in 
aggregate via nonlinear least-squares optimization that itself was started with initial values 
corresponding to the mean value of all subjects’ conventional spring-mass parameters: kleg, aTD, 
L0, and the observed tc. Bounds were set at a lower limit of 5 kN/m, 63°, 80 cm, and 0.10 ms and 
an upper limit of 0.12 s and 30 kN/m, 74.5°, 120 cm, and 0.40 s for the four parameters, 
respectively. The model was given an initial random-effects covariance matrix with the diagonal 
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equal to two times the observed variance in the conventional parameters across steps, with the 
variance in L0 as estimated by the variance in aTD relative to the mean tc. 
4.3.4 Data Analysis 
The kinetic measures (Fmax, Fimpact, and VLR), spatiotemporal measures (contact time (tc), 
aerial time (ta), duty factor (DF), and stride frequency (SF)), traditional spring-mass measures (kleg, 
kvert, center-of-mass displacement (Δy), and leg compression (ΔL)) and the elastic similarity 
measures (SB, HV TD, and SM fit) were analyzed using mixed-effect model linear regression, 
treating the measure as the response variable and the session and leg as fixed effects with 
interactions. Each subject was assigned a random effect intercept with a limb asymmetry slope. 
47 𝑦 = 	𝛽W<WWXY × 𝛽;<= + 𝐸𝑟𝑟𝑜𝑟(𝐿𝑒𝑔|𝑆𝑢𝑏𝑗𝑒𝑐𝑡) 
For the linear mixed-effect models, the fixed effects were assessed for significance via 
Satterthwaite’s method. For the NLR models, estimates for the standard errors of each fixed effect 
term were approximated via the maximum likelihood and tested for significance using a Wald 
Test. Statistical test criterion in all models used a Type I error control of a < 0.05. MatLab (2019a, 
MathWorks, Natick, MA, USA) was used for all data processing and NLR modeling, and R 
(v3.6.2, R Foundation for Statistical Computing, Vienna, Austria) was used for all additional 
statistical analyses. 
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Fourteen subjects completed the Two Oceans 56-km Ultramarathon (Figure 13 for route 
information) in an average time of 5 hours and 42 minutes (range: 3:59 – 6:52). One subject 
suffered an ankle injury and could not participate in the post-race testing session. The subject 
characteristics are provided in Table 2. In the results descriptions provided below, the observed 
effect of the race is reported if it was found to be significant, and the average values across the two 
sessions are reported if it was not. Standard error of the measurement estimates (±sem) are 
provided for each effect. The full results of the analyses are compiled in Tables 12 – 14. 
Following the race, peak vGRF values were unchanged for the subjects (2.50 ± 0.08 BW) 
but the impact peak significantly increased after the race (+0.07 ± 0.02 BW, p = 0.004). The 
average vertical loading rate was unchanged (54.0 ± 3.2 BW/s). There was a small but significant 
decrease in ground contact time (–3 ± 1 ms, p = 0.002) with no significant change in flight time 
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(122 ± 8 ms). Overall, the duty factor and stride frequency changes were ultimately insignificant 
(0.33 ± 0.01 and 2.89 ± 0.04 Hz).  
The leg stiffness of the runners increased after the race (+0.3 ± 0.1 kN/m, p = 0.004) while 
the vertical stiffness remained unchanged (22.7 ± 1.0 kN/m). Correspondingly, the vertical 
displacement of the center-of-mass during stance was unchanged (8.1 ± 0.5 cm), while the leg 
compression significantly decreased (–0.6 ± 0.2 cm, p = 0.006). Limb dominance did not 
significantly affect any of the measures, nor did any asymmetries in the response variables emerge 
as a result of the race. Table 12 provides detailed results of the kinetic, spatiotemporal, and spring-
mass measures. The systemic spring-mass parameters as estimated by NLR were not influenced 
by the effect of the race, where the effective stiffness was modeled as k* = 12.6 kN/m, the effective 
touchdown angle aTD* = 65.6, L0* = 96.5 cm, and tc* = 212 ms. NLR modeling results are detailed 
in Table 13. 
The similarity to a symmetric bounce and horizontal-vertical force timing difference 
remained consistent after the race (93.3 ± 1.1% and 15 ± 3 ms, respectively). However, the 
subjects’ similarity to the spring-mass vGRF decreased after the race, with the model errors 
increasing by 10.1 ± 4.2 N. Table 14 provides detailed results, and Figure 17 is a visual 
representation.  
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Figure 17: Representative vGRF measurements from two subjects (A and B) before and after the race on both the dominant and 
non-dominant legs with spring-mass models fit via NLR. Note the slight increase in the impact peak magnitudes and slight 
decrease in model fit following the race. 
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Figure 18: Correlation-covariance matrix for the NLR model’s fixed effects. Note that within each fixed effect grouping, the 
effective leg length and touchdown angle tended to be highly covaried (correlation > 0.90). Effective stiffness and contact time 
were consistently independent of the other parameters within and across effects. 
 
 
Characteristic Mean ± SD Range 
Subjects (n) 14 (11 M − 3 F)1 
Age (yr) 38 ± 8 (25 − 47) 
Height (m) 1.77 ± 0.09 (1.64 − 1.93) 
Mass (kg) pre-race 72.4 ± 9.80 (54.4 − 89.3) 
Mass (kg) post-race 72.6 ± 10.1 (53.7 − 90.4) 
Average Weekly Training (km) 60 ± 21 (35 − 100) 
PTRS (m/s) 5.12 ± 0.45 (4.17 − 5.83) 
70% PTRS (m/s) 3.58 ± 0.32 (2.92 − 4.08) 
Race Finish Time (hours:mins) 5:42 ± 0:47 (3:59 − 6:52) 
 
Table 11 Cohort characteristics. Data are presented as means ± standard deviations and ranges, respectively. Weekly training 
volumes were given as the average volume during the three months preceding the race as reported by the subject in the initial 
visit. PTRS indicates the observed peak treadmill running speed, where 70% PTRS was the speed used for the biomechanical 
analyses. 
  






















    Pre-race SEM Post-race (Δ) SEM p-value Sig. 
Kinetic Fmax (BW) 2.51 0.08 -0.02 0.01 0.268  
 Fimpact (BW) 1.88 0.08 0.07 0.03 0.017 ✻ 
  VLR (BW/s) 53.14 3.16 1.67 1.19 0.160  
Spatiotemporal tc (ms) 231 5 -3 1 0.003 ✻✻ 
 ta (ms) 116 8 11 7 0.109  
 DF 0.33 0.01 -0.01 0.00 0.133  
  SF (Hz) 2.90 0.04 -0.01 0.04 0.696  
Spring-Mass kleg (kN/m) 10.0 0.5 0.3 0.1 0.004 ✻✻ 
 kvert (kN/m) 22.3 1.0 0.8 0.5 0.156  
 Δy (cm) 8.3 0.5 -0.3 0.2 0.139  
  ΔL (cm) 17.9 0.7 -0.6 0.2 0.007 ✻✻ 
 
Table 12 Kinetic, spatiotemporal, and spring-mass measures with pre-race values and the average within subject change after 
the race. Standard errors of the measurements (sem) are provided. Variables listed: Fmax (peak vGRF), Fimpact (vertical impact 
peak), VLR (average vertical loading rate), tc (observed contact time), ta (observed flight time), DF (duty factor), SF (stride 
frequency), kleg (leg stiffness), kvert (vertical stiffness), Δy (vertical displacement of the center-of-mass during stance), and ΔL (leg 
compression during stance). Statistical significance of each effect is indicated as: ✻ p <0.05 and ✻✻ p<0.01 
 
 
Parameter Effect Estimate SEM p-value Sig. 
k* (kN/m) 
  
Pre-race 12.6 3.6 -  
Post-Race –0.4 3.9 0.918  
Non-Dom. Leg +0.3 3.8 0.930  
aTD* (°) 
  
Pre-race 65.6 18.4 -  
Post-Race –0.8 18.5 0.967  
Non-Dom. Leg +0.0 18.9 0.999  
L0* (m) 
  
Pre-race 0.965 1.296 -  
Post-Race +0.017 1.333 0.990  
Non-Dom. Leg –0.026 1.364 0.985  
tc* (ms) 
  
Pre-race 212 4 -  
Post-Race –3 5 0.533  
Non-Dom. Leg –2 5 0.657  
 
Table 13 Effective spring-mass measures as approximated by nonlinear regression and the corresponding fixed effect estimation 
for each parameter for effective stiffness (k*), effective touchdown angle (αTD*), effective leg length (L0*), and effective contact 
time (tc*). Estimates for each effect (post-race, non-dominant leg) and their estimated standard error (sem) are provided. Note 
that the intercept and effect estimates for αTD* and L0* were highly covaried (corr. >0.90). Estimates for their respective 





    Pre-race SEM Post-race (Δ) SEM p-value Sig. 
 SB (%) 93.7 1.1 -0.9 1.0 0.382  
 HV TD (ms) 17 3 -3 3 0.281  
  RMSE (N) 171.3 15.0 10.1 4.2 0.025 ✻ 
 
Table 14 Elastic similarity across measures: Similarity to a symmetric bounce (SB), the timing difference between the horizontal 
force transition and the vertical force peak (HV TD), and the model error of the subject’s vGRF against that of a best-fit spring-
mass system (SM fit). Estimates for the pre-race average, the post-race effect, and their standard errors (sem) are provided. 




Parameter Effect Estimate SEM p-value Sig. 
k* (kN/m) 
  
Pre-race 10.3 2.9 -  
Post-Race 0.7 3.3 0.828  
Non-Dom. Leg 0.7 2.9 0.819  
A* (cm) 
  
Pre-race 11.9 4.8 -  
Post-Race -0.8 5.1 0.990  
Non-Dom. Leg -0.9 4.4 0.985  
tc* (ms) 
  
Pre-race 212 4 -  
Post-Race -3 5 0.483  
Non-Dom. Leg -2 5 0.680  
 
Table 15 Effective spring-mass measures as approximated by a three-parameter nonlinear regression model and the 
corresponding fixed effect estimation for each parameter for effective stiffness (k*), effective non-vertical leg compression (A*), 
and effective contact time (tc*). Estimates for each effect (post-race, non-dominant leg) and their estimated standard error (sem) 





We examined the kinetic characteristics and spring-mass behavior of runners before and 
after a 56-kilometer road ultramarathon. Two days after the race, the runners exhibited no change 
in peak vertical force as compared to their pre-race values, but their vertical impact peaks were 
elevated while their average vertical loading rate was unchanged. Their ground contact times 
decreased slightly in the post-race session, but the aerial times weren’t substantially different, and 
ultimately, neither the duty factor nor stride frequency were significantly altered. Their leg 
stiffnesses were modestly increased due a slight decrease in leg compression, while their vertical 
displacements during stance and correspondingly their vertical stiffnesses during stance remained 
the same. Their systemic spring-mass characteristics as determined by nonlinear regression were 
unchanged after the race. While their similarity to a symmetric bounce and horizontal-vertical 
force timing were consistent before and after the race, their overall spring-mass vGRF similarity 
decreased following the race. 
4.5.2 Kinetic Characteristics 
The findings support rejection of our first hypothesis that the peak vertical forces following 
the race would decrease. This phenomenon was observed in an ultra endurance context by Morin 
and colleagues after 24 hours of treadmill running (Morin, Samozino, et al., 2011) as well in a 
single subject case study following a trans-continental run from Paris to Beijing (Millet et al., 
2009). It was hypothesized that the decrease was due to both a protective response of the body to 
preserve the musculoskeletal structures as well as to a decreased capacity for force production 
(Morin, Samozino, et al., 2011). Degache and colleagues observed this phenomenon at lower 
speeds (10 km/hr) following a five-hour running bout, but they did not observe a change in Fmax 
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when the subjects ran at higher speeds (12 and 14 km/hr) following the race (Degache et al., 2013). 
In a meta-analysis of vGRF parameters in response to fatigue, Zadpoor and Nikooyan concluded 
that there has been no clear effect of fatigue on Fmax, and that any effect was likely due to both the 
context and population (Zadpoor & Nikooyan, 2012). As opposed to other kinetic studies 
conducted on ultramarathon runners before and after races, this investigation took measurements 
two days after the race, which itself likely elicited a different response than the protocols measuring 
kinetics immediately following the race. 
However, we observed an increase in Fimpact following the race. This was consistent with 
findings observed in studies with shorter-duration exhaustion protocols (≤1 hour). Dickinson and 
colleagues observed Fimpact to increase from 1.86 to 2.03 BW throughout a 45-minute treadmill 
run, and others have observed increases in peak lower-limb impact accelerations as a consequence 
of fatigue (Derrick, Dereu, & McLean, 2002; Mizrahi et al., 2000; Verbitsky et al., 1998). 
Dickinson speculated that this was due to a decrease in the capacity of the lower limb musculature 
to attenuate shock or to an altered proprioception itself due either to the experience of pain or the 
release of endorphins to inhibit it (Dickinson, Cook, & Leinhardt, 1985). We are not aware of any 
investigations that examined the effect of an ultramarathon on Fimpact. Following the 24-hour 
treadmill runs, Morin and colleagues observed an increase in average vertical loading rate, but it 
did not meet the criteria for statistical significance. Thus, they suggested it indicated a trend 
towards a decreased capacity for shock attenuation, but the effect was highly individualized. Siegl 
and colleagues reported significantly higher Visual Analog Scale (VAS) pain scores for Delayed 
Onset Muscle Soreness (DOMS) symptoms in this population following the race (Siegl et al., 
2017), so perhaps the mechanisms proposed by Dickinson, both decreased muscular capacity and 
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decreased proprioception (Dickinson et al., 1985), resulted in the greater impact forces following 
the race observed here. 
4.5.3 Spring-Mass Behavior 
The hypothesis that leg and vertical stiffness would increase following the race was partially 
supported, as leg stiffness was modestly increased in the runners post-race (+3.0%), while the 
vertical stiffness was unchanged. Several studies have examined these parameters within and after 
ultramarathon races, but the effects have been inconsistent. For example, Morin and colleagues 
observed both kleg and kvert to increase following 24 hours of treadmill running, but they did not 
observe a change in kleg following a 166-kilometer trail ultramarathon (Morin, Samozino, et al., 
2011; Morin, Tomazin, et al., 2011). Similarly, Degache and colleagues observed this increase in 
both parameters following five hours of hilly running, but not after 330 kilometers of mountainous 
running (Degache et al., 2013; Degache et al., 2016). Furthermore, Lazzer and colleagues observed 
significant decreases in kleg and kvert after an uphill ultramarathon (Lazzer et al., 2015). Many of 
these findings were driven by observed decreases in contact time and/or aerial time, which resulted 
in higher stride frequencies. We observed this decrease in tc, but it was small in magnitude (-1.3%), 
and the corresponding changes in SF were not significant. Given that Fmax was unchanged, it was 
likely this small temporal adjustment accounted for the small decrease in leg compression (-3%) 
and the corresponding adjustment in leg stiffness (-3%). Moreover, the characteristics of each of 
these races was different, likely resulting in distinct fatigue mechanisms, as were the means of 
biomechanical measurement and calculation of the spring-mass parameters. 
When the parameters were analyzed systemically via nonlinear regression, we did not 
observe any changes in the spring-mass behavior following the race. As this method used the 
entirety of the vGRF curve to inform the parameter estimations, it was less sensitive to the discrete 
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values and assumptions used to calculate conventional spring-mass parameters. For example, the 
traditional leg compression calculation was determined by the vertical displacement and observed 
contact time for a given speed (Farley et al., 1993; McMahon & Cheng, 1990). Thus, small changes 
in the final moments of ground contact that extend or shorten the temporal measure of the step but 
do not substantially influence the center-of-mass’s displacement may have substantially affected 
estimations of leg compression and ultimately kleg. We saw this phenomenon here, where kleg 
increased due to the small but significant decrease in tc. The estimated effective contact time, tc*, 
however, was unchanged (Figure 17). This value represented the time course as approximated by 
spring-mass dynamics, and it was correspondingly less influenced by the nonlinear elasticity that 
characterizes take-off asymmetries (Maykranz & Seyfarth, 2014). That suggested that despite 
small decreases in tc and corresponding alterations in kleg and ΔL, the overall systemic spring-mass 
dynamics of the runners in this investigation were largely unaffected post-race. 
4.5.4 Elastic Similarity 
The similarity of the runners to ideal spring-mass systems was, however, influenced by the 
race. The results partially supported our initial hypothesis that the measures of elastic similarity 
would decrease. SB and HV TD were unchanged, which indicated that their timing and 
coordination of kinetic energy fluctuations through stance were unaffected. However, the SM Fit 
decreased, with the spring-mass model fitting error increasing by 5.9% in the post-race session. 
This, coupled with the unchanged NLR-estimated parameters, suggested that their vGRF curves 
maintained the same systemic shape, but that they were less consistent, or “nosier”. This increase 
in model error was likely due in part to the post-race increase Fimpact, where greater peaks on the 
rising edge of the vGRF drove greater error when compared against the smooth rise of the spring-
mass system (Figure 17). 
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This finding may also be interpreted against the concept of “muscle tuning” with relation to 
impact forces, where the body is thought to adjust its dampening properties to mitigate loads (Nigg, 
1997). Fiesenbichler and colleagues examined this in relation to fatigue, and they observed an 
increase in the amplitudes of soft-tissue compartment vibrations in the lower limbs as runners 
fatigued (Friesenbichler et al., 2011). Without a change in the general frequency of the vibrations, 
their conclusions were that increased amplitudes were a consequence of a reduction in the “muscle 
tuning” mechanism. Here, we observed the maintenance of the general shape and peak of the vGRF 
in fatigued runners, but there was greater variability throughout its time series. This may have been 
a manifestation of a loss of dampening capacity, or a decreased functionality of the body’s control 
mechanism. Winter postulated that the body seeks to maintain a consistent systemic response 
external loading through component- and joint-level motor adjustments via the neuromuscular 
system (Winter, 1984). The decrease in SM Fit, here, may be a manifestation of that hypothesis—
a maintenance of the response to the external load (i.e., consistent Fmax) with diminished control 
(i.e., a more variable shape). 
4.5.5 Limitations 
There are several considerations one should make in interpreting the findings of this 
investigation. The first relates to the number of trials recorded for each participant. Here, we 
captured three steps on each limb in each session for each subject. This corresponded to six trials 
in each session. Several authors have recommended capturing more trials for optimal intraday 
reliability. Bates and colleagues recommended capturing eight trials (Bates et al., 1983), whereas 
Davita and Bates later recommended as many as 25 trials to detect intraday differences less than 
1 N/kg in vertical force magnitudes (Devita & Bates, 1988). However, Driss later reported that 
three trials were necessary to capture >90% reliability in Fmax, Fimpact, and VLR measures. Given 
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the fatigued state that we anticipated for our runners in the post-race conditions, we therefore used 
three trials on each limb (six in total for each session), but we cannot rule out that smaller changes 
in force magnitudes may have been present that we were not able to detect. Furthermore, we would 
have liked to capture more trials so as to explore the variability patterns in the collected measures 
before and after the race. We observed increases in step frequency variability throughout a road 
ultramarathon in elite runners (Burns, Zendler, & Zernicke, 2019), and Candau and colleagues 
similarly observed an increased SF variability in triathletes as a consequence of fatigue (Candau 
et al., 1998). Given the increase in vGRF shape variability we observed here (i.e., decreased SM 
Fit), variability of gait measures, rather than their mean values, may lend more insight into 
manifestations of fatigue. 
The timing of our data collection should also be considered when comparing results to 
previous investigations in ultramarathons. We recorded our post-race measurements two days 
following the race. This was done to capture the kinetic patterns when DOMS symptoms had 
peaked in the runners (Braun & Dutto, 2003; Cheung, Hume, & Maxwell, 2003), as opposed to 
capturing the acute fatigue that would be present immediately post-race. This may have explained 
why we failed to observe some of the patterns commonly reported in measurements taken 
immediately after ultramarathon races, such as increased stride frequencies (Degache et al., 2016; 
Giandolini et al., 2016; Morin, Samozino, et al., 2011; Morin, Tomazin, et al., 2011). It also 
highlighted the different mechanisms and manifestations of fatigue in gait: changes due to acute 
fatigue following an exhausting event versus recovery or persistence of those changes due to 
prolonged chronic fatigue symptoms in the days and weeks following. Future investigations into 
the time course of these changes and their recoveries following exhaustive and fatiguing running 
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events would provide further insight into recovery mechanisms and their implications for athlete 
monitoring. 
Finally, the results of the nonlinear regression spring-mass parameter estimations indicated 
that the touchdown angle and leg length metrics were highly covaried. This indicated that the 
estimates for the standard errors on those parameters were unreliable and therefore cannot be used 
to infer any effect (or lack thereof) from the race on those measures. This pattern was similarly 
observed in Chapter 2 and Chapter 3. We conducted an additional analyses modeling these two 
terms as one geometric term (Chapter 2 and Section 2.7). The results are provided in Section 4.7  
(Table 15), and the corresponding correlation-covariance matrix is given in Figure 19. As 
expected, the race did not affect any of the parameter estimates. In the reduced model, effective 
contact time remained consistently independent of other parameter estimates, but the effective 
stiffness and non-vertical leg compression terms exhibited a negative correlation. This may have 
contributed to the larger standard error observed on the effective stiffness term as compared to the 
errors on the traditional measures (2.9 kN/m vs. 0.5 kN/m). Though it did not affect the SM fit 
values, it may have indicated a reduced sensitivity of the model to capture low-magnitude 
significant parameter differences. Therefore, we cannot rule out the potential for undetected small 
changes in effective stiffness—as observed in the traditional leg stiffness measure. However, the 
independence of tc* and its corresponding lack of a post-race effect coupled with the consistent 
Fmax values before and after the race together supported the notion that the systemic spring-mass 
parameters were not substantially altered two days after the race. 
4.6 Conclusion 
We examined the effect of a road ultramarathon on the spring-mass behavior in runners. The 
runners exhibited higher vertical impact peaks after the race despite consistent peak vGRF 
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magnitudes. The runners also exhibited small but significant decreases in contact time, which did 
not affect stride frequency but did lead to an increase in leg stiffness and leg compression while 
leaving vertical stiffness and displacement unchanged. When analyzed systemically via nonlinear 
regression, the system spring-mass parameters were not significantly altered in the post-race 
condition. The measures of similarly to a spring-mass system indicated that while the kinetic 
energy progressions through stance were not changed, the overall similarity of the vGRF time 
series to that of a spring-mass model fit to each runner decreased following the race. This suggested 
that the runners produced gait patterns that were systemically very similar before and after the race 
but that the fatigue induced greater variability in the production of those patterns. Together, these 
findings suggested that fit and variability measures of gait patterns may be more informative in 
describing or monitoring post-event fatigue in runners. 
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4.7 Addendum: Three-Parameter Nonlinear Regression Model Analysis 
The parameterized sinusoidal vertical ground reaction force presented in Equation 43 is not 
unique for a single leg length and touchdown angle combination, as the two terms have an identity 
A such that: 
48 𝐴 =	𝐿/ − 𝐿/ 𝑠𝑖𝑛 𝛼HI  
To enable use of NLR to estimate spring-mass parameters for isolated steps, this term can be 
incorporated into Equation 17 as a three-parameter model: 
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Using NLR, this method can provide an estimate for A, which corresponds to the non-vertical leg 
compression during stance (A = ΔL – Δy). We used the methods described in Section 4.3.3 to 
repeat the NLR parameter estimation with a three parameter model corresponding to k*, A*, and 
tc*. The results are presented in Table 15 with the correlation-covariance matrix given in Figure 
19. 
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Figure 19: Correlation-covariance matrix for the three-parameter NLR model’s fixed effects from Appendix A. Note that in this 
reduced model, the effective stiffness and non-vertical displacement measure (a combined term for effective touchdown angle and 
leg length) tend to be inversely correlated. 
  























Chapter 5 Traditional Spring-Mass-Analyses with a Mixed-Effect Model Design: A 
Study of Elite Middle-Distance Runners 
 
This chapter will be submitted for publication as or similar to: 
Geoffrey T. Burns, Richard Gonzalez, Jessica M. Zendler, and Ronald F. Zernicke (2020). 




Elite middle distance runners present as a unique population in which to explore 
biomechanical phenomena in relation to running speed, as their training and racing spans a broad 
spectrum of paces. However, there have been no comprehensive investigations of running 
mechanics across speeds within this population. Here, we used the spring-mass model of running 
to explore global mechanical behavior across speeds in these runners. Ten elite-level 1500m 
runners (mean best: 3:37.3±3.6s) and ten highly trained 1500m runners (mean best: 4:07.6±3.7s) 
ran on a treadmill at 10 speeds where temporal measures were recorded. Spatiotemporal and 
spring-mass characteristics and their corresponding variation were calculated within and across 
speeds. All spatiotemporal measures changed with speeds in both groups, but the changes were 
less substantial in the elite runners. The elite runners ran with greater approximated vertical forces 
(+0.16 BW) across speeds. Moreover, they ran as stiffer systems, with greater leg and vertical 
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stiffnesses (+2.1 kN/m and +3.6 kN/m) across speeds. Neither group changed leg stiffness with 
increasing speeds, but both groups increased vertical stiffness (1.6 kN/m per km/hr), and the elite 
runners more so (further +0.4 kN/m per km/hr). The elite runners also demonstrated lower 
variability in their spatiotemporal behavior across speeds. Together, these findings suggested that 
elite middle distance runners may have distinct global mechanical patterns across running speeds, 
where they behave as stiffer, less variable spring-mass systems compared to highly trained, but 
sub-elite counterparts.  
5.2 Introduction 
The flight phase and the single-support stance phase that define running allow humans to 
realize an enormous variety of velocities, and no athletes are more fluent across this spectrum of 
speed than those of the middle-distance runners. In one of the earliest studies examining the oxygen 
cost of running across speeds, Sargent chose his lone subject to be a competitive middle-distance 
runner, as he was “a performer capable in both sprint and long-distance work” (Sargent, 1926). 
Their racing demands enormous fluctuations in speed, spanning the aerobic and anaerobic 
continuum (Sandford, 2018). At a global level, recent championships in the men’s 1,500m have 
seen average speeds ranging from 6.5 to 7.1 m/s (Sandford, Day, & Rogers, 2019), with inter-lap 
variability often exceeding 10% of that (Mytton et al., 2015), and intra-lap variability even more 
(Hanley, Stellingwerff, & Hettinga, 2019). Training for this variety itself requires greater variety. 
The Australian 1,500m runner Herb Elliott, 1960 Olympic champion and former world record 
holder in the event, included in his training regimen not only runs themselves ranging from 220-
yard maximal sprints to 30-mile distance sessions, but also “fast climbing of mountainsides, 
running up stairs of buildings up to ten stories, trudging in snow, and… long distance swimming” 
(Wilt, 1959). While modern middle-distance training is slightly less eccentric, it still routinely 
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consists of running that may span 50 to 115% of racing speeds with substantial volumes at the 
lower end of that spectrum (Kenneally, Casado, & Santos-Concejero, 2018; Noakes, 2003; 
Sandford, 2018). 
While middle-distance runners therefore present as a population that have developed their gait 
patterns across a variety of speeds, elite runners further present as a population that has refined 
their gait patterns under high volumes training and competitive pressure to maximize performance 
capacity. They are therefore thought to have undergone a process of mechanical “self-
optimization” (Williams & Cavanagh, 1986, 1987). Previous biomechanical investigations of elite 
distance runners have focused on middle-long and long-distance specialists (Cavanagh et al., 1977; 
Padulo et al., 2012; Santos-Concejero et al., 2015; Williams et al., 1987), and relatively little work 
has examined the biomechanical patterns in elite middle-distance runners. Leskinen and colleagues 
studied the in-race biomechanics of elite and national-class 1500m runners (average bests: 3:36 
and 3:49, respectively) via high-speed video. While the racers ran with similar speeds and contact 
times in the races studied, they observed the elite cohort to run with faster hip flexion during the 
swing phase and greater knee stiffness during stance. They concluded that the latter may have 
indicated a more efficient recycling of energy through the gait cycle via elastic storage and return 
as opposed to the greater amount of concentric work observed in the lower-caliber runners 
(Leskinen et al., 2009). Trowell and colleagues studied the kinematics and kinetics of a group of 
national-class middle distance runners (best 1500m: 3:31 to 4:01) at a racing speed (7.2 m/s) and 
used multiple regression to identify mechanical characteristics that explained differences in 
performance. Among the group of runners, better performance was explained primarily by a 
smaller range of motion in the hip during the swing phase, less plantarflexion in the ankle at 
contact, and less thorax flexion during propulsion. Contrary to the in-race findings of Leskinen 
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and colleagues, they observed that the better runners also exhibited greater knee flexion during 
stance (Trowell et al., 2019). It is unclear if the differences in the findings were related to the 
methodology, context, or relative homogeneity of populations (elite- and national-class athletes). 
Moreover, the studies were limited to single racing speeds, which revealed important insights in 
competition-specific patterns, but it has yet to be established how these high-level runners do or 
do not alter their gait across the spectrum of speeds to which they are exposed and practiced.  
An alternative method to the component-level kinematic investigations described above is to 
assess the systemic characteristics of the runners. The spring-mass model is commonly used to 
describe runners (Blickhan, 1989; McMahon & Cheng, 1990). It treats the runner as a single point-
mass on a linear elastic spring that strikes and leaves the ground at a constant touchdown angle, 
and it has been proposed as the mechanical template that underlies the running gait across species 
(Full & Koditschek, 1999). It has been applied to characterize systemic gait behavior within a 
variety of running contexts, including temporal alterations (Farley & Gonzalez, 1996); surface 
variations (Ferris et al., 1998); energy costs (Dalleau et al., 1998); sprinting (Morin et al., 2006), 
distance (Hayes & Caplan, 2014), and ultradistance (Morin, Samozino, et al., 2011) performance; 
and fatigue (Hunter & Smith, 2007). As such, the spring-mass model and its spatiotemporal 
characteristics have exhibited relations to running performance and economy, such as leg and 
vertical stiffness (Dalleau et al., 1998; Heise & Martin, 1998), vertical oscillation (Folland et al., 
2017; Slawinski & Billat, 2004; Williams & Cavanagh, 1987), contact time (Nummela et al., 
2007), stride frequency (de Ruiter et al., 2014), and stride length (Cavanagh et al., 1977). Figure 
20 shows the model as interpreted in human running (adapted from Muybridge (Muybridge, 
1887)). 
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Figure 20: The spring-mass model of running 
 
 
The model has been applied to elite runners in the study of sprinting (Taylor & Beneke, 2012) 
and triathlon (Rabita et al., 2011), but it has not been systematically examined in elite middle-
distance runners. Rogers and colleagues studied leg stiffness in a group of highly-trained middle-
distance runners (average 1,500m best: 4:02) at a single submaximal speed (14 km/hr) and at a 
maximal sprinting speed and observed that the leg stiffness in sprinting was strongly correlated to 
both running economy and maximal sprinting speed (Rogers et al., 2017). Similarly, Fourchet and 
colleagues studied the spring-mass characteristics of youth middle-distance runners during an 
exhaustive run, and found contact time, vertical displacement, and leg compression to increase 
following the run, resulting in decreased leg stiffnesses with consistent stride lengths and 
frequencies (Fourchet et al., 2015). These investigations suggest the importance of spring-mass 
characteristics in mediating middle-distance performance. Additionally, some spring-mass 
characteristics are speed dependent (Farley et al., 1993; McMahon & Cheng, 1990), and while 
several studies have assessed these changes in runners of varying abilities (Arampatzis et al., 1999; 
Garcia-Pinillos et al., 2019; Padulo et al., 2012), none have systemically examined speed-
dependent patterns in elite middle- or long-distance runners.  
Furthermore, these model characteristics are often reported as stationary values without 
indication of intra-individual variability patterns. Mechanical patterns within runners are not 
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stationary (Bates et al., 1983; Cavanagh et al., 1985; Winter, 1984), and the patterns of variability 
may have implications for injury and performance (Hamill, Palmer, & Van Emmerik, 2012; 
Preatoni et al., 2013). It has been proposed that there are two broad classes of variability in 
biomechanical patterns: task-level outcome variability (e.g., stride length in running) and process-
level component variability (e.g., joint coordination patterns). These are referred to as end-point 
variability and coordinative variability, respectively (Hamill et al., 2012). There are divergent 
thoughts on how coordinative variability relates to expertise in biomechanics, with some observing 
U-shaped curve for the amount of component variability (Wilson et al., 2008), some finding 
decreasing variability in important movements among skilled performers (Hiley, Zuevsky, & 
Yeadon, 2013), and some finding no difference between skill levels (Floria et al., 2018). At the 
task level, it has been shown that variability decreases in more experienced or skilled performers 
in race-walking (Preatoni et al., 2010) and running (Nakayama, Kudo, & Ohtsuki, 2010). Belli and 
colleagues observed variability in center-of-mass displacement and step time to increase with 
running speed in moderately trained runners, with the amount of variability across speeds further 
bearing a moderate correlation to the energy cost of running (Belli et al., 1995). Similarly, Candau 
and colleagues found a significant relation between lower levels of step frequency variability and 
better running economy and that the variability increased with fatigue (Candau et al., 1998) 
Furthermore, outcome variability assessed within stride lengths has been observed to decrease with 
training (Slawinski et al., 2001). Together, these observations indicate that variability within global 
mechanical behaviors may be a barometer for performance, skill, and fatigue in runners, but it has 
yet to be studied within elite runners or investigated in relation to the systemic spring-mass 
parameters across speeds. 
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As global mechanical parameters that are modeled by spring-mass dynamics and their 
respective levels of variability may have implications for running performance, the systemic 
characterization of the model’s behavior across a variety of speeds in a group of elite runners may 
reveal fundamental mechanistic insights that relate to expertise and performance in the sport. The 
goal of this study was to explore how spring-mass mechanics changed across a variety of training 
and racing speeds in elite middle-distance runners and to compare those patterns to trained, but 
non-elite middle-distance runners. The hypothesis was that all parameters would exhibit similar 
speed dependencies in both groups, but that the variation in the parameters across speeds would 
be lower in the elite runners. 
5.3 Methods 
5.3.1 Experimental Data Collection 
5.3.1.1 Subjects 
Ten elite-level (inclusion criteria below) male middle-distance runners were recruited and 
enrolled in the study. They were matched by 10 trained, but not elite-level male middle-distance 
runners. The study was restricted to self-identified 1500m/mile specialists. Given the high 
heterogeneity of training and physiological profiles within middle-distance disciplines, we chose 
this athlete profile so as to select runners exposed to and familiar with a large spectrum of speeds 
in training (Sandford & Stellingwerff, 2019). Given the distinct nature of the subject population, 
this enrollment was subject to convenience sampling, and the target was based on similar studies 
of elite distance runners. A previous biomechanical study of elite distance runners found an 
average coefficient of variation of 8% among stride length, stride rate, swing time, flight time, and 
contact time (Cavanagh et al., 1977). Assuming this coefficient of variation in the observations 
and controlling for Type I error with a = 0.05, 9 subjects in each cohort would allow for detection 
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of a 10% difference in means with statistical power of 1-b = 0.80 (Van Belle, 2011). Though this 
investigation sought to analyze the gait patterns of the runners with the mixed-effects linear 
regression modeling described below, this effect size approximation of the convenience sample 
nonetheless provided some context for the expected power of the study. 
Inclusion criteria for the elite cohort of runners required that the subjects had achieved a 
sanctioned race performance in a long middle-distance track event (1500m or mile) equivalent to 
or greater than 1075 points per IAAF scoring tables in the current or previous competitive season 
(1500m equivalent of 3:42.4 for males) (Spiriev & Spiriev, 2017). Inclusion criteria for the trained 
cohort of middle-distance runners required that they had achieved a sanctioned race performance 
equivalent to or greater than 465 but less than 1075 points in the current or previous competitive 
season (1500m equivalent of 3:42.5 to 4:38.0) (Spiriev & Spiriev, 2017). All participants were 
required to be free of lower limb injury at the time of testing and possess familiarity with treadmill 
running. 
5.3.1.2 Running Protocol 
All subjects ran for 20 minutes at a self-selected pace on a treadmill as a warm-up. 
Following this warm-up, subjects ran at four submaximal running velocities for four minutes each, 
separated by a brief (30-45 s) pause. The elite cohort ran at 12 km/hr, 14 km/hr, 16 km/hr, and 18 
km/hr, and the trained cohort ran at 10 km/hr, 12 km/hr, 14 km/hr, and 16 km/hr. These speeds 
represent typical training speeds for runners of this caliber (Daniels, 2014). Following these 
steady-state submaximal running bouts, the runners ran a series of six 30-second trials at interval-
training and racing paces incrementing from 20 to 25 km/hr in the elite cohort and 18 to 23 km/hr 
in the trained cohort. Each trial was separated by 90 seconds of jogging at 11-12 km/hr so that the 
full bout of six 30-second runs was continuous.  
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Each 4 minute trial was expected to capture 600-700 step cycles for each runner, and each 
30 second trial was expected to capture 80-100 step cycles for each runner, totaling approximately 
3000 steps per runner for analysis. This exceeded the 32-64 steps recommended as a minimum by 
Belli an colleagues to characterize mechanical parameter variability (Belli et al., 1995). The 
investigation was approved by the University of Michigan’s Institutional Review Board (ref: 
HUM00129528), and all subjects provided written informed consent. 
5.3.1.3 Spatiotemporal Measures 
Contact time (tc) and flight time (tf) were recorded continuously throughout the running 
sessions at 100 Hz via a treadmill instrumented with a pressure plate (h/p/cosmos Quasar, 
h/p/cosmos Sports & Medical gmbh, Nussdorf-Traunstein, Germany). This system has 
demonstrated agreement and reliability in these measures with a photoelectric timing system (Lee 
et al., 2014). The platform had a sensing area of 1.36 x 0.64 cm with 10,240 sensors with detection 
thresholds of 1 N/cm2. The trials were recorded using Noraxon MyoMotion software (Noraxon 
USA, Scottsdale, AZ, USA), and the continuous data were exported for step cycle analysis in 
MatLab (MathWorks, Natick, MA, USA).  
5.3.1.4 Spring-Mass Characteristics 
The spring-mass parameters for each step were calculated using the method of Morin et al. 
(Morin et al., 2005). Briefly, this modeled the vertical ground reaction force as a sinusoid with the 
subject’s body mass, m, and used the observed tc and tf to approximate the maximal vGRF, Fmax:  






 The center-of-mass’s absolute displacement during stance, Δy, was then modeled as: 









 Maximal leg compression of the spring during stance, ΔL, was approximated using the 
subject’s measured leg length, L0, and running speed, v, as: 






 From these values, leg stiffness, kleg, was calculated as Fmax/ΔL, and vertical stiffness, kvert, 
was calculated as Fmax/Δy. 
5.3.2 Data Analysis 
Spatiotemporal measures (contact time (tc), flight time (tf), duty factor (DF), stride length 
(SL), and stride frequency (SF)) and traditional spring-mass measures (kleg, kvert, center-of-mass 
displacement (Δy), leg compression (ΔL), and approximated maximal vertical force, Fmax) were 
calculated for each step captured. Within each trial at each speed, the coefficient of variation (CV) 
for each measure was calculated as σ/µ. Analysis of the measures across speeds was conducted 
using mixed-effect model linear regression, where the measure was treated as the response 
variable, the cohort (elite vs. trained) as a discrete fixed effect, and the speed as a continuous fixed 
effect with an interaction. Each subject was assigned a random effect intercept with a random slope 
corresponding to an individual speed-dependency: 
53 𝑦 = 	𝛽S$ × 𝛽W<<! + 𝐸𝑟𝑟𝑜𝑟(𝑆𝑝𝑒𝑒𝑑|𝑆𝑢𝑏𝑗𝑒𝑐𝑡) 
For the coefficient-of-variation models, the random slope was excluded, as the measures 
were aggregated as single observations at each speed for each subject. For the linear mixed-effect 
models, the fixed effects were assessed for significance via Satterthwaite’s method. Statistical test 
criterion in all models used a Type I error control of a < 0.05. MatLab (2019a, MathWorks, Natick, 
MA, USA) was used for all data processing, and R (v3.6.2, R Foundation for Statistical 
Computing, Vienna, Austria) was used for all statistical analyses. 
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5.4 Results 
The subject characteristics are given in Table 2. A total of 70,812 steps were recorded. For 
each subject across the ten speeds, 3540 ± 157 steps were captured (mean ± s.d.), with 738 ± 60 
steps for each of the four submaximal speeds, and 98 ± 30 steps for each of the six interval/racing 
speeds. For all fixed effects and interactions presented below, the values are described as the effect 
± standard error.  
 
Characteristic Elite Trained 
Subjects (n) 10 10 
Age (yr) 27.7 ± 3.8 23.7 ± 4.0 
Mass (kg) 70.4 ± 6.2 64.1 ± 3.6 
Height (m) 1.82 ± 0.08 1.78 ± 0.06 
Leg Length (m) 0.956 ± 0.044 0.925 ± 0.049 
1500m Best (min:sec) 03:37.4 ± 3.6 s 04:07.6 ± 3.7 s 
1500m Speed (m/s) 6.90 ± 0.12 6.06 ± 0.09 
 
Table 16 Elite and trained cohort characteristics. 
5.4.1 Spatiotemporal Measures 
The results for the spatiotemporal measures are provided in Table 17, where the intercept 
terms for the trained cohort are scaled to values for 14 km/hr and the fixed effect for the elite 
runners are presented below that term along with the speed slope and its grouping interaction. Each 
of the spatiotemporal measures had significant speed dependencies independent of cohort (all 
speed effects p < 0.001). The elite runners exhibited less of a speed dependency than the trained 
runners, with their interaction on the speed being +2±0.4 ms per km/hr (p < 0.001). Their flight 
times were 15±7 ms higher (p = 0.040) but the speed dependency –1±0.3 ms per km/hr lower (p = 
0.019). This resulted in duty factors that were lower, though the fixed effect estimate did not reach 
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the threshold for significance (p = 0.059). As such, stride frequencies and stride lengths were 
ultimately not significantly different between groups. 
5.4.2 Spring-Mass Measures 
The spring-mass characteristics (Table 18) include the intercept terms for the trained cohort 
scaled to values corresponding to 14 km/hr, and the fixed effect for the elite runners are presented 
below with the speed slope and its grouping interaction. The approximated peak vertical forces 
were higher in the elite runners (+0.16 ± 0.07 BW, p = 0.045), but their speed dependency was not 
different from the trained runners. The elite runners had higher leg stiffnesses (+2.1 ± 0.7 kN/m, 
p = 0.007) across speeds, but neither cohort significantly altered their stiffnesses with speed. 
Similarly, the elite runners exhibited higher vertical stiffnesses (+3.6 ± 1.5 kN/m, p = 0.031). While 
both groups increased their vertical stiffnesses across speeds (6.6 ± 0.1 kN/m per km/hr, p < 0.001), 
the elite runners did more so (0.40 ± 0.1 kN/m per km/hr, p = 0.006). However, their vertical 
displacements during stance were similar, with both groups decreasing vertical motion at faster 
speeds equivalently (–0.2 ± 0.02 cm per km/hr, p < 0.001). Both groups increased their leg 
compression at faster speeds (0.5 ± 0.03 cm per km/hr, p < 0.001), but the elite runners’ 
compressions were less affected by speed increases (–0.2 ± 0.07 cm per km/hr, p = 0.024). The 
spatiotemporal and spring-mass trends are presented in Figure 21, where within each measure, the 
population effects (fixed) and individual effects (random) are presented on the left and right, 
respectively. The full set of observations for two representative subjects from each cohort are 
shown (Figure 22) for contact time, flight time, vertical force, leg stiffness, and vertical stiffness. 
The coefficients of variation for the spatiotemporal measures are presented similarly (Table 
19). Both cohorts had greater variation in contact time at faster speeds (+0.05 ± 0.02% per km/hr, 
p = 0.014), but there were no differences between groups. The elite runners had significantly lower 
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variations in their flight times (–1.3 ± 0.4%, p = 0.006). Both groups decreased variation at faster 
speeds (–0.24 ± 0.02% per km/hr, p < 0.001), but the elite runners were less affected by speed 
increases (+0.19 ± 0.04% per km/hr, p < 0.001). Ultimately, variations in duty factors were similar 
between groups and unaffected by speed, but stride frequency variation was significantly lower 
the elite runners (–0.3 ± 0.1%, p = 0.017) and higher across speeds in both groups (+0.04 ± 0.01%, 
p < 0.001). Similarly, stride length variability was lower in the elite runners (–0.3 ± 0.1%, p = 
0.019), and both groups increased stride length variability at faster speeds (+0.03 ± 0.01%, p < 
0.001). 
The coefficients of variation for the spring-mass characteristics (Table 20) indicated that the 
variations in peak vertical forces were equal between groups and did not change with speed. Leg 
stiffness and vertical stiffness variation was similarly similar between both groups, but both 
measures saw significant increases across speeds of 0.30 ± 0.06% per km/hr (p < 0.001) and 0.17 
± 0.04% per km/hr (p < 0.001), respectively. Leg compression variation was similarly equal 
between groups and also increased with speed 0.22 ± 0.04% per km/hr (p < 0.001). The variation 
in vertical displacement was lower in the elite runners across speeds (– 0.7 ± 0.3%, p = 0.018), and 
both groups exhibited modest increases with speed (+0.05 ± 0.02% per km/hr, p = 0.008). The 
group trends for the variation patterns in each measure are presented in Figure 23. 
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Figure 21: Spatiotemporal and spring-mass characteristics for elite and trained runners across speeds. Population (fixed, left) 
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  tc (ms) sem p-value  
Trained 237 3.2 -  
Elite –7 6.5 0.262  
Speed –8 0.2 <0.001 ✻✻✻ 
Cohort x Speed 2 0.4 <0.001 ✻✻✻      
  tf (ms) sem p-value  
Trained 132 3.3 -  
Elite +15 6.7 0.040 ✻ 
Speed 3 0.3 <0.001 ✻✻✻ 
Cohort x Speed –1 0.6 0.019 ✻      
  DF sem p-value  
Trained 0.32 0.004 -  
Elite –0.02 0.008 0.059  
Speed –0.01 0.000 <0.001 ✻✻✻ 
Cohort x Speed 0.00 0.001 0.016 ✻      
  SF (Hz) sem p-value  
Trained 2.72 0.02 -  
Elite –0.06 0.05 0.254  
Speed 0.04 0.00 <0.001 ✻✻✻ 
Cohort x Speed 0.00 0.00 0.913       
  SL (m) sem p-value  
Trained 1.42 0.015 -  
Elite +0.03 0.030 0.289  
Speed 0.07 0.001 <0.001 ✻✻✻ 
Cohort x Speed 0.00 0.00 0.294       
 
Table 17 Spatiotemporal estimates for the groups with effects for group, speed, and the interactions. The values provided for the 
trained cohort correspond to the model estimate at 14 km/hr. Estimated standard errors are provided for each effect (sem). 




  Fmax (BW) sem p-value  sig. 
Trained 2.46 0.037 -  
Elite +0.16 0.074 0.045 ✻ 
Speed 0.06 0.003 <0.001 ✻✻✻ 
Cohort x Speed 0.00 0.006 0.997        
  kleg (kN/m) sem p-value   
Trained 8.39 0.344 -  
Elite 2.09 0.689 0.007 ✻✻ 
Speed –0.01 0.021 0.607  
Cohort x Speed 0.06 0.042 0.197        
  kvert (kN/m) sem p-value   
Trained 23.07 0.769 -   
Elite +3.60 1.538 0.031 ✻ 
Speed 1.62 0.065 <0.001 ✻✻✻ 
Cohort x Speed 0.40 0.130 0.006 ✻✻      
  ΔL (cm) sem p-value   
Trained 19.12 0.536 -   
Elite –1.89 1.072 0.095   
Speed 0.48 0.037 <0.001 ✻✻✻ 
Cohort x Speed –0.18 0.074 0.024 ✻      
  Δy (cm) sem p-value   
Trained 6.73 0.108 -  
Elite +0.21 0.216 0.340   
Speed –0.20 0.010 <0.001 ✻✻✻ 
Cohort x Speed –0.02 0.019 0.409        
 
Table 18 Spring-mass characteristics for the groups with effects for group, speed, and the interactions. The values provided for 
the trained cohort correspond to the model estimate at 14 km/hr. Estimated standard errors are provided for each effect (sem). 
Statistical significance of each effect is indicated as: ✻ p <0.05, ✻✻ p<0.01, and ✻✻✻ p<0.001 
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  tc (ms) sem p-value sig. 
Trained 3.35 0.12  -  
Elite –0.13 0.24 0.573  
Speed 0.05 0.02 0.014 ✻ 
Cohort x Speed 0.01 0.04 0.881       
  tf (ms) sem p-value  
Trained 7.34 0.21 -  
Elite –1.32 0.43 0.006 ✻✻ 
Speed –0.24 0.02 <0.001 ✻✻✻ 
Cohort x Speed 0.19 0.04 <0.001 ✻✻✻      
  DF sem p-value  
Trained 3.30 0.103 -  
Elite –0.10 0.205 0.631  
Speed 0.00 0.015 0.957  
Cohort x Speed 0.02 0.029 0.528       
  SF (Hz) sem p-value  
Trained 2.40 0.06 -  
Elite –0.31 0.12 0.017 ✻ 
Speed 0.04 0.01 <0.001 ✻✻✻ 
Cohort x Speed 0.01 0.02 0.595       
  SL (m) sem p-value  
Trained 2.39 0.06 -  
Elite –0.30 0.12 0.019 ✻ 
Speed 0.03 0.01 <0.001 ✻✻✻ 
Cohort x Speed 0.01 0.01 0.564  
 
Table 19 Coefficients of variation for spatiotemporal measures with effects for group, speed, and the interactions. The values 
provided for the trained cohort correspond to the model estimate at 14 km/hr. Estimated standard errors are provided for each 
effect (sem). Statistical significance of each effect is indicated as: ✻ p <0.05, ✻✻ p<0.01, and ✻✻✻ p<0.001 
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  Fmax (BW) sem p-value sig.  
Trained 3.31 0.10 -  
Elite –0.13 0.21 0.542  
Speed 0.00 0.01 0.836  
Cohort x Speed 0.02 0.03 0.441        
  kleg (kN/m) sem p-value   
Trained 7.94 0.26 -  
Elite –0.70 0.52 0.195  
Speed 0.30 0.06 <0.001 ✻✻✻ 
Cohort x Speed 0.01 0.12 0.909        
  kvert (kN/m) sem p-value   
Trained 4.99 0.17  -   
Elite –0.39 0.35 0.274  
Speed 0.17 0.04 <0.001 ✻✻✻ 
Cohort x Speed 0.03 0.07 0.683       
  ΔL (cm) sem p-value   
Trained 5.49 0.21  -   
Elite –0.42 0.41 0.322   
Speed 0.22 0.04 <0.001 ✻✻✻ 
Cohort x Speed –0.03 0.08 0.706       
  Δy (cm) sem p-value   
Trained 4.88 0.13 -  
Elite –0.69 0.27 0.018 ✻ 
Speed 0.05 0.02 0.008 ✻✻ 
Cohort x Speed 0.05 0.04 0.139        
 
Table 20 Coefficients of variation for spring-mass characteristics with effects for group, speed, and the interactions. The values 
provided for the trained cohort correspond to the model estimate at 14 km/hr. Estimated standard errors are provided for each 





Across running speeds, elite middle distance runners generally ran as stiffer mechanical 
systems than their highly-trained but non-elite counterparts, and they tended to adjust their 
mechanics differently in response to speeds changes. The spatiotemporal characteristics of both 
groups were strongly speed-dependent, but the flight times and corresponding duty factors were 
less affected in the elite runners. The maximal vertical forces were similarly speed-dependent in 
both groups but were consistently higher in the elite runners. Spring-mass analyses demonstrated 
that the elites had higher leg and vertical stiffnesses, and they augmented their vertical stiffnesses 
more at faster speeds. The elite runners also demonstrated less variability in some of the 
mechanical parameters, with their fight times, stride lengths, stride frequencies, and vertical 
displacements being less variable across speeds than that of the trained runners. These results 
suggested that elite middle-distance runners exhibited systemic mechanical patterns that 
distinguish them from other highly-trained middle-distance runners. 
5.5.2 Spatiotemporal Patterns 
As hypothesized, all of the spatiotemporal measures exhibited strong relations with speed. 
In both cohorts, contact time decreased substantially across speeds, and flight time increased 
modestly, resulting in a duty factor that progressively decreased across speeds. In the elite runners, 
the speed relation was significantly smaller, where their ground contacts were shorter in the 
submaximal speeds but similar at the faster speeds. Their flight times were 11% greater on average 
across speeds, and their speed-dependent increase was smaller, with their flight phases being 
relatively longer at lower speeds. This was consistent with both the observations of Leskinen and 
colleagues, who observed similar contact times and stride frequencies between national-class and 
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elite-level 1500-m runners during a race (~23 km/hr) (Leskinen et al., 2009), and Folland and 
colleagues, who observed a significant negative correlation between performance and ground 
contact time at lower speeds (10-12 km/hr) in a large group of middle- and long-distance runners. 
This was also similar to the observations of Williams and Cavanagh, who observed a modest 
correlation between contact time at 12.8 km/hr and a 10-km time trial time (Williams & Cavanagh, 
1987), as well as Nummela and colleagues, who observed a correlation between submaximal 
oxygen consumption and contact time that diminished with speed (Nummela et al., 2007). The 
contact and flight time trends resulted in stride lengths and frequencies that were still equivocal 
between groups, and similarly exhibited strong speed-dependent increases. This was consistent 
with previous observations of speed relations within these parameters (Cavanagh & Kram, 1989), 
as well as their independence from ability or performance (Cavanagh et al., 1977; Folland et al., 
2017; Williams & Cavanagh, 1987). 
5.5.3 Spring-Mass Patterns 
The findings here supported the hypothesis for distinct spring-mass behavior among the elite 
runners. Their estimated peak vertical forces were 6% higher relative to their body weight, and 
this, coupled with the temporal differences, resulted in higher stiffness measures. Their leg and 
vertical stiffnesses were 25% and 16% higher on average across speeds, and while both groups 
increased vertical stiffness with speed, the elites did so more substantially (5.2 vs. 3.6 kN/m per 
km/hr). Leg stiffness was independent of speed in both groups, consistent with previous 
observations in other runners (He, Kram, & McMahon, 1991; Morin et al., 2005) and across animal 
species (Farley et al., 1993). Farley and her colleagues posited that runners maintain leg stiffness 
across speeds by decreasing their touchdown angle. With greater vertical forces, they thereby 
compress their effective spring more. The increased angle, greater force, and greater speed interact 
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to maintain a consistent center-of-mass trajectory through stance across speeds, which with the 
greater force, then ultimately increases vertical stiffness and decreases the contact time (Farley et 
al., 1993). This was consistent with our observations, where leg compression increased across 
speeds by 0.5 cm per km/hr, while vertical displacement only decreased by 0.2 cm per km/hr. 
These patterns together suggested that the elite runners may be better exploiting the elastic 
mechanisms underpinning spring-mass dynamics. Their stiffer effective springs, coupled with 
greater vertical forces and more sensitive vertical stiffnesses, suggested that they may be recycling 
kinetic energy more efficiently throughout the gait cycle. The patterns observed here indicated 
more vertical orientation of their effective elastic mechanisms, which would imply steeper 
touchdown angles and shorter braking and propulsive periods. As horizontal force generation is 
metabolically much more expensive than vertical force generation (Chang & Kram, 1999), this 
propensity to orient their spring-mass dynamics more vertically may explain their greater 
performance capacity. Furthermore, their exhibition of lower contact times and longer flight times 
at lower speeds may also be a reflection of more efficient use of these elastic storage and return 
mechanisms. A more rapid and forceful stretch of musculoskeletal tendinous structures has been 
demonstrated to improve the elastic efficiency of those structures (Cavagna, Dusman, & Margaria, 
1968; Cavagna, Saibene, & Margaria, 1965). Moreover, the contribution of recycled elastic energy 
to the cost of running has been shown to increase with speeds (Cavagna & Kaneko, 1977), and this 
elastic, spring-like behavior has been proposed as the predominant means that mediates the 
energetic efficiency of running across speeds and species (Alexander, 1991a, 1991b). As such, it 
may be that the elite middle distance runners had more robust or refined mechanisms to exploit 
this advantage. Moreover, that this behavior was distinctly persistent at lower speeds may further 
indicate a “mastery” of these mechanisms. However, whether this is a product of their innate ability 
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or their high volume of accumulated lifetime training could not be inferred from this investigation. 
It is more likely that the characteristics described above are not products of one or the other 
attributes exclusively, but rather that their innate characteristics facilitated their exceptional 
training to further refine and exploit those characteristics. That is, the interaction of nature and 
nurture may have given rise to their emergent, elite ability. 
5.5.4 Parameter Variability 
The elite runners further demonstrated lower variability in several of the measures across 
speeds, including flight times, stride frequency, stride length, and their vertical displacements 
during stance. This was consistent with previous investigations that explored pattern variability in 
relation to running economy. In trained runners, stride time and vertical oscillation have been 
associated with better economy (Belli et al., 1995; Candau et al., 1998) and experience level 
(Nakayama et al., 2010), similar to the stride frequency, vertical displacement, and flight time 
patterns observed here. Furthermore, Slawinski et al. observed stride frequency variability to 
decrease after a structured training program in already competitive runners (Slawinski et al., 2001). 
This decrease was associated with an improvement in running economy and velocity at VO2max 
despite maximal aerobic capacity remaining unchanged, suggesting that the decreased variability 
was related to the improvement in efficiency. Spatiotemporal variability has also been observed to 
be lower among elite racewalkers (Preatoni et al., 2010). These observations coupled with our 
findings support the notion that variability is associated with skill and expertise. However, the 
“optimal” amount is still unknown, and it is likely highly individualized. The elite runners here 
exhibited more control over those parameters across speeds, but it is certainly plausible that further 
decreasing the variability would be detrimental, where the motor control required could come at 
an energetic or structural cost. Elite triple jumpers demonstrated a parabolic curve with relation to 
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coordination variability and performance, suggesting that optimality was not simply a 
minimization exercise (Wilson et al., 2008). It would be interesting to explore these patterns 
longitudinally within elite runners in a fashion similar to the investigation of Slawinski and 
colleagues (Slawinski et al., 2001). Would these patterns change with performance level or injury 
status? It is also curious that distinct trends emerged within the spatiotemporal measures, yet they 
were mostly absent among the spring-mass parameters. This may indicate that the spring-mass 
dynamics are an emergent phenomena that are mediated by the others, with spatiotemporal 
adjustments interacting with each other in more or less variable ways to produce a consistent 
bounce for a given speed. This would indicate that these control strategies are better regulated in 
the elite runners with less step-to-step “tuning” occurring.  
5.5.5 Methodological Advantages 
Aside from the mechanical observations, a secondary goal of the study was to demonstrate 
the methodological value of a mixed-model experimental design. Here, we studied these patterns 
not only between groups, but across speeds and within individuals. One notable observation was 
the relative homogeneity of patterns within the elite runners as compared to the trained cohort that 
presented across parameters (Figure 21 and Figure 22). Many of the findings observed here may 
not have emerged if observations were made at a single speed, as the nuanced differences and 
interactions only emerged across speeds and with prolonged observation within individuals. It was 
notable that among the elite runners, most demonstrated relative linearity across speeds within 
most of the parameters, while some of the trained runners had nonlinear shifts at the faster speeds. 
This might be indicative of distinct mechanical strategies for submaximal running and sprinting, 
whereas the elite runners demonstrated a greater “fluency” across speeds. While this phenomenon 
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warrants further investigation, it is suggestive that further insights that may be afforded by such 
an analysis. 
Furthermore, as these experimental approaches gain traction and become standard-of-
practice in biomechanical investigations, investigators should take great care in formulation of 
their analytical models. As an example, our mixed-effect models assigned not only a random 
intercept to each individual, but also a random slope across speeds, assuming that the speed-
dependent changes would have an individualized pattern beyond that which was characteristic of 
the group (Figure 21 and Figure 22). Had we simply used a random intercept model for each 
subject, it would have appeared that leg stiffness was not only significantly different between 
groups, but that there was a small, significant speed dependency and interaction. Both effects 
maintain similar values to what is reported in Table 18 (which were similarly small in magnitude), 
but their estimated standard errors were drastically reduced due to the apparent increase in degrees 
of freedom. By adding the random slope, the statistical significance of those marginal effects 
disappear, but the fit of the model significantly improves because the variance is better explained 
by the individualized response. The model’s Akaike information criterion decreases from 197299 
to 189857 (p < 0.001) with the addition of the random slope term for speed, indicating significantly 
better fit. This difference between the appearance of the effects between the two models is 
displayed in Figure 24. For the variability analyses, we were restricted to using random intercept 
models, as the variation measures were aggregate values within a speed for each individual. As 
such, there were not repeated measures within individuals within speeds. Given the value 
demonstrated by random slope models for speed dependencies, it will be an interesting future line 
of investigation to aggregate groups of steps within a speed to further characterize these patterns 
with more individualized speed-dependencies modeled. 
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Figure 24: Leg stiffness estimates with the fixed effects model and two different random effects models 
 
5.5.6 Limitations 
When interpreting the findings of this investigation, consideration must be given with 
respect to several aspects of the design. The first is that the spring-mass parameters reported here 
were calculated via the speed, contact time, and flights time as proposed by Morin et al. (Morin et 
al., 2005). While this method has been validated against the traditional kinetic methods and has 
demonstrated excellent agreement with those values (Coleman et al., 2012; Serpell et al., 2012), 
measures of maximal vertical force and center-of-mass displacement during stance reported here 
were nonetheless approximations using these temporal and dynamic relations. Furthermore, the 
temporal characteristics were measured at 100 Hz, which was low compared to gold-standard 
kinetic measurements. Some investigators analyzing spring-mass or spatiotemporal dynamics have 
used rates as low as 80 Hz (Morin, Tomazin, et al., 2011) and even 50 Hz (Fourchet et al., 2015; 
Slawinski et al., 2001), and they mitigated the low sensitivity by aggregating multiple 
observations. The system used here has demonstrated excellent agreement and reliability with a 
commonly used photoelectric timing system (Lee et al., 2014), so we anticipated that the sensitivity 
of the measures would be similarly reduced compared to systems with higher resolution. This 
would have been problematic in analyzing a limited number of steps, but it was increasingly 
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resolved as more observations were taken. As one of the strengths of the study was the large 
number of observations captured for each subject, we were able to detect trends between groups 
and across speeds with a large number of data points for each subject at each condition. However, 
we cannot rule out errors or detection failure on any effects or trends due to the sensitivity 
reduction. Finally, when interpreting the results within different contexts, it should be remembered 
that these observations were collected during treadmill running as opposed to overground running. 
This afforded the continuous collection, and the participants were required to be experienced with 
treadmill running. However, some of the runners may have exhibited different behavior in this 
different context (Nigg, De Boer, & Fisher, 1995).  
5.6 Conclusion 
Elite middle-distance runners exhibited distinct systemic spring-mass behavior across a 
wide spectrum of running speeds as compared to a group of competitive, yet sub-elite counterparts. 
We examined these global mechanical characteristics in an elite cohort of 1500m runners that 
included Olympians, National Champions, and NCAA All-Americans, and we compared the 
observations to those from a trained cohort that included 1500m runners who were regionally 
competitive NCAA and university club-level athletes. Despite the high ability and training status 
of both groups, the elite runners distinguished themselves across a number of spatiotemporal and 
spring-mass parameters, and those differences were further mediated across speeds. The elite 
group generally ran with longer flight phases and as stiffer systems, producing greater vertical 
forces and higher leg and vertical stiffnesses. Furthermore, their spatiotemporal patterns were less 
variable across speeds. These distinct systemic patterns and interactions across running speeds 
may be related to some combination of superior ability, training demands, or inherent 
physiological characteristics. The findings presented a profile of global mechanics in top-level 
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middle distance runners, which may serve as a reference for future investigations or for coaches 
and athletes conducting performance assessments. Furthermore, it highlighted the importance of 




Chapter 6 Collocation and Reflection 
6.1 Summary 
This body of work has broadened our collective understanding of the systemic mechanical 
behavior of runners and advanced the methodologies with which we can assess running mechanics. 
Using the canonical spring-mass model of running, these studies presented several new means to 
assess how runners run with respect to this template, and these assessments were applied to a 
variety of novel research questions to examine systemic performance behaviors in distinct 
populations and across conditions of runners. These investigations were coupled with traditional 
spring-mass analyses to broaden and generalize the findings. These methods and findings can be 
leveraged by researchers and practitioners across the sport to frame, design, contextualize, and 
analyze new experiments with this systemic perspective.  
 The overarching contribution of these aggregated studies is three-fold: (1) it provides the 
biomechanics field with novel, validated methods to model runners using a canonical template that 
captures system-level mechanical behaviors; (2) it exemplifies the efficacy and utility of these 
methods in gait analysis through application and extension of the model; and (3) it provides novel 
biomechanical insights into the spring-mass parameter differences across populations of runners 
and across conditions within runners. 
6.1.1 Methodological Contributions 
6.1.1.1 Nonlinear Regression for Spring-Mass Parameter Estimation 
Within this body of work, there are several distinct methodological contributions. The first is 
the presentation and validation of a means to use nonlinear regression to estimate spring-mass 
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parameters in runners using only kinetic recordings. This method used the full time series of the 
vertical ground reaction force to inform estimation of the four spring-mass parameters: leg 
stiffness, touchdown angle, leg length, and contact time. This method freed the estimates from 
their traditional constraints. The nonlinear regression spring-mass parameters provided stiffness 
estimates that were consistent with traditional methods, provided a leg length estimate that may be 
more representative of the center-of-mass location, and estimated an effective contact time that 
was more robust against the traditional biases during the final moments of propulsion.  
6.1.1.2 The Parameterized Sinusoidal vGRF: A Functional Form of the Spring-Mass vGRF  
The second contribution was the derivation of a functional form of a spring-mass vertical 
ground reaction force time-series based on SLIP dynamics and the sinusoidal approximation of 
Morin and colleagues (Morin et al., 2005). The parameterized sinusoidal vGRF (PS vGRF) used 
that sinusoidal approximation and was characterized by the four deterministic SLIP parameters 
(Equation 17). Despite the widespread use of this approximation for spring-mass calculations, it 
had never been systematically validated against the SLIP model that it approximates. The work 
presented here validated this sinusoidal approximation using SLIP simulations across sizes and 
speeds and demonstrated that NLR can further improve its ability to accurately model a SLIP 
system across a wide spectrum of speeds. This not only facilitated the future use of functional 
analytical tools with vGRF data such as nonlinear regression, but it also provided researchers with 
a form with which to explore parameter relations within the SLIP model. Equation 17 can inform 
sensitivities, trade-offs, and adjustments within SLIP dynamics without the numerical simulation 
that would otherwise be required. 
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6.1.1.3 Spring-Mass Similarity Metrics 
The third contribution was the presentation of three new metrics to quantify a runner’s 
similarity to an ideal spring-mass system. The horizontal-vertical force timing difference (HV TD) 
and the analogous time-normalized braking-to-propulsion and loading-to-unloading ratio (BP:LU) 
described the degree to which a runner was coordinating his/her horizontal and vertical forces, 
indicating the degree to which energetic fluctuations were occurring in phase. Observations were 
provided to show that elite Kenyan distance runners did this better than recreational runners for a 
given speed. Coupled with a recent finding that runners aligned the resultant vector of the 
horizontal and vertical GRF to their leg axis as their running economy improved (Moore et al., 
2016), this may be a simple, yet informative analytical measure. As these two metrics require only 
force plate recordings, it may be an efficient means for researchers and clinicians to quantify this 
coordinative behavior in runners. The NLR-derived spring-mass fit (SM Fit) metric was also 
presented to describe the degree to which a runner’s vGRF behaved like a best-fit spring-mass 
system. Of note, this approach quantitatively revealed the more similarly elastic characteristics of 
elite Kenyan runners and the reduced similarity in runners following an ultramarathon race. This 
metric followed the dynamics of a SLIP model, unlike linear vertical force-displacement analyses, 
and it again used only kinetic recordings as an input, as opposed to kinematic equipment and 
assumptions required for force-leg-length relations—thus, highlighting its experimental simplicity 
and informative capacity. 
6.1.1.4 Demonstration of Mixed-Model Experimental Design for Spring-Mass Analyses 
The fourth methodological contribution of the current series of studies was a demonstration 
of mixed-model experimental design with traditional spring-mass measures to more accurately 
characterize individualized mechanical running behavior. A repeated-measures random slope-
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intercept design was effective in capturing spring-mass dynamics more holistically within runners 
and better describing group characteristics. While these statistical methods themselves were not 
new, their application in biomechanical investigations have been limited, and as such, they have 
not been broadly leveraged in running investigations to assess global mechanical behavior. 
Furthermore, the spring-mass metrics used in the investigation were computationally simple and 
operationally easy to capture. The method and design, therefore, should have strong potential for 
extended application with field-based research and practice, which itself may inspire and facilitate 
further applied spring-mass modeling for researchers, coaches, clinicians, and runners.  
6.1.2 Biomechanical Contributions 
6.1.2.1 Systemic Assumptions 
In tandem with the methodological contributions, this series of investigations revealed new 
insights into global dynamics and spring-mass behavior in runners. The first stemmed from the 
NLR modeling, where it was demonstrated that model-based estimations of system parameters 
deviated from traditional temporal and anthropometric assumptions. By following the trend of the 
vGRF time series, the NLR-modeled contact time for runners was 12 ms (6%) less than the 
observed time. Traditionally, observed contact times are subject to several sources of bias, such as 
the ankle dynamics  (Maykranz & Seyfarth, 2014) or filtering methods (Tirosh & Sparrow, 2003). 
Thus, deviations from the global behavior in the final moments of stance have little bearing on 
systemic mechanical output but may bias traditional spring-mass measures that are sensitive to 
their values (Equations 6 – 8). Furthermore, NLR-estimated leg lengths were 4.3 cm (5%) longer 
than the measured values, indicating that the approximated center-of-mass during stance was more 
distal than traditionally assumed and closer to the static center-of-mass location (Clauser et al., 
1969). 
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6.1.2.2 Elastic Similarity of Kenyan Runners 
Chapter 3 employed three new spring-mass similarity metrics as well as a previously used 
metric to show that elite Kenyan distance runners behaved more like the simple SLIP model. This 
model is characterized by coordinated transfer of its kinetic and potential energies (Figure 2), and 
it is energetically conservative. This may therefore provide a new source of explanation for their 
ubiquitous dominance in distance running, and it supports future investigations into these metrics 
as barometers of mechanical efficiency. It was also observed that recreational runners improved 
their energetic coordination but decreased their systemic spring-mass fit when running barefoot, 
whereas the Kenyan runners were less affected. Again, this highlighted the discriminatory 
characteristics of these metrics, which may catalyze future investigation and application. 
6.1.2.3 Spring-Mass Characteristics of Kenyan Runners 
Chapter 3 also used traditional spring-mass measures and NLR-estimated spring-mass 
measures to characterize the systemic mechanical behavior of the elite Kenyan runners as 
compared to the lesser capable recreational cohort. The Kenyan runners exhibited similar spring-
mass characteristics despite being of smaller stature, resulting in higher relative stiffnesses. This 
provided a global mechanical characterization for their running pattern and suggested a systemic 
strategy that may facilitate their performance capacities. 
6.1.2.4 Fatigue-induced Changes in Spring-Mass Characteristics 
Chapter 4 presented a systemic characterization of runners before and after a road 
ultramarathon. The runners maintained their absolute spring-mass behavior, but they became more 
dissimilar to the system. That is, they achieved the same mechanical outcome in a “noisier” 
fashion. This decrease in fit was likely due in part to an observed increase in vertical impact peaks, 
suggesting a potential decrement of mechanical control and response. Moreover, the findings 
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highlighted the co-dependencies of traditional spring-mass parameters that may bias estimates. 
The contact times in the runners were observed to be slightly but significantly shorter after the race 
(2%), which manifested as slightly increased leg stiffnesses. However, the systemic NLR-based 
analysis did not detect a change in the effective contact times nor the leg stiffnesses. Again, this 
suggested that the absolute spring-mass behavior was maintained in the post-race state, but the 
spring-mass fit decrement and impact peak increase suggested a possible deterioration of their 
control strategy.  
6.1.2.5  Global Spring-Mass Profiles of Elite Middle Distance Runners 
Chapter 5 characterized the systemic mechanical behaviors of elite 1500m runners across 
10 training and racing speeds. This was the first biomechanical investigation of elite-level middle 
distance runners across speeds. In it, they were compared against a cohort of highly trained, but 
non-elite 1500m runners. The elite runners ran as significantly stiffer mechanical systems with 
longer flight times across speeds and shorter contact times at slower speeds. The patterns of the 
elite runners were also less influenced by speed than in the non-elite group. Together, the findings 
suggested that they may better recycle elastic energy vertically, which may be energetically 
advantageous. Moreover, the patterns that they exhibited at faster speeds were more persistent at 
lower speeds. These findings may serve as sources of context against which future performance 
studies can be compared and as metrics to monitor for athletes and coaches. 
6.1.2.6 Mechanical Variability Within Elite Middle Distance Runners 
Chapter 5 also characterized the global mechanical variability in the elite 1500m runners 
across speeds. The elite runners demonstrated less variability in spatiotemporal measures than the 
non-elite runners but similar variation within their spring-mass behavior. This provides further 
mechanical evidence that expert performers exhibit less motor variability in task-specific outcome 
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measures. It also suggested that the spring-mass behavior may be an emergent outcome that could 
be manipulated by traditional end-point variables, such as stride length and frequency, and may be 
characterized by constancy. 
6.2 Future Directions 
6.2.1 Nonlinear Regression Modeling Improvements 
While this work presented and demonstrated several applications of the NLR method for 
spring-mass analyses, there remain many areas of improvement and refinement to be developed 
and refined with the approach. The first pertains to resolution of the tendency for covariance among 
the fixed effects, chiefly the leg-length and angle approximations. As discussed in Chapter 2 and 
Section 2.7, the relation of these two parameters within the PS vGRF is not singular. The random 
effect distributions partially resolve this within subjects, but it becomes problematic when parsing 
out the sources of variance for the fixed effects analysis. This was demonstrated in both Chapters 
3 and 4, where the estimates for the length and angle had substantial standard errors and high 
covariances. In Chapter 4, the three-parameter model was employed, but the result yielded 
estimates that were then covaried with the stiffness estimate, further challenging the estimation. 
Future endeavors could seek to explore the application of this three-parameter model with the 
length-angle approximation from Section 2.7. Depending on the research question, it may be 
appropriate to simply drop these fixed effect terms all together, acknowledging the limitation of 
the equation’s non-singularity around these two values and using the model to test stiffness and 
contact time hypotheses. However, there are still future opportunities to refine model specification 
and to explore additional alterations, such as scaling the parameters, employing weighted residuals, 
or manipulating the random-effects design matrices. 
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Another area of opportunity for exploration would be in a sensitivity analysis of its random-
effect parameter estimations in humans. While the method demonstrated excellent ability to model 
SLIP simulations, it would be interesting to vary the parameters in humans in a known way and 
assess the sensitivity of the model to detect these changes. It is clear that it would detect contact 
time differences, and it demonstrated good agreement with traditional stiffness measurements. 
However, its accuracy and ability to detect length or angle adjustments in a runner is unknown. 
The model consistently fit longer legs to the subjects in Chapter 2, which supported the hypothesis 
of a more distal effective leg than commonly assumed, but it remains unknown how sensitive or 
how accurate this data-driven estimation is. In Chapter 3, a modeled leg length difference was not 
observed between the Kenyan and recreational runners despite a height difference. This would 
imply longer relative effective legs in the Kenyans. There is evidence to suggest that Kenyan 
distance runners tend to have longer limbs than European counterparts, and that it may be related 
to performance capacity (Mooses & Hackney, 2017). If accurate, this method is a promising tool 
to assess the effective dynamic leg length of a runner, which could subsequently be used to drive 
novel investigations into running performance and test hypotheses related to leg length and the 
cost of transport (Pontzer, 2007). As such, the ability of the model to sensitively and accurately 
assess that needs to be established before conclusions can be drawn from its outputs. 
 Finally, the model application could be improved with the use of nested random-effect 
designs. As currently implemented in MatLab (2019a), the nonlinear regression tools do not 
support nested random effects with the SAEM algorithm. In practice, this means that the number 
of random effects must be no less than the number of unique fixed effect grouping combinations. 
In Chapter 3, random effects were assigned to each individual step, and this may have contributed 
to the high degree of covariance among some of the parameters, as distinct lengths and angles were 
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fit to each step. The ideal model would have had a random effect on each subject with the fixed 
effects nested. In Chapter 4, in attempt was made for a resolution, where the random effects were 
grouped to include one effect for each condition-leg combination, but it did not entirely resolve 
the issue. One possible resolution would be to hybridize the estimation process with the 
conventional mixed-model implementation. The conventional mixed-model algorithm was unable 
to converge with the PS vGRF, which necessitated using the more robust but less flexible SAEM 
algorithm. There may be an opportunity to realize a nested structure and potentially resolve some 
of the fixed-effect covariance issue by first using the SAEM algorithm to fit a robust starting 
estimate for the conventional algorithm.  
6.2.2 Nonlinear Regression Modeling Opportunities 
The NLR methodology itself presents an exciting framework to explore research questions 
related to systemic gait behavior. The approach is experimentally simple and flexible, as its only 
input is a vGRF time series recorded from a force plate. The mixed-model approach presented in 
Chapters 3 and 4 lends itself naturally to a broad spectrum of experimental designs. It can be used 
to further explore how each of these parameters vary between groups or within individuals. It could 
serve as a performance or health monitoring framework, with an individual characterizing his or 
her systemic mechanics and modeling new conditions or timepoints with a fixed effect (as 
demonstrated in Chapter 4). It could inform footwear choices and research, with the model being 
used to explore parameter adjustments in preferred or unfavorable shoes, which could then further 
be used to characterize mechanical relations to preference.  
Moreover it could be a valuable tool to explore variability patterns within individuals. 
While much of this work has focused simply on the parameter estimations themselves, the 
assessment of the parameter variation may be a source of even greater insight. As discussed and 
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explored in Chapter 5, variation among parameters may be indicative of varying levels of health 
and performance. NLR modeling of runners may be able to better explore the variability in their 
spring-mass parameters. For example, it may be warranted to ask: if a runner sees performance 
increase throughout a season, is there a corresponding change in his or her standard error on the 
stiffness estimate? If his or her steps are modeled as random effects, does their variance structure 
change for each parameter? What about periods of overreaching and overtraining? How do these 
parameter variabilities change? Could the model capture systemic changes related to injury? We 
saw in Chapter 4 that the fit of the model was indicative of greater impact peaks related to fatigue. 
It may yield further insights to capture more steps and investigate the specific spring-mass 
parameter variation patterns in that condition. The mixed-model framework is a powerful tool to 
facilitate and extend these systemic explorations.  
The NLR method could also be used to study within-step dynamics. State-shift fixed effects 
could be employed to examine how system parameters adjust during loading and unloading. This 
would be similar to the shift modeled by Günther and Blickhan (Gunther & Blickhan, 2002), and 
it could reveal interesting insights into how the four parameters interact within a step. In a similar 
vein, it could also be used to model the spring-mass dynamics within Cavagna’s “effective” ground 
contact of stance, which is the time in which the vGRF exceeds body weight (Cavagna, 2006). 
This may be a more sensitive and representative period of spring mass behavior, unbiased by early 
and late-stance deviations, and it could potentially provide more accurate spring-mass dynamic 
representations. 
Finally, the NLR methodology may provide great utility in comparative biomechanics. As 
the spring-mass model is often used across the animal kingdom, the reduced assumptions and 
experimental overhead of this method may lend itself to non-human animal studies. In cases where 
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measuring leg length or approximating angles in animals is spurious or in situations where 
kinematic capture is impracticable, this could provide a useful alternative to biomechanists, as it 
only requires a force plate. Simulation and model-experiment matching via optimization has been 
employed in avian runners (Birn-Jeffery et al., 2014). This methodology may be both operationally 
and computationally simpler with the further added value of its underlying statistical framework. 
6.2.3 Elastic Similarity Measures 
The elastic similarity metrics presented here could be of great value to clinicians and 
coaches. Each of the metrics was able to discriminate between the high-performance-capacity 
Kenyan runners and the lower-performance-capacity recreational runners and their distinct 
footwear conditions in Chapter 3, and the SM Fit proved discriminatory of race-induced fatigue in 
Chapter 4. The HV TD and BP:LU metrics could be of particular use, as they are computationally 
and operationally simple, requiring only a run over a force platform. These two metrics are 
indicative of a runner’s energetic coordination, so the natural hypothesis to test would be if it is 
predicative of performance capacity. In our investigation, the groups were distinctly heterogenous 
between each other but quite homogenous within, preventing exploration of the patterns over a 
continuum of performances. Moore and her colleagues demonstrated that running economy 
improved as runners better aligned their leg axis to their horizontal and vertical GRF resultant 
vector (Moore et al., 2016). This captured a conceptually similar phenomenon but did not require 
kinematic equipment or its data processing. Furthermore, Legramandi and his colleagues observed 
a decline in the SB metric associated with age, suggesting a relation between spring-mass 
dissimilarity and the aging process (Legramandi et al., 2013). As described above, the NLR-
derived SM fit metric was indicative of ultramarathon-induced fatigue. Together, this suite of 
 160 
spring-mass similarity measures may provide a comprehensive and informative analytical tool set 
to monitor health and performance as it relates to systemic gait behavior in runners. 
6.2.4 Updates to Traditional Methods for Spring-Mass Analyses 
The findings of this series of investigations can be used to provide updates to traditional 
spring-mass modeling methods and assumptions. For example, the leg-length modeling in Chapter 
2 indicated that the effective spring leg length may be longer than the traditional hip-height 
approximation. This supported the use of the leg length correction factor proposed by Blum et al. 
(Blum et al., 2009). They used 1.05 for females and 1.10 for males, and work here suggested that 
1.05 may be generally appropriate. Moreover, Chapters 2–4 demonstrated that the effective spring-
mass contact time was shorter than the kinetic observation. This would also support the use of a 
correction factor of approximately 5-7% in the other direction. Finally, the length-angle 
approximation derived in Section 2.7 could provide more accurate touchdown and sweep angle 
approximations if flight time was to be incorporated. A comparison against simulations is 
warranted, but it would likely improve upon the underestimation of the traditional angle as 
approximated by Equation 8. 
6.2.5 Field-based Studies of Spring-Mass Behavior 
The experimental design and methods employed in Chapter 5 are readily extendable to 
field-based analyses for runners. The spring-mass metrics calculated there used Morin and his 
collegaues’ “simple” method, requiring only the contact time, flight time, and speed for a runner 
(Morin et al., 2005). With the increasing availability and accuracy of accelerometer- and inertial-
measurement unit-based gait-event detection and recording (Schutte et al., 2015), it is hoped that 
future studies will leverage this framework to characterize mechanical patterns in ecological 
settings. It was demonstrated that variabilities in stride length and frequency were related to 
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expertise in the middle-distance runners. These measures can be recorded by common, 
commercially available sport watches via wrist accelerometry, and they have already been used to 
identify patterns in stride frequency variability within a race (Burns et al., 2019). These mixed-
model designs could allow researchers and running enthusiasts alike to comprehensively 
characterize simple variability patterns across speeds and conditions in an operationally efficient 
research design. 
6.2.6 Longitudinal Monitoring 
Finally, these template-based approaches may yield their richest insights in longitudinal 
monitoring within runners. Given the highly individualized nature of the running gait – recall Fred 
Wilt’s “fingerprint” likening (Wilt, 1959) – it is unlikely that there is any dogmatic characteristic 
of a spring-mass system that can be generalized as optimal for all. There may be trends, such as 
the stiffer systems observed in the elite middle distance runners, but the exact degree to which one 
moves in that direction is and likely will remain unknown. Chapter 5 demonstrated the nature by 
which these systemic parameters change within individuals within and across speeds. It is easy to 
assume that they will also systematically vary across days and across health and training statuses. 
Cavanagh and his colleagues recommended conducting repeated measures on elite runners for this 
very reason (Cavanagh et al., 1985). With a framework to assess global behaviors, these systemic 
changes can be brought into relief. Applying an NLR analysis, one could employ fixed effects for 
each time measure to test a parameter change hypothesis, or using the mixed-model approach, one 
could characterize the variance structures of simple measures across time. Approaching gait 
assessment with this framework can serve to help individuals better understand their own 
fingerprints. 
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6.3 Concluding Thoughts 
In the aggregate, these integrated studies established and validated new methods with which 
to assess running gait and analyze it as a holistic, dynamic system. Using the canonical spring-
mass template, an approach for system characterization via nonlinear regression was presented, 
and new metrics that compared the system-level dynamics of a runner against the template were 
presented. Finally, more comprehensive experimental designs were explored to more fully 
characterize the system-level behavior within runners. Along the way, each of the investigations 
explored traditional spring mass parameters in tandem, yielding new insights into the systemic 
mechanical patterns underlying competitive Kenyan runners, fatigued ultra-marathon runners, and 
elite middle distance runners. These template-based studies and mixed-model methods are distinct 
from the traditional approach of studying and manipulating individual factors in isolation and 
aggregating measures across observations that has traditionally characterized gait assessments. 
Shifting gait analysis away from component-level behaviors will drive a more function-based 
understanding of both pathology and health in running, and this shift may facilitate the design of 
programs and tools to mitigate injury and guide development. The NLR-based assessments and 
spring-mass methodologies explored in the current series of studies can be used to better 
characterize gait against a SLIP template. This enhanced systemic analysis brings the fundamental 
features of gait into relief and provides a unified framework to communicate and describe gait 
patterns. By formulating a means to assess gait with this template and demonstrating methods to 
apply it to population comparisons and within-subject studies of runners, a foundation has been 
laid to guide new efforts in gait research and to move towards fostering greater health and 
performance in runners. 
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In the aggregate, these investigations will add to our collective body of knowledge by 
providing researchers, clinicians, coaches, and athletes with methods and insights to better study 
and monitor an individual runner’s system-level mechanical behavior. These methods and 
demonstrations may further promote template-based investigations and discussions, providing a 
framework and language to characterize global mechanical characteristics. The spring-mass, SLIP-
based insights described and documented here can serve to broaden our understanding of these 
behaviors, to inspire new research questions, to advance the scientific exploration of those 
questions, and overarchingly, to facilitate more miles run. 
… 
Running is complex. Myriad mechanical, metabolic, and perhaps even metaphysical 
processes symphonically interact to produce its dynamic forward, monopodial, bouncing motion. 
Each individual across every species has a different suite of instruments to realize this common 
phenomenon, and each plays a slightly different tune. However, there are keys to which all adhere 
and melodies that are shared. The ultimate aim of this scholarly endeavor was to present means to 





“Is it possible, I wonder, to study a bird so closely, to observe and catalogue its peculiarities in such minute detail, 
that it becomes invisible? Is it possible that while fastidiously calibrating the span of its wings or the length of its 
tarsus, we somehow lose sight of its poetry? That in our pedestrian descriptions of marbled or vermiculated plumage 
we forfeit a glimpse of living canvases, cascades of carefully toned browns and golds that would shame Kandinsky, 
misty explosions of color to rival Monet? I believe that we do. 
 
I believe that in approaching our subject with the sensibilities of statisticians and dissectionists, we distance ourselves 
increasingly from the marvelous and spell-binding planet of imagination whose gravity drew us to our studies in the 
first place. 
 
This is not to say that we should cease to establish facts and to verify our information, but merely to suggest that unless 
those facts can be imbued with the flash of poetic insight then they remain dull gems; semi-precious stones scarcely 
worth the collecting” 
… 
A scientific understanding of the beautifully synchronized and articulated motion of an owl’s individual feathers 
during flight does not impede a poetic appreciation of the same phenomenon. Rather, the two enhance each other, a 
more lyrical eye lending the cold data a romance from which it has long been divorced.” 
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