Birnbaum and Saunders introduced in 1969 a two-parameter lifetime distribution which has been used quite successfully to model a wide variety of univariate positively skewed data. Diaz-Garcia and Leiva-Sanchez [9] proposed a generalized BirnbaumSaunders distribution by using an elliptically symmetric distribution in place of the normal distribution. Recently, Kundu et al.
Introduction
The univariate Birnbaum-Saunders (BS) distribution was originally introduced by Birnbaum and Saunders [5, 6] 
where Φ(·) is the standard normal cumulative distribution function. The corresponding probability density function (PDF) is f T (t; α, β) = 1 2 √ 2παβ β t Hereafter, we will denote this distribution by BS(α, β). The parameters α and β are the shape and scale parameters, respectively. Moreover, β is the median of the BS distribution.
For various developments on the BS distribution, one may refer to Xiao et al. [27] , Vilca et al. [26] , and the references cited therein.
Diaz-Garcia and Leiva-Sanchez [9] introduced a generalized Birnbaum-Saunders (GBS) distribution by replacing the standard normal distribution function Φ(·) in (1) by an elliptically symmetric distribution. Recall that a random variable X follows an elliptically symmetric distribution if it has the probability density function (PDF)
where h (1) (u) > 0, with u > 0, is a real-valued function. It corresponds to the kernel of the PDF of X, and c is the normalizing constant. From now on, we will denote this by EC(µ, σ 2 , h (1) ). Thus, a random variable T is said to have the GBS distribution, with parameters α, β and kernel h (1) , if its CDF is F T (t; α, β, h (1) ) = P (T ≤ t) = F EC 1 α t β 1 2 − β t 1 2 ; h (1) ,
where F EC (·; h (1) ) denotes the CDF of EC(0, 1, h (1) ). These authors then discussed different properties of the GBS, and noted that the GBS can be more flexible than the BS distribution as it has a broader range for coefficients of skewness and kurtosis. It will, therefore, be more useful for data analytic purposes; see, for example, Leiva et al. [19] .
Recently, Kundu et al. [17] introduced a five-parameter bivariate Birnbaum-Saunders distribution by using the same monotone transformation on two variables possessing jointly a bivariate normal distribution. The cumulative distribution function of the bivariate BS random vector (T 1 , T 2 ) T is of the form
for t 1 > 0, t 2 > 0, where α 1 > 0, β 1 > 0, α 2 > 0, β 2 > 0, −1 < ρ < 1, and Φ 2 (u, v; ρ) is the joint cumulative distribution function of a standard bivariate normal vector (Z 1 , Z 2 )
T with correlation coefficient ρ. When (T 1 , T 2 ) T has the bivariate BS distribution as in (5), then evidently T 1 and T 2 have univariate BS distributions as marginals. These authors then discussed several properties of this bivariate BS distribution and associated inferential issues.
The main purpose of this paper is to introduce a generalized multivariate BirnbaumSaunders (GMBS) distribution by using the multivariate elliptically symmetric distribution in place of the multivariate normal distribution. We then discuss different properties of the proposed GMBS distribution in the general case. For statistical inference, we consider two special cases in detail, namely, when the kernel function is (i) a multivariate normal distribution and (ii) a multivariate t-distribution with specified degrees of freedom. The problem of choosing a proper kernel is an important problem in data analysis. Here, we use the maximized log-likelihood values for choosing the best kernel function. Finally, we present a numerical example for the purpose of illustrating the model as well as the inferential methods developed here, in which it is shown that the GMBS distribution with multivariate t kernel fits better than the model based on the multivariate normal kernel.
The rest of this paper is organized as follows. In Section 2, we present all pertinent preliminary details. In Section 3, we introduce the GMBS distribution and discuss different properties. Maximum likelihood estimates of the model parameters and associated inference for two specific kernels of multivariate normal and multivariate t are described in Section 4. A numerical example is presented in Section 5 for illustrative purposes, and finally some concluding remarks are made in Section 6.
Preliminaries

Elliptically Symmetric Distribution
Definition 1: A p-dimensional random vector X is said to have an elliptically symmetric distribution with p-dimensional location vector µ, a p × p positive definite dispersion matrix Σ, and the density generator h (p) (·), if the PDF of X is of the form (see Fang et al. [10] and Anderson and Fang [2] )
where w(x) :
In what follows, we shall denote f ECp (x; 0, Σ, h (p) ) simply by f ECp (x; Σ, h (p) ) and the corresponding random vector by EC p (Σ, h (p) ). It should be mentioned here that a more general definition of an elliptically symmetric distribution in terms of the characteristic function also exists; see, for example, Cambanis et al. [7] , but we shall restrict our attention to the one based on (6) . It is well known that this family of distributions is closed under linear transformation, marginalization and conditioning. In particular, if
, where I p is the p × p identity matrix.
We now present different examples of the elliptically symmetric distribution, which are obtained with different choices of h (p) (·).
This is undoubtedly the most popular elliptically symmetric distribution.
Example 2: Symmetric Kotz type distribution
where δ > 0, λ > 0, 2β + p > 2. When β = δ = 1 and λ = 1/2, it reduces to the p-variate normal distribution. When β = 1 and λ = 1/2, it is known as the multivariate power normal distribution.
Example 3: Multivariate t-distribution (with ν > 0 degrees of freedom)
Example 4: Symmetric multivariate Pearson Type VII distribution
where ξ > p/2 and θ > 0. When ξ = (ν + p)/2 and θ = ν, it becomes the multivariate t-distribution. For θ = 1 and ξ = (p + 1)/2, it becomes the multivariate Cauchy distribution.
We need the following notation for further developments. The p-dimensional vectors X and µ and the p × p matrix Σ are partitioned as follows:
where X 1 and µ 1 are q×1 vectors and Σ 11 is a q×q matrix, and all the remaining partitioned elements are defined so that the corresponding orders match. Then, we have the following lemma, proof of which can be found in Fang et al. [10] , for example.
22 (x 2 − µ 2 ), and h (q) and h
3 Generalized Multivariate BS Distribution
T is said to have a generalized multivariate BirnbaumSaunders distribution with parameters (α, β, Γ) and the density generator h (p) , denoted by
for t > 0, where
where f ECp (·) is as given in (6).
Marginal and Conditional Distributions
The following theorem provides the marginal and conditional distributions of
, and further T , α, β, Γ be partitioned as follows:
where T 1 , α 1 , β 1 are all q × 1 vectors and Γ 11 is a q × q matrix, with the remaining elements all defined suitably so that the corresponding orders match. Then, we have:
), where h (q) and
where
where v 1 and v 2 are vectors of dimensions q and (p − q), respectively;
Proof: Part (a) follows readily from (12) by letting
For the proof of Part (b), if
and (p − q) × 1 vectors, respectively, and Γ ij (for i, j = 1, 2) are as defined before. So,
Part (c) follows immediately from Lemma 1.
Distributions of Reciprocals
In this section, we establish some properties of T
−1
i . In addition to the notation used in Theorem 1, we further denote by
Proof: (a) Let us denote
Then, we have from Rao [24] that
Now, let us define the random variables
the joint PDF of (T 1 , · · · , T q , S q+1 , · · · , S p ) can be obtained from (13) by performing the necessary transformation. Since, from (16), we have 
MTP 2 Property
Now, we will discuss the multivariate total positivity of order two (MTP 2 ) property, in the sense of Karlin and Rinott [14] , of the joint PDF of the GMBS distribution in (13) .
We shall use the following standard notation here. For any two real numbers a and b, let
is said to be MTP 2 , in the sense of Karlin and Rinott [14] , if g(x)g(y) ≤ g(x ∧ y)g(x ∨ y).
We then have the following result for the MBS distribution.
Theorem 3: Let T be a p variate Birnbaum-Saunders distribution with parameters (α, β, Γ).
, and all the off-diagonal elements of Γ −1 are less than or equal to zero, then the PDF of T has MTP 2 property.
Proof: Suppose α 1 = · · · α p = α, β 1 = · · · = β p = β, and we take t 1 = (t 11 , · · · , t 1p ) T and
T to be any two p-dimensional vectors. Then, to prove that the PDF of T has MTP 2 property, it is sufficient to show that
T , for i = 1, 2, and
If the elements of
which can be easily shown by taking any ordering of x 1k , x 1j , x 2k , x 2j . Now, the result follows
It may be mentioned that the same result may not be true for other forms of generalized multivariate Birnbaum-Saunders distributions; see, for example, Sampson [25] in this regard.
Moreover, it is immediate that Theorem 3.3 of Kundu et al. [17] follows from Theorem 3 above.
Shannon Entropy for GBS p distribution
In this section, we present the Shannon entropy for the GBS p distribution. We first need the following results for the required developments; see Arellano-Valle et al. [3] for proofs.
is given by
By using Lemma 2, for the multivariate normal case, when X ∼ N p (µ, Σ), we have
Similarly, for the multivariate-t case, when X ∼ t p (µ, Σ, ν), we have
is the digamma function. Now, we present our main result concerning the Shannon entropy for the GBS p distribution.
). Then, the Shannon entropy of T , denoted by
,
Proof: It is easy to obtain the expression in (21) using the PDF of the generalized multivariate BS distribution as obtained in (13) .
Another equivalent form can be obtained as
Upon substituting the expressions in (19) and (20) into (21) (or (22)), we can obtain the Shannon entropy for T , in the case of multivariate normal and t kernels, respectively.
Generation
In this section, we consider some of the important special cases, and describe how the corresponding random vectors can be simulated.
Case 1: Multivariate Birnbaum-Saunders Distribution
The random vector T = (T 1 , · · · , T p ) T is said to have a p-variate Birnbaum-Saunders distribution if it has the joint PDF
for
is the PDF of the standard normal vector with correlation matrix Γ. Hereafter, the p-variate BS distribution, with joint PDF in (23), will be denoted by BS p (α, β, Γ). For p = 2, the bivariate Birnbaum-Saunders distribution has been discussed in detail by Kundu et al. [17] .
The following algorithm can be adopted to generate
.
Algorithm 1
Step 1: Make a Cholesky decomposition of Γ = AA T (say);
Step 2: Generate p independent standard normal random numbers, say, U 1 , · · · , U p ;
Step 3:
Step 4: Perform the transformation
T has the required BS p (α, β, Γ) density as in (23).
Case 2: GMBS Distribution Induced by a Multivariate-t Kernel
The random vector T is said to have a p-variate generalized multivariate BS distribution induced by the multivariate-t kernel with ν degrees of freedom (will be denoted by T ∼
for t 1 > 0, · · · , t p > 0, where g p (· ; Γ, ν) is the PDF of t p (0, Γ, ν), the p-variate Student's t distribution with location parameter 0, scale parameter Γ, and ν degrees of freedom, given by
Note that there are several ways to generate p variate Student's t distribution; see, for example, Kotz and Nadarajah [16] . Suppose Z = (Z 1 , · · · , Z p ) T has been generated from a t p (0, Γ, ν) distribution. Then, by using Step 4 of Algorithm 1, the required T having BSt p (α, β, Γ, ν) can be obtained.
Case 3: GMBS Distribution Induced by The Multivariate Power Normal Kernel
The random vector T is said to have a p-variate generalized multivariate BS distribution induced by the multivariate power normal kernel (will be denoted by
if the joint PDF of T is
for t 1 > 0, · · · , t p > 0, where h p (· ; Γ, δ) is the PDF of the multivariate power normal distribution with location parameter 0, scale parameter Γ, and shape parameter δ given by
Naik and Plungpongpun [22] proposed an efficient method for generating from a multivariate power normal distribution. Once Z = (Z 1 , · · · , Z p ) T has been generated from a multivariate power normal distribution with location vector 0 and scale matrix Σ, using their method, then by using Step 4 of Algorithm 1, the required T from BSPN p (α, β, Γ, δ)
can be obtained.
Inference
In this section, we discuss the maximum likelihood estimates (MLEs) of the model parameters and the associated inference, based on the observed data {(t i1 , · · · , t ip ) T ; i = 1, · · · , n}. We shall assume that the data are from a generalized Birnbaum-Saunders distribution with the kernel function being specified. We then consider two different kernel functions in detail, viz., (i) multivariate normal kernel and (ii) multivariate-t kernel with a specified degrees of freedom. It is worth mentioning that the multivariate-t kernel with one degree of freedom corresponds to the multivariate Cauchy kernel.
Multivariate Normal Kernel
Maximum Likelihood Estimation
The log-likelihood function, without the additive constant, is given by
Then, the MLEs of the unknown parameters can be obtained by maximizing (29) with respect to the parameters α, β and Γ, which would require a 2p + p 2 dimensional optimization process. For this reason, we adopt the following procedure in order to reduce the computational effort significantly. Observe that
where D is a diagonal matrix given by D = diag{α 1 , · · · , α p }. Therefore, for given β, the MLEs of α and Γ become
and
here, P (β) is a diagonal matrix given by P (β) = diag{1/ α 1 (β), · · · , 1/ α p (β)}, and the elements q jk (β) of the matrix Q(β) are given by
Thus, we obtain the p-dimensional profile log-likelihood function l( α(β), β, Γ(β)|data). The MLE of β can then be obtained by maximizing the p-dimensional profile log-likelihood function, and once we get the MLE of β, say β, the MLEs of α and Γ can be obtained readily by substituting β in place of β in (32) and (33), respectively.
However, for computing the MLEs of the unknown parameters, we need to maximize the profile log-likelihood function of β and we may use the Newton-Raphson iterative process for this purpose. Finding a proper p-dimensional initial guess value of β becomes quite important in this case. Modified moment estimators, similar to those proposed by Ng et al.
[23], can be used effectively for this purpose, and they are as follows:
Note that if β is known, then the MLEs of α and Γ can be obtained explicitly. Now, we discuss the asymptotic properties of the MLEs when all the parameters are unknown, and also when some parameters are known. First, we shall consider the case when all the parameters are unknown.
Theorem 5:
If θ = (α, β, Γ) is the parameter vector and θ denotes the corresponding 
Modified Moment Estimators
Since the MLEs do not have explicit form and need to be obtained by solving p non-linear equations, we propose the following modified moment estimators for the unknown parameters, along the lines of Kundu et al. [17] . The modified moment estimators can be obtained by equating the moments and inverse moments with the corresponding sample quantities. If we denote
see, for example, Nadarajah and Kotz [21] . The following simple iterative process
can be used to find the solution of (41); see Nadarajah and Kotz [21] . Then, if R(β) = ((r jk (β))) is the solution of (41), the MLEs of α and Γ are given by
here, the diagonal matrix
Therefore, the MLE of β can be obtained by maximizing the profile log-likelihood function of β. Once we get the MLE of β, the MLEs of α and Γ can be obtained, as given above, in
Eqs. (44) and (45) respectively.
Illustrative Example
Multivariate Normal Kernel
In this section, we analyze a multivariate data by using the proposed generalized multivariate BS distribution with multivariate normal kernel, for the purpose of illustration. These data, taken from Johnson and Wichern [12] (page 34), represent the mineral contents of four major bones of 25 new born babies. Here, T 1 , T 2 , T 3 and T 4 represent dominant radius, radius, dominant ulna and ulna, respectively. The data are not presented here, but the summary statistics of the sample mean, variance and skewness of the individual T i 's and their reciprocals are all presented in Table 1 . 
Statistics It is clear from Table 1 that all T i and T Table 2 . The obtained results suggest that the Birnbaum-Saunders distribution fits all the marginals very well.
All these suggest that we could fit 4-variate Birnbaum-Saunders distribution to the considered data. Using modified moment estimates as initial guess, we found the MLEs of β 1 , β 2 , β 3 and β 4 to be 0.8547, 0.7907, 0.7363 and 0.8161, respectively. Finally, the corresponding maximum likelihood estimates of α 1 , α 2 , α 3 and α 4 were obtained to be 0.1491, 0.1393, 0.1625 and 0.2304, respectively, and the corresponding maximized log-likelihood value to be 182.561896. The 95% non-parametric bootstrap confidence intervals of β 1 , β 2 , β 3 and Table 2 : The modified moment estimates of α i and β i , the KS distance between the empirical distribution function and the fitted distribution function, and the corresponding p values. 
Now, suppose we are interested in testing the hypotheses 
with the corresponding maximized log-likelihood value as 124.81564. So, by using the likelihood ratio test, we conclude that there is no evidence to support H 0 since we have p < 10 −8 in this case.
Multivariate-t Kernel
In this section, we re-analyze the same data considered in the preceding subsection by using the generalized 4-variate Birnbaum-Saunders distribution with mutivariate-t kernel. We varied the degrees of freedom ν from 1 to 20 for profile analysis with respect to ν. We computed the MLEs of all the parameters and the corresponding maximized log-likelihood values for different choices of ν. We observed that the maximized log-likelihood values increase first and then decrease. The maximized log-likelihood values, computed as a function of the degrees of freedom ν, through this discrete profile search, are presented in Table 3 ,
and these values have also been plotted in Figure 3 . We observe that the maximum occurs at ν = 5, with the associated log-likelihood value (without the additive constant) being 190.112. It is important to mention here that the selection of the best t-kernel function through the maximized log-likelihood value is equivalent to selecting by the Akaike Information Criterion since the number of model parameters remains the same when ν varies. Furthermore, this maximized log-likelihood value of 190.112 for the multivariate-t kernel with ν = 5 degrees of freedom is significantly larger than the corresponding value of 182.562 for the multivariate normal kernel, which does provide evidence to the fact that the multivariate-t kernel provides a much better fit for these data. Now, we provide detailed results for the case ν = 5. In this case, the MLEs of β 1 , β 2 , 
