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Abstract—Automatic Speech Recognition (ASR) describes the 
ability of a computer to capture, identify and recognize the 
variety of human speech. It has been applied in many 
technologies such as personal assistant systems. Unfortunately, 
many personal assistant systems has been built in a way that 
may not always be disability-friendly and this causes the 
affected users whom are blind, disabled, illiterates and those 
who have physical limitations unable to enjoy the benefits of 
operating a computer. Hence, PAL is introduced. PAL is a 
personal assistant system built using low-cost device called the 
Raspberry Pi and open source voice-controlled software called 
Jasper. The functionalities of PAL includes searching for 
information on the internet, check for unread emails, schedule 
events in the calendar, manage a to-do list and translate texts 
through voice commands. Apart from that, a friendly graphical 
user interface (GUI) is also designed to display the output of 
each of the functional modules. Lastly, a number of tests are 
conducted to evaluate the performance and accuracy of the 
functional modules, GUI output display as well as response rate 
of the system. These tests include GUI output display test, user 
acceptance testing, the Command Success Rate (CSR) and 
Word Error Rate (WER) tests as well as response rate test. With 
the development of this project, it is hoped that PAL will be able 
to provide users with the benefits of using a computer in a more 
convenient and cost efficient manner.  
 
Index Terms—Automatic Speech Recognition; Artificial 
Intelligence; Raspberry Pi; Jasper. 
 
I. INTRODUCTION 
 
Speech recognition has been applied in many voice command 
devices throughout the years such as personal assistant 
systems. Personal assistant systems has been tremendously 
useful and convenient in many ways in our daily life 
especially to users who are blind, disabled, illiterate and have 
physical limitations such as visual impairments. Hence, the 
proposed personal assistant system, PAL will act as a 
personal assistant that enables the affected users to search for 
information on the internet, check for unread emails, schedule 
events on the calendar, manage a task list and translate texts 
to a different language through voice commands. The 
objectives of PAL are to develop the system with lightweight 
device, the Raspberry Pi [1] and open-source speech 
recognition engine called Jasper, to design a graphical user 
interface (GUI) that displays the output results for each of the 
modules as well as to evaluate the performance and accuracy 
of the customized modules. The Raspberry Pi is a low-cost, 
credit card-sized single-board computers developed with a 
purpose to promote the teaching of basic computer science in 
schools [2]. On the other hand, Jasper is an open source voice-
control software introduced by Shubhro Saha and Charlie 
Marsh which is basically a Siri clone running on the 
Raspberry Pi [3].  
The following section will be covering the topic on the 
concept of ASR and background of personal assistant 
systems. After that, Section III discusses on the installation 
and configuration of the Raspberry Pi and Jasper, the 
development of the functional modules and GUI layout as 
well as testing and evaluations. All the results and analysis 
obtained through the tests and evaluations conducted on PAL 
are discussed in Section IV. Finally, Section V concludes our 
work. 
II. BACKGROUND / MOTIVATION 
 
A. Concept of Automatic Speech Recognition 
Figure 1 shows the standard concept of Automatic Speech 
Recognition (ASR) system that explains how speech 
recognition works. The speech recognition system will first 
analyse the input speech signal before decoding it to find the 
best match between the input speech and its corresponding 
word string.  
 
 
Figure 1: A standard concept of an ASR system  
 
The three basic components, which are the acoustic model, 
language model and pronunciation dictionary, are responsible 
for finding the best match in the decoder. Acoustic models 
are statistical models used to estimate the probability that a 
certain phoneme has been uttered in a recorded input speech 
[4]. In other words, it converts sound to phoneme. The 
Hidden Markov Model (HMM) has been widely used to train 
acoustic models as it is an efficient algorithm for training and 
recognition [5]. After that, phonemes are converted into 
graphemes and to do so, a pronunciation dictionary is used to 
form valid words by combining various combinations of 
phonemes together. Several techniques have been used by 
researchers to create pronunciation dictionary with thousands 
of words such as rule based or statistical approach. For 
example, Juan and Besacier [6] built an Iban pronunciation 
dictionary for ASR through a semi-supervised Grapheme-to-
Phoneme (G2P) bootstrapping strategy. Lastly, a language 
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model is required in ASR to convert words into a sentence. 
The simplest and most common language model used to 
assign probabilities to sentences and sequences of words is 
the n-gram model [7]. In speech recognition, the N-gram 
model is used to find the best possible estimate on the 
probability for the word to occur. It is assumed that the 
probability for the word depends on the n-1 preceding words. 
The sequence of words with the highest probability will be 
chosen as the final output of the recognized speech. 
 
B. Personal Assistant Systems 
A personal assistant system is a voice command system that 
incorporates the concept of ASR to act as an assistant and 
responds to whatever the user asks for. Just by using their 
voice, users can ask for current news, weather and many 
more. The intelligent system has been applied in robotics for 
creating ambient intelligent meeting rooms [8], studying 
human behaviours in human-computer interaction [9] and 
improving human-robot relationship by investigating the 
interaction between child and social robot [10]. In mobile 
devices, there are several personal assistant systems such as 
Apple’s Siri, Microsoft’s Cortana and Google’s Google Now. 
Users can search for information and manage their tasks using 
these applications. Eventhough these applications come free 
with mobile device, customising commands are not available 
and the applications can support limited languages.  
Raspberry Pi is an affordable, tiny computer that can be 
operated by connecting the device with an Ethernet cable to a 
laptop or by connecting the device with a computer monitor, 
keyboard and mouse. It has been used to make low-cost 
microcomputer for students, explore programming languages 
such as Python and create Science, Technology, Engineering 
and Mathematics (STEM) projects. Furthermore, the 
Raspberry Pi has been used in smart home projects, where it 
works as a server to collect values that are read from sensors 
of home appliances and it communicates with mobile phones 
to send reports [11, 12]. Besides that, the tiny computer has 
also been used for developing a voice-controlled wheelchair 
[13]. In the wheelchair project, authors used a speech 
recognition module, microcontroller and ultrasonic sensors. 
These solutions can help people with disabilities to take 
control of home applications or move about using voice 
commands. By default, Raspbian OS, the operating system 
for Raspberry Pi, does not come with a speech recognition 
system. Visually or physically impaired people will face 
difficulties interacting with the device. It needs a speech 
recognizer to assist them to perform tasks such as checking 
emails, take notes or search information from the Internet. 
There are several speech recognition systems that can be used 
in Raspberry Pi such as Jasper.  
Jasper is an open source voice-control software that works 
on Raspberry Pi [3]. The software allows developers to 
customize commands by creating modules. Besides that, it 
supports speech recognition engines like PocketSphinx [14] 
by Carnegie Melon University, which allows users to use 
their own acoustic models. In other words, Jasper can support 
any language as long as software developers have the 
language data to train models. Thus, we develop our system 
using Jasper in Raspberry Pi as it allows us to build functional 
modules for customizing voice commands, which could assist 
disabled people to use the low-cost computer.  
 
 
III. METHODOLOGY 
 
Throughout the development of PAL, a number of 
procedures were done namely the preparation of the required 
hardware and software components, the configuration of the 
Raspberry Pi and Jasper, the development of the functional 
modules and graphical user interface (GUI) as well as the 
testing of the system. 
 
A. Hardware Requirements 
The hardware requirements includes the Raspberry Pi 2 
Model B, Raspberry Pi power supply, 8GB microSD card, 
microSD card reader, USB microphone, speakers as well as 
an Ethernet cable and a laptop. 
 
B. Software Requirements 
The following are the software requirements of the system: 
 Raspbian Jessie:  Operating system for the Raspberry 
Pi. 
 Win32DiskImager:  To burn the Raspbian OS disk 
image into microSD card. 
 PuTTy and Virtual Network Computing (VNC):  For 
remote access to the Raspberry Pi’s terminal and 
graphical desktop. 
 Jasper:  An open source voice-controlled software. 
 Python 2.7 and Tkinter: Programming language used 
to code the functional modules and design GUI layout. 
 
C. System Design 
A system architecture diagram as shown in Figure 2 is 
created to show the structural organization of PAL.  
 
 
  
Figure 2: The system architecture of PAL 
 
D. Installations and Configurations 
All the required software was downloaded before moving 
on to installations and configurations. Next, the Raspberry 
Pi’s operating system, Raspbian Jessie is installed by 
downloading the disk image from the Raspberry Pi’s website: 
https://www.raspberrypi.org/downloads/raspbian/ and then 
burning it into the 8GB microSD card. The hardware 
components were set up as can be seen in Figure 2 in Section 
III.C. Then, we installed Jasper and its dependencies using 
the guide from Jasper project’s website: 
https://jasperproject.github.io/documentation/installation/. 
The dependencies that are needed in order to use Jasper are 
Speech-To-Text (STT) engine are Wit.Ai (https://wit.ai/) and 
Text-To-Speech engine called SVOX Pico 
(https://ankiatts.appspot.com/services/pico2wave). The STT 
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engine is used to convert speech to written text while the 
Text-To-Speech (TTS) engine is used to convert text into 
speech. After all that is done, Jasper can be launched in the 
terminal. 
 
E. Development of the Functional Modules 
The development phase involves the development 
procedures of the functional modules and the GUI. All the 
coding were written in Python 2.7 and saved as a python file 
(.py). For this section, the To-Do List Module will be taken 
as an example to explain the coding method of the 
development process. The first step to develop this module 
was assigning keywords such as “NEW”, “DISPLAY”, 
“TASK” and “LIST” in the Python module. 
 
 
 
Figure 3: The writeNote function in Jasper 
 
The To-Do List Module contains two functions which are 
‘writeNote’ and ‘display’ that adds a new task into the list as 
well as displays the contents in the list respectively. Figure 3 
shows a code snippet of the ‘writeNote’ function. The “def” 
command is used to define functions of the modules. The 
syntax for the def command starts off with the word ‘’def” 
and followed by a function name which in this case is 
“writeNote”. After that, the “mic.activeListen()” command is 
used to capture the user’s input speech while the 
“mic.say(message)” command is for the system to respond 
back to the user. 
 
 
 
Figure 4: The handle and isValid function in Jasper 
 
The users’ input speech that has been captured will then be 
converted into written text (transcribed text). From Figure 4, 
the ‘isValid(text)’ function is used to determine whether the 
transcribed text is valid or not by finding a match between the 
transcribed text and the assigned keywords. If a match is 
found, then the valid translated text is the passed on to the 
‘handle (text, mic, profile)’ function to execute a function in 
the module, otherwise the command is ignored. For example, 
the transcribed text is ‘new task list’ and since the keywords 
‘task’ and ‘list’ are valid, it is then passed on to the ‘handle()’ 
function. In the handle function, it then detects for another 
keyword where in this case the keyword is ‘new’ and thus 
executes the ‘writeNote’ function. The same method of 
coding was used to develop the Translate Module whereby 
the only difference was the keywords and function 
statements. On the other hand, the Email Module is already 
pre-installed in Jasper whereas the Search Module and 
Calendar Module are obtained from the Jasper project’s 
website. We configured the Calendar Module in order to link 
it to our own Google Calendar. 
 
 
F. Testing and Evaluation 
A number of tests are done to determine the accuracy and 
performance of the functional module, GUI layout and the 
overall performance of the system. The GUI layout is tested 
to ensure that it displays the correct output according to the 
modules executed. Evaluation questionnaire surveys of PAL 
were distributed to respondents whom have tried using PAL 
during the event Innovation Technology Expo (InTEX) 2017 
held in UNIMAS to obtain some feedbacks. The evaluation 
survey test helped in determining the drawbacks of the system 
and hence giving us an idea for future improvements. 
Functional modules were tested individually by calculating 
the Command Success Rate (CSR) and Word Error Rate 
(WER). For the CSR, the highest the percentage of the WER, 
the higher the success rate in executing commands whereas 
for the WER, the lower the percentage of the WER, the higher 
the accuracy in recognizing speech. Finally, a test on three 
chosen names for PAL were conducted to determine which 
name has the fastest response rate and hence the most 
efficient to be used for PAL. 
  
IV. RESULTS & ANALYSIS 
 
A. GUI Output Display 
For this section, the Search Module is used to test on the 
accuracy of the GUI output display. When the keywords 
“SEARCH” is recognized, this will prompt Tina to ask the 
users what information they would like to search for as can 
be seen in Figure 5. Tina then dictates what the user says and 
use that input to do a search through Wikipedia. Figure 6 
shows that the output result displayed in the GUI appeared in 
the center of the screen while displaying the summarized 
search result on the search topic requested by the users. Thus, 
the GUI has proven to give the correct output accordingly. 
 
B. User Acceptance Test 
Due to page limitation constraints, we summarize our 
evaluation survey result obtained during the InTEX’17 
instead of publishing the responses from our respondents. We 
have observed and concluded that the biggest drawback of 
PAL is that it has a slow response rate when trying to detect 
its name ‘Tina’ from being called out by users. Apart from 
that, the accuracy of the input and output, success rate of 
executing commands and functions, usefulness of the 
functional modules, accuracy of the GUI output display as 
well as the user-friendliness and cost of the system has all 
been rated as satisfied by the respondents with the percentage 
number of 50% and above. Overall, half from the total 
number of respondents are satisfied with the overall 
performance of PAL despite the drawback. 
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Figure 5: Search information on the internet 
 
 
 
Figure 6: GUI output display of “Search” module 
 
C. Word Error Rate (WER) 
Whereas for the WER, according to Table 1, the average 
WER calculated for all five of the functional modules is 14%. 
This shows that the proposed system is able to transcribe the 
input speech into text accurately. 
 
 
 
 
Table 1 
Summary of WER and CSR results 
 
Modules 
WER 
(%) 
Average 
WER (%) 
CSR 
(%) 
Average 
CSR (%) 
Search  17 
14 
96 
96.8 
Email 8 100 
Calendar 9 96 
To-Do List 19 92 
Translate 17 100 
 
D. Command Success Rate (CSR) 
Based on Table 1, the average CSR for all five of the 
functional modules is calculated to be 96.8%, which means 
that the success rate of executing a command correctly and 
accurately is very high. 
 
E. Response Rate Test 
Table 2 shows the response rates of three names that were 
chosen for the system. Each name was called out repeatedly 
in 5 rounds to determine the response rate in seconds. From 
the table, it is observed that the name ‘Tina’ has the fastest 
response rate of 8.08 seconds compared to the names ‘Jasper’ 
and ‘Apple’. Hence, the name ‘Tina’ was chosen to be used 
for PAL. Unfortunately, the response rate from ‘Tina’ is still 
voted as rather slow by the evaluators as observed in our 
survey. One of the reasons that could affect  the response rate 
is because the online STT, Wit.Ai, is built using native 
English speech data. Therefore, Wit.Ai may not be able to 
recognize speech accurately, especially for words that sound 
similar such as ‘one’ and ‘want’. Another cause is the 
inability of the STT to recognize speech fast as it uses Internet 
connection. Therefore, the response rate is the drawback of 
PAL. 
 
Table 2 
Summary of response rate result 
 
 Tina Jasper Apple 
Number of 
rounds 
Response Rate (s) Average (s) Response Rate (s) Average (s) Response Rate (s) Average (s) 
1 8 
8.08 
5 
13 
20 
14.44 
2 6.6 20 16.6 
3 13.3 12 5.7 
4 7.1 15 13.5 
5 5.4 13 16.4 
V. CONCLUSIONS  
 
This paper described our work in developing a personal 
assistant system called PAL, which could assist disabled 
people using Raspberry Pi as their personal computers. In our 
project, five functional modules namely the Search, Email, 
Calendar, To-Do List and Translate module were developed 
whereby the functionalities includes searching for 
information on the internet, check for unread emails, schedule 
events in the calendar, manage a to-do list and translate texts 
respectively. A simple GUI layout was also designed to 
display the output results on each of the functional modules 
upon execution. For all five of the functional modules, the 
modules are proven to be able to recognize words rather 
accurately with the average WER of 14% (Section IV.C), 
while the average CSR is calculated to be 96.8% (Section 
IV.D), which means that the success rate of executing a 
command correctly and accurately is very high. Based on the 
results obtained in Section IV.B and Section IV.E, we have 
concluded that the drawback of PAL is that it has a slow 
response rate and this could be due to a number of reasons 
such as heavy accents, poor speech recognizer and poor 
Internet connection. Thus for future enhancement, we can use 
an open source STT called PocketSphinx which enables us to 
train our own models to further improve the accuracy of 
speech recognition which can improve response rate. 
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