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Abstract
In this paper a meshless approximation of electromagnetic (EM) ﬁeld functions and relative differential operators based on particle
formulation is proposed. The idea is to obtain numerical solutions for EM problems by passing up the mesh generation usually
required to compute derivatives, and by employing a set of particles arbitrarily placed in the problem domain. The meshless Smoothed
Particle Hydrodynamics method has been reformulated for solving the time domain Maxwell’s curl equations. The consistency of
the discretized model is investigated and improvements in the approximation are obtained by modifying the numerical process.
Corrective algorithms preserving meshless consistency are presented and successfully used. Test problems, dealing with even and
uneven particles distribution, are simulated to validate the proposed methodology, also by introducing a comparison with analytical
solution.
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1. Introduction
Partial differential equations governing electromagnetics are usually solved by using discretization methods employ-
ing grids onto the problem domain. These methods are of great interest and have been productively used in solving
different and complex electromagnetic (EM) problems [19–21]. Dense grids are usually used to capture sharp tran-
sients or to improve the accuracy of the numerical approximation. The process of overlapping grids is computational
demanding and when problems with diffuse non-homogeneity have to be treated or when free surfaces, deformable
boundaries and mobile interfaces have to be considered, more difﬁculties can arise.
Meshless Particle Methods (MPMs) offer considerable promise in those areas where traditional grid approximations
have encountered difﬁculties due to the repeatedly remeshing of the domain. These methods avoid grids and enable
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to evaluate the problem variables in computational nodes called particles. Among MPMs, the Smoothed Particle
Hydrodynamics (SPH) method has been widely used in solving hydrodynamics equations [2,9,15–17].
Due to its simple and self-adaptive formalism, the SPH method, in the last two decades, has known a great success
in the simulation of a variety of complex industrial applications. However, to achieve its maturity, SPH is still on a
great demand of a mathematical background to increase its accuracy and efﬁciency.
This method is fundamentally based on an interpolation criterion by involving a set of basis functions named as
smoothing kernel functions [2,6,7,9,13,15–17]. It makes use of particles sprinkled through the domain, but does not
require any pre-deﬁned connectivity law or locally regular topological structure among these particles as for traditional
mesh based methods. Field functions and their spatial derivatives are approximated by using the current information
belonging to the particles placed in the close proximity of a ﬁxed one. As a great advantage with respect to mesh based
methods, SPH allows to model problems geometry with generalized non-homogeneous media only with an initial
discretization frame. Moreover, it is possible to improve the particles distribution during the overall process.
In this paper, the SPH gridless nature of computing derivatives and the use of particles are investigated in the EM
context. Namely, the method is reformulated for analysing EM transients. The particles are considered as interpolation
points and the vector ﬁelds components are computed in SPH way by taking into account the interleaving relations
characterizing the curl Maxwell’s equations governing the EM problem. The method has been named as Smoothed
Particle Electromagnetics (SPEM).
In simulating EM ﬁelds, it is often necessary to control regions with high localized ﬁeld gradient or to better reproduce
irregular geometries of the problem domain. In these cases an uneven particles distribution has to be considered into
the problem domain. This occurrence leads to a lack of consistency of the method so that modiﬁed formulations have to
be adopted to improve the result. Different corrective strategies can be performed: corrections can be provided through
suitable transformations or on approximating functions, and consequently on their derivatives, or directly on derivatives
of approximations without restoring the consistency of the approximating functions [1,4,5,8,10,12,14]. In this paper
corrective strategies adopted in EM simulations are depicted by involving transformations either on functions or on
their derivatives, respectively. The corrections have turned out to be suitable, providing signiﬁcant meshless estimates
of the electric and magnetic ﬁelds.
In order to show the capability of the proposed methodologies, simulations with even and uneven particles distribu-
tions are performed.
The paper is organized as follows. The fundamental of SPH method are reviewed in Section 2. In Section 3 the sources
of error in SPH are discussed. Moreover, the corrective formulations used to enforce the consistency conditions are
described. In Section 4 the SPEM formulation of the equations governing electromagnetics is provided. The formulations
with restored zero and ﬁrst order of consistency are also given. Section 5 reports the experimental results regarding test
problems validating the proposed computational methodologies in one and two dimensions. Computational results are
also compared with analytical results.
2. The SPH fundamental
In this section an exhaustive description of the SPH method is given. To this aim a weight function W is employed
to deﬁne the integral approximation of a function u(x) in a domain  ⊆ Rd , namely:
uh(x) =
∫

W(x − y, h)u(y) dy. (1)
In SPH formalism uh(x) is also referred as kernel approximation of u(x). The weight function should satisfy the
following conditions:
(i) limh→0 W(s, h) = (s) where (s) is the Dirac delta function and s = ‖x − y‖;
(ii) W(x − y, h)> 0 on a subdomain of  and W(x − y, h) = 0 outside the subdomain;
(iii) ∫ W(x − y, h) dy = 1;
(iv) W(s, h) is a monotonically decreasing function.
As expressed in condition (ii), the weight function is required to have compact support and h is a parameter which
controls the size of the support. The weight function is usually called as smoothing kernel function and h is named as
smoothing length.
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The smoothing kernel function, depending on the vectors position and on the smoothing length h, can be expressed
in a general way as follows:
W(x − y, h) = 1
hd
K
(‖x − y‖
h
)
. (2)
Many researchers have used different kinds of smoothing kernel functions [7,9]. The most popular in SPH literature
are the bell-shaped functions:
Gaussian Function [9,16]:
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(h
√
)d
exp
(
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h
)
,
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2,
where a1 = 1, a2 = 157 , a3 = 32 , respectively, in one-, two- and three-dimensional space.
The approximation (1) provides a natural way for computing differential operators. For instance, the kernel approx-
imation of the gradient ∇u(x) is [9,15]:
∇hu(x) = −
∫

∇W(x − y, h)u(y) dy, (3)
where the gradient is with respect to the y coordinate.
Thus, the differential operators on a function are transmitted to the differential operators on the smoothing kernel
function: the kernel approximation allows differentiation operations to be determined from the values of the function
and the derivatives of the kernel, rather than the derivatives of the function itself. It reduces the requirement on the
order of continuity of the approximating function u(x).
For the purpose to approach (1) in a discrete way, a quadrature formula must be used involving a collection of nodes,
particles, SM = {xk}Mk=1, over which u(x) is known, uk ≡ u(xk). The compact condition (ii) involves that only the
particles falling within the support, i.e., SN ⊂ SM , are referred in computing uh(x):
uh(x)
N∑
j=1
VjW(x − xj , h)uj , (4)
where xj ∈ SN and Vj is the measure of the domain surrounding the particle xj . The (4) is generally called as particle
approximation of u(x).
The particle expression of the gradient ∇u(x) is easily generated:
∇hu(x)−
N∑
j=1
Vj∇W(x − xj , h)uj . (5)
The parameter h strongly characterizes the approximation: if h is too small there may not be enough particles in
the inﬂuence area of a ﬁxed particle which results in a low approximation; if the smoothing length is too large, local
properties may be smoothed out, and the particle approximation suffers too.
Furthermore, the smoothing length for two interacting particles may not necessarily be the same: it may happen that
a particle i that falls in the inﬂuence domain of the particle j does not inﬂuence the solution for the particle j. This
unbalanced inﬂuence can lead to severe non-physical solutions [9].
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The equations discussed so far as have been expressed with the assumption that the smoothing length is always the
same. Remembering that the smoothing length deﬁnes the radius of inﬂuence of each particle, the resolution in the
area of a particle is related to h. The resolution can vary in space by varying the smoothing length with the particles
spacing: the smoothing length can be smaller where particles are located close together, larger where particles are
sparsely distributed.
3. Accuracy and consistency in SPH
In order to estimate the accuracy of SPH integral approximation, the Taylor expansion of u(y) around x is used in
(1), by assuming the function u differentiable:
uh(x) =
∫

W(x − y, h)
∞∑
k=0
Dku(x)
k! (y − x)
k dy, (6)
where Dk denotes the total derivative of order k. By considering that the smoothing kernel function veriﬁes condition
(iii), the kernel approximation is at least of 1st order of accuracy, i.e. O(h). If the smoothing kernel function is an even
function, then [8,9]:∫

W(x − y, h)(x − y) dy = 0, (7)
and
uh(x) = u(x) + O(h2). (8)
In approximating a function with the particle approximation provided by (4) the integration error generated from the
discretization of the integral depends on the particles arrangement. The minimum error is with evenly spaced particles.
In this case, the error  for the nth order derivative of a function is given by [1,8,14]:
 = O
(
h−n
(
x
h
)2)
. (9)
Therefore, the SPH method converges with the rate of h2 +h−n(x/h)2. Hence, the error depends on the smoothing
length h and also on the number of neighbours N of a ﬁxed particle. The convergence requirement implies that the
number of neighbours N in the support of the kernel rapidly grows as the discretization is reﬁned. To a ﬁxed resolution
scale a suitable number of neighbouring particles is necessary so that the accuracy falls within the second order. By
considering the kth moment of the smoothing kernel function, i.e.:
mk =
∫

W(x − y, h)(x − y)k dy, (10)
the consistency for the kernel approximation of a function can be expressed as follows:
mk = k0, k = 0, 1, . . . , (11)
where the right side is the Kronecker symbol. Therefore, condition (iii) also provides the 0th order of consistency and
an even smoothing kernel function gives rise to the 1st order of consistency.
These conditions can be regarded as the conditions for reproducing the kth order polynomial. They do not ensure
the consistency conditions in the discrete formulation, i.e.:
N∑
j=1
VjW(xi − xj , h)(xi − xj )k = k0, k = 0, 1, . . . . (12)
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3.1. Consistency restoring
An uneven particle spacing usually leads to a lack of consistency, so that corrective strategies have to be developed
to restore the discrete consistency conditions [1,4,5,9–12]. Attempts to insert and/or remove particles, where it is
necessary, inevitably lead to an uneven spacing, making this issue extremely critical.
Different modiﬁed SPH formulations can be performed. Consistency can be restored through corrective transfor-
mations. To this aim it is more convenient to impose the reproducing conditions rather than to enforce consistency
by correcting the truncation error [1]. In the following the consistency corrections successfully used for electric and
magnetic ﬁelds estimates are reported.
A possible way to provide the 0th order of consistency is to renormalize the smoothing kernel function in (4), namely:
uh(x)
N∑
j=1
VjŴ (x − xj , h)uj , (13)
where
Ŵ (x − xj , h) = W(x − xj , h)∑N
j=1 VjW(x − xj , h)
. (14)
It is easy to verify that the approximation with the proposed variant reproduces constant functions. The 0th order of
consistency on the gradient is obtained by considering the gradient of the modiﬁed kernel:
∇uh(x)−
N∑
j=1
Vj∇Ŵ (x − xj , h)uj . (15)
The 1st order of consistency can be restored by providing a correction on the gradient of the previously 0th order
corrected formula (15), namely:
∇uh(x)−
N∑
j=1
Vj ∇̂Ŵ (x − xj , h)uj , (16)
where
∇̂Ŵ = B∇Ŵ (x − xj , h) and B =
⎛⎝ N∑
j=1
Vj∇Ŵ (x − xj , h) ⊗ xj
⎞⎠−1
.
The proposed consistency corrections are valid at any particle of the problem domain whilst other corrections can be
imposed only at the nodes [1,4].
The last formulations (15) and (16) will be used in SPEM simulations.
4. Maxwell’s equations in SPH: SPEM
In order to focus the problem formulation, let us consider the time-dependent Maxwell’s curl equations in free space:
∇ × H = 0 E
t
∇ × E = −0
H
t
, (17)
where H and E are the magnetic and electric vector ﬁelds respectively, 0 is the vacuum permittivity and0 is the vacuum
permeability. For better exhibiting the particle approximation procedure in SPEM formulation, the one-dimensional
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(1D) case is ﬁrstly approached. Thus, the set of equations (17) is rewritten as follows:
Hy
z
= −0 Ex
t
Ex
z
= −0
Hy
t
, (18)
where the electric ﬁeld is oriented in the x direction, the magnetic ﬁeld in the y direction, and the space variation is
accounted for the z direction.
It is fundamental to underline that in computing the two interleaved Maxwell’s curl equations some relations among
the mutual positions of the electric and magnetic ﬁelds components have to be introduced: the magnetic ﬁeld values are
assumed to be located between the electric ﬁeld values. Therefore, by using the particle approximation of the electric
and magnetic ﬁelds two sets of particles SE = {zEi }Mi=1 and SH = {zHi }Mi=1 have to be considered for Ex and Hy ﬁelds
components, respectively. By ﬁxing a zEi particle, the interacting particles are in S
H ; the dual condition takes place
when zHi is the concerned particle.
The analysing problem involves particles ﬁxed in their original positions all over the evolution time. When a spatial
resolution control in some regions of the problem domain is necessary, suitable arrangement in the solving procedure
has to be provided. By considering that the ratio between the largest and the smallest distance among neighbouring
particles may be very large, locally varying kernel widths should be taken into account. Thus, from now on, for each
referred particle zi , an own smoothing space length hi will be considered taking care of the balancing of the inﬂuence
domains.
Hence, by adopting the particle approximation for spatial derivatives and the explicit leapfrog scheme for time
derivatives, the 1D SPEM equations hold:
E
n+1/2
x (z
E
i )E
n−1/2
x (z
E
i ) +
t
0
N∑
j=1
Vj
W(zEi − zHj , hEi )
zEi
Hny (z
H
j )
Hn+1y (zHi )Hny (zHi ) +
t
0
N∑
j=1
Vj
W(zHi − zEj , hHi )
zHi
E
n+1/2
x (z
E
j ), (19)
where N is the total number of particles in the inﬂuence domain of the considered one, t is the time step and n is the
number of the time steps evolved. This temporal discretization makes the scheme 2nd-order accurate although only
one ﬁeld function evaluation per time step is required [19,20]. As well-known, the explicit time integration scheme is
subjected to the Courant–Friedrichs–Levy (CFL) stability condition [20,21], that for the EM problem in free space is:
t r√
dc0
, c0 = 1√
00
,
where d is the dimension of the simulation and r is the minimum points spacing.
In SPEM, the CFL condition depends on the smoothing length value which is related to the spatial particles resolution;
therefore it requires the time step to be proportional to the smallest spatial point resolution:
t min
i
(
hi
c0
)
.
Thus, the smallest smoothing length is taken into account.
By considering the two-dimensional (2D) case, Eqs. (17) can be modiﬁed by supposing that along the z-direction
the electric and magnetic ﬁelds are not variable. Moreover, in order to approach a case study also in an analytical
way, the transverse electric mode is considered: E = Ez(x, y, t)uz, H = Hx(x, y, t)ux + Hy(x, y, t)uy . In this way,
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Eqs. (17) can be rewritten as follows:
Hx
t
= − 1
0
Ez
y
Hy
t
= 1
0
Ez
x
Ez
t
= 1
0
[
Hy
x
− Hx
y
]
. (20)
Thus, by carrying out the particle approximation in a same way as adopted for the 1D case, the SPEM formulation for
this 2D problem is obtained:
E
n+1/2
z (r
E
i )E
n−1/2
z (r
E
i ) +
t
0
N∑
j=1
Vj
W(rEi − rHj , hEi )
x
Hny (r
H
j )+
− Vj
W(rEi − rHj , hEi )
y
Hnx (r
H
j )
Hn+1x (rHi )Hnx (rHi ) −
t
0
N∑
j=1
Vj
W(rHi − rEj , hHi )
y
E
n+1/2
z (r
E
j )
Hn+1y (rHi )Hny (rHi ) +
t
0
N∑
j=1
Vj
W(rHi − rEj , hHi )
x
E
n+1/2
z (r
E
j ) (21)
where N is the total number of particles in the inﬂuence domain of the considered one with geometric position rEk and r
H
k .
Again, the CFL condition has to be imposed in order to assess the stability of the numerical process. In EM simulations
one of the most important tasks is the efﬁcient solution of wave propagation problems in unbounded regions. For such
problems, a suitable boundaries treatment must be introduced to create the illusion of extension of the problem domain
to inﬁnity. This must be done without generating unpredictable reﬂections of the propagating EM waves.
In the SPEM approach, the unity condition (iii) is not satisﬁed for particles near or on the boundary. For these
particles only the nearest neighbouring particles inside the boundary, contribute to the particle approximation and no
contribution derives from outside. Moreover, the right number of particles in the portion of space allows the information
ﬂow: the absence of a particle in a coordinate direction can be interpreted as the presence of a perfectly electric or
magnetic conducting screen which will give rise spurious reﬂections. In order to minimize the artiﬁcial reﬂections and
the error due to the insufﬁcient number of particles in performing the particle approximation (4) and (5) a class of
Absorbing Boundary Conditions (ABC), the so-called Perfectly Matched Layer (PML), is used. The PML realizes the
ABC by adding layers of lossy media to mark the boundary of the problem domain. The properties of these external
layers are suitably arranged to obtain the maximum attenuation of the electric and magnetic ﬁelds inside the absorbing
layers without artiﬁcial reﬂections [21].
Actually, the PML scheme is implemented for truncating regular Finite Difference Time Domain method (FDTD)
grids. Berenger [3] demonstrated that the PML technique offers much greater accuracy than other ABC. Unfortunately,
since Berenger’s PML technique involves a modiﬁcation of Maxwell’s equations, its implementation requires signiﬁcant
modiﬁcation of the standard FDTD time-stepping equations. Berenger’s technique is based on the use of a layer of lossy
material to absorb outgoing radiation from the computation domain. In fact, when an EM wave which is propagating
in a medium A, impinges upon a medium B, no reﬂections occur, if the two media have the same intrinsic impedance.
If medium B is a lossy one, the wave will die out before it hits the boundary. In the PML, ﬁxed in proximity of
boundaries, each of the ﬁeld components is splitted into two subcomponents due to the contributions of the orthogonal
components of the other ﬁeld. In the paper the formulation of Sacks [18] of the Berenger’s PML mesh truncation
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scheme, modiﬁed by Sullivan [20] for the employment in a FDTD solver, is adopted. The scheme is based on the use
of a layer of diagonally anisotropic material, i.e. only three components of the describing material dyadic vector are
non-zero. This scheme can be easily employed in a meshless particle simulation, since the absorbing layer is enforced
only for the particles near the boundary. As a consequence, the electric and magnetic ﬁelds components at particles on
the boundaries present about zero values: this occurrence is extremely useful to correct the approximation due to the
lack of particles beyond the boundaries. In fact, in these points, the missing particles would give zero contribution, for
the evaluation of the ﬁelds, since they assume zero values (all propagating waves have been absorbed).
4.1. Corrective formulations
The uneven particles distribution is one of the fundamental features of the SPEM process, but this occurrence leads
to an unreliable solution. When irregular geometries and non-homogeneous media with rapidly varying ﬁelds zones
have to be simulated, the process consistency must be restored to better approximate the result.
In order to verify the 0th order of consistency, for the 1D case, Eqs. (19) can be rewritten with the renormalized
kernel as in (14) by involving the following kernel 1st derivative form:
Ŵ (zi − zj , hi)
zi
=
W(zi − zj , hi)
zi
− i∑N
j=1 VjW(zi − zj , hi)
, (22)
where
i =
W(zi − zj , hi)∑Nj=1 Vj W(zi − zj , hi)zi∑N
j=1 VjW(zi − zj , hi)
,
zi, zj ∈ SE or SH and hi is consequently ﬁxed.
The consistency of 1st order in the SPEM equations can be restored by means of the following modiﬁed 1st derivative:
̂
zi
Ŵ (zi − zj , hi) = i
Ŵ (zi − zj , hi)
zi
, (23)
where
i =
1∑N
j=1 Vj
Ŵ (zi − zj , hi)
zi
zj
.
The general formulations (15) and (16) hold for the 2D case [1, p. 793], [4, pp. 105–107].
5. Simulation results
The SPEM method and the corrective forms are validated by referring to test problems. The 1D and 2D case studies are
considered. Comparison between analytical and computed results enables to validate the proposed method by ﬁrstly
adopting an even particles distribution. Corrective 0th and 1st consistency order formulations are introduced when
uneven particles distributions are simulated. The experiments are developed by working with the Gaussian smoothing
kernel function reported in Section 2.
5.1. Validation of the SPEM method: 1D cases study
The simulation is related to the transient propagation of the following time variable pulse in free space:
Ex0(t) = sin(f0t), (24)
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Fig. 1. Error between analytical solution and SPEM result by varying spatial step.
for which the analytical solution can be expressed as follows:
Ex(z, t) = sin
[
f0
(
t − z
c0
)]
, (25)
with excitation frequency f0 = 7 MHz. The particles are evenly spaced with distance z so that z	/20, where 	 is
the wave length. Moreover, the time step is chosen to be proportional to the smoothing length value in order to satisfy
the CFL condition. The relative percentage error, at the ﬁnal time step is estimated by means of the euclidean norm.
In Fig. 1 the error regarding the electric ﬁeld associated at different spatial steps z is depicted. The error behaviour
reported shows the error to be less than z2 when about eight particles are taken into account for each referred particle.
The performance of the magnetic ﬁeld goes in a similar manner.
A second 1D case study is related to the transient propagation of the following time variable pulse in free space:
Ex0(t) = 0.5[1 − cos(f0t)] cos(2f0t), (26)
with excitation frequency f0 = 1.8 GHz. The problem domain is half meter length, and the pulse is generated in its
central point. Firstly, equally spaced particles are considered. However, the spatial step must satisfy the limit reported
in the previous simulation. The evolution of the space proﬁle of the propagating pulse are shown in Fig. 2 in which
the results obtained with both SPEM solver with even and uneven particles distributions are reported at the ﬁnal time
step. Moreover, different smoothing lengths are reassigned for each particle when uneven distribution is considered. In
order to t satisﬁes the CFL condition, the time step is proportional to the smallest smoothing length.
The evolution of SPEM space proﬁle has ripples smoothing by leaving the source point. In Fig. 3 the behaviour of
the electric and magnetic ﬁelds by using the 0th order corrective formulation is reported. Finally, the restoring of the 1st
order of consistency is shown in Fig. 4. A good agreement between even and uneven particles distribution is reached
for both ﬁelds.
5.2. Validation of the SPEM method: 2D case study
The 2D formulation described in Section 4 has been applied to a case study for which the analytical solution can
be obtained. An axial symmetric cylindrical domain is considered with the following boundary and initial conditions:
Ez(x, y, 0) = 1 − r2/r20 , Ez(x0, y0, t) = 0, Ez(x, y, t)/t |t=0 = 0, r =
√
x2 + y2, r0 =
√
x20 + y20 = 1 m, 0rr0
and 0 and 0 as constitutive parameters of the medium.
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Fig. 2. Space proﬁles of the propagating pulse in SPEM simulations of electric and magnetic ﬁelds with even and uneven particles distribution-time
step 40.
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Fig. 3. Space proﬁles of the propagating pulse in SPEM simulations of electric and magnetic ﬁelds with even and uneven particles distribution by
restoring 0th consistency order-time step 40.
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Fig. 4. Space proﬁles of the propagating pulse in SPEM simulations of electric and magnetic ﬁelds with even and uneven particles distribution by
restoring 1st consistency order-time step 40.
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Fig. 5. Analytical and computed space proﬁles of the propagating electric ﬁeld with an uneven particles distribution without consistency order
restoring-time step 40.
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Fig. 6. Analytical and computed space proﬁles of the propagating electric ﬁeld with an uneven particles distribution without consistency order
restoring-time step 80.
In this case, the analytical solution can be written in the form:
Ez(r, t) = 8
+∞∑
n=1
J0
(
nr
r0
)
3nJ1(n)
cos
(
nt
r0
√
00
)
, (27)
where J0 and J1 are the Bessel functions of the 1st kind and 0th and 1st order respectively, and n are the positive zeros
of J0(). In Figs. 5 and 6 the analytical and computed space proﬁles of the propagating electric ﬁeld are compared
for two different time steps, by considering an uneven particles distribution without consistency order restoring. The
uneven particles distribution is built up by replacing the even points grid with particles randomly displaced near the
initial geometrical positions.
G. Ala et al. / Journal of Computational and Applied Mathematics 210 (2007) 34–46 45
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
Distance from axis [cm]
El
ec
tri
c 
Fi
el
d 
[V
/m
]
Analytical solution
Numerical solution
Time = 0.66 ns
Fig. 7. Analytical and computed space proﬁles of the propagating electric ﬁeld with an uneven particles distribution with a 1st consistency order
restoring-time step 40.
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Fig. 8. Analytical and computed space proﬁles of the propagating electric ﬁeld with an uneven particles distribution with a 1st consistency order
restoring-time step 80.
In Figs. 7 and 8 the analytical and computed space proﬁles of the propagating electric ﬁeld are compared for two
different time steps, by considering an uneven particles distribution with a 1st consistency order restoring. The uneven
particles distribution is built up as in the previous simulation.
6. Conclusions
In this paper a meshless method based on particles for transient EM analysis is proposed. It has been applied to obtain
numerical solution of time domain Maxwell’s curl equations in free space. Analysis of the consistency of the method
is studied, computational details of the process are investigated and corrective formulations are proposed. The results
obtained for 1D and 2D case studies show the smoothed particle approach to be a challenging and ﬂexible method in
computational electromagnetics.
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