Recent studies on visuomotor processes using virtual setups have suggested that actions are 29 affected by similar biases as perceptual tasks. In particular, a strong lack of depth constancy is 30 revealed, resembling biases in perceptual estimates of relative depth. With this study we aim to 31 understand whether these findings are mostly caused by a lack of metric accuracy of the 32 visuomotor system or by the limited cues provided by the use of virtual reality. We addressed this 33
Introduction 53
Retinal disparities, arising from the slightly different images of an object falling on the two 54 eyes, could yield the veridical metric representation of an object 3D structure, if appropriately 55 scaled through an accurate estimate of the fixation distance (Johnson, 1991; Rogers and Bradshaw, 56 1993 ). Information about the egocentric distance of an object can be entirely determined by 57 extraretinal signals, like ocular vergence and accommodation. However, empirical evidence shows 58 that distance information carried by these binocular signals is not immune to systematic 59
Caudek, 2013). 128

Materials and Method 130
Subjects 131
Fifteen undergraduate and graduate students from the University of Trento (mean age 24.4; 132 10 females) participated in the study. All participants were naive to the purpose of the experiment 133 and were paid eight Euros for their participation. The total duration of the experiment was one 134 hour, including the calibration procedure. Participants were all right-handed, based on a self-report 135 of hand preference, and all had normal or corrected-to-normal vision. The experiment was 136 approved by the Comitato Etico per la Sperimentazione con l' Essere Vivente of the University of 137
Trento and in compliance with the Declaration of Helsinki. 138
Apparatus and design 139
Participants underwent three separate experimental conditions (virtual, glow-in-the-dark 140
and full-cues) in three separate days. The order of conditions was randomized across subjects. 141
Participants were asked to perform a precision grip of a sphere (ø 60 mm) with their thumb and 142 index finger without lifting it. The sphere was presented randomly at four distances along the line 143 of sight (420, 450, 480 and 510 mm). Participants were instructed to initiate and perform the 144 movement at their own pace. Each condition, composed of 80 trials combining all the different 145 randomly assigned distances, lasted about 20 minutes. All experimental sessions started with the 146 calibration procedure. The position of the head, eyes, wrist, the thumb and index fingers pads was 147 calculated with respect to infrared-emitting diodes. For the head, three diodes were located on a 148 band surrounding the head of the participant. For the wrist, a single diode was located on the ulnar 149 styloid. Finally, for the thumb and index finger, three diodes were placed on metal plates and fixed 150 on the nail of each finger. During calibration, the position of the center of each finger pad relative tothe three markers was determined through a fourth calibration marker. The x,y,z coordinates of the 152 center of the finger pad recorded during calibration in conjunction with the x,y,z coordinates of the 153 three markers on the metal plate specified a four-point rigid body. Thus, during the experiment the 154 x, y, z coordinates of the three markers on the metal plates of the index and thumb uniquely 155 determined the exact location of the centers of the finger pads. These in turn were used to render 156 the visual feedbacks and for calculating the grip aperture, defined as the Euclidean distance 157 between the two finger pads (Nicolini et al., 2014) (Fig 2) . Head, wrist, index and thumb movements 158 were acquired on-line at 100 Hz with sub-millimeter resolution by using an Optotrak 3020 Certus 159 motion capture system composed of two position sensors (Northern Digital Inc., Waterloo, Ontario, 160 Canada). Haptic feedback of the sphere was always provided in all conditions. Participants were 161 seated in a dark room in front of a high-quality, front-silvered 400 x 300 mm mirror slanted at 45° 162 relative to the participant's' sagittal body mid-line and had his/her head stabilized by a chin rest. 163
The room was entirely illuminated only in the full-cue condition. Bloomfield, NY, USA), was adjusted on a trial-by-trial basis to equal the distance from the 168 participants' eyes to the virtual object (Wann et al., 1995) . To present visual stimuli in 3D, we used 169 a frame interlacing technique in conjunction with liquid crystal FE-1 goggles (Cambridge Research 170 Systems, Cambridge, UK) synchronized to the monitor frame rate. Stimuli presentation and 171 response recording were controlled by a C++ program. A disparity defined high-contrast random-172 dot sphere was paired with a real sphere (ø 60 mm) placed at the same four distances as the virtual 173 sphere by a computer controlled mechanical arm (Velmex Inc., Bloomfield, NY, USA). This provided 174 the participants with the veridical haptic feedback of the simulated virtual stimulus. The participantrendered by means of virtual cylinders (height: 20 mm, ø 10 mm) representing the fingers 178 phalanxes (Fig. 1a) . The correct position of the thumb and index finger pads for the presentation of 179 the virtual feedback was calculated during the calibration process at the beginning of the 180 experiment (see above). Before running the experiment, subjects were tested for stereo vision and 181 were allowed to perform some practice trials to get accustomed to the virtual environment. 182
Glow-in-the-dark condition: The participant saw the polystyrene sphere painted with 183 luminous material in order to be visible in the dark. In order to render also the thumb and index 184 fingers visible in the dark, we covered them with latex caps, which were also painted with the 185 luminous material (Fig. 1b) . 186
Full cues condition:
The same polystyrene sphere as in the previous condition was seen with 187 the lights on. Thus, the participant had access to all the depth cues typically available during a 188 normal grasp in addition to other information about the surrounding environment (Fig. 1c) . 189
In all conditions, trials started with the presentation of the stimulus at the correct location. 190
In the real and lights-on conditions, participants wore PLATO goggles (Translucent Technologies, 191 Toronto, Ontario, Canada) that were controlled by the C++ software. The PLATO turned transparent 192 only when the object had reached the correct position and turned opaque again at the end of the 193 trial. From the moment the object was visible, participants could start moving towards it and grasp 194 it. For all conditions the trial ended 1 s after participants had grasped the object. 195
Data analysis: dependent variables 196
Data were processed and analyzed offline using custom software. The raw data were 197 smoothed and differentiated with a 2nd order Savitzky-Golay filter with a window size of 41 points. 198
These filtered data were then used to compute velocities and accelerations in 3D space for each 199 finger and the wrist, the Euclidean distance between the finger pads of the thumb and the index 200 finger (grip aperture), and the velocity and acceleration of the change in grip aperture. Thedependent measures were the maximum grip aperture (MGA), the movement duration and the 202 wrist peak velocity. The MGA was defined as the maximum distance between the fingers pads 203 observed during a grasp. The peak velocity was calculated as the maximum velocity reached by the 204
wrist. 205 206
Results
207
The primary goal of this experiment was to study how the MGA varies as function of 208 grasping distance. If depth estimates guiding reach-to-grasp actions are subject to the same 209 systematic distortions found in perceptual tasks then the MGA should decrease with the object 210 distance. Therefore, for each participant and in each condition we fitted a linear regression model 211 on the MGA variable as function of distance (centered by subtracting its mean). For each condition, 212 a one-sample t-test on the slope of this fit determined whether distance had any effect on the MGA. 213
Slopes and intercepts of the model were compared between conditions with a repeated measures 214 ANOVA using condition as main factor. The same analysis was also run for all the other dependent 215 variables. The Bonferroni correction was applied for multiple comparisons. 216
At first, we run a repeated-measures MANOVA on the intercepts and slopes from all the 217 different dependent variables with condition (full-cues, real and virtual) as within-participant 218 factors. The analysis showed a significant effect of condition (F(2,28)=3.01; p=.003). Below we 219 report the analyses for all the single dependent variables separately. 220
Maximum Grip Aperture. One sample t-test on the slope confirmed that the MGA was significantly 221 affected by distance in the virtual (t(14)= -2.84; p=.01), the glow-in-the-dark (t(14)= -4.15; p=.0009) 222 and the full-cue (t(14)=-3.32; p=.004) conditions (Fig. 3a) . The values for three slopes were -0.031 223 (SE = .007) for the virtual condition, -0.032 (SE = .007) for the real condition and -0.025 (SE=.01) 224
for the full-cues condition with an overall effect of distance of ~2.8 mm over 9 cm. Note that these 225 values are very similar to those found in previous studies with perception (Volcic et. al. 2013 ) andgrasping (Bozzacchi et al., 2014) paradigms. The comparison between the three slopes showed no 227 significant effect of condition (F(2,28)=.36; p=.69). Similarly, the comparison of the three intercepts 228 did not reveal any significant difference between the three conditions (F(2,28)=2.94; p=.07) (see 229 likely the result of systematic biases in depth estimates. However, in order to better verify for this 238 hypothesis, we analyzed the grip aperture performed in earlier phases of the trajectory. In the case 239 a modulation of the grip aperture was already present before reaching the maximum grip aperture, 240 when the arm is not yet extended towards the object, we might better rule out any mechanical issue 241 as responsible for this effect. For this purpose, we computed the grip aperture (GA) along the space-242 normalized trajectory and fitted a regression model for each point of the trajectory. The analysis of 243 the slopes revealed a modulation of the GA as function of distance starting from about half of the 244 traveled path (already from ~250 mm from the body) for all the three conditions (Fig. 3b) . 245
Peak Velocity: Repeated measures ANOVA on the three slopes for the peak velocity showed no 246 significant effect of the condition (F(2,28)=1.44; p=.25), indicating that in all the three conditions 247 the peak velocity similarly increased as function of distance. The values of the slope was in fact 248 positive for the virtual (MEAN=0.23, SE=.14), the glow-in-the-dark (MEAN=0.52, SE=.13) and fullhigher than in the virtual (t(14)=-4.57; p=.001) and in the glow-in-the-dark (t(14)=3.71; p=.006) 252 conditions, which, instead, did not differ from each other (t(14)=1.79; p=.09) (Fig. 4) . 253
Movement duration: The ANOVA run on slope and intercept showed no effect of condition on the 254 slope (F(2,28)=.21; p=.80), with the value of the three slopes equal to 1.64 (SE=0.27) for the full-255 cues condition, 1.88 (SE=.24) for the glow-in-the-dark condition and 1.92 (SE=0.41) for the virtual 256 condition. On the other hand, a strong effect of condition on the intercept was present 257 (F(2,28)=22.15; p<.001). Pairwise comparisons showed that the movement in the full-cue condition 258 was significantly faster than in the glow-in-the-dark condition (t(14)=-5.09; p=.004) and in the 259 virtual condition (t(14)=-5.5; p=.0002). To better investigate which phase of the movement was 260 more affected by the condition, we decomposed the movement duration into five time phases 261 corresponding to 1) the time to peak acceleration, 2) the time lag from peak acceleration to peak 262 velocity, 3) the time lag from peak velocity to peak deceleration, 4) the time lag from peak 263 deceleration to MGA and 5) the time lag from MGA to the end of the movement. For each time 264 segment we run a repeated measures ANOVA with condition as main factor and found that a 265 difference among the three conditions started to be significant already in the second (from peak 266 acceleration to peak velocity) and third (from peak velocity to the peak deceleration) time phases 267 (F(2,28)=4.36; p=.02). However, substantial differences between conditions become evident after 268 the peak deceleration, during the time needed for the MGA to form (F(2,28)=7.83; p=.001). This 269 phase, indeed, was much faster in the full-cue condition than in the glow-in-the-dark (t(14)=-270 3.16;p=.02) and the virtual conditions (t(14)=-3.03; p=.02), which in turn were not different from 271 each other (t(14)=-.01; p=.98). A large difference among conditions was also present in the last 272 phase of the movement (F(2,28)=20.95; p<.0001) (Fig. 5) .
Discussion 277
In this study we asked whether systematic biases in depth estimates that have been 278 observed in reach-to-grasp actions are due to conflictual cues present in virtual setups or are the 279 result of a lack of metric reconstruction of the scene. We found a clear and consistent effect of 280 object distance on grip aperture, which equally affected all the experimental conditions, whether 281 the stimulus was a stereo display (virtual condition), a real luminous sphere in an otherwise dark 282 environment (glow-in-the dark condition) or a real sphere in a lit environment (full-cue condition). 283
Even when cues-to-flatness are eliminated and all the information needed for a successful 284 grasp is available, the inspection of the grip aperture exposes a clear signature of a lack of depth 285 constancy, in a way that is indistinguishable to what found in perceptual tasks (Foley, 1980 ; 286 Johnston, 1991; Volcic et al., 2013). On this empirical basis we argue the assumption that binocular 287 depth cues allow a veridical metric estimate of 3D structure for guiding actions, which, instead, may 288 be driven by the same mechanisms leading to perceptual biases. 289
The fact that everyday actions are successful, since we rarely bump into objects or spill 290 coffee when we pick up a cup, does not necessarily mean that the visual system represents 291 accurately and precisely the Euclidean structure of the visual scene (Domini and Caudek, 2013). the earliest stages of 3D processing then it is possible to predict systematic biases and great 308 variability in perceptual and motor tasks that require Euclidean estimates (Domini and Caudek, 309 2013). The typical result in perceptual studies is that the large variability of Euclidean judgments is 310 observed both within and between observers, whereas such variability is negligible when affine 311 tasks are involved (Lappin and Craft, 2000) . The systematic distortions that are generally reported 312 are those surfacing when the means are analyzed, and are highly dependent on contextual factors 313 (Lee et al, 2013) . 314
In our study we attribute these distortions to an incorrect scaling of retinal information 315 with distance, in a way that is identical to that already described in perceptual studies (see Volcic Euclidean structure of 3D objects is only veridical at the distance where they are usually grasped 318 and held for inspection. However, their depth is overestimated at closer distances and 319 underestimated at larger distances. Hence these findings resemble a compression of visual space, as 320 observed in the present study, since the average MGA for grasping the same object decreases with 321 the object distance. On this respect, the analysis of the peak velocity also provides converging 322 evidence of the ineffectiveness of additional depth cues to correct for biases affecting grasps in 323 virtual reality. Although the mean peak velocity was higher in the full-cue condition than in the 324 virtual and glow-in-the-dark conditions, its scaling with viewing distance did not differ among the 325 three conditions. Since peak velocity is an indirect measure of the object distance estimate duringChurchill et al., 2000; Hibbard and Bradshaw, 2003), the fact that in all conditions distance 328 modulated peak velocity in the same way might suggest that the compression of visual space was 329 the same in all conditions as well. 330
Adding depth cues did play an important role on some aspects of the movement, such as the 331 size of grip aperture, peak velocity and the movement total duration. Even though equally 332 modulated by the object distance, the grip aperture and the MGA showed an overall reduction 333 (although not significant) in the full-cue condition in respect to the other two conditions. Possibly, 334 seeing the entire hand within a full cue environment yields a more confident movement, which 335 resulted in the adoption of a smaller margin of safety. In the same vein, movements performed with 336 all cues available were much faster than those performed in the dark, indicating that participants 337 achieved more confidence when able to see the object and the surrounding setting (Churchill et al., 338 2000). In particular, by segmenting the movement in all its phases, we found that the effect of 339 additional depth cues on the movement speed increased from the earlier to the later phases, to be 340 largest in the second part of the movement, during the deceleration phase. This shows that, on the 341 one hand, the experimental manipulations of this study were effective and that, on the other, they 342 left systematic biases of depth estimates unperturbed. 343
These findings seem to be at odd with previous results showing a correct scaling of grasping 344 even for targets subject to perceptual illusions (Aglioti et al. 1995; Goodale and Westwood, 2004 ; 345 experimental setting, participants could only see the front of the object and, therefore, did not have 347 direct access to visual information of both grasp contact points (Smeets and Brenner, 1999) . 348
However, it is remarkable that in our study the constant exposure to veridical haptic feedback could whether additional cues might help to get rid of these distortions by allowing a more accurate 361 estimation of the target shape and depth. 362
In conclusion, findings from the present study demonstrate that systematic biases in 363 grasping actions are not exclusive of virtual environments, since they also persist when all depth 364 cues are available. However, more than a demonstration of a failure of the visual system, they 365 indicate that vision for grasping, as vision for perception, is based on mechanisms that bypass a 366 veridical metric reconstruction of the scene. pad relative to the three markers was determined through a fourth calibration marker, so that the 485 location of the finger pad was uniquely specified for any orientation of the three-marker 486 configuration. 487 movement phases from yellow to dark blue: from movement onset to time of peak acceleration; 499 from time of peak acceleration to time of peak velocity; from time of peak velocity to time of peak 500 deceleration; from time of peak deceleration to time of MGA; from time of MGA to movement end. 501 
