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Raser and O'Shea [5] , who studied intrinsic and extrinsic noise in Saccharomyces cerevisiae, showed that the noise associated with a particular promoter could be explained in a transcriptional pulsing model and confirmed it by mutational analysis. Transcriptional bursts were recorded in E. coli [12] by following mRNA production in time, and their statistics computed. Evidence for a pulsing model of transcription, obtained from fluorescent microscopy, has also been presented for the expression of the discoidin Ia gene of Dictyostelium [13] . Transcriptional bursts have as well been detected in Chinese hamster ovary cells [10] . In these experiments the production of mRNA occurs in a sequence of bursts of transcriptional activity separated by quiescent periods. Transcriptional bursting, an intrinsically random phenomenon, thus becomes an important element to consider when evaluating cell to cell variability. One can predict that in many cases it will be a significant part of overall noise, and most certainly of intrinsic noise. It has been speculated that pulsatile mRNA production might permit "greater flexibility in transcriptional decisions" [13] .
Cook et al. [14] have argued that different aspects of haploinsufficiency can be connected to time scales associated with transcriptional bursting.
Our study focusses on the consequences of transcriptional bursting in a simplified model of transcription that has been the subject of many studies and is believed to encapsulate the key features of bursting [2, 5, 10, 12, 15, 16] . The complex phenomena that can occur in transcription (chromatin remodeling, enhanceosome formation, preinitiation assembly, etc.) are modeled through positing two states of gene activity: an inactive state where no transcription occurs, and an active one, in which transcription occurs according to a Poisson process. The production of mRNA is thus pulsatile: temporally there are periods of inactivity interspersed with periods or bursts of transcriptional activity. Qualitative features of this model were presented in reference [2] , and aspects of it relating to bursts explored and discussed in reference [12] . Raj et al. [10] provided a steady state solution to the Master Equation of the transcriptional model considered here, and analyzed it for some ranges of the rate constants. Given the range of time scales that can occur in transcriptional processes in different organisms, it is imperative to highlight the most significant behaviors that can arise in this model and investigate how these depend on the many time scales. In this paper, we provide a comprehensive analysis of a transcriptional pulsing model with an exact solution to the time-dependent Master Equation for mRNA production. The advantage of this model is that it is amenable to such an analytic determination of the probability distribution of mRNA copy number as a function of time. We find that the system exhibits a surprising variety of distributions of mRNA number: this includes a bimodal distribution with power-law behavior between the peaks that evolves into a scale-invariant power-law distribution as we vary the rates of activation and inactivation. In some systems the mRNA distribution may not reach steady state, and it is therefore necessary to determine the time evolution of the distributions and characterize the time scales over which steady state is attained. Our time-dependent analytic solution allows us to address these issues in detail, revealing in particular that the mRNA lifetime plays a key role in shaping the mRNA distribution. Cellular behavior is however determined by proteins and not the corresponding mRNA. Therefore, an important question is to what extent the protein distributions follow the mRNA distributions obtained as a result of transcriptional pulsing. To answer this question, we have performed numerical simulations of a model using the Gillespie algorithm [17] in which proteins are produced in a birth-death process from mRNA.
When the protein decay rates are much larger than the mRNA decay rate the protein distributions reflect the mRNA distributions; when the protein de-cays more slowly the protein distribution can be very different from that of the parent mRNA, even in the steady state. We delve deeply into the structure of the transcriptional bursting model, highlighting how the shapes of mRNA distributions depend on the ratios of time scales, determining over which time scales distributions evolve to steady state, and stressing the importance of considering the full distribution rather than characterizing it solely by its average and variance. We thus provide an overview of possible behaviors which yield a framework for interpreting experimental results on transcriptional bursting across prokaryotes and eukaryotes.
Results
We study a model of transcriptional pulsing described by the following reactions where D and D * denote the gene in the inactive and active states respectively:
The first equation describes the switching "on" and 
where ρ(λ, t) is the probability density of the random This case has been treated analytically in [15, 10] .
The mRNA distribution can be fitted by a Gamma distribution, which for appropriate values of the rate constants, shows power-law behavior over a substantial range.
When both the activation and inactivation rates are rapid, i.e., c f , c b ≫ k d , eliminating the fast reactions naively yields a simple birth-death process for the mRNA with an effective transcription rate Figure 1 it is clear that the complete probability distribution of mRNA number is required to characterize the behavior of the transcriptional pulsing model. Nevertheless, for completeness, we make some remarks concerning attempts to represent a mRNA distribution by its mean and variance only.
We recall the expressions for the mean and variance in mRNA number in the transcriptional puls-ing model reported in [5] . The mean is given by c f + c b ) ) and the variance by
The first term in (5) is equal to the mean while the second term arises from the stochasticity in the pulsing process. It can be shown [18] that
Thus, in a doubly stochastic birth-death process the variance in mRNA number has an additional contribution due to the stochasticity of gene activation and inactivation.
There are two popular measures of noise in terms of the first two moments of a probability distribution: Since we have an analytic expression for the complete distribution we can use an information-theoretic characterization of the mRNA probability distribution, the Shannon entropy. We evaluate the Shan-non entropy for different values of the rate constants. process [7] . Thus, we use
The effective protein degradation rate would include 
Materials and Methods
The results presented and discussed here for mRNA are based on the exact form of the distribution function P (m, t) of the mRNA number, m at time t. We have solved the Master Equation [19] for reactions (1)- (3) that describes the time evolution of the distribution to obtain these results. We found it convenient to work with the generating function defined by G(z, t) = P ∞ m=0 z m P (m, t). If we can evaluate G(z, t) exactly, then the probability of having 
where Φ is the (Kummer) confluent hypergeometric function [24, 25] and the coefficients Fs(t) and Fns(t)
can be calculated explicitly in terms of confluent hypergeometric functions. The results are displayed in Supplementary Section A. At large times Fs = 1 and Fns = 0. Thus in the steady state the generating function is given by( see also [10] )
We can use the exact solution in Equation (9) to extract the time-dependent behavior of P (m, t) or Equation (10) Supplementary Section A Time-dependent solution to the Master Equation for transcriptional bursts For the set of reactions described by Equations 1-3 in the text we define P 0 (m, t) and P 1 (m, t) to be the probability that at time t the cell has m mRNA molecules and the gene is in the inactive and active states respectively. It is straightforward to write down the Master Equation for the two probabilities:
We define the generating functions
for α = 0 and 1. The mRNA distribution (independent of the state of the gene) is determined by the sum G ≡ G 0 + G 1 . It is easy to deduce the equations obeyed by the generating functions from the Master Equations(with time re-scaled by k d ):
All the rate constants are measured in units of k d .
We simplify the equations using an analog of the Galilean transformation by making the change of variables v ≡ k b (1− z) and w ≡ ve −t = k b (1− z) e −t . In terms of the transformed variables, we have
Adding the two equations we have the useful relation
Note that G 0 (z, t) and G 1 (z, t) (and hence, their sum) are functions of v only and independent of w = k b (1 − z)e −t ; the dependence on w is determined by the boundary conditions. It is convenient to derive a second-order differential equation for G. Therefore we differentiate the equations for G 0 and G 1 and obtian (7)
We add the two equations and use Equation (7) to obtain 
In order to obtain a well-defined power series in v = k b (1 − z) for the generating function we must impose B 0 (w) = w 
We impose the boundary conditions at t = 0 which corresponds to w = v. The initial condition P (m, t = 0) = δ m,0 leads to
We assume that the gene is initially in the inactive state and thus G 1 (z, t = 0) = 0. The additional condition that arises from Equation ( 
Supplementary Section B Characterization of noise in terms of Shannon Entropy
In information theory the Shannon entropy serves as a measure of the average information content or the uncertainty of a random variable. We now present results for this measure of the noise in the mRNA distribution. Given the exact solution we can directly evaluate the Shannon entropy associated with the steady state distribution P (m) defined by S = − i P (m) log 2 P (m) .
In Figure 1 we display contours of constant entropy as a function of the forward and backward rates c f and c b . Not surprisingly, the values c f /k d , c b /k d ≃ 1 yield the largest entropy since this choice leads to a uniform distribution in P (m). The power law distribution also provides a range of values for the rates in which larger values of entropy can be obtained. Since the Shannon entropy is a measure of the amount of information required to describe the random variable on average it can be helpful in the interpretation of data. For example, consider dendritic cells involved in providing innate immunity to an organism against pathogens. Assume that the mRNA or the protein produced by the cell to overcome a viral antagonist has a broad distribution. It is plausible that the greater the amount of information required to describe the distribution the lesser the chances of the pathogen being able to overcome the organism's immune system by random mutations. This can confer greater immunity against mutations in the virus that could evade the defence mechanisms of the organism. It is known that the interferon-β mRNA distribution is broad in human dendritic cells [2] .
