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Abstract
We present evidence based theory for the emergence of plant structure in which
CO2 is not only the source of carbon for plant growth, but also plays a critical role
as a source of charge (ionization), with charge density dictating plant structures at a
wide range of scales. As levels of charge density increase beyond a critical point, dis-
sipative systems lead to the emergence of macroscopic quantum processes analogous
with high temperature super conductivity and coherent random lasing. The assembly
of molecules into larger, ordered structures operates within charge-induced coherent
bosonic fields acting as a structuring force in competition with exterior potentials.
Within these processes many of the phenomena associated with standard quantum
theory are recovered, including quantization, non-dissipation, self-organization, con-
finement, structuration conditioned by the environment, environmental fluctuations
leading to macroscopic quantum decoherence and evolutionary time described by a
time dependent Schrödinger-like equation, which describes models of bifurcation and
duplication.
The work provides a strong case for the existence of quintessence-like behaviour,
with macroscopic quantum potentials and associated forces having their equivalence in
standard quantum mechanics and gravitational forces in general relativity.
The theory offers new insight into evolutionary processes in structural biology, with
selection at any point in time, being made from a wide range of spontaneously emerging
potential structures (dependent on conditions), which offer advantage for a specific
organism. This is valid for both the emergence of structures from a prebiotic medium
and the wide range of different plant structures we see today.
Keywords: Self-organized criticality, relativity, scale relativity, fractals, space-time, quan-
tum mechanics, quantum decoherence, macroscopic quantum mechanics, thermodynamics,
dissipative systems, plant structure, quintessence.
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1. Introduction
The fundamental mechanisms by which molecules assemble into the diverse range of struc-
tures that describe living systems remains an open question. As suggested by Schrödinger
[1], it should be possible to describe all these processes from first principles as pure physical
processes. However, the complexity and dynamic interactions associated with these systems
(Gene’s, enzymes, hormones and environmental interactions at a range of scales), makes it
currently impractical to identify the countless different individual processes and their inter-
actions and distil them into simple mathematical descriptions. Even for relatively simple
biological systems where the entire genome has been mapped, there are still large gaps in
our understanding of the role of genes in defining their structure.
When it comes to understanding the emergence of structure, a primary area of focus has
been around the study of complexity in extended dissipative systems contained within the
framework of ‘self-organized criticality’. The concept has applicability across a range of
non equilibrium processes from biological systems to plasmas. However, despite significant
progress in this field, key questions around exactly how these processes work remain unan-
swered [2].
The focus of the present paper is to address these gaps in our knowledge by reconsidering the
concept of self-organized criticality and the fundamental physical principles which underpin
self-organisation. At the heart of this process we need to explain why we get any structure
at all. According to the second law of thermodynamics, in the absence of a force acting on a
system, matter should dissipate, rather than assemble into structures with long range order.
We start with the suggestion that a significant first step in the identification of a ‘missing
force’ associated with quintessence-like behaviour [3] driving self-organisation has already
been taken [4, 5]. In this work, macroscopic quantum forces and their role in biological struc-
ture is described, an idea developed within the theory of scale relativity [6, 7, 8, 9, 10, 11].
Through the current paper we build on these ideas with new experimental and theoretical
developments and explore in more depth the universal applicability of the principles estab-
lished, not only to plant systems but to the more general assembly of matter at a range of
scales.
Taking a systematic approach, Section 2 outlines key theoretical concepts developed within
the theory of scale relativity, which form the basis for new ideas developed in subsequent
sections. It begins with an introduction to basic principles followed by a description of
the geometric foundations of quantum mechancs (QM), which leads onto a derivation of
a generalized Schrödinger equation, including a fluid mechanics representation, from first
principles.
In section 3 we briefly consider the concept of competing quantum and dissipative systems
and the geometric origins of quantum decoherence, whilst Section 4 considers experimental
evidence and theory of quantum and dissipative processes to explain the emergence of the
diverse array of structures that we observe in plants.
2
2. Theoretical framework
2.1. Basic principles
The theory of scale relativity shares the basic principles of covariance, the geodesic prin-
ciple and the principle of equivalence that underpin the theory of general relativity, but
re-formulated in a new context to include QM. At the most fundamental level, the theory
challenges the Gauss hypothesis of local flatness, which underlies Riemannian geometry,
i.e., the apparently smooth geodesics of space-time at the macro-scale described by general
relativity are an incomplete description of the structure of space-time at the micro-scale.
If we are to understand QM in terms of space-time geometry, we need to rethink its structure
in a way that reflects our understanding of the mechanics. In simple terms, the hypothesis
states that the structure of space-time has both a smooth (differentiable) component at the
macro-scale and a chaotic, fractal (non-differentiable) component at the micro-scale. At
the macroscale, the fractal component and its influence is small and generally considered
unimportant in classical physics. However, at the microscale, the fractal component and
its influence dominate, with quantum laws originating in the underlying fractal geometry
of space-time, the space transition taking place at the de Broglie length scale λdeB = ~/p,
whilst the time transition is ~/E.
To understand the implication of a fractal space-time we need to consider the scale depen-
dence of the reference frames [12]. This means adding resolution ε to the usual variables
(position, orientation, motion) defining the coordinate systems. However, resolutions can
never be defined in an absoloute way. Only their ratio has a physical meaning, allowing an
extension of the principle of relativity to that of scales [9, 12].
2.2. Geometric foundations
The transition of a system from the classical to the quantum regime occurs when three
critical conditions are satisfied [9]. The first is that the paths or trajectories are infinite in
number, leading to a non-deterministic and probabilistic, fluid like description in which the
velocity v(t) on a particular geodesic is replaced by a Eulerian velocity field v(x, t), where
the concept of a single trajectory has no meaning. The second, that the paths are fractal
curves, transforming the velocity field into a fractal velocity field
V = V (x, t, dt). (1)
The velocity field is therefore defined as a fractal function, explicitly dependent on resolutions
and divergent when the scale interval tends to zero. The third condition relates to the
fundamental breaking of a discrete symmetry implicit in differentiable physics (the reflection
invariance on the differential element of [proper] time), which leads to two fractal velocity
fields V+(x, t, dt) and V−(x, t, dt), which are no longer invariant under transformation |dt| →
3
−|dt| in the non-differentiable case. These velocity fields may in turn be decomposed, i.e.,
V+ = v+(x, t) + w+(x, t, dt), (2)
V− = v−(x, t) + w−(x, t, dt). (3)
The (+) and (-) velocity fields comprise a ‘classical part’ (v+, v−) which is differentiable
and independent of resolution, and fractal fluctuations of zero mean (w+, w−), explicity
dependent on the resolution interval dt and divergent at the limit dt→ 0.
A simple and natural way to account for this doubling consists in using complex numbers
and the complex product [9]. The three properties of motion in a fractal space lead to
a description of a geodesic velocity field in terms of a complex fractal function. The full
complex velocity field reads
V˜ = V̂ + Ŵ =
(
v+ + v−
2
− i v+ − v−
2
)
+
(
w+ + w−
2
− i w+ − w−
2
)
. (4)
The jump from a real to a complex description is the origin of the real and imaginary
components in the wave function [9]. However, as we show in what follows this is not
constrained to the microscale.
2.3. A geodesic approach to quantum mechanics
The origins of the hypothesis of space-time as a fractal fluid, can be traced back to Feyn-
man [13], who suggested that the typical quantum mechanical paths that are the main
contributors to the ‘path integral’, are infinite, non differentiable and fractal (to use current
terminology). This is in agreement with a number of papers for both non relativistic and
relativistic quantum mechanics, which have confirmed that the fractal dimension (DF ) of
the paths is DF = 2 [14, 15, 16, 17, 18, 19].
If we consider elementary displacements along these geodesics, dX± = d±x + dξ±. In the
critical case DF = 2, for the geodesics in standard QM, this reads
d±x = v± dt, (5)
dξ± = ζ±
√
2D˜ |dt|1/2. (6)
dξ represents the fractal fluctuations or fractal part of the displacement dX. This inter-
pretation corresponds to a Markov-like situation of loss of information from one point to
another, without correlation or anti-correlation. Here ζ± represents a purely mathematical
dimensionless stochastic variable such that 〈ζ±〉 = 0 and 〈ζ2±〉 = 1, the mean 〈〉 being de-
scribed by its probability distribution. D˜ is a fundamental parameter which characterizes
the amplitude of fractal fluctuations. Since dξ is a length and dt a time, it is given by the
relation
D˜ =
1
2
〈 dξ2 〉
dt
, (7)
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its dimensionality is therefore [L2T−1].
When considering the geodesics of a fractal space, the real and imaginary parts of the velocity
field can be expressed in this case in terms of the complex velocity field1.
V̂ = V − iU. (8)
This equation captures the essence of the principle of relativity in which any motion, however
complicated and intricate the path, should disappear in the proper reference system
V̂ = 0. (9)
We now introduce the complex ‘covariant’ derivative operator d̂/dt, which includes the terms
which allow us to recover differentiable time reversibility in terms of the new complex process
[7, 9]
d̂
dt
=
1
2
(
d+
dt
+
d−
dt
)
− i
2
(
d+
dt
− d−
dt
)
. (10)
Applying this operator to the position vector yields the differentiable part of the complex
velocity field
V̂ =
d̂
dt
x = V − iU = v+ + v−
2
− i v+ − v−
2
. (11)
Deriving Eq. (9) with respect to time, it takes the form of a free strongly covariant geodesic
equation.
d̂
dt
V̂ = 0. (12)
In the case of a fractal space, the various effects can be combined in the form of a complex
covariant derivative operator [7, 9],
d̂
dt
=
∂
∂t
+ V̂ .∇− iD˜∆ , (13)
which is analogous with the covariant derivative DjAk = ∂jAk + ΓkjlAl replacing ∂jAk in
Einstein’s general relativity (in the sense that it allows one to implement the principle of
covariance). This allows us to write the fundamental equations of physics under the same
form they had in the differentiable case [9], i.e. the fundamental equation of dynamics
becomes,
m
d̂
dt
V̂ = −∇φ, (14)
which is now written in terms of complex variables and of the complex time derivative
operator. Which, in the absence of an exterior field φ, is a geodesic equation.
In describing the three essential conditions required for quantum behaviour, we have shown
how the first two conditions are shared with diffusive systems, typical of Brownian motion
1For simplicity Ŵ is not considered here since it vanishes when taking the mean [9].
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and more generally of Markov processes, with Eq. (6) describing fluctuations in Brownian
motion. In these types of processes, a particle follows a random walk in which both direction
and distance are uniformly distributed random variables. In moving from a given position
in space to any other, the path taken by the particle has a very high probability to fill the
whole space before reaching its destination, hence as with QM, Browninan motion is also
characterized by DF = 2. However, whilst the two processes share the first two conditions,
the third condition - the complex velocity field differentiates between quantum and dissipative
systems, an issue that we revisit in Section 3.
2.4. From Newton to the Schrödinger equation
After expansion of the covariant derivative, the free-form motion equations of general rela-
tivity can be transformed into a Newtonian equation in which a generalized force emerges, of
which the Newton gravitational force is an approximation. In an analogous way, the covari-
ance induced by scale effects leads to a transformation of the equation of motion, which, as
we shall demonstrate through a number of steps, becomes after integration, the Schrödinger
equation. In the construction of this approach we note that whilst equations take a classical
form, this form is applied to non differentiable geometry, so that the result is no longer
classical.
2.4.1. Momentum
Due to the complex nature of the velocity field V̂ , the classic equation p = mv, can be
generalized to its complex representation [9].
P̂ = mV̂ , (15)
so that the complex velocity field V̂ is potential (irrotational), given by the gradient of the
complex action,
V̂ =
∇Ŝ
m
. (16)
We now introduce a complex function ψ identifiable with a wave function or state function,
which is another expression for the complex action Ŝ,
ψ = eiŜ/S0 . (17)
The factor S0 has the dimension of an action, i.e. of an angular momentum with S0 = ~
in the case of standard QM, where ~ is a geometric property of the fractal space, defined
through the fractal fluctuations as ~ = 2mD˜ = m〈dξ2〉/dt.
The next step consists of making a change of variable in which one connects the complex
velocity field Eq. (16), to a wave function, ψ where lnψ plays the role of a velocity potential
according to the relation
V̂ = −i S0
m
∇(lnψ). (18)
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The complex momentum Eq. (15) may now be written under the form
P̂ = −i S0∇(lnψ), (19)
i.e.
P̂ψ = −i S0∇ψ. (20)
In the case of standard QM (S0 = ~), this relation reads P̂ψ = −i ~∇ψ, i.e. it is a
derivation of the principle of correspondence for momentum, p → −i ~∇, where the real
part of the complex momentum P̂ is, in the classical limit, the classical momentum p. The
‘correspondence’ is therefore understood as between the real part of a complex quantity and
an operator acting on the function ψ. However, thanks to the introduction of the complex
momentum of the geodesic fluid, it is no longer a mere correspondence, it has become a
genuine equality. The same follows for angular momentum L = rp, which can also be
generalized to the complex representation
L̂ψ = −i S0 r ×∇ψ, (21)
so that we recover, in the standard quantum case S0 = ~, the correspondence principle for
angular momentum, which again emerges as an equality.
2.4.2. Remarkable identity
We now write the fundamental equation of dynamics Eq. (14) in terms of the new quantity
ψ.
iS0
d̂
dt
(∇ lnψ) = ∇φ. (22)
We note that d̂ and∇ do not commute. However, as we shall see in what follows d̂(∇ lnψ)/dt,
is a gradient in the general case.
Replacing d̂/dt by its expression, given by Eq. (13), yields
∇φ = iS0
(
∂
∂t
+ V̂ .∇− iD˜∆
)
(∇ lnψ), (23)
and replacing once again V̂ by its expression in Eq. (18), we obtain
∇φ = iS0
{
∂
∂t
∇ lnψ − i
[
S0
m
(∇ lnψ.∇)(∇ lnψ) + D˜∆(∇ lnψ)
]}
. (24)
Consider now the identity [7]
(∇ ln f)2 + ∆ ln f = ∆f
f
, (25)
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which proceeds from the following tensorial derivation
∂µ∂
µ ln f + ∂µ ln f∂
µ ln f = ∂µ
∂µf
f
+
∂µf
f
∂µf
f
=
f∂µ∂
µf − ∂µf∂µf
f 2
+
∂µf∂
µf
f 2
=
∂µ∂
µf
f
. (26)
When we apply this identity to ψ and take its gradient, we obtain
∇
(
∆ψ
ψ
)
= ∇[(∇ lnψ)2 + ∆ lnψ]. (27)
The second term on the right-hand side of this expression can be transformed, using the fact
that ∇ and ∆ commute, i.e.,
∇∆ = ∆∇. (28)
The first term can also be transformed thanks to another identity,
∇(∇f)2 = 2(∇f.∇)(∇f), (29)
that we apply to f = lnψ. We finally obtain [7]
∇
(
∆ψ
ψ
)
= 2(∇ lnψ.∇)(∇ lnψ) + ∆(∇ lnψ). (30)
This identity can be still generalized thanks to the fact that ψ appears only through its
logarithm in the right-hand side of the above equation. By replacing ψ with ψα, we obtain
the general remarkable identity [20]
1
α
∇
(
∆ψα
ψα
)
= 2α (∇ lnψ.∇)(∇ lnψ) + ∆(∇ lnψ). (31)
2.4.3. The Schrödinger equation
We recognize in the right-hand side of Eq. (31) the two terms of Eq. (24), which were
respectively in factor of S0 and D˜. Therefore, by writing the above remarkable identity in
the case
α =
S0
2mD˜
, (32)
the whole motion equation becomes a gradient,
∇φ = 2mD˜
[
i
∂
∂t
∇ lnψα + D˜∇
(
∆ψα
ψα
)]
, (33)
and it can therefore be generally integrated, in terms of the new function
ψα = (eiŜ/S0)α = eiŜ/2mD˜. (34)
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which is more general than in standard QM, for which S0 = ~ = 2mD˜. Eq. (32) is actually
a generalization of the Compton relation. This means that the function ψ becomes a wave
function only provided it comes with a Compton-de Broglie relation, a result which is nat-
urally achieved here. Without this relation, the equation of motion would remain of third
order, with no general prime integral.
The simplification brought by this relation means that several complicated terms are com-
pacted into a simple one and that the final remaining term is a gradient, which means
that the fundamental equation of dynamics can now be integrated in a universal way. The
function ψ in Eq. (17) is therefore finally defined as
ψ = eiŜ/2mD˜, (35)
which is a solution of the fundamental equation of dynamics, Eq. (14), which now takes the
form
d̂
dt
V̂ = −2D˜∇
(
i
∂
∂t
lnψ + D˜
∆ψ
ψ
)
= −∇φ
m
. (36)
Using the fact that dlnψ = dψ/ψ, the full equation becomes a gradient,
∇
[
φ
m
− 2D˜∇
(
i∂ψ/∂t+ D˜∆ψ
ψ
)]
= 0. (37)
Integrating this equation finally yields a generalized Schrödinger equation,
D˜2∆ψ + iD˜
∂
∂t
ψ − φ
2m
ψ = 0, (38)
where D˜ identifies with the amplitude of the quantum force, which is more general than
its standard QM equivalent (~/2m), accommodating both the one body and many body
case (either distinguishable or indistinguishable particles) [8, 9], as well as the possibility of
macroscopic values.
2.4.4. Fluid representation with a macroscopic quantum potential
We now demonstrate the fundamental meaning of the wave function as a wave of probability,
and that the geodesic equation can take not only a Schrödinger form, but also a fluid dynam-
ics form with an added quantum potential. We begin by writing the wave function under the
form ψ =
√
P × eiA/~, decomposing it in terms of a phase, defined as a dimensioned action
A and a modulus P = |ψ|2, which gives the number density of virtual geodesics [9, 21]. This
function becomes naturally a density of probability. The function ψ, being a solution of
the Schrödinger equation and subjected to the Born postulate and to the Compton relation,
therefore owns most of the properties of a wave function.
The complex velocity field V̂ Eq. (8) can be expressed in terms of the classical (real) part of
the velocity field V and of the number density of geodesics PN , which as we have shown is
equivalent to a probability density P where
V̂ = V − iD˜∇ lnP. (39)
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The quantum covariant derivative operator thus reads
d̂
∂t
=
∂
∂t
+ V.∇− iD˜ (∇ lnP.∇+ ∆). (40)
When we introduce an exterior scalar potential φ, the fundamental equation of dynamics
becomes (
∂
∂t
+ V.∇− iD˜ (∇ lnP.∇+ ∆)
)
(V − iD˜∇ lnP ) = −∇φ
m
. (41)
The imaginary part of this equation,
D˜
[
(∇ lnP.∇+ ∆)V +
(
∂
∂t
+ V.∇
)
∇ lnP
]
= 0, (42)
takes, after some calculations, the following form
∇
[
1
P
(
∂P
∂t
+ div(PV )
)]
= 0, (43)
which can finally be integrated in terms of a continuity equation:
∂P
∂t
+ div(PV ) = 0. (44)
The real part, (
∂
∂t
+ V.∇
)
V = −∇φ
m
+ D˜2 (∇ lnP.∇+ ∆)∇ lnP, (45)
takes the form of a Euler equation,
m
(
∂
∂t
+ V.∇
)
V = −∇φ+ 2mD˜2∇
(
∆
√
P√
P
)
, (46)
which describes a fluid subjected to an additional quantum potential Q that depends on the
probability density P
Q = −2mD˜2 ∆
√
P√
P
. (47)
This system of equations is equivalent to the classical system of equations of fluid mechanics
(with no pressure and no vorticity), except for the change from a density of matter to
a density of probability, and an extra potential energy term Q, which is a manifestation
of the fractal geometry, probability density and fractal fluctuations of space-time (at the
micro-scale). These fluctuations lead to the emergence of a ‘fractal field’, a potential energy
(‘quantum potential’) and a quantum force which are directly analogous with the geometric
origins of the gravitational field, gravitational potential and gravitational force which emerge
as a manifestation of the curved geometry of space-time.
The potential energy Q is a generalization of the quantum potential of standard QM, which
relies on ~, but which is here established from the geodesic equation as a fundamental
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manifestation of the fractal geometry. It is implicitly contained in the Schrödinger form of
the equations, but only explicit when reverting to the Euler representation. A particle is
thefore described by a wave function (constructed from the geodesics), of which only the
square of the modulus P is observable, the ‘field’ being given by a function of P , or density
of matter ρ (since ρ = PM , i.e., ψ = √ρ × eiA/~ when M =1).
Note that this approach is similar to the Madelung transformation [22], but in a way that all
its various elements make sense from first principles, instead of being postulated. Since the
Schrödinger equation is obtained as a reformulation of the geodesic equation, it is possible to
go directly from the covariant equation of dynamics Eq. (14) to the fluid mechanics equations
without defining the wave function or passing through the Schrödinger equation.
This new geometric approach to quantum theory offers some important new insights. Clas-
sical quantities relate to the quantum world as averages (Ehrenfest theorem). Conversely
quantum properties remain at the heart of the classical world. We have shown that the action
of fractality and irreversibility on small time scales can manifest itself through the emergence
of a macroscopic quantum-type potential energy, in addition to the standard classical energy
balance. This potential energy leads to the possibility of ‘new’ macroscopic quantum effects,
no longer based on the microscopic constant hbar, which are normally masked by classical
motion, but can be observed given the right conditions, a subject we address in detail in
Section 4.
3. Quantum decoherence
3.1. The transition from diffusion to quantum coherence
In Section 2.2 we differentiate between a diffusive system described by a fractal velocity field
Eq.1 and a quantum system described by a complex velocity field Eq.(4). We now revisit
these two systems and their role in quantum decoherence.
Consider a classical diffusion process described by a Fokker-Planck equation,
∂P
∂t
+ div(Pv) = D∆P, (48)
where D is the diffusion coefficient, P the probability density distribution of the particles
and v(x, t) is their mean velocity.
When there is no global motion of the diffusing fluid or particles (v = 0), the Fokker-Planck
equation is reduced to the usual diffusion equation for the probability P ,
∂P
∂t
= D∆P. (49)
Conversely, when the diffusion coefficient vanishes, the Fokker-Planck equation is reduced to
the continuity equation,
∂P
∂t
+ div(Pv) = 0. (50)
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We now make a change of variable, where in the general case, v and D are a priori non
vanishing,
V = v −D∇ lnP. (51)
We first prove that the new velocity field V (x, y, z, t) is a solution of the standard continuity
equation. Taking the Fokker-Planck equation and replacing V by its above expression, we
find
∂P
∂t
+ div(PV ) = {D∆P − div(Pv)}+ div(Pv)−D div(P∇ lnP ). (52)
Finally the various terms cancel each other and we obtain the continuity equation for the
velocity field V ,
∂P
∂t
+ div(PV ) = 0. (53)
Therefore the diffusion term has been absorbed in the re-definition of the velocity field.
We now consider a fluid-like description of the diffusing motion and determine the form of
the Euler equation for the velocity field V . As a first step we consider the case of vanishing
mean velocity.
Let us calculate the total time derivative of the velocity field V , first in the simplified case
v = 0
d
dt
V =
(
∂
∂t
+ V.∇
)
V = −D ∂
∂t
∇ lnP +D2(∇ lnP.∇)∇ lnP. (54)
Since ∂∇ lnP/∂t = ∇∂ lnP/∂t = ∇(P−1∂P/∂t), we can make use of the diffusion equation
so that we obtain(
∂
∂t
+ V.∇
)
V = −D2
[
∇
(
∆P
P
)
− (∇ lnP.∇)∇ lnP
]
. (55)
In order to write this expression in a more compact form, we use the fundamental remarkable
identity Eq. (34), where ψ = R
1
α
∇
(
∆Rα
Rα
)
= ∆(∇ lnR) + 2α(∇ lnR.∇)(∇ lnR). (56)
By writing this remarkable identity for R = P and α = 1, we can replace ∇(∆P/P ) by
∆(∇ lnP ) + 2(∇ lnP.∇)∇ lnP , so that Eq. (55) becomes(
∂
∂t
+ V.∇
)
V = −D2 {∆(∇ lnP ) + (∇ lnP.∇)∇ lnP} . (57)
The right-hand side of this equation comes again under the identity Eq. (55), but now for
α = 1/2. Therefore we finally obtain the following form for the Euler equation of the velocity
field V : (
∂
∂t
+ V.∇
)
V = −2D2∇
(
∆
√
P√
P
)
. (58)
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This is a new fundamental result [5]. Its comparison with the quantum result in the free
case Eq. (59) is striking (
∂
∂t
+ V.∇
)
V = +2D˜2∇
(
∆
√
P√
P
)
. (59)
This result demonstrates a clear equivalence between a standard fluid subjected to a force
field and a diffusion process with the force expressed in terms of the probability density at
each point and instant.
The ‘diffusion force’ Fdiff = −2D˜2∇(∆
√
P/
√
P ) derives from an external potential
φdiff = +2D
2∆
√
P/
√
P . (60)
which introduces a square root of probability in the description of a totally classical diffusion
process. The quantum force is the exact opposite, derived from the ’quantum potential’,
which is internally generated by the fractal geodesics
Q/m = −2D˜2∆
√
P/
√
P . (61)
This interpretation offers new insights into quantum decoherence in both standard QM and in
macroscopic quantum systems such as High Temperature Super Conductivity (HTSC) [23],
where the two forms of potential energy exist and compete in quantum systems, summarized
by the total system-environment Hamiltonians (HS-HE), and their interaction (Hint)
H = HS +HE +Hint. (62)
The description of competing quantum and dissipative forces fits well with decoherence the-
ory described by the model of ‘quantum Brownian motion’ [24, 25]. During the decoherence
process, the time evolution of position-space and momentum-space is reflected in the su-
perpositions of two Gaussian wave packets [25]. Interference between the two wave packets
is represented by oscillations between the direct peaks. Interaction with the environment
damps these oscillations. While the momentum coordinate is not directly monitored by the
environment, the intrinsic dynamics, through their creation of spatial superpositions from
superpositions of momentum, result in decoherence in momentum space as the two valued-
ness associated with the complex component iU of the velocity field (Eq.8) begins to break
down. This leads to the emergence of pointer states, which are minimum-uncertainty Gaus-
sians (coherent states), well-localized in both position and momentum, thus approximating
classical points in phase space [24, 26, 27, 28, 29, 30].
This process appears to have been well described. However, an important question remains
relating to the origin of ‘pointer states’, in the decoherence process [24, 25, 31]. Within
the context of a fractal fluid of geodesics constituting a standard or macroscopic quantum
system ρ = |ψ|2, we set the hypothesis that the emergence of pointer states is linked to a
fundamental root structure2 underpinning the fractal velocity field V̂ . During the process
2A ubiquitous characteristic of fractal networks.
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of decoherence, the fractal velocity field collapses to its more stable roots. These roots form
the preferred set of states of an open system most robust against environmental interaction,
accounting for the transition from a probabilistic to a deterministic classical description. A
full description of this concept within the context of standard QM, falls outside of the scope
of the current paper. However, we consider this issue here, within the context of macroscopic
quantum systems.
3.2. Macroscopic quantum decoherence
Fractal stochastic fluctuations, dominate the quantum realm. However they remain at the
heart of the classical world as zero averages, the fractal component being masked by the
classical contribution. In the scale relativistic foundation of standard quantum mechanics,
the relation dξ = η
√
2D˜|dt| is considered valid at all scales [9]. The de Broglie transition
to the classical realm is but an effective transition, which comes from the domination of the
classical term dx = vdt over the fractal term dξ at scales δx > ~/mv. The fractal part
remains at macroscopic scales, masked by classical motion.
The fractal-nonfractal transition (the boundary between quantum coherence and classic sys-
tems) is blurred by the numerous cases of mesoscopic interference experiments and macro-
scopic quantum phenomena such as conventional super conductivity (SC). The blurring
of the transition is partly due to the fact that the relative contributions of classical and
fractal components depends on the value of the transition, which is itself relative, depend-
ing in particular on the state of motion of the reference system. Namely, the de Broglie
length-scale is λdeB = ~/p = ~/mv for a free particle, while the de Broglie thermal scale is
λth = ~/(2mkT )1/2 = ~/(m〈v2〉1/2), and the de Broglie time τdeB = ~/E = ~/12mv2). By
way of illustration we consider the p type cuprates which represent the most widely studied
case of high temperature super conductors [23]. As with most cases of conventional super
conductors (SC), we are not dealing with a fully coherent system since the medium (an an-
tiferromagnetic cuprate structure) remains classical. In this instance, electron-pair (e-pair)
coupling energies are significantly higher than conventional SC, leading to more thermally
stable, but localized e-pairs. Below a critical temperature Tc, the transition from localiza-
tion to coherence is facilitated by macroscopic quantum potentials (MQP’s) determined by
a macroscopic de Broglie scale λdeB = 2D˜/v), dependent on [23]:
• a scale free distribution of dopants (charges), the frequency and extent of fluctuations
being dependent on the DF and correlation length of the scale free network.
• the pressure term, which is a function of matter density ρ, so the velocity field V of a
fluid in potential motion is described in terms of a complex function ψ = √ρ×eiA/~.
To summarize, macroscopic quantum coherence is only linked to bosons [23]. In Section 4
we explore the role of coherence and decoherence of bosonic fields in the determination of
plant structures at different scales.
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4. Macroscopic quantum mechanics: the origins of self organization
4.1. Background
A Schrödinger-type equation is characterized by the existence of stationary solutions, yield-
ing well-defined peaks of probability linked to quantization laws, which are themselves a
consequence of the limiting (or environmental) conditions, of the forces applied and of the
symmetries of the system. Peaks of probability density distribution are interpreted as a ten-
dency for a system to make structures, allowing prediction of the most probable structures
among an infinity of close possibilities. This process is analogous with living systems, where
morphologies are acquired through growth processes, which can be described in terms of an
infinite family of virtual, fractal and locally irreversible, fluid-like trajectories, suggesting
the possibility that they can be written in the form of a macroscopic Schrödinger equation
(Eq.38), leading to the emergence of quantized structures [5, 9].
If the hypothesis is correct, once these processes are better understood, it should be possible
to apply this knowledge to grow flowers and other plant like structures in non biological sys-
tems from a range of bio-polymers and/or inorganic matter. During the process of developing
such an approach, the growth of a range of BaCO3 − SiO2 based plant-like structures from
solutions of BaCl2 and Na2SiO3 was reported [32]. The work demonstrated convincingly
that alongside a range of boundary conditions, levels of atmospheric CO2 played a key role
in structure formation. However, whilst there was speculation that ‘chemical fields’ play a
role in the process, an explanation of the mechanism by which ordered structures (rather
than e.g., crystalline or disordered systems) emerged was not fully elucidated.
We set the hypothesis that these plant-like structures are in fact driven by the equivalent
of a macroscopic quantum mechanics-type process. However, to validate this interpretation,
theory dictates that the internal mesoscale geometry of observed structures must be pre-
dominantly fractal if they are to meet criteria for the emergence of a macroscopic quantum
potential (Eq.47), a prerequisite for macroscopic quantum processes.
Unfortunately the resolution of images published by Norrduin et al [32] were not of a level
where a fractal mesoscale structure could be confirmed. To validate, or refute our hypothesis
on fractality, key aspects of the work were replicated and the emergent structures analyzed
using high resolution Field Emmission Scanning Electron Microscopy (FE-SEM). A success-
ful outcome would clarify our understanding of the mechanisms that dictate the emergence
of different structures, which may in turn lead to better insights into plant morphogenesis.
4.2. Experimental work
4.2.1. Method
Stage 1. Growth of structures was conducted in a 250 ml glass beaker, following experimental
conditions described by Norrduin et al [32], with aqueous solutions of BaCl2 (19.1mM) and
Na2SiO3 (8.2 mM) prepared at pH 11.2. Growth was carried out for one hour at room
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temperature (≈ 180C) on polished aluminium plates of the same size as standard microscope
slides. The plates were stood at an angle, with the solution covering ≈ 30% of its height, in
a system open to atmospheric CO2.
Stage 2. The impact of CO2 levels on growth was tested to its limits by repeating the work
in a closed system, to allow control over levels of CO2 during the growth period. In the first
case, ambient CO2 concentration was minimized by continuous purging of the system (the
atmosphere above the solution) with nitrogen gas. In a second trial, the system was purged
with a continuous flow of gaseous CO2.
Stage 3. Stage 1 was repeated with ambient concentrations of CO2 in a fridge at 4oC. This
paricular condition varied from the method described by Norrduin et al [32], where only the
solution was cooled to 4oC .
After each growth stage, emergent structures were carefully air dried at room temperature
following the description by Norrduin et al [32], before FE-SEM analysis.
4.2.2. Results and discussion
As reported previously by Norrduin et al [32], under Stage 1 conditions, a range of different
structures were observed over the growth region on the plate, from which a sub-sample is
reported here. Fig 1a (900 x magnification) shows examples of stem, leaf, pod and coral-like
structures, whilst Fig 1b (2,200 x magnification) illustrates a combination of cone, bowl and
leaf-like structures plus more ‘open’, flower-like structures (with discrete petals) growing on
top of more ordered structures.
In Fig 1c (≈ 4000 x magnification), we see a symmetric water-lily-leaf structure, whilst Fig 1d
shows a smaller diameter, partially ‘closed’ hemispherical structure at the stem apex. This
process of closure is almost complete in Fig 1e where we see a pod or fruit like structure.
In general, the relative proportions of the mix of different structures varied, depending on
proximity to the solution in which the plate was standing. Objects closest to the solution
interface reflected a higher proportion of ordered structures typified by Fig’s 1a-e. However,
as distance from the solution increased, a greater proportion of less ordered, fractal structures
typified by Fig 1f (1,800 x magnification) emerged.
To test our hypothesis that the internal mesoscale structure of these plant-like objects should
be fractal we increased image resolution. Fig 2 illustrates an example of a 6000 x magnifica-
tion of a flower-like structure with discrete petals observed in Fig 1b. At this resolution we
see a distribution of ≈ 10nm diameter fibrils, which we would typically expect from a frac-
tal structure, generally oriented in the direction of growth from a central point. The same
structure was found in the leaf like structures illustrated in Fig 3 and Fig 4 (an enlargement
of Fig 1c) and in an enlargement of a pod structure (Fig 5a)3, which resembles the structure
3We note that in the structures reported here, acid treatment described by Norrduin et al [32] was not
used. However, some preliminary work was carried out with acid treatment to determine its impact on the
mesoscale structures observed. No change in the fractal mesoscale fractal structure was observed.
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Figure 1: Observed plant-like structures in ambient CO2.
of the Barrel sponge (Xestospongia testudinaria). In Fig’s 4 and 5a, the rim of the leaf and
pod structures indicates an ≈ 1µm thick wall, with an internal fractal archtecture, which is
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revealed in more detail in Fig 5b.
The results confirm our hypothesis of an internal mesoscale fractal structure in the plant-like
structures reported by Norrduin et al [32], which satisfies a key condition for the emergence
of macroscopic order driven by macroscopic quantum processes.
Figure 2: Fractal mesoscale architecture of a flower-like structure
In describing a mechanism for the emergence of observed structures we first consider the
molecular to nm scale of assembly. Quantum vacuum fluctuations (viewed as a sea of har-
monic oscillators), thermal fluctuations and associated phonons, are inextricably linked and
correlated. Acting collectively as ‘environmental fluctuations’, they have a significant impact
on the trajectory and dynamics of unconstrained particles as they interact to form larger
structures. To understand their role in more detail, consider the molecular scale environment
created by CO2, identified by Norrduin et al [32] as a critical variable.
CO2 solvation leads to the release of protons and the subsequent ionization of BaCO3−SiO2
molecules, with charge density ρ determined by CO2 concentration and temperature T , which
determines CO2 solubility (increasing T → increasing ρ).
Repulsive forces between adjacent charged particles influences the dynamics of molecular
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Figure 3: Fractal mesoscale architecture of a leaf-like structure
assembly during growth of the structures observed. At a simplistic level, increasing ρ leads
to an increase in the degree of molecular freedom to interact with environmental fluctuations.
At an individual level, a single charge is repulsive. However, as levels of charge increase,
charges will cluster loosely, with A˚-scale holes within clusters creating attractive potential
well’s, which may be interconnected, via channels between them, induced by charge distri-
bution (see Turner and Nottale [23], Fig’s 3 and 4).
At a local level, clusters of charges constitute a quantum fluid
ψn =
N∑
n=1
ψdn (63)
which is expected to be the solution of a Schrödinger equation
~2
2m
∆ψn + i~
∂ψn
∂t
= φ ψn, (64)
where φ is an exterior potential
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Figure 4: Fractal mesoscale architecture of a lilly leaf-like structure
We now introduce explicitly the probability density (charge density) ρ and phase, which we
define as a dimensioned action A of the wave function ψn =
√
ρn× eiAn/~. The velocity field
of the quantum fluid (n) is given by Vn = (~/m)∇An/~.
Following Eq’s.(44) and (46), we write the imaginary part of Eq.(64) as a continuity equation
and the derivative of its real part as a Euler equation.
∂Vn
∂t
+ Vn.∇Vn = −∇φ
m
− ∇Qn
m
, (65)
∂ρn
∂t
+ div(ρnVn) = 0. (66)
where Qn represents localized quantum potentials, dependent on local fluctuations of the
density ρn of static charges,
Qn = − ~
2
2m
∆
√
ρn√
ρn
. (67)
As described in previous work [5], successive solutions during time evolution of the time-
dependent Schrödinger equation in a 2D harmonic oscillator potential (plotted as isodensi-
ties), leads to a model of branching/bifurcation. This original work was based on a macro-
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Figure 5: Fractal mesoscale architecture of a pod (a). Insert (b) shows an enlarged ≈ 1µm2
section showing the internal fractal wall structure
scopic Schrödinger equation using the macroscopic constant D˜. However, it is equally appli-
cable in the standard QM case using ~, which we consider here. Adopting this approach, the
energy level varies from the fundamental level (n = 0) to the first excited level (n = 1). As
a consequence the system jumps from a one-body to a two-body branched structure (Fig 6)
which (given sufficient charge), leads to a branched molecular assembly and the emergence of
fractal architectures4. During this process, charge induced potential well’s will interconnect,
creating a fractal network of channels, with the charges acting as roots of the fractal web,
which we illustrate in a simplistic two dimensional model (Fig 7).
Extending the scenario in Fig 7 to a 3D fractal architecture will lead to the emergence of a
fractal distribution of static charges (ψd) and a charge induced fractal velocity field V̂ . At
a critical threshold, destructive interference effects induced by collective charges ψn, cancel
out of most frequencies, leaving a coherent resonant frequency, analogous with lasing in a
Fabry Perot resonator. However, it is now dictated by the geometry of the fractal network,
4We note that whilst the model can be illustrated by an harmonic oscillator potential (2D or 3D) and
by box solutions [9], it is a very general feature of solutions of the Schrödinger equation, whose fundamen-
tal (‘vacuum’) states show a unique global structure while first excited states generally show a two-body
structure.
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Figure 6: Model of branching/bifurcation, described by successive solutions of the time-dependent
2D Schrödinger equation in an harmonic oscillator potential plotted as isodensities [5].
Figure 7: Individual charges collectively create a geometric network of hills and valleys.
as reported with e-pairs in HTSC or photons in Coherent Random Lasing (CRL) [23]. The
result is an infinite connected web of coherent charge fluctuations defined by D˜, rather than
~; the extent of fluctuations (correlation length) determined by the scale of the structure
formed.
This has the effect of transforming quanta of fractal fluctuations ψn =
√
ρn × eiAn/~ (where
An is a microscopic action), into macroscopic fluctuations creating the equivalent of a path
integral, represented by a macroscopic wave function ψN
N∑
n=1
ψdn → ψN =
√
ρN × eiAN/2D˜, (68)
where AN is a macroscopic action and (since ρ = Pm) m = 1, and QN is its associated
MQP,
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QN = −2D˜2
∆
√
ρN√
ρN
. (69)
We can now re-write the Euler and continuity equations (Eq’s 65 and 66)
∂VN
∂t
+ VN .∇VN = −∇φ
m
− ∇QN
m
, (70)
∂ρN
∂t
+ div(ρNVN) = 0, (71)
which can be re-integrated under the form of a macroscopic Schrödinger equation,
D˜2∆ψN + iD˜
∂ψN
∂t
−
(
φ
2
)
ψN = 0. (72)
In principle the molecular scale fractal architectures could be expected to grow in a con-
tinuous process, until a point where growth is constrained by a natural symmetry breaking
at scales > 40µm, when gravitational forces exceed van der Waals forces [9]. However, in
Fig’s 2-5, we see the emergence of ≈ 10nm scale structures, in addition to an upper limit,
which in practice appears closer to ≈ 20µm under the conditions in this work. We note
that a two-scale structure is almost universal in diffusion limited growth processes such as
plant cells, with cellulose nano-fibres forming the fundamental building block of a structural
scaffold in the cell wall [33].
It appears that as a molecular scale fractal structure evolves, it reaches a critical point result-
ing in the emergence of nm-scale structures. This smaller scale of assembly may be explained
by van der Waals forces playing a synergistic role alongside the macroscopic quantum po-
tential (Eq.69) at the nm-scale. A more speculative, additional explanation lies in a second
synergistic (attractive) quantum potential originating from Casimir forces, associated with
the quantum vacuum itself. For a detailed treatment of this topic we refer the reader to
theoretical studies by Simpson [34] and references therein. Simpson’s thesis suggests that
Casimir forces cannot be considered in isolation in an inhomogeneous medium. Relating
the ideas developed by Simpson to our approach, the electromagnetic field associated with
the quantum vacuum is fundamentally coupled to the fractal molecular scale medium, with
quantization of the coupled system creating a polariton (ψpol).
As in the case for charges (Eq.68), at a critical point (dictated by polariton wavelength
and fractal geometry), we see transformation of quanta of polariton fractal fluctuations
ψpol =
√
ρpol × eiApol/~ (where Apol is a microscopic action), into macroscopic fluctuations,
represented by a macroscopic wave function ψPOL
N∑
n=1
ψdpol → ψPOL =
√
ρPOL × eiAPOL/2D˜, (73)
where APOL is a macroscopic action and
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QPOL = −2D˜2
∆
√
ρPOL√
ρPOL
, (74)
is its associated MQP, which contributes to the emergence of structure at the nm scale along
with the charge induced MQP (Eq.69) and so is added to the existing Euler and continuity
equations (Eq’s 70-71)
∂VN
∂t
+ VN .∇VN = −∇φ
m
− ∇QN
m
−
(
∂VPOL
∂t
+ VPOL.∇VPOL + ∇QPOL
m
)
, (75)
∂ρN
∂t
+ div(ρNVN) = −∂ρPOL
∂t
− div(ρPOLVPOL), (76)
giving a new macroscopic Schrödinger equation incorporating both ψN and ψPOL
D˜2∆ψN + iD˜
∂ψN
∂t
− φ ψN = −D˜2∆ψPOL − iD˜∂ψPOL
∂t
+ φ ψPOL. (77)
At the 10nm scale we suggest that QPOL represents a small but significant force F , which
when combined with QN , leads to the emergence of the nano-fibres. However, since F falls off
rapidly with distance d (F = 1/d4 [34]), this constrains their size. However, given favourable
conditions (e.g., lower temperatures), it is theoretically possible that larger scales of nano-
fibre may emerge. Given the declining force with d, beyond this first scale of assembly, QPOL
is expected to play a subordinate role in the larger 10-20 µm scale structures (Fig’s 1-5).
However, we suggest that quantum vaccum fluctuations still play a significant role (as part
of collective environmental fluctuations) in bifurcation processes at the nm scale leading to
fractal assembly of nano-fibres into larger scale structures.
Our work suggests that the continued growth of structure beyond the nm-scale in Fig’s
1-5 is driven by charge density ρ and frequency ω of fluctuations D˜, which determine the
strength and impact of the emergent MQP (Eq.69) within Eq.72. The associated fractal
network of charge fluctuations plays a key role in the transition from mesoscale to macroscale
structures. For example, as ρ increases, charge induced channels between nano-fibres offer
an energetically favourable fractal network of paths for assembly, leading to more coherent
structures. This is reflected in a decrease in entropy and DF . We see this in a transition from
dendrites found in fractal structures (Fig 1f) to leaf (Fig 3), or segmented flower structures
(Fig 2). With increased levels of charge, we expect closure into more symmetric structures
such as that illustrated in Fig 1c.
As charge and the associated field strength increases further, we expect these symmetric
structures to close in on themselves, a process we observe first in hemispherical structures
(Fig 1d) and subsequenty pod-like structures (Fig 1e and Fig 5). In theory, given sufficient
charge, completely symmetric cell-like structures should emerge. However, under Stage 1
conditions, charge was insufficient to support this. We tested this hypothesis in Stage 2, by
varying levels of CO2 through nitrogen and CO2 rich environments.
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Figure 8: Crystals and cells formed in nitrogen (a) and CO2 (b).
Figure 9: Rare fractal arrangement of crystals formed in nitrogen.
The results were striking. Elevated levels of CO2 (maximum charge) led to a monoculture of
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Figure 10: Spheres formed in elevated CO2 at ≈ 18oC(a) and ambient CO2 levels at 4oC (b).
spherical, cell like stuctures (Fig 8b). By contrast, when CO2 was minimised by purging the
environment with nitrogen, we observed pure crystalline structures. Fig 8a represents the
form and scale of most of the material (≈ 5µm cross section x 30− 50µm length). However,
in addition we observed the rare occurence of a fractal crystal (Fig 9), with crystal structures
right down to the nanometer scale.
These results indicate that as ρ→ 0, molecules, unhindered by repulsive charges, are permit-
ted to form a crystal lattice, its precise structure determined by atomic/molecular structure
and external boundary conditions. In the case of fractal crystalline structures (Fig 9), we
suggest that there was just enough charge to disrupt the formation of larger scale crystals,
with environmental fluctuations leading to the emergence of a fractal assembly of smaller
scale crystals. These crystalline structures showed very clean surfaces, reflecting a clear
difference in morphology compared to the non crystalline structures in Fig’s 2-5. Here, a
fuzzy surface at higher resolutions (Fig 5b), is suggestive of a fractal molecular structure,
which could not be resolved in detail with the FE-SEM. These findings appear to confirm
the critical role of charge in the emergence of the types of nm scale structure observed in
Fig’s 2-5.
Interestingly, alongside a range of structures, we also observed the emergence of completely
spherical structures in the Stage 3 trial (ambient levels of CO2) at 4oC. However, there
was a significant difference in the mesoscale structure compared to results at elevated CO2.
Fig 10a shows the detailed structure of a sphere from Fig 8b grown under elevated CO2
conditions, revealing a significant increase in the size of nano-fibres (≈ 250nm diameter
and ≈ 3µm length) relative to structures grown at ambient CO2 concentrations (Fig’s 2-5).
This suggests that increased charge density ρ leads to an increase in the QN potential (Eq’s
74-77). The sphere grown at 4oC Fig 10b shows a further increase in the smallest scale
fibres (≈ 1µm diameter and up to 5µm in length). This increase in size combined with
reduced environmental fluctuations leads to a low DF fibril structure during assembly into
a spherical morphology. Fibril diameter is now at the same scale as the pod wall thickness
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in Fig 5, suggesting the sphere may be constructed from a single layer of fibrils. Whilst
this remains to be confirmed, the scale of the fibrils suggests that despite the reduction in ρ,
lower T (reduced environmental monitoring) permits the emergence of larger molecular-scale
fractal networks, with Casimir forces linked to QPOL playing a more significant role within
the system compared to Fig 10a.
We do not yet have conclusive evidence to support the hypothesis of a fractal architecture at
the molecular scale. However, the differences in fuzzy surface topology of nm-fibrils in Fig’s
2-5 and the clean surfaced crystalline structures in Fig 9 is strongly indicative of a fractal
molecular structure in the former. In addition, the hypothesis that fractal order exists at the
molecular scale and can lead to quantum coherence at the nm scale is supported by Quochi
et al [35, 36], where CRL was reported in organic nano-fibres. At another level, we note that
CRL has been reported in inhomogenous nano-fibre suspensions [37], this contrasts with
ordered systems in the same work, where CRL dissapeared, suggesting that a continuous
structure from molecular to nm scales is not essential for macroscopic coherence.
To confirm fractal order at molecular to µm scales, future work is planned to determine charge
distribution following an approach reported by Fratini et al [38] using scanning synchrotron
radiation X-ray microdiffraction and a charge coupled area detector. To complement this
work, studies similar to those on cellulose in plants using XRD and NMR [39] will be used
to confirm the absence (or presence) of crystalline structure in nm scale structures.
Additional observations
In exploring the opportunity to improve the resolution of FE-SEM images of structures,
we varied the electron beam voltage. The default setting was 3kv. As voltage increased
significantly, we made an unexpected observation of high levels of fluorescence in some of the
plant-like structures we have reported here. The fluorescence looked remarkably like that
observed in CRL.
In the absence of an alternative explanation for the fluoresence, we speculate (rather ten-
tatively) that the phenomenon might be analogous with CRL, with electron fluorescence
being an indicator of macroscopic quantum coherence. As a first step in testing this idea we
assessed different structures at the standard 3kv setting and at a higher level of 25kv. This
represents the equivalent of a significant increase in gain required to induce CRL: below a
critical level of gain CRL is not observed [23]. In Fig 11 we see examples from the assessment.
On the left hand side of Fig 11 we see images of a sphere (A), chalice5(C), bone-like structure
(E) and crystals observed with a 3kv electron beam. On the right, the same structures are
observed at 25kv.
In the first pair of images (Fig 11a & b), a distinctive fluorescence is observed in the right hand
sphere at 25kv, with very little of the nm-scale being observable, due to this fluorescence. In
subsequent images (Fig 11c-f), higher levels of fluorescence are observed at 25kv in Fig 11d
& f, with the complete dissapearance of surface detail.
We speculate that the lower level of fluorescence in Fig 11b is due to better electron confine-
ment, with the more open surface structures in Fig 11c-f facilitating electron escape from
5resembling the chalice sponge (Heterochone calyx)
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the structure, supporting the analogy with CRL.
In the last pair of images of ordered crystalline structure (Fig 11g-h), the distinctive fluores-
cence observed in structures with fractal mesoscopic structure is absent. This is predicted if
the fractal architecture in Fig 11a-f is supporting macroscopic coherence of electrons.
In considering an appropriate interpretation of these observations we need to ask if room
temperature macroscopic electron coherence is theoretically possible in these structures. If
we consider previous theoretical work [23], then it may indeed be the case. Taking a first
principles approach, these structures meet a key criteria for high temperature supercon-
ducting material, namely a three dimensional fractal structure, and fractal charge density
distribution, which in the current experimental conditions emerges naturally to form coherent
structures such as spheres.
Previous experimental work [23] has shown that e-pairs in the pseudo gap phase can ex-
hibit coherence at critical temperatures Tc well above room temperature. However, in this
earlier work e-pairs were localized and so did not contribute to conduction. We postulated
that if structrures were designed optimally in a 3D fractal architecture, then high strength
macroscopic quantum potentials could theoretically support delocalization and conduction
at room temperatures [23]. The current work suggests that at least some of the coherent
plant-like structures (particularly spheres) could meet these criteria.
We stress that whilst these preliminary observations appear interesting, they were unex-
pected. As a first step, future work will focus on confirming or refuting the possibility
that the observed fluorescence in these objects reflect macroscopic coherence of electrons by
measuring their Tc.
4.2.3. Modelling macroscopic structures with a macroscopic Schrödinger
equation
Having considered the detail which leads to the emergence of a macroscopic quantum system,
we suggest that a number of the structures observed share common features and processes
with planetary nebulae (stars that eject their outer shells) reported by da Rocha and Nottale
[40, 41]. In this earlier work, the chaotic motion of ejected material was modelled using a
macroscopic Schrödinger equation, describing growth from a centre, corresponding to an
outgoing spherical probability wave, having well defined angular solutions ψ(θ, φ). Their
squared modulus P = |ψ2| is identified with a probability distribution of angles characterized
by the existence of maxima and mimima. These in turn are dependent on the quantized
values of the square of angular momentum L2, determined by the quantum number l and its
projection Lz on axis z, which is characterized by the quantum number m. This means that
L2 and Lz can only take specific values proportional to these quantum numbers, which are
integers, allowing the prediction of discrete morphologies. We see striking parallels between
examples of the two sets of structures illustrated in Fig’s 12 and 13, but with the caveat that
the inorganic structures are constrained by growth on a plate, whilst planetary nebulae in
Fig 13 show a double ejection process in space.
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Figure 11: Observation of fluorescence in non-crystalline materials.
In previous comparisons between this process and plant morphogenesis [5], modelling of
the growth of flower-like structures, with morphologies evolving along angles of maximal
probability has been described. In the case of flower-like structures, spherical symmetry is
broken and one jumps to discrete cylindrical symmetry. In the simplest case, a periodic
quantization of angle θ (measured by an additional quantum number k), gives rise to a
segmented structure (discretized ‘petals’). In addition, there is a discrete symmetry breaking
along axis z linked to orientation (separation of ‘up’ and ‘down’ due to gravity, growth from
a stem). This results in successive structures illustrated in Fig 14, indicating the evolution
of a range of possible outcomes, which offers insight into the mechanism driving a segmented
flower-like structure such as that observed in Fig 2.
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Figure 12: Examples of structures observed compared to quantized morphologies for ejection
processes associated with planetary nebulae determined by quantum numbers l and m.
We note that Fig 14 gives an example of just one possible scenario. Depending on the
potential, on the boundary conditions and on the symmetry conditions, a large family of
solutions (structures) can be obtained when conditions for the quantum-type regime are
fulfilled.
This work offers convincing evidence to support the hypothesis that the emergence of inor-
ganic, plant-like structures reported here and by Norrduin et al [32] can be explained within
the context of a macroscopic quantum-type process, induced by a fractal network of charges.
The process is characterized by competing systems, which can be controlled by either reduc-
ing external fluctuations HE (by decreasing T ) or increasing internal forces HS (by increasing
ρ). However, we note that with the exception of extreme conditions illustrated in Stage 2
(Fig 8), control is not precise, but impacts on the probability of certain outcomes. This
principle is reflected in the probability of the emergence of fractal structures (reflecting
macroscopic pointer states created by the fractal velocity field), which increased with dis-
tance from the solution on the aluminium plates, as the result of a proton gradient. In this
instance, decreasing ρ→ increasing probability of less ordered (fractal) morphologies.
The principle is further illustrated in ice formation, in a process analogous with our labora-
tory work and that by Norrduin et al [32]. Ice structures range from needle crystals to fractal
snowflakes and beyond to various ice flower morphologies and spheres (hailstones). We sug-
gest that structure is driven in a similar mechanism by levels of ionization and temperature,
with the most extreme conditions (e.g., plasma induced ionization during a thunderstorm)
leading to hailstones. This theory could be easily tested by determining the influence of T
and ρ on the emergence of different ice morphologies.
30
Figure 13: Examples of structures observed compared to quantized morphologies for ejection
processes associated with planetary nebulae determined by quantum numbers l and m.
Such a mechanism also has its equivalence in ionized gases, which at sufficiently high levels
of charge density and localized zones of charge differential, leads to fractal patterns of dis-
charge (lightning). However, as ρ increases, we see a transtion from fractal to sheet to ball
morphologies (‘ball lightning’) in a process analogous with that observed in Fig 8B.
4.2.4. Plant-scale systems
The work by Norrduin et al [32], and that reported here parallels in a very striking way,
the emergence of a range of structures found in the plant kingdom, but now on the scale of
cells, (typically 10µm − 25µm). As stated previously, this scale is explained by a natural
symmetry breaking as gravitational forces exceed van der Waals forces. Biological systems
address this constraint on scale, with growth processes evolving via a replicative cellular
structure to generate larger scale structures.
In order to translate theory and experimental results on inorganic plant-like structures to
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Figure 14: Morphogenesis of a flower-like structure, solution of a time-dependent Schrödinger
equation describing a growth process from a centre (l = 5,m = 0). The ‘petals’, ‘sepals’ and
‘stamen’ are traced along angles of maximal probability density. We note that these different
structures are not built from different equations. The whole structure originates from a single
equation. By varying the force of ‘tension’ we see a sequence of images simulating the opening of
the flower, reproduced from Nottale and Auffray [5].
their biological equivalent, we now consider the emergence of both mesoscale structures (in
plant cells) and more complex, multicellular structures.
4.2.4.1. Mesoscale structures
As a first step we consider mesoscale cellulose structures that form the structural scaffold
of plant cell walls [33]. In most higher level plants, cellulose chains are extruded from a 6
x 6 arrangement of rosettes creating short, 36 chain crystalline units of cross section ≈ 3-6
nm [42]. To date the reason for relatively short crystalline units has not been explained.
However, based on the principles established in this work, it seems likely that they result
from charge induced disruption of the crystal lattice during the extrusion process. The result
is predicted to be a fractal assembly of crystalline units (induced by environmental fluctua-
tions), interspersed with amorphous cellulose and hemicellulose chains, which aggregate to
form ≈10-20 nm diameter composite nano-fibres [33, 42].
For a specific plant, the precise internal composition of these nano-fibres along with their
subsequent assembly into larger micron scale structures in the cell will be determined by the
levels of charge in the system. This means that in some circumstances, it is possible that at
low levels of charge, larger crystalline structures, up to the scale of the nanofibril, may exist
within some species of plant (or at specific positions within the plant). This level of detail
may not be resolved in averaging techniques associated with XRD or NMR analysis [42].
The hypothesis is supported by observations in aquatic plants such as Valonia (a genus of
green algae in the Valoniaceae family), where larger scale pure crystalline cellulose structures
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(≈ 50 nm cross section and > 500 nm in length) have been observed [43]. In this instance,
lower levels of CO2 in aquatic environments (compared to land based plants which are able
to absorb higher levels of atmospheric CO2), would be expected to result in lower levels of
charge induced disruption of the crystal lattice.
These principles are also valid at higher scales of assembly. For example, the internal
mesoscale fractal architecture of the structures observed in Fig’s 2-5 has its analog in the
fractal assembly of cellulose nano-fibres observed in the S2 layer of a Eucalyptus grandis cell
wall illustrated in Fig 15A. However, within the same cell [33], we see alternative structures,
such as the nematic assembly of cellulose nanofibres (Fig 15B) found in the S1 layer, which
we would expect under conditions where charge density drops significantly.
We conclude from these observations that plants have evolved to encode mechanisms which
tightly control levels of ionisation (which are at least to some extent independent of external
environmental conditions), which can be changed in an instant, resulting in the emergence
of the diverse arrangements of nano-fibres within a cell needed to meet the structural re-
quirements of the plant.
Figure 15: Mesoscale structure of crystalline cellulose in the S2 layer (A) and S1 layer (B) of a
Eucalyptus grandis fibre [33].
4.2.4.2. Cell duplication
In considering cell duplication, we find a precedent for its description in macroscopic quantum
processes. In previous work [5, 9, 40, 44], an example of duplication is given of the formation
of gravitational structures from a background medium of uniform mass density ρ. This
problem has no classical solution, since no structure can form and grow in the absence of
large initial fluctuations. By contrast, in the present quantum-like approach, the stationary
Schrödinger equation for an harmonic oscillator potential (which is the gravitational potential
created locally by a medium of constant density) does have confined stationary solutions.
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Solving for the Poisson equation yields a harmonic oscillator gravitational potential ϕ(r) =
2piGρr2/3, and the motion equation becomes the Schrödinger equation for a particle in a 3D
isotropic harmonic oscillator potential
D˜∆ψ + iD˜
∂ψ
∂t
− pi
3
Gρr2ψ = 0, (78)
with frequency
ω = 2
√
piGρ
3
. (79)
The stationary solutions [44, 49] are expressed in terms of the Hermite polynomials Hn,
R(x, y, z)α exp
(
−1
2
r2
r20
)
Hnx
(
x
r0
)
Hny
(
y
r0
)
Hnz
(
z
r0
)
, (80)
which depend on the characteristic scale
r0 =
√
2D˜
ω
= D˜1/2(piGρ/3)−1/4. (81)
The energy over mass ratio is also quantized as
En
m
= 4D˜
√
piGρ
3
(
n+
3
2
)
. (82)
The main quantum number n is an addition of the three independent axial quantum numbers
n = nx + ny + nz.
Fig 16 illustrates stationary solutions of Eq.78. The fundamental level or vacuum solution
(the vacuum is the state of minimal energy), defined by the quantum number n = 0, results in
a one-body structure with Gaussian distribution. Subsequent solutions imply that in case of
energy increase, the system will not increase its size, but will jump from a single to a double
structure n = 1, with no stable intermediate step between the two. As energy levels increase
further, the mode n = 2 decays into two sub-modes reflecting a chain and then a trapeze
structure. Whatever the scales in the Universe (stars, clusters of stars, galaxies, clusters of
galaxies), the zones of formation show in a systematic way these kinds of structures [9].
Taking an alternative perspective on successive solutions of the same time-dependent Schrödinger
equation in a 3D harmonic oscillator potential, Fig 17 shows how the system jumps from a
one-body to a two-body structure when the jump in energy takes the quantized value 2D˜ω.
Whilst this approach is particularly well suited to describe cell duplication, it is of course far
from describing the complexity of true cellular division. However, it serves as generic model
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Figure 16: Model of duplication, reproduced from Nottale [9]. These solutions have been simulated
by distributing points according to the probability density. n = 1 corresponds to the formation of
binary objects (binary stars, double galaxies, binary clusters of galaxies).
for a spontaneous duplication process of quantized structures, linked to energy jumps in the
presence of environmental fluctuations.
4.2.4.3. Multi-cell structures.
Extending the conditions of replication outlined in Fig’s 16- 17, one creates a ‘tissue’ of
individual cells, which can be inserted in a growth equation, which once again takes a
Schrödinger form. Its solution yields a new, larger scale of organization.
In biological systems such as plants, growth is characterized by fractal architectures, created
through bifurcation processes (Fig 6), which replicate structures found at the molecular to
nm-scale, but now with assembly at the scale of cells, the cell playing the role of the ‘quanta of
life’. The resulting multi-scale fractal architecture creates once again, the conditions required
for the formation of a complex velocity field V̂ , with varying energy levels (dependent on
local fractal geometries) across the entire plant. These conditions lead to the emergence of
quantized morphologies, with a range of boundary conditions dictating the wide range of
coherent and fractal structures we see in living systems.
One of the main interests of the macroscopic quantum-type approach is its capacity to make
predictions about the size of the structures which are formed from its self-organizing proper-
ties. In some cases, this depends only on the boundary conditions, i.e., on the environment
(in a biological context). Consider for example the free geodesics in a limited region of space.
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Figure 17: Scale relativity model of cell duplication, reproduced from Auffray and Nottale [5]. The
successive figures give the isovalues of the density of probability for 16 time steps. The first and
last steps (1, n = 0 and 16, n = 1) are solutions of the stationary (time-independent) Schrödinger
equation, whilst intermediate steps are exact solutions of the time-dependent Schrödinger equation
and therefore reflect only transient structures. The process is similar to bifurcation (Fig 6), where
the previous structures remain and add to themselves along a z-axis instead of disappearing as in
cell duplication.
The classical fluid equation would yield a constant probability density (i.e., no structure),
while the scale relativity description yields an equation similar to the Schrödinger equation
for a particle in a box, which is solved in one dimension in terms of a probability density
P = |ψ|2 = 2
a
sin2
(pi nx
a
)
. (83)
The multidimensional case is a product of similar expressions for the other coordinates. One
therefore obtains, at the fundamental level (n = 1), a peaked structure whose typical size is
given by its dispersion
σx =
a
2pi
√
pi2
3
− 2 ≈ 0.1807a (84)
and therefore depends only on the size of the box [5].
In other cases, the size depends on the fluctuation parameter D˜. For example, in the har-
monic oscillator solutions considered in Fig’s 6 and 16-17, the dispersion of the Maxwellian
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probability density distribution of the fundamental level is given by σ2 = ~/mω, where ω is
the proper frequency of oscillations, i.e., in the generalized case,
σ =
√
D˜
ω
(85)
The Planck constant ~ in standard quantum physics is determined by experimental ob-
servation, then used to predict outcomes in new experiments. We contemplate the same
approach in macroscopic quantum physics, even though the value of D˜, which is defined as
the amplitude of mean fractal fluctuations described by Eq.7 (which is defined as a diffusion
coefficient) is no longer universal.
For a given system, one expects the appearance of many different effects from such a macro-
scopic quantum-like theory, including, interferences, quantization of energy, momentum,
angular momentum, shapes, sizes, angles, etc., so that the constant D˜ can be measured from
any of these effects (e.g., the energy of the linear oscillator is En = (2n + 1)D˜ω) and then
taken back to predict the size (
√
D˜/ω for the linear oscillator) and other properties of the
system under consideration. In such a case, scales will be determined by the new definition
of the de Broglie length
λdeB = 2D˜/v, (86)
for a linear motion of mean velocity v, or by the thermal de Broglie length
λth = 2D˜/〈v2〉1/2, (87)
for a medium or an ensemble of particles.
Combining these ideas with the process of decoherence (Eq.62), we conclude that diffusion
processes play two key roles in macroscopic quantum processes. In the first case, D and ρ
collectively drive fractal structures in a scale dependent process, with molecular, nm and
cell scale fractal structures determining the value of V̂ and the emergent MQP
Q = −2D˜2 ∆
√
ρ√
ρ
. (88)
The subsequent emergence of ordered structures are in turn influenced by the external dif-
fusive force, which competes with internal macroscopic quantum forces in the decoherence
process.
When considering quantized morphologies, if internal forces (Eq.61)) are insufficient to main-
tain a coherent structure against environmental perturbation, we see decoherence associated
with collapse of the complex velocity field V̂ to its pointer states. This is reflected at macro-
scopic scales in the emergence of fractal structures, e.g., a fern (a fractal leaf), which still
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exhibits long range order, its DF being determined by the relative strength of the residual
field, a concept not incompatible with Pietak [50], who suggested that electromagnetic fields
goven leaf structure.
Beyond a critical point in the decline of charge density, charge will be insufficient to support
the emergence of a long range fractal architecture, i.e., long range fluctuations D˜ disappear,
along with the complex velocity field V̂ . This step equates to full macroscopic quantum
decoherence of the field. However, in most instances, charge is sufficient to disrupt the
formation of a crystal lattice, leading to the emergence of disordered tumour-like structures,
where external diffusive forces (Eq.60) dictate morphology.
The dual role associated with diffusive type processes offers a new fundamental insight into
the interplay between thermodymanics and macroscopic quantum processes and their role
in defining ordered structure at all scales.
Figure 18: Morphology of Rorippa aquatica leaves at 30oC (A) and at 20oC (B),
reproduced from Nakamasu et al [51].
It seems clear that changes in temperature and/or CO2 concentration (alongside other en-
vironmental conditions), have an important impact on plant structure in the evolutionary
process. As suggested for mesoscale assemblies of cellulose nano-fibres in the cell wall (Section
4.2.4.1), within an evolutionary context, evidence suggests that genes encode mechanisms
to control and maintain these conditions at all scales, with a range of macroscopic quantum
processes leading to the emergence of the wide range of structures (e.g., cell, stems, branches,
leaves, buds, flowers, seeds, pollen, fruits, pods) that we find in plants. Our suggestion that
these levels of control are at least to some extent independent of environment, is supported
by numerous examples of plants successfully introduced to climates different from those in
which they evolved. Under most circumstances we do not see a radical change in plant
morphology within a new environment. However, there are exceptions, with some plants
able to adapt their morphology to changes in the environment (heterophylly). In a recent
study by Nakamasu et al [51], changes in the morphology of leaves of North American Lake
cress (Rorippa aquatica) with temperature were reported. Fig 18A illustrates a coherent leaf
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morphology in a plant grown at 30oC. This contrasts with Fig 18B illustrating a highly
branched leaf grown at 20oC. These structures have their equivalence in Figure 3 and the
fractal structure observed in Figure 1f. This idea is supported by further work on Rorippa
aquatica [52], which shows that this variation in fractal dimension with temperature is a
progressive process.
This example highlights the role of the two competing variables (ρ and T ). The results
contrast with the Stage three experimental study (Section’s 4.2.1. and 4.2.2), where reduced
temperature (now at much larger scales and a smaller temperature differential) played a more
significant role than the reduction in charge. In this instance, reduced charge (resulting from
reduced CO2 solubility), overides the effects of the lower temperature, leading to collapse of
the macroscopic complex velocity field V̂ to its fractal pointer states, reflected in a dendritic
morphology.
6. Conclusions
We have developed an evidence based theory for the emergence of a range of structures
associated with plants (e.g. crystals, tumours, ferns, fungi, stems, seeds, flowers pods, fruits,
cells) through growth processes dictated by the presence of a fractal network of charges
directly linked to CO2 concentration. This leads to a charge induced geometric landscape
which dictate macroscopic fluctuations (D˜) and the emergence of macroscopic quantum
potentials (QN and QPOL), which drive macroscopic quantum processes and the emergence
of certain types of structure. This work raises the very real probability that CO2 is not
only the source of carbon for plant growth, it also has an important role to play alongside
competing environmental fluctuations, in defining plant structures at different scales.
At a range of plant scales, the strength of the dominant MQP (Eq 69) and associated
forces are a function of charge density ρ and the velocity field V̂ of a fluid in potential
motion, described in terms of a macroscopic complex wave function ψ = √ρ×eiA/~. The
strength of the MQP determines the type of structure, e.g. dendritic (fern-like) structures
or spherical (cell-like) structures. Whilst spherical structures emerge at the highest levels
of charge, dendritic structures signify the start of a macroscopic decoherence process to the
roots (pointer states) of a charge induced fractal network ‘the field’, which as we shall show
in future work, has its geometric equivalence in standard QM.
The macroscopic quantum processes we observe in plants take the form of a two compo-
nent [coherent (boson)-classical (fermion)] system, which has its equivalence in CRL and
HTSC [23]. Only bosons remain coherent at macroscopic scales. The assembly of molecules
(fermions) into plants operates within the framework of macroscopic fluctuations within a
coherent bosonic field V̂ , acting as a structuring force in competition with exterior poten-
tials φ (HE). Whilst the system is only partially coherent, many of the phenomena associ-
ated with standard quantum theory are recovered, including quantization, non-dissipation,
self-organization, confinement, structuration conditioned by the environment, environmental
fluctuations leading to macroscopic quantum decoherence and evolutionary time described
by the time dependent Schrödinger equation, which describes models of bifurcation and
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duplication. This work provides a strong case for the existence of a geometrically derived
quintessence-like behaviour [3], with macroscopic quantum potentials and associated forces
having their equivalence in standard QM and gravitational forces in general relativity.
As levels of charge decrease to a point where they are insufficient to form a MQP, we see
the dissapearance of macrosopic quantum behaviour. This is reflected in the first instance in
structures driven by pure dissipative processes, resulting in tumour-like structures. At yet
lower levels of charge, we see the elimination of charge induced disruption during molecular
assembly, leading to the emergence of nematic order and crystalline structures.
In conclusion, the presence or absence of macroscopic quantum forces is dictated by charge
and a combination of dissipative and quantum systems. At one level, dissipative systems
(environmental fluctuations) are critical to molecular assembly and the emergence of a fractal
network of charges, which drive the emergence of a MQP and ordered structures. At the same
time, the emergent structure is dependent on the relative contributions of charge density and
competing environmental fluctuations. These two processes are therefore inextricably linked
through both synergystic and competing relationships, dictating molecular assembly into
different structures.
These conclusions offer new insight into evolutionary processes in structural biology, with
selection at any point in time, being made from a wide range of spontaneously emerging
potential structures (dependent on conditions), which offer advantage for a specific organism.
This is valid for both the emergence of structures from a prebiotic medium and the wide
range of different plant structures we see today.
7. Future work
In this work we have given just a few examples of possible emergent structures. Future
work will focus on more detailed theory, modelling and controlled experimental studies to
determine the impact of atomic/molecular structure (including biopolymers), levels of charge,
pH and temperature on emerging structures.
The objective - to determine the full potential of growth processes in the development of
different structures, forming the foundations for an improved understanding of how to ma-
nipulate molecular and nm-scale particles into different structures and the development of
new materials from first principles. Examples include:
• The development of tunable fractal systems for a range of materials in applications
which require macroscopic quantum coherence, including HTSC, CRL and quantum
computing systems
• The development of cell duplication processes leading to a new multi-scale ‘cellular’
approach to the development of materials with different structures, which mimic bio-
logical systems.
• Improved crystallization processes.
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• Disordered media with different fractal dimensions and scales to create structures for
thermal or sound insulation and/or barriers to electromagnetic radiation, which are
tunable to a range of frequencies.
Work should also include studies on emergence of living structures from prebiotic media.
Success in this area may improve our understanding of processes involved in the origins of
life.
At a different level, multidisciplinary work to understand evolutionary processes in estab-
lished plants could also prove beneficial. Working within the limits of biological systems,
future work should consider environmental impacts on structure through more extensive tri-
als in heterophylic plants, including studies to independently vary temperature and levels of
CO2 concentration under controlled conditions.
A multidisciplinary approach is also required to target a more fundamental understanding of
the role of genes in setting the internal conditions within the plant that control structure at
different scales. This could have wide ranging applications in evolutionary biology and plant
breeding, including an improved understanding of both past and future adaptive responses.
As an example, success in this area could contribute to our understanding of the impact of
past and future climate change (temperature and CO2 concentration) on different species
and where appropriate (e.g. key agricultural species), support the identification of genetic
variants most adaptable to different environments including future climate change.
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