Do people have stable risk preferences? This important question has engaged normative (von Neumann and Morgenstern, [@B39]) and both computational (e.g., Kahneman and Tversky, [@B22], [@B36]; Tversky and Koehler, [@B37]; Birnbaum, [@B6]) and non-computational descriptive theories of judgment and decision-making (e.g., Brandstätter et al., [@B9]). The above theories differ, among other aspects, in how they conceptualize decision-making in general and risk preferences in particular. For instance, decision-making under uncertainty has been thought of as either a rational process through which an agent maximize "utility" (the perceived goodness of an option) or a process that translates objective, external utility into stable internal, subjective value. The stability (or instability) of risk preferences emerges as a by-product of such processes and conceptualization.

Here we would like to take a step back and consider the question from a different angle. A discussion about preference stability raises the question: where does the stability come from? If we start with the assumption that people have stable risk preferences, which cognitive processes underlie stable risk preferences? One obvious candidate for the origin of preference stability is memory. We need to remember -- to some level or other -- that we like something (e.g., wine) so to be able to prefer it to something that we like less (e.g., cider). In order to be able to make a choice between two options we at least need to be able to keep both options in short-term memory (STM) for long enough to make the decision. From a more long-term perspective the choices we have made -- and tend to make -- need to be remembered in order to reduce or avoid cognitive dissonance (Festinger, [@B13]) and develop a sense of self. LeDoux ([@B26], [@B27]) argues that the self is a representational structure emerging from integrative memory processes. We are one because our memory holds the pieces together, and it lets us integrate in the myriad of experiences we have, the things we see and the aspirations we have. Memory influences decision-making even when judgments are made "on-line" (i.e., while experiencing the to-be-assessed experience) and relying on memory becomes a relatively costly cognitive process (Aldrovandi et al., [@B1], [@B2]; for a review, see Hastie and Park, [@B14]). Accessibility -- the influence of the most easily retrievable information on judgment (e.g., Kahneman and Tversky, [@B22]) -- is so ubiquitous in its influence on judgments and decision tasks, that it is generally considered as a truism (cf. Schwarz and Vaughn, [@B32]). Most approaches and models therefore include memory processes amongst the cognitive precursors of judgment biases (e.g., Dougherty et al., [@B11]; Stewart et al., [@B35]; Weber and Johnson, [@B40]).

Thus, if we accept the claim that memory has a strong influence on judgments and decision-making, the question is then whether memory processes sustain the stability of our preferences across situations, contexts, and stimuli? We feel that the answer to this question is a resounding "no." In a nutshell, our memories are not stable, they are influenced by motivational and situational factors and they are highly malleable and changeable. Memory formation, encoding, and retrieval are susceptible to bias and it is increasingly accepted that affective states are highly reconstructive (e.g., Kemp et al., [@B23]). In this opinion letter, we will make three observations on why memory cannot sustain stability for risk preferences. First, we will discuss how memory biases how we summarize the quality of recent experiences -- hence influencing our choices and leading to preference instability. Second, memories for our preferences are highly distorted and highly reconstructed -- do we really remember what we prefer or do we prefer what we chose? Third, we will reflect on how long-term memory (LTM; what we know) influences STM (short-term memory; what we remember from a recent experience) -- "filling in the gaps" and hence potentially decreasing the correspondence between experience and choice.

Let\'s start with the discrepancy between experienced and remembered utility. How we summarize the quality of an experience can be very different from what we actually experienced. The work by Kahneman and colleagues suggests that how people summarize experiences in hindsight drives the choices they will make in the future; for instance, retrospective evaluations appear to be an important input into decisions to repeat (or not repeat) past experiences (e.g., Kahneman et al., [@B20]; Kahneman, [@B19]; Kahneman and Thaler, [@B21]). In medical settings, this influence of our memory can lead people to take bad choices and increase risk-taking. For instance, a large proportion of women who do not attend routine mammogram screening mention the remembered pain of previous screenings as the reason for their decision (Baines et al., [@B3]; Elwood et al., [@B12]). More strikingly, about 40% of patients who survived a cardiac arrest decide not to undergo future revival procedures -- and again this choice was largely due to the remembered discomfort of the treatment (Bedell et al., [@B4]). However, would people always take these risks? Evidence suggests that the same category of unpleasant and/or painful medical procedures can be remembered very differently, and that decisions about these can largely differ as a consequence. In an oft-cited clinical study, Redelmeier et al. ([@B30]) showed that adding an extra period of pain can actually improve the evaluation of a painful medical procedure. Patients undergoing colonoscopy were randomly assigned to either a control group, who underwent the standard procedure, or an experimental group. In the latter condition, the procedure was extended by leaving the apparatus in place for an average 2 min after the clinic examination was completed. This added experience was mildly uncomfortable -- but less painful than the preceding moments. As a result, the experimental group rated the colonoscopy as a whole as less painful than patients in the control group; the authors argued that this result was due to the final moments (recency in memory) being largely overweighed. Confirming the link between memory and decision-making, the patients from the experimental group were more likely to comply with screening recommendations -- and hence less likely to take the risky decision of forgoing future screening. On the same principle, Aldrovandi et al. ([@B2]) showed that simply inserting a 10-s interval between items presentation and evaluation largely reduces the impact of a negative word on the pleasantness rating for the list as a whole. A subsequent recall task showed that memory functioning was responsible for these evaluations -- as the delay effect on judgment was mediated by the drop in recall for the recency item (e.g., Bjork and Whitten, [@B7]). One could argue that memory biases retrospective evaluations only with affective and experiential stimuli, where it is possibly arduous to "extract" utility for each segment of the to-be-assessed experience. However, similar biases have also been observed with monetary sequences (pay outs; Langer et al., [@B25]), where one would expect affect to play less of a role and utility maximization to have a stronger effect. As a final and related point, preferences depend also on temporal proximity. The temporal proximity hypothesis (Soman, [@B34]) states that early (late) negative instances lower prospective (retrospective) evaluations more than late (early) ones. When evaluating an unfolding event, either primacy -- for prospective evaluations -- or recency effects -- for retrospective ones -- are observed.

Our memories for our preferences are distorted and highly reconstructed -- more in hindsight to justify the decisions than with foresight to determine what decisions we will take. Indeed, once a choice is made, how aware are people of the reasons that drove their decision-making? How much correspondence is there between the reasons that influence decision-making and those reported in retrospect? If people "construct" (cf. Shafir et al., [@B33]) reasons in order to make a decision, it could be argued that such reasons are available after an option is selected (or rejected). Recent evidence seems to suggest that people can be rather inaccurate in this respect. When thinking back about a choice scenario, it seems that people justify their decision-making depending on what they believe their choice was -- rather than their actual choice (Johansson et al., [@B18]; Henkel and Mather, [@B16]). Strikingly, people can go a full length in order to justify a choice they actually did not make, but were made to believe they did (Johansson et al., [@B18]). This meta-cognition inaccuracy about decisions seems also to influence memory for the features of the options in the choice scenario. Henkel and Mather ([@B16]) showed that positive features are more likely to be remembered as associated with the chosen option -- regardless of it being true or not (see also Brehm, [@B10]). Potentially, fuzzy-trace theory (FTT; Brainerd and Reyna, [@B8]) offers a memory-based theoretical framework to explain this apparent dissociation between recall and judgment -- and why people can be so inaccurate when thinking back about their decision-making. According to FTT, encountered information is encoded in two parallel -- and independent -- ways. On the one hand verbatim information includes item-specific and episodic aspects of the information. On the other hand, people encode a gist, a "general picture" of the information where the specific details are somehow more blurred. As these two different forms of representation are encoded, stored, and retrieved in an independent manner, dissociations can be easily observed. In the context of decision-making, if we assume that people make choices mostly on the basis of the gist they encode about the choice scenario, then it can be explained how they can be so inaccurate about its verbatim information (a similar approach is that of the value-account; Betsch et al., [@B5]). To sum up, memory for our preferences is highly distorted and reconstructed -- and these qualities make preferences highly unstable. Also, preferences are functional in that they can be used in hindsight to justify the decisions taken; this means, though, that preferences themselves are not always accessed to determine our decision-making. Decisions are then vulnerable to situational and contextual factors, and instability in decision-making under uncertainty is readily explained.

The influence of LTM on current task performance has been demonstrated extensively in research on false memories (e.g., Roediger and McDermott, [@B31]; Norman and Schacter, [@B29]; McDermott and Watson, [@B28]). More recently, studies have shown similar effects of LTM on episodic and STM in the visual domain (Hemmer and Steyvers, [@B15]; Heussen et al., [@B17]). When people are asked to reproduce the size of an apple that they have seen a few seconds ago, they are influenced both by the average size of fruit and by the average size of apples. These studies suggest that the influence of semantic knowledge on current task performance might be more prevalent than previously thought. The results also suggest that the more inaccurate the STM for an experience or some information, the more we will resolve to use LTM to "fill the gaps." In contrast, when STM is accurate (e.g., in primacy and recency positions), then LTM plays less of a role (Heussen et al., [@B17]). The ubiquity of this influence of LTM raises the question whether we remember our own preferences or we construct them from the norms we have experienced. Do I really prefer skiing on prepared slopes to off-piste snowboarding or is it just what one is supposed to prefer, given a certain age and responsibility? Further, decisions about a just-experienced event can be very different depending on the accuracy of our memory over the short term -- and how much it needs to rely on LTM.

Recent evidence has indicated that people do not have stable preferences for risk-taking, far from it. Many factors can influence the extent of one\'s tendency to take risky decisions; these include framing, accessibility in memory, and context among others (e.g., Kusev et al., [@B24]). Regarding the latter, a recent study has shown that people\'s risk preferences in financial settings were sensitive to context, i.e., to financial domain (Vlaev et al., [@B38]). The valence and complexity of the financial scenario influenced participants' decision-making. Risk preferences were stable within financial domains -- e.g., positive (salary, gamble to win), negative (gamble to lose and insurance) and positive-complex domain (investment and mortgage) -- but not across them. Participants did not display stable risk preferences; rather, they were largely influenced by the financial scenario at hand.

In conclusion, the evidence reviewed here suggests that although memory is clearly involved in the processes of judgments and decision, memory cannot be a good candidate to provide the stability of preferences. On the contrary, situational and contextual factors heavily influence memory processes and hence lead to unstable preferences. If preference stability does exist, memory is certainly not its basis.
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