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ON THE TREE STRUCTURE OF ORDERINGS AND
VALUATIONS ON UNITAL RINGS
SIMON MU¨LLER
Abstract. Let R be a not necessarily commutative ring with 1. In the present
paper we first introduce the notion of quasi-orderings on R, which axiomat-
ically subsumes all orderings and valuations on that ring. We proceed by
uniformly defining a finer relation ≤ on the set of all quasi-orderings on R,
thereby generalizing the respective notion known from valuation theory. Next,
we establish a tree structure theorem for all quasi-orderings on R, whose sup-
ports coincide. As an application of the tree structure theorem we obtain that
the set of all orderings and valuations on R can be realized by the spectrum
of a commutative ring with 1.
1. Introduction
Let K be a field. In [2, Chapter 7], Ido Efrat defines localities on K to be the
disjoint union of all orderings and valuations. Any locality λ induces a subgroup
Gλ of K
∗, namely
Gλ =


1 + Iv, if λ = v is a valuation
P\{0}, if λ = P is an ordering
Based on this, Efrat defines a finer relation on the set of all localities by declaring
λ1 ≤ λ2 :⇔ Gλ2 ≤ Gλ1 . His main result from this chapter states that the set of all
localities, equipped with this finer relation, forms a tree (cf. [2, Corollary 7.3.6]).
The aim of the present paper is to uniformly define a finer relation on the set of
all orderings and valuations on a (not necessarily commutative) ring with 1, and to
establish a tree structure theorem for a preferably large subset of this class. For this
purpose we work with quasi-orderings. Basically, quasi-orderings and localities are
the same object, except that the former class provides an underlying set of axioms.
They were introduced in [3] for fields and in [12] for commutative rings with 1.
The present paper is organized as follows: the subject of chapter 2 is to establish
quasi-orderings on arbitrary unital rings (Definition 2.2 and Theorem 2.16). In the
third chapter, we uniformly define a finer relation ≤ on the set of all quasi-orderings
R on such a ring R, which generalizes Efrat’s notion from above (Definition 3.1).
Moreover, we show that (R,≤) is a partially ordered set (Proposition 3.5). The aim
of chapter 4 is to prove that given a prime ideal q of R, the set of all quasi-orderings
with support q, denoted by Rq, forms a tree (Definition 4.1 and Theorem 4.9).
Furthermore, we are investigating possible extensions of this tree structure theorem
(Summary 4.21). This investigation is continued in chapter 5, where we study
special classes of quasi-orderings and their behavior with respect to ≤ (Definition
5.5 and Theorem 5.12). In the sixth and final chapter, we exploit the tree structure
theorem to prove that the set of all orderings and valuations on R can be realized
by the spectrum of a commutative ring with 1 (Theorem 6.6).
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2. (Non-commutative) Quasi-ordered Rings
In his note [3], Fakhruddin axiomatically introduced the notion of quasi-ordered
fields (K,), and proved the dichotomy that any such field is either an ordered
field, or a valued field (K, v) such that x  y ⇔ v(y) ≤ v(x) for all x, y ∈ K. This
result was generalized to commutative rings in [12] by first showing that any quasi-
ordering on such a ring R can be extended to its quotient field (modulo some prime
ideal), and then exploiting Fakhruddin’s dichotomy ([3, Theorem 2.1]). Obviously,
this approach does not work in the non-commutative case. For that reason the
following proof widely follows the original one from Fakhruddin.
Definition 2.1. A quasi-ordering on a set S is a binary, reflexive, transitive and
total relation  on S. Any quasi-ordering induces an equivalence relation ∼:= ∼
via
∀x, y ∈ S : x ∼ y :⇔ x  y and y  x.
We write x ≺ y if x  y and x ≁ y.
Definition 2.2. Let R be a unital ring, and  and ∼ as in Definition 2.1.
The tuple (R,) is called a quasi-ordered ring if for all a, b, x, y, z ∈ R :
(QR1) 0 ≺ 1,
(QR2) If 0  a, b and x  y, then axb  ayb,
(QR3) If 0 ≺ a, b and axb  ayb, then x  y,
(QR4) If z ≁ y and x  y, then x+ z  y + z.
The equivalence class of 0 (w.r.t.∼), denoted by q, is called the support of  .
We fix some ring R with 1. If not mentioned otherwise, let (R,) always denote
a quasi-ordered ring with support q := q. First, we show that any quasi-ordered
ring with −1 ≺ 0 is an ordered ring.
Lemma 2.3. Let x, y ∈ R such that x ∼ 0. Then
(1) x+ y ∼ y
(2) −x ∼ 0
Proof. This was already shown in [12, Lemma 2.2] and [12, Proposition 2.3]. 
Lemma 2.4. If x  0, then 0  −x.
Proof. Let x  0. If −x ≺ 0, then x  0 implies via (QR4) that 0  −x, a
contradiction. Hence, 0  −x. 
Lemma 2.5. Let x ∈ R and suppose that −1 ≺ 0. Then 0  x if and only if
−x  0. Moreover, either x ≺ −x or −x ≺ x for all x ∈ R\q.
Proof. If x  0, then 0  −x by Lemma 2.4. On the other hand, if 0  x, then
−x  0 by the assumption −1 ≺ 0 and axiom (QR2). The second assertion follows
immediately from the first one and the fact that x,−x ≁ 0, since 0 lies strictly
between x and −x. 
Definition 2.6. Let ≤ be a binary, reflexive, transitive and total relation on R.
Then (R,≤) is called an ordered ring if for all a, b, x, y, z ∈ R :
(O1) 0 < 1,
(O2) If 0 ≤ a, b and x ≤ y, then axb ≤ ayb,
(O3) If xy ≤ 0, then x ≤ 0 or y ≤ 0,
(O4) If x ≤ y, then x+ z ≤ y + z.
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Remark 2.7. The corresponding positive cone P := {x ∈ R : 0 ≤ x} satisfies
P + P ⊆ P, PP ⊆ P, P ∪ −P = R and that P ∩ −P =: qP is a completely prime
ideal ofR. Hence, the previous definition is consistent with the Artin-Schreier notion
of an ordering.
Proposition 2.8. Any ordered ring is a quasi-ordered ring.
Proof. We only have to verify (QR3). So suppose that 0 < a, b and axb ≤ ayb. The
latter implies a(x − y)b ≤ 0. Hence, from (O3) and the assumption on a and b, it
follows that x− y ≤ 0, i.e. x ≤ y. 
Proposition 2.9. Any quasi-ordered ring (R,) with −1 ≺ 0 is an ordered ring.
Proof. It suffices to verify axiom (O4). So suppose that x  y. This implies that
x − y  0. Indeed, either −y ∼ 0 and then x − y ∼ x  y  0 by Lemma 2.3; or
−y 6∼ 0 and then y 6∼ −y by Lemma 2.5, so x− y  0 follows from x  y via axiom
(QR4). The same reasoning shows that x− y  0 implies x+ z  y + z. 
It remains to show that quasi-orderings with 0 ≺ −1 correspond to valuations.
Definition 2.10. Let (Γ,+,≤) be a totally ordered and cancellative (and not
necessarily commutative) semigroup , and let∞ be a symbol such that∞ > Γ and
∞ =∞+∞ = γ +∞ =∞+ γ for all γ ∈ Γ.
A surjective map v : R→ Γ ∪ {∞} is called a valuation on R if for all x, y ∈ R :
(V1) v(0) =∞,
(V2) v(1) = 0,
(V3) v(xy) = v(x) + v(y),
(V4) v(x+ y) ≥ min{v(x), v(y)}.
We call Γv := Γ the value group of v, and qv := v
−1(∞) the support of v.
Proposition 2.11. Let (R, v) be a valued ring. Then (R,) is a quasi-ordered
ring with support qv, where x  y :⇔ v(y) ≤ v(x).
Proof. Clearly,  is reflexive, transitive and total, since the ordering ≤ on Γ has
these properties. Further note that v(1) = 0 < ∞ = v(0), thus 0 ≺ 1. This shows
that (QR1) is fulfilled. Next, we establish (QR2). From x  y follows v(y) ≤ v(x).
Hence,
v(ayb) = v(a) + v(y) + v(b) ≤ v(a) + v(x) + v(b) = v(axb),
and therefore axb  ayb. For the verification of (QR3), let 0 ≺ a, b and suppose
that y ≺ x, i.e. v(a), v(b) < ∞ and v(x) < v(y). Then v(axb) ≤ v(ayb). Note that
equality cannot hold, because then it follows via (V3) and cancellation in Γ that
v(x) = v(y), a contradiction. Hence, v(axb) < v(ayb), and therefore ayb ≺ axb. For
the proof of (QR4) we refer to the commutative case, cf. [12, Lemma 3.7].
Finally, x ∈ q if and only if v(x) = v(0) =∞, i.e. if and only if x ∈ qv. 
It remains to prove that every quasi-ordered ring with 0 ≺ −1 is a valued ring. So
suppose from now on that 0 ≺ −1.
Lemma 2.12. We have 0  x for all x ∈ R.
Proof. Suppose that x ≺ 0 for some x. Then 0  −x by Lemma 2.4, so from the
assumption 0 ≺ −1 and axiom (QR2) follows 0  x, a contradiction. 
Hence, in the case 0 ≺ −1, axiom (QR2) states that x  y implies axb  ayb for
all a, b ∈ R, and (QR3) that axb  ayb implies x  y for all a, b ∈ R\q.
Let H := (R\q)/ ∼ . We define multiplication on H by declaring [x] · [y] = [xy].
Furthermore, we order H by defining [x] ≤ [y] :⇔ y  x.
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Lemma 2.13. (H, ·,≤) is a totally ordered cancellative semigroup.
Proof. We first show that · is well-defined. So suppose that [x] = [x′] and [y] = [y′],
i.e. x ∼ x′ and y ∼ y′. From x ∼ x′ follows xy′ ∼ x′y′, and from y ∼ y′ follows
xy ∼ xy′. Hence, xy ∼ xy′ ∼ x′y′, and therefore [xy] = [x′y′].
By axiom (QR1), 1 ∈ R\q, and [1] ∈ H is easily seen to be the neutral element of
H. It is also clear that (H, ·) is associative, hence it is a semigroup.
Next, we show that H is totally ordered by ≤ . We first show well-definedness. So
suppose that [x] ≤ [y], and let a ∈ [x] and b ∈ [y], i.e. a ∼ x and b ∼ y. Then
[x] ≤ [y]⇔ y  x⇔ b  a⇔ [a] ≤ [b].
It is clear that ≤ is reflexive, transitive and total. For anti-symmetry suppose that
[x] ≤ [y] and [y] ≤ [x]. Then x ∼ y, i.e. [x] = [y]. Now suppose that [x] ≤ [y]. Then
y  x, thus, also ayb  axb, which implies [a][x][z] = [axz] ≤ [ayb] = [a][y][b].
Finally, suppose that [axb] = [ayb]. Then axb ∼ ayb, thus (QR3) yields that x ∼ y,
i.e. that [x] = [y]. This shows that H is cancellative. 
Due to our definition of valuations, we have to rewrite H additively. Thus, we
declare [x] + [y] := [xy]. Now consider the map
v : R→ H ∪ {∞}, x 7→
{
[x], x ∈ R\q
∞, x ∈ q
Lemma 2.14. Let (R,) be a quasi-ordered ring. Then it holds x+y  max{x, y}
for all x, y ∈ R.
Proof. As in the field case, see [3, Lemma 4.1]. 
Proposition 2.15. Any quasi-ordered ring (R,) with 0 ≺ −1 is a valued ring
(R, v), such that x  y ⇔ v(y) ≤ v(x). Moreover, q = qv.
Proof. We have already proven that Γv = H is an ordered, cancellative semigroup
(Lemma 2.13). By construction, v is surjective. Obviously, v(0) = ∞ and v(1) =
[1] = 0H by definition of v, so (V1) and (V2) are satisfied. For (V3) first of all
note that xy ∈ q if and only if x ∈ q or y ∈ q (by (QR3) and Lemma 2.12),
so w.l.o.g x, y /∈ q. Then v(xy) = [xy] = [x] + [y] = v(x) + v(y), as desired. The
axiom (V4) is immediately implied by the previous lemma. Hence, v is a valuation.
Moreover (w.l.o.g x, y ∈ R\q),
x  y ⇔ [y] ≤ [x]⇔ v(y) ≤ v(x).
Finally,
x ∈ qv ⇔ v(x) = v(0)⇔ x ∼ 0⇔ x ∈ q,
i.e. qv = q. This finishes the proof. 
The Propositions 2.8, 2.9, 2.11 and 2.15 imply:
Theorem 2.16. Let R be a ring with 1 and let  be a binary relation on R. Then
(R,) is a quasi-ordered ring if and only if it is either an ordered ring or else there
is a valuation v on R such that x  y ⇔ v(x) ≤ v(y).
Moreover, the support of the quasi-ordering coincides with the support of the order-
ing, respectively with the support of the valuation.
Remark 2.17. (1) A quasi-ordered ring (R,) is an ordered ring if and only
if −1 ≺ 0.
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(2) If a quasi-ordering  on R is induced by a valuation v on R, then v is
uniquely determined up to equivalence, for if v, w induce , then
v(x) ≤ v(y)⇔ y  x⇔ w(x) ≤ w(y).
So strictly speaking, quasi-orderings are either orderings or equivalence
classes of valuations. Note that for the sake of convenience, equivalent
valuations are usually identified with each other in the literature.
3. A Finer Relation on the Set of all Orderings and Valuations
In what follows let R always denote a ring with 1, and let
R := {⊆ R2 :  is a quasi-ordering on R}
denote the set of all quasi-orderings on R.
The perhaps most natural approach for a finer relation ≤ on R would be to declare
that 1 is finer than 2 if and only if x 1 y implies x 2 y, i.e. if and only if
1 ⊆ 2 . Note, however, that in this case 1 is an ordering if and only if 2 is an
ordering, since the sign of −1 would be the same for both quasi-orderings. A slight
modification yields:
Definition 3.1. Let R be a unital ring, and 1 and 2 quasi-orderings on R. We
say that 1 is finer than 2 (or 2 coarser than 1), written 1≤2, if and only
if
∀x, y ∈ R : 0 1 x 1 y ⇒ x 2 y.
Two quasi-orderings 1,2 are said to be comparable, if 1≤2 or 2≤1, and
otherwise incomparable.
Let us consider the 4 possible outcomes of the previous definition.
(1) If both quasi-orderings are orderings, we obtain that 1⊆2, i.e. that the
finer ordering 1 is contained in the coarser ordering 2 .
(2) If both quasi-orders are valuations, we obtain that 1 is a refinement of 2
in the usual sense (see for instance [5, Definition I.1.9]).
(3) The case where 1 is a valuation and 2 is an ordering cannot occur;
0 1 0 1 −1 would imply that 0 2 −1, a contradiction.
(4) If 1 is an ordering and 2 a valuation, we obtain that they are compatible
with each other in the usual sense.
Particularly, our uniform definition of finer generalizes Efrat’s one (cf. [2, p.69]).
Further note that according to Definition 3.1, an ordering P is finer than an ordering
Q if and only if P ⊆ Q, while for Efrat it is the other way round, i.e. if Q ⊆ P .
While this does not matter for fields, in the ring case there are proper inclusions of
orderings. Therefore, the finer ordering should be contained in the coarser one.
Remark 3.2. Via quasi-orderings, it is also possible to uniformly write down the
set Gλ that Efrat introduced (see introduction). Indeed, for a quasi-ordered field
(K,), we have
G = {x ∈ K
∗ : 1− x ≺ 1} ≤ K∗.
However, this set G is inconvenient to work with in a uniform way.
Our first aim is to show that ≤ defines a partial ordering on R.
Lemma 3.3. Let 1,2 ∈ R. Then 1≤2 if and only if 1 ∩ (R 10)
2 is con-
tained in 2 ∩ (R 20)
2.
Proof. Let 1≤2 and 0 1 x 1 y. Then x 2 y. Moreover, 0 1 0 1 x yields
0 2 x. Thus, 0 2 x 2 y. The converse implication is trivial. 
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Lemma 3.4. Let a, b ∈ R. If a  b ≺ 0, then 0 ≺ −b  −a. Moreover, if a ≺ b,
then −b ≺ −a.
Proof. Clearly 0 ≺ −a,−b by (QR4) and Lemma 2.3. It remains to show that
−b  −a. Assume for a contradiction that −a ≺ −b. Then a  b ≺ 0 ≺ −a ≺ −b.
Particularly, −a 6∼ b and b 6∼ −b. Via (QR4), it follows from a  b that 0  b − a,
and from −a ≺ −b that b − a  0. Hence, axiom (QR1) yields b − a ∼ 0, i.e.
−a ∼ −b. However, this contradicts the assumption that −b  −a.
For the moreover part let a ≺ b. Note that ∼ is preserved under multiplication
(cf. [8, Corollary 3.10]). So −a ∼ −b would imply a ∼ b, a contradiction. Thus,
−b ≺ −a. 
Proposition 3.5. (R,≤) is a partially ordered set.
Proof. Obviously, ≤ is reflexive. Next, suppose that 1≤2≤3, and let 0 1 x 1
y. From 1≤2 and Lemma 3.3 follows that 0 2 x 2 y. Thus, 2≤3 yields
that x 3 y. Therefore, 1≤3, i.e. ≤ is transitive.
We conclude by showing that ≤ is anti-symmetric. So suppose that 1≤2 and
2≤1 . Then Lemma 3.3 implies that 0 1 x 1 y ⇔ 0 2 x 2 y for all x, y ∈ R,
particularly 0 1 x ⇔ 0 2 x. So if 1 6=2, there exist (w.l.o.g) some x, y ∈ R
such that x 1 y ≺1 0, but y ≺2 x ≺2 0. Lemma 3.4 yields that 0 ≺1 −y 1 −x,
but 0 ≺2 −x ≺2 −y, a contradiction. Thus, 1=2 . 
4. A Tree Structure Theorem for Quasi-Ordered Rings
Here, we want to establish a tree structure theorem for quasi-ordered rings.
Definition 4.1.
(1) A partially ordered set (S,≤) is called a tree if and only if it has a maximum
and for every µ, λ, λ′ ∈ S with µ ≤ λ, λ, either λ ≤ λ′ or λ′ ≤ λ.
(2) A branch Si of a tree S is a maximal chain in S.
(3) The length of a branch Si is the ordinal that is isomorphic to Si.
Remark 4.2. Compared to the usual definition of a tree, we reversed the ordering
in Definition 4.1. This is due to the fact, that ≤ shall generalize the notion of coarser
from valuation theory, i.e. coarse valuations shall be great w.r.t. ≤ . Particularly,
trivial valuations shall correspond to maximal elements.
Unfortunately, as we will see, the whole set (R,) does in general neither admit a
maximum, nor satisfy the second property of a tree. In this chapter, we first prove
that for any prime ideal q of R, the set
Rq := {∈ R : q = q}
of all quasi-orders with support q, equipped with ≤, is a tree (Theorem 4.9). Af-
terward, we discuss why this fails for the entire set R.
Definition 4.3. A quasi-ordering  on R is called trivial if R/ ∼ has only two
elements (cf. Definition 2.1).
Remark 4.4. If  is a trivial quasi-ordering on R, then [0] = q, and [1] = R\q
by (QR1), i.e. x ∼ y for all x, y ∈ R\q. For each prime ideal q of R there is a
uniquely determined trivial quasi-ordering with support q, induced by the trivial
valuation with support q. We denote it by q .
Proposition 4.5. The trivial quasi-ordering q is the maximum of (Rq,≤).
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Proof. Let ∈ Rq, and suppose that q is not coarser than , i.e. that 0  x  y
but y ≺q x for some x, y ∈ R. The latter implies that y ∈ q. Since these quasi-orders
have the same support, we obtain that y ∼ 0, and therefore x ∼ 0. Thus, x ∈ q,
contradicting the fact that y ≺q x. Hence, q is coarser than  . 
Lemma 4.6. Let ,1∈ Rq such that ≤1 . Then 0  x if and only if 0 1 x.
Proof. The only-if-implication follows from Lemma 3.3. For the if-implication,
suppose that 0 1 x, and assume for a contradiction that x ≺ 0. Then 0 ≺ −x.
By Lemma 3.3, we obtain that 0 ≺1 −x. If 0 ≺ −1, applying axiom (QR3) yields
0  x, a contradiction. But if −1 ≺1 0, then 0 1 x implies via [8, Lemma 4.3]
that −x 1 0, again a contradiction. Thus, 0  x. 
Lemma 4.7. Let 0 ≺ x  y and 0  b. Then ax ≺ by and xa ≺ yb for any a ≺ b.
Proof. By (QR2) and (QR3), we obtain ax ≺ bx. So it suffices to show bx  by.
Assume for a contradiction that by ≺ bx. The contraposition of (QR2) yields y ≺ x
or b ≺ 0, either case contradicting the assumptions on x, y and b, respectively.
Thus, ax ≺ by. The same arguing shows that also xa ≺ yb. 
Proposition 4.8. For all quasi-orders ,1,2 ∈ Rq with ≤1,2, either
1≤2 or 2≤1 .
Proof. Assume for a contradiction that 1 and 2 are incomparable. Then we
find ai, bi ∈ R\q such that 0 1 a1 1 a2 but a2 ≺2 a1, and 0 2 b1 2 b2 but
b2 ≺1 b1. From Lemma 4.6 follows that 0  ai, bi, and so the same Lemma yields
that 0 1 bi and 0 2 ai. Hence, we have 0 2 a2 ≺2 a1 and 0 2 b2 ≺1 b1, and
therefore a1, b1 /∈ q. Thus, we even get 0 ≺1 a1 1 a2 and 0 ≺2 b1 2 b2.
Now Lemma 4.7 implies that a1b2 ≺1 a2b1 and a2b1 ≺2 a1b2. Since all ai, bi are
positive w.r.t. , the contraposition of ≤i yields a1b2 ≺ a2b1 and a2b1 ≺ a1b2,
a contradiction. Hence, 1≤2 or 2≤1 . 
Theorem 4.9. Let q E R be a prime ideal. Then (Rq,≤) is a tree.
Proof. By Proposition 3.5, (Rq,≤) is a partially ordered set. Its maximum is the
trivial quasi-ordering with support q (Proposition 4.5). By Proposition 4.8, given
a quasi-ordering ∈ Rq, its coarsenings in Rq are linearly ordered by ≤ . Thus,
(Rq,≤) is a tree. 
Corollary 4.10. The partial order
1≤
′2:⇔ 1≤2 and q2 ⊆ q1
yields a partition of R into |Spec(R)| many trees, where Spec(R) denotes the spec-
trum of R, i.e. the set of all its prime ideals.
Proof. Notice that 1≤2 implies q1 ⊆ q2. Thus, 1≤
′2 if and only if 1≤2
and q1 = q2. Therefore, ≤
′ partitions R into the |Spec(R)| many trees Rq. 
Example 4.11. We give two elementary examples for the tree structure theorem.
(1) It is a well-known fact that Z has a unique ordering ≤, whose support is
{0}. Moreover, it follows e.g. from [13, Theorem 2.1.4(a)], that every non-
trivial valuation with support {0} on Z is a p-adic valuation vp for some
prime number p. It is easy to see that the tree of quasi-orders with support
{0} of the integers is given by the following diagram, where v0 denotes the
trivial valuation with support {0}:
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v0
≤ v2 v3 . . .
(2) In [8, 3.25-3.27], we defined the rank of a (commutative) quasi-ordered ring
(R,) to be the order type of the maximal chain of valuations with support
q, which are coarser than  . Now let R = R[X ] and q = {0}. Note that
R has rank 1, where we define the rank rk(R) of R to be the maximal rank
of (R,) for a quasi-ordering  on R. Therefore, any branch of R0 consists
of the trivial valuation v0, possibly a finer valuation w, and possibly an
ordering which is finer than v0, respectively w. We give examples for each
of these possibilities.
Consider the following quasi-orders on R[X ] :
the Archimedean ordering Pa = {
∑
k≤j≤n
ajX
j : ak > 0} ∪ {0},
the non-Archimedean ordering Pna = {
∑
k≤j≤n
ajX
j : an > 0} ∪ {0},
the degree valuation vdeg : R[X ]→ Z ∪ {∞}, f 7→ −deg(f),
the valuation w : R[X ] → Z ∪ {∞}, 0 6= f =
∑
k≤j≤n ajX
j 7→
mink≤j≤n{j}.
Then the respective part of (R0,≤) looks as follows:
v0
vdeg w Pa
. . .
Pna
In general, the length of any branch is bounded by rk(R) + 1.
In the following, we discuss the failure of the tree structure theorem for (R,≤). As
a matter of fact, we can characterize all rings R such that (R,≤) is a tree.
Proposition 4.12. (R,≤) is a tree if and only if R has precisely one prime ideal.
Proof. The if-implication follows immediately from Theorem 4.9.
Conversely, suppose that R has at least two different prime ideals, and assume for a
contradiction that (R,≤) admits a maximum  . From Proposition 4.5 follows that
 must be trivial, say =q . Let q 6= p be another prime ideal. From p≤q
follows that p ( q. Let y ∈ q\p. Then 0 p 1 p y, but y ≺q 1, contradicting
p≤q . Thus, (R,≤) admits no maximal element, and is therefore no tree. 
Furthermore, via convexity of quasi-orderings, (convexity for valuations see for
instance [11, p. 194] or [5, Definition I.1.8]), we can determine all quasi-orderings
 ∈ R, that belong to the tree Rq.
Definition 4.13. Let M be an additive subgroup of R, and  a quasi-ordering
on R. We say that M is -convex, if and only if 0  x  y with y ∈ M implies
x ∈M.
Lemma 4.14. Let  ∈ R. Any -convex additive subgroup of R contains q
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Proof. Any additive subgroup M contains 0, and so by -convexity also q. 
Proposition 4.15. Let  be a quasi-ordering on R, and let q be a prime ideal of
R. The following are equivalent:
(1) q is -convex.
(2) ≤1 for some quasi-ordering 1 with support q.
(3) ≤q .
Proof. We first show that (1) implies (2) and (3). Let 0  x  y. We have to show
that x q y. For x ∈ q this is trivial. If x /∈ q, then y /∈ q by (1), and therefore
x ∼q 1 ∼q y.
If  is finer than some quasi-ordering 1 of support q, then it follows immediately
from Theorem 4.9 that ≤1≤ vq, and therefore ≤ vq. Thus, (2) implies (3).
Finally, we show that (3) implies (1). Suppose that 0  x  y ∈ q. Then also
0 q x q y by Lemma 3.3, and therefore x ∈ q. 
Corollary 4.16. Let q be a prime ideal of R. Then
R′q := { ∈ R : q is  -convex}
is a partially ordered set admitting a maximum, namely q .
Proof. This follows immediately from Proposition 3.5 and Proposition 4.15. 
However, even (R′q,≤) is in general not a tree. Consider for instance the maps
v : R[X,Y ]→ Z× Z, 0 6=
∑
i,j aijX
iY j 7→ mini,j{i(1, 0) + j(0, 1)},
w : R[X,Y ]→ Z, 0 6=
∑
i,j aijX
iY j 7→ mini,j{i+ j∞},
u : R[X,Y ]→ Z, 0 6=
∑
i,j aijX
iY j 7→ mini,j{j},
where Z× Z is equipped with the inverse lexicographic ordering. By [13, Theorem
2.2.1], which easily generalizes to the ring case, v, w and u are valuations on R[X,Y ].
Lemma 4.17. (1) v, w, u are all (Y )-convex.
(2) v ≤ w, u, but neither w ≤ u, nor u ≤ w.
Proof. In this proof, when we consider polynomials from R[X,Y ], we may without
loss of generality assume that they are monomials. This is due to the definition of
v, w and u.
(1) We have to show that if f ∈ (Y ) and g ∈ R[X,Y ] such that v(f) ≤ v(g),
then also g ∈ (Y ) (analogous for u and w). In either of these three cases,
this is easy to see.
(2) We first show v ≤ u. Suppose that u(g) < u(f). Then the power of Y in f
is bigger than the one in g. Thus, also v(g) < v(f). Hence, v ≤ u. Likewise,
suppose that w(g) < w(f). Then Y does not appear in g and either Y
appears in f or the power of X in f is strictly bigger than the power of X
in g. Hence, v(g) < v(f). Therefore, also v ≤ w.
Clearly w 6≤ u, since w ≤ u would imply that (Y ) = qw ⊆ qu = (0), a
contradiction. Now let f = X2 and g = X. Then w(g) = 1 < 2 = w(f),
but u(g) = u(f) = 0, i.e. u(g) 6< u(f). Thus, u 6≤ w.

The failure of both properties of a tree over (R[X,Y ],≤) can be visualized by the
following diagram:
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v
u w
v0 v(Y )
We conclude this chapter by showing that the statement of Theorem 4.9 can nev-
ertheless be improved (however, at the cost of uniformity). More precisely, we will
show that for any prime ideal q of R, the set R′′q of all valuations with support q
and all q-convex orderings is a tree. Note that Rq ⊆ R
′′
q ⊆ R
′
q ⊆ R.
By Proposition 3.5 and Proposition 4.15, it remains to verify that P ≤1,2 implies
1≤2 or 2≤1 for all P,1,2∈ R
′′
q . Note that we wrote P for an ordering,
because for a valuation the supports would coincide anyway by definition of R′′q .
We distinguish whether 1 and 2 are orderings or valuations.
If 1 and 2 are orderings, this is a standard result from real algebra. The case
where both 1 and 2 are valuations is covered by our proof from Proposition 4.8;
note that we did not use that the support of  is q there.
Therefore, we are left to deal with the case where P ≤ v,Q for some valuation v
with support q and some orderings P,Q such that q is convex with respect to the
two of them.
Lemma 4.18. Let v be a valuation and P,Q orderings on R, such that P ≤ v,Q.
Then Q ≤ v if and only if qQ ⊆ qv.
Proof. The only-if-implication is trivial. For the converse we have to show that
0 ≤Q x ≤Q y implies v(y) ≤ v(x). If x ∈ qQ ⊆ qv this is clear. If x /∈ qQ, then also
y /∈ qQ, so the fact that Q = P ∪ qQ yields that x, y ∈ P, i.e. 0 ≤P x ≤P y. But
then v(y) ≤ v(x) follows immediately from v ≤ P. 
Since the only if condition of the previous lemma is satisfied in our setting, we have
proven the following generalized tree structure theorem:
Theorem 4.19. (R′′q ,≤) is a tree.
Remark 4.20. Notice that for the proof of the previous theorem we only used
q-convexity to ensure that (R′q,≤) has a maximum. Hence, the set R
′′′
q of all
valuations with support q and all orderings with support contained in q is still
partially ordered by ≤, and satisfies the property that ≤1,2 implies 1≤2
or 2≤1 .
Summary 4.21. We summarize our results. Let R be a unital ring, q a prime
ideal of R, ≤ the finer relation from Definition 3.1, and ≤′ the partial ordering
introduced in Corollary 4.10.
(1) (R,≤) is a partially ordered set, where R denotes the set of all quasi-
orderings on R (Proposition 3.5).
(2) (Rq,≤) is a tree, where Rq denotes the set of all quasi-orderings on R with
support q (Theorem 4.9).
(3) ≤′ partitions R into |Spec(R)| many trees (Corollary 4.10).
(4) The set R′q of all q-convex quasi-orderings is a partially ordered set admit-
ting vq as a maximum (Corollary 4.16).
(5) The set R′′q of all valuations on R with support q and all q-convex orderings
on R is a tree (Theorem 4.19)
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(6) The set R′′′q of all valuations on R with support q and all orderings on
R with support contained in q is a partially ordered set, such that the
coarsenings of any of its members is linearly ordered by ≤ (Remark 4.20).
Note that R ⊇ R′q,R
′′′
q ⊇ R
′′
q ⊇ Rq.
5. Special and Manis Quasi-Orderings
In this chapter we generalize the notions of special and Manis valuations to the case
of quasi-orderings. We then study their interplay with our coarser relation ≤ and
with the tree structure of Rq. The main result of this chapter is Theorem 5.12.
Definition 5.1 ([11]). A valuation v on R is called a Manis valuation, if Γv is a
group.
Definition 5.2. [5, Chapter I, Definition 3] Let v be a valuation on R.
(1) The characteristic subgroup cv(Γ) of Γ with respect to v is the smallest
convex subgroup of Γ containing all elements v(x) with x ∈ R, v(x) ≤ 0,
cv(Γ) = {γ ∈ Γ : v(x) ≤ γ ≤ −v(x) for some x ∈ R with v(x) ≤ 0}.
(2) v is called special, if cv(Γ) = Γ.
For a valuation v on R denote by Iv := {x ∈ R : v(x) > 0} the valuation ideal
induced by v. The following lemma yields a characterization of special valuations,
which can be translated to quasi-orderings.
Lemma 5.3. ([5, Proposition I.2.2]) Let v be some valuation on R.
(1) qv ⊆ {r ∈ R : xr ∈ Iv for all x ∈ R}
(2) The following are equivalent:
(i) v is special,
(ii) qv = {r ∈ R : xr ∈ Iv for all x ∈ R}.
(iii) qv = {r ∈ R : rx ∈ Iv for all x ∈ R}.
Proof. The proof of (1) is trivial. For (2) we only have to show that (i) and
(ii) are equivalent, the equivalence of (i) and (iii) is proven analogously. First
suppose that v is special, and let r ∈ R such that xr ∈ Iv for all x ∈ R, i.e.
v(xr) = v(x) + v(r) > 0 for all x ∈ R. This implies v(x) > −v(r) for all x ∈ R with
v(x) ≤ 0. Thus, −v(r) /∈ cv(Γ). Since v is special, this yields that r ∈ qv.
For the converse, suppose that (ii) holds and assume for a contradiction that v is
not special. Then there is some γ ∈ Γ\cv(Γ), w.l.o.g γ ∈ v
−1(R\qv) (otherwise we
consider −γ). So we find some x ∈ R with v(x) = γ. Since γ /∈ cv(Γ), we know that
v(x) > 0. We claim that xr ∈ Iv for all r ∈ R. By (ii), this yields that x ∈ qv, the
desired contradiction.
So let r ∈ R, w.l.o.g v(r) < 0 < v(x). From v(x) /∈ cv(Γ) follows that −v(r) < v(x).
Hence, 0 < v(xr), i.e. xr ∈ Iv. 
Remark 5.4. By Definition 5.1 and Lemma 5.3, a valuation v on R
- is Manis, if and only if for every x ∈ R\qv, there is some y ∈ R, such that
v(xy) = v(1).
- is special, if and only if for every x ∈ R\qv, there is some y ∈ R, such that
v(xy) ≤ v(1).
Definition 5.5. Let (R,) be a quasi-ordered ring with support q, and define
R˜ := R\q. We call
(1)  a Manis quasi-ordering, if and only if ∀x ∈ R˜ ∃y ∈ R : 1 ∼ xy
(2)  a special quasi-ordering, if and only if ∀x ∈ R˜ ∃y ∈ R : 1  xy
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Notice that we might as well have defined special quasi-orderings by demanding
that 1  yx instead of 1  xy (cf. Lemma 5.3).
Obviously, any Manis quasi-ordering is special. Manis orderings are precisely the
orderings with maximal support.
Lemma 5.6. For an ordered ring (R,≤) the following are equivalent:
(1) (R,≤) is Manis.
(2) The support q≤ is a maximal ideal.
Proof. Let (R,≤) be Manis, i.e. for all x ∈ R\q there exists some y ∈ R\q such
that xy ∼ 1. This implies that for all 0 6= x ∈ R/q there exists some y ∈ R/q such
that xy = 1. Hence, R/q is a field, which yields that q is a maximal ideal. The
converse is proven likewise. 
Remarkably, special orderings were already introduced by Krivine in 1964 under the
name pseudo-corps ([7, p. 309]). For our purpose, the following characterization of
special quasi-orderings is important.
Proposition 5.7. (cf [6, Theorem 4.8] or [1, Proposition 13.2.7])
Let (R,) be a quasi-ordered ring. The following are equivalent:
(1)  is special.
(2) q is the only proper -convex ideal of R.
Proof. We first prove that (1) implies (2). Assume for a contradiction, that there
is a proper -convex ideal I of R such that q ( I. Let x ∈ I\q. Via (1), we find
some y ∈ R such that 0 ≺ 1  xy ∈ I, so by convexity, also 1 ∈ I, a contradiction.
Now suppose that (2) holds. Let x ∈ R\q, and denote by I the convex hull of the
ideal (x) in R, i.e. I is the ideal generated by all y ∈ R such that 0  y  z for
some z ∈ (x). Notice that I 6= q and that I is convex. So (2) implies that I = R,
i.e. 1 ∈ I. Thus, 1  z for some z ∈ (x), i.e. 1  xa for some a ∈ R. Thus,  is
special

Remark 5.8. If R is commutative, it can be further shown that a quasi-ordering
 is special if and only if R/q is cofinal in K := Quot(R/q) w.r.t. the quasi-
ordering E on K naturally induced by  (cf. [12, Proposition 2.7]).
Proposition 5.9. Let R be a unital ring and 1≤2 quasi-orderings on R.
(1) If 1 is special, then 2 is special.
(2) If 1 is Manis, then 2 is Manis.
Proof. From 1≤2 immediately follows that q1 ⊆ q2 . Let x ∈ R\q2. Then also
x ∈ R\q1. So we find some y ∈ R such that 0 ≺1 1 1 xy. Thus, 1≤2 implies
that 1 2 xy, i.e. that 2 is special. The proof of (2) is likewise. 
In particular, both these properties of quasi-orderings are preserved, if we are going
up a tree of quasi-orderings on (R,≤).
Definition 5.10. If a partially ordered set (X,≤X) is the disjoint union of partially
ordered sets (Xi,≤Xi)i∈I , we say that X is the ordered disjoint union of the Xi
if for all x, y ∈ X :
x ≤X y ⇔ ∃i ∈ I : x, y ∈ Xi and x ≤Xi y.
Definition 5.11. A subtree of a tree (S,≤) is a tree (T,≤T ) such that
(1) T ⊆ S and ≤T = ≤ ∩ T
2
(2) T is upward closed under ≤, i.e. if s, t ∈ S and T ∋ s < t, then also t ∈ T.
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Theorem 5.12. Let RS ⊆ R denote the set of all special quasi-orderings on R
and RSq these special quasi-orderings with support q. Then (R
S ,≤) is the ordered
disjoint union of the subtrees RSq of Rq for q ∈ Spec(R).
Proof. For any q ∈ Spec(R), the set RSq = R
S ∩Rq is clearly a tree, since Rq is a
tree (Theorem 4.9) and since the trivial quasi-ordering q is special. Moreover, by
Proposition 5.9(1), RSq is upward closed under ≤ . Hence, it is a subtree of Rq.
Clearly, RS is the disjoint union of the trees RSq . Now let 1≤2∈ R
S . We have
to show that 1,2∈ R
S
q for some prime ideal q of R. By Proposition 5.7, q := q1
is the only proper 1-convex ideal of R, particularly the only such prime ideal. By
Proposition 4.15, 1 only compares to quasi-orderings with support q. Thus, both
1 and 2 lie in Rq.
Therefore, RS is the ordered disjoint union of the subtrees RSq of Rq. 
Analogously, we can prove the same theorem for the set of all Manis quasi-orderings
on R. It is an improvement over Corollary 4.10 in the sense that for special quasi-
orderings, the partition into tree comes naturally. Recall that in the corollary, the
partial ordering ≤′ somewhat artificially forced the supports to be equal.
6. An Application of the Tree Structure Theorem
In this section we give two applications to the tree structure on Rq (Theorem 4.9)
and RSq (Theorem 5.12). First, we exploit it to deduce that both (R,≤
′) and
(RS ,≤) are spectral (Theorem 6.6 and 6.7), i.e. isomorphic to the spectrum of a
commutative ring with 1, partially ordered by inclusion. Hence, even if we start
off with a non-commutative ring R, its (special) orderings and valuations can be
realized by the prime ideals of a commutative ring.
Another, very immediate application of Theorem 4.9 is that dependency is an equiv-
alence relation on Rq (Proposition 6.9), where two quasi-orderings are called de-
pendent if and only if they have a non-trivial common coarsening.
In [9], Lewis shows that any tree satisfying Kaplansky’s properties ([9, Ch. III] or
(K1) and (K2) from Proposition 6.1 below) is not only spectral, but even isomorphic
to the spectrum of a Be´zout domain, i.e. a commutative domain in which the sum
of two principal ideals is again a principal ideal.
Proposition 6.1. The tree Rq has the following properties:
(K1) Every chain in Rq has a supremum and an infimum.
(K2) If 1<2 ∈ Rq, then we find some elements 3,4 ∈ Rq such that
(i) 1≤3<4≤2
(ii) there is no element of Rq strictly in-between 3 and 4 .
Proof. We first prove (K1). Let (i)i∈I be a chain in Rq, w.l.o.g I infinite. It’s
easy to see that the supremum is given by the union of all quasi-orderings such
that 0 ≺i −1 (i.e. such that i is a valuation), and the infimum either by the only
ordering (if (i)i∈I contains an ordering) or by the intersection of all i (else).
For (K2) let 1<2∈ Rq, and assume w.l.o.g that there are elements in Rq lying
strictly in-between 1 and 2 (otherwise we are done). Define
A := { ∈ Rq : 1≤<2}.
Then (A,≤) is a non-empty partially ordered set. Moreover, for any chain in A, its
union is an upper bound in A. Thus, by Zorn’s Lemma, there is a maximal element
 ∈ A. Hence, the choice 3 =  and 4 = 2 satisfies condition (K2). 
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Corollary 6.2. Let R be a ring with 1 and let q be a prime ideal of R. Then there
exists a Be´zout domain D such that (Rq,≤) ∼= (Spec(D),⊇) as partially ordered
sets.
Proof. This follows from [9, Theorem 3.1]. Notice that in our definition of a tree
we reversed the ordering (Remark 4.2), which is why ≤ corresponds to ⊇ here. 
Adapting the proof of Proposition 6.1 yields that the trees RSq (cf. Theorem 5.12)
are also order-reversing isomorphic to the spectrum of some Be´zout domain D.
Example 6.3.
(1) The tree (Z0,≤) of all quasi-orderings on Z with support 0 (cf. Example
4.11) is isomorphic to the spectrum (Spec(Z),⊇) of Z itself.
(2) The proof of [9, Theorem 3.1] is constructive, i.e. for any tree T satisfying
(K1) and (K2), an explicit Be´zout domain can be constructed such that its
spectrum is order-isomorphic to T.
Definition 6.4. A partially ordered set (X,≤) is called spectral, if it is order-
isomorphic to (Spec(S),⊆) for some commutative ring S with 1.
Corollary 6.5. (Rq,≤) and (R
S
q ,≤) are spectral for any q ∈ Spec(R).
Proof. [4, Proposition 8] states that a partially ordered set (X,≤) is spectral if and
only if (X,≤0) is spectral, where x ≤0 y :⇔ y ≤ x. Therewith, the claim follows
immediately from Corollary 6.2. 
Theorem 6.6. The partially ordered set (R,≤′) is spectral, where ≤′ denotes the
partial ordering introduced in Corollary 4.10
Proof. It is easy to see that, with respect to ≤′, R is the ordered disjoint union
of the spectral sets (Rq,≤)q∈Spec(R). The claim follows now immediately from [10,
Theorem 4.1]. 
Theorem 6.7. The partially ordered set (RS ,≤) is spectral.
Proof. This is proven just like Theorem 6.6. 
We conclude this chapter by showing that the tree structure on Rq also implies
that dependency is an equivalence relation on Rq.
Definition 6.8. Two quasi-orderings 1,2 on R are called dependent, if there
is a non-trivial quasi-ordering  on R such that 1,2≤ . Otherwise, we call
them independent.
Proposition 6.9. Dependency is an equivalence relation on Rq.
Proof. Reflexivity and symmetry are trivial. For transitivity suppose that 1 and
2, as well as 2 and 3 are dependent. Then there are non-trivial quasi-orderings
,′∈ Rq such that 1,2≤ and 2,3≤
′ . Hence, 2≤,
′ . Theorem 4.9
implies that (w.l.o.g) ≤′ . Thus, 1,3≤
′ . 
Acknowledgement
The results presented here are part of my PhD. I am grateful to my supervisor
Salma Kuhlmann for her dedicated support.
ON THE TREE STRUCTURE OF ORDERINGS AND VALUATIONS ON UNITAL RINGS 15
References
[1] Dickmann, M., Schwartz, N., Tressl, M., Spectral Spaces, Cambridge University Press, new
mathematical monographs: 35
[2] Efrat, I., Valuations, Orderings and Milnor K-Theory, Mathematical Surveys and Monographs
124, American Mathematical Society, 2006.
[3] Fakhruddin, S.M., Quasi-ordered fields, Journal of Pure and Applied Algebra 45, 207-210,
1987.
[4] Hochster, M., Prime Ideal Structure in Commutative Rings, Trans. Amer. Math. Soc. 142
(1969), pp. 43-60.
[5] Knebusch, M., Zhang, D., Manis Valuations and Pru¨fer Extensions I - A new chapter in
commutative algebra, Springer LNM 1791, 2002.
[6] Knebusch, M., Zhang, D., Convexity, valuations and Prfer extensions in real algebra, Docu-
menta Mathematica - Journal der Deutschen Mathematiker-Vereinigung 10, S. 1-109, 2005.
[7] Krivine, J-L, Anneaux prordonns, J. Analyse Math., 12:307326, 1964. 503, 504
[8] Kuhlmann, S., Mller, S., A Baer-Krull Theorem for quasi-ordered rings, Order (2018).
https://doi.org/10.1007/s11083-018-9465-4
[9] Lewis, W. J., The Spectrum of a Ring as a Partially Ordered Set, (1971). LSU Historical
Dissertations and Theses. 1935.
[10] Lewis, W.J. and Ohm, Jack, The Ordering of Spec R, Can. J. Math., Vol. XXVIII, No. 3,
1976, pp. 820-835.
[11] Manis, M. Valuations on a Commutative Ring, Proc. Amer. Math. Soc 20 (1969), pp. 193198.
[12] Mu¨ller, S., Quasi-ordered rings - A uniform approach to orderings and valuations, Comm.
Algebra 46, no. 11, pp. 4978-4984, 2018.
[13] Prestel, A., Engler, A. J., Valued Fields, Springer Monographs in Mathematics, 2005.
Fachbereich Mathematik und Statistik, Universita¨t Konstanz,
78457 Konstanz, Germany,
E-mail address: simon.2.mueller@uni-konstanz.de
