Texture is one of the most important features used to characterize and interpret mammographic images within the context of computer assisted diagnosis. As volumetric medical imagery such as digital breast tomosynthesis data, MRI or 3D-US are available for breast diagnosis, we are interested if state of the art 2D texture analysis methods can be extended to 3D, and furthermore, if these extensions can enhance the characterization of depicted lesions. Hence, we want to compare the discrimination ability of the 2D methods with their corresponding 3D extensions. Due to the lack of a sufficient amount of available annotated and histologically validated 3D medical datasets, a computer synthesized volumetric texture database was used to perform the experiments. Three setups were investigated for each texture analysis method: 2D texture on one representative single slice of the 3D-volume, a so-called 3D "intra-slice" approach, concatenating texture information from adjacent 2D-slices, and the so-called "3D inter-slice" approach. A genetic algorithm was used to select an optimal feature subset for each approach and setup. The classification performance of these subsets was evaluated using a SVM classifier. The classification accuracy ranged from 62% to 86% for the 2D approaches, from 66% to 91% for the 3D intra-slice approaches and from 70 % to 85 % for the 3D inter-slice approaches. For every approach one of the 3D setups outperformed the 2D setup. Hence, the extension to 3D enhances the classification accuracy on the synthesized volumetric texture database. In a next step these results have to be validated on real medical image data.
Introduction
Breast cancer is the most common cancer among women worldwide. 27% of all newly developed cancer diseases are caused by breast cancer [1] . Several studies have shown that early detection of breast cancer through periodic mammographic screening can reduce the mortality [2] . At this time, mammography is the most effective method available for breast cancer screening and hence for the diagnostic process. However, the low specificity for the discrimination between malignant and benign lesions in mammograms often demands further image based examination methods such as MRI or US. Nevertheless, today no single of the available imaging techniques is able to make an exact discrimination between benign and malign lesions. Hence, the biopsy of the lesion in combination with a histopathological examination remains the diagnostic gold standard. However, any biopsy obtained is an invasive procedure, and it has been noticed that only 20% to 30% of all biopsies show a malignant pathology [3] . These numbers show the necessity to improve the positive predictive value of mammography in order to reduce both, the costs of the examinations as well as the patients' discomfort.
Background and objective
One major drawback of digital and digitized mammography is the superposition of lesions by breast tissue. Especially for dense breasts a diagnosis solely based on mammographic images is hard to perform. Hence, additional imaging techniques such as MRI or US are used to clarify the diagnosis. Unfortunately, these techniques are not suitable for screening due to the high demands on spatial resolution, as well as time and costs. A new technique for mammographic imaging is the so-called digital breast tomosynthesis (DBT). This modality provides promising possibilities as it offers a 3D view of the breast tissue. DBT is a 3D imaging technology that acquires several 2D projection images of a compressed breast from multiple angles during a combined sweep of the X-ray tube and detector. This results in a series of slices of the different depth layers parallel to the detector surface. Because of this approach the limitation of overlapping can be overcome. Image 1 shows one example for a DBT-slice compared to a conventional mammogram.
As the notion of "texture" is one of the most promising methods to characterize and differentiate malign and benign lesions in mammographic imagery, the objective of the present study is to investigate if the extension of state of the art 2D texture analysis methods to 3D can enhance the characterization of lesions. Hence, we compare the discrimination ability of the 2D methods with their corresponding 3D extensions. Due to the current lack of a sufficient amount of 3D DBT datasets with corresponding clinical annotation and histological findings, a publically available computer synthesized volumetric texture database is used to perform the experiments.
Image 1
Left: Slice of a DBT-dataset. Right: Conventional mammogram.
Related work
Chen et al. [4] have proposed gray-level co-occurrence matrices (GLCMs) for the volumetric texture analysis of breast lesions on contrast-enhanced magnetic resonance images. Their experiments were performed on a data collection containing 121 patients (77 malignant, 44 benign). For 4 of the 14 features the 3D analysis yields significantly higher classification performances compared to the 2D analysis. Furthermore, the influence of the number of graylevels for binning and the effect of the number of neighboring voxels was investigated. It was stated that the use of G=16 and G=128 gray-levels lead to similar classification performances and that there were no substantial differences between the features calculated for a 6-, 18-or a 26-connected neighborhood. Kurani et al. [5] also investigated the usefulness of GLCMs for volumetric data. For the 3D case the GLCMs were calculated for 13 directions and five distances, resulting in 65 different GLCMs. From each GLCM ten features were computed. These features were then averaged over the 65 GLCMs, resulting in ten mean features for each image class. In contrast to the 3D features, the 2D features were calculated for four directions and five distances resulting in 20 GLCMs for each slice. Again, ten features were extracted from each GLCM. Finally, the 2D features were averaged over the number of GLCMs and the number of slices, resulting in ten features for each class. The values of the 3D features were extracted and analyzed for the backbone, heart, kidney, liver and spleen with respect to the range of the corresponding 2D features calculated for each slice. The dataset consisted of 344 coronal computer tomography scans from two patients. Kurani et al. [5] stated that 43 of 50 3D features were in the range of the corresponding 2D features.
The same workgroup applied Galloway's run length statistics to characterize volumetric texture in backbone, heart, kidney liver and spleen [6] . They calculated the 2D features for four directions and the 3D features for 13 directions. Again, the features were averaged over all directions resulting in 11 features for each of the five organs. They stated that 33% of 3D features fall in the range of the 1st and 3rd quantiles of the 2D features and that 58% of the 3D features are within the minimal and maximal value of their corresponding 2D feature.
Methods

Database
Due to the lack of a sufficient amount of 3D mammographic image datasets (DBT, 3DUS, MRI) with corresponding clinical annotation we make use of the RFAI 3D texture images database [7] . This database is publicly available and contains synthetic textured 3D images of 95 different classes. To build these classes, four different simulation approaches have been used. The first approach interpolates two or more 2D textures to obtain a 3D texture. The second approach randomly distributes geometric shapes to construct 3D textures. The third method applies the Fourier Transform and uses the power and phase spectrum to obtain the 3D textures. The last method constructs 3D textures by combining the three previous approaches.
For more details about the construction of these textures we refer to [7] .
Image 2 Texture classes used for our experiments
For each of the classes, 50 image samples are available: ten normal, ten with Gaussian blur, ten with Gaussian noise, ten with subsampling distortion, and ten with ran-dom rotations. All 3D texture volumes have the same size and consist of 64 x 64 x 64 voxels. For our experiments we selected nine image classes which all were computed using the interpolation approach. The aim was to select 3D textures with similar visual appearance as biological tissue appearing in DBT images. Image 2 shows one typical representative of each image class contained in our experimental database. The image samples with random rotation were not included in our experimental database because these samples could adversely affect the results of the 2D methods. Hence, our final experimental database consists of nine classes with 40 3D textures for each class, resulting in a total of 360 3D textures.
Features
For our experiments we investigate four state of the art 2D texture analysis methods. Haralick's gray-level co-occurrence matrices (GLCM) and the related feature set are probably the best understood and most commonly applied texture analysis approach [8] . A GLCM of an image or a region of interest is defined to be the distribution of cooccurring gray-level values at a given pixel distance d and relative direction α. Usually, the GLCM is constructed by using a set of different directions α at the same distance d.
The dimension of the GLCM is defined by the number of gray-levels N, resulting in a N x N GLCM. Since a GLCM is usually large and sparse, metrics of the matrix (e.g. entropy, variance, contrast, …) are used as texture features instead of the matrix entries. For this work, the 14 features proposed by Haralick are extracted from an average of the four GLCM obtained for d = 1 and α {0; 45; 90; 135}. The next investigated 2D texture analysis method are the sum-and difference histograms (SDH) supposed by M. Unser [9] . He proposed to use pixel sum and difference histograms as an alternative to Haralick's GLCMs. This approach decreases computation time and memory space complexity in comparison with the calculation of the GLCMs. Similar to GLCMs, SDHs are defined for a given pixel distance d and relative direction α. 15 features originally proposed by Unser are extracted from the averages of the four sum and the four difference histograms obtained for d = 1 and α {0; 45; 90; 135}. Additionally, we are investigating the run length statistics (RLS) supposed by Galloway [10] . A so-called "run" is defined as a set of consecutive, co-linear pixels with the same gray-level and the length of the gray-level run as the number of pixels in the run. Based on this definition, a run length matrix can be calculated for a given direction α, with element (i; j) of the matrix containing the number of runs in direction d with length j consisting of pixels having the same gray-level i. In order to get sufficiently high run length values, the number of gray-levels of the image is reduced to 64 intensity values. To extract texture features from a run length matrix, Galloway proposed to use metrics which are closely related to the ones suggested by Haralick et al. For this work a total of 20 features (five from each of the run length matrices for the directions α {0; 45; 90; 135}) are extracted. For definitions of these features, we refer to [10] 
Extension to 3D
To extend the 2D texture analysis methods to 3D several points have to be considered. The main difference is the neighborhood: Instead of calculating the GLCMs, SDHs and RLS for 4 independent directions as in the 2D case, for the 3D case 13 independent directions can be considered. In contrast to the GLCMs and SDHs, where the number of features remains equal compared to the 2D version, the 3D RLS method now extracts 65 features (five for each direction). To adapt the SGF method to 3D, the neighborhood for the connected region analysis is extended by the neighboring pixel in the previous slice and by the neighboring pixel in the next slice, resulting in a six-connected neighborhood. The number of extracted features remains the same as for the 2D case.
Experiment
To answer the question if an extension of 2D texture analysis methods to 3D can enhance the classification accuracy we compared three different approaches for each method. The first approach is the 2D texture method applied to the central slice of a 3D texture volume. The second approach applies the 2D method on each slice of the 3D texture volume. After that, the resulting features are averaged over all slices. This approach can be regarded as a 3D intra-slice approach. The last investigated approach we refer to as 3D inter-slice approach. This approach applies the 3D extended versions of the 2D texture analysis methods to the 3D texture volume. For each method and each approach we try to find an optimal feature subset from the extracted features. We use a genetic algorithm (GA) for this feature selection task. GAs are known for their ability to efficiently search large search spaces with little or no a priori information on their structure. A GA is defined by a problem representation, genetic operators, and an objective function. The basic idea of a GA is to evolve a population of candidate solutions (individuals) towards a problem solution using genetic operators. The evolution starts with an initial population of individuals and evolves in generations. For each generation, the fitness of every individual is determined using the objective function. Individuals are then selected from the cur-rent population based on their fitness. They are modified using genetic operators (e.g. mutation and crossover) and form a new population for the next iteration of the algorithm.
To get the classification accuracy of each feature subset we are using a support vector machine (SVM) and leavingone-out validation. A SVM is a class of related supervised learners used for classification as well as regression. The main idea of SVMs is to map feature vectors which cannot be separated by a hyperplane in feature space into a higher dimensional space where an optimal separating hyperplane can be found.
Results
The four presented 2D texture analysis methods (Section 2.2) applied to the three approaches (introduced in Section 2.4) yield 12 different setups. Hence, feature selection and evaluation was performed 12 times. The classification accuracy of all setups is summarized in Table 1 it is apparent that for each method at least one of the 3D approaches (intra-or inter-slice) outperforms the 2D approach. Except for the RLS method the 3D intra-slice approach yield the best performance. It is noticeable that the 3D inter-slice approach performs worse or equal for three of four methods. Averaging over all approaches, the method which performs best is SGF, followed by SDH and GLCM. In comparison to these methods RLS performs significantly worse.
Conclusion
We investigated if an extension of state of the art 2D texture analysis methods to 3D can enhance the classification accuracy. On a publicly available volumetric texture database consisting of synthesized 3D textures we compared the classification accuracy of the 2D implementation applied on a single slice with the accuracy of the 2D implementation applied to every slice averaged over all slices (3D intra-slice) and with the classification accuracy of the extended 3D implementation (3D inter-slice).
The results showed that except for the RLS features, the 3D intra-slice approach performed best for all texture analysis methods. Interestingly, the 2D approach performed equal or better for three of four methods compared to the 3D inter-slice approach. Hence, for our experiments the extension to 3D did not create added value. Looking at the RLS features, the reason that the 3D inter-slice RLS method performs best is because for this method the number of extracted features is increased for the extension to 3D. For RLS 20 features have been calculated for the 2D and 3D intra-slice approach compared to 65 features for the 3D inter-slice approach. For the other three methods the number of calculated features remains the same for all three approaches. We have shown that state of the art 2D texture analysis methods can be used to characterize 3D textures. Compared to the extended methods the 2D implementation seems to be the better choice. The classification accuracy can be increased if the 2D methods are applied on every slice of the 3D texture averaging the resulting feature values of all slices. Except for the RLS method a fully extension to 3D did not result in an improvement of the classification accuracy.
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