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The design and optimization of realistic architectures for fault-tolerant quantum computation
requires error models that are both reliable and amenable to large-scale classical simulation. Perhaps
the simplest and most practical general-purpose method for constructing such an error model is
to twirl a given completely positive channel over the Pauli basis, a procedure we refer to as the
Pauli twirling approximation (PTA). In this work we test the accuracy of the PTA for a small
stabilizer measurement circuit relevant to fault-tolerant quantum computation, in the presence of
both intrinsic gate errors and decoherence, and find excellent agreement over a wide range of physical
error rates. The combined simplicity and accuracy of the PTA, along with its direct connection to
the χ matrix of process tomography, suggests that it be used as a standard reference point for more
refined error model constructions.
PACS numbers: 03.67.Lx, 85.25.Cp
I. PAULI TWIRLING APPROXIMATION
The principal obstacle to large-scale quantum compu-
tation is the introduction errors caused by decoherence,
noise, leakage to non-computational states, incorrect im-
plementation of quantum gates, qubit loss, and inaccu-
rate state initialization and measurement. The standard
approach for mitigating these errros is to use a fault-
tolerant error-correction protocol, which enables arbi-
trarily large computations as long as the strength of the
errors are below a threshold value [1–5] and are not overly
correlated in space or time [6–10]. The fault-tolerant er-
ror threshold is a measure of the robustness of a quantum
computing platform and an estimate of its value is one
of the most important tasks for practical quantum com-
puter design.
A straightforward approach for calculating logical er-
ror rates and associated error thresholds would be to do a
full Hilbert space simulation of quantum codes of increas-
ing size, in the presence of decoherence and other errors,
but this approach quickly becomes intractable. This diffi-
culty can be circumvented by using special error models
that are efficient to simulate classically. The existence
of a broad class of these efficient error models, which in-
cludes the Pauli and Clifford channels, is provided by the
Gottesman-Knill theorem: This theorem states that any
quantum circuit consisting only of Clifford-group uni-
taries and measurement in the Pauli basis can be sim-
ulated classically in polynomial time [11, 12]. The cir-
cuits used to implement stabilizer-based error detection
and correction—in the absence of any errors—are im-
portant examples. However, after including decoherence
and intrinsic gate errors, which are required to assess
fault-tolerance and calculate error thresholds, the sim-
ulations are no longer efficient. By intrinsic we mean
an error, such as a unitary qubit rotation by the wrong
angle, which does not result from noise or decoherence.
The resulting inefficiency of classical simulation is the
main motivation for the widely used stochastic approach
of modeling nonideal stabilizer circuits by a sequence
of one- and two-qubit operations, each of which con-
sists the intended ideal Clifford gate, possibly followed
by a unitary “error” randomly drawn from the Pauli or
Clifford basis according to some probability distribution.
This approach raises several important questions for the
design and optimization of realistic quantum comput-
ing architectures: What set of error operations—which
can also include Pauli-basis measurement—should be al-
lowed? How should the probability distribution over that
set be determined? And how reliable is this entire ap-
proach?
A first step towards answering these questions was
taken recently by Magesan et al. [13] and by Gutie´rrez et
al. [14]. The focus of Refs. [13] and [14] is similar: Both
find the Pauli or Clifford channel closest (according to a
chosen norm) to a given target error channel subject to
a constraint that the approximation upper-bounds some
measure of the error. Here we take a different approach
by attempting to directly assess the accuracy of one of the
simplest known error model constructions—what can be
called the Pauli twirling approximation—when applied
to a realistic stabilizer measurement circuit.
The completely positive time evolution of an N ×N
density matrix can be represented by
ρ→ Λ(ρ) =∑
m
Em ρE
†
m, (1)
where the Em are N×N Kraus matrices. The process
Λ does not need to be trace preserving. Twirling [15–19]
a process Λ refers to the pre-multiplication of the input
state by an operation A, running the original process
Λ, and then post-multiplying by A−1; this procedure is
then averaged over a set of K operations A = {Ak}Kk=1.
Denoting the twirled process by Λ˜, we have
Λ˜
(
ρ
) ≡ 1
K
∑
A∈A
A−1 Λ
(
AρA−1
)
A. (2)
2In this work we will be interested in the case where ρ is
an n-qubit density matrix, N = 2n, Λ characterizes the
residual error associated with an ideal operation O, and
A is the n-qubit Pauli basis
An ≡ {I,X, Y, Z}⊗n (3)
consisting of the 4n distinct tensor products of Pauli ma-
trices I, X , Y , and Z. Twirling (1) over the Pauli basis
(3) results in a new map Λ˜ that is diagonal in the Pauli
basis [15–19],
Λ˜
(
ρ
)
=
∑
A∈An
pAAρA
†, (4)
where the pA are uniquely determined from the Kraus
matrices Em. If the process (1) is trace preserving, then∑
A∈An
pA = 1. (5)
However there are important error processes, such as
those including leakage, where
∑
A pA < 1. The expres-
sion (4) shows that the PTA maps every process to an
n-qubit Pauli channel. In this paper A refers to an ele-
ment of the Pauli basis An, with n ≥ 1, whereas a always
represents an element of A1:
a ∈ {I,X, Y, Z}. (6)
Thus we can write every A ∈ An as
A = a1 ⊗ a2 ⊗ · · · ⊗ an, where ai ∈ {I,X, Y, Z}. (7)
Twirling over the larger Clifford group has also been con-
sidered for the purpose of simplifying experimental pro-
cess tomography [16, 17].
There are several features that make the PTA espe-
cially practical for efficient error model construction:
1. The approxmation is generally applicable to any
single- or multi-qubit error process. It can be used
to model both decoherence and intrinsic gate er-
rors. Examples of each are given in Sec. II.
2. It is straightforward to apply, and, in many cases,
leads to simple analytic formulas for the Pauli-error
probabilities pA.
3. The resulting twirled channel is itself very sim-
ple, and contains far fewer terms than the most
general classically efficient channel allowed by
the Gottesman-Knill theorem. This simplifies
the large-scale Monte Carlo simulation of error-
corrected quantum computation with codes such
as Autotune [20].
4. The probabilities pA can also be directly measured
experimentally without complete process tomogra-
phy: They are the diagonal elements of the χ ma-
trix in the Pauli basis [16–19].
An important ingredient of the error model construc-
tions of Refs. [13] and [14] is the bounding property, that
the approximations do not overestimate (some measure
of) the channel fidelity. However, upper-bounding the
channel error does not necessarily upper-bound the logi-
cal error probability of a fault-tolerant computation, and
in this work we are more concerned with the reliability
of simulated logical error rates, especially well below the
error threshold. Although the PTA can underestimate
the logical error rate, we find that its performance when
applied to the four-qubit stabilizer circuit of Sec. III is
already suffifciently impressive that there is little room
for further improvement—at least for the small system
considered here. We will return to this issue in Sec. IV.
The organization of this paper is as follows: In Sec. II
we provide two example applications of the PTA. The
first is to a somewhat general model of decoherence
that includes non-Markovian dephasing, extending the
results of Refs. [21] and [22]. The second is to a high-
fidelity controlled-Z (CZ) gate designed for superconduct-
ing qubits. In Sec. III we consider a primitive error-
correction protocol, that of preserving a pair of qubits
in a single given Bell state. We calculate the error-
correction failure probability in the presence of decoher-
ence and intrinsic gate errors, both exactly and with the
PTA, and find remarkable agreement order a wide range
of physical error rates. Sec. IV contains our conclusions.
II. PTA EXAMPLES
In this section we apply the PTA to typical one-qubit
(Sec. II A) and two-qubit (Sec. II B) error channels.
A. Qubit decoherence
Here we apply the PTA to a model of single-qubit de-
coherence defined by the map
ρ =
(
1− ρ11 ρ01
ρ∗01 ρ11
)
→
(
1− ρ11e−t/T1 ρ01e−t/2T1e−(t/Tφ)1+α
ρ∗01e
−t/2T1e−(t/Tφ)
1+α
ρ11e
−t/T1
)
, (8)
which includes pure dephasing by classical noise with a
power spectrum
S(f) = const× 1
fα
, (9)
and which is non-Markovian (the time-evolutions do not
form a semigroup) if α 6= 0. This is described by the
channel
Λ
(
ρ
)
=
3∑
m=1
Em ρE
†
m, (10)
3with Kraus matrices
E1 =
(
1 0
0
√
1− γ − λ
)
=
1 +
√
1− γ − λ
2
I +
1−√1− γ − λ
2
Z,
E2 =
(
0
√
γ
0 0
)
=
√
γ
2
X +
i
√
γ
2
Y,
E3 =
(
0 0
0
√
λ
)
=
√
λ
2
I −
√
λ
2
Z, (11)
where
γ ≡ 1− e−tstep/T1 (12)
and
λ ≡ e−tstep/T1
[
1− e−2(tstep/Tφ)1+α
]
. (13)
Here we have assumed that (8) is to be applied to an
individual step in a quantum circuit, with time duration
tstep. The decoherence model (8) reduces to standard
T1,2 decoherence in the limit α→ 0 and
1
Tφ
→ 1
T2
− 1
2T1
. (14)
To apply the PTA to (8), we expand the Kraus matri-
ces (11) in the single-qubit Pauli basis [see (6)]
Em =
∑
a∈{I,X,Y,Z}
Γma a, (15)
where the coefficients Γma are given in Table I. Then (10)
is equivalent to
Λ
(
ρ
)
=
∑
a,a′∈A1
(∑
m
Γma Γ
∗
ma′
)
a ρ a′†. (16)
The PTA replaces (16) by the diagonal Pauli channel
Λ˜
(
ρ
)
=
∑
a∈{I,X,Y,Z}
pa a ρ a
†, (17)
with
pa ≡
∑
m
∣∣Γma∣∣2. (18)
Therefore, in the PTA the single-qubit decoherence
model (8) becomes
ρ→ (1− pX − pY − pZ) ρ
+ pX XρX + pY Y ρ Y + pZ ZρZ, (19)
where
pX =
γ
4
=
1− e−tstep/T1
4
≈ tstep
4T1
,
pY =
γ
4
=
1− e−tstep/T1
4
≈ tstep
4T1
,
pZ =
1
2
− γ
4
−
√
1− γ − λ
2
=
1
2
− 1− e
−tstep/T1
4
− e
−tstep/2T1e−(tstep/Tφ)
1+α
2
≈ 1
2
(
tstep
Tφ
)1+α
. (20)
The approximate expressions in (20) apply when tstep ≪
T1, Tφ.
TABLE I. Kraus matrix coefficients for decoherence.
Γma a = I a = X a = Y a = Z
m = 1 1+
√
1−γ−λ
2
0 0 1−
√
1−γ−λ
2
m = 2 0
√
γ
2
i
√
γ
2
0
m = 3
√
λ
2
0 0 −
√
λ
2
The Pauli channel (19) reduces to the depolarization
channel (pX = pY = pZ) if
λ = γ(1− γ), (21)
which occurs when
Tφ = T
crit
φ , (22)
where
T critφ ≡ t
α
1+α
step (2T1)
1
1+α . (23)
Condition (22) generalizes the usual Markovian-limit re-
quirement of T2 = T1 (or Tφ = 2T1) and is important
because it specifies a crossover in Tφ beyond which phase-
flip errors become subdominant to bit-flip errors (dephas-
ing no longer becomes harmful).
The decoherence model (8) is extended to n > 1
qubits by letting the index m in (1) be the n-tuple
(m1,m2, . . . ,mn), with mi ∈ {1, 2, 3}, and
E(m1,...,mn) = Em1 ⊗ Em2 ⊗ · · · ⊗ Emn , (24)
where the Emi are the single-qubit Kraus matrices given
in (11). Then
Λ
(
ρ
)
=
∑
m1,...,mn
Em1 ⊗ Em2 ⊗ · · · ⊗ Emn ρ
× E†m1 ⊗ E†m2 ⊗ · · · ⊗ E†mn , (25)
where ρ is an n-qubit density matrix. Using (15) leads
to the twirled multi-qubit decoherence channel
Λ˜
(
ρ
)
=
∑
a1,...,an
pa1a2···an a1⊗a2⊗· · ·⊗an ρ a†1⊗a†2⊗· · ·⊗a†n,
(26)
4where
pa1a2···an =
n∏
i=1
pai . (27)
Here the pai are the single-qubit PTA probabilties given
in (20).
B. Nonideal CZ gate
Next we consider a two-qubit error channel example,
that associated with the CZ gate of Strauch et al. [23]
for a pair of superconducting qubits or a qubit and res-
onator bus. The ideal CZ gate in the standard basis
{|00〉, |01〉, |10〉, |11〉} is
CZ ≡


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 . (28)
A detailed analysis of the intrinsic errors associated with
this gate is given in Ref. [24]. Here we consider a particu-
lar subset of error processes dominant in the qubit-qubit
case (assuming perfect auxiliary z rotations), and param-
eterize the nonideal CZ by the unitary
U =


1 0 0 0
0
√
1− E1
√
E1 e
iφ 0
0 −√E1 e−iφ
√
1− E1 0
0 0 0 − eiδ

, (29)
where E1 ≪ 1 is the nonadiabatic switching probability
between states |01〉 and |10〉, φ is an arbitrary phase an-
gle, and δ ≪ 1 is a controlled-phase error angle. Because
δ is an angle, the leading-order error associated with it
is of order δ2. The component of (29) in the {|01〉, |10〉}
subspace is assumed to be exactly unitary. The origins
of these errors are discussed in Ref. [24]. Note that (29)
does not include leakage out of the computational basis.
It is useful to relate the size of the errors E1 and δ to the
state-averaged gate fidelity [25, 26]
Fave (U,Utarget) ≡
Tr(U †U) +
∣∣Tr (U †targetU)∣∣2
20
, (30)
where U is the realized time-evolution operator (29) and
Utarget = CZ. We find that the intrinsic gate error
E ≡ 1− Fave (31)
is, to leading order,
E =
2
5
E1 +
3
20
δ2. (32)
To map U to a Pauli channel we write it as
U = V × CZ, (33)
where
V =


1 0 0 0
0
√
1− E1
√
E1 e
iφ 0
0 −√E1 e−iφ
√
1− E1 0
0 0 0 eiδ

 (34)
is the error. Expanding (34) in the two-qubit Pauli basis
A2 leads to
V =
1 + 2
√
1− E1 + eiδ
4
I +
1− eiδ
4
(
Z1 + Z2
)
+
i
√
E1 sinφ
2
(
XX + Y Y
)− i√E1 cosφ
2
(
XY − Y X)
+
1− 2√1− E1 + eiδ
4
ZZ. (35)
In the PTA we therefore model the CZ gate (29) by the
ideal gate (28) followed by the application of the two-
qubit Pauli error channel
ρ→ pI ρ+ pZ1Z1ρZ1 + pZ2Z2ρZ2 + pXX XXρXX
+ pY Y Y Y ρY Y + pXY XY ρXY + pYX Y XρY X
+ pZZ ZZρZZ, (36)
where
pI =
∣∣∣∣1 + 2
√
1− E1 + eiδ
4
∣∣∣∣
2
≈ 1− E1
2
− 3
16
δ2,
pZ1 = pZ2 =
∣∣∣∣1− eiδ4
∣∣∣∣
2
≈ δ
2
16
,
pXX = pY Y =
∣∣∣∣
√
E1 sinφ
2
∣∣∣∣
2
=
sin2 φ
4
E1 ≤ E1
4
,
pXY = pYX =
∣∣∣∣
√
E1 cosφ
2
∣∣∣∣
2
=
cos2 φ
4
E1 ≤ E1
4
,
pZZ =
∣∣∣∣1− 2
√
1− E1 + eiδ
4
∣∣∣∣
2
≈ δ
2
16
. (37)
III. BELL STATE PRESERVATION
In this work we do not simulate an actual encoded
qubit, but rather a system having a similar (but smaller)
stabilizer-measurement circuit. The physical layout of
the system we study is shown in Fig. 1. This arrange-
ment shows that the four-qubit system can be regarded
as a small section of surface code [27–29]. However, be-
cause the number of data qubits is equal to the number
of measured stabilizer generators, no logical qubits are
encoded.
A. Error correction protocol
Two data qubits, 1 and 2, are prepared in a Bell state
|B1〉 ≡ |00〉+ |11〉√
2
(38)
51
23
4
1
2
3
4
FIG. 1. (Color online) Physical layout of the four-qubit sys-
tem, emphasizing its relation to the surface code. Open circles
1 and 2 are data qubits, the blue (dark gray) filled circle 3 is
a z-type ancilla (syndrome) qubit, and the green (light gray)
filled circle 4 is an x-type ancilla. The numbered lines indi-
cate the presence of CZ gates and their sequence during each
error-detection cycle.
and subjected to amplitude and phase damping. We try
to preserve this state by repeatedly measuring the two-
qubit stabilizer operator ZZ, using ancilla (syndrome)
qubit 3, and the operator XX using a second ancilla
qubit 4. Ideal simultaneous measurement of these com-
muting operators projects the data qubits into one of the
four Bell states shown in Table II.
TABLE II. Simultaneous eigenfunctions of the stabilizer gen-
erators XX and ZZ with the corresponding ancilla qubit
readouts x3 and x4.
stabilizer state ZZ eigenvalue XX eigenvalue x3 x4
B1 = 2
− 1
2
(
|00〉 + |11〉
)
1 1 0 0
B2 = 2
− 1
2
(
|00〉 − |11〉
)
1 -1 0 1
B3 = 2
− 1
2
(
|01〉 + |10〉
)
-1 1 1 0
B4 = 2
− 1
2
(
|01〉 − |10〉
)
-1 -1 1 1
The Bell state preservation protocol we simulate is
shown in Fig. 2. After preparing the data qubits in
the state (38), a series of error-detection cycles are per-
formed. Each cycle consists of preparing the ancilla
qubits in the state |0〉, and performing an ancilla-assisted
measurement of ZZ and XX with the gates shown. Here
H is the Hadamard gate and the vertical lines are CZ
gates. We have rewritten the measurement circuit in
terms of the CZ gate (instead of the CNOT gate) for con-
venience of application to superconducting qubits [24].
The ancilla qubits are then measured in the diagonal ba-
sis, and the results (x3, x4) recorded. The cycle is re-
peated, without measuring or resetting the data qubits.
In the absence of any errors, (x3, x4) will be equal to
(0, 0) cycle after cycle. However decoherence and gate
errors lead to errors on the data qubits, ancilla qubits,
or both. In the low-error-rate limit, data qubit errors
are identified by a change of syndrome values from (0, 0)
to (0, 1), (1, 0), or (1, 1). The new values of (x3, x4) will
be observed until another error occurs. In this situation
H H H H
H H H H
|0 H H x 3 |0 H H x 3
|0 H H x 4 |0 H H x 4
...
1
2
3
4
FIG. 2. Quantum circuit for the Bell state preservation pro-
tocol. Data qubits 1 and 2 are initialized to state (38). The
stabilizer measurement cycle (dashed box) is repeated until
the ancilla qubits 3 and 4 return identical values (x3, x4) upon
measurement for three consecutive cycles. The resulting ob-
served values (x3, x4) are used to predict the state of the data
qubits, which are then measured in the Bell basis.
we can use Table II to predict the new state of the data
qubits. Although we cannot uniquely identify the phys-
ical error leading to an observed syndrome change (for
example, single-qubit errors Z1 and Z2 both change |B1〉
to |B2〉), it is still possible to correct the error—apply an
operation to return to |B1〉—if desired.
Errors can also occur on the ancilla qubits. For exam-
ple, if the data qubits are in the state |B1〉 but a bit-flip
error X4 occurs on qubit 4 immediately before readout,
then syndrome values (0, 1) will be observed, but it will
be incorrect to conclude that the data qubits are in state
|B2〉. However, unless the errors are correlated in time,
the syndrome values will return to (0, 0) the next cy-
cle. Thus, to protect against ancilla qubit errors it is
necessary to run several measurement cycles and ignore
single-cycle syndrome changes.
These observations motivate the following Bell state
preservation protocol: In each trial, which represents a
single experimental run, the data qubits are initially pre-
pared in state (38), and the error-detection cycle is re-
peated until three consecutive ancilla measurements yield
the same syndrome values
(x3, x4)final. (39)
Note that (39) is not necessarily equal to (0, 0) because
data qubit errors may have occured before the stable val-
ues are reached. At this stage one could use (39) to
predict the state of the data and hence the operation re-
quired to restore (38)—thereby “preserving” that initial
Bell state—but instead we simply compare that predic-
tion with a measurement of the data qubits in the Bell
basis. This measurement verifies the preservation and
completes the trail. It occurs after the final syndrome
measurement and is the only time the data qubits are
measured during the trial. The success probability for
this trial is given by the probability pB of observing the
predicted Bell state |B〉 upon measurement.
In what follows, we will be interested in the error-
correction failure probability
P ≡ 1− pB (40)
averaged over many trials, in the presence of decoher-
ence and intrinsic gate errors. The failure probability
(40) is similar to a logical error rate, and we calculate P
exactly—by direct simulation—and by using the PTA.
6B. Simulation results
There are three natural approaches to actually carry-
ing out the PTA simulations: The first is to generate
the Pauli errors stochastically and track their effects us-
ing stabilizer group techniques [11]; this is the standard
classically efficient approach used to calculate logical er-
ror rates and fault-tolerant thresholds. The second is to
generate the Pauli errors stochastically, but track their
effects through a full density matrix simulation; this (in-
efficient) option is simpler to implement but still requires
a careful analysis of sampling errors. In particular, it is
important to make sure that the error bars due to sam-
pling are smaller than any changes of or differences in P
of interest. The third approach, which we follow here, is
to fold the PTA-derived Pauli channels back into Kraus
maps, which are then implemented exactly. This is also
inefficient but avoids the introduction of Monte Carlo
sampling errors.
We have performed a variety of simulations and find
that the PTA is remarkably accurate. Representative re-
sults are shown in Fig. 3: Here the error-correction failure
rate (40) is plotted as a function of the decoherence rate,
for a wide range of intrinsic gate errors (31). The de-
coherence rate in Fig. 3 is changed by varying T1 with
T2 = T1 (and noise-spectrum parameter α = 0), and is
plotted, not as a function of T1 itself, but as a function
of the total probability
pstep ≡ pX + pY + pZ (41)
of a decoherence-induced error per step, where the pa are
the single-step Pauli error probabilities (20). Note that
in Fig. 3 (and Figs. 4 and 5, which also have T2= T1),
pstep ≈ 3tstep
4T1
. (42)
The single-step operation time is taken to be
tstep = 25 ns. (43)
Because there are nine steps per cycle in the measure-
ment circuit of Fig. 2, this value of tstep results in an
error-correction cycle time of 225 ns, a value appropriate
for superconducting architectures [29].
The nonideal CZ gate (29) is characterized by the three
parameters E1, δ, and φ. As discussed in Sec. II B, E1 is
the nonadiabatic transition probability between the |01〉
and |10〉 states, φ is the associated phase angle, and δ
is a controlled-phase error angle. In Fig. 3 we assume
that φ = 0. We do find a small degree of sensitivity to
this phase: For example, changing φ to pi4 (or
pi
2 ) leads
to the results shown in Fig. 4 (or Fig. 5); in these cases
the PTA accuracy is slightly worse. Note from (37) that
the value of φ determines the strength of two-qubit Pauli
errors of the form XX, XY, Y X, and Y Y, and that in
Fig. 4, the PTA always overestimates P but in Fig. 5 it
underestimates the case E1 = 10% but overestimates the
10-5 10-4 10-3 10-2 10-1
10-5
10-4
10-3
10-2
10-1
100
P
pstep decoherence
Exact    E
     0
    10-4
    10-3
    10-2
    10-1
PTA      E
     0
    10-4
    10-3
    10-2
    10-1
 = 0, T2 = T1
FIG. 3. (color online) Error-correction failure probability (40)
versus per-step decoherence rate, assuming T2 = T1. Here
pstep is the total probability (41) of a decoherence-induced
error per 25 ns step of the circuit of Fig. 2. The case where
there is decoherence present but no gate errors is shown in
black; the agreement is essentially perfect. In addition, E is
the total intrinsic gate error (31) equally distributed over the
two error mechanisms (characterized by E1 and δ) present in
the nonideal CZ gate (29). The explicit values of E1 and δ
used are provided in (44). The PTA values (open symbols) are
hardly distinguishable from the exact results (filled symbols).
others. The values of E1 and δ simulated are such that
they each lead to one half of the total intrinsic gate error
(31). Therefore we use
E1 =
5E
4
and δ =
√
10E
3
, (44)
which follows from (32).
In Figs. 3 and 4 we assume T2 = T1. This means that
the PTA maps the decoherence process to the depolariz-
ing channel with pX = pY = pZ. In Fig. 6 we show results
as in Fig. 3 but with T2 = 2T1, and in Fig. 7 we show
results for T2 =
1
2 T1. Both show excellent performance
of the PTA.
IV. CONCLUSIONS AND POSSIBLE
DIRECTIONS FOR FUTURE WORK
Although we did not calculate the actual logical er-
ror rate associated with an encoded qubit, our results
suggest that the performance of the PTA will be simi-
lar in that case for small topological codes. In fact the
performance found here is sufficiently good that there
is probably little room for further improvement in small
codes. However, it must be emphasized that the accu-
racy of the PTA may not extend to large-distance codes,
710-5 10-4 10-3 10-2 10-1
10-5
10-4
10-3
10-2
10-1
100  = /4, T2 = T1
pstep decoherence
P Exact    E
     0
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    10-3
    10-2
    10-1
PTA      E
     0
    10-4
    10-3
    10-2
    10-1
FIG. 4. (color online) Same as Fig. 3 but with φ = pi
4
.
10-5 10-4 10-3 10-2 10-1
10-5
10-4
10-3
10-2
10-1
100  = /2, T2 = T1
pstep decoherence
P Exact    E
     0
    10-4
    10-3
    10-2
    10-1
PTA      E
     0
    10-4
    10-3
    10-2
    10-1
FIG. 5. (color online) Same as Fig. 3 but with φ = pi
2
.
and this remains an important open question. It would
be interesting to go beyond the full Hilbert space simu-
lations reported here and develop analytical or numeri-
cal approximation methods, based on more conventional
many-body theory techniques, to calculate the logical er-
ror rates in large-distance codes for comparison with the
PTA and other efficient error models.
It would also be useful to understand why the PTA
works so well. For example, it is known that the “off-
diagonal” terms dropped in the PTA are upper-bounded
by the diagonal PTA probabilities pA [19]. Perhaps this
bound on their magnitude, combined with the fact that
these terms also come with phase factors that allow for
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FIG. 6. (color online) Error-correction failure probability
with T2=2 T1. The values of E1 and δ are determined from
Eq. (44).
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FIG. 7. (color online) Error-correction failure probability
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2
T1. The values of E1 and δ are determined by
(44).
partial cancellation, can explain our observation.
The PTA does not necessarily upper-bound the ac-
tual error. It does in some examples but does not in
others. However the violation is negligible in the small
system studied here, and in our opinion the accuracy of
the approximation is more important than the bounding
property. In addition, we have shown that the PTA can
be simply modified to make it upper-bound the error-
correction failure probability P : The modification is to
8take the largest PTA-derived probability
p0 ≡ max
A
{pA} (45)
for the process in question and construct a new Pauli
channel where all (non-trivial) errors occur with proba-
bility p0. But the accuracy of the resulting approxima-
tion is somewhat compromised.
The combined simplicity and accuracy of the PTA sug-
gests that, at a minimum, it be used as a starting point
for further refinements. For example, it might be possible
to develop an efficient protocol to perturbatively include
the leading order corrections to the PTA, i.e., the leading-
order effects of the neglected off-diagonal terms. Such an
approach might also allow one to assess the range of va-
lidity of the PTA and whether is breaks down in large
codes.
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