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The availability and quality of precipitation estimates is essential to the accuracy and reliability
of hydrological modeling studies. Difficulties in the representation of high rainfall variability over
mountainous areas using ground-based sensors make satellite-based precipitation products (SPPs)
attractive for hydrological studies over such regions, since these products are quasi-global and
available at high spatial resolution. Evaluation of several SPPs using rain gauge networks over ten
mountainous regions across the globe has shown their performance is highly dependent on
advancing the quality of primary data sources, one of which is passive microwave (PMW)
retrievals.
The evaluation of PMW retrievals is challenging, since it requires reference datasets with high
temporal and spatial resolution. This difficulty can be overcome through the use of experimental
ground radar (GR) X-band polarimetric radar observations. The Self-Consistent Optimal
Parameterization-Microphysics Estimation (SCOP-ME), an algorithm that uses best-fitted
functions of specific attenuation coefficients and backscattering differential phase shifts is used to
retrieve rainfall rates and microphysical characteristics from GR. GR deployments over
mountainous regions are used to evaluate the error characteristics of SCOP-ME retrieval and
provide high-resolution estimates of the 4D rainfall variability. These estimates represented the
benchmark precipitation dataset, which are then used in the error characterization and modeling of
the PMW retrievals. To understand the source of uncertainties, a sampling volume-matching
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methodology is implemented between PMW and GR. The PMW retrievals showed weaker
covariation than GR, with magnitude-dependent systematic error going from overestimation of
light precipitation to, mainly, underestimation of heavier precipitation.
Overall, these investigations indicated that PMW retrievals have uncertainties that necessitate
the use of error characterization and correction procedures, especially over complex terrain. This
called for error modeling of the PMW retrievals, which is conducted with quantile regression
forests (QRF), a nonparametric tree-based model. The ensembles generated through the QRF
model are validated by independent matchups of PMW and GR data from four complex terrains.
Validation of the error model is conducted in two ways, the k-fold and leave-one region out cross
validation techniques. The study showed that the error model significantly reduces both mean
relative error and the random component of the error compared to the original PMW products.
Moreover, it demonstrated transferability of this error model among complex terrain regions
around the globe, which will allow algorithm developers to integrate it to produce Level 3
products.

Characterization and Modeling of Satellite-Based Precipitation Uncertainty
over Complex Terrain

Yagmur Derin
B.Sc., Middle East Technical University, 2011
M.Sc., Middle East Technical University, 2014

A Dissertation
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
at the
University of Connecticut

2019
i

Copyright by
Yagmur Derin

2019

ii

APPROVAL PAGE
Doctor of Philosophy Dissertation

Characterization and Modeling of Satellite-Based Precipitation Uncertainty over Complex
Terrain

Presented by
Yagmur Derin, B.Sc., M.Sc.

Major Advisor _________________________________________________________________
Emmanouil N. Anagnostou

Associate Advisor ______________________________________________________________
Efthymios I. Nikolopoulos

Associate Advisor ______________________________________________________________
Marina Astitha

Associate Advisor ______________________________________________________________
Pierre Kirstetter

Associate Advisor ______________________________________________________________
Malaquias Peña

University of Connecticut
2019
iii

Acknowledgments
Undertaking this PhD has been a truly life-changing experience for me and it would not have
been possible to do without the support and guidance that I received from many people.
I would like to first say a very big thank you to my major advisor Prof. Emmanouil Anagnostou
(Manos) for all the support and encouragement he gave me but most importantly for making me
feel important and not like a nuisance. I am the luckiest PhD student ever to have him as my
advisor, mentor and an amazing friend. His endless support and patience has opened numerous
doors and opportunities for me that I never would have had. Manos thank you so much when all I
could see was darkness and self-doubt you show me the way to the light at the end of the tunnel. I
cannot thank you enough but thank you, thank you for all you’ve done for me. Most importantly
thank you for believing in me.
Besides my advisor, I would like to thank several people who made me grow professionally
during my PhD. I would like to thank Dr. Marios Anagnostou and Dr. John Kalogiros for their
patience and guidance, but most importantly introducing me to the world of radar meteorology. I
would like to thank the rest of my thesis committee: Prof. Efthymios Nikolopoulos, Prof. Pierre
Kirstetter, and Prof. Marina Astitha, for their insightful comments and encouragement, but also
for the hard questions which incented me to widen my research from various perspectives. A
special thank goes to Prof. Efthymios Nikolopoulos for our long chats at the office, your insight
and experience help me more than you can imagine. I would like to extend my gratitude and
appreciation to Prof. Pierre Kirstetter for being amazingly patient and providing help whenever
needed.

iv

A big thanks goes to my best friend Ozge Can. I don’t think I could have survived last two
years without your support and our long chats. I am deeply grateful and thankful to my loving
family. I would like to thank my mother Nejla Derin, my father Bayram Derin and my brother
Emre Derin for their never-ending support and love. Thank you for enduring all the harsh moments
and enjoying happy moments together during this period, without your support this could not be
achieved.
Finally, I would like to thank Dana Parr, who has been by my side throughout this PhD, living
every single minute of it, and without whom, I would not have had the courage to finish this
journey. And last but not least, I would like to thank to my sweet puppy (Eevee) for being such a
good girl. I aspire to be the person she thinks I am.

v

“All we have to decide is what to do with the time that is given us.”
― J.R.R. Tolkien

vi

Table of Contents
1.

Executive Summary ................................................................................................................ 1

2.

Multiregional Satellite Precipitation Products Evaluation over Complex Terrain ................. 8
2.1.

Introduction ...................................................................................................................... 8

2.2.

Study areas and data ....................................................................................................... 13

2.2.1.

Study domains and rain gauge datasets .................................................................. 13

2.2.2.

Satellite-based precipitation products ..................................................................... 17

2.3.

Procedure and Methodology .......................................................................................... 21

2.4.

Evaluation of Long-term TRMM-era SPPs ................................................................... 23

2.4.1.

Annual comparisons................................................................................................ 25

2.4.2.

Seasonal comparisons ............................................................................................. 26

2.4.3.

Daily comparisons .................................................................................................. 27

2.4.4.

Products accuracy and uncertainty.......................................................................... 28

2.5.

2.5.1.

Evaluation of Rain Occurrences ............................................................................. 31

2.5.2.

Evaluation of Rain Rates ........................................................................................ 38

2.5.3.

Discussion ............................................................................................................... 41

2.6.

3.

Evaluation of Short-term GPM-era SPPs ....................................................................... 30

Conclusions .................................................................................................................... 44

2.6.1.

Long-term TRMM-era SPPs ................................................................................... 44

2.6.2.

Short-term GPM-era SPPs ...................................................................................... 46

Evaluation of X-Band Dual Polarization Radar-Rainfall Estimates from OLYMPEX ........ 63
3.1.

Introduction .................................................................................................................... 63

3.2.

Study Region and Datasets............................................................................................. 66

3.2.1.

Study Region ........................................................................................................... 66

3.2.2.

Datasets ................................................................................................................... 67

3.2.3.

X-Band Radar Rainfall Estimation Algorithm ....................................................... 69

3.3.

Evaluation Methodology ................................................................................................ 72

3.4.

Results ............................................................................................................................ 75

3.4.1.

Attenuation and VPR Correction ............................................................................ 75

3.4.2.

Rain Rate Retrieval ................................................................................................. 79

3.4.3.

Rainfall DSD Parameters ........................................................................................ 83

3.5.

Discussion ...................................................................................................................... 84
vii

3.6.

Conclusions .................................................................................................................... 87

4. Passive Microwave Rainfall Error Analysis Using High-Resolution X-Band DualPolarization Radar Observations in Complex Terrain ................................................................ 102
4.1.

Introduction .................................................................................................................. 102

4.2.

Data and Study Regions ............................................................................................... 107

4.2.1.

Satellite sensors ..................................................................................................... 107

4.2.2.

Rainfall Retrievals ................................................................................................ 108

4.2.3.

GPROF.................................................................................................................. 110

4.2.4.

CDRD and PNPR.................................................................................................. 111

4.2.5.

Study areas and ground reference datasets ........................................................... 112

4.2.6.

Collocation of Satellite Retrievals with the Ground Reference ............................ 116

4.3.

Evaluation Methodology .............................................................................................. 118

4.4.

Dataset Analysis ........................................................................................................... 119

4.5.

Discussion .................................................................................................................... 128

4.6.

Conclusions .................................................................................................................. 131

5. Modeling Passive Microwave Precipitation Retrieval Error over Complex Terrain using a
Nonparametric Statistical Technique .......................................................................................... 153
5.1.

Introduction .................................................................................................................. 153

5.2.

Data and Study Regions ............................................................................................... 156

5.2.1.

Study Areas ........................................................................................................... 156

5.2.2.

Ground Reference Precipitation Dataset ............................................................... 158

5.2.3.

PMW Retrieval Precipitation ................................................................................ 158

5.2.4.

ECMWF datasets .................................................................................................. 161

5.2.5.

Terrain Elevation .................................................................................................. 161

5.3.

Methodology ................................................................................................................ 162

5.4.

Results .......................................................................................................................... 165

5.4.1.

Sensitivity Analysis .............................................................................................. 165

5.4.2.

Evaluation of the accuracy of the QRF-generated Ensemble ............................... 167

5.4.3.

Evaluation of the QRF error-corrected K-fold and LRO Rainfall Rates .............. 168

5.5.

Conclusions .................................................................................................................. 170

6.

Concluding Remarks ........................................................................................................... 182

7.

REFERENCES ................................................................................................................... 185

viii

List of Figures
Figure 2-1 Geographic locations of the study regions .................................................................. 52
Figure 2-2 Mean annual precipitation over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d)
Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas for every SPP (Note that red line denotes mean annual precipitation for rain
gauges). Cold season days are included to understand the performances of the total precipitation
quantity of the products. Horizontal red line represents the area-average rain gauge precipitation,
green represents the reanalysis product, blue (red) colors represent the gauge-corrected
(unadjuasted) SPPs........................................................................................................................ 52
Figure 2-3 Mean monthly time scale over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d)
Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas for every product. Cold season days are included to understand the performances
of the total precipitation quantity of the products. The thick black line represents the area-average
rain gauge precipitation, green solid line represents the corresponding reanalysis product, blue
colors represent the gauge-corrected SPPs and red colors represent the unadjusted SPPs. ......... 53
Figure 2-4 Probability density function by occurrence of daily precipitation for cases with different
intensities for all SPPs over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e)
Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas.
Cold season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky Mountains,
and Nepal/Himlayas. Blue colors represent the gauge-corrected SPPs and red colors represent the
unadjusted SPPs. ........................................................................................................................... 54
Figure 2-5 NMRV and NFASRV values over (a) Alps, (b) French Cevennes, (c) Peruvian Andes,
(d) Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas and every SPP (bold colors represent NMRV and faded colors NFASRV). Cold
season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky Mountains, and
Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red colors represent the
unadjusted SPPs. ........................................................................................................................... 55
Figure 2-6 Mean relative error of unconditional (bold colors) and 99th quantile (faded colors) of
the rain gauge over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e) Turkey, (f)
Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas for every
SPPs. Cold season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky
Mountains, and Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red colors
represent the unadjusted SPPs. Sample size of the datasets for both unconditional and conditional
cases provided under region text................................................................................................... 56
Figure 2-7 Central root mean square error of unconditional (bold colors) and 99th quantile (faded
colors) of the rain gauge over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e)
Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas
for every SPP. Cold season days are excluded for regions Alps, French Cevennes, Turkey, US
Rocky Mountains, and Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red
colors represent the unadjusted SPPs. Sample size of the datasets for both unconditional and
conditional cases provided under region text................................................................................ 57
ix

Figure 2-8 Mean daily precipitation (mm/hour) vs. rain gauge elevation (m) for (a) the Italian Alps,
(b) the French Cévennes, (c) the Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian
Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j) California. Faint colors
represent higher-elevation rain gauge values ................................................................................ 58
Figure 2-9 PDFs by occurrence of daily precipitation for cases with different intensities for all
SPPs over (a) the Italian Alps, (b) the French Cévennes, (c) the Peruvian Andes, (d) Turkey, (e)
the Blue Nile, (f) the Colombian Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and
(j) California.................................................................................................................................. 59
Figure 2-10 NMRV (blue boxplots) and NFASRV (red boxplots) values over (a) the Italian Alps,
(b) the French Cévennes, (c) the Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian
Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j) California for rain gauges and
every SPP (blue represents NMRV and red represents NFASRV). For regions that has elevation
groups, higher-elevations are represented by faded bars. ............................................................. 60
Figure 2-11 Mean relative error of daily precipitation for different quantiles of rain gauge and SPP
average precipitation values for all SPPs over (a) the Italian Alps, (b) the French Cévennes, (c) the
Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian Andes, (g) Taiwan, (h) the U.S.
Rocky Mountains, (i) Nepal, and (j) California. ........................................................................... 61
Figure 2-12 Centralized root mean square error of daily precipitation for different quantiles of rain
gauge and SPP average precipitation values for all SPPs over (a) the Italian Alps, (b) the French
Cévennss, (c) the Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian Andes, (g)
Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j) California. ......................................... 62
Figure 3-1 Topographic map of the study region-the OLYMPEX campaign. The solid circles on
the map represent in-situ collocated gauges and APU disdrometers. ........................................... 93
Figure 3-2 Attenuation corrected horizontal reflectivity ZH (a and b) and differential reflectivity
ZDR (dB) (c and d) comparison for lowest elevation angle (a and c) and highest elevation angle
(b and d) between disdrometer and DOW for closest APU disdrometers. ................................... 94
Figure 3-3 Horizontal reflectivity ZH comparison between MRR and co-located APU disdrometer.
....................................................................................................................................................... 94
Figure 3-4 Ray profiles of measured (blue line) and attenuation corrected (red line) ZH (a), ZDR (b)
and 𝜙𝐷𝑃 (c) for event 2015/12/08 02:38. The grey regions represent the bright band. .............. 95
Figure 3-5 Bias and nCRMSE bulk error statistics of measured (blue bars) and attenuationcorrected (red bars) horizontal reflectivity ZH (a, b, e and f) and differential reflectivity ZDR (c, d,
g and h) parameters vs path integrated attenuation. Results are presented for lowest (a, c, e and g)
and highest elevation angles (b, d, f and h)................................................................................... 96
Figure 3-6 Color map of accumulated rainfall for 2015/12/08 event estimated from DOW (SCOPME algorithm) a) without attenuation correction and b) with attenuation correction. The circles in
the map represent event rainfall accumulations measured by in situ stations. ............................. 97
Figure 3-7 Density scatter plots of DOW (SCOP-ME retrieval) vs closest in-situ APU disdrometers
(a and d) and rain gauges (b and e) rainfall rates for hourly (a, b and c) and 15 min (d, e and f)
temporal resolutions. Density scatter plots of APU disdrometer vs rain gauge rainfall rates for
hourly (c) and 15 minute (f) temporal resolutions. ....................................................................... 98

x

Figure 3-8 Bias and nCRMSE bulk statistics of SCOP-ME retrieval error against APU disdrometer
derived rain rates vs rainfall magnitude. Results are presented for lowest (a, b) and highest (c, d)
elevation angles 15 min temporal resolution. ............................................................................... 99
Figure 3-9 Event-wise bias and normalized absolute error of the X-band radar against hourly (a,
b) and 15 min (c, d) closest disdrometer for lowest elevation angle. ......................................... 100
Figure 3-10 Probability density functions of Nw (a) and D0 (b) derived from DOW (SCOP-ME
retrieval) and APUs..................................................................................................................... 101
Figure 3-11 Density scatter plots of log10Nw (mm-1m-3) vs D0 (mm) from DOW (SCOP-ME
retrieval) and all elevation angles (a) and APU disdrometers (b). .............................................. 101
Figure 4-1 Maps of study regions: (a) North Italy and (b) North Carolina (elevation in m). ..... 141
Figure 4-2 Ground-radar comparison with in-situ sensors (disdrometers and rain gauges) for (a)
North Italy and (b) North Carolina. ............................................................................................ 142
Figure 4-3 Matched GR (top-panels) and corresponding PMW overpasses (bottom panels) over
North Carolina on May, 15, 2014 for (a) GR matched at GPROF-SSMIS resolution, (b) GPROFSSMIS, (c) GR matched at GPROF-GMI resolution, (d) GPROF-GMI, (e) GR matched at
GPROF-AMSR2 resolution, (f) GPROF-AMSR2, (g) GR matched at GPROF-MHS resolution,
and (h) GPROF-MHS. ................................................................................................................ 142
Figure 4-4 PDF by occurrence of rain rates (PDFc, black lines) and PDF by volume of rain rates
(PDFv, grey lines) for GR and satellite retrievals at North Italy. The dashed line represents GR,
solid thin line represents retrievals by GPROF V3 algorithm, or CDRD and PNPR, solid mediumthick line represents retrievals by GPROF V4 and solid thickest line represent retrievals by GPROF
V5................................................................................................................................................ 143
Figure 4-5 As in Figure 4.4, but for North Carolina. .................................................................. 144
Figure 4-6 The percentage of occurrence of four collocated rain/no rain situations relative to the
total matched-up samples over North Italy (left column) and North Carolina (right column): (in
every row top to bottom) (a) and (b) correct negatives, (c) and (d) correct positives, (e) and (f)
misses, (g) and (h) false alarms. CDRD and PNPR products are not available for North Carolina
case study area. Black bars represent GPROF V3, CDRD and PNPR, dark grey bars represent
GPROF V4 and light grey bars represent GPROF V5. .............................................................. 145
Figure 4-7 Percentage of PMW sensor rain detection as a function of GR rainfall rate for (a, b, c)
North Italy and (d, e, f) North Carolina for (a, d) CDRD and PNPR (for North Italy only) and
GPROF V3, (b, e) GPROF V4 and (c, f) GPROF V5. CDRD and PNPR products are not available
for North Carolina case study area.............................................................................................. 146
Figure 4-8 Quantile-vs.-quantile plots for the North Italy case study: top row shows GPROF
(standard and CLIM product) V3, CDRD and PNPR, second row shows GPROF (standard and
CLIM product) V4 and bottom row shows GPROF (standard product) V5. Different algorithms
(GPROF, GPROF-CLIM, CDRD and PNPR) are grouped according to the PMW sensor, (a)
SSMIS, (b) MHS, (c) AMSR2, and (d) GMI. ............................................................................. 147
Figure 4-9 As in Figure 4.8, but for North Carolina case study. CDRD and PNPR products are not
available for this case study area. ............................................................................................... 148
Figure 4-10 Bias (mm/h) for North Italy (a and b) and for North Carolina (c and d) for all PMW
products: GPROF V3 (black bars), CDRD and PNPR (for North Italy only, black bars), V4 (dark
grey bars), and V5 (light grey bars). Left column (a and c) represents unconditioned bias, and right
xi

column (b and d) represents conditioned bias (both GR and PMW agree there is rain). Black bars
represent GPROF V3, CDRD and PNPR, dark grey bars represent GPROF V4 and light grey bars
represent GPROF V5. ................................................................................................................. 149
Figure 4-11 Central root mean square error for North Italy (a and b) and for North Carolina (c and
d), GPROF V3 (black bars), CDRD and PNPR (for North Italy only, black bars), V4 (dark grey
bars), and V5 (light grey bars). Left column (a and c) represents unconditioned CRMSE and right
column (b and d) represents conditioned CRMSE (where both GR and PMW agree there is rain).
Black bars represent GPROF V3, CDRD and PNPR, dark grey bars represent GPROF V4 and light
grey bars represent GPROF V5. ................................................................................................. 150
Figure 4-12 Conditioned relative central root mean square error (percentage) as function of GR
rainfall rate for (a, b, c) North Italy and (d, e, f) North Carolina for (a, d) CDRD and PNPR (for
North Italy only) and GPROF V3, (b, e) GPROF V4 and (c, f) GPROF V5. CDRD and PNPR
products are not available for North Carolina case study area. .................................................. 151
Figure 4-13 Probability distribution of microphysical characteristics (Do and Nw) of both regions.
..................................................................................................................................................... 152
Figure 5-1 A schematic representation of the quantile regression forest (QRF) framework used
..................................................................................................................................................... 174
Figure 5-2 Variable importance plot, size and the color of each circle represents %IncMSE for (a)
North Italy (b) North Carolina and (c) Olympic Mountain (d) Canada ...................................... 175
Figure 5-3 UR of QRF error-corrected GPROFV05 and CLIM-GPROFV05 of SSMIS, MHS, GMI
and AMSR2 sensors for K-fold (red bars) and LRO (blue bars) of (a) North Italy, (b) North
Carolina, (c) Olympic Mountain and (d) Canada ....................................................................... 176
Figure 5-4 EP of QRF error-corrected GPROFV05 and CLIM-GPROFV05 of SSMIS, MHS, GMI
and AMSR2 sensors for K-fold (red bars) and LRO (blue bars) of (a) North Italy, (b) North
Carolina, (c) Olympic Mountain and (d) Canada ....................................................................... 177
Figure 5-5 MRE of QRF error-corrected K-fold (red circles), LRO (blue diamonds), GPROFV05
and CLIM-GPROFV05 (black bars) of SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North
Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada. ............................................. 178
Figure 5-6 CRMSE of QRF error-corrected K-fold (red circles), LRO (blue diamonds),
GPROFV05 and CLIM-GPROFV05 (black bars) of SSMIS, MHS, GMI and AMSR2 rainfall rate
for (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada......................... 179
Figure 5-7 NMRV of QRF error-corrected K-fold (red bars), LRO (blue bars), GPROFV05 and
CLIM-GPROFV05 (black bars) of SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North
Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada. ............................................. 180
Figure 5-8 NFASRV of QRF error-corrected K-fold (red bars), LRO (blue bars), GPROFV05 and
CLIM-GPROFV05 (black bars) of SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North
Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada. ............................................. 181

xii

List of Tables
Table 2-1 General information of the rain gauge datasets representing the ground validation of the
different study regions. ................................................................................................................. 49
Table 2-2 Summary of SPPs used in this study. ........................................................................... 50
Table 2-3 Percentage of rain gauges used by GPCC over reach region. ...................................... 50
Table 2-4 Relative improvement of satellite-based SPPs after gauge adjustment for all rainfall
values (unconditional). .................................................................................................................. 51
Table 2-5 Relative improvement of satellite-based SPPs after gauge adjusted for gauge rainfall
values exceeding the 99th quantiles. .............................................................................................. 51
Table 3-1 DOW and MRR properties ........................................................................................... 91
Table 3-2 In-situ stations and instrument properties..................................................................... 91
Table 3-3 Bias and nCRMSE bulk error statistics of DOW (SCOP-ME retrieval) estimated D0
(mm) and Nw (mm-1mm-3). Results are presented separately for the close and farthest disdrometers
....................................................................................................................................................... 92
Table 4-1 List of cross-track (gray background) and conically scanning radiometers used in the
study, with list of satellites carrying them, frequency channels available, PMW precipitation
retrieval algorithm used, and nominal resolution of each product. The GPROF-CLIM products
have the same nominal resolution of the corresponding GPROF standard product. .................. 135
Table 4-2 Validation of GR (XPOL and NOXP estimates) against in situ sensors (disdrometers
and rain gauges) over North Italy and North Carolina. .............................................................. 136
Table 4-3 General statistics derived from V3 PMW/GR match-ups for both study areas (North
Italy and North Carolina). The columns from left to right, correspond to satellite retrieval
algorithm, GR instantaneous mean rain rate (mm/h), instantaneous satellite mean rain rate (mm/h),
correlation, MRE and number of matched samples. ................................................................... 137
Table 4-4 As in Table 4.3, but for GPROF V4. .......................................................................... 138
Table 4-5 As in Table 4.3, but for GPROF V5. .......................................................................... 139
Table 4-6 Rain/no-rain threshold values in mm/h between GR and PMW measurements for every
sensor and region for GPROF V3 and GPROF V4. ................................................................... 140
Table 5-1 X-band dual polarization radar properties .................................................................. 173
Table 5-2 Characteristics of satellites and sensors that provide microwave rainfall retrievals .. 173

xiii

1. Executive Summary
To understand and manage water systems under a changing climate and meet the increasing
demand for water, a quantitative understanding of the water cycle at a regional to global scale is
important. Gaining this understanding requires that precipitation—a fundamental component of
the water cycle—be studied in detail. Precipitation is the main trigger of natural hazards like
floods, landslides, and avalanches over complex terrain, but its measurement over these regions
has been very difficult. The small space-time scales and remarkable rain rates associated with
complex terrain stretch the need for improved quantitative precipitation estimates (QPEs) at high
spatiotemporal resolution. In short, an understanding of the specific precipitation formation
processes and complex patterns resulting from complex topography and associated vertical
gradients is greatly needed.
Rainfall measurement can be conducted at the ground surface—for example, by rain gauge
and radar networks—or remotely, with satellite sensors. While rain gauges provide direct physical
measurement of surface rainfall, they are susceptible to sources of uncertainty, such as the size of
the collector, evaporative loss, wind, siting, and so on (Michaelides et al. 2009; Strangeways
2011). Furthermore, the sparseness of gauge networks over complex terrain limits the spatial
representation of rainfall variability. Weather radar networks, on the other hand, provide rainfall
measurement at high spatial and temporal resolutions. They are also susceptible, however, to
certain limitations and errors, especially over mountainous regions, where accuracy tends to
degrade as a result of beam overshooting, range effects, beam blockage, and bright band effects
(Young et al. 2000; Krajewski and Smith 2002). In both cases, establishing and maintaining
ground-based gauge and radar networks is often cost prohibitive, especially in remote parts of the
world or regions with limited financial resources. Thus, the observations that are generally
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available are over lowlands, leaving an observational gap in global precipitation data over complex
terrain, where rainfall is typically characterized by high spatial variability leading to small- to
medium-scale hydrological events (such as flash floods). The scarcity of ground-based
observations in these regions affects the reliability of hydrological modeling and water resources
assessment (Barros et al. 2004; Immerzel et al. 2014; Salerno et al. 2015).
The difficulties in the representation of spatial rainfall variability from ground-based
observations highlight the need to use integrated satellite-based precipitation products (SPPs)—
that is, combined infrared (IR) radiances and passive microwave (PMW) precipitation retrievals—
because of their ability to represent the space-time variability of rainfall with quasi-global
coverage. Currently, global SPPs are based on PMW only, on calibrated IR, or on PMW plus IR
observations, using a variety of merging techniques (Sorooshian et al. 2000; Kuligowski 2002;
Kidd et al. 2003; Turk and Miller 2005; Huffman et al. 2007; Kubota et al. 2007; Joyce et al. 2011).
The measurement accuracy and sampling frequency of IR and PMW observations differ
significantly. Since they are aboard geostationary satellites, IR sensors can provide precipitation
estimates at high temporal resolutions by measuring cloud-top temperature. However, the link
between cloud-top temperature and surface precipitation is indirect (Joyce et al. 2004; Anagnostou
et al. 2010). Because PMW sensors provide more accurate measurement from the
scattering/emission effects of raindrops and ice particles (Sapiano and Arkin 2009; Kidd and
Levizzani 2011), PMW remains as the instrument of choice for measuring precipitation.
This preference creates a demand for more accurate and frequent PMW measurements within
a unified observational framework (Hou et al. 2014). The Global Precipitation Measurement
(GPM) mission was specifically designed for this purpose: to unify and advance precipitation
measurements from a constellation of PMW sensors. GPM, launched in 2014, builds on the success
2

of the Tropical Rainfall Measuring Mission (TRMM), launched in 1997 by the United States’
National Aeronautics and Space Administration (NASA) and the Japan Aerospace Exploration
Agency (JAXA). TRMM-era instruments (Kummerow et al. 1998) mainly focused on heavy to
moderate rainfall over tropical and subtropical areas. GPM-era instruments extend the
measurement range obtained by TRMM to include light-intensity precipitation and falling snow
(Hou et al. 2014).
Since IR and PMW sensors provide indirect measurements, SPPs are susceptible to significant
uncertainty. This necessitates the use of error correction procedures based on more accurate
rainfall measurements from data-rich ground validation case studies. SPPs have been evaluated
for different continental regimes in the past two decades (Petty and Krajewski 1996; Anagnostou
2004; Hossain and Huffman 2008; Anagnostou et al. 2010; Stampoulis and Anagnostou 2012; Mei
et al. 2014; Derin and Yilmaz 2014; Derin et al. 2016). These studies have revealed similarities in
error characteristics and a high dependence of SPP performance on advancing the quality of
primary data sources, one of which is PMW retrievals.
The rational and effective use of SPPs, therefore, requires a thorough understanding of their
individual sensor error characteristics and uncertainties, and identifying the strengths and
weaknesses of the PMW retrievals associated with each sensor is crucial to gaining this
understanding. Evaluation of PMW retrievals is challenging, however, since it requires reference
datasets with high temporal and spatial resolution. Rain gauge measurements, while extremely
important, provide limited representation of spatial precipitation variability over complex terrain,
and scale mismatch with PMW instantaneous field of view (IFOV) also limits their
representativeness as a ground validation data source.
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The use of experimental X-band polarimetric radar observations can overcome the difficulty
of obtaining high-resolution data over complex terrain. As with any high-resolution reference
dataset, however, X-band polarimetric radar observations require comprehensive evaluation to
demonstrate they can be used for this purpose. Short wavelength radars can monitor precipitation
variability at smaller scales and are potentially more accurate than longer wavelength radars
(Anagnostou et al. 2009, 2010; Koffi et al. 2014; Maki et al. 2010; Matrosov et al. 1999, 2013;
McLaughlin et al. 2009; Yoshikawa et al. 2010; Wang and Chandrasekar 2010). Although the
range of X-band radar systems is relatively short, their lower power requirements, smaller size,
lower cost, higher mobility, higher spatial and temporal resolution, and stronger differential phase
signals make them a convenient tool for hydrometeorological studies over complex terrain and
regions that lack adequate coverage by the operational National Weather Science radars (Brotzge
et al. 2006; Matrosov et al. 2005). Furthermore, the introduction of polarimetric methods (in
particular, differential phase shift: 𝜙𝐷𝑃 𝑖𝑛 °) has solved the problem of limited QPEs from X-band
radars due to power signal attenuation (Matrosov et al. 1999; Matrosov et al. 2002; Matrosov et
al. 2006; Testud et al. 2000; Anagnostou et al. 2004; Park et al. 2005a,b; Kim et al. 2008, 2010).
Quantification of the error of X-band dual-polarization radar measurements will allow them to
be considered as a ground reference dataset for evaluating the PMW retrievals. In turn, the
evaluation of PMW products over orographic terrain will allow the development of a PMW
precipitation error model. It is now well known that SPP datasets can be useful for numerous
hydrometeorological applications, especially after a precipitation error model is applied. Maggioni
et al. (2017) demonstrated the ability of their error model to correct SPPs over complex terrain.
The most important part of the model was the transferability of the uncertainty from one complex
terrain to another. A variety of error modeling methods have been developed in the literature,
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mostly by incorporating additional available datasets, such as rain gauge or radar information
(Boushaki et al. 2009; McCollum et al. 2002). Bhuiyan et al. (2018) noted that the key to making
the best use of an error model is to integrate efficiently multiple datasets. This can be done with
the application of nonparametric statistical techniques (Ciach et al. 2007; Gebremichael et al. 2011;
Lakhankar et al. 2009).
Such nonparametric techniques as Bayesian Additive Regression Trees (BART; Chipman et
al., 2010), quantile regression forests (QRF; Meinshausen 2006), and random forest (RF; Breiman
2001) have mostly been used in weather forecasting, climate change prediction, and the modeling
of hydrological processes (Croley et al. 2003; Brown et al. 2010; Mujumdar et al. 2008). To
characterize the uncertainty of the PMW retrievals, this study used a tree-based algorithm—a
nonparametric machine learning technique—over multiple complex terrains by incorporating the
impact of land surface conditions, such as surface soil moisture, temperature, and so on. Through
collaboration with SPP developers, this error model could be used to evaluate the impact of PMW
error characteristics on selected integrated products, such as NASA/Integrated Multi-satellitE
Retrievals for Global Precipitation Measurement (GPM) (IMERG) and the NOAA/Climate
Prediction Center Morphing Method (CMORPH), over case studies in mountainous regions.
The primary objective of this study was to characterize and model the uncertainty of PMW
precipitation retrieval over complex terrain. The research was facilitated by the availability of
high-resolution data from multiple NASA Ground Validation (GV) field campaigns, as well as
field observations contributed by U.S. and international collaborators. Specifically, highresolution, locally deployed X-band dual-polarization radar data were processed along with in situ
gauge and disdrometer measurements devising an automated algorithm to derive high-quality and
high-resolution precipitation fields from multiple study regions.
5

The research had four main objectives:
1. To evaluate all currently available satellite-based precipitation products, using rain gauges
over multiregional complex terrain
2. To demonstrate the value of locally deployed X-band dual-polarization radar observations
based on a number of complex terrain field experiments (North East Italian Alps, North
Carolina, and OLYMPEX)
3. To develop a sampling volume-matching methodology between the retrievals from the
locally deployed X-band dual-polarization radars and PMW and study the errors of PMW
retrievals over highly complex topography
4. To implement a nonparametric statistical machine learning model to apply to the matchups
of PMW and X-band rainfall to obtain a PMW precipitation error model
In short, this study focused on characterizing and modeling the uncertainty of PMW
precipitation retrieval over complex terrain. The research is presented as follows:
Chapter 2 presents the evaluation of integrated SPPs over multiple complex terrains by using
rain gauges in various regions of the globe. The study allowed us to quantify the differences in the
error properties of the available products, including understanding the impact of gauge adjustment
in those regions.
Chapter 3 presents automated precipitation estimation procedures on the X-band dualpolarization radar observations from the field experiment sites and verifies the rainfall and
precipitation microphysical parameter estimates against in situ observations (that is, disdrometers
and rain gauges) available at each site. The study advanced our understanding of precipitation
microphysical retrievals based on an algorithm developed in house at the University of
Connecticut.
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Chapter 4 uses the quality-controlled, high-resolution 4D precipitation fields derived to assess
the error characteristics of PMW estimates (Level 2 products), which has allowed us to study the
errors of PMW retrievals in highly complex topography, which was not possible based on current
observational systems.
Chapter 5 presents implementation of a machine learning–based error model and demonstrates
generalization of this model by transferring model parameters from one region to another.
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2. Multiregional Satellite Precipitation Products Evaluation over Complex
Terrain
2.1.

Introduction
To understand and manage water systems under a changing climate and meet the increasing

demand for water, a quantitative understanding of the water cycle at a regional to global scale is
important. Gaining this understanding requires that precipitation—a fundamental component of
the water cycle—be studied in detail. Precipitation is the main trigger of natural hazards like
floods, landslides, and avalanches over complex terrain, but the measurement of its frequency and
quantity over these regions has been very difficult. The small space-time scales and remarkable
rain rates associated with complex terrain stretch the need for improved quantitative precipitation
estimates (QPEs) at high spatiotemporal resolution. In short, an understanding of the specific
precipitation formation processes and complex patterns resulting from complex topography and
associated vertical gradients is greatly needed.
Rainfall measurement can be conducted at the ground surface—for example, by rain gauge
and radar networks—or remotely with satellite sensors. While rain gauges provide direct physical
measurement of surface rainfall, they are susceptible to sources of uncertainty, such as the size of
the collector, evaporative loss, wind, siting, and so on (Michaelides et al. 2009; Strangeways
2011). Furthermore, the sparseness of gauge networks over complex terrain limits the spatial
representation of rainfall variability. Weather radar networks, on the other hand, provide rainfall
measurement at high spatial and temporal resolutions. They are also susceptible, however, to
certain limitations and errors, especially over mountainous regions, where accuracy tends to
degrade as a result of beam overshooting, range effects, beam blockage, and bright band effects
(Young et al. 2000; Krajewski and Smith 2002). In both cases, establishing and maintaining
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ground-based gauge and radar networks is often cost prohibitive, especially in remote parts of the
world or regions with limited financial resources. Thus, the observations that are generally
available are over lowlands, leaving an observational gap in global precipitation data over complex
terrain, where rainfall is typically characterized by high spatial variability leading to small- to
medium-scale hydrological events (such as flash floods). The scarcity of ground-based
observations in these regions affects the reliability of hydrological modeling and water resources
assessment (Barros et al. 2004; Immerzel et al. 2014).
Difficulties in representation of spatial rainfall variability from ground based observations
highlights the need to use satellite based precipitation product (SPP) datasets due to their ability to
represent the space-time variability of rainfall with quasi-global coverage. Satellite measurements
are based on one or more remotely sensed characteristics of clouds, such as reflectivity (visible,
VIS), cloud-top temperature (infrared (IR) imagery), or from the scattering/emission effects of
raindrops or ice particles (passive microwave (PMW) radiation) (Sapiano and Arkin 2009; Kidd
and Levizzani 2011). Since VIS and IR sensors are on board geostationary satellites, they provide
data at fine temporal scales (Sapiano and Arkin 2009). However, the link between cloud-top
temperature and surface precipitation is indirect (Joyce et al. 2004; Anagnostou et al. 2010). PMW
sensors are on polar-orbiting satellites, therefore their temporal resolution is coarse, resulting in
large sampling errors for short-term rainfall events. Rainfall estimates from PMW are more
accurate since observations are related to hydrometeor content present within the atmospheric
column. Hence, PMW remains as the instrument of choice for measuring precipitation which
creates a demand for more accurate and frequent PMW measurements within a unified
observational framework (Hou et al. 2014). The Global Precipitation Measurement (GPM) mission
specifically designed for this purpose; unify and advance precipitation measurements from a
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constellation of PMW sensors. GPM, launched at 2014, builds upon the success of Tropical
Rainfall Measuring Mission (TRMM) launched by NASA of the United States and JAXA of Japan
in 1997. TRMM-era instruments (Kummerow et al. 1998) mainly focused on heavy to moderate
rain over tropical and subtropical areas. GPM-era instruments extend the measurement range
obtained by TRMM and includes light-intensity precipitation and falling snow (Hou et al. 2014).
To take advantage of IR and PMW strengths, global SPP combine IR and PMW observations
to create global-scale, multi-satellite precipitation products. Well-known products include the
TRMM Multi-Satellite Precipitation Analysis (TMPA) gauge-adjusted (3B42V07) product from
the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center (GSFC)
(Huffman et al. 2007, 2010; Huffman 2013), which has been replaced by the Integrated MultisatellitE Retrievals for Global Precipitation Measurement (GPM, IMERG) Early-, Late-, and
Final-Run (gauge-adjusted) products. Other currently distributed products are the National
Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center morphing technique
(CMORPH) (Joyce et al. 2004) and gauge-adjusted product (Xie et al. 2011); the gauge-adjusted
Global Satellite Mapping of Precipitation (GSMaP) datasets produced at the Earth Observation
Research Center (EORC) of the Japan Exploration Agency (JAXA) (Kubota et al. 2007; Ushio et
al. 2013); the precipitation estimation from Remotely Sensed Information using Artificial Neural
Networks (PERSIANN) which has both satellite only and gauge adjusted products (Sorooshian et
al. 2000).
Studies have shown that the performance of SPP largely depends on the hydro-climatic
characteristics of the region (Yilmaz et al. 2005). Therefore, evaluation of these products over
multiple regions will provide comprehensive error characteristics to the algorithm developers.
SPPs been evaluated for different continental regimes in the past two decades (Petty and Krajewski
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1996; Anagnostou 2004; Tian et al. 2007). Regional studies have been conducted over the
Continental United States (McCollum et al. 2002; Gottschalck et al. 2005; Hossain and Huffman
2008; Anagnostou et al. 2010), South America (Su et al. 2008; Dinku et al. 2010; Scheel et al.
2011), Europe (Stampoulis and Anagnostou 2012; Mei et al. 2014; Derin and Yilmaz 2014), Africa
(Dinku et al. 2007, 2008; Hirpa et al. 2010; Thiemig et al. 2012; Habib et al. 2012; Milewski et al.
2015), Asia (Chen et al. 2013; Yong et al. 2013). Derin and Yilmaz (2014) found that SPPs have
difficulties in representing the rainfall precipitation gradient normal to the orography, and in
general, they observed an underestimation along the windward region and an overestimation on
the leeward side of the mountains. Stampoulis and Anagnostou (2012) showed that SPP
underestimate heavy precipitation occurring over higher elevations of the Alps especially during
the fall season. Moreover, they observed a seasonal dependence of the SPP performances. Thiemig
et al. (2012), who evaluated six SPP over four African river basins, found a superior performance
over the tropical wet and dry zone relative to semiarid or mountainous regions. Although there are
several studies on SPP error analysis, only Ebert et al. (2007) evaluated SPP datasets over multiple
regions of earth. They evaluated seven SPP, three global numerical weather prediction model
outputs and one regional model over the continental United States, Australia, and northwestern
Europe. They showed that SPP performances are highly dependent on the rainfall variability, and
that they are more accurate when the precipitation regime is characterized by deep convection.
Comprehensive error analysis of SPP across different mountainous regions is needed to evaluate
the relative performance characteristics of the available satellite precipitation datasets in order to
develop error correction procedures globally.
In this study we address this goal by evaluating the major global SPP products over multiple
regions of earth characterized by complex terrain. The analysis is conducted in two major parts;
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1) First part is the long term (6 years 2000-2013) SPP evaluation over nine
mountainous regions by using TRMM-era SPPs. The evaluated SPPs include the TMPA
3B42v7 (TMPAV7), TMPA 3B42RT (TMPART), TMPA 3B42CCA (TMPACCA),
CMOPRH (both satellite only and gauge adjusted), PERSIANN (both satellite only and
gauge adjusted versions), GSMaP-MVK, GSMaP-Gauge and the recently released
ECMWF ERA-Interim reanalysis product (Weedon et al. 2011; Dee et al. 2011). The
products are evaluated over nine mountainous regions: Italian and Swiss Alps, French
Cevennes, Western Black Sea Region of Turkey, Colombian Andes, Peruvian Andes, US
Rocky Mountains, upper Blue Nile, Western Taiwan and Himalayas over Nepal.
Evaluation of the products over these regions is conducted by taking averages of rain
gauges over corresponding 0.25 degree SPP grid cells.
2) Second part is the short term (2 years 2014-2015) evaluation of GPM-era
(IMERGV06B, IMERGV05 and GSMaPV07) and TRMM-era (TMPAV07, MSWEP and
CMORPH) against rain gauges over ten mountainous regions the Italian and Swiss Alps,
the French Cévennes, the western Black Sea region of Turkey, the Colombian Andes, the
Peruvian Andes, the U.S. Rocky Mountains, the upper Blue Nile, western Taiwan, the San
Francisco Bay area in California, and the Himalayas over Nepal. Evaluation of the products
over these regions is conducted by taking averages of rain gauges over corresponding 0.1
and 0.25 degree SPP grid cells.
The performance of SPPs are assessed using statistical measures and visual comparison
methods.
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2.2.

Study areas and data

2.2.1. Study domains and rain gauge datasets
As mentioned above the study areas involve ten data-rich mountainous ground validation sites
(Figure 2.1). Every region has a different rain gauge network density and time periods of data
record. In order to make this study consistent across different domains, ground validation datasets
are limited to daily time resolutions (Table 2.1). It should be noted that since no universal QC has
been applied to the data, the quality of the rain gauge data most likely varies a lot and therefore
affects the general results.
The Taiwan study region focuses on Tsengwen basin, which is located in the south-west of the
island. The highest elevation in the watershed is 2609m. The Taiwan could conceptually be
separated into two climate regions on opposite sides of latitude 23.5° which is cross the northern
part of Tsengwen watershed. It is characterized by a tropical climate with an average temperature
of 18°C in winter. The annual precipitation can exceed 3300mm and is unevenly distributed
throughout the year. Most of the precipitation occurs during the eastern Asia rainy season (plum
rain) in April as well as from typhoons from May to September. The remaining months represent
the dry period exhibiting low precipitation.
Swiss Alps is located in the mid-latitude region (46°) in Western Europe. Westerly winds are
dominant, and explain the larger rain amount on the western foothills of the Alps. Shadow effects
result in drier inner alpine valleys, while southern circulation from the Mediterranean generates
intense precipitation on the southern side of the Alps (south-east of Switzerland and north of Italy)
in autumn. Annual precipitation amounts vary roughly from 500mm to 3000mm. Given the typical
altitude range of the freezing level, snowfall represents a significant proportion of precipitation
over a large part of the alpine region (above 1500m a.s.l.).
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The Blue Nile study area is the upper Blue Nile Basin which is located in the mountain range
of the Great Horn of Africa. Rain gauge density in this study area is higher than the typical
coverage in East Africa. There are 70 daily rain gauge stations over three sub basins representing
a total catchment area of 46,202 km2. Because of the widely varying topography of the region,
altitude strongly influences climate from cool highlands to hot deserts. Most precipitation occurs
in the wet season (June through September), which is driven by the intertropical convergence zone
that drives the summer monsoon.
The study area for the Italian Alps is the Upper Adige river basin closed at Bronzolo, with an
area of around 7000km2. This region is characterized by steep topographic gradients with elevation
ranging from 200 to approximately 3900m a.s.l., with a mean elevation of about 1800m a.s.l..
Precipitation in the region is primarily attributed to mesoscale convective systems during summer
to early fall and frontal systems during fall and early winter (Frei and Schär, 1998; Norbiato et al.
2009). Precipitation generally occurs as snowfall even at low altitude in the period of November
to April. The precipitation monthly distribution shows a peak in early summer and a second one
during fall. Spatial distribution of the station mean annual precipitation, computed over the study
period, ranges from 692mm to 912mm. Low precipitation amounts are mainly due to the sheltering
effect of the mountainous ranges to both the southerly and northerly winds. It should be noted that
Italian Alps and Swiss Alps are combined to one region and named as Alps.
Validation data for the French Cevennes region are available from Météo‐France, Électricité
de France and the Service de Prévision des Crues du Grand‐Delta in the framework of CevennesVivarais Mediterranean Hydrometeorological Observatory. By using 600 rain gauges over the
2007-2012 period, kriging based area interpolation maps of the region were created (Delrieu et al.
2014). Rain gauge elevations range between 140 and 1567m where precipitation increase can be
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observed. The region has a largely Mediterranean climate. Annual rainfall totals range from about
500mm near the sea to 2000mm over the mountains. In the Mediterranean part of the region,
temperatures are mild in winter (average max temperature 11°C for example in Nîmes in January)
and hot in summer (31°C in July). The rainfall is low in summer (<30mm on average in July in
Nîmes) and higher during the fall season (~120mm on average in October). In the northern part of
the region, the climate is mitigated by oceanic conditions, and rainfall is more regular. On the
north-western mountainous part, the Mediterranean climate is observed, with more precipitation
and colder winters.
The Turkey study area is located in the Western Black Sea region. This region is located at the
south of the mountains and is characterized by a dry/sub-humid continental climate (Derin and
Yilmaz, 2014). The study area in general is impacted by polar air masses with continental origin
of cold Siberian High, and maritime origin of Iceland Low in the winter and by subtropical airmasses (Azores High and part of Pakistan Low) in the summer. When the Siberian High crosses
the Black Sea and approaches the northern coasts of Turkey, cold and dry air turn into a maritime
continental air mass due to the acquired moisture content (Yucel and Onen, 2014). Extension of
the mountains and effects of the Black Sea determine the climate types of the region. The
mountains, which are parallel to the shore-line, restrict transfer of precipitation to inland zones
(south of the mountains), hence decreasing the temperature and precipitation (mean annual value
as low as 400mm south of the mountains). For this reason, the inland zones observe a more
continental climate. The inland region has an average of 70 rainy days per year with the majority
of precipitation occurring in the fall and winter seasons (Yucel and Onen, 2014).
The Himalayan study area is located in Nepal over the eastern part of the central Himalayas. It
is based on 5 rain gauges reporting data for the period 2000-2013. The gauge elevations ranged
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between 2660 and 5600m. Mean annual precipitation of all rain gauges is 698mm, while the
maximum recorded daily rainfall in the study period is 88 mm. The region is located in the
subtropical zone and is influenced by the monsoon system (Salerno et al. 2015). Moreover, local
circulation is dominated by a system of mountain and valley breezes. Orographic effects on
precipitation have been studied over this region (Singh and Kumar, 1997; Ichiyanagi et al. 2007;
Salerno et al. 2015) and it was found that precipitation increases with altitude below 2000m a.s.l.
and decreases for elevations above 2000m a.s.l., which can also be seen from Fig. 2.2i.
US Rocky Mountains region is located over Western North America. Validation data for the
US Rocky Mountains are based on the Climate Prediction Center (CPC) Unified Gauge-based
Analysis of Daily Precipitation over contiguous United States (CONUS). This dataset is created
by combining all information sources available at CPC and taking advantage of the optimal
interpolation objective analysis technique at 0.25° daily resolution (Chen et al. 2008). The
mountainous regions within CONUS were extracted by removing grid cells with elevation less
than 1500m and without rain gauges. Hence, 319 grid cells were extracted for analysis over the
US Rocky Mountains reporting data for the period of 2000-2013. Grid cell elevations ranged
between 1500 and 3550m. Mean annual precipitation of all grid cells is 522mm, while the
maximum reported area average daily rainfall is 83mm. The region is characterized by a highland
(alpine) climate.
The Peruvian Andes study area consists of 147 rain gauges with measurements for the period
of 2000-2013, and elevations ranging between 2000 and 5020m. Rain gauges are maintained by
the national agency Servicio Nacional de Meteorología e Hidrología del Perú (SENAMHI). Mean
annual precipitation of all rain gauges in the region is 713mm, while the maximum reported area
average daily rainfall in the study period is 540mm. Precipitation patterns are controlled by the
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interaction of synoptic-scale atmospheric currents and the complex Andean topography (Manz et
al. 2016).The Pacific coastline is arid and experiences precipitation less than 100mm/year as a
result of the cold von Humboldt current (Manz et al. 2016), which increases towards the Andes
mountainous range due to strong topographic gradients result in pronounced orographic effects
(Espinoza et al. 2015; Espinoza-Villar et al. 2009; Bookhagen and Strecker, 2008).
The Colombian Andes study area consists of 98 rain gauges with measurements for the period
of 2000-2012, and elevations ranging between 286 and 3666m. Rain gauges are maintained by the
national agency Instituto de Hidrología, Meteorología Estudios Ambientales (IDEAM). The mean
annual precipitation based on all rain gauges in the region is 1130mm, while the maximum reported
area-average daily rainfall in the study period is 439mm. The Intra-Andean valleys create great
variability in this region where annual rainfall ranges from less than 1000mm to about 6000mm
over the Colombian Pacific coast. Precipitation in this area is represented by a complex interaction
of low-level jet stream with local topography and the Inter Tropical Convergence Zone (ITCZ).
Central Colombia experiences a bimodal annual cycle of precipitation with high rain seasons in
April-May and September-November months resulting from the double passage of the ITCZ over
the region (Villa et al. 2011).
2.2.2. Satellite-based precipitation products
We examined multiple SPPs and one global reanalysis product. Table 2.2 summarizes the SPPs
and the ECMWF global reanalysis dataset. The examined SPPs are based on different techniques
applied on PMW and IR measurements.
Integrated Multi-Satellite Retrievals for GPM (IMERG)
IMERG blends SPP estimates from infrared (IR) and passive microwave (PMW) sensors
(Huffman et al. 2015). First, precipitation estimates retrieved from PMW datasets by GPROF are
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calibrated using (i) GPM Combined Radar-Radiometer (CORRA) precipitation estimates, which
are derived from GPM Microwave Imager (GMI) and Dual-Frequency Precipitation Radar (DPR),
and (ii) GPCP monthly precipitation estimates. These PMW precipitation estimates are blended
with the more frequent IR-based Precipitation Estimation from Remotely Sensed Information
using Artificial Neural Networks-Cloud Classification System (PERSIANN-CCS) algorithm
(Hong et al. 2007) by using CMORPH-Kalman Filter Lagrangian time interpolation. The blending
process relies on motion vectors derived from Climate Prediction Center IR (CPC–IR) (Joyce et
al. 2004) cloud top temperature maps to produce half hourly precipitation estimates. This blending
technique provides near–real time estimates at high spatial (0.1°) and temporal resolution (30min)
with quasi-global coverage. As an end product, IMERG produces the separate Early- (4h after
observation), Late- (12h after observation), and Final- (2months after observation) Run products.
IMERG algorithm released four different versions from 2014 to 2019 (version 3, version 4,
version 5, and version 6). One of the main differences among these versions is that IMERGV03
and V04 rely on the use of successively different GPROF algorithms (V03 and V04) meanwhile
IMERG V05 and V06 use GPROFV05. The one of the main differences between these GPROF
versions is that, GPROFV04 and GPROFV05 included threshold precipitation rate to adjust
fractional coverage. Other improvements from IMERG V03, V04 to V05 are; (i) the use Global
Precipitation Climatology Project (GPCP) v2.3; (ii) inclusion of the advanced Technology
microwave sounder (ATMS) dataset; (iii) dynamic calibration of PERSIANN-CCS with PMW
retrievals; and (iv) removal of GPCC grid box volume adjustment to eliminate blocky gauge
adjustment.
Up to IMERGV05, the Lagrangian time interpolation scheme was computed from the IR data.
In IMERGV06, these vectors are computed from Modern-Era Retrospective Reanalysis 2
18

(MERRA-2) and Goddard Earth Observing System model (GEOS) Forward Processing (FP) data.
IMERGV06B had an upgrade of full intercalibration to GPM combined instrument dataset
(2BCMB) meanwhile IMERGV05 was taking shortcuts. SAPHIR estimates are incorporated into
IMERG for the first time in V06 and are computed with PRPS. For both V05 and V06, input
precipitation rates are thresholded at 0.03 mm/hr to adjust fractional coverage. Moreover,
IMERGV06B increase the maximum precipitation rate from 50 to 200 mm/hr and it is no longer
discrete. In this study we use Final IMERG version 5 and 6B products, which are adjusted to gauge
observations.
TRMM Multi-satellite Precipitation Analysis (TMPA)
TMPA provides estimates of quasi-global precipitation from a wide variety of satellite-based
precipitation sensors at relatively high spatial and temporal resolutions. TMPA derives
precipitation by combining IR and PMW. The algorithm is executed in four steps: first, PMW
precipitation estimates are calibrated and combined; second, IR precipitation estimates are
generated using calibrated PMW data; third, PMW and IR data are combined; and, finally, these
datasets are rescaled on a monthly basis using two sources of rain gauge data: the GPCC monthly
rain gauge analysis and the Climate Assessment and Monitoring System (CAMS) monthly rain
gauge analysis. In this study, we use 3B42 version 7 research product at 0.25° spatial resolution
and three-hour temporal resolution.
CPC MORPHing technique (CMORPH)
The NOAA Climate Prediction Center (CPC) MORPHing technique (Joyce et al. 2004)
provides quasi-global estimates of precipitation at high spatial and temporal resolution. CMORPH
derives precipitation estimates from PMW-only satellite estimates, which are propagated by
motion vectors derived from CPC-IR data (Joyce et al. 2004). The new version of CMORPH-v1.0
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uses a fixed algorithm and homogeneous input to fix substantial inconsistencies that were present
between 2003 and 2006. CMORPH provides a satellite-only version (CMORPH–RAW), a biascorrected version (CMORPH–CRT), and a satellite-gauge blended version (CMORPH–BLD).
CMORPH-RAW is adjusted using CPC unified gauge-based analysis over land and the pentad
GPCP over the ocean to create CMORPH-CRT. CMORPH–CRT is then combined with the gauge
analysis using the optimal interpolation technique to generate CMORPH–BLD. In this study, we
use CMORPH-CRT, referring to it as CMORPH, since this product provides 8km 30min
resolution.
Global Satellite Mapping of Precipitation (GSMaP)
GSMaP estimates are derived from PMW estimates and propagated by using IR estimates [20].
The algorithm retrieves precipitation estimates from PMW datasets; then a Kalman filter model is
applied to refine the precipitation rate propagated using atmospheric moving vectors derived from
CPC–IR data (Ushio et al. 2009), providing hourly precipitation estimates. This product (GSMaPMVK), calibrated using CPC, unifies gauge-based analyses of global daily precipitation. In this
study, we use the latest version of GSMaP-MVK, version 07. GSMaPV07 includes the GPM/DPR
database and implements snowfall estimation over high latitudes. In addition, GSMaPV07 includes
an improvement of the orographic rain correction method by incorporating variable threshold for
orographically-forced upward vertical motion determined based on the mean horizontal wind,
using GPM/DPR observations as its database, and improving the gauge-correction method both at
near-real-time and standard product. Improvements to the orographic rain correction method
applied in GSMaPV07 algorithm was able to give a solution to overestimates of orographic rainfall
cases over inland regions however it has been noted in (Yamamoto et al. 2017) study that the
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separation from tall orographic rainfall and other types (other than shallow orographic rainfall) of
orographic enhancement have not been detected.
Multi-Source Weighted-Ensemble Precipitation (MSWEP)
MSWEP merges SPP, reanalysis-based, and gauged-based precipitation products (Beck et al.
2017). The product, developed specifically to overcome shortages related to the performance of
SPP over mountainous, tropical, and snowmelt-driven regions, considers the gauge under-catch
and orographic effects by using a Budyko-based framework and global-coverage runoff
observations. The temporal variability of MSWEP is determined by weighted averaging of
precipitation anomalies from seven datasets: two based solely on interpolation of gauge
observations (CPC Unified and GPCC), three on SPP (CMORPH, GSMaP-MVK, and TMPA
3B42RT), and two on atmospheric model reanalysis (ERA-Interim and JRA-55). For each grid
cell, the weights assigned to the gauge-based estimates are calculated from the gauge network
density, while the weights assigned to the SPP and reanalysis are computed from their comparative
performance at the surrounding gauges. In this study, we use MSWEPV2.2.
2.3. Procedure and Methodology
Most of the SPPs in this study are adjusted by gauge observations using Global Precipitation
Climatology Project (GPCP) monthly rain gauge analysis, developed by the Global Precipitation
Clımatology Centre (GPCC) (Schneider et al. 2008). To represent the dependency of our
evaluation to these gauge observations, we acquired the locations of the rain gauges used by GPCC
and compared them to the locations of the rain gauges used in this study for ground validation.
Table 2.3 provides the percentage overlap of our rain gauges with GPCC’s. It should be noted that
97% and 83% of the rain gauges for the Swiss Alps and French Cévennes, respectively, are used
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by GPCC, which means that evaluations of SPPs over these regions are not going to be independent
to the gauges used in the gauge adjustment of the SPPs. Otherwise, overlap is insignificant, and
our SPPs’ evaluation results are independent.
The primary objective of this study is to evaluate the performance of various SPPs over
complex terrain using the numerous rain gauge networks gathered over the multiple different
regions. All datasets used in the first part of the study were scaled at the same spatial (0.25°) grid
resolution and at daily temporal resolution. Gauges were interpolated at the 0.25° grid cells by
averaging gauge measurements within common satellite grid cells. Satellite grid cells with no
overlapping gauges were excluded in this analysis. Evaluation was conducted by creating pairs of
the average rain gauge rainfall values and the SPP over each study region. The analysis excludes
satellite grid cells with no overlapping gauges. We conducted our evaluation by pairing average
rain gauge rainfall values and the SPP values over each study region.
The performance of the different products are evaluated using quantitative, categorical, and
graphical measures. The rain occurrences of each SPP are evaluated by comparing pdf (probability
density function) occurrence of daily precipitation of SPP to the rain gauges for each region. We
also investigate daily detection capability by calculating normalized missed rainfall volume
(NRMV) and normalized false alarm satellite rainfall volume (NFASRV) metrics for each region
and each SPP. Finally, we evaluate rain rates by calculating mean relative error (MRE) and
centralized root-mean-square error (CRMSE). These error metrics are represented by conditioning
to the rain gauge and SPP average quantile intervals—less than 20th quantile; 20th to 40th quantile;
40th to 60th quantile; 60th to 80th quantile; 80th to 95th quantile; and greater than 95th quantile—
to analyze SPP performance for different precipitation amounts. Calculated metrics equations are
provided below:
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The agreements between different products were investigated using quantitative, categorical and
graphical measures. The quantitative statistics include mean relative error (MRE), relative central
root mean square error (CRMSE), and correlation coefficient:
𝑀𝑅𝐸 =

∑(𝑆−𝐺)

(2.1)

∑𝐺

2
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(2.3)

(2.4)

where S and G represent SPP and rain gauge estimates, respectively, and M represents total number
of days. The MRE measures the systematic error component with values greater or smaller than
zero, indicating over- or underestimation, respectively. CRMSE measures the random component
of error, as bias has been removed. The NMRV metric quantifies the missed rainfall volume by
SPP, normalized by the total reference rainfall volume throughout the study period. The NFASRV
metric measures falsely detected rainfall volume by SPP, normalized by the total reference rainfall
volume during the same period of time. A good performance of the SPP would imply low
systematic error (that is, MRE), accompanied by low magnitude of the random error component
(CRMSE) and accurate rainfall area detection (low NMRV and NFASRV).
2.4. Evaluation of Long-term TRMM-era SPPs
In this section evaluation is conducted with long term (6 years 2000-2013) rain gauges over
nine mountainous regions against using TRMM-era SPPs. The evaluated SPPs include the TMPA
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3B42v7 (TMPAV7), TMPA 3B42RT (TMPART), TMPA 3B42CCA (TMPACCA), CMOPRH
(both satellite only and gauge adjusted), PERSIANN (both satellite only and gauge adjusted
versions), GSMaP-MVK, GSMaP-Gauge and the recently released ECMWF ERA-Interim
reanalysis product (Weedon et al. 2011; Dee et al. 2011). The products are evaluated over nine
mountainous regions: Italian and Swiss Alps, French Cevennes, Western Black Sea Region of
Turkey, Colombian Andes, Peruvian Andes, US Rocky Mountains, upper Blue Nile, Western
Taiwan and Himalayas over Nepal. Evaluation of the products over these regions is conducted by
taking averages of rain gauges over corresponding 0.25 degree SPP grid cells. In addition to
comparing different products, in order to understand the performance of gauge adjustment to the
satellite only products, a comparison between satellite only product and gauge adjusted product is
performed. Moreover, TMPART has undergone another adjustment, which is based on a
climatological gauge-based calibration algorithm. The main difference between TMPACCA and
TMPAv7 is that the former does not require month-to-month gauge observations. Yong et al.
(2013) evaluated the performance of TMPART and TMPACCA over two basins in China (one
located at lower latitudes and one at higher latitudes) and concluded that the performance of
TMPACCA over low latitudes is superior when compared to the performance over higher latitudes
primarily in winter. The ECMWF ERA-Interim reanalysis precipitation product corrected by a
global gauge dataset is also utilized in this study (Dee et al. 2011).
It should be noted that the statistical analysis in this section disregarded cold seasons
(November to April) for the Alps, Turkey, and the US Rocky Mountain regions and (September
to May) for the Himalayas to avoid effects due to snow precipitation. The evaluations are
conducted at daily, monthly and annual time scales.
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2.4.1. Annual comparisons
Figure 2.2 shows mean annual average precipitation over all regions where green color
represents the ECMWF reanalysis product, blue color represents the gauge-adjusted SPP (TMV7,
TMCCA, CMCT, PNCT, GSCT), red color represents the satellite-alone SPP (TMRT, CM, PN,
GS) and red thick line represents the mean annual average rain gauge precipitation values. Overall,
ECMWF is shown to closely follow rain gauge in terms of annual averages, while satellite-alone
SPPs tend to underestimate the reference magnitudes, and the performance of these products
improves with gauge adjustment. The performance of TMPACCA relative to TMPART varies
considerably exhibiting improvement only in few cases (Taiwan and Colombian Andes) while for
most cases TMPACCA seems to elevate TMPART estimates to overestimation (Fig. 2.2). Over
Blue Nile (Fig. 2.2g) all products are underestimating annual precipitation. In this region the
performance of PERSIANN is the lowest while CMORPH outperforms all products, which is
consistent to finding by other studies (Dinku et al. 2007 and 2008; Hirpa et al. 2010; Romilly and
Gebremichael, 2011; Thiemig et al. 2012). This is due to the fact that IR-based rainfall algorithms
have limitations over mountainous regions in East Africa, while PMW is more physically based
and free of cold surface of snow effects. Rain gauges over Turkey are located inland, a region
primarily characterized by rain shadow effects. Most of the gauge corrected SPP over this region
are overestimating the rain gauge values (Fig. 2.2e). This is consistent with the study of Derin and
Yilmaz (2014), which showed that inland region precipitation is overestimated by SPP. It is noted
that gauge adjustments over Turkey and the Colombian Andes do not improve the performance of
satellite products. Over French Cevennes, Taiwan, Peruvian Andes and the Alps (Fig. 2.2a-d)
orographic enhancement is observed. PMW-based SPP (CMORPH and GSMaP) over these
regions exhibit underestimation. As it has been stated in past studies (e.g. Dinku et al 2007), warm
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orographic rain does not produce ice aloft and since PMW retrievals are based on scattering by ice
aloft, this causes an underestimation of surface rainfall.
2.4.2. Seasonal comparisons
Figure 2.3 compares the performances of SPPs in capturing the temporal dynamics of mean
monthly precipitation. The thick black line represents the area-average rain gauge precipitation,
green solid line represents the corresponding reanalysis product, blue colors represent the gaugecorrected SPP and red colors represent the unadjusted SPP. The SPP are differentiated using
different symbols, which are consistently used across this analysis. The majority of the SPP and
the reanalysis dataset sufficiently capture the seasonal trends in all regions; the ECMWF reanalysis
in particular closely follows rain gauge values at the monthly time scale with the only exception
being the Alps. The gauge-adjusted SPP closely follow the observations with the exception of
Turkey and the Colombian Andes (Fig. 2.3e-f), which tend to overestimate the gauge observations.
The Blue Nile region, which displays only the wet period months, demonstrates a close agreement
for all products and reference datasets in terms of monthly variability, but a consistent
underestimation of the SPP and reanalysis exists relative to the gauge dataset. The best monthly
estimates over the region are from the gauge-corrected CMORPH product, which is followed by
TMPAv7. The worst performance is by PERSIANN, which is confirmed by the studies of Thiemig
et al. (2012), Dinku et al. (2007 and 2008) and Hirpa et al. (2010). Over the Peruvian Andes region,
SPP are underestimating relative to the gauge precipitation during the wet season (December,
January, and February) and overestimating during the dry season (Fig. 2.3c). Over Taiwan, there
is a distinct improvement in the performance of gauge-corrected SPPs relative to their unadjusted
counterparts. Over French Cevennes, the climatologically adjusted TMPACCA decreases the
performance of the satellite only TMPART product; it is especially unable to represent the higher
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rainfall amounts during cold season (Fig 2.3b). Over Taiwan SPPs fail to capture the high rainfall
values in summer and autumn months, associated with low level orography enhanced warm rain
and tropical systems (Typhoons), which are generally underestimated by passive microwave
retrievals.
2.4.3. Daily comparisons
Figure 2.4 provides the frequency of occurrence of daily precipitation for different rainfall
intensities of the SPPs vs. rain gauges. Rainfall intensities are based on reference rainfall. Since
ECMWF is available at fixed daily time periods, it was not possible to convert these values to the
local time zones that gauge data are available. Hence this product is not examined in daily
comparisons. Overall, SPP are able to capture the distribution of rainfall in most of the regions.
The PERSIANN products (both gauge adjusted and unadjusted) capture the distribution of rainfall
well over almost all regions. Over the Alps, French Cevennes, Turkey, and Peruvian Andes the
lowest range of rainfall magnitude (0<R<0.5mm/h) is the clear mode of the pdf and the uncertainty
is especially large for this range of rainfall values for SPP. Over the Blue Nile there is a general
trend of underestimating observed values in middle range while shifting to overestimating for high
range values. This trend was also captured for GSMaP, PERSIANN and CMORPH products over
Ethiopia by the study of Thiemig et al. (2012). Over the Peruvian Andes, SPP in general are
underestimating low range values and overestimating medium range values. Moreover, the
TMPACCA does not show any improvement over the unadjusted TMPART distribution of rainfall
rates. Over Taiwan uncertainty is large both at low and high rainfall values, with relatively better
estimates for the middle range of the distribution.
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2.4.4. Products accuracy and uncertainty
Figure 2.5 presents the products’ accuracy in capturing the rainfall occurrence by analyzing
NMRV (bold colors) and NFASRV (faded colors) values. SPP performance in capturing rainfall
occurrence is best over the Blue Nile region, which is followed by Alps, French Cevennes, Taiwan
and Peruvian Andes regions. Over almost all regions and especially over French Cevennes the
performance of TMPACCA is decreased compared to TMPART. Yong et al. (2013) in their study
also found that the probability of detection and false alarm ratio values increased for TMPACCA.
In their study they suggested that this low performance is due to reintroduction of satellite data
sources taken by TMI-TCI and TCI-3B43, which as a result gradually increases the frequency of
input data sets. Therefore, this situation increases the number of rainy events detected by SPPs,
which directly contribute to the observed increases in NMRV and NFASRV. In general Peruvian
Andes, Turkey, Colombian Andes NFASRV values are higher than NMRV, causing
overestimation over these regions especially at drier seasons. Over Alps, Blue Nile these values
are similar, meanwhile over French Cevennes, Taiwan, US Rocky Mountains and Nepal MRV
values are higher than NFASRV values where there are significant underestimations are observed
at winter seasons.
To capture the systematic error component of SPP, MRE is presented in Fig. 2.6. Furthermore,
the error statistics presented in Figures 2.6-2.7 are conducted by considering all precipitation
values (unconditional) and the 99th quantile of rain gauge measurements (>Q99) represented with
bold colors and faded colors, respectively. 99th quantile represents the rainfall value exceeded by
1% of the rain gauge rainfall data, which is used to evaluate the SPP estimates of extreme rainfall
values. Comparison is performed to understand improvements of gauge adjusted SPP relative to
the corresponding unadjusted products unconditional and in extreme precipitation values. Over the
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Blue Nile all products are underestimating with the exception of the gauge adjusted CMORPH and
gauge adjusted GSMaP at Q99. As noted above, the performance of PERSIANN is the lowest, and
is followed by GSMaP, which is also confirmed by the studies of Thiemig et al. (2012), Dinku et
al. (2007 and 2008) and Hirpa et al. (2010). CMORPH (both gauge adjusted and unadjusted)
performance is better than the other products followed by TMPAv7 and TMPART. Over the
Colombian Andes, the 99th quantiles of SPPs are all underestimated relative to reference. The
CMOPRH performance for the 99th quantile estimation is the worst of all products. Over Taiwan,
all SPP are significantly underestimating rain gauge values, which is also consistent to the findings
of Chen et al. (2013). Over the Alps, all products are underestimating rain gauge measurements
with the TMPA products being the exception. Also in agreement with this study are the findings
of Mei et al. (2014) who found that CMORPH and PERSIANN products are underestimating the
gauge rainfall values in all quantile ranges especially during winter periods. Moreover, Stampoulis
and Anagnostou (2012) found that TMPAv6 exhibited a general overestimation, while CMORPH
seemed to mostly underestimate over eastern parts of the Alps, which corresponds to the findings
of this study. To understand relative improvements of gauge adjustment, Tables 2.4 and 2.5 report
relative improvements of the gauge-adjusted satellite product to the unadjusted product for
unconditional and >99th quantile values. Relative improvement is evaluated by dividing difference
of adjusted and unadjusted SPPs to the unadjusted SPPs MRE and CRMSE values. Positive
(negative) values represent performance improvement (worsening) from gauge adjustment. When
the relative improvements of unconditional rainfall are considered in detail it is clear that,
TMPAV7 is able to improve the performance of TMPRT (relative improvement values are close
to 1 (0.43-1.83, with Nepal being an exception)) (Table 2.4), TMPACCA shows no improvement
except over Colombian Andes (0.99), CMORPH, PERSIANN and GSMaP shows fair to good
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relative improvements with values ranging from -0.57 to 4.46. When the 99th quantile of relative
improvements of MRE performances are considered (Table 2.5) it is apparent that there are
improvements with Taiwan, the US Rocky Mountains with Nepal/Himalayas being an exception.
Lastly, Figure 2.7 captures the random component of error (CRMSE) for unconditional rainfall
amounts and values exceeding the 99th quantile of rain gauge rainfall amounts. Over the Blue Nile
the unadjusted PERSIANN and GSMaP products exhibit high CRMSE. However, when compared
to other regions, the values of CRMSE over this region are the lowest, which indicates that the
random component of error is low in this region. Over the Turkey study region, CRMSE for gaugecorrected CMOPRH and GSMaP are the lowest, while the worst performance is exhibited by the
PERSIANN products. Similarly, over the Colombian Andes the worst performance is exhibited by
both PERSIANN products. Over the Colombian Andes region, it is noted that the gauge adjusted
(TMPAv7) TMPA performance is worse than the unadjusted (TMPART) products. As TMPAv7
is gauge corrected, there may be an expectation for it to perform better; however, it is not clear
why the adjusted product shows higher CRMSE, which is also confirmed by the study of Dinku et
al. (2010). TMPACCA seems to elevate TMPART estimates in order to reduce the random error
and bias; however, this causes a boost of overestimation especially over regions where
overestimation is already observed with TMPART. Yong et al. (2013) concluded in their study
that TMPACCA simply reduces the error and bias over the globe rather than focusing on error
structures of SPP data for local areas. Over the Peruvian Andes, other than PERSIANN, all the
products’ performances are improved relative to the unadjusted products.
2.5.

Evaluation of Short-term GPM-era SPPs
In this section short term (2 years 2014-2015) evaluation of GPM-era (IMERGV06B,

IMERGV05 and GSMaPV07) and TRMM-era (TMPAV07, MSWEP and CMORPH) against rain
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gauges is conducted over ten mountainous regions the Italian and Swiss Alps, the French
Cévennes, the western Black Sea region of Turkey, the Colombian Andes, the Peruvian Andes,
the U.S. Rocky Mountains, the upper Blue Nile, western Taiwan, the San Francisco Bay area in
California, and the Himalayas over Nepal. Evaluation of the products over these regions is
conducted by taking averages of rain gauges over corresponding 0.1 and 0.25 degree SPP grid
cells. In this section for certain regions two elevation groups are created Figure 2.8 provides mean
daily precipitation by rain gauge elevation for the ten regions for 2014-2015 time period. For the
Alps, the French Cévennes, and the Blue Nile regions, the rain gauges provide similar patterns and
show no clear increase or decrease with increasing elevation. On the other hand, for the Peruvian
Andes, the Colombian Andes, the U.S. Rocky Mountains, Turkey, and the Himalayas, we see a
clear decrease in precipitation amounts with increasing elevations. For this reason, we divided
these regions into two elevation groups according to rain gauges at lower elevations (shown by
black dots in the figure) and higher elevations (grey dots). Taiwan and California show increasing
precipitation amounts with increasing elevation and are also divided into two elevation groups.
The evaluation of these regions is conducted for the two different groups of rain gauges (lowerelevation and higher-elevation rain gauges) throughout this study.
The evaluation conducted in this section is in hourly and annual time resolutions at the SPPs’
native resolution.
2.5.1. Evaluation of Rain Occurrences
In this section, evaluation of rain occurrence is conducted in an effort to understand the
spatiotemporal inhomogeneity of precipitation and the dependence of estimate errors on SPP
precipitation rates. Figure 2.9 provides the frequency of occurrence of daily precipitation for
different precipitation intensities of the rain gauges. Rainfall intensities are based on reference
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rainfall and shown at intervals of 0–0.5, 0.5–1, 1–2, 2–5, 5–10, 10–20, and greater than 20 mm/hr.
In the figure, rain gauge probability distribution is shown by grey bars, and each line represents a
different SPP for each of the ten different regions. For this analysis, each region that was
subdivided into two elevation groups is regrouped into one.
As Figure 2.9 shows, rain gauge daily precipitation distribution is, in general, very similar for
the Alps, the French Cévennes, Turkey, and the Himalayas. Over these regions, occurrence
frequency values of the lowest precipitation (0 < R ≤ 0.5) and moderate precipitation (2 < R ≤ 5)
are most frequent than adjacent intervals. Moreover, the highest precipitation values (R > 20 and
0.5 < R ≤ 1) are less frequent compared to the rest of the intervals. The SPPs in general capture
the trend of the pdf, with the exception of TMPAV07, which is unable in any of these four regions
to capture the lowest precipitation frequencies and significantly overestimates the highest ones.
Distributions over the Peruvian Andes, the Colombian Andes, and the Blue Nile are very
similar to each other, with a clear mode observed at moderate precipitation values (2 < R ≤ 5). SPP
performances for the Blue Nile are exceptional, while, on the other hand, the SPPs significantly
overestimate the lowest precipitation frequencies for the Peruvian Andes and the Colombian
Andes.
Over Taiwan and California, the rain gauge distributions are very similar to one another, with
clear modes observed at the highest precipitation values. In general, all the SPPs over these two
regions are able to capture the trend of the rain gauge frequencies, except for IMERGV06B over
the California region.
Over the Alps (Figure 2.9a), MSWEP captures the rain gauge distribution trend exceptionally
well. It should be noted that in this study, the region designated as “the Alps” incorporates rain
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gauges from the Eastern Italian Alps and the Swiss Alps. GPCC uses 97% of the rain gauges over
the Swiss Alps, which could explain the exceptional performance of MSWEP over this region.
Meanwhile, TMPAV07 underestimates significantly the lowest precipitation frequencies while
overestimating the highest. The CMOPRH and GSMaPV07 products provide similar
performances but with less underestimation and overestimation observed. It should be noted that
GSMaPV07 has the highest overestimation for 2 < R ≤ 5 precipitation intervals. On the other hand,
the IMERG products follow the rain gauge distribution trend very closely, with exceptions.
IMERGV06B overestimates the lowest precipitation frequencies while slightly underestimating
the highest.
Over the French Cévennes (Figure 2.9b), IMERGV06B and IMERGV05 follow the rain gauge
distribution very closely with exception, both products are significantly overestimating observed
values in the lowest precipitation range. While GSMaPV07 performance is very close to those of
IMERGV06 and IMERGV05 with slight overestimations, this product captures the lowest
precipitation frequency significantly better. The TMPAV07 performance is significantly worse in
comparison to the rest of the products, while CMORPH performs comparatively well for
precipitation ranges 0.5 < R ≤ 5.
Over Turkey (Figure 2.9d), while IMERGV05 follows the rain gauge distribution trend very
closely, IMERGV06 overestimates the lowest precipitation range frequency and underestimates
the rest of the ranges. The TMPAV07 performance over this region is very similar to its
performances over the previous two regions, where this product underestimates the lowest
precipitation range frequencies and overestimates the higher frequencies significantly. As in the
French Cévennes region, IMERGV05 and IMERGV06B follow the rain gauge distribution trend
very closely over the Himalayas (Figure 2.9i), with the exception of the lowest precipitation range
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frequency, where they significantly overestimate. TMPAV07 has the worst performance among
the SPPs. GSMaPV07 in general follows the trend of overestimating the lowest precipitation range
frequencies and underestimating the highest, while MSWEP underestimates the lower frequencies
and significantly overestimates the highest.
Over the Peruvian Andes, the SPPs are unable to capture the rain gauge precipitation frequency
trend. All except TMPAV07 significantly overestimate the lowest precipitation range. CMORPH
shows the worst performance of all, with significant underestimation for the higher frequencies.
Over the Colombian Andes (Figure 2.9f), the SPPs are similarly unable to capture the rain gauge
precipitation frequency trend. Again, TMPAV07 is the exception, underestimating the lower
precipitation range frequencies while all the other SPPs significantly overestimate them.
GSMaPV07 follows the rain gauge frequency closely for the 0.5 < R ≤ 10 ranges, showing better
performance than the rest of the SPPs. IMERGV05, IMERGV06B, and MSWEP have very similar
performances.
Over the Blue Nile (Figure 2.9e), all the SPPs follow the rain gauge frequency trend very
closely with slight overestimation of the observed values, except for the highest precipitation
range, where they underestimate significantly. GSMaPV07 performs better than the other SPPs
with less to no overestimation of the observed values.
Over Taiwan (Figure 2.9g), all the SPPs except TMPAV07 follow observed occurrence
frequency distribution very closely. TMPAV07 is unable to capture the lower precipitation
frequencies, while CMORPH has an exceptional performance over this region compared to other
SPPs. MSWEP and IMERGV05 are very close to each other in performance, except at the 1 < R
≤ 10 ranges. Over California (Figure 2.9j), the SPPs are generally able to capture the rain gauge
frequency trend, with exceptions. IMERGV05 can capture the lowest precipitation frequency,
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while IMERGV06B is the only SPP with significant overestimation. All the SPPs underestimate
the highest precipitation frequency, with IMERGV05 and IMERGV06B doing so most
significantly.
Overall, the SPPs are able to capture the general trend of the rain gauge precipitation
frequencies over the Himalayas, Turkey, the French Cévennes, and the Alps, with TMPAV07
being an exception. Over Peru, the Colombian Andes, and the Blue Nile, the SPPs are generally
able to capture the trend but have difficulties at the lowest and highest precipitation ranges. The
lowest range is problematic, especially over Peruvian and Colombian Andes, where the SPPs
significantly overestimate the frequency of the rain gauges.
Figure 2.10 presents the accuracy of the products in capturing rainfall occurrence through an
analysis of NMRV (blue box plots) and NFASRV (red box plots) values. The NMRV performance
metric shows the rain gauge rainfall volume that the SPPs missed throughout a specific period of
time, normalized by the total rain gauge rainfall volume during that period; NFASRV represents
the rainfall volume that was falsely detected by the SPPs, normalized by the total rain gauge
rainfall volume during the same period. In the figure, the lower-elevation rain gauges are
represented by bold-colored box plots and the higher-elevation ones by faded box plots. In them,
horizontal lines indicate the 25th and 75th percentiles and the median (red line) of the distribution;
vertical lines represent the extent of the rest of the data, which is 1.5 times the 25th–75th percentile
range. Outliers are represented by the ‘‘+’’ markers. In general, NMRV and NFASRV values are
between 0 and 40% for the Alps, the French Cévennes, the Blue Nile, Taiwan, and California.
NFASRV values are significantly higher for the Peruvian Andes, the Colombian Andes, and the
U.S. Rocky Mountains.
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Over the Alps (Figure 2.10a), the median and the variation of NFASRV are higher than NMRV
values for all the SPPs. TMPAV07 has the highest median and variation of NMRV and NFASRV
values, which have been diminished and improved significantly for IMERGV05 and are even
better for IMERGV06B. CMORPH has the best performance when compared to the other SPPs
for both NMRV and NFASRV values.
Over the French Cévennes (Figure 2.10b), the performance of the SPPs overall is better than
for other regions. In general, medians and variations of NMRV and NFASRV range from 0 to
20%, with exceptions. The IMERGV05 medians of NMRV (26%) and NFASRV (17%) are the
highest values, with CMORPH performance again the best of all the SPPs.
Over Turkey (Figure 2.10d), the NMRV performances for the highest elevation rain gauges
are better than the lower-elevation performances for almost all the SPPs, while the NFASRV
performances for the lowest elevation gauges are better than for the higher-elevation ones. The
performances of IMERGV05 and TMPAV07 for both NMRV and NFASRV are worse than those
of the other SPPs. Meanwhile, IMERGV06B performance improves significantly for both NMRV
and NFASRV. CMORPH has the best performance for NMRV and GSMaPV07 for NFASRV for
both the lower and higher rain gauges compared to the other SPPs.
Over the Blue Nile, almost all the SPPs perform significantly well with NMRV and
NMFASRV median values range from 0 to 10%. IMERGV06B, GSMaPV07, CMORPH, and
MSWEP NMRV median values for this region is very close to 0 meanwhile all the SPPs have
similar medians (15%) and variances for NFASRV.
Over the Taiwan region, all the SPPs have the lowest variances for both NMRV and NFASRV
when compared to other regions. Similarly, to the other region TMPAV07 and IMERGV05
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performance of NMRV are highest compared to other SPPs. Again, the SPPs are similarly able to
capture the lower-elevation rain gauge precipitation better than for higher-elevation gauges.
Meanwhile, the SPPs more often capture lower-elevation rain gauge precipitation falsely than
higher-elevation precipitation.
Over California, NMRV and NFASRV values range between 0 and 40% for all the SPPs. In
general, the SPPs capture precipitation better at higher- than at lower-elevation rain gauges.
IMERGV05 and TMPAV07 have the highest medians of NMRV and variations of NFASRV of
all the SPPs. In general, the variation of NFASRV for the lowest elevation gauges is higher than
the rest of the results for this region. CMORPH, GSMaPV07, and MSWEP have better NMRV
values than the other SPPs for rain gauges at both elevations.
Over the Peruvian Andes, the SPPs show the worst performances among all the regions in
capturing rain gauge precipitation values. Over this region NMRV and NFASRV median and
variance values for higher-elevation rain gauges are lower compared to lowest-elevation rain
gauge values. The median of the NFASRV values for lowest-elevation rain gauges reported in
between 50 to 80%, meanwhile 20 to 40% for higher-elevation rain gauges. NFASRV values are
significantly higher than NMRV values for all SPPs. The best performance is observed by the
MSWEP product for NMRV and by GSMaPV07 for NFASRV.
Over the Colombian Andes, median of the NMRV values are ranging in between 5-35% while
NFASRV median values are ranging in between 20-60% hence it is clear that SPPs are falsely
reporting precipitation over this region causing an overestimation of the observed values. In
general, variations of both NMRV and NFASRV are very similar for both lower- and higherelevation rain gauges. On the other hand, the medians of NMRV and NFASRV for lower-elevation
gauges are lower than for the higher-elevation ones.
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Over the Himalayas, the SPP performances differ slightly from each other and from their
performances in other regions. In general, NMRV and NFASRV perform better at the lowerelevation rain gauges than at the higher ones. TMPAV07 over the higher-elevation rain gauges
significantly misses the precipitation values, with high medians and variances of NMRV.
NFASRV variances for lower-elevation rain gauges are significantly higher than for higherelevation gauges. IMERGV05 has the highest median (80%) NFASRV value over the higherelevation rain gauges.
In general, CMORPH, GSMaPV07, and MSWEP products have the best NMRV performances
over all the regions, followed by IMERGV06B, while TMPAV07 and IMERGV05 have the worst.
Depending on the region, the SPP performances on rain occurrence differ between lower- and
higher-elevation rain gauges.
2.5.2. Evaluation of Rain Rates
To capture the systematic error component of SPPs, we present MRE in Figure 2.11. The error
statistics presented in Figures 2.11 and 2.12 are conducted by conditioning MRE and CRMSE with
rain gauge and SPP average precipitation quantiles of ranges 0 < R ≤ Q20; Q20 <R ≤ Q40; Q40 <
R ≤ Q60; Q60 < R ≤ Q80; Q80 < R ≤ Q95; and Q95 < R. Over all the regions, the SPPs move from
overestimation to underestimation from the lowest precipitation quantiles to the higher quantiles,
respectively, with the exception of the U.S. Rocky Mountains. The performances of all the SPPs
change significantly from the lowest quantile interval to the Q20 < R ≤ Q40 range.
Over the Alps (Figure 2.11a), MSWEP has the lowest MRE values for all quantile ranges.
GSMaPV07 closely follows MSWEP at all quantiles, with the exception that, at the highest
quantile, this product underestimates the most of all the SPPs. The worst performances among the
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SPPs are by IMERGV05 and IMERGV06B, with the highest MRE values at the lowest quantiles
(5) and the highest quantile (–0.8).
Over the French Cévennes (Figure 2.11b), while GSMaPV07 has the best performance at
almost all quantile ranges, this product overestimates the most of all the SPPs at the highest
quantile. The CMORPH and MSWEP products follow GSMaPV07 closely, while IMERGV05
and TMPAV07 have the worst performances at almost all quantiles except the highest, where they
have the best performances of all the SPPs.
Over the Peruvian Andes (Figure 2.11c), GSMaPV07 has the lowest overestimation for lower
quantile ranges and the highest underestimation for higher ranges. TMPAV07, on the other hand,
has the highest overestimation for the lowest quantile ranges and the lowest underestimation for
the highest ranges.
Over Turkey, the MRE values for all the SPPs range from 5 to 9 for the lowest quantile range.
GSMaPV07 and MSWEP have the lowest overestimation (5–6) for the lowest quantile range and
the highest underestimation (–0.8) for the highest.
Over the Blue Nile (Figure 2.11e), the MRE values range from 4 to –0.8 for all the SPPs. In
general, all the SPPs’ performances are very similar, with overestimation to underestimation from
the lowest quantile ranges to the higher quantile ranges, respectively.
Over the Colombian Andes (Figure 2.11f), CMORPH and GSMaPV07 have the lowest
overestimation for all quantile ranges except the highest quantile range, where these products have
the highest underestimation. MSWEP has the highest overestimation for the lower quantile ranges
and the highest underestimation for the highest quantile ranges.
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Over Taiwan (Figure 2.11g), MSWEP has the highest overestimation (6.5) for the lowest
quantile range; on the other hand, the performance of this product is significantly better for
quantiles higher than Q60 compared to the other SPPs. While TMPAV07 has the lowest
overestimation (5.5) for the lowest quantiles, this turns to the highest underestimation for the
highest quantile ranges.
Over the U.S. Rocky Mountains (Figure 2.11h), MRE values range from 15 to 0, from the
lowest to the highest quantile ranges. GSMaPV07 has the best performance of all the SPPs for all
the quantile ranges, except the highest. CMORPH has the highest overestimation of all the SPPs
for all the quantile ranges until Q60, after which MSWEP has the highest overestimation.
Over the Himalayas (Figure 2.11i), MSWEP has the highest MRE (10) at the lowest quantile
and the lowest MRE (–0.3) at the highest quantile. CMORPH, on the other hand, has the best
performance at the lower quantiles and the highest underestimation after Q40.
Over California (Figure 2.11f), TMPAV07 has the lowest overestimation at the lower quantile
ranges and the highest underestimation at the highest. MSWEP has the lowest underestimation for
the highest quantile ranges.
Finally, Figure 2.12 captures the random component of error (CRMSE) of daily precipitation
for the different quantiles of rain gauge and SPP average precipitation values. In general, all the
SPPs have high CRMSE values at lower quantile ranges, which decrease as the quantiles increase
and range from 0 to 20. Overall, GSMaPV07 provides the lowest CRMSE values over almost all
regions and all quantile ranges. Over the Alps (Figure 2.12a), GSMaPV07 has the lowest CRMSE
values for all quantile ranges, followed by MSWEP. On the other hand, the IMERGV06B product
has the highest CRMSE values for all quantile ranges and is closely followed by IMERGV05.
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Over the French Cévennes (Figure 2.12b), similar to the Alps, IMERGV06B has the highest
CRMSE values over all quantile ranges. TMPAV07 has the lowest CRMSE values for 0 to Q60
and GSMaPV07 for Q60 to Q95. Over the Peruvian Andes (Figure 2.12c), GSMaPV07 has the
lowest CRMSE values for all quantile ranges, while CMORPH has the highest. Over Turkey
(Figure 2.12d), TMPAV07, GSMaPV07, and MSWEP have the lowest CRMSE values over all
quantile ranges, and IMERGV06B and IMERGV05 have the highest. Over the Blue Nile (Figure
2.12e), IMERGV05 has the lowest CRMSE values over all quantile ranges, while CMORPH and
GSMaPV07 have the highest.
2.5.3. Discussion
This study evaluated GPM-era sensors and algorithms (IMERGV05, IMERG V06B, and
GSMaPV07) and compared them to TRMM-era products (TMPAV07, CMORPH, and MSWEP)
in an effort to understand the improvements to them and their ongoing deficiencies, especially over
complex terrain. IMERGV06B provided better results than IMERGV05 and TMPA in
comparisons of occurrence frequencies and NMRV, NFASRV, MRE, and CRMSE values. In
general, GSMaPV07 followed very closely and surpassed the performance of IMERGV06B for
almost all regions with respect to MRE and CRMSE values. MSWEP and TMPAV07 performance
were very similar to each other and fail to follow the performance of the other SPPs for almost all
regions with respect to occurrence frequency distributions, MRE and CRMSE values.
Bai and Liu [49] evaluated CMORPH, TMPA, MSWEP, and a couple of more SPPs over the
complex terrain of the Tibetan Plateau and concluded MSWEP generally provides the best
validation results. The authors noted, however, that since MSWEP directly incorporates globalscale daily gauge data, evaluation of this product using the rain gauges could raise independence
issues. A look at regions where GPCC overlap is minimal—over the Blue Nile, the Colombian
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Andes, the Peruvian Andes, and Taiwan—makes very clear that MRE and CRMSE values are at
an all-time high for MSWEP, and its performance is the worst relative to other SPPs; it has the
highest overestimation for lower precipitation values and the highest underestimation for higher
values. This outcome aligns with findings by Zambrano-Bigiarini et al. (2017) and by Nair and
Indu (2017). Zambrano-Bigiarini et al. (2017) evaluated multiple SPPs over complex terrain over
Chile, including MSWEP, CMORPH, and TMPA. They report MSWEP significantly
overestimating lower-range precipitation amounts and significantly underestimating higher-range
amounts, while CMORPH and TMPA capture lower-range precipitation with less overestimation.
Nair and Indu (2017) evaluated MSWEP over India using rain gauges for pre-monsoon, monsoon,
and post-monsoon seasons at daily scale for 35 years. They concluded that MSWEP shows large
errors in detecting the higher quantiles of rainfall (above the 75th and 95th quantiles). Moreover,
MSWEP overestimates the middle-range rainfall amounts and underestimates the higher-range
amounts.
In general, the mean annual precipitation performances of the SPPs in our study are, as
expected, significantly better than the daily performances. For mean annual precipitation,
IMERGV06B and GSMaPV07 follow the values of the rain gauges most closely, followed by
CMORPH and IMERGV05. On the other hand, MSWEP and TMPA show significant
overestimation.
Almost all the SPPs are able to follow the occurrence frequency of the rain gauges very closely;
the exceptions areTMPAV07 and MSWEP. The best performance is observed by GSMaPV07,
which can be explained by the orographic correction that algorithm conducts. In general,
IMERGV05 and IMERGV06B provide better performance than TMPAV07 in capturing the
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distribution of intensity of precipitation events for all regions, which is in agreement with the
findings of Dezfuli et al. (2017).
Over all the regions, SPP performance is very similar, with the SPPs overestimating the lower
precipitation values significantly and underestimating the higher values. The underestimation of
the higher values is in agreement with the findings of past studies (Kubota et al. 2009; Derin et al.
2016; Maggioni et al. 2017; Kwon et al. 2008) and is attributed to the occurrence of shallow, but
high, accumulation precipitation related to warm-rain processes [11]. Petkovic and Kummerow
(2015) evaluated the performance of GPM PMW retrievals in an extreme precipitation event and
concluded that satellites underestimate accumulations relative to gauges by 60%. They further
concluded that fixing this problem requires better understanding of the ice content in heavy
precipitation events.
Tan et al. (2017) evaluated IMERGv03 and TMPAV07 over the continental United States
(CONUS) and concluded that IMERGV03 is better than TMPAV07 in terms of normalized mean
absolute error, whereas the reverse is true for normalized RMSE. Since normalized RMSE is
affected by outliers to a greater degree, this suggests IMERGV03 has more outliers, and/or the
outliers have larger magnitudes. One plausible explanation for this is the fact that IMERGV03 uses
a prelaunch GPM database; the transition to a full GPM database likely will improve the accuracy
of IMERGV03. In this study, we prove that transition to a full GPM database indeed improves the
accuracy of IMERGV06B (with 20% decrease in MRE and 3.8% increase in CRMSE) relative to
TMPAV07.
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2.6.

Conclusions
An evaluation of nine satellite-based rainfall products and one reanalysis product over ten

different regions around the globe, characterized by complex terrain, is conducted in this chapter
using daily rain gauge rainfall data over 2000-2013 data period.
2.6.1. Long-term TRMM-era SPPs
The satellite-based rainfall data are available at 0.25° regular latitude-longitude grid and rain
gauge measurements were averaged within that 0.25° grid. The satellite-based rainfall products
and reanalysis used in this study were TMPART, TMPAv7 (gauge-adjusted), TMPACCA
(climatological gauge–adjusted), CMORPH, gauge-adjusted CMORPH, PERSIANN, gaugeadjusted PERSIANN, GSMaP, gauge-adjusted GSMaP and ECMWF. The study areas of this work
were Alps, French Cevennes, Western Black Sea Region of Turkey, Colombian Andes, Peruvian
Andes, US Rocky Mountains, Blue Nile, Western Taiwan, and Himalayas over Nepal. Various
evaluation statistics were used to assess the performance of the satellite-based rainfall products.
All study regions are over complex terrain characterized by different hydro-climatic
characteristics. Over Alps, French Cevennes, Peruvian Andes and Turkey significant orographic
effects are observed. Taiwan, Blue Nile and Colombian Andes are characterized by tropical
conditions; Colombian Andes is more complex than others with bimodal annual cycle of
precipitation resulting from double passage of ITCZ. US Rocky Mountains and Nepal/Himalaya
can be grouped as highland climate; Nepal/Himalaya is mostly influenced by monsoon systems.
The study showed that the performance of satellite-based rainfall products highly depends on
rainfall structure. Many of SPPs were shown to underestimate wet season and overestimate dry
season precipitation. The study compared performance of gauge adjustment for every satellite
product and showed that, gauge adjustment to the SPPs are highly dependent on the
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representativeness of the chosen rain gauges to the local satellite measurement conditions. Hence,
over data sparse regions and complex terrain, gauge adjustment could result in no improvement
compared to satellite-alone rainfall products. Taking into account all presented results in this study,
we conclude the following:
1) ECMWF performance at mean annual time scale is closely following rain gauge values,
while satellite only SPPs tend to underestimate and performance of products improve with
gauge adjustment with exceptions. Over most of the regions TMPACCA seems to elevate
TMPART estimates to overestimation. When gauge corrected SPPs are compared with
each other, superiority of TMPAV7 can be observed at mean annual time scale.
2) Performance of SPPs highly depends on precipitation structure and variability imposed by
orography. Specifically, PMW-based SPP (i.e., CMORPH and GSMaP) significantly
underestimated the warm orographic rain systems, which due to the low ice concentration
aloft are not captured well by PMW sensors. On the other hand, the IR-based PERSIANN
product did not capture well the deep convective systems in the upper Blue Nile basin.
3) In general, most of the SPP captured the seasonal trends in all regions; especially ECMWF
closely followed the rain gauge values at monthly time scale, Alps being an exception.
Gauge adjusted SPP closely follow observations except over Turkey and Colombian Andes
where they tend to overestimate the gauge observations. Over Turkey climatology changes
suddenly as with Colombian Andes, hence rain gauges that are used in bias adjustment
algorithm heavily affect the correction. Alps, Colombian Andes, Peruvian Andes, Blue
Nile and Taiwan exhibit clear distinctions between wet and dry season. Over these regions
SPP provide fair to good trends in capturing this distinction between wet and dry season.
On the other hand, when there is no clear distinction between dry and wet seasons, which
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is the case for French Cevennes, Turkey, US Rocky Mountains and Nepal/Himalayas,
different SPPs show inconsistent temporal distributions compared to gauge values.
4) SPPs are able to capture the distribution of rainfall rates for most of the regions. However,
there is a general trend of overestimating the occurrence of low rain rates and
underestimating the occurrence of high rain rates.
5) SPP performance for occurrence of rainfall is best observed over Blue Nile followed by
Alps, French Cevennes, Taiwan and Peruvian Andes. Over regions characterized by
orographic enhancement IR based product (PERSIANN) shows high NFASRV. Over
regions characterized by highland climate most of the products have high NMRV.
6) To understand performances of SPPs at unconditional and extreme cases (>Q99) we
evaluated the systematic error component. All products performances diminished at
extreme cases. Rain gauge adjusted products performances at unconditional range were
shown to not always improve throughout all regions, however at extreme cases rain gauge
adjustment seems to be improving satellite products. TMPACCA seems to elevate
TMPART estimates in order to reduce the random error and bias; however, this was shown
to cause a boost of overestimation especially over regions where overestimation is already
observed with TMPART.
In summary, the performance of integrated satellite rainfall products is highly dependent on
rainfall variability and seasonal changes. All the regions studied are complex terrain; hence results
may not be readily applicable to other regions.
2.6.2. Short-term GPM-era SPPs
An evaluation of six SPPs over ten different regions around the globe characterized by complex
terrain using daily rain gauge precipitation over the 2014–15 data period is conducted. The SPPs
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are available at 0.1° and 0.25° regular latitude-longitude grids, and we averaged rain gauge
measurements within those grids. The study evaluated GPM-era sensors and algorithms
(IMERGV05, IMERG V06B, and GSMaPV07) and compared them to TRMM-era products
(TMPAV07, CMORPH and MSWEP) in an effort to understand the improvements to them and
their ongoing deficiencies, especially over complex terrain. The study areas of this work were the
Alps, the French Cévennes, the western Black Sea region of Turkey, the Colombian Andes, the
Peruvian Andes, the U.S. Rocky Mountains, the Blue Nile, western Taiwan, California, and the
Himalayas over Nepal— all complex terrains characterized by different hydroclimatic
characteristics—and we used various evaluation statistics to assess the performance of the satellitebased rainfall products. Over the Alps, the French Cévennes, the Peruvian Andes, and Turkey, we
observed significant orographic effects. Taiwan, the Blue Nile, and the Colombian Andes are
characterized by tropical conditions, and the Colombian Andes is more complex than the others,
with a bimodal annual cycle of precipitation resulting from double passage of the ITCZ. The U.S.
Rocky Mountains and Nepal/Himalayas can be grouped as highland climate; Nepal/Himalayas is
mostly influenced by monsoon systems.
The study showed that GPM-era SPPs provided better results than TRMM-era SPPs in
comparisons of occurrence frequencies and NMRV, NFASRV, MRE, and CRMSE values. In
general, within GPM-era SPPs GSMaPV07 followed very closely and surpassed the performance
of IMERGV06B for almost all regions with respect to MRE and CRMSE values. Meanwhile,
within TRMM-era SPPs CMORPH surpassed the performance of TMPAV07 and MSWEP for
almost all regions with respect to MRE and CRMSE values. As shown by Derin and others [22],
as well, however, SPP performance still depends highly on rainfall structure. The SPPs used in
this study are gauge adjusted, and Derin and others [22] have concluded that the performances of
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gauge-adjusted SPPs are highly dependent on the representativeness of the local rain gauges. This
is reflected on the limited performance improvements of gauge adjustment over satellite-only SPP
products. Taking into account all the results presented in this study, we conclude the following:
1) IMERGV06B and GSMaPV07 products follow the mean annual precipitation
values of rain gauges very closely, followed by IMERGV05 and CMORPH, while
TMPAV07 and MSWEP show significant overestimation.
2) GPM-era products IMERGV06B (–0.3–0.8 MRE; 1.1–1.9 CRMSE; 1.8–19
NMRV; 17–50 NFASRV) and GSMaPV07 (–0.1–1.1 MRE; 0.9–1.9 CRMSE; 0.9–34
NMRV; 7.6–35 NFASRV) provide statistical improvements over TRMM-era products
TMPAV07 (–0.3–1.4 MRE; 1.1–1.8 CRMSE; 14–52 NMRV; 11–50 NFASRV) and
MSWEP (–0.3–1.3 MRE; 1.0–2.8 CRMSE; 0.9–32 NMRV; 5–93 NFASRV).
3) The new orographic rainfall classification in the GSMaPV07 algorithm is able to
improve on the detection of orographic rainfall, the rainfall amounts, and error metrics. It
should be noted, moreover, that we demonstrated the improvement of this product beyond
the Asian land region.
4) The SPPs are able to capture the distribution of precipitation rates for all regions,
although low precipitation rates are overestimated for some.
It is worth mentioning that in situ observations, while extremely important, provide only
limited representation of heavy precipitation over complex terrain, and spatial-scale mismatch
between satellites and gauges should be considered. Hence, in the following chapter, X-band dual
polarization radar retrievals are going to be evaluated.
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Table 2-1 General information of the rain gauge datasets representing the ground validation of the
different study regions.
Region

Geographic extent
(Latitude/Longitude)

Number of gauges
Area-average
Periods of
annual & max
observations
daily rainfall
0
0
Blue Nile
36.46 - 38.5 N
70
1100 mm/year
0
0
10.00 - 12.85 E
2000-2015
312 mm/day
0
0
Eastern
10.42 - 12.48 N
106
780 mm/year
0
0
Italian Alps 46.16 - 47.20 E
2002-2015
214 mm/day
0
0
Swiss Alps
6.00 - 10.50 N
83
1141 mm/year
0
0
45.80 - 47.78 E
2002-2015
243 mm/day
0
0
French
3.00 - 4.60 N
208*
1054 mm/year
0
0
Cevennes
43.65 - 45.40 E
2007-2015
206 mm/day
0
0
Turkey
31.48 - 34.15 N
12
430 mm/year
0
0
40.25 - 41.70 E
2007-2015
146 mm/day
0
0
Peruvian
68.65 – 79.93 S
147
713 mm/year
0
0
Andes
4.96 – 17.60 W
2000-2015
540 mm/day
0
0
Colombian
72.38 – 78.00 S
98
1600 mm/year
0
0
Andes
0.78 – 7.36 E
2000-2015
439 mm/day
0
0
Taiwan
120.50 – 120.90 N
9
3366 mm/year
0
0
23.20 – 23.53 E
2002-2015
1206 mm/day
0
0
US Rocky
103.10 – 123.15 S
319*
522 mm/day
0
0
Mountains
31.35 – 48.80 E
2000-2015
83 mm/day
0
0
Nepal/
85.15 – 88.00 N
5
610 mm/year
0
0
Himalayas
26.15 – 28.75 E
2000-2015
88 mm/day
0
0
California
120.18 – 124.11 S
60
0
0
35.38 – 40.97 E
2014-2015
* Area averaged grid boxes instead of point rain gauge observations

Elevation
range (m)
1615-3125
212-2260
197-3040
140-1567
33-1305
2007-5020
286-3666
1040-2540
1500-3550
2660-5600
15-2014
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Table 2-2 Summary of SPPs used in this study.
Abbreviation

Long Name

Provider

Spatial
resolution

Temporal
resolution

ECMWF

ECMWF global model

ECMWF

0.50

Daily

TMV7

TMPA post-real-time research

NASA GSFC

0.250

3-hourly

TMCCA

TMPA climatological calibration
algorithm

NASA GSFC

0.250

3-hourly

CMCT

CMORPH gauge adjusted

NOAA

0.250

3-hourly

PNCT

PERSIANN gauge adjusted

University of
California, Irvine

0.250

3-hourly

GSCT

GSMaP gauge adjusted

JAXA

0.10

hourly

TMRT

TMPA experimental real time

NASA GSFC

0.250

3-hourly

CM

CMORPH

NOAA

0.250

3-hourly

PN

PERSIANN

University of
California, Irvine

0.250

3-hourly

GS

GSMaP

JAXA

0.10

hourly

IMERGV05

Integrated Multi-satellitE Retrievals

NASA GSFC

0.1

30-minute

IMERGV06B

Integrated Multi-satellitE Retrievals

NASA GSFC

0.1

30-minute

0.1

3-hourly

Multi-Source Weighted-Ensemble
Precipitation
Table 2-3 Percentage of rain gauges used by GPCC over reach region.

MSWEPV2.2

Regions

Overlap (%)

Regions

Overlap (%)

Blue Nile

7.8

13.4

Colombia

2.8

Himalayas
NE Italy

62.5
37.7

Swiss

97.2

California
South
France
Taiwan
Turkey
Rockies
USA

Peru

5.2

83.3
0
24.3
5.2
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Table 2-4 Relative improvement of satellite-based SPPs after gauge adjustment for all rainfall values (unconditional).
French
Colombian Peruvian US Rocky
Turkey
Blue Nile Taiwan Nepal
Cevennes
Andes
Andes
Mountains
TMV7 –TMRT
1.68
0.93
-0.72
1.89
0.53
1.20
0.43
0.58
4.83
TMCCA-TMRT
0.14
0.08
-0.93
0.99
-3.25
1.80
0.14
0.39
10.11
CMCT-CM
0.66
0.39
-0.57
-0.11
-0.55
1.16
0.62
0.35
0.29
PNCT-PN
4.46
0.92
3.67
-0.09
-0.27
3.29
0.45
0.49
0.37
GSCT-GS
1.64
0.31
-1.81
1.45
-0.88
-0.59
0.29
0.57
0.03
TMV7 –TMRT
0.43
0.36
-0.01
-0.39
0.17
0.19
-0.02
-0.04
-0.51
TMCCA-TMRT
0.03
0.01
-0.16
-0.14
-0.17
0.02
0.01
-0.02
-1.18
CMCT-CM
0.14
0.13
-0.15
-0.03
0.06
0.17
-0.20
-0.03
-0.05
PNCT-PN
0.02
0.12
-0.65
0.08
0.50
0.34
-0.19
-0.04
-0.16
GSCT-GS
0.23
0.19
-0.12
-0.22
0.27
0.39
-0.82
-0.01
0
th
Table 2-5 Relative improvement of satellite-based SPPs after gauge adjusted for gauge rainfall values exceeding the 99 quantiles.

CRMSE

MRE

Alps

CRMSE

MRE

Alps
TMV7 –TMRT
TMCCA-TMRT
CMCT-CM
PNCT-PN
GSCT-GS
TMV7 –TMRT
TMCCA-TMRT
CMCT-CM
PNCT-PN
GSCT-GS

0.74
0.03
0.32
0.76
0.54
-0.14
-0.08
-0.05
-0.23
0.26

French
Turkey
Cevennes
0.73
4.55
0.02
9.37
0.30
-30.83
0.38
2.19
0.25
5.95
-0.31
-0.04
-0.002
-0.35
-0.23
-0.11
-8.97
-0.32
0.06
0.07

Colombian
Andes
0.48
0.23
-0.03
0.19
0.33
-0.42
-0.09
0.09
0.09
-0.13

Peruvian
Andes
0.27
0.78
0.09
0.18
0.44
0.03
-0.87
-0.21
0.12
-0.01

US Rocky
Mountains
-0.07
-0.01
0.08
-0.01
1.02
-0.03
0.003
-0.09
0.41
0.27

Blue Nile

Taiwan

Nepal

-0.06
0.66
1.79
0.94
0.78
0.15
0.03
-0.39
0.03
-0.32

0.05
0.03
0.02
0.03
0.05
-0.02
-0.002
0
-0.002
-0.04

0.47
0.89
0.05
-0.07
0
-2.81
-2.23
-0.81
0.65
0
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Figure 2-1 Geographic locations of the study regions

Figure 2-2 Mean annual precipitation over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d)
Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas for every SPP (Note that red line denotes mean annual precipitation for rain
gauges). Cold season days are included to understand the performances of the total precipitation
quantity of the products. Horizontal red line represents the area-average rain gauge precipitation,
green represents the reanalysis product, blue (red) colors represent the gauge-corrected
(unadjuasted) SPPs.
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Figure 2-3 Mean monthly time scale over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d)
Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas for every product. Cold season days are included to understand the performances
of the total precipitation quantity of the products. The thick black line represents the area-average
rain gauge precipitation, green solid line represents the corresponding reanalysis product, blue
colors represent the gauge-corrected SPPs and red colors represent the unadjusted SPPs.
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Figure 2-4 Probability density function by occurrence of daily precipitation for cases with different
intensities for all SPPs over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e)
Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas.
Cold season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky Mountains,
and Nepal/Himlayas. Blue colors represent the gauge-corrected SPPs and red colors represent the
unadjusted SPPs.
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Figure 2-5 NMRV and NFASRV values over (a) Alps, (b) French Cevennes, (c) Peruvian Andes,
(d) Taiwan, (e) Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i)
Nepal/Himalayas and every SPP (bold colors represent NMRV and faded colors NFASRV). Cold
season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky Mountains, and
Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red colors represent the
unadjusted SPPs.
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Figure 2-6 Mean relative error of unconditional (bold colors) and 99th quantile (faded colors) of
the rain gauge over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e) Turkey, (f)
Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas for every
SPPs. Cold season days are excluded for regions Alps, French Cevennes, Turkey, US Rocky
Mountains, and Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red colors
represent the unadjusted SPPs. Sample size of the datasets for both unconditional and conditional
cases provided under region text.
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Figure 2-7 Central root mean square error of unconditional (bold colors) and 99th quantile (faded
colors) of the rain gauge over (a) Alps, (b) French Cevennes, (c) Peruvian Andes, (d) Taiwan, (e)
Turkey, (f) Colombian Andes, (g) Blue Nile, (h) US Rocky Mountains and (i) Nepal/Himalayas
for every SPP. Cold season days are excluded for regions Alps, French Cevennes, Turkey, US
Rocky Mountains, and Nepal/Himalayas. Blue colors represent the gauge-corrected SPPs and red
colors represent the unadjusted SPPs. Sample size of the datasets for both unconditional and
conditional cases provided under region text.
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Figure 2-8 Mean daily precipitation (mm/hour) vs. rain gauge elevation (m) for (a) the Italian Alps,
(b) the French Cévennes, (c) the Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian
Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j) California. Faint colors
represent higher-elevation rain gauge values
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Figure 2-9 PDFs by occurrence of daily precipitation for cases with different intensities for all
SPPs over (a) the Italian Alps, (b) the French Cévennes, (c) the Peruvian Andes, (d) Turkey, (e)
the Blue Nile, (f) the Colombian Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and
(j) California.
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Figure 2-10 NMRV (blue boxplots) and NFASRV (red boxplots) values over (a) the Italian Alps, (b) the French Cévennes, (c) the
Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian Andes, (g) Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j)
California for rain gauges and every SPP (blue represents NMRV and red represents NFASRV). For regions that has elevation groups,
higher-elevations are represented by faded bars.
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Figure 2-11 Mean relative error of daily precipitation for different quantiles of rain gauge and SPP
average precipitation values for all SPPs over (a) the Italian Alps, (b) the French Cévennes, (c) the
Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian Andes, (g) Taiwan, (h) the U.S.
Rocky Mountains, (i) Nepal, and (j) California.
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Figure 2-12 Centralized root mean square error of daily precipitation for different quantiles of rain
gauge and SPP average precipitation values for all SPPs over (a) the Italian Alps, (b) the French
Cévennss, (c) the Peruvian Andes, (d) Turkey, (e) the Blue Nile, (f) the Colombian Andes, (g)
Taiwan, (h) the U.S. Rocky Mountains, (i) Nepal, and (j) California.
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3. Evaluation of X-Band Dual Polarization Radar-Rainfall Estimates from
OLYMPEX
3.1.

Introduction
To understand and manage water systems under a changing climate and meet increasing

demand for water, a quantitative understanding of the precipitation variability at a regional to
global scale is important. Over complex terrain, in particular, precipitation extreme is the main
trigger of natural hazards like floods, landslides, and avalanches and its variability would affect
freshwater security, energy and tourism activities. Nevertheless, the measurement of precipitation
over these regions has been very difficult; hence, advancing estimation of global precipitation over
complex terrain is vitally important for the society.
Rainfall measurements are available from ground-based observations (such as rain gauge and
radar networks) and in recent years from satellite sensors. While rain gauges provide direct
physical measurement of surface rainfall, the sparseness of gauge networks over mountainous
regions, limits spatial representation of rainfall variability from these measurements. The difficulty
of representing spatial rainfall variability from ground-based observations highlights the need to
use multi-satellite precipitation datasets—that is, datasets that combine infrared (IR) radiances and
passive microwave (PMW) precipitation retrievals—which can represent the space-time
variability of rainfall with quasi-global coverage (Huffman et al. 2007, 2010; Joyce et al. 2004;
Kubota et al. 2007; Ushio et al. 2013). However, the effective use of satellite-based precipitation
products requires a thorough understanding of the error characteristics of the individual PMW
sensor retrievals at their native resolution. Evaluation of the satellite sensor retrievals at such high
spatio-temporal scale cannot be based on rain gauges, since rain gauge measurements are
constrained by mismatch in spatial scale with the PMW field of view area. Ground radar
observations, on the other hand, provide high-resolution information on the spatial and temporal
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variability of precipitation. However, radar quantitative precipitation estimation (QPE) accuracy
over complex terrain is affected by beam blockage when radar is close to the mountain range or
by the height of the beam and the width of the sampling volume when the radar is far away. In
order to overcome these limitations, locally deployed low-power polarimetric X-band radars are
used to fill gaps in radar networks (Maki et al. 2010).
The use of locally deployed X-band polarimetric radars have many advantages compared to
operational S and C band radars. Although the range of low-power X-band radar systems is
relatively short, their small size, mobility, higher spatial and temporal resolution, and stronger
differential phase signals make them a convenient tool for hydrometeorological studies over
complex terrain or regions that lack adequate coverage by the operational weather radar networks
(Brotzge et al. 2006; Matrosov et al. 2005). Moreover, short wavelength radars can monitor rainfall
variability at smaller scales and are potentially more accurate than the longer wavelength radars
(Anagnostou et al. 2009, 2010, 2018; Koffi et al. 2014; Maki et al. 2010; Matrosov et al. 1999,
2013; McLaughlin et al. 2009; Yoshikawa et al. 2010; Wang and Chandrasekar 2010). As with
any high-resolution reference dataset, X-band polarimetric radar observations require
comprehensive evaluation to demonstrate they can be reliably used for evaluation purposes where
you consider ground radar as ground truth.
The attenuation of the radar signal at X-band is significantly stronger than S and C bands hence
these radars are unreliable unless they have polarimetric capabilities. The introduction of
polarimetric methods (in particular differential phase shift: 𝜙𝐷𝑃 𝑖𝑛 °) has solved the problem of
limited QPE from X-band radars due to power signal attenuation (Kim et al. 2008, 2010; Matrosov
et al. 1999, 2002, 2006; Park et al., 2005a,b; Anagnostou et al. 2004; Testud et al. 2000). The
immunity of 𝜙𝐷𝑃 to attenuation from rainfall, or other atmospheric sources, and its independence
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to radar calibration, make QPE using 𝜙𝐷𝑃 a powerful method (Anagnostou et al. 2006a,b; Bringi
and Chandrasekar 2001; Chandrasekar et al. 1990; Matrosov et al. 2002, 2005; Testud et al. 2000).
Recent studies by Anagnostou et al. (2009, 2010) and Kalogiros et al. (2013a) have led to the
development and demonstration of a new algorithm for attenuation correction and rain rate and
rain drop size distribution parameter estimation that is based on dual-polarization measurements.
Kalogiros et al. (2013a, b) showed that their algorithm, which is self-consistent with optimal
parameterization attenuation correction and rain microphysics estimation (SCOP-ME), can
provide improved estimates of rain rate and drop size distribution (DSD) parameters. In light of
all these advances and advantages, X-band radars and algorithms can play a significant role in the
validation of satellite rainfall products (Derin et al. 2018; Chandrasekar et al. 2008).
Over the past two decades, tests and validations conducted with locally deployed X-band
radars during field campaigns have shown the effectiveness of these measurements for rainfall
parameter retrievals at high temporal and spatial resolutions (Matrosov et al. 2002, 2005;
Anagnostou et al. 2004, 2007, 2010, 2018; Houze et al. 2017; Barros et al. 2014; Chandrasekar et
al. 2012; Kim and Maki 2012; Chen et al. 2017; Shi et al. 2018; Mishra et al. 2016; Testud et al.
2007; Thurai et al. 2017). A recent ground validation field campaign—the Olympic Mountains
Experiment (OLYMPEX)—was carried out to obtain an understanding of orographic modification
of frontal precipitation processes and to satisfy the need for further development and refinement
of algorithms used to convert Global Precipitation Measurement (GPM) mission satellite
measurements to precipitation amounts in mid latitudes. The OLYMPEX campaign involved a
wide variety of ground instrumentation, including three state-of-the-art scanning dual polarization
Doppler radars: the NASA dual-polarization S-band radar (NPOL) and the NASA dual-frequency
(Ku/Ka band) dual-polarization Doppler (D3R) radar, both located near the coast, and the National
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Science Foundation (NSF) X-band Doppler on Wheels (DOW) radar (Petersen et al. 2018).
Because of its blockage by terrain, the NPOL beam did not sample the valley at low levels. The
DOW X-band radar was deployed within the valley to fill the gap and extend the dual-polarization
radar coverage below the NPOL beam, down nearly to the valley ground level (Houze et al. 2017).
To the best of our knowledge, evaluation of DOW radar rainfall measurements from
OLYMPEX campaign have not yet been carried out, and generally, very few studies (Yu et al.
2018; Lim et al. 2013; Anagnostou et al. 2009, 2010) address verification of X-band dualpolarization rainfall retrievals in complex terrain. This chapter presents the micro-physical
retrieval application on the DOW measurements—the SCOP-ME algorithm— and evaluation of
rainfall and microphysical parameters against in situ observations from disdrometers, rain gauges,
and a micro rain radar (MRR) available within 30 km range from the radar. The aim of this chapter
is to quantify the error of SCOP-ME retrieval applied on the DOW measurements, so that these
data are properly applied in validation studies of PMW precipitation estimates over this complex
terrain.
3.2.

Study Region and Datasets

3.2.1. Study Region
The GPM Ground Validation field campaigns have used a variety of methods to validate
satellite constellation measurements with surface rainfall measured by dense rain gauge and
disdrometer networks at various sites. One such campaign was the Olympic Mountains Experiment
(OLYMPEX), which was conducted in the Pacific Northwest. The goal of OLYMPEX was to
validate rain and snow measurements in mid latitude frontal systems as they moved from ocean to
coast to mountains and determine how remotely sensed measurements of precipitation by GPM
could be applied to a range of hydrological, weather forecasting, and climate data. The campaign
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involved a wide variety of ground instrumentation, including several radars, and airborne
instrumentation monitoring oceanic storm systems as they approached and traversed the Peninsula
and the Olympic Mountains.
Figure 3.1 shows the terrain of the Olympic mountain range, which occupies the Olympic
Peninsula of Washington State. The peninsula has a north-south coastline on the Pacific Ocean
and is separated from Canada’s Vancouver Island on its north side by the narrow Strait of Juan de
Fuca.
3.2.2. Datasets
All the datasets that are used in this study were downloaded from Global Hydrology Resource
Center (GHRC DAAC). These data are summarized below.
The Doppler on Wheels (DOW) radar was deployed in the Chehalis Valley (47.48N, 123.86W)
(Fig. 3.1) on the shore of Lake Quinault, Washington, to obtain radar observations of rainfall; the
goal was to gain a better understanding of the orographic enhancement of rainfall during frontal
passages over mountain ranges. The DOW, which is a mobile dual-polarization and dualfrequency X-band radar, was operated by the Center for Severe Weather Research (CSWR).
Rapidly deployable, it has dual-250 kW transmitters for high sensitivity to clear radar returns and
can be set in place for long-term monitoring of storm systems. The X-band, 3.2 cm wavelength,
9.4 GHz transmissions can penetrate through intense precipitation conditions and return
moderately high-resolution horizontal and vertical polarization reflectivity at an operational range
of nearly 60 km (Houze et al. 2017). Both RHI and sector PPI measurements were conducted
during OLYMPEX. RHIs contained scans at 22 different azimuths, between 50.4 and 71.4 degrees.
Sector PPIs contained scans at six elevations between 2.8 and 11.0 degrees (approximately 2.8, 3,
5, 7, 9, and 11 degrees). Additional information regarding the instrument characteristics, and their
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properties can be found in Tables 3.1 and 3.2. Four in situ stations were within the sampling area
of DOW. It should be noted that version 2 DOW data has been created after discovering the
discrepancy between DOW and NPOL. A new and more appropriate calibration method has been
applied (Houze et al. 2018) and in this study DOW version 2 has been used which was downloaded
from GHRC DAAC.
The micro rain radar (MRR) used in this study, is a Biral/Metek 24 GHz (K-band), vertically
pointing, frequency-modulated continuous-wave (FM-CW) radar. MRR measures the signal
backscatter from which Doppler spectra, radar reflectivity, Doppler velocity, and rainfall
parameters including drop size distribution, rain rate, liquid water content, and rain-path-integrated
attenuation are derived (Petersen and Gatlin, 2017). To be able to compare MRR with DOW scans,
volumetric matching methodology has been applied by weighted mean estimator, with the
weighting function given by the antenna pattern at 6 dB.
The Met One Rain Gauge Pairs are tipping bucket precipitation gauges that collect
precipitation amounts and calculate rain rates (Petersen et al. 2017a). The Model 380 series
precipitation gauge is a tipping bucket rain gauge that measures the amount of fallen precipitation.
The gauge has a 30.5 cm (12 inch) diameter catchment funnel that directs precipitation to a tipping
bucket assembly. When 0.254 mm of precipitation has been collected, the assembly tips, draining
the collection and activating a mercury switch for recording data. Two gauges were located on
each platform. Quasi-continuous time series of minutely (1-minute) rain rate with a unit of
"mm/hr"-were downloaded from GHRC DAAC, in which a cubic-spline algorithm was used to
interpolate the measured gauge data (Petersen et al. 2017a). The Autonomous Parsivel Unit (APU)
is an optical laser disdrometer based on single particle extinction that measures particle size and
fall velocity. The precipitation data provided by the resulting APU dataset include precipitation
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rate, reflectivity in Rayleigh regime, liquid water content, mean drop diameter, and drop
concentration (Petersen et al. 2017b) which can be downloaded from GHRC DAAC. Four APU
sites were located within the DOW field of view; their properties are shown in Table 2. All four in
situ sites had collocated gauge and disdrometer instruments, and one of the four had the MRR
instrument.
3.2.3. X-Band Radar Rainfall Estimation Algorithm
This section describes the microphysical algorithm (named SCOP-ME, Kalogiros et al. 2013a)
that was applied to the DOW X-band radar observations. The SCOP-ME polarimetric rainfall and
microphysics algorithm was developed from T-matrix simulations at X-band, based on Rayleigh
scattering limit relations, with the addition of a rational polynomial dependence on reflectivityweighted droplet diameter DZ due to Mie scattering effects. The algorithm is based on the
assumption that a gamma distribution model could adequately describe the shape of drop size
distribution. SCOP-ME is a self-consistent polarimetric algorithm, based on the parameterizations
of the specific attenuation coefficients and backscattering phase shift in the rain, derived by
Kalogiros et al. (2013a), and applied with an iterative scheme to each radar ray. Attenuation
correction based on SCOP-ME parameterization of specific attenuation coefficients is applied with
an iterative scheme to separate radar rays (Kalogiros et al. 2014). This attenuation correction
procedure has been evaluated against in situ disdrometers and rain gauge datasets in past studies
(Kalogiros et al. 2013a; Kalogiros et al. 2013b; Kalogiros et al. 2014) and has shown that the it is
more efficient than previous polarimetric attenuation correction algorithms (Testud et al. 2000).
Before applying this precipitation retrieval algorithm, the DOW reflectivity observations were
corrected for partial beam blockage and measurement biases. For beam blockage estimation high
resolution terrain information and a three dimensional model of the radar beam was applied. This
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information is used to exclude highly occluded areas from further processing, or to correct
reflectivity from areas with occlusion below 50%. In addition, after the application of the
attenuation correction the vertical profile of reflectivity (VPR) measurements and rainfall
estimates in PPI scans were corrected using the method described in Kalogiros et al. (2014). This
method is based on the detection of the melting layer using the co-polar correlation coefficient
measurement, which presents a characteristic minimum in that layer, and an estimate of the scan
average of a properly scaled apparent vertical profile without the use of climatological or local
radiosonde information. It is noted that the attenuation correction is applied only to heights below
the melting layer, while in and above the melting layer it is kept constant in each ray. Summary of
the SCOP-ME algorithm is provided in the Appendix section.
It is stated in Houze et al. (2018) that DOW version 2 data has undergone vigorous quality
control. They found an offset in the measured differential reflectivity distribution due to
inconsistencies in the transmitters. The offset values were determined by creating histograms of
measured differential reflectivity for each scan while omitting values based on known
inconsistencies in the transmitters. The values that were omitted based on known inconsistencies
are measured differential reflectivity values with an equivalent reflectivity factor from the
horizontal channel lower than 10 dBZ, measured differential reflectivity values with a correlation
coefficient between the horizontal and vertical channels less than 0.97 or greater than 1.0, and
measured differential reflectivity values which fell within the 1.2-2.2 km of the DOW range. The
peak of the normal distribution of the measured differential reflectivity histograms was used as the
offset for the scan. Abnormally high or low values were omitted from the dataset. When no offset
could be determined, a default offset of 0 dB was used. As a result, an offset estimate of 3.2 (±1)
dB, with the DOW being too low was found based on this method. This offset of +3.2 dB was then
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added to the version 2 dataset. It has been noted in Houze et al (2018) that in the error estimate,
variations between receiver calibrations were also considered (varying up to 1 dB, but typically
less). The caveat to this offset is that it does not necessarily hold in melting levels, where Mie
scattering becomes an issue, or values greater than 35 dBZ. The offset was still applied in these
scenarios, but these caveats are kept in mind when analyzing the SCOP-ME retrieval.
The clutter-filtered and calibrated ZH, ZDR, 𝜌𝐻𝑉 and 𝜙𝐷𝑃 parameters, provided by the DOW
version 2 dataset, were passed through our algorithm for further dynamic calibration. The bias
calibration of ZH and ZDR was conducted by comparing these measurements to reference radar
parameters determined using scattering (T-matrix) routines applied on the raindrop spectral
measurements from the disdrometers deployed in the study area. The lowest available (unoccluded) antenna elevation (2.8°) was used for this comparison since DOW observation at this
elevation are closest in altitude to the disdrometers and there is no significant beam blockage or
ground clutter affecting its measurements. The mean reflectivity bias determined from this process
was insignificant, which verifies the calibration offset adjustment applied in DOW version 2
dataset. This aspect was also confirmed by the internal consistency check of the SCOP-ME
algorithm described in detail by Kalogiros et al. (2014). The consistency check compares the
differential phase shift (𝜙𝐷𝑃 𝑖𝑛 °) derived by the attenuation-corrected horizontal reflectivity to
the measured differential phase shift. The adjustment of ZDR was performed in every radar scan
using a dynamic correction method based on an average ZH-ZDR relation derived from scattering
simulations, as explained in Kalogiros et al. (2014).
After rain-path attenuation and VPR correction, the rainfall estimation and microphysical
algorithms are applied (Kalogiros et al. 2013a); summary of these equations can be found in the
Appendix section. It should also be noted here that the DOW X-band radar dataset has known
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measurement noise. Indeed, the measured ZDR, 𝜌𝐻𝑉 and 𝜙𝐷𝑃 were noisy (e.g. 0.6 dB standard
deviation of ZDR noise, 4° for 𝜙𝐷𝑃 and 0.02 for 𝜌𝐻𝑉 ), however a moderate filtering with ±1 gate
and ±1 ray reduced the noise significantly. Moreover, for measured KDP values a 2km window
moving linear fit has been applied, which makes the results less affected by the noise in the raw
data.

Finally, only events with significant rainfall that exhibit the highest quality DOW

measurements have been selected for this study, which include the following dates: 07, 12, 13, and
17 November 2015; 05, 08, 09, 17, and 18 December 2015; and 12 January 2016.
3.3.

Evaluation Methodology
The evaluation of the SCOP-ME algorithm was conducted against reference in situ rain gauge,

disdrometer, and MRR measurements. Based on the ten rain events mentioned above, coincident
DOW is extracted, disdrometer, rain gauge, and MRR observations with significant rain in the path
between the radar and the in situ measurements. In the comparison of reflectivities between radar
and disdrometer, the radar measurement volume above the disdrometer was used at instantaneous
time intervals. The time delay due to raindrops falling from the altitude of the radar sampling
volume above the disdrometer to ground level is taken into account in the microphysical algorithm
used (Kalogiros et al. 2012). The rainfall measurements are accumulated for 15-minute and hourly
time intervals for evaluation. Throughout the study, evaluation was divided between the closest
(first and second) and farthest (third and fourth) in situ stations and at the lowest (2.8 and 3.0
degree) and highest (7.0, 9.0, and 11.0 degree) elevation angles.
To investigate the agreement among the different products, quantitative and graphical
measures are used. The quantitative statistics include mean relative error (MRE), normalized
central root mean square error (nCRMSE), and correlation coefficient (CORR). MRE and
nCRMSE are defined below:
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where D represents disdrometer and rain gauge measurements, R represents radar estimates, and
M represents the sample size (number of coincident data). The MRE is an error metric measuring
the systematic error component with values greater or smaller than zero indicating over- or
underestimation, respectively, nCRMSE measures the random component of error, as bias has
been removed. Correlation coefficient indicates the temporal similarity among rain gauge,
disdrometer and the DOW estimates.
To evaluate the performance of the SCOP-ME attenuation correction algorithm, first, the rainpath-attenuation and VPR corrected horizontal polarization (ZH, hereinafter referred to as corrected
ZH) reflectivity by the radar to the reflectivity calculated based on the T-matrix simulations of the
observed raindrop spectra by the disdrometers are compared. Comparison is performed through
scatter plots and by calculating the above statistical metrics (CORR and MRE). At one in-situ
station co-located MRR and disdrometer ZH data were used to make inferences in between the
variability between disdrometer and co-located MRR versus the faraway DOW corrected ZH
measurements. Next, to evaluate the performance of the attenuation correction, error statistics of
the reflectivity measurements are provided by conditioning relative to path integrated attenuation
(PIA). PIA is determined by calculating the difference between the reflectivity measured by DOW
and that calculated from disdrometer measurements; the PIA ranges are 0.5–2, 2–4, 4–6, and >6
dB.
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Next, comparisons of rainfall estimates from SCOP-ME algorithm to measurements from rain
gauges and disdrometers are conducted, respectively, by using quantitative and graphical measures
at 15-minute and hourly time intervals. Error statistics include MRE, CORR, and nCRMSE. As
we cannot assume the in situ stations (rain gauges and disdrometers) are error-free, rain gauge
rainfall measurements are compared against collocated disdrometer rainfall measurements; the
variability of the rainfall measurement difference of the two in situ stations represents the reference
uncertainty, and provide a baseline for comparing the in situ measurements to the SCOP-ME
rainfall estimates. It should be noted that in addition to measurement error, scale mismatch
between radar measurements and in situ station observations has been written about extensively in
the literature. In space, the in situ stations provide point-wise measurements, meanwhile radar
provide an averaged value for each resolution volume which is much larger than the volume
representative of the gauge or disdrometer observations. Meanwhile on the temporal sampling, the
rain gauges measure cumulative rainfall with the resolution of 0.254 mm at the ground, the radar
measure instantaneous rainfall rate. Keeping these in mind, in order to minimize the impact of
scale mismatch, measurements are evaluated at higher spatial and temporal resolutions and closer
to the ground. Moreover, the comparisons are conducted only at the locations of rain gauges and
disdrometers. Another important note to mention here is the disdrometer measurement limitation
at small droplets due to light rain events observed in OLYMPEX campaign. This measurement
limitation was clearly observed in D0 vs Nw plots. To avoid this limitation, light rainfall events
were excluded from the analysis throughout this study.
A comparison of bulk statistics provided by conditioning rainfall magnitudes to three groups
(less than 40th quantile, between 40th and 80th quantiles, and greater than 80th quantile) provided
insight into the performance of the SCOP-ME rainfall retrieval for different rainfall magnitudes.
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Moreover, event-based maps provided the spatial distribution of rainfall derived from SCOP-ME
algorithm rainfall retrieval. Finally, SCOP-ME algorithm rain microphysics parameters; median
volume diameter D0 (mm) and intercept parameter Nw (mm-1m-3) were evaluated by comparing
their distribution to corresponding parameters derived from the disdrometer measurements.
3.4.

Results

3.4.1. Attenuation and VPR Correction
The performance of the SCOP-ME attenuation correction and the vertical profile of reflectivity
(VPR) correction are evaluated by comparing DOW X-band radar measurements of horizontal
reflectivity (ZH) and differential reflectivity (ZDR) to disdrometer-derived ZH and ZDR. Moreover,
co-located disdrometer and MRR ZH measurements are evaluated against each other. As
mentioned in the previous section, the results are grouped according to elevation angle (lowest and
highest) and distance of disdrometers (closest and farthest disdrometers) to the DOW X-band radar
location. Finally, bulk statistics are provided comparing DOW X-band radar to disdrometer
measurements by conditioning to different PIA values.
Figure 3.2 shows density scatter plots of the rain-path attenuation and VPR correction and bias
adjusted X-band radar horizontal (ZH) and differential (ZDR) reflectivity against corresponding
closest disdrometers for the lowest (2.8 and 3.0) (Fig. 3.2 a and c) and highest (7, 9, and 11) (Fig.
3.2 b and d) elevation angles; Table 3.2 shows the height of each of these bins over each
disdrometer. Moreover, the CORR and MRE statistics are reported on each panel. For this analysis
ZH values greater than 20 dBZ and PIA values less than 6 dB are considered. Compared to the
closest disdrometers attenuation and VPR correction of SCOP-ME algorithm provided almost
unbiased results for both ZH and ZDR for both elevation angles. The correlation coefficient of DOW
X-band radar ZH and ZDR measurements compared to disdrometers for lowest elevation angle are
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0.92 and 0.51, respectively, and the mean relative error values are 0.01 for both measurements.
One can argue that the density scatter plots (especially for ZDR) look noisy, this could be explained
with measurement errors, the difference in height and spatial resolution between the radar volume
and the disdrometer. However, the important information here is that the mean relative error is
shown to be negligible. Similar scatters have been observed in past studies over complex terrain
(Anagnostou et al. 2018; 2009; 2010). CORR of ZH for the highest elevation angle decreased
slightly (0.92 to 0.81) from that for the lowest elevation angle, which is expected due to the
inclination angle of the beam and sampling of raindrops at higher altitude in the atmosphere. The
highest density for ZDR measurements of the lowest elevation angle are close to 0 however this
high density shifts towards radar ZDR values of 1 for highest elevation angle. Again, due to the
same reasons, CORR of ZDR decreased slightly (0.52 to 0.26) from the lowest to the highest
elevation angle.
As mentioned in the previous section, MRR and disdrometer instruments were co-located over
one of the in situ locations (Table 3.2). MRR is a vertically pointing radar and its reflectivity
measurement uncertainty has been reported in past studies. Frech et al. (2017) evaluated the
performance of MRR against disdrometer and C-band polarimetric radar. They conclude in their
study that the agreement between MRR and radar data is remarkably good considering the spatial
and temporal structures of the radar reflectivity. Moreover, they state that the agreement of the
reflectivities is very well for values between about 20 and 30 dBZ. They also mention that when
the meteorological situation becomes heterogeneous larger differences are observed between MRR
and disdrometer. The MRR-disdrometer comparison is conducted to compare the variability of ZH
measurements between two co-located instruments to the variability observed in the DOW
measurement, which was located 5 km away from the disdrometer. Figure 3.3 shows the MRR
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versus disdrometer ZH measurements plotted as density scatterplot and the associated CORR and
MRE statistics. MRR values show a consistent underestimation of disdrometer reflectivity values.
One reason for this underestimation could be related to MRR using higher frequency values which
are more severely affected by attenuation than DOW. This underestimation is not the subject of
the current paper, and we will not be going into detail about the reasons underlying it. It is noted
that the variability exhibited in the scatter plot of DOW to disdrometer (Fig. 3.2) is slightly lower
than that of the MRR to disdrometer (Fig.3.3), which indicates that the DOW can capture
reflectivity from a distance similarly to a co-located MRR instrument. This, once more, qualifies
the short-range DOW reflectivity measurements over complex terrain providing high-resolution
spatial and temporal measurements.
Figure 3.4 provides ray profiles of corrected ZH and ZDR parameters and the corresponding
measurements for event 2015-12-08. This profile was taken from DOW’s lowest elevation angle
ray passing over the third station (Table 3.2). In Figure 3.4 measured values are represented as
blue lines and attenuation corrected or filtered values as red. The horizontal reflectivity corrections
by the SCOP-ME algorithm agree significantly with the disdrometer calculation (Fig. 3.4 a), which
is located at a distance of about 15 km. With the exception of the spike in Figure 3.4a and 3.4b at
a range approximately 13 km from the radar, the data showed relatively stable ZH and ZDR
especially for attenuation and VPR corrected values. Moreover, in Figure 3.4c is shown to increase
at a relatively uniform rate over the path length as anticipated especially for filtered values. In
moderate rain rates (~8 km radar range), where reflectivity is around 35–40 dBZ for a few
kilometers range interval, the differential reflectivity takes on values of about 2 dB, and the slope
is in the range of 3.7 to 4.0 km–1.
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These radar parameters measured or estimated in this study are consistent with those of prior
experimental studies on X-band polarimetric measurements of rainfall (Anagnostou et al. 2004;
Matrosov et al. 2002).
Figure 3.5 shows the bias (difference between radar and disdrometer) and nCRMSE error
statistics of ZH (Figure 3.5 a, b, e, and f) and ZDR (Figure 3.5 c, d, g, and h) for lowest and highest
elevation angles conditioned by PIA, where blue bars represent measured and red bars represent
corrected ZH and ZDR parameters. It should be noted that bias is defined here as the difference of
DOW to disdrometer and only ZH values greater than 20 dBZ are considered. As the figure shows,
the corrected ZH measurements had a bias in the range of +/- 5 dB, and nCRMSE was around 10%
for all PIA categories for lowest elevation angle. Most important to note is that the attenuation and
VPR correction performances were nearly independent of PIA. For the lowest elevation angle, bias
and its variation for measured ZH values increased as PIA increased; meanwhile, bias for corrected
ZH remained similar for different PIA ranges except PIA values greater than 6 where the variation
of the bias increases however mean bias remained same with other PIA categories. Mean bias for
corrected ZH values are almost zero for all PIA categories and for the highest PIA range there is a
slight overestimation, while for measured ZH values underestimation in all categories is observed
which is significant underestimation for the highest PIA category. In general, nCRMSE
performance of measured and corrected ZH values are very similar to each other and all are smaller
than 0.15. Performance for the highest elevation angle differed slightly from that for the lowest. In
general, bias increased slightly meanwhile variation increased for both measured and corrected ZH
comparisons, as did nCRMSE. The higher variation in bias for the highest PIA category for highest
elevation angles can be explained by beam interception by bright band. Moreover, attenuation
correction brought this high variation in bias to almost unbiased conditions, and, as can be clearly
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seen from Figure 3.5b, correction was stable across the different PIA values except the highest
PIA category where the variation remains more or less the same compared to measured variation.
It should be noted that the bias for the corrected ZH exhibited slight overestimation for the highest
PIA values.
The evaluation for ZDR showed slightly better results compared to ZH results, bias for both
elevation angles were almost zero, with slightly lower variation for all PIA categories. Bias for
lowest elevation angle for both measured and corrected ZDR are almost zero where the variation
decreases slightly with increasing PIA categories. Meanwhile, bias for highest elevation angle for
both measured and corrected ZDR are underestimating slightly where variation of each PIA
category are similar to each other. On the other hand, nCRMSE showed dependence on PIA, with
slightly higher values at all PIA categories above 0.7 dB. This result is in agreement with findings
by Anagnostou et al. (2013) and Kalogiros et al. (2013b). The latter reported that the SCOP-ME
algorithm systematically underestimated in cases of strong convective cells associated with large
PIA and ZDR less than –1 dB values, due to the presence of mixed-phase hydrometeors in the path
of the radar beam.
3.4.2. Rain Rate Retrieval
In this section, the rainfall retrieval performance of SCOP-ME is evaluated against
disdrometers and rain gauges for two different temporal resolutions, hourly and 15-minute, over
the closest and farthest in situ stations. It should be noted here that the rainfall retrieval has been
conducted after applying rain-path attenuation and VPR correction to the reflectivity
measurements. Hence estimated rainfall at and above the bright band values are adjusted due to
the VPR correction. In Figure 3.6, the effect of rain-path attenuation and VPR correction on rainfall
estimates is shown in an accumulated rainfall map of SCOP-ME retrieval for DOW for one event
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(2015-12-08). The application of the radar rainfall algorithms over highly complex terrain is very
demanding as can be seen from the beam blocked or ground cluttered sectors in this figure. Figure
6a represents the accumulated rainfall values without attenuation and VPR correction, at longitude
higher than -123.6 a bright band effect and strong drop behind due to snow return and bright band
attenuation effect is observed. Figure 3.6b represents the accumulated rainfall values derived from
SCOP-ME after rain-path attenuation and VPR correction was applied to the reflectivity
measurements, where the bright band removal and enhancement due to attenuation correction can
be observed. The spatial variability of the event was captured well by DOW. At around -123.5°
longitude and 47.6° latitude (Fig. 3.6a) bright band is observed, when Figure 3.6b is checked for
the same region, bright band is corrected and the region behind the bright band enhancement of
the rainfall due to attenuation correction can be observed.
Figure 3.7 shows a rainfall comparison of SCOP-ME retrieval at all elevation angles against
the closest in situ disdrometers (Fig. 3.7a and d) and rain gauges (Fig. 3.7b and e) and of collocated
disdrometer versus rain gauge measurements (Fig. 3.7c and f). The figure provides a density
scatterplot and reports corresponding CORR, MRE, and nCRMSE statistics for two different time
intervals (hourly and 15-minute). It should be noted that rainfall values of 0 mm/hr or 0mm/15min
were excluded from the analysis.
Anagnostou et al. (1999) had argued that uncertainty due to measurement error of rain gauge
sub-grid rainfall variability, can contribute up to 60% of the random differences observed in radarrain gauge comparisons. Moreover, the gauge-radar or disdrometer-radar differences account for
all of the error factors combined and do not provide information about the individual sources of
error. In order to understand the reference measurement uncertainty, in this study the difference of
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two collocated in situ measurements (rain gauge to disdrometer) is compared to quantify the
random component of the rain gauge and disdrometer measurement error.
The nCRMSE for the hourly (15 minute) rain gauge to disdrometer rainfall is 0.4 (0.5), which
is more than 50% that of the radar versus disdrometer (Fig. 3.7a) or rain gauge (Fig. 3.7b)
comparisons. Keeping this information in mind, further evaluation of the SCOP-ME rainfall
retrieval against rain gauge and disdrometer is conducted. The performance (CORR, MRE and
nCRMSE) of the hourly and 15 min rainfall comparisons are very similar to each other. Meanwhile
the performance of the radar vs. disdrometer and radar vs. rain gauge has one significant difference
while radar vs disdrometer reports MRE value of 0.12 radar vs rain gauge reports -0.15. This
difference is explained by the systematic difference observed in the comparison of rain gauge to
disdrometer measurements. Other than the systematic error, CORR and nCRMSE values are very
similar for the comparisons of SCOP-ME estimates to disdrometer and rain gauge measurements.
Figure 3.8 presents the bulk statistics of SCOP-ME rainfall retrieval versus disdrometer for the
lowest (Fig. 3.8a, b) and highest (Fig. 3.8c, d) elevation angles, conditioned by three different
reference rainfall magnitude ranges (less than 40th quantile, in between quantile 40th and 80th and
greater than quantile 80th); the blue (red) bars represent the closest (farthest) in situ stations for 15
min temporal resolutions. Since the statistics were similar to each other for 15 min and hourly
rainfall values here only the 15 min rainfall bulk statistics is reported. Figure 3.8a and c represents
ratio of SCOP-ME rainfall versus corresponding disdrometer rainfall value and Figure 3.8b
represents nCRMSE values. The solid black line on the nCRMSE plots represents corresponding
values calculated from co-located disdrometer to rain gauge rainfall measurements for each
quantile interval. The SCOP-ME rainfall retrieval overestimates slightly the lowest rainfall
magnitudes meanwhile it shifts to slight underestimation for highest rainfall magnitudes for both
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closest and farthest disdrometers. The variation of the ratio significantly diminishes as the rainfall
magnitudes increase for both lowest and highest elevation angles. In general, the trend of the ratios
is similar when lowest and highest elevations compared to each other with highest elevation
angles’ mean ratio value being slightly higher than the lowest elevation angles. The nCRMSE
values introduced from measurement error (rain gauge vs disdrometer) is more than 70% for the
lowest elevation angles’ evaluation. Moreover, the farthest disdrometer’s nCRMSE values for each
rainfall magnitude is significantly higher than the closest disdrometers. For both closest and
farthest disdrometers the nCRMSE values are decreasing slightly as the rainfall magnitude is
increasing. nCRMSE values for the highest elevation angles lowest rainfall magnitude is
significantly (0.6-1) higher compared to lowest elevation angles (1-1.3), while the rest of the
rainfall magnitudes are similar to each other.
Lastly, event based X-band radar retrieved rainfall is compared against corresponding closest
disdrometer for lowest elevation angle (Fig. 3.9). For this comparison bias (difference of radar to
disdrometer) and normalized absolute error (absolute error normalized by the reference
(disdrometer)) are calculated for each event. Bias (Fig. 3.9a) varies -2.5 to 2.5 for disdrometer
comparison. The bias exhibits no overall trend with respect to the event-based radar rainfall for
disdrometer comparison. It should be noted that in monitoring heavy rainfall, radar retrieval should
not increase proportionally with the rainfall intensity. Most importantly, the X-band radar retrieval
exhibits almost unbiased in the overall sense. The normalized absolute error (Fig. 3.9b), on the
other hand, exhibit an increasing trend with increasing rainfall intensity. These results align very
closely with Wang and Chandresekar (2010) study where they compared X-band radar network
against rain gauge network over southwest Oklahoma.
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3.4.3. Rainfall DSD Parameters
In this section the accuracy of the estimation of rainfall DSD-normalized gamma model
parameters from DOW observations are investigated. The SCOP-ME algorithm error statistics is
evaluated against the two closest and farthest APU disdrometers for all elevation angles. The
comparison is conducted only for convective rains where instantaneous rain rate is greater than 0.2
mm/hr. Figure 3.10 shows the probability distribution plots of the DOW estimates of the two DSDnormalized gamma model parameters (Nw and D0) against parameters derived from disdrometer
observed spectra using the DSD moments method (Bringi et al. 2003). SCOP-ME D0 estimates of
all elevation angles exhibited underestimation values below 0.8 and overestimation values above
0.8. SCOP-ME Nw performance of all elevation angles show slight underestimation at values less
than 3 and above 4.5, meanwhile slight overestimation values in between 3-4.5.
Figure 3.11 presents the density scatter plots of the two DSD parameters (log10Nw versus D0)
for disdrometer (Fig. 3.11b) and DOW (Fig. 3.11a) for all elevation angles. As shown in this figure,
DOW SCOP-ME estimates give a negative slope similar to the slope of the APU reference
measurements. It is clear from this figure the similarities in terms of size dimensions (on both the
radar and disdrometers, the D0 ranges in between 0.5 and 1.5 and log10Nw between 3.5 and 5) and
the average slope of log10Nw-D0 relation in the SCOP-ME retrieval and reference parameters. As
shown in the figure, the core of the SCOP-ME density is over D0 estimates of 1.1-1.2 meanwhile
disdrometer estimates are over 0.9-1. This overestimation is consistently seen in the marginal PDF
of D0 shown in Figure 3.10. These results are in agreement to those presented in Anagnostou et al.
(2013) study, which compared SCOP-ME algorithm to three other algorithms. In that study SCOPME D0 estimates were slightly overestimating the reference D0 estimates and the core of the SCOPME density was in the range of 1.3-1.4 while the corresponding disdrometer estimates were
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between 1.1-1.2. This could be due to the generally low rainfall rates and small D0 values recorded
during the campaign, which may introduce sampling errors in disdrometers or biases due to
measurement noise or remaining clutter in radar estimates.
The bulk statistics of the error of the DSD parameters estimated from SCOP-ME algorithm to
those derived from the disdrometer observations can be found in Table 3.3. Results are presented
for all elevation angles and for closest and farthest disdrometers. There is a slight overestimation
of D0 values for close disdrometers (Bias = 0.03) and slight underestimation for farthest
disdrometers (Bias = -0.03). The nCRMSE values of D0 for the closest and farthest disdrometers
exhibited similar performances with 0.16 and 0.1. Nw showed slightly higher bias values compared
to D0 especially for farthest disdrometers. Moreover, closest disdrometers exhibited slight
underestimation (Bias = -0.05), meanwhile, farthest disdrometers had slight overestimation (Bias
= 0.15). The nCRMSE values of Nw are lower than D0 with 0.05 and 0.09.
3.5.

Discussion
To summarize the performance of the rainfall retrieval, mean bias (MB), normalized mean bias

(NB), normalized absolute error (NAE) and normalized standard (root-mean-square) error (NSE)
were calculated for radar lowest elevation angle against closest disdrometer rainfall values. NB is
the difference between the mean estimated and reference values normalized to the mean reference
value. NSE is the root-mean-square error normalized with respect to the mean reference value.
The aforementioned statistics are calculated for 15 minute (hourly) time interval over closest
disdrometers which are reported as, MB 5.8 mm (0.8 mm), NB 14.03% (11.5%), NSE 68.8%
(61.3%) and NAE 49.1% (42.9%). The farthest disdrometers provided similar statistics. These
statistics show an excellent performance of the SCOP-ME rainfall retrieval system for the 10
events examined in this study. These results are encouraging especially when compared to the
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literature, and qualify the SCOP-ME retrieval as a great data source of high-resolution spatial and
temporal precipitation variability in complex terrain. For comparison, we summarize below XPOL
rainfall estimation performance results from studies in the literature.
Chandrasekar et al. (2012) evaluated X-band dual-polarization radar retrievals over low terrain
for high rainfall magnitudes and concluded that the hourly rainfall estimates compared to gauge
measurement have a MB of 3.74 and NAE of 25%. Lim et al. (2013) conducted precipitation
quantification using X-band dual-polarization radar from Hydrometeorology Testbed in
orographic terrain of California against rain gauges. In this study rainfall retrieval conducted by
using KDP filtering method and developing a new KDP method. Instantaneous rainfall comparison
was conducted for these two retrieval techniques against rain gauges where NB is calculated for
KDP filtering method (new KDP method) as -1.24% (-0.19%) and NAE calculated as 42.41%
(39.28%).
Wang and Chandrasekar (2010) conducted performance evaluation of X-band dualpolarization radar network over southwestern Oklahoma. Rainfall retrieval conducted by using an
adaptive KDP estimation. The performance evaluation was conducted against a rain gauge network
in which continuous rainfall accumulations from gauge measurements were considered as
baseline. The NAE at hourly resolution was 22.76% and MB was 4.26 mm.
Shi et al. (2018) conducted performance evaluation of X-band dual-polarization radar over
Guangdong province, China. In their study they evaluated two different polarimetric rainfall
retrievals: R(ZH, ZDR) and R(KDP). These X-band radar retrievals were compared to in situ rain
gauges at hourly time intervals and NB was shown to be -13.62% and -10.65% for R(ZH, ZDR) and
R(KDP), respectively. They concluded that the difference of the two algorithms is not remarkable,
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which implies that attenuation and bias correction are critical for X-band radar rainfall retrieval
applications.
Anagnostou et al. (2013) evaluated the herein SCOP-ME algorithm against disdrometer
rainfall observations and concluded that retrieval has low relative error in all PIA categories where
relative error ranged in between 10% underestimation to 1% overestimation, and relative root
mean square error was in the range of 0.8-0.9.
Koffi et al. (2014) evaluated DOW retrievals over low terrain at hourly time scale, and
concluded that relative root mean square was below 50% at rainfall magnitudes below 10mm/h
and below 30% above 10mm/h. Shi et al. (2018) evaluated DOW retrievals over complex terrain
and concluded that their hourly rainfall estimates compared to gauge measurements had a
normalized mean bias of -10.65%.
The accuracy of the radar parameters estimated in this study is consistent to prior experimental
studies on X-band polarimetric measurements of rainfall (Anagnostou et al. 2004; Anagnostou et
al. 2013, 2018; Matrosov et al. 2002; Kalogiros et al. 2013a; Kalogiros et al. 2012). nCRMSE for
ZDR showed dependence on PIA categories, with significantly high values at PIA values above 2
dB. These results are in agreement with those of Anagnostou et al. (2013) and Kalogiros et al.
(2013b). In the latter study, the authors reported the SCOP-ME algorithm systematically
underestimated in cases of strong convective cells with large PIA and ZDR at values less than –1
dB, due to the presence of mixed-phase hydrometeors in the path of the radar beam (Kalogiros et
al. 2013b).
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3.6.

Conclusions
In this chapter we applied the SCOP-ME algorithm in the OLYMPEX X-band dual

polarization radar (DOW) observations, and evaluated its performance against in situ observational
data collected over complex terrain.
The corrected for rain-path attenuation and VPR ZH measurements exhibited an overall good
performance, with low bias compared to collocated disdrometer-derived ZH values. The correction
of ZH was nearly independent to PIA. The lowest elevation beams exhibited better performance
than beams at higher elevation angles when bulk statistics were checked. Evaluation for ZDR
showed good results in terms of bias, for both elevation angles having almost zero bias with slight
lower variation for each PIA category and less PIA dependence.
The error statistics of the SCOP-ME rainfall estimation were based on in situ rain gauges and
disdrometer rainfall observations for 15 minute and hourly temporal resolutions. The results
showed that SCOP-ME has a low bias, especially in higher magnitudes for both temporal
resolutions. It is noted that the lowest rainfall magnitudes exhibited the highest mean bias values,
so care should be taken when rain rates of these magnitude are used for validation of satellite
precipitation datasets. Moreover, the nCRMSE determined from the differences of disdrometers
to collocate rain gauges was used to define the reference measurement error variance. Hence,
inferences made by comparing reference rainfall nCRMSE to those determined from the radar to
disdrometer or radar to rain gauge comparisons are used to understand the random error component
of SCOP-ME retrieval.
Lastly, evaluation of microphysical parameters from the DOW dual-polarization observations
was conducted using in situ disdrometer observations. Overall, SCOP-ME estimates of D0
parameter exhibited low bias and performed well for all PIA ranges, meanwhile had relatively
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higher nCRMSE values. The Nw estimates, exhibited similar bias values with higher variation.
Meanwhile nCRMSE values for Nw had less dependence on the different PIA categories.
Appendix
SCOP-ME Algorithm
The SCOP-ME polarimetric rain microphysics algorithm is based on relationships valid at the
theoretical Rayleigh scattering limit, which is corrected by a reflectivity - weighted raindrop
diameter (Dz, Eq. A.1) multiplicative rational function to approximate the Mie scattering character
at these electromagnetic frequencies.
𝐸[𝐷 7 ]

𝐷𝑍 = 𝐸[𝐷6 ]

(A.1)

where, D is the raindrop equivolume diameter and E stands for the expectation value. The
expectation value is estimated in practice as the DSD-weighted integral over the whole range of
diameter values.
Kalogiros et al. (2013a) developed the algorithm from T-matrix scattering simulations for a wide
range of DSD parameters, a variable raindrop axis ratio around the relationship given by Beard
and Chuang (1987), a Fisher distribution with a 7.5° circular standard deviation for canting angle
distribution and air temperature ranging from 5° C to 20°C.
The rain drop size distribution model used in the simulations was the normalized gamma
distribution 𝑛(𝐷), as presented in many polarimetric radar rainfall studies (Testud et al. 2000;
Bringi and Chandrasekar 2001; Illingworth and Blackman 2002):
𝐷 𝜇

𝐷

𝑛(𝐷) = 𝑁𝑤 𝑓(𝜇) (𝐷 ) exp[−(𝜇 + 3.67) 𝐷 ]
0

0

(A.2)
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where 𝑛(𝐷) (m-3mm-1) is the volume density, D0 (mm) is the median volume diameter, Nw (mm1

m-3) is the intercept parameter, and µ (no units) the shape parameter. The SCOP-ME rainfall rate

relation is given by the following equation (Kalogiros et al. 2013a):
𝑅 = 0.8106𝐹𝑅 (𝜇)𝑁𝑤 𝐷04.67 𝑓𝑅2 (𝐷0 )

(A.3)

where the factor accounts for an exponential relationship more accurate than the usual power law
(Atlas et al. 1973; Bringi and Chandrasekar 2001) and for the terminal velocity of raindrops against
their diameter. The median volume diameter D0, the intercept parameter Nw, and the shape
parameter µ of the DSD are estimated from the polarimetric radar measurements ZH, ZDR, and KDP
and also the function 𝐹𝑅 (𝜇) by;
6

𝐹𝑅 (𝜇) = 0.6 × 10−3 𝜋 × 3.78 3.674

(3.67+𝜇)𝜇+4
Γ(𝜇+4)

Γ(𝜇+4.67)

× (𝜇+3.67)(𝜇+4.67)

(A.4)

where Γ indicates the gamma function.
𝐷0 = 𝐷𝑍 𝑓𝐷0 (𝐷𝑧 )

(A.5)

𝐷𝑍 = 𝐷𝑍1 𝑓𝐷𝑍1 (𝐷𝑍1 )

(A.6)

𝑍

−0.2929
−0.4922 1/3
𝐷𝑍1 = 0.1802[𝐾 𝐻 𝜉𝐷𝑅
(1 − 𝜉𝐷𝑅
)]
𝐷𝑃

𝐾

(A.7)

𝐷𝑃
𝑁𝑊 = 3610[1−𝜉−0.3893
]𝐷0−4 𝑓𝑁𝑊2 (𝐷𝑍 )

(A.8)

𝜇 = 165𝑒 −2.56𝐷0 − 1

(A.9)

𝐷𝑅

where DZ is the reflectivity-weighted mean diameter (mm), 𝜉𝐷𝑅 is the differential reflectivity in
linear units and the horizontal reflectivity ZH in these relations is also given in linear units
(mm6mm-3). For more information, the reader may see Kalogiros et al. (2013a).
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Attenuation Correction
Before applying the algorithm ZH and ZDR reflectivities are corrected for attenuation in rain. The
basis of the attenuation correction algorithm is the new parameterizations of AH and ADP from
dual-polarization radar observables ZH, ZDR, and KDP in rain, which were found from T-matrix
scattering simulations at X-band (9.37 GHz), carried out for a very wide range of values of rain
DSD and drop shape parameters, air temperature, and an elevation of the radar antenna close to
zero (Kalogiros et al. 2014).
VPR Correction
Reflectivity measurements and rainfall estimates in plan position indicator (PPI) scans of
polarimetric weather radars in the melting layer (bright band) and the snow layer above it are
corrected for the vertical profile of reflectivity or rainfall (VPR) by following the work presented
in Kalogiros et al (2013b). The method for the detection of the boundaries of the melting layer in
each radar ray is based on the well-established characteristic of local minimum of copolar
correlation coefficient in the melting layer, with the addition of empirical acceptance criteria for
the detections. A scan-average apparent VPR, which is properly scaled in height from ray to ray
to take into account any spatial variations of the characteristics of the melting layer, is estimated
and used for the correction.

90

Table 3-1 DOW and MRR properties
Radar Location Frequency Elevation Beamwidth
(m)
(̜°)
DOW Lake
X band
75
0.95
Quinault
MRR

Bishop
Field

K band
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2.0

Range Scanning mode
(km)
59.96 RHI
sectors
up-valley
interspersed with low-level
PPIs
Vertically pointing

Table 3-2 In-situ stations and instrument properties
Beam Height
Instruments
Range from
DOW (km)

Low angles

High angles

Station
Elevation (m)
APU
disdrometer

MRR

Dual (D) or
single (S) rain
gauge

1st station

4.65

302, 304

613, 905, 925

64.9

x

2nd station

5.34

320, 340

703, 882, 1058

86.9

x

3rd station

14

830, 875

1934, 2460,
3022

115.8

x

S

4th station

23

2240, 2380

5320, 6830,
8330

180.8

x

S

D
x

D
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Table 3-3 Bias and nCRMSE bulk error statistics of DOW (SCOP-ME retrieval) estimated D0
(mm) and Nw (mm-1mm-3). Results are presented separately for the close and farthest disdrometers
D0 (mm)

log10(Nw) (mm-1mm-3)

Bias

nCRMSE

Bias

nCRMSE

Closest
Disdrometers

0.07

0.16

-0.05

0.05

Farthest
Disdrometers

-0.03

0.10

0.15

0.09
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Figure 3-1 Topographic map of the study region-the OLYMPEX campaign. The solid circles on the map represent in-situ collocated
gauges and APU disdrometers.
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Figure 3-2 Attenuation corrected horizontal reflectivity ZH (a and b) and differential reflectivity
ZDR (dB) (c and d) comparison for lowest elevation angle (a and c) and highest elevation angle
(b and d) between disdrometer and DOW for closest APU disdrometers.

Figure 3-3 Horizontal reflectivity ZH comparison between MRR and co-located APU disdrometer.
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Figure 3-4 Ray profiles of measured (blue line) and attenuation corrected (red line) ZH (a), ZDR (b)
and 𝜙𝐷𝑃 (c) for event 2015/12/08 02:38. The grey regions represent the bright band.
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Figure 3-5 Bias and nCRMSE bulk error statistics of measured (blue bars) and attenuation-corrected (red bars) horizontal reflectivity
ZH (a, b, e and f) and differential reflectivity ZDR (c, d, g and h) parameters vs path integrated attenuation. Results are presented for
lowest (a, c, e and g) and highest elevation angles (b, d, f and h).

96

Figure 3-6 Color map of accumulated rainfall for 2015/12/08 event estimated from DOW (SCOPME algorithm) a) without attenuation correction and b) with attenuation correction. The circles in
the map represent event rainfall accumulations measured by in situ stations.
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Figure 3-7 Density scatter plots of DOW (SCOP-ME retrieval) vs closest in-situ APU disdrometers
(a and d) and rain gauges (b and e) rainfall rates for hourly (a, b and c) and 15 min (d, e and f)
temporal resolutions. Density scatter plots of APU disdrometer vs rain gauge rainfall rates for
hourly (c) and 15 minute (f) temporal resolutions.
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Figure 3-8 Bias and nCRMSE bulk statistics of SCOP-ME retrieval error against APU disdrometer
derived rain rates vs rainfall magnitude. Results are presented for lowest (a, b) and highest (c, d)
elevation angles 15 min temporal resolution.
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Figure 3-9 Event-wise bias and normalized absolute error of the X-band radar against hourly (a,
b) and 15 min (c, d) closest disdrometer for lowest elevation angle.
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Figure 3-10 Probability density functions of Nw (a) and D0 (b) derived from DOW (SCOP-ME
retrieval) and APUs.

Figure 3-11 Density scatter plots of log10Nw (mm-1m-3) vs D0 (mm) from DOW (SCOP-ME
retrieval) and all elevation angles (a) and APU disdrometers (b).
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4.

4.1.

Passive Microwave Rainfall Error Analysis Using High-Resolution X-Band
Dual-Polarization Radar Observations in Complex Terrain
Introduction
Precipitation is a fundamental component of the earth’s hydrological cycle, linking the planet’s

water and energy cycles. The quality and availability of precipitation estimates affect the accuracy
and reliability of hydrological applications, whether they are related to flood forecasting, drought
monitoring, water resources management, or climate change impact assessment. Therefore, the
estimation of precipitation on a global scale is of great importance. With the sparseness of groundbased networks limiting the coverage of ground-based measurements from gauges and weather
radars over remote parts of the world, such as mountainous regions, a comprehensive measurement
of the space-time distribution of global precipitation can only be achieved through observations
from space.
Recent improvements in the ability of satellite-based rainfall algorithms to produce near–real
time rainfall estimates at high spatial and temporal resolutions with quasi-global coverage make
these data potentially useful for hydrological applications. The most recent satellite-based
precipitation products offer high resolution data on global scale, which combine various spaceborne sensors to maximize spatial and temporal coverage and the content and consistency of
information. Most of these products combine infrared (IR) radiances from geostationary images
and precipitation retrievals from passive microwave (PMW) sensors on board Low Earth Orbiting
(LEO) satellites (Huffman et al. 2007; Joyce et al. 2004). In the past two decades, such multisensor satellite-based precipitation products have been evaluated for different continental regimes
(Anagnostou 2004; Derin et al. 2016; Tian et al. 2007), with regional studies conducted over the
continental United States (Anagnostou et al 2010; Hossain and Huffman 2008), South America
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(Dinku et al. 2010; Scheel et al. 2011), Europe (Derin and Yilmaz 2014; Mei and Anagnostou
2014; Stampoulis and Anagnostou 2012), Africa (Dinku et al. 2007, 2008; Hirpa et al. 2010), and
Asia (Chen et al. 2013). These studies have revealed similarities in error characteristics that can
be traced back to their sensor inputs, which are based on one or more remotely sensed
characteristics of storms, including reflectivity (visible, or VIS), cloud-top temperature (infrared,
or IR imagery), or the scattering/emission effects of raindrops or ice particles (microwave, or MW
radiometry) (Kidd and Levizzani 2011; Sapiano and Arkin 2009).
Although precipitation originates from clouds, not all clouds produce precipitation. Moreover,
the relationship between cloud properties and the precipitation reaching the surface is indirect. The
IR upwelling radiances are basically responsive to the properties of the cloud upper levels only,
while the MW upwelling radiation is directly responsive to 3-D microphysical structure of solid
and liquid precipitation (Mugnai et al. 1990; Panegrossi et al. 1998; Stephens and Kummerow
2007) and, under certain environmental and meteorological conditions, to surface precipitation.
Multichannel PMW remote sensing techniques take advantage of this by using instruments that
can sample at different depths and physically inspect precipitation in its different thermodynamic
states. Furthermore, advancements in MW technology (both in the numbers and capabilities of
instruments in operation) and improvements in precipitation retrievals in the past three decades
have significantly reduced uncertainties in satellite-based precipitation rate retrievals.
Multi-satellite products combine IR GEO radiances and PMW precipitation retrievals to
overcome the low temporal sampling and low spatial resolution of LEO MW observations. The
rational and effective use of satellite precipitation products requires a thorough understanding of
their individual error characteristics and uncertainties. Identifying the strengths and weaknesses of
the PMW retrievals associated with each sensor is crucial to understanding the measurement and
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error characteristics of the combined PMW/IR precipitation products used in various applications,
including hydrological and climate modeling. Furthermore, evaluation of these PMW precipitation
estimates over multiple regions will provide comprehensive error characteristics to algorithm
developers for these products.
In the past 20 years two international precipitation missions, the Tropical Rainfall Measuring
Mission (TRMM), launched in 1997 and lasted through 2015, and its successor Global
Precipitation Measurement (GPM) mission, launched in 2014, contributed to provide highresolution PMW and precipitation radar measurements. TRMM hosted the first spaceborne Kuband Precipitation Radar (PR), as well as the TRMM Microwave Imager (TMI). The GPM Core
Observatory (GPR-CO) is currently the primary rain-measuring satellite equipped with a Dualfrequency Precipitation Radar (DPR) [consisting of a Ku-band and a Ka-band radar] and the GPM
Microwave Imager (named GMI), which is a high resolution, conically scanning multichannel
MW radiometer (Hou et al. 2014). Techniques have been developed that use empirical and/or
physically based schemes to estimate precipitation from these satellite observations.
Numerous evaluations of sensor-level precipitation estimates have been undertaken for
different regimes (Greceu and Anagnostou 2001; Kirstetter et al. 2012, 2013, 2014, 2015). The
following are some of these studies. Hossain and Anagnostou (2004) evaluated the effectiveness
of three PMW products for predicting floods, using TRMM PR as a reference. Lin and Hou (2008)
examined the systematic errors in precipitation retrievals from four PMW products over 20
months, using both TRMM PR and ground rain gauge estimation by averaging PMW retrievals to
0.25°. Wolff and Fisher (2009) evaluated rainfall estimates from seven PMW products over four
years, based on direct instantaneous comparisons with ground-based rain estimates, by averaging
PMW retrievals to 0.25°. Fisher and Wolff (2011) evaluated sampling and retrieval errors for five
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different PMW products at 0.25° resolution by using ground-based weather radars. Their results
indicate variations in the comparative error statistics, which are attributed to various factors related
to differences in the swath geometry of each rain sensor, the orbital and instrument characteristics
of the satellite, and the regional climatology. Munchak and Skofronick-Jackson (2013) estimated
precipitation detection capability for four PMW products by using ground radar data. In their
study, they assigned an average rainfall rate to each PMW footprint using a weighting function
with a half-power beamwidth. Tang et al. (2014) conducted an extensive study for two to three
years on the validation of precipitation estimates from twelve PMW products at the continental
scale and at the instantaneous time scale by averaging PMW retrievals to 0.25°. Their results
indicate PMW sensor retrievals exhibit systematic biases, depending on season and precipitation
intensity. Petkovic and Kummerow (2015) showed that the NASA Goddard PROFiling algorithm
(GPROF)2014 rainfall retrieval provided sufficient sampling to reproduce the rainfall patterns and
accumulation over the central Balkan region during a flood event in 2014. Despite some
agreements exhibited among satellite estimates, ground radars, and rain gauges, differences
between the expected and observed ice-scattering signals result in significant quantitative
differences of the accumulated rainfall. Kidd et al. (2016) evaluated retrievals from cross track and
conically scanning PMW products against surface radar data by mapping the center of each
satellite footprint to 5km x 5km to describe the adaptation of the GPROF scheme to cross track
PMW products. They showed that Microwave Humidity Sounder (MHS) retrievals performed well
in terms of quantitative statistics, however rain/no-rain threshold for MHS retrievals was higher
than those for the conically scanning sensor retrievals, particularly over coastal-ocean background.
Panegrossi et al. (2016) evaluated precipitation retrievals from five PMW products for several
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heavy precipitation systems occurring over Italy by using ground-based radar and rain gauge
measurements, also showing underestimation of PMW estimates.
Despite the volume of existing studies, most are limited in terms of the temporal and spatial
scales examined and focus on low lands. Many evaluations against ground-based data are at hourly
or monthly time scales; moreover, as indicated above, comparison is often conducted averaging
data on a regular grid. Matching ground reference datasets at the PMW sensor resolution eliminates
temporal sampling error, which is a major source of uncertainty associated with non-continuous
regional sampling by the orbital satellites (Kirstetter et al. 2012). Furthermore, regions
characterized by complex topography are among the most challenging environments for satellite
precipitation estimation because of the high spatial variability of the precipitation structure. The
varying technical capabilities of sensors and algorithms and the employment of rain/no-rain
screening techniques may result in significant differences in satellite precipitation retrievals in
terms of detection and probability distribution of surface rain rates (Ebert et al. 1996; Ferraro et
al. 1998). Moreover, the detection of rainfall can become especially difficult over highly variable
surface backgrounds and/or when examining light rain events. Evaluation of these products over
mountainous areas will, therefore, be most useful for providing comprehensive error
characteristics to algorithm developers.
This chapter evaluates PMW precipitation retrievals against high-resolution rainfall estimates
derived from dual-polarization X-band radar (XPOL) observations from two complex terrain field
experiments, one conducted on the mid-Atlantic East Coast of the United States, the other in the
Mediterranean. We evaluate four PMW sensors that are currently being used to develop highresolution global estimates of multi-satellite precipitation products—the Special Sensor
Microwave Imager-Sounder (SSMIS), the MHS, the Advanced Microwave Scanning Radiometer106

2 (AMSR2), and the GMI—by using seven different algorithms. These are the NASA GPM
Goddard PROFiling algorithm (GPROF, Kummerow et al. 2015) instantaneous precipitation
products version 3 (V3), version 4 (V4), and version 5 (V5), GPROF climatology-based (CLIM)
V3 and V4, the Cloud Dynamics and Radiation Database (CDRD) (Casella et al. 2013; Mugnai et
al. 2013; Sano et al. 2013), and the Passive microwave Neural network Precipitation Retrieval
(PNPR) (Mugnai et al. 2013; Sano et al. 2015, 2016), the last two used operationally within the
EUMETSAT Satellite Application Facility on support to Operational Hydrology and Water
Management (H-SAF) (Mugnai et al. 2013). To gain an understanding of the source of the
uncertainties, we implemented a sampling volume matching methodology to eliminate temporal
and spatial sampling error between satellite and ground-based radar (GR) observations. While
PMW and radar estimates can both be subject to uncertainties, it should be noted that PMW-sensor
based retrievals over land rely only on ice-scattering signatures hence they are less reliable than
radar retrievals. The focus of this study is on PMW retrieval and potential elements that contribute
to these systematic differences. We extracted all coincident GR data for the available PMW sensor
overpasses to produce satellite field-of-view (FOV) averages of radar rainfall field matched with
the orbital PMW precipitation estimate (PMW/GR rainfall matchups), and we used statistical
measures and visual comparison methods to assess the performance of the PMW products.
4.2.

Data and Study Regions

4.2.1. Satellite sensors
This study analyzes PMW rainfall retrievals from three conically scanning radiometers,
namely the GMI on board the GPM-CO, the AMSR2 on board Japan Aerospace Exploration
Agency’s (JAXA) Global Change Observation Mission Water 1 (GCOM-W1) satellite, and the
SSMIS on board the Defense Meteorological Satellite Program (DMSP) satellites F16, F17, and
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F18. In addition, the retrievals from the cross-track scanning radiometers MHS [coupled to the
Advanced Microwave Sounding Unit–A (AMSU-A) sounder] on board the National Oceanic and
Atmospheric Administration (NOAA) Polar Orbiting Environmental Satellites (NOAA-18,
NOAA-19), and the European Meteorological Operational (MetOp-B) satellites are also analyzed.
Table 4.1 provides detailed information regarding the satellites and sensors. It is worth
considering that each sensor has different characteristics related to the number of channels
available, and to their frequency, polarization, and spatial resolution. GMI is the most advanced
conically scanning radiometer with 10 dual-polarization window channels from 10 GHz to 166
GHz, and three single-polarization water vapor absorption channels (one at 23.8 GHz and two at
183.3 GHz) providing PMW measurements on a 904-km wide swath (roughly half of the other
radiometers) at the highest available spatial resolution (up to roughly 4 km x 7 km at the high
frequency channels and around 11 km x 18 km at 19 GHz). AMSR2 has comparable spatial
resolution and channel frequencies ranging from 6 to 89 GHz. SSMIS combines the imaging and
sounding capabilities with 24 channels, with frequencies ranging from 19 to 183 GHz, and spatial
resolution roughly three times lower than GMI. MHS is a self-calibrated cross-track scanning
radiometer with 5 frequency channels ranging from 89 to 190 GHz. It should be noted that
conically scanning radiometers have a constant viewing angle and spatial resolution that varies
only with frequency, while the spatial resolution of cross-track scanning radiometers varies along
the scan, degrading from nadir to the edge (for MHS it varies from around 16 km x 16 km to 26
km x 52 km for all channels).
4.2.2. Rainfall Retrievals
In this chapter the precipitation derived from the available overpasses over the study areas (Fig.
4.1) from the full constellation of available MW radiometers is analyzed. The most recent versions
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(V3, V4 and V5) of the NASA/JAXA GPM official PMW instantaneous precipitation products
GPROF Level 2A (standard product and CLIM product), for SSMIS, MHS, AMSR2, and GMI are
examined (hereinafter, GPROF-SSMIS, GPROF-MHS, GPROF-AMSR2, GPROF-GMI and
GPROF-CLIM-SSMIS, GPROF-CLIM-AMSR2, GPROF-CLIM-GMI). In addition, the retrievals
obtained from the most recent versions of CDRD for SSMIS and PNPR for AMSU/MHS are also
considered.
Surface rain rate estimation from PMW sensors depends on the ability to separate emission
and scattering radiances due to rain and clouds from the radiative upwelling emanating from the
earth’s surface (Weinman and Guetter 1977). This separation is complicated by the significant
differences between the radiative properties of land and ocean surfaces. While the ocean surface
is radiometrically cold and homogeneous, the land surface is radiometrically warm, and
emissivities are highly variable in time and space. Hence, coastal regions, characterized by
radiative contributions from both ocean and land, yield the most uncertain retrievals.
Empirical techniques built on basic radiometric properties of precipitation, such as
polarization-corrected temperature (Spencer 1986; Kidd 1998) and scattering index (Ferraro et al.
1998), are computationally fast and generally simple. Physically based algorithms use radiative
transfer models to simulate brightness temperatures from database of observed and/or modeled, or
variationally adjusted precipitation profiles. Such databases can be used within Bayesian
approaches, such as GPROF (Kummerow et al. 2001, 2015), developed for use with multichannel
MW observations from conically and cross-track scanning radiometers, or CDRD (Casella et al.
2013; Sano et al. 2013), for conically scanning radiometers, or within neural network approaches,
such as PNPR (Sano et al. 2015, 2016) for cross-track scanning sensors.
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4.2.3. GPROF
The GPM operational PMW retrieval GPROF 2014 (Kummerow et al. 2015) was released after
the launch of the GPM-CO in February 2014. It is a Bayesian retrieval that utilizes space-borne
radar (TRMM PR or GPM DPR) or ground radar [National Mosaic and Multi-Sensor Quantitative
Precipitation Estimation (NMQ), Zhang et al. 2011] measurements and retrievals to build the apriori database relating observed brightness temperatures (for each radiometer in the GPM
constellation) to microphysics profiles and surface rainfall rates.
In its current version, GPROF is applicable to different PMW sensors (imagers and sounders)
and scan types (conical and cross-track). While this is advantageous for generating robust rainfall
estimates, it may not be optimal for extreme rain events, which are not well represented in the a
priori rain profile database (Kummerow et al. 2015). GPROF handles retrieval considering 13
different background surface classes, and ancillary meteorological variables derived from global
analysis. The correct characterization of the environmental conditions at the time of the overpass
(e.g., background surface, water vapor content, and surface temperature) has a strong impact on
the accuracy of the retrieval, and for each pixel the retrieval process is different depending on these
conditions. For example, the “ocean” algorithm is physically based, since it derives a vertical
profile of precipitation using all the brightness temperature information from the available
channels, and the low-frequency emission channels more directly examine precipitable water at
the cloud base. The “land” and “coast” the algorithms rely on high-frequency channels, which are
mostly affected by the scattering processes by the solid or mixed phase hydrometeors in the upper
cloud layers. Therefore, while the high-frequency channels have a smaller FOV, they are less
correlated with surface rainfall.
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The main difference between the GPROF 2014 V4 and the previous version (V3) is the
replacement of the pre-GPM era a priori database of precipitation profiles with the GPM-based
combined radar/radiometer (GMI/DPR) generated precipitation profiles. However, GPM
generated database had a very short lead time which led to insufficient testing of GPROF V4
resulting in some less-than ideal retrievals. The latest version of the algorithm, GPROF V5, retains
the previous version (V4) of the combined and DPR-Ku products for its databases. Moreover,
improved ice hydrometeor simulations lead to smaller bias adjustments in the radiometer
simulations at high frequency and to an overall better fit between radiometer retrievals and both
GMI/DPR combined products as well as ground validation data.
In this study the CLIM (climatology-based) version of GPROF is also used. The “CLIM”
products differ from standard products in the ancillary data used. As climate-reference products,
they require homogeneous ancillary data over the climate time series. Hence, the ERA-Interim
reanalysis from the European Centre for Medium-Range Weather Forecasts (ECMWF), which lags
two to three months behind the regular production, is used as ancillary data to derive the surface
and atmospheric conditions required by the GPROF algorithm for the “CLIM” output. The GPROF
databases are also adjusted accordingly for these climate-referenced retrievals.
The nominal resolution of GPROF products for conically scanning radiometers corresponds to
the Instantaneous Field of View (IFOV) of the 37 GHz channel (i.e., 14 km x 8.6 km for GMI and
12 km x 7 km for AMSR2, 44.2 km x 27.5 km for SSMIS), while for MHS it corresponds to the
MHS resolution at nadir (around 15.88 km x 15.88 km) (Kidd et al. 2016).
4.2.4. CDRD and PNPR
CDRD and PNPR were developed at ISAC-CNR within the EUMETSAT H-SAF program to
deliver instantaneous precipitation rate products for conically and cross-track scanning
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radiometers. The CDRD algorithm for the conically scanning radiometer SSMIS (Casella et al.
2013; Mugnai et al. 2013; Sano et al. 2013) uses a physically based Bayesian approach. The PNPR
algorithm for the cross-track scanning radiometer AMSU/MHS (Mugnai et al. 2013; Sano et al.
2015, 2016) is based on the neural network approach. The CDRD and PNPR algorithms provide
retrievals over the Meteosat Second Generation full disc area. They are both based on a cloudradiation database, used as a priori information in the Bayesian scheme and as training dataset in
the neural network approach, built upon the same cloud-radiation model simulations (Casella et
al. 2013). The algorithms use similar procedures to detect non-precipitating pixels (Mugnai et al.
2013), to estimate the phase of precipitation, and to determine the pixel-based quality index of
surface precipitation retrievals (Mugnai et al. 2013). Both were initially optimized for the
European and Mediterranean regions, with a cloud-radiation database representative of this area.
The database has recently been extended to represent other regions in the Meteosat Second
Generation full disc area (Sano et al. 2016). As in GPROF, ancillary variables are used in CDRD
and PNPR towards the characterization of the environmental and meteorological conditions at the
time of the overpass for the mitigation of the non-uniqueness problem associated to the retrieval
(Mugnai et al. 2013). The nominal resolution of CDRD product corresponds to the IFOV of the
SSMIS high frequency channels (15.5 km x 13.2 km), while it varies along the scan for PNPR
product (roughly 16 km x 16 km at nadir and degrading to 26 km x 52 km at the edge of the scan)
(see also Panegrossi et al. 2016).
4.2.5. Study areas and ground reference datasets
Data from two mobile X-band dual-polarization experimental ground radars were used as
reference in our analysis: one located in the Alto Adige region (the National Observatory of Athens
radar, hereafter called XPOL), in northeast Italy (during 07/2014-09/2014), and one in the
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Integrated Precipitation and Hydrology Experiment (IPHEx) experimental region (the National
Severe Storm Laboratory radar, hereafter called NOXP), in North Carolina (during 05/201406/2014), as shown in Figure 4.1. As done in this study, GR data are often chosen as “ground
truth” because rain gauge measurements are point measurements, while a radar provides horizontal
distribution of rainfall field, which can be used to estimate the area average corresponding to
satellite measurements. A very dense rain gauge network would be needed for this purpose,
especially in a complex terrain area where rainfall field is highly variable. In addition, while for
light rain the sampling error (limited resolution) of tipping-bucket gauges may introduce additional
errors in comparison with radars (Habib et al. 2001), rainfall estimated by polarimetric radar
algorithms may have a good accuracy at the full range of rainfall values (Chen and Chandrasekar
2015). Moreover, due to their smaller size, X-band radars can be deployed in mountainous areas
and have quite better coverage of specific areas than permanent installed long-range C or S-band
radars.
In both experiments the radars provided plan position indicator (PPI) scans at various antenna
elevations (0.5° to 5° for XPol and 0.5° to 19.5° for NOXP) based on which we extracted a hybrid
scan consisting of a varying antenna elevation for each location associated with the lowest beam
occlusion and bright band effect. The resolution of the NOXP radar is in polar coordinates with 1°
angular resolutions, 150-meter range resolution in the vertical, going from 0.5° to 19.5° for every
1° and resolution of the XPOL is 0.7° and 120 meter going from 0.5° to 5° for every 1°. To retrieve
precipitation and microphysical estimates, we applied the SCOPE-ME X-band dual-polarization
algorithm, consisting of new polarimetric techniques for bright band identification and vertical
profile of reflectivity (VPR) correction (Kalogiros et al. 2013; Anagnostou et al. 2010), attenuation
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correction (Kalogiros et al. 2013; Anagnostou et al. 2009), and rainfall microphysics retrievals
(Kalogiros et al. 2014).
Radar rainfall estimates were verified using drop-size distribution and rain rate observations
collected by in situ disdrometers and rain gauges. Specifically, disdrometer data were used to
verify the local suitability of the parametric techniques used in the dual-polarization radar-rainfall
retrievals (Anagnostou et al. 2013). The two radar (i.e., XPOL and NOXP) rainfall estimates were
accumulated (in mm) to longer integration periods (e.g., hourly) and compared to rainfall captured
by in situ observations (named here as reference) to validate these benchmark datasets (Fig. 4.2).
It should be noted that in the case of light rainfall, rain tipping-bucket gauges may introduce
additional errors due to their sampling error (limited measurement resolution) in comparison with
radar (Fig.4.2). However, this error is significant for temporal scales less than 10 to 15 minutes,
while rainfall shown in Fig. 4.2 is accumulated in one-hour time periods. Also, the radar rainfall
is estimated by the SCOPE-ME polarimetric algorithm which may have a good accuracy at the
full range of rainfall values. The random error in light rain in the comparison between radar and
in-situ data (both rain gauge and disdrometer), is significant especially for North Carolina, as
shown in Fig.4.2. Ground sites were located up to about 20 km for Italy and up to 70 km (for North
Carolina) from the radar, while the radar maximum range was 35 km for Italy site and 110 km for
North Carolina site. This scatter for low hourly rainfall values (below 1 mm) is the same for rain
gauge and disdrometer data, but it should be noted that comparison of radar rainfall to rain gauges
show an overestimation of rain gauges at light rainfall rates in contrast to disdrometers. This bias
is actually due to sampling errors of rain gauges at light rain and not error of the radar estimates.
Before the application of radar algorithms, disdrometer data at close range from the radar (17 km
for Italy site and 7.5 km for North Carolina site) were used for calibration of radar reflectivity
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(horizontal polarization). Differential reflectivity was calibrated using an average theoretical
relationship between reflectivity and differential reflectivity as described in Anagnostou et al.
(2009).
The basic statistical metrics for the evaluation of the radar-rainfall estimates include (1) the
correlation coefficient between the hourly radar-rainfall estimates and reference rainfall; (2) the
bias ratio (BR), which is defined as the ratio of storm event total radar rainfall estimates to the
corresponding total reference values, (3) the normalized error (NE) defined as the mean difference
of the estimate minus the reference divided by the mean reference values, (4) the least absolute
error (LAE), (5) the slope of the least square error (LSE) fit to the data and (6) the normalized
mean absolute error (NMAE) (Table 4.2). All the statistical metrics are performed only for liquid
precipitation, for less than 5% occlusion from ground clutter and for hourly precipitation greater
than or equal to 0.01 mm. It is noted that the XPOL rainfall estimates are almost unbiased (BR =
1.11, LAE = 0.92 and the LSE = 0.87) exhibiting high correlation (0.73) against the in situ
reference data. We note consistent performance characteristics for the NOXP rainfall estimates in
North Carolina: low bias against the reference in situ observations (BR = 1.04, LAE = 0.81 and
LSE = 0.95) and high correlations (0.81). Considering the various error sources in radar data over
complex terrain (ground clutter, beam blockage, and melting layer effects due to the use of high
antenna elevations to avoid the previous effects), the biases of radar rainfall estimates for both
sites against in-situ point sensors (rain gauges and disdrometers) are quite small. Finally, these
bias adjustments calculated from both experimental sites were applied to the radar estimates,
indicating our best ground reference rainfall, and compared to the satellite retrievals.
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4.2.6. Collocation of Satellite Retrievals with the Ground Reference
As the spatial variability of rainfall at small scales and the resolution difference between GR
and PMW radiometer might cause significant discrepancies in the error analysis, we implemented
a sampling volume matching methodology between satellite and GR. Specifically, we collected all
rain fields observed coincidentally by PMW overpasses and GR and used the GR products closest
in time to the PMW satellite local overpass schedule times. To compute the reference rainfall Rref,
we computed a block-GR rainfall pixel to match each PMW pixel, with an approach similar to that
used by Kirstetter et al. (2010, 2012), and described in Panegrossi et al. (2016).
The GR observations enabled a reliable evaluation of PMW IFOV area-averaged rainfall; we
preserved the original satellite rainfall estimates in their native spatial and temporal resolutions.
We considered all the GR pixels (rainy and non-rainy) found within an area (A) of the PMW pixel
(elliptical in most cases), corresponding to the IFOV defining the nominal resolution of each
product (see Table 4.1) to compute unconditional mean rain rates for GR. The ellipse is defined
considering the position of each satellite pixel along the scan and considering the orientation of
the satellite orbit with respect to the surface at the time of the overpass. When more than 20% of
the GR pixels had missing values within the satellite FOV area, we discarded the PMW and GR
pair from the comparison.
To estimate IFOV area-averaged ground Rref from GR products, we considered a weighted
mean estimator. As the representativeness of the rainfall sampled by PMW was related to the
characteristics of the radar beam, the weighting function was given by the antenna pattern at 3 dB,
corresponding to the reference IFOV of each PMW product (Kirstetter et al. 2012). The ground
reference rainfall was, therefore, defined as:
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𝑅𝑟𝑒𝑓 (𝐴) = ∑𝑛

1

𝑖=1 𝑤𝑖

∑𝑛𝑖=1 𝑤𝑖 𝐺𝑅(𝑎𝑖 ), 𝑤𝑖 = ∫𝜃 𝑓 2 (𝜃, 𝜃0 )𝑑𝜃
𝑎𝑖

(4.1)

where Rref (A) is the reference rainfall over the PMW pixel area A, wi is the weight, and GR(ai) is
the ground-based radar rainfall over radar pixel ai, θ0 is the beamwidth of PMW products, and θ
corresponds to GR grid cells. The weights wi were derived from the two-way normalized powergain function of the PMW antenna f (assumed to be Gaussian). Fig. 4.3 presents matched GR and
PMW images over the North Carolina region on May 15 for all sensors. In this figure matched GR
maps are presented in the first row and corresponding PMW maps are provided in the second row.
For this particular case (May 15 event over North Carolina, it should be noted that overpass times
are different between sensors) SSMIS and AMSR2 were able to capture the spatial
representativeness of the event depicted in the GR data, however magnitudes are different. On the
other hand, GMI sensor captured only the North-West part of the event, showing a good agreement
with GR both in terms of magnitude and spatial distribution of precipitation. MHS sensor reported
heavy precipitation at different location relative to GR. To be able to compare results for CDRD
and GPROF-SSMIS at the same resolution, SSMIS nominal resolution at 91 GHz was chosen as
pixel area A to compute the reference rainfall, while for the other conically scanning PMW sensors
the nominal resolution at 37 GHz was considered (see Table 4.1). On the other hand, for PNPR
and GPROF-MHS, the MHS nominal resolution variable along the scan was considered. The
number of samples matched between GR and PMW can be found in Table 4.3.
One of the artifacts of GPROF V3 and V4 is an exaggerated occurrence of precipitation due to
the Bayesian retrieval scheme, whereby if any searched profile in the database contains any
precipitation, all retrievals using that bin will return a nonzero precipitation (Kidd et al. 2016).
Therefore, Kidd et al. (2016) suggested applying a rain/no-rain threshold by adjusting the rain rate
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threshold of the satellite retrieval so the rain and no-rain occurrences match those of the groundbased radar. Hence, in this study, we checked the Heidke Skill Score (HSS) for different rain/norain thresholds between GR and PMW measurements for every sensor and both regions. We
defined the rain/no-rain threshold by choosing the highest HSS score for every sensor and region.
The threshold values associated with the highest HSS score were picked as shown in Table 6 (the
provided values are rain/no-rain threshold values in mm/h for each sensor and region). It should
be noted that we did not apply the rain/no-rain threshold to the CDRD and PNPR products because
it is already defined in the rain/no-rain screening scheme of the two algorithms. Modifications
have been made in GPROF V5 for the determination of a precipitation threshold. Algorithm has
internally decided if the pixel is precipitating or not, and non-precipitation pixels have been set to
zero

rainfall

(https://pps.gsfc.nasa.gov/Documents/ATBD_GPM_June1_2017_New.pdf).

Therefore, rain/no-rain threshold has not been applied to GPROF V5.
4.3.

Evaluation Methodology
The evaluation methodology devised in this study aimed at comparing the performance

characteristics of the various PMW products against the high spatio-temporal resolution GR
rainfall observations from the two field experiments (North Italy and North Carolina). We
investigated the agreement among different products using quantitative, categorical, and graphical
measures. The quantitative statistics we included were bias, Central Root Mean Square Error
(CRMSE), and correlation coefficient. The bias is a measure of the systematic error component
with values greater or smaller than zero (or in terms of bias ratio the values are above or below 1),
indicating over- or under- estimation, respectively. The correlation coefficient is an indicator of
the temporal and spatial similarity between GR estimates and PMW products. CRMSE is a
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measure of the random component of error when bias has been removed, and was evaluated
conditional to satellite and GR rainfall being greater than zero:
2

𝐶𝑅𝑀𝑆𝐸 =

√ 1 ∑{𝑆−𝐺− 1 ∑[𝑆−𝐺]}
𝑀

𝑀

1
∑𝐺
𝑀

(4.2)

where, S and G represent PMW products and GR estimates, respectively, and M represents the
total number of matched PMW pixels, with coincident Rref and PMW rainfall rate values. A good
performance of the PMW would imply low systematic error (i.e., bias), accompanied by low
random error (i.e., CRMSE) and high covariation (i.e., correlation).
4.4.

Dataset Analysis
Tables 4.3, 4.4 and 4.5 provide summary statistics (correlation, mean relative error (MRE), GR

mean and Satellite mean) from North Italy and North Carolina case studies using GPROF (V3, V4
and V5), CDRD and PNPR algorithms applied on the different PMW sensors. The instantaneous
rain estimates by GR for both regions show varying error characteristics across different PMW
retrievals and different GPROF versions. Magnitude of the dependent systematic error is mainly
underestimation for GPROF V3 which changes to slight overestimation for some sensors for
GPROF V4 and GPROF V5 for both regions. Correlation on the other hand varies in between
0.29-0.63 for GPROF V3, 0.36-0.63 for GPROF V4 and 0.50-0.70 for GPROF V5 over North
Italy, 0.14-0.33 for GPROF V3, 0.17-0.38 for GPROF V4 and 0.28-0.43 for GPROF V5 over
North Carolina, indicating that correlation in general improved from GPROF V3 through V5. In
general, the GPROF CLIM products (and GPROF V5) shows significant improvements in
instantaneous rainfall rate estimates in terms of correlation and MRE in comparison with the
corresponding GPROF standard products for all PMW sensors and both regions. Moreover, for
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both regions, GPROF V5 performance is better than GPROF V3 and GPROF V4 when considering
correlation and MRE metrics.
Over Northern Italy the GPROF-CLIM-SSMIS retrieval significantly improves correlation and
MRE compared to all versions of GPROF algorithm. The CDRD algorithm exhibits the highest
correlation, while the PNPR algorithm exhibits lower MRE than, and comparable correlation to,
the GPROF-MHS sensor retrievals. The GPROF-AMSR2 V3 estimates exhibit the lowest
correlation, improved with the GPROF-CLIM, GPROF V4 and GPROF V5 algorithms. In
general, GPROF V3 products for all sensors are underestimating when compared to corresponding
GR values with the exception of GPROF-CLIM-GMI. This underestimation turns to
overestimation for GPROF V4 with exceptions of GPROF-SSMIS, GPROF-MHS, and GPROFAMSR2. Moreover, for GPROF V5 MRE values are significantly lower when compared to
previous version where GPROF-SSMIS and GPROF-MHS are underestimating meanwhile
GPROF-AMSR2 and GPROF-GMI are slightly overestimating relative to GR values. It should
also be noted that CDRD (Correlation=0.63, MRE=-0.29) has slightly better performance when
compared to GPROF-SSMIS V5 (Correlation=0.59, MRE=-0.37). On the other hand, PNPR
(Correlation=0.45, MRE=-0.16) has lower correlation values and better MRE performance when
compared to GPROF-MHS V5 (Correlation=0.70, MRE=-0.35).
Over North Carolina, MRE values are similar to North Italy, on the other hand correlations
over this region are lower than over North Italy. GPROF-MHS V3 estimates exhibit the lowest
correlation among all products, while it improves with GPROF V4 and GPROF V5. The
performances of GPROF-AMSR2 and GPROF-CLIM-AMSR2 (V3 and V4) are similar in terms
of MRE and correlation which improves slightly with GPROF V5. GPROF-GMI V4 shows
improved MRE and correlation compared to V3, moreover GPROF V5 shows even more
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improvement for correlation meanwhile underestimation turns to slight overestimation. The
GPROF-CLIM-GMI V3 underestimates the precipitation, while GPROF-CLIM-GMI V4 and V5
shows overestimation when MRE is checked.
Fig. 4.4 and Fig. 4.5 represent probability density functions by occurrence of rain rates (PDFc)
and probability density functions by volume of rain rates (PDFv), over North Italy and North
Carolina, respectively. PDFc provides the frequency of occurrences of each rain rate category to
the total number of occurrences. PDFv represents the relative contribution of each rain rate bin to
the total rainfall volume. The PDFc and PDFv are computed as described in Lin and Hou (2008).
The PDFc highlights the estimate’s sensitivity as a function of rain rate, on the other hand PDFv,
which is computed as a ratio between the sum of the rain rates inside each bin and the total sum of
rain rates, highlights the influence of light rain rates. Over the North Italy region (Fig. 4), both the
CDRD and PNPR algorithms show limited capabilities in detecting the lightest rain rates relative
to the GR. The CDRD algorithm overestimates the moderate to highest rain rates, while the PNPR
performance for the moderate to highest rain rates is comparable to that of the GPROF algorithm.
For the highest rain rates, GPROF-GMI, GPROF-AMSR2, and GPROF-SSMIS all agree fairly
well with GR estimates in terms of their probabilities, while GPROF-MHS slightly overestimates
precipitation. As expected, GPROF-GMI estimates (with best channel frequency assortment at
high spatial resolution) are significantly better than those from other PMW sensors. GPROFAMSR2 estimates (with channel assortment limited to frequencies up to 89 GHz at high spatial
resolution) are better than GPROF-SSMIS, but tend to underestimate lighter rain rates and
overestimate moderate rain rates. GPROF V5 provides improved precipitation detection for
GPROF-GMI and GPROF-AMSR2.
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The distribution of GPROF-GMI estimates agrees quite well with GR, especially in their
ability to capture lighter rain rates, which GPROF-MHS fails to detect especially with GPROF
V4. However, GPROF-GMI V4 exhibits more overestimation of the highest rain rates than the
GPROF V3 algorithm which is slightly improved with GPROF V5. Furthermore, PDFv for the
GPROF-SSMIS shows lower performance in detecting moderate rain rates and a tendency to
overestimate light rain rates. Moreover, GPROF-SSMIS V4 and GPROF V5 exhibit significant
overestimation of light rain rates when compared to GR rain rates.
The GPROF-CLIM-SSMIS follows very closely with GR rain rates for both versions. The
GPROF-MHS shows rain distributions highly peaked for the GPROF V4 algorithm (around 0.1–
0.5 mm/h), which might be due to adjustments made to the algorithm in an effort to increase the
sensitivity of the MHS estimates of light precipitation. The GPROF-MHS V3 shows two peaks.
One is at lighter rain rates, which is due to the data spikiness at the lower end; the other is at
moderate to higher rain rates (2–5 mm/h), mainly resulting from summer overestimates (see
below). GPROF V5 seems to fix the problem GPROF-MHS is having with detection of light rain
especially when compared to GPROF V4, on the other hand medium-higher precipitation detection
is not as good as GPROF V4. Overall, GPROF-AMSR2 and GPROF-GMI shows rain distributions
with wider ranges than other sensors.
For North Carolina (Fig. 4.5), some of the satellite rain rates determined from the GPROF
algorithm (SSMIS, GMI, and AMSR2) exhibit similar PDFc characteristics where lighter rain is
overestimated and higher rain rates are underestimated. The GPROF-AMSR2 V3 tends to slightly
overestimate lighter rain rates, relative to GR; this turns to underestimation by GPROF-AMSR2
V4 and GPROF-CLIM-AMSR2 V4 and GPROF V5 improves light rain detection significantly.
However, the GPROF-AMSR2 V3 distribution agrees quite well with GR, especially in its ability
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to detect moderate rain rates. GPROF-SSMIS V4 and V5 shows decreased performance compared
to V3 for both GPROF-CLIM-SSMIS and GPROF-SSMIS. Again, in this region the GPROFMHS V4 shows rain distributions highly peaked (around 0–0.5 mm/h) while the V3 distribution is
significantly in better agreement with the GR distribution. Both versions of GPROF-GMI show
overestimation of lighter rain rates more significant for GPROF V5. The GPROF-GMI V3
precipitation retrieval distribution agrees quite well with GR, especially in its ability to capture
moderate to higher rain rates, which SSMIS sensor retrievals fail to detect. Furthermore, a simple
comparison of PDF can be misleading because the information relating to the time–space matching
is lost in the PDF’s statistical construction. This made further analysis necessary.
For the results that follow, we applied rain/no-rain thresholds to all sensors. For this purpose,
we stratified matched rain retrievals into four groups: (a) both GR and PMW rain rates = 0 (correct
negatives); (b) both GR and PMW rain rates > 0 (correct positives); (c) GR > 0, but PMW rain
rate = 0 (misses); and (d) GR = 0, but PMW rain rate > 0 (false alarms). As it can be seen from
Fig. 4.6, the detection capabilities of the sensors differ drastically between the two study regions.
Over North Italy, the rain is mostly missed by PMW retrievals. Over North Carolina, the coincident
samples are dominated (80% to 85%) by correct negatives, with the GPROF-MHS being at the
low end, for GPROF-SSMIS in the middle, and for GPROF-GMI at the high end.
Over North Carolina, both PMW and GR indicate rain incidence in about 5% to 10% of
coincident samples. GPROF V3 and GPROF V4 show very similar performance in rain detection,
while the GPROF-CLIM shows some improvement over GPROF. GPROF V5 shows significant
improvement when compared to all algorithms. GPROF-GMI V3 and V4 shows the lowest
frequency of occurrence (slightly above 4%) which is increased by GPROF V5 (approximately
10%).
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Among the different PMW retrievals, about 20% of the GPROF-MHS coincident samples
cannot detect any rain over North Carolina. The rest of the sensors and algorithms perform
similarly to one another (at about 10%) when it comes to missed rainfall which is significantly
improved by GPROF V5. False alarms (GR = 0 and PMW rain rates >0) occur infrequently,
especially for GPROF-GMI where GPROF V5 shows decreased performance.
Over North Italy, both PMW and GR indicate zero rain rates in about 5% to 20% of coincident
samples, with CDRD at the low end, GPROF-SSMIS in the middle, and GPROF-AMSR2 at the
high end. Both GR and PMW indicate rain incidence in about 20% to 50% of coincident samples.
Rain detection over North Italy is significantly improved in GPROF V5. The GPROF-CLIM also
shows slight improvement over the GPROF.
The coincident samples are dominated (about 50% to 80%) by missed rainfall, i.e., the
condition under which retrievals from GR detect rain and individual PMW sensors cannot detect
any rain, with GPROF-GMI at the low end, GPROF-AMSR2 in the middle, and CDRD at the high
end. GPROF V5 significantly improved high missed rainfall amounts reported by GPROF V3 and
V4. False alarms, also in this case, occur infrequently, especially for GPROF-SSMIS.
To analyze rain detection quantitatively as a function of rain rate, percentage of PMW rain
detection for different GR rain intensity bins over both regions is represented in Fig. 4.7. All the
PMW datasets indicate improved detection capabilities as GR rain intensity becomes larger. PMW
detection capabilities for lighter rain (0.1–0.2 mm/h) over North Italy (about 5% to 50%) are more
scattered for different sensors and algorithms than over North Carolina (about 5% to 40%).
Over North Italy, GPROF-SSMIS performance for rain detection for light and heavy rain rates
improves with GPROF V4 and especially with V5. Light rain detection for GPROF-GMI is
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significantly better when compared to GPROF-MHS, GPROF-AMSR2 and CDRD for all
versions. GPROF-GMI rain rate PDFs over this study region compare better to GR than GPROFMHS, GPROF-SSMIS and GPROF-AMSR2, and the percentage of rain occurrence increases from
40% at 0.1 mm/h to 80% at 1.0 mm/h for GPROF-GMI and from 10% at 0.1 mm/h to 60% at 1.0
mm/h for AMSR2. Moreover, PNPR algorithm performance is significantly better than that of the
GPROF-MHS especially for light rain detection. Neither the GPROF-MHS nor the CDRD
algorithm compares well with GR at lighter-rain rate ranges, but they both improve detections after
1.0 mm/h. GPROF V5 improves rain detection significantly for all sensors except GPROF-MHS.
Over North Carolina, all PMW datasets generally indicate similar detection capabilities. Light
rain detection over this region for GPROF-SSMIS is slightly better than GPROF-GMI and
comparable to GPROF-MHS. Detection of high rain rates is problematic over this region,
especially for GPROF V3 and GPROF V4 which is improved with GPROF V5. Since light rain
rate scenes are radiometrically very similar to non-raining ones, the PMW sensor’s insensitivity to
light rainfall is expected; moreover, underestimation in deep convective cores can be explained
due to Bayesian averaging (Tang et al. 2014) and to non-uniform beam-filling (NUBF) effect (i.e.,
large IFOV size unable to resolve the most intense convective cores), enhanced by the slanted view
of the radiometers (e.g., Panegrossi et al. 2016).
To assess the correspondence between PMW and GR data, we plotted the quantile values from
PMW against the corresponding quantile values of the GR rainfall data. Fig. 4.8 and Fig. 4.9
provide quantile-quantile plots, representing rainfall values for same cumulative probability for
North Italy and North Carolina, respectively. For North Italy, in general, GPROF-CLIM shows
better results for all sensors than GPROF. A performance improvement from V3 to V4 to V5 is
obvious for both GPROF and GPROF-CLIM retrievals. CDRD algorithm performance is
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comparable to that of GPROF-CLIM and GPROF V3. The PNPR algorithm provides better
performance than the GPROF-MHS for all versions. The GPROF-GMI overestimates precipitation
greater than 1.0 mm/h in all versions except GPROF V3. GPROF V5 significantly improves
performance of GPROF-MHS when compared to previous versions.
Over North Carolina, all retrievals for all sensors (except GPROF-MHS V3 and V4)
overestimate lighter rain rates and underestimate higher rain rates. Moreover, GPROF V4, V5 or
GPROF-CLIM versions are not able to improve this behavior. GPROF-MHS V3 follows very
closely GR rain rates, while V4 underestimates GR rain rates and V5 overestimates GR rain rates.
GPROF-GMI V3 agrees well with GR rain rates especially for lighter rain rates, while
underestimates higher rain rates, unfortunately this performance is deteriorated with V4 and V5.
To quantify the overall performance of the different PMW sensors and algorithms shown in
Fig. 4.10 and Fig. 4.11, we calculated bias and CRMSE statistics, while to isolate the algorithm
error component we calculated the same statistics as conditioned (for pixels where both GR and
PMW datasets measure precipitation). Fig. 4.10 provides the overall (unconditioned) bias (panels
a and c) and conditioned bias (panels b and d). For both regions, most PMW sensors and algorithms
are underestimating GR rain rates for unconditioned bias with exceptions. The unconditioned bias
determined in North Carolina is lower than in North Italy, while the conditioned bias is lower in
North Italy than in North Carolina.
Over North Italy the performance in terms of bias of GPROF-SSMIS V5 (-0.1) is better than
GPROF-SSMIS V4 (–0.15) and V3 (–0.25), as expected; moreover, the GPROF-CLIM improves
the unconditioned bias for V3 and V4. When both GR and PMW retrievals detect rain, bias
increases for all of the algorithms and sensors, performance of the GPROF-SSMIS V5 (-0.15) is
still better than that of GPROF-SSMIS V4 (-0.24) and V3 (-0.5), and the GPROF-CLIM improves
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the magnitude of the conditioned bias, however it overestimates for V3 and V4. On the other hand,
CDRD algorithm unconditioned bias (-0.1) is significantly lower than conditioned bias (0.6),
which indicates that the bias is generated in the algorithm. PNPR algorithm performance is better
than the GPROF-MHS (for all versions) in terms of unconditioned bias. Both versions of GPROFCLIM-AMSR2 have lowest unconditioned bias when compared to other sensors and algorithms.
However, it should be noted that the conditioned bias for GPROF-AMSR2 V4 increases drastically
while GPROF-AMSR2 V3 has the low unconditioned bias. Again, all versions of GPROF-GMI
exhibit better conditioned bias performance when compared to the other datasets. Over North
Carolina conditioned bias GPROF V5 performance is significantly better than GPROF V4 and V3.
In general, GPROF-GMI performance is significantly better when compared to all datasets.
Fig. 4.11 provides information about the random error component showing the CRMSE for
unconditioned and conditioned cases. There is a clear trend of increase in the random error
component as the IFOV area decreases, e.g., GPROF-GMI and GPROF-AMSR2 have higher
CRMSE values for both regions and for both unconditional and conditional cases for both regions.
In general, CRMSE is higher for unconditioned case compared to conditioned case for both
regions. GPROF-CLIM algorithm increases CRMSE magnitude over North Italy for both
conditioned and unconditioned biases. GPROF V3 and V4 have similar CRMSE magnitudes,
meanwhile GPROF V5 has better performance for all sensors except AMSR2. Over North
Carolina there is clear distinction between GPROF-SSMIS, GPROF-MHS and GPROF-AMSR2,
GPROF-GMI due to different IFOV areas.
To quantitatively analyze the random error component as a function of rain rate, percentage of
CRMSE for different GR rain rate intensity bins where both GR and PMW are greater than zero
over both regions is represented in Fig. 4.12. All the PMW sensors indicate lower random error as
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GR rain intensity increases for both regions. PMW sensors’ random error component for lighter
rain (0.1 – 0.2 mm/h) over North Italy (ranging between 50% and 300%) is more scattered for the
different retrievals compared to North Carolina (ranging between 100% and 170%).
Over North Italy GPROF-CLIM algorithm exhibits higher CRMSE values for all rain
intensities except for GPROF-CLIM-AMSR2; moreover, GPROF V4 and V5 have higher CRMSE
values especially for lighter rain rates compared to GPROF V3. Lowest CRMSE values for lighter
rain rates are obtained by GPROF-MHS followed by GPROF-SSMIS for all versions. GPROFGMI random error for moderate to higher rain intensities is lower than GPROF-AMSR2 and
GPROF-MHS for all versions. GPROF-AMSR2 has significant peak over 0.2-0.5 mm/h rain rates
and has higher CRMSE values over higher rain rates. PNPR (CDRD) algorithm has higher
CRMSE values for all rain intensities especially over lighter (moderate) rain rates compared to
GPROF-MHS (GPROF-SSMIS). Over North Carolina all PMW datasets generally indicate similar
random error components. GPROF-MHS V4 significantly reduces CRMSE values over this
region. Moreover, GPROF V4 algorithm is able to reduce the moderate to higher rain rate CRMSE
values compared to GPROF V3. Lowest CRMSE values for all rain ranges is observed by GPROFSSMIS V3 and followed by GPROF-GMI V3.
4.5.

Discussion
The coverage of the two study areas limits our observations to specific storm types occurring

in the available time periods. Hence, results presented above do not globally apply across the
different storm types occurring in complex terrain. Nevertheless, the level of detail in terms of
reference rainfall (spatio-temporal resolution and rainfall estimation accuracy) provided by the
two locally deployed X-band dual-polarization radars is unique for such high terrain complexity
areas, which facilitated this satellite precipitation error analysis. It is noted that the two regions are
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climatologically different, one is Alpine and the other is dominated by maritime precipitation
storms. Hence, storms are different in terms of profile and microphysical characteristics (drop-size
distribution) between the two regions. Figure 4.13 shows that the two main drop size distribution
parameters are distinctly different between the two regions, with North Italy dominated by larger
drop diameters and a larger intercept, which represent more convective precipitation than the
storms observed over the North Carolina study site. Also, it is noted that observations are not
contaminated by snow or cold surface effects. Moreover, terrain complexity of the two regions is
different with the North Italy study area representing higher terrain gradients than the North
Carolina site. Therefore, results of this study have captured interesting terrain and precipitation
type differences and their associated effects on PMW retrievals, without of course considering that
these can fully represent the general trend of the PMW precipitation error characteristics in
complex terrain.
GPROF V5 performance results are in agreement with the limited validation done by the GPM
validation team that shows improvements in correlation and biases when compared to GPROF V4.
It was stated that the total precipitation over mountains (Olympic peninsula) appears correct, but
the phase is not. In this study we showed that GPROF V5 significantly reduced MRE values when
compared to previous versions. GPROF-MHS V5 performance for light rain detection is
significantly better than GPROF V4, while the performance for medium-to-high precipitation is
not as good as V4. This could be due to the rain/no-rain definition provided within the precipitation
rate estimate in GPROF V5 (no-rain are all pixels with zero rain rate values), which improved the
detection of low rain rates, but has led to increased FAR values for both regions. It should also be
mentioned that PMW sensor’s insensitivity to light precipitation is expected since light rain rate
scenes are radiometrically very similar to non-raining ones; moreover, underestimation in deep
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convective cores can be explained due to Bayesian averaging (Tang et al. 2014) and NUBF effect
(i.e., Panegrossi et al. 2016).
As expected, GPROF-GMI estimates (with best channel frequency assortment at high spatial
resolution) are significantly better than those from other PMW sensors. GPROF-AMSR2 exhibited
better results than GPROF-SSMIS, but tends to underestimate lighter rain rates and overestimate
moderate rain rates.
Precipitation detection performance for all sensors over North Italy is better when compared
to North Carolina. Carr et al. (2015) found out in their study that precipitation detection capabilities
increase markedly with increasing reference rate and convective occurrence because of the more
pronounced ice-scattering signal associated with deeper convection and high rain rates. We can
confirm that mean precipitation over North Italy is higher than North Carolina (Table 4.3, 4.4, and
4.5), and as shown in Figure 4.13, the drop size distribution parameters indicate deeper convective
storm characteristics for North Italy vs. the more maritime type convective storms in North
Carolina.
In general, overestimation for the North Italy study region can be related to the time period of
the study, as most studies show that PMW sensors tend to overestimate precipitation during the
summer (Wolff and Fisher, 2009). Tang et al (2014) found overestimation in the summer is
especially significant for the mid-western and southeastern United States.
Precipitation retrievals from GMI, AMSR2 have larger dynamic ranges than MHS, which
could be due to the higher spatial resolution of GMI and AMSR2 compared to MHS (especially
for large MHS viewing angles along the scan), as well as to truncated light precipitation intensities
and imposed maximum precipitation intensities in the retrieval. As it can be seen from Fig. 4.7
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more light events are included in GMI than MHS. The relationship between brightness temperature
and rain rate is nonlinear and its direct application in non-homogenous filled FOV results in an
underestimation of rain rate (Spencer et al. 1993).
Finally, when these results are compared to other studies comparing PMW precipitation
estimates with GR estimates on flat terrain (Fisher and Wolff, 2011), significantly higher
correlation is found over flat terrain than over complex terrain.
4.6.

Conclusions
Evaluation of the error characteristics of precipitation estimates from four PMW sensors

(SSMIS, AMSU/MHS, AMSR2 and GMI), represented by seven (GPROF V3, V4 and V5,
GPROF-CLIM V3 and V5, CDRD and PNPR) different PMW algorithms, was conducted using
high-resolution rainfall estimates from combination of XPOL radar and in situ observations from
two field experiments (North Carolina and Northeast Italy) representing complex terrain
environment. We created match-ups of satellite and ground-based reference rainfall datasets by
averaging the high-resolution GR estimates in the IFOV corresponding to the PMW product
nominal resolution in order to obtain GR precipitation fields coincident to the orbital PMW sensor
retrievals. Various evaluation statistics were derived based on these match-up datasets to assess
the error characteristics of the PMW products in mountainous areas. In this study we mainly focus
on quantifying the error characteristics in instantaneous precipitation retrievals. The error
characteristics revealed in this paper can have impact on algorithm developers for PMW retrieval
and for multi-sensor precipitation products. The error characteristics found in this paper are partly
dependent on the retrieval algorithms, and partly on the sensor considered, as clearly shown by the
different performances of the different products.
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In terms of unconditioned bias almost all PMW sensors exhibited systematic underestimation
with exceptions. Nonetheless, the instantaneous rain estimates by GR for both regions showed
varying error characteristics across different PMW retrievals, and the magnitude dependent
systematic error going from overestimation or weak underestimation of light precipitation to
mainly underestimation of heavier precipitation also shows weak covariation with the ground
reference. Results indicate differences in the performance of the algorithms running for the
different PMW sensors. GPROF V5 algorithm depicted significant improvement over its previous
versions (V3 and V4). In general, the GPROF-CLIM algorithm and GPROF V5 showed the best
performance in terms of correlation and systematic error for both regions.
Almost for all sensors the algorithms evidence problem in detecting light precipitation rates,
however, performance of light precipitation detection varied across the different products. CDRD
and PNPR algorithms had the worst performance in detecting light rain rates. This is probably
related to the fact that these algorithms use as a-priori (or as training) information a simulated
cloud-radiation database (while the GPROF-GMI, for example, is entirely founded on an
observational database) and that only high frequency channels can be exploited for light rain (or
snowfall) retrievals over land. It is well known that one of the problems in MW radiative transfer
simulations is the correct representation of the high-frequency channels due to their sensitivity to
the highly variable microphysical characteristics of iced hydrometeors (shape, size and density)
(Casella et al. 2013; Sano et al. 2015). In the development of future versions of CDRD and PNPR
new approaches (both from the modeling perspective and from the empirical perspective) are being
considered to improve light precipitation retrieval.
In terms of rainfall rates, the probability density function (PDF) of rain rates derived by
GPROF-GMI estimates agreed well with GR for both regions. Over North Carolina, GPROF V5
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performance worsened (overestimated) compared to GPROF V3 and V4. CDRD algorithm
overestimated the moderate to highest rain rate, while PNPR performance for the moderate to
highest rain rate was shown to be comparable to that of the GPROF-MHS. At the highest rain
rates, GPROF-GMI, GPROF-AMSR2, and GPROF-SSMIS all agreed well with GR estimates,
while GPROF-MHS slightly overestimated. Not surprisingly, the PDFs derived from GPROFGMI estimates exhibited the best comparison to the GR rain rate PDFs. GPROF-AMSR2 estimates
are in line with GPROF-GMI and better than GPROF-SSMIS.
For both regions, all sensors and algorithms (except GPROF-CLIM-GMI over North Italy)
underestimated the total (unconditioned) GR rainfall. The unconditioned bias of all PMW
estimates over North Carolina was lower than over the North Italy study area, which is more
mountainous and exhibited more PMW rain detection issues. GPROF-GMI (both versions)
exhibited the best unconditioned bias performance when compared to other algorithms and
sensors. PNPR algorithm performance is better than the GPROF-MHS in terms of unconditioned
bias. CDRD algorithm’s conditioned bias deteriorates significantly relative to its unconditioned
bias, which indicates that the retrieval algorithm is generating significant bias.
Finally, we captured a clear trend of increase in the random component of error for the satellite
sensors having smaller IFOV area, i.e., GPROF-GMI and GPROF-AMSR2 have higher CRMSE
values for both regions and for both unconditional and conditional error statistics.
A point to note is that even though the two study regions (North Carolina and North Italy) had
different sample sizes (i.e. 19107 in NC vs. 845 in NE Italy), they both exhibited very similar
performance statistics for the different satellite products. Future extensions of this study will focus
on enhancing the datasets with additional complex terrain GR observations from different field
observation programs to investigate the impact of topography (e.g. orographic enhancement) on
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the error of the passive microwave precipitation retrievals. Shige et al. (2013) have shown that
passive microwave precipitation estimates over land can be improved through a parameterization
that accounts for orographic precipitation enhancement, which could be evaluated with the herein
presented error analysis framework. We also plan to evaluate the impact of defining the sensor
IFOV on the evaluation of intermittency, typology and quantitative variability on reference rain
rate. This includes investigating the impact of IFOV shape (circle vs. ellipse) and beamwidth
threshold (3 dB or 6 dB) on the reference rainfall characteristics. Finally, studying possible links
between the errors and physiographic features within each region can provide more detailed error
characteristics, which can be useful information to algorithm developers and data users.
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Table 4-1 List of cross-track (gray background) and conically scanning radiometers used in the study, with list of satellites carrying
them, frequency channels available, PMW precipitation retrieval algorithm used, and nominal resolution of each product. The GPROFCLIM products have the same nominal resolution of the corresponding GPROF standard product.

Radiometer

SSMIS

MHS

GMI

AMSR2

Satellites

Microwave Frequencies
(GHz)

DMSP
F16, F17, F18

19.35VH, 22.235V, 37.0VH,
50.3-63.3VH, 91.65VH,
150H, 183.31H

Algorithm

CDRD (ISAC/CNR)

Nominal resolution
15.5 km x 13.2 km (91 GHz)

GPROF-SSMIS
(NASA)

44.2 km x 27.5 km (37 GHz)

PNPR (ISAC/CNR)

Varying along scan (16 km x 16 km at nadir to
26 km x 52 km at the edge)

GPROF-MHS
(NASA)

15 km x 15 km

NOAA-18/19
MetOp-B

89, 157, 183.31 (2),190.31

GPM

10.65VH, 18.70VH,23.80V,
36.5VH, 89.0VH, 165.6VH,
183.31V(2)

GPROF-GMI
(NASA)

14 km x 8.6 km (36.5 GHz)

GCOM-W1

6.925/7.3VH, 10.65VH,
18.70VH,23.80VH, 36.5VH,
89.0VH

GPROF-AMSR2
(NASA)

12 km x 7 km (36.5 GHz)
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Table 4-2 Validation of GR (XPOL and NOXP estimates) against in situ sensors (disdrometers and rain gauges) over North Italy and
North Carolina.
Correlation

NE

Bias Ratio

LAE

LSE

NMAE

North Italy

0.77

0.10

1.11

0.92

0.87

0.504

North Carolina

0.81

0.04

1.04

0.81

0.95

0.498
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Table 4-3 General statistics derived from V3 PMW/GR match-ups for both study areas (North Italy and North Carolina). The columns
from left to right, correspond to satellite retrieval algorithm, GR instantaneous mean rain rate (mm/h), instantaneous satellite mean rain
rate (mm/h), correlation, MRE and number of matched samples.
North Italy

North Carolina

GR
Mean
(mm/h)

Satellite
Mean
(mm/h)

Correlation

MRE

Satellite
Mean
(mm/h)

Correlation

MRE

GPROFSSMIS

0.30

0.07

0.50

-0.74

845

35

0.27

0.15

0.29

-0.45

19107

26

CDRD

0.35

0.25

0.63

-0.29

845

35

------

------

------

------

------

------

GPROFCLIM
SSMIS

0.30

0.29

0.60

-0.02

845

35

0.27

0.19

0.33

-0.30

19107

26

GPROFMHS

0.46

0.20

0.47

-0.56

305

45

0.25

0.24

0.14

-0.05

8392

34

PNPR

0.41

0.34

0.45

-0.16

305

45

------

------

------

------

------

------

GPROFAMSR2

0.43

0.25

0.29

-0.44

721

26

0.37

0.35

0.15

-0.05

26354

23

GPROFCLIM
AMSR2

0.43

0.43

0.37

-0.01

721

26

0.37

0.36

0.27

-0.06

26354

23

GPROFGMI

0.45

0.25

0.57

-0.44

304

24

0.18

0.12

0.26

-0.33

9064

20

GPROFCLIM
GMI

0.45

0.74

0.56

0.64

304

24

0.18

0.16

0.18

-0.11

9064

20

Satellite

Matched
#
GR
Sample Overpass Mean
#
Events (mm/h)

Matched
#
Sample Overpass
#
Events
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Table 4-4 As in Table 4.3, but for GPROF V4.
North Italy

North Carolina

GR
Mean
(mm/h)

Satellite
Mean
(mm/h)

Correlation

MRE

GR
Mean
(mm/h)

Satellite
Mean
(mm/h)

Correlation

MRE

GPROF-SSMIS

0.30

0.16

0.62

-0.44

0.27

0.29

0.34

0.07

CDRD

------

------

------

------

------

------

------

------

GPROF-CLIM
SSMIS

0.30

0.29

0.63

0.08

0.27

0.20

0.38

0.13

GPROF-MHS

0.46

0.16

0.59

-0.66

0.25

0.30

0.23

-0.19

PNPR

------

------

------

------

------

------

------

------

GPROF-AMSR2

0.43

0.40

0.56

-0.10

0.37

0.37

0.17

0.02

GPROF-CLIM
AMSR2

0.43

0.54

0.60

0.19

0.37

0.37

0.22

-0.04

GPROF-GMI

0.45

0.50

0.41

0.11

0.18

0.17

0.36

-0.06

GPROF-CLIM
GMI

0.45

0.81

0.36

0.69

0.18

0.19

0.36

0.05

Satellite

138

Table 4-5 As in Table 4.3, but for GPROF V5.
North Italy

North Carolina

GR
Mean
(mm/h)

Satellite
Mean
(mm/h)

Correlation

MRE

GR
Mean
(mm/h)

Satellite
Mean
(mm/h)

Correlation

MRE

GPROF-SSMIS

0.30

0.19

0.59

-0.37

0.27

0.32

0.38

0.18

CDRD

------

------

------

-----

------

------

------

------

GPROF-CLIMSSMIS

0.29

0.36

0.61

0.25

0.27

0.34

0.40

0.25

GPROF-MHS

0.46

0.30

0.70

-0.35

0.25

0.30

0.31

0.23

PNPR

------

------

------

------

------

------

------

------

GPROF-AMSR2

0.43

0.53

0.50

0.20

0.37

0.37

0.30

-0.002

GPROF-CLIMAMSR2

0.43

0.64

0.58

0.47

0.37

0.38

0.28

0.01

GPROF-GMI

0.45

0.50

0.60

0.11

0.18

0.21

0.43

0.15

GPROF-CLIMGMI

0.45

0.71

0.50

0.60

0.18

0.21

0.38

0.17

Satellite
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Table 4-6 Rain/no-rain threshold values in mm/h between GR and PMW measurements for every
sensor and region for GPROF V3 and GPROF V4.
North Italy

North Carolina

Version
V3

V4

V3

V4

GPROF-SSMIS

0.05

0.06

0.14

0.16

GPROF-CLIMSSMIS

0.34

0.19

0.3

0.33

GPROF-MHS

0.06

0.09

0.13

0.15

GPROFAMSR2

0.3

0.49

0.18

0.19

GPROF-CLIMAMSR2

0.06

0.44

0.21

0.31

GPROF-GMI

0.02

0.03

0.37

0.42

GPROF-CLIMGMI

0.11

0.05

0.49

0.51

Product
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Figure 4-1 Maps of study regions: (a) North Italy and (b) North Carolina (elevation in m).
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Figure 4-2 Ground-radar comparison with in-situ sensors (disdrometers and rain gauges) for (a) North Italy and (b) North Carolina.

Figure 4-3 Matched GR (top-panels) and corresponding PMW overpasses (bottom panels) over North Carolina on May, 15, 2014 for
(a) GR matched at GPROF-SSMIS resolution, (b) GPROF-SSMIS, (c) GR matched at GPROF-GMI resolution, (d) GPROF-GMI, (e)
GR matched at GPROF-AMSR2 resolution, (f) GPROF-AMSR2, (g) GR matched at GPROF-MHS resolution, and (h) GPROF-MHS.
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Figure 4-4 PDF by occurrence of rain rates (PDFc, black lines) and PDF by volume of rain rates
(PDFv, grey lines) for GR and satellite retrievals at North Italy. The dashed line represents GR,
solid thin line represents retrievals by GPROF V3 algorithm, or CDRD and PNPR, solid mediumthick line represents retrievals by GPROF V4 and solid thickest line represent retrievals by GPROF
V5.
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Figure 4-5 As in Figure 4.4, but for North Carolina.
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Figure 4-6 The percentage of occurrence of four collocated rain/no rain situations relative to the
total matched-up samples over North Italy (left column) and North Carolina (right column): (in
every row top to bottom) (a) and (b) correct negatives, (c) and (d) correct positives, (e) and (f)
misses, (g) and (h) false alarms. CDRD and PNPR products are not available for North Carolina
case study area. Black bars represent GPROF V3, CDRD and PNPR, dark grey bars represent
GPROF V4 and light grey bars represent GPROF V5.
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Figure 4-7 Percentage of PMW sensor rain detection as a function of GR rainfall rate for (a, b, c) North Italy and (d, e, f) North Carolina
for (a, d) CDRD and PNPR (for North Italy only) and GPROF V3, (b, e) GPROF V4 and (c, f) GPROF V5. CDRD and PNPR products
are not available for North Carolina case study area.
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Figure 4-8 Quantile-vs.-quantile plots for the North Italy case study: top row shows GPROF
(standard and CLIM product) V3, CDRD and PNPR, second row shows GPROF (standard and
CLIM product) V4 and bottom row shows GPROF (standard product) V5. Different algorithms
(GPROF, GPROF-CLIM, CDRD and PNPR) are grouped according to the PMW sensor, (a)
SSMIS, (b) MHS, (c) AMSR2, and (d) GMI.
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Figure 4-9 As in Figure 4.8, but for North Carolina case study. CDRD and PNPR products are not available for this case study area.
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Figure 4-10 Bias (mm/h) for North Italy (a and b) and for North Carolina (c and d) for all PMW
products: GPROF V3 (black bars), CDRD and PNPR (for North Italy only, black bars), V4 (dark
grey bars), and V5 (light grey bars). Left column (a and c) represents unconditioned bias, and right
column (b and d) represents conditioned bias (both GR and PMW agree there is rain). Black bars
represent GPROF V3, CDRD and PNPR, dark grey bars represent GPROF V4 and light grey bars
represent GPROF V5.
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Figure 4-11 Central root mean square error for North Italy (a and b) and for North Carolina (c and
d), GPROF V3 (black bars), CDRD and PNPR (for North Italy only, black bars), V4 (dark grey
bars), and V5 (light grey bars). Left column (a and c) represents unconditioned CRMSE and right
column (b and d) represents conditioned CRMSE (where both GR and PMW agree there is rain).
Black bars represent GPROF V3, CDRD and PNPR, dark grey bars represent GPROF V4 and light
grey bars represent GPROF V5.
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Figure 4-12 Conditioned relative central root mean square error (percentage) as function of GR rainfall rate for (a, b, c) North Italy and
(d, e, f) North Carolina for (a, d) CDRD and PNPR (for North Italy only) and GPROF V3, (b, e) GPROF V4 and (c, f) GPROF V5.
CDRD and PNPR products are not available for North Carolina case study area.
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Figure 4-13 Probability distribution of microphysical characteristics (Do and Nw) of both regions.
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5. Modeling Passive Microwave Precipitation Retrieval Error over Complex
Terrain using a Nonparametric Statistical Technique
5.1.

Introduction
To understand and manage water systems under a changing climate and meet the increasing

demand for water, a quantitative understanding of the water cycle at a regional to global scale is
important. Gaining this understanding requires that precipitation—a fundamental component of
the water cycle—be studied in detail. Precipitation is the main trigger of natural hazards like
floods, landslides, and avalanches over complex terrain, but the measurement of its frequency and
quantity over these regions has been very difficult. The small space-time scales and remarkable
rain rates associated with complex terrain stretch the need for improved quantitative precipitation
estimates (QPEs) at high spatiotemporal resolution. This need highlights the use of integrated
satellite-based precipitation products (SPPs)—that is, combined infrared (IR) radiances and
passive microwave (PMW) precipitation retrievals—for their ability to represent the space-time
variability of rainfall with quasi-global coverage.
The rational and effective use of SPPs requires a thorough understanding of their individual
PMW-based retrieval uncertainties that would facilitate modeling of their error characteristics.
Developing predictive error models for each PMW retrieval is crucial to gaining improved SPPs.
Numerous evaluations of PMW precipitation estimates have been undertaken for different regimes
(Grecu and Anagnostou 2001; Kirstetter et al. 2012, 2014, 2015). Derin et al. (2018) concluded
that almost all products exhibited magnitude-dependent systematic error—from overestimation or
weak underestimation of light precipitation to mainly underestimation of heavier precipitation—
showing weak covariation with the ground reference.
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In the literature a variety of error modeling methods have been developed, mostly by
incorporating additional available datasets, such as those containing rain gauge or radar
information (Boushaki et al. 2009; McCollum et al. 2002). It has been noted that the key to making
the best use of error modeling is to integrate multiple datasets efficiently (Bhuiyan et al. 2017).
Bhuyian et al. (2018) have argued that, given the multidimensionality of error dependence in
mitigating the errors and uncertainties, one should take into account different climatological and
land surface factors. This can be done by applying nonparametric statistical techniques (Ciach et
al. 2007; Gebremichael et al. 2011; Lakhankar et al. 2009) such as Bayesian Additive Regression
Trees (BART) (Chipman et al. 2010), quantile regression forests (QRF; Meinshausen 2006), and
random forest (RF; Breiman 2001), are mostly used in weather forecasting, climate change
prediction, and the modeling of hydrological processes (Croley et al. 2012; Brown et al. 2010;
Mujumdar et al. 2008). Ciach et al. (2007) established a nonparametric estimation technique based
on weather radar data to characterize the uncertainties in radar precipitation estimates as a function
of range, temporal scale, and season, and Gebremichael et al. (2011) developed a nonparametric
technique for satellite rainfall error modeling using rain gauge–adjusted, ground-based radar
rainfall; they reported improved satellite precipitation performance with relatively large variation
at low and high rainfall rates.
The current work builds on the Bhuiyan et al. (2017) study, in which the authors developed a
nonparametric, tree-based QRF error model for the Tropical Rainfall Measuring Mission (TRMM)
2A12 product using reference precipitation from the Multi-Radar, Multi-Sensor (MRMS) system
over the continental United States (CONUS). In addition to PMW error correction, Bhuiyan et al.
model characterized the retrieval uncertainty through ensemble representation of PMW error. To
model the uncertainty, the technique combines dynamic (that is, temperature and soil moisture)
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and static (that is, elevation) land surface variables to generate stochastically an improved
precipitation ensemble over complex terrain. The Bhuiyan et al. (2017) study avoided complex
terrain evaluation due to the challenge associated with acquiring reference precipitation data at
high temporal and spatial resolution. The use of experimental X-band polarimetric radar
observations in complex terrain can fill this data gap providing high quality and resolution
precipitation data in complex terrain areas.
The herein study extends the Bhuiyan et al. PMW error modeling over complex terrain based
on locally deployed X-band dual-polarization radar data and in situ gauge and disdrometer
measurements from the northeastern Italian Alps, North Carolina, Olympic Mountain, the southern
tip of Vancouver Island, the Rocky Mountains in Colorado, the Swiss Alps, Arizona, French
Cevennes, Andes Peru, Korea and Cyprus. We devised an automated algorithm (Self-Consistent
Optimal Parameterization-Microphysics Estimation, or SCOP-ME) to consistently derive highquality precipitation fields from these multi-regions ground radar (GR) X-band dual-polarization
observations.
These GR estimates represents the benchmark precipitation dataset used in the error
characterization and modeling of the PMW retrievals—namely, the Goddard profiling (GPROF)
V05 and the climatology-based Goddard profiling (CLIM-GPROF) V05 algorithms for the
Microwave Humidity Sounder (MHS), the Special Sensor Microwave Imager/Sounder (SSMIS),
the Global Precipitation Measurement Microwave Imager (GMI), and the Advanced Microwave
Scanning Radiometer 2 (AMSR2) sensors. We characterize explicitly the stochastic nature of the
satellite rainfall–derived matchups of PMW/GR rainfall in the form of ensemble rainfall fields.
We generated these ensembles using the QRF model and validated them by independent matchups
of PMW/GR data. Validation of the error model is conducted in two ways, the k-fold and leave155

one region out cross validation techniques. The validation aimed to (1) evaluate how efficiently
the error model reduces the magnitude-dependent systematic error of the various PMW retrievals;
(2) assess the accuracy of the ensemble representation of the random error component through
ensemble verification statistics; and (3) show the model’s transferability among complex terrain
regions, which can allow algorithm developers to integrate it to Level 3 products.
5.2.

Data and Study Regions

5.2.1. Study Areas
We selected four areas for this study—the northeastern Italian Alps, North Carolina, Olympic
Mountain and the southern tip of Vancouver Island —and used data from four corresponding
mobile X-band dual-polarization experimental ground radars as reference in our analysis (Table
5.1).
Northeastern Italian Alps: X-band dual-polarization radar, located in the Alto Adige region of
Italy (the National Observatory of Athens radar; data from July–September 2014). The resolution
of this radar is in polar coordinates, with 0.7° angular resolution, 120 m range resolution in the
vertical, going from 0.5° to 5° for every 1°.
North Carolina: X-band dual polarization radar, located in the Integrated Precipitation and
Hydrology Experiment experimental region (the National Severe Storm Laboratory radar; data
from May–June 2014). The resolution of this radar is in polar coordinates, with 1° angular
resolutions, 150 m range resolution in the vertical, going from 0.5° to 19.5° for every 1°.
Olympic Mountain: Doppler on Wheels (DOW) radar, deployed in the Chehalis Valley
(47.48N, 123.86W) on the shore of Lake Quinault, Washington, to obtain radar observations of
rainfall (data from November 2015-February 2016). The goal of this deployment was to gain a
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better understanding of the orographic enhancement of rainfall during frontal passages over
mountain ranges. The DOW, which is a mobile dual-polarization and dual-frequency X-band
radar, is operated by the Center for Severe Weather Research (CSWR). Rapidly deployable, it has
dual-250 kW transmitters for high sensitivity to clear radar returns and can be set in place for longterm monitoring of storm systems. The X-band, 3.2 cm wavelength, 9.4 GHz transmissions can
penetrate intense precipitation conditions and return moderately high-resolution horizontal and
vertical polarization reflectivity at an operational range of nearly 60 km (Houze et al. 2017). Both
range height indicator (RHI) and sector plan position indicator (PPI) measurements were
conducted during the Olympic Mountain Experiment (OLYMPEX) campaign. RHIs contained
scans at 22 different azimuths, between 50.4° and 71.4°. Sector PPIs contained scans at six
elevations, between 2.8° and 11.0° (approximately 2.8°, 3°, 5°, 7°, 9°, and 11°).
Vancouver, Canada: Compact dual-polarization X-band portable weather radar labeled as
CAX was located at the southern tip of Vancouver Island on The Canadian Forces Base (CFB)
Esquimalt Albert Head (AHD) military training area (48.38N, 123.47W) to obtain radar
observations of rainfall (data from November 14 2015-April 1, 2016). The CAX radar was placed
in a location that covers the northern lee-side of the Olympic Mountains and the inland waters.
This location had a direct line-of-sight of Hurricane Ridge on the Olympic Peninsula, an area of
high elevation over which Pacific storms had to pass when moving from west to east (Hudak et al.
2018). CAX radar is a SELEX Meteor 60dx10 compact weather radar with a 2.4m dish and has a
maximum range of 100 km with a 5-minute repeat time. The series of scans in each cycle were 5
vertical cross section (RHI) centered on Hurricane Ridge followed by 3 low level azimuthal scans
(PPI) on elevation angles of 1.5, 2.5 and 5°.
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5.2.2. Ground Reference Precipitation Dataset
All the radars provided PPI scans at various antenna elevations, based on which a hybrid scan
consisting of a varying antenna elevation for each location associated with the lowest beam
occlusion and bright band effect is extracted. To retrieve precipitation and microphysical
estimates, the SCOP-ME X-band dual-polarization algorithm is applied which consist of new
polarimetric techniques for bright band identification, vertical profile of reflectivity correction
(Anagnostou et al. 2010; Kalogiros et al. 2013), attenuation correction (Kalogiros et al. 2013, 2014;
Anagnostou et al. 2009), and rainfall microphysics retrievals (Kalogiros et al. 2014). Radar-rainfall
estimates were verified using drop-size distribution and rain rate observations collected by in situ
disdrometers and rain gauges. Specifically, we used disdrometer data to verify the local suitability
of the parametric techniques used in the dual-polarization radar-rainfall retrievals (Anagnostou et
al. 2013; Derin et al. 2019). We accumulated the radar rainfall estimates (in mm) for longer
integration periods (for example, hourly) and compared them with rainfall captured by in situ
observations (named here as reference) to validate these benchmark datasets.
5.2.3. PMW Retrieval Precipitation
Table 5.2 provides detailed information on the satellites, sensors, and algorithms used in this
study. It is worth considering that each sensor has different characteristics related to the number
of channels available and their frequency, polarization, and spatial resolution. GMI is the most
advanced conically scanning radiometer, with ten dual-polarization window channels (from 10
GHz to 166 GHz), and three single-polarization water vapor absorption channels (one at 23.8 GHz
and two at 183.3 GHz) providing PMW measurements on a 904 km-wide swath (roughly half of
the other radiometers) at the highest available spatial resolution (up to roughly 4 km x 7 km at the
high frequency channels and around 11 km x 18 km at 19 GHz). AMSR2 has comparable spatial
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resolution and channel frequencies, ranging from 6 to 89 GHz. SSMIS combines imaging and
sounding capabilities with twenty-four channels, with frequencies ranging from 19 to 183 GHz,
and spatial resolution roughly three times lower than GMI. MHS is a self-calibrated cross-track
scanning radiometer with five frequency channels, ranging from 89 to 190 GHz. It should be noted
that conically scanning radiometers have a constant viewing angle and spatial resolution that varies
only with frequency, while the spatial resolution of cross-track scanning radiometers varies along
the scan, degrading from nadir to the edge. (For MHS it varies from around 16 km x 16 km to 26
km x 52 km for all channels.)
The Global Precipitation Measurement (GPM) operational PMW retrieval GPROF 2014
(Kummerow et al. 2015) was released after the launch of the GPM-CO in February 2014. It is a
Bayesian retrieval that utilizes measurements and retrievals from spaceborne radar (TRMM PR or
GPM DPR) or ground radar (National Mosaic and Multi-Sensor Quantitative Precipitation
Estimation, or NMQ; Zhang et al. 2011) to build the a priori database relating observed brightness
temperatures (for each radiometer in the GPM constellation) to microphysics profiles and surface
rainfall rates.
In its current version, GPROF is applicable to different PMW sensors (imagers and sounders)
and scan types (conical and cross-track). While this is advantageous for generating robust rainfall
estimates, it may not be optimal for extreme rain events, which are not well represented in the a
priori rain profile database (Kummerow et al. 2015). GPROF handles retrieval considering 13
different background surface classes and ancillary meteorological variables derived from global
analysis. The correct characterization of the environmental conditions at the time of the overpass
(such as background surface, water vapor content, and surface temperature) has a strong impact
on the accuracy of the retrieval, and for each pixel the retrieval process is different depending on
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these conditions. The “land” and “coast” algorithms rely on high-frequency channels, which are
mostly affected by the scattering processes of the solid- or mixed-phase hydrometeors in the upper
cloud layers. Therefore, while the high-frequency channels have a smaller field of view (FOV),
they are less correlated with surface rainfall.
GPROF V05 uses an a priori database comprising GPM-based combined radar/radiometer
(GMI/DPR) generated precipitation profiles. The latest version of the algorithm, GPROF V05,
retains the previous version (V4) of the combined and DPR-Ku products for its databases.
Moreover, improved ice hydrometeor simulations lead to smaller bias adjustments in the
radiometer simulations at high frequency and to an overall better fit between radiometer retrievals
and both GMI/DPR combined products, as well as ground validation data.
This study also uses the CLIM (climatology-based) version of GPROF. The “CLIM” products
differ from standard products in their ancillary data. As climate-reference products, they require
homogeneous ancillary data over the climate time series. Hence, the ERA-Interim reanalysis from
the European Centre for Medium-Range Weather Forecasts (ECMWF), which lags two to three
months behind the regular production, is used as ancillary data to derive the surface and
atmospheric conditions required by the GPROF algorithm for the “CLIM” output. The GPROF
databases are also adjusted accordingly for these climate-referenced retrievals.
The nominal resolution of the GPROF products for conically scanning radiometers
corresponds to the instantaneous field of view (IFOV) of the 37 GHz channel (that is, 14 km x 8.6
km for GMI, 12 km x 7 km for AMSR2, and 44.2 km x 27.5 km for SSMIS), while for MHS it
corresponds to the resolution at nadir (around 15.88 km x 15.88 km; Kidd et al. 2016).
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In this study we analyzed the precipitation derived from the available passes over the study
areas from the full constellation of available PMW radiometers, using the most recent version
(V05) of the NASA/JAXA GPM official PMW instantaneous precipitation products GPROF Level
2A (standard product and CLIM product) for SSMIS, MHS, AMSR2, and GMI sensors.
GPROF V05, along with rain rate retrieval, provides data on convective precipitation, frozen
precipitation, cloud water path, ice water path, rain water path, and total column water vapor index.
All these parameters are included as QRF model predictors, which is explained in detail in Section
3 below.
5.2.4. ECMWF datasets
We obtained the soil moisture and surface temperature datasets from the European Centre for
Medium-Range Weather Forecasts (ECMWF) global atmospheric reanalysis (ERA-Interim). The
data assimilation system used to produce ERA-Interim is based on a 2006 release of the IFS
(Cy31r2) and includes a four-dimensional variational analysis (4D-Var) with a 12-hour analysis
window. The spatial resolution of the dataset is approximately 80 km (T255 spectral) on 60 vertical
levels from the surface up to 0.1 hPa (Berrisford et al. 2011). ECMWF ERA-Interim two-meter
air temperature and volumetric soil water layer datasets with 0.125° and 3-hourly spatial and
temporal resolution are included in QRF model as predictors, which is explained in detail in
Section 5.3 below.
5.2.5. Terrain Elevation
The Shuttle Radar Topography Mission (SRTM) dataset included in this study has, in recent
years, been one of the most extensively used publicly accessible terrain elevation datasets.
Available at ~90 m spatial resolution, we obtained it using 1° digital elevation model (DEM) tiles
from the U.S. Geological Survey.
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5.3.

Methodology
In this study, we used the QRF model developed by Bhuyian et al. (2017), trained based on the

GR X-band reference rainfall for all regions, to predict the error of the GPROF V05 SSMIS, GMI,
AMSR2, and AMSU precipitation retrievals. QRF error model is setup with the following
predictors; the GPROF V05 PMW rain rate estimate, GPROF-derived convective precipitation
(CP), frozen precipitation (FP), cloud water path (CWP), ice water path (IWP), rain water path
(RWP), and total column water vapor index (tCWVI), ECMWF soil moisture and surface
temperature, and elevation datasets. Meanwhile the response variable was the surface rainfall
estimation GR. The error determined by subtracting the GR value from the PMW rainfall estimate.
The validation of the QRF-error model is conducted with a K-fold and leave-one-region out cross
validation techniques using systematic and random error statistics by comparing its predicted error
characteristics to the actual error calculated in between GR and actual GPROF V05 sensor rainfall
retrievals. The LRO cross-validation technique is conducted for each selected region by training
the QRF-error model with all the rest of the regions. This cross-validation technique is used in the
hopes to understand the transferability of the developed QRF-error model.
QRF is a nonparametric tree-based regression model that provides a precise way to estimate
conditional quantiles for high-dimensional predictor variables. It utilizes a weighted average of all
trees for the predicted expected response values to calculate the empirical distribution function
given below
𝐹̂ (𝑦|𝑋 = 𝑥) = ∑𝑛𝑖=1 𝜔𝑖 (𝑥)1{𝑌𝑖 ≤𝑦} (5.1)
where 𝜔𝑖 (𝑥) = 𝑘 −1 ∑𝑘𝑖=1 𝜔𝑖 (𝑥, 𝜃𝑡 ) using random forest where k donates number of single
trees; each tree built with an independent identically distributed, vector 𝜃𝑡 , 𝑡 = 1, … , 𝑘
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This nonparametric technique utilizes the weighted average of all trees to compute the
empirical distribution function. It keeps not only the mean but also all observation values in nodes
and, building on this information, it calculates the conditional distribution. In this method,
consistency of the empirical quantities is induced based on a large number of instances in terminal
nodes. The overall framework of the QRF scheme is shown in Figure 5.1. Since a higher number
of trees reduces the variance of the model, increasing the number of trees in the ensemble will not
have any impact on its bias. Furthermore, a higher variance reduction can be achieved by
decreasing the correlation among trees in the ensemble. Therefore, QRF utilizes the optimal size
of the random subset of predictors for split point selection at each node. This approach introduces
randomness in the ensemble to reduce the correlation among trees, which helps to avoid overfitting
(Meinshausen 2006). In this study we used the default value (k = 1000) (Meinshausen 2006)
throughout all the simulations to create the empirical distribution at each grid cell and crossvalidation experiments to demonstrate the stability of the method.
We validated the ensembles generated using the QRF model by independent matchups of
PMW/GR data, basing quantification of the systematic and random error of the model-generated
ensemble on different error metrics. We calculated the random error component by centralized
root mean square error (CRMSE) and the systematic error by mean relative error (MRE):

𝐶𝑅𝑀𝑆𝐸 =

𝑀𝑅𝐸 =

1
𝑛

1
𝑛

√ ∑[𝑦̂−𝑦− ∑(𝑦̂−𝑦)]2
1
∑𝑦
𝑛

∑(𝑦̂−𝑦)
∑𝑦

(5.2)

(5.3)

where, 𝑦 is reference rainfall, 𝑦̂ is estimated rainfall and n is the total number of data points
used in the calculations. A CRMSE of 1 indicates random error equal to 100% of the mean
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reference rainfall. The MRE measures the systematic error component, with values greater or
smaller than zero indicating over- or underestimation, respectively.
We investigated the daily detection capability of the QRF model by calculating normalized
missed rainfall volume (NRMV) and normalized false alarm satellite rainfall volume (NFASRV)
metrics for each region and each PMW sensor:
𝑁𝑀𝑅𝑉 =

∑[(𝐺)|𝐺>0 & 𝑆=0]
∑𝐺

𝑁𝐹𝐴𝑆𝑅𝑉 =

(100%)

∑[(𝑆)│𝐺=0 & 𝑆>0]
∑𝐺

(5.4)

(100%)

(5.5)

The NMRV metric quantifies the rainfall volume missed by the QRF model, normalized by
the total reference rainfall volume throughout the study period. The NFASRV metric measures
falsely detected rainfall volume by the QRF model, normalized by the total reference rainfall
volume during the same period of time.
To assess the ability of the QRF-generated ensemble, the exceedance probability (EP) metric
is used, which indicates the probability that the reference value will exceed the prediction interval
1

𝐸𝑃 = 1 − 𝑛 ∑𝑛𝑖=1 1{𝑄𝑙𝑜𝑤𝑒𝑟 <𝑦𝑖 <𝑄𝑢𝑝𝑝𝑒𝑟 } (5.6)
𝑖

𝑖

where, 𝑄𝑙𝑜𝑤𝑒𝑟 and 𝑄𝑢𝑝𝑝𝑒𝑟 denote lower and upper boundaries of prediction interval,
respectively. The EP would be zero for an ideal model, meaning a perfect encapsulation of the
reference within the prediction interval.
To evaluate the accuracy of the QRF-generated ensemble, we used the uncertainty ratio (UR),
which measures uncertainty from the prediction interval (𝑄𝑙𝑜𝑤𝑒𝑟, 𝑄𝑢𝑝𝑝𝑒𝑟 );
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𝑈𝑅 =

∑𝑛
𝑖=1(𝑄𝑢𝑝𝑝𝑒𝑟 −𝑄𝑙𝑜𝑤𝑒𝑟 )
∑𝑛
𝑖=1 𝑦𝑖

(5.7)

The UR quantifies the prediction interval width relative to the magnitude of observations. A
UR value of 1 means the best estimate of the actual uncertainty, which indicates the maximum
possible uncertainty of the prediction interval. A UR value close to 1 indicates confidence intervals
on the order of magnitude of the predicted values.
For the evaluation of the accuracy of the ensemble, we also calculated the rank histogram,
which is computed by counting the rank of observations and comparing this with values from a
compiled ensemble, in ascending order. The rank of the actual value is denoted by
𝑟𝑗 (𝑟1 , 𝑟2 , … , 𝑟𝑚+1 ) and 𝑟𝑗 is expressed as;
𝑟𝑗 = 𝑃̂{𝑦̂𝑖,𝑗−1 < 𝑦𝑖 < 𝑦̂𝑖,𝑗 }

(5.8)

A flat rank histogram diagram means precise prediction of error distribution (Hamil 2001;
Hamil and Colucci 1997). A U-shaped rank histogram (convex) represents conditional biases, and
a concave shape means an overspread. Skewing to the right denotes negative and skewing to the
left positive bias.
5.4.

Results

5.4.1. Sensitivity Analysis
We selected the predictor variables for our QRF model as dynamic (temperature and soil
moisture) and static (elevation) land surface variables, along with the multiple hydrometeor
variables from GPROF V05. The selection was based on recent research (Seyyedi et al. 2014;
Bhuiyan et al. 2017; Mei et al. 2016) examining the factors related to precipitation error
characteristics that has shown soil moisture, temperature, precipitation products, and elevation to
be important predictors in the error modeling of rainfall estimates. Bhuiyan et al. (2017) recently
165

used a QRF to evaluate the significance of surface soil moisture in modeling the error structure of
satellite products and successfully assessed the impact of this information on the model’s
performance. We therefore identified soil moisture as a potential stronger factor for the proposed
QRF technique instead of the vegetation indicator.
Input predictors in this study are chosen as elevation, ECMWF-ERA Interim 2-meter air
temperature and soil moisture, GPROF V05 total column water vapor index (tCWVI), rain water
path (RWP), ice water path (IWP), cloud water path (CWP), frozen precipitation (FP), convective
precipitation (CP) and PMW rainfall rate. Once the input predictor variables have been chosen, it
is essential in any nonparametric statistical technique to know the sensitivity of the result to the
different variables and to quantify the impact of change from one to another. Sensitivity analysis
is conducted by calculating the magnitude of the percentage increase in mean square error
(%IncMSE) of the model (Breiman 2001). Higher values of %IncMSE indicate higher importance
of the predictor variables. Briefly, the MSE computed from the original model (that is, considering
all variables) is compared against the MSE from a new model that holds all variables the same as
in the original model, except for the one whose relative importance we wish to determine.
Figure 5.2 presents the results of this importance test for the ten predictor variables for all the
study regions and all sensors. As the figure shows, all the variables were important, but the level
of significance varied considerably among them. The most important were the PMW precipitation,
convective precipitation, ice water path, rain water path, total column water vapor index, soil
moisture, and surface temperature datasets, with the test results showing their strong impact in
model prediction and justifying their inclusion in the model. Frozen precipitation, cloud water
path, and elevation did not have a significant impact on the model prediction and, hence, were
removed.
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5.4.2. Evaluation of the accuracy of the QRF-generated Ensemble
The validation of the QRF-error model is conducted with a K-fold and leave-one-region
(hereafter LRO) out cross validation techniques. In this section to evaluate the accuracy of the
QRF-generated ensemble UR and EP metrics are calculated (Figure 5.3 and 5.4).
In Figure 5.3, UR of the QRF error-corrected GPROF V05 and CLIM-GPROF V05 of MHS,
AMSR2, GMI, and SSMIS sensors for K-fold and LRO of different quantiles (quantile range 50th75th, 75th–95th and quantiles greater than 95th) based on GR rainfall values are presented. In this
figure, red bars represent K-fold and blue bars represent LRO cross validation techniques. The UR
error metric is provided to quantify the prediction interval width relative to the magnitude of
observations. For the northeastern Italy, Canada and North Carolina regions, the LRO experiments
for all quantile intervals overestimated the actual error variability, with UR values noticeably
higher than in the K-fold experiments (Figure 5.3a and b). Meanwhile for Olympic Mountain
region UR values for both cross-validation techniques are similar to each other for all quantile
ranges. Moreover, over this region LRO slightly outperforms K-fold cross-validation technique
when UR values for Q50-Q75 and >Q95 quantile intervals are compared. In general, for all
regions, the prediction generated by the K-fold experiment for higher rain rate values (>Q95th)
exhibited values of UR close to one, which indicates confidence intervals 100% of the predicted
values. On the other hand, the prediction generated by the LRO cross-validation technique for
higher rain rate values exhibited values of UR close to one for all regions except northeastern Italy
region. Performance of QRF-error model for individual sensors are similar to each other with slight
differences. Over all regions SSMIS has the slightly higher UR values for K-fold and significantly
high UR values for LRO cross-validation technique for quantile intervals. Over all regions GMI
sensors for lowest quantile interval has significantly high UR values compared to other sensors
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meanwhile the UR performance of this sensor for the highest quantile interval is best compared to
other sensors. AMSU sensor UR values for lowest quantile interval is lowest compared to other
sensors for all regions.
The EP metric is evaluated to understand the ability of QRF-generated ensembles whether the
model encapsulate the observed data or not (Figure 5.4). In general, LRO cross-validation
technique for all quantile intervals has almost zero EP values for all regions except Olympic
Mountain (Figure 5.4). LRO cross-validation technique having lower EP values indicate a better
encapsulation of the observations within the ensemble envelope. Over Olympic Mountain K-fold
cross-validation technique has almost zero EP values (Figure 5.4c). In general, over all regions,
Q50-Q75 and Q75-Q95 quantile intervals have the lowest EP values compared to >Q95 interval.
Over North Italy and North Carolina GMI sensor has the highest EP values for >Q95 interval for
K-fold cross-validation technique. Meanwhile over Olympic Mountain region CLIM-AMSR2,
CLIM-SSMIS and AMSU sensors has the highest EP values for >Q95 interval for LRO crossvalidation technique.
5.4.3. Evaluation of the QRF error-corrected K-fold and LRO Rainfall Rates
The validation of the QRF-error model is conducted with a K-fold and LRO cross-validation
techniques using systematic and random error statistics by comparing its predicted error
characteristics to the actual error calculated in between GR and actual GPROF V05 sensor rainfall
retrievals. In this section evaluation of the two experiments is presented in an effort to understand
if the QRF-error model has transferability in between regions.
Figure 5.5 presents the MRE values for the original GPROF V05 and CLIM-GPROF V05
retrievals (black bars), QRF error-corrected rainfall values of the K-fold (red circles), and the LRO
cross-validation techniques (blue diamonds) for all sensors and all regions. The MRE results are
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presented for different quantile ranges to understand the QRF-error model performance for
different ranges of rainfall magnitudes. The presented rainfall quantile ranges are <Q20, Q20-Q40,
Q40-Q60, Q60-Q80, Q80-Q95, and >Q95 which are calculated by taking the average of GR and
QRF-error corrected rainfall values. Over all regions, MRE values were significantly lower for
QRF error-corrected rainfall values than the original sensor rainfall values (Figure 5.5) for all
quantile ranges with Olympic Mountain region lower quantile ranges being an exception. In
general, all sensors over all regions shows very similar MRE performance, with lowest quantile
ranges overestimating the GR values and underestimating the highest quantile ranges. In general,
LRO cross-validation technique provides slightly lower MRE magnitudes compared to K-fold
cross-validation technique. Over Olympic Mountain region for lower quantile ranges, the QRFerror model rainfall values for both cross-validation techniques provides higher MRE values
compared to original GRPOF V05 MRE values, where LRO has lower MRE compared to K-fold.
In general, each sensor performances are varying over all regions.
Figure 5.6 presents the CRMSE values for the original GPROF V05 and CLIM-GPROF V05
retrievals, QRF-error corrected rainfall values of the K-fold and the LRO cross-validation
techniques for all sensors, regions and different quantile ranges. In general, LRO CRMSE values
are the lowest compared to K-fold and original GPROF V05 values. Over North Italy, North
Carolina and Canada CRMSE values are in general higher in middle quantile intervals and lower
at lower and higher quantile intervals. Over Olympic Mountain region there is a decreasing
CRMSE trend from lowest to highest quantile intervals. In general, QRF-error model is reducing
the CRMSE values significantly for higher quantile intervals and slightly for lower quantile
intervals. Similar to MRE results (Figure 5.5) each sensor has varying performance over each
region, GMI in general with lower CRMSE values for all quantile intervals.
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NMRV and NFASRV are calculated to understand the rain occurence performance of QRFerror model. Figure 5.7 presents the NMRV values for the original GPROF V05 and CLIMGPROF V05 (black bars), the QRF error-corrected model of the K-fold (red bars), and the LRO
cross-validation techniques (blue bars) for all sensors and all regions. The QRF error- corrected
model significantly improved the rain occurrence for all sensors, and for both experiments it
significantly reduced the NMRV values for all regions and sensors. LRO and K-fold crossvalidation techniques provide similar amount of improvement for NMRV values over all regions
and sensors.
Figure 5.8 presents NFASRV values for the original GPROF V05 and CLIM-GPROF V05
(black bars), the QRF error-corrected model of the K-fold (red bars), and the LRO cross-validation
techniques (blue bars) for all sensors and all regions. QRF-error model slightly improves NFASRV
values over North Italy and Olympic Mountains. On the other hand, there is a significant
improvement of NFASRV values over North Carolina and Canada. Over North Carolina original
GPROF V05 NFASRV values ranges in between 2-10, K-fold 1-3 and LRO 0.1-3. Over Canada
original GPROF V05 NFASRV values ranges in between 2-5, K-fold 0.5-2 and LRO 0-1.5.
5.5.

Conclusions
In this study, PMW precipitation retrieval error is modeled using a nonparametric statistical

technique over complex terrain. The model is evaluated over eleven complex terrain regions (the
northeastern Italian Alps, North Carolina, Olympic Mountain, the southern tip of Vancouver
Island, the Rocky Mountains in Colorado, the Swiss Alps, Arizona, French Cevennes, Andes,
Korea and Cyprus) by high temporal and spatial resolution X-band dual-polarization radar
reference datasets. We retrieved the reference precipitation by using SCOP-ME algorithm,
validated against in situ rain gauge, disdrometer, and MRR datasets. The PMW retrievals used in
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this study comprised the GPROF V05 and CLIM-GPROF V05 algorithms for MHS, SSMIS, GMI,
and AMSR2 sensors. The error model used was a nonparametric technique, tree-based QRF that
we evaluated using two different cross-validation techniques: a K-fold experiment and a leaveone-region out experiment.
The study yielded the following results:
1. Both QRF-error model experiments significantly reduced systematic and random error
as compared to the original GPROF V05 sensor rainfall retrieval values. In terms of
systematic error, the K-fold and LRO experiment performances were equal (LRO
reduces MRE values slightly more compared to K-fold), but the latter reduced random
error slightly more than the former.
2. The general PMW retrieval trend of overestimating lower magnitude rainfall and
underestimating higher magnitude rainfall is significantly reduced with QRF-error
model for both cross-validation techniques.
3. Both QRF-error model experiments significantly improved the rainfall occurrence for
all sensors and regions especially NMRV.
As mentioned, this study incorporated eleven different regions over the globe, all characterized
as complex terrain. The QRF-error model LRO cross-validation technique results compared to
those of the K-fold cross-validation technique indicated the transferability of the LRO error model
among complex terrains; this is very important and can allow algorithm developers to integrate
this error model to produce Level 3 products. Through collaboration with SPP developers, this
model could be used to evaluate the impact of PMW error characteristics on selected integrated
SPP products—such as NASA/Integrated Multi-satellitE Retrievals for Global Precipitation
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Measurement (IMERG) and the NOAA/Climate Prediction Center Morphing Method
(CMORPH)—in case studies over mountainous regions.
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Table 5-1 X-band dual polarization radar properties
Ground Radar

Location

Period

XPOL

Northeast Italian Alps

07/2014-09/2014 (21 events)

NOXP

Appalachian, North Carolina

05/2014-06/2014 (25 events)

DOW

Olympic Mountain, Washington

10/2015-02/2016 (39 events)

CAX

Vancouver, Canada

10/2015-02/2016 (39 events)

Table 5-2 Characteristics of satellites and sensors that provide microwave rainfall retrievals
Sensor

Satellite

Scan Type

Microwave Frequencies (GHz)

Sampling (Along-track x
cross-track)

SSMIS

DMSP F16,
F17, 18

Conical

19.35VH, 22.235V, 37.0VH, 50.363.3VH, 91.65VH, 150H, 183.31H

13.2 km x 15.5 km

MHS

NOAA-18,
NOAA-19,
MetOp-A,
MetOp-B

Cross track

89V, 157V, 183.31H(2),190.31V

15.88 km x variable

GMI

GPM

Conical

10.65VH, 18.70VH,23.80V, 36.5VH,
89.0VH, 165.6VH, 183.31V(2)

14.4 km x 8.6 km

AMSR2

GCOM-W1

Conical

6.925/7.3VH, 10.65VH,
18.70VH,23.80VH, 36.5VH, 89.0VH

12 km x 7 km
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Figure 5-1 A schematic representation of the quantile regression forest (QRF) framework used
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Figure 5-2 Variable importance plot, size and the color of each circle represents %IncMSE for (a) North Italy (b) North Carolina and
(c) Olympic Mountain (d) Canada
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Figure 5-3 UR of QRF error-corrected GPROFV05 and CLIM-GPROFV05 of SSMIS, MHS, GMI and AMSR2 sensors for K-fold (red
bars) and LRO (blue bars) of (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada
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Figure 5-4 EP of QRF error-corrected GPROFV05 and CLIM-GPROFV05 of SSMIS, MHS, GMI and AMSR2 sensors for K-fold (red
bars) and LRO (blue bars) of (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada
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Figure 5-5 MRE of QRF error-corrected K-fold (red circles), LRO (blue diamonds), GPROFV05 and CLIM-GPROFV05 (black bars)
of SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada.
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Figure 5-6 CRMSE of QRF error-corrected K-fold (red circles), LRO (blue diamonds), GPROFV05 and CLIM-GPROFV05 (black bars)
of SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada.
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Figure 5-7 NMRV of QRF error-corrected K-fold (red bars), LRO (blue bars), GPROFV05 and CLIM-GPROFV05 (black bars) of
SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada.
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Figure 5-8 NFASRV of QRF error-corrected K-fold (red bars), LRO (blue bars), GPROFV05 and CLIM-GPROFV05 (black bars) of
SSMIS, MHS, GMI and AMSR2 rainfall rate for (a) North Italy, (b) North Carolina, (c) Olympic Mountain and (d) Canada.
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6. Concluding Remarks
The purpose of this dissertation study was to characterize and model PMW precipitation
retrieval error over complex terrain. Four major steps taken to achieve this goal.
First, integrated SPPs are evaluated over multiple complex terrains by using rain gauges. This
part of the study allowed us to quantify the differences in error properties between the GPM-era
and TRMM-era SPPs.
Second, an automated precipitation estimation procedure on X-band dual-polarization radar
observations from the field experiment sites is conducted and verified the rainfall and precipitation
microphysical parameter estimates against in situ observations (that is, measurements from
disdrometers and rain gauges) available at each site.
Third, quality-controlled, high-resolution 4D precipitation fields are derived (from the results
of the second step) to assess the error characteristics of PMW estimates (based on level 2 products).
Finally, integration of a machine learning–based error model.
As stated earlier, comprehensive error analysis of SPPs across different mountainous regions
is needed to evaluate the relative performance characteristics of the available SPPs to develop error
correction procedures globally. This thesis addressed this goal by comparing multiple GPM-era
and TRMM-era SPPs over ten different complex terrains. Moreover, although evaluations of SPPs
against gauge observations have been conducted extensively, only a few studies have focused
specifically on extreme precipitation. This allowed us to quantify the differences in the error
properties of the available products, including understanding the impact of gauge adjustment in
those regions.

182

To the best of our knowledge, very few studies have addressed verification of X-band dualpolarization rainfall retrievals over complex terrain. This thesis addressed this goal by using an
automated micro-physical retrieval algorithm (SCOP-ME) on the multiple X-band dual
polarization radar observations over complex terrain and then verified the rainfall and precipitation
microphysical parameter estimates against in situ observations (that is, measurements from
disdrometers and rain gauges) available at each site. This allowed us to quantify the error of SCOPME retrieval applied on multiple X-band dual polarization radar measurements so that these data
are properly applied in validation studies of PMW precipitation estimates over these complex
terrains. Also, this study advanced our understanding of precipitation microphysical retrievals,
based on SCOP-ME algorithm developed in house at the University of Connecticut.
Most previous studies related to PMW error analysis were limited in terms of the temporal
and spatial scales examined, and most focused on lowlands. Many evaluations against groundbased data were at hourly or monthly time scales; moreover, comparison was often conducted by
averaging data on a regular (square) grid. This thesis evaluated PMW precipitation retrievals
against high-resolution rainfall estimates derived from X-band dual-polarization radar
observations from three complex terrain field experiments. We used four PMW sensors that are
currently being used to develop high-resolution global estimates of integrated SPPs to conduct
error analysis. To gain an understanding of the source of the uncertainties, a sampling volumematching methodology is implemented to eliminate the temporal and spatial sampling error
between satellite and ground radar observations. All coincident ground radar data extracted for the
available PMW sensor overpasses to produce satellite IFOV averages of radar-rainfall field
matched with the orbital PMW precipitation estimate (PMW/GR rainfall matchups), where the
matchups are elliptical in shape while considering the orientation of the sensor. This allowed us to
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study errors of PMW retrievals over highly complex topography, which was not possible based on
current observational systems
Finally, a nonparametric tree-based QRF error model on PMW retrievals is integrated,
developed by Bhuiyan et al. (2017; 2018). In this study, validation of the QRF error model is
conducted in an effort to understand its efficiency in reducing magnitude-dependent systematic
error and the random component of the error of the various PMW retrievals. Most importantly, the
QRF error model is validated to assess its transferability among complex terrain regions, which
would allow algorithm developers to integrate it into SPPs.
Recommendations for future research include the following:
1) Investigation of the possible links between the PMW and ground radar errors and
physiographical features within each region that provide more detailed error
characteristics—information that can be useful to algorithm developers and data users
2) Evaluation of the SCOP-ME algorithm over additional complex terrain areas to generalize
its performance results. These future studies would include experimental data from
multiple regions, including the Alps, Andes, mountainous areas in Arizona, Colorado, and
South Korea. The goal would be to demonstrate that an algorithm with small
parameterization error like SCOP-ME could apply on X-Band dual polarization radar
deployments across complex terrains to derive consistent estimations of precipitation to be
considered as ground truth precipitation product.
3) Matching PMW retrievals with these high-resolution precipitation datasets could provide
significant information to demonstrate the global application of the tree-based QRF error
model for PMW retrievals.
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