Rayleigh monotonicity in Physics has a combinatorial interpretation. In this paper we give a combinatorial proof of the Rayleigh formula using Jacobi Identity and All Minors Matrix-Tree Theorem. Motivated by the fact that the edge set of each spanning tree of G is a basis of the graphic matroid induced by G, we define Rayleigh monotonicity of the generating polynomial for the set of bases of a matroid and suggest a few related problems.
Introduction
Rayleigh monotonicity is originated from Rayleigh theorem [11] [17] in physics. Let G = (V, E) be a connected graph. Assign to every edge a ∈ E a weight x a and pick an edge e with end vertices u and v. We consider e as the connection from u, v to the poles of an electrical source. Suppose we drive 1 ampere of current through e. Then the graph G can be viewed as an electrical network in which each edge a ∈ E is given the resistance, x a . The conductance y a at a ∈ E is the reciprocal of the resistance x a .
In 1847 Kirchhoff showed that the effective conductance can be expressed as a combinatorial formula [15] [17] consisting of generating functions of spanning trees. We define T G (x) by T x T , where the sum is over all spanning trees T (⊆ E) of G and x T is the shorthand of a∈T x a . When Y uv denotes the Email address: ybchoe@postech.ac.kr (YoungBin Choe).
1 effective conductance between u and v, the Kirchhoff's formula is as follows:
where G/e is the graph obtained from G by contracting the edge e.
Rayleigh Theorem says that by increasing the resistance of any edge f in G the effective resistance does not decrease [17] . It is equivalent to saying that for any edge f ,
Using (1), we can easily show that (2) is the same as
Note that any spanning tree T of G/e can be obtained from a spanning tree T of G which contains the edge e by contracting the edge e in the tree, i.e., T = T /e. Hence we have x e T G/e (x) = T x T , where the sum is over all spanning trees of G that contain e. We use T e (x) as a shorthand of the sum x e T G/e . Likewise, we have x e x f T G/e/f (x) = T x T where the sum is over all spanning trees containing both e and f . We denote this sum by T ef . 
In electrical network theory, it is known that the left side of the inequality (4) equals the following formula [3] :
which immediately shows the nonnegativity of the Rayleigh Monotonicity Theorem. In (5), the polynomials C + ef and C − ef are defined as follows: Give arbitrary directions to the edges e and f . Consider any spanning forest H with two trees such that both H ∪ e and H ∪ f make spanning trees. Then H ∪{e, f } makes a unique cycle C which contains e and f . When the directions e and f are consistent along C we say H has the positive sign. Otherwise, H has the negative sign. C + ef (x) is the sum of all x H such that H has a positive sign and C − ef (x) is the sum of all x H with negative sign. Let C ef (x) denote C
In this paper, we give a combinatorial proof of the Rayleigh formula for graphs, that is: 
To prove (6), we need two identities, one of which is All-Minors Matrix-Tree Theorem, the other, Jacobi Identity. In Chapter 2, we introduce those identities before giving a detailed proof in Chapter 3. Since spanning trees of a graph G are bases of the graphic matroid of G, we can define Rayleigh Monotonicity for the set of bases of a matroid. Rayleigh matroids are a special kind of balanced matroid which Feder and Mihail introduced in 1992 [13] . In Chapter 4, Rayleigh monotonicity for some collection of matroids and open problems will be discussed.
All Minors Matrix-Tree Theorem and Jacobi Identity
Let A be an m × n matrix over a field F. where
where n(π) is the number of inversions in π.
Given a connected directed graph G = (V, D) with n vertices and m edges, let V := {v 1 , v 2 , . . . , v n } and suppose we give weights x e to each edge e ∈ E. We define the edge-weighted Laplacian matrix L(G) to be the n × n matrix whose (i, j)-th entry is
By the matrix-tree theorem [12] [5], any principal cofactor of L(G) is the sum of weights of all the spanning trees of G, i.e. T G (x). S.Chaiken generalized the matrix-tree theorem in the following way: Given a square matrix A, we call A(W, U ) a principal minor of A when |W | = |U |. Besides principal minors, there are various types of matrices which can be derived from a given matrix using the minors of M and we introduce some of them here. 
Definition 4 (lexicographic order) Let U be a totally ordered set and let
A := {a 1 , a 2 , . . . , a n } and B := {b 1 , b 2 , . . . , b n } be subsets of U such that a i < a i+1 and b i < b i+1 for i = 1, 2, . . . , n − 1. Then A precedes B in lexico- graphic order if for some k, 1 ≤ k ≤ n, a 1 = b 1 , a 2 = b 2 , . . . , a k−1 = b k−1 and a k < b k .
Example 6 Let A be the 3 × 4 matrix given as follows:
There exists a very nice formula which tells us the relations between the matrices we defined above.
In Chapter 3, we need Jacobi Identity for k = 2 and compare an entry of (adjA) (2) to the corresponding entry of the right hand side in the identity. We then use All Minors Matrix-Tree Theorem to interpret the entries of each resulting matrix.
Rayleigh Monotonicity of Graphs
Let G := (V, E) be a connected undirected graph with no loops with n vertices and m edges. To apply the All Minors Matrix-Tree Theorem, we construct a directed graph G = (V, D) from G such that for each edge e ∈ E with end vertices i, j we make two edges e 
Then the All Minors Matrix-Tree Theorem implies the following analogous result for undirected graphs. 
Hence, when all the variables {x a : a ∈ E} are nonnegative, we have
Proof (Choe) There are three possible cases for the choice of e and f . e and f may either be disjoint or share a common vertex or be parallel edges. We prove the theorem for all three cases. First, we assume that the vertices adjacent to e and f are labelled as e = {1, 3} and f = {2, 4}. Let's consider the Jacobi identity for k = 2 for a square matrix M :
= |M | adj (2) M.
Recall that the matrix M (W, U ) denotes the submatrix of M obtained by removing the rows indexed by the elements of W and columns indexed by the elements of U . For convenience, we will use M (w, u) instead of M ({w}, {u}). In ( * ), we replace M by L(k, l), some minors of the weighted Laplacian matrix of G defined in (9) .
Consider the (n − 1, n − 1)-th entry of (adjM ) (2) in ( * ). Since the rows and columns are indexed in lexicographic order, the (n − 1)-th row and column are both labelled as {2, 3}. Hence the (n − 1, n − 1)-th entry of the left hand side of the Jacobi identity ( * ) is
The corresponding entry of the right hand side of ( * ) is
Hence, by combining (12) and (13), we have
(2) This time, let M = L(2, 3) and consider the (2, 2)-th entry of ( * ). Then we get, (3, 4) , from the (1, 1)-th entry of the Jacobi Identity, we get 
Before applying Theorem 10, let us define the notations for some generating polynomials. 1 , a 2 }, {a 3 , a 4 }) simply by  L a 1 a 2 |a 3 a 4 . By Theorem 10, we have :
where π * : {1, 3} → {2, 3} defined by π * (1) = 2 and π * (3) = 3 and hence there is no inversion;
where π * (1) = 2 and π * (4) = 4; and we have
Hence we have the following formula as the left hand side of the equation (14):
Likewise, by applying Theorem 10 to the right hand side of the equation (14), we get
Therefore, we have the following interpretation of (14) from (18) and (19):
Similarly, we get the following three equations:
Then, the left hand side of the equation is as follows:
For {l, m, p, q} = {1, 2, 3, 4} we replace F mp|q by F lmp|q + F mp|lq . Let's denote F 12|34 by X , F 14|23 by Y and F 13|24 by Z. Then the above formula is simplified as follows:
By rearranging the formula, we get
Let T e be a spanning tree which contains e = {1, 3}. If we delete e from T e , we get a forest with two trees, one containing the vertex 1, and the other containing 3. As is seen in Fig 3, there are four possible ways of the distribution of {2, 4}. Hence, we have Figure 2 .
In the same way, we have 
Hence by (24), (25) and (26), the formula (23) can be expressed as
Together with (21), (27) implies the following equation.
Therefore, we have proved
Now we show the theorem for a pair of adjacent edges. Let e = {1, 2} and f = {1, 3} be two edges in G. We set M to be L(1, 1) and apply the Jacobi identity ( * ). The (1, 1)-th entry of the left side of ( * ) is
The right side of ( * ) is
Interpreting each determinant in equation (28) by All Minors Matrix-Tree Theorem, we get the following:
Therefore, (28) is equal to
The two factors in equation (29) can be expressed as follows
Now we multiply both (28) and (29) by x e x f . Let (R ) be the resulting equation. Then the left hand side of (R ) is
Note that in this case, we have either C + ef = 0 or C − ef = 0 . Then the right hand side of (R ) is
Therefore from equations (37) and (38), we get
and the theorem follows.
Now we only need to show the theorem for parallel edges e and f .
Since e and f are parallel, N ∪ e is a spanning tree if and only if N ∪ f is a spanning tree. Hence, T e /x e = T f /x f and T ef = 0. Moreover, this implies that T e /x e = C ef . Since e and f alone make a cycle, we also have either C + ef = 0 or C − ef = 0. Therefore, we have
Therefore we covered all three cases and the proof is complete.
Rayleigh Matroids
Matroids are defined by Whitney [19] as an abstraction of graphs and matrices. In short, a matroid is defined by a finite set E and a collection of its subsets B satisfying the following conditions [16] [18]:
We call the elements in B bases of the matroid M := (E, B). For a connected graph G = (V, E), let B be the collection of all edge sets of spanning trees. Then (E, B) is a matroid. We know that the generating polynomial T x T for B satisfies the Rayleigh monotonicity. In general, we say a matroid M := (E, B) is a Rayleigh matroid if the generating polynomial for B has Rayleigh monotonicity. Then we may ask if there are other Rayleigh matroids than graphic matroids. It is known that regular matroids and 6 √ 1-matroids are Rayleigh [11] [9] . It is easy to show that some matching matroids and all uniform matroids are Rayleigh [11] .
In the joint paper with D.G.Wagner [10] , we showed that all the half-plane property matroids [7] are Rayleigh and Rayleigh matroids are balance matroids [13] . Hence, one natural question that might be asked is 
