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Abstract
Digital photogrammetry continues to evolve from specialist applications such as 
topographic mapping and is rapidly emerging as a highly accessible method for capturing 
geometric data. A range of general-purpose softcopy photogrammetric systems are now 
widely available to end users who are thus able to exploit images captured from an 
increasing number of high-resolution non-metric digital cameras.
In parallel with these developments, an increasing diversity of range-imaging systems are 
being developed to facilitate the rapid acquisition of geometric data. To date, these 
devices do not offer the resolution, portability or speed afforded by digital cameras. 
However this thesis anticipates the development of hybrid range and intensity imaging 
systems. Furthermore through the extension of such systems to facilitate the acquisition 
of omni-directional imagery the thesis seeks to demonstrate the utility of such data in the 
rapid documentation of complex objects.
In many cases developments in this field have been driven by industrial end-users who 
have the responsibility to document large and complex structures in order to ensure that 
they conform to design specification. Such documentation is of critical importance at a 
wide range of component sizes, from table-top sized structures such as those commonly 
found in the automotive industries to very large industrial objects such as process-plants, 
offshore oil platforms or power stations.
As digital photogrammetry has matured it has been deployed on projects of ever 
increasing complexity and system developers have been challenged to produce high 
precision in ever reducing timescales. This thesis will catalogue the requirements of such 
end-users active in the field of As-Built Surveys of large industrial structures.
In response to these needs the thesis will demonstrate the development and exploitation 
of omni-directional digital photogrammetry and range imaging systems to enable the 
creation and exploitation of very large image databases. Furthermore the thesis will 
demonstrate the extent to which computer vision based analyses of such databases can, in 
turn, permit precise yet cost-effective documentation of a wide range of industrial 
facilities.
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1 Introduction
Cost-effective management of complex facilities such as nuclear power generation and 
reprocessing plants, offshore oil production platforms and petrochemical refineries 
require that they constantly operate near their peak productivity.
In order to achieve this objective whilst satisfying increasingly stringent Health & 
Safety and emissions targets these facilities require continuous maintenance and 
updating.
The design, fabrication, installation and operation of plant modifications relies upon 
comprehensive, accurate and up-to-date information about the status and condition of 
the facility which, in turn, leads to increasing demand for the provision of ‘as-built’ 
surveys of such locations.
Throughout the long duration of this research the author has sought to develop and 
deploy innovative technologies that satisfy these demands. This has resulted in two key 
innovations that are reported here:
i) The development of a highly accurate omni-directional photogrammetric 
imaging system that is now proven in practice and routinely used for highly 
detailed geometric modelling;
ii) The integration of the data from this system with emerging range-imaging 
technology to deliver hybrid range-image archives that provide innovative 
rendering and modelling solutions for this engineering community.
The research draws upon a wide range of scientific and practical inputs. It is strongly 
influenced by the convergence of surveying, photogrammetric, computer vision and
15
computer graphics communities witnessed at a workshop on Image Based Rendering at 
Cornell University in July 19991.
The challenge of delivering a step-change in the delivery o f as-built data to engineering 
end-users requires the mobilisation of the talents of all these communities. Against this 
multi-disciplinary background this thesis documents a number of specific contributions 
to the field and provides a framework for the delivery o f the next generation of as-built 
solutions.
1.1 Data acquisition technologies - photogramm etry or laser- 
scanning?
Digital photogrammetry continues to develop as an increasingly accessible method for 
capturing geometric data. Driven by easy access to affordable, high-resolution non­
metric digital cameras a diverse range of softcopy photogrammetric systems support a 
broad community of users previously excluded by the price or perceived complexity of 
photogrammetric solutions. As digital photogrammetry has matured it has been 
deployed on projects of ever increasing complexity and system providers have been 
challenged to produce high precision in ever reducing timescales.
In the last five years photogrammetric systems have, to some extent, been displaced 
from close-range applications by a new generation of laser scanning sensors which offer 
the promise of increased automation in geometric reconstruction from sensor data. To 
date such systems have only partially delivered on this promise. Dramatic reductions in 
data acquisition times and in the physical bulk of sensors mean that they are 
increasingly able to challenge the efficiency and flexibility o f deployment of 
photogrammetric systems.
However, for both photogrammetric and laser scanning systems automated recovery of 
scene geometry remains an open research problem in complex industrial environments.
1 Workshop on Rendering, perception and measurement, Cornell University. 1999. 
http://www.graphics.comell/workshop
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This research anticipates the next generation of sensors that are likely to integrate high 
resolution intensity images with co-registered range data. It seeks to demonstrate that:
• developments in digital photogrammetry and range imaging enable the 
creation and exploitation of very large image databases to provide cost- 
effective documentation of a wide range of industrial facilities;
• such sensors benefit from 360 degree panoramic or ‘omni-directional’ fields 
of view; and that panoramic image databases offer great flexibility in 
deployment and modelling strategies.
1.2 Motivations for as-built modelling of industrial plant
Industrial facilities are often very dynamic environments in which new or improved 
equipment items are constantly being incorporated in order to improve efficiency, 
increase safety or reduce emissions. Most major refurbishment of such facilities requires 
that the plant is taken off-line for installation and testing. Costs associated with loss-of- 
production during planned maintenance are invariably very important to plant owner- 
operators and thus it is vital that any refurbishment is carefully planned to minimise 
unanticipated expenditure or loss of production revenue. Thus it is essential that during 
such operations there is a 'first-time-fit' of new equipment with the existing structures 
and that such installations are 'clash-free' i.e. they do not physically conflict with new or 
existing plant items.
1.2.1 Role of 3D CAD in engineering design and facility management
The vast majority of plant design or modification is now routinely undertaken using 2D, 
or increasingly 3D, Computer Aided Design tools. Packages such as Intergraph’s Plant 
Design System (PDS) or CadCentre's Plant Design and Management System (PDMS) 
encourage the creation of a coherent 3D plant database in which the various design 
disciplines can share both geometric and attribute data relating to their specialisations.
17
Figure 1-1 3D CAD system being used during plant design
This encourages a holistic view of the design model and ensures that the impacts of 
design decisions made by one discipline are readily communicated to other members of 
the design team. Such models routinely provide facilities for the automatic production 
of the wide range of drawings required during construction and have led to significant 
cost-reductions in the construction of major facilities (c.f. Knott 1996).
It has been proposed that maintaining such CAD models throughout the life of the plant 
would result in significant downstream benefits to facility managers who would be able 
to maintain the database to reflect the current operating status of the plant. 
Unfortunately, design models are only rarely maintained after commissioning of the 
plant and often only drawings derived from the plant database are archived. This is, in 
part, due to the cost of upgrading design models to their true as-built status but also a 
result o f a lack of interoperability between the various CAD systems and the proprietary 
nature o f the equipment catalogues used by plant engineers to describe plant 
components.
Regrettably, it is not always possible to predict prior to commissioning which areas of a 
plant are likely to require the very detailed dimensioning to support subsequent 
modifications and, in most cases, a full three-dimensional survey of a facility is 
prohibitively expensive. Thus in many cases local as-built surveys are undertaken for
18
each plant modification in order to accurately document the interfaces between new and 
existing plant.
1.3 Metrology for 'brown-field' developments
By the mid 1990's it was estimated that up to 70% of the annual capital expenditure in 
the process plant construction sector was devoted to t>rown field' refurbishment of 
existing plant as opposed to 'green field' new build. Since much of this plant pre-dates 
the availability of the 3D CAD tools now in widespread use as-built documents that 
were available generally comprised hard-copy engineering drawings. The conversion of 
these to a 3D representation for subsequent use remains a time consuming process that 
often only confirms the dubious fidelity of some of the drawings.
Thus a number of strategies have been developed for the creation of digital as-built 
representations of such sites with the principal objectives of:
• Reverse engineering CAD models of existing structures;
• Exploiting these models to ensure first-time fit, clash free, of new equipment;
• Reducing the time spent on site and hence the period during which a facility 
may be offline.
A key factor in deciding an appropriate as-built modelling strategy is the extent and 
level of detail of the model (Ashcroft, 2003). Unfortunately these two variables often 
change as the project progresses from early conceptual design to detailed layout. In 
many cases it is not practical to undertake repeat visits to such sites which are 
inaccessible or hazardous, extreme examples being offshore oil production facilities or 
nuclear power or reprocessing plants (e.g. Figure 1-2).
Since it is often not possible at the time of survey to specify exactly what dimensions 
will be critical to the downstream detailed design, such projects require data acquisition 
systems that minimise the time that operators spend on site yet deliver comprehensive 
coverage that enables the flexible extraction of key dimensions as the design progresses. 
For much of the site relatively low precision data may be adequate to determine clashes 
between proposed and existing components. However in certain locations, such as the 
tie-in points where new and old pipes must connect, measurement precisions of the 
order +/- 2mm are often specified. Again the location of these positions may change as
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the design progresses. Thus the appropriate specification and delivery of as-built 
surveys pose real challenges to both client and surveyor.
Figure 1-2 A panoramic imaging system remotely deployed on the end-effector of a gantry crane at 
BNFL's Thermal Oxide Reprocessing Facility (THORP)
1.4 The as-built problem - research objectives and scope
The challenge that this thesis seeks to address is the development of appropriate as- 
built representations of industrial environments. There are several dimensions to this 
challenge which include
• the geometric complexity of the sites;
• the fact that they are often inaccessible or hostile environments;
• the requirement to communicate plant condition and layout to a wide range 
of stakeholders;
• the varying levels of detail and accuracy required across the site;
• the difficulty o f specifying the spatial distribution of such areas in advance 
of detailed design work.
Thus we need an as-built measurement system capable of comprehensive plant 
documentation at various levels of detail and accuracy appropriate to the task at hand.
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Figure 1-3 A typical image of a 'Brown Field' site
This thesis sets rationale underlying the development of an omni-directional imaging 
system directed towards these objectives. It then details strategies for the extraction of a 
number of products appropriate to the representation of such sites.
Thus the specific objectives of this research are the development of:
i) systems that facilitate comprehensive documentation of complex industrial 
environments such that all significant features are captured in a form that 
enables their comparison with both as-designed and as-built CAD data.
ii) a range of tools that support both qualitative and quantitative analysis of 
plant-condition i.e. that enables rapid visual analysis of plant-layout 
alongside tools for accurate dimensioning and CAD reconstruction on an ad- 
hoc basis.
iii) flexible interfaces that enable a wide range of stakeholders to access up-to- 
date as-built plant documentation in order that the broadest community of 
users can benefit from such data.
21
1.5 Organisation of the thesis
This document comprises 10 Chapters which bring together material from the fields of 
engineering, computer science, and surveying.
Chapter two summarises the development of computer based representations of 
engineering environments within Computer Aided Engineering (CAE) tools. A range of 
techniques for the storage and rendering of spatial data are discussed and conventional 
model-based representations are contrasted with emerging image and point based 
representation strategies.
Chapter three investigates data acquisition strategies appropriate to industrial metrology 
focussing on the photogrammetric and laser-scanning based strategies that offer the 
potential for rapid and comprehensive coverage of complex sites.
Chapter four describes techniques for the segmentation of raw survey data into 
structures that correspond to real-world objects.
Chapter five develops strategies that transform segmented range and image data into 
parameterised representations compatible with common CAE systems and suited to 
downstream analysis within a CAD system.
Chapter six details the development of the Hazmap omni-directional imaging system 
which underpins much of the author’s early work in this area and has subsequently been 
widely deployed within the process industry to deliver massive photogrammetric 
archives.
Chapter seven focuses on the development of techniques that enable the effective 
exploitation of these image databases for scene visualisation and reconstruction. Based 
upon the author’s practical applications of the system it reflects upon the successes and 
limitations of an image-only as-built measurement environment and on the utility of the 
massive image archives that such a system can deliver.
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Chapter eight explores extensions to this image-based system to integrate emerging 
range-imaging strategies by exploiting the Hazmap system alongside an innovative 
compact panoramic active triangulation device.
Chapter nine implements some of the segmentation and representation strategies 
discussed in Chapters four and five and shows how, and to what extent, these can be 
applied to data from this hybrid system. The chapter discusses the successes and failures 
of these techniques when applied to both simulated and real data of a typical industrial 
scene.
Chapter ten concludes the thesis by considering to what extent the techniques developed 
meet the objectives detailed above and indicating how they might be implemented to 
meet the needs of engineering end-users.
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2 Computer based representations of industrial 
environments
Computer based representations of complex industrial environments play a major role at 
many stages of a facilities life-cycle. The term Computer Aided Design (CAD) is 
commonly used as a shorthand for processes that include Computer Aided Manufacture 
(CAM) and Computer Aided Engineering (CAE). Lee (1999) defines these terms as:
• CAD -  the technology concerned with the use of computer systems to assist
in the creation, modification, analysis and optimisation of a design.
• CAM -  the technology concerned with the use of computer systems to plan,
manage and control manufacture through the direct or indirect computer 
interface with the plant’s production resources.
• CAE -  a technology concerned with the use of computer systems to analyse
CAD geometry, allowing the designer to simulate and study how the product 
will behave so that the design can be refined and optimised.
Systems that integrate CAD/CAE and to a lesser extent CAM are of major importance 
to engineers involved in the design, fabrication, construction, commissioning and 
maintenance of industrial facilities with recent emphasis being on the integration of 
CAD/C AM/CAE functionality within software modules that can be run against a 
common plant database schema.
This situation is complicated by the fact that complex construction projects require 
collaboration across a range of engineering professions each of whom depends upon 
different schematic or symbolic representations of the environment and contrasting 
CAE methodologies to analyse design performance.
Against this complex scientific and organisational backdrop vendors have developed 
advanced 3D plant modelling technologies far removed from the 2D drawing packages 
from which they are descended. Thus the target CAD/CAM/CAE environments of this 
research are most commonly configured around ‘intelligent’ plant databases that 
maintain complex geometrical, topological and attribute relationships between vast 
numbers of components drawn from libraries that include standard structural, piping
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and equipment items. Hubbold and McPhater (1994) estimate that a typical North sea 
offshore oil platform may comprise between 50 and 60 engineering modules with each 
module containing some 16,000 individual components of which up-to 90% are likely 
to be standard components held in computerised catalogues at the heart of modem CAD 
systems.
Conceptual Detail Constructiondesign design
Data 
Assembly
Projects
Design/
Engineering
Operation/
M aintenance Construction
J
Value-Added
deliverables
Data 
AssemblyOperations
Figure 2-1 Typical process plant life-cycle, after Intergraph, 1997
When exploited to their full potential such systems offer great potential for coordination 
and parallel working between previously loosely connected engineering disciplines 
(McPhater, 2003). Such systems enable a homogenous description of plant layout 
within a geometric framework that enables early detection of potential clashes between 
components thus yielding a dramatic reduction in the cost of ‘re-work’ during 
fabrication and assembly.
Furthermore access to an integrated plant model offers the opportunity for greater data- 
sharing along the supply chain enabling, for example, efficient exchange of construction 
drawings between designers and fabricators. Within an appropriate contracting 
framework such collaboration may afford even greater cost savings by overcoming the 
inefficiencies of handovers along the supply chain. Indeed ground-breaking 
collaboration through the adoption of a single CAD/CAE database shared between all 
players in the construction of a major North Sea Asset was a major factor in delivering
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BP Andrew six months early and over £80 million under budget (Knott, 1996 pages 37, 
45, 69 et seq.). A major contribution to such savings is derived from the minimisation of 
on-site fabrication rework due to first-time, clash-free fit of components through
volumetric analysis of data from all disciplines within an integrated CAD environment.
BP Andrew -  the first major as-built survey Single lift installation of the BP Andrew platform -  a 
undertaken using the technology described in this critical example o f the need for first-time-fit. 
report (c. 1996)
Figure 2-2 BP Andrew - a typical offshore facility
The experience of the BP Andrew project in developing innovative partnering and 
design collaborations based around a comprehensive plant database is increasingly 
commonplace. This has encouraged engineers to consider strategies to maintain this 
momentum through commissioning into day-to-day operation of their assets. There is, 
therefore, increased recognition of the need for comprehensive ‘as-built’ modelling to 
upgrade the design model to reflect modifications undertaken during installation and 
thus ensure that the subsequent, off-shore, installation of flow-lines, refurbishments and 
other major updates proceed as efficiently as the main fabrication.
2.7 ‘Green fields' and  fbrown fields' - the increasing  
importance o f as-built modelling
As we have seen effective exploitation CAD/C AM/CAE in process engineering 
environments demands that we manage plant geometry alongside topology and a wide 
range of discipline specific attributes. Use of 3D CAD is credited with a dramatic 
reduction in ‘re-working’ of components to correct for clashes in newly designed 
‘Green field’ sites. One commercial source indicates that the use of 3D CAD has 
reduced rework costs on new designs from 6% to 1% (Raytheon, 2000). The challenge 
for the surveying community is to reproduce these dramatic savings in the context of 
refurbishment and upgrade of existing facilities.
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Generating manufacturing efficiencies similar to those achieved on ‘Green Field’ sites 
is critical to cost-effective maintenance of such assets and often depends critically on 
first-time-fit of components within the complex framework of the existing facility. This 
requirement has given rise to promotion of the concept of ‘Plant data for life’
(Wheeldon and Chapman 1994) in which 3D models would be maintained to reflect the 
‘as-built’ status of the facility throughout its life. This creates two critical requirements:
i) The ability to upgrade existing 3D intelligent plant models to reflect 
inevitable modifications to the design during fabrication, installation and 
operation.
ii) A strategy for cost-effective acquisition of plant data for facilities for which 
no 3D data exists.
Full automation of the transformation of either primary or secondary survey data into 
CAD/CAE based representation has long been a goal of a large community of engineers, 
mathematicians and computer scientists seeking to extend techniques derived from 
image processing, computational geometry and global-illumination modelling to create 
faithful reproductions of the scene appropriate to the task at hand.
2.2 From survey data to plant information
The creation of an appropriate representation of a scene generally requires some 
combination of the three stages of:
• Acquisition of scene geometry -  most commonly through some imaging process
• Segmentation of raw data into surfaces that represent real-world entities; and
• The generation of an appropriate representation of the scene within a CAD 
system;
Data acquisition requires a sampling of the scene through discrete measurements with 
an appropriate density to reflect both the complexity of the environment and the level of 
detail (LoD) required in downstream applications. As we will see later the specification 
of an appropriate level of detail is particularly challenging in this application domain as 
we proceed from early conceptual design which requires only very general information 
describing the distribution of ‘free space’ across the entire facility to more detailed 
design which may require highly accurate descriptions of often very localised areas.
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Segmentation generally requires that samples relating to a particular geometric feature 
in the scene are grouped together to enable the derivation of some parameterisation of 
the object. These geometric descriptions can range from simple primitives (cylinders, 
boxes etc.) to complex free form shapes such as flexible hoses.
The representation schema that we adopt will often be driven by the engineering 
requirements of the final model and will frequently combine a geometrical description 
with material characteristics that influence the appearance and function of the object. A 
key decision is the extent to which such representations must draw from databases of 
standard engineering components and whether the application requires an ‘unintelligent’ 
geometric massing model for simple clash analysis or a more ‘intelligent’ model that 
represents both the geometry and topology of plant items and permits the automatic 
derivation of schematic diagrams such as piping isometrics.
Once we have an appropriate representation we are able to manipulate our model to 
produce highly realistic renderings of the environment together with derived products 
such as 2D elevations and cross-sectional drawings or numerical analyses such as clash 
detection and volumetric calculations.
2.3 Image databases and other ‘intermediate’ deliverables for 
conceptual design and plant visualisation
The production of visually realistic renderings from measured data that are 
indistinguishable from a ‘real’ image of the scene remains a major area of research 
activity that is frequently termed Global-Illumination modelling. These, physics based, 
representations require very detailed descriptions of object geometric and reflectance 
properties along with a detailed characterisation of illumination sources and how these 
interact with the surfaces being modelled.
The size and complexity of the geometric models required for the sophisticated Global 
Illumination models of the Computer Graphics community poses real challenges to the 
Photogrammetric and Computer Vision communities seeking to automate scene 
description from image data.
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Despite the advances in computing power, real-time rendering of large graphics models 
remains a compute-intensive task requiring high-end facilities. Indeed in some 
applications it has been noted that in very complex models -  such as those typical of 
process plant applications -  the size of individual triangle facets being rendered can be 
smaller than the pixel to which they will contribute in the rendered image.
In the mid 1990’s several authors led by Paul Debevec (Debevec, 1996) questioned 
whether there were classes of applications that might benefit from an alternative 
approach to scene representation. In particular computer vision researchers began to 
suggest alternatives to the conventional approach of building complex models from 
photographic and/or range images which then demand massive computing facilities to 
render novel viewpoints. Imaged Based Rendering (IBR) was proposed as a possible 
solution to the ‘modelling problem’. This activity was directed towards the rendering of 
interactive views of an object directly from image data bypassing, or at least minimising, 
the requirement for exhaustive geometric modelling of the scene (Figure 2-3).
Image based rendering can therefore be characterised as a method of generating 
different views of an environment from a set of pre-acquired imagery. The techniques 
apply either to images captured from a real scene or from the manipulation of images of 
a model that have been pre-rendered and thus require less intensive computational 
resources than equivalent real-time rending of the scene. Table 2-1 attempts to classify 
some of these IBR based techniques in terms of the degree to which the user can move 
the viewpoint whilst maintaining a true perspective rendering, the amount of geometry 
required for any re-projection and the ability to vary illumination conditions within the 
model.
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Figure 2-3 Image based rendering -  from images to images, after Debevec, 1999.
Representation Movement Geometry Lighting
Geometry + Materials Continuous Global Dynamic
Geometry + Images Continuous Global Fixed
Images + Depth Continuous Local Fixed
Light Fields Continuous None Fixed
Movie Map Discrete None Fixed
Panorama None None Fixed
Table 2-1 Classification of image based rendering strategies. After Debevec, (op. cit.)
Much o f this activity, was stimulated by innovative work implemented by Apple in their 
QuickTime VR implementation of environment maps (Chen, 1995) configured as either 
inward looking ‘Object Movies’ or outward looking Panoramic Images that can be 
linked together via ‘hot spots’.
:V« i-l-.-i % »>■'   iy a l
Figure 2-4 Apple’s Object2 QTVR (left) and Panoramic3 QTVR software
2 http ://www. apple.com/quicktime/qtvr/authoringstudio/obi ectmaker.html
3 http ://www. apple .com/quicktime/qtvr/authoringstudio/stitcher.html
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A major limitation of panorama based implementations is that the choice of viewpoints 
is limited to the projective centres of the input images and thus it is not possible to roam 
at will in, or around the scene. Several light field rendering strategies have been 
proposed that allow interpolation between discrete samples of the full Plenoptic light 
field (cf. Levoy & Hanrahan 1996, McMillan & Bishop 1995). However, in the absence 
of any geometrical description, the denser the acquired images the greater the sense of 
realism that is achievable by such techniques. In some circumstances it is possible to 
acquire very dense stereo panoramic intensity images of an environment that are 
sufficient to give a compelling sense of location and place. Image acquisition techniques 
such as those developed by Microsoft vision researchers (Shum and He, 1999) enable 
the generation of very dense samples of the light field in a region through the generation 
of concentric image mosaics using a rotating camera system. Such techniques enable 
continuous roaming, within a relatively small footprint, throughout a highly realistic 
scene reconstruction with no geometrical reconstruction. This work is ongoing and has 
been extended to use rotating catadioptric imaging systems to produce dense samples of 
the light field4.
In practice in many environments it is only technically or economically possible to 
gather relatively sparse image samples and thus to deploy IBR an interpolation scheme 
is required (McMillan & Gortler, 1999). Such schemes require that, as a minimum we 
are able to determine a range for each pixel. Whilst stereo correspondence and other 
techniques for the automated extraction of depth maps from intensity images have a 
long history in both the photogrammetric and computer vision communities (Scharstein 
& Szeliski, 2002) they are still not sufficiently robust to afford a solution in many 
application area - including those under discussion in this thesis.
Fortunately, as will be discussed in the next chapter, there are now a large family of 
range-imaging systems suited to data acquisition for scene reconstruction. To date 
relatively few systems have been capable of acquiring high resolution panoramic 
intensity images along with accurate range data for each pixel - however those that do 
offer IBR based solutions to rapid scene representation (Nyland et al. 1999). In addition 
to the various light field rendering strategies alternative point based rendering strategies
4 http://www.research.microsoft.com/vision/VisionBasedModeling/EnvironmentModeling/index.htm
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such as ‘splatting’ of (x,y,z,r,g,b) data would seem to offer the possibility for realistic 
walk-throughs of real environments that would otherwise be far too complex or costly 
to model by conventional approaches.
2.4 From qualitative assessment of plant condition to 
quantitative analyses of geometric configuration
This chapter has shown that significant, tangible benefits can accrue from the 
deployment of sophisticated CAE technologies. However, even in newly built projects 
few organisations have opted to systematically upgrade 3D design models to reflect 
their true as-built status. In part this is due to the costs of capturing such data when they 
are not set against the benefits of a particular refurbishment or upgrade project. As we 
have seen a further factor is the difficulty of agreeing an appropriate specification for an 
as-built model in terms of the overall level of detail or accuracy in the absence of any 
engineering imperative.
Thus an increasingly common situation is that in which some parts of the facility exist 
as a 3D CAD design model and that we need to verify and upgrade portions of such 
models to reflect their current status. Therefore alongside techniques to build CAD 
models from scratch we must increasingly be aware of the need to verify and upgrade 
legacy data.
Against this background this thesis develops techniques for the cost effective 
documentation of complex environments. The aim throughout the, extended, period of 
the research has been to advance the current start-of-the-art whilst developing 
techniques that can be exploited at all stages of a project. In some circumstances 
visualisation may be of critical importance - perhaps enabling qualitative assessment of 
general plant condition and deployment during early conceptual design. At other stages 
detailed quantitative analysis and geometric reconstruction will be required to facilitate 
detailed engineering design.
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In all cases the focus of this research is on delivering information that can be clearly 
identified as being fit-for-purpose in terms of currency and geometric fidelity and 
readily accessible to the engineering end-users who are best placed to exploit such data 
on a ‘just-in-time’ and ‘just-sufficient’ basis.
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3 A review of techniques for spatial data acquisition
There are an increasing number of techniques and technologies appropriate to the 
survey o f industrial environments. These range from traditional surveying methods 
through photogrammetric techniques to sophisticated range-imaging sensors. Curless 
(2000) suggests the following classification of measurement techniques -  as we will see 
several o f these are highly relevant in the context of this application.
Shape
Acquisition
Coordinate
measuring
machines
Jointed
Arm
Sonar
Optical
Contact
Slicing Non-
Ootical
Microwave
Radar
Reflective
Industrial
Computerised
Tomography
Non­
destructive
Destructive
Non Contact
Transmissive
Figure 3-1 A taxonomy of measurement strategies (after Curless, 2000)
Each technique has advantages and drawbacks which render them more, or less, 
appropriate to a given measurement scenario. The main systems employed in ‘as-built’ 
surveys are optical measurement systems found within:
• Geodetic measurement systems (generally reflectorless total station devices);
• Photogrammetric Systems; and increasingly
• Terrestrial LIDAR systems
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Figure 3-2 Optical measurement techniques (after Curless, op. cit.)
Table 3-1 attempts some characterisation of key features for common industrial 
measurement devices. From this it is clear that the selection of sensors for industrial 
metrology requires a trade off between speed, resolution, field of view and portability 
whereas ideally a surveyor would be able to deploy a hand-held omni-directional range- 
imaging system capable of achieving a very dense array o f measurement to millimetric 
precisions in a fraction of a second. Equipment manufacturers are actively working 
towards the technological convergence that such a device demands. However, at the 
time of writing, this appears to still be some way off and thus the data utilised in the 
later stages of this project anticipates the availability o f such devices through the 
integration of two existing sensors.
Angular
coverage
Speed of 
acquisition
Portability Measurement
precision
Geodetic
Measurement
High(H) Low(L) Medium(M) H
Photogrammetry M H H M
Terrestrial Lidar M M L M
Table 3-1 Common measurement strategies employed for as-built surveys
35
Thus we will initially investigate the advantages and drawbacks of each of these 
systems in turn before considering the potential of a hybrid system which integrates key 
features of total-station, photogrammetric and range-imaging technologies.
3.1 Total-station based measurement systems
Ad-hoc surveys are commonly undertaken using total-station based polar measurement 
systems to measure discrete points on the structure and thus enable the coordination of 
critical features. Systems based on polar measurements use high precision 
Electromagnetic Distance Measurement (EDM) and increasingly exploit reflectorless 
EDM devices which minimise the requirement to occupy often inaccessible 
measurement points with a retro-reflective prism (see Uren, 1999 for a comprehensive 
review). Such systems offer a high measurement precision that can be further improved 
by the simultaneous adjustment of observations from multiple instrument positions. 
Reflectorless EDM employ relatively high power pulsed laser techniques when 
compared to the more traditional phase-based reflector based systems. Typically these 
exhibit a beam divergence of the order of 8mrad (8cm per 100m) which means that 
some care must be taken when attempting to measure comers and other discontinuities 
due to the effects of signal averaging within the beam footprint. Most modem 
instruments provide a suite of on-board programmes that facilitate a range of 
measurement strategies appropriate to industrial settings including methods for the rapid 
definition of planes along with point/plane and plane/plane intersections (c.f. Paiva, 
2001). They also enable rapid measurement of cylindrical objects by combining tangent 
observations with distance measurements to centrelines as shown in Figure 3-3.
Intersection of adjacent planes 
to determine interior or exterior 
edges
Definition and delineation of 
planar surface Tangent observations to 
determine cylinder centreline
Figure 3-3 Typical reflectorless EDM measurement strategies - dotted lines represent angular
measurements, solid lines angles and distances (after Pavia, 2001).
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Since the total station must be manually directed to each observed point such systems 
are unlikely to be suitable in situations where large numbers of features need to be 
coordinated, where the precise location or extent of the modifications is still to be 
defined or where there are restrictions on staff numbers or survey duration. However 
reflectorless EDM are widely employed for the accurate determination of critical tie in 
points and data acquisition where the features to be measured can be defined in advance 
of the survey campaign.
3.2 Photogrammetric solutions
In complex, inaccessible areas such as those described in Chapter One photogrammetry 
offers a cost-effective alternative to manual measurement techniques. This is primarily 
because it enables very rapid data acquisition with an offline measurement capability. 
Provided sufficient images can be acquired with an appropriate geometrical 
configuration and sufficient control to enable camera localisation it is feasible to capture 
a comprehensive image archive of a facility in a single visit and undertake subsequent 
offline modelling proceeding on an ad-hoc basis. This capability means that owner- 
operators can schedule a photogrammetric survey activity at a time which does not 
impact upon production or when it is possible for the survey team to have access to the 
whole facility (e.g. prior to the commissioning of a nuclear power station).
Photogrammetric systems rely upon the determination of the parameters of interior and 
exterior orientation that describe the internal camera geometry along with the pose of 
the camera at each exposure. Given appropriate targets and image geometry it is 
possible to recover these parameters simultaneously using a self-calibrating bundle 
adjustment (see Cooper and Robson, 1996 for a full description of typical 
parameterisations of imaging geometry). Regrettably something of the order of 50 
targets are required for a reliable solution and this is not often practical in a process 
plant environment. Thus we must normally perform an offline calibration of the camera 
and take care to ensure that interior orientation parameters remain unchanged during the 
subsequent survey (see Fraser, 2001 for further discussion).
Traditionally, offline calibration has required specialist metric or semi-metric cameras 
(see, for example, Figure 3-4) engineered to ensure stability and repeatability of internal 
geometry. Film based photogrammetric cameras would also typically employ a reseau
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platethat is exposed on each image to enable the determination of the location of the 
film with the internal camera coordinate system (see, for example, the grid of crosses 
superimposed on the image in Figure 1-3).
With the advent of high-resolution digital cameras problems associated with film 
position and orientation within the camera have been largely overcome and it is 
increasingly common to use ‘professional’ cameras equipped with fixed-focus lenses 
for such surveys. In this situation extreme care in the handling of the unit is required 
during data capture along with regular check calibrations to ensure that the internal 
geometry of the camera remains stable throughout survey operations.
In order to recover the location and orientation of our calibrated camera corresponding 
to each image in our archive we require image observations to a number of well defined 
features in the scene. These features are often coordinated by geodetic measurement 
techniques (such as those described in the previous section) to provide a rigid 
geometrical framework throughout the survey area. It is quite common for targets to be 
introduced into the environment to enable accurate, unambiguous association of 
measured image coordinates with the three-dimensional coordinates of such targets 
(such targets are visible in Figure 3-4). Given at least three non-linear control points per 
image it is possible to perform a resection of the image to determine the six parameters 
that describe the camera exterior orientation. In practice, however, more targets are 
usually required to check for any blunders in control target locations or image 
observations and the resection is normally used to give initial values that are 
subsequently refined in a multi-station bundle adjustment.
A bundle adjustment performs a simultaneous adjustment of camera orientation 
parameters and object coordinates to yield a Least-Squares minimisation of the residuals 
arising from large set of redundant measurements. Target coordinates can either be 
constrained in the solution or a ‘free-net’ adjustment can be used to refine target 
locations if sufficient images with appropriate coverage are available. Such adjustments 
are able to rigorously combine observations of different types (e.g. direction, length, 
orientation, position) and quality and where appropriate we can perform a simultaneous 
adjustment of photogrammetric and geodetic observations within a combined 
adjustment package such as CAP (Kotowski, 1996).
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3.2.1 Analytical photogrammetry
Much o f the pioneering work done in this field can be traced to initiatives documented 
by Bracewell & Klement (1983) that described as-built surveys undertaken by ICI using 
analytical photogrammetric technologies. In most cases semi-metric film based cameras 
were deployed with control for each stereo-pair being provided by conventional land 
surveying techniques. Many of the close-range analytical photogrammetric systems 
acquired by specialist photogrammetric companies were used at one time or another for 
such activities. However the costs and perceived complexity of this specialist hardware 
meant that few, if  any, engineering companies undertook such work in house. This, in 
turn, led to difficulties in the effective integration of photogrammetric systems with 
emerging 3D CAD systems for large-scale computer aided engineering design.
Typical 
survey target
Figure 3-4 A traditional metric camera deployed in an industrial setting
Figure 3-5 Intergraph IMA Analytical stereoplotter (c.1991)
A notable exception was the Intergraph IMA analytical stereoplotter (Figure 3-5) which 
facilitated very close integration with the Bentley’s MicroStation CAD system -and
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hence with Intergraph’s Plant Design System PDS. This system included innovations 
such as superimposition of the 3D CAD model on the stereomodel, support for multi­
photo convergent models and a novel opto-mechanical solution to provide the 
differential zooming of left and right images often required by such configurations (c.f. 
Littleworth et al. 1992, Chandler & Still, 1994).
However, despite such advances, the requirement for very expensive specialist hardware 
meant that photogrammetry remained the domain of specialist survey companies and 
did not make the transition into mainstream process engineering companies.
3.2.2 Softcopy photogrammetry
The advent of softcopy workstations in the early 1990's resulted in a significant boost to 
the deployment of photogrammetric systems in this market since it offered the potential 
for closer integration of CAD and photogrammetric systems. In addition such devices 
removed much of the 'mystique' that was widely associated with the operation of 
analytical devices and provided more convenient mechanisms for the measurement of 
convergent and/or multi-station imagery that was frequently required for the 
reconstruction o f complex plant items. A notable development at this time was the 
Intergraph Digital Photogrammetric Workstation (DPW) (Madani, 1996) which had the 
additional benefit that measurements could be easily integrated with Intergraph's Plant 
Design Software (PDS) which remains one o f the leading CAE tools used in process 
engineering.
i
Figure 3-6 Representative softcopy DPW’s - InterMap 6887 ImageStation c. 1996 (left) and Z/I 
Imaging’s Digital Photogrammetric Workstation -  the ImageStation ZIII c.1998 (right).
By the mid 1990's a number of owner-operators were embarking upon systematic 
photogrammetric recording of the as-built status of their assets or were commissioning
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photogrammetric surveys prior to refurbishment (c.f. Chandler et al. 1995). In particular 
Cogema, a French company engaged in the construction of nuclear reprocessing 
facilities at La Hague, captured a comprehensive photographic archive prior to the final 
commissioning of the facility which was to be subsequently scanned for conversion to a 
CAD model using the Intergraph ImageStation system (Legac, 1991).
The advent of affordable megapixel resolution imaging systems encouraged further 
development of fully digital systems (i.e. those that do not rely upon photographic 
imaging) which were compatible with existing softcopy photogrammetric workstation 
capable of managing typical close range sensor configurations. In many areas of more 
complex plant appropriate coverage necessitates a multi-station, convergent imaging 
network. Thus most systems employed sophisticated bundle adjustment techniques to 
permit the simultaneous adjustment of a multi-station network.
In all cases the extraction of measured data from the large image databases was an 
essentially manual process which, to this day, remains stubbornly resistant to 
automation (Ermes, 2000). Tools to assist the operator in the identification of 
homologous points for intersection were critical to the efficient extraction of coordinate 
data yet even with these full CAD modelling was a somewhat laborious task. Where the 
photogrammetric systems could be operated alongside existing design models dramatic 
improvements in modelling could be derived from the positioning of complex 
equipment items held in standard database catalogues through the measurement of a few 
key positions. Similarly the fidelity o f design models could be rapidly assessed by their 
superimposition into the image archive.
Figure 3-7 Superimposition o f PDMS design model on photogrammetric image archive
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In many cases the integration of the CAE system and the photogrammetric 
measurement tool meant that it was appropriate that measurement of the localised image 
archive was undertaken by process engineers (rather than photogrammetrists) since only 
they possessed the specialist knowledge to operate complex discipline-oriented CAD 
packages. This also meant that the end users could undertake any CAD reconstruction 
to the appropriate level of detail for the task at hand.
3.2.3 Softcopy photogrammetric systems developed for industrial 
applications
A significant number of close-range photogrammetric systems have been developed for 
this application domain. These range from laboratory prototypes to fully functioned 
commercial offerings.
Notable examples of established systems include those in Table 3-2 below. These are 
listed in order from general purpose soft-copy systems to those specifically designed for 
as-built measurement applications.
In addition to these systems a number of research laboratories have developed advanced 
prototypes with the aim of further automating image analysis. Again notable examples 
are included in Table 3-3 below.
Company Product Website
ShapeQuest
Inc.
ShapeCapture http://www.shapecapture.com/shapecape 2002.htm
Eos Systems PhotoModeller http://www.photomodeler.com/
Intergraph Z/I Imaging 
ImageStation
http://www.ziimaeine.com/
Rollei RolleiMetric
CDW
http://www.rollei.de/
Invers PHAUST http://www.invers-essen.de/
Offset
Solutions Ltd
Magan http://www.offsetservices.co.uk/
As-Built 
Solutions Ltd
Hazmap http://www.absl.co.uk/
Table 3-2 Close range digital photogrammetric systems for industrial applications
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Research Group Project Website
TU Delft PIPER http://www.2eo.tudelft.nl/frs/pipin2/index.html
Geomatcs, 
University of 
Melbourne
AUSTRALIS http://www.sli.unimelb.ed.au/australis/
Geomatic 
Engineering UCL
VMS http://www.2e.ucl.ac.uk/research/industrial metrology and clos
e ran2e photo2rammetrv
MAP-PAGE,
INSA
ARPENTEUR http://arpenteur.2amsau.archi.fr/
Table 3-3 Research systems for industrial metrology
Of these systems this thesis focuses on the contributions of the author to the 
development and extension of the ABSL Hazmap technology - which over the course of 
this research has been developed from a laboratory prototype to full commercial 
production. Thus we return to discuss this technology in more detail in Chapter 6.
Whilst photogrammetric systems offer great flexibility in data acquisition CAD 
reconstruction from images remains a mainly manual task. The advent of affordable 
range-scanning technologies, discussed in the next section, suggest the possibility of 
closer integration between range and image-based systems. These, as we will see, offer 
considerable opportunities for the development of novel hybrid solutions that capitalise 
on the undoubted benefits of photogrammetric technologies in as-built applications.
3.3 Terrestrial Lidar systems
Terrestrial Light Detection And Ranging (LIDAR) sensors, increasingly, generate 
complete data of visible surfaces that are often featureless to the human eye or a digital 
camera. Furthermore, they do not require operator-assisted algorithms to generate the 
3D coordinates. The disadvantages are that unreliable results may take place on highly 
reflective surfaces and where sharp range discontinuities exist (El-Hakim and Beraldin, 
1994) and that, when compared with digital imaging systems, they are often expensive, 
bulky and slow.
Over the last two decades there have been many advances in range sensor developments 
(see Blais, 2003 for a recent review) with the pace of development increasing 
dramatically over the last year or two. Competition between manufacturers has resulted
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in significant reductions in scanner price and size along with increasing speed and 
coverage. Blais (2003) lists more than 80 companies marketing range sensor systems 
across a broad spectrum of applications and scales. A recent survey5 lists more than 20 
scanners specifically designed for industrial surveying.
The majority of these range sensors employ one of three main measurement strategies:
• Triangulation based systems (using either Lasers or Pattern Projection);
• Time of flight (pulse or phase based);
• Interferometery.
Of these only the first two strategies are relevant to this discussion as interfereometric 
techniques require continuous tracking of a cooperative target (e.g. a retroflector) over 
the surface to be measured. Whilst such techniques yield very high precisions (of the 
order of a few microns) their operation is neither practical nor cost effective in heavily 
occluded, and often inaccessible, environments.
3.3.1 Triangulation based Sensors
For applications requiring less than 5 metre ranges sensors based on structured light or 
laser triangulation, are often employed.
Various strategies for laser based triangulation are summarised in Figure 3-8 from
which it can be shown (Blais, 2000) that the range (z) to the target can be computed
from measured parallax (pi) if we know the principal distance of the CCD camera (f) 
and the baseline separation of the laser and camera axes (d):
d . f
z t = —  (3T)
Pi
And that the range accuracy can be given by
z2— Ap,. (3.2)
f .d
5 http://www.pobonline.eom/FILES/HTML/PDF/01041aser-survey.pdf
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In order to scan the projected laser spot across the object we must either move either the 
object or the scanner. This is normally done using precision translation and/or rotation 
stages to ensure coverage of the object.
CCD1 Laser CCD2
Object
CCD
Sensor
Laser
Figure 3-8 Diagram o f single and twin camera active triangulation systems.
In many circumstances it is convenient to augment the laser projector with a cylindrical 
lens to provide a laser stripe projector. This means that, rather than producing a range 
image on a point by point basis we can determine the range to each pixel along the 
imaged line. Unfortunately many so-called ‘slit’ scanners are very sensitive to the 
ambient light conditions. As Blais (op. cit.) notes, optical signal to noise performance is 
reduced due to the power of the laser being spread along the line. Thus such sensors are 
often most suited to indoor applications where the ambient lighting can be closely 
controlled.
Short range sensors (e.g. ShapeGrabber, http://www.vitana.com") are designed for 
mainly small objects placed at less than 0.5 m, while medium range (e.g. Cyberware, 
http://www.cvberware.com") can cover ranges from 0.5 m to 2 m depending on the 
configuration. They have been used successfully in model creation in cultural heritage 
and space applications (Beraldin et al, 1998 and 1999). For ranges between 2 m and 10 
m, there are a limited number of triangulation-based sensors available. However, some 
systems have been built with baselines in excess of 1000 mm to cover distances up to 
100 m. An early example of a medium range active triangulation sensor is the SOISIC
45
sensors initially developed by Electricite de France (EdF) for industrial surveys of 
nuclear facilities and subsequently marketed by the Mensi organisation. This system 
used a long baseline (> 1000mm) to delivery high precision range images (+/- 0.2mm) 
at relatively low data acquisition rate (c. 1000Hz). A typical range image acquired with 
this sensor is shown in Figure 3-9. The unit rotated around its baseline to deliver a 
cylindrical range image at distances up to 25m. Whilst the long base line increased 
problems associated with occlusions in complex plant areas their accuracy facilitated 
significant advances in automated processing of range data (c.f. discussion of 3DIPSOS 
software in section 3.4 and Chaperon, 2001). However the bulk and extended data 
capture times means that, despite the very high quality of the range data, this unit has 
largely been superseded.
More compact sensors, such as the Random Access Camera (RAC) described by Rioux, 
(1984) use much shorter baseline of only 90-mm by employing longer focal length 
lenses which thus reduce their instantaneous field of view. They overcome this 
limitation by scanning of the environment using rapidly moving mirror systems. This 
sensor can cover ranges from 0.5m to 10 m with an expected accuracy at the closest 
range of 0.03 mm degrading to about 20 mm at the 10-m range in line with equation 
(3.2) above.
Pattern projection systems extend the capability of active triangulation systems by 
projecting multiple dots, stripes or patterns on the object to determine a number of 3D 
profiles or 3D point distributions across the sensors’ field of view. With the advent of 
high-intensity computer based data projectors it is relatively easy to project a sequence 
of binary coded patterns (c.f. Guhring et al. 2000) to enable unambiguous distance 
determination. Unfortunately even with high-intensity projectors these systems are 
generally only appropriate to short-range (typically < lm) indoor environments where 
the ambient illumination can be controlled and so, once again, have little relevance to 
our application.
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Figure 3-9 Point cloud image and resultant model acquired using the SOISIC active triangulation scanner 
during Hazmap trials in the nuclear facility, also illustrated in Figure 3-4
3.3.2 Time-of-Flight based sensors
Long-range sensors, which are capable of covering a large volume in a single scan, are 
most commonly based on the projection and reflection of a laser with either direct or 
indirect measurement of the time-of-flight (TOF) of the laser from instrument to object 
and back. Pulse based systems measure the elapsed time (Ar) between transmission and
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reception of a reflected laser pulse. Knowing the speed of light through the atmosphere 
(c) then we are able to simply compute the measured distance (d) using the expression:
d = c.—  (3.3)
2
Clearly the distance accuracy is dependent upon our knowledge of (c) which in turn 
depends upon the wavelength of the laser and the atmospheric conditions. However a 
range of sensors are now able to determine distances to a precision of better than +/- 
10mm.
An alternative distance measurement strategy depends upon the measurement of the 
phase of amplitude or frequency modulated carrier signals. This enables the 
determination of a range from the relationship:
d = n.X + AX (3.4)
Where AX is our phase observable for a wavelength X and n is an integer number of 
wavelengths in d. We typically resolve this integer ambiguity n by making multiple 
measurements using different wavelengths or frequencies. Such techniques have long 
been employed in Electromagnetic Distance Measurement Systems (EDM) employed 
by Surveyors. More details of the advantages of the various strategies can be found in 
Burnside (1991).
To move from a single range to a range image covering the object we must scan the 
projected laser spot or line to illuminate the whole surface. This is typically done using 
very fast moving piezoelectric mirrors or rotating prism systems to cover a relative
narrow region or strip of the scene. Increasingly these instruments are able to pan
around a vertical axis to yield a panoramic image of the environment.
Data from these time of flight range scanners, augmented by surface texture from CCD 
or other imaging sensors, have been used for creating VR models of the interior of large 
structures (e.g. Johnson et al, 1997 and Miyatsuka et al, 1998) and are now routinely 
deployed for commercial survey applications. However costs associated with the 
transformation of raw data from such devices into meaningful CAD representations
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along with the cost and bulk of current scanners currently remain a significant barrier to 
widespread adoption of these technologies.
3.3.3 Lidar systems and deliverables
All of these laser scanning systems deliver a ‘cloud’ of XYZ coordinates on the surfaces 
of the observed objects. Taking data from the recent 2004 laser scanner survey6 we can 
assemble the ‘best-in-class’ performance of a range of instruments to give an indication 
of the current state-of-the-art and what an ‘ideal’ instrument might look like.
‘Best-in-class’ ‘Worst-in-class’
Average Data Acquisition Rate (pps) 625,000 1000
Distance Accuracy 3mm 10mm
Angular Accuracy 3 seconds 0.02 degrees
HFOV 360 degrees 40 degrees
VFOV 320 degrees 40 degrees
Weight (of field ready system) 16 Kg 87 kg
Table 3-4 Characteristics o f range-scanning systems
It should be noted that in order to sample a typical industrial scene with a typical field 
of view of 120 degrees (vertical) by 360 degrees (horizontal) with a resolution of 5mm 
at a typical stand-off range of 5m requires that we sample the environment every 0.001 
radians. This corresponds to some 13million samples which with our idealised system 
would only take 21 seconds to scan. However, at the time of writing, typical scans for 
such coverage in fact require some 30-90 minutes to complete and thus indicate that 
there is still considerable scope for improved performance.
Choosing an appropriate scan resolution clearly has a critical impact on the speed of 
data acquisition and the level of detail in the final point cloud. Several authors suggest 
that 10mm resolution in object space represents a cost-effective trade off between data 
acquisition times and the level of detail required by process plant engineers. However 
this compares rather poorly with the level of detail available in photogrammetric 
systems and so further improvements in sampling rates are likely to result in the 
delivery and exploitation or increasingly voluminous point clouds.
6 http://www.pobonline.com/nLES/HTMI7PDF/0104laser-survey.pdf
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As with the digital photogrammetric systems a key factor in the success of such systems 
lies in the tools available for the registration of individual scans into a homogenous 
coordinate framework and the availability of sophisticated tools for rapid extraction of 
geometric entities appropriate to any 3D CAD model.
The consolidation of individual scans into a point cloud is the first step in transforming 
raw data into a surface model. Ideally this should be a fully automated procedure based 
upon the determination of correspondences between surface features extracted from the 
various individual scans. Most implementations of scan matching are based upon an 
Iterative Closest Point (ICP) method originally advanced by Besl and McKay (1992) 
and discussed further in the context of model based segmentation in section 4.4.
This has been widely developed for close-range applications that relate to the scanning 
of surfaces where there is significant overlap between successive scans (Pulli, 1999). 
Whilst such techniques have been widely deployed in engineering (e.g. Brenner et al. 
2000), cultural heritage (e.g. Gelfand et al. 2003) and architectural applications (e.g. El- 
Hakim et al. 2003) they are less suited to the highly discontinuous environments found 
in industrial settings.
Thus scan registration in complex environments normally relies upon targets placed in 
the scene. These often take the form of spherical objects which are manually identified 
at the time of data capture and scanned at a much higher density than the surrounding 
environment. This enables an accurate determination of the scan coordinates of the 
centre of the sphere by a least-square technique. These sphere locations can then be 
used to determine the shift and rotations required to align scans within a common 
framework by the normal coordinate transformation techniques (c.f. Kersten et al. 2004).
The problem of semi-automatic segmentation is more tractable for laser scanning data 
than in the case of digital photogrammetry and considerable progress has been made in 
the application of such techniques within commercial packages. However as we will 
see fully automated segmentation and model reconstruction from range image data is 
not yet a closed problem and still requires very significant human intervention in the 
modelling process.
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Current examples of commercial systems for processing point clouds are summarised in 
the 2004 Laser Scanner Survey (op. cit.). Notable examples of software products 
targeted at the industrial scene reconstruction applications include:
Manufacturer Product name
Leica Geosystems Cyclone
Mensi 3D Ipsos
iQvolution iQScene
Zoller+Frohlich LF Modeller
Table 3-5 Examples o f commercial LEDAR software packages
These systems all support visualisation and manipulation of large point clouds with a 
range of tools for manual segmentation of the cloud to facilitate model building through 
least-squares fitting of geometric primitives. To date the principal focus of such systems 
has been on model creation which remains a labour intensive activity. For example 
Ashcroft (2003) indicates that the production of a full three-dimensional CAD 
representation of four modules of an offshore oil platform required only 7 days of site 
activity for data acquisition. However something of the order of 3 man-months was 
required to translate these data into a PDMS CAD model. Ashcroft stresses that where a 
CAD model is the final deliverable it is vital that three key parameters are agreed in 
advance of data acquisition to ensure a satisfactory planning for data acquisition and 
subsequent modelling these are:
• The level o f completeness -  including the minimum size of components that 
will be acquired and the types of equipment that must be detailed
• The level o f detail -  do equipment models simply have to describe clashing 
volumes or are details such as bolt hole locations required? This factor 
critically influences scan density and thus the time required on site.
• The level o f accuracy -  that specifies the acceptable tolerance between 
model coordinates and the plant coordinate system. Very high levels of 
absolute accuracy may require significant additional field work to establish a 
high quality survey network to link the various modules of a complex site 
into a uniform coordinate framework.
Clearly many project-based applications require a far more rapid turn-around of data. 
Thus increasingly many vendors have started to promote the utility of the raw point
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cloud for both visualisation and clash analysis within popular CAD systems such as 
AutoCAD or MicroStation. Increasingly point cloud viewers are also being offered as 
extensions to mainstream CAD systems. Good examples of this type of offering include 
extensions to Bentley’s MicroStation CAD system from Leica GeoSystems 
(CloudWorx). Such systems reflect an increased emphasis on visual appraisal of the 
site and reflect the utility of intermediate deliverables where the costs of full scene 
modelling are not justified.
3.4 Data acquisition -  images or range?
The inclusion of intensity imaging devices in the latest generation of laser-scanning 
systems indicates that in the near future surveyors and end-users are likely to benefit 
from integrated scanners that deliver high resolution range and image data. Such sensors 
are also likely to show a significant reduction in cost and bulk whilst increasing the 
speed of data acquisition and field-of-view. However, whilst the field is moving rapidly 
at the time of this research it is the author’s opinion that available systems remain too 
bulky and slow for routine deployment in inaccessible or complex environments. 
Strategies for model creation from commercial photogrammetric and Lidar based 
systems also still appear to be very labour-intensive and time consuming. Whilst head- 
to-head comparisons between the two modelling strategies are shrouded in commercial 
sensitivities data published on manufacturer’s web-sites (Table 3-6) show that the 
construction of fully detailed CAD models may require 5-10 days effort for every day 
of data acquisition. Allowing engineers rapid access to site data may go some way to 
addressing this critical delay in turning data around within the time pressures of 
refurbishment projects.
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Project Date Volume Time on site 
(Days)
Number of 
scans
Time to 
construct 
model (Days)
BP Refinery, 
Perth
2001 100m x 15m x 
8m
2.5 33 21
Detroit Edison 
Retrofit
1999 55m x 154m 5 51
Rohm & Haas 1999 9m x 31m 4 70 35
Chevron
Piping
Revamp
1999 166m x 12.3m 
x 3.7m
2 22 14
Table 3-6 Representative plant modeling project durations (from 
http://www.cyra.com/case studies/plant.html)
Given the limited resolution and coverage of range imaging systems when compared 
with digital photogrammetry it is clear that, even in the medium term, imaging systems 
are likely to be required to supplement range data in complex or confined areas and to 
provide accessible image-based interfaces to system users. This reinforces the 
motivation behind this thesis to develop integrated systems and is confirmed by the 
emergence of commercial hybrid systems such as the Reigl LMS-Z360 and the recently 
announces Cyra HDS 2500 which both attempt to combine range-scanning with high 
quality digital imaging systems.
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Figure 3-10 Riegl LMS-Z360 scanner with camera attachment (left) Leica HDS 2500 scanner with
integrated camera (right)
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4 Segmentation -  from raw data to surfaces
A key step in object recognition and modelling from range or image data is the 
clustering of contiguous groups of points or pixels that correspond to a single geometric 
entity in the scene. In the case of direct surveying methods this can easily be 
undertaken by the ‘feature coding’ of points surveyed in direct measurement systems. 
However in the case of range-imaging systems fully automatic segmentation and 
labelling of data describing complex scenes remains a major research theme. Thus many 
production systems rely upon significant amount of manual ‘seeding’ of the scene 
through selection and labelling of sub-samples of the data.
Since the target application of this research relates to man-made environments this 
simplifies such processes as the majority of the objects in the scene correspond to 
assemblies of a relatively limited set of geometric primitives. Furthermore in process 
plant applications the major features in the scene are often oriented orthogonally to a 
site coordinate framework. Thus the objective of this section of the research is not the 
exhaustive identification of all features in the scene but automatic pre-processing to 
recover major features in the scene resulting in a dramatic reduction in the volume of 
the range-image data whilst leaving more complex assemblies for manual interpretation.
The approach adopted in this research is to undertake scene segmentation on an image- 
by-image basis rather than by attempting to consolidate all range-image data into a 3D 
point cloud in object space and attempt scene reconstruction within this 3D point cloud.
This strategy was felt to offer deliverables that could be easily incorporated as an 
extension to the panoramic image-based Hazmap software environment which had 
proved very accessible to even casual end-users. This decision was reinforced by the 
frustration that the author had experienced in attempting to navigate and manipulate the 
complex point-clouds typical of the target environments on the, relatively modest, 
computing equipment available to end-users. Therefore the discussion in this section is 
largely devoted to image-space segmentations (sometimes referred to as 2.5D surfaces)
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rather than those applied to point clouds. For more details of the latter the reader is 
referred to Roth (1997) who presents a comprehensive survey of meshing techniques for 
3D point clouds that include volumetric, shrink-wrap, space carving, Delaunay and 
surface based representations. As we will see many of these have counterparts in the 
2.5D range-image domain and thus will be introduced in this context.
4.1 Overview of segmentation techniques
There are three basic strategies for segmentation.
• The first class attempts to classify homogeneous areas by finding boundaries 
(pixel differences) using various edge finding strategies.
• The second seeks to identify coherent regions based upon pixel similarities.
• The final strategy seeks to segment the scene by characterising its fit  to some 
model o f scene contents using strategies such as 2D template matching, Hough 
transforms or iterative closest point (ICP) algorithms.
In all cases image based segmentation techniques aim to subdivide an image into 
regions that are homogeneous in terms of intensity or, in the case of a range image, 
morphology. In the case of industrial scenes a good segmentation would produce image 
patches that correspond to the simple geometric primitives. These can then be used to 
describe industrial components in order that the parameters of these individual 
components can be recovered in a compact description of the scene.
Morse (1988) identifies a number of advantages of region based segmentation over edge 
based methods including the fact that region based methods will, by definition, always 
produce coherent regions avoiding issues relating to gaps in boundaries due to missing 
edge pixels. However we will see that frequently some combination of region and edge 
based strategies are required. This is particularly the case when dealing with hybrid 
intensity and range image data of industrial scenes in which the range data is generally a 
better source of robust regions corresponding to surfaces whilst intensity images often 
provide very good edge data.
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4.2 Edge based segmentation
Edge based segmentation requires that we identify a continuous, closed boundary that 
divides an image into regions for subsequent analysis. It is an area that has received 
massive attention from the computer vision community over more than three decades 
with the development and refinement of a very large number of algorithmic approaches. 
A summary of such activities can be found in Forsyth & Ponce (2003, pages 133 et seq.) 
which highlights the fact that many algorithms still require careful selection and 
‘tuning’ of parameters that depend on the nature of the scene and the quality of the 
images acquired.
A large number of edge mapping techniques rely upon the analysis of a small 
neighbourhood around each pixel in an image and a large number of both linear and 
non-linear operators have been developed as convolution filters that can be applied to 
range and intensity images. One of the most common approaches is to define 
association between pixels applying an edge operator to the image with the intention of 
delimiting regions by chains of edge pixels (edgels). The success of such an approach 
depends critically on the choice of edge filter and on the selection of appropriate 
thresholds. The most common forms of edges that we find in image data are step (or 
jump) edges and roof edges. Due to the sampling process implicit in the image 
formation process there is invariably some blurring of these edges and so the robust 
recovery of edges in industrial scenes remain a challenging problem.
Whilst roof and step edges in intensity images often relate to non-geometrical features 
in the scene - such as changes in colour, texture or reflectance - step edges in range 
images frequently reflect object contours or occluding boundaries and roof edges the 
internal boundaries of surfaces within an object.
The combinations of edgels derived from intensity, depth, orientation and other 
parameters computed from range-images have been shown to yield good segmentations 
(c.f. Boulanger et al. 1990, Zhang et al.). A wide range of edge operators are available 
for such analysis but as indicated by Boulanger (op. cit.) morphology-based methods 
appear to yield robust results for the range image data used in this research with few 
requirements for the tuning of parameters.
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Idealised  S tep  Edge Actual S tep  Edge
Actual Roof Edge
Figure 4-1 Idealised and actual step and roof edges from range image data
4.2.1 Step edges
Step edges generally have the same form of profile in both range and intensity images 
and so can be extracted using well known gradient based operators. The simplest edge 
operators include so called ‘first generation filters’ such as the well-known Sobel, 
Prewitt and Kirsch operators (El Hakim, 1996, p 181) that are based upon discrete, 
linear, approximations to image gradients. More sophisticated treatments such as the 
Canny operator (El Hakim, op. cit.) can, in many cases, improve on such results, 
offering sub-pixel location of the edge along with edge strength and direction. A 
number of authors also report good results applying morphological operators to detect 
step edges in range data.
The most basic morphologic operations encountered in image processing are those of 
erosion (represented by the symbol 0  ) and dilation (represented by the symbol ®). 
Many morphological operations are applied to binary images; in this case the dilation of 
A by B (expressed A® B) is defined (after Lee et al., 1987 using the 
notation {a \ property {a) =  TRUE}) as:
A®  B = \^{b  + a | b e  B] (4.1)
aeA
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Similarly the erosion sdefmed as:
A&B = [J {a \B  + a ^  B} (4.2)
aeA
Morphologic operations can be expanded to grey-scale images, for example the grey­
scale dilation of an image A by a grey-scale structuring element B can be defined as:
D(r,c)= max (A(r-i, c-j)+B(i j ) )  (4.3)
i.j
The corresponding erosion operation being defined as:
D(r,c)= min (A(r-i, c-j)-B(ij)) (4.4)
i.j
MATLAB m a i  i \ r > MATLAB
Figure 4-2 Image dilation (centre) and erosion (right) of original gray-scale image (left)
Boulanger and Cohen (1990) demonstrate the successful application of morphological 
operators suggested by Lee (op. cit.) for the identification of step edges in range images 
drawn from a database maintained by the National Research Council o f Canada which 
indicated that such solutions were successful in edge determination in noisy data.
This scheme uses a grey-scale morphological operator in combination with a uniform 
NxN filter b e.g. a 3x3 operator:
9
1 1 1 
1 1 1 
1 1 1
(4.5)
The stages of Lee’s algorithm when applied to an image (a) results in a grey-scale edge 
image where:
edges=min(b.a-(b.a © b ) , (b.a © b)-b.a)) (4.6)
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Boulanger et al. (op. cit.) threshold this image using Otsu’s (1979) method to separate 
foreground and background pixels to yield a binary edge image. In addition they show 
how this technique can be applied to the three images corresponding to orthogonal 
components of a local surface normal vector to yield surface orientation discontinuities 
relevant in the context of the next section of roof edge determination.
4.2.2 Roof edges
Roof edges require alternative formulations. Since they can be characterised as a change 
in image gradient they require the determination of second order differentials or the 
computation of differences in local surface normals (see Yokoya & Levine, 1987 for a 
summary of techniques). Unfortunately such operators are very susceptible to noise in 
the input image and so strategies for noise reduction are a key component of such 
analyses. In order to compute surface normals at each location Pi we must fit a local 
surface within a region surrounding the location. As we see later this analysis can be 
undertaken using tessellations of the point set. However where the data are organised as 
a range image we can compute local surfaces very efficiently through the application of 
convolution filters.
Following the notation in Yokoya & Levine (op. cit.) we fit a local explicit quadric 
surface of the form
z(x,y)=ax2+by2+cxy+dx+ey+f (4.7)
We can easily determine first and second differentials of this surface:
d z , x ~ » d z ,  x— (x,y) = 2ax + cy + d ; — (x,y) = 2by + cx + e;
dx dy
d2z / x d2z / . ~ d2z e x d2z f x— j( x , y )  = 2b- —  (x,y) = 2a; —  ( i j )  = = c;
dy ox oxoy dyox
To achieve a least squares fit of the quadric to the data we must solve the set of linear 
equations of the form Ax=l+v.
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Calculating the least squares (x=(ATA)'1ATl ) for a 3x3 window centred at (0,0) on P i:
(-14) (0,1) (1,1)
(-1,0) (0,0) (1,0)
(-1,-1) (0,-1) (1,-1)
We find that:
a ' 0.1667 0.1667 0.1667 -0 .3 3 3 3 -0 .3 3 3 3 -0 .3333 0.1667 0.1667 0.1667 1
b 0.1667 -  0.3333 0.1667 0.1667 -0 .3 3 3 3 0.1667 0.1667 -  0.3333 0.1667
c -0 .2 5 0 0 0 0.2500 0 0 0 0.2500 0 -  0.2500
d -0 .1 6 6 7 -0 .1 6 6 7 -1 .6 6 7 0 0 0 1.667 1.667 0.1667
e -0 .1 6 6 7 0 -0 .1 6 6 7 0.1667 0 -0 .1 6 6 7 0.1667 0 -0 .1 6 6 7
-0 .1111 0.2222 -0 .1111 0.2222 0.5556 0.2222 -0 .1 1 1 1 0.2222 - O . l l l l J
This solution can easily be recast as a set of convolutions of a (3x3) kernel with the 
original range-image where:
1a : — 
6
d : — 
6
1 - 2  1
1 - 2  1
1 - 2  1
1 1 1
- 2  - 2  - 2
1 1 1
1c : —
‘- I 0 1 "
0 0 0
4
1 0 -1_
-1 0 1“ 1 "  1 1 1 " 1 ‘- I - 2 1 '
-1 0 1 1e : — 0 0 0 2 5 2
6 7 9
-1 0 1 -1 -1 -1 -1 2 -1
Convolution filters for other sized regions can also be readily obtained, those for 5x5 
and 7x7 windows and are tabulated in Yokoya & Levine (op.cit.) .
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Having obtained the parameters of a local surface at each point in the range map we can 
compute a number of useful parameters. These include the local surface normal (n) 
which is defined to be:
ds ds— x —
f dz dz ^
“I 9  I  9*n =
dx dy 1
(4.10)
dx9 dy9 j
Furthermore by analysing the angles between surface normals of neighbouring points it 
is possible to create an image that reflects the maximum change in surface gradients 
which can then be thresholded to produce an image of roof edges. The angle between 
two vectors (ni, 112) is easily derived from the dot product of the vectors:
For each position in our range image we compute :
Which we then threshold to obtain our roof edge image.
By varying the kernel size for our convolution filter we, in effect, vary the amount of 
averaging applied at each point, effectively smoothing the image. Clearly, however, as 
we approach a step edge the local surface will be compromised. Thus a variety of 
techniques have been developed to attempt to minimise these effects. Yokoya (op. cit.) 
proposes that step edges be identified as a pre-processing task and that the convolution 
algorithm be modified so that a sub-window is identified to exclude the contribution of 
datapoints that straddle any discontinuity.
Baccar et al. (1996) suggests that instead of using a linear weighting for the convolution 
filters in which each point in the kernel contributes equally to the surface fit, a Gaussian 
Weighted Least Squares (GWLS) approach be adopted in order to maximise the 
contributions of points close to the centre of the kernel. This requires the modification 
of equation (4.13) above to include a diagonal weight matrix W applied within to the 
quadratic fit where:
M(x,y)=Max{cos'1( ^ UV): -l<u,v< 1} (4.12)
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W(i, j )  oc exp{1 - ( / 2 + j 2)/2cr2) (4.14)
This introduces a further parameter (a) which controls the distance decay of the 
exponential weighting function.
2D Gaussian Weighting function for w o u s  sigma
GWLS weight function for 7x7 kemei
Figure 4-3 Gaussian weighting function for various values o f a  and resultant 7x7 kernel
For a large value of a  GWLS yields the same result as the unweighted Least squares 
presented in the section above. For smaller values of cj points closer to the centre o f the 
kernel are given more weight in the solution. Baccar argues that from extensive 
experimentation with simulated and real range data a 5x5 convolution kernel weighted 
with a a  of 0.75 yields rugged and consistent segmentation results. Two convolution 
filters for the f  parameter of a 5x5 quadratic are presented below.
f5 (ct = 0.75)
in.—iII&
-0.0012 -0.0085 -0.0132 -0.0085 -0.0012 -0.0322 -0.0098 0.0098 -0.0098 -0.0322
-0.0085 0.0093 0.1290 0.0093 -0.0085 -0.0098 0.0842 0.1481 0.0842 -0.0098
-0.0132 0.1290 0.5727 0.1290 -0.0132 0.0098 0.1481 0.2387 0.1481 0.0098
-0.0085 0.0093 0.1290 0.0093 -0.0085 -0.0098 0.0842 0.1481 0.0842 -0.0098
-0.0012 -0.0085 -0.0132 -0.0085 -0.0012 -0.0322 -0.0098 0.0098 -0.0098 -0.0322
Table 4-1 5x5 Convolution kernels for Gaussian weighted explicit quadric
4.3 Region based segmentation
Haralick and Shapiro (1985) classify region based image segmentation techniques into 
the categories of:
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• Measurement space guided spatial clustering - ranging from simple labelling on 
the basis of colour to iterative partitioning of multi-band images such as the 
ISODATA classification procedure widely employed in remote-sensing 
applications.
• Single linkage region growing in which neighbouring pixels are considered to be 
connected if  they are sufficiently ‘similar’ in terms of absolute or relative 
difference in parameter value.
• Hybrid linkage region growing which assigns a value to a pixel based upon 
some property computed from a set of neighbouring pixels.
• Centroid linkage region growing in which a pixel on the boundary o f a region is 
compared with the some function derived from the existing, but not necessarily 
completed, neighbourhood segment.
• Spatial clustering which Haralick proposes as a term to describe the 
combination of clustering with region growing
• Split and Merge techniques which recursively sub-divide the entire image into a 
quadtree or similar structure, until each region is judged sufficiently 
homogeneous through a measure such as the variance of the region.
The majority of these categories of operation are discussed further in the context of 
algorithms deployed in this research. However, no attempt has been made to implement 
image-space based split and merge techniques due to the artificial boundaries that a 
quadtree style segmentation imposes that were felt to be inappropriate to the types of 
objects that we seek to identify. It is worth noting, however, that the extension of such 
techniques to the segmentation of 3D point clouds in object space have, however, been 
widely deployed for object reconstruction7.
Thus it is necessary to consider segmentations that compare pixel values with their 
neighbours in order to determine whether they belong to a homogeneous region. This is 
most commonly undertaken by considering the properties of an NxM neighbourhood 
around a pixel. If we require that pixels within a region are too similar then we may find 
that we oversegment the image into regions that are much smaller than the real objects 
in the scene. If we set these thresholds too loosely then adjacent objects may be merged 
into a single region. Thus, once again, there is a challenge to ensure that we set
7 see, for example, http://www.octree.com
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appropriate thresholds for set membership and we would ideally wish to identify 
algorithms where such thresholds either be derived automatically or from some physical 
parameters of the scene.
Cursory inspection of the sample scene given in Figure 1-3 indicates that the nature of 
the materials and illumination of the object rule out segmentation based on 
Measurement space spatial clustering. The fact that many of the materials are specular 
reflectors means that segmentation based upon parameters such as colour or intensity 
are of little or no value in the context of this research and thus alternative segmentations 
are required. Thus our discussion of region based segmentation is restricted to the 
analysis of range images.
4.3.1 Region based analysis of range-images
A classic approach to region segmentation is that of the iterative growth of a region 
from one or more ‘seed points’ (Haralick’s Centroid linkage region growing). Starting 
from the seed point or patch the values of bounding pixels are compared with some 
parameters) of the current region and selected for inclusion or rejection. The process 
iterates until no further pixels are added to the current region -  and the analysis then 
passes to the next seed. In intensity images membership of the region if often 
determined by testing the difference between the sample pixel value and the mean of the 
region against either a global or local threshold.
With range image data we find that region growing using a test for inclusion based upon 
local implicit quadric surface fitting results in a reasonable segmentation. This can be 
further improved by the inclusion of a robust estimation technique to minimise 
sensitivity to noise. Since this strategy links segmentation to some form of 
representation it is discussed in more detail in the next chapter.
4.3.1.1 Curvature based segmentation
In addition to the determination of image gradients for local quadric surfaces derived 
from the application of convolution filters to range image data it is possible to 
characterise local surface curvatures with a view to grouping pixels that correspond to a 
particular geometric feature. In the absence of significant noise in the original data 
curvatures derived from these local surfaces can be used as an input to both image
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segmentation and subsequent object recognition. Besl & Jain (1986) present a detailed 
description of the derivation of Mean and Gaussian curvatures which are local second 
order surface characteristics that are invariant with view direction. Through 
classification based on analysis of the signs of these curvatures it is possible to group 
local surface regions into a number of basic types which can then be used to segment 
the range image. The determination of these curvature measures is based on the first and 
second differential forms of a 3D surface (called I and II respectively) they can easily be 
computed for our explicit quadratic surfaces (see Besl & Jain, op. cit. for derivation) 
and are summarised in Appendix Two.
Thus given the parameters (a,b..f) of our local quadric fit we can compute the first and 
second derivatives and thus Gaussian (K) and Mean (H) curvature. Given these values 
we can classify local surfaces into 8 basic surface types based upon the sign of the K 
andH.
K<0 K=0 K>0
H<0 Saddle ridge Ridge Peak
H=0 Minimal Surface Flat (none)
H>0 Saddle Valley Valley Pit
Table 4-2 Typology o f surface morphologies derived from curvature analysis
However as noted by Bohm and Brenner (2000) range image data available from many 
scanners does not have a uniform scale in the X and Y pixel directions across the image 
which corrupts parameter estimation. Analyses based on surface curvature are further 
compromised by the significant amounts of noise in the real world data which can 
seriously perturb second order derivatives and hence measures of curvature. Sampling 
issues can be addressed by undertaking curvature analyses in three dimensional 
Euclidean space( 5R3) (Dourous & Buxton, 2002) using implicit quadrics of the form 
F(x,y,z)=0 which we use extensively in subsequent surface classification. However 
abandoning the rapid convolution based determination of the explicit quadric F(x,y)=z 
in favour of the implicit form imposes a significant computational overhead since it 
requires the solution of a 10x10 eigenvalue problem for each data point in the range 
image.
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4.3.1.2 Watershed segmentation
Watershed segmentation is a common region based segmentation technique derived 
from those used for the delineation of catchment areas when analysing drainage patterns 
on topographic maps. In this application we bound a catchment by finding the ridgelines 
the separate adjacent watersheds. There are two main strategies for doing this.
The flood-fill algorithm starts from the lowest points on our surface which we label as 
‘sinks’ -and assign as seed points for a basin. Incrementing the threshold for surface 
heights we assign any pixels adjacent to a basin as being a member o f that basin and any 
selected pixel that is not adjacent to a basin is marked as a sink for a new basin. The 
algorithm continues until all pixels are labelled and the watershed region edges are 
identified from boundaries between adjacent basins.
The Tobogganing algorithm works by linking each pixel to its smallest neighbour. 
Pixels that have no smaller local neighbours will form sinks on the surface and by 
tracking connectivity from these sinks though the neighbourhood connections we can, 
once again, group pixels into regions to identify watershed boundaries.
In general image processing watershed analysis is frequently used on gradient 
magnitude images to identify the loci of ‘maximal’ gradient magnitude. These 
techniques have been widely applied and have been demonstrated to have some utility 
in range image segmentation (Baccar, op. cit.).
W a te rs h e d  tran s fo rm  of D
D istance  transform  of ~bw
Figure 4-4 MATLAB example of Watershed algorithm applied to an intensity image.
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4.4 Model based segmentation
A common strategy to extract known geometric phenomena from image data is to 
transform observed data from image space into an alternative, parameter based, 
representation. In order to do this one must make choices regarding the format of 
representation and the choice of parameterisation. Thus discussion of several least- 
squares and random-sampling techniques is deferred to the next chapter alongside 
consideration of appropriate representation schemas.
4.4.1 The Hough transform
A common example of such a transformation is the use of the Hough Transform to 
associate edgels in an image with a linear feature. The simplest, two stage, 
implementation requires that we first run a suitable edge detector (see section 4.2) with 
an appropriate threshold to deliver a binary edge image. We next transform (;t,y)pixels 
in our edge image into an accumulator array with axes (r ,6 ) subject to the relationship:
jc. cos(0) + y. sin(0) + r = 0 (4.15)
i.e. the equation of a straight line distance r from the origin (xo,yo) with a gradient (9).
In fact there will be a family o f lines that could be passed through each edgel in the 
image with 0 < 0 < 2tt and corresponding values for (r). Thus a point in the edge image 
will map to a curved line in our (r, 0) parameter space. By mapping each edgel into our 
accumulator array we can count the contributions to each line segment and then 
threshold the image to identify the principal lines in the image.
Figure 4-5 Intensity image and corresponding edge image
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Figure 4-6 Hough Transformation of edge image in Figure 4-5. The image on the left shows the 
accumulator array for the (r, 0) parameterisation of the edge image based on the colour map shown on the
right.
In practice such transforms suffer from serious implementation problems that Forsyth 
and Ponce (2003) characterise as:
• Quantisation errors -  the selection of an appropriate grid size for (r, 0) is critical, 
too small and contributions from edge segments may fall in adjacent ‘bins’ and 
thus maxima may go undetected. If too large then false maxima may result from 
the contributions from multiple lines.
• Noise in the input image -  which will tend to corrupt the signal in parameter 
space leading to the diffusion of the contributions of various edges across bins in 
the region of the maximum sought.
Thus although Hough transforms are often used in image processing they depend 
critically on good quality input data and careful tuning selection of the accumulator grid 
size. The technique can be extended from lines in 912 to features such as circles and 
ellipses. Hough transform strategies can also be extended into iR3 for features such as 
linear features and other possible parameterisations such as planes or more general 
quadric surfaces. Unfortunately higher order surface implementations are not widely 
used as they require very large multi-dimensional accumulator arrays which render 
them impractical for most applications.
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4.4.2 Segmentation using the Gaussian image
An alternative approach to model-based segmentation uses a range-image 
transformation based upon the Gaussian image (see Forsyth & Ponce, 2003, p 436 et 
seq. for a general discussion of Gauss maps). This approach requires that we compute 
local surface normals to our range data. In an unordered point cloud this can be 
achieved by local clustering. In the case of a range image we can derive surface normals 
from fitting local implicit planar surfaces to an NxN region of the image using an eigen 
value solution. The Gaussian image represents the mapping of points on a surface to the 
unit sphere (i.e. (x,y,z)=> (/,m,«) ). Thus all points on a plane will map to a single 
point in the Gaussian image whilst points on the surface of a cylinder will map onto a 
great circle.
Chaperon and Goulette (2001) demonstrate how this strategy can be used to recover the 
orientation of cylindrical objects by determining the orientation of the plane that 
contains this great circle and thus segment image into cylinders that correspond to a 
particular orientation. Figure 4-8 shows the image of the Gaussian sphere for a single 
cylindrical component derived from the (l,m,n) components of the local surface normals 
to the range image shown in Figure 4-7. Unfortunately it would appear that data from 
the Biris scanner used in this study is too noisy to pursue this gradient based 
segmentation strategy despite the promising results reported by Chaperon (op. cit.).
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Figure 4-7 Images o f the 1, m and n components o f local surface normal derived from an implicit plane fit
to a local 5x5region
Figure 4-8 Section o f range image and corresponding image of Gaussian Sphere
4.5 Topological analyses o f 2.5D range images
As an alternative to the methods above, which largely derive from the computer vision 
community, a set of techniques based upon computational geometry are also appropriate 
in this application. There is an extensive literature relating to the analysis o f point sets 
in both two and three dimensional spaces. Identifying spatial associations between 
points and segmenting these into meaningful groups is a common problem in a wide 
range o f scientific disciplines with the identification and labelling of shapes within a
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cloud of points a common goal. However as Edelsbrunner notes (Edelsbrunner and 
Mucke, 1992 and 1994) unlike geometric parameters such as diameter or volume “the 
notion of ‘shape’ has no formal meaning”.
Nonetheless a number of graph based representations have been developed that allow 
the exploration of different associations between points within a point set. These include 
the well known Voronoi diagrams and Delaunay Triangulations along with alternative 
formations that include Relative Neighbourhood Graphs (RNG), the Gabriel Graph,
Beta Skeletons and Alpha Shapes. In order to explore the utility of these representations 
we should first define them. Since we have limited our application area to the 
consideration of 2.5D range images it is appropriate that we present our definitions in 
terms of two dimensional Euclidean space 9t2 but many extend easily to 5R3 and higher 
dimensions.
If we let P be a finite set of points in 91 then we can define a number of relations 
between the points P. The most important of these is the Voronoi diagram (see 
Woodhouse, 2003 for further discussion) that defines a region of influence around each 
point that is closer to the point than to any other in the set.
Whilst the Voronoi diagram serves no further function in this research, the straight-line 
dual of this graph, is a very important representation in the context of analyses of point
into triangles or tetrahedrons. The fact that for any given point set there is a unique 
representation allows us to robustly link 0D (point) to lD(edge), 2D (face) and 3D 
(surface) representations.
(4.16)
sets in both 9I2 and 9t3 (see Figure 4-9). If no four points in the pointset are co-circular 
it can be shown that each face of this graph is a triangle and that the interior of each face 
is empty (i.e. contains no other points). The Delaunay Triangulations - or 
tetrahedensation in 91 -  (Delaunay, 1934) provide a useful segmentation of a pointset
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Figure 4-9 Voronoi diagram for a pointset (left) and corresponding Delaunay tessellation (right)
In order to exploit such tessellations for segmentation it is necessary to break this graph 
into sub-graphs corresponding to real world objects. Such analyses are common to 
many areas of research and thus a wide variety of graph cutting strategies have been 
developed (see Gibbons, 1985 for an overview).
Techniques relevant in this application include those based on local geometric measures 
such as edge-length or size of the circumscribing circle passing through vertices of each 
triangular face. A number of measures have also been developed that use parameters on 
relative distances between points in the point-set.
4.5.1 Local measures for graph subdivision
The simplest strategy for sub-dividing a Delaunay Triangulation is to set a maximum 
threshold for any edge length in the graph. Unfortunately whilst this can be useful in 
circumstances where we have well separated objects identifying this value is highly 
scene dependent and thus does not lend itself to automated processing.
A more robust strategy for selecting subsets of the Delaunay Triangulation relies upon 
an alternative formulation known as Alpha Shapes (Edelsbrunner and Mucke, 1994). 
This strategy takes as a starting point a Delaunay Triangulation of the point set. For 
each triangle face (or tetrahedron for 9?3) we compute the radius (r) of the circumscribed 
circle (sphere). We then filter the tessellation based upon a threshold alpha that rejects 
edges of triangles where r > a.
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Figure 4-10 Circumscribing circles for the Delaunay triangulation from Figure 4-9
Circumscribed circle radii
Figure 4-11 Delaunay Triangulation coloured by size o f the circumscribing circle for each face
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Figure 4-12 Alpha shapes for varying values o f the alpha parameter
The challenges associated with choosing an appropriate value for key parameters such 
as alpha are discussed further in Section 4.5.3.
4.5.2 Relative methods for graph subdivision
The Relative Neighbourhood has been demonstrated by Toussaint (Toussaint, 1980) to 
be a subset of the Delaunay triangulation. Unlike other topological representations 
based upon the concepts of nearest or shared neighbours this graph takes into account 
not only the distance between pairs of points but also the relative distance of each point 
to every other point in the set. Thus it can be considered to reflect a region of influence 
for pairs of points and in this context has been widely used as a descriptor of the 
morphological properties of point sets.
The RNG is defined as a set of edges (E) such that:
Eij = { |pi -pjl <= m ax[|pi -  pk |, |pj -  p k |] , Vi ^  } (4.17)
The concept of relative neighbourhoods has been extended by Kirkpatrick and Radke 
(1985) through the inclusion of an additional parameter p which is a real number in the 
range 0 .. oo that varies the size of the region of influence of a pair of points.
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Geometrically the region of influence can be viewed as the lune formed by the 
intersection of two circles (or, in the case of 9I3, spheres) of diameter (3.|pi -p j| centered 
so that pi and pj fall on the perimeter o f the circle.
1 1 1 1
5 O O 0.5 G 0.5 ( O )  °-5
ol-------------- -  0 — 0 ---------------  0
1
0.5 0.5 0.5
0
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Figure 4-13 Region of influence for two points for varying values of (3
By varying the value of p we can control the size of this region of influence with the 
result that when:
P=2 the graph corresponds to the RNG 
p=l the graph corresponds to the Gabriel graph 
P=0 the graph includes connections between all points in the point set.
Examples of the Beta Skeletons for varying values of P are shown in Figure 4-14. In the 
context o f this research the Beta Skeleton offers the possibility of identifying clusters of 
data points that might correspond to objects in the scene.
Relative Neighbourhood Graph
Figure 4-14 Gabriel graph (P=l) and RNG (P=2) for point set from Figure 4-9
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4.5.3 Selection of parameters for subdivision of the Delaunay 
tessellation
Of the methods discussed the alpha shapes representation has proved to be extremely 
useful in the analysis of range images and its implementation in iK3 form the basis o f the 
Geomagic WRAP software which is widely used for the processing of point cloud data.
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Figure 4-15 Range image acquired with a LETI scanner (left) and ‘shrink wrap’ surface generated by
Geomagic’s WRAP software
Control of the alpha value enables the interactive removal of faces from a 3D Delaunay 
triangulation enabling the removal of padding triangles from a Delaunay tessellation of 
a scanned object. Figure 4-15 above shows a point-cloud together with a ‘shrink- 
wrapped’ surface model based upon a 3D tessellation. Whilst many of the padding 
triangles have been removed by manually setting a value for the alpha-shape parameter 
it is clear that further refinement is required through interactive setting of the parameter.
Fully automated setting o f key parameters such as alpha remains a major issue -  
particularly where scan densities and surface complexities vary throughout the point 
cloud. Thus in many situations a faithful mesh-based representation may require 
significant manual editing (c.f. Woodhouse, 2000).
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4.6 Choice of segmentation techniques for range and image 
data
Many implementations of region based segmentation require a combination of these 
strategies with, for example, region growing techniques benefiting from the introduction 
of edge features which act as additional constraints on regions. In all cases such 
operations are very sensitive to noise in the original data and to the choice of 
appropriate thresholds that depend upon the characteristics of the sensor and the 
environment to be modelled. Thus any region segmentation technique is likely to 
produce imperfect results which either over or under segment objects.
Thus in identifying and labelling objects segmented in the scene we must deploy 
techniques that are robust in the presence of such segmentation artefacts and the sensor 
noise. As we have indicated in our discussion of model based segmentation it is often 
appropriate to link segmentation strategies to an appropriate representational framework. 
This is certainly true in the relatively structured context of our application domain and 
so we must consider what forms of representation are appropriate to our industrial 
scenes.
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5 CAE representations appropriate to plant data 
models
Having segmented our data into surface patches the next task is to classify the geometric 
form of each patch and derive an appropriate representation for subsequent 
manipulation. The question of the most appropriate representation of geometric data 
depends crucially on the application.
Faugeras (1986) identifies two basic approaches:
• Hierarchical representations -  that deal explicitly with varying resolutions 
allowing analysis of objects at differing resolutions;
• Homogeneous representations -  that deal with a single resolution.
5.1 Hierarchical representations
Examples of hierarchical representations suited to the representation of range-image 
data include various Spatial Occupancy Enumeration (SOE) strategies such as including 
Voxel based representations and Octrees. A voxel representation is simply a three 
dimensional extension of a raster representation of a two-dimensional shape in which 
we divide the geometric volume into, normally cuboid, Voxels of a given resolution. 
Clearly such representations depend critically upon this resolution, with the size of the 
data structure increasing in proportion to the cube of the resolution.
As an alternative to this fixed resolution a common representation is an Octree structure 
in which we recursively divide the model space into octants by dividing along the mid­
planes (width, depth height) of the model. Our subdivision ends when we either reach a 
specified region or there are no data points in the current octant. An example of an 
Octree representation of range image data is shown in Figure 5-1.
By controlling the threshold at which we display a quadtree representation we 
effectively control the level of detail. Thus we can easily navigate very large data 
volumes and undertake analyses at a scale level of detail appropriate to the task at hand.
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However in order to recover scene geometry we still require access to the original data 
points from which the volumetric representation was built. Thus in most circumstances 
this representation is most useful as a mechanism for indexing large point clouds and 
for visualisation and approximate dimensioning rather than for detailed modelling. The 
negative or inverse of the quadtree is also of interest in these applications as this 
describes the ‘free space’ available to engineers for plant modification. As far as the 
author is aware little analysis has been done on the automated layout and sequencing of 
new plant designs within these ‘free space’ volumes (Turner et al. 2000) but it is 
possible that this could prove to be an interesting application of such representations.
Figure 5-1 Octree representation of a point cloud (source www.octree.com)
5.2 Homogeneous representations
Turning to homogeneous representations we find two main categories:
• Surface Modelling -  in which we represent objects as a list of surface equations 
bounded by sets of curves.
• Solid modelling systems -  where objects are represented by Boolean operations 
on a limited set of geometric primitives.
5.2.1 Surface modelling
Surface representations derived from observed data requires that we form sets of 
equations that either interpolate or approximate (smooth) our input data. They often 
depend upon a tessellation of the surface -  and indeed the set of planar triangular facets 
derived from a Delaunay triangulation (as introduced in section 4.5) is the simplest such 
representation.
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Figure 5-2 Triangle mesh model
Such representations are rather complex to maintain and do not normally reflect the 
underlying surface geometry as they are not smooth (i.e. the surface gradient is not 
continuous across face boundaries).
There are classes of hybrid data structure which structure a surface tessellation into a 
pseudo hierarchical representation. Typical of these are adaptive mesh structures which 
start with a tessellation of the surface using a Delaunay tessellation of original data as 
described in the previous section. This mesh is then simplified by recursive elimination 
of nodes in the graph whilst maintaining Very Important Points (VIP) which 
characterise the overall shape o f the object. Such representations can be stored in a 
hierarchical form facilitating very rapid navigation and rendering of complex objects. 
These algorithms can offer very significant data compression in dense range image 
scans of smooth areas whilst maintaining appropriate complexity in more complex 
zones o f the model (Hoppe, 1996).
It is possible to adapt surface tessellations to ensure both function and gradient 
continuity through the definition of local bi-cubic surfaces controlled by the location 
and surface normals at the patch vertices(Figure 5-3).
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Figure 5-3 A planar triangle facet with bi-cubic patch controlled by vertex normals
However the local parameterisation for each triangle demands a relatively complex data 
structure - which is much more relevant to the representation of measured data than to 
computer based design where we are likely to be dealing with surfaces with known 
characteristics that can be more compactly represented and more easily manipulated.
We typically represent such surfaces using parametric bi-cubic surfaces including 
Bezier Surfaces or B-splines bounded by curvilinear trim edges that define the extent of 
the surfaces. These surfaces a provide a simple mechanisms to control complex surfaces 
that preserve function and gradient continuity and thus are highly suited for free form 
surface design. However since these surface forms are rarely found in industrial 
structures we will not detail them here but refer interested readers to standard texts such 
as Foley et al. (1997 chapter 9).
Some systems also employ quadratic surface representations in which objects are 
represented as implicit quadratic surfaces of the form:
= ax2 +by + cz2 + 2hxy + 2 gyz + 2 jxz + ux + vy + wz + k =  0 (5.1)
81
Ellipsoid Elliptic Paraboloid
■5 -5 
Cylinder
-5 -5
Hyperboloid of one sheet
-5 -5 
Hyperbolic Paraboloid
-5 -5 
Plane
-5 -5
Figure 5-4 Examples of implicit quadric surfaces
These representations are incorporated in some solid modelling systems but are possibly 
most useful in recovering scene geometry from range images as we can easily segment 
points on the surface (i.e. where f ( x ,  y, z) = 0). Thus we will return to this 
representation in section 5.3.
Complementing these long established surface representation strategies there are 
significant new activities directed towards point-based surface representations. This 
activity is being driven by the computer graphics community and is strongly influenced 
by the availability of an increasing number of 3D acquisition systems capable of 
delivering point clouds of desk-top to room-sized objects.
Alexa (2002) cites a number of advantages and disadvantages o f the most common 
surface representations (i.e. Polynomial and Triangle) in the context of modelling from
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dense point data (Table 5-1) before going on to state the merits of emerging point-based 
computer graphics techniques.
Representation Advantages Disadvantages
Polynomials Rigorous mathematical basis Require parameterisation
Shape control for smooth surfaces Require modifications to handle 
discontinuities
Robust evaluation of geometric entities Lack topological flexibility
Triangles Simple and efficient representation Sophisticated modelling is difficult
Hardware graphics pipeline support Local parameterisation still needed for 
smooth surface patches
Complex LoD management, 
compression and streaming is non­
trivial
Table 5-1 Advantages and disadvantages of differing representations
Driven by the complexity and high degree of manual intervention required to 
transforming massive point clouds - such as those being acquired by Stanford’s Digital 
Michelangelo project8 (Levoy et al. 2000) - into consistent triangular meshes or 
parameterised representations researchers have proposed alternative representation 
schemes based on geometric primitives known as a surface e/ements (or surfels). Surfels 
store information about the location of points on the surface of an object along with
other details such as the surface colour and, optionally, the surface orientation and surfel 
radius (Figure 5-5).
Figure 5-5 Example of point based rendering using Pointshop 3D9
Though image reconstruction techniques surfel radii can be generated to cover the 
surface completely and hardware assisted techniques such as ‘splatting’ (c.f. 
Rusinkiewicz & Levoy 2000, Zwicker et al. 2002) enable rapid view transformation and 
rendering of these primitives. Whilst this is still a relatively young field there is
8 http: //graphic s. Stanford, edu/proj ects/mich/
9 http://graphics.ethz.ch/pointshop3d/
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significant effort being focussed on the development of hardware and software based 
techniques to support point-based surface representations and, as we will see later, such 
techniques are likely to have significant impact on decisions relating to the degree and 
completeness with which we undertake CAD reconstruction of complex environments.
5.2.2 Constructive Solid Geometry (CSG)
Solid models are arguably the most appropriate representation for our application area. 
Here we construct complex real-world entities from the union, intersection and 
difference of a set of geometric primitives such as cylinders, cubes, cones, spheres, 
pyramids along with circular and rectangular tori. Thus many of the CAD/CAM 
packages extensive libraries or catalogues of standard components are derived from 
such representations.
Figure 5-6 Exploded CSG model of a pump(left) and example o f a pipe spool made up of simple CSG
primitives
Since the scope of this research is principally directed towards the process plant 
industry it is appropriate that we focus our attention on the classes of objects that make 
up the bulk of these environments. Thus, whilst we will invariably find free-form 
objects such as cables and hoses in our images we restrict our attention here to the sub­
set of geometrical primitives that comprise the bulk of the scene leaving more complex 
objects for manual interpretation. As discussed in Section 2 McPhater’s analysis of 
industrial environment reveals that the majority o f components can be described in 
terms o f standard ‘catalogue’ items. Since the bulk of such items comprises cylinders 
and cubic geometric primitives it is appropriate to initially focus on these, relatively 
simple, components are most appropriately managed within a CSG representations.
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5.2.3 Non-Uniform Rational B-Splines (NURBS), Super Quadrics and 
other advanced techniques
An increasing number of CAD/C AM/CAE packages are deploying NURB based 
representations of geometry. NURBS are closely related to B-splines and Bezier curves 
and surfaces but have the additional merit of offering a common mathematical form for 
both standard analytical shapes (e.g. conics) and for free form surfaces. Thus they offer 
a compact unified representation that can equally be applied to sculpted surfaces 
traditionally found in application such as automotive design as to the assemblages of 
geometric primitives that are more typical of our target environments. Examples of the 
fitting of NURB patches to range data together with the derivation of trim-edges that 
bound each patch are described by Roth and Boulanger (1998). However in our case, as 
we have seen, there is little need to explore complex surface morphologies and thus we 
have not considered these representations further.
An alternative representation that links implicit quadric surfaces to solid modelling 
representations is the use of superquadrics. Of the four possible superquadric extensions 
of implicit quadric surfaces introduced in 5.2.2 (supertoroid, superhyperloid with one or 
two sheets, and superellipsoid) it is only the last that is widely used in this context.
A superellipsoid is defined by the implicit equation:
f ( x ,y , z )  =
\ a \ j
+
2 A f  \ —
z_
\ a 2 J
e2
+ =  1 (5.2)
Here the parameters (ax ,a2,a3) represent the respective scale factors of the ellipsoid on 
the (x, y, z) axis. The parameters , e2) control the curvature of the superellipsoid.
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Figure 5-7 Superellipsoid with = 0 ..3 ,£ 2 = 0 ..3 ).
The benefit of this approach is that we can form a compact (11 parameter) 
representation of boxes = 0 ,s2 = 0); cylinders (sl = 1 ,e 2 = 0); and spheres
= l , s 2 = l) which can be derived from the fitting of an implicit superquadric to our 
range data. Examples of such an approach based upon region growing (Leonardis et al., 
1997) or split and merger (Chevalier et al. 2003) show the utility of the method for the 
combined segmentation and representation of point clouds. However earlier work 
undertaken as part of the Hazmap research programme (Blaquiere 1994, van der Putten 
1995) did not indicate significant advantages over the least-square refinement o f an 
initial quadric fit implemented in this thesis.
5.3 Choice o f representation schema
It is clear that the appropriate choice of CAD representation is intimately linked to the 
task at hand. As we indicated in Chapter 1 as-built models must serve a wide range of 
applications ranging from visualisation through basic dimensioning to complex clash
analysis and the creation of ‘intelligent’ CAD models compatible with existing 
catalogues of industrial components.
Against this backdrop there is no single representation that will serve all purposes and 
so the challenge it to develop tools that can link flexibly between a wide variety of 
representation schemas and enable the engineers to rapidly extract the geometry 
required to an appropriate level of detail for the task at hand. Typical representation 
schema and applications are detailed in Table 5-2.
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m
and topology)
W
Table 5-2 Typical as-built representations and applications
Transformations from raw data to intelligent model currently represent a significant cost 
in terms of time and resources. Some of the transformations from left to right in Table 
5-2 can routinely undertaken automatically (=>) some still represent open research 
questions (x) many lie somewhere in between and demand significant operator 
involvement. Thus the challenge in the remainder of this research is to develop and 
articulate appropriate strategies to support a wide range of end-user tasks as efficiently 
and cost-effectively as possible.
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From the table above Constructive Solid Geometry models seem to offer the best 
functionality in the context of this application and thus much of the focus of the 
remainder of this report is on strategies for cost effective modelling assuming CSG 
based representations.
5.4 Fitting models to data -  Least Squares fitting and Random 
Sampling
The modelling strategy adopted throughout this thesis is to attempt the automatic 
extraction and modelling of major features in the scene using the most appropriate 
representation method, applying such techniques recursively until no further 
components can be derived. Residual data representing complex objects are then either 
represented approximately through bounding volumes or modelled through manual 
interpretation.
A common approach to this class of problem would be to determine the ‘best fit’ of a 
CAD object to the segmented surface through a process such as a least square solution 
(c.f. Forbes 1991). However two key issues arise in this activity:
i) the need for initial values for the determination of ‘best-fitting’ primitives, such 
as cylinders, which often require a non-linear iterative solution;
ii) strategies to minimise the effects of outliers in the input point set that might 
arise from poor segmentation or from sensor noise.
Thus we must seek strategies that are robust in terms of initial value determination and 
the presence of noise.
5.4.1 Iterative Least Squares example - fitting a cylinder to 3D point data
In order to illustrate an iterative least-squares technique we can follow the notation 
given in Forbes (op. cit.) to specify a cylinder by:
i) a point (x0, y 0, z0) on the cylinder axis;
ii) a vector (a, b, c) oriented along the cylinder axis;
iii) the cylinder radius r.
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If we define the cylinder as being aligned vertically we can constrain the solution such 
that c=l (i.e. axis of the cylinder is aligned with z) and choose the origin such that:
z0 = -a.x0 -b .y0 (5.3)
If we let r{ be the distance of a point (xity i,z i) from the axis of the cylinder:
 f
^(a2 +b2 +c2)
[uf +vf +wf
r, = V. * ‘ =44  (5-4)
Where
ui =c(yi - y 0) - b ( z i - z 0)
V,- = a(zt -  z0) -  c{xt -  Xq ) (5.5)
w, =b(xi - x 0) - a ( y i - y 0)
then the distance of that point from the surface of the cylinder ( di ) is given by:
di =ri - r  (5.6)
Thus if we employ the constraints given in (5.3) above for a vertical cylinder we can 
express d. as a function of five parameters (xQ, y 0,a,b,r).
Thus we need at least five points on the cylinder to provide a solution by minimising the 
sum of the squares of the distances ( d{) to the cylinder. To do this we need to deploy a 
Gauss-Newton algorithm which requires the determination of the partial derivatives of 
dt with respect to the five parameters. In order to simplify this operation we frequently 
assume the special case of a vertical cylinder (i.e. 0 = 6 = 0; c = l )  centred on the 
origin of the coordinate system (i.e. x0 = y 0 = 0 ). If we transform our coordinates into 
this system we find that the equations simplify to:
v. =  -x ,. and so r{ =  ^J(xf + y 2) (5.7)
wi -  0
In this situation the partial derivatives also simplify so that:
ddL = _xL SdL = _ y L . ddL = _x,zL . = f ^  = _i « «
dx0 rt ’ dy0 rt da r{ db rt * dr
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Thus this cylinder fitting algorithm requires an iterative solution where given initial 
values for the Cylinder origin(x0,y0,z0), orientation (a,b,c) and radius(r) we:
i) translate a copy of the point data (x(, y t, z(.) to the origin (x0 ,y Q,zQ)
rotate the data by a rotation matrix (U) so that the z axis is aligned with the 
cylinder axis
form the Jacobean (J) using equations 5-8 above with the transformed data 
and solve the linear least-squares system
ii)
iii)
.5l _ Z l x1z1 Tizi -1
ri ri
1 3^ X o
1
dt
_ Z i *2z2 y 2z 2 -1 Py* d,
r2 2^ r2 r2
• Pa
Pb
= •
X n\ y n X n Z n c:
>>i -1 -?r0_ k J
r n r n Tn r n
iv) update the initial estimates of parameters such that
~x o P*0
y Q := + UT Px 0
_zo. _z0. _ - P x 0P a - P y 0Pb_
r r
a 'P a '
b :=UT Pb
c _ 1 _
(5.9)
(5.10)
(5.11)
r:=r + p r
v) repeat steps i..iv until the solution converges.
It is obvious from the above that this solution relies upon good initial values. Whilst 
there are alternative general case algorithms these are plagued by failure cases and so 
this solution is preferred. As we will see in section 9.3.3 a common strategy for 
computing initial values is to fit a general quadric from which it is possible to derive 
initial estimates of origin, orientation and radius which can then be refined by this 
iterative least-squares approach.
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5.4.2 Extending least-squares fitting to more complex shapes
As we have seen least-squares fitting of geometric primitives to a segmented point 
cloud seeks to minimise the sum of squares of the distances of the points to the surface 
of the object. Besl and McKay (1992) and others (notably Zhang, 1992,1994) 
generalised and extended this strategy to facilitate the efficient registration of 3D shapes. 
Their algorithm was so designed that it could cater for a wide variety of geometric 
representations including: pointsets; polylines; implicit curves; parametric curves; 
triangle sets (e.g. faceted surfaces); implicit surfaces and parametric surfaces.
The algorithm relies upon the determination of translations and rotations to align two 
datasets based upon minimising the distance between corresponding points on both 
surfaces. Thus given a point set P with Np points (Pi..Pi..Pn) from a data set that we 
wish to register to a model shape X with Nx supporting geometric primitives (points, 
lines, triangles etc...) we must first bring P and X into approximate alignment though 
some initialisation routine. The ICP algorithm then proceeds by:
i) For each Pi compute the closest corresponding point on the surface 
Yi=C(Pj,X)
ii) For the two point sets Pi,Yi compute a least-squares six parameter 
transformation (e.g. Helmert transformation) to register the two data sets.
iii) Apply the transformation to Pj and repeat steps i..iii until convergence.
Clearly the key to successful execution of this algorithm is the determination of the 
point correspondences between P and X which depend upon an evaluation of the local 
normal to either the point set P or the surface X and which are more fully described in 
Besl and McKay (op. cit.) for common surface representations detailed above.
As we might expect there are many special cases that must be invoked when dealing 
with partial overlap of the point set and model or very complex surfaces. None the less 
ICP algorithms are now very commonly used for semi-automatic registration of 
overlapping range images (e.g. Pulli 1999).
In addition to their use for image registration ICP algorithms can also be applied to the 
refinement of 3D object location and orientation where Schultz and Hugli (1995)
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outline an extension of the ICP algorithm to facilitate 3D object recognition from range- 
data. However in the case of the very complex environments such as those targeted in 
this thesis ICP style algorithms have not been widely deployed for either automated 
registration or for model refinement due to difficulties associated with scene complexity 
(meaning that the range images are rarely continuous or smooth) and noise which can 
compromise the least-squares fitting operation.
5.4.3 Random Sampling to fit models in the presence of noise
A common approach to the problem of noise is to use a technique known as random- 
sampling to generate a large number of possible solutions for the best fitting object and 
to weight these according to a cost function that measures the quality of fit.
This approach draws upon techniques called Robust Estimation or Random Sample 
Consensus (RANSAC) in which we seek to recover some parameters of an underlying 
signal in the presence of noise -  the very common problem addressed by Fischler and 
Bolles in their groundbreaking paper in 1981.
In our context the method uses the algorithm that can be summarised in the following 
pseudo-code and which is described in more detail by Roth and Levine (1993)
For I = 1 to NumberOfSamples
Extract a random minimal subset of X,Y,Z coordinates sufficient 
to determine the surface parameters;
Fit surface to subset;
Evaluate some cost function for current surface based upon all 
observations;
If cost is lower than those previously computed mark as best 
solution;
End;
Reject outlying observations using parameters of best solution;
Evaluate best-fit surface to remaining observations by least-squares 
estimation;
Effective implementation of Random Sampling algorithms requires the definition of the 
format of the surface parametrisation, the choice and formulation of the cost function 
applied and the number of samples chosen to ensure that an optimal subset is identified.
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5.4.3.1 Choice of surface parameterisation -  general quadrics
As has been shown there is a large selection of surface representations which we might 
employ in our random-sampling framework. However, in order to keep the solution as 
general as possible the method implemented is based upon the random sampling of 
quadric surfaces. This technique was initially advanced by Faugeras et al. (1983) and is 
explained in the general context of surface recovery by Bolle and Vemuri (1991) and 
has subsequently received much attention (c.f. Roth & Levine, 1993, Kaveti et al., 1993 
and, more recently, Bock & Guerra, 2001).
The general quadric form is given by:
= ax2 +by + cz2 + 2 hxy + 2 gyz + 2 fxz + ux + vy + wz +1 = 0 (5.12)
As we have seen in Figure 5-4 this representation allows us to represent both planar and 
cylindrical objects and hence seek to identify the vast majority of the objects in our 
scene. Unlike the cylinder parameterisation described in section 5.4.1 this method 
allows a direct computation of the surface without initial values and so offers a very 
effective strategy for the recover of cylindrical objects.
From analysis of the derived quadric we are able to compute parameters for the origin, 
orientation and curvatures of the surface and hence determine the most likely surface 
type for subsequent analysis.
This implicit parameterisation of the general quadric can be posed as an eigenvalue 
problem and provided we have 9 or more points we are thus able to fit a general quadric 
surface. Thus our algorithm proceeds by selecting random subsets of 9 points taken 
from the range image segment under consideration and then computing a cost-function 
for this estimate.
5.4.3.2 Choice of cost function
For each of our minimum samples a quadric surface is determined as outlined above. 
Subsequently for each point in the full data set we can compute the residual distance of 
that point from the surface^). This residual distance should represent the closest 
distance of the point to the surface. Whilst this can be computed in a closed form for
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simple planes and surfaces this is not easily achieved and so, as in the case of ICP, we 
generally use a first order approximation for the distance of a point p  from an implicit
Any cost function selected must characterise the quality of fit of this surface to our data 
-  a common example being a sum-of squares value equivalent to:
However robust estimation requires cost functions that are not sensitive to outliers in 
our sample data. As we have previously least-squares cost functions can be seriously 
biased by outliers and so we seek alternative measures which include the two most 
frequently used classes of Robust Estimators: M-estimators and Least Median of 
Squares.
A typical M-estimator function weights the residuals by some function p  such that:
The value of p  is chosen such that points with large residuals -  and therefore likely to 
be outliers - have a very low weight and thus have little influence on the cost function.
The Least Median of Squares cost function is simply derived from by taking the median
that at least a certain proportion (say 50%) of the data points in our set should lie on a 
given surface. In this case we can simply sort the residuals and use the value that 
corresponds to this threshold in terms of percentage inclusion in the set.
We can further extend these cost functions by applying a banding technique to reject 
residuals that are greater than a given threshold. We decide the threshold based upon 
our knowledge of the characteristics of the sensor in a given environment.
primitive /(x ,y ,z ) is:
(5.13)
C = r2LS Zj/=1 r i (5.14)
(5.15)
value of the Cm  = Med{r2). This technique can be modified if, for example, we know
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5.4.3.3 Choice of number of samples taken
A key decision affecting the performance of any random sampling strategy is the 
number o f samples that must be taken in order to ensure that a minimum cost solution is 
found. Typically our surface segment will contain many points and so in the extreme 
case we could exhaustively sample all combinations (i.e. for N points N C9 )
Fischler and Bolles (1981) develop an expression that relates the number o f minimal 
subsets (k) for a given sample size (in this case n=9) that should be taken from a given 
population. This is derived from an assessment of the probability (w) that any selected 
data point will be within the error tolerance of the model surface we are seeking to 
establish.
E{k) = w~n (5.17)
w n=1 2 3 4 5 6 7 8 9
0.9 1 1 1 2 2 2 2 2 3
0.8 1 2 2 2 3 4 5 6 7
0.7 1 2 3 4 6 8 12 17 25
0.6 2 3 5 8 13 21 36 60 99
0.5 2 4 8 16 32 64 128 256 512
0.4 3 6 16 39 98 244 610 1526 3815
0.3 3 11 37 123 412 1372 4572 15242 50805
0.2 5 25 125 625 3125 15625 78125 390625 1953125
Table 5-3 Tabulation of number of trials (k) against probability of set membership (w) and degrees of
freedom (n)
From the tabulated values of k given in Table 5-3, assuming that there is a 50% 
probability that a point drawn at random from our data set will be an inlier to our 
quadric surface and that we need 9 inliers to define our surface E(k)=512.
In practice it is generally accepted that we would want to exceed the minimum number 
of samples by 2 or 3 standard deviations ( crk). Fischler and Bolles show that:
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a t ~ E(k) (5.18)
Thus in the case above c. 1500 samples should be taken -  clearly this calculation is very 
sensitive to (w) and processing time depends critically on (k). Thus in situations where 
the user is confident that they have achieved a good segmentation the number of trials 
can be dramatically reduced (500 trials were found to be sufficient in the majority of 
such cases). Alternatively for batch processing a rather larger number of trials can be 
specified (in the extreme 10000 trials were attempted for overnight processing of a 
complex scene).
5.4.3.4 Analysis of quadric curvature to yield surface type
As we have seen provided we have 9 or more points we are able to fit a general quadric 
surface to the set of points in 91 . Following Feddema & Little (1997) we compute the 
principal curvature of this surface from which it is possible to label the general quadric 
as either a plane or a cylinder.
Feddema & Little demonstrate that the radii of curvature of the origin, orientation and 
curvature of the surface can be derived by analysis of the eigenvalues of the matrix D 
where:
Thus given our implicit surface we can analyse these curvatures to determine whether 
their radii ,R2,R3) generic quadric exhibits curvatures that suggest a cylindrical
format i.e. (Rl &R2;R3 —»cc).
a h g 
D= h b f  
g f  c
(5.19)
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6 Omni-directional imaging techniques for image 
based rendering and modelling
Since the 1990’s a significant number of vision research groups turned their attention 
towards the exploitation of a variety o f omni-directional imaging technologies. A 
snapshot of progress made in each area is documented in the proceedings of the IEEE 
workshops on Omni-directional Vision (2000, 2002) and, more recently in the ISPRS 
workshop on Panoramic Imaging10. The interest of major computer graphics and 
computer vision players is further confirmed in the recent book by Benosman and Kang 
(2001).
It is clear that many users would benefit from high resolution, wide area image coverage 
with the main application areas being:
• Surveillance & navigation;
• Visualisation;
• Scene reconstruction
Consequently a number of candidate imaging configurations have been developed 
(summarised in Table 6-1 below). As can be seen from this table, none of the current 
configurations totally satisfy the conflicting requirements of high resolution, high speed, 
wide angle coverage at a ‘reasonable’ cost.
Surveillance and navigation applications are mainly concerned with real-time 
processing of image data to either characterise changes in the scene or in the sensor 
location as quickly as possible (e.g. Winters et al. 2000, Brassart et al. 2000). Such 
systems often require relatively low resolution, full field, sensors and frequently used 
catadioptric camera designs that employ curved imaging surfaces or mirrors. Such 
sensors frequently deploy parabolic or hyperbolic mirrors to a achieve a 360 degree by 
45-60 degree field of view - a review of typical imaging geometries can be found in 
Bruckstein and Richardson (2000).
10 http://www.tu-dresden.de/fghgipf/photo/PanoramicPhotogrammetrvWorkshop2004
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Table 6-1 Panoramic imaging technologies 
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Figure 6-1 Example of a panoramic image(right) captured with a Catadioptric lens attachment (left) 
Both catadioptric and very wide angle, fish-eye, lenses are also commonly used in 
omni-directional imaging systems for visualisation systems. Whilst the low cost o f such 
systems make them accessible to a wide range of users, their utility has been limited by 
the resolution of the imaging sensor since a full 360 degree field of view must be 
acquired as a single frame. Thus even the 2048x1576 pixel imaging systems readily
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available at the time this research was undertaken yield a maximum image 
circumference of 4800 pixels around the horizon giving a maximum angular resolution 
around the horizon of 0.075 degrees. Of course this figure will be degraded further in 
colour images due to the effects of colour interpolation within the imaging system.
In order to improve the resolution of omni-directional imaging systems then we must 
either deploy multiple cameras arranged in an array so that their overlapping fields of 
view fully cover the viewing sphere, or use a single camera on some pan or pan-tilt unit 
that can be directed to that we can produce a mosaic image. The first strategy has the 
advantage that, given appropriate downstream computing power, we can maintain high
refresh rates allowing real-time panoramic imaging.
Figure 6-2 Multi-camera panoramic imaging systems from IMove(lefit), Immersive Vision (centre) and
UCL (right)
The second, rotating camera, strategy generally provides a cheaper solution at the 
expense of real-time imaging capability. Both frame-based and line scan cameras have 
been embedded in such systems with frame-based systems using either manual or 
motorised pan/pan-tilt platforms to rotate the camera between images. The process of 
‘stitching’ individual images into a seamless cylindrical or spherical panorama requires 
either:
• rigorous determination ot the position and orientation of the camera 
associated with each image; or
• warping of the images based upon assumptions relating to the co-location of 
the nodal point of the camera with the centre o f rotation.
For line-scan cameras we clearly require some form or calibration to enable the push- 
broom image to be assembled into a frame-based panorama.
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For frame based solution we can use mechanical indexing devices to hold the camera 
node at the centre of rotation and then rotate at fixed steps. However the majority of 
frame based solutions still use some form of correspondence matching in the overlaps 
between adjacent images to refine such estimates in order to achieve a seamless 
‘blending’ of images across their overlaps in the resultant panorama. There are many 
implementations of image warping for the creation of panoramic images but the report 
by Szeliski (1994) gives a particularly clear exposition of the transformations required 
to achieve such renderings where he shows that for a camera rotated around its centre of 
projection the transformation of 2d homogeneous11 image points (x’,y’,w’) to (x,y,w) 
that includes a change of focal length between the images from f  to f  is given by 
equation 6.1 where ry are the entries in the rotation matrix between the two systems.
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Thus there are five independent parameters to be recovered (three if the focal lengths 
are known). By identifying the correspondence between points in images overlaps these 
transformations can be determined to refine our estimates of the rotations. However 
such relatively straightforward techniques do not correct for lens distortion effects or, 
often more significantly, offsets of the centre of projection of the camera from the 
rotation centre of the pan-tilt device.
6.1 Development of a video-theodolite based omni-directional 
imaging system
Since the early 1990’s the Hazmap panoramic photogrammetric system has been 
developed to address many of the issues set out in the preceding sections of this 
document. Originally conceived as a research project intended to facilitate remote 
measurement of hazardous (nuclear) environments (Chapman and Deacon, 1994) the 
system has been developed and refined to the point where it is now in routine 
commercial use. During this period photogrammetric measurement techniques have
11 With corresponding cartesian coordinated being (x/w, y/w)
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been developed and refined to facilitate routine access to massive image archives. This 
enables even casual users of the system access to basic measurement tools. However it 
has also shown real benefit by allowing whole project teams access to comprehensive, 
up-to-date imagery of the site to support site familiarisation and qualitative assessments 
of plant condition.
6.1.1 Physical configuration
The overall flowline of the Hazmap system is described in Figure 6-3. Images are 
acquired using a robotic video-theodolite system based upon a Spectra Precision 
motorised theodolite. A camera module attached to the theodolite enables the 
acquisition of either monochrome or colour imagery signals over an IEEE-13 94 
‘firewire’ link to the computer. Each image is 'tagged' with the azimuth and altitude 
angle of the theodolite at the time of capture. The theodolite is driven in scan pattern 
enabling a panoramic mosaic of individual images to be captured at each theodolite 
location (or station). Calibration of the camera with respect to the telescope axis is done 
on site using the method proposed by Huang (Huang & Harley, 1990) and with the 
adjustment of these observations being undertaken as a conventional bundle adjustment.
Once a station has been captured, a single panoramic image is automatically generated 
from the image mosaic through a back projection, from a cylinder with a predefined 
radius in object space, to image space. This projection uses the interior and exterior 
orientation parameters from the bundle adjustment, rather than correlation based 
stitching more commonly found in other packages, since this is both more robust and 
yields results in the absence of well defined image texture.
The panoramic images, together with estimated station positions and orientations, form 
an immediate deliverable which can support qualitative assessment of plant condition 
through virtual walk-through technology. In the Hazmap system a package called 
ViewPano has been developed to optimise such activities and enables the recording and 
playback of paths through the model along with the superimposition of 2D and 3D 
models and animated textures.
101
HAZMAP Video
Digital Video 
Theodolite 
captures 
direct to disk
Figure 6-3 Hazmap data capture and analysis flowline
PC based
.Image Library 
on CD or 
Server disk
browser 
& dimension tools 
(Desktop Visualisation)
Image Validation A 
Bundle Adjustment
Imoge Data
Camera Controls
On-site Workstation 
'drives' Camera
Images linked 
to Op's 4  
Maintenance 
databases
Unix based 3D PDMS 
model overlay 
(Visual As-Building)
Figure 6-4 Partial panorama image generated from up to 150 individual image tiles
In order to derive accurate positions and orientations for the camera locations it is 
necessary to measure homologous points for input to a photogrammetric bundle 
adjustment program. A major advantage of the Hazmap procedure is that only a limited 
number o f points are required in order to localise the entire panorama. Image 
observations to targets are transformed to equivalent azimuth and altitude angles via the 
camera calibration and the look angles tagged to each image. This enables a fairly
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simple functional model to be used in the adjustment process but necessitates an 
additional iterative loop since the transformation depends upon the distance from the 
camera to the target point which is an output from the previous iteration of the bundle.
Using this method adjustments of dense networks of several hundred camera stations 
are now routinely undertaken yielding orientation parameters for tens of thousands of 
individual image tiles. Analysis of the residuals from these highly redundant bundles 
indicate that the angular precision of the hybrid camera system is of the order of +/- 
20mGon (one standard deviation) and the precision of station locations are usually 
better than +/- 2mm (c.f. Figure 6-5). Once precise station parameters are available the 
image database can be used for accurate measurement of features through standard 
photogrammetric principles.
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An image browser tool linked to the ViewPano panoramic browser supports multi­
station measurement together with a calculator function that enables the extraction of a 
wide range of dimensional data. The principal advantage of this tool is that it enables 
ad-hoc measurement to support engineering decision making and thus the package is 
intended to be used by plant engineers. Since such users often do not have extensive 
photogrammetric experience they must, therefore, be provided with sufficient guidance 
from the software and operating procedures to ensure that all data captured is 'fit for 
purpose1.
6.2 Geometrical model and calibration
As we have seen a number of panoramic imaging geometries are possible utilising 
either area-based imaging systems or line-scan imaging technologies mounted on a 
rotational stage capable of either pan or pan and tilt motions. In an ideal situation the 
mechanical construction of such systems would ensure that the optical centre of the 
imaging system was coincident with the centre of rotation of the mechanical system.
Whilst this can be achieved in a custom built system the cost of construction of such 
devices was considered prohibitive in this application. The decision to deploy a 
Commercial Off-The-Shelf (COTS) servo-driven theodolite based pan/tilt unit means 
that there is a significant offset between the camera perspective centre and the intercept 
of the theodolite rotation axes. Thus the system demands the determination of a number 
of key geometric parameters that relate the camera coordinate system to the theodolite.
6.2.1 Single cam era geom etry -  the colinearity equation
Following the notation and formulation adopted by Cooper and Robson in Atkinson 
(1996). Let (A) be any point in object space with coordinates:
and let (a) be the location of the image point, in a positive photograph, corresponding to 
the object point (A). Let the coordinates of (a) with respect to the camera axes be
X a= (X a ,Y a,Z a) t (6.2)
Consider a camera C with a perspective centre located at: 
Xc=(Xc,Yc,Zc)t (6.3)
Xa=(Xa,ya,c)T (6.4)
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In the well known case of a single camera if R is a rotation matrix which reflects the 
rotation of the camera coordinate system into the object system (and thus represents the 
exterior orientation of the camera) then since points A,0 and a must lie upon a straight 
line we arrive at the basic colinearity equation:
Xa=A,a.R(XA-Xc) where A* is a scalar multiplier (6.5)
6.2.2 Extending the colinearity equations for a theodolite m ounted 
cam era.
Since the Hazmap system employs a camera mounted eccentrically to the axis of a 
theodolite (Figure 6-6) the basic colinearity equations must be extended to account for 
the additional translations and rotations introduced by this arrangement.
Ri is the rotation matrix that relates the camera to a coordinate system defined by the 
telescope of the theodolite.
R2 is the rotation matrix that relates the telescope pointing direction to the theodolite 
coordinate axes. This can be derived from (h,v) the azimuth and altitude circle readings 
corresponding to the theodolite telescope pointing direction.
Ra is the rotation matrix that relates the theodolite coordinate axes (Xt) to the Object 
coordinate system.
Xt(Xt,Yt,Zt)t are the coordinates of the rotation axis of the theodolite in object space. 
Xs=(Xs,Ys,Zs) represent the coordinates of the camera projection centre in the 
telescope coordinate system with respect to Xj.
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Figure 6-6 Coordinate systems used in the derivation of the Hazmap functional model
Applying the colinearity principal leads to the following equation where, as before, Aa is 
a scalar multiplier
xa=A,a.R i[R 2 . R 3. (X a -X t)-  X s ] (6.6)
Early in the design of the system it was decided that rather than implement this 
extended functional model within a self-calibrating bundle adjustment solution the 
system would use existing software packages for system localisation. This approach 
required the development of a calibration procedure to permit the determination o f a 
number o f key geometric relationships which would then be treated as stable, known, 
parameters during subsequent data capture sessions and thus allow transformation of 
image observations to equivalent theodolite directions.
Key parameters to be determined through such calibration were:
i) Interior orientation (intrinsic) parameters that describe internal camera 
geometry
ii) Exterior orientation (extrinsic) that describe the eccentricity (Xs) and 
Rotation (Rj) of the camera with respect to a coordinate system defined by
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the centre of rotation of the theodolite and the direction of the telescope 
carrying the camera.
6.2.3 Camera calibration methodology
Camera calibration is central to the metric performance of any photogrammetric system 
and sophisticated analytical camera calibration techniques have been developed to 
characterise the internal geometry of film, and more recently digital cameras.
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Figure 6-7 Interior orientation and influences of perturbations to collinearity (After Fraser, 2001)
Photogrammetric solutions depend upon the perspective transformations between image 
space and object space as outlined in Figure 6-7. Camera calibration involves the 
determination of parameters that describe the interior orientation of the camera -  i.e. the 
principal distance, c, and the principal point coordinates (xo,yo). Unfortunately the 
simple model of the perfect ‘pinhole’ camera does not reflect the full complexity o f the 
imaging systems used in practice.
Distortions arising from factors such as lens distortions, lack o f flatness of the focal 
plane and in-plane image distortions lead to small departures in the colinearity of image 
point, projective centre and corresponding object location. Combining these 
perturbations into small corrections Ax, Ay then we can express the perspective 
transformation through the well known colinearity equations:
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r x - X q + Ax'' 01
T -To+A y = AR y - Y 0 (6.7)
< ~ C > 0
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Here X represents a scale factor and R a rotation matrix relating the image coordinates 
to object coordinates. These equations can be re-written in the well known form:
rn ( X - X 0) + rl2( Y - Y 0) + ru ( Z - Z Q)x - x 0+Ax = -c.
y - y 0 +&y = ~c-
ru ( . X - X 0) + r32( Y - Y 0) + r]3( Z - Z 0)
(6.8)
r21( X - X 0) + r22( Y - Y 0) + r23( .Z-Z0) 
r3l( X - X 0) + r32( Y - Y 0) + r33( Z - Z 0)
As we have mentioned the small perturbations Ax, Ay arise from a number of factors. 
Photogrammetric solutions often seek to separate these into components that correspond 
to physical phenomena relating to the camera design (see Fraser, 2001 for an excellent 
review). These include radial distortions implicit in the majority of lens designs (Axr, 
Ayr); decentering effects due to small misalignments of lens components (Axd, Ay<j); 
imaging plane unflatness (Axu, Ayu); inplane image distortions which commonly arise as 
affine distortions arising from non-square pixels in digital imaging systems (Axf, Ayf).
Thus we can sum these effects to give our overall perturbation:
Ax = Axr +Axd +Axu +A xf; Ay = Ayr +Ay<j +Ayu +Axf (6.9)
Symmetric radial distortions are frequently modelled as a polynomial series where:
ax, = (jc~ V at
'  (6.10) 
A (Zz ZoI a,
Wherer = 3j ( x - x 0f  + { y - y 0f
and Ar = Axr3 + A2r5 + A3r 7 + ......
Decentering distortion can be modelled by corrections of the form:
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t o d =PM  + 2{ x - x Q)2)+2P2( x - x Qi y - y 0)
Ay d = P 2{r2 + 2{ y - y o f ) + 2p i(x - x < X y - y o )
(6.11)
Image plane unflatness requires that we model the image plane topography, however for 
the narrow field of view lenses deployed in this research and for CCD cameras in 
general this has little effect at the precisions we seek to achieve. Further discussion of 
these effects can be found in (Fraser op. cit.).
In contrast in-plane perturbations due to affine scaling of the image coordinates in CCD 
cameras do have a significant impact due to the use of non-square pixels in many digital 
imaging systems. The perturbations arising from this source can be modelled as:
t o f  =Bx( x - x 0)+B2( y - y Q)
Techniques for the determination of the parameters of interior orientation include opto­
mechanical determination, plumb-line calibration methods, test-range calibration based 
on a fixed array of known object points or a self-calibrating bundle solution which 
simultaneously solves for the location of the object points along with interior and 
exterior orientation parameters (Fryer, 1996). Of these techniques the last two are by far 
the most commonly used in high precision photogrammetric solutions. However in both 
cases our ability to determine robust camera calibration parameters is constrained by the 
projective coupling between some parameters of interior and exterior orientation. In 
particular we find correlations between the location of the principal point and the 
translation of the camera and between the principal distance and distance of the camera 
from any given target.
In order to overcome the linkage between such parameters we will show that we 
generally require good distribution of object points throughout the measurement volume 
to break the correlation of the focal distance with image depth. Coupling of the principal 
point location with parameters of exterior orientation is most commonly broken by 
capturing a network of images in which some have been acquired with the camera rolled 
through +/- 90 degrees. Unfortunately this is not practical in the situation where the 
camera is fixed on top of a theodolite. Thus an alternative strategy is adopted.
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In this research the determination of the calibration parameters describing interior and 
exterior orientation of the theodolite mounted camera are undertaken using the method 
develop by Huang & Harley (1990) with the aim of determining both the interior 
orientation of the camera as well as a fixed relationship between the camera and the 
centre of rotation of the theodolite. As we will see in this situation it is not possible to 
make an independent determination of the principal point by the method and so we 
cannot rely upon internal estimates of standard errors to indicate quality measures 
associated with our calibrations.
In this method a dense virtual control field is generated from a minimum of two 
signalised points that are captured by a theodolite mounted camera at a number of 
discrete azimuth (H) and altitude (V) pointings.
If we consider the location of a point X in respect of a theodolite based coordinate 
system centred on the intersection of the rotation axes then we can see that:
Xjheo = d. [sinHsinV, cosHsinV, cosV]T (6.13)
Where d is the distance from the theodolite axis to the point. Thus if we rotate the 
telescope to a number of pointings (H,V) we can generate a virtual control field within 
this theodolite based system.
In practice two targets are used in the calibration at distances (di, d2) that are typical of 
the stand-off distances of the subsequent survey task. This gives rise to a virtual control 
field (Figure 6-9) which we enter as fixed points in a bundle adjustment that enables the 
determination of the parameters of interior and exterior orientation. Typical results for 
such an adjustment are given in Table 6-2 and Table 6-3. Thus we see that, in this case, 
the exterior orientation indicates that the camera is offset from the centre of rotation by 
the by AX =0.71mm, AY =59.33mm, AZ 69.85mm with small rotations (Omega, Phi, 
Kappa).
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PARAMETERS OF INTERIOR ORIENTATION PARAMETERS OF EXTERIOR ORIENTATION
CAMERA NO.10 R0 : 559.0000 PHOTO NO.900 CAMERA NO. 10
FOCAL LENGTH ST.DEV. TRANSL. ST.DEV.
C : -1717.9441(pixels) 0.1572 XO 0.71725mm 0.04803
YO 59.33122mm 0.18061
PRINCIPAL POINT ST.DEV. ZO 69.85326mm 0.04751
X0 : 53.0761(pixels) 0.3088
Y0 : -2.3236(pixels) 0.3641 ROT. ANGLES ST.DEV.
OMEGA 99.55875Gon 0.01314
RAD. SYM.DIST. ST. DEV. PHI 0.21503Gon 0.01103
Al: -0.805D-07 0.302D-08 KAPPA 399.50669Gon 0.00247
A2 : 0.379D-13 0.113D-13 ROTATION ORDER: OMEGA, PHI, KAPPA
A3 : -0 .222D-19 0.126D-19
AFFI . NON -ORTHOG. ST. DEV.
Bl: -0.698D-04 0.668D-04
B2 : -0.891D-05 0.649D-04
Table 6-2 Typical results o f a camera calibration
CORRELATION BETWEEN PARAMETERS OF INTERIOR ORIENTATION
C XO Y0 Al A2 A3 Bl B2
C 1.000
XO 0.052 1.000
Y0 0.025 0.001 1.000
Al 0.075 -0.032 -0.008 1.000
A2 -0.178 0.056 0.007 -0.977 1.000
A3 0.239 -0.093 -0.007 0.933 -0.988 1.000
Bl 0.528 -0.033 0.010 0.074 -0.113 0.128 1.000
B2 -0.003 0.003 -0 . 077 -0.005 0.006 -0.006 -0.001 1.000
Table 6-3 Correlations between interior orientation parameters
111
CORRELATION COEFFICIENTS
C XO Y0 Al A2 A3 Bl B2
XO -0.08 0.00 0.00 0.00 0.00 0.01 0.03 0 . 01
YO 0 . 71 0.09 0.02 0.08 -0.10 0.10 0 . 02 0 . 00
ZO -0.03 -0.01 0.05 0.00 0.00 0.00 -0 . 01 0 . 03
PI 0.03 0.00 1 . 0 0 -0.01 0.01 -0.01 0.01 -0.08
P2 -0.06 - 0 . 9 9 0.00 0.03 -0 . 06 0.09 0.04 0.00
P3 0.00 0.01 -0.01 0.00 0 . 00 0.00 0 . 00 -0.60
Table 6-4 Correlations between interior and exterior orientation parameters
These analytical results clearly demonstrate the projective coupling of the principal 
point location (xo,yo) with the omega and phi components of the exterior orientation 
(Pi,P2 in the Table 6-4 above). As Huang shows (Huang 1994, page 34 et seq.) this 
linkage is amplified by the narrow field of view of the CCD camera deployed and so we 
cannot rely upon the statistical estimates of the aposteriori standard errors to give any 
indication of the quality of the result. Furthermore it is not possible to directly compare 
parameter values from different calibrations of the same unit.
Subsequent developments of the imaging systems deployed within the HAZMAP 
system utilize larger CCD or CMOS sensors enabling wider fields of view to be 
deployed. These cameras offer more robust lens mounting systems and thus offer the 
potential for periodic camera calibration to determine interior orientation parameters. 
These can then be introduced as constraining observations in the HAZMAP calibration 
and thus eliminating this projective coupling.
Nonetheless provided we use the calibration parameters in their entirety it is possible to 
confirm the overall quality of the hybrid camera model by projecting check points not 
used in the self calibrating resection through the camera model and analysing the 
residuals between the resultant (xi,yj) locations in object space and observed target 
locations. Through such analyses Huang confirms that the technique can yield 
accuracies of the order of +/- 0.1 pixels in image space.
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Figure 6-9 Virtual control field
As an alternative to Huang’s analysis we can project these image observations back 
through the camera model to a corresponding bundle of rays in object space. By
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including the transformation between the camera and theodolite centre of rotation along 
with the rotation matrix attributable to the theodolite pointing direction to each image 
acquisition we arrive at two sets of rays corresponding to the direction to near and far 
targets which we can represent as ‘fictitious’ theodolite angles (h j ,V i) .  Such analyses 
indicate that the residuals for the camera combination indicated above have a range of 
approximately 19mgon in the horizontal and 14 mgon in the vertical directions (Figure
6- 10).
A major advantage of this method over test-range based calibration methods is the 
ability to calibrate the theodolite/camera calibration on site rather than in the laboratory 
enabling regular calibration to be carried out during prolonged surveys to detect any 
accidental changes in interior or exterior orientation.
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6.3 Localisation techniques
One of the major problems associated with the data acquisition in complex process plant 
environments stems from the necessity to capture a very dense network of survey data 
to ensure that all features are adequately imaged. This requires that the camera is 
located in often inaccessible locations and thus does not allow the instrument to be 
centred over survey marks.
Figure 6-11 The Hazmap camera deployed on a racking tripod to image inaccessible (in this case
contaminated) areas
Thus it was necessary to develop and extend existing photogrammetric strategies to 
facilitate the localisation of the hybrid camera unit. This presents two possibilities:
• The first requires the derivation of a functional model that extended existing 
photogrammetric models to reflect the measurements that linked individual 
images in each panorama (i.e. the transformation of projection centres due to 
horizontal and vertical rotation of the theodolite as it acquires each image).
• The second approach transforms directions in the camera system into 
equivalent theodolite angles based upon the calibration parameters described 
in the previous section (see Appendix One for details).
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This second strategy was the one implemented since:
i) it was able to utilise existing geodetic software designed for 3D network 
solutions -  in this case the Combined Adjustment Package (CAP from K2 
Software -  see Hinsken et al. 1992 for details).
ii) working on observations derived from the equivalent of a panoramic image 
would facilitate a good distribution of observations around each camera 
station yielding a robust survey network when compared with equivalent 
photogrammetric networks.
6.3.1 Derivation of equivalent theodolite directions from image 
m easurem ents
In order to derive the theodolite directions corresponding to targets measured in the 
camera coordinate system we need to find the location of the target point A with respect 
to the theodolite axis. Based upon the theodolite geometry in Figure 6-6 we can show 
that the theodolite coordinates of any point A are given by:
Xtheo = d. [sin(h).sin(v), cos(h).sin(v), cos(v)]T (6.14)
Where d=distance to the point = |Xtheo|
h,v = horizontal and vertical angles to the point
Considering the colinearity constraint in the context of the Theodolite coordinate system 
we see that since Xtheo= • R3. (Xa-Xt)
xa*=A.a.R, [R2 . (Xxheo)- X s ] (6.15)
Rearranging as (1/Xa). R iT. xa=[R2 . (Xiheo)- Xs ]
XTheo= R2T- [(1/Xa). R iT. Xa+ XS] (6.16)
Thus if we know or are able to determine X,awe can transform our image observations to 
equivalent theodolite directions.
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6.3.2 Determination of target distances within an extended bundle 
adjustment
This implementation leads to the problem that the reduction to centre computation 
requires that we know the distance from the theodolite origin to the target point 
observed. Since we do not know the coordinates of this point our solution relies upon an 
iterative application of a bundle adjustment solution where we start with a nominal 
value for such distances which we refine through subsequent iterations of the 
adjustment process.
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Figure 6-12 Interface to the bundle adjustment process illustrating typical workflow
The results of such an analysis for the trial project used in later sections of this thesis are 
contained in Appendix Three. Here we find that the residuals our angular measurements 
are typically +/- 40 mgon. Due to the complexity of the environment we utilise 
observations to a mixture of signalised points and natural features to link camera 
stations together. Where possible the signalised points are also surveyed using 
traditional polar measurement or theodolite intersection techniques to provide an overall 
coordinate framework that can be related to the site coordinate system.
Using this method adjustments of dense networks of over 200 camera stations are now 
routinely undertaken yielding orientation parameters for up 30,000 individual image 
tiles. Analysis o f the residuals from these highly redundant bundles indicate that the
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angular precision of the hybrid camera system is rather better than the results obtained 
in the rather weak network used in this thesis as detailed in appendix three.
In general angular residuals of the of 20mgon-30mgons are obtained from such bundles 
with the corresponding precision of station locations generally better that +/- 2mm. 
Independent confirmation of these results by third-party surveys confirms a (one sigma) 
object space precision of +/- 2mm can be achieved for well defined points included in 
the bundle.
Once precise station locations have been computed then we are able to compute the 
location and orientation of the projection centre of every image in the image database on 
demand and so measure other features visible in the image database through standard 
multi-station photogrammetric methods.
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7 Creation and exploitation of image archives
As the calibration and localisation techniques outlined in the sections above became 
operational this led to ever larger image archives. At the time of writing image archives 
of several million images are quite common. However the transformation of these 
images into an accurate 3D CAD model remains a labour intensive task that requiring 
the manual identification of homologous points in two or more images drawn from the 
image database. In seeking to develop credible navigation tools to support rapid 
browsing of these image archives the parallels with simple image-based rendering tools 
were identified at an early stage. Stimulated by the development of the Apple Quick­
Time Virtual Reality (QTVR) and subsequent spherical image browsing technologies, 
panoramic images derived from mosaicing individual images became the main interface 
mechanism to the image archive.
7.1 Linked panoramic images -  a highly accessible user 
interface for image database navigation.
The Apple QTVR ( http://quicktime.apple.com) initially launched in 1995 was 
promoted as a technique for ’putting the reality into Virtual Reality'. By 'stitching' a 
series of digital images into a 360 degree panorama and then warping these panoramas 
during display a convincing three dimensional illusion is created (Chen, 1995). 'Single­
node' panoramas can be linked together by defining 'hot spots' on the panorama. 
Clicking on a hot spot links to another panoramic image taken from the corresponding 
position and thus the illusion of jumping between camera locations in a 3D walkthrough 
is readily obtained (for an example of an early QTVR multi-node move see 
http://www.ge.ucl.ac.uk/vucl). In contrast to other strategies for the creation of 
panoramic images, that rely upon local matching of images based upon radiometric 
information alone (c.f. Szelinski, 1994), the Hazmap system uses data from the camera 
calibration to create geometrically robust panoramas.
Using location and orientation data from the localisation process we are able to 
automatically generate overlays enabling the ‘hot spotting’ of panoramas to provide
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rapid navigation links through these very large image databases. The panoramic images
are created by projecting object coordinates into the image tiles, taking account of the
rotation matrices that describe camera station orientation and the calibration data
describing camera interior and exterior orientation (Figure 7-1, see Appendix One for
detail o f the geometrical derivation).
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7.2 Measurement techniques developed for photogramm etric 
segmentation and reconstruction
A wide variety of measurement techniques have been developed by the licensees of the 
Hazmap technology. These build upon basic multi-station intersection through the 
manual identification of homologous points. In order to facilitate efficient location of 
such points the user interface makes extensive use of epipolar line injection to reduce 
ambiguities in the identification of such points in images acquired from widely differing 
view points (Figure 7-2).
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Figure 7-2 Basic image measurement using superimposed epipolar line to help identify homologous
features
7.2.1 Coupling photogrammetric point measurement to CAD modelling 
systems
Cost-effective photogrammetric modelling relies upon the rapid identification and 
measurement of key points on components.
In order to achieve this it proved necessary to develop close linkage with target CAD 
modelling systems to enable the positioning of complex objects drawn from a database 
of standard components by positioning datum points to identify location, orientation and 
scale. Such components range from simple geometric primitives to complex CSG based 
representations of equipment items such as pumps and valves.
Through the development of an asynchronous, file based, communication strategy 
measured points could be exported in a format that could be read by small applications 
(applets) written in the native macro or programming languages of major CAD systems. 
Such applets drive complex operations within the CAD environment to create intelligent
121
plant items. An example of one such macro written in PML the Programmable Macro 
Language of the PDMS product is shown in Figure 7-3.
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Figure 7-3 PDMS dialogs to control the loose coupling of the photogrammetric and CAD systems 
enabling the rapid placement of complex CAD entities drawn from a database of standard components
7.2.2 Rapid identification of candidate images for measurement
A major overhead implicit to all photogrammetric measurement tasks is the selection of 
appropriate images to make observations that contribute to subsequent intersection.
As we have noted, access to linked panoramic images provides an accessible index to 
the measurement images. However in order to further improve techniques for semi­
automatic identification from alternate viewpoints, a number of image searching 
strategies were developed. These all rely upon the definition of a 3D point in object 
space with subsequent searching of the image database for images which contain that 
point within their view frustum. These searching functions were authored so that they
122
could be triggered either internally or externally through a macro interface and a variety 
o f methods were developed for the determination of the crude target locations:
• Estimating a distance to an object observed on a single image;
• Intersection of a simple observation with a previously defined line or plane 
(commonly the ground plane);
® Internal or external specification of 3D point coordinates.
As can be seen from Figure 7-4 such techniques enable the user to focus attention on 
images that may ‘see’ the hot spot location. Clearly since we make no assumptions 
about occlusion of the target this can sometimes deliver inappropriate images, however 
as we will see later even a fairly low quality range image offers the potential to 
dramatically reduce the time for modelling by facilitating rapid recovery of candidate 
image pairs for intersection.
This relatively simple spatial index to the image archives has proved a very useful 
feature for engineers accessing the image archives for qualitative analysis as it allows 
them to very rapidly navigate the image database from CAD, or even database, 
interfaces.
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Figure 7-4 Spatial search interface -  illustrating retrieval o f images that contain a target point in their field
of view
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7.2.3 Measuring points that the observer cannot see
Interfacing the measurement system to advanced process plant based CAD modelling 
tools rapidly exposed conflicts between surface based measurements of features and the 
internal CSG based model representations. In many cases the datum points that define 
CAD entities are buried deep within the object and are therefore not visible to the 
photogrammetric operator. Even simple objects such as box like structures require the 
definition of a transformation from the, visible, comers of the object to the centre of 
gravity which defines its origin in, for example, the PDMS system. Particular problems 
arise when measuring cylindrical or dish shaped items typical o f such environments 
which often have few surface markings suitable for intersection.
YLENGTH
ZLENGTH
XLENGTH
Figure 7-5 ‘P’points for a box primitive
For large cylindrical objects such as flanges a common approach to this problem is to 
measure many points around the object and then determine its centre through a least- 
squares fitting procedure .
Whilst, as we have noted, surface features are commonly very sparse the edges of such 
objects are generally relatively well resolved in imagery and -  since process plant is 
usually laid out on orthogonal axes, these edges will normally fall along known 
orientations in each image. Given initial estimates for edge locations and orientation 
there is clearly scope for some degree of image-processing assistance to aid precise 
alignment of the components with features in the image archive.
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Initial research in this area focussed on the automated alignment of cylindrical 
components to tangent planes derived from edgels that correspond to an initial estimate 
of location and orientation of manually located cylinders (Jones et al.1996, Arthur, 
1997). Within the Hazmap research activity edgels were derived from relatively simple 
directional edge-filters that were oriented parallel to the initial cylinder estimate and the 
techniques proved to be relatively successful where strong un-occluded edges were 
visible in multiple views.
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Clearly such techniques offer potential enhancements that refine assemblies of 
components that have been approximately located -  either by an operator through 
superimposition of design models on as-built imagery as shown in Figure 7-6.
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Figure 7-6 Design pipeline superimposed on image archive
Such techniques for the refinement of an initial model have been further demonstrated 
by researchers at the Delft University o f Technology (c.f. Tangelder et al. 2000, Ermes 
2000) who use an iterative solution to match model edges to image edgels.
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In practice, whilst such applications do offer some degree of operator assistance their 
practical application proved to be constantly compromised by the relative scarcity of 
high quality, homologous edges in image archives of the environments we are seeking 
to model. In many, perhaps the majority, of cases the edge refinement technique was 
corrupted by specular reflections along the pipe or by occluding features -  particularly 
in the very common situation where parallel pipe runs are packed together in pipe racks. 
Thus in practice only a very small minority of components benefited from automated 
refinement and the overhead of manual intervention in the myriad of failure cases 
required the development of alternative strategies.
Of particular note were simple techniques for tangent observations that enable the rapid 
measurement of pipe centrelines -  perhaps the most common feature type to be 
modelled. Such observations were based upon a ‘rubber band’ measurement technique 
in which an operator drags an observation cursor across the image from one edge of an 
object to the opposite side -  the image coordinate for the observation being recorded at 
the mid-point of this tangent measurement (Figure 7-7).
From subsequent camera stations further tangent observations can be made to determine 
the centre of the feature. Whilst this approach facilitates rapid measurement where the 
position along a feature is clearly defined (for example at a weld or flange) it requires a 
slight modification for pipe-like features where the edges may be visible but there are 
no features to locate the position of a tangent observation along the pipe. In this case we 
can use the epipolar line corresponding to our first observation as a guideline for second, 
and subsequent, tangent observations by constraining our measurement to be along the 
epipolar line. In this situation the geometry of the camera stations is clearly critical -  if 
the camera projection centres are co-planar with the pipe axis we reach a failure case. 
Thus for a horizontal pipe centreline we require a vertical separation of camera stations 
to ensure that the epipolar lines cut the pipe orthogonally.
126
ID: [57 Position: |345993 26113982.94 36065.17 mm
Comment; |
Reports
Filename I Misclosue I ObiectDia... I
5051253557505125355 024 ipl a68 60.51
4751553557475155355_027. jp1 009 61.01
4751553707475155370 011.jp1 003 61.22
K u u u a  lifcloiuri 0.7mm, Largest, angle of intersection 79de< 
Minimum tangent measurement (SO. 51)
Figure 7-7 Tangent observations to determine point on pipe centreline along with OD o f pipe
7.2.4 Superimposition of CAD models on image archives
Even seemingly complex process plant is usually designed on orthogonal axes using 
largely standard components based on assemblies of simple geometric primitives. This 
has facilitated the development of tools that superimpose standard design components 
on the image archive. There are two main approaches that were envisaged for such 
applications.
The first enables components from a design model to be translated into an image 
overlay allowing their manipulation so that they conform to the as-built image archive 
(Figure 7-8).
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Figure 7-8 Complex CSG model superimposed on image archive
The second strategy enables the ‘rapid-routing’ of components that can be constrained 
to orthogonal directions aligned with either the site or local coordinate systems (Figure
7-9). Both of these techniques enable efficient, yet approximate, modelling with 
relatively few observations based on visual alignment of components with edges and 
other features against multiple images drawn from the image database.
Figure 7-9 Rapid routing of orthogonal piping components
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7.2.5 Relative merits of measuring points vs edges
It is clear from the forgoing discussion that further automation of tangent measurement 
techniques and refinement of ‘rapid routing’ strategies would benefit greatly from the 
implementation of techniques for robust edge determination as originally proposed by 
Jones (1996). Given access to the improved resolution of CCD and CMOS sensors 
along with enhanced edge-refinement algorithms such as those documented by 
Tangelder et al. (2000) this area demands further attention with a view to increasing 
both productivity and accuracy of object definition or refinement. This may be 
particularly useful in the semi-automatic upgrading of existing design models to their 
true as-built geometry and is thus a subject worthy of further research effort.
7.3 Quantitative measurement of plant location versus 
qualitative assessment of plant condition
Working closely with end-users of the photogrammetric system it became clear that, in 
addition to the model construction or refinement measurement tasks that had been 
anticipated, engineering end-users were also making extensive use of the archive to 
undertake qualitative assessments of plant condition and to inform early design 
decisions. In several instances relatively basic image inspection with very limited 
superimposition led to some significant results (Figure 7-10) including:
• images of a failed weld in a nuclear environment that indicated that a displaced 
unit had snagged a thermocouple housing -  necessitating a modification to the 
robotic recovery strategy;
• images that clearly indicated that small bore piping that should have been 
installed with a slight fall to ensure self draining was, in fact, not parallel to 
other pipe runs - and in fact ran uphill rather than downhill;
• an ‘as-built’ model that contained equipment cabinets that had, in fact, never 
been commissioned and therefore were not present in the image archive;
• the overlay of a design model clearly showing that a structural member was of a 
significantly smaller diameter than had been used in a load-analysis based on the 
design data.
In each case there was little, or no, requirement for any environment modelling but each 
required access to multiple images - illustrating the power of a navigable, calibrated, 
image archive to confirm that these visual artefacts were not simply optical illusions.
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However in a number of circumstances engineers started to extend their use of the 
image archive beyond the scope of what was originally envisaged. For example 
engineers began to use the rapid routing tools to design new piping installations using 
the image archive for ‘visual clash checking’ by subjective interpretation of the design 
layout when overlain on the image archive and viewed from a number of directions 
(Figure 7-11).
Thus alongside a commercial development pathway to develop and enhance the 
measurement functionality of the core software and, where possible, automate 
measurement tasks a number of research activities have been directed towards the 
further exploitation of the image content to add value to qualitative analyses o f the 
image data whilst attempting to protect users from making inappropriate or poorly 
judged assumptions about the three-dimensional nature of the environment based on 
their interpretation of the dense network of panoramas in the archive.
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Figure 7-11 Superimposition of an early stage design concept on image archive
7.4 Extending panoramic image-based visualisation o f process  
plant environments
As the panoramic imaging system described in the previous sections evolved from a 
research environment to commercial application the utility o f this solution became 
increasingly apparent. By the end of 2001 the system had been deployed on over 64 as-
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built projects in 9 countries to deliver image archives containing more than 8 million 
individual images.
The effectiveness of these massive image archives increasingly depended upon rapid 
access to such data by an increasingly diverse user base. Thus a number of strategies 
were developed to enhance the presentation and accessibility of the image data. 
Techniques trialled included:
i) The generation of stereo panoramic images
ii) A variety of texture mapping techniques to facilitate improved rendering of 
low complexity environments
iii) Integration with panoramic range-imaging systems
Of these the likely advantages of closer integration with panoramic range-imaging 
systems has been subsequently confirmed by a parallel commercial developments. 
However in each case the challenge remains to make such data accessible to as wide a 
community of users as possible in order to maximise the value of the investment in as- 
built data acquisition.
7.5 Stereo panoramic image generation
In its original implementation the Hazmap theodolite based camera system had been 
designed to carry two cameras -  one giving a wide angle overview or context image, the 
second a narrow field of view suitable for accurate photogrammetric measurement. By 
replacing the wide-angle camera with a second measurement camera both cameras can 
be calibrated by the method outlined in section 6.2.3 to implement a, very short baseline, 
dual head panoramic imaging device. An image of the system and the camera 
calibration data is contained in Figure 7-12 and Table 7-1.
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Figure 7-12 dual camera short-base surveying unit
INTERIOR ORIENTATION INTERIOR ORIENTATION
CAMERA NO.10 R0: 335.0000 CAMERA NO. 10 R0 .-335.0000
FOCAL LENGTH(pixels) S.D. FOCAL LENGTH(pixels) S.D.
C : -1935.2385 2.0112 C : -1945.2447 2.3540
PRINCIPAL POINT(pixels) S.D. PRINCIPAL POINT(pixels) S.D.
X0: -79.1401 6.9444 X0: -4.3181 5.3485
Y0: -34.4579 6.9468 Y0: 12.5699 6.4339
RAD.SYM.DIST. S.D. RAD.SYM.DIST. S..D.
Al: -0.851D-07 0.501D-07 Al: 0.283D-07 0.833D-07
A2 : -0.444D-14 0.371D-12 A2 : -0.670D-12 0.837D-12
A3: -0.364D-19 0.807D-18 A3: 0.203D-17 0.252D-17
AFFI. NON-ORTHOG. S.D. AFFI. NON-ORTHOG. S.:D.
Bl: -0.121D-02 0.617D-03 Bl: 0.171D-01 0.610D-03
B2 : 0.686D-03 0.628D-03 B2 : -0.775D-03 0.590D-03
EXTERIOR ORIENTATION EXTERIOR ORIENTATION
PHOTO NO.900 CAMERA NO.10 PHOTO NO.900CAMERA NO. 10
TRANSL.(mm) ST.DEV. TRANSL.(mm) ST.DEV.
XO 10.92306 0.39098 XO -16.93337 0.55900
YO 30.54857 2.52498 YO 42.37711 3.67022
ZO 50.60495 0.38143 ZO 66.18295 0.55478
ROT.(GON) ST.DEV. ROT.(GON) ST.DEV.
OMEGA 98.95542 0.22774 OMEGA 99.70935 0.20853
PHI 4.75325 0.22624 PHI 399.52577 0.17222
KAPPA 0.67448 0.02936 KAPPA 399.65685 0.02347
Table 7-1 Calibration of left and right cameras in short-baseline configuration
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Combining the two panoramic images to yield a 360 degree anaglyph image offers 
significant additional depth cues to the measurement process even though disparities 
only range from 0-15 pixels.
Figure 7-13 Anaglyph stereoscopic panorama
Regrettably when this trial was undertaken a matched pair of cameras was not available 
so a monochrome camera was paired with a colour CCD camera. As can be seen from 
the table above this camera separation is only of the order o f 27mm and thus obviously 
not appropriate to any precise measurement tasks. Processing the left and right images 
as separate camera stations within the Hazmap enables measurement from this short 
baseline pair and enables a comparison of ‘true’ distances with those from the short- 
base line camera pair (Figure 7-14).
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Figure 7-14 Comparison of stereo-distances with true values (Units are mm)
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A brief test was undertaken to get a feeling for the contribution of parallax to depth 
perception in the anaglyph image. Manual measurements of a number of well defined 
points around the scene were refined by a local correlation algorithm within an 11 by 11 
window. The disparity values were plotted against ‘true’ distances obtained by the 
Hazmap system to give an indication of the repeatability of disparity with depth in the 
spherical projection system. This confirms the weak correlation anticipated for this very 
short baseline (Figure 7-16). None-the-less given the increasing availability of 
affordable true-colour PC-based stereo viewing systems it would seem that a stereo 
system does add significant value to the user interface.
A further experiment was undertaken to evaluate whether a dense correspondence based 
stereo matcher might deliver crude range data to assist in automated image selection 
during measurement. Using the full range of strategies available in the Middleton Labs 
disparity based matching software (Scharstein and Szeliski, 2002) simply confirmed 
that despite the short-baseline there is insufficient texture in the scenes to produce any 
coherent disparity map. More promisingly feature based matching on the stereopair was 
implemented in a MatLab environment. This used a Foerstner interest operator 
(Foerstner 1986) to seed features in the left-hand image and MatLab’s internal 
correlation based functions to implement an exhaustive search for a match within a 
constrained region of the right hand image (Figure 7-17).
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Figure 7-15 Monoscopic measurement o f homologous points from short-base stereo system
135
Short-base stereo
30
25
• t 2 0
|  15 
.52
S  10
5
0
♦ ♦
1000 2000 3000 4000 5000 6000
Distance
Figure 7-16 Correlation of stereo disparity with range
Figure 7-17 Disparity map + represent seed points from Foerstner operator ; x represent matched points;
length of vector is proportional to disparity
Clearly from the results shown in Figure 7-18 such data is far too variable to support 
any credible measurement strategy. However it is possible that even this very crude data 
might enable spatial search results to be filtered to remove images that the depth map 
indicated to be occluded or could be used to give an initial range estimate to speed up 
the identification of candidate images for detailed point measurement. However as more 
stereoscopic data sets are acquired this functionality will be further investigated.
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Figure 7-18 Results o f panoramic feature matching; tessellation of matched points (top) and interpolated
grey-scale disparity image (bottom)
7.6 Texture mapping and levels o f detail
As we have indicated previously the generation of the panoramic images is based upon 
traversing a surface in object space and back projecting the resultant object points into 
image space to capture the best corresponding pixel colour or intensity.
A simple extension of this enables the traversal of planar faces of the CAD scene to 
recover high quality textures suitable for texture-mapping of the CAD entity in some 
third party application. Since we have high-resolution image archives available in most 
cases this process is able to generate very large texture maps equivalent to sample sizes 
of up to 2mm in object space.
This approach is generally most suited to relatively simple environments and has been 
applied by Varshosaz (1998) in an architectural setting and by this author in a number 
of simple interior modelling projects (see Figure 7-19).
An interesting application which has not, as yet, been further developed exploits the 
dense network of images typical of such projects to produce object textures (Figure 7-20) 
suitable for stereo-viewing or input to view-dependent texturing systems such as those 
proposed by Debevec (Debevec et al. 1996) which are increasingly implemented in the
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new generation of computer graphics cards aimed at the gaming community (c.f. 
Mahoney, 2001).
For simple environments such as those shown in Figure 7-19 these texture maps offer 
the possibility of enhancing low polygon count models to yield a more realistic 
rendering of an environment. Whilst not directly applicable to complex process-plant 
environments such techniques also offer the prospect of generating view dependent 
textures to increase the realism of either point or face based representations systems 
generated from range imaging systems.
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Figure 7-19 High resolution texture maps used with low polygon count models to provide a realistic
rendering
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Figure 7-20 Anaglyph rendering of two texture maps generated from widely separated camera stations
7.7 Massive panoramic image archives -  problems and  
opportunities
The basic panoramic imaging system described in Sections 7.1-7.4 above is now 
successfully commercialised and image archives delivered by the system are in daily 
use on live projects around the world.
Whilst exhaustive CAD reconstruction has been undertaken on a number of projects it is 
clear that many users only undertake limited ad-hoc measurement and that much o f the 
time the image archives are being used for qualitative analyses. Some of the archives -  
including that of BP Andrew mentioned - earlier are still being regularly used and 
updated after several years. Some have lain dormant only to be recalled in response to 
an incident that necessitates rapid assessment prior to a, sometimes hazardous, 
intervention. Many are currently being used for a myriad of purposes that were not 
conceived at the time of their commission. This reinforces earlier comments about the 
difficulties of setting appropriate specifications for as-built surveys that, in some 
instances, may never be used in the way originally anticipated.
Through observation and training of Hazmap users the greatest problem encountered is 
that of locating homologous points for measurement in very dense image archives. The 
stereo-measurement system mentioned above was conceived as one way to improve 
depth determination to yield an approximate location for a target point from a single 
location. However the benefits of this technique do not present a compelling case to
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offset the costs of the specialist end-user hardware and additional data this would 
require.
As we have seen, upstream generation of range-images from automated short-baseline 
stereo matching is not, to date, sufficiently robust to offer real advantages in the 
identification of candidate images for measurement.
Thus in order to improve image navigation and automate at least some parts of the 
measurement process additional data is required. With this in mind the remaining 
sections of this thesis consider the value of the integration of range-scanner data to 
augment and extend the uses of the panoramic imaging system.
141
8 Extension of panoramic imaging to range imaging 
via active triangulation
Although panoramic photogrammetric tools such as those outlined above offer very 
effective tools for engineering decision support and ad-hoc measurement the systematic 
conversion of entire image archives to comprehensive, fully detailed, models remains a 
largely manual task.
Recently access to range-imaging technologies has offered the promise of further 
automation of scene reconstruction. Thus the remainder o f this document explores 
strategies for enhancing panoramic image archives with range-imaging technologies.
Ideally such a system would deliver integrated intensity and range image data that could 
provide an image-based interface to support both simple dimensioning and complex 
modelling.
This interface can also provide enhanced qualitative assessment of the site and an 
accessible interface to other plant related data as indicated in Figure 8-1 and Figure 8-2 
below.
ID=Baglan/Pipe/PIM0201
Range=5.42
Pos= 2456.0 3567.0 300.6
Intensity
Location
Material
Simulated multi-layer image combining intensity, 
location and attribute data.
Query o f location and attribute through a panoramic 
image viewer.
Figure 8-1 Schematic of multi-layer image and image-based interface to plant data
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Figure 8-2 Conceptual design interface to range-image data
8.1 Long-baseline active triangulation -  e.g. tunnel surveys
The first attempt to develop a hybrid system was a simple adaptation of very well 
known tunnel profiling methods (Clarke, 1990). In this case the target application was 
to record the geometry and condition of a series rail tunnels on the West Coast Mainline. 
The challenge here was to deliver relatively sparse geometry, in the form of profiles, 
along with imagery suitable for a qualitative assessment of the condition of the tunnel 
lining.
Since the identification of homologous points in the poor illumination typical of such 
environments is very challenging, one strategy considered was the deployment of a laser 
scanning systems in conjunction with a photographic recording system. Due to the very 
short periods of track occupation available this proved impractical. Thus an active 
triangulation approach was developed based on the Hazmap system. This paired a 
video-theodolite that could record the general tunnel conditions with laser stripe 
projectors which provided periodic cross sections to enable the determination of the 
tunnel geometry.
Figure 8-3 Hazmap image o f rail tunnel with laser-stripe projector (left) and enhanced image used for
tunnel profiling (right)
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This work was influenced by parallel developments at UCL undertaken by Singh (Singh 
et al. 1997) which used a compact laser diode to project either light stripe or diffraction 
based dot patterns onto featureless surfaces to provide target points for photogrammetric 
measurement of roof structures in mines.
In order to provide a dense array of laser dots over a wide field of view the laser diode 
projector was attached to a motorised theodolite. The location and orientation of the 
laser projector with respect to the theodolite centre of rotation was determined by a 
similar technique to that developed for the calibration of the Hazmap hybrid camera. 
This arrangement enabled the development of a very flexible active triangulation system 
comprising one motorised theodolite equipped with a laser diode to project a fine mesh 
of data points along with a second motorised theodolite equipped with a CCD camera 
that could image these points to yield 3D coordinates by photogrammetric intersection 
(Singh, 1995).
8.2 Short-baseline active triangulation
Whilst the long baseline techniques mentioned above were suited to the measurement of 
large, regular structures they clearly have little utility in the cluttered settings of our 
target environments. However, it was thought that a low accuracy, very short baseline 
measurement solution that could provide range data that could augment the image data 
provided by the Hazmap system. Clearly the accuracy of such a system depends 
critically on the baseline dimension and upon the precision with which we can measure 
the projected target -  be that one or more lines or a dot pattern. In line with equation
3.2 we can compute achievable range precision for such a system. Assuming d=150mm 
f = 3000 pixels, and Ap =+/- 0.5 pixels then a short base triangulation system could 
deliver precisions of +/- 10mm at 3m (+/- 30mm at 5m) stand off distances. Access to 
such data would be quite adequate for crude dimensioning and would assist a user in 
rapid selection of candidate images for photogrammetric measurement.
8.2.1 Experiments using modified video-theodolite
A proof of concept system was deployed that extended the theodolite based laser-diode 
pointing systems developed by Singh et al. (op. cit.). Thus a video-theodolite was 
modified to carry an eccentrically mounted Lasiris laser-diode which could be fitted
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with a variety of lenses or diffraction gratings to project a very stable pattern of dots or 
lines.
For the laser dot array the location of the laser relative to the centre of rotation of the 
theodolite was easily obtained by a simple modification of the camera calibration 
methodology described previously. Here the ‘near’ and ‘far’ targets are replaced with 
spherical targets (ball bearings) and the theodolite directed such that each laser spot is, 
in turn, auto-reflected from the near and far targets. Using recorded directions and the 
distance to near and far targets we are able to generate a virtual test field corresponding 
to the projection of each laser dot in our (m by n) array and thus undertake a calibration 
of the laser projector to determine interior and exterior orientation parameters that relate 
it to the theodolite coordinate system.
Trials undertaken with the laser stripe projector used a rather less sophisticated 
treatment in which the laser was mechanically aligned so that its plane of projection was 
parallel to the secondary (trunion) axis of the theodolite. This was achieved by 
observing the projection of the laser stripe on to a plane set orthogonal to the theodolite 
telescope axis by auto-reflection from a plane mirror. Once this is set then near and far 
targets are, once again, used to determine the eccentricity and orientation of the 
projection plane from the centre of rotation of the theodolite.
These trials showed that the proposed configuration was not practical without 
significant modification to enhance contrast and to resolve ambiguities in 
correspondence between projected laser dots and the image locations due to specular 
reflections, occlusions and other features of real environments.
Problems associated with poor contrast were fairly easily addressed by taking two 
exposures of each image the first with the laser on, the second with the laser off and 
working with the difference image. Alternative approaches that were considered 
included taking multiple exposures to enable the creation of high dynamic range images 
or the use of an appropriate infra-red filter -  although this would necessitate the use of a 
second camera on the pan/tilt unit.
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Figure 8-4 Image differencing to enhance contrast of projected dot pattern
More challenging were problems associated with the correct labelling of 
correspondences between projected dot patterns and the corresponding image locations. 
Whilst this could be easily achieved for fairly simple environments this was considered 
to pose significant problems in highly occluded cluttered environments that would 
probably require further cameras arranged in a bi -  or tri ocular configuration to 
robustly determine correspondences.
Whilst correspondence problems could be resolved by using a stripe based system 
rather than an array projector it was felt that in order to get a reasonable sample density 
of range data perpendicular to the projected stripe it would be necessary to process 
many more images as the stripe was swept across the surface. This was not practical 
without much greater control over the pan/tilt platform and some local processing o f the 
stream of image data to reduce downstream processing and storage requirements.
Fortunately many of these issues had already been resolved at the National Research 
Council of Canada in the development of a laboratory modification of a stripe based 
short baseline active triangulation system. Thus the decision was taken to investigate 
data integration from this device with the Hazmap image archive rather than attempt to 
re-visit the hardware design issues that had already been resolved.
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Figure 8-5 Typical images of dot projector pattern in a simple environment
8.2.2 The ‘Long-Range’ Biris -  a short-baseline active triangulation 
system
The Biris range imaging system was initially developed by the National Research 
Council of Canada (NRC) (Blais et al, 1992) and has been adapted for use as a low-cost, 
highly portable measurement device suited to close-range applications from stand-off 
distances of the order of 0.3m (Beraldin et al. 1998).
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Figure 8-6 Principle of the BIRIS system
The Bins system is an active triangulation system that uses a laser diode to project a 
light stripe which is imaged by a CCD camera. The camera is finely tuned to ensure that 
only the laser stripe is imaged and, uniquely, has a double slit iris (the Bi-Iris -  hence 
Biris) that forms two images of the laser stripe (Figure 8-6). By observing the position 
and separation of the two images of the laser stripe it is possible to make two 
independent measurements of image parallax. Through a calibration of the intrinsic 
parameters of the camera and the location and orientation of the projector with respect 
to the camera we are able to use these measurements to determine distances from the 
sensor to the imaged surface.
The fact that the Biris configuration forms two images of the line means that two 
independent determinations of the range can be made for each column of the image. 
This redundancy has a small effect in improving the precision of the range
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determination. Perhaps more critically it also acts as a filter on spurious measurements 
arising from imaging artefacts such as specular reflections. Thus the unit is able to 
deliver relatively precise real-time, sub pixel (<0.2 pixel) line detection with relatively 
low noise.
By scanning the light stripe over the surface of the object whilst mechanically tracking 
the position and orientation of the sensor we can build up a range-image. In order to 
process the image data in real time a dedicated parallel processor captures images from 
the camera, performs edge detection on the pair of edges and transforms these to a range 
measurement. Typical configurations for this sensor include:
i) Linear scans moving either scanner or object along a calibrated linear stage
ii) Rectilinear scan using two orthogonal scan directions
iii) Turntable based scan with object being rotated in front of sensor
iv) Panoramic scan where the sensor is placed on a calibrated pan/tilt unit.
This experiment sought to evaluate a modified Biris device that had been developed to 
work over ranges of up to 3m (El-Hakim et al, 1997). The sensor is mounted on a 
Directed Perception pan/tilt device that enables full panoramic coverage from an image 
station through the projection and detection of a laser light stripe (Figure 8-7).
The pan-tilt unit can be used to scan the 3-D laser profile around a 360° pan angle and a 
110° tilt angle. The scanning parameters as well as the image resolution are computer 
controlled and therefore fully programmable. Different modes of low resolution and 
high resolution images can be pre-programmed to completely cover the surroundings. 
The very short baseline employed in the sensor (150mm) enables a robust and compact 
construction highly suited to this application at the expense of a relatively low precision 
(Figure 8-8).
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Figure 8-7 The Long Range Biris sensor (left) and calibration facility at NRC (right)
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Figure 8-8 Range error for the long range Biris as a function of stand-off distance
A calibration structure, covering the views o f the Biris scans (partially shown in Figure 
8-7), is used to calibrate the 3-D images produced by the Biris and the scanning pan-tilt 
unit (see El-Hakim et al, 1997, for details). The spherical targets on the structure are 
surveyed to 0.08 mm accuracy. The accuracy of target locations determined by the Biris 
sensor when compared to the calibration structure are:
RMS(X): 2.27 mm 
RMS(Y): 2.44 mm 
RMS(Z): 1.87 mm
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The results are close to the theoretical expectations computed from sensor resolution 
and the mathematical model.
From these results the system was felt to be capable of delivering range data of 
sufficient coverage and precision to enable the construction of a crude CAD model 
suitable for clash determination. This system could be easily integrated within an 
existing panoramic photogrammetric measurement system that would provide high 
quality image overlays and the capability to selectively upgrade local measurements. 
This photogrammetric module would also enable the measurement of small bore piping 
and cabling that was too small to be resolved in the range-image data.
8.3 Simulated and trial data sets
Since it was not possible to fully integrate the photogrammetric and range-imaging 
systems in the budget and timescale of this trial they were deployed separately and 
brought into a common coordinate framework through the measurement of a number of 
targeted control points. Figure 8-9 shows low resolution panoramas generated by the 
two systems. The partial Biris panorama is generated from four overlapping cylindrical 
strips each strip comprising 256 x 1024 pixels. A control survey was based upon 11 
panoramic photogrammetric stations acquired and localised using the Hazmap remote 
measurement system with Stereo panoramas being acquired at 4 stations for 
visualisation purposes. Range images were acquired at 10 locations thus 40 strips of 
range image data were available for subsequent analysis.
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Figure 8-9 Panoramic image browser with ‘Hazmap’ image (left) and Biris range image (right)
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The Biris data was transformed into the Hazmap coordinate system using a similarity 
transformation (holding the Biris scale fixed) based on the manual identification of 
point correspondences between the data sets. The residuals on these individual 
transformations are shown in Table 8-1 which shows that for several of the images only 
a bare minimum of control was readily identified. None-the-less the residuals on the 
Biris frames with reasonable redundancy lead us to believe that agreement between the 
two data is of the order of +/- 10mm. A partial panorama of the environment and the 
cloud o f transformed BIRIS data points are show in Figure 8-10.
Figure 8-10 Co-registered Biris scans -  colours in right hand image reflect individual Biris station data.
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Stn dx dy dz Stn dx dy dz
Pos3 0.2 0.7 -7.5 Pos8 -0.1 -2.8 10.3
-0.5 0.7 -4.0 -7.9 -0.2 -3.1
0.3 -1.4 11.5 4.1 2.0 -5.1
Pos4 2.7 1.0 -5.3 -5.9 -2.2 8.0
-1.8 -0.7 -2.9 9.9 3.2 -10.1
-0.9 -0.3 8.2 Pos9 -17.8 -2.9 3.5
Pos5 -1.0 0.8 -3.9 -1.8 -5.7 5.6
-1.4 2.2 -4.1 4.0 7.6 -3.5
2.3 0.1 2.0 12.2 5.1 -2.0
0.1 -3.1 6.0 0.2 -3.3 -4.9
Pos6 10.5 -3.1 3.8 2.1 0.8 -1.9
6.5 -3.0 -0.5 1.2 -1.5 3.3
-4.7 1.4 3.4 PoslO 14.5 -4.4 0.1
-7.8 4.4 -1.1 -2.2 1.8 1.1
-4.5 0.2 -5.6 -4.2 -1.7 -2.5
Pos7 9.7 -3.9 -2.1 -5.6 1.5 0.6
5.1 -5.0 1.5 -2.5 2.8 0.7
-2.4 3.8 1.8
-5.7 4.7 0.0
-4.6 0.7 -7.2
-2.1 -0.4 6.0
Table 8-1 Biris transformation residuals (Units mm)
Figure 8-11 Hazmap Image overlain with raw Biris data after transformation and consolidation o f point
cloud
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In order to provide simulated data of a known quality against which any developed 
algorithms could be tested the environment was also modelled using the Hazmap 
measurement tools. For a section of this model simulated range image data was 
generated using a basic ray-casting capability within the Hazmap system. A portion of 
this model and the resultant range imagery is shown in Figure 8-12. It should be noted 
that these artificial range data are only currently generated for the surfaces of box and 
cylinder entities and that in the current implementation no data is generated for the top 
or bottom of cylinders. Thus elbows and disk shaped objects (e.g. hand wheels) are only 
partially modelled in the cloud point set.
Figure 8-12 Hazmap Image, CAD model and simulated range data
■
Figure 8-13 Simulated range-image data (left) and a single strip of Biris data (right)
Using both simulated and real range-image data co-registered with the Hazmap image 
archive it is now possible to test a range of strategies for the exploitation of this hybrid 
data set. Whilst the data were generated by two different sensors placed at similar -  
though not identical -  locations they are sufficiently detailed to emulate future
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developments in sensor technologies that are likely to deliver a compact, high resolution, 
omni-directional range and image sensor in the near future.
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9 Region segmentation and modelling through surface 
fitting
As can be seem from the images in chapter seven the majority of the features in a scene 
can be modelled using a limited set of geometric primitives. In order to assess the 
performance of the sensor on the various surfaces in the survey area, segmentation tools 
focussed upon the semi-automatic identification of planar and cylindrical objects.
Several techniques were developed and implemented within the MATLAB prototyping 
environment. This provides an ideal environment for operations upon large matrices. In 
this application we are able to take advantage of sophisticated tools - such as matrix 
mathematical operations - along with an extensive visualisation interface. In addition to 
these standard functions MATLAB can be further extended through an image 
processing toolbox which gives access to more than 100 common image processing 
functions that can be applied to matrices that represent intensity or range images.
Within this environment a wide range of techniques were implemented for range-image 
segmentation and representation that could be applied to either simulated data, 
generated by the process described in section 8.3, or to data captured by the Biris 
scanner. In addition routines were added to enable import and analysis of range-image 
data acquired with a Reigl panoramic range-image scanner.
From the input data a number of images are either loaded or computed. These include:
i) 8bit Gray-scale or 24 bit Colour (RGB) intensity image
ii) 16 bit Range image
iii) 3 x 16 bit X,Y,Z images representing surface coordinates for each pixel
iv) A ‘null mask’ image is calculated for pixels in the range image that do not
have a valid range.
For the Biris sensor invalid range data commonly arise from the occlusion of the 
projected laser line which is an unavoidable artefact of all active triangulation sensors. 
The sensor also returns null data where there is a significant mismatch between the two 
range estimates determined by the Biris method.
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Figure 9-1 Image components for a strip of Biris data comprising intensity, dx, dy, dz and range images
The key segmentation strategies developed included plane and quadric extraction 
routines based upon:
• Region growing from user defined seed points;
• Random sampling within user defined region of interest (ROI).
• Random sampling within regions derived from step and roof edges in the range and 
intensity images
O ptions Export
Compute range image 
Explicit Surface 
Edges 
Regions
Surfaces Grow from seed points 
Random Sample(ROI)
Random Sample Plane(region) 
Random Sample Cylinder(region) 
Random Sample Surface(region)
Medial line(Vert) 
Medial line(Horiz) 
Reset mask 
Fit Cylinder
Figure 9-2 The Matlab user interface
157
9.1 Region growing from user defined seed points
A common strategy for segmentation is the iterative growth of a region around a user- 
defined seed point. The pseudo code for this algorithm is given in Table 9-1.
Extract nxn region around seed point
While more points added to region,
Clip region to reject mask;
Fit either plane or quadric to region
Dilate region by step_size
Compute residuals of dilated surface
Add points where residuals < tolerance to region
Add points where residuals > tolerance to reject_mask
End
Determine initial values for surface fit
Perform a least-squares solution to refine initial values
Table 9-1 Psuedo code for quadric region growing
It was quickly found that there was often some instability if a general quadric was used 
in the fit to noisy data (such as that resulting from the surface variation of the brick wall 
for example). Thus in order to tune the algorithm three parameters were required:
• The surface type -  planar or general quadric (latter used for cylindrical objects)
• The step size by which the region was dilated (generally small for cylindrical 
objects , this could be much larger for planar regions enabling such planes to 
‘bridge’ smaller features)
• The tolerance at which points were deemed to be inliers or outliers from surface 
(again this was generally small for pipe features - c. 5mm - and rather larger for 
planar surfaces - c. 10mm).
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Figure 9-4 Seven image sequence illustrating region growing quadric fit
Figure 9-3 Region growing plane segmentation
9.2 Random sampling within user defined region o f interest
(ROI)
In order to provide faster processing of the image data the second strategy developed 
enables the user to define a polygonal region of interest (ROI) by sketching on the 
image to define a segment that corresponded to a single surface in the scene. Whilst this 
manual segmentation of our range images is the most labour-intensive method deployed
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it allows a useful comparison between manual and automatic segmentation methods and, 
as we will see later, is a necessary tool to deal with complex areas where automated or 
region growing techniques frequently fail.
The intensity image offers the most intuitive backdrop to manual definition of the ROI 
and so the user is prompted to sketch a polygonal fence over this image and which is 
then used to select those data that fall within the region -  again clipped to the null-mask 
image.
Since user defined regions should be relatively homogeneous initial attempts focussed 
upon the least-squares fitting of planar and quadric surfaces to these user-defined 
surface patches. However it was found that user input often captured a significant 
number of data points from adjacent surfaces and which corrupted the least squares fit 
and so a process of Random Sampling was selected. Thus in addition to a definition of 
the type of surface the user is also required to select a cost function for comparison of 
each minimal subset and, where appropriate a bandwidth for rejection of outliers and the 
number o f minimal samples that should be taken.
> Figu... E D I g g )
O ptionsOptions
Display ►
No. Samples ►
Reject residuals > I  
Step Size__________►
Q  Least Squares 
► Max Points 
“  Least Median of Squares
Q  L east S quares 
► Max Points 
— L east Median of S quares
C ost functionCost function
Figure 9-5 Setting parameters for Random Sampling
The Random sampling process is relatively easily implemented within the MATLAB 
environment since it supports a variety o f eigenvalue solutions and sophisticated matrix 
manipulation methods.
For example given a matrix containing the points within our ROI our Random 
sampling strategy to fit an implicit quadric requires us to solve for a number of minimal 
subsets drawn from the set of equations Ax = 0 of the form:
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X l ?! ?! x,? , x tz t Y\ZX x , Yl Zi 1
x \ ?! ?! x 2?2 X 2Z2 72Z2 x 2 y2 Z2 1
X l ?! ?! x j „ 1 2 ,n n Y.Z. Yn Zn 1
a " 0“
b 0
c 0
d 0
e 0
f 0
8 0
h 0
i 0
_j_ _ 0_
(9 .1)
In MATLAB given a matrix of coordinates X where:
x x Yx Z  t 1
X  = X  2 y2 Z2
1
(9.2)
X n Y„ Zn 1_
We can define templates for a full quadric solution as:
templatel=[1 2 3 1 2 3 1 2 3 4];
template2=[1 2 3 2 3  1 4 4 4 4 ] ;
And form the LHS of the quadric equation very simply as:
A = X (:,templatel(:)').* X (:,template2(:)');
Randomly selecting a minimal subset (i.e.9 points) from A our solution for the 
parameter vector (x) is then simply derived:
for j =1:10
x(j , 1) = (-1) Aj*det (Al) ;
end;
The magnitude of the gradient of the surface at all points on our surface can be readily 
computed from the partial derivatives:
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g x =  (X ( : , 1) * 2 * x  (1) +X ( : , 2) * x ( 4 )  +X( : , 3)  * x ( 5 )  +x (7) ) ;
g y =  (X (: , 1) *x  (4) +X ( : , 2 )  * 2 * x ( 2 ) + X( : , 3 ) * x ( 6 ) + x ( 8 ) )  ;
g z =  (X (: , 1) * x ( 5 )  +X( : , 2 )  * x  (6 ) + X ( : , 3 ) * 2 * x ( 3 ) + x ( 9 ) )  ;
g = s q r t ( g x . A2 + g y . A2 + g z . A2 ) ;
And hence the first order approximation of the distance of each point from the surface 
computed as:
fv=~(A*x) . / g ;
The appropriate cost function for each random sample is readily computed for this 
vector o f residuals and the minimum cost surface adopted as our best initial estimate for 
the object. Using either a user-defined threshold, or the median value of v, for this 
surface we then group points into inliers and outliers and, in the case of a cylinder, 
refine the fit using an iterative least-square solution for the inlier point set.
Figure 9-6 ROI in process of definition (top left), selected range-image points (bottom left) and resultant
random-sampled cylinder (right)
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Figure 9-7 Residuals to initial quadric fit subsequently refined by the least-squares determination o f the
best fitting cylinder
9.3 Random sampling within regions derived from step and  
roof edges in the range and intensity images
In order to move towards the goal of automated segmentation and subsequent 
representation it is necessary to implement image based segmentation into regions based 
upon discontinuities in the range and/or intensity images components of the hybrid 
range-images.
9.3.1 Image segmentation range and intensity edge images
As indicated in section 4.1 there are a large number of edge extraction techniques suited 
to the identification of step or roof edges in range-image data. These include techniques 
based upon:
• Enhancement and threshholding algorithms (e.g. the Sobel edge operator);
• Fitting a local function to the image data (e.g. the Prewitt edge operator and 
polynomial surfaces such as those proposed by Haralick (1984))
• Parametric techniques such as the Hough transform
• Morphological operators such as those proposed by Lee et al. (1987).
The approach adopted here combined up to three candidate edge sets to derive region 
boundaries from the range image data. These comprise:
i) Morphological edge enhancement of components of a local explicit quadric 
surface determined over a 7 by 7 neighbourhood of the range component of 
the image;
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ii) A connectivity measure based determined over a 3 by 3 neighbourhood of 
the dx,dy,dz range image components; and
iii) Where appropriate, edges from a Canny edge detector applied to the 
intensity image component.
9.3.1.1 Edges from local explicit surface of range image with morphological 
edge determination
Local quadric surfaces for range component of the input images were determined by 
application of the convolution filters suggested by Besl (Besl, 1988). As can be seen in 
Figure 9-8 the D and E  components of the local explicit function of the form shown in 
eqn. 9.3 clearly show changes in the direction of surface normals -  with, for example, a 
change in sign along the centrelines of either horizontal (D component) or Vertical (E 
component) of cylindrical components.
Ax2+By2+Cxy+Dx+Ey+F=0 (9.3)
LongC CrossC
Figure 9-8 Grey-scale images of the components of local explicit quadric surface 
(Ax2+By2+Cxy+Dx+Ey+F=0) together with images of Longitudinal and Crosssectional Curvature
(LongC and CrossC)
164
Since we wish to retain such items as one region we implement an edge filter on the 
absolute component of these images before combining the resultant binary images to 
give one set of edgels.
Since we wish to segment these images into continuous (i.e. surfaces) and discontinuous 
(i.e. edges), segmentation was undertaken by applying a simple thresholding algorithm. 
This was based on Otsu’s method (Otsu, 1979) to determine the gradients of the 
absolute values the images with the subsequent application of a linear combination of 
the resultant binary images to give one set of edgels which are then thinned using 
morphological erosion.
%compute gradients image of absolute values of explicit 
image
[pdx,pdy]=gradient(abs(D));
[pex,pey]=gradient(abs(E));
%Get edgels by thresholding (Otsu) and combine 
edgesr= (im2bw(pdx,graythresh(pdx)) |
im2bw(pdy,graythresh(pdy)) |im2bw(pex, graythresh(pex))
|im2bw(pey,graythresh(pey)) );
edgesr=bwmorph(edgesr,'thin',Inf);
Thinning of the edges in this way does not deliver optimised location of edges (see 
Figure 9-9)but was successful in delivering well connected region boundaries that 
approximate the edges sufficiently well to enable subsequent processing.
Furthermore, this strategy appears to discriminate both step and roof edges that other, 
more common, edge detectors fail to detail adequately in either range or intensity 
images.
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Intensity Edges Thinned
Figure 9-9 Roof edges from analysis o f local explicit surfaces
9.3.1.2 Edges from local adjacency based measures
This analysis is based upon a similarity measure derived from the Euclidean distance to 
neighbouring pixels within the range image. Since we have a structured raster ordering 
of our data it is straightforward to compute the Euclidean distances to the neighbouring 
pixels in the array. This can be done for four, six or eight connected pixels -  with four 
producing a stable, usable, result.
A threshold is set by multiplying the closest neighbouring distance by a factor (Beta) if 
all neighbours do not fall within this threshold the pixel is marked as a candidate edgel. 
Through experimentation a value of Beta=4 was found to give a robust result for the 
majority of sample images.
As with the adjacency based edge analysis above this technique delivers boundaries that 
are always at least two pixels wide and often span eight or ten pixels. Broad edges are 
most common as the range image approaches a grazing ray to cylindrical objects such as 
pipes and thus potentially reduce the amount o f useful data over the surface of small 
objects. Thus, despite the computational overhead, these edges are also thinned using a 
morphological operator. The effect of this can be seen in Figure 9-10.
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Intensity Edges Thinned
Figure 9-10 Region edges from local adjacency measure
9.3.1.3 Edges from a Canny edge detector applied to the intensity image 
component.
Although it was expected that edges from the intensity data would be an essential 
component of the surface segmentation in the majority o f cases this was not found to be 
the case. It was anticipated that intensity data would be vital to the identification of 
features such as roof edges which the literature highlights as being difficult to collect 
from range data alone. In fact it would appear that for the test data set the intensity data 
contained a wealth of surface detail. This results in over-segmentation of the scene 
which compromises downstream random sampling strategy through sub-division into 
too many surfaces. Thus inclusion of the intensity edges was found to only add real 
value in relatively simple scenes with little texture typical.
9.3.2 Region labelling from edge images
The selected edge images were combined through a Boolean operator to yield a binary 
edge image. Regions were then identified by clustering those pixels that were either 4 or 
8 connected in the edge image to yield region images similar to those in Figure 9-10. 
Such regions images were further filtered to remove those sections for which no range 
data was available due to the ‘shadowing’ or occlusion effects typical of active 
triangulation range imaging systems (as discussed in section 8.2.2).
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Figure 9-11 Region segmentation based upon local connectivity edges only 
Intensity Edges Regions
Intensity Edges Regions
Figure 9-12 Region segmentation based on edge image in Figure 9-10 supplemented by roof edges from
local explicit quadric surface
Using a combination of edges from the d and e components of the local explicit function 
and from the local connectivity measure discussed in section 9.3.1.1 appears to over­
segment the range-image. It would seem from the images above that the second (Figure 
9-12) is the more noisy since it is a derived from a second order differential of the range 
image -  albeit that the explicit surface is somewhat smoothed through its computation 
over a 7 by 7 pixel patch. The effects of this can be seen by comparing the two region 
segmentations, the first based upon local adjacency thresholding only the second on the 
combination of two edge images. Selection of the most appropriate segmentation is 
discussed further in section 9.4.3 of this thesis.
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9.3.3 From regions to surfaces
Having segmented regions of the image we can apply either of the two methods 
described previously to recover the region geometry by manually defining the surface 
type. However in order to further automate the process we require a strategy that 
enables us to characterise surface morphology.
After a number of trials of strategies outlined in Section 4 the most robust technique 
proved to be Random sampling of a general quadric with curvature analysis to 
determine type (plane or right cylinder).
The Random sampling method provides reasonable results for binary partitioning into 
either planar or cylindrical sets of objects. The method requires a minor modification of 
that set out in section 5.4.3. In this case we use a banded cost function that computes for 
each quadric generated the number of points that within the specified tolerance of the 
surface -  our chosen surface is that which has the largest proportion of associated points.
For each region
For count = 1:Number of samples
Extract a random minimum subset (in this case 9)points 
Fit general quadric 
Compute radii of curvature 
If first and second curvatures < threshold 
(Candidate cylinder)
Refine cylinder estimate by least-squares 
Compute % of region within tolerance 
Else (Candidate plane)
Refine plane estimate by least squares 
Compute % of region within tolerance 
If %of region > previous best estimate 
Update parameter estimates 
Next random sample 
Output object 
Next region
Table 9-2 Pseudo code for modified Random Sampling strategy
9 A  Discussion of results obtained
The segmentation algorithms described above were trialled against simulated and real 
data for the small area of the test environment shown in Figure 9-13. The simulated data
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were generated from the Hazmap system using the modelling methods described in 
Section 7.4 with a simulated range image being generated at 10mm intervals. By reverse 
engineering the scene geometry from the range data we are able to compare the two 
models for completeness and for geometric fidelity. As we have previously noted the 
simulated range image only includes range points on cylinder and planar primitives and 
so there are some gaps between piping elements which would normally be joined by 
elbows.
Figure 9-13 Hazmap image and generated range image
9.4.1 Model creation from simulated data
Since the test data set contained no significant roof edges segmentation of the simulated 
range image was easily achieved from the identification o f step edges using the adaptive 
thresholding method described in Section 9.3.1.2 and region labelling based upon 
clustering of four-connected pixels to yield the region image shown in Figure 9-14.
Despite the fact that we have not modelled elbows the intersection of some of the piping 
cylinders with their neighbours means that a significant number of our regions contain 
more than one primitive.
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Figure 9-14 Segmentation of simulated range image - edge image (left) and corresponding
region image (right)
9.4.1.1 Interactive model generation from simulated data
In the first instance scene reconstruction was undertaken by manual analysis using the 
full range of strategies available in the MATLAB toolkit developed. The most 
extensive feature of the scene is the wall that forms the backdrop to the range-image. 
This feature spans the entire image but is heavily occluded by piping components in the 
foreground. Thus a region growing strategy with a large (50 pixel) step size was 
adopted with a single seed point being identified by the operator (Figure 9-15).
Figure 9-15 Random sampling to segment plane Figure 9-16 Region segmentation of horizontal
representing wall. pipe by selection o f multiple regions (blue
crosses)
The extraction of piping components relied upon region based segmentation using 
random sampling which was extended to facilitate the selection of multiple regions to 
enable the extraction of occluded components (Figure 9-16).
171
Regions that contained multiple components were most efficiently modelled using a 
region growing strategy based upon a general quadric with subsequent cylinder 
refinement by a least-squares fit to inliers to the quadric surface (Figure 9-17).
Figure 9-17 Region growing quadric used to segment complex region
After processing, some 15% of the scene could not be further sub-divided into a 
sensible surface representation, these features were thus left as point data for subsequent 
manual processing.
Even with ‘perfect’ data and manual control of parameters scene reconstruction proved 
particularly sensitive to the order in which surfaces were extracted. As noted it was 
necessary to start by removing large planar surfaces from the scene. If this was not 
completed then quadric surfaces fitted to piping elements would frequently ‘pick up’ 
range data from walls and other features on the occluding tangent planes which, 
occasionally, corrupted the final least -  squares solution.
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Figure 9-18 Regions that could not be manually processed using region growing or ROI processing
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Figure 9-19 Final model produced by manual processing
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Figure 9-20 Region growing quadric fit contaminated by points on another surface
Whilst the manual strategies generally worked well they remained a highly interactive 
activity with the requirement for the selection of seed points and manual identifying 
surface type and tolerances.
None-the-less this approach facilitated relatively rapid modelling of the major 
components of the scene. However operator attention was always required to ensure that 
inappropriate solutions were not committed to the database and so the solution did not 
offer dramatic improvements in either the automation or the speed of modelling.
9.4.1.2 Automated segmentation and representation of simulated data
Fully automated segmentation and model creation was implemented using a region 
based random sampling strategy identified in Section 9.3.3. For each sub-region of the 
range image a random samples of 9 points were taken to enable the determination of an 
implicit quadric surface.
The curvature of each candidate surface was analysed using the method articulated by 
Feddema and Little (1997) introduced in Section 5.4.3.4 and values for minimum 
curvature and the ratio of first and second curvatures compared against pre-set 
thresholds in an attempt to characterise the surface as either a plane or cylinder. 
Depending upon this analysis either a plane or cylinder are fitted to the minimum 
sample using either direct or iterative least-squares strategy introduced in Section 5.4.1. 
For all data points in the region surface a cost function for the sample surfaces was 
computed based upon the maximum number of inliers within a predefined bandwidth,
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the surface with the maximum number of inliers being accepted as the best 
representation for that region.
Clearly this analysis requires prior estimated for a number of key parameters which 
include:
• The number of minimum sub-sets to be selected;
• The bandwidth to partition inliers from outliers;
• The thresholds at which we consider a patch to be planar rather than
cylindrical;
Of these the last one is the most subjective as it depends upon scene content. Clearly at 
the extreme a cylinder of infinite radius has the same curvature as a plane -  thus if  our 
scene contains large cylindrical vessels we will struggle to separate these from planar 
structures. In the trial environment the majority o f the piping components have a 
relatively small bore and so an empirical value for this threshold was set at 1.5 x the 
maximum radius of pipe radii in the scene. Typical results for these analyses are shown 
in the following figures.
Figure 9-21 Automated CAD reconstruction - 500 samples, 2mm bandwidth (left) 1500 samples 4mm
bandwidth (right)
Perhaps surprisingly the results from the automated analysis o f the simulated range data 
where rather better than those achieved in the manual modelling process. Obvious 
problems occurred where cylindrical objects were misclassified as planar surfaces or 
where spurious cylinders were generated. For the simulated data typically 11-12% of 
cylinders were misclassified as planes and 10% of cylinders incorrectly identified or 
dimensioned.
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Figure 9-22 Original image (left) and superimposed CAD model of features automatically extracted from 
simulated range image data - 500 samples, 2mm bandwidth (right)
It would appear that the majority of the latter class of error arise from secondary 
analysis of residual data points remaining after the principal geometric element 
associated with the region has been extracted. In many cases these residual points were 
found to form a connected ‘halo’ around the perimeter o f the original region resulting in 
large cylindrical artefacts (e.g. primitives highlighted in yellow in Figure 9-23 below).
Figure 9-23 MicroStation model of automated derived representation based on simulated data 
(superimposed on original photogrammetric model)
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9.4.2 Trials with Biris range image data
Having demonstrated the utility of the techniques developed on simulated data they 
were next applied to the Biris range images. A large number of planar and cylindrical 
objects were extracted from the range-image data. As anticipated the system exhibited 
some degradation when attempting to recover data from specular reflectors such as the 
metal cabinets and aluminium pipe lagging. Such areas are visible in the intensity image 
showing areas where the sensor has saturated (Figure 9-24). The mask image also 
shows the masking of sections of the range image which, although unavoidable in any 
active triangulation system, are minimised by the short baseline employed in the Biris 
sensor.
As in the trials in the previous section both manual and automatic techniques were 
applied to both ‘raw’ sensor data (i.e. the strips of data relating to each individual scan) 
as well as the merged point clouds.
Ducting
Specular
reflections
4 Figuie N.. H I51
Options Run Export Options Run Export
Figure 9-24 256 x 1024 Biris intensity, range and mask images (indicating missing or null data). Note 
dark highlights on piping indicating specular reflections of laser stripe.
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9.4.2.1 Manual modelling of Biris data
This manual extraction of primitives proved rather unsatisfactory due, in part, to the 
relatively small sizes of the regions, necessitating much zooming and panning of the 
image in order to accurately identify seed points for either region growing or to indicate 
regions of interest. Again the order of region selection was important to the final result 
for region growing strategies - a typical example being that of the ducting indicated in 
Figure 9-24 above where unconstrained region growing would link the underside of the 
duct to points on the wall behind it. Thus it was found that in many circumstances the 
region-based random sampling provided the most effective tool for model building. 
Even so several manual errors are evident in the model -  for example the cylinder 
highlighted in yellow in the CAD model below corresponds to the curved surface of a 
subsection of the vertical face of the duct feature. To date no tests have been included to 
test the consistency of surface normals from the range image with the resultant CAD 
model -  clearly these are required to filter ‘impossible’ surfaces, such as this example.
Figure 9-25 Automatically derived primitives superimposed on original images (left) and 
photogrammetric CAD model (right)
Using the automated random sampling strategy rather more objects are recovered from 
the scene. Figure 9-26 shows manually recovered cylinders as solid items and the 
corresponding automatically derived primitives overlain as a wireframe rendering. 
Again features incorrectly identified as cylinders are highlighted in yellow.
178
Figure 9-26 Comparison of manually extracted objects (solid) with those automatically extracted
(wireframe)
It is clear that a single Biris image strip does not offer sufficient coverage o f the scene 
to undertake a sensible analysis of the developed techniques thus multiple images must 
be merged into a consistent point cloud to give greater coverage. As we have seen the 
current implementation of the sensor does not permit a full 360 degree scan from a 
single location so multiple scans are merged using the six parameter transformations 
described in Section 8.3.
In order to ensure that there are relatively few holes in the merged point cloud the 
resolution of the resultant image is slightly less than the original data -  a subset of the 
resulting panoramic image is shown in Figure 9-27.
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Figure 9-27 Partial panorama from merged Biris images
Figure 9-28 Cylinders automatically derived from range image shown in Figure 9-27
In characterising the effectiveness of the developed algorithms we must consider several 
measures of the success or failure of the method these include:
i) The completeness of the model produced
ii) The number of spurious features introduced as artefacts of the method;
iii) The number of features misclassified (planes as cylinders or cylinders as 
planes);
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iv) The geometric precision of the features in the final model.
Analysis of the range image shown in Figure 9-27 using 10000 samples per region with 
an inlier tolerance of 2mm yields 90 cylinder objects. Through comparison with the 
corresponding Hazmap image archive only 28 of these primitives were found to be in 
close agreement with the photogrammetric results with a further 11 primitives being 
correctly sized and located but slightly misaligned. Closer analyses of these results 
indicate that many of the spurious cylinder objects relate to small surface patches of less 
than 300 pixels indicating that the method may only be suited for the treatment of larger 
facets.
If we accept this threshold then, for our test scene, this corresponds to approximately 
96,000 pixels of the 112,000 in our scene -  i.e. 86% of the scene -  leaving 14% for 
manual processing.
In order to test these assumptions further trials were undertaken using varying values for 
the numbers of samples and the inlier threshold. These confirmed that the method was 
not able to adequately differentiate cylindrical from planar objects below a patch size of 
some 300 pixels.
9.4.3 Numerical analysis of the results of the automated modelling
In order to characterise the results obtained we must consider the internal consistency of 
the measurements alongside their agreement with external data. It is well know that the 
performance of range imaging systems is affected by the structure and orientation of 
target surfaces. Whilst it was not feasible within this study to exhaustively test the 
range-imaging performance on all surface types there are sufficient typical surfaces in 
our test environment to enable some qualitative analysis.
9.4.3.1 Measurement of planar surfaces
For planar surfaces including diffusely reflective surfaces such as the brickwork walls 
good range data was obtained and it was possible to recover the structure of the surface 
morphology from a 2-3 metre stand off (Figure 9-29).
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Figure 9-29 Best fit plane to brick wall with plot of residuals
When analysing surface fits to planar data from specular surfaces, such as equipment 
cabinets and ducting, there appear to be some systematic effects at the l-2mm level. 
These are illustrated in Figure 9-30 below.
Figure 9-30 Residuals of plane fit to range image of equipment cabinet.
Analysis of a variety of planar surfaces indicate that there is a residual systematic error 
in the Biris scanner -  giving a characteristic ‘bowing’ of the surface by up to 3-4mm. 
This can be seen in the figure above and is also shown in Figure 9-31 and Figure 9-32 
which correspond to the front surfaces of aluminum equipment cabinets. These also 
appear to show small variations of observed distance with surface reflectance and yet 
indicate that the range image is still usable even where the return intensity image is 
saturated (e.g. Top left of Figure 9-31 and central region of Figure 9-32). This effect can 
be seen more clearly in Figure 9-33 where distance residuals from the scan of a black 
and white target are clearly correlated with surface colour.
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Analysis of the range data as a function of incident angle with respect to the surface 
normal of a range of reflective surfaces indicate that, as expected, range observations 
appear degraded as the reflected laser line approaches the local surface normals of 
specular reflectors. However sufficient data is normally acquired away from these 
regions to enable a realistic surface recovery. Evidence of such systematic effects can be 
seen in the pattern of residuals visible in surface fits to both planar (figure 9) and 
cylindrical data (Figure 9-35).
Figure 9-31 Intensity image (left) and residuals (right) o f a planar fit to a highly reflective surface
120i   *   * * * ■
30 25 20 15 10 5 0
Figure 9-32 Residuals from a least-squares surface fit to the door of an equipment cabinet
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Figure 9-33 Plot o f residuals showing variation of range with reflectance for a planar target
9.4.3.2 Measurement of cylindrical surfaces
As discussed in Section 5.4.1 cylinder fitting is implemented using the general least 
squares solution through the iterative refinement o f the parameters derived from the 
quadric fit. The table below shows typical differences between the quadric fit and the 
final least-squares solution for a number of data sets indicating that the random sampled 
quadric generally provides good initial values for subsequent least-square analysis 
(Table 9-3).
Random sam pling of quadric 
Xe Yc Zc 1 m n R
Least-square fit 
X. Yc Ze 1 m n R
Pipel 740.90 -2315.08 369.43 0.93 0.36 -0.01 95.39 737.00 -2300.00 366.00 0.93 0.36 -0.01 84.70
741.00 -2320.00 369.00 0.93 0.36 -0.01 95.40 395.00 -2420.00 364.00 0.92 0.38 -0.04 79.60
679.00 -2320.00 359.00 0.91 0.43 -0.03 75.00 676.00 -2330.00 365.00 0.94 0.35 0.01 82.70
Pipe2 121.82 -624.10 1210.43 0.34 -0.94 0.01 61.41 119.00 -626.00 1200.00 0.34 -0.94 0.00 52.30
20.30 -329.00 1220.00 0.33 -0.94 0.03 69.40 14.80 -332.00 1190.00 0.33 -0.94 0.02 50.60
84.50 -516.00 1210.00 0.34 -0.94 0.01 63.70 80.20 -518.00 1200.00 0.34 -0.94 0.01 52.60
Pipe3 749.00 -2150.00 -476.00 0.92 0.39 -0.03 28.20 751.00 -2160.00 -493.00 0.93 0.38 -0.03 40.70
507.00 -2240.00 -632.00 -0.64 -0.29 -0.71 26.90 526.00 -2250.00 -644.00 -0.64 -0.29 -0.71 45.40
Table 9-3 Least-squares refinement of initial quadric values Cylinder fit (Units mm)
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Figure 9-34 Residuals from a least-squares cylinder fit (Units mm)
Typical RMS errors for cylinder fitting were of the order o f l-2mm with Figure 9-34 
showing a typical distribution of residuals over the surface o f a cylindrical object. As 
we will see, successfully extracted cylinders demonstrate a reasonable overall 
agreement with photogrammetric measurements.
vStifface
Normal
Surface
Normal
Figure 9-35 Residuals from cylinder fit to cylinder, RMS = 1.51mm
185
9.4.3.3 Comparisons with Photogrammetric model
Comparisons between the raw point clouds and the photogrammetric model confirm a 
reasonable general registration between the two datasets. For example the images below 
show plan and elevation views of the combined Biris data set (Red) superimposed with 
the CAD model (Blue) indicating that for the rear wall o f the test area there is good 
agreement between the data sets with the Biris sensor showing a variation o f +/- 20mm 
around the mean position of the wall.
Figure 9-36 Plan (left) and Elevation (right) comparison of Biris data (red) with photogrammetric model
(blue) (units mm)
However a full ICP alignment using the EVLALIGN module of the Polyworks software 
revealed a significant systematic residual misalignment of the merged range-image data 
and the photogrammetric model.
The best-fit transformation between the two data sets is give by the homogeneous 
transformation matrix:
0.99979 -0.01894 0.00823 125.51
0.01895 0.99982 -0.00114 -254.43
-0.00820 0.00129 0.99997 104 .47
0 0 0 1.00
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After applying this transformation the RMS error between the two datasets is 6.8mm 
with a distribution of residuals as show in Figure 9-37.
Figure 9-37 Residuals (mm) of ICP fit o f merged range image to photogrammetric model
Figure 9-38 Residuals between original and transformed Biris data (units mm)
Analysis of the transformation from the IMALIGN routine shows the systematic nature 
of errors of up to 50mm between our photogrammetric model and the merged BIRIS 
range image. This would appear to indicate either:
• a problem with our transformation of one of the BIRIS image strips; or
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• some mechanical or other problem with the sensor during one of the scans. 
Unfortunately it proved impossible to identify enough homologous points between the 
BIRIS range image strip and the photogrammetric model to resolve these anomalies.
This problem highlights the issue raised in section 8.3 relating to the registration 
between point/edge features that can be readily identified in intensity images and the 
surface description available in lower resolution range-image data. Clearly this mis­
registration would not be factor if a properly calibrated hybrid range and intensity image 
sensor was available however in this case it does, to some extent, comprise detailed 
numerical comparisons between the two derived models.
A comparison between a sample of the photogrammetrically derived cylinder locations 
(Pipe 1 ..10) with those automatically derived from analysis of the Biris data yielded the 
results in the table below which are summarised in Figure 9-39. These comparisons 
indicate a relatively poor fit of the Biris model with only centimetric agreement with the 
photogrammetric model.
Photogrammetry cylinders compared 
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Figure 9-39 Comparison o f Biris data with photogrammetric model (units mm)
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Name X(mm) Y(mm) Z(mm)
Diam
(mm)
Difference
Diam
(mm)
Offset
(mm)*
Pipe 1 13365 11282 1427 90
246\579 13373 12547 1427 100 10 13
Pipe 2 13322 11753 355 171
322\601 13345 11196 334 178 7 21
Pipe 3 13313 12542 1250 100
231Y730 13338 11225 1237 88 -12 6
Pipe 4 13204 10009 1072 100
841V3392 13223 9988 1068 114 14 20
Pipe 5 13221 9636 907 100
4087\197 13240 9650 926 106 6 21
Pipe 6 13244 9219 738 100
3986\560 13258 9270 740 82 -18 15
Pipe 7 13334 11774 1935 160
201\1439 13334 11227 1943 166 6 11
885\4198 13352 9870 1939 176 16 29
3846\915 13345 9025 1937 171 11 28
Pipe 8 13349 11941 1040 114
214VI086 13368 11176 1028 111 -3 18
Pipe 9 13381 11983 787 115
221\657 13372 11352 782 111 -4 9
3361 \916 13402 9123 765 118 3 27
1683\651 13380 10215 774 111 -4 7
Pipe 10 13364 11980 582 183
223\596 13340 11325 576 160 -23 23
Table 9-4 Comparison o f photogrammetric model with Biris model
Poor positional agreement is, in part, due to the problems of registration of the range- 
scans. This could be further refined by revisiting the registration of individual scans -  
possibly using an ICP strategy to refine initial alignments. However the variation in 
determination of centerlines by the automated methods is also of the order of one 
centimeter indicating that overall the system as currently configured is unlikely to 
achieve significantly better geometrical accuracies.
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Figure 9-40 Location of Biris cylinders with largest mismatch
The system developed does offer a significant degree of automation and has shown 
some improvement over manual extraction for a limited set of geometric types.
However it still requires a significant level of manual interaction to select the most 
appropriate objects from candidates identified and does not, at present facilitate 
automated grouping of primitives into more complex components or structures. In short 
there is much that remains for the operator to complete -  a failing that is shared with all 
known commercial and research techniques at this point in time.
Clearly even better range and image data acquired more densely from better view-points 
might assist in a more complete automated model recovery -  as we have seen from our 
trials with ‘perfect’ data generated from our reference model. However, even here, 
automated strategies will inevitably require operator assistance to exhaustively model 
these environments. Thus current techniques only offer partial solutions to this as-built 
modeling problem.
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10 Conclusions and recommendations for future 
developments
The objectives for this research were the development of:
i) systems that facilitate comprehensive documentation of complex industrial 
environments such that all significant features are captured in a form that 
enables their comparison with both as-designed and as-built CAD data.
ii) a range of tools that support both qualitative and quantitative analysis of 
plant-condition i.e. that enables rapid visual analysis of plant-layout 
alongside tools for accurate dimensioning and CAD reconstruction on an ad- 
hoc basis.
iii) flexible interfaces that enable a wide range of stakeholders to access up-to- 
date as-built plant documentation - in order that the broadest community of 
users can benefit from such data.
Objective 1. Comprehensive documentation
Throughout this research it has become clear that the as-built problem at the heart of 
this thesis is as much a problem of definition as of delivery i.e. the specification of 
significant features will vary with through plant life and can rarely be adequately 
identified at the start of any refurbishment project. In due course, it may be possible to 
automatically generate fully detailed digital models of the built environment that satisfy 
all stakeholders in the engineering end-user community. This seems unlikely in the near 
term.
Whilst current CAE systems such as PDMS and PDS solutions do address the needs of 
a broad range of end-users the complexity, computational requirements and cost of 
maintaining full as-built documentation of a company’s entire asset base are prohibitive. 
Alongside this, project based management and funding for refurbishment and 
maintenance operations tend to encourage short-term model reconstruction on a ‘just-in- 
time’ and ‘just-sufficient’ basis rather than a systematic refresh of entire asset models.
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The costs and benefits of an accurate dimension that ensure ‘ first-time-fit ’ can, to some 
extent, be quantified. However the valuation of more qualitative information such as the 
examples mentioned in Section 7.3 is much more difficult -  despite the fact that it may 
be of equal significance. Thus as-built documentation must address the conflicting goals 
of providing wide area coverage to the widest possible user-community whilst 
supporting detailed analysis at the level-of-detail appropriate to the task at hand.
The compact panoramic imaging systems developed during the course of this research 
have demonstrated their potential to provide a comprehensive, affordable image 
archives. These yield an accessible image database from which time consuming CAD 
reconstruction can be undertaken on an ad-hoc basis.
During the course of this research there have been major advances in range-imaging 
technologies - such as the Biris scanner deployed in this research. Such devices offer the 
prospect of very high-quality data suited to automated analyses for CAD reconstruction. 
Given the current status of tools for automated scene reconstruction the delivery of such 
databases is considered an important outcome of this study. Thus, as we have 
demonstrated, even in relatively structured environments range data is probably best 
deployed to complement, rather than replace, dense networks of high quality intensity 
images.
Objective 2. Development of tools for both qualitative and quantitative analysis
A major contention of this thesis is that the Hazmap panoramic imaging system is a 
significant example of the tangible benefits that can arise from the convergence of 
photogrammetric and computer-vision research. This has resulted in the successful 
delivery of image-based modelling and rendering techniques to a wide range of 
professional end users. Extensive use of photogrammetric and range-imaging 
techniques has revealed that the documentation required by end users ranges from 
superficial, qualitative assessment of general layout over wide areas to very detailed 
highly accurate dimensioning of individual components. Often these requirements exist 
simultaneously and the focus of attention evolves rapidly as alternative designs are 
assembled and refined.
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Tools such as those for rapid navigation through massive image archives based upon 
spatial searches or CAD overlay have been shown to support both quantitative analysis 
(through photogrammetric measurements) and qualitative analysis of plant condition.
Objective 3. flexible interfaces that enable a wide range of stakeholders to access 
up-to-date as-built plant documentation
Process plants, in common with all environments that we inhabit, are infinitely complex 
and their digital representation relies upon some degree of abstraction and 
generalisation. Given the current status of modelling techniques along with the 
difficulties in arriving at a robust specification of potential uses and users of as-built 
data it is essential that decisions regarding which data are important and which are not 
are made in the context of the engineering decisions that they inform.
A clear finding arising from the experiences -  and possible the prejudices -  of the 
author is that for raw plant data to be widely accessible to a wide range of end users it 
must be capable of image-based representation. It is the author’s firmly held belief that 
a cloud of 3D points rapidly becomes a fog of points when there is little other context 
and that panoramic image based interfaces to such data offer the potential of the best of 
both offerings. This belief remains intact as this document draws to a close and we look 
forward to next generation of integrated systems that deal robustly with the radiometric 
component of these hybrid imaging systems.
10.1 Research contributions and opportunities
As noted at the outset this research has been undertaken over an extended period during 
which it has moved from the laboratory into day-to-day commercial use. Within such 
activities the author has been responsible for the initiation and early development of key 
concepts including those relating to the development of the video-theodolite solution, 
the implementation of panoramic imaging technologies, development of the bundle- 
adjustment strategy and the development of interfaces to the PDMS system.
Whilst most of the computer code generation for the current implementations of these 
systems now lies in the hands of commercial developers the author remains responsible
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for much of the recent code development in support of range-image analysis as 
described in chapter 9 of this report.
Critical decisions that have informed this research range from choice of acquisition 
sensors and strategies through segmentation methodology to appropriate scene 
representation.
These raise a number of significant issues relating to the optimal strategies to deliver 
cost-effective representations of complex environments to a wide range of users.
10.1.1 Acquisition -  speed, portability and complexity
It is clear that the market will continue to drive down the costs of laser-scanning 
technologies whilst increasing their usability, functionality and performance. What is 
less clear are the precise limits on the potential size, weight and data acquisition speed 
of the mainstream ‘time of flight’ systems when compared with active triangulation 
technologies. Clearly the Biris sensor used in this application is not a candidate for a 
general purpose scanner -  however the quality of the data so rapidly acquired using this 
very compact, lightweight unit should give an indication of the type of device likely to 
be of most use to metrologists charged with asset documentation.
The benefits of 360 degree panoramic coverage have already been stated and are, to 
some extent, present in the latest generation of scanning technologies. To-date there has 
been far less focus on the integration of high quality imagery with such units with 
legitimate questions being raised over the radiometric or geometric specifications of 
sensors integrated within such scanners.
10.1.2 Localisation -  targets, features or surfaces
If vendors are able to increase the speed and decrease the size and weight of an 
integrated panoramic range AND intensity imaging systems it is clear that this will lead 
to far denser data capture throughout a wider range of assets. This will increase the 
challenges associated with determination of sensor positions and orientations.
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Within the Hazmap photogrammetric system a combination of pre-surveyed targets and 
natural features are used to determine camera positions within an integrated bundle 
adjustment. Several attempts have been made to automate the process of finding 
candidate targets in a camera’s field of view and then measuring an accurate direction to 
the target. Whilst this is practical in controlled conditions (e.g. in the Hazmap 
Calibration) it has not proved to be so tractable in the very cluttered setting of a typical 
site. The use of cooperative targets may offer some potential but to-date we have not 
found a more robust solution than employing significant numbers of ‘sticker spotters’ to 
manually measure control targets.
This is similar in the context of current laser-scanning systems where the identification 
of spherical control targets to link scans together remains an essentially manual activity. 
As we have seen alternative strategies based upon the identification of common edges 
(in intensity images) or surfaces (in range images) may offer some solution to these 
issues however these currently require good initial estimates of location and orientation.
Thus the lack of robust, automated strategies to determine sensor location and 
orientation are soon likely to become a limiting factor in the speed of production and 
delivery of image archives.
10.1.3 Segmentation 2.5D or 3D?
A key decision informing this research was to undertake segmentation and modelling in 
image space rather than object space. In part this was driven by the desire to integrate 
analyses with the existing Hazmap panoramic imaging technology. However the main 
motivation was the author’s frustration when attempting to manipulate very large point- 
clouds.
Undoubtedly the transformation of individual point clouds from many scanner positions 
into an object based coordinate system can be achieved though similarity 
transformations based upon the (manual) identification of common targets identified in 
each individual range image. Since the resulting point cloud combines many views of 
an object it is likely to give far better coverage over the surface allowing a more robust 
determination of geometric characteristics than the partial, highly occluded views that 
have compromised our automatic scene analyses. Using techniques such as the alpha-
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shape ‘shrink-wrapping’ algorithm described in Section 4.5.1 we can move some way 
towards the grouping of point clouds into surfaces.
However, at the time of writing, further analysis to yield meaningful geometric 
primitives remains a labour intensive activity requiring the manual control of 
parameters and shape selection. Manipulation of the massive point clouds requires 
significant computational resources and cutting edge graphics hardware acceleration. 
Whilst access to massive storage, bandwidth and state-of-the-art computing is now 
commonplace in surveying organisations dedicated to the manipulation of Lidar data it 
is certainly not available to every engineer engaged in a project.
In order for such staff to benefit from unlimited access to as-built data the author feels 
that point-clouds must be transformed into a more accessible representation.
If this transformation is through a CAD model it will require some trade off between the 
level of detail and the cost associated with this activity and in advance of detailed 
design decisions it is very difficult to predict what level of investment of time and effort 
is required to generate real engineering benefit.
As we have seen access to panoramic images offers an alternative, automated, strategy 
to structure range images that is compatible with existing methods for the storage, 
dissemination and exploitation of high resolution intensity images.
Furthermore we have seen that relatively simple image segmentation techniques enable 
the structuring of raw range images into tiles that correspond to real-world entities. 
Although we will always be faced with problems associated with partial, highly 
occluded, views of the scene many of the image processing operations could be 
integrated into future data acquisition units. This might minimise the need to ‘double 
handle’ voluminous data sets whilst offering the potential for some data structuring at 
the time of acquisition rather than at a post-processing stage.
Panoramic image archives offer a compact interface to such data offering the equivalent 
of a 3D GIS interface to exploit multi-dimensional image layers describing the colour 
(RGB), position (range) and attribute (material/object) details that can be readily linked
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to plant databases. Access to such data also enable enhanced visualisation during early 
design decisions by allowing the manipulation of objects within the scene, allowing for 
occlusion by existing objects or crude clash checking as a pre-cursor to subsequent 3D 
clash analyses.
10.1.4 Manual, operator assisted or automatic scene reconstruction?
The literature regarding automated range-image segmentation and model reconstruction 
dates back some 20 years. During this time advances in sensor technology and in 
computer-processing power mean that it is now possible to rapidly acquire, register and 
render very large volumes of range-image data.
Unfortunately, as we have demonstrated in this thesis, the complete automation of 
model extraction remains an open problem. Even in semi-structured areas such as those 
described in the paper some degree of manual intervention is required.
In part this is due to the fact that it is still only economically viable to generate range 
images at a limited number of locations within an environment -  thus we are always 
likely to be dealing with occluded views of the scene. However it is often the sheer 
complexity of the scene which compromises any automatic process and in order to fully 
describe the scene within some parameterised model we must exhaustively model 
complex assemblages which are not readily sub-divided into their CSG components.
At the time of writing an operator is still essential to the process of model building. 
Robust-estimation tools such as random-sampling will certainly play a major role in 
modelling and can, as we have seen, extract many of the key components within an 
environment. However in many situations the operator is still required to arbitrate 
between candidate representations generated by such procedures and we believe that 
this operator-assisted reconstruction is, in the medium-term, most likely to offer an 
effective way forward for related research activities. There is further work that can be 
done to reduce the decision space presented to the operator. For example it may now be 
possible to revisit the verification of candidate shapes through edge-matching as 
suggested by Jones (1996) in the context of this research and implemented in systems 
such as PIPER (Tangelder et al. 2000).
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Given the increases in computational power, it should at least be possible to develop a 
very efficient user interface to enable the rapid selection of rejection of candidate 
representations to enable more-efficient CAD reconstruction using the existing tools 
outlined in this dissertation and this may provide significant cost-reductions in the 
modelling procedures.
10.1.5 Completeness and level of detail
An informed operator is also essential to the process of deciding the appropriate level of 
detail for model reconstruction. Regrettably this vital decision cannot be separated from 
the task at hand, and since all engineering design is an iterative and evolutionary 
process key design decisions will change and evolve throughout the life of any project.
Due to the costs involved in rendering observed data into models we will inevitably 
encounter situations where any abstraction from primary survey data will not be 
sufficiently detailed and we must return to our survey data -  or more commonly to the 
site -  to check for omissions or take additional dimensions. This raises a number of key 
questions regarding access to survey data and the extent to which CAD reconstruction 
strategies can or should be separated from the engineering design context in which these 
data will be used.
If we accept that any industrial measurement system should enable ad-hoc measurement 
by engineering staff this creates a requirement for a series of intermediate products that 
span the current gap between raw site data and final CAD model. These are likely to be 
increasingly important in the near future given our ability to capture, localise and 
present massive volumes of spatial data is combined with our current inability to 
automatically transform these into an appropriately parameterised geometric model.
10.2 Why model at all? - image based rendering revisited
As-built models of process facilities increasingly support a range of decision making 
processes as we proceed through the plant life cycle. Such activities include:
• familiarisation with plant layout during early conceptual design;
• validation of existing plant databases and models;
• characterisation of ‘free space’ available for the installation of new 
equipment, instrumentation and piping;
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• clash analysis of new components with existing and planned installations
• detailed dimensioning of tie-ins to ensure first-time-fit;
• site familiarisation, planning, training and rehearsal of maintenance 
operations of remote facilities;
• emergency planning and coordination.
‘Intelligent’ plant databases that link process models to geometric CAD representations 
are clearly critical to some of these activities. However, for the foreseeable future, it is 
unlikely that such models will represent the true complexity of the built environment 
due to compromises regarding the level-of-detail, coverage or currency of such models. 
This is, in part, due to the challenges - and hence costs - associated with the 
transformation of raw data from site surveys into an appropriate representation 
compatible with sophisticated CAE technologies.
Given the new generation of scanners anticipated in the previous sections we are likely 
to be able to capture images far more densely. This increases the prospect of recovering 
camera locations in near real-time as we move the unit throughout the environment. 
Certainly this is a major focus of activity within the machine vision community with 
major research groups demonstrating encouraging early results (c.f. Zisserman 1999 or 
NRC 2001).
Whilst such techniques may never yield the l-2mm precisions required by this 
application it is likely that they will enable adequate determination of initial values for 
subsequent automatic refinement by resection and bundle adjustment using automated 
measurement of homologous targets, features or edges.
Thus we may see the emergence of a hybrid measurement unit capable of providing 
real-time low-resolution panoramic imagery that enables the determination of the 
location of the sensor as it is moved within the environment. On reaching a survey 
location the unit might briefly pause to capture a high resolution scan yielding a 360 
degree range and intensity Gigapixel image before moving swiftly to the next survey 
location. On completion of the survey an integrated bundle adjustment will refine initial 
estimates of ‘interesting’ features in the scene to yield an accurate determination of all 
camera positions without additional manual intervention.
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Access to very high-resolution range-scanning and imaging systems mean that vast 
image archives will be assembled for delivery via diverse technologies that range from 
desktop web-enabled browsers to immersive VR environments. The massive quantities 
of data available to from such systems will continue to drive the development of a range 
of Image Based Rendering (XBR) technologies to enable BOTH qualitative and 
quantitative assessment of as-built environments that do not rely upon an underlying 
CAD model. Such representations are likely to offer cost-effective intermediate 
deliverables from site surveys that support many site inspection and planning activities.
If such a system does come to fruition there will be no shortage of raw survey data for 
analysis. The challenge will remain which sections of the archive to model and to what 
level of detail should this be done? Given access to fully integrated range-imaging 
sensor and assuming that automated localisation techniques further reduce the existing 
delay between data acquisition and data analysis regular sweep surveys of assets may 
be undertaken whenever any modification is made.
Image and range-image data will always contain a superset of geometric features 
represented in any CAD system. Thus it is likely that image-based representations will 
continue to develop as a key visualisation technique to support an ever widening range 
of engineering applications. It is hoped that further commercialisation of this research 
will continue to play an important role in shaping and delivering such developments.
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12 Appendix One - The Hazmap functional model
12.1 Single camera geom etry- the colinearity equation
Following the notation and formulation adopted by Cooper and Robson in 
Atkinson(1996). Let A be any point in object space with coordinates X a = (X a  ,Y a,Z a)t .
Consider a camera O with a perspective centre located at Xo= (Xo,Yo,Zo)Tand let a be 
the location of the image point, in a positive photograph, corresponding to the object 
point A. Let the coordinates of a with respect to the camera axes be xa=(xa,ya,c)T.
Let Ri be a rotation matrix which reflects the rotation of the camera coordinate system 
into the object system and thus represents the exterior orientation of the camera.
Since points A,0 and a must lie upon a straight line we arrive at the basic colinearity 
equation xa=>.a.Ri(XA-Xo) where Xais a scalar multiplier.......................................... (1)
12.2Extending the coiinearity equations for a theodolite 
mounted camera.
Since the Hazmap system employs a camera mounted eccentrically to the axis of a 
theodolite the basic colinearity equations must be extended to account for the additional 
translations and rotations introduced by this arrangement.
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Figure 12-1 Coordinate systems used in the derivation of the Hazmap functional model
Let Ri be the rotation matrix that relates the camera to a coordinate system defined by 
the telescope of the theodolite.
Let X t(X t,Y t,Z t)T  be the coordinates o f  the rotation axis o f  the theodolite in object 
space.
Let R2 be the rotation matrix that relates the telescope pointing direction to the 
theodolite coordinate axes. This can be derived from (h,v) the azimuth and altitude 
circle readings corresponding to the theodolite telescope pointing direction.
Let R3 be the rotation matrix that relates the theodolite coordinate axes (X t) to the 
Object coordinate axes.
Let Xs=(Xs,Ys,Zs) be the coordinates of the camera projection centre in the telescope 
coordinate system with respect to Xj.
Applying the colinearity principal leads to the following equation
xa=^a-Ri[R2 • R3. (Xa-Xj)- X s] where, as before, Xais a scalar multiplier..................(2)
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12.3 Determination of A* from approximate values
From equation (2) we can see that:
RlT xa = M R 2 . Rs. (Xa-Xt)- Xs ]
A.a=| R,t  Xa | / 1 [R2 . R3. (Xa-Xt)- Xs ] |........................................................................... (3)
Thus we can compute an initial value for Xa from values of R l, R2 and Xs determined 
by an external calibration process , estimated values for the coordinates of the target in 
the theodolite coordinate system ( R3. (X a-X t)).
12.4The FICTANGS procedure, generating fictitious theodolite 
angles using the extended colinearity equations.
In order to derive the theodolite directions corresponding to targets measured in the 
camera coordinate system we need to find the location of the target point A with respect 
to the theodolite axis.
Based upon the theodolite geometry we can show that the theodolite coordinates of any 
point A are given by:
Xtheo = d. [sin(h).sin(v) , cos(h).sin(v), cos(v)]T
Where d=distance to the point = |Xtheo|
h,v = horizontal and vertical angles to the point
Considering the colinearity constraint in the context of the Theodolite coordinate system 
we see that:
Since X theo=  • R 3. (X a -X t)
Xa==Xa.Rl[R2 .(X T h e o )-X s] ............................................................................................................... (4)
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Rearranging
(1/A,a). R i . Xa=[R2 .(XTheo)-XS]
X-rhe„= R 2T. [(1/A.a). R r ‘. x . +  X s] ■(5)
If we only know A,a from approximations given in eqn(3) then this implies that the 
determination of horizontal and vertical angles from an eccentrically mounted camera 
must depend upon an iterative solution to refine initial values of the distances to the 
target point.
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13 Appendix Two - quadric surface definitions and 
derivatives
Since many components of this research rely upon analyses of quadratic surfaces it is
with these geometric forms. This analysis is based on that found on the Computer 
Vision Online web site at http://www.dai.ed.ac.uk/CVonline
In general surfaces can be expressed in either an explicit or implicit form.
z -  f ( x ,y )  = ax2 + by2 + cxy + dx + ey + f
The implicit form of a surface is expressed in the form f(x,y,z)=constant so the general 
quadratic form is:
ax2 + by2 + cz2 + dxy + exz + fyz + gx + hy + iz + j  = 0
For all smooth surfaces there are two fundamental forms defined which enable analysis 
and classification of surface shape.
Considering a explicit surface of the form X(u,v) the first fundamental form provides 
implicit measures of the local curvature relative to the tangent plane at the point (u,v) 
that are invariant to translations and rotations of the surface. It is defined as:
appropriate to include a brief overview of some key definitions and metrics associated
The explicit form of a quadratic surface in 9t3 ,s:
Where:
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g „  = E = xu -xu 
8 2 2  =G = xv -x,
8 1 2 = 8 2 , = F  = xu -xv
Qx Qx
x u (w>v) =  —  x v (w»v) = — s o  x u v) * v  (M>v) define tangent vectors to thedu dv
surface at point x(u,v) .
The second fundamental form is not invariant with the rotation or translation of the 
surface and is defined as:
II(u,v,du,dv) = -dx  • dn = [du dv 1 11 12
1_ 21 “ 22 _
du
dv
= duT[b\lu
Where:
b„=L =
b22 = M  =
d2x 
du2
d2x
d v ‘
1^2 ~^2\ — N  —
d2x
dudv
The normal vector to the surface at the point (u,v) is:
n(uiV) = ^iLX X "
13.1 Measures of surface curvatures
The ratio of the first and second fundamental forms is defined called Normal Curvature 
Knormai which varies with the differential vector (du,dv). The maximum and minimum 
values of Kn0rmai are called the maximum and minimum principal curvatures Ki and K2 .
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These measures of curvature are useful for characterising the class of surface one is 
dealing with. For example for a point on a cylinder we would find that K2 would be zero 
as it would be the curvature parallel to the cylinder axis.
Principal curvatures can be combined into quantities that are independent of the 
principal directions at a point on the surface. Gaussian and Mean curvatures K and H 
are defined as:
d x  d2x d2x
Gaussian Curvature=K= K1K2 =
du2 dv' dudv
1 +
r dx^2 
\du j
+
d2x d2x d2x f  dx^+ +
_ /£** “I" /(*iMean Curvature=H= —-----   = du dv du‘ \d v j
+ d2x f d x '2
dv' \d u j
- 2
dx dx d2x 
du dv dudv
2 h  +
( d x ^ 2
{du)
+
r dx\
3 /2
\dv)
These measures of curvature enable the characterisation of surfaces into eight basic 
types:
KO K=0 K>0
H<0 Saddle ridge Ridge Peak
H=0 Minimal Surface Flat (none)
H>0 Saddle Valley Valley Pit
A topographic primal sketch consists of the segmentation of a range image into surface 
patches according to the eight valid categories shown above. The major problem in the 
production of the primal sketch is the evaluation of the threshold levels corresponding 
to the zero values for K and H. These issues are discussed in detail in Boulanger and
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Cohen (1988) who also propose a relaxation technique to overcome inconsistencies due 
to noise in the input images.
There are several useful metrics that can be derived from these measures of surface 
form. One worth considering in the context of this research is the quadratic variation Q 
which, when summed over an area, gives a view dependent measure of the flatness of a 
region
Q =
d2x
du2
d2x
+ 2  +
dudv
d2x
dv2
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14 Appendix Three -  typical output from bundle 
adjustment
10‘
Figure 14-1 Diagrammatic representation of bundle network - spheres represent camera stations -  spheres 
represent camera locations crosses represent target locations
The following file comprises the full listing of the combined 
adjustment of the Hazmap project detailed in Chapter 9 and shown in 
Figure 14-1 above. Additional notes or comments are highlighted. The 
adjustment is based upon equivalent theodolite angles generated from 
image measurements by the process outlined in Section 6.2.2.
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*** CAP COMBINED ADJUSTMENT PROGRAM *** REL. 2.26 (C) L. HINSKEN 1988-97
START OF EXECUTION : 28-04-1999 09:23:16
I n p u t  f i l e s
JOB CONTROL PARAMETERS FROM FILE : C:\bundle\m50-055\Bundle.par
FILE WITH OBJECT COORDINATES : Bundle.con
FILE WITH IMAGE COORDINATES : bundle.imi
FILE WITH ADDITIONAL OBSERVATIONS : bundle.add
FILE WITH CAMERA PARAMETERS : bundle.cam
FILE WITH EXTERIOR ORIENTATION : bundle.ext
A d j u s t m e n t  p a r a m e t e r s  from  Job  C o n t r o l  f i l e
MEASURING UNIT IN OBJECT SPACE : 
MEASURING UNIT IN IMAGE SPACE : mm
MAXIMUM NUMBER OF ITERATIONS: 30
CODE FOR PARAMETERS OF INTERIOR ORIENTATION: 0
0 -> FOCAL LENGTH ONLY
1 -> 0 + COORDINATES OF PRINCIPAL POINT X0, Y0
2 -> 1 + PARAMETERS FOR RADIAL SYM. DISTORTION Al, A2
3 -> 2 + PARAMETERS FOR TANGENTIAL AND ASYM. DISTOR. Bl, B2
FLAG FOR COMPUTATION OF TESTSTATISTIC FOR DEFORMATION ANALYSIS: 0
0 -> NO COMPUTATION
1 -> COMPUTATION
FLAG FOR SIMULATION: 0
0 -> ESTIMATED SIGMAO IS TAKEN FOR ERROR PROPAGATION
1 -> GIVEN SIGMAO A PRIORI IS TAKEN FOR ERROR PROPAGATION
SIGMAO A PRIORI: 0.0200
FLAG FOR REORDERING TO MINIMIZE STORAGE REQUIREMENT: 0
0 -> NO REORDERING
1 -> BANKERS" ALGORITHM
FLAG FOR BLUNDER DETECTION: 0
0 -> ESTIMATED TESTSTATISTC
1 -> APPROXIMATED TESTSTATISTIC (FAST)
keyword is blank in R4VAR
PROBABILITY FOR BLUNDER DETECTION : 0.0 %
keyword is blank in YESNO
AUTOMATIC ELIMINATION OF GROSS DATA ERRORS :
O u tp u t  f i l e s
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OUTPUT FILE FOR ADJUSTED OBJECT : bundle.con
OUTPUT FILE FOR ORIENTATION PAR. : bundle.ext
OUTPUT FILE FOR IMAGE BLUNDERS : bundle.blu
OUTPUT FILE FOR ADDITIONAL BLUNDERS: bundle.blu
WRITE INFORMATION FOR GRAPHICAL OUTPUT VIEW : no
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
D e t a i l s  o f  o b s e r v a t i o n s  and u n kn o w n s .
N o t e  t h a t  s i n c e  t h e  a d j u s t m e n t  i s  p u r e l y  b a s e d  on  
t h e o d o l i t e  o b s e r v a t i o n s  t h e  Camera f i l e  i s  a dummy f i l e  
r e q u i r e d  by t h e  s o f t w a r e  (Camera 10) and t h a t  a Dummy Image  
f i l e  i s  a l s o  r e q u i r e d  (Image 9 9 9 ) .  R e m a i n i n g  ' i m a g e s '  i n  
f a c t  r e p r e s e n t  t h e o d o l i t e  s t a t i o n s
NO RANKDEFICIENCIES
NUMBER OF CONTROL POINTS : 19
NUMBER OF NEW POINTS : 8
NUMBER OF PHOTOS : 12
NUMBER OF CAMERAS : 1
NUMBER OF MODELS : 0
NUMBER OF ADD. OBSERVATIONS: 3
EXPLANATION OF ABBREVIATIONS USED IN CONNECTIVITY-TABLE BELOW
I 1 -> IMAGE ID. 999
I 2 -> CAMERA ID. 10
I A1
CO IMAGE ID. 100100016
I 4 -> IMAGE ID. 105100016
I 5 -> IMAGE ID. 100100014
I 6 -> IMAGE ID. 110100014
I 7 -> IMAGE ID. 120100014
I 8 -> IMAGE ID. 122015014
I 9 -> IMAGE ID. 115100014
I 0 -> IMAGE ID. 105100014
II 1 -> IMAGE ID. 120100003
II 2 -> IMAGE ID. 120091004
II 3 -> IMAGE ID. 125115003
T e x t  r e p r e s e n t a t i o n  o f  n e t w o r k  c o n n e c t i o n  t h a t  u s e s  t h e  
n u m b e r in g  s y s t e m  a b o v e  t o  show number and d i s t r i b u t i o n  o f  
o f  o b s e r v a t i o n s  t o  e a c h  t a r g e t  p o i n t
CONNECTIVITY-TABLE
2 2 2
C O N N E C T IO N S  BETW EEN P O IN T S  -  PHOTOS -  CAM ERAS -  A D D .O B S . -  DATUM  D E F .
I : II : III : IV : V : VI :
POINT NO. 123456789012345678901234567890123456789012345678901234567890 RAY ADD
I ********** 10 0
2 * * * * * * * * *  9 0
7 *********** 11 0
18 *** **** 7 2
21 ***** ***** 10 2
22 **** ***** 0 2
23 ******** 0 o
25 ********** 10 o
TIME FOR SYMBOLIC FACT.: 0.06 (SEC)
NUMBER OF UNKNOWNS= 97 NONZEROS BEFORE FACT.= 1563
OVERHEAD STORAGE= 418 NONZEROS AFTER FACT.= 3561
MAXIMUM NUMBER OF NONZEROS IN NORMAL EQUATION MATRIX: 300000
Key s t a t i s t i c s  r e l a t i n g  t o  n e t w o r k  c o n f i g u r a t i o n
TOTAL NUMBER OF OBSERVATIONS: 407
PROBABILITY FOR BLUNDER DETECTION 95.0 %
THRESHOLD FOR BLUNDER DETECTION 
TAU(1-ALPHA/N;1,N-Q-l) = 3.798
TOTAL REDUNDANCY: 310
I n t e r m e d i a t e  s t a t i s t i c s  f o r  e a c h  i t e r a t i o n
******** 1_ ITERATION ********
RMS VALUES OF WEIGHTED RESIDUALS OF X AND Y PHOTO COORDINATES
IMAGE NO. 999 0.0000E+00 0.OOOOE+OO
STATION NO. 100100016 0.3017E-01 0.2428E-01
STATION NO. 105100016 0.2335E-01 0.2506E-01
STATION NO. 100100014 0.2243E-01 0.2341E-01
STATION NO. 110100014 0.3190E-01 0.2715E-01
STATION NO. 120100014 0.3836E-01 0.3125E-01
STATION NO. 122015014 0.4647E-01 0.3474E-01
STATION NO. 115100014 0.2986E-01 0.2429E-01
STATION NO. 105100014 0.2435E-01 0.2223E-01
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STATION NO. 
STATION NO. 
STATION NO.
120100003
120091004
125115003
ADDITIONAL OBSERVATIONS:
0.3115E-01 
0.2254E-01 
0.4014E-01 
0.7084E-02
0.1996E-01 
0.3190E-01 
0.1786E-01
SIGMAO: 0.3360E-01 SQUARE SUM OF RES.: 0.34 99
MEAN ABSOLUTE VALUE OF RIGHT HAND SIDE: 
TIME AND OPERATIONS FOR FACTORIZATION: 
TIME AND OPERATIONS FOR SOLUTION:
MEAN ABSOLUTE VALUE OF SOLUTION VECTOR: 
RMS OF UNKNOWNS AFTER 1. ITERATION:
0.8520E-01
0.8064E-02 
0.2290E-01
0.06 (SEC) 
0.00 (SEC)
******** 2 , ITERATION ********
RMS VALUES OF WEIGHTED RESIDUALS OF X AND Y PHOTO COORDINATES
IMAGE NO. 999 0.0000E+00 0.0000E+00
STATION NO. 100100016 0.3011E-01 0.2432E-01
STATION NO. 105100016 0.2323E-01 0.2521E-01
STATION NO. 100100014 0.2238E-01 0.2338E-01
STATION NO. 110100014 0.3184E-01 0.2707E-01
STATION NO. 120100014 0.3834E-01 0.3120E-01
STATION NO. 122015014 0.4641E-01 0.3466E-01
STATION NO. 115100014 0.2995E-01 0.2423E-01
STATION NO. 105100014 0.2429E-01 0.2233E-01
STATION NO. 120100003 0.3125E-01 0.1920E-01
STATION NO. 120091004 0.2265E-01 0.3068E-01
STATION NO. 125115003 0.4009E-01 0.1791E-01
ADDITIONAL OBSERVATIONS: 0.6983E-02
SIGMAO: 0.3352E-01 SQUARE SUM OF RES.: 0.34(
MEAN ABSOLUTE VALUE OF RIGHT HAND SIDE: 
TIME AND OPERATIONS FOR FACTORIZATION: 
TIME AND OPERATIONS FOR SOLUTION:
MEAN ABSOLUTE VALUE OF SOLUTION VECTOR: 
RMS OF UNKNOWNS AFTER 2. ITERATION:
0.2142E-04
0.5770E-04 
0.1622E-03
0.00 (SEC) 
0.00 (SEC)
TIME AND OPERATIONS FOR INVERSION: 0.17 (SEC)
97133.
7413.
97133.
7413.
201921.
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R e s u l t s  a f t e r  c o n v e r g e n c e  -  u n i t s  a r e  mm 
CP -  C o n t r o l  p o i n t ,  S u r v e y e d  b y  t h e o d o l i t e  and h e l d  f i x e d  
i n  a d j u s t m e n t  
NP -  New p o i n t  g e n e r a t e d  from  HAZMAP o b s e r v a t i o n s
ADJUSTED OBJECTCOORDINATES STANDARD DEVIATION
POINT NO. X Y Z SIGX SIGY SIGZ
CP 3 12877.1400 8822.0990 1593.0510
CP 4 13135.4200 9246.5180 76.8110
CP 5 13609.6470 9139.9520 1385.0850
CP 6 13605.8890 9117.4870 2246.2050
CP 8 13605.7380 9878.0560 1522.9920
CP 9 13605.6900 9845.9410 2220.6760
CP 10 12939.9970 10569.8090 82.0780
CP 11 13604.5300 10793.5530 1641.6170
CP 12 13601.2240 10778.7210 2202.3170
CP 13 13138.7710 11184.6960 81.7620
CP 14 13606.5870 11190.1670 1646.0660
CP 15 13258.3330 11262.0660 1936.6730
CP 16 12459.7250 11168.9000 82.0630
CP 17 12078.6020 10975.9040 1351.2940
CP 19 11387.9070 10897.3740 1509.6050
CP 20 11465.7240 10954.9830 2180.6690
CP 24 12467.4540 10371.2310 744.7170
CP 26 13227.3370 9350.3920 1038.6730
CP 27 13336.4330 10627.4200 657.8980
NP 1 12326.3851 9065.8330 217.6400 0.4535 0.4128 0.4759
NP 2 12340.2225 8818.2949 950.8927 0.5614 0.7107 0.4446
NP 7 13096.7695 9911.7607 79.2124 0.5891 0.3332 0.4530
NP 18 11498.8434 10482.6748 79.9430 0.4649 0.4755 0.6188
NP 21 12377.0269 10364.5750 80.5187 0.4201 0.3836 0.4431
NP 22 12406.0838 9795.5050 80.6691 0.5575 0.3442 0.4924
NP 23 12651.3595 10000.3328 753.2027 0.6540 0.2876 0.5491
NP 25 13312.9789 10171.7291 644.6560 0.6980 0.3662 0.4195
RMS: 0.5575 0.4323 0.4910
X-MAX.: 0.15980 AT POINT NO.: 25
Y-MAX.: 0.7107 AT POINT NO.: 2
Z-MAX.: 0.6188 AT POINT NO.: 18
D i s p l a c e m e n t s  o f  new p o i n t s  u n i t s  a r e  mm
DIFFERENCE BETWEEN ADJUSTED COORDINATES MINUS INITIAL VALUES
POINT NO. DX DY DZ
1 1 0.0283 -0.0852 -0.1054
2 2 0.0239 -0.0192 0.0559
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3 7 0.0036 -0.0022 -0.0034
4 18 0.0022 -0.0005 0.0015
5 21 0.0042 0.0010 0.0040
6 22 0.0383 -0.0092 -0.0042
7 23 0.0053 -0.0031 -0.0005
8 25 -0.0062 0.0015 -0.0025
RMS: 0.0192 0.0311 0.0423
O b e r s v a t i o n  r e s i d u a l s  -  n o t  dummy im a g e  999  h a s  no  
o b s e r v a t i o n s  
U n i t s  o f  o b s e r v a t i o n s  a r e  G ons ,  r e s i d u a l s  a r e  mGon
IMAGE NO. 999
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
X Y X Y  X Y X Y  X Y
STATION NO. 100100016
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
H V H V H V H V H V
1 127.4557 133.5707 -32.6 12.9 -1.1 0.4 0.78 0.80 144. 142.
2 132.8466 117.2256 11.4 -24.9 0.4 -0.9 0.74 0.74 148. 148.
3 127.8045 101.7693 3.5 -35.9 0.1 -1.2 0.82 0.85 140. 138.
4 118.1390 129.3525 -15.8 17.9 -0.5 0.6 0.87 0.89 137. 135.
7 104.9613 130.3598 -50.0 9.0 -1.6 0.3 0.88 0.88 136. 136.
8 105.2179 102.7747 10.9 -5.2 0.3 -0.2 0.89 0.89 135. 135.
11 89.2920 100.7086 -9.0 -32.9 -0.3 -1.1 0.86 0.86 137. 138.
13 80.0638 128.2931 40.2 29.3 1.3 0.9 0.84 0.86 139. 137.
14 82.7957 100.5975 -6.8 -9.9 -0.2 -0.3 0.83 0.83 140. 140.
15 79.5242 95.3202 29.6 23.1 1.0 0.8 0.83 0.82 139. 141.
17 75.1568 108.9379 -34.1 53.6 -1.1 1.7 0.89 0.86 135. 137.
19 66.4970 106.4072 21.8 -7.6 0.8 -0.3 0.61 0.45 163. 191.
20 66.2998 82.1675 8.9 -1.5 0.3 -0.1 0.58 0.53 167. 176.
21 93.4252 137.3279 -30.8 30.4 -1.0 1.0 0.81 0.86 141. 137.
22 108.4957 137.2071 1.3 21.5 0.0 0.7 0.80 0.87 142. 136.
23 102.9920 121.4014 81.3 -21.8 2.6 -0.7 0.89 0.86 135. 137.
24 93.6037 122.8322 -35.1 -33.6 -1.1 -1.0 0.91 0.91 133. 133.
25 99.7844 119.2768 5.2 -15.6 0.2 -0.5 0.89 0.88 135. 135.
NUMBER OF POINTS: 18 RMS: 30.9 25.0
STATION NO. 105100016
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
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(*1000) (*1000)
H V H
1 125.6620 139.1257 -46.2
2 131.8162 120.2610 16.3
3 124.8214 101.9238 5.9
4 113.3440 133.5148 -8.5
5 112.7949 105.7019 -6.8
6 113.2328 88.8792 -11.0
7 97.8107 134.9682 1.1
8 98.1535 103.1178 -4.5
9 98.7743 89.0150 23.4
11 79.8025 100.6709 -17.6
12 80.0936 89.6639
inoi
14 72.4276 100.5689 23.6
15 68.4116 94.5192 30.0
17 60.5387 110.8430 28.2
18 67.1443 161.0023 -13.3
19 45.6421 108.1281 4.1
20 46.3166 77.3446 20.4
21 83.4978 144.0484 1 ts} OO
22 102.3486 143.9966 52.5
23 95.6047 125.6129 18.1
24 83.8159 127.4817 -4.3
25 91.7805 122.2129 9.5
26 110.5241 114.1656 -34.4
27 81.8702 121.3226 -21.2
NUMBER OF POINTS: 24 RMS: 23.7
V H V H V H V
54.,6 -1.,5 1.,8 0,.79 0..85 143. 138
22,,8 0.,6 -0.,8 0.,77 0..76 145. 146
-3.,1 0..2 -0.,1 0..89 0.,87 135. 137
-6..6 -0,,3 -0.,2 0.,88 0..93 136. 132
■24.,4 -0.,2 -0..8 0..92 0..93 133. 132
-3,.7 -0..3 -0..1 0,,88 0..91 135. 133
■17,.7 0.,0 -0.. 6 0.,87 0.,90 136. 134
■24,,0 -0,.1 -0.,7 0..94 0.,94 131. 131
41.,3 0,,7 -1..3 0..91 0.,92 134. 133
-9,,9 -0,.5 -0.,3 0..93 0.,91 132. 134
30..1 -1..3 -1..0 0.,92 0..88 133. 136
•14.,2 0,,7 -0..4 0,.91 0..89 134. 135
18..5 0..9 0., 6 0..91 0..87 133. 136
25..3 0.,9 0.,8 0..91 0..88 134. 136
4..3 -0.,6 0.,2 0.,42 0.,66 196. 156
37,.3 0,.1 -1..6 0..71 0..48 151. 184
26.,1 0.,7 1.,1 0..66 0.,46 157. 187
14..1 -0,,8 0..4 0.,83 0..88 140. 135
-6.,3 1..7 -0.,2 0,,82 0.,90 141. 134
16..4 0.,6 0..5 0.,89 0.,86 135. 137
43..1 -0.,1 1.,3 0.,92 0.,93 132. 132
17..8 0..3 0.,6 0..89 0..89 135. 135
22..9 -1.,1 -0.,7 0..94 0.,94 131. 131
40.,6 -0,.7 1.,3 0.,93 0..93 132. 132
25.7
STATION NO. 100100014
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
(*:1000) (*:1000)
H V H V H V H V H V
1 124.9490 130.6181 -19.5 6.6 -0.6 0.2 0.82 0.84 141 . 139
2 130.4614 113.4917 -22.6 16.4 -0.8 0.6 0.78 0.77 144 . 145
3 125.3006 98.2693 2.5 11.7 0.1 0.4 0.90 0.88 134 . 135
4 115.4323 126.8665 42.9 15.3 1.4 0.5 0.89 0.93 135 . 132
5 115.3293 102.2084 7.0 -30.8 0.2 -1.0 0.92 0.93 132 . 132
6 115.7559 87.5166 -26.2 -65.5 -0.8 -2.0 0.89 0.91 135 . 133
7 102.1406 127.7964 -11.0 19.1 -0.3 0.6 0.89 0.90 135 . 134
8 102.4718 99.7855 13.6 -5.4 0.4 -0.2 0.94 0.94 131 . 132
9 103.0168 87.5294 44.2 -1.8 1.4 -0.1 0.91 0.91 133 . 133
11 86.3933 97.7198 6.6 -3.8 0.2 -0.1 0.93 0.91 132 . 134
12 86.6881 88.1031 -41.1 -18.8 -1.3 -0.6 0.91 0.88 133 . 136
13 77.0618 125.7839 29.5 46.1 0.9 1.4 0.89 0.90 135 . 134
14 79.8593 97.6996 -4.3 4.1 -0.1 0.1 0.90 0.89 134 . 135
15 76.5618 92.2168 19.3 -25.1 0.6 -0.8 0.91 0.88 134 . 136
17 71.9834 104.3739 -21.3 11.1 -0.7 0.4 0.91 0.88 134 . 136
18 79.9653 147.5756 10.0 -46.3 0.4 -1.7 0.52 0.66 177 . 157
227
19 63.0434 99.8813 11.6 3.1 0.4 0.1 0.70 0.51 152. 178
20 62.8931 76.2936 8.6 -15.7 0.3 -0.6 0.66 0.58 157. 167
21 90.4811 134.5077 -30.3 3.9 -1.0 0.1 0.86 0.89 138. 135
22 105.7191 134.4112 38.1 -4.1 1.2 -0.1 0.85 0.90 138. 134
23 100.2941 117.8863 -8.8 9.5 -0.3 0.3 0.91 0.87 133. 137
24 90.6533 119.1535 0.8 -2.2 0.0 -0.1 0.94 0.93 132. 132
25 96.9809 116.3849 -8.3 19.7 -0.3 0.6 0.91 0.91 134. 134
26 113.1098 109.1105 -29.3 37.8 -0.9 1.2 0.94 0.94 131. 131
27 88.3654 115.7834 -12.0 16.9 -0.4 0.5 0.94 0.94 132. 132
OF 1POINTS: 25 RMS: 22.8 23.8
STATION NO. 110100014
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
(*:L000) (*1000)
H V H V H V H V H V
1 139.4932 143.3316 -29.8 -13.0 -1.0 -0.4 0.76 0.81 146,. 141
2 146.4927 119.4286 8.4 19.5 0.3 0.7 0.73 0.69 149,. 153
3 135.9780 97.4480 -19.4 1.0 -0.6 0.0 0.87 0.83 137,. 140
4 121.7292 136.2412 -64.2 12.3 -2.0 0.4 0.87 0.93 136 . 132
5 120.3619 102.8757 -15.0 -42.5 -0.5 -1.3 0.91 0.92 134,. 133
7 102.4407 138.4540 6.7 -28.8 0.2 -0.9 0.85 0.88 138 . 136
8 102.8218 99.5830 30.3 -15.3 0.9 -0.5 0.92 0.93 132,. 132
9 103.6164 82.7765 39.6 21.1 1.3 0.7 0.88 0.91 136,. 133
13 67.2046 133.7857 45.2 -23.3 1.4 -0.7 0.91 0.90 134,. 135
14 72.3226 96.8102 43.6 23.2 1.4 0.7 0.92 0.89 133 . 135
15 67.0569 89.3522 48.8 23.3 1.5 0.7 0.92 0.88 133,. 136
17 52.1184 106.6302 -51.8 32.4 -1.6 1.0 0.89 0.86 135 . 137
18 48.3590 171.4475 -34.9 70.2 -2.1 2.7 0.24 0.60 260 . 165
19 24.1030 99.5303 -3.3 -25.3 -0.1 -1.1 0.69 0.50 153 . 181
20 27.2276 63.7752 1.3 14.0 0.0 0.6 0.62 0.44 162 . 192
21 82.6966 150.5427 24.9 2.8 0.9 0.1 0.76 0.87 146,. 137
22 108.9242 150.8307 1.1 -52.4 0.0 -1.7 0.75 0.88 147,. 136
23 99.5814 127.6213 41.4 -15.6 1.4 -0.5 0.83 0.80 140 . 142
24 83.5273 130.0169 -3.4 2.2 -0.1 0.1 0.88 0.91 136 . 133
25 95.0247 122.8947 -18.8 -26.9 -0.6 -0.9 0.87 0.86 136 . 137
26 118.1450 112.7839 -46.3 24.2 -1.4 0.8 0.93 0.92 132,. 132
27 82.9107 121.6298 -4.2 9.2 -0.1 0.3 0.94 0.93 131,. 132
NUMBER OF POINTS: 22 RMS: 32.6 27.7
STATION NO. 120100014
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
H V H V H V H V H V
1 180.8632 159.7283 -40.0 -11.9 -1.7 -0.4 0.47 0.75 186. 147
2 183.9768 127.8640 2.0 1.1 0.1 0.0 0.51 0.58 178. 167
3 159.9281 96.1869 13.8 -38.3 0.5 -1.3 0.81 0.79 141. 143
4 137.2677 152.8734 -10.0 21.5 -0.3 0.7 0.82 0.93 141. 132
5 130.9208 104.4574 20.1
7 103.4306 159.5985 -5.5
8 103.6059 99.4654 12.4
9 104.9126 72.8799 -17.8
10 62.2652 158.8061 8.3
11 68.9383 95.2429 39.8
12 69.3338 76.0876 63.7
13 46.5818 145.6895 -17.7
14 57.6462 95.6512 56.7
15 47.9043 84.9685 38.5
17 2.0929 109.7714 32.8
19 360.8697 99.8453 -28.1
20 366.3485 66.0862 -48.1
21 44.2938 177.8361 -31.3
23 96.6582 156.9126 -57.1
24 51.4529 158.4091 -16.4
25 89.8717 137.7575 -31.2
26 130.6868 121.5693 -69.8
27 69.8320 133.8851 85.0
NUMBER OF POINTS: 23 RMS: 39.2
-19..7 0.,6 -0..6 0.,91 0..90 134. 134
14.,9 -0..2 0.,5 0.,63 0.,78 160. 144
-22..1 0,.4 -0.,7 0.,92 0..91 133. 134
-5..7 -0.,6 -0.,2 0.,86 0.,87 137. 136
34.,8 0..3 1..1 0..87 0,,92 136. 133
22..9 1..2 0..7 0..93 0.,91 132. 133
16..7 2,.0 0,.5 0..90 0.,90 134. 134
22..6 -0..6 0.,7 0.,91 0..92 133. 132
2.,6 1,,7 0,.1 0..94 0.,91 132. 133
13,.8 1.,2 0..4 0.,92 0.,90 133. 134
24..8 1,.1 0..8 0,.83 0..79 140. 143
-14.,7 -1.,0 -0,.5 0,.71 0,.69 151. 153
30.,6 -1,,8 1,.1 0,.65 0,.68 157. 155
92,,5 -1,, 6 3,.3 0..33 0,.71 221. 151
-22..9 -3..0 -1,.0 0..33 0,.47 222. 186
33..9 -0,,6 1..1 0..62 0,.85 161. 138
-25.,8 -1,.1 -0..9 0..70 0,.70 152. 152
-20..3 -2,,2 -0,.6 0..90 0,,89 134. 135
-66.,1 2,.6 -2,.0 0,.94 0,,93 131. 132
31.9
STATION NO. 122015014
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
H V H V H V H V H V
1 204.5817 130.6654 34.1 -23.7 1.2 -0.8 0.71 0.86 151. 138
2 203.8303 112.8146 38.7 7.5 1.4 0.2 0.71 0.85 152. 138
3 191.2216 97.8960 56.2 21.6 1.9 0.7 0.82 0.89 141. 135
7 177.6011 144.1655 -6.6 -36.2 -0.3 -1.2 0.60 0.84 165. 139
9 163.0784 78.1060 -58.3 19.0 -1.9 0.6 0.85 0.87 138. 137
10 172.8422 159.6623 -62.2 -45.2 -2.1 -1.4 0.76 0.90 146. 134
11 137.2263 93.3916 36.2 -34.6 1.2 -1.1 0.87 0.86 137. 137
13 131.1543 170.1956 22.6 104.8 1.0 3.6 0.44 0.75 192. 147
14 118.6662 92.1528 -51.8 -6.8 -1.7 -0.2 0.80 0.80 142. 142
15 121.1288 68.2233 41.9 17.3 1.7 0.7 0.52 0.54 177. 173
17 242.3306 113.7648 -19.8 22.4 -0.8 1.4 0.49 0.22 181. 274
23 193.9269 129.0728 3.6 -10.0 0.2 -0.4 0.38 0.67 208. 155
24 202.0884 137.1426 53.5 -34.5 1.7 -1.1 0.85 0.90 138. 134
25 165.6739 131.8281 18.9 4.2 0.9 0.1 0.41 0.78 200. 144
27 152.4666 138.6067-■106.9 -9.0 -3.4 -0.3 0.90 0.87 134. 137
NUMBER OF POINTS: 15 RMS: 47.9 35.8
STATION NO. 115100014
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
H V H V  H V H V  H V
229
1 152.7481 150.6420 17.7
2 159.6058 123.2018
inCDCM1
3 144.3895 97.2204 22.3
4 127.1816 142.2758 9.7
7 103.6353 145.8586 13.7
8 103.8189 99.7055 2.9
9 104.7799 79.7314 -21.4
14 67.9051 96.5584 55.8
15 61.2184 87.8829 4.4
17 36.0331 108.8058 11.8
19 394.9850 100.1299 27.2
20 0.6138 61.2090 -66.8
21 76.0127 161.6937 -33.1
22 113.8168 162.2940
QOCOCO1
23 100.1048 136.1803 41.9
24 77.6337 139.6192 -21.4
25 94.3047 127.8597 9.3
26 122.7034 115.7841 -36.2
27 79.6067 126.0099 29.7
NUMBER OF POINTS: 19 RMS: 30.7
-43.5 0.7 -1.5 0.65 0.77 157. 145
-3.1 -1.0 -0.1 0.67 0.65 156. 158
-17.7 0.7 -0.6 0.83 0.79 140. 143
40.0 0.3 1.2 0.85 0.91 138. 133
-19.5 0.5 -0.6 0.81 0.84 141. 139
18.9 0.1 0.6 0.91 0.91 133. 134
37.6 -0.7 1.2 0.85 0.88 138. 136
29.9 1.7 0.9 0.92 0.89 133. 135
18.5 0.1 0.6 0.91 0.88 134. 136
9.4 0.4 0.3 0.82 0.82 140. 141
3.5 1.0 0.1 0.63 0.51 161. 178
-20.6 -2.6 -0.9 0.57 0.48 168. 183
-7.1 -1.3 -0.2 0.60 0.81 164. 141
-3.5 -1.5 -0.1 0.57 0.81 169. 142
30.5 1.5 1.1 0.73 0.74 149. 148
-25.1 -0.7 -0.8 0.77 0.89 145. 135
-6.6 0.3 -0.2 0.83 0.81 140. 141
-46.4 -1.1 -1.5 0.91 0.90 134. 134
14.2 0.9 0.4 0.93 0.91 132. 133
24.9
STATION NO. 105100014
POINT NO. OBSERVATIONS RESIDUALS
( * 1 0 0 0 )
TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 )
H V H V H V H V H V
1 129.9887 134.9281 -24.6 13.5 -0.8 0.4 0.80 0.84 143. 139
2 136.0847 115.4873 -1.1 -25.4 0.0 -0.9 0.77 0.75 145. 147
3 129.2635 97.9752 28.9 -0.6 0.9 0.0 0.90 0.87 134. 136
4 118.0322 130.0794 -47.4 -6.7 -1.5 -0.2 0.88 0.93 136. 132
5 117.4547 102.4215 18.5 -51.2 0.6 -1.6 0.92 0.93 133. 132
6 117.9480 85.9378 -34.2 -2.1 -1.1 -0.1 0.89 0.92 135. 133
7 102.7755 131.3702 -25.4 20.9 -0.8 0.7 0.88 0.90 136. 135
8 103.0385 99.6678 27.8 13.9 0.9 0.4 0.94 0.94 131. 131
9 103.7301 85.9030 -13.9 2.8 -0.4 0.1 0.91 0.92 134. 133
11 84.9134 97.3518 47.7 15.9 1.5 0.5 0.93 0.91 132. 134
12 85.2274 86.5898 7.4 2.2 0.2 0.1 0.92 0.88 133. 136
14 77.6811 97.3648 21.2 8.9 0.7 0.3 0.91 0.89 134. 135
15 73.8074 91.2155 -5.9 -45.2 -0.2 -1.4 0.91 0.88 133. 136
17 66.4752 105.0685 4.1 63.9 0.1 2.0 0.91 0.87 134. 136
18 73.5768 156.5485 -4.7 -3.0 -0.2 -0.1 0.42 0.64 196. 160
19 52.4804 99.7532 -6.6 -17.5 -0.2 -0.8 0.71 0.47 152. 185
20 53.0273 71.2757 -8.5 -14.2 -0.3 -0.6 0.66 0.51 156. 178
21 88.8461 139.9180 -2.9 -7.7 -0.1 -0.2 0.83 0.88 140. 136
22 107.2632 139.7948 45.1 -5.2 1.5 -0.2 0.83 0.89 140. 135
23 100.6837 120.8846 -9.4 18.2 -0.3 0.6 0.89 0.84 135. 139
24 89.1515 122.5642 8.7
IT)OOH1 0.3 -0.6 0.92 0.92 132. 132
25 96.8062 118.5285 15.2 11.2 0.5 0.4 0.90 0.89 135. 135
26 115.2567 110.3055 -49.4 16.5 -1.5 0.5 0.94 0.94 131. 132
27 87.0179 117.7605 9.2 13.6 0.3 0.4 0.93 0.93 132. 132
230
NUMBER OF POINTS: 24 RMS: 24.8 22.8
STATION NO. 120100003
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
(*:L000) (*:L000)
H V H V H V H V H V
1 182.1597 108.9300 32.7 -21.7 1.4 -1.0 0.50 0.42 181 . 196
2 186.6740 71.5484 -0.4 16.9 0.0 0.8 0.52 0.40 177 . 202
3 164.3435 55.1706 -13.2 -21.1 -0.5 -0.7 0.69 0.72 153 . 150
4 140.0962 111.9693 44.9 6.3 1.5 0.2 0.77 0.81 145 . 142
5 135.4917 66.1087 -41.6 46.4 -1.4 1.5 0.84 0.80 139 . 142
7 107.5745 113.8223 6.8 15.9 0.3 0.6 0.64 0.57 159 . 169
10 67.5922 113.0140 -82.7 -17.2 -2.8 -0.6 0.78 0.76 144 . 146
13 51.1586 108.0686 9.8 -6.5 0.3 -0.2 0.78 0.79 144 . 143
15 52.3662 51.4198 -12.1 -25.7 -0.5 -0.9 0.63 0.75 160 . 147
18 351.7332 122.5529 10.5 19.9 0.8 1.4 0.16 0.18 314 . 300
21 52.3516 127.8858 30.7 -7.7 1.6 -0.4 0.31 0.31 227 . 228
22 132.1098 133.5446 -6.7 0.2 -0.5 0.0 0.17 0.28 305 . 240
25 94.6778 83.9654 21.2 -6.8 0.8 -0.3 0.68 0.53 155 . 175
NUMBER OF POINTS: 13 RMS: 32.4 19.9
STATION NO. 120091004
POINT NO. OBSERVATIONS RESIDUALS TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 ) ( * 1 0 0 0 )
H V H V H V H V H V
1 97.3154 139.1213 13.5 15.8 1.7 1.6 0.05 0.09 547. 426
4 89.4365 119.3011 -27.6 -14.8 -1.2 -0.5 0.47 0.65 186. 157
7 58.5674 115.3599 11.2 -10.3 0.4 -0.4 0.60 0.67 165. 156
10 36.3684 111.5699 5.2 -22.7 0.2 -0.7 0.82 0.82 140. 140
15 33.6366 64.6013 2.7 81.8 0.1 2.8 0.79 0.77 143. 145
18 380.1126 115.1368 13.4 -43.1 0.6 -1.7 0.53 0.55 175. 171
19 379.5806 67.4277 -18.0 0.0 -0.6 0.0 0.72 0.67 150. 156
20 382.0124 53.1319 -37.1 9.2 -1.5 0.3 0.58 0.63 168. 160
21 19.3072 115.8354 53.2 -18.0 2.0 -0.6 0.62 0.72 161. 150
22 33.8897 125.3846 -18.6 -6.2 -1.1 -0.2 0.27 0.56 247. 170
25 56.0476 91.6667 2.2 34.8 0.1 1.3 0.65 0.64 158. 159
NUMBER OF POINTS: 11 RMS: 23.7 32.0
STATION NO. 125115003
POINT NO. OBSERVATIONS RESIDUALS
( * 1 0 0 0 )
H V H V
3 193.7390 71.4147 -10.4 -12.9
4 186.5752 105.9283 56.1 -21.0
TESTVALUES REDUNDANCY RELIABILITY
( * 1 0 0 0 )
H V H V H V
-0.4 -0.5 0.58 0.61 167. 163. 
2.2 -0.7 0.58 0.72 167. 150.
231
7 182.0265 108.5689 21.8 13.8
00o 0.5 0.59 0.65 166. 158
10 178.5701 114.4372 53.9 -15.4 2.3 -0.5 0.50 0.74 180. 148
13 138.4968 123.3217 -49.0 3.3 -3.4 0.2 0.18 0.21 298. 280
18 251.8472 108.5445 -66.9 -2.8 -2.8 -0.2 0.51 0.30 178. 233
21 211.7571 111.7396 -24.5 -9.0 -1.1 -0.4 0.42 0.53 197. 174
22 207.6465 107.5218 19.0 41.9 0.7 1.5 0.65 0.69 158. 153
of :POINTS: 8 RMS: 42.5 19.0
A d d i t i o n a l  o b s e r v a t i o n s  -  i n  t h i s  c a s e  u s e d  t o  p r o v i d e  
a d d i t i o n a l  s c a l e  i n  t h e  n e t w o r k .
ADJUSTED ADDITIONAL OBSERVATIONS
DISTANCES
SLOPE
FROM POINT NO.:
TO POINT NO.: 
OBSERVATION:
RESIDUUM:
STD. DEV. A PRIORI:
STD. DEV. A POSTERIORI:
21
22
569.00 
0.81134
2 . 0 0 0 0  
0.43859
LOCAL REDUNDANCY: 0.983
TESTVALUE (BLUNDER): 0.244
RELIABILITY: 12.8
DISTANCES
SLOPE
FROM POINT NO.:
TO POINT NO.: 
OBSERVATION:
RESIDUUM:
STD. DEV. A PRIORI:
STD. DEV. A POSTERIORI:
18
21
8 8 6 . 0 0
0.89242E-01
2 . 0 0 0 0
0.49316
LOCAL REDUNDANCY: 
TESTVALUE (BLUNDER) 
RELIABILITY:
0.978 
0.269E-01 
12.9
DISTANCES
SLOPE
FROM POINT NO.:
TO POINT NO.: 
OBSERVATION:
RESIDUUM:
STD. DEV. A PRIORI:
STD. DEV. A POSTERIORI:
18
22
1139.0 
-0.89276
2 . 0 0 0 0  
0.55478
LOCAL REDUNDANCY: 0.973
TESTVALUE (BLUNDER): -0.270
RELIABILITY: 12.9
Dummy Camera r e q u i r e d  by  s o f t w a r e
PARAMETERS OF INTERIOR ORIENTATION
CAMERA NO. 10 R0: 335.0000
232
FOCAL LENGTH S.D.
C : -1930.0000 0.0335
CORRELATION BETWEEN PARAMETERS OF INTERIOR ORIENTATION
C 1.000
Dummy cam era  s t a t i o n  r e q u i r e d  by s o f t w a r e
PARAMETERS OF EXTERIOR ORIENTATION
PHOTO NO. 999 CAMERA NO. 10 CORRELATION COEFFICIENTS
TRANSL. ST.DEV.
XO
YO
ZO
0.00000
0.00000
0.00000
0.03352 XO 
0.03352 YO 
0.03352 ZO
0 . 0 0
0 .00
0 . 0 0
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.00000
PHI 0.00000
KAPPA 0.00000
2.13385 PI
2.13385 P2
2.13385 P3
ROTATION ORDER: OMEGA, PHI, KAPPA
0 . 00
0 . 0 0
0 . 0 0
L o c a t i o n  o f  t h e o d o l i t e  s t a t i o n s  C o o r d i n a t e  u n i t s  a r e  mm, 
a n g u l a r  u n i t s  a r e  Gon.
STATION NO. 100100016
TRANSL. ST.DEV.
XO
YO
ZO
9999.39466
9998.19559
1672.88415
0.97887
1.78035
1.31270
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.05244 0.02348
PHI 399.87173 0.03074
KAPPA 3.10640 0.03760
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 105100016
233
T R A N S L . S T . D E V .
XO 10489.06676 0.54989
YO 9996.09036 1.12174
ZO 1670.75303 0.83038
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.02342 0.01941
PHI 399.91905 0.02155
KAPPA 395.73784 0.02606
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 100100014
TRANSL. ST.DEV.
XO 10032.49231 0.75061
YO 9998.08066 1.32599
ZO 1504.84442 1.19220
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 399.97353 0.02017
PHI 399.89757 0.02624
KAPPA 0.34766 0.02776
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 110100014
TRANSL. ST.DEV.
XO 11028.50370 0.32293
YO 9987.48615 0.74241
ZO 1502.28368 0.53382
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 399.94969 0.01669
PHI 399.92330 0.01688
KAPPA 0.15021 0.02119
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 120100014
TRANSL. ST.DEV.
XO 12044.23838 0.23694
YO 9967.59040 0.28553
ZO 1506.86679 0.26681
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.05271 0.01112
PHI 399.89720 0.01183
KAPPA 399.97260 0.01186
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 122015014
TRANSL. ST.DEV.
XO
YO
ZO
12507.49162
11522.15631
1503.98586
0.60649
0.32642
0.36473
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.00032 0.01419
PHI 0.01643 0.01632
KAPPA 399.93902 0.02627
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 115100014
TRANSL. ST.DEV.
XO
YO
ZO
11462.54976
9997.40788
1511.07959
0.29586
0.52845
0.37845
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 0.03616 0.01474
PHI 399.92020 0.01460
KAPPA 0.28036 0.01816
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 105100014
TRANSL. ST.DEV.
XO 10440.71212 0.54491
YO 10009.02375 1.07304
ZO 1503.53338 0.88715
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R O T . A N G L E S  (G O N ) S T .D E V .  (G O N )
OMEGA 399.97227 0.01881
PHI 399.92832 0.02255
KAPPA 0.43332 0.02547
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 120100003
TRANSL. ST.DEV.
XO 12015.57305 0.30585
YO 9996.51912 0.41033
ZO 341.97996 0.41731
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 398.59542 0.01590
PHI 1.40456 0.02128
KAPPA 2.96511 0.01846
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 120091004
TRANSL. ST.DEV.
XO 11976.61877 0.87968
YO 9056.72146 0.46634
ZO 476.06435 0.71218
ROT. ANGLES (GON) ST.DEV. (GON)
OMEGA 398.19789 0.02375
PHI 1.29800 0.02208
KAPPA 0.27221 0.02992
ROTATION ORDER: OMEGA, PHI, KAPPA
STATION NO. 125115003
TRANSL. ST.DEV.
XO 12547.78164 1.39017
YO 11550.17365 0.45496
ZO 339.94734 0.66142
ROT. ANGLES (GON) ST.DEV. (GON)
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OMEGA 1.60311 0.03008
PHI 398.19427 0.04130
KAPPA 2.33597 0.05158
ROTATION ORDER: OMEGA, PHI, KAPPA
TOTAL TIME: 7.09 (SEC)
END OF EXECUTION : 28-04-1999 09:23:23
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15 Appendix Four -  analyses of automated fitting
Sample 1. Number of samples = 1500, Inlier tolerance = 4mm.
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885 4198 0 2207 1991 2207 559485 2.055 253.5 53% Cyli Good
751 3205 0 2196 1009 2196 289510.4 2.069 131.8 69% Cyli Good
1231 2075 0 574 1501 574 278716.6 2.183 485.6 28% Cyli Good
593 1659 0 1116 543 1116 231598 1.946 207.5 67% Cyli Good
241 1619 0 234 1385 234 219650.7 2.105 938.7 14% Cyli
197 1429 0 937 492 937 419202.2 1.705 447.4 66% Cyli Good
465 1398 0 435 963 435 219555.9 1.868 504.7 31% Cyli
1275 1162 0 509 653 509 107603.8 2.04 211.4 44% Cyli
210 1086 0 941 145 941 336385 1.664 357.5 87% Cyli Good
1035 988 0 274 714 274 221989 2.213 810.2 28% Cyli
1435 988 0 699 289 699 207810.2 1.476 297.3 71% Cyli Good
3750 978 0 432 546 432 223285.4 2.227 516.9 44% Cyli Good
3239 945 0 519 426 519 190655.2 1.887 367.4 55% Cyli Good
3323 916 0 623 293 623 273470.9 1.891 439 68% Cyli Good
3102 775 0 257 518 257 96077 1.975 373.8 33% Cyli Approx
227 730 0 580 150 580 268858.2 1.734 463.5 79% Cyli Good
534 676 0 197 479 197 118429.4 2.239 601.2 29% Cyli
217 657 0 555 102 555 275063.4 1.917 495.6 84% Cyli Good
1716 651 0 497 154 497 109566.9 1.754 220.5 76% Cyli
3856 618 0 244 374 244 279831.9 2.065 1146.9 39% Cyli
1825 610 0 319 291 319 90856 2.097 284.8 52% Cyli Good
312 601 0 289 312 289 317507.9 2.256 1098.6 48% Cyli Good
219 596 0 347 249 347 282657.6 1.986 814.6 58% Cyli
1679 596 0 345 251 345 65185.1 1.899 188.9 58% Cyli
242 579 0 424 155 424 230166.7 2.073 542.8 73% Cyli Good
3524 544 0 375 169 375 94291 1.987 251.4 69% Cyli Approx
4288 540 0 400 140 400 139757.8 1.917 349.4 74% Cyli Approx
2711 526 0 166 360 166 106062.9 2.059 638.9 32% Cyli
4109 485 0 299 186 299 144376.3 2.082 482.9 62% Cyli
2911 473 0 265 208 265 98829.8 1.98 372.9 56% Cyli Approx
1426 415 0 248 167 248 49030.9 1.879 197.7 60% Cyli Good
2695 347 0 251 96 251 138115.1 1.334 550.3 72% Cyli
3914 343 0 220 123 220 63208.5 1.843 287.3 64% Cyli Good
4456 334 0 174 160 174 73104.5 2.107 420.1 52% Cyli
414 330 0 214 116 214 80126.1 2.064 374.4 65% Cyli
1957 328 0 187 141 187 39122.1 2.017 209.2 57% Cyli
2952 325 0 273 52 273 60601 1.79 222 84% Cyli
2137 323 0 233 90 233 100717.8 1.873 432.3 72% Cyli
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0 127 184 127 27778.6 2.046 218.7 41% Cyli
0 186 119 186 131368.7 1.962 706.3 61% Cyli
0 100 202 100 132083.5 2.144 1320.8 33% Cyli
0 185 103 185 89052.8 1.856 481.4 64% Cyli
0 220 48 220 79036.2 1.92 359.3 82% Cyli
0 131 135 131 21261.1 2.002 162.3 49% Cyli
0 215 47 215 58227.6 1.761 270.8 82% Cyli
0 138 119 138 22234.5 1.597 161.1 54% Cyli
0 239 17 239 84517.6 1.483 353.6 93% Cyli
0 168 81 168 56806.2 1.918 338.1 67% Cyli
0 241 8 241 97909.4 1.489 406.3 97% Cyli
0 119 109 119 151216.6 2.125 1270.7 52% Cyli
0 138 68 138 24753.5 2.093 179.4 67% Cyli
0 148 56 148 45615.4 1.648 308.2 73% Cyli
0 105 88 105 68921.6 2.02 656.4 54% Cyli
0 164 27 164 75801.9 1.956 462.2 86% Cyli
0 159 25 159 24619.5 1.818 154.8 86% Cyli
0 111 71 111 25846.6 1.671 232.9 61% Cyli
0 162 19 162 35351.4 1.6 218.2 90% Cyli
0 121 57 121 79035.3 2.158 653.2 68% Cyli
0 89 76 89 85561.9 1.499 961.4 54% Cyli
0 113 42 113 152653.2 1.889 1350.9 73% Cyli
0 81 73 81 72680.2 1.941 897.3 53% Cyli
0 105 41 105 44117.1 2.296 420.2 72% Cyli
0 86 56 86 12987.5 1.987 151 61% Cyli
0 46 88 46 114009.7 2.053 2478.5 34% Cyli
0 108 26 108 54023.4 1.726 500.2 81% Cyli
0 100 33 100 14889.9 1.646 148.9 75% Cyli
0 112 21 112 37898.7 1.716 338.4 84% Cyli
0 96 36 96 138726 1.797 1445.1 73% Cyli
0 90 40 90 17173.3 1.632 190.8 69% Cyli
0 99 26 99 78199.2 1.789 789.9 79% Cyli
0 64 60 64 32583 2.002 509.1 52% Cyli
0 87 32 87 7118.8 1.896 81.8 73% Cyli
0 101 17 101 68569.6 1.592 678.9 86% Cyli
0 99 17 99 13232.9 1.711 133.7 85% Cyli
0 64 46 64 21588.6 1.772 337.3 58% Cyli
0 50 58 50 27643.2 1.702 552.9 46% Cyli
0 47 59 47 26493.9 1.759 563.7 44% Cyli
0 89 14 89 92964.6 1.808 1044.5 86% Cyli
0 93 10 93 21500.8 2.047 231.2 90% Cyli
0 65 37 65 163236.9 2.16 2511.3 64% Cyli
0 96 6 96 39478.6 1.134 411.2 94% Cyli
0 92 8 92 285956.1 9.537 3108.2 92% Cyli
0 72 28 72 24241.7 2.191 336.7 72% Cyli
0 82 18 82 5190.3 1.652 63.3 82% Cyli
0 70 29 70 136929.4 1.865 1956.1 71% Cyli
0 75 24 75 69615.9 1.3 928.2 76% Cyli
0 63 34 63 13377.9 1.832 212.3 65% Cyli
0 55 40 55 28053 2.135 510.1 58% Cyli
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0 58 36 58 62192.1 1.753 1072.3 62% Cyli
0 63 30 63 49470.6 1.954 785.2 68% Cyli
0 61 26 61 8039.6 1.907 131.8 70% Cyli
0 64 22 64 9169.9 1.93 143.3 74% Cyli
0 77 8 77 25533.5 1.158 331.6 91% Cyli
0 65 18 65 29491.1 2.028 453.7 78% Cyli
0 66 17 66 48197.2 2.129 730.3 80% Cyli
0 72 10 72 18080.4 1.879 251.1 88% Cyli
0 46 36 46 44781.3 1.918 973.5 56% Cyli
0 59 22 59 70892.5 2.729 1201.6 73% Cyli
0 52 29 52 24669.1 1.833 474.4 64% Cyli
0 72 8 72 43580.9 1.643 605.3 90% Cyli
0 58 22 58 29788.4 1.889 513.6 73% Cyli
0 62 16 62 20283.5 1.799 327.2 79% Cyli
0 51 27 51 9609.3 1.562 188.4 65% Cyli
0 66 11 66 10177.3 1.339 154.2 86% Cyli
0 60 17 60 45021.3 1.954 750.4 78% Cyli
0 44 32 44 32837.3 1.929 746.3 58% Cyli
0 54 21 54 37980.3 2.006 703.3 72% Cyli
0 57 16 57 9155.3 1.91 160.6 78% Cyli
0 50 23 50 13699.5 2.187 274 68% Cyli
0 66 6 66 79007.7 1.387 1197.1 92% Cyli
0 43 28 43 16076.5 1.215 373.9 61% Cyli
0 42 29 42 17638.1 2.252 420 59% Cyli
0 38 30 38 33218.9 1.83 874.2 56% Cyli
0 62 6 62 6940.5 1.126 111.9 91% Cyli
0 66 1 66 19529.2 0.962 295.9 99% Cyli
0 49 18 49 109096.7 1.925 2226.5 73% Cyli
0 39 26 39 20508.9 8.204 525.9 60% Cyli
0 46 19 46 6646.3 1.972 144.5 71% Cyli
0 61 3 61 94910.2 1.663 1555.9 95% Cyli
0 44 20 44 17627.8 1.728 400.6 69% Cyli
0 64 0 64 24281.9 1.425 379.4 100% Cyli
0 38 25 38 85452.7 1.986 2248.8 60% Cyli
0 55 7 55 4539.3 1.191 82.5 89% Cyli
0 35 26 35 18906.7 5.629 540.2 57% Cyli
0 59 1 59 44513.5 1.516 754.5 98% Cyli
0 50 10 50 4952.2 1.889 99 83% Cyli
0 41 19 41 7353.3 2.091 179.3 68% Cyli
0 48 12 48 8924.3 1.961 185.9 80% Cyli
0 58 1 58 73417.8 1.353 1265.8 98% Cyli
0 48 11 48 12407.8 1.211 258.5 81% Cyli
0 40 19 40 32722.7 1.931 818.1 68% Cyli
0 36 23 36 8740.5 1.969 242.8 61% Cyli
0 48 10 48 10717.9 1.683 223.3 83% Cyli
0 51 7 51 9892.2 2.146 194 88% Cyli
0 50 8 50 38781.9 2.001 775.6 86% Cyli
0 31 26 31 7944.6 1.956 256.3 54% Cyli
0 37 20 37 37032.4 1.9 1000.9 65% Cyli
0 48 8 48 22410.6 2.147 466.9 86% Cyli
Approx
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0 42 12 42 3737.5 1.568 89 78% Cyli
0 52 2 52 11661.4 1.848 224.3 96% Cyli
0 36 17 36 17676 1.853 491 68% Cyli
0 29 24 29 21899 2.228 755.1 55% Cyli
0 42 11 42 23488.5 1.833 559.2 79% Cyli
0 45 8 45 179583.6 2.108 3990.7 85% Cyli
0 50 2 50 5976.3 1.333 119.5 96% Cyli
0 40 12 40 35302.6 1.931 882.6 77% Cyli
0 49 2 49 53450.4 1.609 1090.8 96% Cyli
0 31 20 31 14527.9 2.001 468.6 61% Cyli
0 32 18 32 8178.1 1.926 255.6 64% Cyli
5108 0 4435 5108 253772.8 2 49.7 54% Plane
3897 0 3376 3897 416577.6 2.109 106.9 54% Plane
1537 0 5325 1537 232944.8 2.268 151.6 22% Plane
1929 0 2203 1929 238262.5 1.866 123.5 47% Plane
1859 0 2110 1859 146469.9 1.805 78.8 47% Plane
1991 0 1477 1991 308212.5 2.154 154.8 57% Plane
651 0 2741 651 165324.2 2.255 254 19% Plane
681 0 1841 681 145425.5 2.31 213.5 27% Plane
1246 0 823 1246 157659.5 2.166 126.5 60% Plane
1473 0 64 1473 223388.7 1.707 151.7 95% Plane
812 0 460 812 18738.2 2.178 23.1 64% Plane
985 0 231 985 40457.5 1.985 41.1 81% Plane
398 0 613 398 98412.6 1.926 247.3 39% Plane
733 0 209 733 151048.9 2.159 206.1 78% Plane
772 0 124 772 30555.9 2.082 39.6 86% Plane
477 0 397 477 62648.2 2.058 131.3 55% Plane
548 0 313 548 21967.2 2.125 40.1 64% Plane
467 0 349 467 37028.2 2.141 79.3 57% Plane
718 0 43 718 73283.8 1.68 102.1 94% Plane
608 0 7 608 58205.9 1.731 95.7 99% Plane
525 0 87 525 73305.1 1.849 139.6 86% Plane
252 0 316 252 41840 1.997 166 44% Plane
296 0 167 296 52632 2.096 177.8 64% Plane
326 0 119 326 21350.4 1.897 65.5 73% Plane
353 0 79 353 37884.8 1.554 107.3 82% Plane
200 0 196 200 16515.9 2.28 82.6 51% Plane
277 0 111 277 15951.5 1.939 57.6 71% Plane
131 0 243 131 6369.4 2.165 48.6 35% Plane
267 0 96 267 11657 2.194 43.7 74% Plane
195 0 157 195 33236.8 1.901 170.4 55% Plane
243 0 63 243 17132.9 1.998 70.5 75% Plane
216 0 105 216 15564.4 2.139 72.1 67% Plane
253 0 61 253 31094.9 1.623 122.9 81% Plane
298 0 12 298 15663.9 1.694 52.6 96% Plane
114 0 171 114 17005.6 1.945 149.2 40% Plane
241 0 43 241 12308.6 1.978 51.1 85% Plane
140 0 136 140 9484.2 2.037 67.7 51% Plane
35 0 237 35 2235745 2.132 63878.4 13% Plane
163 0 92 163 2135.8 1.769 13.1 64% Plane
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0 43 207 22974.5 1.865 111 83% Plane
0 33 212 2175.8 1.508 10.3 87% Plane
0 5 232 30659.5 1.613 132.2 98% Plane
0 127 98 2970.2 2.013 30.3 44% Plane
0 17 201 17957.4 1.779 89.3 92% Plane
0 82 133 12855.5 2.145 96.7 62% Plane
0 93 108 8163.5 2.072 75.6 54% Plane
0 31 159 6190.3 1.679 38.9 84% Plane
0 19 166 621.6 1.658 3.7 90% Plane
0 38 147 8828.5 1.979 60.1 79% Plane
0 58 115 3449.3 1.902 30 66% Plane
0 67 104 8272.8 1.734 79.5 61% Plane
0 27 142 3899.9 1.564 27.5 84% Plane
0 113 55 3345.4 2.122 60.8 33% Plane
0 32 135 26120.3 2.125 193.5 81% Plane
0 15 147 10202.1 1.482 69.4 91% Plane
0 0 154 37055.8 1.239 240.6 100% Plane
0 53 101 5628.2 1.846 55.7 66% Plane
0 61 90 3094.2 2.055 34.4 60% Plane
0 3 143 15334.6 1.8 107.2 98% Plane
0 16 128 3478.5 1.688 27.2 89% Plane
0 46 97 10477.8 2.05 108 68% Plane
0 18 125 10338.4 2.039 82.7 87% Plane
0 31 105 4101.9 2.133 39.1 77% Plane
0 45 90 5187 2.043 57.6 67% Plane
0 42 89 8432.2 1.765 94.7 68% Plane
0 61 65 1969 2.198 30.3 52% Plane
0 3 117 10866.3 1.317 92.9 98% Plane
0 2 117 15586.3 1.981 133.2 98% Plane
0 66 52 799.8 1.919 15.4 44% Plane
0 56 62 4290.5 2.098 69.2 53% Plane
0 0 115 12058.8 1.478 104.9 100% Plane
0 0 114 26928.3 1.697 236.2 100% Plane
0 56 58 6330.3 1.971 109.1 51% Plane
0 17 94 5180.5 1.963 55.1 85% Plane
0 0 105 16920.1 1.562 161.1 100% Plane
0 5 88 3848 1.926 43.7 95% Plane
0 24 66 22952.1 1.874 347.8 73% Plane
0 0 86 6891.3 0.807 80.1 100% Plane
0 30 54 4727.9 1.998 87.6 64% Plane
0 5 76 10774.6 1.802 141.8 94% Plane
0 10 69 3506.6 1.31 50.8 87% Plane
0 28 47 4847.2 2.133 103.1 63% Plane
0 17 57 3013.5 0.786 52.9 77% Plane
0 30 44 3317.5 2.166 75.4 59% Plane
0 7 67 5110 2.036 76.3 91% Plane
0 0 74 4641.3 1.034 62.7 100% Plane
0 34 38 5534.5 1.96 145.6 53% Plane
0 34 37 2729.8 1.916 73.8 52% Plane
0 12 59 4761.1 2.072 80.7 83% Plane
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