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ABSTRACT 
The partial constitutions of the Au-Ge-X and Au-Pb-X ternary alloys have been investigated, 
where X is a metallic element, selected from the sub-groups period 1m and rrm of the periodic 
table (In, Ga, Zn, or Cd), which forms one or more stable compounds with gold, but which 
forms no stable compound with Ge and Pb. The Smith Thermal Analysis Method, 
supplemented by metallographic and X-ray techniques, was used to determine the constitutions 
of the ternary systems. Eutectiferous, pseudobinary systems were found between Ge and the 
stable congruent intermediate compounds, AuIn, Auln2' AuGa, AuGa2' AuZn and AuCd. The 
solubility of Ge in the AuX compounds was not determined directly. However, it was 1.3 at.% 
Ge for Zn and Cd containing alloys and less than 1.0 at. % Ge for In and Ga containing alloys at 
the eutectic temperatures, which is in accordance with the Hume-Rothery rule. Ternary eutectic 
points were also determined in the Auln-AuIn2-Ge, Auln2-In-Ge and AuGa-AuGa2-Ge partial 
ternary systems. No evidence of liquid immiscibility was found in any of these ternary systems. 
The experimental results obtained were in good agreement with computed features of the 
diagrams. However, pseudobinary systems were not found between Pb and the stable 
congruent melting intermediate compounds, AuG a, AuGa2' AuZn and Aued (the Auln-Pb and 
AuIn2-Pb sections had already been investigated). The evidence of an extensive liquid 
immiscibility was found in each of these systems. The miscibility in the liquid state was found 
to decrease progressively down group IV when the elements of this group react with AuX 
compounds, which can be attributed to the progressive increase of the atomic size and decrease 
in electronegativities and solubility parameters of the elements, down this group. 
Two rules were derived to relate the liquid immiscibility/miscibility of ternary systems. One of 
the rules based upon the atomic sizes and melting points of the constituent elements showed a 
fair agreement with many systems. However, the other rule based upon the solubility parameter 
and electronegativities of the constituent elements showed good agreement with immiscible 
systems, but gave a poor predictability for miscible systems. 
The lower temperature equilibria of the Au-rich portion of the Au-Sn binary phase diagram are 
not well defined. So, long term heat treatment of samples at appropriate temperatures and 
compositions was carried out. Optical microscopy and SEMIEDAX techniques were employed 
and hence the low temperature equilibria of the Au-Sn binary system have been amended. 
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(1) INTRODUCTION 
(1.1) EQUILIBRIUM PHASE DIAGRAMS 
One of the most important sources of information regarding a 
material system is the phase diagram, In which phase composition 
and phase stability are displayed as a function of temperature, 
composition and pressure (in metallic alloy systems the pressure is 
usually regarded as constant and ignored). These diagrams are 
usually plotted with temperature In degrees Centigrade, as the 
ordinate and alloy composition In atomic percent (or weight 
percent) as the abscissa. Ideally the phase diagram will show the 
relationship under equilibrium conditions. Equilibrium conditions 
can be achieved by extremely slow heating and cooling, so that if a 
phase change does occur, sufficient time is allowed. The change of 
phase depends upon the rate at which the alloy is heated or cooled. 
Basically the task of a phase diagram is to summarize all phase 
changes which take place, at equilibrium, in the system as 
temperature changes. However, a phase diagram will not provide 
any information on the reaction rate, and also it does not give any 
information on the possible existence of non-equilibrium phases, 
such as martensite In Hon alloys and some other alloys. 
Thermodynamically, a phase diagram may be regarded as a 
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manifestation of the thermodynamic state of the system. 
(1.1.1) Advantages of Phase Diagrams: 
The use of phase diagrams for recording phase changes In alloys 
offers three advantages. 
(i) The conditions under which phase changes occur can be recorded 
simply and clearly for a large number of alloy compositions in a 
relatively small space. 
(ii) The existence of certain rules of construction greatly reduces the 
number of experimental observations necessary to determine the 
phase relationships that exist in a whole series of alloys. 
(iii) The recognition of quasi relationships between the constitution 
of alloys and their structure and properties makes the phase 
diagram an invaluable guide In the control of metallurgical 
processes. 
(1.2) HISTORICAL BACKGROUND 
(1.2.1) Empirical Determination: 
A complete and comprehensive historical background of phase 
diagrams is presented by Haughton (1). In the late nineteeth and 
early twentieth centuries, the pioneer work in the determination of 
phase diagrams was made by Heycock and Neville, who determined 
the liquidus curves for some binary alloys systems. Also the work 
on ternary phase diagrams was started more or less In the same 
era, and the first 14 ternary diagrams were developed by C. A. R. 
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Wright from 1888 to 1898. He developed his first ternary diagram 
of Pb-Sb-Sn in 1888. Early workers, in particular Heycock and 
Neville, determined phase diagrams which have proved to be 
surprisingly accurate in view of the lack of technology and 
development in apparatus at that time. 
A lot of diagrams were produced in the first decade of the twentieth 
century. In the years 1905-1915 equilibrium phase diagrams for 
many alloy systems were published by the workers of the German 
school associated with the name of Tammann. In this period an 
average of 30 diagrams per annum were produced, but from 1916 
to 1918 only four binary and two ternary diagrams were produced 
due to the interruption of work by the First World War. After the 
First World War, the general standard of equilibrium phase diagram 
work was raised largely in the British National Physical Laboratory, 
which was working under the guidance of Rosenhain, and produced 
diagrams associated with the names of Gayler, Haughton and 
Hanson. In 1922 again the output reached the pre-war level, and 
from 1925 it agaIn increased rapidly until shortly after the 
outbreak of the Second World War. 
In the past four decades, the extensive collection of phase diagrams 
of metal systems which IS now available to us IS the product of 
painstaking labour of a large number of skillful investigators 
working in all parts of world. Presently, everywhere in the world a 
lot of binary, ternary and multicomponent systems are being 
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studi~d' in different research institutions. Now almost all binary 
systems are well known and the accuracy of many systems has 
been confirmed by a combination of thermodynamic and 
experimental techniques. 
In the early days, the pyrometer was the only instrument used for 
practical measurements. The alloys were usually prepared in fire-
clay pots by using a coke or gas fired furnace, which usually caused 
contamination; cooling runs were performed by cutting off the 
power to the furnace. Earlier, the physical properties were the basis 
of plotting equilibrium phase diagrams for the alloy systems, but 
later on thermal and microscopical analysis were used. X-rays were 
first used as a metallograpical tool by Heycock and Neville in the 
study of the Cu-Sn alloy system, but at that time it was not 
considered to be a popular technique. Twenty years later the X-ray 
spectrometer began to play an important role in the study of the 
constitution of alloys. With the advancement of science and 
technology, more instruments and methods have been devised for 
the determination of phase diagrams, the details of which are given 
in the later part of the thesis. 
(1.2.2) Thermodynamical Approach: 
The whole foundation of thermodynamics was laid before the 
middle of the nineteeth century. The work of different scientists 
established the basic principle of the theory of energy. The next 
task was to build up from these principles a great body of 
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thermodynamic theorems. This was the work of many great 
scientists. Amoung those was J. Willard Gibbs who, in 1876, gave a 
thermodynamical approach to phase equilibria. According to this 
approach, the basic features of construction of all phase diagrams 
are dictated by a single natural law, the phase rule, which relates 
the physical state of a mixture with the number of substances of 
which it is composed and with the environmental conditions 
imposed on it. The third and modern stage of thermodynamic 
development IS characterized by the design of more specific 
thermodynamic methods and their application to particular 
chemical processes together with a systematic accumulation and 
utilization of thermodynamic data. 
As described earlier, the thermodynamic principles of phase 
equilibria were well established by the work of Gibbs. At present 
they are being put into extensive use for evaluating and calculating 
phase equilibrium diagrams. At first, most of the 
metallurgists/scientists were reluctant to use the thermodynamic 
approach for the determination of phase equilibria due to the 
awkward and time consumIng mathematics involved. Prior to 
moderately powerful computers becoming available, the calculation 
of phase diagrams USIng thermodynamic data was generally 
restricted to simple binary systems (2-6). With the advancement of 
computer techniques, calculation has become more and more easy. 
A large number of thermodynamic calculations have now been 
made for various systems from the thermochemical data that is 
available in the literature (7 -9) and from data which has been 
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critically assessed by groups around the world such as CALPHAD 
(10) and SGTE (11). The first book on phase diagram calculation was 
written by Kaufman and Bernstein (12) in 1970. Then in 1971 the 
CALPHAD group was established at a conference held at NPL and 
BruneI university, U.K. This approach has, subsequently, developed 
rapidly and there is now extensive cooperation between groups of 
workers in Europe, the U.S.A and Canada on the critical assessment 
of thermochemical data and on the calculation and assessment of 
phase diagrams. 
(1,3) RANGE OF INTEREST 
The alloying behaviour of gold is not only of academic interest for 
the technological applications of gold alloys are dependent upon the 
knowledge of their constitution. The industrial use of gold for 
interconnection and surface coating in microelectronics inevitably 
demands interaction data for device processing and a constitutional 
approach is a key element in the provIsIon of these data. In 
electrical and electronic industries or in semiconductor industries, 
bonds are frequently made to Au-coated surfaces with other 
metallic solders. A number of problems are often encountered when 
combinations of other materials are used on the Au-coated surface. 
These include poor mechanical properties like brittleness and high 
solubility of Au in solder (scavenging), ageing, wetting etc. The 
problems encountered, their understanding and their solutions are 
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described In detail In references (13-19). 
(1.3.1) Uses of Gold and Its Alloys: 
Gold is used extensively in the form of film, circuit board, electronic 
board, solder or WIre etc, in the electrical and electronic industries. 
It is used, also, as a material for electrical make-and-break contacts 
operating with light pressures and controlling small current. Gold, 
often lightly alloyed and applied as an electrodeposit, is extensively 
used in semiconductor assemblies and to form conducting paths, 
solderable surfaces and contacting fingers in printed circuits. There 
are many other applications of gold and its alloys such as in solder 
for high-temperature operations and as reflective films for infra-
red radiation, in thermocouples (20). In many electrical and 
electronic industries, the solders are either of eutectic or near 
eutectic composition due to their unIque and lowest possible 
melting point in a particular system. Basically there are three maIn 
types of electronic components in which gold is used (21). 
(i) Separable connectors. 
(ii) Bonded interconnections. 
(iii) Soldered interconnections. 
(1.3.2) Characteristics of Gold and Its Alloys: 
Gold is used in industry, because it exhibits the following excellent 
characteristics (20,21) 
(i) Good wetting properties. 
(ii) High oxidation and corrosion resistance. 
(iii) Excellent conductor of heat and electricity. 
(iv) Low electrical contact resistance. 
(v) Ready deposition onto a wide range of substrates and surfaces. 
(vi) Good mechanical properties. 
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(vii) Gold and its alloys exhibit selective reflectivity of radiation 
(which results in their colour). 
(viii) Gold has the advantage that it is free from high-resistance 
oxide and sulphide films and also that it does not, like platinum, 
catalyse the break down of organic vapour to form black deposits 
on the contact surface. 
(1.3.3) Characteristics of a Solder: 
High integrity electronic devices are often constructed with gold 
plated circuit boards (components are fixed to the board by 
soldering). The solder used on these boards must have particular 
characteristics, such as low melting point, easy wettability, inertness 
and thermal and expansion match to the substrate. 
In the present investigation Au-Ge-X systems are discussed in 
detail. Germanium has proved to be a useful component of solders 
according to the properties explained above, in particular, Ge 
expands on solidification and compensates for the volume 
contraction of the other constituent metal(s) in the solders, thus 
reducing the stresses developed at the interface between the solder 
and the substrate and reducing the risk of failure of the joint. 
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Cl.4) PRESENT WORK 
The phase diagrams for alloys containing gold as one of the 
constituents are dealt with in this thesis. The high cost and limited 
use of the precious metal and their alloys has mitigated against the 
extensive study of their characteristics. In the past few years, 
however, research into the constituents of gold alloy systems has 
been expanded. The present work was originated with G.E.C Hirst 
Research Centre, Wembly, U.K., but gold alloys were also being 
studied, for example, at Grenoble University, Paris and University of 
Provence in France. 
(1.4.1) Gold-Alloy Systems: 
The present work can be divided into two groups. The major 
activity was a study of ternary systems containing gold as one of 
the constituents. A subsidiary study was made also of the gold-rich 
portion of the Au-Sn binary system. 
(1.4.1.1) Gold-ternary alloy systems: - Equilibrium has been 
investigated in ternary alloys containing Au and Ge together with a 
third element X selected from the B-subgroup of the IInd and IIIrd 
period of the periodic table, which form one or more stable 
compounds with Au. When a quasi-binary system IS formed 
between one of the pure components and a stable compound 
formed between the other two components of a ternary system, 
then the ternary can be regarded as two sub-ternary systems which 
coincide along the quasi-binary join. This investigation was 
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designed, therefore, primarily to determine whether or not quasl-
binary systems were formed between Ge and Au-X compounds 
formed between Au and the X element selected from the B-
subgroups. Having developed some experimental data on Au-Ge-X 
systems, some additional work was done on similar systems, i.e Au-
Sn-X and Au-Pb-X, to ascertain if there are any common rules 
which could be used for the prediction of phase equilibria or there 
exists any periodicity among these systems. 
(1.4.1.2) Gold-tin binary system:- The Au-Sn binary phase diagram 
is not well defined in the gold rich portion of the diagram. There are 
two published versions of the diagram. One version is given by H. 
Okamoto and T. B. Massalski. Doubts on the validity of this version 
were raised by Legendre, Prince and co-workers etc., who proposed 
the presence of two peritectic reactions in the Au-rich alloys. Thus, 
the low temperature equilibria are uncertain. To assist in the 
selection of the correct verSIon a series of alloys, covenng the 
appropriate range of compositions, have been equilibrated 
isothermally at four selected temperatures In the appropriate 
temperature range. Two temperatures were studied In UMIST by 
Dr. F. H. Hayes and co-worker, while the study of the other two 
temperatures (2200 C and 3000 C) is presented in this thesis. 
(1.4.2) Experimental Techniques Available and Techniques Used: 
There are many techniques available for the determination of phase 
equilibrium diagrams. However, Differential Thermal Analysis 
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(DT A) has been used extensively in the study of phase equilibria. It 
has the ability to detect very small thermal effects. When a phase 
transformation occurs, the temperature gradient between the 
furnace and the specimen will increase, and this will increase the 
rate of heat transfer. Hence the reaction will become vigorous and 
develop the heterogeneity in the specimen which causes spurious 
thermal arrest(s) if very slow rates of heating and cooling are not 
employed. In 1940 Smith proposed a modified method of thermal 
analysis, usually known as the Smith Thermal Analysis (ST A) 
technique, which is particularly suited for the determination of 
phase diagrams. In this technique a constant temperature 
difference can be established between the speCImen and the 
furnace during and after a phase change; homogeneity can be 
maintained in the specimen and spurious thermal effects can be 
avoided. In addition the ST A is also suitable for the determination 
of heats of reactions and specific heats with fair accuracy. 
The techniques available for determining the phase diagrams, their 
advantages and disadvantages, the principles of DT A and ST A and 
their merit and demerits have been discussed in detail in a later 
part of the thesis. However, STA is one of the most inexpensive, 
quick, accurate and reliable techniques for thermal analysis for the 
determination of phase diagrams and has been used in this study. 
Also metallographic, X-ray and SEM techniques were used to 
determine the constitution of the equilibrium diagrams. 
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(1.4.3) Thermodynamic Approach and Computer Calculations: 
Thermodynamic calculations have proved to be a valuable tool In 
the investigation of phase equilibria. The development of computer 
techniques made these calculations easy and now a less skilled 
person can calculate phase diagrams easily on a computer by 
feeding in the appropriate thermochemical values. The power of 
computer calculation lies more in ternary and higher order systems 
where hand calculation becomes prohibitive. 
In general, however, computer calculation of phase boundaries or 
indeed the whole phase diagram, should not be regarded as a 
substitute or alternative to experimental determination of the phase 
diagram. They are complementary approaches. So no phase diagram 
can be considered to be final or reliable when it is calculated on the 
thermodynamic basis alone. An experimental determination is also 
required. Determination of the thermodynamic properties of 
ternary or multicomponent phases are often expensive and time 
consumIng, so most of the ternary and multicomponent phase 
diagrams are calculated on the basis of thermodynamic properties 
of the binary systems involved. 
The majority of prevIous workers on phase equilibria have not dealt 
with the thermodynamic approach. The work of O. Kubaschewski 
and other investigators have demonstrated that the application of 
thermodynamics to phase equilibria can provide a useful check on 
experimental data and allow its extension to the regions which are 
difficult to determine experimentally. Therefore the secondary aim 
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of this work was to compute the phase diagrams on a 
thermodynamical basis and compare them with the experimentally 
derived phase diagrams. 
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(2) FUNDAMENTALS OF PHASE EOUILIBRIA 
(2.1) SYMBOLS AND UNITS 
In the past confusion has arisen over the use of different symbols 
and units for the same physical properties or units. To rectify this 
unsatisfactory state of affairs, the International Union of Pure and 
Applied Chemistry (IUPAC) has recommended the use of the 
following symbols and units all of which are compatible with the SI 
system (22). They are used throughout this thesis. 
Name of the Quantity Symbols SI Units 
Temperature T ----8 K(OC) 
Mass m kg 
Pressure P----p kg m- 1s-2 = Pa 
Volume V m 3 
Gibb's Free Energy G J 
Enthalpy H J 
Entropy S J K-I 
Heat Capacity 
(i) at constant volume Cv J K-I 
(ii) at constant pressure Cp J K-I 
Internal Energy U J 
Quantity of Heat q J 
Time 
Universal Gas Constant 
Boltzmann's Constant 
Mole Fraction 
t 
R 
k 
X 
s 
J K-1mole- 1 
J K-I 
Dimensionless 
(2.2) BASIC ASPECTS OF THERMODYNAMICS 
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In dealing with phase equilibria, a number of terms are frequently 
encountered. Therefore, it is important that these terms be well 
defined before undertaking the detailed treatment of phase 
equilibria. 
(2.2.1) Equilibrium: 
Phase transformations occur In order to lower the energy of a 
system to achieve equilibrium. So a system is said to be in 
equilibrium when it is most stable and shows no desire to change, 
and possesses the lowest possible energy. 
(2.2.2) Internal Energy and First Law of Thermodynamics: 
The internal energy of a system is the sum of the kinetic and 
potential energies of all parts of the system. For a closed system the 
internal energy of the system would remain constant. If the system 
is allowed to react with its surroundings its internal energy will 
change. If the system is subject to change from one state to an other 
state, it is accompanied by an increase in internal energy (dU). This 
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change is brought about by the extraction of heat (cSq) from the 
surroundings, and simultaneous performance of work (cSW) by the 
system on the surroundings The First Law of Thermodynamics 
(energy can neither be created nor destroyed) states that the 
Increase in internal energy, dU, is: 
dU = cSq - cSW ----------(2.1) 
The symbol 'd' IS used for a change in a state quantity or exact 
differential while the symbol 'cS' is used for a non-state change or 
inexact differential. 
At constant pressure, the First Law becomes 
dU = cSq - PdV ----------(2.2) 
and at constant volume 
dU = cSq ----------(2.3) 
(2.2.3) Heat Content or Enthalpy:-
The heat content or enthalpy IS the total internal and external 
energy of the system. The heat content or enthalpy of a system is 
related to its internal energy and is a state property, given by the 
equation: 
H=U + PV 
dH = dU + PdV + V dP 
From equation (2.2) 
dH = cSq + VdP 
at constant pressure, 
dH = cSq 
----------(2.4) 
cSq = dU + PdV, so, 
----------(2.5) 
VdP = 0 so equation (2.5) gives: 
----------(2.6) 
and, at constant volume equation (2.4) reduces to: 
dH= dU ----------(2.7) 
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(2.2.4) Heat Capacity (C): 
The heat capacity of a substance IS the heat required to raIse the 
temperature, T, of unit mass by one degree, K, and is given by 
C= 8q 
dT 
at constant volume 
C= C =(8q ) = dU 
V dT v dT 
at constant pressure 
C = C = (8q ) = dH 
P dT p dT 
(since from eq. 2.3 8q - dU, at constant volume) 
----------(2.8) 
(since from eq. 2.6 8q - dH, at constant pressure). Therefore 
----------(2.9) 
and the variation of enthalpy with temperature is given by: 
----------(2.10) 
----------(2.11 ) 
Conventionally, the enthalpy of a pure substance in its standard 
state (i.e most stable state) is defined to be zero at 298.16 K. So 
equation (2.11) can be written as: 
HT = iT CpdT 
298 
----------(2.12) 
HT = f T ( a + bT + cT2 ) dT 
298 
H T = f T [Ic P;Products - Ic p;Reactants] dT 
298 
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and where a phase change occurs in the temperature range of 
interest: 
I /I 
Where Cp and Cp are the heat capacities before and after 
transformation respectively. 
HTI = Enthalpy at standard temperature. 
HT2 = Enthalpy at high temperature in question. 
I 
T = Transformation temperature. 
H t = Enthalpy change at transformation. 
The variation of enthalpy and heat capacity with temperature IS 
shown in Fig 2.1 and 2.2. 
(2.2.5) Entropy and Second Law of Thermodynamics: 
Entropy can be considered from two points of view. One is an 
atomistic mechanical approach in which it is the measure of the 
randomness of a system. The other is a thermodynamical approach 
according to which entropy arises from a consideration of the 
conditions under which heat can be converted into work (e.g Carnot 
cycle). Mathematically entropy (S) is given by 
dS = 8q 
T 
dS= dH 
T (at constant pressure) 
and for a reversible change of state 
ST - ST = ~S = i Tz 8q 
ZIT 
Tl 
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----------(2.13 ) 
----------(2.14 ) 
To give a fixed reference point the entropy of a pure substance at 0 
K is taken to be zero (Third Law of Thermodynamics). So the 
entropy at T K is given by: 
s= iTB; 
o 
since at constant pressure 8q = dH = CpdT. So, 
S=fTc;dT 
o 
----------(2.15) 
The consideration of an isolated system leads to an important 
conclusion. The entropy of such a system either remains constant 
(dS=O) or increases (dS>O). The entropy remains constant when the 
system is in an equilibrium state. If it is not, the entropy increases 
until equilibrium is reached. This is an expression of the Second 
Law of Thermodynamics, that the entropy in an isolated system 
tends to a maXImum to gain stability (equilibrium). 
So when dS = 0 
dS > 0 
reaction IS in equilibrium. 
reaction will occur spontaneously. 
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dS < 0 reaction 1S impossible. 
The variation of entropy with temperature is shown 1n Fig 2.3. 
(2.2.6) Gibbs Free Energy: 
Under isobaric conditions, any system undergoes a change to 
stabilize itself, and the stability of a system is defined by its Gibbs 
Free Energy g1ven as: 
G=H-TS 
where H = Enthalpy; T = temperature; 
~G=~H-T~S 
----------(2.16) 
S = Entropy and 
----------(2.17) 
At constant temperature and pressure, a closed system (i.e fixed 
mass and composition) will be in equilibrium if it has the lowest 
possible value of Gibbs free energy (dG=O). When a change occurs in 
a system it is an attempt to minimize the overall energy of the 
system to attain stability. Equation (2.16) shows that the lowest 
possible value of G (highest stability) is only possible with a lower 
value of enthalpy (internal energy) and a higher value of entropy. 
The necessary criteration for any transformation is: 
~G = G2 - G1 < 0 
where G 1 is initial andG 2 is a final stage. Equation (2.16) can be 
written in differential form as: 
dG = dH - TdS ----------(2.18) 
Now (i) If ~G = 0 (i.e dH - TdS = 0) the system is in equilibrium and 
there will be no phase change. Since dH = CpdT, so at equilibrium: 
CpdT - TdS = 0 or CpdT = TdS 
(ii) If ~G < 0, then change will occur. 
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(iii) If ~ G > 0, the process is impossible. 
(2.2.7) Helmholtz Free Energy: 
The stability of any system at constant volume is defined by the 
Helmholtz free energy. As conditions of constant volume are not 
dealt with, it will not be described in detail here. 
(2.2.8) Mathematical Manipulation of Different Equations: 
By the mathematical manipulation of different equations, useful 
results can be obtained as follow 
G = H - TS 
H = U + PV so: 
From equation (2.16) 
also from equation (2.4) 
G = U + PV - TS and by differentiating 
dG = dU + VdP + PdV - TdS - SdT ----------(2.19) 
From the first law of thermodynamics I.e equation (2.2) 
dU = 8q - PdV 
Also from the definition of Entropy, 
So equation (2.2) becomes: 
dU = TdS - PdV 
dS = 8q 
T 
----------(2.2) 
or 8q = TdS 
----------(2.20) 
Inserting this value of equation (2.20) In equation (2.19): 
dG = VdP - SdT ----------(2.21) 
This is the combined form of the first and second laws of 
thermodynamics. And at constant pressure dP = 0 so, 
dG = -SdT 
This means that G decreases with increasing T at a rate gIven by -S 
as shown in Fig 2.4. 
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Again by differentiating equation (2.4) i.e H = U + PV 
dH = dU + PdV + V dP Substituting for dU from equation (2.20), 
dH = TdS + VdP ----------(2.22) 
(2.2.9) The Kinetics of Phase Equilibria:-
The thermodynamic functions only describe whether a reaction will 
occur or not. So it can therefore be used to calculate the driving 
force for transformation (i.e ~G = G2 - G1 < 0), but it will not tell how 
fast this transformation will proceed. This belongs to the science of 
kinetics. 
(2.3) BINARY PHASE DIAGRAMS 
(2.3.1) Free Energy of a Binary System:-
Consider A and B atoms, having the same crystal structure In their 
pure state which can be mixed in any proportions to make a solid 
solution with the same crystal structure. Consider XA and XB are the 
mole fraction of A and B respectively, taking part so that: 
X A + XB = 1; then the total free energy before mixing is given by 
G1 =XAGA+XBGB ----------(2.23) 
Which is shown schematically In Fig 2.5, where G A and GB are the 
molar free energies of A and B respectively. And after mIxIng the 
free energy of the solution is: 
G2 = G1 + ~Gmix 
where 
----------(2.24 ) 
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i1Gmix = i1Hmix - Ti1Smix ----------(2.25) 
where i1Hmix is the heat of the solution (absorbed or evolved) and 
represents the difference In internal energy before and after 
mixing. Also i1 S mix is the difference of the entropy between the 
mixed and unmixed state. The equation (2.24) becomes: 
G2 = Ga110y = XAGA + XBGB + i1Gmix ----------(2.26) 
(2.3.2) Phase Diagrams and Free Energy Curves: 
The free energy-composition curves give the composition of co-
existing phases under equilibrium conditions of the solution and 
phase mixture. By plotting a series of these curves at different 
temperatures, one can establish the manner in which the phase 
compositions change with temperatures. In other words, phase 
boundaries as a function of temperature can be determined. A 
phase diagram is nothing more than a presentation of data on the 
position of the phase boundaries as a function of temperature. 
(2.3.3) Phase Rule: 
If a system contains C components distributed between P phases, 
the composition of each phase is completely defined by C- 1 
concentration terms. Therefore in order to define the composition of 
the P phases completely, it becomes necessary to have P(C-l) 
concentration terms; i.e the total number of concentration variables 
is equal to P(C-l). Further, in the temperature and pressure of the 
system, which are the same for all the phases at equilibrium, there 
are two variables to be considered in addition to the concentration 
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terms. In the absence of the other external variables, at 
equilibrium: 
Total number of variables = P (C - 1) + 2 
----------(2.27) 
Also, in general, there will be C independent equations, one for each 
component. Thus for a system containing P phases and C 
components there will be a total C (P - 1) independent equations. In 
this manner it can be written: 
Number of variables automatically fixed = C (P - 1 )-------(2.28) 
So in order to define a system, the number of independent variables 
is equal to the total number of variables minus, those variables 
which are automatically fixed I.e: 
F = [PCC-I) + 2] - [c(P-I)] 
----------(2.29) 
Equation (2.29) IS the Gibbs phase rule. In equation (2.29) F is called 
the variances or degrees of freedom. 
In metallic systems, the vapour pressures of liquid and solid phases 
are usually negligible as compared to atmospheric pressure (i.e 
pressure is considered to be constant). So the Phase Rule reduces to: 
----------(2.30) 
Throughout this thesis, conditions are considered to be isobaric I.e at 
constant pressure. 
(2.3.4) A Simple Phase Diagram: 
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The simplest case of a binary system is that where component A 
and B are soluble In all proportions in both liquid and solid state. 
This occurs when A and B atoms have similar radii, the same 
valency and crystal structure (23). In this system A and B form an 
ideal solution (the details of ideal solution are given in chapter 3) in 
both liquid and solid states i.e the forces between the similar atoms 
are equal to the forces between the dissimilar atoms. To obtain this 
type of phase diagram, the position of two curves (free 
energy/composition) for liquid and solid at various temperatures 
have to be studied. This is shown schematically in Fig 2.6. The 
equilibrium melting temperature of the pure components occurs 
when Gs = GI, i.e at melting point of A and B. A series of free energy 
curves such as Fig 2.6(b,c,d) allow the co-existing liquid and solid 
phases to be plotted. The temperature-composition diagram so 
obtained is given in Fig 2.6(f). On the assumption that both the solid 
and liquid solutions are ideal, it is possible to calculate the 
compositions of the liquid and solid phases in equilibrium at each 
temperature between T A and TB and thus derive the diagram 
shown in Fig 2.6(f). This has been done for the Ge-Si system (3), as 
shown in Fig 2.7. 
(2.3.5) System Exhibiting Miscibility Gap in Solid State: 
2.3.5.1) Minimum in liquidus:- This type of system is shown in Fig 
2.8 where the free energy curves apply for a system in which the 
liquid phase is approximately ideal, but for the solid phase .1Hmix > 
o i.e dissimilar atoms A and B "dislike" each other. Therefore, at 
26 
lower temperature, T 3' the free energy curves for the solid assumes 
a negative curvature in the middle, in Fig 2.8(c) and the solid 
solution is most stable as a mixture of two phases and with 
composition (e) and (f). At higher temperature, Tc ' critical 
temperature, when -T ~Smix becomes larger (e) and (f) approach 
each other and eventually disappears as shown in the phase 
diagram, Fig 2.8(d). The al and a2 region IS known as a miscibility 
gap. This is called a positive deviation from ideality. 
(2.3.5.2) Maximum in liquidus:- Fig 2.9 shows the free energy curve 
for a system, just the opposite to that explained above, which arises 
when ~ H mix < O. In these systems melting will occur above the 
melting point of the constituents and so a maximum may appear In 
this system as shown in Fig 2.9. With ~Hmix < 0 there is a greater 
attractive force between dissimilar atoms than between similar 
(l 1 h . 
atoms and with ~Hmix <~Hmix <0 t e attractIve force would be 
greater for the solid solution than the liquid. This is a negative 
departure from ideality. 
(2.3.6) Eutectic System: 
s 
If ~Hmix is much larger than zero the miscibility gap in Fig 2.8(d) 
can be extended into the liquid phase. In this case a simple eutectic 
phase diagram results as shown in Fig 2.10. A similar phase 
diagram can result when constituents A and B have different crystal 
structures as illustrated in Fig 2.11. These Figures show how the 
eutectic phase diagram can be derived from free energy curves. 
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(2.3.7) System Containin g Intermediate Phases: 
When the ~Hmix is negative with ~H~iX much more negative than 
1 
~mix the phase diagram of the type shown in Fig 2.9 shows the , 
formation of an intermediate phase as shown in Fig 2.12(f). Here the 
forces of attraction between the dissimilar atoms are much greater 
than between the similar atoms. Fig 2.12 shows how a phase 
diagram containing the intermediate phase can be derived from 
free energy curves. 
(2.3.8) Other Systems: 
There are other systems, like the peritectic and monotectic systems 
shown in Fig 2.13 and 2.14 respectively, which are derived from 
free energy curves. Other systems are not important with respect to 
this thesis, so will not be discussed here. 
(2.3.9) Tie-Lines In Binary System and Lever Rule: 
The horizontal line which joins the composition points of the 
conjugate phases that co-exist at a designated temperature In 
equilibrium, is called a tie-line. This IS used for the determination of 
the actual composition of the phases of an alloy and the relative 
amount of each phase In equilibrium, in a two-phase region at a 
particular temperature. This can be accomplished by the so-called 
Lever Rule, which states that the length of the line from the 
composition of interest to the phase boundary is inversely 
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proportional to the amount of the phase present. In Fig 2.15, for an 
alloy 'x' according to the Lever rule: 
%age of liquid = mx/mn x 100 
%age of solid = nx/mn x 100 
while the compositions of solid and liquid can be read directly I.e at 
point (a) and (b) respectively in the Fig 2.15. 
(2.3.10) Rules for the Construction of Binary Phase Diagrams: 
Phase diagrams can be quite complicated and difficult to construct if 
limited experimental data are available. So there are some rules 
which can help in constructing the phase diagram to avoid error. 
These are as follows: 
(a) The Phase Rule: No construction In a diagram may violate the 
phase rule given as: P + F = C + 2 
(b) The boundary rule:- Any P-phase regIon can be bounded only 
by the regions containing P+ 1 phases, where P represents the 
number of phases. 
(c) The boundary curvature rule:- Boundaries of one-phase regIons 
must meet with the curvatures such that the boundaries extrapolate 
into the adjacent two phase region. 
(d) The solubility rule:- All components are soluble to some degree 
in all phases. 
(2.4) TERNARY PHASE DIAGRAMS 
A three dimensional model, commonly known as a space model, IS 
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used to represent completely the phase equilibria of a ternary 
system, at constant pressure. An equilateral triangle is usually used, 
with temperature represented on the normal axis and with the base 
of the prism as composition. Two dimensional sections are more 
convenient than the space model, so their use is preferred. A two-
dimensional section through this space model may be taken 
horizontally (isothermally) at vanous temperatures level or 
vertically. Like the binary system, it is possible to draw Gibbs free 
energy curves for each phase, stable at the lowest value, and 
compositions of these phases in equilibrium must be given by 
points connected by a common tangential plane in the Gibbs 
triangle. 
(2.4.1) Two Phase Equilibria: 
In this system three components are completely soluble in one an 
other both in the liquid and solid states. Above the liquidus, all 
alloys are fully molten, below the solidus all are completely solid. 
However, two-phase areas consist of bundle of tie-lines of varying 
direction. The tie-lines will be explained in the next part. 
(2.4.2) Three Phase Equilibria: 
A three phase equilibrium can be produced by the coalescence of 
two two-phase regions as shown in Fig 2.16. Here the temperature 
falls until, at T 2' contact is made at point k. At a temperature 
immediately below T 2 a three-phase equilibrium involving phases 
of compositions a, band c is formed at T 3· 
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(2.4.3) Four Phase Equilibria: 
A maximum of four phases may co-exist In a ternary system. So an 
invariant reaction in a ternary system occurs, when four phases co-
exist in equilibrium. Two forms of reaction can occur during 
solidification, each involving a liquid and three solid phases. One is 
the ternary eutectic and other is the peritectic reaction. 
(2.4.4) Tie-Lines and Tie-Triangles in Ternary Systems: 
As in a binary system, the two-phase region is composed of tie lines 
joining conjugate liquid and solid phases. In a ternary system, 
however, tie-lines do not constitute a two dimensional area but 
occur as a bundle of tie-lines of varying directions filling the three-
dimensional two-phase space. Unlike the binary system, the 
orientations of tie-lines in a ternary system have to be determined 
experimentally. However, there are some general rules, based on 
the theoretical conditions, which are helpful in drawing the tie-lines 
correctly. 
(i) The direction of the tie-lines vary gradually from that of one 
boundary line to that of the other without crossing each other. 
(ii) They must run between two one-phase regIons. 
(iii) Except for the two binary tie-lines, they are not necessarily 
pointed towards the corner of the compositional triangle. 
A tie-triangle is a triangle, the corner of which, defines the 
compositions of the conjugate phases that co-exist in equilibrium at 
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a particular temperature. In Fig 2.17 a~, ~y and ay are the tie lines, 
while a ~y represents the tie-triangle. For a ternary alloy 'x' in Fig 
2.17, the composition of three phases can be calculated by applying 
the Lever Rule in the same way as described in the binary system. 
Tie-triangles occur in a ternary system when three phases co-exist. 
But if a phase occurs at a point within the triangle, such as point 'x' 
in Fig 2.17 as a liquid phase in equilibrium with other phases, then 
the tie-triangle may be applied also where the four phases co-exist 
in equilibrium i.e liquid,a,~ and y. 
(2.4.5) Projected Sections of Ternary Diagrams: 
(2.4.5.1) Horizontal (Isothermal) sections:- One of the most widely 
used ways of presenting a ternary system is to cut a horizontal 
section of the ternary space diagram at a specified temperature. The 
visualization of tie lines and explanation for the sequence of the 
freezing of an alloy system IS more easy In these isothermal 
sections. Fig 2.18 shows the isotherms of the ternary isomorphous 
phase diagram, as derived from Fig 2.19. The tie-lines are shown by 
dotted lines. The exact paths of the phase boundaries can only be 
determined experimentally. Fig 2.20 shows the isotherms and 
phases formed during the freezing of an alloy at different 
temperatures of a ternary eutectic system as shown in Fig 2.21. 
(2.2.5.2) Vertical sections:- The other way of revealing the internal 
structure of the ternary phase diagram is to cut the ternary space 
diagram into vertical sections (perpendicular to the composition 
32 
triangle). These sections are also called isopleths as they resemble 
binary diagrams. Two types of vertical sections are used. 
(i) Representing the constant composition ratio of two components 
I.e passing through one vertex of the composition triangle. 
(ii) Representing the constant composition of one component I.e 
parallel to the one side of the composition triangle. 
Fig 2.22 and 2.23 show vertical sections through a ternary eutectic 
system which is shown in Fig 2.21. 
(2.4.6) Rules for the Construction of Ternary Phase Diagrams: 
The formation of phases formed in the higher order system IS 
similar to that in a binary system. However, there are a number of 
rules governing the disposition of the adjoining phase regions while 
constructing the isotherms of a ternary phase diagram. 
(a) When two equilibrium curves intersect then their meta-stable 
extensions in the neighbourhood of the point of intersection lie 
either inside or outside the three phase triangle as shown in Fig 
2.24. 
(b) The maXImum number of phases that can be at equilibrium In a 
ternary isothermal section is four, as dictated by phase rule. 
(c) Two-phase regions are enclosed by four boundaries, of which 
two opposite boundaries are straight lines and the other two 
opposite boundaries lie between the two-phase region and its two 
neighbouring one-phase regIons. 
(d) The three-phase regions are triangles bounded by two phase 
regions on three sides and are in contact with one-phase regions at 
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the corners. 
(2.5) THE LAW OF ADJOINING PHASE REGIONS 
A most useful rule on the association of phase regIons In phase 
diagrams was derived by Palatink and Landau (24). It is known as 
the Law of the Adjoining Phase Regions and is given by 
Rl = R - D- - D+ > 0 
where R 1 is the dimension of the boundary between neighboring 
phase regions.R is the dimension of the phase diagram or section of 
the phase diagram (vertical or isothermal) and D- and D+ are the 
number of phases that disappear and the number that appear In a 
transition from one phase field to an other respectively. 
From this law the junctions of varIOUS phase regIons In binary phase 
diagrams or two dimensional sections of ternary phase diagrams 
can be summarized as follows: 
(i) A one-phase region with a two-phase regIon along a line. 
(ii) A one-phase region with a three-phase region at a point. 
(iii) A two-phase region with a three-phase region along a tie-line. 
(iv) A two-phase region meeting another two-phase region at a 
point. 
(v) A one-phase regIon meeting another one-phase regIon at a 
point. 
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(2.6) OUASIBINARY OR PSEUDOBINARY SYSTEMS 
When a congruent-melting intermediate compound AB occurs in one 
of the edge binary phase diagrams, A-B, in a ternary system of 
components A, Band C, it some times happens that the phase AB 
forms a binary eutectic type phase diagram when reacted with 
component C. All the tie-lines connecting the phases in equilibrium 
lie in the plane of the section from AB to C. The system AB-C is then 
said to be a quasibinary or pseudobinary system. 
(2.7) FURTHER READING ON PHASE EOUILIBRIA 
The field of phase equilibria is so vast that it cannot be explained 
comprehensively in a condensed way In a few pages. There are 
several books (25-31) which are recommended for further detailed 
reading. Most of the details in this chapter are taken from these 
books. 
(3) THERMODYNAMICS OF PHASE EQUILIBRIA 
(3.1) INTRODUCTION 
Thermodynamic calculation can be done by: 
(i) Minimizing the free energy. 
(ii) Equating the chemical potentials. 
(iii) Equating the activities. 
35 
From the thermodynamic point of VIew all these three are 
equivalent and simply represent different ways of saying the same 
thing. However, for computer calculation they use different 
equations and numerical analysis techniques etc. The basic principle 
involved in computing a phase diagram IS that, at equilibrium, (i.e 
when the phases are in equilibrium at a certain temperature) the 
composition IS gIven by the common tangent construction, 
corresponding to the minimum Gibbs free energy. That IS to say, the 
phases or mixture of phases having the lowest Gibbs energy of 
formation, for any particular composition, is the most stable. 
The free energy concept, in turn, for a binary or ternary system can 
be calculated by the formulation of: 
(i) Thermodynamic properties of each pure component vs 
temperature. 
(ii) Thermodynamic properties of formation of each phase vs 
temperature. 
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(iii) Thermodynamic properties of formation of each phase vs mole 
fraction. 
The principles of the calculation of phase diagrams from 
thermodynamic data have been described clearly by Kaufman and 
Bernstein (12) and Prince (26). Binary systems have been described 
by Kubaschewski and Chart (32), and ternary systems by Kaufman 
and Nesor (33) and Chart et al (34-36). The method normally used 
relies on the calculation of tie-lines and tie-triangles. The Gibbs 
energIes of the vanous phases present are represente d 
mathematically as a function of composition and temperature, and 
phase boundaries are computed using minimization of Gibbs energy 
techniques. A comprehensive reVIew of the different methods for 
thermodynamical calculation of binary and ternary phase diagrams 
is given by Ansara (37). 
(3.2) IMPORTANCE OF CALCULATIONS 
In many cases calculation can provide valuable information which is 
not easily obtainable by experiments I.e Thermal Analysis and X-
rays etc. For example in the case of equilibria involving metastable 
phases or for phase equilibria at a temperature which IS 
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inaccessible to conventional techniques, especially where the phase 
boundaries are difficult to determine due to a kinetic effect, some 
time solid solution reaction at low temperature due to the slow 
nucleation or high temperature difficulties and toxicity etc, 
calculation may be the only way in which the required information 
can be established conveniently or within a reasonable time scale. 
See for example, the Cr-Mo and Fe-Cr phase diagrams, where 
Kubaschewski and Chart (32) extended the phase diagrams of these 
systems to lower temperature by calculation. Calculation can also 
provide information for metastable boundaries. Further, calculation 
may provide a useful check on the experimentally derived phase 
diagrams. However, it should not be regarded as a substitute for 
experimental determination of phase diagrams. Another important 
aspect is to optimize the thermodynamic description of binary 
systems I.e to obtain sets of excess free energy of mIxIng 
coefficients which give the best overall agreement with phase 
boundaries and thermodynamical experimental data points. This 
optimization has been principally developed by Lukas and co-
workers (38). The method basically is to develop a best set of 
coefficients for a system by using the combination of calculated 
phase diagrams from all sources plus all the best experimental 
measurements of that phase diagram. This optimization, for 
example, has been used by Dorner (39), Murray (40) and Niemela 
(41) for the AI-Si, Cu-Ag and Cu-Pb binary phase diagrams 
respectively. Such binary optimizations are required prior to the 
ternary calculations being carried out. 
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(3,3) CALCULATION OF PHASE EQUILIBRIA 
(3.3.1) Calculation of Binary Phase Diagrams: 
The procedure for calculating an equilibrium phase diagram is to 
find out the Gibbs energy/composition curve for all possible phases 
and select the phases of highest stability (i.e the phases having the 
lowest possible Gibbs energy). Two phase equilibrium can occur 
only when either the Gibbs energy/composition curves of two stable 
phases intersect, as shown In Fig 3.1, or when the Gibbs 
energy/composition curve of a single phase has two mInIma, as 
shown in Fig 3.2. The compositions of phases co-existing at any 
temperature are gIven by the common tangent construction 
corresponding to the stable equilibria of minimum Gibbs energy, 
and can be calculated directly. For the derivation of a complete 
binary diagram, this type of stable equilibria has to be calculated at 
a series of temperatures. However, if several phases are potentially 
present over a small range of composition, then the situation will be 
more complicated and the most stable combination of two-phase 
equilibria has to be considered as shown in Fig 3.3. Kaufman and 
Bernstein (12), Ansara (37) and Jansson (42) developed their own 
techniques to cope with this situation. All methods have different 
techniques to identify the most stable equilibria. To economIze on 
computer time, the temperature intervals for computation are 
usually set as far apart as possible consistent with the accuracy 
required for the calculated diagram. Generally, temperature 
intervals decrease as the curvature of the phase boundaries 
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increase or VIce versa. 
For the calculation of a binary phase diagram a knowledge of the 
thermodynamic stability (i.e Gibbs energy of formation of each 
phase) as a function of both temperature and composition is 
required. However, it is possible, in some cases, to calculate phase 
diagrams where the thermodynamic data is not complete. The early 
work is described by Kaufman and Bernstein (12). They used the 
regular solution model to describe the excess Gibbs free energy of 
mixing, together with a lattice stability parameter for the pure 
components. They also considered that for solid phases, regular 
solution interaction parameters can be derived from the enthalpy 
difference between two different states of the pure components and 
for the liquid phase interaction parameters are derived from the 
enthalpy of vaporization of the pure components. These calculations 
were carried out for alloy systems for which no thermochemical 
measurements of the mixing properties had been carried out. The 
resulting calculated diagram in many cases showed only fair 
agreement with the observed phase diagram. 
(3.3.2) Calculation of Ternary Phase Diagrams: 
For the calculation of ternary or multiphase equilibria, the same 
technique is used as that used for binary systems. Here again the 
most stable phase combination IS the one which has the lowest 
Gibbs free energy. This is represented by a common tangent plane 
to Gibbs energy/composition surfaces. For ternary phase equilibria 
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two types of situation are recognized: 
(i) In the most common situation, very little or no knowledge of 
either the binary constitutions or thermochemical properties of the 
ternary system exists. The thermochemical properties of 
multicomponent alloys are often unavailable and are expensive and 
time consuming to determine due to the large number of alloys 
required for investigation, so it is necessary to estimate the ternary 
phase diagram from the data for the constituent binary systems 
involved. Such diagrams are tentative and require experimental 
verification. 
(ii) The other situation, which is rare, is where extensive measured 
ternary thermodynamic data are available in the literature. In this 
case the ternary system can be optimized by the combination of this 
available ternary data with the thermodynamic data for all three 
edge binary systems. This can generate a set of best-fit 
thermodynamic coefficients for the entire ternary system. This is 
called an "optimized ternary calculation" and is considered to be the 
best description of a ternary system. 
(3.3.2.1) Extrapolation of binary data into ternary (or 
multicomponent) systems:- When the appropriate binary systems 
can be described adequately in term of thermochemical properties, 
the extension into ternary (or higher order) systems can be done by 
empirical equations and models. Several approaches to this 
extrapolation, in terms of geometrical models, have been described 
by Ansara (37,43), which relates the ternary properties to those of 
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the constituents of the binary systems. The most widely used 
geometrical models are due to Bonnier et al (44), Toop (45), Kohler 
(46), Colinet (47) and Muggianu et al (48), for the description of 
ternary excess Gibbs free energies. The comparison of the equations 
involved in these models is given in (37,43). These geometrical 
models used the interaction parameters to produce complex 
descriptions of the ternary equilibria and an additional source of 
error if an incorrect choice IS made. From the theoretical point of 
VIew none of the models can be considered to be anything more 
than an approximation. Different models are suitable under 
different situations and there is no overriding reason why one 
model should be chosen in preference to another. However, the 
most sophisticated way of describing the excess Gibbs energy of 
solution phases was described by Lukas et al (49). 
The comprehensive approach for computer calculation In the 
ternary systems was basically designed by Lukas and co-workers 
(38), [the same approach has been used in the present study (50)]. 
This Lukas method for the calculation of a ternary phase diagram is 
divided into the following steps: 
(i) Optimization of the binary systems to get the adequate base for. 
(ii) Extrapolation (of the optimized thermodynamic functions) of the 
binary phases into ternary as a first approximation. 
(iii) Optimization of the correction function using a few ternary data 
only. 
This Lukas technique of optimization has applied by Hayes and co-
workers (51) recently for the Cu-Ag-Pb system. A combination of 
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re-optimized sets of best-fit binary coefficients of edge binaries 
involved, plus existing boundary points and the lattice stabilities of 
the pure components were used in the ternary optimization of this 
system. 
(3.4) MODEL APPROACH TO PHASE EOUILIBRIA 
As the calculation of phase equilibria on the thermodynamic basis is 
also included In this thesis, the thermodynamic principles 
underlying the models used to calculate the equilibria are presented 
here. There are a number of models (37,52) used for the calculation 
of phase equilibria. Only very simple models, (ideal and regular 
solution models), which are very common and have been applied to 
a number of alloy systems, will be discussed here to describe the 
mixing energy (.1G mix) of the solution. 
(3.4.1) Ideal Solution Model: 
Ideal Solution:- An ideal solution IS one In which: 
(i) No heat is absorbed or evolved during mixing (.1H mix =O). 
(ii) No volume change occurs during mixing (.1 V=O). 
(iii) The activity is equal to the mole fraction of the constituents. 
(iv) The activity coefficient is unity. 
(v) The forces of attraction between dissimilar atoms are equal to 
the forces between similar atoms. 
(vi) Atoms are surrounded by the same number of nearest 
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neighbour atoms. 
(vii) The entropy of an ideal solution IS a definite positive quantity. 
Consider the liquid phase in a system of two metals A and B, 
forming an ideal solution which is characterized by a random 
distribution of the atoms on a lattice with an interchange energy of 
zero. So ~G mix is only influenced by the temperature and entropy of 
mIxIng.I.e; 
~Gmix = ~Hmix - T~Smix ----------(3.1 ) 
when the solution is ideal ~Hmix = 0 So, 
~Gmix = - T~Smix ----------(3.2) 
In statistical thermodynamics entropy IS related to the randomness 
according to the Boltzmann's equation 
S = klnro ----------(3.3) 
Where k IS Boltzmann's constant and ro is the number of ways of 
arrangIng the system or measure of the randomness. There are two 
contributions to the entropy. One is a thermal contribution, S 1 ' 
which will be zero for an ideal solution, and the other is the 
configurational contribution, S2. All configurations of A and B atoms 
are equally probable. Therefore the number of distinguishable ways 
of arranging the atom sites is: 
(NA + NB)! 
ro=..2....---~-
NA!+NB! 
Where N A and NB are the number of A and B atoms respectively. So 
equation (3.3) becomes: 
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Applying the Stirling's approximation, In m! == m In m - m 
.1S m ix = -k[NAln( NA ) + Nsln( NB )11 
NA+NB NA+NB~ 
But NA = XAN and NB = XBN (where XA and XB are the mole fractions 
of A and B respectively and N is Avogadro's number). Therefore, 
.1S m ix = -kN[XAlnXA + XW.nXB] ----------(3.4) 
But kN = R (Universal gas constant) 
.1S m ix = -R(XAlnXA + XBlnXB] 
Hence, 
----------(3.5) 
which is the entropy of formation of an ideal binary solution, 
independent of the temperature of the solution. Fig 3.4 shows the 
variation of .1S mix with composition in an ideal binary A-B solution. 
The free energy of mixing, .1G mix' for an ideal solution is obtained 
from equation (3.5) and (3.2): 
----------(3.6) 
Fig 3.5 shows .1 G mix as a function of composition and temperature. 
Suppose now that the reference phases for pure A and B are not the 
liquid phase. In this case it is necessary to consider the free energy 
of transformation of the pure metals from the reference phases to 
the liquid phase which can be labeled by G A and GB respectively. 
The contribution from these terms to the Gibbs energy of formation 
(as described previously). 
Therefore, the general expression for the Gibbs energy of formation 
for such an ideal solution is given by: [i.e from equation (2.26) and 
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(3.6)]. 
GAlloy = XAGA + XBGB + RT (XAlnXA + XBlnXB ) ----------(3.7) 
This expression could equally apply to the transformation to 
another phase (such as f.c.c & b.c.c). Therefore, for some materials a 
simple ideal solution model IS able to represent known 
thermodynamic and phase diagram data adequately. For a ternary 
alloy system of components A, Band C the equation can be written 
as: 
G Alloy = XA G A + XBGB + XcGc + RT ( XAlnXA + XBlnXB + XclnXc )---(3.8) 
It can easily be extended to any number of components in the 
solution to give the general equation: 
n n 
.1G = L XiGi + RT L XilnXi 
i= 1 i=l 
where n IS the number of components and Xi their concentrations, 
G 1 is the Gibbs energy of transformation from the pure component 1 
in its reference state to the phase in question at temperature Ti. 
(3.4.2) Regular Solution Model: 
Solutions which exhibit ideal behavior are rare. In practice mIxIng IS 
usually either exothermic or endothermic as the bond energIes 
between like and unlike atom specIes are not identical. If it is 
assumed that the mixed atoms are symmetrically arranged in the 
lattice (i.e substitutional solution in which every atom is surrounded 
by z nearest neighbours, z being the same whatever central atom is 
considered and for which the mean composition is similar to the 
rest of the solution) and that .1Hmix is only a consequence of the 
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bond energIes between adjacent atoms, then the resultant solution 
is said to be "regular" i.e .1Hmix '# 0 and entropy is positive and equal 
to that for an ideal solution, as no ordering is assumed in the 
solution. For this assumption to be valid it is necessary that the 
vol urnes of pure A and B are equal and do not change during 
mixing, so that the interatomic distances and bond energies are 
independent of the composition. 
The deviation of a solution from its ideal behavior gIves nse to a 
concept which is known as the excess Gibbs free energy, GEX ' which 
is the most important feature of interest. This subject has been 
reviewed by a number of authors, particularly by Oriani and Alcock 
(53), Ansara (37,43) and Kapoor (54). The regular solution model 
has been widely used as a first approximation to estimating 
thermodynamical properties of binary alloys and for computing 
phase diagrams in ternary systems. This theory of regular solution 
was developed by Hildebrand (55-57). 
Consider a mole of binary solution of A and B elements making a 
regular solution in which enthalpy changes on mixing arise from a 
net interaction between the elements. Now there will be three 
interaction energy terms present: 
(i) The energy of A-A pair of atoms, EAA · 
(ii) The energy of B-B pair of atoms, EBB· 
(iii) The energy of A-B pair of atoms, EAB · 
The total lattice energy of a solution having a composition In mole 
47 
fraction terms (XA and XB) can be written as: 
----------(3.9) 
where nAA' nBB and nAB are the number of bonds types A-A, B-B 
and A-B respectively. Similarly the enthalpy of a homogeneous 
solution can be represented as: 
----------(3.10) 
where H is introduced to represent the enthalpies of the bonds. If 
the solution has a coordination number 'z' then the total number of 
bonds will be 1/2 zN (N is the number of atoms per mole). 
Hence number of A-A bonds = Total number of bonds x Probability 
of A-A bonds. I.e, 
2 
n AA = 1/2 zNXA Similarly, 
2 
nBB = 1/2 zNXB 
nAB =ZNXAXB 
So equation (3.10) becomes: 
H = HI = ~ [ X!HAA + X~BB + 2XAXsHAB ] ----------(3.11) 
The enthalpy of pure A and pure B in the unmixed state can be 
obtained from equation (3.11) by substituting the value XA = 1 and 
XA = 0 (when XB 
For pure A 
and for pure B 
- 1) respectively, 
zNHAA HA=--~ 
2 
zNHBB HB=---2 
So the enthalpy of the solution in the unmixed state is gIven by: 
HUnmixed = H2 = XAHA + XsHB= ~ [XAHAA + XsHBB ] ----(3.12) 
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The enthalpy of mIxIng i1Hmix on forming the non-ideal solution IS 
given by; i1Hmix = HI - H2 [i.e eq. (3.11) - eq. (3.12)] 
AHmix = ~ [ XAHAA (XA - 1) + XWIBB (XB- 1) + 2XAXJ!AB 1 
i1Hmix = ~ XAXB [ 2HAB - HAA - HAB] 
----------(3.13 ) 
or i1Hmix = NXAXBco Where co = z/2 (2HAHB - HAA - HBB) 
----------(3.14) i1~ix = XAXBQAB 
where Q AB = Nco; In equation (3.14) i1Hmix is the enthalpy of 
mixing and therefore the excess Gibbs free energy is given by: 
i1GEX = XAXBQAB 
For a ternary system of components A, Band C, the excess free 
energy is given by: 
i1GEX = XAXBQAB + XAXcQAC+ XBXcnBC 
The expression for the excess Gibbs free energy term can be 
generalized for a multicomponent system through the same 
procedure outlined above to give: 
n -1 n 
i1GDV = ~ ~ X·X·Q.· 
.c.t\.. LJ LJ 1 J IJ 
i=1 j=i+1 
Fig 3.6 shows the curve for Gibbs energy of formation with different 
values of the interaction parameter of 'Q' i.e factor [HAB - 1/2 (HAA + 
H BB )]. When Q = 0, [HAB = 1/2 (HAA + HBB )] the bonding forces are 
equal between similar and dissimilar atoms and the solution is 
ideal, as in curve (a). If Q is negative, [HAB < 1/2 (HAA + HBB )], i1Hmix 
will be negative. Also the force of attraction between dissimilar 
atoms is greater than the similar atoms. This implies that there IS a 
tendency towards the formation of a superlattice or compound. This 
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is shown by curve (b) in the Figure, showing the negative enthalpy 
of formation. If .Q is positive the ideal entropy term and enthalpy of 
formation term oppose each other and at a certain temperature will 
result in a curve such as ( c) with two minima leading to the regIon 
where two phases of the same structure are immiscible. For a 
regular solution a positive interaction term will always lead to a 
miscibility gap for the temperature less than .Q /2R providing the 
phase itself is stable. 
The free energy on mIxIng of a binary, A-B, regular solution IS 
given, from equation (3.1), (3.5) and (3.14) as: 
LlGrnix = XAXB.QAB + RT(XAlnXA + XBlnXB) ----------(3.15) 
and by analogy for a ternary, A-B-C, regular solution the equation 
(3.15) can be written as: 
LlGrnix = XAXB.QAB + XAXC.QAC + XBXC.QBc+ RT(XAlnX A + XBlnXB + XclnXc) 
Also from equation (2.26) and (3.15), for a binary system: 
GAlloy = XAGA +XBGB +XAXB.QAB +RT(XAlnXA + XBlnXB)· 
(4) DETERMINATION OF PHASE 
EQUILIBRIA 
(4.1) INTRODUCTION TO METHODS FOR THE 
DETERMINATION OF PHASE EOUILIBRIA 
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The two classical methods for the determination of phase diagrams 
are thermal analysis and microscopic examination, and many 
diagrams have been determined by these means alone. X-ray 
diffraction, however, supplements these older techniques in many 
useful ways. In addition it provides the means for determining the 
crystal structure of the various phases involved. Most of the phase 
diagrams today are therefore determined by the combination of all 
these three techniques. However, physical properties are also used 
to plot phase diagrams. 
In general, the vanous experimental techniques differ in sensitivity, 
and therefore in usefulness, from one portion of a phase diagram to 
another. Thus, thermal analysis IS the best method for the 
determination of solidus and liquidus, including eutectic and 
peritectic reactions, but it may fail to reveal the existence of 
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eutectoid and peritectoid reactions, because of the sluggishness of 
some solid-state reactions or the small heat effect involved. Such 
features of the diagram are best determined by microscopic 
examination or X-ray diffraction, and the same applies to the 
determination of solvus (solid solubility) curves. So it should be 
noted, any way, that no phase diagram can be considered fully 
reliable until corroborating observations have been made by at 
least two independent methods. Even so, the diagram cannot be 
accepted if its construction violates the phase rule or any other 
rules of construction that have been derived by thermodynamical 
reasonIng. 
There are two types of methods, involved for the determination of 
phase equilibria i.e the static and the dynamic method. 
(4.1.1) Static Methods: 
Static methods are those In which the temperature of the sample is 
held constant until equilibrium is attained (i.e determination occurs 
at fixed temperature). The most widely used of these is the 
quenching method. As its name implies, upon achieving equilibrium, 
the specimen is quenched to ambient temperature, which generally 
involves rapid cooling in a bath of water, mercury or heavy oil. Its 
success depends upon the preservation of the phase assemblage 
present at equilibrium upon cooling to room temperature. 
Metallographic and X-ray techniques are usually employed to 
analyse the phase assemblage of specimens because of their high 
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sensitivity of detection of second phase particles. The principle 
advantage of static methods IS that they allow conclusive 
identification of the phases present. These methods, although time 
consuming, have the virtue of experimental simplicity and straight 
forward interpretation. Static methods are ideal for determining the 
vertical and near vertical phase boundaries. 
(4.1.2) Dynamic Methods: 
Dynamic methods are those In which phase equilibrium 
determination occurs over a temperature range. This method 
involves monitoring of some property as a function of temperature 
and recording the changes which occur. Generally the method 
consists of expressIng the relationship between the "degree of 
change" and time. This approach possesses two advantages over the 
static method. Since quenching is not involved, it is possible to 
explore the limit of phase stability quickly and the danger of a 
change in phase assemblage occurring during quenching is avoided. 
Dynamic methods include thermal analysis, electrical conductivity 
(resistivity) measurements, thermal gravimetric analysis, vapour 
pressure measurements and dilatometric method etc. Techniques 
such as dilatometry and electrical resistivity are suitable for solid 
state transformations, while thermal analysis IS more applicable to 
phase changes which involve a liquid component. 
As described earlier the static method IS preferred for 
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determination of vertical and near vertical phase boundaries, while 
dynamic methods are ideal for isothermal phase boundaries. Hence, 
a combination of the two methods IS usually used for the 
determination of phase equilibria. 
(4.2) THERMAL ANALYSIS 
Thermal analysis is a general term covenng a group of related 
techniques whereby the dependence of the parameters of any 
physical properties of a substance on temperature is measured. 
Changes in thermal properties are commonly employed for 
detecting phase change/structural change. When a transformation 
takes place at constant temperature, there will occur an evolution or 
absorption of a latent heat of transformation. In other cases, 
changes will occur in the specific heat of the material. Therefore, if a 
specimen is heated or cooled under uniform conditions a structural 
change will be indicated by the discontinuities or abnormal 
curvatures In the time/temperature curves. Under suitable 
experimental conditions the determination of time/temperature 
curves, or other curves derived from these, may enable one to 
deduce the temperature or temperature range associated with 
certain transformations. The determination and interpretation of 
such curves is known as thermal analysis. The principle techniques 
of thermal analysis are shown In Fig 4.1 as a "family tree" (58). 
Several reviews and books are available on this general subject. A 
general review on thermal analysis is provided by McLaughlin (59) 
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and Antonin Blazek (60). Thermal analysis is extensively described 
by Hume-Rothery et al (31) and Raynor (61). Several methods of 
thermal analysis are also described in detail by Mackenzie (58). The 
most commonly used thermal analysis techniques are as follow: 
(4.2.1) Techniques Dependen t on Weight Changes 
(Thermogravimetery, TG): 
A technique whereby the weight of a substance in an environment 
heated or cooled at a controlled rate, is recorded as a function of 
temperature or time. This type of technique is used where an 
Increase or decrease of mass occurs like thermal decomposition, 
sublimation, dehydration, oxidation and reduction etc. 
(4.2.2) Techniques Dependent on Dimensional Changes 
(Dilatometry) : 
A technique whereby changes in dimension(s) of a substance are 
measured as a function of temperature. This method utilizes the 
change . In volume associated with nearly all phase changes. It 
measures the change in length of a specimen heated or cooled at a 
given rate. Curves of length against time and temperature against 
time are obtained simultaneously, and these may be combined (in 
many instruments automatically) to gIve length-temperature 
curves. The dilatometric curves are simpler in interpretation to 
ordinary heating and cooling curves, and the temperature of a 
transition is indicated by a change in direction of the curve. In 
comparison with other methods of thermal analysis, this technique 
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has the advantage that the heating and cooling rate may be as slow 
as desired, and temperature may be held at any value for a time 
sufficient to enable equilibrium to be attained. The method, 
basically, is suitable only for the determination of solid state 
reactions. For many alloy systems, however, it is impossible to 
prepare specImens sufficiently uniform and homogeneous and of 
suitable dimensions to apply the method accurately. This technique 
is especially useful for ceramics and glasses. 
(4.2.3) Techniques Associated With Evolved Volatiles (Evolved gas 
detection EGD and Evolved gas analysis EGA):-
The EGD term covers any technique of detection whether or not a 
volatile product is formed during the thermal analysis. EGA is a 
technique for determine the nature and/or amount of volatile 
product or products formed during thermal analysis. 
(4.2.4) Techniques Associated with Energy Changes:-
Every method has its own advantages and disadvantages. For the 
study of conventional phase diagrams, the energy changes in the 
form of heat are used in preference to those changes as described 
above. These are mainly of three types. 
(a) Differential Thermal Analysis (DTA). 
(b) Smith Thermal Analysis (STA). 
(c) Differential Scanning Calorimetry (DSC). 
(a) Differential Thermal Analysis (DTA):- Differential thermal 
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analysis IS a technique for recording the difference in temperature 
between the substance and a reference material against either time 
or temperature as the two speCImens are subjected to an identical 
temperature regime in an environment heated or cooled at a 
controlled rate. The curve so obtained is called a DTA curve. The 
detail and principle of this method are given in detail in the next 
section. 
Cb) Smith Thermal Analysis CST A):- DTA has been used extensively 
in the study of phase equilibria. It has the ability to detect very 
small thermal effects. In this technique when any transformation 
occurs, the temperature gradient between the furnace and the 
specimen increases or decreases. This causes the rate of heat 
transfer to Increase or decrease. Thus the specimen is forced 
through the reaction relatively quickly, increasing the possibilities 
of developing heterogeneity and thus the spurious thermal effects. 
These spurious thermal effects can be avoided by the adoption of 
the Smith Thermal Analysis (ST A) technique whereby a constant 
temperature difference can be sustained between the specimen and 
the furnace, ensuring that the rate of the heat transfer is fixed at a 
steady value, resulting in homogeneity being maintained both 
during and after each phase change. So, due to a significant 
improvement over DTA, the ST A technique can be used quite safely 
for thermal analysis for the determination of phase diagrams. With 
calibration, STA apparatus can also provide the quantitative 
information on the heat capacity and the enthalpy of any 
transformation encountered In the speCImen. The detail and 
principle of ST A are given in the next section. 
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(c) Differential Scanning Calorimetry (DSC):- This technique is based 
on the original principle of DTA. DSC is a technique of recording the 
energy necessary to establish zero temperature difference between 
a substance and a reference material against either time or 
temperature as the two specimens are subjected to an identical 
temperature regIme in an environment heated or cooled at a 
controlled rate, and the record is called a DSC curve which 
represents the heat supplied per unit time against either time or 
temperature. This technique might also be called inverse DT A. In 
this method the sample is submitted to linear heating, and the rate 
of heat flow in the sample, proportional to the instantaneous 
specific heat, is measured continuously. This method involves a 
continuously increasing or decreasing temperature environment. 
However extra heat IS added to the sample or to the reference 
sample as necessary to maintain the two at identical temperature. 
This amount of heat IS recorded as a function of time or 
temperature. Hence what IS measured IS not the temperature 
difference as in classical DT A, but the electrical heat input necessary 
for the maintance of isothermal conditions. The DSC is being used 
more often mainly because of the experimental simplicity and 
availability of the apparatus. The DSC not only gives the information 
about the temperature at which the melting or transformation 
occurs, but it can also give information for specific heats, 
quantitative measurements of enthalpies of fusion and 
transformation etc. This has been applied, for example, by Plato and 
Glasgow (62). 
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The disadvantage of the DSC availabe in the department IS that it 
can be used only up to 7000 C. The use of the method at higher 
temperature would be advantageous as the determination of 
specific heat and heat of reaction is relatively simple and direct. 
(4.3) PRINCIPLES OF DIFFERENTIAL THERMAL 
ANALYSIS 
In DT A, thermal arrests are detected as a result of heat absorbed or 
evol ved by the sample, caUSIng a difference in temperature 
between the sample (under investigation) and a reference material. 
The reference material used should not be exhibit any phase 
transformation over the temperature range to be studied in the 
experiment. Two thermocouple junctions are used. One is close to 
the sample under investigation and the other is close to the 
reference material. The junctions are connected in series and are 
wired in opposition to each other so that when both samples are at 
the same temperature the net differential e.m.f is zero. Fig 4.2 
shows a schematic diagram of this arrangement, where T sand T R 
are the temperatures of the sample and the reference material 
respecti vely. One more thermocouple is also placed in the furnace, 
which determines the furnace temperature. Any temperature 
difference .1 T between the two speCImens IS recorded as a 
differential e.m.f. The cooling and the heating rate of the furnace is 
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normally preset to some fixed value. Thus, the temperature of the 
furnace is completely independent of the temperature of both the 
sample and reference material. So the temperature of the furnace is 
not influenced by any changes or thermal events that occur in the 
sample during experiment. This is shown schematically in Fig 4.3. 
When a change in the sample occurs with absorption or evolution of 
heat, a temperature difference (.1 T) arises between the sample and 
the reference material. The differential e.m.f will have a zero value 
in the absence of any change of state. The phase changes or 
reactions are detected as peaks In the differential e.m.f vs time 
curve during heating or cooling. If the temperature of the sample 
falls below that of the reference material, the .1 T will be negative 
and the peak will be an endothermic peak (i.e in case of cooling). If 
the temperature of the sample rises above that of the reference 
material, .1 T will be positive and the peak will be an exothermic 
peak (i.e in case of heating). 
(4.4) PRINCIPLES OF SMITH THERMAL ANALYSIS 
The STA technique was proposed by Smith (63). The original Smith 
technique provided a quantitative measurement of specific heat and 
latent heat. However, this method is also very useful for the 
measurement of the phase boundary temperatures. The apparatus 
requires two thermocouple junctions, Fig 4.4. One of these is placed 
in the centre of the sample and serves as measuring thermocouple, 
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while the other is in contact with the furnace wall and lies in the 
same horizontal plane as the junction in the sample. In this 
technique it is the millivolts difference between the two junctions 
which is maintained at some preset value by the controlled 
circuitry. This will maintain a constant temperature difference 
between the sample and the furnace wall which results in a 
constant rate of heat transfer between the furnace and the sample 
over small ranges of temperature. Alternatively a differential 
thermocouple with its junction inside and outside the container 
wall, can be used to regulate the temperature difference as shown 
in Fig 4.5. 
For a cooling run the differential e.m.f will be negative and heat will 
transfer from the sample to the furnace, and for a heating run the 
differential e.m.f will be positive and heat will transfer from the 
furnace to the specimen. At constant heat transfer rate, the rate at 
which the temperature of the sample changes is governed by the 
mass and the heat capacity of the sample. When the sample arrives 
at a curved phase boundary on heating or cooling a new phase will 
appear or disappear. At this point the rate at which the enthalpy of 
the system changes with temperature shows a discontinuity. Thus, 
if the sample is gaInIng or losing heat at constant rate, one will 
observe a change in the rate at which the temperature changes with 
time at this point. For an isothermal phase reaction, this rate falls to 
zero. Fig 4.6 shows a schematic temperature-time curve on heating. 
It can be seen that the temperature of the furnace at any point IS 
governed by events occurring in the sample. To respond quickly to 
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these changes, the thermal inertia of the Smith furnace IS 
deliberately kept low. In this situation, when a sudden change 
within the sample such as liquid to solid transformation happens, 
the furnace will respond to the change very quickly and a sharp 
thermal arrest will be detected. 
It should be noted that the e.m.f/temperature-difference relation of 
the differential thermocouple IS not quite independent of 
temperature. Also the thermal conductivity of any refractory 
material IS not exactly constant as the temperature changes. 
Consequently the heat flow vanes slightly with temperature. 
However, a given container can be calibrated over a range of 
temperature by using a mass of known specific heat and will give 
reproducible quantitative results. 
In addition to examInIng the temperature of any phase 
transformation, the ST A has the ability to supply further data on 
thermal properties of the alloy like heat capacity and latent heat 
(63). To obtain this information the apparatus must be calibrated by 
USIng a thermally inert specimen of known mass whose thermal 
properties are known over a wide range of temperature. Copper is a 
suitable standard (63) since it undergoes no transformation and its 
specific heat is known fairly accurately over a wide range of 
temperature. Three compatible sets of measurements are required 
to derive the thermal data, i.e, the time/temperature curves for the 
speCImen, the standard specimen and the empty container alone. In 
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all these experiments the value of the temperature difference 
across the walls of container must have the same constant value. 
The heat generated by the furnace serves to supply the heat 
capacity of the specimen and the thermal barrier (container) and 
the enthalpy of any transformation i.e: 
Heat Generated = Heat to Raise the Temperature of the Specimen + 
Heat used to Raise the Temperature of the Container + 
Transformation Heat 
q~tI = mICI~TI + meCe~TI + LImI 
Where q = Heat flow per unit time. 
C 1 & C e - Heat capacities of unknown specImen and container 
respectively. 
m 1 & me = Masses of speCImen and container (effective part of the 
container). 
~ T 1 = Temperature change in time ~ t 1 . 
L 1 = Latent heat of transformation. 
The heat capacity of the unknown specimen, then, IS gIven by (63) 
~t2 ~tc 
---
ml ~T2 ~Tc 
C1 = - .c2 . -----
m2 ~tl ~tc 
---
~T 1 ~Tc 
~t. h I f h where '2' stand for the standard specImen and - IS t e s ope 0 t e 
~T 
time-temperature curve or the figure obtained directly for an 
inverse rate in the usual way. 
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Also the Latent heat of transformation IS gIven by 
m2 t Ll =-. C2 .-----
ml 
Where 't' IS the arrest time during which ~ T = 0 
The heat of transformation of the pearlite/austenite transformation 
has been determined in this way by Hagel, Pound and Mehl (64). If 
the transformation occurs over a range of temperatures, the 
enthalpy of the reaction for the unknown specimen will appear as 
an apparent heat capacity and can be obtained by the graphical 
integration using the standard formula: 
Where C 1 IS the heat capacity of the unknown specImen. 
(4.5) COMPARISON OF DTA AND STA 
The two methods have been discussed In detail in the preVIOUS 
sections. Both these methods are used for the determination of 
phase diagrams. But STA has some significant advantages over the 
DTA. 
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One of the major advantages of ST A is that it provides the facility to 
maintain the furnace temperature at a constant amount above or 
below that of the specimen transformation temperature. It remains 
constant during a horizontal arrest and rises or falls only when the 
speCImen heats or cools, as in this process the furnace is controlled 
by the specimen as shown in Fig 4.6. Temperature gradients within 
the specImen are reduced. All these factors are in favour of 
homogeneity of the specimen, leading to the formation of sharp 
arrests and the reduction of spurious thermal effects. Consequently 
the interpretation of the curves is very easy. 
In the conventional DT A method, the heating or cooling rate of the 
furnace is preset and is independent of the specimen temperature 
as shown In Fig 4.3. So when a transformation occurs within a 
specimen the temperature gradient between the specimen and the 
furnace will increase, thereby causing the rate of heat transfer to 
increase. Consequently the specimen is forced through the reaction 
relatively quickly, increasing the possibility of developing 
heterogeneity and thus SpUrIOUS thermal effects. Hence 
interpretation of these results in relation to the phase equilibria 
becomes more difficult. 
The other major advantage is that ST A makes possible the detection 
of any small heat effect at a temperature only a few degrees below 
that at which a major effect has occurred, while with the 
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conventional DTA method sufficient stabilization after a large heat 
effect for the detection of a small one may not occur until the 
specImen has reached a temperature of as much as 300C to 500C 
from that at which the large effect occurred. 
One more advantage of the Smith equipment IS the design which 
allows a liquid specimen to be stirred with the sheath of the 
measurement thermocouple. However, commercial DT A equipment 
in general is not fitted with a stirrer unless it is especially modified. 
In addition to these advantages, Smith's method IS able to 
determine the quantitative heat measurements, specific heats and 
latent heat, as described earlier. Moreover it IS accurate, 
inexpensive and quick in response, even if the the change is very 
small. 
(4.6) REASONS FOR USING STA FOR PRESENT STUDY 
From the above discussion it can be deduced that the Smith 
technique of thermal analysis provides the speCImen under 
examination with thermal conditions which offer a significant 
improvement over DT A for the determination of metall urgical 
equilibrium diagrams. On this basis the ST A technique was selected 
for the determination of phase boundaries in the present study. It is 
probable that this method provides the best compromise between 
accuracy and simplicity for routine determination. It has been used 
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successfully by several investigators (50,65-73) 
(4.7) STA APPARATUS 
The STA apparatus is shown in Fig 4.7. The design of the furnace 
used is as shown in Fig 4.4, taken from the original paper by the 
Smith (63). The sectioning view of the furnace is shown in Fig 4.8. 
All explanations are given with the Figures. 
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(5) EXPERIMENTAL METHODS 
(5.1) MATERIALS 
The alloys used for thermal analysis and for isothermal 
transformation studies were prepared from high purity metals 
supplied by different sources. The details are given as follows: 
Metal 
Gold 
Germanium 
Indi urn 
Gallium 
Zinc 
Cadmium 
Lead 
Tin 
Source 
Englehard Limited 
GEC Hirst Research. 
Centre Wembley. 
and BDH Limited. 
GEC Hirst Research 
Centre Wembley. 
GEC Hirst Research 
Centre Wembley. 
Johnson Matthey. 
Aldrich Chemical Co. 
BDH Limited. 
International Tin 
Research Institute 
Puri ty 
99.99990/0 
99.9999% 
99.9999% 
99.99% 
99.9999% 
99.9998% 
99.9999% 
99.9999% 
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(5.2) SAMPLE PREPARATION FOR THERMAL ANALYSIS 
Different methods have been used for the sample preparation of 
alloys according to the nature of the metals used. 
(5.2.1) Alloys In the AuZn-Pb, AuGa-Pb and AuGa2.-Pb Systems: 
The weighed amount of each sample was between 2- 3 g for the 
thermal analysis. Each alloy was melted in a silica crucible, 9 mm 
o.d and 1 mm wall thickness, under a shield of burning hydrogen to 
avoid oxidation. Once the alloy had attained a temperature 30-50 °C 
above the estimated liquidus temperature, the melt was stirred 
vigorously for a while with the help of the silica thermocouple 
sheath to ensure homogenization. Then, keeping the silica 
thermocouple sheath right in the centre of the molten specimen, the 
silica crucible was immersed into cold water, resulting in a fine-
graIn structure. This IS the same procedure as reported by 
Humpston and Evans (65). The assembly comprising the alloy in the 
silica crucible, with the embedded thermocouple sheath, was then 
carefully transferred into the thermal analysis furnace. 
(5.2.2) Alloys in the Auln-Ge and Auln2-Ge Systems: 
The procedure for preparing samples for thermal analysis for these 
systems was similar to that described above [5.2.1 section] with the 
exception that the molten alloys were quenched into boiling water 
as described in (74), to counter the tendency of the silica cruci hIes 
to crack when quenched into cold water. Cracking is associated with 
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the expansIon of Ge on solidification. The assembly was then 
transferred into the thermal analysis furnace as described above. 
(5.2.3) Alloys in the AuZn-Ge, AuGa-Ge and AuGa2.-Ge Systems: 
Even when quenched into boiling water, these alloys were prone to 
crack the silica crucibles. So conventional alloying techniques were 
used as described in (75-77), where the weighed amounts of the 
constituent elements between 2-4 g were placed into a silica 
crucible, (of the same size as described in previous section) and the 
silica thermocouple sheath was inserted into the silica crucible. This 
assembly was placed carefully into the thermal analysis ng. The 
constituents were then, allowed to melt in the ST A furnace under an 
atmosphere of dry 15 vol. %H2 and 85 vol. %N 2 gas. Melts were 
maintained above the estimated liquidus temperature for 1-2 hour 
with stirring from time to time to ensure homogeneity. The thermal 
analysis followed immediately after melting and homogenization, 
without an intermediate quench. 
(5.2.4) Alloys in the AuCd-Ge System: 
The procedures for alloy preparation described in the above section 
[section 5.2.3] were further modified for the AuCd-Ge alloy system. 
N ow not only the cracking of the silica crucible, on the solidification 
of Ge, but the high vapour pressure of the Cd at elevated 
temperature necessi tated further modification of the technique. 
Two types of samples were prepared for thermal analysis for this 
alloy system as follows, which have been described in (78). 
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(i) The weighed (2-4 g) quantities of Au, Cd and Ge were placed in 
the silica crucible. The remainder of the crucible was filled with 
charcoal and a lid was placed on the top with a central hole through 
which the silica thermocouple sheath was inserted. The assembly 
was placed carefully into the thermal analysis furnace and 
constituents were allowed to melt. The melt was held above the 
estimated liquidus temperature for 15 to 20 minutes, whilst it was 
stirred continuously with the silica thermocouple sheath to ensure 
homogeneity. Thermal analysis of the alloy was then started. 
(ii) In the alternative procedure, the weighed amount of the 
constituent elements were sealed in an evacuated silica crucible, (of 
the same dimensions as used in the other systems), keeping the 
silica thermocouple sheath in the centre of the constituent elements. 
This assembly was then placed into the thermal analysis rig and the 
alloy was allowed to melt and to attain a temperature above the 
estimated liquidus temperature. 
(5.2.5) Alloys in the AuCd-Pb System: 
Again due to the high vapour pressure of Cd at elevated 
temperature, two types of samples were prepared for thermal 
analysis. 
(i) The procedure to prepare alloys was similar to that described in 
section [5.2.4(i)] with the exception that instead of melting the 
constituents in the furnace, they were melted and quenched into 
cold water, before placing in the thermal analysis furnace, as the 
absence of Ge allowed quenching without the risk of cracking the 
silica crucible. 
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(ii) The second procedure was agaIn the same as described in 
section [5.2.4 (ii)] with one modification that the alloy was melted 
and quenched in cold water before placing in the ng for thermal 
analysis, as again absence of Ge allowed quenching without the risk 
of cracking the silica crucible. 
(5.3) THERMAL ANALYSIS (EXPERIMENTAL PROCEDURE) 
The thermal analysis was carried out, basically, uSIng the Smith (63) 
techniques as described by Humpston and Evans (65). After the 
quenched alloy had been prepared in the manner described in 
section [5.2.1], [5.2.2] and [5.2.5], it was placed inside the Smith 
Thermal Analysis furnace. Then the calibrated thermocouple was 
lowered in to the specimen through the silica thermocouple sheath. 
Now the furnace was allowed to heat up and held at a temperature 
20-30 °C below the lowest estimated arrest temperature for 30-40 
mIn to establish thermal equilibrium. The lowest arrest 
temperature was determined by heating the alloy through the 
reaction at a rate 2-3° C - min -1. When this heating run was 
completed the alloy was again held 20-30 °C above this lowest 
arrest point for 30-40 min, and then allowed to cool down at a 
cooling rate of 2-3°C-min-l through the reaction. These heating and 
cooling cycles were repeated at least two times for each alloy to 
establish the lowest arrest temperature. 
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The effectiveness of quenching the alloy followed by this thermal 
cycling technique to avoid a spurious thermal effect IS described by 
Evans and Prince (69). After one reaction had been well established 
at the solidus point, the sample was reheated until melting was 
completed at the estimated liquidus point. The alloy was again held 
20-30oC above this estimated liquidus temperature for 30-40 mIn. 
and allowed to cool down through the liquidus arrest temperature, 
at a rate of 2-3°C-min-l. This liquidus arrest temperature with 
cooling run was determined at least twice for each alloy 
composition. 
The alloys described in section [5.2.3] and [5.2.4] were prepared by 
the conventional method and were melted in the ST A furnace. So 
the thermal analysis was started from the liquidus arrest for these 
alloys as described by (75-78). Melts were maintained above the 
liquidus temperature for 1-2 hr (but only 15-20 min for Cd and Ge 
containing alloys) with frequent stirring to ensure homogeneity. 
Thermal analysis during solidification was carried out at a cooling 
rate of 2-3°C-min- 1. The alloy was then held for 1 hour below the 
lower arrest temperature before a heating run was made at a 
heating rate of 2- 3 ° C -min -1 to determine the solidus temperature. 
These cooling and heating cycles for solidus and liquidus arrest 
temperatures were repeated two or three times for each alloy 
composition. 
The alloys were stirred continuously during cooling to determine 
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the liquidus temperature. Stirring of liquid alloy reduces the extent 
of undercooling during the cooling run. Hence the accuracy of the 
liquidus temperatures determination increased. The arrest 
temperatures for the solidus line were obtained from both heating 
and cooling curves, while the arrest temperatures for the liquidus 
were taken only from the cooling curves. 
All thermal analysis was performed under the dry atmosphere of 
15 vol.%H2 and 85 vol.%N2 to avoid oxidation. Thermal analysis of all 
alloys which were contained in sealed evacuated silica crucibles 
were dealt with In a similar fashion as described above with the 
omission of the stirring option, as the silica thermocouple sheath 
was fixed with the sealed crucible. 
(5.3.1) Print Out of STA Curve: 
The print-outs of the thermal analysis curves for a cooling and 
heating run with pure Indium are shown in Figs 5.1 and 5.2 
respectively. The first column represents the actual temperature of 
the specimen expressed in millivolts. The second column shows the 
millivolts difference between the actual reading and values 
obtained by the extrapolation of the previous 20 readings. The last 
column shows the heating or cooling rate of the specimen in °C/min. 
A negative sign in this column identifies the cooling rate as in Fig 
5.1, while there is no sign for heating rate, as shown in Fig 5.2. The 
computer programme was written to give readings for all three 
columns at intervals of 18 seconds. The curve with "ll" symbol (i.e 
dotted line curve 'U') shows the time versus second column reading. 
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The curve with "+" symbol (i.e bold line curve 'V') shows the heating 
or cooling rate of the specimen (i.e the reading of the third column) 
versus time. At the start of a reaction, there is a sudden change in 
heating or cooling rate, which appears as a change of slope on the 
curve. In Fig 5.1 there is a change in the cooling rate, and change In 
slope at point (1) on the curve, while the reaction is completed at 
point (2). So the melting point of Indium will be the maximum 
millivolts between the points (a) and (b), corresponding to the 
points (1) and (2) on the curve as shown in Fig 5.1. Hence the 
melting point (i.e 156.78 °C) of indium will be equal to 5.0862 
millivolts. Also in Fig 5.2 for the heating run the melting point of 
indium (i.e 156.78 °C) will be equivalent to the minimum millivolts, 
5.1202, between points (a) and (b) corresponding to the points (1) 
and (2) on the curve. 
(5.3.2) Calibration of the Equipment: 
The temperature measuring thermocouples of the thermal analysis 
apparatus (chromel-alumel) were regularly calibrated against the 
melting points of pure In, Sn, Pb, Zn and Sb from time to time 
during the course of the experiments. The temperature 
measurements are considered to be accurate within + I°C, so far as 
thermocouple calibration behaviour is concerned. Periodically, a 
dummy run using a standard specimen was used to check the 
consistency of the apparatus. 
(5.3.3) Composition: 
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The weight of each alloy was calculated in such a way that the 
sample, after melting, produced a roughly spherical shape within 
the silica crucible. This reduces thermal gradients and diffusion 
ani s otropy. If no loss of a component occurred during thermal 
analysis it was diluted to form the next composition in the series. 
Alloys were usually started with 1 at. % of the constituent element 
other than the congruently melting compounds (i.e Ge and Pb) and 
diluted to 3 at. % and 5 at. % to provide STA data for three 
compositions. A second master alloy with 2 at. % of the same 
constituents was prepared and diluted to 4 at. % and 6 at. %. If 
consistent results were obtained for the six alloy compositions, the 
dilution procedure was used with confidence. At the end no 
vanance was detected by reweighing and by SEM results, so the 
alloy compositions quoted are the nominal compositions based on 
the initial weights of the components. However, for Cd-containing 
alloys a new specimen was prepared for each experiment to avoid 
any weight loss risk due to the volatilization of Cd. All compositions 
were expressed as atomic percent. 
(5.4) METALLOGRAPHY (OPTICAL) 
Optical metallography was carried out to find out the eutectic points 
of the Au-Ge-X phase diagrams developed experimentally. For a 
particular system a number of specimens, with varying amounts of 
Ge around the estimated eutectic composition, were prepared. 
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Samples of alloys for metallographic examination were prepared by 
melting the constituents of a particular alloy in a silica crucible 
under the shield of a hydrogen flame (or under the charcoal 
atmosphere for Cd-containing alloys) to avoid oxidation. The alloys 
were stirred to homogenize, then held for a while in the liquid state 
before cooling in air to room temperature. The samples were 
sectioned longitudinally, mounted, ground and polished uSIng 
standard techniques. In some phase diagram systems one phase 
present was softer as compared to the other and, hence, it was very 
difficult to obtained a good polished surface without scratches. The 
samples were, then, etched in suitable reagents specified in 
Appendix (1), and examined under the microscope. 
(5.5) MICROHARDNESS 
To gIve additional information about the hardness for all the pure 
congruent melting compounds, the microhardnesses have been 
measured. This was done using the Vicker pyramidal diamond 
indenter and suitable load. 
(5.6) SCANNING ELECTRON MICROSCOPY (SEM) 
The Scanning Electron Microscope (SEM) was used to identify the 
phases present in the specimens and for the counter check of the 
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compositions of the specimens. It was also used for photographic 
purposes. 
(5.7) Au-Sn BINARY SYSTEM 
(5.7.1) Long Time Annealing: 
The constitution of the Au-Sn binary phase diagram is uncertain In 
the gold rich portion at lower temperatures. To rectify this 
uncertainty a series of Au-rich alloys covering the appropriate 
composition range were allowed to equilibrate isothermally at two 
selected temperatures (220 0 C and 3000 C) with two sets of 
speCImens for each temperature. One set of specimens at 3000 C was 
withdrawn for examination after 4464 hrs (= 6 months), while the 
other set was withdrawn after 12864 hrs (= 18 months). Similarly 
the first batch of specimens at 2200 C was withdrawn for 
examination after 13488 hrs (= 19 months), while the second set of 
specimens was withdrawn after 17000 hrs (= 24 months). Special 
techniques were adopted to prepare these speCImens prior to 
placing in the furnaces, which are described below: 
(5.7.2) Sample Preparation: 
To reduce the diffusion paths and hence reduce the time to reach 
equilibrium, a number of techniques were tried for the preparation 
of the samples. Initially, after melting the constituents, the alloys 
were quenched in cold water. An attempt was made to cold work 
these samples by hammering, but due to the brittle nature of these 
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samples, hammering was not feasible. Rolling and pressIng were 
tried, but again failed to produce thin speCImens (in which the 
diffusion path can be reduced) due to the brittleness. Finally a 
special technique was applied to prepare the samples. This involved 
rapid quenching from the melt, where the constituent elements , 
weighing between 3-4 g for each alloy composition, were placed In 
a silica crucible and melted under a hydrogen flame, stirring well to 
homogenize. The molten alloy was held well above the liquidus 
temperature for a while, before pouring suddenly onto a well-
cleaned, mild steel flat plate dipped into liquid nitrogen. The 
resulting sample was like a thin button/sheet. The button type 
speCImens were then sealed in an evacuated silica tube. All 
speCImens for each composition and temperature were prepared in 
the same manner. 
After the heat treatment, the speCImens were quenched suddenly 
into cold icy water. The samples for each composition were then 
mounted, ground and polished. A number of etchants were tried, 
but only a very dilute KI solution used as an etchant during 
polishing on gamma alumina proved to be suitable to identify the 
phases. These samples were examined by optical microscopy. The 
samples were also examined by SEM using Electron Microprobe 
Analysis techniques. During the long heat treatmen t many 
holes/pores/cavities were produced, which caused difficulties 
during microscopy and SEM examination. 
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(5.7.3) Heat Treatment/Temperature Control: 
First the most stable zone of each furnace, one at 2200 C and the 
other at 300° C, were checked by noting the temperature of 
different zones at different time intervals for four weeks. The 
temperatures were checked using a cylindrical 4 gm copper 
specimen in which a hole had been drilled to accommodate an 
al umel-chromel thermocouple, USIng an efficient furnace 
temperature controller. Then the specImens were placed into the 
uniform temperature zone of the furnace. An additional 
thermocouple was also placed near the specImens to counter check 
the temperature variation, if any. The maximum variation was not 
more than + 4°C during the whole heat treatment period of time. 
(5.7.4) Optical Microscopy: 
After annealing had been completed the specImens were quenched 
into cooled ICY water, sectioned through the centre and mounted in 
cold-setting polymer reSIn, so that the microstructure of the 
specImens would not be affected by the operating temperature of 
hot mounting. These specimens were ground, polished, etched and 
examined with an optical microscope at different magnifications. 
(5.7.5) Electron Micro-Probe (X-Ray/SEM) Analysis: 
Electron Micro-probe Analysis technique was employed to identify 
the phase or phases present in each sample. Both etched and 
unetched samples were used for this purpose. 
(6) RESULTS 
(6,1) TERNARY PHASE DIAGRAMS 
(Thermal Analysis Results) 
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The partial constitutions of Au-Ge-X and Au-Pb-X ternary alloys 
have been investigated, where X is one of the B sub-group metallic 
elements In, Ga, Zn, or Cd, of the periodic table which form one or 
more stable compounds with gold. The Smith Thermal Analysis 
Method, supplemented by metallographic and X-ray techniques, 
was used to determine the constitutions of the ternary systems. 
(6,1,1) Au-Ge-X SYSTEMS 
Prior to this investigation, the only published work on the phase 
relationships in Au-Ge-X ternary systems was an examination of the 
Au-rich corner of the Au-Ge-In system (79). 
Eutectiferrous, quasibinary systems were found between Ge and the 
stable compounds AuX (AuIn, AuIn2 AuGa, AuGa2 AuZn, AuCd). The 
liquidus and solidus curves in all the systems were experimentally 
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determined only up to 50 or 60 at. %Ge, because expansion on 
solidification shattered the silica crucibles at higher Ge 
concentration. Both liquidus and solidus curves were extrapolated, 
therefore, from 50 (or 60 at. % Ge) to the pure germanium axis at the 
melting point of 938.5°C for Ge (80) and according to the eutectic 
temperatures of the relevant systems respectively. 
Calculations of the liquidus curves for most of the AuX-Ge alloys 
using the equation: 
----------(6.1) 
and a value from the literature (81,82) for the enthalpy of fusion 
for AuX, predicted eutectic compositions which were in good 
agreement with the experimental values. 
The solubility of Ge in the AuX compounds was not determined 
directly. However, it was 1.3 at. % Ge for Cd and Zn containing alloys 
and less than 1.0 at. % Ge for In and Ga containing alloys at the 
eutectic temperatures. All alloys having more than this limited 
concentration of Ge, showed one liquidus and one solidus arrest at 
the eutectic temperature. All Au-Ge-X systems show complete 
miscibility in the liquid state for all compositions. The eutectic 
temperatures, eutectic compositions and solubilities of the vanous 
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systems which were examined are summarized In Figs 6.1 to 6.6 
and in Table 1. The details are given as follow: 
(6.1.1.1) Au-Ge-In SYSTEM: 
The Au-Ge binary system shows a single eutectic reaction which 
was determined experimentally (83) to occur at 28 at. % Ge and 
361°C. This is in good agreement with a recent computed version of 
the diagram (84). The Ge-In binary system also shows a single 
eutectic reaction at 99.9927 at. % In and at 156.29°C (85). The Au-In 
binary phase diagram is complex, showing the existence of two 
congruent melting-point line compounds, AuIn and AuIn2. The most 
recent evaluation of this system was considered (86). All three 
binary phase diagrams involved in this ternary system are shown 
in Fig 6.7. The phase relationships which were found to occur In 
vanous portions of the Au-Ge-In ternary system are given below: 
(a) AuIn-Ge Section:- The melting point of the stable compound 
AuIn has been given as, 506°C (87,88), 509.6°C (89) and 511°C (86). 
The value determined in the present work is 506± 1 ° C in good 
agreement with references (87) and (88). The thermal analysis 
results are given in Appendix (2) and the phase diagram produced 
is shown in Fig 6.1. The AuIn-Ge section is a pseudobinary eutectic 
system with a eutectic at 2.0 at. % Ge and 488°C. 
(b) Au1n2 -Ge Section:- The melting point of the Au1n2 was taken as 
5400C (86). The Au1n2 -Ge section is also a pseudobinary eutectic 
system with a eutectic at 4.1 at. % Ge and 522°C. The ST A results are 
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given In Appendix (3) and the resultant phase diagram IS illustrated 
in Fig 6.2. 
(c) AuIn- G e - A u I n 2 Partial Ternary Section (Isopleth of 
AU41.5In5S.5~Ge Section):- Since the AuIn-Ge and AuIn2-Ge joins 
were found to be eutectic systems and AuIn and AuIn2 also form a 
eutectic system (86,89), it was assumed that the AuIn-Ge-AuIn2 
partial section would contain a ternary eutectic. To determine the 
ternary eutectic composition and temperature, ST A was performed 
on the isopleth of AU41.5In5S.5 to Ge. The thermal analysis results on 
this isopleth gave the phase diagram shown in Fig 6.8(a); Appendix 
(4). A magnified portion of this isopleth for alloys containing less 
than 8 at. % Ge is shown in Fig 6.8(b). The monovariant curve from 
the AuIn2 -Ge eutectic e3 to the ternary eutectic E, Fig 6.8(c) is 
intersected at 4.0 at. %Ge at 488° C. The tie line between the ternary 
eutectic E and AuIn2 is intersected at 2.75 at.% Ge at 471°C. The 
ternary eutectic composition, corresponding to the reaction LE ¢::} 
AuIn2 + AuIn + Ge, is estimated to be 3.5 at.% Ge, 43.25 at.% Au at 
471°C. 
(d) AuIn2 Ge-In Partial Ternary Section (Isopleth of AU20Inso~ G e 
Section):- A ternary eutectic was also anticipated in this section, so 
a AU20InSO to Ge isopleth was determined by thermal analysis. The 
phase diagram so produced is shown in Fig 6.9(a), from the STA 
results given in the Appendix (5). The magnified portion of this 
diagram with Ge contents less than 7 at.% Ge is given in Fig 6.9(b). 
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The presence of a degenerate ternary eutectic IS indicated, located 
very close to the In corner and at a temperature of 1560 C. 
(6.1.1.2) Au-Ge-Ga SYSTEM: 
The Ga-Ge binary system shows a single eutectic reaction at 99.994 
at.% Ge and 29.77°C (90). The Au-Ga binary phase diagram, which 
was experimentally determined by Cooke and Hume-Rothery (91), 
shows two intermediate line compounds, AuGa and AuGa2 
exhibiting congruent melting points. The binary phase diagrams 
forming the boundaries of the Au-Ge-Ga system are shown in Fig 
6.10. The details of the various sections which were determined are 
given below: 
(a) AuGa-Ge Section:- According to reference (91), the AuGa 
compound melts congruently at 461.3°C. The present investigation 
indicated a melting point of 461± 1°C. The AuGa-Ge section was 
found to be a pseudobinary eutectic system with the eutectic at 5.5 
at.% Ge and 446°C, as shown in Fig 6.3. All STA results for this 
diagram are tabulated in Appendix (6). 
(b) AuGa2-Ge Section:- The congruent melting point of AuGa2 was 
reported to be 492°C by Hansen (92) and 491.3°C according to 
Cooke and Hume-Rothery (91) at 66.6667 at.% Ga. The value 
determined in the present work is 492± 1 °C for this compound. The 
A uGa2-Ge section is a pseudobinary eutectic system with a eutectic 
at 5.0 at.% Ge and 476°C. The STA results are presented in Appendix 
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(7) and the corresponding derived phase diagram IS illustrated In 
Fig 6.4. 
(c) AuGa-Ge-AuGa2 Partial Ternary Section (Isopleth of 
AU40Ga60--7Ge Section):- The AuGa-Ge and AuGa2-Ge joins were 
found to be eutectic experimentally, while AuGa and AuGa2 also 
form a eutectic system with each other (91). So it was assumed that 
the AuGa-Ge-AuGa2 partial section would contain a ternary eutectic. 
To determine the ternary eutectic composition and temperature, 
STA was performed on the isopleth of AU40Ga60 to Ge. The resulting 
phase diagram is shown in Fig 6.11 (a); Appendix (8). The magnified 
portion of this diagram for alloys containing less than 8 at. % Ge is 
shown in Fig 6.11(b). The monovariant curve from the AuGa2-Ge 
eutectic e3 to the ternary eutectic E, Fig 6.11(c) is intersected at 3.9 
at. %Ge at 466° C. The tie line between the ternary eutectic E and 
AuG a2 is intersected at 2.25 at. % Ge at 438°C. The ternary eutectic 
composition, corresponding to the reaction LE <=> AuGa2 + AuGa + Ge, 
is estimated to be 3.2 at.% Ge, 41.8 at.% Au at 438°C. 
(6.1.1.3) Au-Ge-Zn SYSTEM: 
AuZn-Ge Section:- The Zn-Ge binary system shows a single eutectic 
at 94.7 at.% Zn and 394°C (93). The Au-Zn binary phase diagram has 
been determined by various investigators. The most recent 
evaluation (94) has been considered here. All the edge binaries 
involved in this ternary system are shown in Fig 6.12(a,b,c). The 
congruent melting point of the binary compound AuZn has been 
variously reported as 725°C at 50 at. % Zn (92), 753°C at 48.5 at. % Zn 
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(95), 751°C at 50 at.% Zn (94) and 758°C at 48.5 at.% Zn (96). The 
present investigation indicated that the melting point of a 50 at. % Zn 
alloy is 759+ 1°C. The thermal analysis results for the AuZn-Ge 
section are tabulated in Appendix (9) and the phase diagram so 
derived, forming a pseudobinary eutectic system having a eutectic 
composition of 12.2 at. % Ge at 673°C is illustrated in Fig 6.5. The 
microstructure of the eutectic alloy is given in Fig 6.13. 
(6.1.1.4) Au-Ge-Cd SYSTEM 
AuCd-Ge Section:- The Ge-Cd binary system shows a single eutectic 
at 99.77 at.% Cd and 320°C (97). The Au-Cd binary system is a 
complex system which has been assessed recently (98). The binary 
phase diagrams forming the boundaries of the ternary Au-Ge-Cd 
system are shown in Fig 6.14(a,b,c). The liquidus of the Au-Cd 
binary system shows only a slow change with the temperature in 
the vicinity of the equiatomic composition. The maXImum 
temperature of the liquidus, corresponding to the melting point of 
the congruent compound AuCd has been reported as 629°C at 47.0 
at. % Cd (98). 
In the present investigation the AuCd melting point was determined 
to be 630+ 1 ° C by taking 48.0 at. % Cd as the concentration of the 
AuCd compound. In the study of the AuCd-Ge section, discolouration 
of alloys was observed, owning to the high vapour pressure of Cd 
which caused the volatilization at elevated temperature. This 
discolouration was more pronounced as the liquidus temperature 
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increased with the increase of Ge contents, and a marked difference 
of reproducibility was observed. So a charcoal atmosphere was used 
as described in the experimental chapter. Even so, a slight 
discoloration of Cd volatilization was observed, but good 
reproducibility of the arrest temperatures on repeated heating and 
cooling indicated that only very minor changes in the composition 
had occurred. However, a new alloy was made for each composition 
to avoid any error due to the possibility of cumulative Cd 
volatilization. 
To counter check these results, the thermal analyses were also 
performed in an evacuated silica crucible. No discolouration was 
found with the evacuated silica crucibles. The first thermal cycle 
with the open crucible arrangement (under charcoal) agreed within 
± 5°C with those obtained with the evacuated crucibles. 
The AuCd-Ge section was found to be a pseudobinary eutectic 
system with a eutectic at 10.0 at. % Ge and 555°C, as shown in Fig 
6.6; Appendix (10). The microstructure of the eutectic alloy is also 
shown in Fig 6.15. 
(6.1.2) Au-Pb-X SYSTEMS 
The partial constitutions of Au-Pb-X ternary alloys have also been 
investigated, where X stands for the elements as described 
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previously (i.e In, Ga, Zn or Cd). Again a combination of quantitative 
Thermal Analysis and metallographic techniques, were used. The 
most recent evaluation of the Au-Pb binary phase diagram is 
considered here (99), Fig 6.16. The selected Au-X binary phase 
diagrams were described in the previous section, while the rest of 
the relevant binaries were taken from reference (100). The 
investigation of AuX-Pb sections in Au-Pb-X ternary systems, 
showed extensive liquid immiscibility over a wide range of 
compositions; immiscibility was easily seen on metallographic 
sections (by naked eye). The details of previous work and the 
present study in the various sections of the Au-Pb-X systems are 
given below: 
(6.1.2.1) Au-Pb-In SYSTEM: 
Prior to the present study the Auln-Pb and Auln2 -Pb sections of 
the Au-Pb-In system had already been investigated. Both sections 
were reported to be pseudobinary eutectic systems by Karnowsky 
and Yost (16). The Auln-Pb section contains a monotectic reaction 
and a eutectic reaction. The Auln2 -Pb section was reported to be a 
simple eutectic system. However, recent examination by Prince 
(101) showed that the Auln2-Pb section is a pseudobinary but not 
the Auln-Pb section. 
(6.1.2.2) Au-Pb-Ga SYSTEM: 
Prior to the current investigation, no published data were available 
on the phase relationships in the Au-Pb-Ga ternary system. The Ga-
Pb binary system forms a monotectic reaction at 3130 C (100), Fig 
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6.17. The liquid immiscibility ranges from 2.4 at. % Pb to 94.5 at. % 
Pb. The maximum temperature of this liquid-liquid immiscibility 
gap is 606°C. The AuGa-Pb and AuGa2 -Pb sections were studied and 
the results are given below: 
(a) AuGa-Pb Section:- This section does not form a pseudobinary 
eutectic system between the congruently melting compound, AuGa, 
and Pb. However, it shows extensive liquid immiscibility at 4380C 
between alloys having composition 5.0 at. % Pb and 80 at. % Pb. 
Liquid immiscibility can be seen easily macrographically; Fig 6.18. 
The upper temperature limit of the liquid immiscibility gap was not 
determined. In this section two further arrests were observed. One 
isothermal reaction occurred at 317°C and other at about 202°C; Fig 
6.19; Appendix (11). 
(b) AuGa2-Pb Section:- The AuGa2-Pb section also does not have the 
characteristics of a pseudobinary system between the congruently 
melting compound AuGa2 and Pb and shows extensive liquid 
immiscibility. Liquid immiscibility was detected at 481°C, extending 
at least over the range from 5.0 at. % Pb to 80 at. % Pb. The upper 
temperature limit of the liquid-liquid immiscibility gap was not 
determined. The immiscibility of alloys lying on this section can also 
be seen macrographically as shown in Fig 6.20. Two further 
isothermal arrests were observed at 325°C and 317°C, for each 
composition. All STA results are illustrated in Appendix (12) and Fig 
6.21. 
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(6.1.2.3) Au-Pb-Zn SYSTEM: 
AuZn-Pb Section:- The Zn-Pb binary system shows tremendous 
liquid immiscibility from 0.3 at. % Pb to 94 at. % Pb with a monotectic 
reaction at 417.8°C (100); Fig 6.22. The maximum temperature limit 
of the miscibility gap is 798°C at 28 at. % Pb. 
The only data on the phase relationships in the Au-Pb-Zn ternary 
system was reported by Pehlke and Okajima (102) and was 
restricted to the lead-rich corner. In the present study it was found 
that the AuZn-Pb section does not have the characteristics of a 
pseudobinary system. However, liquid immiscibility was detected at 
750°C in the Au-rich portion but this temperature decreased with 
increasing Pb contents to 712° C at 90 at. % Pb. The upper 
temperature limit of the miscibility gap was not determined. The 
liquid immiscibility for alloys on this section can be visualized by 
the naked eye; Fig 6.23. An isothermal reaction at 211°C occurs 
throughout the section and one additional arrest was found varyIng 
from 322°C at 95 at.% Pb to 281°C at 10 at.% Pb. The thermal 
analysis results are illustrated in Fig 6.24 and Appendix (13). 
(6.1.2.4) Au-Pb-Cd SYSTEM: 
AuCd-Pb Section:- The Cd-Pb binary phase diagram consists of a 
eutectic at 71.9 at.% Pb at a temperature of 248°C (l00); Fig 6.25. 
The liquidus for Cd-rich alloys shows an inflection followed by a 
slow rate of change with composition, suggesting an unmixing 
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tendency In the liquid state. 
Prior to the present investigation, the only published work on the 
Au-Pb-Cd system was an examination of Pb-rich alloys. This was 
reported by Heycock and Neville (103), who measured the 
depression of the freezing point of a 4.66 at.% Cd, 95.34 at.% Pb 
alloy on addition of Au up to 6.09 at. % Au, and similar 
measurements for a 3.85 at. % Au, 96.5 at. % Pb alloy on addition of 
Cd up to 8.68 at. % Cd. The present investigation showed that the 
AuCd-Pb section IS complex and certainly not a pseudobinary 
section. However, an extensive liquid immiscibility was found for 
alloys containing up to 70 at. % Pb associated with temperatures 
varying from 595°C to 584°C. This variation was not due to the Cd 
volatilization, as all results were confirmed with the evacuated silica 
crucibles technique. The upper temperature limit of the 
immiscibility was not determined and, like the other AuX-Pb 
sections, the liquid immiscibility for alloys on this section can be 
visualized macrographically; Fig 6.26. A number of arrests occurred 
at temperatures below the melting point of Pb for each alloy 
composition. The thermal analysis results are illustrated in Fig 6.27; 
Appendix (14). 
(6.2) THERMODYNAMIC CALCULATION OF TERNARY 
PHASE DIAGRAMS 
Of the ternary systems studied experimentally, optimized 
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thermodynamic data were available for the relevant binary systems 
only for the Au-Ge-In system. The computed thermoca1culations of 
various sections in the phase equilibria of the Au-Ge-In system 
described in part [6.1.1.1 (a), (b) and (c)] i.e Auln-Ge, AuIn2-Ge and 
A u41.SInS8.S-Ge sections, are shown in Figs 6.28-6.31. 
The isotherms on the liquidus surface were also computed at 
vanous temperature intervals for the AuIn-Ge-In sub-ternary 
system which are shown in Figs 6.32(a) and 6.32(b). 
(6.3) Au-Sn BINARY PHASE DIAGRAM 
The first set of samples for determination of the Au-rich portion of 
the Au-Sn binary phase diagram, which was allowed to equilibrate 
at 300°C with compositions 7.5, 10.5, 12.0, 14.5 and 16.0 at.% Sn 
was withdrawn from the furnace after 4464 hrs (= 6 months), while 
the second set of speCImens with the same compositions was 
withdrawn after 12864 hrs (= 18 months). These samples were 
studied under the optical microscope. The SEM/X-ray by uSIng 
Electron Microprobe Analysis techniques was also employed to 
identify the phase/phases present in these samples. The samples 
which were withdrawn after 6 months did not show equilibrium 
structures and pieces of pure gold were observed, which were so 
prominent in some samples that it can be visualized with naked 
eye. However, the samples withdrawn after 18 months showed 
complete equilibrium structure. The micrographs of these samples 
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are shown In Figs 6.33-6.37. 
Similarly both batches of the samples at 220°C with compositions 
7.5, 12.0, 14.5, 16.0, 17.5 and 20.0 at. % Sn were withdrawn 
subsequently after 13488 hrs (= 19 months) and 17000 hrs (= 24 
months). These samples were treated in similar way to those which 
were equilibrated at 300°C. These samples showed the equilibrium 
structures for both sets of specimens. A lot of holes/cavities were 
observed in all samples due to the long term heat treatment. The 
micrographs of these samples are shown in Figs 6.38-6.43. 
The heat treatment time, temperatures, compositions and resultant 
phase or phases formed In each of the alloys are given in Table 2. 
The lower-temperature regIon of this portion of the diagram 
obtained from these results is illustrated in Fig 6.44 (thick lines). 
(6.4) MICROHARDNESS 
The microhardnesses of single phase congruent melting compounds 
of AuIn, AuIn2' AuGa, AuGa2 and AuZn were determined and are 
given in Table 3. 
(7) DISCUSSION 
(7.1) LIQUID MISCIBILITY AND IMMISCIBILITY IN 
TERNARY SYSTEMS 
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The AuX-Ge and AuX-Pb sections of the Au-Ge-X and Au-Pb-X 
ternary systems respectively, have been studied. AuX-Ge sections 
were found to have pseudobinary characteristics. However, the 
AuX-Pb sections of the Au-Pb-X ternary system do not show 
pseudobinary characteristics, except the AuIn-Pb section which had 
already been determined as a pseudobinary system prior to the 
present study. 
The examination of the AuIn-Auln2 -Ge partial ternary system in 
the Au-Ge-In ternary system showed the presence of a ternary 
eutectic with a composition 3.5 at.% Ge, 43.25 at.% Au and 53.25 at.% 
In at 471 0 C. Also the presence of a degenerate ternary eutectic 
located very close to the In corner at a temperature of 156°C was 
detected in the AuIn2 -Ge-In partial ternary system. 
The study of the AuGa-Ge-AuGa2 partial system in the Au-Ge-Ga 
system also showed the presence of a ternary eutectic with a 
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composition 3.2 at.% Ge, 41.8 at.% Au and 55.0 at.% Ga at 4380C. The 
reaction schemes for the above systems are shown in Table 4. All 
these ternary systems showed complete miscibility in the liquid 
state at all compositions. 
The AuX-Pb sections In the Au-Pb-X ternary system did not show 
pseudo binary characteristics (the AuIn-Pb and AuIn2 -Pb sections 
had already been determined; the former shows pseudobinary 
characteristics but not the latter). The possible interpretation for 
these sections with the data obtained in the present investigation 
will be discussed in the later part of the thesis. However, extensive 
immiscibility was detected over a wide range of compositions in 
each of the sections studied in the Au-Pb-X ternary systems. This 
liquid immiscibility could be visualized by naked eye for all alloys 
slowly cooled from above the liquidus to ambient temperature. 
The object of the present study was to establish the requirements 
for complete liquid miscibility/liquid immiscibility for a system of 
three metallic elements. 
When the heat of mixing IS sufficiently great, separation into two 
phases occurs and the two liquids are only partially miscible. 
Thermodynamically, a liquid "unmixes", or exhibits a miscibili ty 
gap, when the sum of the Gibbs free energies of the two separated 
phases is less than the Gibbs free energy of a homogeneous solution 
of the components. In general it requires that: 
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(i) The enthalpy of forming the homogeneous solution from its 
individual constituent molecules be greater than the sum of the 
enthalpies of forming the separate phases and 
(ii) The solution enthalpy differs sufficiently over some 
temperature and composition range (the area of the miscibility gap) 
that it can not be overcome by the contribution of the entropy of 
mIXIng to the Gibbs free energy. 
Considering models to predict ternary liquid behaviour, it IS 
necessary to define liquid immiscibility and liquid miscibility. 
Liquid immiscibility: There are four types of liquid immiscibility 
which could be encountered in a ternary metallic system A, Band C. 
CASE 1:- Where the liquid immiscibility occurs In a ternary system 
A, Band C, of which none of the binary systems involved show 
liquid immiscibility, but the liquid immiscibility occurs on the 
section between some composition, AxB Y' and pure element C as 
shown in Fig 7.1(a). 
CASE 11:- Where one (or more) constituent binary systems shows 
liquid immiscibility, but in the ternary system on section Ax By to C, 
a new miscibility gap, closed upon itself, occurs in the liquid 
condition i.e the binary miscibility gap does not enter into the 
ternary miscibility gap as shown in Fig 7.1(b). 
CASE 111:- In this case, one of the constituent binaries does show a 
liquid immiscibility gap, but the ternary liquid immiscibility starts 
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before the upper temperature limit of the binary immiscibility gap 
begins, and the ternary liquid immiscibility extends to the binary 
edge as the temperature decreases. This is shown in Fig 7.1 (c), 
where the A-B binary system shows liquid immiscibility but the 
ternary immiscibility starts at a higher temperature and finally 
touches the immiscibility gap of the binary A-B system. 
CASE IV:- In this case, a huge liquid immiscibility occurs In one of 
the constituent binary systems and extends over a considerable 
distance in the ternary as shown in Fig 7.1(d); in some instances the 
ternary liquid immiscibility extends from one immiscible binary 
system to the other. 
In all the above cases the composition Ax By may be a compound, 
which mayor may not form a pseudobinary section with element C. 
The first three cases are regarded as "true liquid immiscibility". 
However, case IV will also be discussed separately. 
LiQuid miscibility: Similarly two types of cases are possible for 
liquid miscibility of ternary metallic systems A, Band C. 
CASE I: Where all the constituent binary systems show complete 
miscibility in the liquid state and ternary system also shows 
complete liquid miscibility as shown in Fig 7.2(a). 
CASE 11:-Where one or two of the constituent edge binary systems 
do show liquid immiscibility, but this immiscibility does not affect 
the ternary liquid miscibility on the section Ax B y~ C under study as 
shown in Fig 7.2(b). As before, the composition AxByand element C 
mayor may not form pseudobinary systems. 
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Two rules have been developed In the present work in an attempt 
to relate the liquid immiscibility of the ternary systems with certain 
parameters (or properties) of the constituent elements. They will be 
described here one by one. 
(1) RULE 1 Axon (104) in 1948 and Hildebrand and Scott (57) in 
1950 made attempts to predict the conditions required for the 
formation of liquid immiscibility In binary systems. Axon's (104) 
work was based on the assumption that liquid immiscibility will 
occur when there IS a wide difference in melting point and atomic 
size of the components. He examined those binary systems in which 
no intermediate phases are formed, neglecting those that gIve 
complete solid solubility. The systems considered fall into two 
distinct classes, namely those In which a regIon of liquid 
immiscibility is encountered and those which are characterized by 
the existence of a eutectic. Axon consider the size factor as: 
(L - S) Size Factor = x 100 
S 
Where Land S are the closest distance of approach of the larger and 
smaller atoms respectively In the pure elements, and the 
temperature factor as: 
L18 Temperature Factor = ------
1/2(8 1 +8 2 ) 
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Where L1 8 IS the difference between the melting points of the 
elements and 8 1 and 8 2 are the melting point temperatures on the 
absolute temperature scale. 
Axon (104) plotted the SIze factor versus the temperature factor on 
the absolute scale and obtained the Fig 7.3. Region A shows that if 
the size factor is less than 30% and limited to a temperature factor 
of 0.175, a eutectic system will form in which the eutectic 
composition does not vary much from 50 at. %. In region B, where 
the size factors everywhere are greater than 30%, a miscibility gap 
will occur in the liquid state. For region C the eutectic moves 
progressively from 50 at. % as the temperature factor is increased 
beyond 0.175. 
However, this approach was limited to about 80 binary systems of 
relatively simple form and did not include the systems which 
showed a limited region of immiscibility. 
No suggestion for the condition required for the liquid immiscibility 
in ternary systems was reported by Axon. However, Mott (l05) 
surmised from Axon's hypothesis that the range of miscibility of 
two metals could be increased by the addition of a third element for 
which both atomic size and the melting points were intermediate 
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between the corresponding properties for the other two. The 
validity of this hypothesis has not been examined up till now. 
In the present work, this hypothesis was considered as one of the 
bases to establish a rule for the liquid immiscibility/liquid 
miscibility in ternary systems which is expressed as: 
"Liquid immiscibility (true immiscibility) between composition A B 
x y 
and element C in a ternary metallic system A, Band C will only 
occur when: 
(i) The atomic SIze of the third component, C, IS greater than the 
atomic size of the other two elements A and B or equal to the size of 
the larger of the A-B components. 
(ii) The melting point of the third component, C, should lie outside 
the range of the melting points of the other two components A and 
B or very close to one of them. 
(iii) The direction of the tie-line is from AxBy to C (AxBy~C). 
If all of these conditions are not fulfilled by a ternary system, then 
no liquid immiscibility would be expected, i.e liquid miscibility will 
occur" . 
This rule was applied to the 17 ternary systems in which true liquid 
immiscibility (case I, II and III, as described earlier) is known to 
occur in the ternary alloys; and the direction of the tie-lines in the 
immiscible region is known. These systems are given in Table 5 
along with the direction of tie lines given by arrow head, and shown 
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In Figs 7.4 to 7.20. Liquidus projection/ternary immiscible sections 
for systems, other than those examined in the present work, were 
obtained from references (50, 65, 101, 106-117) supplied by Prof. 
A. Prince (118). Most of these figures are taken from the original 
works. In addition, the data for the melting points and atomic SIzes 
were taken from references (80) and (82,119) respectively. 
Sixteen of these systems agreed with the predicted behavior, as 
listed in Table 5. However, the Mg-AI-Sb ternary system did not 
agree with the rule [i.e no. 4 in the Table 5]. The reported liquid 
immiscibility in the Mg3 S b 2 to Al section in the Mg-AI-Sb ternary 
system (Fig 7.7) is in conflict with the speculated behaviour in the 
present study. 
The present theory suggested that this system would be a miscible 
system. The melting point condition is obeyed by this system, but 
nevertheless it does exhibit ternary liquid immiscibility and some 
other reason must be found to explain it. One possibility IS 
suggested by high degree of stability of the compound Mg3 S b 2 as 
shown by its melting point (12280 C) and enthalpy of formation, 300 
kJ/mole (9). 
This would seem to indicate a strong tendency of Mg and Sb atoms 
to cluster even in the liquid state, perhaps sufficient to withdraw 
Mg and Sb atoms from solution in the liquid Al with which the Mg 
and Sb rich liquid appears to be immiscible. 
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One other ternary system, which IS gIven at the end of the Table 5 
(no. 18), Fig 7.21, also showed ternary liquid immiscibility. This is 
the Pd-Ag-Zr ternary system, which satisfied the melting point 
condition, but not the size factor. However, the evidence of liquid 
immiscibility has not been confirmed by other investigators and, in 
the published work, the direction of the tie-lines in the proposed 
region of liquid immiscibility has not been determined. 
The present theory suggested that liquid immiscibility could be 
expected in this system if the direction of the tie-line is from PdAg 
to Zr. However, if the direction of tie-line is in any other direction i.e 
from PdZr to Ag or AgZr to Pd, no liquid immiscibility will occur and 
system would be miscible in the liquid state. 
The validity of this rule was also tested for those systems where 
one or two of the constituent edge binary systems showed extensive 
liquid immiscibility and this immiscibility extended a considerable 
distance into the ternary; in some instances the ternary liquid 
immiscibility extended from one immiscible binary system to the 
other, (case IV). There were 8 such types of known systems gIven 
in Table 6, along with the direction of tie-lines, given by arrow 
head. [See also Appendix 15]. Data for systems other than those 
studied in the present work were taken from references (118-123) 
and are shown in Figs 7.22 to 7.29. Out of these 8 systems two did 
not agree with the rule [Table 6, no. 3 and no. 6], i.e Au-Pb-Ga and 
Pb-Fe-Te ternary systems. 
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The Au-Pb-Ga ternary system was investigated in the present study 
and showed liquid immiscibility in the AuGa-Pb and AuGa2 - P b 
sections. It should be noted that this system agreed with the atomic 
size condition, which is the primary condition. However, if the 
melting point of the Pb (327.65°C) is considered to be close to the 
melting point of Ga (29.92°C), then the predicted behaviour would 
agree with the experimental evidence. Otherwise, it may be 
considered that this system IS on the borderline between the 
agreement and disagreement, having a great tendency towards 
agreement. 
The other system which does not show agreement with the present 
theory is the PbTe to Fe section of the Pb-Fe-Te ternary system. 
This system only fulfilled the melting point condition and did not 
satisfy the atomic size condition. It should be noted here that the 
Fe-Pb binary system showed a huge liquid immiscibility over a 
wide range of composition, so obviously ternary immiscibility would 
also be expected. Present theory suggested that the addition of Te 
should reduce the liquid immiscibility range of the binary Fe-Pb 
binary system. The only data published for this system is the join 
PbTe to Fe, which indicates liquid immiscibility for Fe-rich solutions. 
To check the validity of this rule for systems showing liquid 
miscibility in ternary systems, I.e systems of the type shown in Fig 
7 .2( a) and 7 .2(b). 36 known pseudobinary systems which showed 
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miscibility In the liquid state were tested. The direction of the tie-
lines were also known for these systems [shown by arrow head in 
Table 7]. It was found that all these systems agreed with the above 
rule; i.e 13 systems showed agreement due to both atomic size and 
melting point conditions, whereas in the 18 systems the third 
component, C, has smaller atomic size than one or both the other 
two components, A and B, while for 5 systems the melting point of 
the third element, C, was intermediate between the melting points 
of the other two, A and B. All these pseudobinary systems are given 
in Table 7. Data for these systems, other than those investigated In 
the present work were provided by Prof. A. Prince (118). 
From the above discussion it can be concluded that the theory 
presented here showed an excellent agreement with the 
experimental evidence for miscible ternary systems. 
Briefly, out of 18 known systems, which showed true liquid 
immiscibility, 2 systems do not agree with the predicted behaviour, 
but the experimental evidence for liquid immiscibility in one of 
these systems is deficient, as indicated above, whilst the other may 
be regarded as an exception which cannot at present be explained 
quantitatively. The value of this rule lies mainly when liquid 
immiscibility of a system is well defined along with the direction of 
the tie-line. The implementation of this rule on 36 known 
pseudobinary systems showing liquid miscibility were found to be 
in agreement for all systems. 
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Hence, with the present theory it IS possible with reasonable 
certainty to describe whether three metals will be miscible or 
immiscible in the liquid state. Further, it can be used as a guide for 
the systems showing disputed (doubtful) liquid immiscibility or 
miscibility in ternary metallic alloys. 
(2) RULE 2 Hildebrand and Scott (57) related the liquid 
immiscibility of the binary systems to the heat of vapourization of 
the components, (which is defined as a measure of the binding 
energy) and their atomic volume. They defined the condition for 
liquid immiscibility as: 
<2RT 
Where V A and VB are the atomic volumes of A and B respectively 
v V ~HA and ~HB are the heats of vapourization of A and B respectively, 
R is the universal gas constant and T is the absolute temperature. 
The term [) ~: 1 was considered to be a measure of the 
binding energy of component A and was called the solubility 
parameter, 8 A' Therefore the condition for immiscibility becomes: 
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For the non-polar liquids, this relationship proved to be a useful 
guide to predict liquid behaviour. It showed a nominal agreement 
for immiscibility, but indicated a poor agreement for miscible 
systems. 
Mott (105) suggested that this failure of the Hildebrand rule was 
due to the effect of electronegativity. So Mott introduced a new 
factor in the Hildebrand equation to give the following relation to 
predict immiscibility: 
2 
1/2 ( V A + VB) [0 A - OB] - 2RT 
>n 
23060 ( XA - XB ) 
where n is the number of electrons available for bonding (i.e the 
valency of the component) and X A and X B are the electronegativities 
of A and B respectively. The figure 23060 is the Faraday's constant. 
Mott called the left hand factor K, so the equation reduces to: 
K>n for immiscibility. 
Because SIX IS the maXImum number of valence electrons that can 
participate in metallic bonding, the maximum value of n is 6. So, 
according to Mott: 
If K > 6 liquid immiscibility will occur. 
If K < 2 the alloys will be completely miscible In the liquid state. 
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For systems with intermediate values of n, the possibility of liquid 
immiscibility gaps is less apparent. 
These conditions defined by Mott are usually successful In 
predicting liquid immiscibility in binary systems of pure elements, 
but lack of appropriate data limits application to binary systems 
involving other than pure elements. 
Mott extended this hypothesis to ternary systems. According to 
Mott liquid immiscibility in alloys of two metals, A and B, can be 
reduced by appropriate selection of third element, C. The choice of 
the third element should be such that its solubility parameter ,oe, 
should preferably be in the range of ° A and 0B or not greatly 
different from ° A or 0B' and the electronegativity of the C element 
should differ markedly from the electronegativities of A and B. 
Very little data are available on the effect of a third element on the 
immiscibility range of two metals. Prior to this investigation, the 
hypothesis had been tested and justified for only three ternary 
systems: 
(i) addition of Cd to Bi-Zn alloy. 
(ii) addition of Sn to Pb-Zn alloy. 
(i) addition of Zr to U -Th alloy. 
No published work is available on why the liquid immiscibility 
(true) is encountered for ternary metallic systems. In the present 
study the Mott hypothesis was considered to be the basis and a rule 
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was derived which relates the liquid immiscibility of a ternary 
system. The rule can be stated as: 
"In a ternary metallic system, A, Band C, true liquid immiscibility 
between composition Ax By and pure element C will occur if the 
solubility parameter of element C (oc) lies out side the range of the 
solubility parameters of the other two elements A and B (0 A and 0B)' 
and the electronegativity of C 1S 1n between the range of the 
electronegativities of A and B or very close to A or B and the 
direction of the tie-line in the immiscible liquid is from Ax By to C 
(Ax B y ~ C). If these conditions are fulfilled, liquid immmiscibility 
will occur in the ternary system". 
The data for the solubility parameters for the present study were 
taken from the original work of Hildebrand (57) except for some 
elements, Se, Fe, Pb, Te, Zn, Nb and Co, which are not given in the 
Hildebrand work or showed a marked difference with recent values 
for heats of vapourization, densities and atomic weights. The 
solubility parameters for these elements were calculated in the 
present study. 
Several investigators, including Haissinsky (124), Walsh (125) and 
Gordy (126) examined the electronegativities of the elements by 
their own methods, but none of them assessed all the elements. 
However, Pauling (127) critically assessed the electronegati vities 
values for all elements. For the present purpose the Pauling 
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electronegativities values were considered, as gIven by Mott (105) 
and for some elements (Cu, Pd, Sb, Pb, Fe, Co, Mn, Ni and Cd) values 
are taken from the original work of Pauling (127). 
The above rule was applied to the 17 ternary systems, gIven In 
Table 8 [the same systems as described previously in Table 5], 
which showed true liquid immiscibility in the liquid state. Out of 
these 17 systems, 15 conformed fully with the rule, while two of 
the systems showed slight disagreement [AuCd-Pb and ZnTe-Bi 
system, no. 10 and no. 17 in the Table 8 respectively]. Additionally 
the Pd-Zr-Ag system fitted this model, which is given at the end of 
the Table 8 [no. 18]. 
The AuCd-Pb system obeyed the electronegativity condition, but not 
the solubility parameter. The analysis shows that the solubility 
parameters of Cd and Pb are very close to each other, having values 
of 92 and 96 (J /cm3) 1/2 respectively. Similarly the other system 
ZnTe-Bi does agree with the electronegativity condition, but not the 
solubility parameter. Again the solubility parameters for Zn and Bi 
are 108 and 98 (J/cm3) 1/2 respectively are close to each other. 
According to Mott's (105) point of view, the uncertainties in the 
experimental determination of the latent heat of vapourization of a 
metal and in the extrapolation of the solubility parameter to high 
temperatures give rise to errors in the solubility parameter. For 
many systems the difference between the solubility parameters of 
two metals could reasonably be in error by + 10 (J/cm3)1/2, and it 
may be higher than this value in some cases. When possible errors 
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of this magnitude are taken into consideration, the difference 
between predicted and observed behaviour for these two systems 
could be explained. Only the predicted behaviour for the Cd-Se-Bi 
system [no.12 in Table 8] is affected when the uncertainty limits are 
applied to the other 17 systems considered here. 
This rule was applied also to those immiscible systems which 
showed huge immiscibility In one of the edge binary systems and 
this immiscibility extended a considerable distance into the ternary. 
There were 8 such types of ternary systems, given in the Table 9, 
which are the same systems tested for the previous rule. [See also 
Appendix 15]. Out of these 8 systems, 6 systems fully agreed with 
the predicted behaviour, while 2 of the systems, Cu-Bi-Te and Cu-
Bi-Se [no. 7 and no. 8 respectively in Table 9], do not show 
agreement. Both systems were found to be in agreement with the 
electronegativity condition, and not with the solubility parameter 
factor. However, again two of the elements showed similar values 
for solubility parameter but the difference was greater than the 
suggested uncertainty. 
To check the validity of this rule for systems showing complete 
liquid miscibility in ternary systems. 36 known pseudobinary 
systems were tested, as presented in Table 10 [the same systems as 
those tested for previous rule], 27 were found to be in agreement, 
20 due to the solubility parameter condition and 7 due to the 
electronegativity factor. Out of 36 systems, 9 systems did not show 
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agreement with the rule, 6 showed slight disagreement, whereas 3 
of them showed marked disagreement [Table 10]. Careful analysis 
shows that these 9 systems indicate disagreement only due to very 
small differences in the solubility parameter or electronegativity 
values. 
Now the question IS, why there are many exceptions to this rule in 
the case of miscible systems. From Mott's (105) point of view the 
error occurred not only In the solubility parameter values, as 
described above, but the electronegativity values may also cause 
this problem. According to Mott (105) electronegativity values are 
generally expressed to the nearest 0.1 electron volt so that the 
possible error between the difference of any two elements may be ± 
0.2. However, the electronegativity of a given element depends 
upon the valency it assumes and can therefore vary with the nature 
of the alloying elements. At the moment no satisfactory basis exists 
for assessing the probable variation. Small error In the 
electronegativity values would not affect the predicted immiscible 
behaviour for these systems which fit the model. Hence, the 
disagreement with the present theory, shown mainly by the ternary 
miscible systems, IS attributed to the error incurred In the 
calculation of solubility parameters and variation In the 
electronegativity values. 
When Hildebrand and Scott (57) applied their rule, as described 
previously, to the liquid phase of binary systems, out of 47 
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immiscible binary systems 40 obeyed the relationship, 2 were on 
the borderline and 5 showed marked disagreement. On the other 
hand, nearly 50% of the alloys which are known to be miscible in 
the liquid state, should be immiscible according to Hildebrand's rule. 
Later on, Mott (105) suggested some modifications in Hildebrand's 
rule (as described in the early part of this chapter). 
Mott applied the modified form of Hildebrand's rule to 99 
immiscible binary systems and compared his results with those 
predicted by the original Hildebrand rule. 88 obeyed Hildebrand 
rule, 72 agreed with modified form of this rule, given by Mott. A 
total of 430 miscible binary systems were also considered by Mott. 
Out of these only 224 binary systems obeyed the simple Hildebrand 
rule, but 206 did not. Mott considered those 206 miscible systems 
which did not agree with the simple Hildebrand rule and found that 
130 of the binary systems can be brought into line with the 
modified rule. 
In addition to these binary systems considered above (99 + 430 = 
529), there were 22 for which the experimental evidence at that 
time was either conflicting or insufficient to draw any definite 
conclusions as to the existence of liquid immiscibility. According to 
the Mott theory the immiscibility could be expected in 8 of these 
systems. Data for one of these 8 systems, (i.e Te-As) has been used 
in the present study. However, for the present purpose it is 
considered to be a miscible binary system according to the most 
recent evaluation (100). For the remaining 14 systems, analysis 
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indicates no immiscibility, which is in general agreement with most 
recent investigations. Out of these 14 binary systems, 2 systems i.e 
eu-Fe and Ag-Ti have been used in the present study and 
considered to be the miscible systems. 
From the above discussion it can be concluded that disagreement of 
certain systems is imposed by the lack of precise information on the 
properties which determined the solubility parameter and its 
variation with temperature and by the difficulties in providing a 
precIse figure for the electronegativity differences for a given 
system. Despite this, it is suggested that the rule based on the 
solubility parameter and electronegativity can be applied to predict 
the liquid immiscibility of a ternary metallic system which will give 
a reasonably good agreement with the observed behaviour. 
However, the rule showed a poor agreement for miscible systems, 
due to the problem discussed above. This is analogous to the fact 
that both the rule for the binary metallic liquid miscibility, given by 
Hildebrand and its modified form given by Mott, based on the 
solubility parameter and electronegativity, also showed a poor 
agreement. Further, it should be noted that the percentage of 
predictability in case of ternary metallic systems, as presented here, 
were much better than those as predicted by Hildebrand and Mott 
for binary metallic systems. 
When these possible errors, as described above, are taken into 
consideration, many miscible systems which appear to be 
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exceptions to the rule can be brought into agreement. For example, 
if the electronegativity values of Sb, Ge are considered to be 1.8 and 
1.6 respectively, instead of values used in present study of 1.9 and 
1.7 respectively, then the systems no. 25, 23 and 14 in Table 10 will 
show agreement with the rule. 
Similarly, if the solubility parameters of As, In and Ge are 
considered to be 132, 120 and 150 (J/cm3)1/2 instead of values 
taken here as 135, 123 and 155 (J/cm3)1/2 respectively, then the 
systems no. 31, 19 and 18 in Table 10 can be brought into line. 
However, these changes will not affect the fit for other immiscible 
and miscible system considered in which any of these elements 
participate. 
There are still some systems which can not be explained on this 
basis. Hence it can be concluded that more accurate data is required 
so that liquid miscibility or liquid immiscibility can be defined 
reasonably well in the ternary metallic system. 
It should be noted that no ternary system considered was In 
disagreement with both of the rules. Hence, if liquid immiscibility in 
a ternary system IS predicted by both rules, then one can assume 
with confidence that liquid immiscibility will occur. 
(7.1.1) Direction of Tie Line: 
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The direction of the tie-line within the two-liquid (immiscible) 
regIon determined which of the constituent elements was 
designated as the 'C' element for the application of the rules. Thus in 
Fig 7.30 if the tie-lines run from 'a' to fbI, then the 'C' element lies at 
the apex of the triangle. 
(7.1.2) Elements from Group IV of the Periodic Table: 
Phase equilibria have been studied between AuX compounds and 
two elements, Ge and Pb, from group IV of the periodic table. AuX-
Ge alloys showed complete miscibility In the liquid state at all 
compositions, whereas the AuX-Pb, alloys showed extensive liquid 
immiscibility. This behaviour can be attributed to the progressIve 
increase in the number of electron shells and hence the atomic size 
of the element and progressive decrease In the electronegativities 
and solubility parameters of the elements as the period number is 
increased down this group IV. Sn lies between Ge and Pb in the 
IVth group of the periodic table, but data are not available for 
liquidus surfaces to show whether or not true immiscibility or 
imminent immiscibility occurs on the corresponding AuX-Sn 
sections. So it can be speculated that the AuX -Sn sections in the Au-
Sn-X ternary system will show an intermediate trend of liquid 
immiscibility. By considering this speculation as a first 
approximation, a periodicity trend towards unmixing would be 
expected in the ternary alloys such that, when the intermediate 
congruent melting compound AuX (where X are the elements of lIB 
and IIIB group of the periodic table) mixed with the elements of 
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group IV, there is a trend towards liquid immiscibility as the period 
number of the group IV elements is increased. 
(7.2) SOLID SOLUBILITY 
The principle factors which govern the extent of solid solubilities 
were formulated by Hume-Rothery (23). According to this argument 
the solid solubility of one metal in another will depend upon the 
difference in their atomic diameters, their relative valency effect 
and their electrochemical nature. Hume-Rothery postulated that if 
the the diameter of solvent and solute differ by more than about 
13 -14% of that of solvent, the 'size factor' is unfavourable, and the 
solid solubility does not exceed a few atomic percent. 
In the present study the solid solubilities of AuX-Ge sections In the 
Au-Ge-X ternary systems were determined and are gIven In the 
Table 11. The size factors are also given in the Table 11. It can be 
seen that in the Au-Ge-X ternary systems the experimental 
determinations obey the Hume-Rothery rule, suggesting that the 
other factors (electrochemical and relative valency factor) are not 
affecting the solid solubilities. 
(7.3) VAN'T HOFF EOUATION AT HIGHER 
CONCENTRATION OF THE SOLVENT 
117 
It has been found in the present study that the liquidus for the 
AuX-Ge pseudobinary eutectic systems follow the Van't Hoff 
equation (equation 6.1) at the higher concentration of 85-95 at. % of 
the solvent. The application of equation (6.1) for the initial slopes of 
the liquidus curves and for the eutectic compositions at higher 
concentration of solvent gave excellent agreement with the 
experimental results for the AuX-Ge pseudobinary eutectic systems. 
Hence this equation IS recommended for the same application with 
other eutectic systems, when sufficient thermochemical data are not 
available. 
(7.4) POSSIBLE CONSTITUTION OF THE Au-Pb-X 
SYSTEMS 
The AuGa-Pb and AuGa2 -Pb sections In the Au-Pb-Ga ternary 
systems were not found to have pseudobinary characteristics as 
shown In Fig 6.19 and 6.21 respectively. However, AuGa2-Pb IS 
nearly a pseudobinary section. The possible reaction scheme IS 
presented in Table 12 from the thermal analysis data obtained In 
the present study for these two sections. Both sections, i.e AuGa-Pb 
and AuGa2 -Pb can be interpreted as shown in Figs 7.31(a) and 
7.31(b) respectively. The probable liquidus projection of the Au-Pb-
Ga system is presented in Figs 7.32(a) and 7 .32(b). The details of 
various reactions involved are given in Fig 7.33(a) to 7.33(d). The 
triangulation of this system is illustrated in Fig 7 .33( e). However, 
these interpretations require further experimental support. 
(7.5) PROBLEMS ENCOUNTERED, ACCURACY AND 
REPRODUCIBILITY 
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At the commencement of this work, it was decided to aIm for an 
accuracy of better than ± 3 0 C In all thermal measurements. 
Appropriate procedures were adopted to ensure that this accuracy 
was attained. 
According to Prince (69) the alloys should be melted and quenched 
in to cold water prior to placing in the furnace for detailed thermal 
analysis, as described in the previous chapter. Then for thermal 
analysis the alloys should be homogenized for a short period (20-30 
min) for thermal equilibrium to be established prIor to examining 
the lowest arrest temperature by heating. Then again a second short 
period of homogenization should be allowed prior to examining the 
same arrest temperature by cooling. This technique of quenching 
alloys followed by cyclic thermal analysis has been shown (69,128) 
to be effective in reducing the heterogeneity within the specimen 
and consequently eliminating any SpUrIOUS effects. In the present 
study, it could be done only for the Pb-containing alloys. 
Unfortunately, quenching into cold water for the preparation of 
alloys prior to thermal analysis, was not possible for Ge-containing 
alloys, owning to the risk involved of cracking the silica crucible. 
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Cracking IS associated with the expansion of germanium on 
solidification. Therefore conventional alloying techniques were 
adopted. The alloys were melted and homogenized within the 
thermal analysis rig, followed immediately by thermal analysis. So, 
for Ge containing alloys thermal analysis was started from the 
liquidus arrest by a cooling run as described earlier. However, for 
In alloys containing Ge it was possible to quench the alloys into hot 
water to counter the tendency of the silica crucible to crack when 
quenched into cold water. Further, as the amount of In increased in 
the alloys, the cracking was less pronounced (i.e AuIn-Ge alloys 
were more prone to crack as compared to AuIn2-Ge alloys), which 
suggested that the expansion of Ge is compensated by the large 
amount of In contraction on solidification. But severe problems of 
cracking the silica crucibles were still encountered for higher Ge 
contents in these In-containing alloys. A similar phenomenon was 
observed for Ga, Zn and Cd containing alloys; as the amount of these 
elements increased, the expansion on solidification of the alloy 
became less pronounced. 
Severe problems were encountered for all alloys containing high Ge 
contents; more than 50 (60 at. %). So the liquidus and solidus curves 
in all systems were experimentally determined up to 50 or 60 at. % 
Ge, and both these curves were extrapolated from 50 (or 60 at. % Ge) 
to the pure Ge axis, as described in the earlier part of the thesis. 
In the study of the AuCd-Ge section, the investigation was 
complicated not only by the cracking of the silica crucibles on 
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expansion of Ge on solidification, but also by the high vapour 
pressure of Cd which caused an additional problem of volatilization 
at elevated temperature. So the thermal analysis technique was 
altered again, as described in the experimental portion, where 
constituents were allowed to homogenize above the estimated 
liquidus temperature for only 15-20 mIn under a charcoal 
atmosphere, to avoid any Cd volatilization. With alloys containing up 
to about 15% Ge the melts were heated to a maximum temperature 
of 700oC. When the alloys were removed from the furnace after 
solidification, the upper walls of the crucible and the thermocouple 
sheath showed slight discolouration, indicative of Cd volatilization, 
but good reproducibility of the arrest temperatures on repeated 
heating and cooling indicated that only very minor changes in the 
composition had occurred. However, a new alloy was made for each 
composition to avoid any error due to the possibility of cumulative 
Cd volatilization. To check the extent of the loss of Cd from the 
alloys, the specimens containing 10 and 30 at. % Ge were subjected 
to microprobe analysis after completion of the thermal analysis. The 
10 at. % Ge alloy showed negligible Cd loss and 30 at. % Ge alloy 
showed a maximum loss of 0.7 at. % Cd. 
For alloys containing higher concentrations of Ge, the maXImum 
temperature had to be increased because of the progressIve 
increase in the melting temperature with Ge content. Discolouration 
was then more pronounced and the arrest temperatures changed 
during repeated thermal cycling. So, the results were checked by 
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thermal analysis of alloys sealed In an evacuated silica crucible of 
approximately the same internal dimensions as those used in the 
rest of work, as described in the experimental section. A longer hold 
above the melting point was allowed to compensate for the lack of 
stirring. No discolouration was found with the evacuated silica 
crucibles. The first thermal cycle with the open crucible 
arrangement (under charcoal) agreed within ± 5°C with those 
obtained with the evacuated crucibles. 
The exponential increase in the vapour pressure of cadmium with 
increase in the liquidus temperature required to melt the alloys was 
only partially compensated by the decrease in Cd concentration as 
the Ge content of the alloys was increased. The volume expansion on 
solidification invariably resulted in cracking of the silica crucibles at 
high Ge contents. Because of this additional limitation, the liquidus 
curve in Figure 6.6 was determined experimentally only up to 50 
at. % Ge and extrapolated to intersect the pure germanium axis at 
the melting point of Ge. 
Metallographic examination of vanous alloys showed only two 
phases, AuCd and Ge and no evidence of a third phase, confirming 
that the section is a pseudobinary. SEM examination of 10 and 30 
at. % Ge alloys confirmed that the phases present were AuCd and Ge. 
However, for AuCd-Pb alloys, pnor to the thermal analysis, 
quenching was possible, as the absence of Ge allowed quenching 
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without the risk of cracking the silica crucible. 
The arrest temperatures for the solidus line were obtained from 
heating and cooling curves. All results for the solidus lines were 
reproducible with an accuracy of + 3°C, except for two Cd-containing 
alloys having more than 30 at. % Ge, where the accuracy was ± 50C. 
Arrest temperatures for the liquidus were taken only from the 
cooling curves. The high accuracy of liquidus temperatures obtained 
in a cooling run has been emphasized by Hume-Rothery (31). On the 
heating run, the alloys are passing through a continuous melting 
region and the thermal changes are very small as the end of melting 
is approached. Also during heating alloys can cnot be stirred easily. 
The alloys were stirred continuously during cooling to the liquidus 
temperature. The importance of this agitation has been emphasized 
by several investigators (31,65,69). This stirring reduces the extent 
of under cooling and hence the accuracy of the liquidus temperature 
determination is increased. So supercooling was minimal and the 
change in slope of the aT fat vs T graph was more clearly defined on 
cooling than on heating. Stirring during a cooling run was also 
possible with some semisolid alloys which contained a large 
proportion of the liquid phase. The liquidus arrests became sharper 
and more clearly defined as the Ge contents increased (i.e as the 
composition moved further from the eutectic point). However, the 
solidus reaction became also relatively stronger with the increase of 
Ge, and the extent of undercooling on the solidus line tended to 
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increase. 
When the liquidus temperature changed slowly with composition, 
the reproducibility was ± 1 ° C. However, where the liquidus 
temperature changed rapidly with composition and the phase 
boundary became more steep (i.e near to the invariant reaction) the 
thermal arrests were small, due to the small heat effects, and were 
not well defined. Repetitive heating and cooling runs through these 
transformations gave an estimated accuracy of ± 3° C for the 
liquidus temperature. 
There were generally two types of errors that are likely. One is 
compositional errors and other is temperature measurements. After 
thermal analysis reweighing of the sample showed negligible 
variances as a result of melting which was confirmed by SEM 
results. Therefore, the alloys composition quoted are the nominal 
compositions based on the initial weights of the components. 
The other error of temperature may anse due to the variation of 
cold junction box temperature, which were of the order of ± 0.2 °C , 
and to thermocouple behavior. The thermocouple was calibrated 
against the known melting points of pure elements and was 
recalibrated at frequen t intervals . No significant change In 
calibration was found after extended periods of use. However, the 
reproducibility was excellent; for the liquidus temperatures it was 
considered to be within ± 1 °C and for solidus temperature ±3 °C. as 
described earlier, while the overall accuracy was of the order of 
±l°C. 
(7.6) COMPARISON OF EXPERIMENTAL AND 
THERMODYNAMICALLY COMPUTED SECTIONS AND 
ISOTHERMS 
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The vanous experimentally derived and thermodynamically 
calculated sections in the Au-Ge-In ternary system were shown 
previously [Figs 6.1, 6.2, 6.8(a), 6.8(b) and 6.28 to 6.31]. The 
comparison of these vertical sections is shown here in Figs 7.34 to 
7.37. 
The comparison of the Auln-Ge section (Fig 7.34) showed that the 
calculated eutectic temperature is 18°C lower than that obtained 
experimentally (488°C), with a composition of 4.0 at.% Ge, which is 
twice that found experimentally. 
Similarly the companson of AuIn2 -Ge section (Fig 7.35) indicated 
that the computed eutectic temperature is 9° C lower than the 
experimentally determined eutectic temperature of 522°C, while 
the eutectic composition IS 4.4 at. % higher than that found 
experimentally (4.1 at.% Ge). 
The companson of the AU41. 5 I n 58.5 to Ge isopleth showed a 
temperature difference of 10° C between the calculated and 
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experimentally investigated temperature for the monovariant line, 
whereas the computed ternary eutectic temperature, 460°C, is 11°C 
lower than that experimentally obtained. 
So, from the above discussion it is clear that the computed and 
experimentally determined sections and isopleth showed a 
maximum difference of + 9°C. 
The calculated ternary eutectic composition was 8.05 at. % Ge, 44.84 
at% Au and 47.11 at% In, while experimentally it is estimated to be 
3.5 at.%Ge, 43.25 at% Au and 53.25 at% In. 
The comparison of the liquid isotherms is shown in Fig 7.38. Here 
the computed and experimentally determine isotherms on the 
liquidus surface showed a maximum difference of ± 4 at. % Ge. 
In the present work, the vertical isothermal sections and isotherms 
on the liquidus surface were computed from assessed data for the 
relevant binary diagrams and were not modified to fit the 
experimental data found for the pseudobinary sections. Although, in 
principle, experimental measurement should be more reliable, the 
simple computer assessment can be used to supplement the 
experimental data for this system with sufficient accuracy for most 
purposes. However comparison of these diagrams shows that both 
the data and the assumptions used in computing these equilibria 
are fairly good. 
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(7.7) Au-Sn BINARY PHASE DIAGRAM 
The Au-Sn binary phase diagram has been studied by many 
investigators (128-132). The most recent evaluation of this system 
is reported by Okamoto and Massalski (132); Fig (7.39). The 
enlarged Au-rich portion of this diagram is given in Fig (7.40). The 
equilibria in the Au-rich portion of the Au-Sn phase diagram are 
still uncertain, and are shown by dotted lines in Fig (7.40). However, 
Legendre, Prince and co-worker found two peritectic reactions at 
530 0 C and 519°C respectively, Fig (7.41) but did not study 
equilibria below 4000 C. To clarify the uncertainty of the low-
temperature equilibria, a series of alloys covering the appropriate 
range of compositions (as described in the previous part of the 
thesis) were heat treated isothermally at four selected 
temperatures gIven as 1400 C, 2200 C, 3000 C and 3800 C. Two 
temperatures, 1400 C and 3800 C, were studied at UMIST by Dr. 
Hayes and co-workers, while the other two temperatures i.e 2200 C 
and 3000 C were examined in the present work. 
The heat-treatment time, temperatures, compositions and resultant 
phase/phases formed for the Au-rich portion of the Au-Sn binary 
phase diagram are given in Table 2; Fig.6.44 (as described in results 
section). 
For simplicity the speCImens heat treated at 3000 C with 
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compositions 7.5, 10.5, 12.0, 14.5 and 16.0 at. % Sn are numbered as 
(1), (2), (3), (4) and (5) as shown in Fig 6.44 and the micrographs of 
these samples are given in Fig 6.33 to 6.37 respectively. Similarly 
the specimens heat treated at 220°C with compositions 7.5, 12.0, 
14.5, 16.0, 17.5 and 20.0 at. % Sn are numbered as (6), (7), (8), (9), 
(10) and (11) as shown in Fig 6.44 and the micrographs of these 
samples are given in Fig 6.38 to 6.43 respectively. The lines drawn 
(thick lines) from the results in the present study are numbered by 
(a), (b), (c) and (d) respectively. 
The interpretation of the microstructures was complicated by the 
extensive porosity, particularly in specimen no. 9, 10 and 11, which 
developed during the isothermal treatment. In fact, the 
microstructures were more clearly differentiated under the 
microscope than is apparent from the micrographs. 
It can be seen from the micrographs, Fig 6.33, of the speCImen (1) 
that it contained a two phase structure i.e Au and ~. SEM, Electron 
Microprobe Analysis, results indicated that the ~ has a composition 
of 9.1 at. % Sn, confirming the value given by Okamoto and Massalski 
(132). Sample (2); Fig 6.34 also showed a two phase structure, ~ and 
~. Again Electron Microprobe Analysis indicated that the ~ phase has 
a composition of 9.1 at. % Sn as described above. All the other 
specimens (3), (4) and (5) showed a single phase structure of ~ ; Fig 
6.35, 6.36 and 6.37 respectively. The ~ phase has a homogeneity 
range between about 10 and 18.5 at.% Sn (132). 
128 
The sample (6) revealed a structure having two phases, ~ and Au, as 
shown in Fig 6.38. Specimen (7) and (8) gave a single phase ~ 
structure, while samples (9), (10) and (11) were found to have two 
phase structures (~+ AuSn compound). The amount of AuSn, 
increased from samples (9) to (11). 
The present work has confirmed that ~ phase has a composition of 
9.1 at. % Sn, so the position of line (b); Fig 6.44, could be fixed. The 
careful study of the micrographs indicated that the samples (1) and 
(6), which have two phase structures, contained equal amounts of 
each phase (i.e =50% for each). Now the location of line (a) in Fig 
6.44 was fixed by applying the Lever Rule with these 
microstructures of specimens (1) and (6). By applying the Lever 
Rule, the same amount of area for both phases in specimen (1) 
suggested that the distance of lines (a) and (b) from (1) should be 
same. The same is true for the specimen (6). As the line (b) has 
already been fixed, line (a) was located accordingly. Further, the 
similarity of the microstructures for specimens (1) and (6) IS 
evidence that no phase change occurred at 250o C, as suggested by 
Okamoto and Massalski (132), as shown in Fig 7.40. If such a 
reaction does occur, then it must be at a temperature below 220oC. 
The specimen (2) had a two phase structure, ~ and ~, as shown in 
Fig 6.34. The microstructure of this specimen indicated that about 
30% of the structure is covered by ~ phase. Application of the Lever 
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Rule suggested the position of the line (c) as shown in Fig 6.44, was 
located correctly by Prince and co-worker. The samples (3), (4), (5), 
(7) and (8) gave single phase ~ structures. The application of the 
Lever Rule with samples (9), (10) and (11) gave rise to the position 
of line (d). The upper end of this line was drawn to coincide with 
the established line [bold in Fig 6.44] at 279.5°C, and from here the 
direction of this line is such that if it is extended it should pass 
between the specimen (12) and (13) in Fig 6.44. These specImens 
were studied at UMIST. Unfortunately, most of the speCImens 
studied at UMIST did not reach equilibrium and a result was 
obtained only for the specimen (13). This specimen showed a small 
amount of liquid had been present at the equilibration temperature. 
Hence, the high temperature portion of this line was probably 
located correctly by Prince and co-workers (dotted lines in Fig 
6.44). 
It should be noted here that the position of line (a) is more accurate 
as compared to line (d). Because, if there is a chance of 5% error In 
the estimate of the amount of the phases present In the 
microstructure, then the position of line (a) will not be affected 
significantly. Whereas the position of line (d) is very sensitive to the 
estimated amounts of the small regions of AuSn compound. Further, 
in the light of the above results and discussion it is probable that 
the Au sol vus line is located as shown by the chain line in Fig 6.44. 
The probable extension to lower temperature of the ~/AuSn + ~ 
phase boundary is shown also as a chain line in the Figure. 
130 
Thus the present work has substantiated, at least in part, the 
verSIon of the Au-Sn binary diagram proposed by Prince and co-
worker, and confirms that the constituent of the Au- rich alloys 
suggested by Okamoto and Massalski is incorrect. 
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CONCLUSIONS 
(1) The partial constitutions of Au-Ge-X ternary systems have been 
investigated, where Au forms stable intermediate congruent 
melting compounds with the elements 'X' belonging to the lIB and 
IIIB groups of the periodic table. These compounds include Auln, 
AuIn2' AuGa, AuGa2' AuZn and AuCd. Pseudobinary eutectic systems 
were found between the above stable compounds and Ge. The 
solubility of Ge in the AuX compounds was 1.3 at. %Ge for Zn and Cd 
containing alloys and less than 1.0 at. % Ge for In and Ga containing 
alloys at the eutectic temperatures, which is in accordance with the 
Hume-Rothery rule. All Au-Ge-X systems show complete miscibility 
in the liquid state for all compositions. The liquidus curves for 
higher concentrations of solvent obey the Vant Hoff equation in 
these pseudobinary systems. 
The examination of the AuIn-AuIn2 -Ge partial ternary system 
showed the presence of a ternary eutectic with an estimated 
composition of 3.5 at.% Ge, 43.25 at.% Au and 53.25 at.% In at 471°C. 
Also the presence of a degenerate ternary eutectic located very 
close to the In corner at a temperature of 156°C was detected in the 
A uIn2 -Ge-In partial ternary system. 
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The study of the AuGa-Ge-AuGa2 partial system also showed the 
presence of a ternary eutectic with an estimated composition 3.2 
at.% Ge, 41.8 at.% Au and 55.0 at.% Ga at 438°C. 
(2) The constitutions of the Au-Pb-X ternary systems have also 
been investigated, where X has the same meaning as described 
above. The stable compounds AuX did not exhibit pseudo binary 
eutectic systems with Pb (AuIn-Pb and AuIn2 -Pb sections have 
already been investigated prior to this study, where AuIn-Pb 
section forms a pseudobinary system, but Au1n2 -Pb section does 
not form pseudobinary system). The investigation of AuX-Pb 
sections in Au-Pb-X ternary systems, showed extensive liquid 
immiscibility over a wide range of compositions; immiscibility was 
easily seen on metallographic sections. This contrasts with the 
pseudobinary eutectic nature of AuX-Ge sections. 
(3) Prior to this study, it had been shown that the liquid 
immiscibility which occurs In a number of binary systems can be 
predicted from the enthalpies of vapourization and 
electronegativities of the constituents elements. The extension of 
this theory to ternary equilibria is shown here. The presence of 
liquid immiscibility and complete liquid miscibility in ternary 
systems is reasonably predicted using atomic size factor and 
melting points. Rather a poor predictability is given by using a 
combination of the electronegativity and a solubility parameter for 
miscible ternary systems. However, good agreement is indicated for 
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liquid ternary immiscible systems. Hence, if liquid immiscibility in a 
ternary system is predicted by both rules, then it can assumed with 
confidence that the liquid immiscibility will occur. 
(4) Thermodynamic calculations of vanous sections In the Au-Ge-In 
ternary system and isotherms of the Auln-Ge-In partial sub-
ternary system showed good agreement with experimental 
determination. These thermocalculations were made by using the 
optimized data of the binary systems involved in the Au-Ge-In 
system by the Lukas (38) method. 
(5) Smith Thermal Analysis equipment, which was originally 
develop to determine the enthalpy of phase transformation and 
heat capacity of the alloys as a function of temperature, was used to 
the determine phase boundaries. The ST A apparatus proved to be 
excellent for the determination of phase boundaries. This apparatus 
provided the speCImens wi th thermal conditions which are 
favourable for preserving the metallurgical equilibrium. 
(6) The lower temperature equilibria, which was uncertain before 
this study, for the Au-rich portion of the Au-Sn binary phase 
diagram, has been partially amended. 
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SUGGESTIONS FOR FURTHER WORK 
(1) The AuX-Pb sections (AuGa-Pb, AuGa2-Pb, AuZn and AuCd-Pb) 
in the Au-Pb-X ternary system do not form pseudobinary eutectic 
systems and possible interpretation, with the existing experimental 
data obtained in the present study IS presented here. However, 
further experimental determination IS needed to confirm these 
systems. 
(2) The AuX-Si sections (where X = In, In2' Ga, Ga2' Zn and Cd) in the 
Au-Si-X ternary system may form pseudobinary eutectic systems, 
which require experimental confirmation. Also AuAl2 -Ge, and 
A u2AI-Ge sections may form pseudobinary eutectic systems, which 
can be investigated experimentally. 
(3) The AuIn-Ge-Au and AuGa-Ge-Au partial ternary systems in the 
Au-Ge-In and Au-Ge-Ga ternary systems respectively require 
further determination to establish the complete description of these 
systems. 
(4) The optimization of the AuIn-Ge and AuIn2-Ge sections In the 
Au-Ge-In ternary system can be obtained by the combination of 
phase boundary results obtained tn the present study, with the data 
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for the edge binary systems by uSIng the Lukas optimization 
programme. Furthermore, the full thermodynamical description of 
the Au-Ge-In system can be obtained. 
(5) The pseudobinary AuGa-Ge, AuGa2-Ge, AuZn-Ge and AuCd-Ge 
sections In the Au-Ge-X ternary system, which have been 
determined in the present investigation, should be calculated on a 
thermodynamical basis, which, in turn, demands thermodynamical 
data for all the edge binary phase diagrams involved in each 
ternary system. The Au-Ga, Au-Zn and Au-Cd binary data are not 
available and requITe to be calculated. The rest of the 
thermodynamical data for the other binary phase diagrams 
involved are available. By acquiring data for all these binary phase 
diagrams, all the above experimentally examined pseudobinary 
sections can be computed thermodynamically and hence can be 
optimized. 
(6) Similarly all the AuX-Pb sections In the Au-Pb-X ternary 
systems required thermodynamical calculations for all sections in 
the same way from the edge binary optimized data, as described 
above; again all these binary phase diagrams involved, still have to 
be optimized except for the Au-Pb binary system. 
(7) The lower temperature equilibria for the Au-rich portion of the 
Au-Sn binary system determined so far is not sufficient to describe 
it completely and hence there is need for further research. 
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Fig 2.16:- production of a ternary three-phase eqilibrium by the 
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Fig 2.19:- Diagrams showing the development of isotherms at T1, T2 and T3 (25). 
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Fig 2.22:- Vertical sectioning through a ternary eutectic system 
representing the constant composition ratio of two components A 
and B (25). 
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Fig 2.23:- Vertical sectioning through a ternary eutectic system 
representing the constant composition of one component (25). 
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Fig 2.24:- Disposition of phase boundaries in isothermal sections of 
ternary systems containing three-phase region. 
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Fig 3.1:- Occurrence of two-phase equilibrium when 
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showing two minima. 
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(After Smith). 
Fig 4.5:- Arrangement of Differential couple for controlling 
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Fig 5.1:- Cooling curve of pure Indium. 
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Fig 5.2:- Heating curve of pure Indium. 
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Fig 6.2:- The pseudobinary section AulnTGe determined by 
Thermal Analysis. 
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Fig 6.3:- The pseudobinary section AuGa-Ge detennined by Thennal 
Analysis. 
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Fig 6.15 :- Microstructure of an AuCd-Ge eutectic alloy containing 
10.0 at.% Ge (x 600). 
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Fig 6.17:- The Ga-Pb binary phase diagram (100). 
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Fig 6.18:- Liquid immiscibility in AuGa-Pb system containing 
60.0 at.% Pb and 40.0 at.% AuGa (x 100). 
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Fig 6.26:- Liquid immiscibility in AuCd-Pb system containing 
40.0 at. % Pb and 60.0 at.% AuCd (x 50). 
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TYPE OF CONSTITU- GOLDSCHM- DISTANCE MELT-
No SYSTEMS REF. FIG No. IMMISC- ENTS IT ATOMIC OF CLOSEST ING 
IBILITY ELEMENTS RADII °A APPROACH °A POINT K 
8 CuAlrSn 110 7.11 Case I Cu 1.28 2.56 1358.02 
CuAI...-?S n Al 1.43 2.86 933.60 
Sn 1.57 3.18;2.80;3.02 505.12 
9 FeSi-Cu III 7.12 Case I Fe 1.28;1.26 2.48;2.58 1811.00 
FeSi...-?Cu Si 1.17 2.35 1687.00 
Cu 1.28 2.56 1358.02 
10 AuCd-Pb Pres- 7.13 Case I Au 1.44 2.88 1337.58 
AuCd~Pb ent Cd 1.52 2.97;3.29 594.26 
Work Pb 1.75 3.499 600.65 
1 1 PdSi-Ag 112 7.14 Case I Pd 1.37 2.75 1828.5 
PdSi2-Ag Si 1.17 2.35 1687.00 
PdSi~Ag Ag 1.44 2.89 1235.08 
12 CdSe-Bi 113 7.15 Case II Cd 1.52 2.97;3.29 594.26 
CdSe~Bi Se 1.60 2.32 494.00 
Bi 1.82 3.11;3.47 544.52 
13 AuSi~Te 101 7.16 Case I Au 1.44 2.88 1337.58 
Si 1.17 2.35 1687.00 
Te 1.4;1.7 2.86;3.46 722.72 
14 FeSirSb 114 7.17 Case I Fe 1.28;1.26 2.48;2.58 1811.00 
FeSi~Sb Si 1.17 2.35 1687.00 
Sb 1.61 2.90;3.36 903.90 
TYPE OF CONSTITU- GOLDSCHM- DISTANCE MELT-
No SYSTEMS REF. FIG No. IMMISC- ENTS IT ATOMIC OF CLOSEST ING 
IBILITY ELEMENTS RADII °A APPROACH °A POINT K 
]5 CU3As-Pb 115 7.18 Case III Cu 1.28 2.55 1358.02 
CuAs~Pb As 1.28 2.556 1358.02 
Pb 1.75 3.499 600.65 
16 CuSn~Pb 116 7.19 Case III Cu 1.28 2.55 1358.02 
Sn 1.57 3.18;2.80;3.02 505.12 
Pb 1.75 3.499 600.65 
17 ZnTe-Bi 117 7.20 Case III Zn 1.37 2.66;2.91 692.73 
ZnTe~Bi Te 1.4; 1.7 2.86;3.46 722.72 
Bi 1.82 3.11;3.47 544.52 
18* PdZr-Ag 107 7.21 Case I Pd 1.37 2.75 1828.5 
PdZr~Ag Zr 1.6; 1.61 3.12;3.16;3.22 2127.86 
Ag 1.44 2.89 1235.08 
* Systems showed disagreement due to Atomic Size. 
TABLE 6:- SYSTEMS SHOWING LIQUID IMMISCIBILITY 
(Case IV). .[For RULE 1 Based on Atomic Size and Melting Points]. 
CONSTITU· GOLDSCHM· DISTANCE 
No SYSTEMS REF. FIG No. ENTS IT ATOMIC OF CLOSEST 
ELEMENTS RADII °A APPROACH 
1 CuAI2-Cd 118 7.22 Cu 1.28 
CuAI~Cd Al 1.43 
Cd 1.52 
2 AuZn-Pb Pres- 7.23 Au 1.44 
AuZn~Pb ent Zn 1.37 
Wod Pb 1.75 
3* AuGa-Pb Pres- 7.24 Au 1.44 
AuGa2-Pb ent Ga 1.35 
AuGa~Pb Wod Pb 1.75 
4 InSe-Sn 7.25 In 1.57 
InSe~ S n Se 1.60 
Sn 1.58 
5 CuAI 2-In 121 7.26 Cu 1.28 
CuAI~I n Al 1.43 
In 1.57 
6** PbTe-Fe 122 7.27 Pb 1.75 
PbTe~Fe Te 1.43; 1.7 
Fe 1.27 
7 CU2Te-Bi 123 7.28 Cu 1.28 
CuTe~Bi Te 1.43;1.7 
Bi 1.82 
8 CU2Se-Bi 123 7.29 Cu 1.28 
CuSe-.tBi Se 1.60 
Bi 1.82 
* System showed disagreement due to Melting Point. 
** System showed disagreement due to Atomic Size. 
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1358.02 
933.60 
594.26 
1337.58 
692.65 
600.65 
1337.58 
302.92 
600.65 
429.78 
494.0 
505.12 
1358.02 
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722.72 
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1358.02 
722.72 
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544.52 
TABLE 7:- SYSTEMS SHOWING LIQUID MISCIBILITY. 
[For RULE 1 Based on Atomic Size and Melting Point]. 
TYPE OF CONSTITU· GOLDSCHM. DISTANCE 
No SYSTEMS MISCIBI· tENTS IT ATOMIC OF CLOSEST 
LITY tELEMENTS RADII °A APPROAH 0A 
1 * Auln~Ge Case I Au 1.44 2.88 
Auln2~ Ge I n l.57 3.37;3.24 
Ge l.39 2.44 
2* AuGa~Ge Case I Au 1.44 2.88 
AuGa2~Ge Ga l.35 2.43;2.79 
Ge l.39 2.44 
3* AuZn~Ge Case I Au 1.44 2.88 
Zn l.37 2.66;2.91 
Ge l.39 2.44 
4* AuCd~Ge Case I Au l.44 2.88 
Cd l.52 2.97;3.29 
Ge l.39 2.44 
5* AgTe2~St: Case I Ag l.44 2.89 
Te 1.47; 1.7 2.86;3.46 
Sb 1.61 2.90;3.36 
6 PbTe~Au Case I Pb 1.75 3.499 
Te 1.47; 1.7 2.86;3.46 
Au l.44 2.88 
7 GaSb~Bi Case II; Bi-G, Ga 1.35 2.43;2.79 
is an immiscible Sb 1.61 2.90;3.36 
Binary System Bi 1.81 3.11;3.47 
8 InTe~Sb Case II; In-Te I n 1.57 3.37;3.24 
is an immiscible Te 1.47;1.7 2.86;3.46 
Binary System Sb 1.61 2.90;3.36 
9* CU2Se~As Case II; Cu-Se Cu 1.28 2.55 
is an immiscible Se l.60 2.32;3.46 
Binary System As 1.25 2.51;3.15 
10* CU2Te~As Case II; Cu-Te Cu 1.28 2.55 
is an immiscible Te 1.47; 1.7 2.86;3.46 
Binary System As 1.25 2.51;3.15 
MELT· 
ING 
POINT K 
l337.58 
429.78 
121l.50 
l337.58 
302.92 
121l.50 
l337.58 
692.73 
1211.50 
l337.5 
594.26 
1211.50 
1235.08 
722.72 
903.90 
600.65 
722.72 
1337.58 
302.92 
903.90 
544.52 
429.78 
722.72 
903.90 
l358.02 
494.00 
1080.00 
1358.02 
722.72 
1080.00 
TYPE OF CONSTITU· GOLDSCHM· DISTANCE MELT· 
No SYSTEMS MISCIBI· ENTS IT ATOMIC OF CLOSEST ING 
LITY ELEMENTS RADII °A APPROAH 0A POINT K 
11* CU2Se~Sb Case II; Cu-Se Cu 1.28 2.55 1358.02 
is an immiscibl{ Se 1.60 2.32;3.46 494.00 
Binary System Sb 1.61 2.90;3.36 903.90 
12 * CU2Te~Sb Case II; Cu-Te Cu 1.28 2.55 1358.02 
is an immiscible Te 1.47; 1.7 2.86;3.46 722.72 
Binary System Sb 1.61 2.90;3.36 903.90 
13t InTe~Bi Case II; In-Te In 1.57 3.37;3.24 429.78 
is an immiscible Te 1.47; 1.7 2.86;3.46 722.72 
Binary System Bi 1.81 3.11;3.47 544.52 
14 CdTe~Ge Case I Cd 1.52 2.97;3.29 594.26 
Te 1.47;1.7 2.86;3.46 722.72 
Ge 1.39 2.44 1211.50 
15 In2Se3~ Case I I n 1.57 3.37;3.24 429.78 
Ge Se 1.60 2.32;3.46 494.00 
Ge 1.39 2.44 1211.50 
16 CdTe~Co Case I Cd 1.52 2.97;3.29 594.26 
Te 1.47; 1.7 2.86;3.46 722.72 
Co 1.25 2.49;2.51 1768.00 
17 CdTe~Mn Case I Cd 1.52 2.97;3.29 594.26 
Te 1.47; 1.7 2.86;3.46 722.72 
Mn 1.30 2.24;2.37;2.73 1517.01 
18 GaAs~Ge Case I Ga 1.35 2.43;2.79 302.92 
As 1.25 2.51;3.15 1080.00 
Ge 1.39 2.44 1211.50 
19* Auln~Sb Case I Au 1.44 2.88 1337.58 
I n 1.57 3.37;3.24 429.78 
Sb 1.61 2.90;3.36 903.90 
20* Mg2Si~AI Case I Mg 1.60 3.19;3.20 923.00 
Si 1.17 2.35 1687.00 
Al 1.43 2.86 933.60 
21 CdTe~S n Case I Cd 1.52 2.97;3.29 594.26 
Te 1.47; 1.7 2.86;3.46 722.72 
Sn 1.58 3.18;2.80;3.02 505.12 
22 CoZr~Nb Case I Co 1.25 2.49;2.51 1768.00 
Zr 1.60 3.17 2127.86 
Nb 1.47 2.859 2750.00 
TYPE OF CONSTITU- GOLDSCHM- DISTANCE MELT-
No SYSTEMS MISCIBI- ENTS IT ATOMIC OF CLOSEST ING 
LITY ELEMENTS RADII °A APPROAH 0A POINT K 
23 CdSb~Ag Case I Cd 1.52 2.97;3.29 594.26 
Sb 1.61 2.90;3.36 903.90 
Ag 1.44 2.89 1235.08 
24 CdSb~Au Case I Cd 1.52 2.97;3.29 594.26 
Sb 1.61 2.90;3.36 903.90 
Au 1.44 2.88 1337.58 
25 CdSb~Cu Case I Cd 1.52 2.97;3.29 594.26 
Sb 1.61 2.90;3.36 903.90 
Cu 1.28 2.55 1358.02 
26 NiSb~Co Case I Ni 1.25 2.49 1728.00 
Sb 1.61 2.90;3.36 903.90 
Co 1.25 2.49;2.51 1768.00 
27t Ni2Si~Cu Case I Ni 1.25 2.49 1728.00 
Si 1.17 2.35 1687.00 
Cu 1.28 2.55 1358.02 
28 NiSb~Fe Case I Ni 1.25 2.49 1728.00 
Sb 1.61 2.90;3.36 903.90 
Fe 1.28;1.26 2.48;2.58 1811.00 
29 Ni3Sn2~ Case II; Fe-Si Ni 1.25 2.49 1728.00 
Fe is an immiscible Sn 1.58 3.18;2.80;3.02 505.12 
Binary System Fe 1.28;1.26 2.48;2.58 1811.00 
30 PbAI~Cu Case II; AI-Pb Pb 1.75 3.499 600.65 
is an immiscible Al 1.43 2.86 933.60 
Binary System Cu 1.28 2.55 1358.02 
31t GaAs~S n Case I Ga 1.35 2.43;2.79 302.92 
As 1.25 2.51;3.15 1080.00 
Sn 1.58 3.18;2.80;3.02 505.12 
32t GaAs~Cd Case I Ga 1.35 2.43;2.79 302.92 
As 1.25 2.51;3.15 1080.00 
Cd 1.52 2.97;3.29 594.26 
33 AuAI2~Si Case I Au 1.44 2.88 1337.58 
Al 1.43 2.86 933.60 
Si 1.17 2.35 1687.00 
34* AuSn~Ge Case I Au 1.44 2.88 1337.58 
Sn 1.58 3.18;2.80;3.02 505.12 
Ge 1.39 2.44 1211.50 
TYPE OF CONSTITU· GOLDSCHM· DISTANCE MELT· 
No SYSTEMS MISCIBI· ENTS IT ATOMIC OF CLOSEST ING 
LITY ELEMENTS RADII °A APPROAH 0A POINT K 
35* GaAs~Zn Case I Ga 1.35 2.43;2.79 302.92 
As 1.25 2.51;3.15 1080.00 
Zn 1.37 2.66;2.91 692.73 
36 Bi2Mg3~ Case I Bi 1.81 3.11;3.47 544.52 
Cu Mg 1.60 3.19;3.20 923.00 
Cu 1.28 2.55 1358.02 
Note:- The systems from no. 1 to 4 were investigated In present work. 
Total number of systems examined = 36 
The number of systems that agreed with the Rule = 36 
The number of systems that disagreed with the Rule = nil 
* The systems that showed agreement due to both Atomic Size 
and Melting Point conditions = 13 
t The systems showed that agreement due to Melting Point 
condition = 5 
All other systems showed agreement due to Atomic Size 
condition = 18 
TABLE 8:- SYSTEMS SHOWING TRUE LIQUID IMMISCIBILITY. 
[For RULE 2 Based on Solubility Parameters and Electronegativities]. 
TYPE OF CONSTITU- SOLUBILITY ELECTRON-
No SYSTEMS REF. FIG No. IMMISC- ENTS PARAMETER EGATIVITY 
IBILITY ELEMENTS (J/cm3)112 (e.V) 
1 CuTi-Ag 106 7.4 Case I Cu 219 1.9 
CuTi~Ag Ti 192 1.6 
Ag 168 1.9 
2 PdTi-Ag 107 7.5 Case I Pd 209 2.2 
PdTi~Ag Ti 192 1.6 
Ag 168 1.9 
3 CU3Sb-Bi 108 7.6 Case I Cu 219 1.9 
CuSb~Bi Sb 121 1.9 
Bi 98 1.8 
4 Mg3 Sb 2- 109 7.7 Case I Mg 102 1.2 
Al Sb 121 1.9 
MgSb~AI Al 176 1.5 
5 AuSn-Pb 65 7.8 Case I Au 190 3.1 
AuSn~Pb Sn 133 1.7 
Pb 96 1.8 
6 AuIn-Pb 101 7.9 Case I Au 190 3.1 
Auln~Pb In 123 1.4 
Pb 96 1.8 
7 AuSn-Bi 50 7.10 Case I Au 190 3.1 
AuSn~Bi Sn 133 1.7 
Bi 98 1.8 
8 CuAI 2-Sn 110 7.11 Case I Cu 219 1.9 
CuAI~Sn Al 176 1.5 
Sn 133 1.7 
9 FeSi-Cu 111 7.12 Case I Fe 207 1.8 
FeSi~Cu Si 180 1.8 
Cu 219 1.9 
10* AuCd-Pb Pres 7.13 Case I Au 190 3.1 
AuCd~Pb ent Cd 92 1.7 
Work Pb 96 1.8 
TYPE OF CONSTITU- SOLUBILITY ELECTRO\,· 
No SYSTEMS REF. FIG No IMMISC- ENTS PARAMETER EGATIVITY 
IBILITY ELEMENTS (J/cm3)112 (e.V) 
11 PdSi-Ag 112 7.14 Case I Pd 209 2.2 
PdSi 2-Ag Si 180 1.8 
PdSi~Ag Ag 168 1.9 
12 CdSe-Bi 113 7.15 Case II Cd 92 1.7 
CdSe~Bi Se 70 2.4 
Bi 98 1.8 
13 AuSi~Te 101 7.16 Case I Au 190 3.1 
Si 180 1.8 
Te 74 2.1 
14 FeSi 2-Sb 114 7.17 Case I Fe 207 1.8 
FeSi~Sb Si 180 1.8 
Sb 121 1.9 
15 CU3As-Pb 115 7.18 Case III Cu 219 1.9 
CuAs~Pb As 135 2.0 
Pb 96 1.8 
16 CuSn~Pb 116 7.19 Case III Cu 219 1.9 
Sn 133 1.7 
Pb 96 1.8 
17* ZnTe-Bi 117 7.20 Case III Zn 108 1.2 
ZnTe~Bi Te 74 2.1 
Bi 98 1.8 
18 PdZr-Ag 107 7.21 Case I Pd 209 2.2 
PdZr~Ag Zr 192 1.6 
Ag 168 1.9 
* Systems showed disagreement due to Solubility parameter. 
TABLE 9:- SYSTEMS SHOWING LIQUID IMMISCIBILITY 
(Case IV). [For RULE 2 Based on Solubility Parameters 
and Electronegativities]. 
CONSTITU- SOLUBILITY ELECTRON· 
No SYSTEMS REF. FIG No. ENTS PARAMETER EGATIVITY 
ELEMENTS (J/cm3) 112 (e.V) 
1 CuA12-Cd 118 7.22 Cu 219 1.9 
CuAl-.-?Cd Al 176 1.5 
Cd 92 1.7 
2 AuZn-Pb Pres- 7.23 Au 190 3.1 
AuZn-.-?P b ent Zn 108 1.2 
Work Pb 96 1.8 
3 AuGa-Pb Pres- 7.24 Au 190 3.1 
AuGa2-Pb ent Ga 151 1.4 
AuGa-.-?P b Work Pb 96 1.8 
4 InSe-Sn 7.25 In 123 1.4 
InSe~ S n Se 70 2.4 
Sn 133 1.7 
5 CuA1 2-ln 121 7.26 Cu 219 1.9 
CuAI~1 n Al 176 1.5 
In 123 1.4 
6 PbTe-Fe 122 7.27 Pb 96 1.8 
PbTe~Fe Te 74 2.1 
Fe 207 1.8 
7* CU2Te-Bi 123 7.28 Cu 219 1.9 
CuTe-.-?Bi Te 74 2.1 
Bi 98 1.8 
8* CU2Se-Bi 123 7.29 Cu 219 1.9 
CuSe-.-?Bi Se 70 2.4 
Bi 98 1.8 
* Systems showed disagreement due to Solubility parameter. 
TABLE ,10:- SYSTEMS SHOWING LIQUID MISCIBILITY. 
[For RULE 2 Based on Solubility Parameters and Electronegativities]. 
TYPE OF CONSTITU- SOLUBILITY ELECTRON-
No SYSTEMS MISCIBI- ENTS PARAMETER EGATIVITY 
LITY ELEMENTS (J/cm3)112 (e.V) 
1 * AuIn~Ge Case I Au 190 3.1 
AuIn2~ Ge In 123 1.4 
Ge 155 1.7 
2* AuGa~Ge Case I Au 190 3.1 
AuGa2~Ge Ga 151 1.4 
Ge 155 1.7 
3* AuZn~Ge Case I Au 190 3.1 
Zn 108 1.2 
Ge 155 1.7 
4* AuCd~Ge Case I Au 190 3.1 
Cd 92 1.7 
Ge 155 1.7 
5* AgTe2~Sb Case I Ag 168 1.9 
Te 74 2.1 
Sb 121 1.9 
6** PbTe~Au Case I Pb 96 1.8 
Te 74 2.1 
Au 190 3.1 
7" " GaSb~Bi Case II; Bi-Ga Ga 151 1.4 
is an immiscible Sb 121 1.9 
Binary System Bi 98 1.8 
8* InTe~Sb Case II; In-Te In 123 1.4 
is an immiscible Te 74 2.1 
Binary System Sb 121 1.9 
9* CU2Se~As Case II~ Cu-Se Cu 219 1.9 
is an immiscible Se 70 2.4 
Binary System As 135 2.0 
10* Case II; Cu-Te Cu 219 1.9 CU2Te~As 
is an immiscible Te 74 2.1 
Binary System As 135 2.0 
TYPE OF CONSTITU· SOLUBILITY ELECTRON. 
No SYSTEMS MISCIBI· ENTS PARAMETER EGATIVITY 
LITY ELEMENTS (J/cm3)112 (e.V) 
11* CU2Se~Sb Case II; Cu-Se Cu 219 1.9 
is an immiscible Se 70 2.4 
Binary System Sb 121 1.9 
12* CU2Te~Sb Case II; Cu-Te Cu 219 1.9 
is an immiscible Te 74 2.1 
Binary System Sb 121 1.9 
13 * InTe~Bi Case II; In-Te In 123 1.4 
is an immiscible Te 74 2.1 
Binary System Bi 98 1.8 
14" CdTe~Ge Case I Cd 92 1.7 
Te 74 2.1 
Ge 155 1.7 
15" " In2Se3~ Case I In 123 1.4 
Ge Se 70 2.4 
Ge 155 1.7 
16** CdTe~Co Case I Cd 92 1.7 
Te 74 2.1 
Co 258 1.8 
17** CdTe~Mn Case I Cd 92 1.7 
Te 74 2.1 
Mn 194 1.5 
18" GaAs~Ge Case I Ga 151 1.4 
As 135 2.0 
Ge 155 1.7 
19" Auln~ Sb Case I Au 190 3.1 
In 123 1.4 
Sb 121 1.9 
20* Mg2Si~Al Case I Mg 102 1.2 
Si 180 1.8 
Al 176 1.5 
21* CdTe~S n Case I Cd 92 1.7 
Te 74 2.1 
Sn 133 1.7 
TYPE OF CONSTITU· SOLUBILITY ELECTRON· 
No SYSTEMS MISCIBI· ENTS PARAMETER EGATIVITY 
LITY ELEMENTS (J/cm3)112 (e.V) 
22* CoZr~Nb Case I Co 245 1.8 
Zr 192 1.6 
Nb 239 1.8 
23¥ CdSb~Ag Case I Qi 92 1.7 
Sb 121 1.9 
Ag 168 1.9 
24** CdSb~Au Case I Qi 92 1.7 
Sb 121 1.9 
Au 190 3.1 
25¥ CdSb~Cu Case I Qi 92 1.7 
Sb 121 1.9 
Cu 219 1.9 
26* NiSb~Co Case I Ni 254 1.8 
Sb 121 1.9 
Co 245 1.8 
27* Ni2Si~Cu Case I Ni 254 1.8 
Si 180 1.8 
Cu 219 1.9 
28* NiSb~Fe Case I Ni 254 1.8 
Sb 121 1.9 
Fe 207 1.8 
29* Ni3Sn2~ Case II; Fe-Si Ni 254 1.8 
Fe is an immiscible Sn 133 1.7 
Binary System Fe 207 1.8 
30** PbAI~Cu Case II; AI-Pb Pb 96 1.8 
is an immiscible Al 176 1.5 
Binary System Cu 219 1.9 
3I¥ GaAs~S n Case I Ga 151 1.4 
As 135 2.0 
Sn 133 1.7 
32¥ ¥ GaAs~Qi Case I Ga 151 1.4 
As 135 2.0 
Qi 92 1.7 
33 * AuAI2~Si Case I Au 190 3.1 
Al 176 1.5 
Si 180 1.8 
TYPE OF CONSTITU· SOLUBILITY ELECTRON-
No SYSTEMS MISCIBI· ENTS PARAMETER EGATIVITY 
LITY ELEMENTS (J/cm3) 112 (e.V) 
34* AuSn~Ge Case I Au 190 3.1 
Sn 133 1.7 
Ge 155 1.7 
35** GaAs~Zn Case I Ga 151 1.4 
As 135 2.0 
Zn 108 1.2 
36** Bi2Mg3~ Case I Bi 98 1.8 
Cu Mg 102 1.2 
Cu 219 1.9 
Note:- The systems from no. 1 to 4 were investigated In present work. 
Total number of systems examined = 36 
The number of systems that agreed with the Rule = 27 
The number of systems that disagreed with the Rule = 9 
* The systems that showed agreement due to Solubility Parameter 
condition = 21 
** The systems that showed agreement due to Electronegativity 
condition = 7 
¥ The systems that showed slight disagreement (i.e on borderline) - 6 
¥ ¥ The systems that showed marked disagreement = 3 
Congruent 
Melting 
Compounds 
Au1n2 
AuGa2 
AuZn 
Aued 
TABLE 11:- The Solid Solubility of Ge In AuX 
Congruent Melting Compound. 
Closest Distance 
Of Approach 0 A 
Max. Solubility of 
Ge in AuX 
Size Factor 
5.72 < 1 at.% 57% 
5.25 < 1 at.% 53% 
2.77 1.3 at.% 13% 
2.89 1.3 at.% 15% 
TABLE 12:- Reaction Scheme of Au-Pb-Ga Ternary System 
Au·Ga Ga-Pb Au-Pb-Ga Au·Pb 
P2: 415.4°C 
1 + (Au) ~ a' I I 
P3 : 409.8°C I L + a' ~ (Au) + ~ lUll 
l+ci~~ o.'~0u) +'~ ~+ ( 
-I 
PI : 434°C 
1 + (Au) ~ AU2Pb 
P4 : 375°C ~---1 
(Au) + ~ + AU2Pb 
---------
1+ ~ ~W 
Ps: 253°C 
1 + AU2Pb ~ AuPb 2 
~~.z~~::~'.i _ ~u~~_ 
112 ~ 11 + AuGa2.1 
1 ¢::> AuGa + AuGa2 r-----Jt I I 
L2 + AuGa2 ~ Ll + AuGa t 438°CI 
I ! 
Ll + L2 + AuGa Ll + Au9a + AuGa2 _ 
e2 : 346.7oC ;0 le4 : 1 ~ AuGa2 + Phf--JI 1 + AuUa2 ~ AuUa + (Pb)IU4 317°C 
1 ¢::> W + Y \r-lC-:L-~-~--"J.rl AuGa2 + AuGa ~ (Pb) Ll + AulGa + (Pb) 
I I ----------
e3 : 339.4°C, /lf~ IL,." + AuG. "" L, '+ Y I I 
1 ¢::> Y + AuGa '- ~ ~ L 1 +: L2 + y L 1',+ AuGa + y 
L2'" ~ L I '" + W + yl ~ 
Ll +~'~+y I~---------~~(--------------~ 
I L + W ~ y+ AuPb 2 I U6 1 P6: 221.50C 
~ +J~ AuP1:2. L +~y+ AuPb2 1 + AuPb 2 ~ AuPb3 
l L + y~ AuGa + AuPb 2 I U7 J 
y + AuGa +'AuPb2 L + Au~Ga + AuPb 2 "\ 
------ I .,/ 
r:------'--~--____, I L + AuPb 2 ~ AuGa + AuPb3 U 8 
tLl' + AuGa2 ~ L 2' + (Pb) 1 . t ~ es :212.5°C 
f 6uPb2 ±. ~Ga .±.,AuP..E3 L + AuG a + AuPb 3 1 + (Pb) + AuPb1 
l AuG'2 + L2 + (Pb)11 G.-Pb Bin.ry I I 
tLI +L21+(Pb)--+I~'~ 12'+ (Pb)m:313oC IL~ AuPb 3 + A~Ga+(Pb) E1:2100C 
1 <=> (Ga) 1+ (Pb) e7:29.70C AuPb 3 + AuGa + Pb 
e6:30oC I I 
~ <=> eGa) + AuGa2 l L ~ (Ga) + (Pb) + AuGa2 I E21 
(Ga) + (Pb) +' AuGa2 
APPENDIX 
APPENDIX 1 
Etchant Used For: 
(1) Au-Ge-X Ternary Alloys: 
50 ml of Nitric Acid (1.40). 
30 ml of Hydrofluoric Acid (40%). 
30 ml of Glacial Acetic Acid. 
0.6 ml of Bromine. 
To distinguish the Ge phase from the AuX phase. 
(2) Au-Sn Binary Alloys: 
Very dilute solution of Iodine In KI 
APPENDIX 2
· 
. - Arrest temperatures (OC) in the AuIn-Ge 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
1.0 489.7 486.7 497.54 
2.0 488.20 487.83 489.00 
5.0 485.00 488.21 531.5 
10.0 489.23 488.13 587.00 
15.0 486.31 488.63 627.53 
20.0 486.12 488.73 668.54 
25.0 490.19 484.00 699.40 
30.0 485.95 487.34 719.00 
40.0 489.27 487.41 762.00 
50.0 488.00 488.00 808.32 
APPENDIX 3
· 
. - Arrest temperatures (OC) in the AuIn2 - G e 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
1.0 522.12 522.19 531.80 
2.0 521.24 522.79 528.25 
4.0 523.23 522.40 522.28 
5.5 522.27 522.79 531.0 
10.0 520.34 522.27 582.58 
15.0 522.27 522.48 582.58 
20.0 522.34 522.27 655.95 
30.0 520.54 522.02 769.36 
40.0 519.32 522.18 769.36 
50.0 524.43 522.13 801.73 
60.0 525.48 522.1 841.21 
APPENDIX 4:- Arrest temperatures (OC) of A I G 
u41.5 n58.5- e 
isopleth obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Ge 
0.5 512.12;485.2 
----
1.0 506.17;481.09;472.71 471.14 
1.5 502.13;475.44;471.23 469.02 
2.0 498.97;476.43;473.92 470.27 
2.5 495.18;471.01 469.29 
3.0 492.00;472.30 472.38 
3.5 490.08;471.31 469.43 
4.5 508.80 
----
6.0 531.41 ;487.01;469.34 
-----
10.0 597.37;488.12;470.23 472.40 
20.0 667.79;487.92;470.27 471.33 
30.0 718.97;487.10;467.19 470.51 
40.0 761.39;484.89;469.23 472.31 
50.0 803.00;485.31;469.21 472.32 
APPENDIX 5:- Arrest temperatures (OC) of AU201n80- G e 
isopleth obtained using ST A. 
COMPOSITION COOLIING HEATING 
At. % Ge 
0.5 490.08 ----
1.0 495.13;490.34; 156.02 155.92 
1.5 497.18;491.02; 156.31 155.73 
2.0 493.35; 156.1 156.51 
3.0 489.03; 156.3 156.41 
6.0 527.48;489.71; 156.34 156.32 
15.0 619.19;489.21; 156.31 156.13 
25.0 682.68;489.17; 156.29 156.17 
APPENDIX 6:- Arrest temperatures (OC) in the AuGa-Ge 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
1.0 445.21 444.07 452.01 
2.0 441.37 446.38 450.13 
5.0 ONE ARREST 
6.0 ONE ARREST 
7.5 448.03 444.81 512.31 
10.0 446.21 446.42 555.39 
15.0 448.43 446.21 613.14 
20.0 446.01 448.13 649.05 
30.0 449.06 448.77 712.87 
40.0 445.19 449.41 760.01 
50.0 448.23 448.37 794.79 
60.0 446.31 445.93 832.21 
APPENDIX 7:- Arrest temperatures (OC) in the AuGa2- G e 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
1.0 474.07 473.89 487.31 
2.0 489.38 472.68 483.38 
4.0 ONE ARREST 
6.0 ONE ARREST 
7.5 472.13 474.48 521.18 
10.0 475.88 475.16 549.29 
15.0 476.18 475.69 598.78 
20.0 472.72 476.18 646.37 
30.0 476.91 477.08 711.08 
40.0 479.46 479.23 764.98 
50.0 475.35 476.96 809.31 
60.0 477.12 476.39 841. 21 
APPENDIX 8:- Arrest temperatures (OC) of AU40G a 60 - G e 
isopleth obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Ge 
1.0 470.02;445.97;439.92 438.03 
1.6 470.03;444.78;438.34 439.14 
2.1 469.68;442.10;437.1 439.02 
2.7 467.10;452.91;437.21 439.31 
3.2 467.00;461.11;437.24 439.21 
3.5 468.00;463.26;438.03 438.34 
4.0 470.01 ;466.89;439.89 439.26 
4.5 497.08;462.69;439.67 436.15 
7.0 534.13;466.26;437.68 438.41 
10.6 576.19;465.91;438.01 439.13;465.08 
15.6 628.33;461.16;436.31 437.02;460.35 
25.0 688.18;456.24;436.21 438.28;460.16 
35.0 738.02;454.38;433.33 436.91 ;456.86 
APPENDIX 9:- Arrest temperatures (OC) in the AuZn-Ge 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
O.5(for solvus curve) 603.20;708.00 606.00 754.24 
1.0(for solvus curve) 658.08;691.08 691.5;656.98 754.04 
1.5 675.3 670.89 746.30 
2.0 672.00 672.00 744.31 
5.0 674.01 671.39 720.16 
10.0 673.13 673.29 685.27 
15.0 672.61 671.60 689.00 
20.0 637.35 672.47 718.21 
30.0 677.28 673.22 758.35 
40.0 672.00 670.16 788.92 
50 671.35 669.17 814.48 
60 670.20 673.00 847.00 
APPENDIX 10:- Arrest temperatures (OC) in the AuCd-Ge 
pseudobinary section obtained using ST A. 
COMPOSITION SOLIDUS LIQUIDUS 
At. % Ge Heating Cooling Cooling 
1.0(for solvus curve) 539.15;589.68 538.68 601.09 
1.5 555.47 556.27 619.44 
2.5 552.39 555.56 605.16 
5.0 558.25 556.29 585.27 
12.5 556.28 553.79 603.03 
15.0 554.21 559.19 639.03 
20.0 556.38 555.04 674.18 
30.0 555.43 555.48 736.64 
40 548.31 556.63 768.81 
50 548.98 548.09 809.21 
APPENDIX 11:- Arrest temperatures (OC) of AuGa-Pb 
section obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Pb 
2.0 450;317;202 -------
5.0 430;311;212 319 
15.0 436;316;183 317 
25.0 443;313; 177; 317 
40.0 439;309;204; 224;322 
50.0 435;310;202 211;321 
60.0 439;318; 189 211306 
70.0 427;313;186 214;309 
80.0 431;318;195 209;319 
90.0 427;322; 190 221 ;326 
95.0 327;198 326 
97.0 307; 194 326 
APPENDIX 12: - Arrest temperatures (OC) of AuGa2 _ P b 
section obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Pb 
3.0 480;325;317 318;326 
10.0 481;325;317 315;325 
20.0 482;324;317 316;323 
30.0 483 ;424;316 318;324 
40.0 481;325;317 318;325 
50.0 481 ;324;316 318;325 
60.0 481;325;317 316;325 
70 482;325;316 318;325 
80.0 481;326;316 316;325 
90.0 480;325;315 315;326 
97.0 324;317 316;324 
APPENDIX 13:- Arrest temperatures (OC) of AuZn-Pb 
section obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Pb 
5.0 772;752;210 213 
10.0 753;281 ;210 213 
20.0 752;280;211 213 
30.0 752;260;211 212 
40.0 750;282;211 217 
50.0 750;296;210 213 
60.0 748;299;215 216 
70.0 732;300;213 214 
80.0 730;307;209 211 
85.0 712;207 211 
90.0 634;323;208 211 
95.0 222;212 214 
-
APPENDIX 14:- Arrest temperatures (OC) of AuCd-Pb 
section obtained using ST A. 
COMPOSITION COOLING HEATING 
At. % Pb 
40.0 595;261;244; 192 192;246;296 
50.0 592;274;245;188 190;245;274 
70.0 584;560;283;242 245;284 
80 296;244 245;295 
90 426;325;207 325 
95 326;179 325 
APPENDIX (15) 
When the thesis preparation was completed, one more system was 
found. This was the ternary system Ag-Zn-Pb which showed liquid 
immiscibility of the type as shown in Fig 7.1 (a), (case IV). The 
direction of the tie-lines were from AgZn to Pb. The liquidus 
projection of this system IS shown in Figure below. This system 
agreed with both of the rules described in this thesis. 
[Reference: T. R. A. Davey, Trans. A.I.M.M.E., 1954, 200, 838]. 
Fig. -Ternary diagram Ag-Pb-Zn. 
